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Summary
Finite mixture distributions are useful for modelling data with a range of different character­
istics such as multi-modality, heterogeneity, skewness and kurtosis. Due to their flexibility, 
finite mixture models are widely applied in a diversity of areas such as medicine, genetics 
and marketing. However, the trade off for this flexibility is tha t the amount of algebra 
involved in estimation has created certain difficulties when using these models.
The first part of this thesis is focussed on the estimation problem for an exponen­
tial mixture, and its discrete analogue, a geometric mixture. We investigate a number 
of moment-based methods for estimating the parameters of a two-component exponential 
mixture distribution: (i) fractional moment estimator, (ii) attenuated moment estimator, 
(iii) Appell moment estimator, (iv) a method based on order statistics. For a mixture dis­
tribution, the traditional method of moments has long been out of favour due to its low 
efficiency compared to the more respectable maximum likelihood approach (MLE) via the 
Expectation-Maximisation (EM) algorithm. W ith a slight modification on the ordinary 
moments, we show, by our simulation experiments, that the efficiencies of the moment esti­
mators are significantly improved. With a little amendment, these methods are then applied 
to the discrete analogue, a mixture of two geometric distributions. For both the continuous 
and discrete case, we observe high efficiencies in the parameter estimates given by the at­
tenuated moment estimator, which is comparable to the MLE. W ith this method, users are 
able to obtain plausible estimates with just a calculator, or a spreadsheet. Compared to the 
MLE, the methods we investigate are undoubtedly quicker but at the same time provide 
reasonable parameter estimates, which might act as good starting points for the MLE via 
the EM algorithm.
In a hidden Markov process in which at least two states are clumped into a single level, 
unless the process is time reversible, the distribution of the sojourn time in the level is a 
linear combination of exponential distributions with at least one negative mixing weight. In 
this thesis, we investigate the performances of the aforementioned methods in estimating 
the parameters of a linear combination of two exponential distributions. We compare the 
efficiencies of these estimators to the asymptotically most efficient maximum likelihood es­
timator. We also study the application of these methods to the discrete analogue, a linear 
combination of two geometric distributions. The main purpose of our study is to provide 
users a quick but accurate method for the parameter estimation of such distributions. Our
investigations show that the MLE based on the EM algorithm is not an ideal method to 
identify a linear combination of distributions. On the other hand, the fractional moment 
estimator and the attenuated moment estimator return greatly improved parameter esti­
mates over the MLE. Not to mention that these two methods are also quicker and do not 
require iterative process in order to obtain the parameter estimates.
In the second part of the thesis, we focus on developing new statistical models for the 
analysis of data from the prion diseases. Following from our theoretical investigations, we 
use mixture distributions to characterise the incubation period of chronic wasting disease in 
an experimental rodent system. We show that mixture models are a useful tool for capturing 
key features of the prion disease incubation period. Using statistical arguments alone, we 
are able to propose the presence in the experiment of two distinct prion strains, an obser­
vation that was confirmed by histopathology investigations. Using the same experimental 
framework (serial passage of prion disease) and a hidden markov process, we studied the 
probability that prion infection is transm itted sub-clinically to an exposed individual in ex­
perimental systems. A sub-clinically infected animal does not show clinical signs of scrapie 
but can potentially transmit it on to the next generation. Using an experimental system of 
scrapie disease in mice, we propose that the waiting time for a host to exhibit signs of scrapie 
can be modelled by a special kind of Markov process, Self Revealing Aggregated Markov 
Processes on Trees (SRAMPT). Our aim is to "track" the sub-clinically infected animals, 
giving an estimate of the overall prevalence of clinical scrapie in animals at each generation. 
In the serial passage study where sub-clinical infections cannot be detected experimentally, 
our model revealed a very strong involvement of sub-clinical status in the transmission of 
disease. We also show that de novo generated prions can generate sub-clinical infection at 
first passage at a much higher rate than previously assumed.
We then extend the prion sub-clinical model to allow application of the SRAMPT process 
to epidemic chains formed by contacts made during any infectious disease outbreak where 
sub-clinical infections may occur. The simple modification to the model greatly complicates 
the parameter estimation process. We solve the estimation problem by maximising the 
likelihood function according to SRAMPT and demonstrate its accuracy on a range of 
simulated examples. We show that the model is useful for estimating sub-clinical prevalence 
and transition rates under several scenarios.
Finally, we summarise our results and conclusions and discuss some directions for future 
research.
To my family.
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C hapter 1
Introduction: Concepts, M ethods 
and Tools
Finite mixture distributions have been recognised as useful statistical models due to their 
ability to capture unobserved heterogeneity in real data. W ith minimal effort, one can 
extend the traditional statistical model, using finite mixture distributions, to fit a variety 
of real data with different features, such as multimodality, skewness and kurtosis. Finite 
mixture models provide flexibility for statisticians when classical statistical models fail to 
fit real data. However, the trade off for such flexibility is that the computation of a mixture 
model is never an easy job. This explains why little work on mixture models had been done 
before the advent of computers. Pearson (1894) attempted the difficult task of estimating the 
five parameters of a mixture of two normal distributions in order to fit the measurements on 
the ratio of forehead to body length of crabs. Using the method of moments, the estimation 
problem was solved by calculating the roots of a nonic equation which is a polynomial 
equation of the ninth degree!
Ever since Dempster et al. (1977) introduced the Expectation-Maximisation algorithm, 
the method of moments has been disliked by most users due to its low relative efficiencies 
compared to the maximum likelihood estimator. The method of moments becomes the 
stepping stone for maximum likelihood estimator with the moment estimates being used as 
the starting values for the iterative procedure of the maximum likelihood estimator. W ith 
the advent of high speed computers, the maximum likelihood estimator becomes most users’ 
favourite tool in mixture modelling because of its consistency and reliability. However, this 
method is time consuming and its computation is not as straightforward as the method of 
moments.
The work here is roughly divided into two sections. In the first part, several new methods 
constructed by Jalali (2005a, 2005b, 2005c and 2007) which have formal similarities to the 
method of moments are investigated in this thesis. The purpose is to provide an alternative 
for parameter estimation of finite mixture model, which is quick and easy to compute, 
with high efficiencies comparable to the maximum likelihood estimator. In particular, we
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demonstrate how these methods are used in fitting mixtures of exponential distributions, 
and their discrete analogue, mixtures of geometric distributions. Both distributions are 
widely applicable in lifetime analysis.
passage experiments in mice. Lastly, we consider the problem of modelling the transmis­
sion probability of prion infection in these serial passage studies. A new model called Self 
Revealing Aggregated Markov Process on Tree (SRAMPT), constructed by Jalali (2008c), 
is used to estimate the sub-clinical infection on serial passage. We also describe use of the 
model as a potential tool for epidemiological analysis.
1.1 Statistical Distributions Studied
The main part of this thesis is about the study of mixtures of exponential distributions 
and its discrete analogue, mixtures of geometric distributions. Other famous distributions 
such as the Weibull distribution, Burr XII distribution, normal distribution, lognormal 
distribution and gamma distribution are also considered when modelling the heterogeneity 
in real lifetime data. Their basic properties are outlined here.
1.1.1 E xponentia l D istrib u tion
The exponential distribution is widely used for modelling the lifetime of electronic compo­
nents, for example light bulbs. This distribution is simple to use and is popular in reliability 
engineering. A continuous random variable T  is said to have an exponential distribution 
with parameter 9 if its probability density function (hereafter abbreviated to PDF) has the
where t > 0 and 9 > 0. An exponential distribution has higher probability for small t and 
lower probability for large t (see Figure 1.1). The cumulative distribution function (hereafter 
abbreviated to CDF) of an exponential distribution is given by
The second part of this thesis presents the analysis of real biological data. We first 
use mixture models to describe the incubation period of a prion disease, scrapie, in serial
form
/  (t;6) = 0 e x p ( -0 t) , (1.1)
F  (1; 9) =  1 — exp (—9t) , (1.2)
whereas the Laplace transform is
(1.3)
The expected value of the exponentially distributed random variable t is
H =  £[T] =  1 (1.4)
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Figure 1.1: PDF plots of exponential distributions for varying 6. 
and its variance is
a 2 = Var[T} = i .  (1.5)
The median and mode for an exponential distribution are given by
Median =  (1.6)u
Mode — 0.
The exponential distribution may be viewed as a continuous counterpart of the geometric 
distribution. The geometric distribution describes the number of independent Bernoulli tri­
als necessary for a discrete process to change state. In contrast, the exponential distribution 
describes the time for a memoryless continuous process to change state.
An important property of the exponential distribution is memoryless. This means that 
no m atter what has happened before, the probabilities associated with future performance, 
conditional upon past performance, will always be the same. This may be demonstrated 
mathematically as follows:
Pr (T > s +  t\T > t) =■ Pr (T > s )
for all s, t > 0, i.e. conditional upon T  > t, the probability that T  > t +  s is the same as 
the unconditional probability that T  > s.
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For example, the lack of memory property says tha t the probability that a light bulb 
will function for at least one month, is no different from the conditional probability that the 
bulb will continue for a further month, given that it has already functioned for two weeks.
1.1.2 G eom etric D istrib u tion
The discrete analogue of the exponential distribution, the geometric distribution is fre­
quently used to model the number of independent Bernoulli trials before the first success. 
For example, the number of tests required until a faulty electrical component is found. The
geometric distribution is a discrete distribution with probability mass function (hereafter
abbreviated to PMF)
f (n- ,e)  =  ( i - e ) n~ l e ( i . r )
for n = 1,2,3, ...where 0 < 9 < 1 is the probability of getting one success. The CDF is given 
by
F  (n-,9) = 1 — (1 — 9)n . (1.8)
Figure 1.2 shows the PMF plots of geometric distributions for varying 9. The expected value 
of a geometrically distributed random variable N  is
EW = l  (1.9)
and the variance is
Var[N] = (1.10)
The probability-generating function of n  is
The mode and median for a geometric distribution are given by
(1 .1 1 )
M edian =  “ E f f V * )  (L12)
Mode =  1.
Like the exponential distribution, the geometric distribution is memoryless. For example, 
if you roll a die until the first "1" appears, then the number of necessary additional trials is
not affected by the fact that you have just observed a series without any "Is".
Note that the PMF for the geometric distribution can also be defined differently as
f (n ;9 )  = ( I - e y e  (1.13)
 ^   Q  ^   Q
for n = 0,1, 2, ...with expected value of N  being —-—, and its variance is — Throughout
9 9
this thesis, we use the PMF form of the geometric distribution at (1.7) in most cases.
1.1. STATISTICAL D IST R IB U T IO N S ST U D IED 5
Geometric Distribution
0.7
0.6 .
0.5.
0.4
c"
0.3
S
0.2
•
o.i . ! •
•  •
* • * . * :
e = 0.1
0 * • • • • .  .  1  i I > « i  { 8 I
0 5 10 15 20
n
Figure 1.2: PMF plots of geometric distributions for varying 0.
1 .1 .3  W eibu ll D is tr ib u tio n
In reliability analysis, the Weibull distribution seems to be the favourite distribution of most 
statisticians for the fitting of survival data. This distribution, with a positive rate parameter 
0 > 0 and a positive shape parameter a > 0, has PDF
/  (£; 6, a) = a0ata~l exp [— (6t)a] , (1-14)
where t > 0 and CDF
F  (£; 6,a) = 1 — exp [— (9t)a]. (1-15)
Both parameters are non-negative. The expected value of the Weibull distributed random
variable t is
£1T] =  l r ( I  +  i )  (i.i6 )
and its variance is
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Figure 1.3: PDF plots of Weibull distributions for varying a; 6 =  0.1.
The median and mode of a Weibull distribution are given by
Median =  - ( In  [2])« (1-18)
V
Mode = \ (6 \  a
This distribution, introduced by Weibull (1951), has a variety of shapes. Figure 1.3 
shows how the Weibull PDF is affected by its shape parameter, a. When it is being used 
to analyse the lifetime data, a Weibull model suggests a decreasing failure rate if a  < 1. 
The exponential distribution is a special case of the Weibull distribution with a  = 1, where 
the failure rate is constant. If a > 1, failure is more likely to occur as time goes on, i.e. 
increasing failure rate. A Weibull distribution behaves rather like a normal distribution 
when a = 3.4. Due to its flexibility and ease of fitting, the Weibull distribution has been 
widely used as the lifetime distribution model.
V if a  > 1.
1 .1 .4  B urr X II D is tr ib u tio n
The Burr XII distribution introduced by Burr (1942) has become increasingly popular in 
reliability analysis. The PDF for a random variable T  following the three-parameter Burr 
XII distribution is
ra0TtT 1
( i  + (dty
f ( t ; a ,T ,9 )  =  / „..T, 0+i (1-19)
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for t > 0, with associated CDF
F  ( t\a, r, 9) = 1 -  (1 +  {9t)T)' (1.20)
in which both a  and r  are positive shape parameters and 9 is a positive rate parameter. 
The moments of T  can be expressed as
E r  1 1 +  r )  r  ~  r ( 1 .21)
r  (a) ak
The theoretical mean and variance of a three parameter Burr XII distribution are given by
£[T ] =  X
and
Uar[T] =  - ^ £ ( - , a - - )  - 1 n ( l  1— B  I —, a -----
T V  V T T
(1.22)
(1.23)
It should be noted that a Weibull distribution is a special case of a Burr XII distribution (see 
Watkins (1999)), where the following relationship holds when -  —► oo with a6  remainingn
finite
Fb  (£; a, r, 9) =  Fw  ( t; r,
9a-
(1.24)
where Fb  denotes the CDF of Burr XII distribution and Fw  denotes the CDF of Weibull 
distribution.
The Burr XII distribution provides flexibility for modelling lifetime data because it can 
cover the curve shape characteristics for the normal, Weibull and gamma distribution, as 
shown in Figure 1.4.
1.1.5 N orm al D istribu tion
The normal distribution is an important continuous distribution in a variety of fields. Let 
T  be a random variable which is normally distributed with mean fj, and variance cr2 > 0, 
the PDF is given by
/  f t  Ab <r) =
whereas the CDF is
r\/27r
exp
F  (£; Ab<J) =  2 1 +  erf
where erf [x] is the Gauss error function, defined as
(* ~  vY
2 a 2 
t — fJL
a V 2 J J
2 f x
erf far] =  —=  / exp \—t ] clt.
V *  Jo
(1.25)
(1.26)
(1.27)
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Burr XII Distribution
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Figure 1.4: PDF plots of Burr XII distributions for varying a , t  and 0.
The PDF is bell shaped and is symmetrical about its mean //. The inflexion points of the 
curve occur at one standard deviation a away from the mean. For a normal distribution, 
the mean, mode and median are given by /a; while the variance is a 2. Figure 1.5 shows the 
PDF for various values of fi and a.
1.1 .6  L ognorm al M o d el
A positive random variable T  is said to have a lognormal distribution in case InT has a 
normal distribution. Clearly such a random variable has a continuous distribution and its 
associated PDF is defined as
/( i;M ’ff) =  ^ exp
and CDF
F  (£; /v t )  =  ^ +  i  erf
where t > 0, —oo < /i < oo and a > 0. If T  is a lognormally distributed variable, its 
expected value is
In [£] —
<7 \ / 2
(1.29)
(In [*] ~ M)'
2 a (1.28)
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Figure 1.5: PDF plots of normal distributions for varying //, and a. 
and its variance is
Var  [T] — (exp [cr2] — l) exp [2p. +  cr2] . (1-31)
The median and mode of T  are defined as
Median =  exp [fi] (1.32)
Mode =  exp [/i — a 2] .
Figure 1.6 shows the PDF plots of lognormal distributions for various values of /i and cr. As 
seen from these plots, the lognormal distribution is always skewed to the right: the PDF 
increases from zero to its mode and decreases thereafter. For a fixed //, the PDFs skewness 
increases with cr; similarly, for a given cr, the degree of skewness increases when /i increases.
Lognormal distributions arise in a variety of applications ranging from the insurance losses
to the incubation period of an infectious disease.
1 .1 .7  G ainrna D is tr ib u tio n
A gamma distribution is a two-parameter continuous probability distribution with PDF
/  (£; 6, a) = exp (~9t) £a_1, (1.33)
T  ( q )
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Lognormal Distribution
Figure 1.6: PDF plots of lognormal distributions for varying fi and a. 
for t > 0 where 0 > 0 is the rate parameter and a > 0 is the shape parameter. The CDF is
F ( t ;0 ,a )  =  ^ ^  (1.34)r(a)
where 7 (a, 6t) is the incomplete gamma function and the gamma function T (a ) is defined
in the next section. The Laplace transform of a gamma distribution is
The mean of a gamma distribution is given by
E[T] =  f  (1-36)
while the variance is
\fnr- \T] —  -  
02
Var[T\ = 7  (1-37)
and the mode is defined as
Mode =  -——^ f o r  a > 1. (1.38)V
Note that there is no simple closed form for the median of a gamma distribution.
The shape parameter, a,  determines the shape of the gamma distribution. From Figure 
1.7, we note that when a > 1, the distribution is bell-shaped, suggesting little rate het-
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Figure 1.7: PDF plots of gamma distributions for varying a; 6 = 0.1.
erogeneity; the distribution is highly skewed when a  < 1 and is L-shaped, indicating high 
levels of rate variation. This flexibility makes the distribution suitable for accommodating 
different levels of rate variation in different data sets.
1.2 U sefu l Functions
In this section, we summarise some functions which are useful for developing the theory 
associated with mixture modelling.
1.2 .1  G am m a F u n ction
The Gamma function is defined by
/•OO
T (z) =  / tz~l exp (—t) dt (1.39)
Jo
for z 0. It is well known that
r(* + i) = zi
for integer values of z. We also know the recurrence relation
r(z + l) = zr (z)
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The derivatives of the Gamma function can be expressed in terms of the Psi or Digamma 
Function, given by
apnr(*)] r'(z)
v (z> dz r(z)'
1.2.2 Pochham m er Sym bol
The Pochhammer symbol
^ k = 1 T(k)k  ^ ==x(x + 1) - ( x + k ~ l ) (L4°)
for k > 0 is a notation for the rising factorial.
1.2.3 H ypergeom etric Function
The generalised hypergeometric series is written as
pFq(au ...,ap-M,...,bg;z) = f ^ {^ ^ (1.41)
k=0 W k  ••• \Pg)k k - .
where (a)n is the Pochhammer symbol in (1.40). The classical standard hypergeometric 
series (when p = 2 and q =  1), given by
rfa) ^  r (at + fc) r (q2 + k) zk
2 i (  i ’ 2’ 11 ) r c n . i r (n~\ rth.  j - k \  w t  ^r («i r ^  + fc)
is useful for the computation of the variance of moment estimator for the discrete mixture 
of geometric distributions.
1.3 Kolmogorov-Smirnov Test
In several instances in this thesis, we wish to compare the fit to data of proposed distrib­
utions. The Kolmogorov-Smirnov test (hereafter abbreviated to KS test), a powerful test 
for goodness of fit, makes use of the CDF, F  (t) and the ECDF, Fn (t ) to tell us how well 
a distribution fits to a data set. In a KS plot, the ECDF is plotted with every jump being
—, together with the CDF plot. The distance between the two functions are then found for n
every point. Before the jump, the ECDF is smaller than the one after the jump, so we find 
two distances K S + and K S ~ . The distances between the ECDF before the jump and the 
CDF is K S ~ , which is given by
K S  = max
n (1.43)
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where are ordered from smallest to largest value. In general, with A + we mean
A+ =  A  if A > 0 
--- 0 otherwise.
(1.43) means that if K S ~  is negative, then we treat it as a zero. The distance between the 
ECDF after the jump and the CDF is K S +, if K S + is negative, then we treat it as a zero. 
Therefore, the distance is
- ~ F  (4« )
+
K S + = maxi
When we know both K S ~  and K S + , the Kolmogorov-Smirnov’s distance is
K S  = max [ K S ~ ,K S +] .
The closer is the estimated parameters to the true values, the shorter is the distance between 
the ECDF and the CDF.
An attractive feature of this test is tha t the distribution of the KS test statistic itself 
does not depend on the underlying CDF being tested. Another advantage is that it is an 
exact test (the Chi-squared goodness of fit depends on an adequate sample size for the 
approximations to be valid).
However, the KS test is only applicable to continuous distributions. It is less sensitive at 
the tails, compared to the centre of the distribution. The main drawback of this test is that 
the distribution must be fully specified. The critical region of the test is no longer valid if 
the parameters are estimated from the data.
1.4 Measures of Performance
We use three measures of performance to  examine the performance of different estimators 
considered in this thesis; these are the square of bias in estimator, variance of estimator and 
the mean square error.
1.4.1 Square o f B ias in E stim ator
The bias of an estimator is given by
E
where 9 is the true parameter and E  9 is the expected value. In our simulation process, 
we simulate 10000 samples and obtain 10000 estimates 9; we then find the bias using the 
average of these 10000 estimates, denoted as 9 where
10000 ^
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hence the bias is given by
h - e
We are concerned about the square of bias, which is
2
(M ‘
1.4.2 Variance o f E stim ator
We also find the variance of the 10000 estimates 9 to tell how large is the deviation of the 
estimates from the true values. This is calculated from
- \  2
10000
Var, = E
( h - o )
9999
1 = 1
1.4.3 M ean Square Error
The mean square error (MSE) is the sum of the square bias and the variance of estimator. It 
gives us an overview of the estimators incorporating both the bias and variance of estimators. 
It tells us how close are the estimates to the real value and how large is the variance of 
estimators at the same time. In our simulation results, we find the M S E  of each method
t>y
= C e - e X  + Var,M S E ,
and use them for comparison means.
1.5 Finite M ixture M odel
Over a century ago, Karl Pearson (1894) was among the first persons who fitted a mixture 
of two normal PDFs to a data set, tha t consisted of measurements on the ratio of forehead 
to body length of crabs sampled from the Bay of Naples. The data was provided by his 
colleague Weldon who speculated that the reason for the asymmetry in the histogram of 
the crab data was due to the existence of two new subspecies in the population. Ever since 
Pearson’s classic paper was published, mixture models have attracted great attention and 
have wide applications in different fields, for instance, astronomy, biology, epidemiology, 
economics, engineering, marketing and medicine. The flexibility of finite mixture models 
makes them useful for modelling the heterogeneity in data, unknown distributional shapes 
and complex distributions. This is why we see the enormous expansion in recent decades of 
the literature about mixture modelling.
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1.5.1 B asic D efin ition
Let t i , tUo be the observed values of a random sample of size n 0. In fitting a finite mixture 
of m  components to these data, it is assumed that the PDF of the underlying random variable 
t can be represented in the form of
771
/  (*; ©) =  Y j p j f i  ei) (L44)
3= i
m
where j  = 1 , ...,ra, 0 < p j  < 1 and YlPj = 1- The f j  (£;0j)’s are called the component
densities of the mixture; whereas the p j ' s  are called the mixing proportions or weights. We 
let
@ = (0 ,p )
where p = (pi, ...,pm_i) is the vector of mixing proportion and 0 = ($i , 9m) denotes the 
vector of all unknown parameters of the component densities.
1.5.2 M odality
Finite mixture models are useful in representing the heterogeneities in an observed sample. 
The shape of density is very flexible in mixture models. One would expect a sample that 
arises from a mixture of distributions to have more than one mode. However, a mixture of 
distributions is not necessarily multimodal. In Figure 1.8, we see the PDF plots of mixtures 
of two normal distributions with different parameters. Note that when pLx =  10, g\ =  3, 
/i2 = 15, <J2 — 3 and p = 0.6, the mixture distribution has only one mode. In many cases, 
samples with mixtures of distributions are unimodal. For instance, the mode of a mixture 
of exponentials is zero (see Figure 1.9). As Bhattacharya (1967) had pointed out, we cannot 
rely on the modality of the histogram to tell whether a sample has arisen from a mixture 
distribution.
1.5.3 Identifiability
Identifiability addresses the theoretical question of whether it is possible to uniquely estimate 
a parameter from a sample, however large. A mixture distribution is identifiable if and only 
if for all
{ /  0 )  : @ € SI} ,
where Q, is the specified parameter space,
/ ( * ;© )  = / f t ; © * ) ,  (1.45)
implies that
©  =  © * . (1.46)
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Mixture of Two Normal Distributions
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Figure 1.8: PDF plots of mixtures of two normal distributions: A normal mixture model 
can be unimodal.
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Mixture of Two Exponential Distributions
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Figure 1.9: PDF plots of mixtures of two exponential distributions: An exponential mixture 
model is always unimodal.
1.5. FIN IT E  M IX T U R E  M ODEL 18
W ithout identifiability, the estimation procedure for parameters © is meaningless. Sup­
pose we have a mixture distribution with two component densities, say f \  (£; 9i) and / 2  (t; #2 )> 
that belong to the same parametric family. If we interchange the component labels 1 and 
2 in 0 ,  (1.45) will still hold. In this case, however, © is not identifiable. If all the m  
component densities belong to the same parametric family, then /  (£*; ©) is invariant under 
the ml permutations of the component labels in ©. This lack of identifiability is known as 
the label-switching problem in a Bayesian framework where posterior simulation is used to 
make inferences from the mixture model. For more information about the identifiability of 
a mixture distribution, readers are referred to Friihwirth-Schnatter (2006), Section 1.3.
1.5 .4  E stim ation  M eth od
It is almost impossible to express the parameter estimates of mixture distributions in explicit 
forms. This is why, over the years, statisticians have paid tremendous efforts in simplify­
ing the complications in mixture modelling. One can find a vast literature on estimation 
methodology for mixture distributions. A variety of estimation methods has been considered 
and compared, with the hope of obtaining the best candidate for estimating the parameters 
of mixture distributions with least errors.
We can imagine that the estimation problem of mixtures must have been much more 
difficult prior to the advent of high speed computers. Most of the estimation problems were 
solved using the method of moments (see Pearson (1894), Rider (1961), Cohen (1967)). The 
method of moments estimates the parameters by equating the sample moments with un­
observable theoretical moments. For a mixed exponential distribution with m  components, 
one needs to solve 2m  — 1 moment equations for the estimates of 2m  — 1 parameters. It has 
been proven that the efficiency of the method of moments can be greatly improved by using 
fractional moments (see Tallis h  Light (1968)).
Graphical methods provide users with a quick but informal way to estimate mixtures of 
distributions. In the past, histograms, PDF plots, empirical CDF plots and so on have been 
used to obtain rough estimates of the parameters (see Bhattacharya (1967), Harris (1968), 
Fowlkes (1979)).
The maximum likelihood equations of mixture distributions are too complex to solve 
without the assistance of a computer. But since the advent of the Expectation-Maximisation 
Algorithm by Dempster et al  (1977), the maximum likelihood estimation for mixture models 
has become straightforward and hence is widely used by statisticians in solving mixture 
problems.
Other methods such as the minimum distance estimator have been considered, for in­
stance, the Kullback-Leibler distance (Kullback &; Leibler (1951)) between the CDF of the 
mixture distribution and the empirical CDF that places mass one at each data point, or 
other distances such as the Cramer-von Mises distance (Woodward et al. (1984) and Lindsay 
(1994)), the Kolmogorov distance (Deely & Kruse (1968)), the Hellinger distance (Karlis h  
Xekalaki (1998))
1.5. FIN ITE M IX T U R E  M ODEL 19
Less attention had been paid to the Bayesian approaches for estimation of mixture 
distributions until the publication of the key paper by Gelfand & Smith (1990), that showed 
tha t Gibbs Sampling has great potential in solving the mixture problems. Since then, the 
Bayesian approach has become another favourite choice for mixture modelling.
The main part of this thesis is about the use of the generalised method of moments 
for estimating mixtures of exponential distributions and the discrete analogue, mixtures of 
geometric distributions. Simulation experiments are carried out so that we can compare the 
performance of these methods to the MLE.
1.5.5 A sym p totic  C ovariance M atrix  o f G eneralised M om ent E stim ator
In this thesis, we consider a number of methods which use other forms of moments to 
estimate the three parameters of a two-component exponential mixture and its discrete 
counterpart, geometric mixture. However, for mixture distributions, it is impossible to 
explicitly compute the asymptotic covariance matrix of moment estimator. In order to 
appraise the efficiency of a generalised moment estimator, we need to have a method to find 
at least an estimate of the variance of the estimator. Jalali (2006) constructed a general 
method to calculate the variance of the generalised moment estimator approximately. This 
method can be applied to the methods using generalised moments which will be discussed 
in the future chapters.
A mixture of m  exponential distributions has a m  — 1 vector p = (pi, ...,pm_i) of 
mixing weights and a m vector 0 = (0 i,...,#m) of distinct parameters. These estimators 
are functions of an a  vector (a > 2m  — 1) p, whose components are estimators of different 
generalised moments.
For simplicity, we first assume that a  = 2m — 1, and define the a  x a  matrix V[/x] as 
the covariance matrix of the generalised moments.
where
Vij = Cov •
Obviously, this matrix is a function of p  and 6. Next, we let V  © be a (2m — 1) x (2m — 1)
/ > s  \ T
covariance matrix of © =  (0, p J . The component j  of © is denoted by © j, where
© j  =  f j  (A) •
If we Taylor expand © about the mean of p, and consider its first two terms, then
v  =  / ( £ [ £ ] )  + A  ( A - - E  [AD,
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where A  is the Jacobian matrix with entries A  — d f i . It then follows that
V  ©  = A V [ £ ] A t
This is just the well-known method of approximating the variance of functions of a random 
vector. The slight snag here is the fact tha t functions fi s are mostly implicit.
i.e. /  is the functional inverse of g. Now, if we denote the Jacobian of g by A , then we 
know from Mathematical Analysis that
the estimators we should take the following five steps.
1. Find the covariance matrix V[p]  of our generalised moments.
2. Write explicit formulae fik = gk (x ) expressing the generalised moments in terms of 
the parameters Vt.
3. Find the Jacobian matrix of functions, D  [©].
4. Invert the matrix D  [0] and evaluate it at ^  =  0^.
5. Now use the covariance formula in (1.47).
To find the Jacobian matrix A  we scrutinise how we obtained our 0 / s .  We first found
T
an expression in terms of our parameters =  'F for the vector /x. We therefore had
explicit expression of the form
Then we inverted this as
*  =  g - 1 (fi)
and wrote
This means tha t
A  =  D  [ 0 ] -1 ,
where the i j th entry of the Jacobian D  [0] are d, Hence,
(1.47)
To summarise: in order to find the approximation for the covariance matrix V" © of
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1.6 Hidden Markov M odels
A hidden Markov model (HMM) is a stochastic process generated by a Markov chain whose 
state sequence cannot be observed directly, only through a sequence of observations. The 
inter-event time distribution of an aggregated Markov process is a linear combination of 
exponential distributions with different rates. This is the main reason for our interest in the 
mixture of exponential (and of geometric) distributions (see Section 1.7).
One of the examples of HMM that is considered in this thesis is a model for spread 
of infectious agents between hosts suggested by Gravenor (2003). The particular disease 
system tha t we investigate here is that of prion diseases, specifically scrapie.
1.6.1 Scrapie D isease
Scrapie is the canonical member of the transmissible spongiform encephalopathy (TSE) 
group of diseases. It is a disease of sheep known in the UK for over 250 years. It is an 
infectious, and invariably fatal disease tha t is transm itted naturally between sheep. Scrapie 
causes itching in infected animals, leading to compulsive rubbing and loss of hair. Symptoms 
are followed by severe neurodegeneration and death. A key characteristic is the abnormally 
long incubation period, which can be several years (Detwiler (1992)).
The Link to Kuru
Scrapie was eventually linked to a series of rare and unusual diseases of humans, now also 
known to be TSEs. Creutzfeld-Jacob Disease (CJD) was a rare sporadic or genetic degen­
erative disorder first described in 1920. A disease with similar symptoms, known as kuru, 
was then identified in the Fore tribespeople of Papua New Guinea in the 1950s. Both the 
diseases are fatal, incurable and largely untreatable. The crucial link between the veterinary 
disease scrapie and the new human disease kuru was made by Hadlow (1959). Epidemio­
logical work in Papua New Guinea, had led to suspicions that kuru was not sporadic or 
genetic (like CJD) but was caused by an infectious agent and spread by cannibalistic tribal 
rituals whereby the Fore people consumed the remains (crucially including the brain) of 
relatives, including those who had died from kuru. After Hadlow’s suggestion, Gajdusek 
et al. (1966) demonstrated experimentally that kuru, like scrapie, was indeed transmissible. 
Cannibalistic practices became very rare amongst the Fore people after the 1950s, and kuru 
began to die out, yet due to the long incubation period, new cases are still occasionally 
encountered today.
Mad Cow Disease and vCJD in Humans
After the curiosity of the kuru epidemic, TSEs remained rare and unusual diseases that 
were not intensively studied. Similar diseases were noted in mink and deer (chronic wasting 
disease, or CWD). The infectious agent or parasite remained mysterious and was usually
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classified as an "unconventional" or "slow" virus. New interest was sparked by the sudden 
and dramatic appearance of a new disease of cattle in the UK in 1986: bovine spongiform en­
cephalopathy (BSE) or "mad cow disease" (Wilesmith et al. (1988)). Studies quickly showed 
the similarities in neurodegeneration and symptoms to other TSEs, and epidemiological in­
vestigations revealed the likely route of transmission: like kuru, the "cannibalistic" practices 
of feeding cows with protein supplemented with recycled meat and bone meal obtained from 
rendered carcasses from the cattle industry. The sterilisation process (heating at pressure) of 
rendering carcasses was designed to destroy bacteria and viruses but was clearly insufficient 
to inactivate the TSE agent. Due to the long incubation period, infected but apparently 
healthy cows sent for slaughter were rendered for use in feed. In this manner one infected 
animal could infect many other cattle exposed , to the feed. Several cycles of amplification 
of infection had already taken place by 1986, and many thousands of cattle were already 
incubating the disease. Despite prompt bans of the feed practice (and later reinforcements 
of the bans) over 170,000 clinical cases were eventually detected, with several millions of 
UK cattle likely to have become infected (Anderson et al. (1996)). Exports (before export 
bans) lead to cases in almost all European countries, and outside Europe including USA 
and Canada (European Food Standards Agency: http://www.efsa.europa.eu).
The BSE crisis was initially a veterinary and economic challenge. But from the early 
days there was the concern that the new disease might be transm itted to humans. The long 
held assumption that scrapie was harmless to humans reduced fears. However, in 1994 a new 
or "variant" form of CJD appeared. Confirmation that BSE had transm itted from cattle to 
humans was established, by scrapie experts, experimentally in 1996 (Bruce et al. (1997)) and 
fears began of a potentially large epidemic of vCJD in the UK, due to the large number of 
infected cattle that had been consumed. Cases of vCJD began to rise, but worst-case scenar­
ios luckily have not arisen and it appears tha t humans are much less susceptible to BSE than 
feared (see "species barrier" below). To June 1st 2009, 164 deaths due to vCJD have been 
recorded (UK CJD Surveillance Unit, Edinburgh, http://www.cjd.ed.ac.uk/figures.htm), 
with only 1 death in 2008 and 2009. The outbreak in humans appears to have peaked in 
2000 (28 deaths) and predictions (obtained from mapping the BSE outbreak in cattle to 
human exposure) suggest a maximum final outbreak of several hundred cases.
The Prion Theory
The importance of the BSE-CJD link sparked huge research interest in TSEs, with a focus 
on identifying and characterising the infectious agent. Prusiner (1982) had proposed the 
"prion theory" (Prusiner (1982)) for all TSEs. The idea was revolutionary, tha t unlike 
other transmissible infectious disease, the agent was not a virus, bacteria or parasite, but a 
simple "proteinaceous infectious agent". Hence there was no nucleic acid (DNA or RNA) to 
encode the replication of the agent. Instead Prusiner suggested that a naturally occurring 
cellular protein, termed PrP  existed in two states. In the normal, healthy state PrPc 
does no damage (indeed it must fulfil a useful metabolic function). However, the same
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protein is able to change shape into a new conformation PrPSc which, if it accumulated (for 
example in the brain) causes pathological damage leading to symptoms typical of TSEs. 
Crucially, PrPSc appears to catalyse the conversion of PrPc into PrPSc. Therefore if PrPSc 
is introduced into a host (via an infection process such as cannibalism, blood transfusion or 
contamination) the abundance of the scrapie form of P rP  will increase gradually leading to 
disease and eventual death. Any transmission of material containing PrPSc from this host 
can potentially continue the chain of infection. There is now compelling evidence to support 
this hypothesis that the TSE infectious agent is composed exclusively by a misfolded version 
of the prion protein that replicates in the body in the absence of nucleic acids by inducing 
the misfolding of the normal cellular prion protein (although the process has not been fully 
demonstrated, see below).
The Species Barrier and Sub-Clinical Infection
For prion disease, the transmission between different species is usually limited by the "species 
barrier" (Pattison (1965)). For instance, it takes a far greater dose of cow-derived BSE 
inoculum to achieve equal infection rates in mice compared to cow transmission. Such a 
species barrier increases the incubation period and reduces the percentage of other species 
animals that succumb to disease (Hill (2000)). The recipient which shows no symptoms 
of disease is called "resistant" species. Recently, researches have raised the possibility of 
"sub-clinical" infection of scrapie among animals. Experiments of scrapie disease in mice 
have shown that sub-clinically infected mice will not experience symptoms of scrapie, but 
are infectious on further transmission. The author is interested in estimating the prevalence 
of sub-clinical infection in the experimental group of mice using a special Markov model. 
The results are shown in Chapter 7.
1.6.2 A nalysis o f Serial Passage P rP 5c E xperim ental D ata
The author’s work is motivated by a project which deals with de novo generation of infectious 
mammalian prions from recombinant prion protein. Despite the award of the Nobel Prize 
to Prusiner for his prion theory in 1997 (following on from Carelton Gajdusek’s Nobel Prize 
in 1976 for confirming the infectious nature of kuru in humans) there still remains some 
controversy over the exact nature of the infectious agent: whether it is purely proteinaceous 
in origin, or whether there remains some viral (nucleic acid) involvement. Recent work 
to "complete" the prion theory has focused on whether PrPc (the normal form of the 
protein) can be induced under experimental conditions in the laboratory to behave like 
PrPSc (the infectious form). There have been some successes (see Barria et al. (2009)), 
however the demonstration requires both the presence of scrapie disease after inoculation 
and its further transmission to other hosts. Because the generation of de novo prions appears 
to be a rare event, experimental system needs to be very sensitive to allow comparison to a 
control system. A further complication is that many infectious agents, in particular prion
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diseases that are characterised by extremely long incubation periods, may cause "sub-clinical 
infection", which only manifests itself on subsequent passage when transm itted to a new 
host who then displays symptoms. These questions motivated the need for an appropriate 
statistical model for the "serial passage" of prion disease to help test the prion hypothesis 
in the most im portant experimental system: scrapie in rodents.
In an experimental system of scrapie disease in mice, the waiting time for the host to 
exhibit signs of scrapie can be modelled by a special kind of Markov process. The aim of 
the project is to "track" the sub-clinically infected animals, giving an estimate of the overall 
prevalence of infection. The experimental data for the investigations were kindly supplied by 
Professor Adriano Aguzzi and his laboratory at the Institute of Neuropathology, University 
of Zurich.
Figure 1.10 presents the structure of the typical serial passage experiment. In the ex­
perimental group H10 recPrP^, ten mice are exposed at first passage (indicated by green 
arrows) to a recombinant prion protein. None of the primary passage mice develop scrapie 
disease. Six of the primary passage mice are chosen at random for second passage (indi­
cated by orange arrow) into either three or four mice. Scrapie disease is detected in one of 
the contacts (indicated by red circle), and successfully transm itted to a further four mice. 
The predecessor can now be revealed as sub-clinically infected (indicated by purple circle). 
The implication is tha t recPrP causes a sub-clinical infection on first passage, which can 
manifest as disease on subsequent passage. Of course, this raises the question of just how 
many sub-clinically infected animals are present at first passage?
If an exposed mouse shows no symptoms of disease, this does not necessarily mean that 
it is not infected by the prion protein. This is because a sub-clinically infected mouse also 
does not show symptoms of scrapie disease. Therefore one can hardly distinguish a healthy 
mouse and a sub-clinically infected mouse. If the experiments are carried on for a large 
number of serial passages, we would know the prevalence of scrapie at the first passage. 
However, the experiment is extremely time consuming (sometimes taking several years to 
complete) and costly and hence a reliable method to predict the prevalence scrapie at first 
passage by using a statistical model is required.
Generally, we propose a Markov process where the mice exist in one of three states, 
which are "Diseased" (definitely infected, showing clinical symptoms) (D), "Uninfected 
and Healthy" (H ), and "Sub-clinically Infected" (S ) , and transition between all states is 
theoretically possible, although we will impose some biologically plausible constraints. The 
states refer to the condition of the mouse at the time it is used to initiate further passage. 
In reality, diseased hosts always cause disease on serial passage and uninfected hosts cannot 
cause disease. Therefore, the transition probabilities matrix is:
1 0 0 \  
P =  0 1 0
\  Psd Psh  1 - P a d -  Psh )
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No Disease
Primary Passage
Sub-clinically
InfectedSecond Passage
DiseaseT hird Passage
Figure 1.10: H10 recPrP3 experimental data and design of a typical "serial passage" exper­
iment. Data provided by Professor A. Aguzzi, Institute of Neuropathology, University of 
Zurich.
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where psd is the probability of a S  to D  transition and psh is the probability of a S  to H  
transition.
One aim of the model is to provide evidence for a highly significant increase in the 
probability of prion disease arising during serial transfer in a series of mice given recPrP 
on primary passage (the H10 recPrP^ group) compared to the set of controls. However our 
general point of interest is to "track" the sub-clinically infected animals and give greater 
biological insight.
As suggested by Jalali (2005c), if we clump the "Healthy" state (H ) and "Sub-clinically 
Infected" (S) state into one level, which is named as "No-Disease" (E),  the waiting time in 
the "No-Disease" state has a mixture of two geometric distributions. In his note, Jalali has 
completely solved the problem of two hidden state discrete Markov cases. He has also given 
instructions for estimation of parameters and reconstruction of Markov transition matrix. 
In later sections, the proof that mixture of geometric distributions is analogous to mixture 
of exponential distributions will be given. This means that all the methods (as discussed 
before) used for estimating the parameters of a mixture of two exponential distributions can 
be applied in a similar way to the distribution of the waiting time of the "No Disease" state 
(E).  Having found the parameters of the distribution of the waiting time (i.e. a mixture of 
two geometric distributions), we can then estimate the transition parameters of the prion 
model. This is the topic of Chapter 7.
Lastly, we note tha t the model has applications for the study of sub-clinical infection in 
the epidemiological setting. For several important diseases such as tuberculosis, sub-clinical 
infection cannot be detected but can be transmitted. For the epidemiology model, some 
structure is used, but the constraints of the transition matrix are relaxed. We consider the 
properties of the epidemiology model in Chapter 8.
1.7 Clump M odel
In practice, we might not be able to distinguish between states of the Markov process. 
For instance, in the prion model discussed above, the two states "Healthy"(if) and "Sub- 
clinically Infected" (5) are indistinguishable. A host shows no symptoms of disease when 
it is sub-clinically infected. We can only reveal that a host is sub-clinically infected when 
its successor shows disease. The state of a non-diseased host remains mysterious unless its 
successor shows symptoms of scrapie disease. In such a situation, we could suggest grouping 
these two states together into one level representing "No Disease" (E ) .
When we clump the indistinguishable states into one state, the distribution of waiting 
time is no longer a pure exponential distribution but a mixture of exponential distributions. 
Note that this is for a continuous process. For the prion model, the waiting time is discrete, 
so it has a mixture of geometric distributions.
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1.7.1 T he Problem
In his note, Jalali (2005c) showed how his work on mixtures of Polya-Lagguer Finite Class 
(Jalali (2002)) can be adapted to the discrete case with minimal effort. The following 
results were proposed in his paper. Suppose we have an (m  +  l)-state Markov chain (time 
homogenous and discrete), in which we have isolated one state and lumped the rest of the 
states into one "observable" entity, which we call a "level". The transition matrix of this 
Markov chain is as follows:
a u  
v P
(1.48)
where a  is a scalar probability not equal to 1, it is a row m -vector of probabilities, v  is a 
column m -vector of probabilities, and P  is an m  by m  matrix.
Let N  be a discrete random variable which represents the "lifetime" in our level from the 
time the level is entered into from state 1. W hat we do is investigating the properties of the 
distribution of this random variable with the ultimate aim of collecting enough information 
about it to enable us to estimate its parameters.
uThe probability vector of entry into the level is  -------. N  takes every positive integer
1 — a
value, and the probability mass at n  equals
f ( n )  = Y ^ p n ~l y - (L49)
It can be shown tha t the generating function of N  has the following simple expression:
(In (1.50) the matrix fraction is not ambiguous because the numerator and the denominator 
commute.)
The Analogous Problem:
Instead of a discrete chain, suppose we now have a continuous time Markov process. We 
similarly partition its generating matrix as follows:
~P u c 
v c Q
(1.51)
where ft is a positive scalar, u c is a non-negative row m-vector, vc is a non-negative m -vector, 
and Q  is an m  x m  matrix.
We assume, without any loss of generality, that the modulus of each element of this 
generator does not exceed 1. The fact that we do not lose generality is because we can 
always choose our unit of time small enough to guarantee this requirement. Now let T  
denote the continuous random variable which represents the lifetime in the level from the
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time this level is entered into from state 1, to the time of its exit. We know that the survival 
function of T  equals
S ( t)  = ^  (exp Qt) l m. (1.52)
The PDF of T  is therefore
/  W =  ( -Q )  (exP QO im, (i-53)
so that the Laplace transform of (1.53) is given by
L  ( « )  =  - J  X  s I  Q q  X  l m -  (1-54)
The Analogy:
We next replace in (1.50) s  by —-— , and J — P  by — Q. This gives us
1 T s
u 1 - Q
X  ^ X . _  _  . X  l m
I - a  1 +  s j  _  (J  +  Q)
1 +  s
1 — Q! s i  — Q
W ith these substitutions (transformation), the generating function of N  become exactly 
the same as the Laplace transform of T. So the study of almost all properties of N  is 
analogous to the study of the corresponding properties of T. In other words, any results of 
the study on T  can be rephrased for N. Note that with our assumption about the size of 
transition intensities of our Markov process, I +  Q is legitimate P, and conversely P — I a 
legitimate Q satisfying our assumption. Similarly, uc has the same properties as u, vc as 
v and 1 — q: as ft, and vice versa. We can summarise the foregoing facts in the following 
theorem.
Theorem 1 (Jalali (2005c)) Let T  ((3,uc,vc, Q) and N  (a,u,v,P) be random variables 
defined as above. Let further f3 = 1 — o, uc = u, vc = v, and —Q = I — P. Then we have
E  [exp (—sT)] = E  (1 +  5)
and
exp ( — " T
- N
E  [0*] =  E
By the kth falling factorial moment (FFM) of a random variable X , we mean
E [ X  (X  — 1)... (X  — k + 1)] (1.55)
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and by the k th rising factorial moment (RFM) of X  we mean
E [ X  (X  + l ) . . . ( X  + k - l ) \ . (1.56)
Let us assume the parameter identities expressed in the theorem all hold, so when we speak 
of T  and N  we know what parameters they are based on and we know the relationships 
between the two sets of parameters. So we safely dispense with specifying the parameters of
these random variables explicitly. We denote by pk and pk the k th (ordinary) moments of
T  and N  respectively; by <f>k and <f>k the kth FFMs o fT  and N ; and pk and pk the kth RFMs 
of T  and N. We next prove this consequence of Theorem 1.
T h eo re m  2 (Jalali (2005c)) For every k , we have 
Pk = P%
Pk = H i =0 S kjip,*, where S kj  are Stirling numbers of the second kind;
3- = £ ,= 0  s k,iPi, where skji are Stirling numbers of the first kind;
l  =  4>k
Proof.
1 This is proved by differentiating both sides of the first equation of Theorem 1:
'  dk
Mfc =  ( -1 )*
=  (-1)*
^ £ [ e x p ( - s T ) ]  
dk
dsk
E (1 +  s) —N
s = 0
s = 0
=  E  
*
Pk'
N ( N  + l ) . . . { N  + k -  l ) ( l  +  s) - N - k
s—0
2 It is well known that
N  (N  +  1)... (N  + k -  1) =  Y ;  S k jW -
i=0
The desired identity follows from 1 by finding the expectaion of both sides.
3 This follows from 2 by Stirling conversion formula.
4 It is well known that
k
T ( T  — 1 ) . . .  ( T  — k + l) = ^ 2  s k , i T i .
i=0
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So by finding the expectation of both sides we have
k
4*k = ^   ^sk,iTi 
i=0
The RHS, by 3, is just /jf,.
Now as result of Theorem 2, we can use any method of moments developed for estimating 
parameters of T, to estimate the parameters of N. The only difference is that everywhere 
we need an estimate from data of an ordinary moment for estimation of T, we provide the 
estimation for RFM from data for N.
Continuous Case
When m =  l, (1.54) is written as
= V  (1'57)
where 9e =  — Q, which is a positive number and by our assumption 9e < 1. (1.57) is the 
Laplace transform of an exponential distribution.
When m  = 2, the distribution of T  is a linear combination (not necessarily a mixture) 
of two exponential distributions. The parameters of the exponential distribution are the 
eigenvalues of matrix — Q, which are positive and real. The PDF has the form
/  (£; a, b,p) =  pa exp (—at) +  (1 — p) 6 exp (—bt) , (1.58)
where t > 0, a < b and p is allowed to be greater than 1. If p is less than 1, then we have an 
essentially time reversible case, and the PDF is a mixture of exponentials. In any case, the
mixing weight should satisfy the inequality p <  ------ . In the marginal case where a = b,
b — a
the PDF is a mixture of an exponential and a gamma distribution with shape parameter 2, 
and the same rate parameter as the exponential distribution. The estimation problem of a 
mixture of two exponential distributions is studied extensively in Chapter 3.
Discrete Case
Similarly, when m  = 1 and let P  = 6g, (1.50) becomes
g  ^= t^ £ (L59>
where 0 < 6g < 1. (1.59) is the generating function of a geometric distribution. The 
connecting identity between (1.57) and (1.59) is 9e = 1 — 9g.
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When m  = 2, the generating function of N  is by analogy
G(s) = p-
as
+  (1 - p )
bs
1 — (1 — a) s 1 — (1 — b) s '
Therefore, N  has a mixture of two geometric distributions with PMF
f (n ;a ,b ,p )  = p a (  1 -  a )"-1 +  (1 - p ) b ( l  -  b)n~i
(1.60)
(1.61)
where n — 1 ,2,..., a < b and p is not necessarily less than 1. The parameter a = 1 — a is 
the largest eigenvalue of P  which is positive and not exceeding 1. b =  1 — b is the other 
eigenvalue of P  which is real and not greater than a in an absolute way, but may be negative. 
This eigenvalue is negative if and only if the determinant of P  is negative. The fact that 
this eigenvalue can be negative adds a great deal of subtlety to the discrete case. First we 
note that (1.61) can be an actual PM F if it remains everywhere non-negative. As long as 
the mixing weight satisfies the following conditions:
V <
1 - 5  
b — a'
if b > 0 and
- b  (1 -  b) 1 — 6
j }  ■ <  P  <  j — :(a — b) b — a
if b < 0. So, given any PMF as in (1.61), we can construct matrices P  whose associated N  
have a PMF equal to  /  (n;a, 6,p) in (1.61). When b > 0, the construction will be exactly 
analogous to the continuous case. When b < 0, we need a different type of construction. 
One such universal construction is the following:
P  = 0
1 —  a  — b
—ab
1 — a  — b 
cl T  b
V  =
(1 -  a) (1 -  b)
1 — a — 
0
and
u
1 — a
( l — a — 6) (l — b  — p (a — 6)) p (a — 6) (l — a — 6) +  b  ( l — 6)
(1 -  a) (1 -  b) (1 -  a) (1 -  b)
The positive mixture of two geometric distributions is studied and presented in Chapter 4; 
whereas in Chapter 5, the linear combination of two geometric distributions is discussed.
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1.7.2 D a ta  Sim ulation
In Chapters 3 and 4, we will study a number of moment-based methods for estimating 
the parameters of an exponential mixture and a geometric mixture. Since one of our main 
purposes is to compare the performances of these estimators, we will need to simulate 
data from such distributions. We use Matlab for most computational tasks related to the 
simulation and analysis of data. In general, we can generate data ti from a distribution 
using inversion methods, which are based on the observation that continuous CDFs range 
uniformly over the interval (0,1). If u\ are uniform random numbers on (0,1), and F  is the 
CDF of a distribution, then
U = F ~ l (m ).
Thus, to simulate a set of data from an exponential distribution with a specified parameter 
9, we use (1.2) and compute
U -  — -  In (1 — Ui).
For the discrete geometric, we can also use inversion methods to generate a set of data rii 
using (1.8). We generate a uniform random number Ui on (0,1) and then set
N  = rii
if
F{rii — 1) < Ui < F {n i) .
To generate a data set following a mixture distribution, we also need Bernoulli random 
numbers. A Bernoulli random number rii takes value 1 with success probability p  and value 
0 with failure probability q (= 1 — p). If we generate one uniform random number on the 
interval (0,1), rii is 1 if it is less than p.
We use the following random number generators in Matlab to generate data sets:
T  =  exprnd(p, m, n) generates random numbers from the exponential distribution with 
mean parameter p (=  #-1 ), where scalars m  and n are the row and column dimensions of 
T.
N  = geornd($, m, n) generates geometric random numbers with probability parameter 
6, where scalars m  and n  are the row and column dimensions of N .
B  =  binornd(iV,p, m, n) generates an ra-by-n matrix containing random numbers from 
the binomial distribution with parameters N  and p.
W ith these built-in functions, we generate, say, a mixture of two exponential distribu­
tions with specified parameters a, b and p, where the PDF is given by (1.58) in the following 
steps:
1. Generate T a, a data set consisted of n0 random numbers tai from the exponential 
distribution with rate parameter a using ex p rn d (-,n G, 1).
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2. Generate T&, a data set consisted of nQ random numbers t&. from the exponential
distribution with rate parameter b  using exprnd(-r,n0, 1).
b
3. Generate B a, a data set consisted of n Q random numbers b ai  from the Bernoulli 
distribution with probability parameter p  using binornd(l,p, n0, 1).
4. Create another data set Bf, = 1 — B a consisted of n 0 observations b^.
5. The ultimate data set T, consisted of n Q random numbers ti from the specified mixture 
of two exponential distributions, is then given by ba i t a i  +  b ^ t ^ .
For a mixture of two geometric distributions with PMF (1.61), a simulated data set N  
can be obtained in a similar way by following step 1 to 5 and substituting exprnd(-, n Q, 1)
1 a 
in step 1 with geornd(a, nc, 1) and ex p rn d (-,n G, 1) in step 2 with geornd(6,nG, 1). In order
b
to obtain robust results, our simulation experiments are based on 10000 replications.
1.8 Outline of Future Chapters
In this chapter we introduced the key statistical distributions studied in the thesis. We also 
illustrated how mixtures of exponential distributions are linked to mixtures of geometric 
distributions. According to Theorem 1 and Theorem 2, any method of moments developed 
for estimating parameters of mixtures of exponentials can be used on the estimation problem 
of mixtures of geometries with little amendment. We also introduced a set of data from 
the experimental study of the prion disease scrapie. Central to the study of prion diseases 
is the analysis of incubation period data, using the aforementioned distributions. We also 
propose a new model for the analysis of serial passage experiments from prion biology. In 
the next chapter we review previous published work on mixture modelling.
The first part of this thesis deals with mixture modelling. Chapter 3 studies four new 
methods for estimating mixtures of two exponential distributions with modified moments. 
Chapter 4 applies similar methods to mixtures of two geometric distributions. Our work 
on mixture modelling is extended to allow negative mixing weight p in Chapter 5. At the 
end of these three chapters, we compare the performances of all estimators studied to the 
asymptotically most efficient maximum likelihood estimator.
The second part of this thesis is about the application of our models to real biological 
data. First, the application of mixture models to prion disease incubation periods (Chapter 
6). Second, the development of a novel model, called SRAMPT (Chapter 7). The SRAMPT 
model provides a new way of estimating sub-clinical infection which cannot be done using 
experimental procedures alone. In Chapter 8, we study the application of SRAMPT to an 
epidemiology model based on simulation Markov chains.
C hapter 2
A Review of Literature
Mixture modelling has been the subject of a large and diverse body of literature spanning 
more than a century. In this chapter, we take a glance at earlier works which have been 
published on this topic by statisticians and researchers. For a general introduction on finite 
mixture distributions, applications and detailed description of various statistical method­
ologies for their analysis, the reader is referred to monographs by Everitt & Hand (1981), 
Titterington et al. (1985) and more recently, by McLachlan Sz Peel (2000) and Frtihwirth- 
Schnatter (2006).
Pearson (1894) was the originator of the analysis of mixture distributions, whose work 
has drawn tremendous attention among statisticians for its ability to model heterogeneities 
in real data. There has been a rapid development in mixture modelling, thanks primarily 
to the advent of the high speed computer. Throughout, we review key papers on dif­
ferent estimation methods for mixtures of distributions, namely the traditional method 
of moments, the maximum likelihood estimator, the Bayesian Markov chain Monte Carlo 
(MCMC) method which is getting more popular, and the informal graphical approaches. 
We also look at a few papers which discuss the difficult task of determining the number of 
components of a mixture distribution.
We then turn to the subject of ultimate interest, which is the application of statistical 
models to real biological data. Our experimental system is that of scrapie disease, the 
canonical system for the study of the unusual group of prion diseases. We aim to apply 
our methods to two key features of prion diseases: their incubation periods and the issue of 
sub-clinical infection. The special role of incubation period in the study of a prion disease 
which is similar to scrapie is discussed.
2.1 Estimation M ethods
The literature surrounding finite mixture distributions is large and many methods have been 
used for estimating the parameters of such distributions, ranging from informal techniques 
like the graphical methods to formal methods such as the method of moments, the maximum
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likelihood estimators and the Bayesian approaches. In this section, we review this literature 
and take a look at how these methods can be applied to fitting mixture distributions to 
sample data.
2.1.1 G raphical M eth od s
In the past, many authors considered graphical tools and their abilities to detect mixtures 
in sample. These methods provide us with a quick approach to reveal the mixture before 
we move on to estimate the parameters. Most of the articles which discussed the use of 
graphical methods on mixture modelling are based on mixtures of normal distributions.
It seems natural to think tha t a mixture is present in a sample if its histogram has 
more than one mode. Haldane (1952) provided a formal test of multimodality, which was 
questioned by Cox (1966) regarding the sensitivity of the test in regions where the frequencies 
are low. In fact, we have seen in Chapter 1 tha t a mixture does not necessarily have more 
than one mode. Many authors had discovered the conditions for bimodality of a two- 
component univariate normal mixture (see Harris & Smith (1949), Eisenberger (1964) and 
Behboodian (1970)). This suggests that a histogram is not a good indicative of a mixture.
Probability plotting is another famous diagnostic tool for the detection of a mixture. 
The curve of a mixture distribution is somewhat S-shaped, instead of a straight line. In 
their monograph, Everitt Sz Hand (1981) presented five probability plots of two-component 
normal mixture distributions with different degrees of separation between the components. 
The conclusion was that the departure from linearity is obvious only if the amount of 
overlap between distributions is small. A somewhat different approach had been attempted 
by Fowlkes (1979), who modified the probability plots with the objective of "tracking" the 
presence of a mixture. He compared his methods with other graphical methods, and claimed 
that his method is more sensitive to the presence of a normal mixture.
A Chi-squared probability plot of the generalised distance of each observation from the 
sample mean vector can act as an indicative tool of the presence of a mixture in a sample, as 
discussed in Everitt h  Hand (1981). If the data arises from a single distribution, such a plot 
should be approximately linear. In the case of a mixture the curve will tend to be S-shaped; 
Everitt and Hand illustrated this behaviour by plotting a Chi-squared probability plot of 
generalised distances for iris setosa and iris versicolour, which has a mixture of normal 
distributions.
Despite their moderate ability to detect mixtures, graphical methods have been widely 
used to produce initial guesses for parameter values of mixed distributions. Unlike the 
method of moments and the MLE, one does not have to solve massive arithmetic to derive 
parameter estimates of a mixture distribution. Hence, graphical methods allow researchers 
to visually inspect the parameter values of a mixed distribution.
Using a Q-Q plot of a sampled mixture plotted versus the standard normal , Harding 
(1949) and Cassie (1954) determined the points of inflexion by eye and used them to esti­
mate the mixing weight p of a mixture of normal distributions. Such a visual inspection can
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be very subjective and hence it may be difficult to draw a conclusion. A similar approach 
had been taken by Fowlkes (1979) to estimate p based on fitting a modified logistic curve. 
However, Fowlkes’ method is only plausible when the components are well separated. Bhat- 
tacharya (1967) proposed a satisfactory graphical approach for estimating grouped data 
arising from a m-component normal mixture. By dividing the observations into classes, he
showed tha t a plot of log ^ ± 1  versus ti, where fa is the observed frequency of class i, and
Vi
ti is the mid-point of class i , leads to a series of negative sloped straight lines. He suggested 
that the estimates of the parameters fij and cr^  of the normal mixture can be found using 
the ^-intercept of the line, the class width and the angle between the j th straight line and 
the negative direction of the x-axis.
We should bear in mind that the best a graphical method can do is provide us with 
crude parameter estimates. In real life, we may have no a priori information about the 
number of components in a mixture. Therefore, the graphical approach is indeed a helpful 
tool which draws a picture to tell us the characteristics of a mixture.
2.1.2 T he M ethod  o f M om ents
The application of the method of moments to the problem of estimating the parameters 
of mixtures of distributions has a long history and dates back to Pearson (1894), Charlier 
(1906) and Charlier & Wicksell (1924). The method of moments has the attractive property 
that the moment equations are linear in the mixture proportions. The earliest analysis of 
mixture distributions was attributed to Pearson (1894) who applied the method of moments 
to estimate the five parameters in a mixture of two normal distributions . W ithout a high 
speed computer, the calculation which involved finding real roots of a polynomial equation 
of ninth degree was laborious. This polynomial equation is the well known "nonic" equa­
tion. Cohen (1967) was among those statisticians who sought to reduce the computational 
difficulties of solving the nonic equation derived by Pearson (1894). Rider (1961) applied 
the method of moments to a mixture of two exponential distributions. He mentioned that 
the moment estimators are consistent as long as the scale parameters of the two components 
are not identical. Further, he attempted the difficult task of finding the variances of moment 
estimators when the mixing weight is assumed to be known. Dealing with discrete mixture 
distributions, Blischke (1962) and Blischke (1964) showed that the asymptotic efficiency of 
the moment estimators tends to unity as the binomial parameter n  —» oo, given identifiabil- 
ity (n > 2m  — 1, where m  is the number of components in a mixture). However, when the 
mixing parameters are known, the asymptotic efficiencies tend to zero.
Although the method of moments is easy and quick to establish, its performance is 
known to be unsatisfactory. Many users dislike the method because it does not guarantee 
the estimates of the parameters to be real values and non-negative. The variances of moment 
estimators can also be extremely large if the separations between the components are narrow. 
In their paper, Woodward et al. (1984) mentioned:
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"the method of moments technique often produced unreasonable estimates, such 
as negative variances, in as many as 25% of realisations from certain mixture of 
normal models and in more than 60% of realisation from certain mixtures with 
non-normal components. "
Due to these drawbacks, many authors sought to modify the method of moments, with 
the hope of improving the efficiency of the moment estimator. Joffe (1964) used three 
half moments when modelling the surface area per cubic centimetre of particles of airborne 
mine dust with a mixture of exponential densities. Furthermore, he derived the asymptotic 
variances and covariances of the half moment estimators which lead to the coefficient of 
variation of the surface area estimate. By resorting the standard moments to fractional 
moments, Tallis & Light (1968) gained greater efficiency in estimating a mixture of two 
unknown exponentials. They derived an approximation method to calculate variance of 
fractional moments estimators, and compared the efficiency, given by the determinant of 
the asymptotic covariance matrix, relative to the maximum likelihood estimators.
Prior to the advent of computers, the maximum likelihood equations of the mixed 
Weibull distribution were almost intractable. This is the reason why Falls (1970) attempted 
the estimation problem of a Weibull mixture model with the traditional method of moments. 
Using the graphical method of Kao (1959), Falls estimated the mixing probability, p before 
attempting the estimation problem of the shape parameters and scale parameters of the 
mixed Weibull distribution. An illustration was made by considering a combined sample 
of two Weibull distributions. When confronted with more than one set of estimates, Falls 
adopted Pearson’s suggestion by choosing the sets of estimates which produces the clos­
est agreement between the fifth central moment of the sample and the theoretical moment 
given by the derived estimates. Accordingly, the estimates chosen provided a good fit to the 
observed data.
John (1970) described the application of the method of moments on mixtures of discrete 
distributions. Four cases in which both component densities belong to the binomial, the neg­
ative binomial, the Poisson or the hypergeometric family were considered. When the sample 
size is large, Falls found that the asymptotic distribution of the moment estimator was nor­
mal. He also compared the method of moments with the maximum likelihood estimator 
and concluded tha t the maximum likelihood estimator is somewhat better in identifying the 
population of origin of observations. Fryer &; Robertson (1972) reconsidered the estimation 
problem given by Pearson (1894) and compared the performance of three techniques, which 
are the method of moments, the maximum likelihood estimator and the minimum x 2 es_ 
timates. They used Taylor expansions of the moment equations in order to approximate 
the biases occurring in the five-parameter univariate normal mixture. They concluded there 
is little difference with regard to bias but for mean square error, the moment estimator 
is inferior to the the maximum likelihood estimator.Tan &; Chang (1972) investigated the 
efficiency of the method of moments, specifically on the four-parameter normal mixture, 
and found that the method of maximum likelihood performs better than the method of
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moments. They also obtained the asymptotic covariance matrix for the moment estimators. 
Their results showed that the efficiency of moment estimators is poor, especially when the 
two component densities are not well separated.
Although method of moments had been replaced by the maximum likelihood estimator 
and the Bayesian MCMC method, the fact that it provides a quick way to estimate the 
parameters means that many authors are still interested in this method. Recently, Bening 
et al. (2004) proposed a modified method of moments to build the statistical estimates of the 
parameters of fractional stable distributions. By using the first three centered logarithmic 
moment of the data, they found that the offered estimators have high efficiency.
2.1 .3  T h e M axim um  Likelihood E stim ator
Iterative procedures are vital for the maximum likelihood estimator of mixture distributions. 
Most of the earlier works on maximum likelihood fitting of mixture distributions are focussed 
on choosing the most outstanding iterative methods from algorithms such as the steepest 
descent algorithm and the Newton Raphson (NR) algorithm, until the introduction of the 
EM algorithm in 1977. Ever since then, there has been a debate on whether the EM 
algorithm is superior to the NR algorithm in any situation. The convergence of the EM 
algorithm is guaranteed. However, if converged, the NR is less time consuming than the 
EM algorithm and is more flexible to allow some degree of extension of the mixture models. 
Another important issue of the maximum likelihood estimator is its sensitivity to the starting 
values of the parameters.
Hasselblad (1966) estimated a mixture of m  normal distributions with the maximum 
likelihood estimator using two iterative techniques: the method of steepest descent and the 
NR procedure. The method of steepest descent appeared better on a small sample while 
the NR algorithm performed better on a larger sample. More generally, Hasselblad (1969) 
considered more general random sampling models on mixtures of Poissons, binomials and 
exponentials in his further paper. He found that starting values are not critical and Aitken’s 
acceleration process always increased the likelihood. Day (1969) showed tha t the likelihood 
function of a mixture of normal distributions is unbounded and hence one has to evaluate 
the likelihood function at each local maximum to determine where the over-all maximum 
lies. Behboodian (1970) studied the maximum likelihood estimator of a mixture of m  normal 
distributions and found tha t the maximum likelihood estimates of the over-all mean and 
variance of the mixture coincide with the sample mean and sample variance. Wolfe (1970) 
presented cluster analysis of mixtures of multivariate normals and mixtures of multivariate 
Bernoulli distributions. He agreed that, likelihood equations have no closed-form solutions. 
In the article, he discussed some useful methods for generating initial estimates for mixture 
analysis. A variety of initial estimates should be tried and the one with the largest likelihood 
is the best solution for mixture analysis. John (1970) considered the problem of identifying 
the population of origin of each observation in a sample thought to be drawn from a mixture 
of two gamma distributions. He applied both the method of moments and the maximum
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likelihood method to the solution of the gamma mixture models. Hosmer (1973) s work on 
mixture of normal distributions agreed with Hasselblad (1966) and Hasselblad (1969) that 
initial values does not have much effect on the maximum likelihood estimates.
The pioneering works on the maximum likelihood estimator of mixture distribution were 
achieved by Dempster et al (1977). They presented an iterative computation of maximum 
likelihood estimates from incomplete data and named the procedure EM algorithm because 
every iteration of the algorithm consists of an expectation step followed by a maximisation 
step. They showed that the likelihood increases monotonically and applied this algorithm on 
grouped, censored and truncated data. Since then, the EM algorithm became the favourite 
iterative technique for maximum likelihood estimator. Fowlkes (1979) used a quasi-Newton 
method to minimise the -log-likelihood function and sum of squares for error of the mixture 
of two normal distributions. He discussed methods to calculate initial values of parameters 
by ad hoc methods and found that good starting values are vital to produce accurate 
estimates.
A survey of literature on the estimation problem of mixture density before 1980’s can 
be found in the Redner & Walker (1984) paper, where they looked at the properties, both 
theoretical and practical, of the EM algorithm for a mixture of densities from exponential 
families. Woodward et al (1984) compared the maximum likelihood estimator with the 
minimum distance estimator of mixing weight and found that the latter does not exhibit 
the sensitivity to starting values like the former. In Laird et al  (1987)’s article which con­
siders the use of the EM algorithm for maximum likelihood estimation of repeated measures 
data using a multivariate normal model, they suggested a speed up device called Aitken’s 
acceleration to improve the time to convergence of the EM algorithm. A somewhat different 
approach was taken in Lindstrom &; Bates (1988)’s article where they compared the EM, 
EM with Aitken’s acceleration, and NR algorithms as methods for obtaining estimates for 
the parameters in mixed-effects models for repeated measures data. They sought the best 
optimisation algorithm which is quick and converges consistently. The conclusion made was 
that the NR algorithm is preferable in most situations.
To speed up the convergence of the EM algorithm, Bohning et a l  (1994) took a similar 
approach to Laird et al by taking Aitken’s acceleration-based stopping criterion which is 
applicable in the case where the log-likelihood sequence is linearly convergent. Focussing 
on the mixtures of exponential components, Seidel et al. (2000a) and Seidel et al (2000b) 
showed how different starting values and stopping criteria produce different estimates via 
the EM algorithm. They also studied the power of the likelihood ratio test for exponential 
homogeneity against mixtures of two exponentials and found that simpler starting strategies 
(which often fail to approach the global maximum under the null hypothesis) produce better 
empirical power of the test. In their monograph, McLachlan & Peel (2000) showed that 
their starting strategy, the use of random starting values, does as well as the deterministic 
annealing EM (DAEM) algorithm, considered by Ueda & Nakano (1998) in recovering from 
a poor choice of starting value.
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2.1.4 T he B ayesian  A pproach
The initial development of the Bayesian estimator via the Markov Chain Monte Carlo 
(MCMC) method was slow, and was only made practical when the key paper written by 
Gelfand & Smith (1990) had been published. The reason for this is that the computation 
of Bayesian estimators for mixtures of distributions usually leads to intractable calcula­
tion, using an older sampling algorithm. Gelfand and Smith reviewed and compared three 
sampling algorithms to calculate Bayesian posterior densities, which are the stochastic sub­
stitution, the Gibbs sampler, and the sampling-importance-resampling algorithm. Before 
Gelfand and Smith, the MCMC method had been proposed by Tanner h  Wong (1987) for 
the non-parametric estimation of the hazard function from grouped and censored data. In 
another paper, Diebolt & Robert (1994) showed that the Bayesian sampling, proposed by 
them, converges to the posterior distribution when dealing with mixture models. They also 
pointed out that the convergence of the data augmentation algorithm to the true posterior 
distribution of the parameter is based on a duality principle which requires minimal as­
sumptions about the prior distribution. During the last two decades, the Bayesian MCMC 
method has become a widely followed approach to the problem of estimating the parame­
ters which determine a mixture density. Escobar & West (1995) studied the application of 
the Bayesian density estimation of mixtures of normal distributions. In a study of clinical 
malaria, Vounatsou et al (1998) apply the Bayesian approach to calculate the probabilities 
of children with different levels of parasitaemia having fever due to malaria, which can be 
modelled as a mixture of distributions. The estimation of the parameters from a mixture 
of exponential distributions has been considered by Gruet et al. (1999) using the Bayesian 
framework.
2.2 Determining the Number of Components
When modelling a data set with a mixture distribution, one of the first questions that come 
into our mind is : "How many components are there in the mixture?". For instance, in 
cluster analysis, one must know the number of clusters which exist in the data. Unfortu­
nately, the answer to this essential question is not as straightforward as we thought. A 
natural candidate for testing the number of components in a mixture is the likelihood ratio 
test. The null hypothesis Ho states tha t the number of components in the mixture distri­
bution studied is mo; whereas the alternative hypothesis Hi assumes that the number of 
components is m\. The test statistic is
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Lo denotes the likelihood function under the Ho, and L\ represents the likelihood function 
under H\. According to  Wilks (1938), the asymptotic distribution of the test statistic (2.1), 
under certain regularity conditions, is a Chi-squared distribution with degree of freedom 
as the difference between the number of parameters of the two hypotheses. Hasselblad 
(1969) found satisfactory results when applying the likelihood ratio test on mixtures of 
exponential, Poisson and binomial distributions. However, many authors (see Wolfe (1970) 
and Binder (1978)) had made discussion on the irrelevance of the traditional likelihood ratio 
test for mixture model. The reason for this is, under H0, the mixing proportions lie on the 
boundary of the parameter space, and hence the regularity conditions are not fulfilled. As a 
consequence, the sampling distribution for (2.1) remains as a mystery. Many researchers had 
worked on obtaining the asymptotic distribution of (2.1); a review of the relevant literature 
can be found in Everitt & Hand (1981), Section 5.2.2 and Titterington et al (1985), Section 
5.4.
Following Aitkin et al. (1985), McLachlan (1987) highlighted the role of the bootstrap for 
the assessment of the null distribution of (2.1) for testing the null hypothesis of a single nor­
mal distribution against the alternative hypothesis of a mixture of two normal distributions 
in the univariate case.
Focusing on the behaviour of the likelihood ratio test, Seidel et a l  (2000b) found that, 
for exponential mixture models, a simple starting strategy for the EM algorithm results in 
a relatively more powerful test when compared to a multiple starting strategy which often 
come close to the global maximisation of the likelihood.
Based on Kullback & Leibler (1951) information criterion, Vuong (1989) derived a like­
lihood ratio test and find tha t the limiting distribution is a weighted sum of independent 
Xi random variables when competing models are nested or overlapping; when the compet­
ing models are non-nested, the limiting distribution of the test statistics is claimed to be 
a normal distribution. By extending a theorem by Vuong , Lo et al (2001) demonstrated 
that the likelihood ratio statistic, based on the Kullback-Leibler information criterion, of 
the null hypothesis tha t a random sample is drawn from mo-component normal mixture dis­
tribution against the alternative hypothesis that the sample is arisen from mi-component 
normal mixture distribution is asymptotically distributed as a weighted sum of independent 
Chi-squared random variables with one degree of freedom under general regularity condi­
tions. Their simulation results showed that the test performs well for mixtures of normal 
distributions with equal variances.
2.3 Disease Incubation Period
In medicine, the incubation period (IP) of infectious disease is defined as the time elapsed 
from exposure to an infectious agent until clinical signs and symptoms of the disease appear. 
More precisely, the incubation period is the time required for multiplication of the parasitic 
organism within the host organism up to the threshold point at which the parasite population
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is large enough to produce symptoms in the host (Sartwell (1950)). In epidemiology, a large 
amount of articles have been published regarding the distribution of incubation period in a 
variety of infectious diseases. The key paper is attributed to Sartwell (1950) who proposed 
a robust model which fits the incubation period of common single-exposure infections, using 
a lognormal distribution ("Sartwell’s Law"). Apparently, the model is free from important 
sources of confounding such as the type of design, age at exposure, measurement errors 
and population age structure. In a large review of literature, Kondo (1977) investigated 
the distributions of 82 international infectious disease data sets involving either viruses, 
bacteria, or parasites, 70% of them followed a lognormal distribution. Many later studies of 
incubation period, in good agreement with Sartwell’s model, follow a lognormal distribution. 
For instance, neoplastic diseases (Armenian & Lilienfeld (1974)), Mendelian hereditary and 
metabolic diseases (Armenian & Khoury (1981)), Alzheimer’s disease (Horner (1987)), and 
twinning causative origin (Philippe (1990)). However, there are cases when the lognormal 
model fails to fit IP distributions; for instance, the incubation period of typhoid fever 
(Sartwell (1950)); also 30% of the infectious disease data sets studied by Kondo (1977) have 
IPs which depart from a lognormal distribution due to negative or excessive skewness.
2.3.1 T h e Im p ortan ce o f th e  Incubation  P eriod  in Prion  R esearch
In Chapter 6, we provide a range of models, including mixture distributions, to describe the 
incubation period of a prion disease which is similar to scrapie. IP is one of the defining 
characteristics of TSEs. As described in Chapter 1, the nature of the infectious agent 
remained a mystery for most of the 20th century, and although now known to involve an 
infectious protein (prion), there are still uncertainties about the infectious process. In the' 
absence of the infectious agent in most studies, investigators had to rely on two features to 
characterise the disease: the IP, and patterns of pathology (usually in the brain). Due to 
its ease of interpretation, and reliability, the use of the IP has dominated the study of prion 
diseases.
There are many strains of prion diseases such as scrapie (Bruce (1993)). Unlike viruses 
or bacteria, where strains would be characterised by differences in the parasite genetic 
sequence, the definition of prion strains is in fact based largely on the characteristics of the 
incubation period. The IP  for a specific strain is "stable" in a given experimental system, 
but can also be well correlated with features such as pathological damage in areas of the 
brain, probability of causing infection, and dose-dependent effects. IP are used to identify (if 
unknown) the dose of prions tha t an infected animal has received (Prusiner et al. (1981)). 
This method, comparing IP  to a standard titration of dose, greatly speeded up research 
efforts in a field tha t is hampered by long experiments and resource limitations.
That BSE had caused vCJD in humans was confirmed by experiments which showed 
tha t the IP of BSE in a specific rodent model system, was very similar to the IP of vCJD in 
the same model, and distinct to the IP caused by other prion diseases such as scrapie and 
sporadic CJD (Bruce et al. (1997)). This process is known as "strain typing" by incubation
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period.
It is not known how new strains arise, and although strains are stable in experimental 
systems, they can be induced to change or "mutate" into new strains under certain condi­
tions (or spontaneously). Since, for prion disease, there is no direct analogy to the mutation 
process of the nucleic acid sequences in parasite genes, there is great interest in character­
ising the strain process in prion research. The amino acid sequence of PrPc and PrPSc are 
identical, and it is thought tha t the strain information must be determined by the structure 
that the protein folds into. It is sometime suspected that an infection may have been caused 
by a mixture of strains, and hence the use of mixture distributions to characterise the IP 
of a prion disease is a promising avenue for exploring the behaviour of strains in a prion 
infection. This is the topic of Chapter 6.
C hapter 3
M ixtures of Exponential 
Distributions
Most of the work on mixtures with continuous components which are not normal has been 
on exponential components. Such mixtures arise in industrial applications, especially in the 
analysis of failure time data, and have important mathematical properties.
Single exponential distributions are frequently used to model the time interval between 
successive completely random events (a Poisson process). Exponential models arise in many 
application, particularly in the analysis of failure data. Examples of variables distributed in 
this manner would be lifetimes of electronic devices, the gap length between cars crossing 
an intersection, or arrivals of customers at the check-out counter in a grocery store. Recall 
from (1.1) that the exponential distribution function is defined as
f  it] 0) = 0exp (—Ot)
for t > 0 and 6 > 0.
When one considers that failures may arise for a number of different reasons it seems 
hardly surprising that a superposition of exponential densities (a mixture) might provide a 
better description of the failure properties. For example, Davis (1952) fitted an exponential 
mixture to the failure distribution of electronic valves; Mendenhall & Hader (1958) fitted 
exponential components to the failure distribution of transm itter receivers.
Generally, a finite exponential mixture has the form of
m
f ( t ; 0 )  =  exP (_6W
3=1
for t > 0 where © =  (0,f>i, ...,pm_i) is the vector containing all the unknown parameters 
in this mixture model and 0 is the vector containing all the rate parameters in ...,9m
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known a priori to be distinct. Also, note that
m
Y j i  =  1
3=1
and
9h pj > 0
for j  -  1 , m.
Let us now recall the clump model in Section 1.7: suppose we have a m + 1  state Markov 
process, in which one state is isolated and the rest of the states are clumped into one "level". 
The generating matrix (as in(1.51)) is in the form of
~P Uc 
v c Q
where (3 is a positive scalar, uc is a non-negative row ra-vector, vc is a non-negative column 
m-vector and Q is a m  x m  matrix. The lifetime in the level from the time this level is 
entered into from state 1 to the time of its exit is denoted as T. The survival function of T  
is given by
s  (t) =  y  (exp Qt) l m, (3.1)
the PDF of T  is
/  (t) =  y  ( - Q) (exp Qt) l m, (3.2)
and its Laplace transform is in the form of
L{S) = J  (3'3)
When m  = 2, the distribution of T  is a linear combination (not necessarily a mixture) of two 
exponential distributions (note that in this case we may obtain a gamma distribution, see 
Chapter 5 for details). The parameters of the exponential distributions are the eigenvalues 
of the matrix — Q, which are positive and real if Q  is time reversible. In this chapter, we 
concentrate on the estimation problem of a positive mixture model in which the mixing 
weights are strictly positive.
Let a denote the rate parameter of the first exponent, b denote the rate parameter of 
the second exponent and let p  be the mixing probability of the first component. If an 
observation T  has a density which can be represented by
/  (t ; a, b,p) =  pa exp (—at) +  (1 — p) 6 exp (—bt) (3.4)
where £ > 0 ,  0 < p < l  and b > a are parameters of the distributions forming the mixture, 
then we say that T  has a mixture of two exponential distributions. For such a mixture
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distribution, the mean and variance are given, respectively, by
B[T]=p(I) + (i_p)(i)
and
Var [T] = p ( i )  + (i _ p) ^  + „ (i _ p) g  _ Q  .
The performance of any estimation methods for the analysis of mixed samples depends on 
the degree of difference between the populations involved. In order to investigate the effect 
of the separation between the subpopulations on the performance of estimator, we denote 
r as the ratio of b to a , as in
_  b 
a
In Figure 3.1, the PDF curve of a two-component exponential mixture, where r =  2, is 
plotted along with the PDF plots of its constituent components. All three curves are quite 
similar to each other and the intersection takes place at t = 6.9315. After the intersection 
point, the behaviour of all three curves becomes more similar. Figure 3.2 shows the PDF 
curves for the case when the component densities are well separated (r =  10). We observe 
that the first component has a rather flat PDF curve; the second component has a skewed 
PDF curve indicating shorter sojourn time t is significantly more probable than longer 
sojourn time; whereas the PDF curve of the mixture density shows a blend of the char­
acteristics of both components. Before we start the difficult task of parameter estimation 
for a mixture distribution, we first understand the behaviour of the exponential mixture by 
drawing the PDF curves of mixtures with different separation. From Figure 3.3, we can see 
tha t the PDF curve is more skewed when the separation between the components is larger. 
In the simulation experiments, we choose different values of r in order to examine how 
different estimators perform with respect to different separation between the components. 
Of course, we would expect the estimators to perform better when r is as large as 10 than 
when the mixture considered has a narrow separation between two constituent components 
(for example, r =  2).
3.1 The M aximum Likelihood Estimator
3.1 .1  In trod u ction
For any distribution, the maximum likelihood estimator (hereafter abbreviated as MLE) 
returns the estimates of parameters which maximise the likelihood function
£(e) = n/(ti;e)
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Mixture of Two Exponential Distributions
0.2
Mixture Exponential 
a = 0.1, b = 0.2, p  = 0.6 
First Exponential Component 
a = 0.1
Second Exponential Component 
b = 0.2
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t
Figure 3.1: PDF plot of a mixture of two exponential distributions together with the PDF 
plots of its components: a =  0.1, b = 0.2 and p = 0.6.
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Mixture of Two Exponential Distributions
Mixture Exponential 
a = 0.1, b = 1.0, p  = 0.6 
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t
Figure 3.2: PDF plot of a mixture of two exponential distributions together with the PDF 
plots of its components: a = 0.1, b = 1 and p = 0.6.
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Figure 3.3: PDF plots of mixtures of two exponential distributions for varying separation.
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n Q
or equivalently, the log-likelihood function
! ( 0 )  = logL(0) = J > g / ( t i;0 ) .
i = 1
For mixture density problems, the complex dependence of the likelihood function creates 
a lot of computational difficulties; the likelihood equations for a mixture distribution are 
almost certain to be nonlinear and there is no way we can find the solution by analytic 
means. Therefore, iterative methods must be employed in order to produce estimates of a 
mixture using the MLE. Over the years, there have been great debates, judging from the 
speed of convergence and the ease of programming, on which iterative procedure outperforms 
the others. In the following subsections, we would discuss two of the most popular iterative 
methods, the Newton Raphson’s method and the EM algorithm, on the estimation problem 
of a two-component mixture exponential distribution.
3.1 .2  T h e N ew ton  R aph son’s M eth od
For a mixture of two exponential distributions, we seek the estimates that maximise the 
log-likelihood function
n 0
I (0 )  =  X > g  [pa exp (—ati) +  (1 —p) bexp (-£>£*)]. (3.5)
i = 1
One of the famous approaches is the Newton Raphson’s (NR) method which makes use of 
the score functions and the second derivatives of the log-likelihood function with respect to 
the parameters. Let denotes the estimate of © (=  (a, 5,p)) obtained after kth iteration 
of the algorithm. For brevity, we have the following notations
/ =  / (©)
and
According to the NR algorithm, the estimates of parameters at the (k +  l ) ih iteration are 
given by
& {k+1) = © (fc) -  H  (© (*°) 1D (® {k))  , (3.6)
where D  ^©^ is the Jacobian vector with entries ——; more specifically,
D 0
<90
r d i
da  
dl 
db dl 
- d p  -
(3.7)
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where
dl—  = ]T [ /( t i ,  ©)] 1 [pexp ( -a ti)  -  pati exp ( - a t i )},
2 =  1
$1 n°  1
7^ =  l / ^  f1 “  eXP ( “ ^ )  “  (X “ p) ^  eXP ( “ ^ )
i=l
—  =  ^  [/(ti, 0 )  a exp (-a ti)  ~  bexp (-& ti)
2= 1
and H  © is the m  x m  Hessian matrix
H ©
a 2/ a 2; a 2;
d a 2 S i i d b  d a d p
d 2l d 2l d 2l
with entries
da2
2= 1
5a<96 562 dbdp
d2l d2l d2l
dadp dbdp dp2
pti (ati ~  2) exp (—ati) ( P (1 — &ti) exp (—ati)
f ( u) f ( u)
(3.8)
(3.9) 
(3.10)
(3.11)
d 2l d 2l
dadb dbda
= E
2= 1
[p (1 -  exp (-a ti)] (1 -  P) ( l  -  bt^j exp (^-bt^j
f  (ti)
d2l
dadp
d2l 
dpda 
n 0
E
2= 1
(1 -  ati) exp (-a ti)  $  ^  _  ^  exp (” ^ 1  ^ exp ~  ^ exp { ~ bti)
f (U ) f  (uy
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d2l
dbdp
d2l
dpdb
n0
E
2 = 1
(bti -  1  ^ exp ( - b t i j
(1 — p) ^1 — btij exp ( —bti^ a exp (—ati) ~ bexp ( —bti'j
f i u y
and
dp2
2 =  1
a exp (—ati) — bexp bti)
f ( t i )
The NR algorithm is well known for its high speed of convergence and flexibility to allow 
for modified mixture models. Despite its ease of application, many users compared the NR 
algorithm’s performance with other iterative methods and found that it stands out from its 
competitors in many situations. (Hasselblad (1966), Lindstrom &; Bates (1988)). It has also 
been found to perform better on larger samples (Hasselblad (1966)). However, the main 
drawback of the NR algorithm is that it does not always converge. It can be problematic if 
the Hessian matrix in (3.6) is singular and cause the estimates to be undetermined.
3.1 .3  T h e E xp ect at ion-M axim isation  A lgorithm
Dempster et al. (1977) introduced a special iterative method called the EM algorithm (E 
for "expectation" and M for "maximisation"). This procedure is found to have the advan­
tage of reliable global convergence, low cost per iteration, economy of storage and ease of 
programming. The EM algorithm has been the most popular iterative method for the fit­
ting of mixture distributions with the MLE, thanks to its attractive property of monotonic 
convergence.
According to the EM algorithm, the observed data is viewed as being incomplete because 
the component label Zij is missing. The component label tells us which component an 
observed data ti comes from:
— 1 if ti ~  exp (6j)
=  0 otherwise.
Therefore, the likelihood function in (3.5) is treated as being incomplete. We assume 
z l , . ■ ■, zUo, are hidden variables taking values 0 or 1. If Zi takes value 1 then ti arises from
the a-distribution, else we have a 6-distribution for U. The complete version of the likelihood
function is given by
n0
lc ( © )  =  ^  [**i ( loS P  +  log a  -  a t i )  +  Zi2 (log (1 -  p)  +  log 6 -  bti)] • (3.12)
2= 1
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~ (&)Suppose that © denotes the estimate of 0  obtained after kth iteration of the algo­
rithm. At (k +  l ) th iteration, the E-step handles the addition of the unobservable data to
the problem by computing the conditional expected complete data log-likelihood function,
( k ) \  f  * ( k ) \0; © ). The M-step maximises Q ( 0; 0  J with respect to © in order to
~ (k)update the estimate © . The iteration is normally terminated when the difference between
~ (fc)\0  ) and I I & j is as small as the desired tolerance level. However, other stopping
criteria are available and proven to improve the traditional stopping criterion.
E-step
The E-step requires us to calculate the expected value of the log-likelihood over the condi­
tional distribution of the missing data, Zij given the observed data T  and current estimates 
~ (fc)of parameters © , which is given by
Q (© ; © (<:))  =  £ 0(„) [lc (©) |i ] . (3.13)
We know that the complete data log-likelihood lc is linear in the hidden data . There­
fore, to calculate (3.13), one simply needs the conditional expectation of the unobserved data
, which is the posterior probability Tj (tf, © ^ ^  that ti belongs to the j th component of
the mixture
T ,(ti;© W) =  Pr [2y =  1|1] (3.14)
f(U;0(k)) 
_  p f )f i {u; of*) 
t p f m - j f S
3=1
where j  = 1, ...,ra and i = 1, ...,n 0. Therefore, (3.13) is written as
m n0
j = i j = i
For a mixture of two exponential densities, we have
T1
and
T2
( tr, e lk))  = ------------------------------ exp ( -« (% ,)-------- ----------
v J p(k)aW exp (—a(kHi) +  (l — exp ( —b(kHij
(  .  (fc) \  ( !  -  P(k)) exP
(til © )  = -----------------------------------------  ~— — [— ■ v- (3-17)
exp (—a(kHi) +  ( l — &(*0 exp ( —b(kHij
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Following (3.15), the conditional expectation required by the E-step is in the form of
n 0
Q (© ; 0 (fc))  =  'Y jr i  ( U; © (*^  [logp +  log a -  ati] +  r 2 [log (1 -  p) +  log b
/ - (b]\ / (h\\
- . . .  t _  ~ w — bti] •
(3.18)
M -step
In the EM framework, the updated estimates of mixing weights are obtained independently 
of the updated estimates of 0. Imagine if Zij are present, the mixing probability p  can be 
estimated easily by
n 0
■2*1
P = E ^ -  (3-19)
. , nQi=i
Replacing zn  in (3.19) with its current expectation t \ ( t^  G ^ ^ j  (given by (3.16)) the 
(k +  l ) th estimate of p is updated as
n °  r l  -
" =  E — 4    (3-2°)nci=1 £
It should be noted that if the starting value of p is chosen as a positive value, then the
updated p is always a positive value. This limits the EM algorithm to give an accurate
estimate of p for a linear combination of exponential distributions (where at least one of the
P j’s is allowed to be negative). The M-step updates the estimates of 0 = {a, b} by globally
(
•* (k)\0 ;  0  j with respect to  0 by solving the system of likelihood equations 
d Q (@ ;& (k))
—  90------ (3'21)
The (k +  l ) th updated estimate of 0 is therefore an appropriate root of
± ± r j ( t i ;@{k}) d l0gf^ i ’6j) = 0. (3.22)
j= li=1
In order to calculate , we find the root of the following equation:
a W \  d(ti] © (A:))  —  (logo -  ati) = o
i=1
TIq
= 0.^ E t! ^ ; © ^ )
t=l
The updated estimates of the rate parameter from the first exponent is
1
 Ua
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n0
E
i—1
Similarly,
a(fc+1) =  —^ --------------- -— . (3.23)
g t i [ n  ( t4; 0 W)]
X >2 ( t , M k))
~bik+1) = ---- ;------ 77T7T- (3-24)
E i i  [r2 ( t r , e (k))
i= 1 L '  '  J
It is clear from (3.16) and (3.17) that t \ ft*;© J and T2 ( ^ ; ©  j will remain as non­
negative if the initial values of 0  are positive; and hence the updated values of parameters 
in (3.20), (3.23) and (3.24) will always be non-negative. Therefore, the MLE via the EM 
algorithm will never return a negative pj when it is used to estimate the parameters of a 
sample arisen from a linear combination of exponential distributions (where at least one of 
the mixing weights is allowed to be negative). In Chapter 5, we illustrate the performance 
of the MLE in estimating a linear combination of two distributions.
The Stopping Criterion Using Aitken’s Acceleration
When should we terminate the EM iteration? Since the incomplete log-likelihood function 
is increasing monotonically after each EM iteration (as shown by Dempster et al. (1977)), 
a natural candidate for the stopping criterion is when the absolute difference changes by an 
arbitrarily small amount:
/(*+L _  [(*0 < toi (3.25)
where tol is the tolerance level. A major drawback of the EM algorithm is its slow con­
vergence rate; Lindstrom & Bates (1988) argued that (3.25) is in fact a measure of lack of 
progress rather than actual convergence.
Laird et al. (1987) suggested a useful speeding device called Aitken’s acceleration to 
improve the speed of convergence of the EM algorithm. Bohning et al. (1994) also used 
Aitken’s acceleration to reduce the number of iterations for the algorithm. Our investiga­
tion also shows that the Aitken’s acceleration based stopping criterion does speed up the 
convergence to the maximum log-likelihood Zmax- Hence we adopt this stopping criterion to 
terminate the EM iterative process throughout our simulation experiments in this thesis.
According to Bohning et al., the process assumes tha t
i(h+1) - I m a x ^ e  ( p )  -  ;maxJ (3.26)
for all k and some e (0 < e < 1), (3.26) is rearranged to give
P+ i)  _  » ( : _ £ )  (;max -  [(*>) . (3.27)
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It is not hard to see that when e is close to 1, the LHS decreases to a small value. In 
other words, a small increment in the log-likelihood does not necessarily mean that I ^  is 
approaching the maximum Zmax. From (3.26), we can see that
l(k+l) _  f(k) _  £ ^(fc) _  i(k-l)^ (3 i2 g)
for all k. The limit Zmax of the sequence of log-likelihood values { l ^ }  is then obtained using 
Aitken’s acceleration procedure:
«max =  l (k} + ~  )  • (3-29)
Since e is unknown, we shall estimate by rearranging (3.28), we estimate the unknown e by
the ratio of successive increments,
^  =  w ^ - y  ( 3 ’ 3 0 )
which is the ratio of successive increments in log-likelihood. This leads to the Aitken accel­
erated estimate of Zmax (from (3.29)),
fik+l) =  flk) + - - - - L _ ( [ ( f c + i )  _  [W ) ,  (3 .3 1 )
(1  — £ )
Bohning et al. suggested the EM algorithm can be stopped if
j ( f c + 1 )  j ( k )
la  ~  la < tol. (3.32)
Also, is then used as a prediction of Zmax. From (3.31), note tha t has a nice
monotonicity property when e is in (0 , 1 ).
3.1.4 S im ulation  R esu lts
For illustration, a simulation experiment is carried out in order to examine the performance
of the MLE for different sample sizes nQ = (10,15,20,50,1000) and different separations
between the two components. All simulations were performed using Matlab. 10000 data
sets, each consisting of n 0 observations, were simulated from a two-component exponential
mixture model with a = 0.1, b = O.lr and p = 0.6. The unknown parameter © =  (a, 5,p)
is estimated for each of the 10000 data sets based on the MLE using the EM algorithm.
For simplicity, we use the true values of the parameters as the starting values, ©(°) =
(0.1,O .lr,0.6); the stopping criterion adopted is the Aitken’s method discussed in (3.32),
whereas the tolerance value is set as 0 .0 0 0 0 1 .
Tables 3.1, 3.2 and 3.3 evaluate the estimation error through the average square of bias in 
2
estimator 0  — ©^ , the variance Var  © and the mean square error M S E © over
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r — 2 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a) 1 0.0005 0 . 0 0 0 2 0 .0 0 0 1 1.96 x 10" 5 4.79 x 10" 8
(M 2 0.3360 0.1931 0.0575 0.0421 0.0014
(P ~ p Y 0 . 0 0 0 2 0 . 0 0 0 2 0.0004 0.0007 1.80 x 1 0 “ 5
Var a] 0.0034 0 . 0 0 2 1 0.0017 0 . 0 0 1 0 0 . 0 0 0 2
Var b 127 128 3 2 0.0304
Var P 0.0186 0.0227 0.0261 0.0367 0.0289
M S E a] 0.0040 0.0023 0.0018 0 . 0 0 1 0 0 . 0 0 0 2
M S E b 127 128 3 2 0.0319
M S E P\ 0.01880 0.0229 0.0265 0.0373 0.0289
Table 3.1: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b = 0 .2  and p = 0 . 6  for 
different sample size nG. Starting values are set as true values.
all replications for an exponential mixture model with r  =  2, r = 5 and r = 10 respectively.
  2
For all three separation, both (a — a) and Var  [d] decrease when the sample size increases.
bHowever, the ML estimation of b is unsatisfactory for small samples; Var are extremely
  2
large for samples with sizes n 0 < 50. When r  =  2, as seen in Table 3.1, both (p — p) and 
Var \p\ increase when n 0 increases from 10 to 50. Conversely, for large separation r =  10, 
Var [p] decrease when n 0 increases.
Figures 3.4, 3.5 and 3.6 show the distribution of the MLEs a, b and p for n0 observations 
arising from a mixture of two exponential distributions with true parameter vector © =  
(0.1, 0.5,0.6). In Figure 3.4, the median of a is near to the true value a — 0.1 for all sample 
sizes while the number of outliers is greatly reduced when sample size becomes larger. Figure
3.5 allows us to investigate the reason for the large variance of estimator b when the sample 
size is small. As seen from the box plot in the figure, the largest outlier for n0 =  20 is 
b = 8142, and this explains why Var b = 6815 in Table 3.2. As seen in Figure 3.6, the 
estimator p has less outliers compared to the rate parameters a and b; Var \p\ is considerably 
large for small samples and is greatly reduced when n0 = 1 0 0 0 .
3.1.5 D iscussion
To summarise, the EM algorithm works in the following steps:
(a) Set a starting value, ©(°).
(b) Set k = 0.
(c) E-step: Evaluate Q ^ © |© ^ ^  =  E@(o) [lc\t]-
(d) M-step: © ^  =  argmax© Q ^ © |@ ^ j.
When fitting mixtures of distributions, many users prefer the MLE via the EM algorithm 
because it is consistent and reliable. The EM algorithm has the advantage of monotonic con-
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r = 5 Simulated Value
na 1 0 15 2 0 50 1 0 0 0
(a — a) 2 0 . 0 0 1 0 0.0003 0 . 0 0 0 2 4.87 x 10" 6 3.78 x 10" 8
H 2 3 3 0.1379 7.36 x 10" 5
(p - p ) 4.87 x 10~ 6 4.56 x 10“ 5 0 . 0 0 0 2 0 . 0 0 0 2 1.05 x 10" 8
Var a] 0.0073 0.0035 0.0027 0.0009 3.79 x 10" 5
Var b 275 2597 6815 9 0.0043
Var P. 0.0409 0.0428 0.0431 0.0358 0 .0 0 2 1
M S E a] 0.0083 0.0037 0.0028 0.0009 3.79 x 10“ 5
M S E b 277 2600 6818 1 0 0.0044
M S E P] 0.0409 0.0429 0.0433 0.0360 0 .0 0 2 1
Table 3.2: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0.1, b = 0.5 and p = 0.6 for 
different sample size nG. Starting values are set as true values.
r = 1 0 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
( E - ay 0.0007 0 . 0 0 0 2 6 . 8 6  x 1 0 ~ 5 8.34 x 10“ 6 1.44 x 10“ 8
M 5 4 1.0960 0.1025 3.37 x 10" 5
(.p - p Y 6.09 x 10" 6 9.47 x 10“ 5 0 . 0 0 0 2 6.23 x 10" 5 4.02 x 10" 8
Var a] 0.0084 0.0037 0 . 0 0 2 2 0.0007 2.46 x 10~ 5
Var b 407 2854 78 1 1 0.00890
Var P. 0.0450 0.0382 0.0348 0.0171 0.0007
M S E a\ 0.0092 0.0039 0.0023 0.0007 2.46 x 10“ 5
M S E b 412 2858 79 1 1 0.00894
M S E P\ 0.0450 0.0383 0.0350 0.0172 0.0007
Table 3.3: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b = 1  and p = 0 . 6  for different 
sample size n0. Starting values are set as true values.
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Maximum Likelihood Estimation of a 
a = 0.1, b = 0.5, p = 0.6.
L
c
Figure 3.4: Distribution of the MLE a for n0 observations arising from a mixture of two 
exponential distributions with a = 0.1, b = 0.5 and p = 0.6.
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Figure 3.5: Distribution of the MLE b for nD observations arising from a mixture of two 
exponential distributions with a =  0.1, b = 0.5 and p — 0.6.
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Maximum Likelihood Estimation of p 
a = 0.1, b = 0.5, p = 0.6.
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Figure 3.6: Distribution of the MLE p for nQ observations arising from a mixture of two 
exponential distributions with a — 0.1, b — 0.5 and p =  0.6.
vergence, i.e. the likelihood function increases monotonically with each iteration. However, 
it might not always be the best method due to some practical difficulties.
The MLE appears to be sensitive to the initial values. The EM algorithm may diverge if 
the starting values are too close to the boundary of the parameter space. Albert &; Baxter 
(1995) mentioned that the EM algorithm is sensitive to under-specification of the model 
because the updated value of mixing weight, calculated using (3.20), =  0 for all k if
p is chosen as 0.
We now study the effect of different starting values on the ML estimates of a mixture of 
two exponential distributions. Figure 3.7 shows a^k\  Uk\  p^  and for each iteration k 
when we fitted a simulated data set with 1000 observations arising from a two-component 
exponential mixture distribution with a — 0.1, b — 0.2 and p = 0.6. Starting with =  0.1, 
deviated from the true value when k increased and it stopped at a/36) =  0.1010. F 1) 
increased to 0.2004 from the initial true value of b and b ^  decreased gradually from k =  2 
to k — 13. After that, b ^  increased until the stopping point k = 36 with b ^  =  0.2002; 
Uk^  was closest to the true value at k = 27 where b^ 2^ = 0.2000. With the initial point 
=  0.6, p was decreased to 0.5995 and p^k} increased gradually after k = 1 and the 
iteration terminated at p^36^ =  0.6037. The log-likelihood of the sample is increased at each 
iteration and stopped at ^ 36^  =  —3070.
In practice, we will never know the true parameter values of the distribution of a data 
set, and hence it is worth investigating the performance of the MLE via the EM algorithm
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S tarting V alues: a(o) = 0 1. b(0) = 0.2, pf0) = 0 6
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0.1005
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Starting V alues: a(0) = 0.1, b(0) = 0.2, p(0) = 0.6
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Figure 3.7: The ML updated estimates a^k\  Uk\  and at each iteration k for an 
artificial data set consisting 1000 observations simulated from a mixture of two exponential 
distributions with a =  0.1, b — 0.2 and p — 0.6. Starting values are set as true values.
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Starting V alues: a(0) -  0.2, b(0) -  0 8. p(oi -0 .8Starting V alu es: a(t>) = 0 2. b(0) = 0.8, p'0'  = 0.8
Starting V alues  a(0) = 02. b(0) -  0.8, p(0) = 0 8 S tarting V alues  a ‘° ' = 0.2, b(c) -  0 8. plo) - 0  8
Figure 3.8: The ML updated estimates a^k\  Uk\  and I ^  at each iteration k for an 
artificial data set consisting 1000 observations simulated from a mixture of two exponential 
distributions with a = 0.1, b = 0.2 and p = 0.6. Starting values are =  0.2, b = 0.8 
and =  0.8.
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when it is used to fit a mixture distribution with starting values differ from the true values 
of the parameters. On the same data set, we used a different set of starting values =  0.2, 
fr(°) = 0 .8  and p =  0.8 to estimate the parameters with the MLE via the EM algorithm. 
The EM algorithm terminated after 141 iterations and the resulted estimates are a(141) —
0.1126, 6 (141) =  0.2891, p(141) =  0.8294 and f(141) =  —3071. The values of the parameters at 
each iteration k are shown on Figure 3.8. We observed that a^  decreased sharply at the 
first iteration from a(°) =  0.2 to = 0.1128. After this point, a ^  increased slowly and 
had not reached 0 .1  even at the 141^ iteration. Uk) decreased gradually from b =  0 .8  
and failed to  arrive at the true value 0.2 when the algorithm stopped. W ith the initial value 
p(°) = 0 .8 , p first increased gradually to 0.8999 after 13 iterations and decreased slowly 
after that point with p(141) deviating largely from the true value. Studying the plot of 
versus k , we can see that increased at a large extent to —3074 and the increment was 
small after this point.
Many authors had pointed out in the past that the likelihood equation usually has a 
number of local maxima. One would expect the global maximum of the likelihood function 
to be the "true" root and hence attem pt to search all roots of the likelihood function. 
However, in practice, this attem pt could be time consuming and there is no guarantee that 
the global maximum will be obtained. Furthermore, there are cases when the likelihood 
function is unbounded and hence the local maximum is mistaken to be the ML estimate.
The EM algorithm has been preferred over the NR algorithm because the time required 
for each iteration is shorter. The number of iterations required for the NR algorithm is 
usually small relatively to the number for the EM algorithm. As discussed above, Aitken’s 
acceleration can speed up the EM algorithm but not in all situations (see Lindstrom & Bates 
(1988)). The EM algorithm will always converge to a local ML function; whereas the NR 
algorithm does not guarantee convergence. The NR algorithm has an advantage at which 
the Hessian matrix for the parameter vector is available at the end of the NR iterations. The 
NR algorithm is superior to the EM algorithm because it can handle most of the common 
extensions of the mixture models. Lindstrom and Bates preferred the NR algorithm as its 
advantages outweigh the increase in the computing time per iteration. Although the EM 
algorithm is a useful tool for ML fitting, there exists potential problems when the number 
of components are not known a priori and the sample size is small.
3.1.6 Inform ation M atrix  and A sym p totic  C ovariance M atrix  o f th e  M ax­
im um  Likelihood E stim ator
The Fisher information is a measure of the amount of information about an unknown pa­
rameter contained in an observation. The Fisher information matrix, usually denoted by 
I  [0] plays an important role in the study of the asymptotic properties of MLEs. Given a
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sample with n Q observations, the Fisher information matrix can be written as
n0I[Q] = n 0E  [v  [0] V [0]Tj (3.33)
=  n 0 [Iij]
dlwhere V [0] is the gradient vector with entries , which are the score functions. Therefore, 
dl dl 1
. The expected values of the product of score functions for a mixtureIij — E d@ i' d S j  j 
of two exponential c istributions are expressed in the followings:
2~
I n n  —  E
= E
f
Jo
dl_ 
da
p (1  — at) exp {—at)
W)
{p ( 1  — at) exp (—at) ) 2
m
(3.34)
lab =  E
= E
di \  r m  
da )  \d b
\p ( 1  — at) exp (—at)] [ (1  — p) ( 1  — bt) exp (—bt)]
(3.35)
f ( t y
\p ( 1  — at) exp (—at)] [ (1  — p) (1  — bt) exp (—bt)]
m
dt,
l a p  —  E
= E
=  /Jo
d l \  ( dl_ 
da J
[p ( 1  — at) exp (—at)] [a exp (—at) — b exp (—bt)]
(3.36)
s i t y
\p( 1 — at) exp (—at)] [a exp (—at) — 6 exp (—bt)]
~  W)
dt,
hb = E
= E
m  
db,
( 1  — p) (1  — bt) exp (—bt) \  2
m  )
[ (1  -  p) (1  -  bt) exp (—bt)]2
(3.37)
f ( t )
dt ,
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hp — E
E
m \  fdi_ 
db)
[ (1  — p) (1  — bt) exp (—bt)] [a exp (—at) — b exp (—bt)}
(3.38)
f ( t y
[ (1  — p) (1  — bt) exp (—bt)] [a exp (—at) — b exp (—bt)]
m
dt,
and
Ipp — E
= E
m
dp
a exp (—at) — b exp (—bt) \  2
m  J
a exp (—at) — bexp (—bt)]2
(3.39)
f ( t )
dt.
No one has successfully expressed the theoretical Fisher information matrix in explicit form. 
In his notes, Jalali (2008a) found the explicit solution for this difficult task. He expressed 
(3.34) to (3.39) in terms of three integrals
poo
I0 (<p,r*,x) = Jq J
exp ( - x y )
+  p  exp (—r*y) 
y e x p ( - x y )pooh  (p ,r* ,x )=  -
Jo 1 +  <P exP (~r*y)
T , * \ f°°  y2 exp (~xy)h(<P,r ,x) = J  - +  ipexp (—r*y)
dy,
dy , 
dy,
(3.40)
(3.41)
(3.42)
T ( 1  — p)
where r* = r — 1, <p = —  , y = at and x  can be any number. Using (3.40) to (3.42),
P
the elements of the Fisher information for a mixture of two exponential distributions ((3.34) 
to (3.39)) can be written as
Iaa= .%  [Jo (¥>, r*, 1 ) -  2 h  (¥>, r*, 1 ) +  h  (<p, r*, 1 )], (3.43)
dab —
1 - p
[J0 (ip, r*, 1 +  r*) -  ( 2  +  r*) h  (p, r*, 1 +  r*) +  ( 1  +  r*) I 2 (ip, r*, 1 +  r*)],
lap = [ / 0  (V>. r *> 1 +  »■*) -  h  (¥>. r *. 1 +  r *)l .P
(3.44)
(3.45)
hb — a  - p ) 'a2p I0 (ip, r \  1 +  2 r*) -  2  ( 1  +  r*) h  (v, r \  1 +  2 r*) +  ( 1  +  r*)2 12 (<p, r*, 1 +  2 r*)
(3.46)'
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Ibp = ~ -  [ /0  (<fi, r * , l +  2  r*) -  (1  +  r*) h  (<p, r*, 1 +  2 r*)] 
P
and
ipp —
( 1  +  r*y
3 To (p, r*, 1 +  2 r* ) ---- ^ •pH pZ
(3.47)
(3.48)
Accordingly, there are three versions of the evaluation of the three essential integrals Iq (p, r*,x), 
I\ (<Pi r*, x) and I 2 (p, depending on the value of p. When p  < 1,
I0 (<p, r*, x) = x 1 2Fi (7 , 1 ; 1 +  7 ; - p ) , 
h  (p, r*, x) = x ~ 2 3F2 (7 , 7 , 1 ; 1 +  7 , 1  +  7 ; - p )
and
h  (<A r*,x) = 2x 3 4 F3 (7 , 7 , 7 , 1 ; 1 +  7 , 1  +  7 , 1  +  7 ; - p ) ,
where 7  =  —. Conversely, when 0? > 1 , 
r
I 0 (p ,r* ,x) =
7Vp~
— - r  2 F i  ( l - 7 , 1 ;  2 - 7 ;  ( - < /? )  ^  ,
/ 1  (y>, r*,x) =
+
and
I 2 {p,r*,x) =
r s i n ( 7 T 7 )  r ( l  — 7 )
7 T (/ ? - 7  ( 7 r  c o t  ( 7 7 7 )  +  I n  v ? )  
r 2 s i n  ( 7T7 )
r 2 ( i _ 7 ) 2  ^  ( l  -  7,1 -  7.1; 2  -  7 ,2  -  7 ; ( -V )-1 ) 
^7r2 [l +  2 cot2 (777)] +  27rln(/?cot (n j)  + [ln<£>]2
(3.49)
(3.50)
(3.51)
(3.52)
(3.53)
7rp
r3 sin (n j)
r 3 (x _  7 )3  4 F 3 ( l  -  7 ,1  -  7 ,1 -  7 , 1; 2 -  7 , 2 -  7 , 2 -  7 ; (-V?)_1)
2 </?- 1
(3.54)
Using Pfaff’s transformation, Jalali expressed a single formula for Jo ( p ,  r *,  x) which encom­
passes both (3.49) and (3.52):
io (</?, r * , x )  = x _ 1  (1  +  p y 1 2Fi ^7 , 7 ; 1 +  7 ; y y ~ )  =  X_1 ^  +  ^ _ 1  2i?1 (-1’ 1; 1 +  7; T+~v?)
(3.55)
He noted the drawback of this special method as the evaluation of I \  ( p ,  r*, x) and I 2 ( p , r * ,  x) 
are not as straightforward. We validate these formulae by comparing the theoretical values 
(upper entries) with the observed values (lower entries) of Fisher information in Table 3.4.
We find good conformity between the two sets of values. Therefore, one should use (3.43) to 
(3.48) to find the Fisher information matrix for a mixture of two exponential distributions.
As the regularity conditions hold in the case of mixtures of exponentials, we may also
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r laa hb Ipp lab lap Ibp
2
49.4087
(49.3436)
2.7723
(2.7715)
0.3695
(0.3695)
6.1756
(6.1761)
-3.6798
(-3.6781)
-0.8768
(-0.8767)
5 50.7597(50.7923)
0.5208
(0.5207)
1.3840
(1.3838)
0.0307
(0.0301)
-4.7966
(-4.7982)
-0.5461
(-0.5459)
1 0
51.7332
(51.7285)
0.1574
(0.1574)
2.1780
(2.1781)
-0.3845
(-0.3846)
-4.0052
(-4.0043)
-0.2903
(-0.2904)
Table 3.4: Theoretical (upper) and simulated (lower) Fisher information for a mixture of 
two exponential distributions with varying r  and fixed a = 0 .1  and p = 0 .6 .
calculate the Fisher information matrix from
n QI  [0] =  —n0E  [H [0]]
=  - M 'y ]
d2l
where H  [©] is the Hessian matrix (as in (3.11)) with entries . In this case, I*j =
E \ o n  ^
d@id@j J
According to the Cramer-Rao bound, the covariance matrix of any unbiased estimator 
of 0  is bounded by the inverse of the Fisher information matrix, [n0I  (0 )]-1 . We therefore 
make use of Jalali’s solution for the Fisher information matrix to find the Cramer-Rao 
lower bound (CRLB) of the covariance matrix of estimator for a two-component exponential 
mixture distribution with fixed a =  0 .1 , p = 0 . 6  and n0 = 1 0 0 0  for three degrees of separation 
between the two components (r =  (2,5,10)), as shown in Table 3.5. The diagonal elements 
of the matrices in this table will be used in the last section of this chapter to find the 
efficiency of all estimators studied by us.
3.1 .7  C oincidence o f Sam ple M ean and T heoretica l M ean Inferred by th e  
M axim um  L ikelihood E stim ator
In our work regarding the ML estimation of the three parameters of a mixture of two 
exponential distributions obtained from simulated data, the sample mean of the data appears 
to be equal to the theoretical mean inferred by the estimated parameters. Let T  be a non­
negative random variable with the mixed exponential PDF
pa exp (—at) +  ( 1  — p) 6  exp btj 
where a, b and p are obtained from our sample by the MLE, then
E  f  = t , (3.56)
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r CRLB of V[@]
2
' 0.0003 0.0011 0.0056 1 
0.0011 0.0056 0.0243 
_ 0.0054 0.0243 0.1164 J
5
" 4.39 x 10~ 5 0.0003 0.0003 1 
0.0003 0.0049 0.0029 
0.0003 0.0029 0.0028 J
1 0
" 2.68 x 10~ 5 0.0002 7.70 x 10“ 5 1 
0.0002 0.0100 0.0017 
7.70 x 1 0 “ 5 0.0017 0.0008 J
Table 3.5: Cramer-Rao lower bound of V  [©] for a mixture of two exponential distributions 
with varying r  and fixed a =  0 .1 , p = 0 . 6  and n 0 =  1 , 0 0 0 .
where
P , 1 - PE =  ~  +a b
is the theoretical mean inferred by the MLE and
n°
vn.
t  =  — .
• i'no1 = 1
is the sample mean.
Table 3.6 compares the theoretical means inferred by the MLE with the sample means 
of ten samples drawn from a mixture of exponential distributions with a = 0 .1 , b = 1 and 
p — 0.6, each with sample size, n 0 — 10. It is obvious that there is a coincidence between 
the sample mean and the theoretical mean inferred by the MLE.
G enera l P ro o f  Following our conjecture of the coincidence of the sample mean and the 
MLE inferred theoretical mean of mixture exponentials, Jalali (2008b) investigated the case 
of an arbitrary distribution from the exponential family and found the following result.
The following is the proof of this phenomenon in the general case of a mixture of m  
exponential distributions with 2m  — 1 parameters.
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Sample a b P E 0 t
1 0.1159 2.3837 0.7323 6.429^ 6.4294
2 0.0356 0.3308 0.1608 7.0548 7.0548
3 0 . 1 2 2 2 1.1947 0.2991 3.0343 3.0343
4 0.1866 1.3475 0.5832 3.4350 3.4350
5 0.0475 0.5967 0.8070 17.307 17.307
6 0.1071 0.9389 0.8195 7.8428 7.8428
7 0.1476 3.7958 0.6765 4.6695 4.6695
8 0.1827 3.4256 0.6047 3.4259 3.4259
9 0.1340 0.2531 0.4745 5.6179 5.6179
1 0 0.0940 0.5453 0.5439 6.6207 6.6207
Table 3.6: Theoretical means inferred by the MLE (E  0  ) and sample means (t ) of ten 
data sets simulated from a mixture of two exponential distributions with a = 0 .1 , b = 1 , 
p = 0 . 6  and n0 =  1 0 0 0 .
T h e  R esu lt
Let us have a sample of size nQ of a distribution with the PDF
m
f  W =
j= i
where
m
=  ! •
3=1
The problem is one of the estimation of all the parameters, i.e., p f s  as well as O f s.
T h eo re m  3 I f  6j ’s and p j ’s are the roots of the maximum likelihood equations, based on 
the sample t\, ...,tUo, then
1 n 0 m
i = - T u = y ^ = ^ .nQ ^  ' 6 j
°  i = i  j = i  3
Proof. The maximum likelihood equations are of the form:
dJL _ y r  exp exP { - O m t j )  _  n . _  1 1
dp, f ( t i )  3 1’ - ’m (3'57)
91 _  P j  exp ( S j t i )  — P j B j U  exp ( —9 j U )
7(5) - 0' 5 -1 .- ."*  (3-58)
By summing the set of equations (3.58) over a llj  = 1,..., m, we obtain the following equation:
s y '  Y l j = i P j  exP QjU) ^  - f N
2_. — — fTtd =  (3-59)
2=1  ^ V ^  2=1
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We need the following lemma:
Lemma 4
m—1
E
j =i
Pi I T. ~  P [9j exp ( - QjU) -  9m exp (~9mti)\ =  Pj exp (—9jU)—fi
j=i
y^ 2pj 9j exp(-9j t) 
j =i
Pj  \ T . - P \9j exp ( 9jt{) 9m exp ( 9mtf)\
Proof. The sum of the LHS can be opened as follows:
TO—1
LHS =  £
3=1
TO—1
=  T 2  exp “  PjP-Oj exP (“ fy**) “  exp ( - 0 m*i) +  PjiiBm exp ( - 0 mt»)
j=i
TO r
Pm= ^ P j  exp (~9jti) -  pm exp ( - 0 mt») -  0m exp ( - 0 mii)
i= i
■M
P
^   ^P j0 j exp ( 9jti) pm9m exp ( 9mti) (1  pm) 0 m exp( 9mti) 
3=1
=  5 Z p j e x p ( - 0 j t i ) - / x  
j= i 
=  R tfS
exp
j=i
Proof. Multiplying each equation in (3.57) by pj and summing up gives us
9j exp (- 9 j t i ) -  0m exp ( - 0 mt»)TO—1 r
E
j= i
= o
^ E
2= 1
Em—1j —1 Pj I -  P
f (U )
[9j exp (-0j£i) -  0m exp ( - 0 TOtj)]
/(*»)
= 0. (3.60)
Now, it follows from the lemma that the term in the inner sum of (3.60) can be written as
exP (-9jU) -  P
j =i
5 ^ P j0 j exp ( - 0 jti) 
j '= i
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(3.60) then will reduce to
n° n2^j=iP,
^  m
E J l 3 exP ( - % 4i) nL  717a---------- noM =  0.
i= 1
It then follows from  (3.59) that
i  / ^ E r = i « exp H ^ ) \  j-— m — J=t="• (3'61)
Remark 1 The proof of the theorem does not depend on the signs of pj ’s. So the same 
theorem is true for a linear combination of exponential distributions.
Remark 2 This theorem says that by using the ML method of estimation in mixtures (or 
linear combinations) of exponentials we also match the first moment of data to the first 
theoretical moment. So the MLE and the method of moments, as far as the first moment is 
concerned, agree with one another.
3.2 The M ethod of Moments
3.2 .1  In trodu ction
The method of moments is a method for constructing estimators of the parameters that is 
based on matching the sample moments with the corresponding distribution moments. This 
method consists of evaluating kth sample moments, pk and then estimate the parameter, © 
by solving the equation
A * =  Tk ( 0 ) ,
where n0
i=i
and
tJ>k =  J tkf ( t ) d t - (3-62)
Pearson (1894) attempted the estimation problem of a normal mixture models with the 
method of moments and obtained a "nonic" equation. The system of moment equations 
for a mixed density is generally non-linear. Rider (1961) derived moment estimates for 
the means in a mixture of two exponential densities under the assumption that the mixing 
proportions are known.
Let T  be a non-negative random variable representing the failure time which has a 
mixture of two exponential distributions, with density (from (3.4)):
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/  (t) = pa exp (—at) -4- ( 1  — p) b exp (—bt) .
It is easy to see that, using (3.62), the theoretical moments of T  are
y k = pk\a~k +  (1 — p) k\b~k. (3.63)
Let us denote the normalised moment as
„ -  
k ~  fc! ’
then
zk = pa~k +  (1 — p) b~k. (3.64)
We use three of these moments to calculate the parameters and the rest of them for valida­
tion. For simplicity, we let x = a~l and y = 6 -1 . Hence
zi =  px + ( l - p ) y ,  (3.65)
z2 =  px2 +  ( 1  - p ) y 2, 
z3 = px3 + ( l - p ) y 2.
Rearranging (3.65) yields
p(x - y )  = z i - y ,  (3.66)
p(x2 -  y2) = z2 -  y 2,
P(x3 -  y3) = z3 — y3.
After eliminating p  from (3.66) and setting s = x  +  y and t = xy, we have the following 
values for s and t:
z 3 ~  z l z 2 fos = —----- -r , (3.67)
z 2 ~  z {
+ _  z l z 3 -  z 2t — 2 *
z 2 ~  z (
It is clear tha t x  and y are the two roots of the quadratic equation
u2 — su + 1 = 0 (3.68)
(note that x  is the larger root and y is the smaller root). So,
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y =
Next, we find the three parameters from
s +  y/s2 — At 
2
S — y / s 2 — 4 t
(3.69)
a = x  \
b = IT 1,
Zl ~■yp =
x —y
(3.70)
We obtain the method of moments estimates a, b and p  by simply replacing z ^ s  by z ^ s  in 
(3.67) where the latter are the estimates of moments from the data
Zk
i na
n Qk\ ^  * •
i—1
To test the validity of the model, we consider one further moment identity, namely,
*4  =  p (z4 -  yA) +  y4,
and substitute for x , y and p  from the above ((3.69) and (3.70)). After some routine 
manipulation, we obtain
2 4  (2 2  -  z l )  -  23  (2 3  -  2 , 2 2 ) +  2 2  ( 2 1 2 3  -  z | )  =  0 . (3.71)
We can use the identity in (3.71) as test statistic for the validity of our model. To be more 
precise, we define the statistics
K 4 = z4 (z2 -  z l) -  z3 (2 3  -  z iz2) +  2:2 (2:12:3 -  z l)  , (3.72)
where z ^ s  are estimators of normalised moments. If this statistic is close to zero, we accept 
the validity of the model.
To do what we did here more elegantly, and with an eye to generalising it, we construct 
first the following two matrices:
(3.73)
1 Z1 Z2
M ( u )  = Z1 22 Z3
1 U U2
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r 2 3 4 5 6
E a] 0 . 1 0 0 1 0 . 1 0 2 0 0.1017 0.1015 0.1017
E b 0.5181 0.3830 0.7102 5 1.3596
E P] 0.63655 0.6338 0.6230 0.6185 0.6197MTT1 8.80 x 1 0 “ 9 3.83 x 10" 6 2.76 x 10“ 6 2.19 x 10“ 6 2.96 x H T 6
M
0 .1 0 1 2 0.0069 0.0962 2 2 0.5770
( P - p ) 0.0013 0 .0 0 1 1 0.0005 0.0003 0.0004
V a r a] 0.0003 0 . 0 0 0 2 0 .0 0 0 2 0 .0 0 0 1 0 . 0 0 0 1
V a r b 2725 87 328 3.74 x 105 6046
V a r P. 0.0781 0.0298 0.0195 0.0156 0.0127
M S E a] 0.0003 0 . 0 0 0 2 0 .0 0 0 2 0 .0 0 0 1 0 . 0 0 0 1
M S E b 2725 87 328 3.74 x 105 6047
M S E P\ 0.0795 0.0310 0 . 0 2 0 0 0.0160 0.0130
Table 3.7: Performance of the method of moments for 10000 data sets simulated from a 
mixture of two exponential distributions with varying b = O.lr and fixed a  = 0.1 and 
p  =  0 .6 . r  ranging from 2  to 6 .
and
Z 4 =
1 Zl Z2
z i Z2 Z3
Z2 Z3 Z4
(3.74)
It can be seen easily that the quadratic equation (3.68) discussed earlier and whose roots 
were x  and y  is the following:
det M  (u ) =  0,
and the identity for testing is simply
det Z  4 = 0.
Note also tha t the signed weights can also be calculated as follows:
- l1 x
i  y
■
1
i—
1
1
"
e =
T“
1
rH
i
( x - y )  
l
( x - y )
which is the same as what we obtained earlier.
1 Zl
z \ ~ y  x -  zi
y - x  
- 1  1
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r 7 8 9 1 0
E a] 0.1014 0 .1 0 1 1 0.1013 0.1014
E b 1.8391 1.7911 0.1742 -0.2163
E P\ 0.61473 0.6115 0.6132 0.6138
(a — a) 2 1.95 x 10“ 6 1.26 x 1 0 - 6 1.65 x 10~ 6 1 .8 6  x 1 0 " 6
1.2974 0.9823 0.5269 1.4794
( P - p ) 0 . 0 0 0 2 0 .0 0 0 1 0 . 0 0 0 2 0 . 0 0 0 2
Var d] 0 .0 0 0 1 0 .0 0 0 1 0 . 0 0 0 1 0 .0 0 0 1
Var b 4496 12611 6669 6701
Var P. 0.0117 0 . 0 1 1 2 0.0106 0.0099
M S E a] 0 .0 0 0 1 0 . 0 0 0 1 0 .0 0 0 1 0 .0 0 0 1
M S E b 4498 12612 6669 6702
M S E P\ 0.0119 0.0113 0.0108 0 .0 1 0 1
Table 3.8: Performance of the method of moments for 10000 data sets simulated from a 
mixture of two exponential distributions with varying b = 0 .1  r  and fixed a = 0 .1  and 
p = 0.6. r ranging from 7 to 10.
3.2.2 Sim ulation  R esu lts
Tables 3.7 and 3.8 present the simulated results of the moment estimator when the method is 
applied to mixtures of two exponential distributions. We consider 9 ratios r ranging
from r  =  2  to r  =  1 0 , in order to study how the moment estimator behaves on different 
separations between the two components. For each r, we simulate 10000 data sets each 
consisting of 1 0 0 0  observations arising from a mixture of two exponential distributions with 
parameters a = 0.1, b = O.lr, p = 0.6. The simulated samples are then fitted with a two 
component exponential mixture model (as in (3.4)) using the method of moments.
As we expected, when r increases, the mean square errors of a and p decrease, indicating 
that the performance of moment estimator is much better for larger separation between the 
components. However, this is not the case for 6 . We observe that the ordinary moment 
estimator of the second rate parameter has large variance for all r.
We found, from these tables, that Var tends to be larger when r  increases. To un­
derstand this, let us consider the first three moments of a sample with r = 10. The first 
component has a rate parameter a = 0 .1 , whereas the second component has a rate para­
meter 6 = 1 .  The probability that an observation arises from the first component is 0.6. Let 
us denote zak as the theoretical kth normalised moment of the first exponential component, 
ztk as the the theoretical kth normalised moment of the second exponential component, and 
Zk denotes the theoretical k th normalised moment of the mixture distribution; the theoret­
ical moments of the sample are shown in Table 3.9. We observe that the ratio of the third 
moments of the two exponents is of an order of 1000. Any effect caused by the smaller 
moment (from the second component) pales into insignificance compared to the slightest
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k Zak Zbk %k zak
1 10 1 6.4 10
2 100 1 60.4 100
3 1000 1 600.4 1000
Table 3.9: Theoretical moments of a sample with a mixture of two exponential distribu­
tions with a = 0.1, b = 1 and p = 0.6, and the ratio of the moments of the two exponential 
components.
b
.0
0.5
- 0.5
Figure 3.9: Plot of b versus y when k = 1.
error in calculation of the larger moment. This is the reason why the estimation of the 
second component is so poor when the method of moments is adopted.
3 .2 .3  D iscu ssio n
Although the method of moments has long been disfavoured because of its inefficiency 
relative to the MLE, there is a long history of application of such method because of the 
computational problems associated with alternative methods, particularly before the advent 
of computers. There are some potential problems with moment estimators which occur 
frequently in mixture problem. For example, there is no guarantee that the roots of (3.68) 
will be real: the method of moments may give estimates of the parameters in complex form. 
From (3.69), we learn that if s2 < 41, x  and y become complex numbers. If s is less than 
s2 — 41, then y is negative and this makes b a negative number. Figure 3.9 is a plot of b 
against y, given by the formula of b in (3.70). When y has an absolute value close to the 
origin, b has a large absolute value; the closer is y to the origin, the closer is the absolute 
value of b approaching to the infinity. Since b is very sensitive to y, the variance of the 
moment estimator b is large, as seen in Table 3.9.
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To ensure that x, y > 0, we need s > 0 and t > 0. In their monograph, Everitt & Hand 
(1981) stated the conditions on s, t and the three normalised moments z\, z2 and 2:3 , as 
follows:
If we check beforehand that these conditions hold, the moment estimator will be a viable 
method for the estimation problem of the mixture distribution.
3.3 The M ethod of Fractional Moments
3.3.1 Introduction
We have seen the method of moments is not very efficient in estimating the parameters of 
a mixture of two exponential distributions. Now, we will demonstrate how the fractional 
moments help in controlling the variation between the moments. Our simulation results 
show that the performance of the moment estimator is greatly improved when the ordinary 
moments are replaced by the fractional moments. Similar work had been done by Tallis & 
Light (1968) who reported tha t efficiencies increase when the method of fractional moments 
is applied to the estimation problem of a mixture of two exponential distributions.
Jalali (2005c) suggested tha t the integer k should be replaced by a fraction k, in order to 
improve the method of moments. The theoretical exposition in this subsection follows his 
paper. By the moment of order k of T  we mean the integral
If we want to know whether the method of moments will work, we should check if
1. s2 > At.
\  Z\ Z2 .
2. The sequence —, — , — is monotomc.
Zl z2 Z3
(3.75)
where S  (T) is the survival function of T. For the clump model considered in Section 1.7, we 
know tha t when m  = 2, the distribution of the random variable T  is a linear combination 
of two exponential distributions. By substituting the survival function of T, shown in (3.1), 
into (3.75), the theoretical nth fractional moment can be written as
f ° °  ?/
[TK] =  k, / tK~ 1 —  (ex.pQt)lndt 
Jo c
ix r r°°— / tK_1(expQ t)dt l n .
z U  0
Therefore,
(3.76)
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K ZaK %bK Zk ZCLK.
1 2.1544 1 1.6927 2.1544
3 4.6416 1 3.1850 4.6416
1 1 0 1 6.4 1 0
Table 3.10: Theoretical moments zK of a sample with a mixture of two exponential distrib­
utions with a =  0 .1 , 6 =  1 and p =  0 .6 , and the ratio of the moments of the two exponential 
components.
For simplicity, we use the normalised moment
*« =  =  T  <3'77)
In the one dimensional continuous case, T  is exponentially distributed. So the survival 
function is simply
S  (t) =  exp (—at) ,
and thus
T ( k +  1 )
Hk =  ~K ,aK
and as before we denote the normalised fractional moment by zK, we have,
1
Zk — ~-aK
For a mixture of two exponential distributions, we have the nth fractional moment
p K =  T (« +  1 ) 
and the Kth normalised moment
v_ + (i-p)
aK bK (3.78)
= JL + l l z r t . (3.79)
aK bK v ;
For any positive /c, we will consider the following three moments: zK, zK2 and zKz. For 
simplicity, instead of allowing all three moments to vary, we set — 2 ^i and Ks = 3k,\. 
From now on, we name as k. We can see from Table 3.10 that the variation between 
the fractional moments is better controlled, compared to the ordinary moments. The first 
component has a rate parameter a = 0 .1 , the second component has a rate parameter 6 = 1  
and the mixing weight of the first component is 0.6. When k, =  1, the ratio of the third 
moment of the first exponent za3 to the second exponent z^3 is of an order of 1 0 0 0  for our 
example in Table 3.9. However, on the same distribution with the same parameters, the 
ratio of za3 * to z j y is largely reduced to 1 0  when the method of fractional moments (with 
k  =  is employed.
If we set x  =  a~K and y =  b~K, from our earlier arguments it follows that x  and y are
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the two roots of the quadratic equation
u2 — su +  t =  0, (3.80)
where, here,
a =  Z3" ZkZ2k, (3.81)
t =
z2k Zk2 
z k z 3k z 2k2 
z2k ~  ZK2
From (3.79), p is given by
p =  —— V~. (3.82)
x - y
If we have a sample £no of size no-> the estimate of the normalised ^-fractional 
moment is n0
*" =  ) ^ T T ) 2 >  <3-83)
1 = 1
By substituting estimated moments (3.83) for the actual ones in (3.81) the estimates of x 
and y are given by
. =  i ± v / r a  (384)
and
- s -  \ / s 2 -  4t
y =  g •  ^ ^
The estimate of p can be obtained when we substitute (3.83), (3.84) and (3.85) into (3.82). 
Obviously, the estimates for parameters a and b are just
a = x  «, (3.86)
b = y~*.
3.3 .2  Sim ulation R esu lts
For illustration, a simulation experiment is carried out in order to study the performance of 
the method of fractional moments for different sample sizes varying from small (nG =  (10,15,20,50)) 
to large (nQ = 1000). We consider three degrees of difference between the two populations, 
ranging from small (r =  2) over medium (r =  5) to large (r =  10). We are interested in 
two aspects: the minimum variance of estimator and the best fraction k tha t returns the 
smallest measures of error. In order to answer our questions, we consider ten values of 
fraction: « =  (0.1,0.2,..., 1). For each k, we simulated 10000 data sets each consisting of 
n Q observations from a two-component exponential mixture model with a = 0.1, b = O.lr 
and p = 0.6. We then estimated each data set with the specified k and recorded the bias2,
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variance and mean square error of the 10000 estimates of a, b and p. It is known that the 
method of fractional moments would return complex estimates. During our estimation, we 
excluded any estimate in complex form to make it easier for us to analyse the results. For 
each nQ and r, we found the minimum measures of error and present them in Tables 3.11 
to 3.13. The counterpart k’s are shown in brackets in these tables.
We observe that, regardless of the separation between the components, the best fraction, 
in terms of both the bias and variance, for estimating b is 1 when the sample size is small 
(nc < 50). Does this mean that the ordinary moment estimator is better than the fractional 
moment estimator in estimating b for small samples? We further investigated the estimator 
and found that more than half of the estimates of b are negative when k, = 1. For instance, 
when r = 2 and nQ = 10, 61.69% of the estimates of b are negative when k, =  1. When b 
is a large negative number, p is close to 1. In other words, the distribution fitted by the 
method of ordinary moments is actually a single exponential distribution, rather than a 
mixture. On the other hand, for samples of the same size and same r, when k = 0.6, 1.5% 
of the 1 0 0 0 0  estimates of b are over-estimated and they are greater than 1 0 0 ; these outliers 
make the variance of b extremely large when k, = 0.6. The reasons for these large variations 
have been investigated and the explanation will be given in Section 3.3.5. Since most of 6 ’s
is —0.1450 and hence lb — bare negative with a small absolute value when k  =  1, E  
smaller when k = 1 , compared to the ones given by n =  0 .6 .
For samples of size n 0 = 10, we found that 75.48% of the ordinary moment estimators 
b are negative when r =  5; whereas 83.86% of b are negative when r = 10. These negative 
S’s make both the (b — bj and Var b relatively smaller compared to the fractional mo­
ment estimator. In fact, the estimates of b given by the method of fractional moments are 
more reasonable than the ordinary moment estimators: at least it recognises most of the 
distribution as a positive mixture of exponential distributions for small samples.
Let us now focus on the large samples (nQ =  1000) and study the performance of the
fractional moment estimator. For small separation (r =  2), as seen in Table 3.11, the best
fraction for estimating a is 0.9 because it has the smallest variance and mean square error. 
For b, the optimal k is 0.6 as it has both the smallest bias and variance. Compared to the 
ordinary moment estimator where Var b = 2725, the fractional moment estimator has 
successfully reduced the variance of b to 14. Both the bias and variance of p is minimised 
when n = 0.9.
It is obvious from Table 3.12 that the best fraction for estimating all three parameters 
(a, b and p) is 0.4 when the ratio of r  =  5. It is worth noting that, the fractional moment 
estimator has significantly improved the estimation of b and Var b is 0.0079 when /€ =  0.4
(compared to Var b = 3.74 x 105 when k = 1, as shown in Table 3.7). W ith this fraction, 
the estimates are both lowly biased and have small variances.
As seen in Table 3.13, k = 0.3 best estimates all three parameters when the two popu­
lations have a large separation (r =  10). We are pleased to see the variance of b reduced to
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r = 2 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 1.39 x 10' 9 (0 .6 )
6.99 x 10“ 8 
(0.4)
4.46 x 10“ 8 
(0.3)
3.15 x 10~ 7 
(0 .2 )
8.80 x 1 0 ~ 9 
(1 )
(M 2 0.1190(1 ) 0.0051(1 ) 0.4632(1 ) 0.1369(1 ) 0.0592(0 .6 )
(P ~ P ) 2
1.22 x n r 5 
(0 .8 )
0.0016
(0 .6 )
7.70 x 10~ 5 
(0.7)
0.0003
(0.4)
0 .0 0 0 1
(0.9)
Var [a] 0.0039
(1 )
0.0028
(1 )
0.0023
(1 )
0.0015
(1 )
0.0003
(0.9)
Var b 138
(1 )
59
(1 )
647
(0.9)
316
(1 )
14
(0 .6 )
Var \p\ 0.4859(0 .2 )
0.3631
(0 .1 )
0.3543
(0 .2 )
0.2038
(0 .2 )
0.0702
(0.9)
M S E  [a] 0.0039
(1 )
0.0028
(1 )
0.0023
(1 )
0.0016
(1 )
0.0003
(0.9)
M S E b 138
(1 )
59
(1 )
648
(0.9)
317
(1 )
14
(0 .6 )
M S E  \p] 0.5612(0 .2 )
0.4313
(0 .1 )
0.4009
(0 .2 )
0.2234
(0 .2 )
0.0704
(0.9)
Table 3.11: Performance of the method of fractional moments for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b = 0 . 2  and p = 0 . 6  for 
different sample size n0.
r  =  5 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(d — a ) 2 5.16 x 10" 6 (0.9)
2.62 x 1 0 “ 7 
(0 .8 )
8.39 x 10- 8 
(0.3)
1.28 x 1 0 - 7 
(0 .8 )
2.41 x 10“ 8 
(0.3)
( M 2
0.2758
(1 )
0.0943
(1 )
0.1891
(1 )
5
(1 )
0 . 0 0 0 2
(0.3)
(P ~ P ) 2
0.0004
(0 .6 )
3.09 x 10- 6 
(0.3)
2.82 x 1 0 " 5 
(0 .2 )
9.36 x 10" 6 
(0.7)
9.55 x 10“ 8 
(0.4)
V ar [a] 0.0064
(1 )
0.0037
(1 )
0.0027
(0.9)
0 . 0 0 1 0
(0 .8 )
5.27 x 10" 5 
(0.4)
Var b 21559
(1 )
4082
(1 )
152
(1 )
3014
(0.9)
0.0079
(0.4)
Var  [p] 0.2073
(1 )
0.1801
(1 )
0.1300
(0.4)
0.0503
(0 .8 )
0.0037
(0.4)
M S E  [a] 0.0069(0 .8 )
0.0039
(0 .8 )
0.0028
(0 .6 )
0 . 0 0 1 0
(0 .8 )
5.27 x 10~ 5 
(0.4)
M S E b 21559
(1 )
4082
(1 )
152
(1 )
3024
(0.9)
0.0082
(0.4)
M S E  \p\ 0.2188
(1 )
0.1882
(0.3)
0.1301
(0.4)
0.0509
(0 .8 )
0.0037
(0.4)
Table 3.12: Performance of the method of fractional moments for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0.1, b = 0.5 and p = 0.6 for 
different sample size nG.
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r =  1 0 Simulated Value
n0 1 0 15 2 0 50 1 0 0 0
1 to 4.74 x 10~ 5 
(0.9)
7.32 x 10- 6 
(0.9)
3.05 x 10“ ° 
(0 .2 )
2.11 x u r 9 
(0 .2 )
1.60 x 1 0 - 9  
(0 .2 )
1
to 0.5748
(1 )
1 1 0
(0.9)
0.1067
(1 )
0.1332
(1 )
0 . 0 0 0 1
(0 .2 )
{ P - P } 2
1.17 x 10“ 5 
(0.3)
7.68 x 10“ 5 
(0.4)
0 .0 0 0 1 1
(0.3)
1.07 x lO" 7 
(0.3)
5.89 x 10~ 8 
(0.3)
Var  [a] 0.0094
(1 )
0.0039
(0 .6 )
0.0025
(0.4)
0.0007
(0.3)
3.21 x 10~ 5 
(0.3)
Var b 549
(1 )
54539
(0.9)
1483
(1 )
oo 
^
 
1—
1 
2
^
0.01765
(0.3)
Var  [p] 0.1246(0.4)
0.0651
(0 .6 )
0.0506
(0.7)
0.0235
(0.4)
0 . 0 0 1 2
(0.3)
M S E  [a] 0.0103(0 .6 )
0.0041
(0.3)
0.0026
(0.4)
0.0008
(0.3)
3.22 x 10~ 5 
(0.3)
M S E b 550
(1 )
54649
(0.9)
1483
(1 )
2 0
(0 .2 )
0.0179
(0.3)
M S E  \p\ 0.1247(0.4)
0.0659
(0 .6 )
0.0525
(0.7)
0.0237
(0.3)
0 . 0 0 1 2
(0.3)
Table 3.13: Performance of the method of fractional moments for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b = 1 and p =  0 .6  for different 
sample size nQ.
0.1765 when k =  0.3 (recall that the variance of b is 6701 when k = 1).
Judging from the estimation results of large samples, we should use a large fraction to 
estimate the parameters when r is small, for example, k — 0 . 6  when r =  2 ; whereas for 
distribution with well separated components, we should use small fraction, for instance, 
k =  0.3 when r  =  10.
3.3 .3  A sym p totic  Covariance M atrix  o f th e  Fractional M om ent E stim ator
We now devise the asymptotic covariance matrix of the fractional moment estimator follow­
ing the procedures described in Section 1.5.5. A similar approach had been taken by Tallis 
& Light (1968). The large sample variance of the fractional moment estimator © can be 
approximated by
V 0 D[©]-1V[A](O[0]-1) , (3.87)
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r Optimal k Var [a]
2 0.5910 0.0003
3 0.4553 0 .0 0 0 1
4 0.3893 6.78 x 10“ 5
5 0.3491 5.22 x 10" 5
6 0.3217 4.44 x 10~ 5
7 0.3016 3.92 x 10" 5
8 0.2860 3.59 x 10" 5
9 0.2735 3.35 x 10“ 5
1 0 0.2633 3.16 x 10“ 5
Table 3.14: Optimal fraction k , and theoretical minimum variance of the fractional moment 
estimator a for a mixture of two exponential distributions with various r and fixed a = 0 .1 , 
b =  O.lr, p =  0.6 and nQ = 1000.
where D  [0] has entries - ~ ~, with
O & j
^  -  - r
1 1
9jt  =  r (K i  +  1) aKi bKi
for i = 1, 2, 3. For simplicity, we set K2 as 2/c and k,3 and 3k for our investigation. V[p] is 
the covariance matrix of the sample fractional moments with entries
Vtj [A] =  Cov [h ,  £,] =  h+ i  AiAj, (3.89)Tl0
where fa is in the form of (3.78).
3.3 .4  O ptim al Fraction k,
From (3.87), we obtain an approximated variance of fractional moment estimators for a, 
b and p. Since the variances can be expressed as functions of a, 6 , p, k and n G, it is 
possible for us to find the optimal fraction k which minimises the variances given the values
© mof a, 6 , p and n0. The variances of the estimators are the diagonal elements of V  
(3.87). Using the built-in function "FindMinimum" in Mathematica, we obtain the value 
of k which minimises Var  [a], Var b and Var \p\ respectively. Tables 3.14 to 3.16 present 
the best value of k, for the parameter estimation of mixture exponential distributions with 
true parameters a = 0.1, b = O.lr and p = 0.6. We consider different degree of separation 
between the two components ranging from small (r =  2 ) to large (r =  1 0 ).
Figure 3.10 shows nine plots of Var  [a] against k:; each plot represents different degree of 
separation between the two components. Table 3.14 presents the optimal fraction and the
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r = 2 , a =0.1, p =0.6, * ,= 1 0 0 0 . r =  7, a =0.1, p = 0.6, w, = 1000
r = 3 , a =0.1, p =0.6, *„ = 1000 r = 8 , a =0 .1 , p  =0.6, n0 =  1000.
r = 4 , a =0.1, p  =0.6, * , =  1000
00020
00015
00010
r = 5 , a = 0  1, p =0.6, =  1000.
o
o
o
o
o
r = 6 , a =0.1, p =0.6, * , =  1000.
r = 9 , a = 0.1, p  =0.6, n0 =  1000.
0
o
0
0.2 0 4 0.6
r = 10, a = 0 1, p  =0.6, * , =  1000
0.2 0 4 0.6 0.8 1.0
0.8  1.0
Figure 3.10: Plots of Var [a] versus n for a mixture of two exponential distributions with 
various r and fixed a = 0.1, b = O.lr, p =  0.6 and nQ = 1000.
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r Optimal k Var  [6]
2 0.6262 0.0063
3 0.5010 0.0051
4 0.4378 0.0059
5 0.3983 0.0071
6 0.3708 0.0086
7 0.3501 0.0104
8 0.3339 0.0124
9 0.3208 0.0146
1 0 0.3098 0.0169
Table 3.15: Optimal fraction k  and theoretical minimum variance of the fractional moment 
estimator b for a mixture of two exponential distributions with various r and fixed a = 0 .1 , 
b =  O.lr, p =  0.6 and n 0 = 1000.
r Optimal k Var \p\
2 0.6064 0.1318
3 0.4727 0.0167
4 0.4056 0.0065
5 0.3637 0.0037
6 0.3345 0.0025
7 0.3126 0.0019
8 0.2955 0.0015
9 0.2815 0.0013
1 0 0.2699 0 . 0 0 1 2
Table 3.16: Optimal fraction k, and theoretical minimum variance of the fractional moment 
estimator p for a mixture of two exponential distributions with various r and fixed a = 0 .1 , 
b =  O.lr, p =  0.6 and n 0 — 1000.
minimum variance of a for each r  considered. When r  =  2, the minimum point of Var [a] 
occurs at k = 0.5910; whereas the best fraction which minimises Var [a] when r  =  5 is 
0.3491. As the separation between the two components increases, both the optimal k and 
the minimum variance of a decrease, as shown in. Figure 3.10 and Table 3.14. For samples 
with r  > 5, the optimal fraction for a is nearest to 0.3.
Similarly, nine plots of Var b against n are shown in Figure 3.11; whereas the optimal 
k. for estimating b and the minimum variance of b for each r  considered are presented in 
Table 3.15. For samples with r  =  2, the lowest variance of b is attained when k = 0.6262; 
when r is increased to 5, the k which minimises Var b is 0.3983. The optimal fraction 
for estimating b is larger than the one for a with a very small margin. Obviously, the best 
fraction decreases when the separation between the two populations increases. We also note 
that, for r  >  3, V ar b is increasing for larger r.
Plots of Var \p\ against k are shown in Figure 3.12, representing nine different degrees 
of separation between the two components. In Table 3.16, we show the smallest variance 
of p  and its associated best fraction for each r. Both the optimal k and Var \p] are smaller
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r =  2, a  = 0.1, p  =0,6, n ,  = 1000. r = 7 , a =  0.1, p =0,6, n , =1000.
r = 3 , a = 0.1, p =0.6, nt  = 1000
r =  4, a = 0.1, p  =  0 6, =1000
r =  5, a = 0 1, p = 0  6, n„ = 1000
r = 6 , a  =  0.1, p  = 0  6, n„ =1000.
r = 8, a =0.1, p = 0  6, n„ = 1000
i  = 9 , a =  0.1, p  =0.6,71, =1000
x = 10, a =  0.1, p = 0.6, n„ =1000.
Figure 3.11: Plots of Var b versus k for a m ixture of two exponential distributions with
various r  and fixed a =  0.1, b =  O.lr, p =  0.6 and n0 =  1000.
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r =  2, a =  0 1, p = 0.6, n„ =  1000. i  = 7 , a  =  0.1, p  =0.6, n„ =1000.
r  =  3, a  =  0.1, p  = 0 .6 ,n , =1000. r  = 8 , a = 0.1, p  = 0.6, n„ =  1000.
r  = 4 , a = 0.1, p =0.6, n? =1000. t  = 9 , a =  0.1, p =0.6, n„ =  1000
r = 5 , a  =0.1, p =0.6, n„ =  1000. r =  10, a =0.1, p = 0  .6, n„ -1 0 0 0
r =  6, a  =  0.1, p = 0.6, =  1000.
Figure 3.12: Plots of Var\p]  versus k, for a m ixture of two exponential distributions with
various r and fixed a =  0.1, b =  O.lr, p =  0.6 and na =  1000.
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r Theoretical Optimal k
Practical 
Optimal k
Theoretical 
V  ar [a]
Practical 
Var  [a]
2 0 .6 0.9 0.0003 0.0003
3 0.5 0.5 0 .0 0 0 1 0 .0 0 0 1
4 0.4 0.4 6.78 x 10“ 5 6.92 x 10“ 5
5 0.4 0.4 5.33 x 10- 5 5.47 x 10~ 5
6 0.3 0.3 4.44 x 10“ 5 4.52 x 10“ 5
7 0.3 0.3 3.92 x n r 5 3.88 x 10" 5
8 0.3 0.3 3.59 x 10~ 5 3.63 x 10“ 5
9 0.3 0.3 3.37 x 10~ 5 3.41 x 10“ 5
1 0 0.3 0.3 3.20 x 10“ 5 3.23 x 10~ 5
Table 3.17: Theoretical and simulated minimum variance of fractional moment estimator a 
given by the optimal k, for a mixture of two exponential distributions with various r and 
fixed a = 0.1, b = O.lr, p = 0.6 and nQ = 1000. Simulated figures are based on 10000 
replications.
r Theoretical Optimal k
Practical 
Optimal k
Theoretical 
Var b
Practical 
Var b
2 0 .6 0 .6 0.0064 14
3 0.5 0.4 0.0051 0.0079
4 0.4 0.4 0.0060 0.0072
5 0.4 0.4 0.0071 0.0084
6 0.4 0.4 0.0087 0.0099
7 0.3 0.3 0.0108 0.0117
8 0.3 0.3 0.0126 0.0138
9 0.3 0.3 0.0147 0.0156
1 0 0.3 0.3 0.0169 0.0183
Table 3.18: Theoretical and simulated minimum variance of fractional moment estimator b 
given by the optimal k  for a mixture of two exponential distributions with various r and 
fixed a =  0.1, b = O.lr, p = 0.6 and n0 = 1000. Simulated figures are based on 10000 
replications.
for larger separation. For r  =  2, the best k  is 0.6064 and the resulting minimum Var \p\ is 
0.1318; when r  is increased to 5, the best k  is 0.3637 and the minimum variance of p  has a 
value of 0.0037. The optimal k ’s for Var \p] have values in between the optimal n for Var  [d] 
and the optimal n for Var b .
It is now appropriate to reinforce the theoretical results above with some simulations. For 
each r, 1 0 0 0 0  samples, each of size n 0 = 1 0 0 0 , were generated from the specified exponential 
mixture distribution. Every data set was fitted with fractional moment estimators, in which 
we considered ten values of k, ranging from 0.1 to 1 with an increment of 0.1. From the 
simulation results, we found the minimum variances of the estimators for a, b and p and 
recorded the value of k, which gives the minimum variance. The results are presented from 
Tables 3.17 to 3.19. For simplicity, we round up the theoretical values of n and the variances
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r Theoretical Optimal k
Practical 
Optimal k
Theoretical 
Var  [p]
Practical 
Var  [p]
2 0 .6 0.9 0.1318 0.0702
3 0.5 0.5 0.0168 0.0161
4 0.4 0.4 0.0065 0.0065
5 0.4 0.4 0.0037 0.0037
6 0.3 0.3 0.0026 0.0026
7 0.3 0.3 0.0019 0.0019
8 0.3 0.3 0.0016 0.0016
9 0.3 0.3 0.0013 0.0014
1 0 0.3 0.3 0 . 0 0 1 2 0 . 0 0 1 2
Table 3.19: Theoretical and simulated minimum variance of fractional moment estimator p 
given by the optimal k for a mixture of two exponential distributions with various r and 
fixed a = 0.1, b = O.lr, p = 0.6 and n Q =  1000. Simulated figures are based on 10000 
replications.
of the estimators shown in Tables 3.14 to 3.16. The agreement between observed variances 
of the derived estimates and theoretical variances of the estimators is very good for all three 
parameters considered, except when r = 2 .
The good agreement between the theoretical and practical variance of estimator allows 
us to conclude the best fraction which yields the minimum variation in the estimators. We 
have learned that, when the separation between the two components of a mixture is small, 
we should use a large fraction. For instance, when r = 2, we use k = 0.6 to ensure good 
precision of the estimates; for r greater than 6 , it is almost certain that the value of k = 0.3 
will provide us with the best estimates of a, b and p.
In real life, the degree of separation between the two components in a mixture is un­
known, how do we know which hl is the best, and which set of parameter estimates have 
the highest precision? We hereby suggest users a way to confirm the right choice of k . For 
illustration, we estimated a single data set, consisting of 1 0 0 0  observations, simulated from 
a mixture of two exponential distributions with true parameters a =  0.1, b = 0.5 and p = 0.6 
using ten values of k ranging from 0.1 to 1, with an increment of 0.1. Therefore, we have 
ten sets of estimates © =  6 ,p ^ , and we substituted each 0  into (3.87) to obtain Var  [a],
Var b and Var  [p] for each set of estimates. In Figure 3.13, we plot these variances along 
with the asymptotic variances given by the true values, for a, b and p respectively. We can 
see tha t both versions of variances have similar patterns, and the optimal « ’s (which has a 
value between 0.3 and 0.4) are similar in both cases. Although the conformity between the 
theory and practice for b is not as strong as the other two parameters, the excellent agree­
ments for a and p are sufficient for one to discover the best k for the estimation problem. 
Therefore, in practice, we should estimate a data set a few times with different values of k 
and choose the set of estimates tha t give the smallest Var  [a], Var b and Var  [p] in (3.87). 
By doing this, not only the precision of estimates is guaranteed, at the same time we also
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get an intuition about the degree of difference between the populations, judging from the 
optimal n: if the best k appears to be small and the counterpart f  is large, then we know 
the estimates are plausible.
3.3.5 D iscussion
Like the method of ordinary moments, the fractional moment estimator may return esti­
mates in complex forms. We learned, from our simulation experiments, that the estimates 
of b can be extremely large/small. Hence, Var b is large due to the existence of some 
outliers (over-estimates of b), especially for samples with small number of observations and 
small separation between the two components. We now study the reasons we obtain these 
unreasonable estimates of b.
We know that if s2 is less than 41 in (3.84) and (3.85), then we do not get real roots. 
Indeed, there is another reason which causes the estimates using fractional moments to be 
complex numbers: if — is not an integer, then we will get complex estimates if x  and y are
K
negative. Therefore, when k = 0.1, k, = 0.5 and k — 1, we do not get complex estimates 
even if x and y are negative.
From the simulation results, we can see that estimating b is causing more problems than
the other two parameters. The variance of b is normally very large due to a few extremely
large or extremely small estimates of b. From (3.86), b is given by y ~«. When — is ann
integer (e.g. when k is 0.1 or 0.5), if y is a very small positive/negative value near the 
origin, then the estimate of b is very large (see Figures 3.14 and 3.15). Conversely, if the 
absolute value of y is very large, then the estimate of b is very small.
When — is not an integer (e.g. when k, is 0.3 or 0.6), we will get complex estimates when 
x  and y are negative. If y is a very small positive value near the origin, then estimates of b 
will be extremely large (see Figure 3.16). Conversely, b approaches to zero when y increases.
In Section 3.3.2, we have seen that the ordinary moment estimator appears to have much 
lower variance of b compared to the fractional moment estimator when the sample size is 
small. In Figure 3.17, we see three plots of b against y representing different k . Compared 
to ordinary moments, when fractional moments are used, b is more sensitive to y and is 
more likely to have a large value when y is smaller than the true y.
The estimates of s and t can deviate from the true values by a large extent even when 
the practical values of the fractional moments are close to the true values. When the values 
of s and t differ greatly from the true values, the estimates of x  and y are no longer the 
ideal values for estimation. This is the reason we get very large/small estimates of b.
Our simulation results show that the fractional moment estimator is actually a good 
method for large samples, especially when the separation between the two components 
is large. As seen in Tables 3.11 to 3.13, by replacing ordinary moments with fractional 
moments, Var b is greatly reduced when n0 = 1000. We have successfully found the 
optimal k, for the estimation of each parameter in the previous subsection; the conformity
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Figure 3.13: Asymptotic variance of the fractional moment estimator given by true parame­
ters and parameter estimates versus k, based on a data set, consisting of 1000 observations, 
simulated from a mixture of two exponential distributions with a = 0.1, b = 0.5 and p = 0.6.
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Figure 3.14: Plot of b versus y when k, =  0.1.
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Figure 3.15: Plot of b versus y when k =  0.5.
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Figure 3.16: Plot of b versus y when k =  0.6.
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Figure 3.17: Plot of b versus y for various k,
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a = 0.1, b = 0.2, p = 0.6, nQ -  1000
Var^*]
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Figure 3.18: Plot of Var[pK] versus k for a mixture of two exponential distributions with 
a - 0.1, b - 0.2, p -  0.6 and nQ =  1000.
between the theoretical and the simulated variance of estimator is excellent when the sample 
size is large. We also found that one of the reasons the ordinary moment estimator is inferior 
to the fractional moment estimator is Var  [ /ij increases with k, as seen in Figure 3.18. Since 
the method of ordinary moments make use of /il5 p,2 and /r3, and Var  [/i2], for instance when 
r = 2, p = 0.6 and nQ =  1000, is 130 and Var[p3\ is 421290, these large variances of the 
moments have negative impact on the accuracy of the parameter estimates. On the other 
hand, for example, when k, is 0.6, Var  [p,2J  is 0.3233 whereas Var  [ /t 3 k j is 28, the variances 
of the fractional moments are significantly smaller than the ones of the ordinary moments. 
This therefore explains why the fractional moment estimators are better than the traditional 
moment estimators.
As a conclusion, the method of fractional moments is a promising parameter estimation 
method for samples with a large number of observations. To obtain the estimates with the 
highest precision, we suggest the use of the optimal fractions in Tables 3.14, 3.15 and 3.16, 
if the separation between the two components r  is roughly known prior the estimation. We 
have also suggested a useful way to ensure the precision of the parameter estimates if r  is 
unknown. One can simply estimate a raw sample with ten values of n ranging from 0.1 to 
1, and substitute the resulted ten sets of estimates to (3.87). The set of estimates tha t gives
the smallest Var 0 should be chosen as the final estimates.
For simplicity, we fixed the second fractional moment zK2 as Z2k and the third fractional 
moment zK3 as 23k for our study. We speculate that the efficiency of the fractional moment 
estimator may be increased if the values of these two fractions («2 and ac3) are allowed to 
vary.
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3.4 The M ethod of Attenuated Moments
3.4.1 Introdu ction
The method of attenuated moments, constructed by Jalali (2005c) is a modified version of 
the method of moments. The theoretical exposition in his subsection follows this paper. 
W ith a small attenuation made on the ordinary moments, the ratio between the moments 
of the two components of the mixture exponential is under control. Let n and c be positive 
(real) numbers, a c-attenuated moment of order k is the expectation
fiK(c) = E [ T Ke x p ( -c T ) \ ,  (3.90)
where T  is an observation from a random sample. It is worth noting that this is a combi­
nation of the method of moments with the method of Laplace transforms, where the latter 
is a generalised method of moments which equates the theoretical and empirical Laplace 
transform at a set of values of the transform variables:
nQ
E  [exp (—cT)\ = — exp (—cbi) .
n° i=l
For more information about the method of Laplace transforms, readers are referred to Yao 
& Morgan (1999) and Besbeas h  Morgan (2004).
In general, a free mixture of m  exponential densities with PDF
m
f  (t;0 ) =  exP (-0j*) > (3-91)
i=l
m
where /  (£) >  0 for all t ,  and Y h P j  = 1 - From (3.90), the c-attenuated moment of order k  of
3= 1
a random variable T  which is drawn from the distribution described in (3.91) is defined as
m *
/* .(“) =  r ( *  +  i ) E ( ? ^ f r -  (3-92)
whereas the normalised attenuated moment is given by
m O
**(c) = E ( C+ e /)* + i- (3'93)
For estimation purposes, we consider the following system of 2m  equations
m
znK =  ^ 6jX£j for i  — 0 , 1 ,..., 2m  — 1 ,
j =i
(3.94)
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where
and
5, =  ^  
c  +  S j
x j  — ( c  +  Oj)  K .
(3.95)
(3.96)
Note that we first treat £,•’s and Xj’s as independent constants.
L em m a 5 (known) The solutions Xj of the equations in (3.94) are the roots of the m th 
order determinantal equation
zo Zk Z2k ZmK
Z,c Z2k Z3k Z[m+\)K
det
Z(m- 1)k ZmK, i)K Z(2m+1)K
1 u u2 ... Um
the Vandermonde matrix based on X j’s:
* 1 1 1 ... 1
Xi X2 x 3 x m
V  = x i x 2 x 3 x 2
-1  ™m—1 „m—1 rpTtl—1. * 1 x 2 x 3 ... x m
=  0 (3.97)
(3.98)
It is well known that
det [V}= (xk -  Xj) . (3.99)
j ,k  s.t. k > j
(3.97) can be expressed as the product of the determinants of the following three matrices
A  =
B  = Diag $2
C  =
' 1 1 . 1 0
Xi x 2 Xm 0
x™ -1 rvjn-lx 2 rr.m-1' 771 0
_ 0 0 . 0 1
'  1 a: " ' 1 X1
1 x 2 . «m -l rr.mx 2
1 X m
rptn-lxm r f . m771
_  1 U .  u m~ 1 u m
The determinant of matrix A  is equivalent to the determinant of the Vandermonde matrix
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V, given by (3.99)
det [A] =  (x k ~  xj)
j,k s.t. k>j
Matrix B  is a diagonal matrix so its determinant is the product of all its diagonal elements:
det [B] =  5 i 52—6m-
The determinant of matrix C  is
det [C] =  (u -  Xm) (U -  Xm-l) ••• (U -  Xi) J J  { X k -X j ) .
j,k s.t. k>j
It follows that
det
zo Zk Z2k ZmK
Zk Z2k Z3k Z(m-\- l)/c
Z{m—1)K ZmK Z(m-\-l)K • Z(2m+1)K
_ 1 U U2 . um
=  det [A) det [B] det [C]
Y l  (xk -  Xj)‘ 
j,k s.t. k>j
[(U -  Xm) (u -  Xm~i) ... (u -  ®i)]
Provided that x k ^  Xj and 5j ^  0, (3.97) is equivalent to 0 when and only when u = x\,  
u = X2, or u =  xm. ■
After finding the roots of (3.97), we shall find 6j ’s from the first m  equations as follows:
= V - l ZQ Zk %2k • • •  771— 1 )k (3.100)
where V  is the Vandermonde matrix (3.99). Having found Xj’s and Sj’s, we can now find 
6j and pj :
ij = Xj -  c =
1 — CXj
Xj
and
Pj
1 — cx f
(3.101)
(3.102)
Obviously, the weights should sum up to one, hence
E
Si3__  _r  — 1 - (3.103)
j=l 1 — cx f
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Clearly in the preceding, we have actual parameters and theoretical attenuated moments, 
and with such parameters, the preceding equations hold precise and unambiguously. It can 
also be seen from these equations that unless two or more OjS are equal, V  can be inverted 
and the procedure is continuous. For "large" samples, these sample moments come very 
"close" to the actual moments, and because of the continuity of our process, the derived 
(estimated) parameters will also be very "close" to the actual parameters, no matter which 
equations we use, provided that there are sufficiently many.
Now let t i , . . . , tno be a sample of size nQ of our sojourn times. Then the sample c- 
attenuated fractional moment of order k, is
^ na
"*(C) =  n j  (* +  ! ) £ > *  6XP ^  ■ (3' 104)v ' i—1
When there is no room for confusion, we drop the argument c. Now, if in the above 
procedures we replace Z£K by Z£K, we obtain, progressively from (3.97) to (3.101), Xj, 5 j, Qj. 
Following (3.102), if we set
m %
p* = ^  (3-105)
j = l 1 -  CX*
then the observed value of this statistic should be close to 1. If it deviates "too much" 
from 1, the data does not conform to a free mixture of exponentials. If it is close to 1, we 
calculate the estimates of the weights as follows:
P i =  j- . (3.106)
p*( 1 — CXj)
This concludes the process of estimation based on attenuated fractional moments.
It is worth noting tha t we first pretend as that the weights are unconstrained, and 
then we go on to solve 2m equations with 2m  unknowns. Because of the continuity of the 
procedure we just mentioned, if the sample is infinite, we expect to get exact weights which 
add up to 1 ; for large samples, we expect the sum of estimated weights which is "close" to
1. At this point, we have two routes to proceed further:
Route 1 : A non elegant way in which we keep everything we found including the sum of 
weights which is not equal to 1 .
Route 2: In which we have chosen to normalise the weights by summing them up and 
divide each by the sum in (3.105). Of course with these new weights, the sample moment is 
not equal to the theoretical moment derived from estimates because of these normalisation, 
but they should be very "close" to each other. We have chosen this route which is a more 
elegant way to estimate the parameters.
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M ixture of Two Exponential Distributions
We now consider the attenuated moment estimation of the parameters of a two-component 
exponential mixture model with parameter vector © =  (a, b,p) and PDF in (3.4). Following 
the procedures described above, we first set
i ,  =  J £ - a , (3.107)
r (1 -  P) b 
52 =  ~ T + t T ’
X\  =  (c +  o)_K,
%2 = (C + b)~K.
From (3.94), we need a system of four attenuated fractional moments to solve the problem 
of a two-component mixture exponential density:
zo =
Zk. =
z2k =
z3k =
pa ( 1  - p ) b
c +  a 
pa
c +  b
(c +  a) 
pa
K+l +
(c +  a) 
pa
(c +  a)SK+1
To obtain Xj, we solve the following equation:
(1  - P ) b
(c +  6 )K+1’ 
( 1  - p ) b
2k+1 ( c 4 - b)2K+1 
( 1  - p ) b
(c +  b)3k+1
det
z2k
z k z 2k z 3 k =  0
&  ( z 0 Z2 k  ~  Z 2K) U 2 +  ( z k Z2k  ~  ZqZ3 k ) u  +  (Zk Z3k  -  Z ^ )  = 0 
_  2 Z0 Z3 k -  Zk Z2 k „' , Zk Z3 k  -  Z \ K _  n
V? u ------------------ K—u H-------------- tt — U.
Now, if we let
ZQZ2K
s =
t =
z0z2k ~ Z^
Zq Z3 k  Zk Z2 k
z q z 2 k - z 2k 
Zk Z3 k -  z \ K 
Z$Z2k -  ZI ’
(3.108)
(3.109)
(3.110)
then (3.109) is in the form of
u2 — su +  t = 0 . (3.111)
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Therefore, we can get Xj by finding the roots of the 2nd order determinantal equation in 
(3.111):
x i  =
x2 =
s +  V s 2 — At 
2
s — \ /  s2 — At
(3.112)
We need to know Sj in order to estimate the weights. From (3.98), the Vandermonde matrix, 
V  for m  — 2 is
1 1
It follows that
V  =
X\ X2
’ 6 i  '
=  V ~ x
zo
. 62 . Zk
(3.113)
' 61 ' 1
1
H to 1
1
. 52
1
H to 1 >—‘ —Xi 1
' 6l ' 1 z0x 2 -  ZK
1
CN
1
S3 to 1 S3 h-i Zk ZqXi
Zo
Zk
(3.114)
Since we have Xj’s and ’s, we can now find the estimates of Q/s and p f s:
a =  —x—  c, (3.115)
x£
p = -------------—, ifp* is close to 1 .
p*( 1 — cx£)
By replacing zK by the sample moments zK (as in (3.104)), we obtain the attenuated moment 
estimators from (3.115) for a sample drawn from a mixture of two exponential distributions.
In Table 3.20, we illustrate how the variation between the moments is further controlled 
when an attenuation is applied to a fractional moment. Like before, the first component has 
a rate parameter a = 0 .1 , the second component’s rate parameter is b = 1 and the mixing 
probability of the first component is 0.6. Recall from Table 3.9 that, when the method of 
ordinary moments is used, the ratio of the third moment of the first exponent to the second 
exponent is 1000. This causes poor estimation of the second rate parameter because the 
moment of the second component is too small and hence it pales into insignificance. As
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(«,c) ZaK (c) ZbK (c) zK (c) z aK(,c)Z b M
(0.3,0.03) 1.4186 0.9623 1.2361 1.4742
(0.6,0.03) 2.6163 0.9538 1.9513 2.7430
(0.9,0.03) 4.8251 0.9454 3.2732 5.1039
Table 3.20: Theoretical moments zK(c) of a sample arising from a mixture of two exponential 
distributions with a = 0 .1 , 6 = 1  and p = 0 .6 , and the ratio of the moments of the two 
exponential components.
mentioned in previous section, the fractional moments controls the variation between the 
moments; the ratio reduced to 10 when k = - ,  as shown in Table 3.10. In our example here,
O
ZaK ( c)we make an attenuation c =  0.03 to the moments and the ratio the third moments  j-r-
ZbK (w
is further reduced to 5.
3.4.2 S im ulation  R esu lts
In this subsection, we look at the performance of the method of attenuated moments for 
the estimation problem of mixtures of two exponential distributions. Like before, we con­
sider three sets of parameters © =  (0.1,0.lr, 0.6), where r =  (2,5,10) representing three 
different degrees of separation between the two exponential components. For each case, we 
investigate the estim ator’s performance on different sample sizes, n0 = (10,15, 20, 50,1000). 
Our main interest is the optimal combination of fraction k  and attenuation c. We consider 
ten values of k — (0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1); for each k, we consider ten val­
ues of attenuation, c =  (0.01, 0.02,0.03,0.04,0.05, 0.06, 0.07, 0.08,0.09, 0.1). For every set of 
parameters, we simulate 1 0 0 0 0  independent samples each consisting of n0 observations and 
the "unknown" parameter 0  is estimated for each data set based on the method of atten­
uated moments with the 100 different combinations of k, and c. The minimum measures of 
errors are presented in Tables 3.21 to 3.23. From these three tables, we observe that, for 
all r  considered, Var  [a], Var b and Var \p\ decrease as the sample size increases. Var b 
are significantly large for small sample size. Only when the separation between the two 
components is large (r =  10), Var b becomes under control when nQ =  50.
For r = 2 (see Table 3.21), remarkably, the best combination of k, and c is (0.9,0.01), 
in terms of both the bias and the mean square error, for all sample sizes considered by us. 
Our simulated results suggest that, to estimate 6  in this case, we should use k > 0.9 and 
c <  0.04; whereas for p, we should use k, > 0.9 and c < 0.02 for all sample sizes. The 
pattern of the combination is clear: when the separation between the two components is 
small (r =  2), the best combination has a large fraction (k, is either 0.9 or 1 ), and a small
attenuation (c is between 0.01 and 0.04' 
estimation of 6  is not satisfactory: Var  
When r  =  5, we can see from Ta
, except when nQ =  1000. For such a small r, the 
6 is large, especially for small samples.
Die 3.22 that the best combinations for all three
parameters are made up of a large fraction and a small attenuation: for a, we should use
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r = 2 Simulated Value
na 1 0 15 2 0 50 1 0 0 0
(d, — a j2 2.57 x 10“ y (0.3,0.01)
4.20 x 10- 7 
(0.5,0.04)
1.80 x 1 0 - 7 
(0.5,0.04)
4.78 x 10“ 8 
(0.2,0.04)
2.42 x 10- 5 
(1 , 0 .0 1 )
M 2
1.36 x 10“ 5 
(1 , 0 .0 1 )
6.71 x 10“ 8 
(1,0.09)
0 .0 0 2 0
(1 , 0 .0 1 )
0.0032
(1 , 0 .0 1 )
9.95 x 10"° 
(1,0.04)
( p - p ) 2
1.25 x 10- 7 
(0.8,0.07)
4.64 x 10“ 6 
(0 .6 , 0 .0 2 )
5.96 x 10" 8 
(0.6,0.03)
1.55 x 10" 6 
(0.6,0.05)
4.63 x 10" 6 
(0.4,0.09)
Var  [a] 0.0017(0.9,0.01)
0.0017
(0.9,0.01)
0.0015
(0.9,0.01)
0.0013
(0.9,0.01)
0.0003
(0.9,0.01)
Var b 322(1 , 0 .0 1 )
96
(1,0.04)
50
(0.9,0.02)
65
(0.9,0.02)
2
(0.9,0.07)
Var \p] 0.2919(0.9,0.01)
0.2585
(1 , 0 .0 2 )
0.2729
(1 , 0 .0 2 )
0.1793
(0 .1 , 0 .0 2 )
0.0697
(0.9,0.01)
M S E  [a] 0.0018(0.9,0.01)
0.0018
(0.9,0.01)
0.0016
(0.9,0.01)
0.0015
(0.9,0.01)
0.0003
(0.9,0.01)
M S E b 322(1 , 0 .0 1 )
96
(1,0.04)
51
(0.9,0.02)
65
(0.9,0.02)
2
(0.9,0.07)
M S E  \p] 0.2938(0.9,0.01)
0.2609
(1 , 0 .0 2 )
0.2746
(1 , 0 .0 2 )
0.1918
(0.9,0.02)
0.0703
(0.9,0.01)
Table 3.21: Performance of the method of attenuated moments for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b =  0 . 2  andp =  0 . 6  for different 
sample size n0.
r = 5 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
( I - a ) 2 1.56 x 10- 7 (0.6,0.03)
2.34 x 10~ 8 
(0.3,0.01)
3.84 x 10-y 
(1,0.07)
9.70 x 10“ 1U 
(1,0.06)
8.52 x 10~n  
(0.9,0.07)
(H* 0.0013(1 , 0 .1 ) 0.0680(1,0.05) 0.0045(1,0.04) 0.0006(1,0.04) 4.00 x 10~ 5 (0.6,0.08)
(P - p ) 2
2.26 x 1 0 - 7 
(0 .6 , 0 .1 )
7.99 x 10- 7 
(0.3,0.08)
2.71 x 10~* 
(0.3,0.07)
4.74 x 10~ 7 
(0.1,0.08)
2.54 x 10-y 
(0.8,0.05)
Var  [a] 0.0065(0.9,0.04)
0.0038
(0.9,0.05)
0.0026
(0.9,0.01)
0 . 0 0 1 0
(0 .8 , 0 .0 1 )
4.57 x 10“ 5 
(0.6,0.03)
Var b 401(1,0.06)
429
(1,0.05)
312
(1 , 0 .0 1 )
203
(0.7,0.07)
0.0058
(0.7,0.06)
Var \p\ 0.1790(1 , 0 .0 1 )
0.1497
(1,0.03)
0.1157 
(0.9,0.04)
0.0506
(0 .8 , 0 .0 1 )
0.0030
(0.7,0.06)
M S E  [a] 0.0066(0.9,0.04)
0.0039
(0 .8 , 0 .0 2 )
0.0027
(0.9,0.01)
0 . 0 0 1 0
(0 .8 , 0 .0 1 )
4.57 x 10“ 5 
(0.6,0.03)
M S E b 401(1,0.06)
429
(1,0.05)
312
(1 , 0 .0 1 )
204
(0.7,0.07)
0.0059
(0.7,0.06)
M S E  [p] 0.1912(1 , 0 .0 1 )
0.1547
(1,0.03)
0.1230
(1,0.03)
0.0514
(0 .8 , 0 .0 1 )
0.0030
(0.7,0.06)
Table 3.22: Performance of the method of attenuated moments for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0.1, b = 0.5 andp =  0.6 for different 
sample size n0.
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r = 1 0 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a) 2 1.85 x 10- 7 (0.9,0.03)
1.53 x 10- 7 
(0.8,0.03)
8.37 x 10" 11 
(0.7,0.05)
1.27 x 10“ 10 
(0.5,0.05)
2.49 x 10- 1 1  
(0.6,0.07)
M 2
0.1382
(1,0.03)
0.1323
(1 , 0 .0 1 )
0.2633
(1 , 0 .1 )
0.0053
(1,0.08)
2.41 x 10“ 5 
(0.5,0.1)
{ p - p ) 2
1 .1 2  x 1 0 - b 
(0.3,0.03)
2 . 0 2  x 1 0 “ 7 
(0.5,0.06)
1.30 x H T 5 
(0.5,0.1)
6 .1 0  x 1 0 “ 8 
(0.7,0.05)
1.31 x 10-iU 
(0.5,0.05)
Var  [a] 0.0025(0.9,0.01)
,0.0014
(0.9,0.01)
0 .0 0 1 1
(0.9,0.01)
0.0005
(0.9,0.01)
2.84 x 10~ 5 
(0.4,0.02)
Var b 454(0.9,0.03)
155
(1 , 0 .0 1 )
204
(0.9,0.01)
1.5620
(0.3,0.03)
0 . 0 1 2 2
(0.6,0.09)
V ar  [p] 0.0554(0 .8 , 0 .0 1 )
0.0407
(0.8,0.03)
0.0279
(0.9,0.02)
0.0159
(0.9,0.01)
0.0009 
(0.7,0.1)
M S E  [a] 0.0025(0.9,0.01)
0.0014
(0.9,0.01)
0 .0 0 1 1
(0.9,0.01)
0.0005
(0.9,0.01)
2.84 x 10" 5 
(0.4,0.02)
M S E b 457(0.9,0.03)
156
(1 , 0 .0 1 )
207
(0.9,0.01)
1.6436
(0.3,0.03)
0.0123
(0.6,0.09)
M SE.  [p] 0.0581(0 .8 , 0 .0 1 )
0.0422
(0.7,0.01)
0.0299
(0.9,0.02)
0.0165
(0.9,0.01)
0.0009 
(0.7,0.1)
Table 3.23: Performance of the method of attenuated moments for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b = 1 and p = 0 . 6  for different 
sample size nG.
0.6 < k < 0.9 and 0.01 < c < 0.05, for 6 , 0.7 <  k <  1 and 0.05 <  c < 0.07 whereas for p,
0.7 <  k < 1 and 0.01 < c < 0.06.
When r  =  10, as seen in Table 3.23, the best combination of k  and c for estimating a, 
in terms of both the variance and the mean square error, is (0.9,0.01) for all samples with 
size n 0 < 50; whereas if we use k  =  0.4 and c =  0.02 to estimate a from a sample of size 
n 0 = 1000, Var [a] = 2.84 x 10- 5  is the minimum variance we can obtain. For 5, when 
n Q < 20, the best k  is either 0.9 or 1, with 0.01 < c < 0.03; the best fraction decreases
when the sample size increases: when n 0 = 1 0 0 0 , the ideal combination for b is k, = 0 .6
and c  = 0.09. For p, the optimal combination is a large fraction (0.8 < k < 0.9) and a 
small attenuation (0.01 < c < 0.03) for nQ < 50; whereas k, = 0.7 and c =  0.1 is the best 
combination for estimating p from large data set with na = 1 0 0 0 .
Overall speaking, we are satisfied with the performance of the attenuated moment es­
timator. Encouragingly, its bias2 of a and p are very close to zero even when the data set 
has a  small number of observations and a small r. Although the variances of b are quite 
large when n Q is small, as expected, we are happy to see that the estimation of b is nicely 
improved for samples with a large size and a large separation between the two distributions. 
It is also worth noting tha t the variances of moment estimators are greatly reduced by using 
attenuated moments. As an example, for data sets with r = 5 and n 0 = 1000, Var  
was 3.74 x 105 when ordinary moments were employed [k = 1) and 0.0079 when fractiona
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moments were used ( k  = 0.4); however, when attenuated moments were used (k = 0.7 and 
c = 0.06), the variance of b is reduced to 0.0058; not to mention that the bias of attenu­
ated moment estimators are also significantly smaller than the ones given by the ordinary 
moment estimator and the fractional moment estimator.
3.4 .3  A sym p totic  Covariance M atrix  o f th e  A tten u ated  Fractional M o­
m ent E stim ator
In this subsection, we calculate the asymptotic covariance matrix of the attenuated moment 
estimator by following the procedure in Section 1.5.5. As we mentioned before, it is impos­
sible to find an explicit form of such a matrix. Therefore, we use Taylor’s Expansion to find 
an approximation to the theoretical matrix.
The attenuated fractional moments of a mixture of two exponential distributions are in 
the form of
IIK (c) =  E[TK exp (-cT)] =  T (« +  1 )
pa
[_(c -t- a) K+1 ' (c +  b)
+
( 1  - p ) b
K+l (3.116)
dp,K. (c)
The Jacobian matrix D  [0] has entries dij =  -■ *— , where
O&j
M  = Pr (Kj + 1 ) c “ aKi
(c)
(c +  a)«i+ 2
(3.117)
db
(c)
dp
=  ( i -  p) r (« j +  i) 
=  T{n,i +  1 )
c — bKi 
(c +  b) K i+ 2 ’ 
a b
_ (c +  a)Ki + l (c +  6)
for i = 1 , 2, 3 (for simplicity, we set K2 as 2k. and K3 and 3k  for our investigation), while 
the covariance matrix of the attenuated fractional moments V  \u] has entries
Cov
l_
n 0
1
n 0
1
nQ
T K exp ( - c T ) , T l exp (-cT )
T K exp (-cT ) T e exp (-cT )l -  E  [TK exp (-cT)] E  \t £ exp (-cT ) 
T K+e exp (—2cT)l -  E  \t k exp (-cT ) .Te exp ( -cT )
r  (k + 1 +1) pa
(2 c +  a)
+ (1 -  P) b
(2 c T b)K~
(3.118)
- r  (« + i)r(£ + i) pa 
.(c +  a) K-(-l
+
(c+ b)K+1.
pa
(c +  a)m  (c +  b)
+
( 1  - p ) b
i+i
Thus, following the general formula in (1.47), the covariance matrix of the attenuated frac-
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tional moment estimator © can be calculated by
V 0 D [© ]_1 V[£] (D  [©]t ) ~ \  (3.119)
where D  [0] and V[p]  are obtained from (3.117) and (3.118).
The method of attenuated moments uses four moments to estimate three parameters
© =  (a, b,p), this means that the Jacobian matrix D  [0] is a 4 x 3.matrix. Since D  [0] is
not a square matrix, we cannot find its inverse as required in (3.119). In order to solve this,
we have attempted two approaches.
First, we assume that there are four parameters to be estimated, by including q to 0 .  
dpK. (c)
We amend — ^----  and it now is in the form of
op
= T(Ki +  1)------ 2— pj-, (3.120)
op (c + a)K%+L
D  [0] has now an extra column given by
daK. (c) , x b ,
^ >  = r(/Ci +  1)— — TP (3.121)
dq (c +  b)
Hence, the size of every matrix is now 4 x 4  and we manage to solve (3.119). However, there 
is a drawback of this approach because we do not really need to estimate q in practice. This
might not be the best way to obtain V  © but fortunately the agreements between the
theoretical and practical variances are good.
Another way to solve (3.119) is by finding the generalised inverse of D [0 ], which is 
given by
D [ © ] _ 1  =  ( p  [©]T D [ © ] ) _ 1  D [0]T (3.122)
and
(d [ © ] t ) _ 1  =  D [©] (d [©]t D  [©A - 1 . (3.123)
Having done this, D [ © ] _ 1  becomes a 3 x 4 matrix; ( d  [0]Tj  becomes a 4 x 3 matrix;
and hence V  0  remains as a 3 x 3 matrix. Note that (3.122) and (3.123) can be tricky 
sometimes so we cannot be too optimistic on the approximation with this approach.
We calculate these two versions’ theoretical variances of the estimators and compare 
them to see if they agree with each other. Then, we move on to find conformity between 
simulated and theoretical results.
3.4 .4  O ptim al C om bination o f k and c
As discussed in the previous subsection, we have two versions of V  
attenuated moments. In this subsection, we investigate which version
© for the method of
ias a closer agreement
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r Theoretical Var [a]0
Theoretical 
Var [a]GI
Practical 
Var [a]
2
0.0003 
(k =  0.97, c -  0.027)
0.0003 
(/s =  0.98, c =  0.028)
0.0003 
(k =  0.90, c =  0.010)
5 4.61 x 10~ 5 (k = 0.61, c =  0.030)
4.61 x 10~ 5 
(/c =  0.61, c =  0.030)
4.57 x 10“ 5 
( ac =  0.60, c =  0.030)
1 0
2.90 x 10“ 5 
(« =  0.42, c =  0.026)
2.90 x 10“ 5 
(k = 0.42, c =  0.025)
2.84 x 10~ 5 
(« =  0.40, c =  0.020)
Table 3.24: Theoretical and simulated minimum variance of attenuated moment estimator 
a given by the optimal combination of k  and c for a mixture of two exponential distributions 
with various r  and fixed a = 0.1, b = O.lr, p = 0.6 and n 0 = 1000. Simulated figures are 
based on 1 0 0 0 0  replications.
r
Theoretical
Var b 
L J Q
Theoretical
Var b
. . GI
Practical 
Var b
2
0.0056 
(« =  1.02, c =  0.031)
0.0056 
(k = 1.02, c =  0.031)
2
(k = 0.90, c =  0.070)
5 0.0052 (k = 0.86, c =  0.079)
0.0050 
(k = 0.60, c =  0.147)
0.0058 
(« =  0.70, c =  0.06)
1 0
0.0113 
(k = 0.83, c =  0.156)
0.0106 
(« =  0.69, c =  0.33)
0 . 0 1 2 2  
(« =  0.60, c =  0.09)
Table 3.25: Theoretical and simulated minimum variance of attenuated moment estimator b 
given by the optimal combination of k, and c for a mixture of two exponential distributions 
with various r  and fixed a = 0.1, b = O.lr, p = 0.6 and n 0 = 1000. Simulated figures are 
based on 1 0 0 0 0  replications.
to the practical results. From now on, we denote V as the variance of attenuated
Q
moment estimator where we include the parameter q (= 1 — p) to the parameter vector 0 ,
©
and V 0 as the variance of attenuated moment estimator where we use the generalised
GIinverse to solve (3.119) .It is also our objective to find the best combination of fraction k 
and attenuation c that yields the lowest variance of estimator. In Mathematica, we used 
the function "FindMinimum" to obtain the values of k, and c which minimise the variance 
of estimator in (3.119).
In order to confirm if the practical results agree with the theoretical results, we make 
use of the practical simulation results (nG =  1000) from Tables 3.21 to 3.23 to compare the 
variances of the estimators with the theoretical variances. In Table 3.24, we present both 
versions’ minimum theoretical variance of estimator a and the theoretical best combination 
of fraction k, and attenuation c for r = 2, 5 and 10 when nD = 1000. We also show the 
practical minimum Var [a] (drawn from Tables 3.21 to 3.23) on the same table. Both 
versions agrees with each other by giving similar approximated values of Var  [a] and the 
combination of k, and c. We also observe good conformity between simulated and theoretical 
results; the agreement is closer for larger r.
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r Q Version GI Version
5 K = 0.86, c -  0.079 tz =  0.60, c =  0.147
Theoretical Var b = 0.0052 Theoretical Var b = 0.0050
- Q L Q
Practical Var b = 0.0058 Practical Var b = 0.0131
1 0 k = 0.83, c =  0.156 k =  0.69, c =  0.330
Theoretical Var b =  0.0113 Theoretical Var b =  0.0106
L Q Q
Practical Var b = 0.0116 Practical Var b = 0.0247
Table 3.26: Checking the accuracy of two versions of theoretical variance of attenuated 
moment estimator b for a mixture of two exponential distributions with a = 0.1, b = O.lr, 
p = 0 . 6  and n0 = 1000. Simulated figures are based on 10000 replications.
Theoretical Theoretical Practicalr Var\p\Q Var\p]Gi Var \p\
o 0.1170 0.1170 0.0697I (« =  1.00, c =  0.030) (k =  1.00, c =  0.030) (« =  0.90, c =  0.010)
0.0029 0.0028 0.0030
0 (« =  0.73, c =  0.058) (k =  0.52, c =  0.120) (« =  0.70, c =  0.060)
1 0
0.0009 0.0009 0.0009
(k -  0.90, c =  0.265) (k =  0.50, c = 0.209) (k — 0.70, c — 0.100)
Table 3.27: Theoretical and simulated minimum variance of attenuated moment estimator 
p  given by the optimal combination of n and c for a mixture of two exponential distributions 
with various r and fixed a — 0.1, b = O.lr, p = 0.6 and n 0 = 1000. Simulated figures are 
based on 1 0 0 0 0  replications.
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b and Var b when r
- . Q ■ ■GI
In Table 3.25, we note the disagreement between Var  
and r — 10. According to the GI-version, the best c is larger than 0.1 for r = 5 and 
r = 10. Our simulation work did not consider any c larger than 0.1, therefore another 10000 
simulated samples were produced and each sample was estimated using the combination of 
k, and c suggested by both versions. The results are shown in Table 3.26. We find that
smaller than the 
0. On the other
the combination suggested by the Q-version does provide us with Var  
minimum we found as shown in Table 3.25, both for r  =  5 and r = 
hand, the GI-version under-estimates Var[b] for c larger than 0.1. Using the combination 
suggested by the GI-version, the practical Var b is actually twice more than the theoretical 
value suggested by the Gl-version.
Similarly, in Table 3.27, both versions have a different optimal combination of k, and c 
for p when r = 5 and r  =  10. For r = 5, Var[p]q agrees with Var\p\. We investigated the 
accuracy of Var \p\GI by estimating 10000 simulated samples with k = 0.52 and c =  0.12. 
The resulted Var\p] is 0.0106 instead of 0.0028. For r = 10, we estimated the simulated
p\ =  0.0235, instead of the 
©
samples with k =  0.5 and c =  0.209 and found that Var
theoretical value 0.0009. Hence, we further confirm tha t V   is only accurate whenJ GI
c is smaller than 0.1. We also used the Q-version k, =  0.90 and c = 0.265 to estimate 
1 0 0 0 0  simulated data sets and found the practical variance Var  [p] as 0 .0 0 1 0 , which is still 
marginally larger than the one we obtained (Var \p] = 0.0009) with k = 0.7 and c = 0.1 in 
our previous simulation work. However, this again proves tha t the Q-version of n and c is 
reliable to return estimates with high precision.
Our investigation shows that the GI version provides a reasonable approximation of
V © only for c smaller than 0.1. Encouragingly, simulated and theoretical values match
GI
© are reasonable,up well for the Q-version. Although the Q-version of approximated V  
we do find the theoretical values differ marginally from the simulated value. There are 
two reasons behind this: first, the theoretical variances are approximations and only the 
first term of the Taylor expansion is used. Hence, there exists approximation errors in 
the computation of the theoretical variances. Second, there exists random errors in the 
simulation experiments. It is also worth mentioning that the optimal combination of k and 
c minimises the variances of the estimators only when the sample size is large. Referring to 
Tables 3.21, 3.22 and 3.23, we find that the suggested combination does not return estimates 
with the best precision for small sample size.
To conclude, we suggest users employ the combination of n and c suggested by the Q- 
version to estimate a two-component mixture exponential distribution with large sample 
size provided tha t they roughly know the separation between the two components. For r 
from 2  to 1 0 , the optimal combinations of k, and c for r  to estimate a, b and p are shown 
in Tables 3.28, 3.29 and 3.30 respectively. Note that the optimal c shown in these tables 
are only for mixtures with a =  0 .1 ; for a =  1 , the optimal c should be ten times the ones 
suggested in the tables. As seen in Table 3.28, the optimal fraction k decreases gradually
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r K c Var [a]Q
2 0.9718 0.0276 0.0003
3 0.8077 0.0335 9.49 x 10- 5
4 0.6920 0.0339 5.94 x 10“ 5
5 0.6113 0.0328 4.61 x 10" 5
6 0.5527 0.0314 3.93 x 10~ 5
7 0.5083 0.0299 3.51 x 10~ 5
8 0.4735 0.0285 3.24 x 10" 5
9 0.4455 0.0272 3.04 x 10" 5
1 0 0.4225 0.0260 2.90 x 10~ 5
Table 3.28: Optimal combination of n and c and theoretical minimum variance of the 
attenuated moment estimator a for a mixture of two exponential distributions with various 
r and fixed a = 0.1, b = O.lr, p = 0.6 and nQ =  1000.
r K, c Var b 
L J Q
2 1.0174 0.0315 0.0056
3 0.9392 0.0495 0.0041
4 0.8902 0.0646 0.0045
5 0.8610 0.0790 0.0052
6 0.8440 0.0935 0.0062
7 0.8349 0.1084 0.0073
8 0.8311 0.1238 0.0085
9 0.8310 0.1398 0.0098
1 0 0.8333 0.1563 0.0113
Table 3.29: Optimal combination of k and c and theoretical minimum variance of the 
attenuated moment estimator b for a mixture of two exponential distributions with various 
r  and fixed a = 0.1, b =  O.lr, p =  0.6 and nQ = 1000.
from k, = 0.9718 when r  =  2 to k, = 0.4225 when r  =  10, while the optimal value of c 
differs marginally for different r; c is nearest to 0.03 for all r. Var [o]q decreases when the 
separation between the two components decreases. For the estimation of 6 , as presented in 
Table 3.29, the optimal k decreases with a small margin when r  decreases, especially for 
r  > 4, the optimal fraction falls from k, = 0.8902 when r  =  4 to k =  0.8333 when r  =  10; 
on the other hand, the optimal value of c increases when r  increases. We also note that
actually increases for r  larger than 3. FromVar is lowest when r  =  3 while Var
Q
Table 3.30, we observe tha t the optimal k for estimating p decreases when r  increases from 
2 up to  8 ; the optimal fraction increases from n =  0.7162 when r  =  9 to n =  0.9028 when 
r — 10. Similar to a, the variance of p  gets smaller when r increases.
Finally, we study the effect of k and c on Var [o]q , Var b and Var\p]q for r  =  2, 5 
and 10, with nQ = 1000 in Figures 3.19, 3.20 and 3.21. For each r, we consider ten values of
k ranging from 0 .1  to 1 , with an increment of 0 .1 ; for each /£, we plot Var ©
Q
with respect
to c. From Figure 3.19, we observe tha t combinations of a large fraction k with a small
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r K, c Var\p\Q
2 0.9953 0.0297 0.1170
3 0.8725 0.0420 0.0138
4 0.7881 0.0501 0.0052
5 0.7325 0.0575 0.0029
6 0.6968 0.0656 0 . 0 0 2 0
7 0.6774 0.0755 0.0015
8 0.6760 0.0900 0 . 0 0 1 2
9 0.7162 0.1206 0 . 0 0 1 0
1 0 0.9028 0.2649 0.0009
Table 3.30: Optimal combination of k, and c and theoretical minimum variance of the 
attenuated moment estimator p for a mixture of two exponential distributions with various 
r and fixed a = 0.1, b =  O.lr, p =  0.6 and n 0 =  1000.
attenuation c generally make Var[a]q small. When r  increases, with a small attenuation 
c, the optimal n decreases (also see Table 3.28). The optimal c is nearest to 0.03 for all r  
whereas Var  [ d ] g  is large for c > 0 .1  in all cases considered here.
In Figure 3.20, we learn that a large fraction k, with an attenuation increases the precision 
of b. Unlike a, the optimal c increases for larger r. From the figure, we note that the 
minimum points shift to the right when r  increases. This means that when the separation 
between the two components increases, the best combination is a large k (which takes a 
value between 0.8 and 1 ) and a larger c (best c is 0.0315 for r — 2, 0.0790 for r =  5 and 
0.1563 for r =  10).
Notably, the shape of the plots of Var  [ p ] g  is to some extent different from the plots of 
Var [a]q and Var  [ 6 ] g .  Our investigation shows that Var\p]q  has multiple local minimum 
and maximum points, as seen in Figure 3.21. However, the combinations of k, and c presented 
in Table 3.30 are the ones that give the global minimum of Var  [ p ] g .
Undoubtedly, the optimal combination of k and c depends on the separation between 
the two components in a mixture. In practice, r is unknown, how should we decide on the 
values of k and c so that the resulted estimates are reliable? Of course, one can first estimate 
a raw data with the MLE and get an intuition about r from the ML estimates, so that a 
suitable combination of k, and c can be chosen from Tables 3.28 to 3.30. Alternatively, one 
can estimate a raw sample with different combinations of k, and c and choose the estimates 
that give the minimum asymptotic variance of estimator when they are substituted into 
(3.119).
We estimated the same simulated sample (with nQ = 1000) in Figure 3.13, which has 
true parameters © =  (0.1,0.5, 0.6), with ten combinations of k and c, where k is fixed as 
0.8 and c is ranging from 0.01 to 0.1 with an increment of 0.01. We then substituted these 
ten sets of estimates into (3.119) and the resulted variances are plotted together with the 
asymptotic variances of estimator given by the true parameter values in Figure 3.22. Apart 
from 6 , the conformity between theory and practice is excellent, both for the optimal c and
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Figure 3.19: Plots of theoretical Var  [a]g versus c for varying k and r.
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Figure 3.20: Plots of theoretical Var b versus c for varying k and r
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Figure 3.21: Plots of theoretical Var  [p]g versus c for varying k and r.
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the variances. Therefore, in practice, the highest precise estimates should return the lowest 
Var  [a], Var b and Var[p]. Since the method of attenuated moments allows us to estimate 
the parameters quickly, we can consider as many combinations of n and c as possible, and 
choose the set of estimates that gives the lowest variances of the estimators.
3.4.5 D iscussion
The attenuated moment estimator is better than the method of moments and the method 
of fractional moments. W ith a small degree of attenuation, as we have seen from previous 
sections, the variance of attenuated moment estimator is relatively smaller than the variance 
of fractional moment estimator. We will show in the last section of this chapter that the 
performance of the attenuated moment estimator is indeed comparable to the MLE via EM 
algorithm. The main drawback of this new method is, like any moment-based method, it 
may yield unreasonable roots which are negative or in complex form.
3.5 The M ethod Based on an Appell Sequences
3.5 .1  Introduction
Jalali (2005b) considered another method of parameter estimation which is similar to and 
inspired by the method of moments. The theoretical exposition in this subsection and 
the next follow his paper. Let (/il5..., /jLm) be a sequence of distinct scale parameters and
m
(pi, ...,pm) an exhaustive set of weights (i.e. YhVj =  1) (assume p j’s are positive). Suppose
i = 1
we have a sample arising from a mixture of m  exponential distributions with the following 
PDF:
f  W = E y r exp (~7r) ■ (3'124)j = i  n  \  H’j  J
Based on this sample, we want to estimate the scale and weight parameters. Let ho (t ) be
an integrable function. We define successive integrals of ho (t ) as follows:
t
hi ( t )  = Jho(f i)df i ,
o
and by recursion,
t
hm+i (t ) =  J h m(fi)dp. (3.125)
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Figure 3.22: Asymptotic variance of the attenuated moment estimator given by true pa­
rameters and parameter estimates (estimated with k = 0.8) versus c, based on a data set, 
consisting of 1000 observations, simulated from a mixture of two exponential distributions 
with a — 0.1, b = 0.5 and p =  0.6.
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We call the sequence of functions {hk} a basic Appell functions system based on ho (t ). 
Now, consider the integral
OOoo
h i . (t\ u
exp I  ) dt
ho
OO P Y T 1  I t, e x p t .
dt I hi, (s') dsJ  hk (^)
t°^.exp I —  
ds I   —t-^-dt
OO
=  I hk (s)
J J t*
0 s
oo
= J h k (s) exp ^s
0
=
It follows by induction that
OO
Ik{h) = AtfcJb(/x) =  / /  exP dt' (3.126)
o
(3.126) is the basis of our estimation. Define
°S. °°j. f m  f t  \  \  m 171
h =  h  (t) f  (t) d t =  hk (t) exP ( ----- ) I =
{  {  \ i = ^  V )  i= i i= i
(3.127)
If we set Wj = pjlo(Hj)-, then we have
m
Sk = ^ j W j i ^ ,  k  = 0 ,1 ,... (3.128)
3 = 1
In the following we refer to these moment-like quantities as deltas. Now, let {U : % — 1,..., nc} 
be a sample of size nQ from our population. Then the estimates of deltas are as follows:
-j Wo
h  = (3.129)n0 .i=±
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If we find the first 2 m  estimates £0 , 5 2m - 1 , then we can find estimates for f i j ’s as m  roots
of the following algebraic equation:
£0 ? !  . . . Sm
Si ? 2 $m+l
det =  0. (3.130)
$rh—l Sm  ••• 2^171 — 1
1 U um
We can next use the roots of this equation (estimates of A4/ 8) a n d  the first m  S j ’s  to find
estimates of w^s  as follows:
W \ $0
W 2
=  V - 1 Si (3.131)
h^ m $m—1
where V  is the m  x m  Vandermonde matrix,
V =
1 1
Ai A2
1
Am
•'771—1 r.m-l pm—lr'l H' 2 ••• r'm
(3.132)
Next we shall find estimates of the weights as follows. First we find the auxiliary values
'Tj
and then we let
Finally,
7 =  Y f < r
3= 1
Pj = J i7
(3.133)
(3.134)
(3.135)
As we have used 2m  ?’s to find the estimates of the scales, we may as well use all of them in 
estimating the weights. To do this we define the following extended Vandermonde matrix 
for a > 2m  — 1 .
1 1 ... 1
Al A2 ••• Amv„ =
Ai A2
(3.136)
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This of course is a rectangular matrix which has m  columns and a  +  1 rows. Let
A =  diag Aq Ai ,..., Ac (3.137)
be a diagonal matrix with positive weights A /s on its main diagonal. When a  > 2m — 1, 
V a has no ordinary inverse but equation (from (3.131))
V r
W\
\
o
1
W2 Si
djm 5a
(3.138)
is over-determined, and thus it has, in general, no solution. But we may ask what u)/ s make 
the following weighted sum of squared errors minimum:
(3.139)
It is easy to see that the vector of weights which minimises the above quadratic form is
( W \ '  ' \
T ( W l
1
o<Lo
1
\
V* U)2 - Si A v a U)2 - Si
V .  . / V djm /
Wi '  S0 '
W2 = ( V l A V ^ V l A Si
Wm Sc*
(3.140)
We have to be careful that in (3.140), V ^A V a is likely to be a singular matrix. Now, the 
estimates of p /s  can be obtained as follows:
Wj
Pj =
Jo (Aj)
™ W j
(3.141)
3.5.2 A ppell-Fourier System s
Suppose we require a  + 1  deltas. Then we need to look for the simplest functions of a family 
of functions with a zero of order a. If our family is that of the trigonometric functions, then 
such a function is sina vot. So we let
ha (t ) -- sina wt. (3.142)
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Now all the lower indexed hk s can be found by differentiation. We need, however, the 
explicit form of these functions as we need to find estimates of deltas. In order to do this 
we write sina w t  in terms of trigonometric functions of multiples of wt.  There are two 
expressions depending on the parity of a:
sin2"4 w t  — 2 1 - 2  A
A - 1
E ( - d
A+i 2 A cos 2  (A — i) w t
2 = 0
+ 2- 2A ( 2'A  i(3.143)
sm2A+1 w t  = 2  l )A+t ^  ^  gin (2A — 2 i +  1 ) w t
(see Godoment (1969), page 182). 
Clearly,
/ cos w t  (  t \  , 1_ _ e x p ^ _ j dt =  _ _
and
oo
/ sin w t  (  t \  7 w a— ex.p ( - - ) dt = — f i r
Recalling from (3.126) that
and we have
(2 fi)‘
h ( n )  =
1 / 2  A
i=o 1 +  [2 {A — i) wfi] 2 \ A
(2 M)a
Now we can find
^ ( ~ l ) A+if  2 A A 1  j  [(2A -  2* +  1) 
i= o 1 +  [(2^4 — 2i +  1)
wj = V j h  (Mj)
if a  =  2 A
if a  =  2 A +  1 .
(3.144)
(3.145)
<5j’s can be obtained as follows:
5k = — sink wti  nn
2= 1
(3.146)
We then can find the estimates of s, Wj’s and p j ’s following the procedure from (3.130) 
to (3.141). Note that in this method we are free to choose w  and A o , A 2m -2 - As powers
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of w  appear successively in the expression for hk (t) the obvious candidates for w  are 1 , and 
any other number whose (2 m  — l ) th power is neither too small nor too large.
Our simulation work considers the performance of the this method when it is used to 
estimate a mixture of two exponential distributions. In the followings, we presents the 
procedures of the estimation for a — 3, 4 and 5.
q =  3
In this particular case of m  = 2, we have 
hs(t) -  sin3 wt, (3.147)
/i2 (t) =  3w  sin2 w t  cos wt,
hi (t) =  3w 2 sin w t  ( 2  cos2 w t  — sin2 w t ) ,
ho (t) = 3tu3 cos w t  (2 cos2 w t  — 7 sin2 wt)  .
Using formula (3.143) where A = 1, (3.147) becomes 
h$ (t ) =  sin3 wt (3.148)
=  2- 2 (—1 ) ( ^ ) sin3o7t +  (—l ) 2 ( sin ( 2  (1 ) — 2  (1 ) 4- 1 ) w t
— -  [3 sin w t  — sin 3w t] ,
w
/z-2 (t ) =  — [3 cos w t  — 3 cos 3 w t \ ,
—w ‘hi (t ) =  ——  [3 sin w t  — 9 sin 3w t \ ,
. , .  3w3 r .
ho (t) =  —  [cos w t  — 9 cos 6w t \ .
(3.149)
(3.150)
(3.151)
Using these functions we can find the estimates of the first four deltas given a data set 
consisting of nQ observations as follows:
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Then we should find the roots of the determinantal equation
det
1 u u
= 0, (3.153)
which are the estimates of and /x2, and hence
a =
Vi
A2
(3.154)
From (3.140) we can also find estimates of w\ and w2 . We note that, according to (3.144),
3m n 
4 lA 1 +  m 2p2i 1 +  9m2 p 2;
6  tu3
(1 +  m 2p2)(l +  9m2 p2-)' (3.155)
This enables us to find the estimate of pj using (3.141). 
ex. — 4
When a = 4 and m  = 2, we need five Appell sample moments 5k =  
k = 0,1, ...,4 where
and
h4 (t) =
1 A 1 ^ 3-  cos 4u t  — — cos 2u t  +  -  
8  2  8
h3 (t) = U) — x sin 4u t  sin 2 a)t 
2 1
h2 (t ) = 2m 2 [— cos 4u t  cos 2u t ] ,
hi (t) = 4mi  [2 sin 4u t  — sin 2u t ] ,
h0 (t) = 8 m 4 [4 cos 4ut — cos 2ojt],
h iV j )  -
24m4
(1 +  4m2p^)(l  +  I 6m 2p?)
— J2 hk(U) for
n o i = i
(3.156)
(3.157)
Upon substituting the observed values of i^> ^2 and 5$ given by (3.156) into the 
determinantal equation (3.130), the estimates of p 1 and p 2 are fhen given by the roots of 
the quadratic equation; a and b are just the inverses of pi  and p 2 respectively. To fully 
utilise the five 5k s we have here, we put all of them in (3.140) to estimate w\ and W2 . 
Given uq , W 2 , -A)(Ai) and I q { P 2 ) (given by (3.157)), we obtain an estimate of p  by following 
(3.141).
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a  =  5
When a  = 5 and m  = 2, we make use of six Appell sample moments 5k =  —~Ylhk(U)  f°r 
k = 0 , 1 , 5  where
rio »■—i
1 5  5/is (£) =  — sin 5u;£ — — sin 3u t  +  -  sin ut, (3.158)
hA it) 
h>3 (t ) 
^ 2  (£) 
hi {t)
h0 (£)
5
=  -u;
=  r
5 - 
=  8 “ ' 
5 ,=  — (jJ ■
8
5 e=  - cj'-
1 3-  cos 5u t  — -  cos 3u t  +  cos Ut
2 2
5 9— -  sin 5u t  +  -  sin 3o;£ — sin u t
Z  z
25 27— — cos but +  — cos 3u t  — cos u t
125 . r 81 . n .sm but  — — sin but  +  sin u t  
z z
625 243—— cos b u t  — cos but  +  cos u t
Zi z
and
=
120cc75
(1 +  25iu2^ ) ( l  +  9m2fi?)(l 4 - ’
(3.159)
Like before, we substitute the first four 6k s given by (3.158) into the determinantal 
equation (3.130). is the larger root of the quadratic equation, whereas jl2 is given by the 
smaller root. We make full use of the six ^ ’s by substituting them into (3.140) to estimate 
Wi and W2- We substitute /q  and /i2 into (3.159) to obtain 7o (Ai) and -A) (A2A together 
with w\ and u>2 , we find p  from (3.141).
3.5.3 Sim ulation R esu lts
An investigation of the performance characteristics of the method using Appell sequences 
over the mixture of two exponential distributions is reported in this section. We estimate 
mixture distributions with different levels of separation between the components, varying 
from small (r =  2) over medium (r =  5) to large (r =  10). The choice of w  is crucial in order 
to obtain reasonable estimates; therefore, we have attempted to find the optimal value of 
w  which gives the best estimates of the parameters. We compared simulation results with 
different value of Ao, Ai to \ a in (3.137) and found that any change in the values of A makes 
no difference to our results. Therefore, we set all A’s as 1 for our parameter estimation with 
this method.
Now, let us study the simulation results of the method using Appell Sequences from 
Tables 3.31 to 3.39. Like before, we consider three degrees of separation: r = (2,5,10) for 
samples with sizes n 0 = (10,15,20,50,1000). We consider nineteen values of u,  at which 
the first ten cj’s  ranging from 0 .0 1  to 0 .1 ,  with an increment of 0 .0 1  and the second nine 
cu’s varying from 0.2 to 1 with an increment of 0.1. For each of these combinations, we
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r = 2 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 2.31 x 10“ 6 (0.03)
1.08 x 1 0 - 6 
(0 .0 1 )
2 .0 1  x 1 0 “ 7 
(0.04)
6.56 x 10"° 
(0.04)
6.47 x 10“ 7 
(0 .0 1 )
(M 2 0.0048(0 .8 ) 0.0039(0.03) 0.0013(0.04) 5.27 x 10" 5 (0.06) 0.0018(0.08)
(:P - P ) 2
0.0006
(0.04)
6.76 x 10~ 5 
(0.7)
0 .0 0 2 1
(0 .8 )
0.0004
(0 .0 2 )
0 . 0 0 0 2
(0 .0 2 )
Var  [a] 0.0037(0 .0 1 )
0.0027
(0 .0 1 )
0.0023
(0 .0 1 )
0.0016
(0 .0 1 )
0.0003
(0 .0 1 )
Var b 275(0.04)
84
(0 .0 1 )
6 8
(0.03)
172
(0.06)
2 1
(0.05)
Var  [p] 0.4155
(0 .0 1 )
0.5516
(0 .0 1 )
0.4615
(0 .0 1 )
0.2599
(0 .0 1 )
0.0765
(0 .0 2 )
M S E  [a] 0.0037(0 .0 1 )
0.0027
(0 .0 1 )
0.0023
(0 .0 1 )
0.0016
(0 .0 1 )
0.0004
(0 .0 1 )
M S E b 275(0.04)
84
(0 .0 1 )
69
(0.03)
172
(0.06)
2 1
(0.05)
M S E  \p\ 0.4262(0 .0 1 )
0.5590
(0 .0 1 )
0.4679
(0 .0 1 )
0.2606
(0 .0 1 )
0.0767
(0 .0 2 )
Table 3.31: Performance of the method of Appell moments (with a = 3) for 10000 data sets 
simulated from a mixture of two exponential distributions with a = 0 .1 , b = 0 . 2  and p =  0 . 6  
for different sample size nc.
simulate 1 0 0 0 0  mixture exponential data sets and estimate them with the method using 
Appell Sequences. For each combination of r and n0, we recorded the minimum measures 
of error, namely the average bias2, the variance and the mean squared error, and their 
counterpart lj in a bracket in the tables below. Tables 3.31 to 3.33 evaluate the minimum 
estimation error of the Appell Sequences estimator with a  = 3 (abbreviated as AP3 ); Tables 
3.34 to 3.36 present the best simulation result of the Appell Sequences estimator using a  =  4 
(abbreviated as AP4 ); whereas from Tables 3.37 to 3.39, we see the minimum measures of 
error of the Appell Sequences estimator with a = 5 (abbreviated as AP5).
Let us first focus on the performance of the Appell Sequences estimator with a  — 3. 
From Table 3.31, we can see that for r = 2, the ideal candidate of u; for estimating a is 0.01 
for all sample sizes considered here. When nQ = 1000, the minimum variance of estimator 
of a is Var  [a] =  0.0003 with a; =  0.01. The Var b is rather large and we cannot conclude 
the best value of lj given our simulation results. For p, the best lj is 0.01 for n0 < 50 and 
lj = 0.02 returns the minimum Var\p ] =  0.0765 when nQ =  1000.
For an exponential mixture distribution with r — 5, we observe, from Table 3.32, that 
the optimal u  for a is 0.01 for small samples (nQ < 50); whereas the best u  is 0.04 when 
nQ =  1000, giving Var [a] — 7.01 x 10-5 . Var[b] is large for nQ < 50. Excitingly, using 
cj =  0.08 on samples with nQ = 1000 we obtained a small Var b = 0.0173, much smaller
than the Var for r = 2. For n 0  < 50, the best l j  for p is either 0.01 or 0.02; whereas the
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r = 5 Simulated Value
n 0 1 0 15 2 0 50 1 0 0 0
{a — a ) 2 2.48 x 10" 5 (0.07)
0 . 0 0 0 2
(0.09)
8.93 x 10- 5 
(0.04)
2 .2 0  x 1 0 “ 7 
(0.05)
2.18 x 1 0 " 10 
(0.04)
1
 ^
0
- ^ to 0.0417
(0 .0 2 )
0.0007
(0.07)
0.0019
(0.09)
0.0005
(0.04)
7.47 x 10~ 6 
(0 .2 )
(p - p ) 2
4.69 x 10~ 5 
(0.04)
0.0003
(0 .8 )
0 . 0 0 1 0
(0 .6 )
0.0004
(0.06)
5.76 x 10“ 8 
(0.04)
Var  [a] 0.0063(0 .0 1 )
0.0038
(0 .0 1 )
0.0030
(0 .0 1 )
0.0013
(0 .0 1 )
7.01 x 10- 5 
(0.04)
Var b 236(0.09)
657
(0 .1 )
243
(0.04)
283
(0.05)
0.0173
(0.08)
Var  [p] 0.2855(0 .0 1 )
0.1563
(0 .0 1 )
0.1792
(0 .0 1 )
0.0795
(0 .0 2 )
0.0050
(0.06)
M S E  [a] 0.0070(0 .0 1 )
0.0042
(0 .0 1 )
0.0033
(0 .0 2 )
0.0015
(0 .0 2 )
7.01 x 10“ 5 
(0.04)
M S E b 237(0.09)
657
(0 .1 )
244
(0.04)
283
(0.05)
0.0182
(0.08)
M S E  \p\ 0.2985(0 .0 1 )
0.1655
(0 .0 1 )
0.1893
(0 .0 1 )
0.0850
(0 .0 2 )
0.0049
(0.06)
Table 3.32: Performance of the method of Appell moments (with a  = 3) for 10000 data sets 
simulated from a mixture of two exponential distributions with a = 0.1, b = 0.5 and p = 0.6 
for different sample size nQ.
optimal uj for p is 0.06 when n 0 =  1000, giving the minimum Var \p\ = 0.0049.
For r = 10, the optimal uj is either 0.01 or 0.02 for nQ < 50; whereas the best uj = 0.04 
returns the minimum Var  [a] =  5.05 x 10-5 . For 6 , again, the variances are high for samples 
with small sizes (n0 < 50); When n 0 = 1000, uj = 0.2 has the minimum Var b = 0.0444,
which is indeed larger than the Var  b for r  =  5 with the same sample size. Similar 
to r = 5, the best uj for estimating p  is either 0.01 or 0.02 when sample sizes are small 
(nQ < 50). Using uj = 0.1 for samples with size n 0 = 1000, one can obtain the minimum 
Var\p\ = 0.0016.
Next, we interpret the simulation results of the Appell Sequences estimator with a  = 4. 
For r =  2 (see Table 3.34), the best uj for estimating a is uj = 0.01 for any sample size. The 
minimum Var  b ’s we obtained are large, even for a sample as large as n0 = 1 0 0 0 ; however, 
in order to get the best attainable estimate of 6 , one should use any uj < 0.03. Unlike the 
other estimators, the Appell Sequences estimator p  is unsatisfactory for small samples; even 
when n 0 — 1000, Var  [p] =  0.6143 is about 8  times larger than the one given by the AP3 
(where Var\p ] =  0.0765).
Let us study the estimation results for r = 5 and r =  10 in Tables 3.35 and 3.36; they 
are similar to the ones when r = 2. For both r, the difference between the Var  [a] of the
AP3 and the AP4 is marginally small. Nevertheless, Var of the AP4 for nQ =  1000 is
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r =  1 0 Simulated Value
n 0 1 0 15 2 0 50 1 0 0 0
(a — a) 2 4.46 x 10“ 5 (0.06)
0.0006
(0 .1 )
0 . 0 0 0 2
(0.05)
2.46 x 10“ 8 
(0.06)
3.01 x 10- 10 
(0.05)
M 2
0.0534
(0 .6 )
0.0079
(0.07)
0.0205
(0 .2 )
0.0420
(0.05)
0 . 0 0 1 2
(0 .2 )
{ P - p ) 2
5.20 x 10- 5 
(0.09)
0.0005
(0.3)
4.55 x 10“ 5 
(0.05)
8.76 x 10" 5 
(0.05)
1.19 x 10“ 8 
(0 .1 )
V ar [a] 0.0097(0 .0 1 )
0.0049
(0 .0 2 )
0.0034
(0 .0 1 )
0 . 0 0 1 2
(0 .0 1 )
5.05 x 10" 5 
(0.04)
Var  b 615(0.05)
279
(0.04)
963
(0 .0 2 )
646
(0.04)
0.0444
(0 .2 )
Var  [p] 0.1608(0 .0 1 )
0 .1 0 1 1
(0 .0 1 )
0.0866
(0 .0 2 )
0.0445
(0 .0 1 )
0.0016
(0 .1 )
M S E  [a] 0.0116(0 .0 1 )
0.0057
(0 .0 2 )
0.0041
(0 .0 1 )
0.0013
(0.04)
5.05 x 10“ 5 
(0.04)
M S E b 617(0.05)
280
(0.04)
965
(0 .0 2 )
647
(0.04)
0.0455
(0 .2 )
M S E  \p\ 0.1756(0 .0 1 )
0.1192
(0 .0 1 )
0.0998
(0 .0 2 )
0.0514
(0.05)
0.0016
(0 .1 )
Table 3.33: Performance of the method of Appell moments (with a  =  3) for 10000 data sets 
simulated from a mixture of two exponential distributions with a = 0 .1 , b = 1 and p = 0 .6  
for different sample size n0.
r = 2 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 i.24 x n r 5 (0.06)
2 . 2 0  x 1 0 “ 8 
(0 .0 1 )
4.57 x 10“ 6 
(0 .0 1 )
2.04 x 10“ 6 
(0.03)
3.44 x 10- 6  
(0.05)
1
to 0.0088
(0.07)
2.08 x 1 0 ~ 6 
(0.05)
2.90 x 10“ 6 
(0.3)
0.0006
(0 .6 )
1.60 x 1 0 “ ° 
(0.03)
<M"’Hri
0.0004
(0.06)
0.0119
(0.06)
0.0008
(0.04)
0.0038
(0.04)
0.0014
(0.05)
Var  [a] 0.0040(0 .0 1 )
0.0028
(0 .0 1 )
0.0023
(0 .0 1 )
0.0016
(0 .0 1 )
0.0004
(0 .0 1 )
Var b 396(0.03)
229
(0 .0 1 )
84
(0 .0 2 )
315
(0.03)
13
(0.03)
Var \p\ 63(0 .0 1 )
53
(0 .0 2 )
6 8
(0.05)
6 6
(0.3)
0.6143
(0.5)
M S E  [a] 0.0040(0 .0 1 )
0.0028
(0 .0 1 )
0.0023
(0 .0 1 )
0.0016
(0 .0 1 )
0.0004
(0 .0 1 )
M S E b] 396(0.03)
229
(0 .0 1 )
84
(0 .0 2 )
315
(0.03)
13
(0.03)
M S E  \p] 63(0 .0 1 )
53
(0 .0 2 )
6 8
(0.05)
6 6
(0.3)
0.6163
(0.5)
Table 3.34: Performance of the method of Appell moments (with a  =  4) for 10000 data sets
simulated from a mixture of two exponential distributions with a  — 0.1, b — 0.2 and p  — 0.6
for different sample size n Q.
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r  =  5 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 0.0006(0.07)
7.89 x 10" 5 
(0 .0 2 )
0 . 0 0 0 2
(0 .0 2 )
2.34 x 10“ 6 
(0.03)
4.62 x 10~ 8 
(0 .0 2 )
M 2
0.0003
(0 .0 2 )
0.0916
(0.04)
0.0050
(0.08)
0.0076
(0.05)
0.0018
(0 .0 2 )
( p - p ) 2
0.0071
(0.04)
3.09 x 10" 7 
(0.09)
0 . 0 0 0 2
(0.08)
5.61 x 10" 5 
(0.07)
7.38 x 10“ 5 
(0.08)
Var  [a] 0.0062(0 .0 1 )
0.0039
(0 .0 1 )
0.0029
(0 .0 1 )
0.0014
(0 .0 1 )
7.61 x 10“ 5 
(0 .0 2 )
Var b 207(0.09)
224
(0.04)
402
(0.03)
2 1 1
(0 .0 2 )
0.0774
(0.05)
Var  [p] 128(0 .0 1 )
72
(0.4)
140
(0.07)
6
(0.3)
0.1913
(0.5)
M S E  [a] 0.0069(0 .0 1 )
0.0043
(0 .0 1 )
0.0031
(0 .0 1 )
0.0015
(0 .0 1 )
7.62 x 10" 5 
(0 .0 2 )
M S E b 208(0.09)
224
(0.04)
402
(0.03)
2 1 1
(0 .0 2 )
0.0800
(0.05)
M S E  [p] 128(0 .0 1 )
72
(0.4)
140
(0.07)
6
(0.3)
0.2616
(0.5)
Table 3.35: Performance of the method of Appell moments (with a = 4) for 10000 data sets 
simulated from a mixture of two exponential distributions with a =  0.1, b =  0.5 and p — 0.6 
for different sample size n 0.
greatly reduced, compared to Var  6J ’s from small samples. The estimation of p remains 
poor; it is so far the only estimator that returns extremely large Var  [p] when the sample 
size is small. For samples with r = 5 and nQ = 1000, Var  [p] =  0.1913 is 39 times larger 
than the one given by the AP3 (=  0.0049); whereas for samples with r  =  10 and nQ = 1000, 
Var\p\ =  0.0571 is 35 times bigger than the one provided by the AP3 (=  0.0016). Given 
that the AP4 returns bad estimates of b and p , it is implausible for the parameter estimation 
of a two-component exponential mixture model.
We now examine the performance of the Appell Sequences estimator with a  = 5. From 
Tables 3.37, 3.38 and 3.39, we observe that, for all r considered here, Var [a] is relatively 
large compared to the ones provided by the AP3 and AP4 when the sample size is nQ — 10 
and 15. Strangely, this estimator has a weak performance in estimating b and p for samples 
of large sizes (n0 =  1000). Its Var b and Var  [p] are relatively larger than the ones given 
by the AP3 and AP4 .
To summarise, the AP3 outperforms AP4 and AP5 because it provides reasonable es­
timates of a and p. Indeed, Var b of the AP3 is small when the sample size is large 
(nG =  1000) and the separation between two populations is large {r — 5 and r  =  10).
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r = 1 0 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a) 2 0.0004(0.09)
0 . 0 0 0 2
(0.03)
6.42 x 10" 7 
(0.06)
7.10 x 10~ 6 
(0.03)
3.04 x 10“ 9 
(0.03)
M '
0 . 0 1 0 0
(0 .8 )
0.5752
(o.i)
0.0041
(0.06)
0.0307
(0.08)
0.0079
(0 .1 )
{ p - p ) 2
0 . 0 0 0 2
(0 .2 )
0.0050
(0 .6 )
1.52 x 10“ 5 
(0.07)
0.0032
(0.09)
0.0079
(0.06)
V  ar [a] 0.0318(0 .0 1 )
0.0049
(0 .0 1 )
0.0035
(0 .0 1 )
0.0013
(0 .0 1 )
5.75 x 10~ 5 
(0 .0 2 )
Var b 282(0.07)
421
(0 .0 1 )
444
(0.05)
2253
(0.08)
0.1887
(0 .1 )
Var  [p] 54(0.3)
258
(0.06)
1 1
(0.3)
0.9649
(0.3)
0.0571
(0 .2 )
M S E  [a] 0.0334(0 .0 1 )
0.0059
(0 .0 1 )
0.0041
(0 .0 1 )
0.0015
(0 .0 1 )
5.76 x 10“ 5 
(0 .0 2 )
M S E b 284(0.07)
424
(0 .0 1 )
445
(0.05)
2253
(0.08)
0.1966
(0 .1 )
M S E  [p] 54(0.3)
259
(0.06)
1 1
(0.3)
1.0132
(0.3)
0.0697
(0 .2 )
Table 3.36: Performance of the method of Appell moments (with a  =  4) for 10000 data sets 
simulated from a mixture of two exponential distributions with a — 0 .1 , b = 1 and p = 0 .6  
for different sample size nQ.
r = 2 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 1.15 x 10" 7 (0 .0 1 )
8.48 x 10- 7 
(0 .0 1 )
8.40 x 10-° 
(0 .0 1 )
1.71 x 10" 6 
(0 .0 2 )
1 .2 1  x 1 0 “ 5 
(0 .0 1 )
(M 2 0.0009(0.3) 0.0042(0.9) 0.0113(0.3) 0.0003(0.5) 0.0038(0 .0 1 )
{ p - p ) 2
0.0034
(0.06)
0.0096
(0 .1 )
0.0248
(0.05)
6 .0 1  x 1 0 “ 5 
(0.05)
0 .0 0 2 0
(0.08)
Var  [a] 0.0399(0 .0 1 )
0.0139
(0 .0 1 )
0.0024
(0 .0 1 )
0.0017
(0 .0 1 )
0.0004
(0 .0 1 )
Var b 307(0 .0 2 )
215
(0.03)
143
(0.05)
309
(0.04)
18
(0 .0 2 )
Var  [p] 1.1156(0 .0 1 )
0.1869
(0 .0 1 )
0.1808
(0 .0 1 )
0.1943
(0 .0 1 )
8
(0 .0 1 )
M S E  [a] 0.0399(0 .0 1 )
0.0139
(0 .0 1 )
0.0024
(0 .0 1 )
0.0017 
(0 .0 1 ) -
0.0004
(0 .0 1 )
M S E b 307(0 .0 2 )
215
(0.03)
143
(0.05)
309
(0.04)
18
(0 .0 2 )
M S E  [p] 1.2142(0 .0 1 )
0.2945
(0 .0 1 )
0.2990
(0 .0 1 )
0.3191
(0 .0 1 )
8
(0 .0 1 )
Table 3.37: Performance of the method of Appell moments (with a  =  5) for 10000 data sets
simulated from a mixture of two exponential distributions with a  =  0.1, b =  0.2 and p  =  0.6
for different sample size n 0 .
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r = 5 Simulated Value
n 0 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 0.0005(0 .0 1 )
3.02 x 10~ 5 
(0.06)
0 .0 0 0 2
(0 .0 1 )
9.50 x 10“ 6 
(0 .0 2 )
2.16 x 1 0 “ 9 
(0 .0 2 )
(M 2 0 . 0 1 1 1(0.03) 0.0307(0 .0 1 ) 0.0040(0.03) 0.0375(0.03) 0.0054(0.06)
( p - p ) 2
0.0103
(0.04)
0 . 0 0 0 2
(0.06)
0.0037
(0.5)
0.0008
(0.07)
0.0024
(1 )
Var  [a] 0 . 2 1 2 2(0 .0 1 )
0.2213
(0 .0 2 )
0.0033
(0 .0 1 )
0.0015
(0 .0 1 )
8.94 x 10" 5 
(0 .0 1 )
Var b 444(0.06)
466
(0.08)
497
(0.08)
172
(0.04)
1.0180
(0.04)
Var [p] 0.1788(0 .0 1 )
0.1790
(0 .0 1 )
0.1510
(0 .0 1 )
0.1031
(0 .0 1 )
3
(0 .0 1 )
M S E  [a] 0.2127(0 .0 1 )
0.2219
(0 .0 2 )
0.0035
(0 .0 1 )
0.0016
(0 .0 1 )
8.94 x 10~ 5 
(0 .0 1 )
M S E b 444(0.06)
467
(0.08)
498
(0.08)
172
(0.04)
1.0254
(0.04)
M S E  [p] 0.2565(0 .0 1 )
0.2786
(0 .0 1 )
0.2639
(0 .0 1 )
0.2695
(0 .0 1 )
4
(0 .0 1 )
Table 3.38: Performance of the method of Appell moments (with a = 5) for 10000 data sets 
simulated from a mixture of two exponential distributions with a =  0.1, b = 0.5 and p =  0.6 
for different sample size n 0.
r  =  1 0 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
(a — a ) 2 2.71 x 10- 6  (0.03)
0.0003
(0.03)
0.0003
(0.03)
1.53 x 10“ 5 
(0 .0 2 )
2.84 x 10" 8 
(0 .0 2 )
(M 2 0.0187(0.09) 0.0051(0.04) 0.0095(0 .6 ) 0.2502(0.04) 0.0044(0 .1 )
( p - p ) 2
0.0005
(0.07)
0.0089
(0 .2 )
7.12 x 10~ 5 
(1 )
0 . 0 0 0 2
(0.05)
0.0046
(0 .6 )
Var  [a] 0.0184(0 .0 1 )
0.2798
(0 .0 1 )
0.0040
(0 .0 1 )
0.0014
(0 .0 1 )
6.67 x 10" 5 
(0 .0 2 )
Var  b 94(0.06)
424
(0.08)
316
(0.05)
825
(0.03)
1 1
(0.07)
Var  \p\ 0.1871(0 .0 1 )
0.1535
(0 .0 1 )
0.1589
(0 .0 1 )
0.0762
(0 .0 1 )
3
(0 .0 2 )
M S E  [a] 0.0199(0 .0 1 )
0.2809
(0 .0 1 )
0.0045
(0 .0 1 )
0.0015
(0 .0 1 )
6.67 x 10“ 5 
(0 .0 2 )
M S E b 95(0.06)
426
(0.08)
317
(0.05)
826
(0.03)
1 1
(0.07)
M S E  \p\ 0.2486(0 .0 1 )
0.2398
(0 .0 1 )
0.2635
(0 .0 1 )
0.2649
(0 .0 1 )
4
(0 .0 2 )
Table 3.39: Performance of the method of Appell moments (with a  =  5) for 10000 data sets
simulated from a mixture of two exponential distributions with a  =  0.1, 6 =  1 and p  =  0.6
for different sample size n Q.
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3.5.4 A sym p totic  Covariance M atrix  o f th e  A pp ell M om ents E stim ators
In this subsection, we illustrate the construction of the covariance matrix of the Appell 
moment estimators for a two-component exponential mixture, particularly for a = 3. From 
the simulation results reported in previous section, we found poor estimation when a  = 4 
and 5; therefore we only focus on a  = 3 in this section. Indeed, the covariance matrix of the 
Appell moment estimators for any larger a  can be calculated in a similar procedure shown 
in the followings. By now, we are familiar with the construction of the covariance matrix of 
moment estimators, given by
V © d [©]-1v [a](d [©]: (3.160)
Hence, we need the Jacobian matrix of the moment estimator D  [0] and the covariance 
matrix of the Appell moments V[/x]. The covariance of two Appell moments 5 k and 5i is 
given by
Cov 6kA  = —  (E [hk (T) hx (T)} -  E  [hk (T)] E  [ht (T )]),n,
(3.161)
for k = 0 ,1 ,2 ,3  and I =  0 ,1 ,2 ,3 , where /ifc(T)’s are defined by (3.151) to (3.148). The 
followings are the elements of the covariance matrix of the Appell moments, V[jj]:
Var So n 0
9pmt
32
82
17
+
1 +  4 m 2a~2 
18
1 -f- l(^m2a~2
1 -I- 36m2a~2 . 
6 pzu3
+ 9 (1 — p) m*- 32
82
17
1 +  4 w 2b~2 
18
1 +  16tx72 6 - 2  
81
1 -I- 36w2b~2
6 ( 1  —p) TU3
(1  +  w 2a~2)(l  +  9m2a~2) ' ( 1  +  za2b~2)(l  +  9w2b~2)+
Var 1_
n 0
pw
32 nD
\
90
63
1 +  Azu2a~2 
54
1 +  16tt72 a - 2  
81
1 +  36m 2a~2 
6pm3
( 1  — p) mA 
32 n0 +
(1 +  m 2a~2)( 1 +  9 ti72 a-2 )
a  1 +
90 
63
1 +  4m2b~ 2 
54
1 +  l ^ m 2b~2
1 +  36 m 2b~2 
6 ( 1  —p) m 3 
(1 +  m 2b~2)(l +  9m2b~2)
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Var 62 nf
I 18 18 \
9 9
2pm 1 +  4-cc72 a _ 2 x ( 1  - p ) m 2 1 4- 4m2b~2
32 18 32 18
1 +  16w2a-2 
9I
1 +  16m2b~2
I
V 1 +  Z6m2a~2 1 +  36m2b~2 /
6pm2
-a~2 + 6 ( 1  —p) m c , - 2
(1  +  m 2a~2)( 1 +  9 m 2a~2) (1 +  m 2b~2)(l  +  9m2b~2)
Var S3 nr
P_
32 +
10
15
1 +  4m2 a~2 
6
1 +  16 m 2a~2 
1
1 +  3 6m2a~2 
6pm3
+ ( 1 - P)32
(1 +  m 2a~2)(l  +  9 m 2a~2) a 3 +
10
15
1 +  4m2b~2 
6
~*~1 +  16m2b~2
1 +  36m2b~2 
6  ( 1  — p) m 3
(1 +  m 2b~2)( 1 +  9m2b~2)
\-3
C o v So, nQ
3 pm* 
32
+
42acj
1 +  4m2a~2 
144 aa;
1 + 16tJ72a~2 
486aa;
1 +  36m2a~2 _ 
6pm3
+
3(1 —p) m 5
32
42aaj
1 +  4 m 2a~2 
144 au;
1 +  16tt72 a - 2
486ac<j 
2 „ - 2
+
1 +  36 
6  (1  — p) m 3
m*a
(1 4- m 2a~2)(l  4- 9 m 2a~2) (1 +  tc72 6 -2 )(l 4 - 9m2b~2)
6pm3 6(1 — p) m 3
a (l +  m 2a~2)(l  +  9 'a72 a -2 ) 6(1 +  •a72 6 _2)(l +  9m2b~2)
3pml
~32~
Cov
n.
30
27
1 +  4m2a~2 
30
m 2a~21 + 1f
3(1 —p) m 4 
32
1 4- 36n;2a_2 
6pm3
30
27
1 +  4tx72 a - 2
30
2 /1—2
+  -
1+1S
1 +  36cc72a -2 
6  ( 1  — p) m 3
(1 +  m 2a~2)(l  +  9m2a~2) ' (1 +  0 7 2 6 -2 )(l +  9m2b~2) 
6pm3 x 6  (1  — p) m 3
+
+a2(l +  m 2a~2)(l  +  9m2a~2) 62(1 +  G7 2 6_2)(l +  9m2b~2)
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Cov S0, S3 _1 _nG
/ 58au; 58aa; \
1 C
O £1 G
O 1 4 -  4m2a~2 112 CLUJ 3 ( 1 —p) m 3
1 4 -  4 n 7 2 a - 2  
1 1 2 au;
32 1 +  16ca2a -2 
54au1
32 1 +  16 m 2a~2 
54 auI
V . ' 1 +  36m2a~2 . . ' 1 +  36m2a~2 . /
6pm'
T
6 ( 1  —p) m c
(1 +  m 2a~2)(l  +  9 m 2a~2) (1 +  m 2b~2)(l  +  9m2b~2)
6pm3 i 6  (1  — p) m 3
+a3(l +  m 2a~2)(l  +  9m2a~2) 63(1 +  m 2b~2)( 1 +  9 m 2b~2)
Cov S i, S2
TV
—pm"
32
x
+
—18aw
1 +  4tu2 a - 2  
144aa;
1 +  16tn2a-2 
162aw
1 +  36 m 2a~2
6pm3
( 1  — p) m 3
32
4-
—18aa;
1 +  4m2b~2 
144acj
1 4- 16m2b~2 
162 aco
1 4- 36m 2b~2 . 
6  ( 1  — p) m 3
a( 1 +  m 2a~2)(l  4- 9m2a~2) 6(1 +  a72 6 _2)(l +  9 m 2b~2)
6pm3 i 6  (1  — p) m 3+a2(l +  m 2a~2)(l  +  9 ^ 2a -2 ) 62(1 +  m 2b~2)( 1 +  9m2b~2)
Cov S i, S3
T V
—pm*
32
1 8 -
+
39
1 +  4tz72a - 2  
30
1 +  16zi72a ~ 2
1 4- 36a72a -2 
6pm3
1 8 - 39
( 1  - PW  1 +3 ^ 2' " :
32 1 +  16m2b~2
9
1 +  36m2b~2 
6 ( 1  —p) m 3
+a( 1 +  •cc72 a-2 )(l +  9 m 2a~2) 6(1 +  m 2b~2)(l  +  9m2b~2)
6p£73 i 6  (1  — p) ca3
+a3(l 4- m 2a~2)(l  +  9tu2 a -2 ) 63(1 +  ■072 6 -2 )(l +  9m2b~2)
Cov S2 , S3
_1 _
n0
pm
32
V
30 auj
1 +  4t<72a-2 
48ao;
1 4- 16m2a~2 
18 au
1 4- 36m 2a~2 . 
6pm3
+ (1 ~ P) & 32
a2(l 4- m 2a~2)(l  +  9m2a~2) 62(1 +  ro2 6 _2)(l 4- 9m2b~2)
6pm3 6  ( 1  — p) m 3
a3( 1 4- m 2a~2)(l  +  9 ci72 a _2) 63(1 4- tz72 6 -2 )(1 4- 9m2b~2)
30 au
1 4- 4it726- 2  
48aa;
1 +  16m2b~2 
ISau
^  1 +  36m2b~2 . 
6 (1  — p) m3
x
When a  = 3, we estimate the three parameters of a two-component exponential mixture 
distribution by equating four Appell sample moments to their theoretical counterparts. The
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95Jacobian matrix D  [0] is a 4 x 3 matrix with entries dij = from (3.162) to (3.164)
where i = 0 , 1 , 2 ,3, where 
d5i pm 5
da a3+l
d5i qml
108
+
(1 +  m 2a~2)(l  +  9m2a~2)2 
12
db 63+*
d5i
( 1  +  m 2a~2)2( 1 +  9 m 2a~2)
 108__________
(1 +  m 2b~2)(l  +  9m2b~2)2 
 12__________
(1 +  m 2b~2)2{ 1 +  9mb~2) 
6m3
6ipmc
a*+1( 1 +  m 2a~2){ 1 +  9 n72a -2 ) 
Qiqm3
bl+l{ 1 +  ci72 6 _2)( l 4- 9m2b~2) ’ 
Qm3
ZoT, (3-162)
(3.163)
(3.164)dp a*(l +  tz72a -2 )(l +  9ca2 a -2 ) bl (l +  m 2b~2)(l  +  9m2b~2)
So, the D  [0] in (3.160) is not a square matrix and hence is not invertible. To solve (3.160) 
we consider the two approaches used in previous section to solve V
d5i
© of the attenuated
moment estimator: First, we add an extra column to D  [0] with , given by
6  m 3d5i  = ________________________
dq bl{l +  m 2b~2)(l  +  9m2b~2) ’
(3.165)
dSiand amend -p— in (3.164) so that it becomes 
dp
d5i 6m3
dp al( l  +  ru2 a-2 )(l +  9m2a~2) ’ (3.166)
and we call this approach the Q-version of V ©
Secondly, we find the generalised inverse of D  [0] given by 
D  [ © ] —1 =  ( D  [0]r D [ 0 ] ) - 1 D [© ]:
and
(D[0]T)"1=D[0](D[efD[©])
- 1
(3.167)
(3.168)
to make D  [©] 1 a 3 x 4 matrix and ^D  [0]T  ^ a 4 x 3 matrix. By doing this, V  ©
remains as a 3 x 3 matrix. We name this approach the Gl-version of V  © .
We calculate these two versions’ theoretical variances of the estimators and compare 
them to check if they agree with each other. Then, we move on to find conformity be­
tween simulated and theoretical results. Previously, we have seen that the Q-version has a 
better agreement to the simulation results. It is worth to investigate if the Q-version also 
outperforms the Gl-version in this case.
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r Theoretical Var [a]0
Theoretical 
Var  [d] GI
Practical 
Var [a]
2
0.0003 
{lj = 0.0250)
0.0003 
(lj =  0.0248)
0.0003 
( lj = 0 .0 1 )
5 6 . 8 6  x 1 0 “ 5 
{lj =  0.0375)
6 . 8 8  x 1 0 ' 5 
( lj = 0.0371)
7.01 x 10~ 5 
(lj = 0.04)
1 0
5.02 x 10~ 5 
(lj = 0.0400)
5.03 x 10' 5 
( lj =  0.0400)
5.05 x 10~ 5 
( lj = 0.04)
Table 3.40: Theoretical and simulated minimum variance of Appell moment estimator (with 
a = 3) a given by the optimal l j  for a mixture of two exponential distributions with various 
r  and fixed a = 0.1, b = O.lr, p  =  0.6 and n Q — 1000. Simulated figures are based on 10000 
replications.
r
Theoretical
Var  b 
L J Q
Theoretical
Var  b
. . G I
Practical 
Var  b
2
0.0065 
( lj = 0.0273)
0.0065 
(lj = 0.0290)
2 1
( lj = 0.05)
5 0.0105 
( lj = 0.0923)
0.0136 
(lj = 0.1826)
0.0173 
( lj = 0.08)
1 0
0.0310 
(lj =  0 .2 0 0 1 )
0.0284 
( lj =  0.3127)
0.0444 
( lj = 0 .2 0 )
Table 3.41: Theoretical and simulated minimum variance of Appell moment estimator (with 
ol = 3) b given by the optimal l j  for a mixture of two exponential distributions with various 
r and fixed a = 0.1, b = O.lr, p  = 0.6 and n 0 =  1000. Simulated figures are based on 10000 
replications.
3.5.5 O ptim al uj
In this subsection, we check the accuracy of the two versions of approximated theoretical 
variance of the estimator by comparing them to the simulation results. We first use the 
Mathematica function "FindMinimum" to obtain the minimum Var [a], Var b , Var\p] 
and their ^-counterparts for both the Q-version and the Gl-version. Having done that, we 
use the simulation results in Section 3.5.3 to investigate the conformity between simulated 
and theoretical results, presented in Tables 3.40, 3.41 and 3.42.
From Table 3.40, we observe that both V ar[d]g and Var[a\GI have good agreements 
with each other in terms of both the values and the optimal l j .  Excitingly, for all three 
degrees of separation considered, the practical Var  [a] and the best l j  are both close to the 
theoretical values, and the agreement is better for larger r. However, for b (see Table 3.41), 
the Gl-version has larger optimal cu’s; whereas the Q-version has a better agreement to the 
practical Var b . Similarly, for p  (see Table 3.42), the Q-version reflects a better story of 
the practical Var\p\.
Since the Q-Version has a somewhat different agreement with the GI-Version regard­
ing the minimum variance of Appell Sequences estimator of b and p , we estimate another
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r TheoreticalVar\p]Q
Theoretical
Var\p]GI
Practical 
Var  [p]
2
0.1345 
( uj = 0.0273)
0.1345 
(uj =  0.0270)
0.0765 
(uj =  0 .0 2 )
5 0.0047 
( uj = 0.0826)
0.0044 
(uj = 0.1159)
0.0049 
(uj =  0.06)
1 0
0.0016 
( uj = 0.1074)
0.0015 
(uj =  0.2045)
0.0016 
(uj 0 .1 0 )
Table 3.42: Theoretical and simulated minimum variance of Appell moment estimator (with 
a  = 3) p given by the optimal uj for a mixture of two exponential distributions with various 
r  and fixed a =  0.1, b = O.lr, p = 0.6 and nQ = 1000. Simulated figures are based on 10000 
replications.
r Q Version GI Version
2 uj =  0.0273 uj =  0.0290
Theoretical Var  
Practical Va
b
,r
= 0.0065
Q
b = 6
Theoretical Var  
Practical Vc
b
ir
= 0.0065
GI
b = 7
5 uj -  0.0923 uj = 0.1826
Theoretical Var  
Practical Var
b
b
= 0.0105
Q
=  0.0164
Theoretical Var  
Practical Var
b
b
= 0.0136
GI
=  0.1159
1 0 uj =  0 . 2 0 0 1 uj = 0.3127
Theoretical Var  
Practical Var
b
b
=  0.0310
Q
= 0.0429
Theoretical Var  
Practical Var
b
b
=  0.0284
GI
=  0.2598
Table 3.43: Checking the accuracy of two versions of theoretical variance of Appell moment 
estimator b (with a  = 3) for a mixture of two exponential distributions with a = 0.1, 
b = O.lr, p = 0.6 and n0 = 1000. Simulated figures are based on 10000 replications.
1 0 0 0 0  simulated samples with the suggested best uj and find the practical variances of the 
estimators. In Table 3.43, we can see that for large r  (e.g. r  =  5 and r  =  10), the op­
timal uj for estimating b suggested by the GI-Version is larger than the one suggested by 
the Q-Version. In practice, the simulation results show that the Q-Version provides a more 
realistic picture because the practical Var b ’s have values close to the theoretical values. 
Conversely, the GI-Version fails to provide a reliable suggestion because we do not get the 
ideal small Var b using the suggested u j . The GI-Version actually under-estimates Var  [6] 
and over-estimates the optimal uj .
Similarly, for p , the Q-Version tells a better story of the practical estimation than the 
GI-Version, as seen in Table 3.44. The Gl-Version over-estimates the optimal uj and under­
estimates the variance of the estimator for large r. Notably, for r  =  10, we used uj = 0.1074 
to estimate 1 0 0 0 0  simulated samples and the resulting Var  [p] is exactly the same as the 
one estimated by the Q-Version. This Var  [p] is indeed smaller than the minimum Var  [p] 
we get when using uj =  0 .1 .
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r Q Version GI Version
2 u  =  0.0273 uj = 0.0270
Theoretical Var\p\g  =  0.1345 
Practical Var\p\  =  0.0760
Theoretical Var \p ]G I  = 0.1345 
Practical Var  [p] =  0.0776
5 uj -- 0.0826 uj =  0.1159
Theoretical Var  [p]g =  0.0047 
Practical Var\p ] =  0.0052
Theoretical Var \p]GI =  0.0044 
Practical Var[p\ =  0.0058
1 0 u  =  0.1074 uj = 0.2045
Theoretical Var\p]q =  0.0016 
Practical Var\p] =  0.0016
Theoretical Var\p]GI =  0.0015 
Practical Var  [p] =  0.0139
Table 3.44: Checking the accuracy of two versions of theoretical variance of Appell moment 
estimator p  (with a — 3) for a mixture of two exponential distributions with a =  0.1, 
b =  O.lr, p — 0.6 and n0 =  1000. Simulated figures are based on 10000 replications.
Once again, the Q-Version provides a more precise approximation to Var  © . Hence, 
we should use the optimal uj suggested by the Q-version to estimate the parameters of a 
mixture of two exponential distributions. Tables 3.45, 3.46 and 3.47 compares the Q-Version
theoretical V ar[a]g, Var
Q
and Var\p\q  with the practical values for nine degrees of 
separation, r  ranging from 2 to 10. For each r, 10000 data sets each with 1000 observations 
were simulated from a mixture of two exponential distributions with a =  0.1, b =  O.lr and 
p =  0.6. We then estimate from each data set with the nineteen values of uj considered in 
previous subsection and we find the minimum variance for each case. Having done that, 
we estimate using the data sets with the theoretical best uj suggested by the Q-Version and 
compare the resulted variance with the minimum variance (out of the 19 sets) we obtained 
earlier. The minimum variance and its counterpart uj are shown on these three tables. In 
Table 3.45, the practical results have a good agreement with the theoretical values except 
from the uj for r  =  2. Our simulation results show that the best uj for estimating a when 
r = 2 is 0.01 instead of the suggested 0.0250. As shown in Table 3.46, the best uj suggested 
by the Q-Version does in practice give us the estimates of b with lowest variation. In fact, the 
Q-Version under-estimates Var  b ; from the simulation results, we observe slightly larger
practical Var b ’s compared to the theoretical values. It is worth noting that Var b is 
getting larger when r  increases from r = 3. From Table 3.47, we observe that, except from 
r =  5, the cTs suggested by the Q-Version provide the minimum Var  [p]’s for each r  in our 
simulation experiments. Var \p] decreases when the separation between the components gets 
larger. Our study is based on mixtures of exponentials with fixed a =  0.1, the optimal values 
of uj changes proportionally with a. For instance, when r =  10, the best uj for estimating p 
is 0.1074 if the true parameter a is 0.1; if a is 1 and b is 10, the optimal uj is then increased 
to 1.0736.
Figure 3.23 shows the plots of Var ©
Q
with respect to uj for different b ranging from
0.2 to 1. We observe that the plots of the theoretical Var ©
Q
are symmetrical at uj =  0 .
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r Theoretical Optimal u j
Practical 
Optimal u j
Theoretical 
Var  [a]Q
Practical 
Var  [a]
2 0.0250 0 . 0 1 0 0 0.0003 0.0003
3 0.0323 0.0323 0 .0 0 0 1 0 .0 0 0 1
4 0.0357 0.0357 8.31 x 10“ 5 8.28 x 1 0 ~ 5
5 0.0375 0.0375 6 . 8 6  x 1 0 “ 5 6.96 x 10“ 5
6 0.0385 0.0385 6 . 1 2  x 1 0 “ 5 6 . 0 2  x 1 0 ~ 5
7 0.0391 0.0391 5.68 x 10~ 5 5.74 x 10“ 5
8 0.0395 0.0395 5.39 x 10~ 5 5.54 x 10- 5
9 0.0398 0.0398 5.18 x n r 5 5.29 x 10~ 5
1 0 0.0400 0.0400 5.02 x 10“ 5 4.94 x 10“ 5
Table 3.45: Theoretical and simulated variance of Appell moment estimator (with a = 3) a 
and counterpart-cu for a mixture of two exponential distributions with various r and fixed 
a = 0.1, b = O.lr, p — 0.6 and n Q =  1000. Simulated figures are based on 10000 replications.
r Theoretical Optimal u j
Practical 
Optimal u
Theoretical 
Var b
Practical 
Var  b
2 0.0298 0.0298 0.0065 6
3 0.0495 0.0495 0.0061 0.0490
4 0.0705 0.0705 0.0079 0 . 1 2 2 2
5 0.0923 0.0923 0.0105 0.0164
6 0.1141 0.1141 0.0136 0.0198
7 0.1358 0.1358 0.0173 0.0253
8 0.1574 0.1574 0.0214 0.0291
9 0.1788 0.1788 0.0259 0.0348
1 0 0 .2 0 0 1 0 . 2 0 0 1 0.0310 0.0429
Table 3.46: Theoretical and simulated variance of Appell moment estimator (with a = 3) b 
and counterpart-^ for a mixture of two exponential distributions with various r  and fixed 
a =  0.1, b = O.lr, p = 0.6 and nD = 1000. Simulated figures are based on 10000 replications.
r Theoretical Optimal u j
Practical 
Optimal u j
Theoretical 
Var  [p]
Practical 
Var  [p]
2 0.0273 0.0273 0.1345 0.0760
3 0.0409 0.0409 0.0191 0.0176
4 0.0552 0.0552 0.0081 0.0079
5 0.0826 0.0600 0.0047 0.0049
6 0.1214 0.1214 0.0030 0.0034
7 0.1173 0.1173 0 . 0 0 2 2 0.0025
8 0.1131 0.1131 0.0019 0 . 0 0 2 0
9 0.1099 0.1099 0.0017 0.0017
1 0 0.1074 0.1074 0.0016 0.0016
Table 3.47: Theoretical and simulated variance of Appell moment estimator (with a  =  3 )  p
and counterpart-a; for a mixture of two exponential distributions with various r and fixed
a  =  0.1, b =  0.1 r ,  p  =  0.6 and n 0 =  1000. Simulated figures are based on 10000 replications.
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a = 0.1, p =0.6, n0 = 1,000
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Figure 3.23: Plots of theoretical V a r Q  versus lj for varying r.
This means that we could also use negative u  to estimate 0 .  The best u ’s for estimating 
© have larger absolute values for mixed exponential distributions with larger separation 
between the two components.
Our simulation experiments did not make use of negative w, so we carried out another 
simulation experiment in which we use the suggested optimal negative lj and compare the 
practical variances of estimators with the theoretical ones; the results are presented in Tables 
3.48, 3.49 and 3.50. The simulation results confirm that negative cn’s are equally good as 
the positive lj. The larger is the separation between the two components, the better is the 
agreement between the simulated values and the theoretical values.
3.5 .6  D iscu ss io n
To summarise, using the Appell Sequences estimator with a — 3, users are suggested to take 
lj — 0.01 or 0.02 to estimate all parameters (a, b and p) of mixture exponential distributions 
when the sample size is small (n0 < 50). Like the other methods, the estimation of b is
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r LO Theoretical Var  [a]0
Practical 
Var  [a]
2 -0.0250 0.0003 0.0004
5 -0.0375 6 .8 6  x 1 0 ~ 5 7.04 x 10“ 5
1 0 -0.0400 5.02 x 10“ 5 5.03 x IQ” 5
Table 3.48: Theoretical and simulated variance of Appell moment estimator (with a  =  3) a 
given by negative lj for a mixture of two exponential distributions with various r  and fixed 
a = 0.1, b = O.lr, p — 0.6 and nQ = 1000. Simulated figures are based on 10000 replications.
r LJ
Theoretical
Var b 
I J Q
Practical 
Var b
2 -0.0273 0.0065 6
5 -0.0923 0.0105 0.0165
1 0 - 0 .2 0 0 1 0.0310 0.0450
Table 3.49: Theoretical and simulated variance of Appell moment estimator (with a = 3) b 
given by negative lj for a mixture of two exponential distributions with various r  and fixed 
a = 0.1, b =  O.lr, p = 0.6 and nQ = 1000. Simulated figures are based on 10000 replications.
r LJ Theoretical
Var\p]0
Practical
Var\p\0
2 -0.0273 0.1345 0.0770
5 -0.0826 0.0047 0.0050
1 0 -0.1074 0.0016 0.0016
Table 3.50: Theoretical and simulated variance of Appell moment estimator (with a = 3) p 
given by negative lj for a mixture of two exponential distributions with various r  and fixed 
a = 0.1, b = O.lr, p = 0.6 and n0 =  1000. Simulated figures are based on 10000 replications
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not satisfying for samples of small sizes. When samples are large enough, say nQ = 1000, 
we should use the asymptotic theoretical optimal u  suggested in Section 3.5.5 to achieve 
estimates with high precision.
Like any moment based method, we should note that there is no guarantee tha t the roots 
of the determinantal equation in (3.130) are positive real numbers. Hence, this method might 
provide estimates with negative values or in complex forms. As mentioned before, V ^A V a 
in (3.140) is likely to be a singular matrix and hence we might not get an appropriate 
estimate of the mixing weight p.
In conclusion, the method based on Appell sequences should, in many cases, be able 
to provide reasonable parameter estimates, provided that the samples are large enough, 
especially in the case when component distributions are not well separated.
3.6 M ethod Using Order Statistics
3.6.1 Introduction
In this section we study a method using order statistics, devised by Jalali (2007), for the 
parameter estimation of a two-component exponential distribution. The theoretical exposi­
tion in this subsection follows his paper. Let X  and Y  be two continuous random variables 
with CDFs Fx  and Fy, and the PDFs f x  and /y , then
/ oo py poo/y  (y) dy / f x  (x) dx = fY (y) Fx  (y) dy.
-oo J —oo J  —oo
Alternatively,
/ oo poo poof x  (x) dx /  f y  (y) d y =  f x  (x) SY (x) dx,
-oo J x  J —oo
where Sy  (y) = 1 — Fy (y) is Y ’s survival function.
Now let X f s  be a sample of size ye from the exponential distribution with mean a-1 , Y{ 
a sample of size 77 from the exponential distribution with mean 6 _1,
X  =  min [ X j \  ,
Y  -  min \ Y j \ ,
and
Z  =  min [X,Y\ .
Then /»rv'iyea
poo
Pr [X < Y]  = yea / exp {—xax)  exp (—77bx) dx =
Jo10 x a  +  776
This is also the probability of the minimum element of the union of the two samples coming
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from the first sample. Z  is an exponential distribution with m e a n   — r, hence,
yea +  77 b
E [ Z ] =  1
yea +  r]b
But the conditional expectations of Z  given that X  < Y  is
E  [Z\X < Y ]  = x a Jo x  exp (—ycax) exp (—rjbx) dx _  1
yea
yea +  rjb
This means that
E [ Z \ X > Y } =  1
yea +  77b
yea+ r)b'
So the expectation of Z  is the same, whether Z  belongs to the first or the second sample. 
In general, this result may not be true but it holds for exponential distributions because of 
the memory less property.
Now let Mi be a sample of size n s of a mixture of the two exponential distributions with 
means, respectively, of a - 1  and b_1, and mixing weights p and q. Let M  be the minimum 
of this sample, it is easy to see that
E[M\ = yea +  (na -  ye) b
jp-^ q^ p^
For ns = 2 and ns = 3 these expectations are, respectively, - — I   +  — and - — h
2 a a + b 2b 3a
3p2q | 3pq2 | q3
2a b a +  2b 3b
Estimating a Mixture of Two Exponential Distributions with Known p
Now suppose we have an "efficient" method of finding the sample means of the minimum 
of a pair and a triplet of the elements of our mixed distribution. Let these be equal to 3<f> 
and 2r . We suppose also we have the usual sample mean of such a mixed sample which we 
denote by Qrj. Suppose first that p (and thus q = 1 — p) is given. Then an estimate of a and 
b can be obtained by solving the following equations for a and b:
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The roots in (3.170) give us estimates of a and b. We set x = J -  and y = — and the two
6a 6o
equations in (3.169) are reduced to
px + qy = p, 
\2
(3.170)
(px + qy) + x y  =  (f)(x + y) .
Eliminating y from (3.170) gives us the following quadratic equation in terms of x:
px2 -  x(r) + 4>(p- q) +r)((j)- qrj)) =  0. (3.171)
Before proceeding further, we shall prove two inequalities in the form of the following lemma. 
L em m a 6  I f  there are positive a and b as above, then p > <f. I f  further, p > q, then f> > qp. 
P roo f. For the first inequality it is sufficient to note that
A I 1 2p - ( f ) =  p q \  --------
6 a 3 (a +  b) 6b J 6 ab(a + b)
For the second inequality we note that
if p > q. ■
The roots of (3.171) are
x =
2p p + ( f ) ( p - q ) ±  y/(p-<t>) [2p ( 1  -  2 z) -  4(fz\
where z =  -— > 0. Then,
V =
2  q P + 4>(q — v) + y/(p-4>)  [277 (1 -  2z )  -  4<j>z] 
which are the roots of equation
qy2 -  y (v + 0 (g -  p)) + p (0 -  pp) =  0.
From the lemma it follows that at least one of these two equations has two positive roots. 
Hence we can find at least one pair of positive solutions for x and y. Then the corresponding 
a and b can be obtained, but x and y are more basic.
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E stim a tin g  a  M ix tu re  o f Tw o E x p o n en tia l D is tr ib u tio n s  w ith  U nknow n p
Now, suppose the probability weights are also unknown. We need three equations to estimate 
all parameters. We choose the following three:
=  677, (3.172)
=  30,
=  2  r.
Here, 677 is the sample mean, 30 is the mean of minimum of sample pairs, and 2r  is the 
mean of the minimum of sample triplets.
Later in this subsection, we shall show that the inequalities 77 > 0 > r  should hold for 
our system of equations to have non-negative solutions for a, b and p, q (=  1 — p). (In fact 
the result is much more general than this.)
In order to solve equations (3.172), we let x = —  and y = — , which are the means of
6 a 6 0
our exponential distributions. The system (3.172), then, reduces to the following
px + qy = 77, (3.173)
(;p2x  +  q2y) (x + y ) +  Apqxy = </>(x + y) ,
(p3x + q3y ) ( x  + 2y)(2x + y) + 9pqxy(p(2x + y) + q(x  + 2y)) = r  (x +  2y) (2x +  y ) .
If we eliminate p (and q) between the first two equations and set a = x  +  y and 7r =  xy,  we 
shall have the following equation:
7T =  0(7 — 772. (3.174)
Eliminating p  between the second and the third equations in (3.173) results in the following 
equations:
2p3 +  3 ?77r — (2cr2 +  7r) t +  27rcr — 0. (3.175)
Replacing 1r (given by (3.174)) in (3.175) results in the following quadratic equation for a:
f  (a) — 2p2 +  (3770 — 2r)2 — 0 r) a — p2 (77 — r) =  0. (3.176)
If 77 > 0 > r , then (3.176) has one and only one positive root, as
—rj2 (77 — t 
0  — r
Using this positive root o we can obtain ir from the (3.174); it is positive if and only if 
77r  > 02. The following establishes more clearly the necessity of the latter condition.
L em m a 7 I f  our system of equations has positive solution for p and q and positive and
< 0.
P -  4 - 2pq  4 . f -  
2 a a + b 2b
3 U 3p9(2^F& + ^+2& ) + !
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distinct solutions for x and y, then it is necessary that pr — <f>2 > 0 . 
P roof. By elementary manipulation one can show that
2 _  pqxy (x -  y)2 [2 (x -1- y) (p2 (2x +  y) +  q2 (x +  2y)) +pq  (5a:2 +  14xy  +  5a/2)]
(x +  2 y) (2x -\-y)(x  + y)2
This is of course greater than zero, p and q are positive, x  and y are positive and distinct. 
■
The three conditions rj > 0 > r  and rjr — 02 > 0 as shown are necessary for the existence 
of p, q, x  and y for a proper mixture of exponentials. We saw that these conditions are also 
sufficient for the existence of positive a and 7r. Now to obtain a: and y we need to solve the 
quadratic equation
u2 — au  +  7r =  0. (3.177)
This equation has two distinct positive roots if and only if its discriminant a2 — 4-zr is positive. 
But from the aforesaid equation this can be written as
a2 40cr +  4772 =  ( a  — 2(f))2 +  4 (rj2 — 02) , (3.178)
which is positive under our conditions.
The two roots of the last quadratic equation (3.177) are of course x  and y. Now it only 
remain to find p  and q. Clearly from the first equation in our system of three equations,
=  IL Z l (3.179)
x - y
and
q = 7t — (3. 180) y - x
But we know the mean 77 should be between the x  and p, so p and q should be both positive. 
As we have p +  q = 1 , they are both also less than 1, and therefore proper probabilities. We 
now sum up what we have proved:
T h eo rem  8  For our system of equations to have positive and distinct solutions for x  and 
y and positive solutions for p and q, it is necessary and sufficient that rj > 0  > r  and 
T)T — 02 > 0.
P ra c tic a l E s tim a tio n  We shall now illustrate how we obtain estimates of 30 and 2r  
when given a raw sample £1 , ...,£„0. We first sort the data in order and let denote the 
ith order statistic of the sample. We then substitute 30 by
3.6. M ETH O D U SIN G  O R D ER  STATISTICS 144
where
n a
S2 =  -  *)*(»)> (3.182)
Z— 1
and 2 r  by
is  =  -/  v . (3.183)
nG
2
where
n 0
53 =  H I  n°2 J  *0)' (3'184)
In order to find (3.181) and (3.183), we need to re-sample the data, first into pairs of elements 
for £ 2 and then into triplets of elements for £ 3 . For example, if we have a sample consisting 
of five observations, we first arrange them in order:
*(1)j *(2)i *(3)>*(4)>*(5)
and re-sample them into sub-samples where each sub-sample consists of two elements. We 
first compare the smallest element with all other data:
(*(1)>*(2))
(*(!)’*(3)) _
(*(i)> *(4))
( * ( ! ) ’ *(5))
Obviously, for each pair of element, the minimum is t ^ y  therefore, the sum of minimum so 
far is Comparing t(2) with the others, we know t(2) is the minimum in the following
pairs:
(*(2)^(3))
(% ),% ))
(*(2),*(5))
so sum of minimum is 3t(2). Clearly, by comparing t (3) with the others, it is the minimum 
in the following pairs:
(*(3) >*(4))
(*(3) >*(5))
and £(4) will only be minimum in the pair Therefore, for the whole sample, we
know that the sum of minimum in all sub-samples is
S 2 — 4t(1) +  3£(2) +  2t(3) +  t(4). (3.185)
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It is hence easy to see that (3.185) can simply be estimated with (3.182). To find £2 , we
/  5  x
re-sample the observations into ten (= I
V 3
follows:
) sub-samples, each with three elements, as
1—
1 t(2) *(3)) (*(2), £(3)>*(4))
(*( t{2) *(4)) fo b *(3), *(5 ))
ih t{2) ks)) (*(2)> £(3)>£(6))
( k *(3) k v)
I k *(3) ks))
I k (^4) ks))
It is obvious tha t is the minimum in each triplet in the first column, t^ )  is fhe minimum 
in each triplet in the second column and is the minimum in the triplet in the last column. 
Therefore, in this case
S 3 =  6  £(x) +  3£(2) +  £(3),
obviously this can be found easily from (3.184).
Having found % and z3 according to (3.181) and (3.183), we estimate rj, 0 and r  from
E E i  Hi)
6 n0
r  =
£ 2  
3 ’
£ 3  
6 ’
and substitute them into (3.176) to solve for <j, which is the positive root of /(cr). After 
that, 7r can be found by substituting a, f] and 0 into (3.174). Since both a and 7r are known 
now, we substitute them into (3.177) to find the roots x  and y. Finally, the desired estimates
of a, b and p  can be obtained from — , — and (3.179) respectively.
ox oy
3.6.2 Sim ulation  R esu lts
For illustration, a simulation experiment was carried out to examine the performance of 
the method using order statistics. Again, we study exponential mixture distribution with 
different separation between the two populations, ranging from small (r =  2 ) over medium 
(r =  5) to large (r =  10). For each r, we generated 10000 data sets of size nQ arising from 
a mixture of two exponential distributions with a = 0.1, b = O.lr and p = 0.6. Like before, 
we consider various sample size n0 =  (10,15,20,50,1000). Tables 3.51 to 3.53 present 
the average of the parameter estimates and their associated measures of error. When the 
number of observations in a data set increases, the averages of the 1 0 0 0 0  parameter estimates 
approach to the true values.
Overall, the estimation of a and p are satisfactory, especially when nQ increases. Re­
markably, p  is well estimated even when the number of observations is scarce, especially
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r = 2 Simulated Value
n0 1 0 15 2 0 50 1 0 0 0
E a] 0.1168 0.1116 0 .1 1 0 1 0.1051 0.0931
E b -0.3762 0.1683 0.1676 0.2991 0.2231
E P\ 0.8156 0.7998 0.7955 0.7638 0.5653
(a — a)2 0.0003 0 .0 0 0 1 0 .0 0 0 1 2.63 x 10~ 5 4.72 x 10~ 5
(l ~ bX 0.3321 0 . 0 0 1 0 0 .0 0 1 1 0.0098 0.0005
(.p - p ) 2 0.0465 0.0399 0.0382 0.0268 0 . 0 0 1 2
Var a] 0.0045 0.0030 0.0025 0.0015 0.0007
Var b 346 235 153 260 4
Var P. 0.2381 0.2706 0.1914 0.1901 0.0908
M S E a] 0.0048 0.0032 0.0026 0.0016 0.0007
M S E b 346 235 153 260 4
M S E P] 0.2845 0.3105 0.2296 0.2170 0.0920
Table 3.51: Performance of the method using order statistics for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0 .1 , b = 0 .2  and p = 0 . 6  for 
different sample size nQ.
when the separation between the components is large (see Table 3.52 and 3.53). In other 
words, this estimator is good at "spotting" a mixture distribution by providing an accurate 
estimate of the mixing weight, even when the number of data is limited. Like the estimators 
discussed earlier, the estimation of b is implausible for samples of small sizes. However, the 
variance of b is well controlled when sample size is large enough, especially when r  =  5.
3.6.3 D iscussion
The method using order statistics provides plausible estimates provided the sample size is 
large enough. The estimation is especially outstanding for exponential mixture distributions 
with medium separation between the components (for instance, when r  =  5). The estimation 
of b is poor for samples of small sizes; the resulting variance of the estimator b is extremely 
large, especially when the component distributions are well separated. It is likely to provide 
unreasonable parameter estimates, either with negative values or in complex forms.
3.7 Comparison of Estimation M ethods
We have discussed six different methods, the MLE via the EM algorithm, the method of or­
dinary moments (MM), the method of fractional moments (FM), the method of attenuated 
moments (AM), the method of Appell-Fourier Moments with a  =  3, 4 and 5 (AP3 , AP4 , 
AP5 ), and the method using order statistics (OS), for estimating a mixture of two exponen­
tial distributions in this chapter. For each method, we carried out simulation experiments 
(with 1 0 0 0 0  replications) to examine the behaviour of the method for samples with various
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r = 5 Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
E a] 0.1257 0.1148 0 . 1 1 1 0 0.1004 0 .1 0 0 1
E b 0.1413 0.3432 0.3990 0.5658 0.5130
E P\ 0.6809 0.6448 0.6340 0.5838 0.5989
( a - ay 0.0007 0 . 0 0 0 2 0 .0 0 0 1 1 .8 6  x 1 0 - 7 2.64 x 10“ 9
M
0.1287 0.0246 0 . 0 1 0 2 0.0043 0 . 0 0 0 2
(P-p) 0.0065 0 . 0 0 2 0 0 .0 0 1 2 0.0003 1.27 x 10" 6
Var a] 0.0082 0.0049 0.0035 0.0013 4.79 x 10" 5
Var b 806 380 465 78 0.0064
Var P 0.1449 0.1460 0.0972 0.0606 0.0031
M S E a] 0.0089 0.0051 0.0036 0.0013 4.79 x 10" 5
M S E b 807 380 465 78 0.0065
M S E P\ 0.1515 0.1480 0.0983 0.0608 0.00310
Table 3.52: Performance of the method using order statistics for 10000 data sets simulated 
from a mixture of two exponential distributions with a = 0.1, b = 0.5 and p = 0.6 for 
different sample size n0.
Oi—<II Simulated Value
nQ 1 0 15 2 0 50 1 0 0 0
E a] 0.1248 0 . 1 1 1 0 0.1071 0.1023 0 . 1 0 0 2
E b 0.8859 0.9333 0.8080 1.1591 1.0277
E P1 0.6116 0.5939 0.5899 0.5945 0.6002
(a — a) 2 0.0006 0 .0 0 0 1 5.07 x 10- 5 5.33 x 10~ 6 2 . 6 6  x 1 0 “ 8M
1 0.0130 0.0045 0.0369 0.0253 0.0008
( p - p )2 0 . 0 0 0 1 3.68 x 10" 5 0.0001 3.03 x 10“ 5 5.59 x 10“ 8
Var a] 0.0107 0.0043 0.0028 0.0008 3.39 x 10" 5
Var b 6910 7167 8985 3039 0.0241
Var P. 0.0962 0.0746 0.0586 0.0258 0.0013
M S E a] 0.0113 0.0045 0.0029 0.0008 3.39 x 10“ 5
M S E b 6910 7167 8985 3039 0.0249
M S E P\ 0.0963 0.0747 0.0587 0.0259 0.00129
Table 3.53: Performance of the method using order statistics for 10000 data sets simulated
from a mixture of two exponential distributions with a  =  0.1, b =  1.0 and p  =  0.6 for
different sample size n Q.
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r = 2 Bias2 Variance
Method a b P a b P
ML 4.79 x 1(T8 0.0014 1.80 x 1 0 “ 5 0 .0 0 0 2 0.0304 0.0289
FM 8.80 x 1 0 “ 9 0.0592 0 .0 0 0 1 0.0003 14 0.0702
AM 2.42 x 10“ 6 9.95 x 10“ 6 4.63 x 10“ b 0.0003 2 0.0697
a p 3 6.47 x 10- 7 0.0018 0 . 0 0 0 2 0.0003 6 0.0760
a p 4 3.44 x 10~ 6 1.60 x 1 0 " 6 0.0014 0.0004 13 0.6143
a p 5 1 .2 1  x 1 0 “ 5 0.0038 0 . 0 0 2 0 0.0004 18 8
OS 4.72 x 10- 5 0.0005 0 . 0 0 1 2 0.0007 4 0.0908
Table 3.54: Performance of different estimation methods for 10000 data sets each consisting 
of 1 0 0 0  observations simulated from a mixture of two exponential distributions with a — 0 .1 , 
b =  0 . 2  and p =  0 .6 .
sample size and different separation between the components. In this section, we draw the 
simulation results from previous sections and make a comparison of these estimation meth­
ods based on their measures of error. For exponential mixture distribution, the estimation 
of all parameters is generally poor when the number of observations in a sample is small; 
even the MLEs have large variances and are highly biased. The second rate parameter b is 
especially difficult to estimate; The variance of the estimator b is normally large for small 
samples. To see a better picture of the performance of these methods, we therefore focus on 
the estimation results from large samples (n0 =  1 0 0 0 ) for the comparison of these methods. 
Since the MM is obviously outperformed by the other methods, we exclude it from our 
comparison here.   2
Tables 3.54 to 3.56 evaluate the estimation error through the average bias2 ((a — a) ,
rr \ 2_____ _ 2
ib — b) and yp — p) ) and the variance (V ar  [a], V ar b and V ar\p ]) over all replications 
for samples with r = 2, 5 and 10 respectively.
Let us first compare the methods for samples with a small difference between the two 
populations r  =  2 from Table 3.54. The FM has the smallest bias of a, the AP4 has the 
smallest bias of 6 , followed by the AM; whereas the AM has the smallest bias of p. In terms 
of the variance, the MLE is the most efficient method for exponential mixture distribution 
with small separation. Of course, we know that the MLE is asymptotically most efficient 
so "large" sample sizes must favour the MLE. In general, all moment based method have 
similar values of Var [a] (about twice the variance of MLE), except from the method using 
order statistics. The AM has the variances of b and p which are nearest to the variances 
given by the MLE. Notably, the variance of b given by OS is quite close to the one from 
AM. The variance of p provided by the FM is indeed quite close to the one from AM. 
As mentioned before, the AP4 and AP5 are poor methods for p; the Var\p] of these two 
methods are unacceptably large, especially AP5 .
Next, we focus on Table 3.55 to study the behaviour of these estimators when they are 
used to estimate exponential mixture distribution with r  — 5. Again, the AM has the lowest 
bias of a and p; whereas the AP3 provides estimates of b with the lowest bias. The MLE
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r  =  5 Bias2 Variance
Method a 6 P a 6 P
ML 3.78 x 10' 8 7.36 x 10“ 5 1.05 x 10~ 8 3.79 x 10" 5 0.0043 0 .0 0 2 1
FM 2.41 x 10" 8 0 . 0 0 0 2 9.55 x 10' 8 5.27 x 10' 5 0.0079 0.0037
AM 8.52 x 10~n 4.00 x 10~ 5 2.54 x lO" 9 4.57 x 10" 5 0.0058 0.0030
a p 3 2.18 x 1 0 - 10 7.47 x 10~ 6 .5.76 x 10' 8 7.01 x lO" 5 0.0164 0.0049
a p 4 4.62 x 10" 8 0.0018 7.38 x 10~ 5 7.61 x 10~ 5 0.0774 0.1913
a p 5 2.16 x n r 9 0.0054 0.00242 8.94 x 10~ 5 1.0180 3
OS 2.64 x 10" 9 0 . 0 0 0 2 1.27 x 10~ 6 4.79 x 10" 5 0.0064 0.0031
Table 3.55: Performance of different estimation methods for 10000 data sets each consisting 
of 1 0 0 0  observations simulated from a mixture of two exponential distributions with a = 0 .1 , 
b = 0.5 and p = 0.6.
r =  1 0 Bias2 Variance
Method a b P a 6 P
ML 1.44 x 10“ 8 3.37 x 10~ 5 4.02 x 10“ 8 2.46 x 10" 5 0.0089 0.0007
FM 1.60 x 1 0 “ ** 0 .0 0 0 1 5.89 x 10~ 8 3.21 x 10" 5 0.0177 0 . 0 0 1 2
AM 2.49 x lO- 1 1 2.41 x 10~ 5 1.31 x 10~1U 2.84 x 10~ 5 0.0116 0.0009
a p 3 3.01 x lO" 10 0 . 0 0 1 2 1.19 x 10“ 8 5.05 x 10“ 5 0.0429 0.0016
a p 4 3.04 x 10~ 9 0.0079 0.0079 5.75 x 10~ 5 0.1887 0.0571
a p 5 2.84 x 10~ 8 0.0044 0.0046 6.67 x 10~ 5 1 1 3
OS 2 . 6 6  x 1 0 “ 8 0.0008 5.59 x 10~ 8 3.39 x 10“ 5 0.0241 0.00129
Table 3.56: Performance of different estimation methods for 10000 data sets each consisting 
of 1 0 0 0  observations simulated from a mixture of two exponential distributions with a =  0 .1 , 
6 = 1  and p =  0 .6 .
is the most efficient method, in terms of the variance, followed by the AM estimator. The 
OS estimator can be considered as performing equally well as the AM because its variances 
are only slightly larger than the ones of the AM. Notably, the estimates provided by the 
method based on Appell sequences are not plausible. The variances of 6 and p given by the 
AP5 is the largest among all the estimators.
When the separation between the populations are large (r =  10), as seen in,Table 3.56, 
the AM estimator is the best method in terms of the bias2. All methods return plausible 
estimates of a when both the separation and the sample size are large enough. In term of 
the variance, the MLE remains as the most efficient method. The AM estimator performs 
equally well although its variances are larger than the ones given by the MLE in a small 
margin. The FM estimator and the OS estimator have similar variances in this case. The 
AP3 provides reasonable estimates, although its variance of the estimator 6  is considerably 
large compared to the AM. The AP4 and AP5 are under-performed when they are used to 
estimate 6  and p. They have relatively higher bias and variances compared their rivals.
Figure 3.24 shows the distribution of various estimators a for 1000 observations arising 
from a mixture of two exponential distributions with r =  5 over all replications. All esti­
mators have means close to the true value 0.1. The MLE has the lowest variance, followed
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Figure 3.24: Distribution of various estimators a for 1000 observations arising from a mixture 
of two exponential distributions with a = 0.1, b = 0.5 and p — 0.6. Simulated figures are 
based on 10000 replications.
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Figure 3.25: Distribution of various estimators b for 1000 observations arising from a mixture 
of two exponential distributions with a =  0.1, b = 0.5 and p = 0.6. Simulated figures are 
based on 10000 replications.
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Figure 3.26: Distribution of various estimators p for 1000 observations arising from a mixture 
of two exponential distributions with a = 0.1, b = 0.5 and p = 0.6. Simulated figures are 
based on 10000 replications.
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E f f  © r = 2 r = 5 r = 1 0
Method a b P a b P a b P
ML 1.8822 0.00144 4.0289 1.1580 1.1330 1.3072 1.0910 1.1273 1.1528
FM 0.9714 3.13 x 10" 6 1.6577 0.8328 0.6179 0.7500 0.8361 0.5684 0.7094
AM 0.9126 2.19 x 10" 5 1.6703 0.9603 0.8458 0.9305 0.9450 0.8649 0.8925
a p 3 0.8857 7:31 x 1 0 “ 6 1.5324 0.6261 0.2986 0.5625 0.5315 0.2339 0.5321
a p 4 0.8139 3.38 x 10" 6 0.1896 0.5767 0.0634 0.0144 0.4668 0.0532 0.0145
a p 5 0.8139 2.44 x 10" 6 0.0146 0.4909 0.0049 0.0009 0.4024 0.0009 0.0003
OS 0.4495 1.10 x lO- 5 1.2830 0.9162 0.7726 0.8855 0.7917 0.4165 0.6429
Table 3.57: Efficiencies of different estimation methods for 10000 data sets each consisting 
of 1 0 0 0  observations simulated from a mixture of two exponential distributions with a =  0 .1 , 
b = 0 .1  r and p =  0 .6 .
by the AM and then the OS. Figure 3.25 presents the distribution of different estimators b 
for samples of the same size and distribution. Once again, the variance of the MLE b is the 
smallest; whereas the variances of the AM estimator and the OS estimator are both small 
and near to the variance of the MLE. The variance of the FM estimator b is about twice the 
one of the MLE. The AP3 is outperformed by the other methods in estimating b due to its 
relatively larger variance of the estimator. The distribution of p are shown in Figure 3.26. 
The variance of the AM estimator p is the lowest among all the moment-based estimators, 
and is close to the best estimator ML. The variance of the OS estimator is indeed very small 
and close to the AM.
Since the Fisher information matrix for a mixture of two exponential distributions can 
be obtained with Jalali’s (2008) solutions, as explained in Section 3.1.6, we shall now find
the asymptotic efficiency of each estimator, denoted as E f f © , by dividing the CRLB of
Var © , presented in Table 3.5, by the simulated variances of the estimators in Tables 3.54 
to 3.56; the closer is E f f  0  to one, the more efficient is an estimator. The efficiencies of 
a, b and p  for all three degrees of separation (r = 2, 5 and 10) are presented in Table 3.57. 
Note that some efficiencies in the table are greater than one because the Fisher information 
obtained is only an approximation. Once again, from this table, we confirm that the AM, in 
most cases, has the highest efficiencies among all moment-based estimators. The MLE is, as 
expected, the most efficient method; whereas the AP4 and AP5 have the least efficiencies in 
all cases. The FM has satisfactory efficiencies for a and p, especially when r  =  2; whereas the 
OS has outstanding efficiencies for all parameters when r — 5. All methods have extremely 
low efficiencies of b when the separation between populations is unclear.
To summarise, for "large" samples the MLE, unsurprisingly, appears to be the best 
method for the estimation problem of exponential mixture distribution. Excitingly, the new 
methods, the method of attenuated moments and the method using order statistics, perform 
well in the estimation by returning highly precise estimates with low variances. The method 
of fractional moments provides reasonable parameter estimates although its variances of
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estimators are larger than the AM and the OS in a small margin. The method based on 
Appell sequences is outperformed by the other methods; the A P 3  will still provide reasonable 
estimates for samples of large sizes with large difference between the two populations. The 
A P 4  and A P 5  are poor in estimating b and p , even when the sample size is large. For medium 
size samples, one cannot say which method is universally better, so having all methods in 
our disposal could be very helpful.
3.8 Summary
This chapter has concentrated largely on the problem of estimating the parameters in expo­
nential mixture distribution. We first considered the standard approaches of moments and 
maximum likelihood in estimating the mixture parameters, followed by the investigation 
of four moment based methods, namely the fractional moment estimator, the attenuated 
moment estimator, the Appell moment estimator and a method using order statistics. All 
these modified moment estimators appear to possess much greater efficiency than the or­
dinary moment estimator. In particular, the method of attenuated moments outperforms 
the other moment methods by providing estimates with both relatively lower bias and lower 
variance. In fact, this method is comparable to the popular MLE; the bias of estimates given 
by this method are lower than the ML estimates, whereas the variances of the estimators 
are marginally larger than the ones given by the MLE. The method of attenuated moments 
provides a quick but accurate approach for users to estimate the parameters in a mixture of 
exponential densities. Unlike the MLE in which the likelihood equations must be solved using 
iterative techniques, one simply needs a calculator or an Excel spreadsheet to carry out the 
calculation to solve the estimation problem.
We also devised the asymptotic covariance matrix of estimator for three methods, namely 
the method of fractional moments, the method of attenuated moments and the method of 
Appell moments. Given these matrices, we are able to suggest, respectively, the optimal 
fraction, combination of fraction and attenuation and to for users when using these methods 
so that the most precise estimates are obtained. We have also suggested a useful way to 
identify the best estimates given by the fractional moment estimator and the attenuated 
moment estimator, when the separation between the two components is unknown (this will 
be so in many practical cases).
It is worth mentioning that the method using order statistics is outstanding in fitting 
large samples. To conclude, the estimation methods discussed in this chapter should provide 
reasonable parameter estimates provided the sample size is large enough.
C hapter 4
M ixtures of Geometric 
Distribution
In Chapter 1, we studied a model in which one state of a Markov chain is isolated while the 
rest of the states are clumped into one "level" (clump model), with transition matrix
a  u  
v  P
(4.1)
where a  is a scalar probability not equal to 1, u  is a row m -vector of probabilities, v  is a 
column m -vector of probabilities, and P  is an m  by m  matrix. The discrete lifetime in the 
level from the time the level is entered into from state 1 is denoted as N  and the PMF is 
given by
f ( n )  = - ^ - P n~1v, (4.2)
1 — a
uwhere   is the probability vector of entry into the level. The generating function of N
1 — a
is
G (s) =  x — -  x l m. (4.3)
We have shown that, when m  = 2, the discrete waiting time N  has a mixture of two 
geometric distributions.
In the past, several authors have considered discrete mixture distributions, in partic­
ular the binomial mixtures by Blischke (1964) and the Poisson mixtures by Rider (1961) 
and Hasselblad (1969). However, there appears to be little discussion in the literature on 
geometric mixtures. As shown in Chapter 1, the mixture of geometric distributions is the 
discrete analogue of the continuous exponential mixtures. This kind of distribution plays 
important roles in fitting discrete waiting times. Theorem 2 confirms that the moment 
based methods developed for estimating parameters of the continuous mixed exponential 
distribution can be adapted easily to the discrete analogue, the mixed geometric distribu­
tion. In this chapter, we demonstrate how the methods discussed in the previous chapter are
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used to estimate the parameters of N , where N  is a discrete random variable arising from 
a mixture of geometric distribution. We concentrate on the mixture with two components; 
however the methods studied here can be extended to mixture distributions with more than 
two components.
If the probability that the nth trial is the first success can be expressed as
f  (n; 0 )  =  pa (1 -  a ) " -1 +  (1 -  p) b (1 -  ft)"” 1, (4.4)
where n = 1 , 2 , . . . ,  0  =  (a,6,p), 0 < a < b < 1 and 0 < p <  1 , then we say that the
distribution of a random variable N  is a mixture of two geometric distributions. (4.4) is the
PMF of such a distribution; whereas the CDF is defined as
F  (n; 0 )  =  1 — [p (1 — a)n +  (1 -  p) (1 -  b)n] . (4.5)
The properties of such a distribution are outlined below:
E[N] =  -  +  ^ ,
CL 0
2 - b
E iN2] = p ( h r )  + { 1~ p ) {
Var[N] =  p ( ^ 2^ j  + (1 “ P) (
b2
2 — b \ f  p ^ 1  — p x 2
b2 J \ a  b
In Chapter 3, we let r be the ratio of b to a for a mixture of two exponential distri­
butions with parameter vector 0  =  (a, b,p). In other words, the rate parameter of the 
second exponential densities can be expressed as b = ra. However for a mixture of two 
geometric distributions, the relationship between a and b is not as straightforward as its 
continuous analogue. For a mixture of two geometric distributions, we use, for the purpose 
of investigating mixtures with different degrees of separation between the components,
b = 1 — dr, (4.6)
where a — 1 — a. This is equivalent to
In ft +  | . . .  _  b
T In a a _  <£_)_<£... ~  o ’
where 6 =  1 — 6. For example if we want the ratio r to be 2 when a = 0.1, then
6 =  1 — (1 — 0.9)2 =  0.19.
In Figure 4.1 we see the PMF plot of a mixture of geometric distributions where the 
component distributions are not well separated (r =  2), alongside the PMF plots of its two 
components. The mixture PMF looks similar to its components and this makes the parame-
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Figure 4.1: PMF plot of a mixture of two geometric distributions together with the PMF 
plots of its components: a = 0.1. b = 0.19 and p — 0.6.
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Figure 4.2: PMF plot of a mixture of two geometric distributions together with the PMF 
plots of its components: a = 0.1, b =  0.6513 and p = 0.6.
ter estimation of such a mixture difficult, essentially because it is hardly distinguishable from 
a single distribution. Figure 4.2 shows the PMF plot of a well separated two-component 
geometric mixture with r =  10 and the PMF plots of its components. Compared to the first 
component, the PMF plot of the second component is more skewed, indicating that shorter 
discrete waiting time is significantly more probable than longer waiting time; whereas the 
mixture PMF plot shows a blend of the characteristics of both components.
The degree of separation between component distributions has a significant effect on 
the performance of any estimation technique in the analysis of mixed samples. Throughout 
this thesis, we consider mixtures of geometric distributions with different ratios r, where 
a is fixed at 0.1, representing separation ranging from small (r — 2) over medium (r =  5) 
to large (r =  10). Table 4.1 summarises the true values of the parameters in these cases; 
whereas Figure 4.3 shows the PMF plots of these mixtures. It is clear from the figure 
that the PMF plot is more skewed for a mixture with a larger separation between the
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r a b V
2 0.1 0.1900 0.6
5 0.1 0.4905 0.6
10 0.1 0.6513 0.6
Table 4.1: True values of parameters of mixtures of geometric distributions with respect to 
different ratio r.
components. It is also worth noting that all geometric mixtures are unimodal like any single 
geometric distribution. We shall now move on to study a few estimation methods for this 
discrete mixture distribution in the following sections, beginning with the most well known 
maximum likelihood method, followed by three methods which have formal similarities to 
the ordinary moment estimator.
4.1 The Maximum Likelihood Estimator
4.1.1 Introduction
The maximum likelihood estimator (MLE) is popular due to its desirable statistical proper­
ties, as mentioned in Chapter 3. We also know that things are more complicated for mixture 
distributions: the likelihood equations are almost impossible to solve explicitly for ©. As a 
result, hill-climbing techniques such as the EM algorithm and the Newton Raphson method 
must be adopted to obtain the MLEs of a mixture distribution. In this section, we shall take 
a look at how the parameters in a mixture of two geometric distributions can be estimated 
using the MLE via the EM algorithm.
4.1.2 T he E xpectation-M axim isation  A lgorithm
In Section 3.1.3 we have demonstrated the application of the EM algorithm for the ML fitting 
of a mixture of two exponential distributions. In this section, we apply this algorithm to 
the discrete analogue, a mixture of two geometric distributions, with a similar procedure. 
W ith the addition of the hidden component label data Z j i  to the problem, the likelihood 
function is considered as complete when it is expressed in the form of
n 0
lc (©) =  [logp  +  log a  +  ( r i i  -  1) log (1 -  a ) ] + Z 2i [log (1 -  p) +  log b +  {m -  1) log (1 -
i —1
( jA\
0 ;  0  J is then computed in the 
E-step; whereas in the M-step, the estimates of parameter © is updated by maximising
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Figure 4.3: PM F plots of mixtures of two geometric distributions for varying separation.
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E -step
The posterior probabilities are calculated using (3.14):
T1 (n i ;0 W) =
p ( f c ) a (*0 ( i  _  a ( k ) )
rii—1
p(k)a(k) (l — 1 +  ( l — (l  — rii —l ’
(4.7)
(1 -  p (fe)) &(*) ( 1 - 6 W )
n » - l
p(fc)a(fc) ( l  — a(fe))n* 1 +  ( l  — ( l  — 1
Following (3.15), the conditional expected complete data log-likelihood is in the form of
(4.8)
Q(0; eW) = E
n 0 t i (rii] €>(fc))  [logp +  log a +  (n* -  1) log(l -  a)]
^  |  +T2 (n*; © (/c))  [log (1 -  p) +  log b +  (ra* -  1) log (1 -  6)] 
where t i  (rii] © ^ ^  and r 2 are given by (4.7) and (4.8).
M -step
The mixing probability p is estimated using the posterior probabilities in (4.7)
n° (rii] ©^)
p (*+ i ) = e
■ (4-9)
(4.10)
i—1
The M-step for geometric components exists in closed form. Recalling (3.22), is
simply the root of
71 o  . p \yZTi (ni; ®k) iiogp+ioga+^ ^  -  a)i= °
i =1
(n i ; © W)
7=1
1 ru -  1
a 1 — a =  0 .
Therefore, 0 =  (a, 6) is updated by
a(A:+1> =
Similarly,
^  /  a (*)\ J J r i  n i ; ©
z—1 V
n° (  ~ ( 
E ntr i ( ^ ; ©
*=i v
^  ( A W ) 2 > 2 K ;@
(4.11)
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r = 2 Simulated Value
n 0 10 15 20 50 1000
E[a] 0.1193 0.1137 0.1095 0.1033 0.0998
E b 0.2561 0.2484 0.2515 0.2415 0.2145
E P\ 0.5853 0.5843 0.5803 0.5728 0.6049
(a — a)2 0.0004 0.0002 9.03 x 10~5 1.07 x 10"5 5.97 x 10“ 8M 
| 
1 0.0044 0.0034 0.0038 0.0027 0.00060
(p ~ pY 0.0002 0.0003 0.0004 0.0007 2.40 x 10~5
Var a] 0.0026 0.0018 0.0014 0.0009 0.0002
Var b 0.0489 0.0440 0.0436 0.0365 0.0076
Var JP. 0.0182 0.0222 0.0260 0.0378 0.0282
M S E a] 0.0030 0.0019 0.0015 0.0009 0.0002
M S E b 0.0533 0.0474 0.0474 0.0391 0.0082
M S E P] 0.0185 0.0225 0.0264 0.0385 0.0282
Table 4.2: Performance of the MLE via the EM algorithm for 10000 data sets simulated from 
a mixture of two geometric distributions with a = 0.1, b = 0.19 and p =  0.6 for different 
sample size n Q . Starting values are set as true values.
where t \  { n ^  © ^ ^  and T2 ( r i f ,  © ^ ^  are updated according to (4.7) and (4.8) respectively. 
The iteration is repeated until the stopping criterion suggested by Bohning et al. (1994) 
using Aitken’s acceleration (as described in Section 3.1.3£) is satisfied.
4.1 .3  Sim ulation R esu lts
For illustration, a simulation experiment is carried out in order to examine the performance 
of the MLE for different sample sizes nD = (10,15,20,50,1000) and different separations 
between the two components. 10000 data sets each consisting of n Q observations were 
simulated from a two-component geometric mixture model with a = 0.1, b = 1 — 0.9r and 
p = 0.6. The "unknown" parameter vector © =  (a, 6,p) is estimated for each of the 10000 
data sets based on the MLE using the EM algorithm. For simplicity, we use the true values 
of the parameters as the starting values, © °^  ^ =  (0.1,1 — 0.O’", 0.6); the stopping criterion 
adopted is the Aitken’s method discussed in (3.32), whereas the tolerance value is set as 
0.00001.
Tables 4.2, 4.3 and 4.4 evaluate the estimation error through the average square of bias in 
\ 2
estimator i^E © — ©^ , the variance Var © and the mean square error M S E © over
all replications for a geometric mixture model with r = 2, r =  5 and r = 10 respectively. For 
each r, V ar [a] and V ar b decrease gradually when sample size increases. Nevertheless,
when r is small (r =  2 and 5), (p — p) and Var \p] actually increase when the sample size 
increases from n0 =  10 to 50. Comparing these three tables, it is clear that, as might be 
expected, the MLE via the EM algorithm performs best for a mixture of two geometric
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r  — 5 Simulated Value
TL0 10 15 20 50 1000
E a] 0.1259 0.1140 0.1103 0.1013 0.1002
E b 0.4689 0.4726 0.4733 0.4660 0.4138
E P\ 0.5979 0.5900 0.5855 0.5798 0.5998
( I - a ) 31 0.0007 0.0002 0.0001 1.68 x 10“ 6 2.53 x 10“ 8
(M 0.0035 0.0040 0.0041 0.0032 1.83 x 10"5(P-p) 4.62 x 10“ 6 0.0001 0.0002 0.0004 4.51 x 10“ 8
Var a] 0.0051 0.0029 0.0021 0.0008 3.51 x 10“ 5
Var b 0.0798 0.0727 0.0674 0.0434 0.0017
V ar P 0.0392 0.0417 0.0423 0.0355 0.0022
M S E a] 0.0058 0.0031 0.0022 0.0008 3.51 x 10“ 5
M S E b 0.0833 0.0766 0.0715 0.0466 0.0017
M S E P\ 0.0392 0.0418 0.0426 0.0359 0.0022
Table 4.3: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a mixture of two geometric distributions with a — 0.1, b — 0.4095 and p =  0.6 for 
different sample size n 0. Starting values are set as true values.
r  =  10 Simulated Value
nQ 10 15 20 50 1000
E a] 0.1222 0.1103 0.1070 0.1023 0.1002
E b 0.6749 0.6818 0.6862 0.6773 0.6527
E P\ 0.5905 0.5845 0.5846 0.5883 0.5998
{ a ,- a ) 1 0.0005 0.0001 4.95 x 10-5 5.06 x 10"6 3.06 x 10"8
(H 0.0006 0.0009 0.0012 0.0007 1.95 x 10"6
( p - p ) 9.08 x 10“ 5 0.0002 0.0002 0.0001 2.90 x 10~8
Var 0.0058 0.0028 0.0017 0.0006 2.32 x 10“ 5
Var b 0.0705 0.0601 0.0513 0.0304 0.00142
Var P. 0.0432 0.0382 0.0323 0.0175 0.0008
M S E a] 0.0062 0.0029 0.0018 0.0006 2.33 x 10~5
M S E b 0.0711 0.0610 0.0525 0.0311 0.0014
M S E P] 0.0433 0.0385 0.0325 0.0176 0.0008
Table 4.4: Performance of the MLE via the EM algorithm for 10000 data sets simulated
from a mixture of two geometric distributions with a  =  0.1, b =  0.6513 and p  =  0.6 for
different sample size n 0 . Starting values are set as true values.
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Figure 4.4: Scatter plot of MLE b versus a for mixtures of two geometric distributions with 
a -  0.1, b =  0.19, p =  0.6 and n0 =  10.
distributions with a large sample size and a large separation between the two components.
Unlike its continuous analogue, mixture of exponentials, the ML estimates have low bias 
and small variances when n0 is small, even when components are less clearly separated. We 
recall the performance of the MLE on mixture exponential distribution from Tables 3.1 to 
3.3, the variance of the second rate parameter estimate can be very large for small samples. 
Conversely, Var b are small here, even for small samples with a small separation between 
the components.
We take a closer look on the 10000 estimates from data sets which are small in both 
size and separation between the components (nG =  10, r  =  2) by plotting a scatter plot 
of b against a in Figure 4.4. We discover that a majority of b has a close value to a, as 
shown by the straight line at the lower part of the scatter plot. Indeed, 56.63% of the
estimates have b — a < 0.01, in other words most of the fitted distributions are single
geometric distributions rather than mixtures; whereas 2.7% of b has a value of 1, as shown
r = 2, n = 10.o
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Figure 4.5: Scatter plot of MLE b versus a for mixtures of two geometric distributions with 
a = 0.1, b = 0.19, p — 0.6 and n0 = 1000.
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Figure 4.6: Scatter plot of MLE b versus a for mixtures of two geometric distributions with 
a = 0.1, b =  0.6-513, p =  0.6 and n0 =  1000.
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by the horizontal line on the upper part of the scatter plot. We chose the initial values to 
fall within the admissible limits for the parameters (a, b and p are all probabilities with a 
value between 0 and 1), therefore it is impossible to obtain estimates outside these limits. 
Since all estimates lie between 0 and 1, their variances are small although most of the fitted 
distributions have poor goodness of fit for small samples. We show the scatter plot of b 
versus a estimated from data sets with the same separation (r =  2) but a large number of 
observations (n0 =  1000) in Figure 4.5. The estimation of a and b are clearly improved when 
the number of observations in a data set is increased, as most of the estimates lie near to the 
region of the true value (a =  0.1 and b = 0.19). For mixtures with more clearly separated 
component densities, the estimation problem is obviously easier especially when the sample 
size is as large as 1000. We see a scatter plot of b versus a estimated from data sets, each 
consisting 1000 observations, arising from a mixture of two geometric distributions with 
r  =  10 in Figure 4.6; a great majority of the estimates lie near to the region of the true 
value (a = 0.1 and b = 0.6513).
4.1 .4  D iscussion
For a mixture of two geometric distributions, the ML method should be able to provide 
reasonable parameter estimates. The variances of the estimators are considerably low, 
even for samples of small sizes. However, our investigation shows that most of the fitted 
distributions for small samples are actually a single geometric distribution. Since we know 
all parameters are probabilities and should lie in the interval (0,1), we choose the initial 
values within this limit and hence the final values will always lie inside the admissible limit. 
As a consequence, the variances of the estimators are small even for small samples, although 
the ML inferred distributions are not ideal.
As we mentioned in Chapter 3, good initial values are vital when ML method is used. 
As seen from our simulation results, problems have arisen even when starting values are 
set as the true values for small samples. W ith less clearly separated component distribu­
tions, various starting values may lead to widely different final estimates. To conclude, for 
estimating the parameters in a mixture geometric where the two components are not well 
separated, very large samples may be needed.
4.2 The M ethod of Rising Factorial M oments
4.2.1 Introduction
Several authors, for example, Blischke (1964), Rider (1961) and Hasselblad (1969) have 
made use of factorial moments to estimate the parameters in discrete mixtures in which the 
components are binomial or Poisson. In this section, we apply the method of rising factorial 
moments on the estimation problem for the distribution of the discrete lifetime, denoted by 
A, in the level of a hidden Markov chain with transition matrix (4.1). As shown earlier,
4.2. T H E  M ETH O D  OF RISIN G  FACTORIAL M O M ENTS 168
when the number of hidden states in the level is m  = 2, the PMF of N  is in the form of 
(4.4), which is a linear combination (not necessarily a positive mixture) of two geometric 
distributions. In this chapter, we concentrate on the positive mixture in which the mixing 
weight p is in the interval (0,1) before we extend our study to the case when p is allowed 
to be greater than 1 in the next chapter.
We denote the kth rising factorial moment as pk, defined as
pk = E  [N (1 +  N ) ... (k + N - 1 ) ]  = E
T  (N  +  k)
T ( N )
(4.13)
For a two-component geometric mixture model, we consider the first three rising factorial 
moments
P k  =  k l
for k =  1 ,2  and 3. Now if we set
P _  +  ( 1 - P )
bk
(4.14)
=  %  (415) 
i.e. if we choose zk s to be normalised rising factorial moments of our discrete distribution, 
by analogy with the continuous case, we obtain the same equation for the parameters a, 
b and p  following the procedure from (3.67) to (3.70) in Section 3.2.1. To estimate these 
parameters, we simply replace zk s by zk s, where the latter are the estimates of the rising 
factorial moments from our discrete data, given by
—
r  {rii ■+• k )
n0T (k + 1) “  T (ni)
So far things are exactly analogous to the continuous case. The parameter a =  1 — a 
is the largest eigenvalue of P  in (4.1) which is positive and not exceeding 1. b = 1 — b is 
the other eigenvalue of P  which is real and not greater than a in absolute value, but may 
be negative. The fact that this eigenvalue can be negative adds a great deal of subtly to 
the discrete case. First we note that the PMF in (4.4) can be an actual PMF if it remains 
everywhere non-negative. This imposes the following restrictions on p:
-i _ T
p  < if 6 > 0, (4.16)
a — b
- 6 ( 1 - 6 )  1 - 6  _
• /_ t\ < V <  ^— r lf b < 0.[a — b) a — b
Given any PMF /  as in (4.4) with the above constraints on its parameters, we can con­
struct matrices P  whose associated N  has a PMF equal to / .  When b > 0, the construction 
will be exactly analogous to the continuous case. Both cases have been thoroughly inves­
tigated by Jalali (2002 and 2005c). When 6 < 0, we need a different type of construction. 
The following theorem completes the problem of matrix reconstruction.
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r 2 3 4 5 6
E a] 0.0999 0.1017 0.1015 0.1015 0.1011
E b -0.1827 0.3535 0.3524 0.5454 0.7685
E P\ 0.6375 0.6325 0.6230 0.6200 0.6144
( b - a f 1.02 x 10~8 2.78 x 10"6 2.15 x 10"6 2.14 x 10"6 1.24 x 10“6
M a 0.1389 0.0068 0.0001 0.0185 0.0900
(p ~ p Y 0.0014 0.0011 0.0005 0.0004 0.0002
V a r a] 0.0003 0.0002 0.0001 0.0001 0.0001
V a r b 12551 65 621 166 155
V a r P. 0.0781 0.0306 0.0196 0.0156 0.0138
M S E a] 0.0003 0.0002 0.0001 0.0001 0.0001
M S E b 12551 65 621 166 155
M S E P\ 0.0795 0.0316 0.0201 0.0160 0.0140
Table 4.5: Performance of the method of rising factorial moments for 10000 data sets sim­
ulated from a mixture of two geometric distributions with varying b = 1 — 0.9r and fixed 
a  = 0.1 and p  = 0.6. r  ranging from 2 to 6.
4.2.2 S im ulation  R esu lts
We carried out a simulation experiment to examine the performance of the rising factorial 
moment estimator in the estimation problem of a two-component geometric mixture model 
with different level of separation between the two components. As we expect this method 
to be implausible for samples of small sizes, we focus on large samples by simulating data 
sets with 1000 observations. In order to investigate the effect of separation between the 
components on the estimation, we considered nine degrees of separation varying from r  = 2 
to r  =  10. For each r, we generated 10000 data sets from a mixture of two geometric 
distributions with a  = 0.1, b = 1 — 0.97, and p  =  0.6, and estimated the parameters using the 
method of rising factorial moments. For ease of analysis, we exclude any complex estimates 
during the simulation experiment. The estimation results are presented in Tables 4.5 and
4.6. Judging from E © and the bias2, the estimation of a  and p  are reasonable as they are 
close to the true values. Both of the V a r  [a] and V a r \ p ], and hence their mean square errors, 
decrease as the components become further from each other. Unfortunately, the estimation 
of b, like the continuous analogue, is not consistent; we note the negative average of b, as 
shown in the tables, when r  = 2 and 7. Since b is given by y-1 , where y  is the smaller root 
of the quadratic equation (3.68), b is not necessarily to be found in the interval (0,1). It 
may be negative, greater than 1 or in a complex form. We have shown in Chapter 3 that b 
is indeed very sensitive to y  (see Figure 3.9), a small departure of y  from its true value can 
cause an extremely large estimate of b , which is not realistic as b is a probability.
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r 7 8 9 10
E d] 0.1013 0.1012 0.1011 0.1012
E b -0.6074 0.8562 0.3460 1.0871
E P] 0.6157 0.6144 0.6123 0.6122MTT1 1.66 x 10-6 1.40 x io-6 1.24 x 10“ 6 1.44 x 10"6
M 1.2749 0.0822 0.07108 0.1899
( P - pY 0.0002 0.0002 0.00015 0.0001
Var a] 0.0001 0.0001 0.00010 9.76 x 10“5
Var b 10658 390 824 1232
Var P. 0.0119 0.0108 0.0108 0.0100
M S E a\ 0.0001 0.0001 0.0001 9.90 x 10“ 5
M S E b 10659 390 824 1232
M S E P] 0.0122 0.0110 0.0109 0.0101
Table 4.6: Performance of the method of rising factorial moments for 10000 data sets sim­
ulated from a mixture of two geometric distributions with varying b = 1 — 0.9r and fixed 
a = 0.1 and p = 0.6. r ranging from 7 to 10.
4.2 .3  D iscussion
The method of moments was the most popular way of estimating the parameters in a mixture 
distribution before computers became readily available. It is simpler and quicker than the 
more statistically respectable ML approach. Nevertheless, in these days of very powerful 
computers, the "highly intractable" likelihood equations can be solved with little difficulty. 
Many authors (for example, Blischke (1964) and Hasselblad (1969)) had compared the 
performance of these two approaches and found that the method of moments is outperformed 
by the MLE in most cases. Hasselblad (1969) showed that the moment estimators for 
mixtures of binomial distributions have sample variances which are uniformly larger than 
the sample variances of the MLE. Our study on mixtures of geometric distributions yields 
similar results. By comparing the estimation errors in Tables 4.5 and 4.6 to the ones in 
Tables 4.2, 4.3 and 4.4, we instantly know that the variance of the moment estimator of b is 
larger than the one provided by the MLE to a large extent. We have mentioned before that 
there is no guarantee that the estimates of a and b are in the interval (0,1); they may be 
negative, imaginary or greater than one. This makes the moment estimator an unattractive 
candidate for the estimation problem of a mixture geometric.
Another reason for the poor estimation of b is the variation between the moments, as we 
discussed previously in Chapter 3. For a mixture of two geometric distributions with r  =  10 
and p = 0.6, the first component has a parameter a = 0.1 and the second component has a 
parameter b = 0.6513. Let us denote zak as the theoretical kth normalised moment of the 
first geometric component, as the the theoretical kth normalised moment of the second 
geometric component, and zk as the theoretical kth normalised moment of the mixture
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k Zak Zbk Zk z a kZ h k
1 10 1.5353 6.6141 6.5132
2 100 2.3573 60.9430 42.4220
3 1000 3.6192 601.4477 276.3035
Table 4.7: Theoretical moments zk of a sample with a mixture of two geometric distributions 
with a — 0.1, b = 0.6513 and p =  0.6, and the ratio of the moments of the two geometric 
components.
distribution; these theoretical moments are shown in Table 4.7. It is obvious that the effect 
of the second component on the third moment of the mixture is insignificant, compared 
to the first component. Therefore, to improve the estimation of 6, we need a method that 
controls the variation between the moments.
4.3 The M ethod of Rising Factorial Fractional Moments
4.3.1 Introduction
In Chapter 3, we extended the traditional method of moments in an interesting way by 
replacing the integer k in moment p,k with a fraction k . Our simulation results confirm that 
the method of fractional moments improves the parameter estimation for a two-component 
exponential mixture model. Since the standard method of rising factorial moments provides 
estimates of b which are badly biased and have large variances, we shall now consider the 
modified approach, namely the method of rising factorial fractional moments, to solve the 
estimation problem for a geometric mixture. We desire a method that reduces the variation 
between moments so tha t the estimate of b becomes more promising.
We now study the method of rising factorial fractional moments on the discrete case, 
where the integer k is substituted by a fraction k in (4.13) as follows:
Pk = E [ N( 1  + N) . . . ( k  + N - 1 ) ]  = E
T  (N  +  k)
r(jv) (4.17)
The latter expression in (4.17) is meaningful, as it allows k to be, instead of an integer, any 
positive real number. Hence, we define the K,th rising factorial fractional moment of TV as
Pk = E
r(JV  +  «)
T( N) (4.18)
We next embark on finding the value of this moment:
E l -7 ^n —i  v
T (n +  k)
i)Tf (n)  =  J 2n —0
r  (n +  1 +  k)
n\
[5 (n) -  S  (n +  1)]. (4.19)
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We can write (4.19) as
Pk = Y 2 S { n )
71=0
T (n +  1 +  k) T (n +  k)
= £
kT (n +  k)
n —0
n! (n — 1)!
The sum in (4.20) can also be written as
__ . ^  k (k +  1 )...(«  +  n — 1) „ . .
Pk = r (« +  1) -^------------‘- S { n ) .
S  (n ) .  (4.20)
(4.21)
n —0
For the discrete sojourn time AT in a level of a hidden Markov chain with a transition matrix 
(4.1), the survival function is
S(n )  = -^-Pnln 
1 — a
Putting (4.22) in (4.21) we get
r k + i ) -
1 — a
The normalised rising factorial moment is of course
zK = P k
u
r  (k +  1) 1 — a
( I - P ) - Kl n.
(4.22)
(4.23)
(4.24)
We know the distribution of A  is a linear combination of two geometric distributions when 
there are two states hidden in the level. Therefore the survival function, with parameter 
vector © =  (a, b,p), is given by
S ( n ) = p (  I -  a)n +  (1 -  p) (1 -  b)n , 
and hence the Kth rising factorial moment is in the form of
P k  =  r  (« +  1) P , ( i - r faK bK (4.25)
By comparing (4.25) with (3.78), we can see that even for fractional moments the first part 
of Theorem 2 holds.
T h eo rem  9 (generalised) (Jalali (2005c))
When between our continuous and discrete models the canonical relations we defined 
exists, then p K =  for all positive k . (the rest of the theorem can similarly be generalised).
If n i , ..., n Uo is a sample of size n0, we need to find the estimates of the normalised rising
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K, zaK zbK ZK ZgK,
0.1 1.2589 1.0438 1.1729 1.2061
0.2 1.5849 1.0895 1.3868 1.4547
0.3 1.9953 1.1373 1.6521 1.7544
Table 4.8: Theoretical moments zK of a sample with a mixture of two geometric distributions 
with a =  0.1, b =  0.6513 and p = 0.6, and the ratio of the moments of the two geometric 
components.
factorial fractional moments
. _  1 vA T (rij +  k ) 1 vA «(« +  !)... (K +  rij — 1)
K n 0r ( K  +  1) A -  r ( m )  n0K ^  K - i ) !  ' { ' D)
v '  %— i  v '  i = i  v '
The rest of the procedure is as in the analogous continuous case (from (3.80) to (3.86)). 
Since we need three moments, zK, zK2 and zK3, we, like before, let &2 =  2k  and =  3k, for 
simplicity.
We shall now demonstrate how a modification made on the standard method of rising 
factorial moments helps in controlling the variation between moments for a mixture of two 
geometric distributions with a =  0.1, b = 0.6513 and p = 0.6. We denote zaK as the theo­
retical Kth normalised moment of the first geometric component, ZbK as the the theoretical 
nth normalised moment of the second geometric component, and zK as the theoretical kth 
normalised moment of the mixture distribution; the theoretical moments (when k =  0.1) 
are shown in Table 4.8. Compare these with the ones given by the standard approach in
Table 4.7, the ratio is significantly smaller; when k = 1, is 276 and this ratio is 
zbn zb3
greatly reduced to 1.7544 when k = 0.1 is used. Both components now have a similar effect
on the mixture moments, so the fractional moment estimator should be able to provide more
reasonable estimates of b, compared to the ordinary moment estimator.
4.3.2 Sim ulation R esu lts
Now, let us study the simulation results of the method of rising factorial fractional moments 
from Tables 4.9 to 4.11. Like before, we consider three degrees of separation: r = (2, 5,10) 
for samples of different sizes n 0 =  (10,15,20,50,1000). We took ten values of k  ranging from 
0.1 to 1 with an increment of 0.1. For each k, we generated 10000 data sets, each consisting 
of nQ observations, arising from a two-component geometric mixture model with a = 0.1, 
b = 1 — 0.9r and p — 0.6. We then fitted every data sets with three observed normalised 
rising factorial fractional moments zK, Z2K and z%K. The measures of errors, namely the 
bias2, variances and mean square errors, of the resulting 10000 estimators a, b and p  were 
calculated and we present the minimum of these errors in the tables. The corresponding k ’s 
are shown in brackets in the tables.
Looking at Table 4.9, it is obvious that, for any sample size nQ, we should use a large 
fraction (/£ > 0.8) to estimate a and b for a geometric mixture with a small separation r — 2.
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r = 2 Simulated Value
nQ 10 15 20 50 1000
(a — a )2 8.15 x 10"v (0.4)
6.60 x 10~8 
(0.3)
3.24 x 10“ 8 
(0.5)
5.87 x 10"6 
(0.1)
1.17 x 10“ 8 
(1)
(M* 3(0.9) 0.1380(1) 0.1178(1) 3(0.9) 0.0262(1)
(P - p ) 2
1.85 x 10~5 
(0.8)
4.39 x 10~5 
(0.7)
0.0002
(0.6)
0.0002
(0.4)
2.63 x 10~5 
(0.9)
Var  [a] 0.0032
(1)
0.0025
(1)
0.0020
(1)
0.0014
(1)
0.0003
(0.9)
Var b 767(0.9)
722
(0.8)
150
(1)
232
(0.8)
8
(0.8)
Var  [p] 0.4403(0.1)
0.3450
(0.1)
0.3108
(1)
0.2269 
(o .i ) .
0.0708
(0.7)
M S E  [a] 0.0032
(1)
0.0025
(1)
0.0020
(1)
0.0014
(1)
0.0003
(0.9)
M S E s] 770(0.9) 725(0.8) 151(1) 5703(0.9) 8(0.8)
M S E  \p\ 0.4935(0.1)
0.3827
(0.1)
0.3164
(1)
0.2438
(0.1)
0.0710
(0.7)
Table 4.9: Performance of the method of rising factorial fractional moments for 10000 data 
sets simulated from a mixture of two geometric distributions with a = 0.1, b = 0.19 and 
p = 0.6 for different sample size n0.
For p, we should use k, = 0.1 for small samples (nG < 50) and k, = 0.7 for large samples 
(nQ = 1000). By now, we should not be surprised to see large Var b for samples with 
a small separation r  =  2 and small sample size. Our previous study on the continuous 
analogue showed that the existence of a few large estimates of b makes Var  b extremely 
large. We learned how a small y in (3.86) causes an over-estimation of b. Let us know focus 
on Figure 4.7 and study why Var b is 8 when nQ = 1000 in Table 4.9. The figure shows 
the scatter plot of b and y\ we can see that there exists six 6’s with values greater than 50. If 
we exclude these six outliers from the 10000 estimates of 6, the variance of b is then reduced 
to 2. We also note that the corresponding values of y of these outliers are very small and 
close to 0.
Since the agreement between small samples and large samples on the best k which 
minimises the variances of estimator b is not good for r  =  5 and r — 10, as seen in Tables 
4.10 and 4.11, we shall first analyse the large sample results for these two cases. For 
geometric mixtures with r =  5, the best fraction for estimating all three parameters is 
undoubtedly n = 0.2, in terms of both the variance and the mean square error. When the 
components are better separated with r  =  10, the best fraction for all parameters reduces 
to k =  0.1. In other words, the best fraction reduces with r.
In both tables, we found that the best fraction for b appears to be k =  1 when samples 
are small in sizes. This made us think that the ordinary moments perform better in small
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a = 0.1, r=  2, p  = 0.6, n = 1,000 • ’ r ' o ’
150
100
•Q
y
Figure 4.7: Plot of b versus y when k, = 0.8 is used to estimate from 10000 data sets, each 
consisting of 1000 observations, arising from a mixture of two geometric distributions with 
a -- 0.1, b = 0.19 and p = 0.6.
r = 5 Simulated Value
nQ 10 15 20 50 1000
(a — a)2 1.27 x 10~8 (0.9)
2.41 x 10"6 
(0.8)
4.15 x 10~7 
(0.8)
9.29 x 10-y 
(0-3)
3.51 x 10~9 
(0.2)
(M* 0.3522(1) 0.1231(1) 0.0602(1) 0.1145(1) 1.11 x 10"5 (0.1)
(p - p ) 2
0.0014
(0.4)
0.0002
(0.6)
3.83 x 10“ 6 
(0.3)
1.05 x 10“ 5 
(0.8)
4.80 x 10~7 
(0.3)
Var  [a] 0.0048
(1)
0.0032
(1)
0.0023
(0.6)
0.0010
(0.6)
4.32 x 10"5 
(0.2)
Var b 3204
(1)
290
(1)
2098
(1)
1136
(1)
0.0025
(0.2)
Var  [p] 0.2400(0.3)
0.1570
(0.1)
0.1236
(0.4)
0.0541
(0.7)
0.0032
(0.2)
M S E  [a] 0.0053
(1)
0.0032
(0.8)
0.0023
(0.6)
0.0010
(0.8)
4.32 x 10“ 5 
(0.2)
M S E b] 3204
(1)
290
(1)
2098
(1)
1136
(1)
0.0025
(0.2)
M S E  \p\ 0.2421(0.4)
0.1588
(0.1)
0.1238
(0.4)
0.0543
(0.7)
0.0032
(0.2)
Table 4.10: Performance of the method of rising factorial fractional moments for 10000 data
sets simulated from a mixture of two geometric distributions with a =  0.1, b =  0.4095 and
p =  0.6 for different sample size n0.
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r  =  10 Simulated Value
nQ 10 15 20 50 1000
{a — a )2 0.0002(0.9)
2.14 x 10“ 5 
(0.9)
1.16 x 10“ 5 
(0.9)
5.48 x 10“6 
(0.9)
1.73 x 10“ 8 
(0.1)
(M2 0.2014(1) 0.2548(1) 3.6516(1) 0.8165(0.2) 4.98 x lO"6 (0.1)
( p - p ) 2
0.0094
(0.5)
4.30 x 10~6 
(0.6)
3.73 x 10"5 
(0.1)
4.68 x 10~6 
(0.1)
2.78 x 10-8 
(0.1)
Var  [a] 0.0057(0.5)
0.0033
(0.4)
0.0021
(0.3)
0.0006
(0.1)
2.52 x 10~5 
(0.1)
Var b 1062
(1)
2687
(1)
24667
(1)
5946
(1)
0.0020
(0.1)
Var \p\ 0.1064(0.5)
0.0731
(0.4)
0.0506
(0.4)
0.0213
(0.1)
0.0010
(0.1)
M S E  [a] 0.0063(0.3)
0.0035
(0.1)
0.0023
(0.3)
0.0006
(0.1)
2.53 x 10"5 
(0.1)
M S E b 1062
(1)
2688
(1)
24671
(1)
5947
(1)
0.0020
(0.1)
M S E  [p] 0.1158(0.5)
0.0746
(0.4)
0.0521
(0.4)
0.0213
(0.1)
0.0010
(0.1)
Table 4.11: Performance of the method of rising factorial fractional moments for 10000 data 
sets simulated from a mixture of two geometric distributions with a =  0.1, b =  0.6513 and 
p = 0.6 for different sample size n0.
samples. We investigated the 10000 estimators and found that most of the fitted distribu­
tions are unreasonable when k = 1. For instance, for r = 5 with n 0 = 10, 70.05% of the 
estimates of b are negative; whereas for r  =  10 with the same sample size, we observed 
78.58% negative &’s. Since b is a probability, it is impossible to be negative and so we do 
not recommend the use of k, = 1 for the estimation of b.
We found that the best k  for r =  10 is 0.1 when the number of observations in a sample 
is 1000. When n 0 = 10, the resulted variance of b is extremely large although most of the 
fitted distributions given by k, = 0.1 are more reasonable compared to k, = 1. The reason for 
the large variance is 3.22% of 6’s are severely over-estimated and have values greater than 
100. The maximum b is 2.20 x 1030, which is extremely large because of a poor estimate 
y = 0.0009.
We can confirm that the fractional moment estimator performs better than the standard 
moment estimator by comparing the measures of errors in Table 4.9 to 4.11 with the ones in 
Tables 4.5 and 4.6. For example, the estimation of the parameters in a geometric mixture 
with r = 5 and n0 = 1000 is greatly improved when k  =  0.2 is used; Var [a] is reduced 
from 0.0001 to 4.32 x 10-5 , Var  b is significantly reduced from 166 to 0.0025 and Var  [p] 
is decreased from 0.0156 to 0.0032. We also note tha t the performance of this method is 
greatly enhanced by each of the following factors: larger sample size and better separation.
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4.3 .3  A sym p to tic  C ovariance M atrix  o f th e  R ising Factorial Fractional 
M om ent E stim ators
In this section, we find an approximation for the theoretical asymptotic variance of rising 
factorial fractional moment estimator for a mixture of two geometric distributions. From 
(4.25), the Kth rising factorial moment is given by
The power series involved in (4.29) is just the Gaussian Hypergeometric function with 
parameters («,-£; 1) (see Slater (1966)). Hence, (4.29) is given by
It is well-known (the so-called Kummer’s solutions) that the Hypergeometric function in 
(4.30) can be expressed as
V [ ( i - p )
We follow the procedure in Section 1.5.5 to find an approximation for the covariance matrix 
V  © of the rising factorial fractional moment estimator © =  (a, 6, p ) , which is given by
(4.27)
where D  [©] is the Jacobian matrix with entries dij and V[p] is the covariance
matrix of the rising factorial fractional moments with entries Cov [pK,p^].
Covariance Matrix of the Rising Factorial Fractional Moments
The covariance matrix of the rising factorial fractional moments V  [p] has entries
Cov \pK, pe j = ± - [ E  [(JV)K (JV),] -  E  [(JV)J E  [(JV y ,
Flo
(4.28)
where (N )K represents the Kth rising factorial moment. We denote £ («, I  \ a) as the expec­
tation of the product of (N)K and (N)e for a single geometric distribution with probability 
a. This expectation is defined as
£ ( k ,£ | a)
e IT ( N  + k) T ( N  + £)
[ r ( A ) 2
(4.29)
oo n_j (ft +  l ) n-1 (1+  l)n_1 
( l ) n - l  ( " " I ) *
aT (/c +  l ) r ( £  +  l ) ] T ( l - a )
£ (k, t  | cl) — clY (/c —|— 1) r  (^ —(— 1 ) 2  F\ (/£ T 1, t  1; 1 I 1 — ^0 • (4.30)
2 F\ (k +  1, ^ +  1; 1 | 1 — cl) — a 2F1 (—«, 1 | 1 -  a) . (4.31)
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As the 2 -Pi — £; 1 | 1 — a) series converges, we prefer this representation. Note that when 
ft and £ are positive integers, the series has only a finite number of terms, and we have a 
polynomial in a. So, we express £ (ft, £ \ a) as
£(« ,*  | a) = a~K~£T (ft +  1) T (£ +  1)2 F i(—ft, —£\ 1 | 1 - a ) . (4.32)
Using (4.32), we find the expectation of the product of (N)K and (N)^ for a mixture of 
two geometric distributions with parameter vector © =  (a, 5, p) as follows:
=  P E m K(N)i \a] + ( l - p ) E { ( N ) K(N)i \b}
pa~K~^2F\ (—ft, — £\ 1 | 1 — a)
(4.33)
=  r ( «  +  i ) r ( *  +  i)
+  (1 -  p) (-f t, -£•  1 | 1 -  b)
Hence, substituting (4.33) and (4.25) into (4.28) we obtain the covariance between pK and 
Pi as
Cov \pK, pe] = — r  (ft +  1) T {£ +  1)
Tin
pa K i2F\ ( - f t ,  —£\ 1 | 1 -  a)
+ (1 -  p) b~K~i2Fi (-ft, -£; 1 | 1 -  b)
{ p2a~K~e \
+p (1 -  p) (a~Kb~e +  a~eb~K) 
+  (1 — p)2 b~K~£ J _
(4.34)
Hence, the i j th entry of the covariance matrix of the rising factorial fractional moments 
V\p] is given by Cov [pi:pj] according to the expression in (4.34).
Jacobian Matrix of the Rising Factorial Fractional Moment Estimator
Let D  [0] be the Jacobian Matrix with entries: dij —
where
and
dp*.
d&j '
D [0 ]  =
dpKl dpKl °Pk 1 1
da
9 Pk2
db 
°Pk 2
dp
9P. 2
da
9 Pk3
db
®Pk 3
dp 
®PK 3
da db dp .
da
= - p T  (ft* +  1) ft*a (Ki+1\
db
= -  ( i - p ) r ( K j  + 1) mb (,Ci+1))
dp*,
dp
= r(fti +  l ) ( a - Ki -  b~Ki)
(4.35)
(4.36)
(4.37)
(4.38)
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r Optimal k Var  [a]
2 0.5348 0.0003
3 0.3532 9.22 x 10“ 5
4 0.2502 5.64 x 10"5
5 0.1788 4.26 x 10"5
6 0.1243 3.56 x 10"5
7 0.0857 3.13 x 10“ 5
8 0.0405 2.84 x 10-5
9 0.0100 2.64 x 10~5
10 0.0100 2.50 x 10“ 5
Table 4.12: Optimal fraction k  and theoretical minimum variance of the rising factorial 
fractional moment estimator a for a mixture of two geometric distributions with various r 
and fixed a = 0.1, 6 =  1 — 0.971, p =  0.6 and nQ =  1000.
for i =  1, 2, 3. For simplicity, we set K2 as 2k and k% and 3k  for our investigation.
Approximated Asym ptotic Covariance Matrix of the Rising Factorial Fractional 
Moment Estimator
Now, we can find the approximated covariance matrix of the rising factorial fractional 
moment estimator by substituting the covariance matrix of the rising factorial fractional 
moment V[p] using (4.34) and the Jacobian matrix D [©] from (4.35) into (4.27). By sub­
stituting the true values of 0  =  (a, 6,p) and nQ into (4.27), we obtain an approximation 
for the theoretical variance of the rising factorial fractional moment estimator V  © for a 
mixture of two geometric distributions.
4.3 .4  O ptim al k
The diagonal entries of V  ©j given by (4.27) are Var  [&], Var b and Var \p\ which are all 
in terms of a, 6, p , k  and n0. These expressions allow us to make use of the built-in function 
"FindMinimum" in Mathematica to find the values of /c’s which minimise the variances of 
the estimators in theory. We consider mixtures of two geometric distributions with true 
parameters a =  0.1, 6 =  1 — 0.9r and p — 0.6, with nine different degrees of separation 
between the two components, r = (2,3,..., 10).
Figure 4.8 shows nine plots of Var  [a] versus k  in which each plot represents different r; 
whereas Table 4.12 presents the optimal value of k  for estimating a and the corresponding 
minimum variance for each r. Theoretically, the best k  for a when r  =  2 is 0.5348 with 
minimum Var  [a] =  0.0003; the best k  for a decreases with r, as seen in both Table 4.12 
and Figure 4.8. Indeed, the best k  is below 0.1 for r > 7. We can see that the plots for 
r > 7  are quite flat near to the origin; this means that any k  less than 0.1 should be able to 
provide low variance of a for mixture populations that are well separated.
In Figure 4.9, we show nine plots of Var b versus k \ whereas Table 4.13 outlines the 
optimal k  for estimating 6 and the resulting minimum variance for each r. The optimal k ’s
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V«[*I
r = 3 , a =0.1, p =0.6, n„ —1000
x =  4, a =0.1, p  =0.6, n„ —1000.v«W
i  = 5, a = 0.1, p =0.6, n„ = 1000.v«M
0
0 00012
0
0
0
0
0
i  = 6 , a =0.1, p  =0.6, =  1000.
V«l»|
r = 7 , a  =  0.1, p =0.6, n„ =  1000.v«i»|
r = 8 , a =0.1, p  = 0.6, n„ — 1000.v«l»l
r = 9 ,  a =  0.1, p  =0.6, n„ =  1000.
Vott|
r = 10, a  =0.1, p =0.6, n„ =  1000v«t«l
Figure 4.8: Plots of Var [a] versus k for a m ixture of two geometric distributions with
various r and fixed a =  0.1, b =  1 — 0.9r , p =  0.6 and n0 =  1000.
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i  = 2 , a =0.1, p = 0.6, n„ =  1000 r = 7, a =  0.1, p = 0  6, n„ =  1000.
r = 3 , a  =  0.1, p  =0 .6 , n„=  1000.
r = 4 , a =0.1, p  = 0.6, n„ =  1000.
r = 5, a =0.1, p  = 0  6, n„ =1000
t  =  6, a  = 0.1, p  =0.6, n„ =  1000.
r = 8 , a  = 0.1, p = 0  6, =1000
i  = 9 , a =  0.1, p  =0.6, na =1000
r =  10, a  =  0 1, p = 0  6, n„ =  1000.
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Figure 4.9: P lots of Var b versus k, for a m ixture of two geometric distributions with
various r  and fixed a =  0.1, b =  I — 0.9r , p =  0.6 and n0 =  1000.
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r Optimal ac Var b
2 0.5720 0.0045
3 0.4019 0.0028
4 0.3002 0.0025
5 0.2259 0.0024
6 0.1658 0.0023
7 0.1141 0.0022
8 0.0700 0.0021
9 0.0220 0.0019
10 0.0154 0.0018
Table 4.13: Optimal fraction ac and theoretical minimum variance of the rising factorial 
fractional moment estimator b for a mixture of two geometric distributions with various r  
and fixed a — 0.1, b = 1 — 0.9r , p =  0.6 and nQ =  1000.
r Optimal ac Var \p\
2 0.5512 0.1288
3 0.3714 0.0156
4 0.2648 0.0058
5 0.1875 0.0032
6 0.1257 0.0021
7 0.0732 0.0016
8 0.0512 0.0013
9 0.0100 0.0011
10 0.0100 0.0009
Table 4.14: Optimal fraction ac and theoretical minimum variance of the rising factorial 
fractional moment estimator p for a mixture of two geometric distributions with various r  
and fixed a =  0.1, 6 =  1 — 0.9r , p =  0.6 and nQ =  1000.
for b are slightly larger than the ones for a. For mixtures with little separation between the
b\ for r = 2 is minimisedtwo components, the optimal ac for b is larger; for instance, Var  
when ac = 0.5720. Similarly to a, as shown in Figure 4.13, the plots are flat for ac < 0.2 
when r  > 6. In other words, for mixtures which are well separated, any ac < 0.2 should be 
able to provide estimates of b with low variance.
For p , we show plots of Var  [p] versus ac in Figure 4.10 and the minimum variance of 
p for each r with its counterpart ac in Table 4.14. The trend is similar to the other two 
parameters: the optimal ac decreases with r. For mixtures with r > 7, we can use any 
ac < 0.1 to enhance the precision of p.
We shall now validate the conformity between theory and practice with some simulations. 
For each of the nine r ’s, we simulated 10000 data sets arising from the specified mixture 
geometric distributions and estimated every sample with ten ac’s ranging from 0.1 to 1 
with an increment of 0.1. We found the minimum variances of the estimators a, b and p 
and presented them along with their corresponding ac in Tables 4.15, 4.16 and 4.17. For 
simplicity, we round up the theoretical values of ac and the variances of the estimators shown
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r = 2 , a =  0.1, p  =0.6, n„ =  1000 r = 7 , a =0.1, p  =0,6, n„ =  1000.
i  =  3, a =  0.1, p  =0.6, n„ =1000 i  = 8 , a =  0.1, p  = 0.6, =  1000.
r = 4 , a = 0.1, p  =0.6, n„ =  1000. r = 9 , a = 0.1, p =0.6, n„ =1000.
I = 5 , a =0.1, p  = 0  6, =  1000. r = 10, a = 0 1, p = 0.6, n„ =  1000
i  = 6 , a =  0.1, p  = 0.6, n„ =  1000.
183
Figure 4.10: Plots of Var\p\  versus k for a m ixture of two geometric distributions with
various r and fixed a =  0.1, b =  1 — 0.9r , p =  0.6 and n0 — 1000.
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r Theoretical Optimal k
Practical 
Optimal k
Theoretical 
V ar [a]
Practical 
Var  [a]
2 0.5 0.9 0.0003 0.0003
3 0.4 0.4 9.31 x 10~5 9.66 x 10~5
4 0.3 0.3 5.70 x 10~5 5.85 x 10“ 5
5 0.2 0.2 4.27 x 10~* 4.32 x 10~5
6 0.2 0.1 3.56 x 10~5 3.58 x 10“ *
7 0.1 0.1 3.13 x 10~5 3.18 x 10“ 5
8 0.1 0.1 2.88 x 10~5 2.94 x 10“5
9 0.1 0.1 2.71 x 10~5 2.76 x 10~*
10 0.1 0.1 2.59 x 10~5 2.52 x 10"5
Table 4.15: Theoretical and simulated minimum variance of rising factorial fractional mo­
ment estimator a given by the optimal k, for a mixture of two geometric distributions with 
various r  and fixed a =  0.1, b — 1 — 0.9r , p = 0.6 and nQ =  1000. Simulated figures are 
based on 10000 replications.
r Theoretical Optimal k
Practical 
Optimal k
Theoretical 
Var b
Practical 
Var b
2 0.6 0.8 0.0045 8
3 0.4 0.3 0.0028 0.0037
4 0.3 0.2 0.0025 0.0028
5 0.2 0.2 0.0024 0.0025
6 0.2 0.1 0.0023 0.0023
7 0.1 0.1 0.0022 0.0022
8 0.1 0.1 0.0021 0.0021
9 0.1 0.1 0.0020 0.0021
10 0.1 0.1 0.0020 0.0020
Table 4.16: Theoretical and simulated minimum variance of rising factorial fractional mo­
ment estimator b given by the optimal k for a mixture of two geometric distributions with 
various r  and fixed a = 0.1, 6 =  1 — O.^, p = 0.6 and n 0 = 1000. Simulated figures are 
based on 10000 replications.
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r Theoretical Optimal ac
Practical 
Optimal ac
Theoretical 
Var  \p]
Practical 
Var \p]
2 0.6 0.7 0.1303 0.0708
3 0.4 0.4 0.0156 0.0156
4 0.3 0.3 0.0058 0.0059
5 0.2 0.2 0.0032 0.0032
6 0.1 0.1 0.0021 0.0022
7 0.1 0.1 0.0016 0.0016
8 0.1 0.1 0.0013 0.0013
9 0.1 0.1 0.0011 0.0011
10 0.1 0.1 0.0010 0.0010
Table 4.17: Theoretical and simulated minimum variance of rising factorial fractional mo­
ment estimator p  given by the optimal ac for a mixture of two geometric distributions with 
various r and fixed a = 0.1, 6 = 1  — 0.9r , p = 0.6 and n 0 = 1000. Simulated figures are 
based on 10000 replications.
in Tables 4.12 to 4.14. Since the theoretical best ac for large r (> 7) are generally lower than 
0.1 and we know that the plots are flat for ac < 0.1, we round up the ac to 0.1 for large r. 
As seen in these tables, both the best ac’s and the observed variances have strong agreement 
with the theory, except for r =  2. To conclude, we should use a large ac to estimate a 
two-component geometric distribution with little separation between populations. As the 
components become further and further from each other, we should use a smaller ac; for 
r > 7, any ac less than 0.1 should be able to provide good parameter estimates.
In practice, we do not know the separation between the components, how should we 
choose a good ac to ensure the precision of the estimates? This issue has been discussed and 
solved in Chapter 3 for the case of the exponential mixture. Surely, a similar approach can 
be adopted for the geometric mixture. Given a data set, we should estimate the parameters 
with, say, ten different values of ac, ranging from 0.1 to 1. We then substitute the yielded 
sets of estimates into (4.27) and choose the set of estimates with the minimum Var  0  . 
To prove that we can do this, we simulated a data set, consisting of 1000 observations, from 
a mixture of two geometric distributions with true parameters a = 0.1, 6 =  0.4095 and 
p = 0.6, and estimated the parameters with ten different ac. After substituting the estimates 
into (4.27), we plotted the resulted Var  © alongside the theoretical asymptotic Var  © 
(given by the true parameters) against ac, for © =  a, 6 and p respectively in Figure 4.11. 
Undoubtedly, the agreement between the theory and practice is excellent; the estimates
given by the optimal ac (in this case, the best ac for r  =  5 is 0.2) do make Var  
when they are put into (4.27).
4.3 .5  D iscussion
© smallest
Like the ordinary moments of an exponential mixture, Var [pK\ increases with ac, as illus­
trated in Figure 4.12. For instance, when ac =  1, Var[p2] is 116 and Var[p3\ is 358676
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Figure 4.11: Asymptotic variance of the rising factorial fractional moment estimator given 
by true parameters and parameter estimates versus K, based on a data set, consisting of 
1000 observations, simulated from a mixture of two geometric distributions with a =  0.1, 
b = 0.4095 and p = 0.6.
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a = 0.1, b = 0.19, p = 0.6, nQ = 1000
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Figure 4.12: Plot of Var[pK] versus k for a mixture of two geometric distributions with 
a — 0.1, b = 0.19, p =  0.6 and nQ =  1000.
for a mixture of two geometric distributions with a =  0.1, r  — 2, p — 0.6 and n0 =  1000. 
These large variances of the moments result in poor estimates of the parameters. On the 
other hand, when k, = 0.6 is used, Var [p2\ and Var  [p3] are greatly reduced to, respectively, 
0.2913 and 25. Therefore, a smaller /c, with a lower variance of the moment, yields more 
accurate estimates.
With the use of fractional moments, the efficiency of the usual method of rising factorial 
moments are undoubtedly greatly increased for a mixture of two geometric distributions. 
However, the potential problems for moment based methods still apply for this estimator. 
The estimation of 6, once again, appear to be more difficult compared to a and p. The frac­
tional moment estimator is quite likely to over-estimate 6, particularly for small samples. 
As we mentioned before, the reason for this is the bad estimation of y\ as seen in Figure 
3.17, when y is smaller than its true value and close to the origin, the estimate of b can 
be extremely large. Additionally, the estimates of all three parameters may not automati­
cally lie in the interval (0,1); they may be imaginary or greater than 1. Nevertheless, the 
probability of obtaining such bad estimates decreases with sample size.
This method becomes more robust as the degree of separation increases, especially for 
samples of large sizes. We found an approximation for the theoretical asymptotic variances of 
the estimators which has a sound agreement with simulations. Hence, it allows us to suggest 
good fractions for parameter estimation of mixtures with different degrees of separation 
between populations. For estimating the parameters in a mixture where the two components 
are not well separated, we should use a large k; For mixtures with r  > 6, we can use k, = 0.1 
or any fraction lower than this value to obtain highly precise estimates. We have also
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suggested a solution for users to choose the best k, when they do not know the separation 
between the components in practice. One should simply estimate the parameters with a
© when they arefew different k and choose the set of parameters which minimises Var  
put into (4.27).
For our investigation, we fixed the second fractional moment zK2 as z^K and the third 
fractional moment zKZ as z^K, greater efficiency might be achieved if the values of these two 
fractions and ^ 3 ) are allowed to differ.
4.4 The M ethod of Attenuated Rising Factorial Fractional 
M oments
4.4.1 In trodu ction
As seen in the previous chapter, spectacular gains in efficiency can be obtained if we make a 
small attenuation on the fractional moments used to estimate the parameters in a mixture 
of two exponential distributions. We shall now consider a similar approach for the discrete
fractional moments c 
T ( N  + k)
r (jv) exp (—c N )
escribed in the 
and denote it
analogue by modifying the method of rising factoria 
previous section. Let us consider the expectation E  
as pK (c). Therefore, for a mixture of two geometric distributions with PMF in the form of 
(4.4), the c-attenuated rising factorial moment of order k is given by
p A c) = f > nF r(n)K) (*” ( 1  -  a ) n ~ l  + (1 -  r)b(1 -  (,)n~1)
( 1  - p ) b
n = 1
=  £r(/c +  i)
(4.39)
pa
. ( l - e ( l - a ) )
K + l +
( l - e ( l - b ) )
K + l
where e = exp (—c). We define the normalised c-attenuated rising factorial moment of order 
k as
= Pk (c)r(« + i)
=  £
pa
+
( 1  - p ) b
L(l —c ( l  —a ) ) * + 1  ' ( l - e ( l  - b ) ) K+1 
For estimation purposes, we let
£1  =- pae ( 1  — e ( 1  — a))- 1 ,
S2 = ( 1  -  p) be{ 1 -  e ( 1  -  6))_1 , 
xi  = ( 1  -  e ( l  -  a))-/\
X2 = ( l - e ( l -  b))~K,
(4.40)
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and consider the following system of 4 (= 2m) equations
zq = 5i +  <52, (4-41)
=  81X1 + 82X2,
Z2k = h x \  + 82x\,
z$k = 8 ix \  + 82X2.
The solutions of x \  and X2 can be found by solving the m th order determinantal equation
zo Zk Z2k
det zK Z2k z 3 k =  0
1 U U2
In this case x\  and X2 are the roots of
u2 — su + t = 0,
where
s = z q z ^ k ~  z k z 2 k
Z0Z2k ~  Z\
and
Therefore,
and
t = zkzzk -  
ZqZ2k ~  Zl ‘
Xl =
s +  y/s2 — 4t
x 2 =
S — y / s 2 — 4t
Having found x\  and X2, we shall proceed to find <5i and 82 from
‘  * 1  '
1—<1II ZO
.  5 2  .
Zk
where V  is the Vandermonde matrix based on x\  and X2:
V  =
Hence, from (4.47), we know
1 1
Xi X2
and
61 =
62 =
ZpX2 -  ZK 
X 2  ~  X \
ZK -  ZqX i
X 2 ~  X \
(4.42)
(4.43)
(4.44)
(4.45)
(4.46)
(4.47)
(4.48)
(4.49)
(4.50)
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By now, we have found Xj’s and 6j :s for j  = 1 and 2, so we are able to find a and b from 
the following formulae
a =  l -  e [ l - a : 1 K ] (4.51)
and
b =  1 — e ^1 — x 2 . (4.52)
By substituting (4.51) and c into (4.40), the mixing weight p can be found from
S i ( l - e ( l  — a »  (
ae
If n i , ..., nUo is a sample of size nQ drawn from a two-component geometric mixture distrib­
ution, we obtain the attenuated rising factorial moment estimators by simply replacing zK 
with the sample moments
1 r  (jii +  k) f N
in (4.43) and (4.44), and following the estimation procedure from (4.45) to (4.53).
4.4 .2  Sim ulation R esu lts
In order to evaluate the robustness of using the method of attenuated rising factorial frac­
tional moments for estimating the parameters in a mixture of two geometric distributions, a 
simulation experiment was carried out in which we considered 100 combinations of fraction 
k and attenuation c: n = (0.1,..., 1) and for each n we take c = (0.01,0.02,...,0.1). One 
of our purposes is to investigate the ideal combinations (/s, c) for geometric mixtures with 
different degrees of separation between populations. For each combination, we simulated 
10000 data sets, each of size n 0, drawn from a two component geometric mixture model 
with true parameters a = 0.1, 6 = 1  — 0.9r and p =  0.6. Like before, we considered five 
sample sizes nQ =  (10,15,20,50,1000) and three degrees of separation r = (2,5,10). For 
each r  and nG, we found the lowest measures of errors out of the 100 values and recorded 
them in Tables 4.18, 4.19 and 4.20, in which the corresponding combinations of k and c are 
presented in brackets.
Table 4.18 represents a situation with relatively little separation between the components 
(r = 2). It is clear from the estimation results tha t we should use a large fraction and a 
small attenuation to minimise the variances and mean square errors of all parameters for 
a mixture where the two components are not well separated. Although the variances of 
estimator b are still large for small samples, these values are indeed smaller than the ones 
obtained by the fractional moment estimator. Great improvement in the estimation of b is 
obtained when an attenuation is made on fractional moments, especially when the sample
size is sufficiently large. Recall from Table 4.9 that Var was 8 when tz =  0.8 was used on
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r =  2 Simulated Value
nQ 10 15 20 50 1000
(a — a )2 6.25 x 10~8 (0.5,0.06)
1.05 x 10"7 
(0.5,0.1)
5.29 x 10"12 
(0.2,0.1)
8.97 x 10~8 
(0.1,0.07)
2.89 x 10"6 
(1,0.01)
(Ms 0.0044(1,0.03) 0.0061(1,0.01) 0.0012(1,0.09) 6.95 x 10"6 (1,0.06) 0.0006(1,0.06)
{ p - p ) 2
1.93 x 10“ 1U 
(0.7,0.05)
8.07 x 10“8 
(0.8,0.01)
3.49 x 10~y 
(0.9,0.06)
2.92 x 10-5 
(0.6,0.03)
1.41 x 10_e 
(0.5,0.1)
Var [a] 0.0033(1,0.01)
0.0026
(1,0.01)
0.0022
(1,0.01)
0.0016
(1,0.01)
0.0003
(0.9,0.01)
Var b 122(1,0.01)
122
(1,0.01)
94
(1,0.02)
96
(1,0.04)
0.4134
(0.7,0.04)
Var \p\ 0.4263(0.5,0.02)
0.4090
(1,0.02)
0.2977
(0.1,0.01)
0.2285
(0.2,0.01)
0.0711
(0.8,0.01)
M S E  [a] 0.0033(1,0.01)
0.0026
(1,0.01)
0.0022
(1,0.01)
0.0017
(1,0.01)
0.0003
(0.9,0.01)
M S E b 122(1,0.01)
122
(1,0.01)
94
(1,0.02)
96
(1,0.04)
0.8323
(0.7,0.04)
M S E  [p] 0.4451(1,0.04)
0.4165
(1,0.02)
0.3301
(0.1,0.01)
0.2465
(0.5,0.03)
0.0716
(0.8,0.01)
Table 4.18: Performance of the method of attenuated rising factorial fractional moments 
for 10000 data sets simulated from a mixture of two geometric distributions with a = 0.1, 
b = 0.19 and p = 0.6 for different sample size nG.
samples of size 1000 with r = 2. The variance is nicely reduced to 0.8273 when k = 0.7 and 
c =  0.04 is used on samples with the same separation and same number of observations.
Table 4.19 illustrates the estimation results for mixtures with medium separation (r = 5); 
whereas Table 4.20 presents the performance of the attenuated moment estimator in fitting 
mixtures where the components are well separated. We notice that the best combinations 
(/s, c) for small samples differ from the ones for large samples. We shall first analyse the 
results for large samples. Comparing these two tables, we are certain that the k, in the 
best combination decreases with an increase of the magnitude of the separation. For data 
sets with a large number of observations (nQ = 1000), the performance of this method is 
outstanding as the estimates are low in both bias and variances.
However, we found that the ideal combinations for small samples consist of a large 
fraction and a small attenuation, which are different from the ones for large samples. For 
example, for mixtures with r  =  10 and n 0 = 10, the best combination for estimating b is 
k = 1 and c =  0.09; whereas when the number of observations is increased to 1000, the 
best combination becomes k  =  0.2 and c =  0.04. We investigated the 10000 estimates of b 
for the small samples and found that 28.55% of them are actually negative. These negative 
estimates have certainly reduced the variance of b. Out of these 10000 estimates, 5.03% of 
a are negative; the proportion of negative a are relatively lower compared to b. For samples 
of the same size, when k = 0.2 and c =  0.04 is used, only 3.16% of b and 6.78% of a are
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r — 5 Simulated Value
nQ 10 15 20 50 1000
(d — a )2 9.46 x 10“ 8 (0.7,0.03)
4.49 x 10~9 
(0.2,0.07)
2.20 x 10~s 
(0.3,0.01)
1.37 x 10~8 
(0.8,0.02)
1.46 x 10~1U 
(1,0.06)
(M* 0.0055(1,0.08) 3.96 x 10“ b (1,0.05) 3.46 x 10“ 5 (1,0.01) 5.79 x 10“ 5 (1,0.03) 2.13 x 10~6 (0.5,0.1)
<p - p )2
3.07 x 10“ 9 
(0.6,0.07)
1.15 x 10"7 
(0.3,0.02)
5.64 x lO-6 
(0.2,0.01)
6.44 x 10-7 
(0.1,0.1)
9.83 x 10~1U 
(0.7,0.04)
Var  [a] 0.0049(1,0.01)
0.0031
(0.8,0.01)
0.0023
(0.9,0.01)
0.0010
(0.7,0.01)
4.16 x 10~5 
(0.3,0.02)
Var b 291(1,0.02)
513
(1,0.04)
489 
(0.8,0.09)
48
(0.9,0.08)
0.0022
(0.5,0.05)
Var  [p] 0.2302(0.5,0.03)
0.1446
(1,0.02)
0.1197
(0.9,0.04)
0.0551
(0.9,0.04)
0.0030 
(0.7,0.06)
M S E  [a] 0.0050(0.9,0.03)
0.0031
(0.8,0.01)
0.0023
(0.9,0.01)
0.0010
(0.7,0.01)
4.16 x 10~5 
(0.3,0.02)
M S E b 291(1,0.02)
513
(1,0.04)
491
(0.8,0.09)
49
(0.9,0.08)
0.0022
(0.7,0.09)
M S E  [p] 0.2339(0.5,0.03)
0.1520
(1,0.02)
0.1261
(0.2,0.01)
0.0554
(0.7,0.03)
0.0030
(0.7,0.06)
Table 4.19: Performance of the method of attenuated rising factorial fractional moments 
for 10000 data sets simulated from a mixture of two geometric distributions with a =  0.1, 
b = 0.4095 and p = 0.6 for different sample size nQ.
r = 10 Simulated Value
nQ 10 15 20 50 1000
(a — a)2 4.47 x 10“° (0.1,0.08)
2.45 x 10"7 
(0.1,0.03)
5.91 x 10~8 
(0.5,0.07)
3.42 x 10~n  
(0.8,0.1)
8.35 x 10"11 
(0.2,0.03)
M '
0.0108
(1,0.1)
0.0142
(1,0.05)
0.0027
(1,0.09)
0.0009
(1,0.07)
3.39 x lO"7 
(0.1,0.1)
( p - p ) 2
4.47 x 10“6 
(0.2,0.03)
3.06 x 1 0 '8 
(0.1,0.02)
6.09 x 10~8 
(0.4,0.07)
1.40 x 10~8 
(0.5,0.1)
9.41 x 10"12 
(0.3,0.04)
V  ar [a] 0.0055(0.4,0.01)
0.0032
(0.3,0.01)
0.0021
(0.4,0.02)
0.0006
(0.2,0.01)
2.51 x 10” 5 
(0.1,0.01)
Var b 405(1,0.09)
635 
(0.9,0.1)
290
(1,0.09)
0.1446
(0.4,0.08)
0.0018
(0.2,0.04)
Var  [p] 0.1020(0.5,0.01)
0.0673
(0.7,0.03)
0.0498
(0.6,0.01)
0.0209
(0.4,0.06)
0.0009
(0.2,0.03)
M S E  [a] 0.0057(0.9,0.05)
0.0033
(0.9,0.06)
0.0022 
(0.4,0.02)
0.0006
(0.2,0.01)
2.51 x 10~5 
(0.1,0.01)
M S E b 405(1,0.09)
638 
(0.9,0.1)
290
(1,0.09)
0.1486
(0.4,0.08)
0.0018
(0.3,0.09)
M S E  [p] 0.1081(0.5,0.01)
0.0677 
(0.7,0.03)
0.0501 
(0.6,0.01)
0.0210 
(0.4,0.06)
0.0009
(0.2,0.03)
Table 4.20: Performance of the method of attenuated rising factorial fractional moments
for 10000 data sets simulated from a mixture of two geometric distributions with a =  0.1,
b =  0.6513 and p =  0.6 for different sample size nQ.
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negative. However, with a lower fraction, b is more likely to be over-estimated if x<i in (4.46)
to become extremely 
Doth sets of estimates,
are under-estimated. Therefore, some over-estimated b caused Var  
large when a small fraction is used. Since a and b are probabilities, for 
we excluded unreasonable a ’s and 6’s (i.e. a ’s and 6’s which are outside the interval (0,1)) 
and drew the scatter plots of b against a in Figure 4.13. As a consequence, we are left with 
4192 estimates given by k =  1 and c =  0.09, and 5345 estimates given by k =  0.2 and 
c =  0.04. It is now obvious from the scatter plots that the combination (0.2,0.04) provides a 
larger number of reasonable estimates compared to (1,0.09), the combination which appears 
to minimise the variance of b for small samples. In Figure 4.14, we draw the scatter plots of 
b against a when the number of observations is increased to 1000. Undoubtedly, (0.2,0.04) 
provides more reasonable estimates with lower variation, compared to the estimates given 
by (1,0.09).
Therefore, we should use the combination ( k , c) suggested by the large samples to esti­
mate the parameters, although we might obtain an over-estimated b when the sample size 
is small if X2 is badly estimated. However, the probability of getting a bad X2 will decrease 
when the number of observations is increased. Based on our simulation results, we should 
use a large fraction with a small attenuation for mixtures where the components have little 
separation. The magnitude of fraction should decrease when the degree of separation gets 
larger.
4.4.3 A sym p to tic  Covariance M atrix  o f th e  A tten u ated  R ising Factorial 
Fractional M om ent E stim ators
It will be meaningful if we know the variance of the attenuated rising factorial moment 
estimator for a mixture of two geometric distributions as it allows us to find the optimal 
combination of k and c. We follow the procedure in Section 1.5.5 and find an approximation
for the asymptotic covariance matrix V © of the attenuated rising factorial fractional
moment estimator 0  =  (a, b, p ) , which is given by
V 0 d  [ © r 1 v i
Covariance M atrix of the Attenuated Rising Factorial Fractional Moments
We first find the covariance matrix of the attenuated rising factorial fractional moments 
V  [p] with entries
Cov\pK (c) ,p t (c)\ = L  [E [(N ) KeN (JV),«rN] -  E  [(N)KeN] E  [(JV),£W]] . (4.55)
Tin
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r= 10,n = 10,k- -  1, c = 0.09 o
•Q
0.2, c = 0.04r = 10, nQ = 10, v  =
Figure 4.13: Scatter plots of 6 versus a: Comparison of the performance of two different 
combinations of (k, c) on geometric mixtures with small sample size.
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r= 10, n = 1,000, k-= 1 ,c = 0.09
0.8
0.4
0.08 0.09 0.11 0.12
r -  10, n = 1,000, „ = 0.2, c = 0.04
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.08 0.09 0.11 0.12
0.13
0.13
Figure 4.14: Scatter plots of b versus a: Comparison of the performance two different 
combinations of (k, c) on geometric mixtures with large sample size.
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We denote £ (ft, c | a) as the expectation of the product of (N)K eN and (N)^ eN for a single 
geometric distribution with probability a. This expectation is defined as
£ (ft,^, c  | a) = E
r { N  + K )T{N  + £) 2N 
T ( N ) 2 £
(4.56)
=  ae2T (« +  l ) r ( £ + l ) £ ;  [(1 -  a)e2]
n = 1
n-1 (« +  l ) n_! (I +  l ) w_ i  
( l ) n - l  ( n  — 1 ) !
The power series involved in (4.56) is again the Gaussian Hypergeometric function with 
parameters (ft, •£;!). Hence, (4.56) is given by
£ (ft, £, c | a) = ae2T (ft +  1) T (£ +  1)2 (ft +  1, i  +  1; 1 | (1 — a) £2) . (4.57)
Once again, we make use of the Rummer’s solution and rewrite (4.57) in terms of a favourable 
convergent series:
2Fi (k +  M  +  1;1 | (1 — a ) e2) =  ( l - ( l - a ) e 2) * * S-Fi 1 | ( l - a ) £2) .
(4.58)
Hence, we express £ (ft, £,c\ a) using (4.58) as
£ (ft, £, c | a) =  ae2r  (ft +  1) T (  ^+  1) ( l — (1 — a) e2) K i 1 2 F 1 (—ft, — 1 | (1 — a) £2) .
(4.59)
Using (4.59), we can now find the expectation of the product of (N ) k sn  and (N)eeN 
for a mixture of two geometric distributions with parameter vector 0  — (a, 6, p ) as follows:
= p E [ ( N ) K(N)es 2N \ a ] + ( l - p ) E [ ( N ) K(N)t e2N \b] (4.60)
pa 2Fi ( -f t, -£', 1 | (1 -  a) €2)
-  r r «  +  n r ( £  +  i u 2 ( 1  -  ( l -  a )e2r + w-  r ( K + i ) r ( «  +  i ) £ ( i - p ) t 2F1 ( - K, - f ; i | ( i - 6 ) £2)
_  +  (1 -  (1 -  6) e2)K+m
Hence, substituting (4.60) and (4.39) into (4.55) we obtain the covariance between pK (c)
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and fig (c) as
Cov |p K (c) , pt (c)] =  — £2T ( k  +  1) T ( £  +  1) 
n Q
pa2F1 ( - « ,  —l\ 1 | (1 -  a) e2)
(1 -  (1 -  a) e*)K+£+1 
qb2F1 ( -k ,  - t \  1 | (1 -  b) £2)
+
(1 -  (1 -  b) £2)K+£+1
p2a2
+
qzbz
K+1+2
(1 -  e (1 -  6))K+^ +2 
pqab
+
(i _  £ ( i _ « ) ) -+ ' ( i  £ ( i _
pqab
V (1 -  £ (1 -  6))»+1 (1 -  £ (1 _  a))£+1 /
(4.61)
Therefore, the i j th entry of the covariance matrix of the attenuated rising factorial fractional 
moments V[p\  is given by Cov [pi (c) ,pj (c)] according to the general expression in (4.61).
Jacobian Matrix of the Attenuated Rising Factorial Fractional Moment Estima­
tor
dp (c)
Let D [0] be the Jacobian Matrix with entries: dij = —^ — , where
<90,
and
(c)
da
dpKi (c) 
db
dpKi (c)
dp
= pT (Ki +  1) 
=  qT («* +  1) 
=  eT ( ^  +  1)
£2a (Ki +  1)
. ( 1 -  ( l - a ) £ ) Ki+l (1 -  (1 -  a) £)Ki+2
£ £2b (Ki +  1)
.(1 -  (1 -  b) £) Ki+1 (1 -  (1 -  b) £ ) Ki+2
a b
Ki+l
(4.62)
(4.63)
(4.64)
for i  = 1,2,3. For simplicity, we set k 2 as 2 k  and k $ and 3k  for our investigation.
Approximated Asym ptotic Covariance Matrix of the Attenuated Rising Facto­
rial Fractional Moment Estimator
Now, we can find the approximated covariance matrix of the rising factorial fractional mo­
ment estimator by substituting the covariance matrix of the rising factorial fractional mo­
ments V[p] using (4.61) and the Jacobian matrix D  [0] into (4.54). By substituting the true 
values of 0  =  (a, 6, p) and n 0 into (4.54), we obtain an approximation for the theoretical 
variance of this estimator.
W ith the method of attenuated rising factorial fractional moments, we use four moments 
(as shown in (4.41)) to estimate the three parameters of a mixture of two geometric dis­
tributions. Therefore, D  [0] is a 4 x 3 matrix; in other words, we are not able to find the
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inverse of D  [©] as required in (4.54) because D  [©] is not a square matrix. As discussed 
in the previous chapter, there are two available solutions to solve this problem.
Our previous work has shown that, although q does not need to be estimated, the
agreement between the theoretical V © and the practical variances of the estimators is
Q jjL
sound when we add an extra column — ^ ----  to the Jacobian matrix. We named this
dq
approach the Q-Version of the theoretical covariance matrix. Similarly, for the discrete 
analogue, we add
f ogf c)  =  ST (« +  1 )------------ j— (4.65)
dq K } (1 -  £ (1 -  b) ) K+1 K J
to D  [©] and amend  ^  ^ to
op
=  e T  ( k  +  1 )---------- -------- j . (4.66)
Hence, D  [©] is now a square matrix and invertible.
The second approach is the "GI-Version", in which we find the generalised inverse of 
D [0 ]  , given by
D  [© r 1 =  (d  [©]t D  [0 ])_1 D [©]r  (4.67)
and
(D [0 ] r )  1 =  D  [©] ( d  [0]t  D  [0 ]) \  (4.68)
Therefore, D[@ ]-1 is a 3 x 4 matrix and (jD [©]T  ^ becomes a 4 x 3 matrix; doing
this makes V © a 3 x 3 matrix. Our previous investigation shows that the Q-Version 
outperforms the GI-Version by providing a stronger agreement to the practical results. Like 
the exponential case, the GI-Version is not a very reliable method for the geometric mixture 
to provide the theoretical variances with good accuracy. We have studied and found that the 
approximated theoretical variances of the attenuated rising factorial fractional estimators 
given by the GI-version for a mixture of two geometric distributions again is not as accurate 
as the Q-Version and hence we decided to only use the Q-Version for our study of the best 
combination of fraction and attenuation that gives the minimum variance of estimator.
4.4 .4  O ptim al k  and c
In this section, we find the optimal combination of fraction k and attenuation c which 
gives the lowest variance of the estimator for a, b and p  for a mixture of two geometric 
distributions. Tables 4.21, 4.22 and 4.23 allow us to check the conformity between the 
theoretical variance and the practical variance. In the second column of each table, we show 
the theoretical minimum variance of the estimator according to the Q-Version and their 
corresponding k and c. In the last column, we first show the minimum practical variance
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r Theoretical Var  [a}Q
Practical 
Var  [a]
2 0.0003  (» =  0.95, c =  0.028)
0.0003 
(« =  0.90, c =  0.010) 
0.0004  
(#c =  0.95, c =  0.028)
5 4.11 X 10“5 (k =  0.40, c =  0.022)
4.16 x 10“ 5 
(k =  0.30, c =  0.020) 
4.14 X 10“5 
(k =  0.40, c =  0.022)
10 2.51 X 10“5 (k =  0.08, c =  0.008)
2.51 x 10“ 5
(« =  0.10, c =  0.010)
2.51 X 10~5
(« =  0.08, c =  0.008)
Table 4.21: Comparison of the theoretical and practical optimal combination of fraction and 
attenuation which gives the minimum variance of a using the method of attenuated rising 
factorial moments on a mixture of two geometric distributions with a = 0.1, b = 1 — 0.9r , 
p = 0.6 and nQ = 1000. Simulated figures are based on 10000 replications.
found from our simulation experiment in Section 4.4.2 and their counterparts (/c, c) on the 
top part. For each optimal combination of k and c suggested by the Q-Version, we simulated 
another 10000 data sets and estimated from each data set with the suggested combination, 
the variance obtained is recorded at the bottom part of the last column.
In Table 4.21, we can see that when r  =  2, the theoretical optimal combination returns 
Var  [a] which is marginally larger than the one obtained with k, = 0.9 and c = 0.01. 
Nevertheless, when r increases, the agreement is more sound and the theoretical optimal 
combination does give lower Var  [a] than the ones obtained from our simulation experiments. 
It is clear from Tables 4.22 and 4.23 that, except for r  =  2, the conformity between the 
theoretical and the practical variances of the estimators is excellent. Therefore, we can use 
the suggested theoretical combination of k and c to estimate from a data set arising from a 
two-component geometric mixture distribution to enhance the precision of the estimates.
Let us now take a glance at the shape of Var  [©]q in Figures 4.15, 4.16 and 4.17. In each 
figure we see six graphs of Var  [©]q versus c; there are 5 lines in each graph representing a 
different fraction k. We consider three different degrees of separation r = (2,5,10) and for 
each r we consider 10 values of k . From Figure 4.15, it is clear that we should use a large 
tz with a small c to obtain a highly precise estimate of a when the separation between the 
two component is small (r = 2). Both the best values of k, and c for estimating a decrease 
as the components become closer and closer to each other.
In Figure 4.16, we can see that when r increases, the best k decreases but the ideal value 
of c increases (unlike its behaviour in the estimation of a). From Figure 4.17, it is clear 
tha t the optimal k decreases for mixtures with a larger separation between the components 
whereas the best c has a value between 0.03 and 0.04.
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r
Theor
Var
et
b
ical
Q
Pract
Var
LCc
b
ll
2 0.0041 (k  =  1.01, c =  0.03)
0.4134 
(k =  0.70, c =  0.040)
4
(k  =  1.01, c =  0.033)
5 0.0021  (k  =  0.66, c =  0.061)
0.0022 
(k = 0.50, c =  0.050) 
0.0022  
(k  =  0.66, c =  0.061)
10 0.0018  (k  =  0.21, c =  0.050)
0.0018 
(k = 0.20, c =  0.040) 
0.0017  
(k =  0.21, c =  0.050)
Table 4.22: Comparison of the theoretical and practical optimal combination of fraction and 
attenuation which gives the minimum variance of 6 using the method of attenuated rising 
factorial moments on a mixture of two geometric distributions with a =  0.1, 6 = 1  — 0.9r , 
p  =  0.6 and nQ = 1000. Simulated figures are based on 10000 replications.
r
Theoretical
Var\p]Q
Practical 
Var  \p]
2 0.1179  (k, =  0.98, c =  0.031)
0.0711 
(« =  0.80, c =  0.010) 
0.0719 
( k  =  0.98, c =  0.031)
5 0.0029  (k  =  0.51, c =  0.041)
0.0030 
(k = 0.70, c =  0.060) 
0.0029  
( k  =  0.51, c =  0.041)
10 0.0009  ( k  =  0.098, c =  0.030)
0.0009 
(k =  0.20, c =  0.030) 
0.0009  
( k  =  0.098, c =  0.030)
Table 4.23: Comparison of the theoretical and practical optimal combination of fraction and 
attenuation which gives the minimum variance of p using the method of attenuated rising 
factorial moments on a mixture of two geometric distributions with a =  0.1, 6 = 1  — 0.9r , 
p = 0.6 and n0 = 1000. Simulated figures are based on 10000 replications.
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Figure 4.15: Plots of theoretical Var [a]g versus c for varying k, and r.
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Figure 4.16: Plots of theoretical Var
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versus c for varying k and r.
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Figure 4.17: Plots of theoretical Var \p \q versus c for varying n and r.
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Figure 4.18: Asymptotic variance of the attenuated moment estimator given by true pa­
rameters and parameter estimates (estimated with At =  0.5) versus c, based on a data set, 
consisting of 1000 observations, simulated from a mixture of two geometric distributions 
with a =  0.1, b = 0.4095 and p — 0.6.
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By now, we know the best combinations of k, and c for estimating the parameters of 
geometric mixtures with different degrees of separation between the components. Unfortu­
nately, in practice, we do not know the degree of separation. We shall now suggest a way for 
users to choose the best estimates given by the attenuated moment estimator. We simulated 
a data set, consisting of 1000 observations, from a mixture of two geometric distributions 
with true parameter a  =  0.1, b =  0.4095 and p  =  0.6, and estimated the parameters with 
ten combinations of k  and c, where k, is fixed at 0.5 and c varies from 0.01 to 0.1. We then 
substituted the yielded sets of parameter estimates into (4.54) and plotted the variances 
alongside the theoretical variances given by the true parameters versus c  in Figure 4.18. 
Since the conformity between the theory and practice is satisfactory, we suggest users esti­
mate the parameters with a number of combinations of k, and c  in practice. The best set of
estimates should have the minimum V a r
4 .4 .5  D iscu ssion
0 when they are substituted into (4.54).
This section has demonstrated, in both theory and simulation, that the method of attenuated 
rising factorial fractional moments is a robust method for estimating the parameters in a 
mixture of two geometric distributions. It provides parameter estimates with significantly 
lower bias and variances than the ones given by the standard moment estimator and the 
fractional moment estimator. As expected, results are more promising when components 
are better separated or the sample size is sufficiently large. Of course, like any modified 
moment estimator, this method does not guarantee the estimates to lie in the interval (0, 1). 
Although the estimation of b remains problematic for samples of very small sizes, we did find 
good estimates of 6, which are lowly biased and have small variances, for samples with only 
fifty observations when the components in a mixture are well separated, as shown in Table 
4.20. We also obtained the approximated asymptotic variances of the estimators which 
have a strong conformity with the simulated values. Therefore, we are able to suggest ideal 
combinations of k  and c  for estimating the parameters in geometric mixtures with different 
degrees of separation. In real life, we do not know the separation between the components. 
However, if one estimate the parameters with a few different combinations of k  and c, the
best set of estimates should be the ones which minimises V a r  
into (4.54).
© when they are substituted
4.5 The M ethod Based on an Appell Sequences
4.5.1 Introduction
We have seen how an Appell sequences can be used to estimate the parameters of a mixture 
of two exponential distributions. In this section, we study a new method constructed by 
Jalali (2005a) which is based on an Appell double sequence for the parameter estimation of 
a two-component geometric mixture distribution. Our exposition in this subsection is based
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on his paper. The geometric random variables are assumed to have non-zero probabilities 
on the whole of natural numbers including 0.
Let { a k (n )  : k  =  0 , 1 , n  =  0, ± 1 ,...}  be a double sequence such that for all k ,
a k (n) =  0 (4.69)
when n  is negative and
OO _
Y  a k (n) 0n  (4.70)
n = 0
exists for all 9 in the interior of the unit disc in the complex plane.
We let _ _ OO _
A k (5) =  (1 -  5) £  a k (n )  F ,  (4.71)
71=0
and define the operator f  acting on sequences in the following way:
f c ( n )  =  c ( n  +  1). (4.72)
Then (4.71) becomes
A k ( e )  =  (1 -  5) £  6 n <pn a k (0). (4.73)
71=0
Note that
f ~ l c { n ) — c { n — 1) (4.74)
by convention. We then define the difference operators A =  f  — 1 and V =  1 — <p and set
h  (n) =  W a k (n ). (4-75)
With this definition we have
_  _  OO _
B k (5) =  ( 1 - 5 )  £ 5 V f> k (0 )  (4.76)
71=0 
_ CO _
=  ( 1 - 5 )  E  §"(¥>" - v r - ^ M O )
71=0
=  (1 -  5) E  (5" -  5n+1)  <pnak (0)
71=0 '  '
o 00
=  (1 - « ) 2 E « “A ( 0)-
71=0
Substituting (4.73) into (4.76) yields
B k (9) =  ( 1 - 9 )  A k (9 ) .  (4.77)
Now we choose the double sequence a k (n) such as a k-1 (n) =  V a k (n), for all k  =  1, 2,..., 
then we have
Ak{0) =  (1 -  5 )-1 (5),
4.5. TH E M E T H O D  B A SE D  ON A N  A PPELL SEQ UENCES 207
and by induction,
A k (e )  =  (1 - e ) ~ k A o  ( e ) .  (4.78)
If we start by any sequence {ao (n)} satisfying the aforementioned conditions, then
a i  (n) =  V _1a0 (n ),
and hence
We note that
a i  (n) =  (l -  ip l ) 1 clq (n)
oo  n
-- J> 0 (n -  Z) =  J > 0 (Z) •
1=0 1=0
dk( , n)  =  (l -  ip x) k a 0 ( n)  (4.79)
=  E l  l a o (n )
/ k  1 — 1
L,i
=  E (^ l ) a 0 ( n - l ) .
Therefore, by choosing the initial sequence {ao (n)}, we can construct the whole of our 
double sequence
«*(") = p 0 ( - v ‘ (~ik ) a° ( n - 1') (48°)
n / k + l - l \
&  a k (n )  =  l A  l \ a 0 { n - l )
* fk + n - l - l \  m
^  ak \n) — E  ( k — 1 ) a ° v ) ’
Clearly, these satisfy the recurrence relation a k_ \  (n ) =  Vaj; (n), and thus A k  (0) =  (l — 0) k j
We call such sequences Appell double sequences or Appell (infinite) matrices.
Practical Estim ation
Suppose we have a mixture of two geometric distributions with
/  (n;  ©) =  p a  (1 -  a ) n  +  (1 -  p )  b (1 -  b ) n  , n  =  0, 1, 2,..., n , ... 
where 0  =  (a, 6,p). The Appell moments 5k is given by
5k — E  [a* (n)] -  p A k (1 -  a) +  (1 -  p )  A k (1 -  b) (4.81)
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These identities are similar to the ones we obtained in the exponential case (see Section 
3.5). Next suppose {rii : i  =  1, ...,n0} is a sample of size n 0 from our mixture distribution, 
then the sample-expectations are as follows:
n 0 .
Upon equating these with <5fc’s we find the estimates of our parameters.
Examples of Appell Double Sequences 
Example 1 L e t
ao (n) =  1 i f  n  > 0 
=  0 o th e rw ise ,
th e n
Ao (9) =  1,
a n d  th u s  o u r  A p p e l l  m o m e n t s  are
- k  1 /I u - k5k =  p a  +  (1 - p ) b
Clearly,
a \  (n) =  n +  1,
. (n +  1) (n +  2)... (n +  k )  (  n  +  k  \
a* (n) =  --------------- E---------------- = {  k ) ’
so o u r  double  se quences  are r i s in g  fa c to r ia l s ,  th is  is  th e  case  o f  o r d in a r y  m o m e n t s .  
Example 2 T h is  is  th e  above case i n  reverse .  W e  le t
&k (n )  =  1 i f  n >  0  
=  0 o th e rw ise ,
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a n d  f i n d
a k - i  (n) =  W la k (n)
=  ( l -  p ~ 1) 1 a k (n )
=  £ ( - i n ' W r c - o
min{Z,n} /  ? \
-  s  ' - ‘ ’“ ( O
Clearly, w h e n  n >  I > 0, th is  is  equal to  zero. H ence ,
'  l \  . I -  1 '
a k- l ( n )  =  ( I = ( - i ) "  I n  J  i f n < l
=  0 o therw ise .
I n  p a r t icu la r ,
Qk—i (0) ~  L l (1) =  l (2) — ... =  0;
Q'k—2 (0) =  1? Ofc-2 (1) =  —1» ojfe-2 (2) =  a/fe_2 (3) =  ... =  0;
a k- 3 (0) =  1, afc_3 (1) =  —2, afc_3 (2) =  1, a k- 3 (3) =  a^-3 (4) =  ... =  0.
N o t e  th a t  i n  th is  case
5k - i  = p a l +  (1 - p ) b l .
Exam ple 3 O n e  ca n  eas ily  c o m b in e  E x a m p le  1 a n d  E x a m p le  2. F o r  e x a m p le  w h e n  w e h a v e  
a m ix t u r e  o f  three g e o m e tr ic  d is t r ib u t io n s ,  w e  nee d  a t  leas t  f i v e  m o m e n t s .  W e  can  s ta r t  by  
le t t in g
ao (0) =  1, ao (1) =  -2 ,  a 0 (2) =  1, a0 (3) =  ao (4) =  ... =  0;
a i  (0) =  1, a x (1) =  - 1, ai (2) =  ay (3) =  ... =  0;
0 2 (0 ) =  a 2 ( l )  =  ... =  1;
0 3  (n) =  n +  1;
t y (n  +  1) (n +  2)
« 4 (n )  =   j ----------- '
I n  th is  p a r t i c u la r  case
6, =  £ p a 3- ‘ + ( l - p )  bs- \  I =  0 ,1 ,2 ,3 ,4 .
i=1
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Exam ple 4 D e f in e  th e  Ith K r o n e c k e r  se q u en c e  as
(n) =  1 i f  n  =  I
=  0 o th e r w is e
C learly  f r o m  E x a m p l e  1, w e  h a ve
V - V !> (n) =  (  n ~ ln+_ * ~ 1 j  =  (  n ~ ' +  k ~  1 y
W ith  th i s  d e f in i t io n ,  w e  can  n o w  choose  se q u e n c e s  w h ic h  are d e p e n d e n t  o n  o u r  s a m p le  
{ n i  : i =  1 A s  a n  ex a m p le ,  w e  c o n s id e r  th e  e m p ir ic a l  f r e q u e n c y  f u n c t i o n  o f  o u r
sa m p le .  T h is  is  th e  se q u en c e  ao (n ), w here  th e  la t t e r  is  th e  n u m b e r  o f  occurences  o f  n  i n  o u r  
sa m p le .  T h e n ,
n 0
a0 (n )  =  (n) (4.82)
i= 1
n° n  — m  +  k  — 1
a n d
a k (n ) =  V _fca0 (n) =  ^  ^ ' b * J  . (4.83)
O bvious ly ,  ai (n) is  th e  n u m b e r  o f  s a m p le  p o in t s  n o t  exceeding  n .  T h is ,  o f  course ,  is  n Q 
t im e s  th e  E C D F  o f  o u r  sam p le .
In an simulation experiment, we investigate the performance of the Appell moment esti­
mator in estimating the parameters of a mixture of two geometric distributions, particularly 
with Krocnecker sequences (Example 4). We shall first show how such sequences can be 
used in practice to solve the estimation problem. In theory, given (4.82),
Ao(S) =  ( i - § ) ^ 5 ni,
i= l
and following (4.78), we know
n 0
A k {e) =  ( i - e ) - k+ 1 ' £ e ni
i= 1
Therefore, for a mixture of two geometric distributions with © =  (a, b ,p ) ,  from (4.78), the 
k th theoretical moment is given by
n 0 n 0
5 k =  p a ~ k + 1  ^  (i -  * ) ni +  (1 - P) b~ k + 1  ^  * (4-84)
*=l *=i
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In particular, we use four moments to estimate the parameters. Their theoretical forms are 
as follows
«5o =  p a £  (1 -  a)ni +  (1 - p )  (1 -  6)"‘ ,
i— 1 i— 1
n 0 n 0
i=l
Tin
i=1
i=1 i=l
n0 / - \ ti0
*3 = ^ E ( i - » ) B‘ + i^ E ( i - v
i=1 z=l
(4.85)
(4.86)
(4.87)
(4.88)
If we let
n Q
i 0 (9) = e J 2 ( T - - » ) n‘ ,
i—1
and
wi =  p/o (a ) ,
^2 =  (1 -  p) h  (&),
then (4.84) can now be expressed as
5k =  w i f i ’l  +  w 2 fJ, 2, (4.89)
where =  a-1 and /i2 =  &_1- The estimates of and f i 2 are the roots of the following 
quadratic equation
^1 $2
det ^  <52 6 3 =  0, (4.90)
1 u  u 2
where 8 k s are the raw sample moments. Hence, the estimates of a  and b are given by
a =  (4.91)
Mi
b =  i .
M2
To estimate p, in order to fully utilise all four moments, we define the following extended 
Vandermonde matrix
1 1
V  = Mi M 2 
Mi £2 
Mi £2
(4.92)
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and let
A =  diag Ao Ai A2 A3
be a diagonal matrix with positive weights on its main diagonal. Since (4.92) has no ordinary- 
inverse and from (4.89) we know
V
w  1
W2
50
51
52 
5s
we seek, then, to find values w \  and W2 such that the difference
V W\
U>2
£0
*1
h
5s
be minimum in the sense of least squared sum with weights Ao, ..., Ai, which means that 
we shall find w \  and W2 which minimise the following weighted sum of squared errors
(4.93)
/ ' 5 0 ' \
T
( ' 50 ' \
V
W\ 5 i
A V
W\ 5i
U)2 52 W2 52
\ 5s \ . ^ . /
As we have shown before, the vector of weights which makes (4.93) is
W\
W2
=  ( V t A V )  1 Vt A
£0
52
5s
(4.94)
Having found W2 , a  and 6, the estimate of p  can now be found by
W\
1
P =
I o ( a )
w  1 W2
(4.95)
J o  ( a )  I 0 (b
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We shall now demonstrate how the practical moments can be obtained given a raw sample, 
from (4.83), (4.84) can be estimated from
^ nQ
Jfc — &k iP'i)
n n 2 = 1 
n Q n 01 \  [  Tlj, — TLj k  — 1
n a 2- j° 2=1 j=l
H ib
k -  1
In particular, So is given by
^  TIq TIq
number of occurrences of rii =  r i j ,
2=1 j  = 1
n0 n0^  i o o  i n o
number of occurrences of n* > n j ,
n 0 . . . . . .2=1 J = 1
s2 =—E E n; - n> +1-n 0 -  .2=1 m>nj
and
(4.96)
(4.97)
(4.98)
(4.99)
i—1 rii>nj
In the following example, we show how (4.96) to (4.99) can be obtained from a raw sample.
Exam ple 5 A s s u m e  w e h a ve  a raw  s a m p le  w i th  three  o b se rva t io n s :  n  =  {1,1,2}. To f i n d  
th e  raw  m o m e n t s ,  th i s  is  w h a t  w e  do:
1. F i n d  So.
W i th  th e  da ta ,  w e  f o r m  a m a t r i x  as fo l lo w s
1 n0
* -iE E (rii -  n j  +  1) (n» -  n j  +  2)
Uj_
rii 1 i 2
1 ( I i ° )
1 1 i 0
2 V o 0 1 )
w h e re  th e  e l e m e n t  eij is 1 i f  n i  =  n j .  T here fo re ,  Jo =  g-
2. F i n d  <5i.
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W e  f o r m  a n o t h e r  m a t r i x
(jU lbtZ’ l  u 6/tiC GtC// u\ZrlL i/ C'jj cO X IJ  t
3. F i n d  6 2 .
T h e  fo l l o w in g  m a t r i x  is  f o r m e d
nj_
1 1 2
ni
1 /  i  i  0 \
1 1 1 0
2 U  1 W
7
n j .  H e n c e  6 \  =  -3 .1 3
nj_
nj 1 1 2
1 (  1 1 0 \
1 1 1 0
2 2 1 /
w here  th e  e l e m e n t  e i j  i s  n i  — n j  +  1 i f  n i  >  n j .  H e n c e  6 2  — -  =  3.
4 • F in a l l y , w e  f i n d  6 3 .
T h e  m a t r i x  f o r  6 3  is
nj_
m
1
1
2
1 1 2
/ 1 + 2 1 + 2 0 \  
1 + 2  1 + 2  0 
\  2 +  3 2 +  3 1 +  3 /
w here  th e  e l e m e n t  ei j  is
Upon substituting (4.96) to (4.99) into (4.90) and following procedures from (4.91) to 
(4.95), we then obtain estimates of a, b and p .
4.5 .2  S im ulation  R esu lts
Tables 4.24 to 4.26 show the performance of the method using Kronecker sequences for 
10000 data sets simulated from a mixture of two geometric distributions with a  =  0.1, 
b =  1 — (1 — a ) r and p  =  0.6 for three different ratios r  and five different sample sizes 
n Q. We observe poor estimates of b and p  for samples of small sizes and small separation 
between the two components (see Table 4.24 for r  =  2). Nevertheless, this method is able to 
provide reasonable parameter estimates when the sample size is large enough (nG =  1000); 
all parameter estimates are lowly biased and have small variances, except for b when the 
components are hardly distinguishable (r =  2). For large samples, the variances of a and p
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r  =  2 Simulated Value
n Q 10 15 20 50 1000
(a — a ) 2 0.0026 0.0013 0.0008 0.0001 3.18 x n r 7
M l 27 1.0077 0.0317 0.13463 0.0036
( p - p ) 0.0432 0.0224 0.0381 0.0215 0.0008
V a r a] 0.0039 0.0024 0.0018 0.0010 0.0002
V a r b 120756 8999 1369 3892 10
V a r P. 10 9 9 3 0.0604
M S E a] 0.0065 0.0037 0.0026 0.0011 0.0002
M S E b 120795 9000 1369 3892 10
M S E P\ 10 9 9 3 0.0612
Table 4.24: Performance of the method of Appell moments for 10000 data sets simulated 
from a mixture of two geometric distributions with a  =  0.1, b =  0.19 and p  =  0.6 for 
different sample size n 0.
r  =  5 Simulated Value
T I q 10 15 20 50 1000
(a  — a ) 2 0.0030 0.0014 0.0008 0.0002 5.70 x 10- 7
M l
0.0205 0.8913 0.0065 0.1051 0.0008
(P-p) 0.0275 0.0246 0.0167 0.0074 4.29 x 10~5
V a r a] 0.0057 0.0034 0.00236 0.0010 6.55 x 10~5
V a r b 2510 3220 2254 932 0.0069
V a r P. 5 0.8824 0.2151 0.3324 0.0060
M S E a] 0.0087 0.0049 0.0032 0.00116 6.60 x 10"5
M S E b 2510 3221 2254 932 0.0076
M S E P] 5 0.9070 0.2318 0.3397 0.0060
Table 4.25: Performance of the method of Appell moments for 10000 data sets simulated
from a mixture of two geometric distributions with a =  0.1, b =  0.4095 and p =  0.6 for
different sample size nQ.
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r =  10 Simulated Value
n a 10 15 20 50 1000MTT1 0.0029 0.0013 0.0008 0.0001 3.78 x 10- 7
M 1.1930 0.9093 0.9484 0.3345 0.0006
( p - p ) 0.0228 0.0169 0.0145 0.0338 1.90 x 10~5
V a r a] 0.0063 0.0036 0.0025 0.0009 4.84 x 10“5
V a r b 6149 8213 5573 3243 0.0095
V a r P. 6 0.4592 0.1377 0.0490 0.0031
M S E a] 0.0092 0.0050 0.0032 0.0010 4.87 x 10"5
M S E b 6150 8214 5574 3243 0.0101
M S E P\ 7 0.4762 0.1522 0.0550 0.0031
Table 4.26: Performance of the method of Appell moments for 10000 data sets simulated 
from a mixture of two geometric distributions with a  =  0.1, b =  0.6513 and p  =  0.6 for 
different sample size n D.
decrease with an increase of the magnitude of the separation. However, the variance of b is 
lowest when r  =  5.
4.5 .3  D iscussion
This is a new method which makes use of double Appell sequences to fit a discrete geo­
metric mixture. It is exciting to observe reasonable parameter estimates provided by this 
method when a sample is large enough. Nevertheless, our simulation results show that its 
performance is not as good as the other methods studied in previous sections, especially 
when the number of observations in a sample is limited. We investigated the reasons for 
the poor estimation and found that V a r  S2 and Var S3 are, like the ordinary method of 
rising factorial moments, extremely high. For instance, when r =  2, p  — 0.6 and n Q =  1000,
V a r 6 2 is 25879 and V a r S3 is 13674315. Obviously, these large variances of moments 
have negative impacts on the precision of the parameter estimates.
We are free to use different Appell double sequences with this method and we demon­
strated four examples here. Our investigation showed that the Kronecker sequence performs 
better than the other three Appell sequences. In the future, we can try other Appell double 
sequences to investigate whether or not the variances of the moments can be controlled and 
hence better estimates of b and p  can be obtained.
4.6 Comparison of Estimation M ethods
In this chapter, we have evaluated five different methods, the MLE via the EM algorithm, 
the method of rising factorial moments (MM), the method of rising factorial fractional 
moments (FM), the method of attenuated rising factorial fractional moments (AM) and 
the method using double Appell sequences (AP), for the parameter estimation of a two-
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r  =  2 Bias2 Variance
TIq = 1000 a b P a b P
ML 5.97 x 10- 8 0.0006 2.40 x 10~5 0.0002 0.0076 0.0282
FM 1.17 x 10"8 0.0262 2.63 x 10~5 0.0003 8 0.0708
AM 2.89 x 10“6 0.0006 1.41 x 10“° 0.0003 0.8273 0.0711
AP 3.18 x 10“7 0.0036 0.0008 0.0002 10 0.0604
Table 4.27: Estimating a mixture of two geometric distributions with maximum likelihood 
estimator via the EM algorithm a =  0.1, b =  0.19, p =  0.6, repetition =  10000. Starting 
values are the true parameters values.
r  =  5 Bias2 Variance
n 0 =  1000 a b P a b P
ML 2.53 x 10“8 1.83 x 10"5 4.51 x 10"8 3.51 x 10"5 0.0017 0.0022
FM 3.51 x 10~9 1.11 x 10“5 4.80 x 10“7 4.32 x 10“5 0.0025 0.0032
AM 1.46 x 10_1° 2.13 x 10“8 9.83 x 10"10 4.14 x 10~5 0.0022 0.0029
AP 5.70 x IQ"7 0.0008 4.29 x 10~5 6.55 x 10~5 0.0069 0.0060
Table 4.28: Estimating a mixture of two geometric distributions with maximum likelihood 
estimator via the EM algorithm a =  0.1, b =  0.19, p =  0.6, repetition =  10000. Starting 
values are the true parameters values.
component geometric mixture model. We presented our simulation results for each method 
which allow us to study the robustness of each method for mixtures with different separation 
between the components and for various sample sizes.
For samples of small sizes, no method appears to show outstanding performance. Al­
though the MLE provides estimates with small variances, we have shown that the ML 
inferred distributions for small samples have poor goodness of fit. On the other hand, it is 
quite likely for the FM and AM to provide negative estimates, which are unrealistic because 
all parameters are probabilities and should lie inside the interval (0,1). The estimation of 
b and p  using the Appell moments appears to be implausible for samples of small sizes. 
Therefore, we shall now focus on the estimation results from samples of large sizes and 
compare these methods. Since the traditional MM is obviously the worst method so we 
exclude it from our comparison. We draw the estimation results from previous sections, 
particularly for n 0 =  1000 and present them in Tables 4.27, 4.28 and 4.29 for r =  2, 5 and 
10 respectively.
Table 4.27 represents a situation with small separation between the two components 
(r =  2). In terms of the bias, the method of attenuated moments is the most efficient 
method, except for a ; the FM outperforms other methods by providing estimates of a  which 
are closest to the true value. Not surprisingly, the more respectable ML approach provides 
estimates of all three parameters with the lowest variances. The AM stands out from the 
other two moment based methods by providing a much lower variance of b; whereas the AP 
is the better in controlling the variances of a  and p, compared to the other two generalised 
moment estimators. However, the AP has the largest bias of p among all the methods used.
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r  =  10 Bias2 Variance
n a = 1000 a b P a b V
ML 3.06 x 10"8 1.95 x 10~6 2.90 x 10"8 2.32 x 10"5 0.0014 0.0008
FM 1.73 x 10“8 4.98 x 10"6 2.78 x 10“8 2.52 x 10“5 0.0020 0.0010
AM 8.35 x 10- 11 3.39 x 10“7 9.41 x 10“ 12 2.51 x 10“5 0.0017 0.0009
AP 3.78 x 10~7 0.0006 1.90 x 10“5 4.84 x 10“5 0.0095 0.0031
Table 4.29: Estimating a mixture of two geometric distributions with maximum likelihood 
estimator via the EM algorithm a =  0.1, b =  0.19, p =  0.6, repetition =  10000. Starting 
values are the true parameters values.
For large samples with medium separation (r =  5), as seen in Table 4.28, the AM stands 
out from the others by providing estimates with the minimum bias. In terms of the variance, 
the MLE is undoubtedly the most efficient method in this case, although the other three 
methods have variances which are only marginally larger. However, the AP appears to be 
outperformed by its rivals since it gives estimates with the highest bias and variances.
When both the sample size and the separation are large (r =  10 and n 0 =  1000), as 
illustrated in Table 4.29, the AM is again the preferred method in terms of bias. With an 
increase in the magnitude of the separation, all methods provide estimates with consider­
ably small variances; however, the asymptotically most efficient method, the MLE, has the 
smallest variances for all parameters. Excitingly, the AM estimators have variances which 
are only marginally larger than the ones given by the MLE; whereas the variances of the 
FM estimators are only slightly larger than the ones of the AM estimators. The AP remains 
as the least efficient method in this case.
Figure 4.19, 4.20 and 4.21 show the distribution of the various estimators a, b and p  
respectively, over all replications for a mixture of two geometric distributions with true 
parameters a =  0.1, b =  0.5 and p  =  0.6. The estimation results are drawn from the 
ones presented in Table 4.28. From these plots, it is obvious that the MLE has the lowest 
variances, followed by the AM and then the FM. The AP is obviously inferior to the others 
because it has the largest variances and bias.
To conclude, for a mixture of two geometric distributions, the AM almost always has 
the lowest bias for all parameters and all sample sizes. MLE remains as the most efficient 
method in terms of variance in all cases. When the distance between the two components 
is narrow, the generalised method of moments give poor estimation of b; V a r  b provided 
by the FM and the AP is significantly larger than the one given by the MLE. However, 
we observe great improvements in these two methods when the separation between the 
two components becomes smaller and smaller. T h e  A M  is  u n d o u b te d ly  th e  m o s t  p la u s ib le  
m e th o d  f o r  a g e o m e tr ic  m ix t u r e  a m o n g  all o f  th e  three  m o m e n t  based m e th o d s  co n s id ere d  in  
th i s  ch a p te r .  N o t  o n ly  h a v e  i t s  e s t im a te s  th e  low es t  bias, but th e  v a r ia n c e s  o f  th e  e s t im a to r s  
are s m a l l  a n d  n e a r  to  th e  o n e s  g iv e n  by th e  all t i m e  fa v o u r i t e  M L E  as th e  c o m p o n e n ts  become  
c lo se r  a n d  c lo ser  to  each  other.
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Estimation of a
0.14-
0.12~
0.08-
0.06-
ML FM AM AP
Figure 4.19: Distribution of various estim ators a for 1000 observations arising from a mixture
of two geometric distributions with a =  0.1, b =  0.4095 and p — 0.6.
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Estimation of b
1.25-
1.00"
0.75-
0.50-
0.25-
ML FM AM AP
Figure 4.20: Distribution of various estimators b for 1000 observations arising from a mixture
of two geometric distributions with a =  0.1, b =  0.4095 and p  =  0.6.
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Estimation of p
0.8-
0.6'
0 .4-
0.2-
ML FM AM AP
Figure 4.21: Distribution of various estim ators p  for 1000 observations arising from a mixture
of two geometric distributions with a — 0.1, b — 0.4095 and p — 0.6.
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4.7 Summary
In this chapter, we have studied the application of a few moment based methods to geometric 
mixtures. Their performances in parameter estimation have been compared with the more 
standard ML approach. For samples of small sizes, all methods considered here are not 
very efficient. Our simulation showed that even the MLE inferred distributions have poor 
goodness of fit for small samples, in spite of the fact that the true, parameter values were 
used to start the iterative process. However, when the number of observations gets larger 
and larger, all methods provide plausible parameter estimates. Although the MLE is, as 
expected, the most efficient method in terms of variance, the method of attenuated rising 
factorial fractional moments stands out to possess much greater efficiency than the other 
methods which have formal similarities to the moments method. This method provides 
highly precise estimates with low variances; their estimates have lower bias than the ones 
given by the MLE when components are well separated and the sample size is sufficiently 
large.
C hapter 5
Linear Combinations of 
Distributions
Mixing weights are not necessarily non-negative. For a distribution with a PDF
m
3 = 1
if all pj’s are positive we have a positive mixture distribution; if some of p /s  are negative, 
it i§ a linear combination of distributions. In a hidden Markov process in which two states 
have been clumped into a single level, unless the process is time reversible, the distribution 
of waiting time in the level may be a linear combination of two exponential distributions 
with a negative weight.
A search of the literature has not revealed many papers which have investigated the 
estimation problem of a linear combination of distributions. For such a distribution, it is 
important that f  ( t)  >  0 everywhere so that the PDF is valid. Bartholomew (1969) provided 
two necessary conditions for a mixture of exponential distributions to be a valid PDF, which 
are m
T , P i ei  -  0
3=1
and
Pi  > 0
and the sufficient conditions for /  ( t )  to be a PDF, which are
k
>  o
j =1
for k  =  1,..., m .
The problem of sampling from a positive mixture distribution is straightforward but it
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is more complicated if the non-negativity constraints of p j  are to be relaxed. Bignami h  
de Matteis (1971) discussed this issue and suggested a solution for the problem. We have 
a different approach for the simulation of a linear combination of distributions and we will 
explain the solution in a later section.
This chapter will involve a linear combination in which the components are exponential 
or geometric distributions. All the estimation methods discussed in previous chapters will 
be applied to the parameter estimation of such distributions and the performance of these 
estimators will be compared. Our main interest is to suggest reliable and efficient estimation 
methods for estimating the parameters in a linear combination of two distributions.
5.1 A Linear Combination of Two Exponential Distributions
In this section, we study a number of interesting topics concerned with a linear combination 
of two exponential distributions. First, we discuss the conditions which are satisfied by 
the distribution. Simulating a data set arising from a linear combination of distributions 
is not as easy as the positive mixture; we explain the simulation of this distribution in the 
second subsection. Lastly, we examine the performance of the estimation methods studied 
in Chapter 3 in fitting a linear combination of two exponential distributions.
If the distribution of T  is a linear combination of the distribution of T a and the distrib­
ution of T b with weights p  and q respectively, where
T a rsj a exp ( —a t)  and T b ~  b exp (—bt) ,
then the PDF of T  is in the form of
/  ( tf , 0 ) =  pa exp ( —a t)  +  q b e x p  (—bt) ,
where © =  (a, 6,p) and p  +  q =  1. Note that p  is positive but not necessarily less than 1. 
If it is less than 1, T  has a mixture of two exponential distributions. However, p  can be 
greater than 1 in the case of waiting time of a strongly time irreversible Markov process. In 
this case, the weight for T b, q is negative since p  +  q =  1. The survival function is given by
S  ( t)  =  p  exp ( —a t)  +  q exp ( —bt)
=  p  Pr[T0 > t] -  \q\ Pr [Tb >  t ] .
This means that the probability for a person to survive at time t  is equivalent to p  times the 
the probability of he/she survives at time t  due to reason a, less the probability of he/she 
survives at time t  due to reason b.
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5.1.1 T yp ology  o f a Linear C om bination o f Two E xponential D istribu­
tion s
Let us take a look at the conditions a linear combination of two exponential distributions 
should satisfy in this section.
Conditions of positivity
1. a  <  b
The ratio of a  and b plays a very important role, a  <  b means that
r  > 1,
The PDF of the linear combination is therefore
/  (£) — Pa  exp {—a t)  +  q r a e x p {—a r t ) .
r
2. p <
r  — 1
The PDF of the linear combination must be non-negative. Hence,
and
This means that
P >  0,
p  +  r q >  0.
. P q >  —
r
V
1 ~ P > - ~  r
p{  1 — - )  < 1.
r
Hence,
(5-1)
Condition of the mixture
1. 0 < p  <  1
This is straightforward. For a mixture of two exponential distributions, p  is the 
probability of T* comes from the distribution T a . A probability must be a non-negative 
value and could not exceed one.
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r
Tl r
r 2 — 1 r  — 1
2 1.3333 2.0000
3 1.1250 1.5000
4 1.0667 1.3333
5 1.0417 1.2500
6 1.0286 1.2000
7 1.0208 1.1667
8 1.0159 1.1429
9 1.0125 1.1250
10 1.0101 1.1111
Table 5.1: Lower and upper bounds for p in a linear combination of two exponential distri­
butions with a =  0.1 and b =  0.1 r.
Condition of linear-non-mixture
1. 1 < £ < - ^ - 7 -r  — 1
Since a mixture has p  <  1, for a linear combination to be a non-mixture, we need to
r
have p  >  1. As said before, p  < ----- - in order to satisfy the condition that the PDF
r  — 1
is always positive. Therefore, we have the above condition.
2r  r
2. — - -< p  < ----- - (non-zero mode)
r l  — 1 r  — 1
Mixtures of exponentials always have a mode at zero. However, general linear combi­
nation may have a non-zero mode. In order to have a non-zero mode, we need to have 
the derivative of the PDF positive at t  =  0. This means that
d
— [pa exp ( —a t)  +  qb exp (—fa)]t=0 > 0
—a 2p  - b 2 q >  0 
O  — p  — r 2 (1 — p) > 0 
&  p(r2 -  1) > r2
p >
r2
Hence
T2
<  p  < ----------------------------------------------(5.2)'*2 — 1 r  — 1
For a linear combination of two exponential distributions with a mode, the mixing
weight of the first component should have a value between  and
r z — 1 r  — 1
Table 5.1 shows the upper bound and the lower bound of p for a linear combination 
of two exponential distributions with a mode for different ratios of b to a. It is clear
5.1. A LINEAR COMBINATION OF TWO EXPONENTIAL
DISTRIBUTIONS 227
Linear Combination of Two Exponential Distributions
0.08
a = 0.1, b = 0.2, p = 1.5
a = 0.1, b = 0.5, p -  1.1
a -  0.1, b -  1.0, p -  1.1
a -  0.1, b = 0.2, p  = 1.2
0.07
0.06
0.05
0.03
0.02
0.01
t
Figure 5.1: PDF plots of linear combinations of two exponential distributions for varying r 
and p.
from this table that the possible values of p are limited for a linear combination with 
a large separation between the two distributions.
We see four PDF plots of a linear combination of two exponential distributions for
varying r and p in Figure 5.1. When a =  0.1, b =  0.2 and p =  1.2 (indicated by the blue
r 2
plot), the distribution has no mode because p is less than —x ; whereas the other threerz — 1
2r r
distributions have modes because their p is between —x  and ------- .rz — 1 r — 1
5.1 .2  S im u la tion  o f a L inear C om b in ation  o f T w o E x p o n en tia l D istr ib u ­
tio n s  (N o n -M ix tu re)
The simulation of a non-mixture linear combination of two exponential distributions is not 
as straightforward as a mixture distribution. For a mixture, we can easily generate it with 
weights p and q = 1 — p of a exp (—at) and 6 exp (—bt), where 0 < p < 1. In the case of a
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non-mixture, we generate a mixture of T a +  Tb with probability (weight) 7ra+b, and T\\ with 
probability 1 — 7ra+b- The relation between n a+b and p  is as follows:
1--- 1
(5.3)
This being a probability, we need to have ira+b <  1- This inequality follows from the second 
positivity condition in (5.1).
We would like to know the density of the sum of two random variables X  and Y ,  where
f x ( x )  =  a  e x p  ( - a x ) ,
f Y (y )  =  b exp ( - b y ) .
Let Z  =  X  +  Y  and f z  ( z )  its density, so if z  > 0, then
/+oo f x  ( x)  - f y ( z -  x ) d x
-oo
=  ab
/ a  exp (—a x )  b exp ( —b ( z  — x ) )  d x
Jo
/ exp ( —bz  +  (b — a) x )  d x
Jo
ab  
b — a  
ab  
b — a  
ab  
b — a
[exp ( - b z  +  ( b -  a) x ) ] zQ
[exp ( —bz  +  bz — a z )  — exp ( —bz)]
[exp ( —a z )  — exp (—b z ) ] .
So, the PDF of T a +  T), (independence of the two is assumed) is
ab . . ab . _ .
exp ( —a t )  —   exp ( —bt) ,
b — a   ^ v b — a
and hence the mixture of T a +  and Tb has the PDF 
r  — 1
(5.4)
f ( t ) = P
ab . . ab . , .
exp ( —a t)  —   exp ( —bt)
b — a b — a +  1 ~ P
r  — 1 6 exp ( —bt)
. . r  — 1 b — a
and we know =  —-— , so
f ( t )  =  P
r
b — a ab , . ab . ,exp ( —a t )  —   exp ( —bt)
b — a b — a
=  p a  exp (—a t)  +  ( —p a  +  b — pb  +  p a )  exp ( —bt)
=  p a e x p  ( —at)  +  (1 — p )  b e x p  (—bt)
+  1 - p
b — a
b e x p  (—bt)
as required.
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r V l a a 3bb Ip p la b l a p I  bp
2 1.5 204.3430(204.2547)
6.4381
(6.4445)
0.3944
(0.3947)
-24.4919
(-24.5145)
-7.9602
(-7.9632)
1.4810
(1.4824)
5 1.1 119.9060(119.7800)
0.0787
(0.0788)
2.2827
(2.2826)
-0.7885
(-0.7884)
-10.3608
(-10.3552)
0.3520
(0.3521)
10 1.1 134.8580(135.1203)
0.1131
(0.1140)
13.7654
(13.8284)
-1.3349
(-1.3438)
-23.7608
(-23.8359)
1.1331
(1.1404)
Table 5.2: Theoretical (upper) and simulated (lower) Fisher information for a linear com­
bination of two exponential distributions with fixed a =  0.1, and varying r and p.
R em ark 3 I n  th e  m a r g in a l  case  w h e re  b, i. e. th e  s e p a r a t io n  be tw een  th e  tw o  c o m p o n e n ts  is  
one, th e  P D F  is  a g a m m a  d is t r ib u t io n  w i th  sh a p e  p a r a m e t e r  2, a n d  th e  s a m e  ra te  p a r a m e t e r  
as th e  e x p o n e n t ia l  d i s t r ib u t io n .
r
P r o o f .  W h e n  r  =  1, p  te n d s  to th e  u p p e r  b o u n d   a n d  h e n c e  7Ta+b, f r o m  (5.3), is  one.
r  — 1
T h ere fo re ,  th e  P D F  in  th is  case  is  g iv e n  by  (5.4), w i th  a  — b. S in c e  th e  d e n o m i n a t o r  in
(5.4) i s  n o w  zero, w e  sh a l l  u s e  I ’H d p i t a l ’s ru le  to  express  th e  P D F  in  th e  fo l lo w in g  f o r m
f  r™ a b e x p  (—a t )  — a b e x p  (—bt)
3 \ v  =  iim r ”
b—>a 0  — CL
0
—  [abexp ( —a t)  — a b e x p  ( —bt)]
=  lim — ------------ -^-----------------------
b—>a \u i
a exp ( —a t)  — a exp ( —bt) +  a b t e x p (—bt) 
b-^a 1
=  a 2 t e x p ( —at)
T h r o u g h o u t  th is  thes is ,  w e  leave a s id e  th is  m a r g in a l  case f o r  o u r  s tu d y .
5.1 .3  Inform ation M atrix  and A sym p totic  Covariance M atrix  o f th e  M ax­
im um  Likelihood E stim ator
We shall now find the theoretical Fisher information matrix I  (©) for a linear combination 
of two exponential distributions using Jalali’s (2008) solution, as stated in Section 3.1.6. 
Following (3.43) to (3.48), we calculate the Fisher information matrices for linear combi­
nations of two exponential distributions with © =  (0.1,0.2,1.5), © =  (0.1, 0.5,1.1) and 
0  =  (0.1,1,1.1), particularly when n a =  1000. The theoretical values (upper entries) are 
shown along with observed values (lower entries) in Table 5.2. Clearly, the conformity be­
tween the theory and practice is excellent. Therefore, we find the CRLB of the covariance 
matrices of estimators for these distributions and show them in Table 5.3. The diagonal 
elements of the matrices in this table will be used in the last section of this chapter to find 
the efficiency of all estimators studied by us.
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r P CRLB of V[©]
2 1.5
' 9.04 x 10- 6 3.39 x lO-5 2.10 x 10"6 1 
3.39 x 10“5 0.0003 -1.51 x 10“5 
2.10 x 10“6 -1.51 x 10“5 0.0001 J
5 1.1
‘ 9.19 x 10~6 7.31 x 10"5 4.24 x 10"6 ' 
7.31 x 10“5 0.0146 -0.0003  
_ 4.24 x 10~6 -0.0003 6.95 x 10"5 _
10 1.1
' 8.50 x 10“6 8.86 x 10“5 1.17 x 10“6 ' 
8.86 x 10"5 0.0111 - 0.0001 
1.17 x 10“6 -0.0001 1.33 x 10“5
Table 5.3: Cramer-Rao lower bound of V[©] for a linear combination of two exponential 
distributions with fixed a  =  0.1 and n Q =  1, 000, and varying r  and p.
5.1 .4  E stim ation  M ethods
Since the PDFs are perfectly identical, the estimation methods used to estimate the para­
meters of a linear combination of exponential distributions is no different to the methods 
used for a mixture distribution. Therefore, we can easily employ the methods discussed in 
Chapter 3 for the estimation problem. In this subsection, we show the simulated results 
using those methods and examine their performances.
Following the procedure described above, we simulate linear combinations of two expo­
nential distributions with three set of parameters, representing three different degrees of 
separation: © =  (0.1,0.2,1.5), © =  (0.1,0.5,1.1) and © =  (0.1,1,1.1). For each set of 
parameter, we consider five sample sizes n Q =  (10,15, 20,50,1000) to study the behaviour 
of estimators on samples with different sizes.
The Maximum Likelihood Estimator via the EM Algorithm
First, we consider the MLE. The iterative method used is the EM algorithm where the 
estimates of a, b and p  are updated according to (3.23), (3.24) and (3.20) respectively at 
each iteration, until the stopping criterion (3.32) is satisfied; we set the tolerance level to l  
as 0.00001.
For a linear combination of two exponential distributions, the value of p  during the 
iterative process is allowed to be greater than 1; when p  is updated at a value which does 
not satisfy condition (5.1), the log-likelihood becomes a complex number. When the true 
values of the parameters are set as the starting points of the iteration, a majority of the 
ML estimates diverged from the true values; at some point, the updated value of p  did 
not fulfill (5.1) and caused I ^  to be a complex number. In Figure 5.2, we present the
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k a(k ) &(fc) p (k)
20 0.1025 0.2154 1.5574 -3522
21 0.1042 0.2258 1.5816 -3524
22 0.1073 0.2455 1.6282 -3532
23 0.1158 0.2960 1.7568 -3594 -  63z
24 0.1697 0.5153 2.6993 -3307 -  299z
25 -0.4223 0.6246 -2.7737 5552
26 0.0755 0.7420 0.9467 -3553
27 0.077 0.5577 0.9659 -3543
Table 5.4: The ML updated estimates at each iteration k  for an artificial data set, 
consisting of 1000 observations, simulated from a linear combination of two exponential 
distributions with a  =  0.1, b =  0.2 and p  =  1.5. Starting values are set as true values
values of the parameter estimates for a sample arising from a linear combination of two 
exponential distributions at each iteration. The sample has a size of n 0 =  1000, and the 
true parameters are a  =  0.1, b =  0.2 and p  =  1.5. Using the MLE based on the EM 
algorithm to fit the data, the starting values of the parameters were set as the true values. 
We observed that before the sharp turning point at 23rd iteration, the parameter estimates 
seemed to move in the correct direction. However, at the 23rd iteration, the updated values 
of the parameters, a^ 23) =  0.1158, &(23) =  0.2960 and p(23) =  1.75 68 led to a complex log- 
likelihood, f(23) =  —3594 — 63i. In Table 5.4, we show the updated values of the parameters 
from the 20^ to the 2 7 th  iteration. After the 2 A th  iteration, as shown in the figure, b ^  fell 
towards a ^  as k  increased. The iterative process was terminated at the 52nd iteration. The 
ML estimates are a  =  0.0793, b =  0.0801, p  =  0.9906 and the log-likelihood is maximised 
at I =  —3534. We noted the decreasing values of log-likelihood after the 2 5 th  iteration; 
The EM algorithm’s property of monotonically convergence in likelihood does not hold here 
because p  and 1 — p  are not probabilities. This example shows that the EM algorithm is 
not an ideal tool for the estimation of the parameters in a linear combination of exponential 
distribution.
This behaviour makes the MLE an unattractive method to estimate a linear combination 
of two exponential distributions. As we can see from the estimation problem of the single 
sample discussed here, the final estimates of a  and b are 0.0793 and 0.0801 respectively, which 
are not very distinct from each other. As a consequence, the fitted distribution is reduced 
to a single exponential distribution with a rate parameter’s value being approximately 0.08.
On the same sample, we changed the starting points to ©(0) =  (0.1,0.2,0.6) re-estimated 
the parameters with the MLE via the EM algorithm. The iteration stopped after 19 iter­
ations with ML estimates © =  (0.0791,0.0797,0.7005) and the log-likelihood I =  —3534. 
It is worth noting that, regardless of the initial values, the MLE returns similar estimates 
of a  and b , with little difference between the two parameters, and the same log-likelihood. 
In other words, the MLE identifies the distribution of a sample arising from a linear com­
bination of two exponential distributions as a single exponential distribution. From Figure
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MLE of Linear Combination of Two Exponential Distributions 
a(0> = 0.1, b<0> = 0.2, p(0) = 1.5
Estimates: a = 0.0793, b = 0.0801, p = 0.9906, loglike = -3534
3
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k
~ (fc)Figure 5.2: The ML updated estimates 0  at each iteration k for an artificial data set, 
consisting 1000 observations, simulated from a linear combination of two exponential dis­
tributions with a — 0.1, b =  0.2 and p — 1.5. Starting values are set as true values.
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MLE of a Linear Combination of Two Exponential Distributions
a,0> = 0.1, b,0> =  
Estimates: a = 0.0791, b = 0.0797, p = 0.7005, loglike = -3534
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Figure 5.3: The ML updated estimates 0 (A) at each iteration k for an artificial data set, 
consisting 1000 observations, simulated from a linear combination of two exponential dis­
tributions with a =  0.1, b =  0.2 and p = 1.5. Starting values are — 0.1, — 0.2,
=  0 .6 .
5.3, we can see that starting from © (lJ) =  (0.1,0.2, 0.6), both and converged to 
a similar point whereas p ^  increased monotonically and converged to 0.7005. Figure 5.4 
shows the log-likelihood at each iteration; I ^  increased monotonically and terminated at 
[(19) =  - 3534.
It is of our interest to know if the other methods, like the MLE, also recognise the distri­
bution as a single exponential distribution, rather than a linear combination. Therefore, on 
the same sample, we applied the method of attenuated moments and the method using order 
statistics to estimate the parameters of the distribution. The estimates from these two meth­
ods are indeed more promising than the ML estimates. We used k = 0.9 and c =  0.04 for the 
method of attenuated moments, the estimates are a = 0.0927, b = 0.2465 and p = 1.2811, 
whereas the estimates given by the method using order statistics are a = 0.0943, b = 0.2366 
and p — 1.3147.
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Log-likelihood of a Linear Combination of Two Exponential Distributions
a,0> = 0.1, b,0) =  p<0>= 
Estimates: a = 0.0791, b = 0.0797, p = 0.7005, loglike = -3534
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~ooo
-3.65
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k
Figure 5.4: The ML updated estimate of log-likelihood at each iteration k for a data 
set, consisting of 1000 observations, simulated from a linear combination of two exponential 
distributions with a = 0.1, b — 0.2 and p = 1.5. Starting values are =  0.1, b =  0.2,
p(°> =  0.6.
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A Linear Combination of Two Exponential Distributions 
True Parameters: a = 0.1, b = 0.2, p = 1.5
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Figure 5.5: Comparison of the ECDF plot of a dataset, consisting of 1000 observations, 
simulated from a linear combination of two exponential distributions with true parameters 
a = 0.1, b = 0.2 and p — 1.5, and the fitted CDF plots given by different estimators.
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Method a b P K S s ig
ML 1 0.0791 0.0797 0.7005 0.0637 0.0006
ML 2 0.0793 0.0801 0.9906 0.0638 0.0006
AM 0.0927 0.2465 1.2811 0.0193 0.8476
OS 0.0943 0.2366 1.3147 0.0191 0.8552
Table 5.5: The Kolmogorov-Smirnov test on different estimators of a sample arising from a 
linear combination of two exponential distributions a  =  0.1, b =  0.2, p  =  1.5 and n Q =  1000.
r =  2 Simulated Value
n Q 10 15 20 50 1000
E d\ 0.0818 0.0803 0.0794 0.0791 0.0799
E b 0.2678 0.3794 0.3202 0.0956 0.0806
E P] 0.6871 0.6878 0.6890 0.6872 0.6983
( a - ay 0.0003 0.0004 0.0004 0.0004 0.0004
M
0.0046 0.0322 0.0145 0.0109 0.0143
( p - p ) 0.6608 0.6597 0.6577 0.6606 0.6428
V  a r a] 0.0007 0.0005 0.0003 0.0001 4.81 x 10"6
V a r b 15 176 217 0.0919 5.01 x 10"6
V  a r P. 0.0106 0.0106 0.0101 0.0081 3.19 x HT5
M S E d\ 0.0010 0.0009 0.0008 0.0006 0.0004
M S E b 15 176 217 0.1028 0.0143
M S E P\ 0.6714 0.6703 0.6678 0.6687 0:6428
Table 5.6: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a linear combination of two exponential distributions with a  =  0.1, b =  0.2 and p  — 1.5 
for different sample size n 0. Starting values =  (0.1,0.2, 0.6)
We undertook the KS test on each method to examine the goodness of fit and found 
that, at 5% significance level, we have no evidence to accept that the underlying distribution 
of the data set is the one suggested by the MLE. O n  th e  o th e r  ha n d ,  th e  f i t t e d  d is t r ib u t io n  
g iv e n  by both th e  a t te n u a te d  m o m e n t  e s t im a to r s  a n d  th e  m e th o d  u s in g  o rd e r  s ta t i s t ic s  h a v e  
re la t iv e ly  s h o r t e r  K S  d is ta n c e s  th a t  are h ig h ly  s ig n i f ic a n t .  (The KS test results are shown 
in Table 5.5.) In Figure 5.5, we compare the ECDF plot of the data set with the fitted CDF 
plots given by these estimators. It is clear that both the CDF plots given by the attenuated 
moment estimator and the method using order statistics are nearer to the ECDF plot, 
compared to the CDF plot given by the MLE.
In order to compare the performance of the MLE via the EM algorithm with other 
moment-based estimators, we, as before, consider three degrees of separation r  =  2, 5 and 
10, each with different sample size n 0 =  (10,15,20,50,1000). For each case, we simulate 
10000 artificial samples and estimate each data set with the MLE via the EM algorithm. 
We choose the starting values as = 0 .1 , b =  O.lr and p ^  =  0.6, mainly because we 
are likely to get complex log-likelihood if we set greater than 1. However, when we set
5.1. A  LIN E A R  CO M BIN ATIO N  OF TW O  EX PO N E N T IA L
D IST R IB U T IO N S 237
r  =  5 Simulated Value
n Q 10 15 20 50 1000
E a] 0.0938 0.0908 0.0902 0.0894 0.0923
E b 1.2538 4 0.9414 0.2641 0.0945
E P\ 0.8036 0.8006 0.8034 0.8088 0.8445
(a  -  a Y 3.81 x 10~5 8.40 x 10“5 9.57 x 10“5 0.0001 5.88 x 10~5
M
0.5682 11 0.1949 0.0556 0.1644
( P - p Y 0.0878 0.0897 0.0880 0.0848 0.0653
V a r a] 0.0012 0.0008 0.0006 0.0003 8.4 x 10_e
V a r b 454 61100 353 4 1.33 x 10“ 5
V a r P 0.0247 0.0276 0.0276 0.0261 0.0003
M S E a] 0.0012 0.0009 0.0007 0.0004 7.00 x 10"5
M S E b 455 61112 353 4 0.16442
M S E P\ 0.1125 0.1172 0.1155 0.1109 0.06554
Table 5.7: Performance of the MLE via the EM algorithm for 10,000 data sets simulated 
from a linear combination of two exponential distributions with a =  0.1, b =  0.5 and p  =  1.1 
for different sample size n Q. Starting values =  (0.1,0.5,0.6)
r  =  10 Simulated Value
TL0 10 15 20 50 1000
E a] 0.0937 0.0922 0.0906 0.0898 0.0917
E b 0.6321 0.7137 0.5700 0.1602 0.0937
E P] 0.8825 0.8820 0.8841 0.8949 0.9371
(a  — a) 1 3.93 x 10"5 6.13 x 10“5 8.64 x 10"5 0.0001 6.88 x 10“5H 0.1353 0.0820 0.1849 0.7053 0.8214
( p - p ) 0.0473 0.0475 0.0466 0.0421 0.0265
V a r a] 0.0011 0.0007 0.0006 0.0003 7.12 x 10“°
V a r b 39 140 141 3 9.70 x 10~6
V a r P. 0.0272 0.0297 0.0302 0.0263 4.14 x 10"5
M S E a] 0.0011 0.0008 0.0007 0.0004 8.00 x 10~5
M S E b 39 140 141 3 0.8214
M S E P\ 0.0745 0.0772 0.0768 0.0684 0.0266
Table 5.8: Performance of the MLE via the EM algorithm for 10000 data sets simulated
from a linear combination of two exponential distributions with a =  0.1, b =  1 and p =  1.1
for different sample size n0. Starting values © ^  =  (0.1,1,0.6)
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less than 1, this means that q W  is also less than 1 and is a positive value. We have 
mentioned before, from (3.16) and (3.20), that the iterative estimates of p  and q are always 
positive if the initial values are set as positive. Therefore, with these initial values, q ^  is 
never negative. Nevertheless, it is of our interest to investigate how the MLE behaves when 
the EM algorithm is commenced with these initial values. Tables 5.6 to 5.8 present the 
estimation results.
Judging from the average values of the estimates E  0  presented in these three tables, 
we instantly understand that the MLE identifies the distribution as a positive mixture for 
small samples ( n Q <  50) and it fits a single exponential distribution to large data sets with 
n Q =  1000. In general, the estimation of a  is satisfactory with both low bias2 and variance.
When r  =  2 and p  — 1.5, as shown in Table 5.6, the estimator b has a lower bias2 but a 
larger variance for small n0, compared to large samples (n 0 =  1000). It is clear from Table 
5.8 that the estimators for r =  10 and p  =  1.1 follow the same behaviour. If we look at 
the pattern of E t 
a value closer to E
decreases to, it is obvious that, when the sample size increases, E  
a] . The low variance of estimator b when n 0 =  1000 suggests that most 
of the 10000 estimators of b have similar values to the highly biased E  b . In Table 5.7, we 
can see that, for data sets with r  =  5 and p  =  1.1, the estimation of b is poor for all sample 
sizes considered in our simulation. When the sample size is small (n 0 < 50), both the bias2
and variance is large, whereas when the sample size is large (n0 =  1000), the behaviour is
similar to the cases r =  2 and r  =  10: the estimator b has a high bias2 and a low variance.
At a glance on these three tables, it is clear that the MLE does not provide realistic 
estimate of p  in all cases. The reason is straightforward, we started with a positive value of 
p  between 0 and 1, hence q ^  is non-negative at each iteration k .  This means that the MLE 
can never fit a linear combination to a data set. However, if we start with a greater than 
1, the iterative process would lead the log-likelihood to a complex form, as shown in Table
5.4, and the EM algorithm would lead p ^  back to the region (0,1). With these reasons in 
mind, we conclude that the MLE is not an ideal method for estimating a linear combination 
of two exponential distributions.
Next, we show how an amendment to the MLE could avoid the log-likelihood becoming 
a complex number during the iterative process. In order to avoid a complex log-likelihood 
during the iteration process, we need to make sure that, for U,
p a  e x p (—a t i ) +  (1 — p )  b e x p  ( —b ti) >  0. (5.5)
From the inequality (5.5), we learn that the following two conditions should hold to make
sure that we do not have a complex log-likelihood. When b e x p  ( —bti)  ~  a  e x p  ( —a t i )  > 0, 
logr
where U > (r — 1) a ’
b e x p  ( - b t j )  , ,
b exp (—bti) ~  a  e x p  ( —a t i )  ’
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log T
whereas when b exp ( —bti) — a exp ( —a t i )  < 0, where t i  <
(r  — 1) a ’
feexp(—Mi) 
oexp ( —bti) ~  a exp (—a ti )
We know that (5.7) always holds because p  is always a positive value. Hence, we only need 
to be careful about (5.6). Let b — r a , then (5.6) becomes
„ ^ (r )e x p (-  ( r - l ) a t j )
P ^  ( r ) exp ( - ( r -1 ) 0 - 1 '  { *
The denominator should always be positive for any t i which satisfies the following condition
*  <  r ^ r r -  <5 -9 )( r  — 1) a
Prior to the MLE estimation of the data, we should search for any observation which 
violates (5.9), and group these observations as set C:
c  =  ( 5 ' 1 0 )
The starting point of p  is set at a value slightly smaller than
\  exp (— (r — 1) a ti)
(5'U )
During the iterative process, if p ^  is greater than
(r(fc)) exp (r — 1) ^  a(kh i
mm
( r ( k)) exp ( r  — 1) ^  a ^ t ^ j  —
■;UeCW I ,  (5.i2)
we pause the process and exclude any observation t i which violates (5.8). After the elimi­
nation of the so called "bad" data, we continue the estimation using starting point 
We called this approach the " s h r in k  s a m p le  approach
In real life, we will never know if the distribution of a random sample is a positive 
mixture, so it is likely that we start at the wrong direction by using an unrealistic p ( ° \  In 
order to avoid making mistakes, we suspect that, if we start from the wrong place, it is 
very likely that most of the observations would cause violation to the conditions. Hence, 
we would eliminate most of the data and the sample size would shrink to a small number 
of observations. For example, if the sample size at the end of estimation is only 50% of the 
original size, we should restart the estimation by starting from the other side.
In order to investigate whether eliminating any U which does not fulfill condition (5.8) 
will improve the parameter estimation, we simulated a data set, consisting of 100 obser­
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vations, arising from a linear combination of two exponential distributions with true pa­
rameters a  =  0.1, b =  0.2 and p  =  1.5 and first fitted the data with the MLE using the 
normal EM algorithm. The initial values were set as the true values. At the 8 th iteration, 
condition (5.8) was violated and so we observed a complex updated log-likelihood —345-f 3z. 
The iterative process was terminated at the 24^ iteration in which the final estimates are 
a = 0.0969, b =  0.1001, p  — 0.5329 and the log-likelihood is I =  —332. We then re-estimated 
the parameters using the MLE via the EM algorithm, again we set the initial values as the 
true values, but this time we paused the process when p ^  was greater than (5.12) and 
deleted any t i which violated condition (5.8). We present the updated parameter estimates, 
for both the normal EM approach and the " s h r i n k  s a m p le  a p p ro a c h", in Table 5.9 (note 
that denotes the number of observations in the sample at the k th iteration). At the 8 th 
iteration, one observation was eliminated and so the updated log-likelihood did not become 
a complex number. Similarly, more observations were eliminated from the sample from 
the 9 th to 11th iterations. The iterative process were stopped at the 24th iteration, and 
the final estimates are a  =  0.0859, b =  0.0862, p  =  1.4555 and I =  —297. Compared to 
the normal approach, the " s h r i n k  s a m p le  a p p r o a c h " did improve the parameter estimation. 
However, the ML estimates of a  and b are still very similar, and hence suggesting a single 
exponential distribution. It is worth mentioning that the estimation of p  has been greatly 
improved without "bad" data. By shrinking "bad" data from the sample, the MLE via the 
EM algorithm can at least identify that p  is greater than one.
The M ethod of Fractional Moments
Next, we consider the method of fractional moments in estimating the three parameters of 
a linear combination of two exponential distributions. Like before, we consider three sets of 
parameters © =  (0.1,0.2,1.5), 0  =  (0.1, 0.5,1.1) and © =  (0.1,1,1.1), representing three 
degrees of separation between the two components. We follow the procedure from (3.80) to 
(3.86) in Section 3.3.1 and consider ten values of fraction tz =  (0.1,0.2, ...1). For each /£, we 
generate 10000 simulated samples of size n Q and estimate each data set with the fractional 
moment estimator. The best results with minimum measures of errors are shown in Tables 
5.10, 5.11 and 5.12.
For a linear combination of two exponential distributions with r  =  2 and p  =  1.5, 
as seen in Table 5.10, the best fraction for estimating a  is different for different sample 
size. However, based on the bias, variance and mean square error, we are certain that any 
fraction less than or equal to 0.5 should be used to minimise any error in estimating a. For 
the estimation of 6, it seems the best fraction, in terms of both the bias and variance, is 
k  =  1 for n Q <  50. However, our simulation results show that when k  =  1 is used, it is 
very likely that the estimate of b is negative; for instance, when n Q =  50, 27.26% of the 
10000 estimates of b are negative. The number of negative b reduces when the sample size 
increases. When the sample size is as large as n Q — 1000, the best fraction is k  =  0.3,
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Normal EM Approach Shrink Sample Approach
k a ™ &(*) p(*) [W &<*> &(*0 p (k) i(k) (k)nb
0 0.1 0.2 1.5 -333 0.1 0.2 1.5 -333 100
1 0.1244 0.2259 1.5885 -330.7131 0.1244 0.2259 1.5885 -330.7131 100
2 0.1248 0.2286 1.5933 -330.723 0.1248 0.2286 1.5933 -330.723 100
3 0.1255 0.2324 1.6002 -330.7437 0.1255 0.2324 1.6002 -330.7437 100
4 0.1265 0.2380 1.6105 -330.7888 0.1265 0.2380 1.6105 -330.7888 100
5 0.128 0.2467 1.6267 -330.8957 0.128 0.2467 1.6267 -330.8957 100
6 0.1305 0.2609 1.6541 -331.1884 0.1305 0.2609 1.6541 -331.1884 100
7 0.1352 0.2870 1.7079 -332.2600 0.1352 0.2870 1.7079 -312.9684 100
8 0.1470 0.3496 1.8530 -345 +  3i 0.147 0.3496 1.8530 -312.6184 99
9 0.4774 1.2377 7.2730 -387  +  22i 0.4916 1.2721 7.5950 -394.9265 94
10 -0.0008 1.3350 -0.0077 -821.0369 0.2144 0.8609 2.7469 -270.4639 89
11 0.0577 0.2383 0.4546 -341.2977 0.3467 0.6683 7.0758 -295.3983 88
12 0.0696 0.1713 0.5074 -334.8381 0.3555 0.5892 8.7246 -294.9981 86
13 0.0762 0.1442 0.5225 -333.2166 0.1299 0.2889 1.9341 -284.6544 86
14 0.0809 0.1296 0.5283 -332.5811 0.1118 0.2083 1.6555 -291.2673 86
15 0.0846 0.1206 0.5307 -332.2773 0.1020 0.1574 1.5369 -294.6770 86
16 0.0875 0.1146 0.5319 -332.1169 0.0960 0.1273 1.4875 -296.2040 86
17 0.0898 0.1104 0.5324 -332.0276 0.0922 0.1097 1.4675 -296.8349 86
18 0.0916 0.1074 0.5326 -331.9764 0.0897 0.0996 1.4598 -297.0789 86
19 0.0931 0.1052 0.5328 -331.9465 0.0881 0.0936 1.457 -297.1679 86
20 0.0942 0.1035 0.5328 -331.929 0.0871 0.0903 1.456 -297.1988 86
21 0.0952 0.1023 0.5329 -331.9187 0.0866 0.0883 1.4557 -297.2092 86
22 0.0959 0.1014 0.5329 -331.9125 0.0862 0.0872 1.4556 -297.2126 86
23 0.0964 0.1007 0.5329 -331.9089 0.0860 0.0866 1.4555 -297.2137 86
24 0.0969 0.1001 0.5329 -331.9067 0.0859 0.0862 1.4555 -297.2140 86
Table 5.9: Comparison of the ML updated estimates given by the normal EM algorithm 
and the "shrinked sample approach" at each iteration k  for an artificial data set, consisting 
of 100 observations, simulated from a linear combination of two exponential distributions 
with a =  0.1, 6 =  0.2 and p  =  1.5. Starting values are set as true values
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r  =  2 Simulated Value
n Q 10 15 20 50 1000
( a - a ) 2 0.0001(0.1)
0.0002
(0.1)
0.0003
(0.1)
0.0002
(0.4)
4.19 x 10"10 
(0.5)
O H 2
0.0259
(1)
0.0023
(1)
0.0043
(1)
0.0109
(1)
0.0011
(0.4)
( p - p ) 2
0.1073
(0.1)
0.1111
(0.1)
0.1199
(0.1)
0.0377
(0.6)
0.0028
(0.1)
V  a r  [a] 0.0017
(1)
0.0014
(0.1)
0.0013
(0.1)
0.0010
(0.5)
6.21 x 10"5 
(0.3)
V a r  b
36
(1)
23
(1)
11
(1)
14
(1)
0.0060
(0.3)
V a r  \p]
0.9583
(0.2)
0.9872
(0.2)
0.9930
(0.2)
0.6693
(0.2)
0.6564
(0.2)
M S E  [a] 0.0020(0.1)
0.0016
(0.1)
0.0015
(0.1)
0.0013
(0.5)
6.23 x 10~5 
(0.3)
M S E b
36
(1)
23
(1)
11
(1)
14
(1)
0.0072
(0.3)
M S E  [p] 1.0891(0.2)
1.1268
(0.2)
1.1197
(0.2)
0.8100
(0.2)
0.6614
(0.2)
Table 5.10: Performance of the method of fractional moments for 10000 data sets simulated 
from a linear combination of two exponential distributions with a =  0.1, b =  0.2 and p  =  1.5 
for different sample size n0.
giving the minimum variance, V a r  b =  0.0060. The optimal fraction for estimating p  is 
« =  0.2. We compare these results to the performance of the fractional moment estimator 
on the mixture distribution in Table 3.11 and find that, except from p ,  the variances of 
the estimators are lower for a linear combination compared to the positive mixture. The 
variance of estimator p  is substantially larger for a linear combination of two exponential 
distributions because the true mixing weight p  is larger than one.
In Table 5.11, we show the estimation results for r  =  5 and p  =  1.1. In general, when 
the k  used is 0.1 or 0.2, a is lowly biased. Nevertheless, the variance of a is minimised when 
k  =  0.4 for large samples of size n Q =  1000. It is obvious from the simulation results that the 
best k  for b is either 0.9 or 1 for any sample size. However, V a r  b is generally large, even 
when the sample size is as large as 1000. It is worth noting that, when k, =  0.1, the bias2 
of p  is the lowest for all n 0 except when n Q — 50. In terms of the mean square error, the 
best fraction for a  and p  is any k  <  0.5; whereas we should use a relatively larger fraction 
(k  =  0.9 or 1) for 6.
From Table 5.12, we can see that, for r =  10 and p  — 1.1, the best fraction for estimating 
a, in terms of the mean square error, is k  — 0.1 for all sample sizes we considered. For 6, 
the best fraction is either 0.9 or 1 for n Q < 50; when n 0 =  1000, the best k  for b is 0.1. The 
mean square error of p  is minimised when either /s =  0.1 orAC =  0.2 is used for all sample 
sizes.
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r  =  5 Simulated Value
n 0 10 15 20 50 1000
( a  — a)2 5.08 x 10-y (0.1)
5.90 x 10-° 
(0.1)
2.72 x 10~5 
(0.1)
6.75 x 10~5 
(0.2)
2.51 x 10~1U 
(1)
( M a
0.1425
(1)
0.1590
(1)
0.0795
(0.9)
0.0038
(0.9)
0.1136
(1)
(:P - P ) 2
0.0003
(0.1)
8.40 x 10~5 
(0.1)
0.0002
(0.1)
0.0034
(0.4)
0.0013
(0.1)
V  a r  [a] 0.0022
(1)
0.0018
(1)
0.0016
(1)
0.0012
(0.1)
3.98 x 10"5 
(0.4)
V a r  b
111
(1)
35
(1)
26
(1)
21
(0.9)
62
(1)
V a r  [p] 0.8316(0.2)
0.7562
(0.1)
1.0971
(0.5)
0.2915
(0.1)
0.0668
(0.3)
M S E  [a] 0.0025
(1)
0.0021
(0.1)
0.0018
(0.1)
0.0013
(0.1)
4.19 x 10~5 
(0.3)
M S E Si 111
(1)
35
(1)
26
(1)
21
(0.9)
62
(1)
M S E  [p] 0.8323(0.2)
0.7563
(0.1)
1.1152
(0.5)
0.2994
(0.1)
0.0696
(0.3)
Table 5.11: Performance of the method of fractional moments for 10000 data sets simulated 
from a linear combination of two exponential distributions with a =  0.1, 6 =  0.5 and p  =  1.1 
for different sample size n 0.
r =  10 Simulated Value
n0 10 15 20 50 1000
(a  — a ) 2 2.24 x 10"7 (0.4)
4.40 x 10~7 
(0.4)
6.05 x 10~8 
(0.4)
5.17 x 10"11 
(0.5)
1.79 x 10- 7 
(0.1)
( M 2
0.1438
(0.9)
0.0005
(0.9)
0.1716
(0.9)
0.0080
(0.9)
0.0033
(0.1)
( P - p ) 2
4.28 x 10“5 
(0.5)
0.0008
(0.6)
0.0002
(0.7)
0.0019
(0.8)
3.04 x 10~5 
(0.1)
V  a r  [a] 0.0024
(1)
0.0019
(0.1)
0.0015
(0.1)
0.0006
(0.1)
1.45 x 10"5 
(0.1)
V a r  b
300
(1)
92
(1)
16
(1)
287
(0.9)
0.1187
(0.1)
V a r  [p] 1.0944(0.2)
1.1898
(0.1)
0.7754
(0.1)
0.4052
(0-2)
0.0011
(0.1)
M S E  [a] 0.0027(0.1)
0.0019
(0.1)
0.0015
(0.1)
0.0006
(0.1)
1.47 x 10“5 
(0.1)
M S E b
301
(1)
93
(1)
17
(1)
287
(0.9)
0.1219
(0.1)
M S E  [p] 1.1057(0.2)
1.2037
(0.1)
0.7895
(0.1)
0.4157
(0.2)
0.0011
(0.1)
Table 5.12: Performance of the method of fractional moments for 10000 data sets simulated
from a linear combination of two exponential distributions with a =  0.1, b =  1 and p =  1.1
for different sample size n0.
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r V
Theoretical 
Optimal k
Theoretical 
V a r  [a]
Practical 
Optimal k,
Practical 
V a r  [a]
2 1.5 0.4224 9.98 x 10“5 (6.38 x 10“5) 0.3 6.21 x 10"5
5 1.1 0.2273 2.37 x 10“5 (4.42 x 10-5 ) 0.3 3.98 x 10' 5
10 1.1 0.0753 1.39 x 10-5 (1.52 x 10~5) 0.1 1.45 x 10"5
Table 5.13: Theoretical and simulated minimum variance of fractional moment estimator a  
given by the optimal k  for a linear combination of two exponential distributions with fixed 
a =  0.1, n 0 =  1000 and various r  and p. Simulated figures are based on 10000 replications.
r P
Theoretical 
Optimal k
Theoretical 
V a r  b
Practical 
Optimal k
Practical 
V a r  b
2 1.5 0.4350 0.0051(0.0072) 0.3 0.0060
5 1.1 0.2465 0.0840(4.3665) 0.3 0.0668
10 1.1 ■0.0609 0.0821(0.1028) 0.1 0.1187
Table 5.14: Theoretical and simulated minimum variance of fractional moment estimator b 
given by the optimal k. for a linear combination of two exponential distributions with fixed 
a  =  0.1, n Q =  1000 and various r  and p. Simulated figures are based on 10000 replications.
The reason we see the best fraction for estimating b is k  =  1 for samples of small sizes 
has been explained in Section 3.3.5: b is more sensitive to y  when k  is a fraction (see Figure 
3.17). Compared to a sample of large size, a sample of small size is more likely to have an 
estimate of y  with a larger deviation from the true value. When fractional moments are 
used, a small deviation of y  from the true value is highly likely to increase the estimate of b 
and result in an over-estimation of b. This is why the variance of estimator b is larger when 
fractional moments are used, compared to ordinary moments.
For a linear combination of two exponential distributions, we discovered that the agree­
ment between the theoretical variances of the estimators and the practical variances of the 
estimators is not as strong as for the positive mixture case. In Tables 5.13, 5.14 and 5.15, we 
focus on large data sets with n Q =  1000 and compare the theoretical variances of fractional 
estimators approximated by (3.87) with the practical values obtained from our simulation 
experiment. We used the optimal k, suggested by the theory to fit another 10000 simulated 
data sets and recorded the observed variances of the estimators in brackets underneath the 
approximated theoretical values in these tables. For a, as seen in Table 5.13, the V a r  [a] 
returned by the suggested k  is close to, but still marginally larger than the one we obtained 
from our simulation experiments. This is similar for 6, as shown in Table 5.14, except when 
r  — 5. In Table 5.15, it is clear that (3.87) under-estimates the variance of p. We are not
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r V
Theoretical 
Optimal k
Theoretical 
V a r  [p]
Practical 
Optimal k
Practical 
V a r  \p\
2 1.5 0.4278 0.2093(1.6518) 0.2 0.6564
5 1.1 0.2298 0.0041(0.1199) 0.3 0.0668
10 1.1 0.0753 1.39 x 10“5 (0.0012) 0.1 0.0011
Table 5.15: Theoretical and simulated minimum variance of fractional moment estimator p  
given by the optimal k  for a linear combination of two exponential distributions with fixed 
a =  0.1, n 0 =  1000 and various r and p. Simulated figures are based on 10000 replications.
surprised to see the lack of agreement between the theory and practice, because (3.87) only 
provides an approximation to the variance of estimator. The fact that q is negative may 
have affected the accuracy of the approximation.
Since the suggested k  is able to provide estimates with low variances which are close to 
the ones we obtained in our simulation experiments, we are certain that a small fraction k, 
with any value between 0.1 and 0.3 will return estimates of a , b and p  with both low bias 
and low variance, especially when the sample size is large enough. From Tables 5.13 to 5.15, 
we also notice that the best fraction k, decreases with r.
In Chapter 3, we suggested a way for users to verify that a good k  has been chosen for 
the estimation problem. We shall now demonstrate that this approach can also be taken 
when the true value of p  is greater than one. We simulated a sample, of size 1000, from 
a linear combination of two exponential distributions with true parameters a  =  0.1, b =  1 
and p  =  1.1, and estimated the parameters from the data set using ten different k, ranging 
from 0.1 to 1. Therefore, we have ten sets of parameter estimates. Which set is closest to 
the true values? For such a distribution, we know, from Tables 5.13 to 5.15, that the best k  
should be 0.1. Since we do not know this in practice, we substituted these sets of estimates 
into (3.87) and plot the resulted V a r  © versus k, alongside the theoretical variances given 
by the true values in Figure 5.6 for a, b and p  respectively. We can confirm that the best 
k, (in this case is 0.1) does provide estimates that make V a r  © smallest when they are 
substituted into (3.87). Therefore, in practice, users should simply fit a raw sample using 
a number of different k  and substitute the yielded sets of estimates into (3.87). The most 
precise set of estimates is then the one which has the smallest V a r  0
The M ethod of Attenuated Moments
We have seen in Chapter 3 that the method of attenuated moments produces parameter 
estimates for a mixture of two exponential distributions with relatively higher precision, 
compared to the method of fractional moments. We have shown earlier that the attenuated 
moment estimator does a better job than the MLE in fitting a linear combination of two 
exponential distributions to a simulated data set.
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Figure 5.6: Asymptotic variance of the fractional moment estimator given by true parame­
ters and parameter estimates versus k , based on a data set, consisting of 1000 observations, 
simulated from a linear combination of two exponential distributions with a =  0.1, b =  1 
and p = 1.1.
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Here, we show the estimation results for linear combination of two exponential distrib­
utions with different separation and different mixing weights. The procedures we took were 
the ones from (3.108) to (3.115). Once again, we study the performance of this method 
on a linear combination of two exponential distributions with three different separation 
between the two populations, r  =  (2,5,10). Like before, we consider ten values of frac­
tion, k, =  (0.1, 0.2,..., 1) while for each fraction we consider nineteen values of attenuation, 
c =  (0.01,0.02, ...,0.1). For each of these 100 combinations of k  and c, we simulate 10000 
artificial samples with the specified parameters and estimate them with the attenuated 
moment estimator. We then draw conclusions on the best combination that returns the 
minimum measure of errors.
For a linear combination of two exponential distributions with r  =  2 and p  =  1.5, as 
seen in Table 5.16, one should use n  =  1 and c  =  0.01 for samples with sizes n 0 <  50 to 
minimise V a r  [&]; when n Q =  1000, the optimal combination of k  and c is (0.9,0.04) for a, 
with V a r  [a] =  6.17 x 10-5 . With the same sample size, the best combination of k  and c for
b is (0.6,0.04), which gives the minimum V a r =  0.0052. Most of the best k  for p  are 0.1
with an attenuation c  between 0.02 and 0.1. Compared to the fractional moment estimators, 
the variances of the attenuated moment estimators (a, b and p) are greatly reduced. Judging 
from the mean square error, in general, we should use a large fraction (0.5 <  n  <  1) and a 
small attenuation (0.01 < c  < 0.05) for the estimation of a  and 6; whereas for p, we should 
use a small fraction (0.1 < k  < 0.2) and an attenuation ranging from 0.02 to 0.1.
Now, we study the performance of the attenuated moment estimator for r  =  5 and 
p  =  1.1 in Table 5.17. Similar to r  =  2, the ideal combination of hl and c for the estimation 
of a  is (1,0.01) for small sample size (n0 < 50); whereas when n 0 =  1000, the minimum 
V a r  [a] =  3.29 x 10-5 is given by k  =  0.5 and c =  0.02. For 6, when the number of 
observations in a sample is smaller than or equal to 50, one should use a large fraction 
(k, =  0.9 or 1) with an attenuation c between 0.01 and 0.08. We cannot make a conclusion 
on the best combination of k, and c for p; when n 0 =  1000, the ideal combination for p is 
(0.6,0.06) which minimises both the variance and the mean square error.
As seen in Table 5.18, for r =  10 and p =  1.1, the ideal combination of k  and c for a  is 
(1,0.01) for n Q <  20, (0.2,0.01) for n 0 =  50, and (0.3,0.02) for n 0 =  1000. For b, the best 
k  for n 0 <  50 is either 0.9 or 1 with c ranging from 0.01 to 0.09; whereas when n 0 — 1000, 
the best combination of k, and c  for b is (0.1,0.04) in terms of the mean square error. For p, 
the best combination of k  and c is (0.2,0.04) when n Q — 1000, where the minimum V a r  [p] 
is 0.0008.
In general, regardless of the separation between the two distributions, the best combina­
tion for the estimation of a  and b is a large fraction and a low attenuation when the sample 
size is small. On the other hand, when n Q is as large as 1000, the best combination for these 
two parameters is a low fraction with a low attenuation. For the estimation of p, in most 
cases, the best combination is a small fraction and a small attenuation, regardless of the 
sample size.
5.1. A  LINEAR  C O M BIN A TIO N  OF TW O EX PO N E N T IA L
D IST R IB U T IO N S 248
r  =  2 Simulated Value
n Q 10 15 20 50 1000
(a  — a ) 2
5.46 x 10~5 
(0.9,0.01)
7.14 x 10"5 
(0.9,0.01)
6.89 x 10~5 
(0.9,0.01)
3.20 x HT5 
(0.8, 0.01)
4.88 x 10- 13 
(0.6, 0.02)
1 t
o 0.0009
(1,0.08)
0.0013
(1,0.06)
2.49 x 10"5 
(1, 0.01)
0.0002
(1, 0.1)
0.0009
(0.6, 0.02)
(:P - P )2
2.03 x 10-° 
(0.8.0.03)
5.12 x 10"6 
(0.9,0.03)
3.81 x 10“6 
(0.8, 0.02)
8.42 x 10"9 
(0.9,0.04)
3.88 x 10"5 
(0.2, 0.02)
V a r  [a] 0.0008(1, 0.01)
0.0008
(1, 0.01)
0.0008
(1, 0.01)
0.0006
(1, 0.01)
6.17 x 10“5 
(0.9,0.04)
V a r  b
7
(0.8, 0.02)
17
(0.8, 0.02)
11
(0.9,0.04)
30
(1,0.05)
0.0052 
(0.6,0.04)
V  a r  [p] 0.8323(0.1, 0.02)
0.7165
(0.2,0.08)
0.6070
(0.1,0.09)
0.3755
(0.1,0.07)
0.3907 
(0.1, 0.1)
M S E  [a]
0.0009
(1, 0.01)
0.0009
(1, 0.01)
0.0009
(1, 0.01)
0.0006
(0.8, 0.01)
6.17 x 10~5 
(0.9,0.04)
M S E b
7
(0.8, 0.02)
17
(0.8, 0.02)
11
(0.9,0.04)
30
(1,0.05)
0.0063
(0.5,0.02)
M S E  [p] 0.9528(0.1, 0.02)
0.8916
(0.2,0.08)
0.8379
(0.1,0.09)
0.6058
(0.1,0.07)
0.7204 
(0.1, 0.1)
Table 5.16: Performance of the method of attenuated fractional moments for 10000 data sets 
simulated from a linear combination of two exponential distributions with a  =  0.1, b =  0.2 
and p  =  1.5 for different sample size n Q.
r  =  5 Simulated Value
n a 10 15 20 50 1000
(a — a) 2 4.55 x 10~7 (0.1, 0.01)
1.86 x 10"5 
(0.1, 0.01)
2.86 x 10"5 
(0.3,0.01)
3.38 x 10"5 
(0.3,0.01)
2.97 x HT11 
(0.2,0.04)
cr>
l
1 t
o 0.0558
(1, 0.01)
0.0086
(1,0.08)
2.52 x 10“5 
(1,0.09)
0.0005
(1,0.08)
0.0003
(1,0.04)
( P - P ) 2
9.00 x 10"* 
(0.2, 0.01)
3.27 x 10~6 
(0.9,0.02)
1.14 x 10“6 
(0.8, 0.02)
1.48 x 10“8 
(0.6, 0.01)
1.24 x HT5 
(0.2,0.08)
V a r  [a] 0.0010(1, 0.01)
0.0010
(1, 0.01)
0.0011
(1, 0.01)
0.0010
(1, 0.01)
3.29 x 10“5 
(0.5,0.02)
V a r  b
54
(0.9,0.05)
94
(1,0.08)
104
(1, 0.01)
159
(1,0.03)
0.4234
(0.3,0.05)
V a r  \p\
0.5366
(1,0.03)
0.4350
(0.8, 0.02)
0.4476
(1,0.04)
0.3677
(0.1,0.03)
0.0413 
(0.6,0.06)
M S E  [a] 0.0011(1, 0.01)
0.0011
(1, 0.01)
0.0011
(1, 0.01)
0.0011
(1, 0.01)
3.48 x 10~5 
(0.5,0.02)
M S E b
54
(0.9,0.05)
94
(1,0.08)
104
(1, 0.01)
159
(1,0.03)
0.4467
(0.3,0.05)
M S E  [p] 0.5418(0.3,0.02)
0.4363
(0.8, 0.02)
0.4560
(1,0.04)
0.3764
(0.1,0.03)
0.0433 
(0.6,0.06)
Table 5.17: Performance of the method of attenuated fractional moments for 10000 data sets
simulated from a linear combination of two exponential distributions with a =  0.1, b =  0.5
and p =  1.1 for different sample size n0.
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r  =  10 Simulated Value
TLq 10 15 20 50 1000
(& — a) 2 8.30 x 10- 10 (0.4,0.09)
1.54 x 10“8 
(0.4,0.09)
4.68 x 10"10 
(0.4,0.02)
3.98 x 10~1U 
(0.8,0.05)
1.25 x 10- 7 
(0.2,0.04)
1 t
o 0.0038
(1,0.04)
0.0275
(1,0.06)
0.1289
(1,0.07)
0.0245
(1,0.03)
0.0008
(1,0.09)
( p - p ) 2
4.86 x 10"7 
(0.7,0.05)
2.30 x 10“8 
(0.6,0.08)
6.93 x 10“y 
(1,0.07)
5.38 x 10“7 
(1,0.03)
1.74 x 10"5 
(0.2,0.04)
V a r  [a] 0.0010(1, 0.01)
0.0011
(1, 0.01)
0.0010
(1, 0.01)
0.0006
(0.2, 0.01)
1.42 x 10~5 
(0.3,0.02)
V a r  b
80
(1, 0.01)
268
(1,0.03)
360 
(0.9,0.05)
194
(0.9,0.09)
0.0814
(0.1,0.06)
V a r  [p] 0.4178(1, 0.01)
0.4153 
(0.3,0.08)
0.4621
(0.1, 0.02)
0.1644
(0.1, 0.02)
0.0008
(0.2,0.04)
M S E  [a]
0.0010
(1, 0.01)
0.0011 
. (1, 0.01)
0.0010
(1, 0.01)
0.0006
(0.2, 0.01)
1.43 x 10"5 
(0.3,0.02)
M S E b]
81
(1, 0.01)
269
(1,0.03)
362
(0.9,0.05)
195
(0.9,0.09)
0.0825
(0.1,0.04)
M S E  [p] 0.4181(1, 0.01)
0.4191
(0.3,0.08)
0.4686
(0.1, 0.02)
0.1669
(0.1, 0.02)
0.0009 
(0.2,0.04)
Table 5.18: Performance of the method of attenuated fractional moments for 10000 data 
sets simulated from a linear combination of two exponential distributions with a =  0.1, 
b =  1 and p  =  1.1 for different sample size n0.
From these three tables, we observe that the bias2 are very small for all r, especially for 
the estimators a  and p. This means that, compared to the MLE, the attenuated moment 
estimator is better in "recognising" a data set arising from a linear combination of two 
distributions. Previously, we have learned that the MLEs are highly biased and it fails to 
return a mixing weight with a value greater than 1. Based on this argument, the method of 
attenuated moments outperforms the MLE in the estimation problem of a linear combination 
of two exponential distributions.
Tables 5.19, 5.20 and 5.21 compare the approximated theoretical variance of attenuated 
moment estimators given by (3.119) with the practical values obtained from the simulation 
experiment; we focus on large data sets with n Q =  1000. Since the optimal combinations of 
k  and c  suggested by the theory differ from the ones observed from our simulation experi­
ments, we used the suggested combination to estimate from another 10000 data sets and the 
observed variances of the estimators are presented in brackets underneath the theoretical 
values in the table. For a, as seen in Table 5.19, the variances of the estimators given by the 
suggested combination are indeed close to, but marginally larger than the ones we obtained 
previously. For 6, as in Table 5.20, the agreement between the theoretical and observed 
combination of k  and c are indeed quite good for r  =  2 and 10. The practical variance of 
the estimator b is slightly larger than the one we observed from our previous simulation ex­
periment. For p, like the fractional moment estimator, the variance of p is under-estimated
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r P
Theoretical 
Optimal k , and c
Theoretical 
V a r  [a]
Practical 
Optimal k , and c
Practical 
V a r  [a]
2 1.5 (0.6156,0.0162) 9.55 x 10“5 (6.35 x 10“5) (0.9,0.04) 6.17 x 10~5
5 1.1 (0.3734,0.0203) 2.24 x 10“5 (3.75 x 10~5) (0.5,0.02) 3.29 x 10"5
10 1.1 (0.3908,0.0579) 1.64 x 10"5 (1.69 x IQ”5) (0.3,0.02) 1.42 x 10“5
Table 5.19: Theoretical and simulated minimum variance of attenuated moment estimator 
a  given by the optimal combination of n  and c for a linear combination of two exponential 
distributions with fixed a  =  0.1, n 0 =  1000 and various r and p. Simulated figures are based 
on 10000 replications.
r P
Theoretical 
Optimal k  and c
Theoretical 
V a r  b
Practical 
Optimal k  and c
Practical 
V a r  b
2 1.5 (0.6291,0.0195) 0.0048(0.0073) (0.6,0.04) 0.0052
5 1.1 (0.4842,0.0525) 0.0684(1.9702) (0.3,0.05) 0.4234
10 1.1 (0.1854,0.0640) 0.0690(0.0888) (0.1,0.06) 0.0814
Table 5.20: Theoretical and simulated minimum variance of attenuated moment estimator 
b given by the optimal combination of k  and c for a linear combination of two exponential 
distributions with fixed a  =  0.1, n 0 =  1000 and various r  and p. Simulated figures are based 
on 10000 replications.
r P
Theoretical 
Optimal k, and c
Theoretical 
V a r  [p]
Practical 
Optimal k  and c
Practical 
V a r  \p\
2 1.5 (0.6221,0.0178) 0.1977(1.3720) (0.1, 0.1) 0.3907
5 1.1 (0.4284,0.0380) 0.0036(0.0730) (0.6,0.06) 0.0413
10 1.1 (0.3261,0.1218) 0.0007(0.00120) (0.2,0.04) 0.0008
Table 5.21: Theoretical and simulated minimum variance of attenuated moment estimator 
p  given by the optimal combination of k  and c for a linear combination of two exponential 
distributions with fixed a  =  0.1, n Q =  1000 and various r  and p. Simulated figures are based 
on 10000 replications.
5.1. A  LIN E A R  CO M BIN A TIO N  OF TW O EX PO N E N T IA L
D IST R IB U T IO N S 251
by (3.119), as seen in Table 5.21. The fact that one of the mixing weights, q is negative 
might have created some errors in the calculation of the approximated theoretical variance 
of estimator.
By now, the trend is clear, the best k  decreases when the separation between the two 
distributions increases. It is clear that we can use a wide range of k, and c and still be able 
to obtain reasonable estimates of the parameters, since the variances of the estimators given 
by any of these combinations are generally low.
In Chapter 3, we demonstrated how users can decide on the best set of estimates after 
estimating the parameters from a raw sample with a few combinations of k  and c. Our 
suggestion is, the ones that give the lowest V a r  0  in (3.119) should be chosen. To check 
if we can do the same when the underlying distribution is a linear combination, we estimated 
the same data set simulated in Figure 5.6, where the true parameters are a =  0.1, b =  1 and 
p  =  1.1. We estimated the parameters with ten different combinations of k  and c, where k  
is fixed at 0.1 and c  ranges from 0.01 to 0.1. We then substituted the sets of estimates into 
(3.119) and plotted the resulted V a r  0  versus k, for a, b and p  respectively in Figure 5.7.
0 by putting the true parameter valuesOn the same plot, we show the theoretical V a r  
into (3.119) for comparison. We can see that, apart from 6, the conformity between the 
theory and practice is satisfactory. Therefore, users can choose the set of estimates that 
minimise V a r  [a] or V a r [ p \ .  Anyway, we know that the accuracy of the estimates are not 
very sensitive to the choice of the combination of k, and c. In general, the estimates provided 
by the attenuated moment estimator are consistently precise, given that the sample size is 
largish.
The method of attenuated moments is undoubtedly better than the MLE and the frac­
tional moment estimator, given its outstanding performance in estimating the three para­
meters of a linear combination of two exponential distributions.
The M ethod o f Appell-Fourier M om ents
In Chapter 3, we presented the estimation results of a two-component positive mixture 
exponential distribution using the method of Appell moments with a  =  3, 4 and 5. Here, we 
do the same to a linear combination of two exponential distributions and follow the routine 
from (3.147) to (3.155) for a  =  3. We do not present the estimation results of this method 
with a  =  4 and a  =  5 simply because the estimators are strongly implausible for a linear 
combination, even when the sample size is as large as 1Q00. Like before, we consider three 
degrees of separation r =  (2,5,10) and different sample size n Q =  (10,15,20,50,1000). For 
each combination, we use 19 values of uj — (0.01, 0.02, ...,0.1,0.2, ...1) to estimate the three 
parameters of the distribution; for each u ,  we calculate the bias2, variance and mean square 
error of the 10000 estimates. The minimum measures of error are presented in Tables 5.22, 
5.23 and 5.24 for r  =  2, 5 and 10 respectively.
Let us first examine the performance of this method in estimating a linear distribution
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Figure 5.7: Asymptotic variance of the attenuated moment estimator given by true parame­
ters and parameter estimates versus c, based on a data set, consisting of 1000 observations, 
simulated from a linear combination of two exponential distributions with a = 0.1, b = 1 
and p =  0.6.
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of two exponential distributions with r  =  2 and p =  1.5 in Table 5.22. Apparently, this 
method is only reasonable when the number of observations in a sample is large enough. 
When Ti0 =  1000, any u j  with a value between 0.01 and 0.08 will return reasonable estimates 
of © close to the true values. The best u j  for a  is 0.02 in terms of the mean square error; 
whereas the best u j  for b is 0.06. Although the u j  which minimises the variance of estimator 
p is 0.1, we believe that the best u j  for p  is 0.08 because it has the lowest bias of p while 
its variance of p is 1.9046, which is not much larger than the one given by u j  =  0.1. We do 
not prefer u j  = 0.1 essentially because it gives a highly biased b even when n Q — 1000. This 
estimator is not ideal for small samples; the estimates of b and p  are either highly biased 
and lowly deviated, or lowly biased and highly deviated. For instance, when n 0 =  10, the 
best u j  for b is 0.3 in terms of bias but its variance is 4263; the best u j  for b is 0.02 in terms 
of variance, however £  & in this case is 0.1433 with bias2 as 0.0032, which is a lot larger 
than the one given by u j  =  0.3. Similarly, for p, when u j  =  0.05 is used on sample of size 
n 0 =  10, E  [p] =  1.1430 is the lowest bias. However its variance of p is significantly large 
with V a r \ p } =  31, this makes u j  =  0.05 implausible for the estimation of p. The variance of 
p is minimised when u j  =  0.02, however in this case E  [p] =  0.8631 which is not only highly 
biased but at the same time the estimator "sees" the distribution as a positive mixture rather 
than a linear combination. It appears that the best u j  for estimating p, regardless of r, is 
either 0.01 or 0.02 for samples of small sizes. However, with these values of u j , the estimates 
of p are highly biased and lower than 1; for instance, when u j  — 0.01, E  [p] =  0.9140 when 
n 0 =  15 whereas E  [p] =  0.9639 when n Q =  20. In other words, the fitted distribution is 
a positive mixture if one uses u j  =  0.01 or 0.02 on small samples. Therefore, we see the 
disagreement between the best u j  in terms of bias and the best u j  in terms of variance for 
small samples (nG < 50) in Tables 5.22, 5.23 and 5.24.
For r  =  5, the performance of the Appell moment estimators is similar to the ones for 
r  =  2, as shown in Table 5.23. In general, to reduce the variances of the estimators, we 
should use small u j  (< 0.05) to estimate the parameters. The estimation of a  is satisfactory 
for all n 0 but the estimation of b is very poor even when the sample size is as large as 
n 0 =  1000. For p, again, the variance is, in general, greater than 1 for data sets with a small 
number of observations (n 0 <  50).
Since this estimator is not good enough for small samples, we focus on its performance 
on data sets of large sizes with r =  5, p =  1.1 and n D =  1000 in Table 5.23. The "good" 
a/s are 0.03, 0.04, 0.09 and 0.1 as they provide estimates with E  [a], E  b and E  [p] near to 
the true values. Among these four a/s, the best candidate for both a  and p is u j  =  0.04 in 
terms of the variance of estimator. Although u j  =  0.03 minimises the variance of estimator 
6, it is significantly large (V a r  Sj =  115) even when n 0 =  1000.
Similarly, as seen in Table 5.24, the estimates of both b and p for r =  10 are considerably 
poor; both estimators have large variances especially when sample size is small.
When r  =  10 and p =  1.1, the best u j  that returns reasonable estimates of all parameters 
appear to have a value of 0.1. However, we note from Table 5.24 that the best u j  for
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r  =  2 Simulated Value
n Q 10 15 20 50 1000
(a — a)2 3.07 x 10-° (0.06)
0.00011
(0.07)
8.21 x 10“9 
(0.09)
0.0002
(0.04)
1.73 x 10"7 
(0.03)
( M 2
0.0002
(0.3)
4.92 x 10"5 
(0.06)
0.0275
(0.04)
0.0002
(0.09)
0.00193
(0.01)
( p - p ) 2
0.1274
(0.05)
0.0579
(0.06)
0.0440
(0.09)
0.0110
(0.1)
9.81 x 10“5 
(0.08)
V a r  [a] 0.0016(0.02)
0.0014
(0.03)
0.0012
(0.03)
0.0008
(0.03)
6.92 x 10“5 
(0.02)
V a r  b
48
(0.02)
147
(0.03)
474
(0.05)
18
(0.02)
1.6623
(0.06)
V a r  [p] 1.9211(0.02)
1.6172
(0.01)
1.4594
(0.01)
2
(0.02)
0.7564
(0.1)
M S E  [a]
0.0024
(0.01)
0.0019
(0.04)
0.0016
(0.04)
0.0009
(0.04)
6.96 x 10-5 
(0.02)
M S E Si 48(0.02)
147
(0.03)
474
(0.05)
18
(0.02)
1.6694
(0.06)
M S E  \p]
2
(0.02)
1.9605
(0.01)
1.7468
(0.01)
2.3462
(0.02)
0.7678
(0.1)
Table 5.22: Performance of the method of Appell moments (with a  =  3) for 10000 data sets 
simulated from a linear combination of two exponential distributions with a  =  0.1, b =  0.2 
and p  =  1.5 for different sample size n Q.
r =  5 Simulated Value
n 0 10 15 20 50 1000
(a — a)2 6.39 x 10- 7 (0.06)
3.0805 x 10"5 
(0.05)
4.35 x 10"6 
(0.06)
1.41 x 10~8 
(0.08)
1.72 x lO"7 
(0.01)
( M 2
0.0006
(0.2)
0.1323
(0.06)
0.0168
(0.3)
0.0068
(0.2)
0.0047
(0.09)
( p - p ) 2
0.0022
(0.06)
0.0019
(0.09)
6.02 x 10~5 
(0.06)
0.0003
(0.1)
9.53 x 10"6 
(0.2)
V a r  [a] 0.0022(0.01)
0.0018
(0.01)
0.0016
(0.03)
0.0011
(0.05)
7.54 x 10“5 
(0.04)
V a r  b
114
(0.02)
38
(0.04)
35
(0.01)
27
(0.01)
115
(0.03)
V a r  [p]
1.1727
(0.01)
1.6401
(0.02)
0.8181
(0.01)
1.2844
(0.01)
0.2645
(0.04)
M S E  [a]
0.0025
(0.01)
0.0022
(0.01)
0.0019
(0.04)
0.0011
(0.05)
7.77 x 10“5 
(0.04)
M S E Si 114(0.02)
39
(0.04)
35
(0.01)
27
(0.01)
115
(0.03)
M S E  [p| 1.2466(0.01)
1.7255
(0.02)
0.9005
(0.01)
1.3516
(0.01)
0.2717
(0.04)
Table 5.23: Performance of the method of Appell moments (with a =  3) for 10000 data sets
simulated from a linear combination of two exponential distributions with a =  0.1, b =  0.5
and p =  1.1 for different sample size n0.
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r =  10 Simulated Value
n Q 10 15 20 50 1000
(a  — a)2 1.94 x 10“5 (0.05)
3.33 x 10"7 
(0.05)
5.28 x 10“° 
(0.05)
7.57 x 10"7 
(0.03)
2.97 x 10“6 
(0.04)
( M 2
0.0066
(0.06)
0.4643
(0.06)
0.0251
(0.05)
0.0002
(0.04)
0.0006
(0.1)
( P - p ) 2
3.03 x 10“° 
(0.09)
0.0013
(0.05)
0.0008
(0.05)
1.10 x 10“5 
(0.05)
0.0007
(0.4)
V a r  [a] 0.0024(0.01)
0.0019
(0.02)
0.0017
(0.03)
0.0011
(0.04)
3.83 x 10~5 
(0.04)
V a r  b
285
(0.01)
51
(0.04)
18
(0.03)
93
(0.01)
129
(0.02)
V a r  [p] 1.6548(0.02)
1.0613
(0.02)
3
(0.02)
1.4852
(0.01)
0.0372
(0.04)
M S E  [a]
0.0027
(0.01)
0.0022
(0.01)
0.0019
(0.04)
0.0011
(0.04)
4.13 x 10"5 
(0.04)
M S E b
286
(0.01)
52
(0.04)
19
(0.03)
94
(0.01)
129
(0.02)
M S E  [p]
1.7074
(0.02)
1.1174
(0.02)
3
(0.02)
1.5028
(0.01)
0.0399
(0.04)
Table 5.24: Performance of the method of Appell moments (with a  =  3) for 10000 data sets 
simulated from a linear combination of two exponential distributions with a  =  0.1, b =  1 
and p  =  1.1 for different sample size n Q.
estimating a  is 0.04, that gives estimates with both lowest bias and smallest variance. 
cj =  0.10 returns estimates of b with the lowest bias2, however its variance is large with a 
value of 1608. From the table, the best u  for b, in terms of variance, is 0.02. Nevertheless, 
E  b =  0.0526 in this case, which is highly biased. Not to mention that the variance of b is
significantly large, V a r  b =  129 even when n Q — 1000.
To conclude, the method of Appell moments perform poorly in fitting a linear combina­
tion of two exponential distributions, especially for samples of small sizes. Even when the 
number of observations of a data set is as large as 1000, the estimation of b is implausible 
with a large variance. Therefore, we do not recommend the use of this method on the 
estimation problem of a linear combination of distributions.
The M ethod Using Order Statistics
Finally, we examine the performance of the method using order statistics, investigated 
in Chapter 3, in estimating the parameters of a linear combination of two exponential 
distributions. The estimation results are summarised in Tables 5.25, 5.26 and 5.27.
We can see that, for all r, V a r  b is extremely large, even when the sample size is 
large, n 0 — 1000. This method performs badly especially when the separation between the 
two components is large; when r =  10, both the bias2 and variance of b are large at an
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r  =  2 Simulated Value
n Q 10 15 20 50 1000
(a  — a ) 2 0.0003 0.0003 0.0003 0.0002 9.80 x 10"15H 0.0629 0.0048 1.1932 0.0380 0.0012
( p - p ) 0.2499 0.2177 0.1859 0.0933 0.0457
V a r a] 0.0014 0.0011 0.0009 0.0007 6.42 x 10“5
V a r b 161 2983 5630 427 0.0302
V a r P. 0.6762 0.6562 0.7319 1.6197 3
M S E a] 0.0017 0.0014 0.0012 0.0009 6.42 x 10“5
M S E b 162 2983 5631 427 0.0314
M S E P\ 0.9261 0.8739 0.9177 1.7130 4
Table 5.25: Performance of the method using order statistics for 10000 data sets simulated 
from a linear combination of two exponential distributions with a =  0.1, b =  0.2 and p  =  1.5 
for different sample size n 0.
r  =  5 Simulated Value
TLq 10 15 20 50 1000
( S - a f 3.97 x 10"5 6.73 x 10"5 6.82 x 10~5 3.83 x 10"5 1.61 x 10-6
( s - „ y 0.7563 0.1571 0.4019 3 0.0134
( P - p ) 0.0249 0.0139 0.0151 0.0040 0.0036
V a r a] 0.0022 0.0015 0.0013 0.0008 3.85 x 10"5
V a r b 1372 114 89 40528 534
V a r P 0.4090 1.5428 0.4526 0.3991 0.1036
M S E d] 0.0022 0.0016 0.0014 0.0008 4.02 x 10~5
M S E b 1373 115 90 40531 534
M S E P] 0.4339 1.5567 0.4678 0.4031 0.1072
[ Table 5.26: Performance of the method using order statistics for 10000 data sets simulated
from a linear combination of two exponential distributions with a =  0.1, b =  0.5 and p — 1.1
for different sample size n0.
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r  =  10 Simulated Value
n Q 10 15 20 50 1000
(a  — a)* 1.85 x lO"5 2.27 x 10~5 1.77 x 10“5 4.83 x 10- 7 4.51 x lO"7
M 2
43 1.0499 1.2733 5 13
( p - p ) 0.0103 0.0043 0.0010 0.0023 0.0003
V a r a] 0.0022 0.0016 0.0014 0.0007 2.31 x 10~5
V a r b 27055 217 294 32965 96996
V a r P. 0.7271 0.7513 1.2339 0.4672 0.0049
M S E a] 0.0022 0.0017 0.0014 0.0007 2.35 x 10"5
M S E b 270597 218 295 32970 97009
M S E P\ 0.7373 0.7555 1.2349 0.4695 0.0052
Table 5.27: Performance of the method using order statistics for 10000 data sets simulated 
from a linear combination of two exponential distributions with a  =  0.1, b =  1 and p  =  1.1 
for different sample size n 0.
unacceptable level. Because of this, the method using order statistics is outperformed by 
other estimators considered above.
5.1.5 C om parison o f E stim ation  M ethods
By now, it is clear that the MLE, AP and OS are implausible for the parameter estimation 
of a linear combination of two exponential distributions. The MLE fails to identify a linear 
combination in most cases. For samples of large sizes, the ML inferred distribution, regard­
less of the starting values @(°\ is a single distribution rather than a linear combination. In 
Figure 5.8, we show the scatter plots of b against a  given by the MLE and the attenuated 
moment estimator for distributions with r  =  (2,5,10) and n 0 =  1000. It is obvious that, for 
each r, the scatter plots of the ML estimates show a positive linear relationship; 5’s have 
similar values to a ’s and never exceed 0.15 in all cases. Indeed, the scatter plot for r =  2 
given by the MLE looks like a 45° line. Conversely, the estimates of b given by the AM 
are reasonable with most 6’s scattering in the region near to the true value. We do notice 
a number of cases of the under-estimation of a  and over-estimation of b when r =  5 in the 
figure.
Although the Appell moment estimator and the method using order statistics do return 
better estimates compared to the MLE for large samples, their variances of estimator b 
are extremely large even when the number of observations are large enough (for instance, 
n Q =  1000). Thus these two methods are outperformed by the fractional moment estimator 
and the attenuated moment estimator.
Therefore, in order to find the best method for a linear combination of two exponential 
distributions, we only need to compare the FM and the AM in Tables 5.28 to 5.30. It is 
clear from these three tables that the AM outperforms the FM by returning estimates with 
lower bias and smaller variance of estimators regardless of the separation between the two
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r = 2 ,p  = 1 .S ,n  =1,000
AM k = 0.6, c = 0.04 
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Figure 5.8: Scatter plots of b versus a: Comparison of the MLE and attenuated moment
estim ator for a linear combination of two exponential distributions with different r and p.
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r = 2 Bias2 Variance
n0 =  1000 a b P a b P
MLE 0.0004 0.0143 0.6428 4.81 x 10“ 6 5.01 x 10“ 6 3.19 x H T5
FM 4.19 x K T 10 0.0011 0.0028 6.21 x 10“ 5 0.0060 0.6564
AM 4.88 x 10~13 0.0009 3.88 x 10~5 6.17 x 10"5 0.0052 0.3907
a p 3 1.73 x 10-7 0.0019 9.81 x 10~5 6.92 x 10"5 1.6623 0.7564
OS 9.80 x lO-15 0.0012 0.0457 6.42 x 10“ 5 0.0302 3
Table 5.28: Performance of different estimation methods for 10000 data sets each consisting 
of 1000 observations simulated from a linear combination of two exponential distributions 
with a =  0.1, b = 0.2 and p  =  1.5.
r = 5 Bias2 Variance
n 0 = 1000 a b P a b P
MLE 5.88 x 10"5 0.1644 0.0653 8.4 x 10“6 1.33 x 10“5 0.0003
FM 2.51 x lO-10 0.1136 0.0013 3.98 x 10“ 5 62 0.0668
AM 2.97 x H T 11 0.0003 1.24 x 10"5 3.29 x 10"5 0.4234 0.0413
a p 3 1.72 x lO"7 0.0047 9.53 x 10"6 7.54 x 10“ ° 115 0.2645
OS 1.61 x 10~6 0.0134 0.0036 3.85 x 10“ 5 534 0.1036
Table 5.29: Performance of different estimation methods for 10000 data sets each consisting 
of 1000 observations simulated from a linear combination of two exponential distributions 
with a =  0.1, b ■■= 0.5 and p  =  1.1.
r = 10 Bias2 Variance
nQ =  1000 a b P a b P
MLE 6.88 x 10"5 0.8214 0.0265 7.12 x 10"6 9.70 x 10"6 4.14 x 10~5
FM 1.79 x lO '7 0.0033 3.04 x 10~5 1.45 x 10"5 0.1187 0.0011
AM 1.25 x 10-7 0.0008 1.74 x lO” 5 1.42 x 10"5 0.0814 0.0008
a p 3 2.97 x H T6 0.0006 0.0007 3.83 x lO” 5 129 0.0372
OS 4.51 x 10-7 13 0.0003 2.31 x 10"5 96996 0.0049
Table 5.30: Performance of different estimation methods for 10000 data sets each consisting
of 1000 observations simulated from a linear combination of two exponential distributions
with a  =  0.1, b =  1 and p  =  1.1.
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E f f  © r =  2, p =  1.5. r  =  5, p =  1.1. r =  10, p = 1.1.
Method a b P a b P a b P
FM 0.1456 0.0484 0.0002 0.2303 0.0002 0.0010 0.5862 0.0935 0.0127
AM 0.1465 0.0560 0.0003 0.2793 0.0346 0.0016 0.5986 0.1362 0.0158
Table 5.31: Efficiencies of different estimators for 10000 data sets each consisting of 1000 
observations simulated from a linear combination of two exponential distributions with fixed 
a = 0.1 and varying b and p.
components.
Since the Fisher information matrix for a linear combination of two exponential distri­
butions can be obtained explicitly with Jalali’s (2008) solutions, as explained in Section
3.1.6, we shall now find the asymptotic efficiency of each estimator, denoted as E f f ©
by dividing the CRLB of Var  0  , presented in Table 5.3, by the simulated variances of
© to one, the more efficient is anthe estimators in Tables 5.28 to 5.30; the closer is E f f  
estimator. The efficiencies of a , b and p  for all three degrees of separation (r — 2, 5 and 
10) are presented in Table 5.31. We can see that, even when the samples are as large as 
1000, the efficiencies of all the estimators are low. The efficiency of p is especially low, due 
to the fact that the estimation is complicated by the fact that the true p is greater than 
one. Our suggestion is that one should not likely to clump more than two states in a level 
for a Markov process. Unless there is a great deal of data, for example, in the ion channel 
studies. By clumping states into a level for a Markov process, we should be prepared to 
obtain lowly efficient estimates for a linear combination of two distributions
5 .1 .6  D iscu ss io n
To sum up, most of the methods considered are not ideal for solving the parameter estimation 
problem for a linear combination of two exponential distributions. In some cases, we see 
poor estimation of both b and p with extremely large bias and variance of estimators. Even 
the MLE fails to provide good estimates for such a distribution: for data sets with large 
number of observations, the MLE returns a and b with a small difference between each 
other, and an estimate of p  with a value less than 1.
Excitingly, the new method of attenuated moments stands out from the others, by provid­
ing estimators with relatively low bias and variances. In conclusion, we prefer the attenuated 
moment estimators to other estimators when solving the estimation problem of a linear com­
bination of two exponential distributions, in particular because this method is the best in 
distinguishing a linear combination from a positive mixture of distributions.
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5.2 A  Linear C om bination  o f T w o G eom etric D istrib u tion s
We now move on to study a linear combination of geometric distributions, the discrete 
analogue of the exponential case. A number of outstanding topics concerned with a linear 
combination of two geometric distributions will be discussed in this section. The first will be 
the conditions for such a distribution to satisfy. The second will be the simulation procedure 
for this distribution. Finally, we will study the performance of the methods investigated in 
Chapter 4 for estimating a linear combination of two geometric distributions, when one of 
the mixing weights is negative.
If A  is a linear combination of N a and Nb with weights p and q respectively, where
N a ~  a (1 — a)n_1 and Nb ~  b (1 -  b)n~l ,
then
/  (n*; ©) =  pa (1 -  a)n_1 + qb( 1 -  6)n_1, n = 1, 2,..., n , ... (5.13)
where © =  (a, b,p) and p  +  q = 1. As discussed before, if p  is less than 1, then we have 
the case arising from time reversible Markov models, and N  has a mixture of geometric 
distributions. On the other hand, in a strongly irreversible case, p can be larger than 1. 
This means that the weight for the second geometric distribution q is negative.
5.2 .1  T y p o lo g y  o f  a  L inear C om b in a tio n  o f  T w o G eo m etr ic  D istr ib u tio n s
A linear combination of two geometric distributions should satisfy the following conditions:
Conditions o f positiv ity
1. a < b
As in (4.6) and since 0 < a, a < 1,
b > a
O  a < 1 — ar 
<=> ar < a 
r > 1.
The PDF of the linear combination must be non-negative. Hence, we need to have
P > o,
and
p a  +  (1 -  p )  b >  0.
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This means that
Hence,
(1 — p)b > —pa
-  ' - r Z - T
,b — a.
P < (5.14)b — a'
C ondition o f the m ixture
1. 0 < p  < 1
This is straightforward. For a mixture of two geometric distributions, p  is the proba­
bility that Ni comes from the distribution N a. A probability must be a non-negative 
value and could not exceed one.
Condition o f linear-non-m ixture
b1. 1 < p  < b — a (non-modal)
2 .
Since a mixture has p < 1, for a linear combination to be a non-mixture, we need to
have p > 1. As said before, p < - in order to satisfy the condition that the PDFb — a
is always positive. Therefore, we have the above condition. 
b2 b< p  < (modal)
b2 — a2 r b — a 
If n is the mode, we need to have
paan +  (1 — p) bbn < paan 1 +  (1 — p) bbn 1 > paan 2 +  (1 — p) bb71—l . —71 — 2 u.n—2
Since
we know
paan +  (1 -  p) bbn < paan~l +  (1 -  p) bbn“ 1, 
paan_1 (a — 1) < (1 — p) bb71-1 ( l  — 6)
O  —pa2an 1 < (1 -  p) b2bn 1 
pa2an~ 1 > (p -  1) b26n“ 1 
pa?
<(=>
(p — 1) 62 \ a  
,2
>.1
<(=> In
p a
_ ( p ~  1) 62
> ( n  — 1) In
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and since In pa*
(p — 1) b2
is negative
n  — 1 >
In
i
& to
I
> - -  1) b2.
r&iIn
a
<=> n  > 1 +
In
r pa
Xp --  1) b2
In
'b'
a
Similarly, from
paa"-1 + (1 -  p) bbn~i > paan~2 + (1 -  p) W”"2,<n—2
we know
71 'C 2 -|-
In
I
o to
•
(p — 1) b2
In T
a
Therefore, n  is the integer value of
2 +
In
I
© to
•
{ p  — 1) b2
In
'b'
a
Note that when (5.15) is an integer, we have two consecutive modes, 
mode only when n  is greater than 1, i.e.
and this means that
2 +
In
pa2
{ p -  1) b2
In 'b'a
> 2,
In pa2
(p — 1) b2
In
‘b' 
a
> 0
<=> pa2 < (p — 1) b2 
«=> p (b2 — a2) > b2
p > b2
b2 — a 2 '
263
(5.15)
We will have a
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r b b ^
b
b2 — a2 b — a
2 0.19 1.3831 2 .1 1 1 1
3 0.2710 1.1576 1.5848
4 0.3439 1.0924 1.4100
5 0.4095 1.0634 1.3231
6 0.4686 1.0477 1.2713
7 0.5217 1.0381 1.2371
8 0.5695 1.0318 1.2130
9 0.6126 1.0274 1.1951
1 0 0.6513 1.0241 1.1814
Table 5.32: Lower and upper bounds for p  in a linear combination of two geometric distri­
butions with a =  0.1 and b =  1 — 0.9r .
Hence
b2 b
To 2 - P - h ------• (5-16)b2 — az b — a
Therefore, for a linear of two geometric distributions with a mode, p must be between 
b2 b
-tk o and i • Table 5.32 outlines the lower bound and upper bound of p for a linearb2 — a 2 b — a
combination of two geometric distributions with a mode. Like its continuous exponential 
analogue, when the separation between the two components increases, the possible values 
of p are limited.
Figure 5.9 shows four PMF plots of a linear combination of two geometric distributions
for varying r  and p. When a = 0.1, b =  0.19 and p = 1.2 (indicated by the blue plot), the
b2
distribution has no mode because p is less than -r~ whereas the other three distributionsb2 — a 2
have modes because their p is between 7  and
b2 — a2 b — a'
5 .2 .2  S im u la tio n  o f  a  L inear C o m b in ation  o f  T w o  G eo m etr ic  D is tr ib u tio n s
(N o n -M ix tu re )
We shall discuss the simulation of a linear combination of two geometric distributions in this 
section. To simulate a data set arising from a distribution with PMF in the form of (5.13) 
where p satisfies the condition in (5.16), we generate a mixture of Na +  Nb with probability 
(weight) 7ra_|_6 , and N b  with probability 1 — 7r0-|.&. The relation between t t a + b and p  is as 
follows:
Ka+b = V • (5-17)
We need to have na+b < 1 for it to be a probability. In order to prove this, we first find the 
PMF of the sum of two discrete random variables X  and Y ,  which are both geometrically
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Figure 5.9: PM F plots of linear combinations of two geometric distributions for varying r
and p.
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distributed with distinct parameters a and 6, given by
f x ( x )  = a ( l - a ) * - 1, 
f Y (y) =
the PMF of the sum of these two random variables, Z  = X  + Y  is
ab
f z  0 )  = b — a
(i _  a)»-i _  ( i  _  b)z - 1
Therefore, the distribution (PMF) of Na +  N b (independence of the two is assumed) is
^  ( i  ~ \ n —1 ( u \ n —1
h ~  a )  “  I    i 1  “  6 )
0  —  CL 0  —  CL
n = 2, 3 , so the mixture of N a +  N b and N b has the PMF
/  (n) = 7ra+b 
Upon rearranging,
(1 -  a) ^ 1 -  r ^ -  (1 -  ft)""1b — a b — a
+  (1 -  7Ta+6)6 ( l  -  b)n —1 (5.18)
f ( n )  = Tta+b b — a a (1 — a)"-1 + 1 — T^ a+b ( 1 + b — a 6 ( 1 - 5 )
n —1 (5.19)
It is obvious that
P  —  7Ta-\-b b — a
and (5.19) is then in the form of (5.13). To check, we substitute (5.17) into (5.19),
/  (n) =  p
b — a
T ~ ~  (1 — a)71-1 — r ~ ~  (1 — &)"-1b — a b — a +  1  ~ P
b — a
6 (1 - 6)n —1
=  pa (1 — a)n 1 +
=  pa (1 — a)"-1 +  (1 — p) 6 (1 — 6)n_1
a b — a 
^ —b ~  — +  i 6 (1 - 6)
n —1
as required.
R em ark  4 As in the case of the exponential, there is the marginal case of b —>• a and
p  —»  ------ and thus ira+b —> 1. In this case the limit of the PMF  (5.18) is the negativeb — a
binomial distribution with PMF
f  (n ) =  (n -  1) a2 (1 -  a)n 2 ,
n = 2, 3,.... Throughout this thesis, we leave aside the marginal case for our study.
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r a b V
2 0.1 0.1900 1.5
5 0.1 0.4095 1.1
10 0.1 0.6513 1.1
Table 5.33: True parameters of simulated samples arising from linear combinations of two 
geometric distributions.
5 .2 .3  E stim a tio n  M eth o d s
It is obvious that all the methods used for estimating a mixture of two geometric distri­
butions can be applied perfectly the same way on a linear combination of two geometric 
distributions (since the PMF looks exactly the same). Therefore, we apply the methods 
discussed in Chapter 4 to simulated data sets and present the estimation results here.
Once again, simulation experiments are carried out for different sample sizes ranging 
from small (n0 =  10,15, 20,50) to large (na =  1000) and different separation between the 
components varying from small (r =  2) over medium (r =  5) to large (r =  10). 10000 data 
sets each consisting of n Q observations were simulated from a linear combination of two 
geometric distributions with parameter vector 0  =  (a, b,p). Table 5.33 shows the true 
parameters of the our simulated samples for the linear combination of two geometric dis­
tributions with different degree of separation r. The "unknown" parameters © =  (a,b,p) 
are estimated for each of the 10000 data sets based on the MLE via the EM algorithm, 
the method of rising factorial fractional moments (FM), the method of attenuated rising 
factorial fractional moments (AM) and the method of Appell Moments (APE). After the 
estimation procedure, we calculate the measures of error (bias2, variance and mean square 
error) for all estimators to study their performances.
The M aximum  Likelihood Estim ator via  the EM  A lgorithm
We simulated a data set N , with 1000 observations, arising from a linear combination of
two geometric distributions with true parameters a = 0.1, b = 0.6513 and p = 1.1. We then
fitted the data set with the MLE via the EM algorithm with initial values set at the true
values ©(°) =  (0.1,0.6513,1.1). At each iteration k, the updated values of a^k\  Uk) a n d p ^
are given by (4.11), (4.12) and (4.10) respectively. The EM iteration process stopped after
42 iterations with the final estimates 0 ^  =  (0.0925,0.0939,0.6770) and the log-likelihood
is maximised at I(42) =  —3327. Figure 5.10 shows the value of the estimates a^k\  Uk) and p ^
at each iteration k, whereas Table 5.34 shows the first seven iterative values of the parameters
and the log-likelihood function. We can see that all estimates increased gradually at the
beginning but dropped dramatically at the fifth iteration. Like the exponential case, the
reason behind this is the log-likelihood became a complex number at the third iteration (see
Table 5.34) because the estimate of the mixing weight p ^  exceeded the upper bound of p 
&(3)
(tt—------— ) and hence the condition of positivity was violated at this point. As a result, the
&(3) — a(3)
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k &(*> &(*) p(k) [(*)
0 0.1000 0.6513 1.1000 -3312
1 0.1016 0.6716 1.1088 -3313
2 0.1033 0.7146 1.1295 -3324
3 0.1118 0.8279 1.2336 -3212 +  163i
4 0.0799 1.3450 0.8502 -3565 +  217z
5 0.0285 0.5141 0.2661 -4111
6 0.0638 0.2526 0.5798 -3400
7 0.0717 0.1918 0.6345 -3354
Table 5.34: The iterative values when estimating a sample arising from a linear combination 
of two geometric distributions using the maximum likelihood estimator via the EM algorithm 
a =  0.1,b=0.6513,p=l.landno =  1000. Starting values are set as true values.
log-likelihood does not converge monotonically but decreases, as shown in the table, after the 
violation. We can see from Figure 5.10 that after the fifth iteration, a ^  and b ^  converged 
to the same point while p ^  settled at 0.6770 when the iteration process terminated. Since 
the estimates of a and b are similar, the ML fitted distribution of the data set is reduced to 
a single geometric distribution with 6 «  0.09.
We changed the initial values to ©(0) =  (0.1,0.6513,0.6) where p ^  is less than 1 and 
hence the mixing weight of the second component is not a negative number, then we restarted 
the ML estimation of the sample. In Figure 5.11, we see the iterative values of the parameters 
at each iteration, whereas in Figure 5.12 we show the iterative value of the log-likelihood 
at each iteration. After the first iteration, Uk) decreased and stopped at a similar point 
to a,(k\  We also note that p ^  increased gradually and terminated at p (39) =  0.9321; in 
Figure 5.12, we see that the log-likelihood function increased monotonically and stopped at 
l ^  = —3327. W ith a different set of starting values, the ML fitted distribution remains as 
a single geometric distribution.
We study further the behaviour of the MLE on a linear combination of two geomet­
ric distributions by carrying out simulation experiments for different sample sizes nQ = 
(10,15,20,50,1000) and different degrees of separation r = (2,5,10). For each r and nQ, we 
simulated 10000 data sets and estimated every data set with the MLE. The starting points 
of a and b are set at the true values but we used pW = 0.6 for each sample to avoid the 
log-likelihood function becoming a complex number. The results are shown in Tables 5.35, 
5.36 and 5.37.
It is obvious from these three tables, that the average of estimates of b decreases when 
sample size increases, whereas the average of estimates p increases, but never exceeds 1, 
for increasing sample size. For small samples, the fitted distribution is always a positive 
mixture. When nQ = 1000, b is very close to a, regardless of the separation between the 
two components, and hence is highly biased, especially for large r, with an extremely low 
variance. This suggests that a majority of the 10000 estimates of b are close to a and hence 
the fitted distribution is a single geometric distribution rather than a linear combination.
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MLE of A Linear Combination of Two Geometric Distributions 
a<0> = 0.1, b(0> = 0.6513, p(0> = 1.1
Estimates: a = 0.0925, b = 0.0939, p = 0.6770, loglike = -3327
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~ (fc)Figure 5.10: The ML updated estimates © at each iteration k for an artificial da ta
set, consisting 1000 observations, simulated from a linear combination of two geometric
distributions with a =  0.1, b — 0.6513 and p =  1.1. S tarting values are set as true values.
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MLE of A Linear Combination of Two Geometric Distributions 
a(0> = 0.1, b(0> = 0.6513, p(0> = 0.6 
Estimates: a = 0.0929, b = 0.0945, p = 0.9321, loglike = -3327
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Figure 5.11: The ML updated estimates at each iteration k for an artificial data 
set, consisting 1000 observations, simulated from a linear combination of two geometric 
distributions with a = 0.1, b = 0.6513 and p = 1.1. Starting values are a^  =  0.1, b^  = 
0.6513 and p^  =  0.6.
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MLE of A Linear Combination of Two Geometric Distributions
a(0> =  0.1, b<0 =  p <0> =
Estimates: a = 0.0929, b = 0.0945, p = 0.9321, loglike = -3327 
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Figure 5.12: The ML updated estimate of log-likelhood at each iteration k for a data 
set, consisting of 1000 observations, simulated from a linear combination of two geometric 
distributions with a — 0.1, b — 0.6513 and p = 1.1. Starting values are a =  0.1, b =  
0.6513 and = 0.6.
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r  =  2 Simulated Value
TLq 10 15 20 50 1000
E a] 0.0826 0.0813 0.0805 0.0800 0.0807
E b 0.1280 0.1163 0.1082 0.0905 0.0814
E P\ 0.6876 0.6879 0.6882 0.6884 0.6982
(a — a) 2 0.0003 0.0004 0.0004 0.0004 0.0004
0.0038 0.0054 0.0067 0.0099 0.0118
(P - pY 0.6599 0.6596 0.6590 0.6586 0.6430
Var a] 0.0007 0.0004 0.0003 0.0001 4.56 x 10"6
Var b 0.0202 0.0146 0.0109 0.0029 4.79 x 10~6
Var P. 0.0103 0.0099 0.0095 0.0076 3.25 x 10"5
M S E a] 0.0010 0.0008 0.0007 0.0005 0.0004
M S E b 0.0241 0.0200 0.0176 0.0128 0.0118
M S E P\ 0.6702 0.6695 0.6684 0.6662 0.6430
Table 5.35: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a linear combination of two geometric distributions with a = 0.1, 6 — 0.19 and p = 1.5 
for different sample size nQ. Starting values set as true values.
W ith these behaviours in mind, we conclude that the MLE is not an ideal method for the 
estimation problem of a linear combination of two geometric distributions.
The M ethod o f R ising Factorial Fractional M om ents
Let us now study the performance of the method of rising factorial fractional moments on a 
linear combination of two geometric distributions. We apply this method to the estimation 
problem by following the procedures outlined in Section 4.3.1 and considering ten fractions 
k = (0.1,0.2,..., 1). For each /c, we generated 10000 simulated data sets each consisting 
of n0 observations from a linear combination of two geometric distributions. As before, 
we consider three sets of parameters © =  (0.1,0.19,1.5), © =  (0.1,0.4095,1.1) and 0  =  
(0.1,0.6513,1.1), representing different levels of separation between the components, and 
five sample size nQ — (10,15,20,50,1000). Our objective is to find the best values of the 
fractions that provide estimates with high precision for different degree of separation between 
the two populations. For each 10000 estimates, we calculated the measures of errors and the 
minimum values are presented in Tables 5.38 to 5.40, where the counterpart k, are shown 
in brackets below the measures of errors. We shall now study the characteristics of this 
estimator from these tables.
Table 5.38 presents the measures of errors for linear combination of two geometric dis­
tributions with r =  2, p = 1.5 and different sample size nD. As seen in the table, the best k, 
for estimating a and p, in terms of the mean square error, has a value between 0.1 to 0.5. 
On the other hand, the best k  for 6 is either 0.9 or 1 when the sample size is small, whereas 
the best k, for 6 is 0.3 when n 0 = 1000. At the first glance, we might think that we should
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r = 5 Simulated Value
nQ 10 15 20 50 1000
E a] 0.0930 0.0912 0.0906 0.0897 0.0927
E b 0.2281 0.2077 0.1916 0.1424 0.0948
E P\ 0.8009 0.8061 0.8022 0.8083 0.8442
(a — a) 2 4.85 x 10“ 5 7.76 x 10“ 5 8.82 x 10“ 5 0.0001 5.30 x 10“ 5M
1 0.0329 0.0408 0.0475 0.0713 0.0990
(p - pY 0.0895 0.0864 0.0887 0.0851 0.0654
Var 0.0010 0.0007 0.0005 0.0003 7.16 x 10"6
Var b 0.0632 0.0561 0.0466 0.0216 1.09 x 10~5
Var P. 0.0250 0.0251 0.0276 0.0257 0.0003
M S E a] 0.0011 0.0008 0.0006 0.0004 6.02 x 10~5
M S E b 0.0961 0.0969 0.0941 0.0929 0.0990
M S E P] 0.1145 0.1115 0.1162 0.1108 0.0657
Table 5.36: Performance of the MLE via the EM algorithm for 10000 data sets simulated 
from a linear combination of two geometric distributions with a = 0.1, b =  0.4095 and 
p = 1.1 for different sample size nD. Starting values =  (0.1,0.4095,0.6)
r = 10 Simulated Value
nQ 10 15 20 50 1000
E a] 0.0938 0.0918 0.0912 0.0906 0.0922
E b 0.2461 0.2145 0.1888 0.1302 0.0941
E P\ 0.8811 0.8835 0.8829 0.8987 0.9374
(a — a )2 3.81 x 10"5 6.76 x 10"5 7.84 x 10-5 8.80 x 10~5 6.14 x 10“ 5M
1 0.1642 0.1908 0.2139 0.2716 0.3105
( P - pY 0.0479 0.0469 0.0472 0.0405 0.0265
Var a] 0.0010 0.0007 0.0005 0.0002 6.44 x 10~b
Var b 0.0755 0.0612 0.0480 0.0165 9.00 x 10"6
Var P 0.0268 0.0290 0.0307 0.0247 3.73 x 10~5
M S E a] 0.0010 0.0007 0.0006 0.0003 6.78 x 10~5
M S E b 0.2397 0.2520 0.2619 0.2880 0.3105
M S E P\ 0.0747 0.0759 0.0779 0.0652 0.0265
Table 5.37: Performance of the MLE via the EM algorithm for 10000 data sets simulated
from a linear combination of two geometric distributions with a  =  0.1, b =  0.6513 and
p  =  1.1 for different sample size n 0 . Starting values © ^  =  (0.1,0.19,0.6)
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r  =  2 Simulated Value
n0 10 15 20 50 1000
(d — a )2 0.0004(0.2)
0.0004
(0.1)
0.0004
(0.2)
0.0002
(0.5)
7.55 x 10~10 
(0.9)
(Ma 0.0122(1) 0.0015(1) 0.0024(1) 0.0545(1) 0.0003(1)
{ p - p f
0.1639
(0.3)
0.1225
(0.3)
0.1514
(0.6)
0.0396
(0.6)
0.0143
(0.1)
V  ar [a] 0.0017
(1)
0.0014
(1)
0.0013
(1)
0.0010
(0.5)
5.46 x 10“ 5 
(0.1)
Var b 271
(1)
77
(0.9)
149
(1)
171
(0.9)
0.0034
(0.2)
Var \p] 1.3074(0.2)
1.1300
(0.2)
1.2973
(0.5)
0.7603
(0.2)
1.1399
(0.1)
M S E  [a] 0.0023(0.2)
0.0019
(0.1)
0.0019
(0.2)
0.0012
(0.5)
5.57 x 10~5 
(0.1)
M S E b 271
(1)
77
"(0.9)
149
(1)
172
(0.9)
0.0040
(0.3)
M S E  [p] 1.5184(0.2)
1.3142
(0.2)
1.4766
(0.5)
0.8801
(0.2)
1.1542
(0.1)
Table 5.38: Performance of the method of rising factorial fractional moments for 10000 
data sets simulated from a linear combination of two geometric distributions with a =  0.1, 
b = 0.19 and p = 1.5 for different sample size nQ.
use a large fraction (k =  0.9,1) for small samples because they have the lowest variance of 
estimator b. However, we found tha t most of the 10000 estimates of b are negative when 
k = 1 and this is the reason why it has both the lowest bias2 and variance. Given that 
the true b is not negative, k — 1 is not the best fraction for estimating b. Nevertheless, we 
should note that negative b is possible in data coming from clumped Markov chains, as in 
the case a and b are eigenvalues of a sub-stochastic 2 x 2  matrix. The largest eigenvalue is 
positive and less than one, but the smaller eigenvalue need only to have an absolute value 
less than the value of the largest eigenvalue.
In fact, a low fraction k, < 0.5 is ideal for the estimation of 6; the reason they have large 
variance of b is that there are a few extremely large estimates of b in the 10000 estimates. 
As explained before, b is given by y~* and is very sensitive to y\ a small departure of y 
from the true value can make b extremely large. In Figure 5.13, we see a plot of b versus y 
when k, =  0.3 is used to estimate 10000 data sets, each with 10 observations, arising from 
a linear combination of two geometric distributions with true parameters a = 0.1, b = 0.19 
and p =  1.5; the true value of y is 1.6458. As seen from the plot, when y is near to zero, b is 
extremely large. Since the number of observations in the data set is scarce, the probability 
of obtaining a poor estimate of y is greater. This is why the variance of b is extremely large 
when fractional moments are used on small samples. When the number of observations is as 
large as 1000, Var b is greatly reduced to 0.0034. The histogram of b is shown in Figure
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Figure 5.13: Plot of b versus y when ac =  0.3 is used to estimate 10000 data sets, each con­
sisting of 10 observations, arising from a linear combination of two geometric distributions 
with a = 0.1, b = 0.19 and p =  1.5.
5.14, we can see that the b is between 0.0675 and 0.8363, and most of b are close to the true 
values 0.19.
In general, most of the estimates of b given by any ac below 0.5 are close to the true value 
when n0 =  1000 and hence (b — bj are considerably low with these low fractions. Figure
5.15 shows the box plots of b given by five different ac. It is obvious that E  b is close to
the true value in each case. However, the variance of b increases with ac. We can see from
Table 5.38 that the best fraction for 6, in terms of variance, is 0.2, whereas the best fraction
for b is 0.3 in terms of mean square error. Therefore, we should use small ac to estimate b
for such a distribution.
Table 5.39 shows the estimation results for r  =  5 and p = 1.1. It is clear from the
table that, for all three parameters, the best ac for large samples with n0 =  1000 is either
0.1 or 0.2. Our simulation experiment shows that a large fraction (0.5 < ac < 1) gives small
variances when sample size is small. However, we investigated and found that these ac’s
actually return quite unreasonable estimates of the parameters; for instance, when ac =  1,
we obtained a large number of b with negative values. Also, large ac tends to recognise most
of the distribution as a positive mixture, rather than allowing negative weight. We can see  2
from the table that ac < 0.5 gives a minimum (p — p) , Var \p\ and M S E  \p]. Nevertheless, 
when small ac is used, in some data sets we obtained extremely large estimates of 5, due to
small y , and this makes Var exceptionally large.
Similarly, it is clear from Table 5.40 th a t the optim al a c  for r =  10 and p =  1.1 is 0.1
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Figure 5.14: Histogram of rising factorial fractional moment estimator b when k, =  0.3 is
used to estimate 10000 data sets, each consisting of 1000 observations, simulated from a
linear combination of two geometric distributions with a  =  0.1, b =  0.19 and p  =  1.5.
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Figure 5.15: Box plots of b for various k used to estim ate 10000 da ta  sets, each consisting
of 1000 observations, arising from a linear combination of two geometric distributions with
a =  0.1, b =  0.19, p  =  1.5.
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r = 5 Simulated Value
na 10 15 20 50 1000
(a — a )2 8.05 x 10“ 5 (0.1)
0.0001
(0.2)
0.0001
(0.1)
9.66 x 10"5 
(0.1)
1.43 x 10"6 
(0.2)
(M2 0.0745(1) 0.1439(1) 0.1887(1) 0.0996(0.9) 0.0108(0.2)
(:P - P ) 2
0.0056
(0.2)
0.0066
(0.2)
0.0075
(0.1)
0.0032
(0.4)
0.0023
(0.1)
Var  [a] 0.0020
(1)
0.0017
(1)
0.0015
(1)
0.0012
(1)
2.98 x 10“ 5 
(0.2)
Var b 137
(1)
153
(1)
268
(1)
125
(0.9)
0.3756
(0.2)
Var \p] 1.1530(0.5)
0.8889
(0.5)
0.7362
(0.1)
0.5696
(0.2)
0.0499
(0.1)
M S E  [a] 0.0024
(1)
0.0020
(1)
0.0019
(0.1)
0.0014
(0.2)
3.13 x 10~5 
(0.2)
M S E b] 137
(1)
153
(1)
269
(1)
125
(0.9)
0.3864
(0.2)
M S E  [p] 1.1744(0.5)
0.9163
(0.1)
0.7437
(0.1)
0.5751
(0.2)
0.0522
(0.1)
Table 5.39: Performance of the method of rising factorial fractional moments for 10000 
data sets simulated from a linear combination of two geometric distributions with a = 0.1, 
b = 0.4095 and p = 1.1 for different sample size n0.
for all three parameters when nQ — 1000. The mean square errors of a and p  are minimised 
when k is either 0.1 or 0.2 regardless of the sample size nQ. Although the variance of b is 
minimised when k, = 0.9 or 1 for samples of small sizes, the fitted distribution is a positive 
mixture rather than a linear combination in most cases. The parameter estimates given by- 
small fraction are more reasonable. However, the main drawback is that we might get an 
extremely large estimate of b if y is deviated from the true value.
The method of rising factorial fractional moments is a good method for the estimation 
problem of a linear combination of two geometric distributions, provided that the number of 
observations in a data set is large enough. Tables 5.41, 5.42 and 5.43 compare the practical 
and theoretical minimum variances of the estimators (given by (4.27)) and their counterpart 
fraction n. We used the theoretical optimal n to estimate another 10000 data sets simulated 
from the specified distribution and recorded the observed variances in brackets underneath 
the theoretical values. As seen in these tables, the approximation given by (4.27) under­
estimates the practical Var  © . As said before, (4.27) is only an approximation to the
0  , there exists approximation errors in the computation and 
ation experiments. The fact that q is negative has caused more 
complication to the approximation and hence we do not find good conformity between theory 
and practice.
However, the best k, suggested by the theory does return estimates with low variances;
theoretical values of Var  
random errors in the simu
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r  =  10 Simulated Value
Tl0 10 15 20 50 1000
( S - a ) 2 1.19 x 10"5 (0.1)
1.05 x 10“ 5 
(0.1)
7.53 x lO"6 
(0.1)
3.40 x 10-7 
(0.3)
2.81 x 10-7 
(0.2)
( s - 6) 2 0.3126
(1)
0.0031
(0.9)
0.0008
(0.9)
0.0607
(0.9)
0.0012
(0.1)
(:p - p ) 2
1.84 x 10"7 
(0.1)
3.88 x 10"5 
(0.1)
9.43 x 10"6 
(0.6)
1.45 x 10~5 
(0.8)
5.91 x 10~5 
(0.1)
Var  [a] 0.0021
(1)
0.0018
(1)
0.0016
(1)
0.0008
(0.1)
1.49 x 10“ 5 
(0.1)
Var b 481
(1)
56
(0.9)
44
(0.9)
19
(1)
0.0490
(0.1)
Var \p\ 0.9553(0.1)
0.6615
(0.1)
1.1187
(0.2)
0.3123
(0.1)
0.0016
(0.1)
M S E  [a] 0.0024
(1)
0.0019
(0.1)
0.0017
(0.1)
0.0008
(0.1)
1.52 x 10~5 
(0.1)
M S E b 482
(1)
56
(0.9)
44
(0.9)
19
(1)
0.0502
(0.1)
M S E  [p] 0.9553(0.1)
0.6615
(0.1)
1.1212
(0.2)
0.3165
(0.1)
0.0016
(0.1)
Table 5.40: Performance of the method of rising factorial fractional moments for 10000 
data sets simulated from a linear combination of two geometric distributions with a =  0.1, 
b = 0.6513 and p = 1.1 for different sample size nQ.
r V
Theoretical 
Optimal k
Theoretical 
Var  [a]
Practical 
Optimal k
Practical 
Var  [a]
2 1.5 0.3480 8.83 x 10"5 (5.66 x 10~5) 0.1 5.46 x 10"5
5 1.1 0.0572 2.02 x 10“ 5 (3.70 x 10“ 5) 0.2 2.98 x 10~5
10 1.1 -0.0916 1.29 x 10"5 (1.41 x 10~5) 0.1 1.49 x 10“ 5
Table 5.41: Theoretical and simulated minimum variance of the rising factorial fractional 
moment estimator a  given by the optimal k , for a linear combination of two geometric 
distributions with fixed a = 0.1 and nQ = 1000 and various r and p. Simulated figures are 
based on 10000 replications.
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r P
Theoretical 
Optimal k
Theoretical 
Var b
Practical 
Optimal k
Practical 
Var b
2 1.5 0.3553 0.0036(0.0044) 0.2 0.0034
5 1.1 0.0535 0.0303(0.0786) 0.2 0.3756
10 1.1 -0.1930 0.0196(0.0215) 0.1 0.0490
Table 5.42: Theoretical and simulated minimum variance of the rising factorial fractional 
moment estimator b given by the optimal k, for a linear combination of two geometric 
distributions with fixed a = 0.1 and n0 = 1000 and various r  and p. Simulated figures are 
based on 10000 replications.
r V
Theoretical 
Optimal k,
Theoretical 
Var  [p]
Practical 
Optimal k
Practical 
Var  [p]
2 1.5 0.3510 0.2053(2.354) 0.1 1.1399
5 1.1 0.0375 0.0038(0.1483) 0.1 0.0499
10 1.1 -0.1773 0.0009(0.0012) 0.1 0.0016
Table 5.43: Theoretical and simulated minimum variance of the rising factorial fractional 
moment estimator p given by the optimal /c for a linear combination of two geometric 
distributions with fixed a = 0.1 and na = 1000 and various r  and p. Simulated figures are 
based on 10000 replications.
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For r = 5 and 10, the Var b given by the /c’s suggested (both lower than 0.1) are in fact 
lower than the ones we obtained before. We did not use negative fraction in our simulation 
experiments but, surprisingly, the negative k suggested by the theory for r = 10 does in 
fact provide estimates of 0  with lower variances that the minimum variances we obtained 
from our previous simulation experiments. We note from these tables that, the optimal k, 
is always small (< 0.2) and decreases with r.
In Chapter 4, we showed how one should choose an appropriate k when the degree of 
separation between the components is not known in practice. We shall now demonstrate that 
the approach can also be adopted for a linear combination of two geometric distribution. We 
simulated a sample, of size 1000, from a linear combination of two geometric distributions 
with true parameter a =  0.1, b = 0.6513 and p = 1.1. We then estimated the parameters 
from the data set using ten different k, varying from 0.1 to 1. To know the set of estimates 
which are closest to the true values, one should simply substitute the sets of estimates into
(4.27). The "best" set of estimates should have the minimum value of Var  © when they
are put into (4.27). In Figure 5.16, we plot the Var  0  given by the parameter estimates
versus k alongside the plot of Var © given by the true parameters. Since k > 0.5 produced 
complex estimates, we exclude them from the plots. For a large separation like this, we know 
that the best k, is 0.1. Excitingly, when we substitute the estimates given by k = 0.1 into
(4.27), the resulted Var  © is the smallest among all the k considered. From these plots
© when theywe can confirm that, in practice, the best estimates will have the lowest Var  
are put into (4.27).
In this subsection, we have seen that the method of rising factorial fractional moments is 
an ideal method for estimating the parameters from a linear combination of two geometric 
distributions. We also know that the best k, is generally small (< 0.3) and it decreases with 
the degree of separation between the components. In practice, when r  is not known, we 
should fit a raw sample with different k, and choose the set of estimates that minimises
Var 0 Compared to the MLE via the EM  algorithm, this method definitely improves the
identification of a linear combination of two geometric distributions.
The M ethod o f A ttenuated R ising Factorial Fractional M om ents
Next, we study the performance of the method of attenuated rising factorial fractional 
moments, studied in Section 4.4, in estimating a linear combination of two geometric dis­
tributions from Tables 5.44, 5.45 and 5.46. Like before, we consider 100 combinations of 
fraction k, and attenuation c, where k, =  (0.1,0.2,..., 1) and c =  (0.01,0.02,..., 0.1). For 
each combination, we simulate 10000 artificial samples arising from a linear combination of 
two geometric distributions and estimate the parameters according to the procedures from 
(4.41) to (4.53). The minimum measures of error are presented in these three tables with 
their counterpart combination of k and c shown in a bracket.
As seen from Table 5.44, when r = 2, p = 1.5 and nQ = 1000, the best combination of
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Figure 5.16: Asymptotic variance of the rising factorial fractional moment, estimator given 
by true parameters and parameter estimates versus /-c, based on a data set, consisting of 
1000 observations, simulated from a linear combination of two geometric distributions with 
a =  0.1, b = 0.6513 and p — 1.1.
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r — 2 Simulated Value
n 0 10 15 20 50 1000
[a — a )2 0.0005(0.2,0.01)
0.0004
(0.1,0.01)
0.0005
(0.3,0.01)
0.0003
(0.6,0.01)
3.66 x H T 13 
(0.6,0.01)
( M *
0.0005
(1,0.09)
9.36 x 10“ 5 
(1,0.03)
0.0002
(1,0.07)
0.0001
(1,0.08)
0.0005
(1,0.02)
( p - p f
0.1116
(0.2,0.09)
0.0068
(0.3,0.07)
0.0352 
(0.5,0.1)
0.0061
(0.4,0.08)
8.83 x 10-7 
(0.4,0.08)
Var  [a] 0.0017(1,0.01)
0.0015
(1,0.01)
0.0014
(1,0.01)
0.0010
(0.5,0.01)
5.48 x 10“ 5 
(0.2,0.01)
Var b 19(1,0.01)
44
(1,0.02)
51
(0.9,0.05)
42 
(0.9,0.1)
0.0032
(0.3,0.01)
Var  [p] 1.1132(0.5,0.01)
0.9523
(0.1,0.01)
0.7043
(0.1,0.01)
0.8359
(0.1,0.01)
0.7199
(0.2,0.07)
M S E  [a] 0.0024(1,0.01)
0.0021
(0.1,0.01)
0.0021
(0.2,0.01)
0.0013
(0.5,0.01)
5.54 x 10~5 
(0.3,0.01)
M S E SI 19(1,0.01)
44
(1,0.02)
52
(0.9,0.05)
43 
(0.9,0.1)
0.004
(0.3,0.01)
M S E  [p] 1.3621(0.5,0.01)
1.1461
(0.1,0.01)
0.9099
(0.1,0.01)
1.0078
(0.1,0.01)
0.7260
(0.2,0.07)
Table 5.44: Performance of the method of attenuated rising factorial fractional moments 
for 10000 data sets simulated from a linear combination of two geometric distributions with 
a = 0.1, b = 0.19 and p =  1.5 for different sample size nQ.
ac and c for both a and b is ac =  0.3 and c =  0.01; whereas the ideal combination for p is 
ac =  0.2 and c = 0.07, in terms of both the variance and the mean square error. However, 
the pattern of the best combination for small samples differs with sample size. Generally, 
when nQ is small, we should use a small fraction (ac  < 0.5) and c = 0.01 for the estimation 
of a and p to minimise the mean square errors; whereas for 6, the variance is minimised 
when a large fraction is used, for instance, ac = 0.9 or 1. In fact, small fractions with a small 
attenuation do provide reasonable estimates for small samples. However, their Var b are 
large because of a few extremely large estimates of b due to poor estimates of y.
For r — 5 and p  =  1.1, as shown in Table 5.45, the best combination for a , in terms of 
the mean square error, is a small fraction ac < 0.4 and a small attenuation 0.01 <  c <  0.03; 
whereas for 6, we should use a large fraction ac'being either 0.9 or 1 and a small attenuation 
0.01 < c <  0.04 for small samples (nQ < 50) and ac = 0.1 and c =  0.01 for large samples with 
n Q — 1000. For the estimation of p , we should use a small fraction (ac  =  0.1 or 0.2) with an 
attenuation c =  0.01 for small samples and ac =  0.7 with c = 0.06 when the sample size is 
n 0 =  1000.
From Table 5.46, we can see that when r = 10 and p = 1.1, in general, the best 
combination for a is ac =  0.1 and c =  0.01. We also note that, even when the sample size 
is as small as n Q = 10, the bias of a is very small and it decreases with n0. For 5, the best 
combination is ac being 0.9 or 1 and a small c being 0.01 or 0.02 when nQ is small; whereas
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r = 5 Simulated Value
n0 10 15 20 50 1000
(a — a) 2 0.0001(0.2,0.01)
0.0001
(0.1,0.01)
0.0001
(0.1,0.01)
0.0001
(0.2,0.01)
3.38 x 10"9 
(0.2,0.1)
M
0.0135
(1,0.09)
0.0053
(1,0.09)
0.0011
(1,0.09)
0.0286
(1,0.05)
0.0023
(0.1,0.01)
( ? - p )2
7.82 x 10“ ° 
(0.1,0.09)
2.66 x 10"5 
(0.2,0.06)
4.54 x 10“ 5 
(1,0.1)
0.0003
(0.5,0.05)
0.0013
(0.1,0.09)
Var  [d] 0.0021(1,0.01)
0.0018
(1,0.01)
0.0017
(1,0.01)
0.0014
(0.2,0.01)
3.11 x 10"5 
(0.4,0.03)
Var b 108(1,0.04)
101
(0.9,0.02)
27
(0.9,0.01)
49
(1,0.02)
0.0542
(0.1,0.01)
Var \p] 1.0489(0.2,0.01)
0.6558
(0.1,0.01)
0.7187
(0.2,0.01)
0.5071
(0.1,0.01)
0.0427
(0.7,0.06)
M S E  [a] 0.0025(1,0.01)
0.0022
(0.1,0.01)
0.0021
(0.1,0.01)
0.0015
(0.2,0.01)
3.25 x 10"5 
(0.4,0.03)
M S E b 108(1,0.04)
101
(0.9,0.02)
27
(0.9,0.01)
49
(1,0.02)
0.0565
(0.1,0.01)
M S E  \p\ 1.0602(0.2,0.01)
0.6660
(0.1,0.01)
0.7310
(0.2,0.01)
0.5159
(0.1,0.01)
0.0449
(0.7,0.06)
Table 5.45: Performance of the method of attenuated rising factorial fractional moments 
for 10000 data sets simulated from a linear combination of two geometric distributions with 
a = 0.1, b = 0.4095 and p = 1.1 for different sample size n0.
r =  10 Simulated Value
7l0 10 15 20 50 1000
(d, — a)2 2.07 x 10~5 (0.2,0.01)
1.05 x 10-5 
(0.1,0.03)
6.20 x 10"6 
(0.1,0.01)
7.39 x 10-1(J 
(0.2,0.05)
1.87 x 10“ 7 
(0.4,0.08)
M 2
0.0239
(0.9,0.02)
0.0247
(1,0.02)
0.0557
(0.9,0.02)
0.0326
(1,0.03)
8.19 x 10“ 5 
(0.1,0.1)
( p - p ) 2
2.41 x 10“8 
(0.6,0.09)
1.85 x 10“ * 
(0.6,0.03)
6.58 x 10"7 
(0.1,0.02)
7.82 x 10-5 
(0.9,0.01)
3.55 x 10“ 5 
(0.4,0.08)
Var  [a] 0.0022(1,0.01)
0.0020
(1,0.01)
0.0017
(0.1,0.01)
0.0008
(0.1,0.01)
1.37 x 10~5 
(0.1,0.01)
Var b 56(0.9,0.02)
33
(1,0.01)
127 
(0.9,0.02)
133
(0.9,0.02)
0.0234
(0.1,0.09)
Var \p] 0.8113(0.5,0.02)
0.6939
(0.2,0.04)
0.5713
(0.2,0.02)
0.4707
(0.3,0.03)
0.0012
(0.1,0.03)
M S E  [a] 0.0026(1,0.01)
0.0021
(0.1,0.01)
0.0017
(0.1,0.01)
0.0008
(0.1,0.01)
1.39 x 10~5 
(0.1,0.01)
M S E b 56(0.9,0.02)
34
(1,0.01)
127
(0.9,0.02)
133
(0.9,0.02)
0.0235
(0.1,0.09)
M S E  \p\ 0.8149(0.5,0.02)
0.6939
(0.2,0.04)
0.5714
(0.2,0.02)
0.4749
(0.3,0.07)
0.0012
(0.1,0.03)
Table 5.46: Performance of the method of attenuated rising factorial fractional moments
for 10000 data sets simulated from a linear combination of two geometric distributions with
a  =  0.1, b =  0.6513 and p  =  1.1 for different sample size nQ.
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r V
Theoretical 
Optimal k and c
Theoretical 
V  ar [a]
Practical 
Optimal k and c
Practical 
Var  [a]
2 1.5 (0.5259,0.0133) 8.65 x 10~5 (5.72 x 10-5) (0.2,0.01) 5.48 x 10“ 5
5 1.1 (0.1340,0.0079) 2.01 x 10“ 5 (3.91 x 10“ 5) (0.4,0.03) 3.11 x 10“ 5
10 1.1 (0.0977,0.0124) 1.33 x 10"5 (1.42 x 10“ 5) (0.1,0.01) 1.37 x 10“ 5
Table 5.47: Theoretical and simulated minimum variance of the attenuated rising factorial 
fractional moment estimator a given by the optimal k, for a linear combination of two 
geometric distributions with fixed a = 0.1 and n 0 = 1000 and various r  and p. Simulated 
figures are based on 10000 replications.
for large samples with n0 = 1000, the ideal combination for b is k = 0.1 and c =  0.09. 
Generally, for the estimation of p, we should use a small fraction k <  0.5 and a small 
attenuation 0.02 < c < 0.07.
Unlike the positive mixture, we do not find good conformity between the practical and 
theoretical variance of estimator suggested by (4.54), as observed in Tables 5.47, 5.48 and 
5.49. We used the suggested combination of k and c to estimate another 10000 simulated 
data sets and the yielded variances of the estimators are presented in brackets underneath 
the theoretical values in these tables. For a, the Var  [a] given by the suggested combination 
is close to, but still slightly lower than the minimum variances we obtained in our previous 
simulation experiments. For 6, the suggested combination, k, = 0.0365 and c =  0.0567, 
did return estimates of b with a marginally smaller Var b = 0.0227, compared to the
variance (Var b = 0.0234) given by k — 0.1 and c = 0.09 in our previous estimation. For 
p, the suggested combination returned higher variances compared to the ones we obtained 
earlier, except for r  =  10. From these three tables, we understand that a large range of 
the combination of k and c will return estimates with low variances. When the separation 
between the two components increases, we should use a smaller fraction with an attenuation 
in order to achieve plausible estimates.
In practice, we do not know the degree of separation between the components, so we need 
a way to choose a good combination of k, and c. We simulated an artificial sample, consisting 
of 1000 observations, arising from a linear combination of two geometric distributions with 
true parameters a = 0.1, b = 0.6513 and p =  1.1. We then estimated the parameters 
from the sample with ten different combinations of k, and c, where k is fixed at 0.1 and c 
varies from 0.01 to 0.1. We substituted the ten sets of estimates into (4.54) and plot the
resulted Var 0 © given by the trueversus c alongside the theoretical values of Var  
parameters. We can see that the conformity between the theory and practice is satisfactory. 
Therefore, given a raw sample, one should estimate the parameters with a number of different 
combinations of k, and c, and substitute the different sets of estimates into (4.54). They
should then choose the estimates that minimise Var ©
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r P
Theoretical 
Optimal k and c
Theoretical 
Var b
Practical 
Optimal k and c
Practical 
Var b
2 1.5 (0.5303,0.0156) 0.0035(0.0039) (0.3,0.01) 0.0032
5 1.1 (0.1939,0.0249) 0.0293(0.0905) (0.1,0.01) 0.0542
10 1.1 (0.0365,0.0567) 0.02049(0.0227) (0.1,0.09) 0.0234
Table 5.48: Theoretical and simulated minimum variance of the attenuated rising factor­
ial fractional moment estimator b given by the optimal k, for a linear combination of two 
geometric distributions with fixed a = 0.1 and n 0 =  1000 and various r  and p. Simulated 
figures are based on 10000 replications.
r P
Theoretical 
Optimal k and c
Theoretical 
Var \p\
Practical 
Optimal k, and c
Practical 
Var  [p]
2 1.5 (0.5284,0.0145) 0.2001(1.2985) (0.2,0.07) 0.7199
5 1.1 (0.1604,0.0173) 0.0037(0.2386) (0.7,0.06) 0.0427
10 1.1 (0.0819,0.0637) 0.0009(0.0013) (0.1,0.03) 0.0012
Table 5.49: Theoretical and simulated minimum variance of the attenuated rising factorial 
fractional moment estimator p  given by the optimal k for a linear combination of two 
geometric distributions with fixed a = 0.1 and nQ = 1000 and various r and p. Simulated 
figures are based on 10000 replications.
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Figure 5.17: Asymptotic variance of the attenuated moment estimator given by true parame­
ters and parameter estimates versus c, based on a data set, consisting of 1000 observations, 
simulated from a linear combination of two geometric distributions with a — 0.1, b =  0.6513 
and p =  1.1.
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T h e  a t te n u a te d  rising  fac to ria l frac tio n a l m o m en t e s tim a to r  is in d eed  a h ig h ly  efficient 
m e th o d  for th e  p a ra m e te r  e s tim a tio n  o f a  lin ea r co m b in a tio n  of tw o g eo m etric  d is tr ib u tio n s . 
I t  is ab le  to  id en tify  a  lin ea r co m b in a tio n  ra th e r  th a n  a  p o sitiv e  m ix tu re  even  w hen  th e  
n u m b e r of o b se rv a tio n s in  a  d a ta  se t is lim ited  (p  a re  low ly b iased  for sm all nD as show n 
in  T ab les 5.44 to  5 .46). G enerally , th e  e s tim a te s  g iven  by  th is  m e th o d  have sm all b ias an d  
sm all v arian ces , especia lly  w hen  th e  sam p le  size is la rge . T h e  m a in  d raw b ack  of th is  m e th o d  
is t h a t  we m ay  o b ta in  e s tim a te s  in  com plex  fo rm s, a n d  th e  e s tim a te  o f b c an  b e  ex trem ely  
la rg e  w hen  a  sm all f rac tio n  is u sed  on  sm all sam ples. A p a r t  from  th ese  d raw b ack s, th e  
m e th o d  of a t te n u a te d  rising  fac to ria l fra c tio n a l m o m en ts  p rov ides e s tim a te s  o f p a ra m e te rs  
w ith  th e  b e s t goodness of fit co m p ared  to  th e  o th e r  m e th o d s , as we shall d e m o n s tra te  in  
th e  u p co m in g  section .
The M ethod o f A ppell M om ents
Finally , we d iscuss th e  p e rfo rm an ce  of th e  m e th o d  b ased  on  d o u b le  A p p e ll sequences in  
e s tim a tin g  th e  p a ra m e te rs  from  a  lin ear co m b in a tio n  of tw o g eo m etric  d is tr ib u tio n s . Like 
before , we consider th e  K ronecker sequences, as ex p la in ed  in  E x am p le  4 o f S ec tion  4.5.1, 
an d  follow th e  e s tim a tio n  p ro ced u res  from  (4.91) to  (4.95).
T ab les 5.50, 5.51 a n d  5.52 p re sen t th e  e s tim a tio n  re su lts  o f lin ea r co m b in a tio n s  of tw o 
geo m etric  d is tr ib u tio n s  w ith  d ifferen t se p a ra tio n  r =  2, 5 an d  10 respectively . W h e n  th e  
sam ple  size is sm all, th is  m e th o d  recognises th e  d is tr ib u tio n  as a  positive  m ix tu re , w ith  a 
la rge  p ro p o rtio n  on  th e  firs t co m p o n en t. In d eed , th e  e s tim a tio n  is n o t sa tis fa c to ry  becau se  
m o st o f th e  e s tim a te s  o f b have neg a tiv e  values. W e n o te , in  th e  ta b le s , th a t  th e  average of 
b for sm all sam ples is neg a tiv e  in  m o st cases. In  g en era l, th e  v arian ce  of b is la rg e  for all r ,  
even w hen  sam ples a re  la rge , nQ =  1000 .
W h e n  th e  sam p le  size is sm all, E  [p] does n o t exceed  1. In  o th e r  w ords, th e  f itte d  d is tr i­
b u tio n  is a  positiv e  m ix tu re  w hen  d a ta  is scarce. A s a  re su lt, th e  b ias  of p  is co n sid e rab ly  
large  for sm all sam ples. W e also n o te  th e  la rg e  va rian ce  of p  in  T ab les 5.50 a n d  5.52. W h en  
th e  sam ple  size is in creased  to  1000 , we see a  g re a t im p ro v em en t in  th e  e s tim a tio n  of p  w ith  
a m uch  low er b ia s2.
W e in v es tig a ted  th e  e s tim a tio n  re su lts  a n d  fo u n d  th a t  Var
trem e ly  la rg e  even w h en  th e  sam p le  size is as la rg e  as 1000. F o r in s ta n c e , w. 
p =  1.1 a n d  nQ =  1000, Var
a n d  Var  53 a re  ex- 
le n  r  — 10 , 
is 18253922. D ue to  th e  h igh lyis 30469 a n d  Var
in co n sis ten t raw  m o m en ts , th e  e s tim a te s  o f b an d  p  a re  p o o r even for la rge  sam p le  sizes.
T here fo re , we conclude  th a t  th e  m e th o d  u sing  th e  A p p ell sequences is n o t  su ita b le  as 
it is very  likely to  p rov ide  u n reaso n ab le  e s tim a te s  o f b a n d  p. T h is  m e th o d , like th e  M L E , 
is no t to  b e  favoured  for th e  e s tim a tio n  p ro b lem  o f a  lin ear co m b in a tio n  o f tw o geom etric  
d is tr ib u tio n s .
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r =  2 S im u la ted  V alue
nQ 10 15 20 50 1000
E a] 0.1186 0.1094 0.1045 0.0887 0.0988
E b -0 .2 5 1 2 -0 .0 2 7 4 -0 .3 1 7 8 -0 .2 1 6 8 0.2637
E P\ 0.9107 0.9285 0.9290 0.8835 1.3892
(a  — a)2 0.0004 9.00 x  10~ 5 2.00  x  10"5 0.0001 1.44 x 10“ 6M
1 0.1947 0.0473 0.2579 0.1655 0.0054
(P - pY 0.3473 0.3266 0.3261 0.3801 0.0123
Var a] 0.0018 0.0011 0.0007 0.0005 6.54 x  10~ 5
Var b 563 520 177 157 52
Var P. 1.5757 0.0917 1.9881 0.1147 1.6279
M S E a] 0.0021 0.0012 0.0008 0.0007 6.69 x 10“ 5
M S E b 563 520 177 157 52
M S E P] 1.9230 0.4183 2 0.4948 1.6402
T ab le  5.50: P e rfo rm an ce  of th e  m e th o d  of A p pell m o m en ts  for 10000 d a ta  se ts  s im u la ted  
from  a  lin ear co m b in a tio n  o f tw o g eo m etric  d is tr ib u tio n s  w ith  a =  0.1, b =  0.19 an d  p =  1.5 
for d ifferen t sam ple  size nQ.
r =  5 S im u la ted  V alue
nQ 10 15 20 50 1000
E a] 0.1297 0.1175 0.1118 0.0948 0.1002
E b -0 .9 5 0 0 0.0858 -0 .0 3 5 2 -0 .0 8 2 6 0.1633
E PI 0.8959 0.9079 0.9166 0.8602 1.0935
(d, — a)2 0.0009 0.0003 0.0001 3.00 x  10~ 5 2.34 x  10" 8
( H
1.8484 0.1048 0.1978 0.2421 0.0606
(P - p ) 0.0417 0.0369 0.0337 0.0575 4.22 x 10"5
Var a] 0.0024 0.0015 0.0010 0.0007 0.0001
Var b 822 340 266 172 23
Var P. 1.0063 0.2283 0.0663 0.0935 0.2660
M S E a] 0.0033 0.0018 0.0012 0.0007 0.0001
M S E b 824 340 266 172 23
M S E P] 1.0480 0.2652 0.0999 0.1510 0.2660
Table 5.51: Performance of the method of Appell moments for 10000 data sets simulated
from a linear combination of two geometric distributions with a  =  0.1, b =  0.4095 and
p  =  1.1 for different sample size n Q.
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r  =  10 S im u la ted  V alue
nQ 10 15 20 50 1000
E a] 0.1308 0.1181 0.1120 0.0955 0.1005
E b -0 .2 5 1 5 -0 .3 2 4 2 -0 .0 5 7 0 -0 .0 2 0 5 0.2822
E P1 0.8487 0.8752 0.8908 0.8357 1.0880
(a -  ay 0.0010 0.0003 0.0001 2.07 x 10"5 2.85 x  10"7(M 0.8151 0.9516 0.5017 0.4514 0.1363
(f i - p ) 0.0632 0.0505 0.0438 0.0699 0.0001
Var 0.0025 0.0015 0.0011 0.0007 0.0001
Var b 299 278 219 175 49
Var P 6 1.3619 1.8150 1.8577 0.3887
M S E a] 0.0034 0.0018 0.0012 0.00069 0.0001
M S E b 300 279 220 175 49
M S E P] 6 1.4124 1.8588 1.9276 0.3888
T ab le  5.52: P e rfo rm an ce  of th e  m e th o d  of A p p e ll m o m en ts  for 10000 d a ta  se ts  s im u la ted  
from  a  lin ear co m b in a tio n  of tw o g eo m etric  d is tr ib u tio n s  w ith  a =  0.1, b =  0.6513 an d  
p  =  1.1 for d ifferen t sam p le  size nQ.
5 .2 .4  C om p arison  o f  E stim a tio n  M eth o d s
W e have p re sen ted  th e  e s tim a tio n  re su lts  o f fou r m e th o d s: th e  M L E  v ia  th e  E M  a lg o rith m  
(M L ), th e  ris ing  fac to ria l frac tio n a l m o m en ts  (F M ), th e  a t te n u a te d  ris ing  fac to ria l frac tio n a l 
m o m en ts  (A M ) a n d  th e  m e th o d  b ased  on A p p e ll sequences (A P ). I t  is c lear th a t  th e  M L E  
an d  th e  A P  are  n o t p lau sib le  for e s tim a tin g  th e  p a ra m e te rs  in  a  lin ea r co m b in a tio n  of tw o 
g eo m etric  d is tr ib u tio n s . T h e  M L E  fits a  p o sitiv e  m ix tu re  d is tr ib u tio n  for sm all sam ples an d  
a  single d is tr ib u tio n  for la rge  sam ples; w hen  n0 =  1000 , a a n d  b a re  close to  each o th e r , as 
seen in  F ig u re  5.18. In  th is  figure, we co m p are  th e  s c a tte r  p lo ts  o f b versus a g iven by  th e  
M L E  a n d  th e  A M  for th re e  degrees of se p a ra tio n  r  =  2, 5 a n d  10. T h e  M L E  o f a a n d  b 
a re  positiv e ly  c o rre la ted  an d  have  s im ila r values in  each  p lo t; we can  see th a t  none  o f th e  
10000 e s tim a te s  of b a re  close to  th e  tru e  value b u t  th e y  are  all very  sim ila r to  a . O n  th e  
o th e r  h a n d , th e  A M  re tu rn s  m o re  reaso n ab le  e s tim a te s  o f b. W h e n  r  =  2, we observe a  few 
o u tlie rs  o f b w ith  ex trem e ly  la rg e  values in  th e  s c a tte r  p lo t; th e se  o u tlie rs  n o rm a lly  m ake 
th e  v a rian ce  of e s tim a to r  b large. F ro m  th e se  p lo ts , we discover th a t  th e  A M  o u tp e rfo rm s 
th e  M L E .
O n  th e  o th e r  h a n d , th e  A P  is h ig h ly  likely to  p ro v id e  neg a tiv e  e s tim a te s  o f b for sam ples 
of sm all sizes; for sam ples of la rge  sizes, th e  e s tim a te s  o f b a re  b o th  h igh ly  b iased  an d  w ith  
large variance . S ince b o th  th e  A P  a n d  th e  M L E  are  n o t favoured , we only  focus on  th e  F M  
and  th e  A M  to  conclude  on  th e  b e s t m e th o d .
T ab les  5.53 show s th e  p e rfo rm an ce  o f th e  four m e th o d s  in  e s tim a tin g  10000 d a ta  sets, 
each co n sis tin g  1000  o b serv a tio n s, a ris in g  from  a  lin e a r  co m b in a tio n  o f tw o geo m etric  d is­
tr ib u tio n s  w ith  a =  0.1, b =  0.19 an d  p  =  1.5. In  te rm s  of th e  b ias, th e  A M  is b e t te r
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Figure 5.18: S ca tte r plots of b versus a: C om parison of the M LE and a tten u a te d  m om ent
estim ator for a linear com bination of two geom etric d istribu tions w ith different r  and p.
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r  =  2 B ias2 V ariance
n e  -  1000 a b V a b V
M L 0.0004 0.0118 0.6430 4.56 x 10“ 6 4.79 x  10- 6 3.25 x H T 5
F M 7.55 x 10" 10 0.0003 0.01426 5.46 x  10“ 5 0.0034 1.1399
A M 3.66 x 10- 13 0.0005 8.83 x 10“ 7 5.48 x 10^5 0.0032 0.7199
A P 1.44 x  10“ 6 0.0054 0.0123 6.54 x  10” 5 52 1.6279
T a b le  5.53: P e rfo rm an ce  of d ifferen t e s tim a tio n  m e th o d s  for 10000 d a ta  se ts  each  consis tin g  
of 1000 ob serv a tio n s s im u la te d  from  a lin ea r co m b in a tio n  o f tw o geom etric  d is tr ib u tio n s  
w ith  a =  0.1, b =  0.19 a n d  p =  1.5.
r =  5 B ia s2 V ariance
nQ =  1000 a b V a b V
M L 5.30 x  10“ 5 0.0990 0.0654 7.16 x 10“ ° 1.09 x 10~ 5 0.0003
F M 1.43 x 10“ 6 0.0105 0.0023 2.98 x H T 5 0.0786 0.0499
A M 3.38 x 1 0 - y 0.0023 0.0013 3.11 x  H T 5 0.0542 0.0427
A P 2.34 x 10“ 8 0.0606 4.22 x  10" 5 0.0001 23 0.2660
T a b le  5.54: P e rfo rm an ce  of d ifferen t e s tim a tio n  m e th o d s  for 10000 d a ta  se ts  each  con sis tin g  
of 1000 ob serv a tio n s s im u la ted  from  a  lin ea r co m b in a tio n  of tw o  geom etric  d is tr ib u tio n s  
w ith  a -  0.1, b — 0.4095 an d  p — 1 .1 .
in  e s tim a tin g  a an d  p; T h e  F M  h as m arg in a lly  sm alle r varian ce  of a an d  b in  th is  case. 
H ow ever, its  va rian ce  of p  is s ign ifican tly  la rg e r th a n  th e  one g iven  by  th e  A M .
W e now  m ove on to  th e  s tu d y  o f th ese  e s tim a to rs  p e rfo rm an ce  on d is tr ib u tio n s  w ith  
m ed iu m  se p a ra tio n  b e tw een  th e  co m p o n en ts , r =  5 a n d  p  =  1.1 in  T ab le  5.54. T h e  A M  is 
b e t te r  th a n  th e  F M  for e s tim a tin g  all p a ra m e te rs  because  it h as  low er b ia s2. In  te rm s  of 
th e  variance , th e  A M  is m ore  efficient for th e  e s tim a tio n  b an d  p  th a n  th e  F M . T h e  variance  
o f a given by  th e  F M  is m arg in a lly  sm alle r th a n  th e  one g iven by  th e  AM .
F inally , we s tu d y  th e  p erfo rm an ce  of th e se  m e th o d s  o n  d is tr ib u tio n s  w ith  w e ll-sep ara ted  
co m p o n en ts , r  =  10 a n d  p =  1.1 in  T ab le  5.55. O nce again , th e  A M  e s tim a to rs  have  low er 
b ias  an d  low er variances. E xciting ly , th e  p e rfo rm an ce  o f th e  F M  in  th is  case is co m p arab le  
to  th e  A M  becau se  its  variances of e s tim a to rs  are  only  s ligh tly  la rg er th a n  th e  ones given 
b y  th e  A M .
In  conclusion , for a  lin ea r co m b in a tio n  o f tw o geo m etric  d is tr ib u tio n s , th e  m e th o d  of
r  =  10 B ias2 V ariance
n0 =  1000 a b V a b P
M L 6.14 x H T 5 0.3105 0.0265 6.44 x  10~ 6 9.00 x  10“ 6 3.73 x 10“ 5
F M 2.81 x 1 0 - 7 0.0012 5.91 x 10“ 5 1.41 x  10~ 5 0.0215 0.0012
A M 1.87 x 10- 7 8.19 x  10"5 3.55 x 10"5 1.37 x  10" 5 0.0227 0.0012
A P 2.85 x 10"7 0.13625 0.0001 0.0001 49 0.3888
Table 5.55: Performance of different estimation methods for 10000 data sets each consisting
of 1000 observations simulated from a linear combination of two geometric distributions
with a  =  0.1, b — 0.6513 and p  =  1.1.
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a t te n u a te d  rising  fac to ria l frac tio n a l m o m en ts  s ta n d s  o u t from  th e  o th e rs  as th e  b e s t m e th o d  
for th e  e s tim a tio n  p ro b lem . For an y  sam p le  size, th e  a t te n u a te d  ris ing  fac to ria l frac tio n a l 
m o m e n t e s tim a to r  h as  b o th  low est b ias a n d  low est varian ce  o f all th re e  p a ra m e te rs . T h is  
m e th o d  is especia lly  goo d  a t  e s tim a tin g  p  as it h as  a  very  low b ia s2 an d  va rian ce  co m p ared  
to  th e  o th e r  m e th o d s . T h is  m eans t h a t  th e  m e th o d  of a t te n u a te d  ris in g  fac to ria l frac tio n a l 
m o m e n ts  is good  a t  " track in g " n eg a tiv e  w eigh ts a n d  d is tin g u ish in g  a  lin ear co m b in a tio n  
fro m  a  positiv e  m ix tu re .
T h e  ris ing  fac to ria l frac tio n a l m o m en ts  is co m p arab le  to  th e  m e th o d  of a t te n u a te d  ris ing  
fa c to r ia l frac tio n a l m o m en ts  w hen  th e  sam p le  size is la rg e  enough. W e have seen th a t  its  
v a rian ces  of e s tim a to rs  a re  close to  th e  ones g iven  by  th e  a t te n u a te d  m o m en t e s tim a to r  
espec ia lly  w hen  th e  tw o  co m p o n en ts  a re  well se p a ra te d .
5 .2 .5  D iscu ss io n
A s a  sum m ary , th e  M L E  v ia  th e  E M  a lg o rith m  is n o t a  goo d  m e th o d  for e s tim a tin g  th e  
p a ra m e te rs  in  a  lin ea r co m b in a tio n  of tw o g eo m etric  d is tr ib u tio n s , even  w hen  th e  sam p le  
size is la rge  enough. T h e  fam ous M L E  e ith e r  fits a  p o sitiv e  m ix tu re  d is tr ib u tio n  to  a  sm a ll 
d a ta  se t, or it fits a  single d is tr ib u tio n , w ith  a a n d  b s im ila r to  each  o th e r, to  a  large d a ta  
se t. T h e  b es t m e th o d  considered  for th is  e s tim a tio n  p ro b lem  is obv iously  th e  m e th o d  of 
a t te n u a te d  rising  fac to ria l frac tio n a l m o m en ts . I t  p rov ides e s tim a te s  w ith  b o th  low b ias 
a n d  sm all variances. T h e  rising  fac to ria l fra c tio n a l m o m en t e s tim a to r  is also a  p lau sib le  
m e th o d , p rov ided  th a t  th e  sam p le  size is la rg e  enough . W e have also  observed  how  a  
n eg a tiv e  frac tio n  red u ces th e  varian ce  of th e  e s tim a to r  for a  d is tr ib u tio n  w ith  r  =  10 an d  
p =  1 .1 . T h e  m e th o d  using  A p p ell m o m en ts  is c lea rly  a  p o o r m e th o d  for th e  p a ra m e te r  
e s tim a tio n  of such  a  d is tr ib u tio n . L ike th e  M L E  v ia  th e  E M  a lg o rith m , it  is n o t goo d  in  
recogn ising  th a t  p  is la rg e r th a n  1 for sm a ll sam ples. F or large sam ples, its  e s tim a te  o f b is 
h igh ly  b iased  co m p ared  to  th e  o th e r  m e th o d s .
i
[
i
| 5.3 Summary
f
| In  th is  c h a p te r  we ad d ressed  th e  p ro b lem  o f sam p lin g  from  a  p ro b a b ility  d e n s ity /m a ss  
[ fu n c tio n  w hich  is a  lin ea r co m b in a tio n  of c o m p o n en ts . W e focussed  on  a  lin ea r co m b in a tio n
I o f tw o ex p o n en tia l d is tr ib u tio n s  an d  its  d isc re te  an a logue , g eo m etric  d is tr ib u tio n s . T h e
e s tim a tio n  o f th e  p a ra m e te rs  in  th e se  d is tr ib u tio n s  is s tra ig h tfo rw a rd ; w e s im p ly  em ploy  th e
I e s tim a tio n  m e th o d s  s tu d ie d  in  C h a p te rs  3 a n d  4 b ecau se  th e  P D F /P M F  is id en tica l to  th e
\
| positiv e  m ix tu re .
f For a  lin ea r co m b in a tio n  o f tw o ex p o n en tia l d is tr ib u tio n s , th e  M L E  v ia  th e  E M  a lg o rith m
j fails to  fit a  reaso n ab le  d is tr ib u tio n  to  th e  s im u la te d  sam ples. I t  e ith e r  fits a  p o sitiv e  m ix tu re
I to  a sm all sam ple , o r a  single d is tr ib u tio n  (a  a n d  b h ave  sim ila r values) to  a  la rg e  sam ple . W e
‘ have also show n th a t  th e  M L E  is n o t sensitive  to  th e  s ta r t in g  values. E v en  w hen  we s ta r te d  
th e  E M  ite ra tiv e  process w ith  t ru e  values, th e  u p d a te d  e s tim a te  falls to  a  va lue  n ea r
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to  a w h en  th e  n u m b er of ite ra tio n  increases. T h e  p e rfo rm an ce  o f th e  frac tio n a l m o m en t 
e s tim a to r  is sa tisfac to ry , especially  for a  sam p le  of la rg e  size. T h e  a t te n u a te d  m o m en t 
e s tim a to r  is found  to  b e  th e  b e s t m e th o d . I t  a lm o st alw ays identifies th a t  a  d is tr ib u tio n  is a  
lin ea r co m b in a tio n  r a th e r  th a n  a  p o sitiv e  m ix tu re  w hen  th e  n u m b er o f ob se rva tions in  a  d a ta  
se t is lim ited . N o t to  m en tio n  th a t ,  for la rge  sam ples, i t  h a s  th e  low est b ias an d  va rian ce  for 
all th re e  p a ra m e te rs  in  m o st cases. T h e  A p p e ll m o m en t e s tim a to r  is n o t favoured  becau se  it 
p rov ides e s tim a te s  w ith  re la tiv e ly  la rg e r v ariances c o m p ared  to  m e th o d s  like th e  frac tio n a l 
m o m en t e s tim a to r  a n d  th e  a t te n u a te d  m o m en t e s tim a to r . T h e  m e th o d  of o rd e r s ta tis t ic s  is 
a c tu a lly  goo d  in  e s tim a tin g  p. H ow ever, it c an  som etim es re tu rn  ex trem ely  la rg e  e s tim a te s  
o f b a n d  h ence  it  is o u tp e rfo rm e d  by  th e  o th e r  m e th o d s .
For th e  d isc re te  analogue, a  lin ea r c o m b in a tio n  of tw o geom etric  d is tr ib u tio n s , we have 
seen  th a t  th e  on ly  tw o p lau sib le  m e th o d s  a re  th e  m e th o d  of ris ing  fac to ria l frac tio n a l m o­
m e n ts  a n d  th e  m e th o d  o f a t te n u a te d  ris in g  fac to ria l frac tio n a l m o m en ts . T h e  a t te n u a te d  
m o m en t e s tim a to r  h as  th e  low est b ias an d  th e  sm alle st variances, in  m o st cases, even for 
sm all sam ples. T h e  fra c tio n a l m o m en t e s tim a to r  h a s  sm all variances w hich a re  close to  th e  
ones g iven by  th e  a t te n u a te d  m o m en t e s tim a to r  w hen  th e  sam p le  size is la rge  enough .
W e have seen in  C h a p te rs  3 a n d  4 th a t  a lth o u g h  th e  p erfo rm an ce  of th e  genera lised  
m e th o d  of m o m en ts  we in v es tig a ted  are  co m p arab le  to  th e  M L E , b u t  th e  M L E  is still 
a sy m p to tic a lly  th e  b e s t m e th o d  for e s tim a tin g  th e  p a ra m e te rs  from  a  m ix tu re  d is tr ib u tio n . 
In  th is  c h a p te r , we have show n th a t  th e  M L E  v ia  th e  E M  a lg o rith m  is o u tp e rfo rm e d  by 
th e  fra c tio n a l m o m en t e s tim a to r  an d  th e  a t te n u a te d  m o m en t e s tim a to r  for th e  p a ra m e te r  
e s tim a tio n  o f a  lin ea r co m b in a tio n  o f d is tr ib u tio n s . O f course, th e  p o te n tia l p ro b lem s w ith  
m o m en t e s tim a to r , nam ely  th e  possib ility  o f g e ttin g  com plex  o r neg a tiv e  e s tim a te s  from  
m o m en t e s tim a to r , s till apply.
C hapter 6
M odelling the Incubation Period of 
Prion Diseases
W e review ed th e  h is to ry  o f s ta t is t ic a l  m odels for th e  in c u b a tio n  p e rio d  of an  in fec tious d is­
ease  in  C h a p te r  2. T h e  s ta n d a rd  m odel for th e  tim e  b e tw een  ex p o su re  an d  th e  m an ife s ta tio n  
of d isease  for m an y  cases has been  show n to  b e  well a p p ro x im a te d  by  th e  lognorm al d is tr ib ­
u tio n . W e also  in tro d u c e d  th e  c e n tra l ro le t h a t  in c u b a tio n  p e rio d  p lays in  th e  ex p e rim en ta l 
in v es tig a tio n  of p rio n  d iseases, such  as sc rap ie , B S E  a n d  C JD . T h ese  d iseases a re  th o u g h t 
to  b e  caused  by  an  in fec tious p ro te in  ( P r P Sc) r a th e r  th a n  a  conven tiona l v iru s , b a c te r ia  or 
p a ra s ite . S ince th e  in fec tious agen t is n o t fu lly  ch a rac te rised , th e  in c u b a tio n  p e rio d  is used  
as a n  in d ic a to r  of v iru len ce  (sh o rt in c u b a tio n  p erio d s) a n d  to  c h a rac te rise  s tra in s  of p rio n
I d isease  (by re p e a ta b le  p a t te rn s  o f in c u b a tio n  p e rio d  in  specific ro d e n t m o d e l ex p e rim en ta l
| sy stem s). In  th is  c h a p te r  we seek an  a p p ro p r ia te  m odel for th e  p rio n  in c u b a tio n  p erio d .
[
W e te s t  th e  m odel on  a  se ria l p assag e  ex p e rim en t, a n o th e r  co rn e rs to n e  of p rio n  research  
(o u tlin ed  in  C h a p te r  1), w hich h ig h lig h ts  key  fe a tu re s  o f th e  p rio n  in c u b a tio n  p e rio d  th a t  
m u s t be c a p tu re d  by  a  sa tis fa c to ry  m odel. W e consider a  ran g e  of s ta n d a rd  s ta tis t ic a l  
m odels u sed  for w a itin g  tim es. H ow ever, since th e  m o d e l needs to  b e  flexible enough  to  fit 
ch a ra c te ris tic s  th a t  c a n  change w ith  dose, an d  g e n e ra tio n  of p assage  or s tra in , we also fit, 
for th e  first tim e , a  se t o f m ix tu re  m odels to  th e  p rio n  d isease in c u b a tio n  p erio d .
6.1 Experimental Data
In  th is  c h a p te r , w e p ro v id e  a  su ita b le  s ta t is t ic a l  m odel for th e  in c u b a tio n  p e rio d  o f m ice 
w hich a re  ex p o sed  to  th e  in fec tious p rio n  p ro te in . In  th e  ex p e rim en t, a  m ouse  is exposed , 
orally, to  in fec tio u s m a te r ia l  deriv ed  from  a  case  of ch ron ic  w astin g  d isease in  d ee r (a  m em b er 
o f th e  p rio n  d isease  fam ily  w ith  s im ila r ch a ra c te ris tic s  to  sc rap ie ). T h is  is th e  "first passage" 
of th e  ex p e rim en t. A fte r  a  c e r ta in  tim e  p e rio d , w hen  d isease  sy m p to m s a re  m an ifest, th e  
b ra in  of th e  in fec ted  m ouse  is ta k e n  a n d  an  o ra l dose is p re p a re d  for ex p o su re  to  a  n u m b er 
of fu rth e r second  passage  m ice. T h e  ex p erim en ts  w ere ca rried  on  for five passages. All
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m ice show ed d isease, a p a r t  from  one th a t  d ied  ea rly  from  o th e r  causes, a n d  th e  in c u b a tio n  
p e rio d s  w ere reco rd ed , as show n in  T ab le  6.1, w here  T»  d en o te s  in c u b a tio n  p e rio d  from  th e  
ith p assage , i =  1, . . . ,5 . I t  is obvious t h a t  th e  an im als  from  th ird  p assage  onw ards te n d  to  
hav e  sh o rte r  in c u b a tio n  p e rio d  th a n  th e  an im als  from  th e  first passage . I t  to o k  an  average 
of 500 days for th e  firs t passage  m ice to  show  disease. T h e  ran g e  of in c u b a tio n  p e rio d  of 
seco n d  passage m ice is m uch  la rg e r (ran g e  =  (1 29 ,438), m ean  =  228) th a n  th e  o th e rs . T h e  
average  in c u b a tio n  p e rio d  for th ird , fo u rth  a n d  fifth  p assage  m ice a re  162, 141 a n d  144 
respective ly . T h e  h is to g ra m  o f th e  overall in c u b a tio n  p e r io d  a re  show n in  F ig u re  6.1; F ig u re
6.2  p re sen ts  th e  h is to g ram s o f in c u b a tio n  p e rio d  from  each  p assage , i t  is c lear th a t  ea rlie r 
p assag e  m ice have longer in c u b a tio n  p erio d .
W e in v es tig a te  th e  in c u b a tio n  p e rio d  u sing  a  bo x  p lo t w ith  g roup in g s g iven by  th e  
n u m b e r of passages, as show n in  F ig u re  6.3. I t  is now  easy  to  pick  u p  th e  essen tia l m essage: 
in c u b a tio n  p e rio d s  o f first p assag e  m ice have th e  h ig h es t m ed ian  a n d  a  low  v ariab ility  
co m p ared  to  th e  second  p assag e  m ice. In d eed , th e  m e d ia n  of in c u b a tio n  p e rio d  decreases 
w h en  th e  n u m b e r o f passages increases. In c u b a tio n  p e rio d s  o f second  passage  m ice have 
th e  h ig h est v a ria b ility  am ong  all passages. R em ark ab ly , a f te r  second  p assage , in c u b a tio n  
p e rio d s  a re  a  lo t low er th a n  th e  firs t passage .
O u r a im  is to  find a  su ita b le  m odel for th e  p rio n  d isease. W e first use s ta tis tic a l  te s ts  to  
check if  th e  nu ll h y p o th es is  t h a t  tw o  in c u b a tio n  p e rio d  d a ta  se ts  from  d ifferen t passage  are  
id en tica l can  b e  re jec ted ; K olm ogorov-S m irnov  te s t  a n d  M a n n -W h itn e y  te s t  a re  he lp fu l for 
such  p u rp o se . H av ing  done  th is , we se t a  p rio r d is tr ib u tio n  for th e  in c u b a tio n  p e rio d  o f each  
passage  a n d  e s tim a te  th e  p a ra m e te rs  u sing  th e  m ax im u m  like lihood  e s tim a to r . T h e  goodness 
of fit of th e  f itte d  d is tr ib u tio n s  a re  th e n  ex am in ed . L astly , th e  b io logical im p lica tio n s of th e  
f i tte d  m odels a re  d iscussed .
6.2 Non-Parametric Test
In  th is  sec tio n , we in v es tig a te  w h e th e r th e  in c u b a tio n  p e rio d s from  d ifferen t passages a re  
d raw n  from  th e  sam e  d is tr ib u tio n . F or th is  p u rp o se , we em ploy  tw o n o n p a ra m e tr ic  te s ts :
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Histogram of Incubation Period
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Figure 6.1: H istogram  of incubation  period (in days) of C W D  infected mice.
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Figure 6.2: Histograms of incubation period (in days) of CWD infected mice from I st passage 
(Tgi) to 5th passage (Tgs).
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Figure 6.3: Box plot of incubation  period  (in days) grouped by passage.
Boxplot of Incubation Period
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th e  K o lm ogorov-S m irnov  T est an d  th e  M a n n -W h itn e y  T est.
6 .2 .1  K o lm o g o ro v -S m irn o v  T est
T h e  tw o -sam p le  K S te s t  is one o f th e  m o st gen era l n o n -p a ra m e tr ic  te s ts  for co m p arin g  
tw o sam p les . I t  is goo d  a t  d e te c tin g  d ifferences in  b o th  th e  lo ca tio n s  a n d  th e  sh ap es  of 
th e  d is tr ib u tio n s . S uppose  we have tw o sam ples X  a n d  Y  of le n g th  n\  an d  U2 - T h e  null 
h y p o th e s is  for th is  te s t  is th a t  X  a n d  Y  a re  d raw n  from  th e  sam e con tin u o u s d is tr ib u ­
tio n . T h e  K o lm ogorov-S m irnov  te s t  is b ased  on  th e  m ax im u m  ab so lu te  d ifference b etw een  
th e  o b se rv ed  C D F s for b o th  sam ples. W h e n  th is  d ifference is sign ifican tly  large , th e  tw o 
d is tr ib u tio n s  a re  con sid ered  d ifferen t. T h e  K S te s t  s ta tis t ic s , K S  is given by
K S  =  m a x . [ \ F i ( t ) - F 2 (t)\],
w here  F\ (t) is th e  p ro p o rtio n  o f X  values less th a n  or eq u a l to  t  an d  F2 (t) is th e  p ro p o rtio n  
of y  less th a n  or equa l to  t.
W e ap p ly  th e  K S  te s t  on  th e  in c u b a tio n  p e r io d  d a ta  w here X  is th e  d a ta  v ec to r o f th e  
in c u b a tio n  p e rio d  from  p assag e  i a n d  Y  is d a ta  v ec to r of th e  in c u b a tio n  p e rio d  from  j th 
p assag e . U sing  S P S S , th e  re su lts  o f th e  KS te s t  for all co m b in a tio n s  a re  show n in T ab le  
6.2. A s exp ec ted , p assag e  1 is sign ifican tly  d ifferen t from  all o th e r  passages; th e  difference 
b e tw een  passage  2 a n d  all o th e r  p assages, ex cep t p assag e  1 , is n o t s ign ifican t a t  5% level, 
p assag e  3 is sign ifican tly  d ifferen t from  passage  4; w hile  th e  n u ll h y p o th es is  w hich  s ta te s  
th a t  p assag e  3 a n d  p assag e  5 a re  d raw n  from  th e  sam e d is tr ib u tio n  can n o t b e  re jec ted  a t 
5% level. T h e  difference b e tw een  p assag e  4 a n d  p assage  5 is n o t s ign ifican t.
6 .2 .2  M a n n -W h itn ey  T est
T h e  M a n n -W h itn e y  U  te s t  is th e  m o st p o p u la r  o f th e  tw o -in d ep en d en t-sam p le  te s ts . S up­
pose w e w an t to  te s t  if th e  th e  d is tr ib u tio n  o f in c u b a tio n  p e rio d  from  th e  p r im a ry  passage  
an im als  is s ig n ifican tly  d ifferen t from  th e  one from  th e  second  p assag e  an im als. W e le t 
X i ,  X 2 , ..., X ni d en o te  th e  ran d o m  sam p le  of size n\  from  th e  ith p assag e  an d  le t Yf, > 2, . . . ,  Yn2 
b e  th e  ra n d o m  sam p le  of size ri2 from  th e  j th p assage . I f  F\ (t) a n d  F2 (t ) a re  th e  d is tri-  
| b u tio n  fu n c tio n s c o rre sp o n d in g  to  i th p assag e  a n d  j th p assage , respective ly , th e n  th e  null 
h y p o th es is  is s ta te d  as
H o  : F i ( t )  =  F2 ( t ) ,
Hi  : F1 ( t ) ^ F 2 (t).
B o th  sam ples from  ith a n d  j th passage  a re  com bined  in to  a  single o rd e red  sam ple  an d  ran k s  
a re  assigned  to  th e  sam p le  values from  th e  sm alle st va lue  to  th e  la rg es t. L e t R ( X i )  a n d  
R  (Y j ) d en o te  th e  ra n k  assigned  to  X i  a n d  Y j  for all i a n d  j .  T h e  M a n n -W h itn e y  U  s ta t is t ic
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C o m b in ed  D a ta K S sigKS u sigu
P assag e  1 a g a in s t P assag e  2 2.171 0.000 4 0.000
P assag e  1 a g a in s t P assag e  3 2.108 0.000 0 0.000
P assag e  1 ag a in s t P assag e  4 1.826 0.003 0 0.002
P assag e  1 ag a in s t P assag e  5 1.826 0.003 0 0.002
P assag e  2 a g a in s t P assag e  3 1.299 0.068 42 0.177
P assag e  2 a g a in s t P assag e  4 1.342 0.055 19 0.082
P assag e  2 a g a in s t P assag e  5 1.342 0.055 20 0.098
P assag e  3 a g a in s t P assag e  4 1.403 0.039 7 0.045
P assag e  3 a g a in s t P assag e  5 1.096 0.181 3 0.010
P assag e  4 ag a in s t P assag e  5 0.316 1.000 11 0.745
T ab le  6.2: K olm ogorov-S m irnov  te s t  a n d  M a n n -W h itn e y  te s t  for in c u b a tio n  p e rio d  d a ta  
is th e  sm alle r of U\ a n d  U2 , w here
n\ {ni +  1)ni
Ur =  -
vi= l 
n  2
2
n 2 (712 +  1)
u 2 =
U =  m in  [Ui, U2 ] ■
U sing  S P S S , th e  re su lts  o f th e  M a n n -W h itn e y  te s t  a re  show n in  T ab le  6.2. W e can  observe 
th a t  th e  M a n n -W h itn e y  te s t ,  in  genera l, agrees w ith  th e  K S te s t , ex cep t for p assage  3 versus 
p assag e  5. A cco rd ing  to  th e  M a n n -W h itn e y  te s t ,  p assag e  3 an d  passage  5 a re  sign ifican tly  
d ifferen t from  each  o th e r  a t  1% level. W e shall now  m ove on  to  m odel th e  in c u b a tio n  p e rio d  
u sin g  a  p a ra m e tr ic  ap p ro ach .
6.3 Fitting the Incubation Period D ata of Each Passage with  
a Single Distribution
F ro m  th e  p rev ious sec tio n , we lea rn ed  th a t  th e re  a re  sign ifican t d ifferences b e tw een  th e  
le n g th  of in c u b a tio n  p e rio d  d a ta  of d ifferen t p assages. F or in s tan ce , th e  in c u b a tio n  p e rio d  
d a ta  from  th e  firs t p assag e  is s ign ifican tly  lo n g er th a n  th e  o th e r  p assag es’ in c u b a tio n  p e ­
rio d . A t th is  s tage , th e  q u es tio n  we ask  is: H ow  is th e  in c u b a tio n  p e rio d  of each  passage  
d is tr ib u te d ?
N o te  t h a t  th e  firs t o b se rv a tio n  (t \  — 87) o f th e  4th p assag e  (in  T ab le  6.1) is th e  on ly  
censored  d a ta  in  th e  sam p le , for sim plic ity , we exc lude  i t  from  th e  sam ple . W e have f itte d  th e  
in c u b a tio n  p e rio d  o f each  passage  w ith  a  v a rie ty  of d is tr ib u tio n s  a n d  found  th a t  th e  n o rm al 
d is tr ib u tio n , g a m m a  d is tr ib u tio n  a n d  W eibu ll d is tr ib u tio n  a p p e a re d  to  p ro v id e  reaso n ab le  
fit to  th e  d a ta . T h e  P D F s  of th e se  d is tr ib u tio n s  a n d  th e  M L E  of th e  p a ra m e te rs  are  
su m m arised  in  T ab le  6.7.
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C o m b in ed  D a ta A a M ean M ed ian M ode V ariance
P assag e  1 6.2068 0.1251 500.0085 496.1112 488.4074 3943.4115
P assag e  2 5.3448 0.4182 228.6622 209.5160 175.8988 9992.7989
P assag e  3 5.0862 0.0360 161.8788 161.7740 161.5644 33.9834
P assag e  4 4.9506 0.0954 141.9040 141.2597 139.9799 184.1042
P assag e  5 4.9684 0.0829 144.2916 143.7966 142.8118 143.5768
T ab le  6.3: F it t in g  every  p assag e ’s in c u b a tio n  p e rio d  w ith  a  logn o rm al d is tr ib u tio n . 
6 .3 .1  L ogn orm al M o d e l
T h e  m o st com m on  d is tr ib u tio n  for in c u b a tio n  p e rio d  d a ta  is th e  lognorm al, w ith  a sso c ia ted  
P D F
/(t;M>CT) =  ^ exp
(log [t] -  jiY 
2 a 2
w h ere  t  >  0, —oo <  fi <  oo an d  a  >  0. T h e  p a ra m e te rs  g  a n d  u  are  e s tim a te d , u sin g  th e  
M L E , as
-| 77,0
£ = — E InM
n° i= i
a n d
a —
\
-J- E  (ln M ^
n° i = i
H aving  e s tim a te d  g  an d  a  for each  p assag e  w ith  th e  M L E , we te s t  th e  g o odness of fit 
u sing  th e  K S te s t .  W e know  th a t  th e  c ritic a l reg ion  o f th e  K S te s t  is no  longer valid  if th e  
p a ra m e te rs  a re  e s tim a te d  from  th e  d a ta .  H ow ever, th e  m a in  p u rp o se  for us to  u n d e r ta k e  th is  
te s t  is to  co m p are  th e  K S  d is tan ces  g iven by  d ifferen t m odels. T h erefo re , th e  significance 
values a re  also in c lu d ed  so th a t  we have a  ro u g h  p ic tu re  o f how  th e  m odels p e rfo rm  co m p ared  
to  each  o th e r. W e su m m arise  th e  e s tim a tio n  re su lts  a n d  K S s ta tis t ic s  in  T ab le  6.7; from  th e  
ta b le , we can  see t h a t  th e  goodness of fit for each  p assag e  is sa tisfac to ry . T h e  e s tim a te d  
m ean , m ed ian , m o d e  a n d  variance  a re  show n in  T ab le  6.3. U sing  th e  e s tim a te d  p a ra m e te rs , 
we p resen t th e  f i t te d  th e o re tic a l P D F  p lo ts  o f th e  lo g n o rm al d is tr ib u tio n s  on  F ig u re  6.4. 
A ccord ing  to  th e  lo g n o rm al m odels, th e  first p assag e  m ice are  un like ly  to  have in cu b a tio n  
p e rio d s w hich are  less th a n  300 days. T h e  first p assag e  in c u b a tio n  p e rio d  is m o st p ro b a b le  a t 
Tn  =  488 d ays. T h e  va rian ce  of th e  in c u b a tio n  p e rio d  from  th e  second  passage  is th e  la rg est 
am ong  all p assages. W e observe th a t  th e  ran g e  of th e  second  p assag e  in c u b a tio n  p e rio d  is 
la rge  an d  th e  m ode is 175 days. T h e  varian ce  o f th e  th ird  passage  in c u b a tio n  p e r io d  is th e  
sm allest am o n g  all passages. F rom  th e  th ird  p assag e  onw ards, th e  c h a ra c te ris tic s  of th e  
in c u b a tio n  p e rio d s  are  s im ila r to  each  o th e r  w ith  a  sh o r te r  average in c u b a tio n  p e rio d  an d  
a  sm aller variance . A s seen in  F ig u re  6.4, th e  d is tr ib u tio n  of in c u b a tio n  p e rio d  from  every 
passage  is r igh t-skew ed  (i.e. th e  r ig h t ta i l  o f th e  P D F  p lo t is longer th a n  th e  left ta i l  an d  
m ean  >  m ed ian  >  m ode).
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Figure 6.4: T he lognorm al m odels for generation 1 to  generation  5.
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C o m b in ed  D a ta A <7 M ean  =  M ed ian  =  M ode V ariance
P assag e  1 499.6000 62.2739 499.6000 3878.0386
P assag e  2 228.3125 102.9678 228.3125 10602.3678
P assag e  3 161.8750 5.9387 161.8750 35.2682
P assag e  4 141.8000 14.3073 141.8000 204.6988
P assag e  5 144.2000 12.0291 144.2000 144.6992
T ab le  6.4: F i t t in g  every  p assag e ’s in c u b a tio n  p e rio d  w ith  a  n o rm a l d is tr ib u tio n . 
6 .3 .2  N orm al M o d el
T h e  n o rm a l d is tr ib u tio n  is th e  m o st w idely  u sed  fam ily  of d is tr ib u tio n  in  s ta tis tic s . T h e  
P D F  o f a  n o rm a l d is tr ib u tio n  is
f (+ \ ^ /  1 Mi
w h ere  t  G R  a n d  a >  0. T h e  M L E  o f th e  p a ra m e te rs  a re
n0
A =  —r> _ * ^
a n d
' " N
2
n° i= 1
1 n0
- E ^ - w 2 ,
n “ i= i
i.e. j± is g iven  by th e  sam ple  m ean ; w hereas a  is e s tim a te d  by  th e  s ta n d a rd  d ev ia tio n  of 
th e  d a ta .  W e fit th e  in c u b a tio n  d a ta  from  each  p assage  w ith  a  n o rm a l d is tr ib u tio n  a n d  use 
K S te s t  to  check th e  goodness o f fit. T h e  e s tim a tio n  re su lts  an d  som e o f th e  descrip tiv e  
s ta tis t ic s  are  show n in  T ab le  6.4; w hile K S s ta tis t ic s  a re  show n in  T ab le  6.7. F ig u re  6.5 
show s th e  th e o re tic a l P D F  p lo ts  o f n o rm a l d is tr ib u tio n s  u sing  th e  e s tim a tio n  re su lts  o f each  
p assage . T h e  ch a rac te ris tic s  of th e  f itte d  n o rm a l d is tr ib u tio n  for each  p assage  are  sim ila r 
to  th e  ones sug g ested  by  th e  logn o rm al m odels in  th e  p rev ious sec tio n  (co m p are  F ig u re  6.4 
w ith  F ig u re  6 .5). W e know  th a t  th e  m ean , m ed ian  a n d  m o d e  o f a  n o rm a l d is tr ib u tio n  have 
th e  sam e value. T h erefo re , th e  n o rm a l m odels suggest th a t  each  p assag e  m ice a re  m o st 
p ro b ab le  to  have in c u b a tio n  p e rio d  as th e  average  p e rio d  o f th e  d a ta , i.e. w hen  Tgi =  499 
days, T92 =  228 days, Tgz =  161 d ays, TgA =  141 days a n d  Tgz =  144 days for each  passage  
respec tive ly  (see T ab le  6 .4). H ow ever, th e  f i t te d  n o rm a l m odel for th e  in c u b a tio n  p e rio d s  
o f second p assage  m ice allow s a  n eg a tiv e  in c u b a tio n  p e rio d , w hich is o f cou rse  u n rea lis tic  in  
p rac tice .
6 .3 .3  G am m a M o d el
I t  ap p ea rs  th a t  g a m m a  d is tr ib u tio n  w ith  sh a p e  p a ra m e te r  a  >  0 a n d  r a te  p a ra m e te r  6 >  0 
also fits well to  th e  in c u b a tio n  p e r io d  d a ta . A  v a riab le  T  is g a m m a  d is tr ib u te d , d e n o ted
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Figure 6.5: The norm al m odels for generation 1 to generation 5.
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T  ~  T (a, 9), if its  d en sity  fu n c tio n  is
/  (t; a ,  9) =  exp  (~9t) ta~ l
w here  t >  0. T h e  sh a p e  o f a  g a m m a  d is tr ib u tio n  (e ith e r  b e ll-sh ap ed  or L -sh ap ed ) d ep en d s 
on  th e  value  of a ;  th is  flex ib ility  h a s  en ab led  th e  g a m m a  d is tr ib u tio n  to  c a p tu re  m an y  
specific  p ro p e r tie s  o f re a l d a ta .
S u p p o se  we have a  sam p le  o f nQ iid  o b se rv a tio n s w hich  a re  g a m m a  d is tr ib u te d . T h e  
log-like lihood  fu n c tio n , d e n o te d  by  I (0 ) is
n0 n0
I ( 0 )  =  (a  — 1) 1°S U — 9 ^ 2  U +  a n Q log 9 — n0 log T (a ) . (6 .1)
i= 1 i=l
S e ttin g  th e  score fu n c tio n  w ith  re sp ec t to  9 to  zero  y ields th e  M L e s tim a te  of 9:
a otrin
(6 .2 )E n0 j. • 
i = 1 ^
S u b s titu tin g  (6.2) in to  (6 .1), th e  log-likelihood  fu n c tio n  is in  th e  fo rm  of
TIq /  \
Z ( 0 )  =  ( a  -  1) ^ 2  log ti ~  ario +  a n 0 log ( ^ - )  -  n0 \ogT ( a ) . (6.3)
i=1
B y ta k in g  th e  d e riv a tiv e  o f (6.3) w ith  re sp ec t to  a  a n d  se tt in g  it  to  zero  y ields
log a  -  V ( a )  =  log ~  log ^  ’ (6 -4^
w here  'k  (a )  =  ^  is th e  D ig am m a  fu n c tio n . In  o rd e r to  e s tim a te  a , we need  to  solve 
(6.4) num erica lly , w h ere  th e  in itia l guess c an  b e  found  u sing  th e  m e th o d  of m om en ts. C hoi 
& W e tte  (1969) fo u n d  an  ex p lic it fo rm  for th e  N ew to n  R ap h so n  u p d a te  of th e  in it ia l  guess, 
w hich  is g iven by
l o g d ^  — — s
& (k+ i) =  &( k ) ---------------- — V--------- J ;
( a ^  -  W
w here  s is th e  R H S o f (6 .4) andfl/7 ( q ; ^ )  is th e  T rig a m m a  fu n c tio n .
E m plo y in g  th e  M L E , th e  e s tim a te s  of a  an d  9 a re  show n in  T ab le  6.5. T h e  K S te s t  
s ta tis t ic s  a re  p re sen ted  in  T ab le  6.7, we can  see th a t ,  for each  p assage , we c a n n o t re jec t 
th e  nu ll h y p o th esis  th a t  th e  in c u b a tio n  p e rio d  d a ta  h as  a  g a m m a  d is tr ib u tio n  w ith  th e  
e s tim a te d  p a ra m e te rs . F ig u re  6.6  show s th e  th e o re tic a l P D F  p lo ts  o f g a m m a  d is tr ib u tio n s  
given by  th e  e s tim a te s  in  T ab le  6.5. T h e  e s tim a te s  of a  for each passage  is la rg e r th a n  1, so 
th e  d is tr ib u tio n  is b e ll-sh ap ed  for a ll passages.
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C om bined  D a ta a 9 M ean M ode V ariance
P assag e  1 71.4294 0.1430 499.5063 492.5133 3493.05101
P assag e  2 5.9826 0.0262 228.3435 190.1756 8715.4012
P assag e  3 870.5195 5.3763 161.9180 161.7320 30.1170
P assag e  4 132.5212 0.9346 141.7946 140.7246 151.7168
P assag e  5 181.1971 1.2566 144.1963 143.4005 114.7512
T ab le  6.5: F i t t in g  every  p assag e ’s in c u b a tio n  p e rio d  w ith  a  g a m m a  d is tr ib u tio n .
T h e  in c u b a tio n  p e rio d  from  th e  f irs t p assage , Tgi ~  T (71 .4294 ,0 .1430) is m o st p ro b ab le  
a t  Tn  =  492 days. I t  is n o t likely for th e  p rim a ry  p assag e  m ice to  show  d isease  w hen  Tgi is 
less th a n  300 days. F or th e  second  passage , Tgi T (5 .9826 ,0 .0262) h as  a  re la tiv e ly  sm all a  
c o m p a re d  to  th e  o th e r  passage . I t  m ean s t h a t  th e  ran g e  o f th e  in c u b a tio n  p e rio d  is ra th e r  
la rge . T h e  e s tim a te  o f a  for th e  th ird  p a ssa g e ’s in c u b a tio n  p e rio d  is th e  la rg es t am ong  
all passages, we can  see from  F ig u re  6.6  th a t  th e  ran g e  o f is sm all an d  th e  bell sh ap e  
is p eak ed  a t  =  161 days. T h e  p ro b a b ility  o f th e  fo u r th  p assag e ’s in c u b a tio n  p e rio d  is 
th e  h ig h es t w hen  T9a =  140 days; w hile  i t  is m o st likely for th e  fifth -passage  m ice to  show  
d isease  a fte r  143 days.
6 .3 .4  W eib u ll M o d e l
W e also  find  rea so n ab le  fit by  ap p ly in g  a  W eibu ll m o d el to  th e  in c u b a tio n  p e rio d  o f each 
passage . T h e  W eibu ll d is tr ib u tio n , w ith  a  positiv e  ra te  p a ra m e te r  9 a n d  a  p o sitiv e  sh a p e  
p a ra m e te r  a ,  h a s  P D F
/  (£; 0, a) =  a9ata~1 exp  [— (9t)a ] ,
w here  t >  0, 9 >  0 a n d  a  >  0. T h e  W eibu ll d is tr ib u tio n  h as  b een  one of s ta t is t ic ia n s ’ 
fav o u rite  d is tr ib u tio n s  for th e  f ittin g  of life tim e d a ta  b ecau se  it  h as  a  v a rie ty  of d ifferen t 
sh ap es, d ep en d in g  on  th e  sh a p e  p a ra m e te r  a , a n d  it  p rov ides an  ease of fittin g .
I T h e  e s tim a te s  of th e  p a ra m e te rs  can  b e  o b ta in e d  by  m ax im ising  th e  follow ing log-
• like lihood  func tion :
! • n  o
j Z ( 0 )  =  nQ log (a)  +  na  log (9) +  ^  [(a -  1) log (U) -  (9ti)a].
t i —1
| T h e  M L E  of a  a n d  9 a re  show n in  T ab le  6 .6 ; th e  m ean , m ed ian  m o d e  a n d  varian ce  of th e
I f itte d  W eibu ll d is tr ib u tio n  for each  p assag e  a re  show n in  th e  sam e  ta b le . In  T ab le  6.7, we 
show  th e  K S te s ts  re su lts : for each  passage , we c a n n o t re jec t th e  n u ll h y p o th es is  t h a t  th e  
in c u b a tio n  p e rio d  com es from  a  W eibu ll d is tr ib u tio n  w ith  th e  specified  p a ra m e te rs . F rom  
F ig u re  6.7, we n o te  t h a t  th e  sh ap es o f th e  th e o re tic a l p lo ts  o f th e  W eibu ll d is tr ib u tio n s  are  
sim ila r to  th e  versions of th e  lo g n o rm al m odel, n o rm a l m o d el a n d  g a m m a  m odel.
F or first p assag e  m ice, th e  average  in c u b a tio n  p e rio d  is 498 days, w hile th e  m o d e  is 
Tgi =  519 days; T h e  ran g e  ( «  600 days) of th e  second  p assag e ’s in c u b a tio n  p e rio d  is th e
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Figure 6.6: T he gam m a m odels for generation  1 to  generation 5.
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C o m b in ed  D a ta a e M ean M edian M ode V ariance
P assag e  1 9.1081 0.0019 498.6716 505.5571 519.6380 4292.3011
P assag e  2 2.4537 0.0039 227.4048 220.8331 207.1480 9791.1777
P assag e  3 25.8968 0.0061 160.5140 161.6306 163.6853 59.9020
P assag e  4 10.0750 0.0068 139.9487 141.8052 145.5409 279.5208
P assag e  5 14.9669 0.0067 144.1189 145.6432 148.5657 139.5061
T ab le  6 .6 : F i t t in g  every  p assag e ’s in c u b a tio n  p e rio d  w ith  a  W eibu ll d is tr ib u tio n .
la rg e s t am ong  all of th e  passages. O n average, th e  in c u b a tio n  p e rio d  of second p assag e  m ice 
is 227 days; w hereas th e  m o d e  is 207 d ays. T h e  c h a ra c te ris tic s  o f th e  th ird , fo u r th  an d  
fifth  g e n e ra tio n s ’ in c u b a tio n  p e rio d s  are  q u ite  s im ila r, w here  th e  average  in c u b a tio n  p e rio d s 
a re  gen era lly  low er th a n  160 days; w h ereas th e  in c u b a tio n  p e rio d  from  th e se  th re e  passages 
a re  m o s t p ro b ab le  w hen  Tgs =  163, -  145 a n d  =  148 respectively . T h e  in c u b a tio n
p e rio d  from  all passages have left-skew ed d is tr ib u tio n s , ex cep t for th e  second  p assage . W e 
c o m p are  T ab le  6.6  w ith  T ab le  6.3 to  6.5, a n d  find  th e  variances suggested  by  th e  W eibu ll 
m odels are  genera lly  la rg e r th a n  th e  o th e r  m odels. T h e  K S te s t  re su lts  (see T ab le  6 .7) o f th e  
W eibu ll m odels te ll us th a t  it  is o u tp e rfo rm e d  b y  th e  o th e r  m odels in  te rm s of th e  goodness 
o f fit.
6 .3 .5  S u m m ary  o f  S in g le  D is tr ib u tio n  M o d e ls
T h e  e s tim a tio n  re su lts  for each  d is tr ib u tio n  a re  su m m arised  in  T ab le  6.7. As seen  in  th e  
ta b le , all fo u r m odels p rov ide  a  rea so n ab le  fit to  each  passage . C o m p ared  to  th e  o th e r  
m odels, th e  lognorm al m odel p rov ides a  b e t te r  fit to  all p assages, excep t fro m  th e  first 
passage , w here  th e  o th e r  th re e  m odels have  sh o rte r  K S  d is tan ces . Surprising ly , th e  n o rm al 
m odel re tu rn s  co m p e titiv e  K S  d is ta n c e  in  each  p assag e , excep t from  th e  second  passage; as 
we m en tio n ed  before , th e  f itte d  n o rm a l d is tr ib u tio n  of th e  second  passage  allow s n eg a tiv e  
in c u b a tio n  perio d s, w hich a re  im possib le  in  p ra c tic e . T h is  is w hy  its  significance value  is 
th e  low est (sig =  0 .3863), less th a n  h a lf  o f th e  first p a ssag e ’s significance value. In  genera l, 
th e  W eibu ll m odel h as  th e  la rg es t K S  d is ta n c e  for each  p assag e  (excep t from  th e  second  
passage) co m p ared  to  its  rivals.
As a conclusion , all four m odels te ll a  s im ila r s to ry  reg a rd in g  th e  p ro p e rtie s  of each  
p assag e’s in c u b a tio n  p erio d . I t  tak es  a  s ig n ifican tly  longer tim e  for first p assag e  m ice to  
show  p rio n  d isease  sy m p to m s, co m p ared  to  th e ir  successors. Second  p assag e  m ice have 
a  large ran g e  of in c u b a tio n  p e rio d  an d  hence  th e  v a rian ce  o f th e  in c u b a tio n  p e r io d  is very  
m uch la rg e r th a n  th e  o th e r  p a ssag e ’s variance . T h e  th ird , fo u rth  a n d  fifth  p assage  m ice have 
m uch low er in c u b a tio n  p e rio d s  (on average  b e tw een  140 to  160 days) a n d  low er v a r ia tio n  
co m p ared  to  th e ir  p redecesso r. T h e  varian ce  o f th e  th ird  p assag e  in c u b a tio n  p e rio d  is th e  
sm allest am ong  all passages. In  genera l, th e  in c u b a tio n  p e rio d  of a  m ouse decreases w ith  
th e  n u m b er of th e  passage .
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Figure 6.7: T he W eibull models for generation  1 to  generation  5.
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P assag e L og n o rm al N o rm al G a m m a W eibull
1
p  =  6.2068 
<j  =  0.1251 
K S  =  0.2024 
sig  =  0.7366
P =  499.6000 
<7 =  62.2739 
K S  =  0.1826 
sig =  0.8353
at =  71.4294 
9 - 0.1430 
K S  =  0.1901 
sig =  0.7989
a =  9.1081 
9 0.0019 
K S  = 0.2012 
sig = 0.7426
2
p  = 5.3448 
<j =  0.4182 
K S  =  0.1341 
sig =  0.8999
p  =  228.3125 
<7 =  102.9678 
K S  =  0.2164 
sig = 0.3863
at =  5.9826 
6 =  0.0262 
K S  = 0.1597 
sig =  0.7521
a =  2.4537 
9 =  0.0039 
K S  =  0.1962 
sig = 0.5076
3
p =  5.0862 
<7 =  0.0360 
K S  =  0.3030 
sig — 0.3782
p =  161.8750 
<7 =  5.9387 
K S  =  0.3086 
sig =  0 .3566
a =  870.5195 
0 =  5.3763 
K S  =  0.3120 
sig — 0.3437
a =  25.8968 
9 =  0.0061 
K S  = 0.3284 
sig — 0.2861
4
p  =  4.9506 
<7 =  0.0954 
K S  =  0.3967 
sig = 0.3177
p =  141.8000 
<7 =  14.3073 
K S  =  0 .4047 
sig =  0.2965
a =  132.5212 
9 =  0.9346 
K S  =  0.4110 
sig =  0.2806
a =  10.0750 
9 =  0.0068 
K S  =  0.4128 
sig =  0.2762
5
p  =  4.9684 
a  =  0.0829 
K S  =  0.2902 
sig =  0 .7024
p =  144.2000 
<7 =  12.0291 
K S  =  0.2969 
sig  =  0.6763
a =  181.1971 
9 =  1.2566 
K S  =  0.3130 
sig =  0.6127
a =  14.9669 
9 =  0 .0067 
K S  =  0.3351 
sig =  0.5261
T ab le  6.7: C o m p ariso n  of th e  p erfo rm an ces o f a ll single d is tr ib u tio n  m odels f itte d  to  each 
p a ssa g e ’s in c u b a tio n  p erio d .
6.4 Fitting the Incubation Period Data with M ixture Distri­
butions
A  n u m b er o f d ifferen t d is tr ib u tio n s  have  b een  tr ie d  to  fit th e  overall in c u b a tio n  p e rio d  d a ta , 
how ever, none of th e  single d is tr ib u tio n s  a p p e a r  to  p rov ide  a  sign ifican t fit to  th e  in c u b a tio n  
p e rio d  d a ta . For exam ple , from  p rev io u s sec tion , we lea rn ed  th a t  th e  first p assage  in c u b a tio n  
p e rio d s are  sign ifican tly  d ifferen t from  th e  o th e rs . T h is  m akes us th in k  th a t  th e  overall d a ta  
m ig h t com e from  a  m ix tu re  o f tw o d is tr ib u tio n s . In  th e  follow ing su b sec tio n s, we show  th a t  
a  few m ix tu re  m odels ca n  b e  u sed  to  ex p la in  im p o r ta n t  fea tu re s  o f th e  in c u b a tio n  p erio d .
I
j
f 6 .4 .1  M ix tu re s  o f  L ognorm al D is tr ib u tio n s
j T h e  single lo g n o rm al d is tr ib u tio n  h as  long b een  u sed  in  m odelling  in c u b a tio n  p e rio d  d a ta . 
F irs t, we com bined  th e  in c u b a tio n  p e rio d  from  d ifferen t passages in to  one  sam p le  of size 
n0 =  44, a n d  fit th e  d a ta  w ith  a  single logn o rm al d is tr ib u tio n ; u n fo rtu n a te ly , th e  goodness 
o f fit o f such  a  f i t te d  d is tr ib u tio n  is p o o r. T h e  p a ra m e te r  e s tim a te s  of a  single lognorm al 
d is tr ib u tio n  are  p  =  5.4061 a n d  a =  0.5310; w h ere  th e  K S  te s t  show ed th a t  th e  d e p a r tu re  
of th e  E C D F  from  th e  th e o re tic a l C D F  o f su ch  a  log n o rm al d is tr ib u tio n  ( K S  =  0 .2473) is 
sign ifican t (sig =  0 .0074). T h erefo re , we fit th e  in c u b a tio n  p e rio d  w ith  a  m ix tu re  of tw o
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lo g n o rm al d is tr ib u tio n s , using  th e  M L E . T h e  log-likelihood  fu n c tio n  of a  m ix tu re  of tw o 
lo g n o rm a l d is tr ib u tio n s , w ith  th e  p a ra m e te r  sp ace  ©  =  (/i1, <7i, &2 ,p), is
H 0 )  =  X >  g
i= 1
V
tiCT iy/27T
exp
(log [tj] -  fijY 
2o\
(1 - p )
+  - ------7=  exp
Ua 2v27r
(log [tj] -  
2a\
(6.6)
U sing  M a th e m a tic a , we find  th e  e s tim a te s  of ©  w hich  m ax im ise  (6.6) num erically , a n d  th e  
e s tim a tio n  re su lts  a re  as follows:
Ai - - 5.0108,
d i = 0.1070,
A2 = 5.9624,
02 — 0.3430,
P = 0.5846.
(6.7)
T h e  m ax im u m  log-likelihood  given by  th e  e s tim a te s  in  (6.7) is
l =  -2 5 1 .3 0 4 . (6.8)
T h e  K S  p lo t o f th is  log n o rm al m ix tu re  m odel is show n in  F ig u re  6.8; th e  K S te s t  show s 
th a t  th e  m ix tu re  lo g n o rm al m odel w ith  th e  p a ra m e te rs  in  (6.7) h as  a K S  d is ta n c e  0.1223 
a n d  sig =  0 .4991. In  o th e r  w ords, a  m ix tu re  o f tw o logn o rm al d is tr ib u tio n  p rov ides a  
rea so n ab le  fit to  th e  fu ll se t o f in c u b a tio n  p e rio d  d a ta  across all passages. T h e  p lo ts  (in 
F ig u re  6 .9), w hich  co m p are  th e  th e o re tic a l P D F  o f a  m ix tu re  o f tw o logn o rm al d is tr ib u tio n s  
w ith  th e  p a ra m e te rs  in  (6.7) an d  th e  h is to g ra m  of th e  in c u b a tio n  p erio d , fu r th e r  confirm  
th e  rea so n ab le  fit o f th e  log n o rm al m ix tu re  m odel.
A ccord ing  to  th e  lo g n o rm al m ix tu re  m o d el, th e  firs t co m p o n en t o f th e  m ix tu re  d is tr i­
b u tio n  has a  re la tiv e ly  sh o r te r  m ean , 150 days a n d  a  re la tiv e ly  low v ariance , 262; w hereas 
th e  second  co m p o n en t has a  la rg e r m ean , 412 d ay s a n d  a  variance , 21205. T h e  p ro b a b ility  
t h a t  th e  in c u b a tio n  p e rio d  is d raw n  from  th e  firs t co m p o n en t is a  0.5846.
N ex t, we assu m e th a t  th e  in c u b a tio n  p e rio d  of each  p assag e  h as  a  m ix tu re  o f tw o lognor­
m a l d is tr ib u tio n  w ith  th e  p a ra m e te r  values s ta te d  in  (6.7) a n d  a n  u n k n o w n  m ix ing  w eight 
p , w hich  is th e n  e s tim a te d  n u m erica lly  u sing  M L E . T h e  e s tim a te s  o f p  for each  p assage  are  
show n in  T ab le  6.8 a n d  F ig u re  6.10. T h e  re su lts  show  th a t  th e  in c u b a tio n  p e rio d  o f passage  
1 h as  p =  0, in d ic a tin g  th a t  it derives from  th e  second  co m p o n en t only; p assag e  2 h as  a  
p =  0 .4865, w ith  a  low K S  d is ta n c e , th is  m ean s  th a t  th e  in c u b a tio n  p e rio d  o f passage  2 
derives from  a  ro u g h ly  eq u a l m ix tu re  o f tw o lo g n o rm al d is tr ib u tio n s . T h e  in c u b a tio n  pe­
rio d s of th e  3rd , 4th a n d  5th p assage  hav e  p =  1, in d ic a tin g  th a t  th e y  are  d raw n  from  th e  
firs t co m p o n en t only. W e now  have a  b rie f  p ic tu re  th a t  th e  firs t p a ssa g e ’s in c u b a tio n  p e rio d  
is likely to  com e from  th e  second  co m p o n en t o f th e  logn o rm al m ix tu re  m odel, w here  th e
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Incubation Period Data: Mixture of Two LogNormal Distributions  
p = 5.01079, = 0.10701, p2 = 5.96243, a 2 = 0.34302, p = 0.58455
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Figure 6.8: Comparison of the ECDF plot of the incubation period da ta  and the fitted CDF 
plot given by a two-component lognormal m ixture model.
incubation period is relatively longer on average with a high variance; the second passage’s 
incubation period is fitted well with a m ixture of two lognormal distributions; whereas the 
incubation period of the generation after the second passage is likely to be drawn from the 
first component of the lognormal m ixture model, in which the average incubation period is 
relatively shorter and the variance is also relatively smaller.
6 .4 .2  M ix tu res  o f  N orm al D is tr ib u tio n s
By now, we have learned th a t the incubation period da ta  can be well described by a m ixture 
of two lognormal distributions. In previous sections, we have seen tha t there are other 
distributions which can be used to fit the incubation period from each passage. Therefore, 
we should consider other m ixture models for the joint da ta  in order to find the best fitting 
for the incubation period data. In this section, we fit the da ta  with a m ixture of two normal 
distributions. The goodness of fit of such a normal m ixture model appears to be satisfactory. 
The param eters 0  =  (/i1? c^, ju2, which maximise the likelihood function of a mixture
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Incubation Period Data: M ixture of Two LogNormal Distributions 
p = 5.01079, a = 0.10701, p2 = 5.96243, a 2 = 0.34302, p = 0.58455
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Figure 6.9: Comparison of the EPD F plot of the incubation period d a ta  and the fitted PD F 
plot given by a two-component lognormal m ixture model.
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Figure 6.10: F itting  a m ixture of two lognormal distributions to every generation’s incuba­
tion period: Plot of p  versus Generation.
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P assag e P K S sig
1 0 0.5566 0.0019
2 0.4865 0.2251 0.3399
3 1 0.6645 0.0005
4 1 0.5825 0.0385
5 1 0.3825 0.3589
T ab le  6.8: F it t in g  a  m ix tu re  of tw o logn o rm al d is tr ib u tio n s  to  every  g en e ra tio n  w ith  p  
u n k now n .
of tw o  n o rm a l d is tr ib u tio n s  
1n Q
j ( © )  =  ] T i o g
i = 1
P y/2ircri
exp  -
are
ti Pi
>
Pi = 150.74,
Gi = 15.889,
P2 — 405.29,
&2 = 126.31,
P = 0.5767.
V 5 ^ eXP l " 2
ti P2 2)1
a 2 ) .
(6.9)
(6 .10)
T h e  m ax im u m  log-likelihood  given by  th e  e s tim a te s  in  (6.10) is
l ( © )  =  -2 4 9 .9 1 2 . (6 .11)
F ro m  (6.10) we can  see th a t ,  acco rd ing  to  th e  n o rm a l m ix tu re  m odel, th e  d is tr ib u tio n  of 
th e  in c u b a tio n  p e rio d  d a ta  h as  tw o n o rm a l c o m p o n en ts , w here  th e  first co m p o n en t h as  
a  low er m ean  p e rio d  ( «  151 days) a n d  a sm alle r v a rian ce  w hile th e  second  co m p o n en t 
h a s  a  longer average in c u b a tio n  p e rio d  ( ~  405 days) w ith  a  m u ch  h igher v ariance . T h e  
p ro b a b ility  t h a t  an  o b se rv a tio n  is d raw n  from  th e  first co m p o n en t is 0.5767, sugg estin g  th a t  
m ore  o b se rv a tio n s com e from  th e  firs t co m p o n en t w hich  has a  sh o r te r  in c u b a tio n  p erio d . 
In  o rd e r to  assess th e  goodness of fit, we p ro d u c e  th e  K S p lo t, as show n in  F ig u re  6.11, 
th e  m ax im u m  d is ta n c e  b e tw een  th e  em p irica l a n d  f itte d  cu m u la tiv e  p ro b a b ility  d is tr ib u tio n  
p lo ts  is K S  =  0 .1209, th e  te s t  s ta t is t ic  of th is  m odel is sm alle r th a n  th e  m ix tu re  lognorm al 
m odel (K S  =  0 .1223). T h e  a sy m p to tic  significance va lue  is 0.5145. F rom  F ig u re  6.12, we 
ca n  see t h a t  th e  th e o re tic a l P D F  p lo t fits q u ite  well to  th e  h is to g ram .
Now, we assum e th a t  each  p assag e  h as  a  m ix tu re  o f tw o n o rm a l d is tr ib u tio n  w here  
th e  p a ra m e te rs  a re  know n as th e  ones in  (6.10) ex cep t from  p. W ith  on ly  one unknow n  
p a ra m e te r  to  b e  e s tim a te d , we ca lcu la te  p  w hich  m ax im ises th e  like lihood  fu n c tio n  as in  
(6.9) for each  p assage . T h e  e s tim a te s  of p  for each  p assag e  a re  show n in  T ab le  6 .9  an d
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Incubation Period Data: M ixture of Two Normal Distributions
u. = 150.742 a . = 15.889 m = 405.29 o„ = 126.31 p = 0.57667 1 1 2 2
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Figure 6.11: Comparison of the ECDF plot of the incubation period da ta  and the fitted 
CDF plot given by a two-component normal m ixture model.
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Incubation Period Data: M ixture of Two Normal Distributions
m = 150.742 cT. = 15.889 ^  = 405.29 a 0 = 126.31 p = 0.57667 1 1 2 2
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Figure 6.12: Comparison of the EPD F plot of the  incubation period data  and the fitted 
PD F plot given by a two-component normal m ixture model.
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Passage V K S sig
1 0 0.5255 0.0042
2 0.4725 0.2458 0.2451
3 1 0.6532 0.0007
4 1 0.5887 0.0353
5 1 0.3887 0.3402
Table 6.9: F itting  a m ixture of two normal distributions to every generation with p unknown. 
P
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Figure 6.13: F itting  a m ixture of two normal distributions to every generation’s incubation 
period: Plot of p versus Generation.
Figure 6.13. The results are similar to the lognormal m ixture version in Table 6.8.
The normal m ixture model appears to have a marginally better fit than  the lognormal 
m ixture model (the significance of the former is only slightly higher than the latter). The 
normal m ixture distribution also has a slightly larger likelihood than the lognormal mix- 
ture(com pare (6.8) to (6.11)). Both of the m ixture models suggest th a t the underlying 
distribution of the incubation period is a m ixture of two distributions. Both models agree 
tha t the first component has a shorter average incubation period with a smaller variation 
while the other component has a longer incubation period with a larger variation. Both give 
similar estim ate of the mixing weight at first passage, p  «  0.58.
6 .4 .3  M ix tu res  o f  G am m a D istr ib u tio n s
In this section, we fit the overall da ta  set with a m ixture of two gamma distributions. Like 
before, we denote by p  the prior probability th a t an incubation period is drawn from the 
first gamma distribution. We now have © =  (a \, a, ct2 ,b ,p), where a \  and a are the shape 
param eter and the scale param eter of the first density component respectively; a 2 and b are 
the param eters of the second density component. Estim ating the param eters of m ixtures of 
gamma distributions is not straightforward, and there are five param eters to be estim ated
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from  a  m ix tu re  w ith  tw o  g a m m a  co m p o n en ts . U sing  M a th e m a tic a , we num erica lly  m axim ise  
th e  log-likelihood  fu n c tio n , I (© ) , w here
(0 ) =  ] C log
2 = 1
T h e  e s tim a te s  of th e  p a ra m e te rs  are
n&i ua 2
exp  ( - a t , )  f“ 1_1 +  (1 -  P) ex p  ( -b t , )  tf 2-1i  t* _1  (1
d i  = 88.998,
a = 0.5903,
6t2 = 9.0820,
b = 0.0223,
V = 0.5805.
(6 .12)
T h e  m ax im u m  log-likelihood  g iven by  th e  e s tim a te s  in  (6.12) is
I ( © )  =  -2 5 0 .6 2 7 . (6.13)
T h e  K S te s t  show s a reaso n ab le  g oodness of fit to  th e  in c u b a tio n  d a ta  g iven by  th e  
e s tim a te s  in  (6 .12). T h e  m ax im u m  d is ta n c e  b e tw een  th e  E C D F  a n d  th e  th e o re tic a l C D F  
is 0.1231 (th e  K S p lo ts  a re  show n in  F ig u re  6.14) a n d  th e  a sy m p to tic  significance value is 
sig =  0.4910. T h e  th e o re tic a l P D F  given by  (6.12) is p lo tte d  along  w ith  th e  h is to g ra m  of 
th e  observed  d a ta  in  F ig u re  6.15; i t  is c lea r t h a t  th e  m ix tu re  m odel ag a in  fits nicely  to  th e  
observed  d a ta .
O nce again , it  seem s like th e re  ex ists  tw o ty p e s  of ch a ra c te ris tic s , one is g am m a d is­
t r ib u te d  w ith  =  88.9980, a =  0.5903 a n d  th e  o th e r  one is g am m a d is tr ib u te d  w ith  
& 2  =  9.0820, b =  0 .0223. T h e  p ro b a b ility  o f a n  in c u b a tio n  p e rio d  to  b e  d raw n  from  th e  
firs t g a m m a  co m p o n en t is p  =  0.5805. T h e  g a m m a  m ix tu re  m odel suggests t h a t  w hen  th e  
in c u b a tio n  p e rio d  T  is longer, th e  sh a p e  p a ra m e te r  a  is sm alle r a n d  hence th e  variance  is 
la rger. Conversely, for sm a lle r T , a  is la rg er w ith  sm alle r varian ce  o f T . I f  we assum e th a t  
each  passage h as  a  m ix tu re  of tw o g a m m a  d is tr ib u tio n  w ith  u n k n o w n  p , we on ly  n eed  to  
e s tim a te  th e  p ro p o rtio n  of th e  first g a m m a  co m p o n en t for every  passage . T h e  e s tim a te s  of 
p  for each passage  a re  show n in  T ab le  6.10 a n d  F ig u re  6.16. P assag e  1 h as  p =  0, in d ica tin g  
th a t  it  com es from  th e  second  co m p o n en t; p assag e  2 can  b e  f i tte d  well w ith  th is  m ix tu re  
g a m m a  m odel w ith  p =  0.4793; p assag e  3, 4 a n d  5 are  d raw n  from  th e  first co m p o n en t as 
a ll o f th e m  have p — 1. H ow ever, th e  K S te s t  s ta tis t ic s  a re  sign ifican tly  large for p assag e  1 
an d  3.
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Incubation Period Data: M ixture of Two Gam m a Distributions
a = 0.59031 a .  = 88.998 b = 0.02228 a 0 = 9.0820 p = 0.580471 2
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
600100 200 300 400 500
Figure 6.14: Comparison of the ECDF plot of the incubation period data  and the fitted 
CDF plot given by a two-component gamma m ixture model.
Passage P K S sig
1 0 0.5454 0.0026
2 0.4793 0.2274 0.3283
3 1 0.6628 0.0006
4 1 0.5843 0.0375
5 1 0.3843 0.3533
Table 6.10: F ittin g  a  m ix tu re of two gam m a d istribu tions to  every generation w ith p  un ­
known.
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Incubation Period Data: M ixture of Two Gam m a Distributions
a = 0.59031 a ,  = 88.998 b = 0.02228 a „  = 9.0820 p = 0.580471 2
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Figure 6.15: Comparison of the ECDF plot of the incubation period data  and the fitted 
CDF plot given by a two-component gamma m ixture model.
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Figure 6.16: F ittin g  a m ix ture of two gam m a d istribu tions to  every generation’s incubation
period: P lo t of p  versus G eneration.
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6 .4 .4  M ixtures o f W eibull D istributions
W e in v e s tig a te d  th e  f ittin g  of W eibull m ix tu re  m odel to  th e  in c u b a tio n  p e rio d  d a ta  an d  
fo u n d  goo d  ag reem en t b e tw een  th e  m o d e l a n d  th e  ob serv ed  d a ta . A n  o b se rv a tio n  from  a  
m ix tu re  o f tw o  W eibu ll d is tr ib u tio n s  h as  d en s ity
/  (t; 0 )  =  p a i a ai tai~l exp  [— (at)a i ] +  (1 — p) a 2b0i2t0i2~l exp  [— (bt)a2]
w h ere  ©  =  ( a , b , a i , a 2,p), a an d  b a re  th e  d is tin c t r a te  p a ra m e te rs  o f th e  tw o  com po­
n e n ts , Oi\ a n d  ol2 a re  th e  sh ap e  p a ra m e te rs , a n d  p  is th e  m ix ing  w eight o f th e  first W eibull 
co m p o n en t. C onsid erin g  th e  log-likelihood  fu n c tio n  u sing  th e  in c u b a tio n  p e rio d  d a ta ,  we 
have
n0
I ( 0 )  =  log p o i ia ^ t f 1-1 exp  [ -  ( a ^ ) " 1] +  (1 -  p) a 2ba2t^2~l exp  [ -  ibti)a2] . (6.14)
i= 1
B y  m ax im isin g  (6.14) num erica lly , we o b ta in e d  th e  e s tim a te s  of th e  p a ra m e te rs  as follows
(6.15)a = 0.0063,
Oil = 10.521,
b = 0.0022,
Oi2 = 3.7656,
P = 0.5758,
w hile th e  log-likelihood  given by  th e  e s tim a te s  in  (6.15) is
I ( © )  =  -2 5 0 .1 8 . (6.16)
T h e  W eibull m ix tu re  m odel suggests  t h a t  58% o f th e  exp o sed  h o s ts  have a  sh o rte r  
j average in c u b a tio n  p e rio d  of 151 days, w hereas 42%  of th e  in fec ted  h o s ts  live longer w ith  a  
I m ean  in c u b a tio n  p e r io d  o f 407 days. S im ilarly  to  o th e r  m ix tu re  m odels, th e  firs t co m p o n en t 
I h a s  a  lower v a ria tio n  th a n  th e  second  co m p o n en t, as seen  in  F ig u re  6.18, w hich co m p ares  
[ th e  th e o re tic a l P D F  p lo t w ith  th e  h is to g ra m  o f th e  observ ed  d a ta . T h e  th e o re tic a l C D F  
; p lo t using  th e  e s tim a te s  show n in  (6.15) is p re se n te d  in  F ig u re  6 .17 to g e th e r  w ith  E C D F  
p lo t o f th e  in c u b a tio n  p e rio d  d a ta . T h e  K S te s t  w as ta k e n  to  assess th e  goodness of fit o f 
th e  W eibull m ix tu re  m odel, th e  te s t  s ta tis t ic  K S  is 0 .1210, y ie ld ing  a  significance value of 
0.5132. C o m p arin g  th e  significance value  to  th e  one g iven  by  th e  n o rm a l m ix tu re  m odel, 
we found  th a t  th e  W eibu ll version  h as  a  s im ila r g oodness o f fit as th e  n o rm a l version. Since 
b o th  m odels fit eq u a lly  well to  th e  in c u b a tio n  p e rio d  d a ta ,  th e  W eibu ll m ix tu re  m odel is 
p re fe rred  b ecau se  th e  in c u b a tio n  p e rio d  is n o t allow ed to  b e  negative .
Now, we assum e th a t  each passage  h as  a  m ix tu re  o f tw o  W eibull d is tr ib u tio n s  w here  th e  
p a ra m e te rs  a re  know n as th e  ones in  (6.15) ex cep t for p . W ith  on ly  one unk n o w n  p a ra m e te r
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Incubation Period Data: M ixture of Two W eibull Distributions
a = 0.00633 b = 0.00222 a ,  = 10.521 a 0 = 3.7656 p = 0.575791 2
Figure 6.17: Comparison of the ECDF plot of the incubation period da ta  and the fitted 
CDF plot given by a two-component Weibull m ixture model.
Passage P K S sig
1 0 0.5240 0.0044
2 0.4681 0.1994 0.4874
3 1 0.6104 0.0022
4 1 0.5845 0.0374
5 1 0.3896 0.3377
Table 6.11: F ittin g  a m ix ture of two W eibull d istribu tions to  every generation w ith p  un­
known.
6.4. F IT T IN G  TH E IN CU BA TIO N  PE R IO D  DATA W ITH  M IX T U R E
D IST R IB U T IO N S 324
0.015
0.01
0.005
Incubation Period Data: M ixture of Two W eibull Distributions
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Figure 6.18: Comparison of the EPD F plot of the incubation period d a ta  and the fitted 
PD F plot given by a two-component Weibull m ixture model.
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Figure 6.19: F itting a m ixture of two Weibull distributions to every generation’s incubation 
period: Plot of p versus Generation.
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to  b e  e s tim a te d , we c a lc u la te  p  w hich  m ax im ises th e  like lihood  fu n c tio n  as in  (6.14) for each 
p assage . T h e  e s tim a te s  o f p  for each  passage  a re  show n in  T ab le  6.11. F rom  th is  ta b le , we 
observe  t h a t  th e  firs t p assag e  has a n  in c u b a tio n  p e rio d  follow ing th e  second co m p o n en t o f 
th e  W eibu ll m ix tu re  m odel. T h e  in c u b a tio n  p e rio d s  of th e  second passage  has a  m ix tu re  o f 
tw o  W eibu ll d is tr ib u tio n s  w ith  p =  0.4681; th e  th ird , fo u r th  a n d  fifth  p assag e’s in c u b a tio n  
p e rio d s  a re  d is tr ib u te d  acco rd in g  to  th e  first co m p o n en t o f th e  W eibu ll m ix tu re  m o d el only.
6.4.5 M ixtures o f Burr X II D istributions
T h e  th re e  p a ra m e te r  B u rr  X II d is tr ib u tio n  h as  becom e increasin g ly  p o p u la r  in  th e  analysis  
o f life tim e d a ta . T h e  W eibu ll d is tr ib u tio n  is a  specia l case o f th e  B u rr  X II d is tr ib u tio n  (see 
W a tk in s  (1999)), w ith  th e  follow ing re la tio n sh ip
Fb  ( i ; a ,T ,0 )  =  Fw  ^ ;T ,6> _1a ~ r ^  , (6.17)
w here  FB den o tes  th e  C D F  of a  B u rr  X II d is tr ib u tio n  a n d  Fy/ rep re sen ts  th e  C D F  of a 
W eibu ll d is tr ib u tio n . T h e  W eibu ll d is tr ib u tio n  w ith  sh a p e  p a ra m e te r  r  a n d  scale  p a ra m e te r  
em erges as th e  lim itin g  d is tr ib u tio n  o f th e  B u rr  X II d is tr ib u tio n . G iven  such  a 
re la tio n sh ip , we sp e c u la te  t h a t  a  B u rr  X II m ix tu re  m odel, like its  specia l case W eibull 
d is tr ib u tio n , w ill also have  a  reaso n ab le  fit to  th e  in c u b a tio n  p e rio d  d a ta . W e now  define a  
tw o -com ponen t B u rr  X II  m ix tu re  m odel w ith  d en s ity  fu n c tio n
i n  n.\ r 1a i a TltTl~1 T2a 2bT2tT2~1
/(*! » ) = P ,. . , .'T,'■»,+! + U - P )(1 + (at)T1)“1+1 (1 +  (6t)T2)“2+1 ’
w here th e  p a ra m e te r  v ec to r is ©  =  ( a i ,  T i, a , 0:2 , T2, b,p). Such a  m ix tu re  m odel requ ires 
us to  e s tim a te  seven  p a ra m e te rs  w ith  th e  44 availab le  observed  d a ta . W e first use th e  
o p tim isa tio n  to o l in  M a th e m a tic a  to  find th e  M L E  ©  w hich  m ax im ise  th e  follow ing log- 
like lihood  fu n c tio n
u©) = X  i°g
i= 1
r i a 1aTlt l 1 1 T2a 2&r2£[2 1
P ( i  +  K ) TT 1+1 ( i  +  (bti)T2)°‘2+1
(6.18)
T h e  a lg o rith m  does n o t  converge to  th e  to le ran ce  level in  500 ite ra tio n s , so we ta k e  th e  b es t 
e s tim a te d  so lu tio n  w ith  feasib ility  re s id u a ls  r e tu rn e d  b y  M a th e m a tic a . T h e  c ru d e  e s tim a te s
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o f ©  a re  as follows:
a i  =  918.48, 
t  i =  10.498, 
a =  0.0033, 
a 2 =  492.21, 
f 2 =  3.7686, 
b =  0 .0004, 
p =  0 .5759,
(6.19)
w h ile  th e  log-likelihood  g iven by  th e  e s tim a te s  in  (6.19) is
=  -2 5 0 .1 8 . (6 .20)
In  o rd e r to  co m p are  th is  m odel to  o th e r  m ix tu re  m odels s tu d ie d  earlie r, we ca lc u la te  th e
v a lue  is 0.5188. T h e  K S p lo t is show n in  F ig u re  6.20; w hereas th e  th e o re tic a l P D F  p lo t is 
show n in  F ig u re  6.21 to g e th e r  w ith  th e  h is to g ra m  o f th e  observed  d a ta . T h e  B u rr  X II 
m ix tu re  m odel is obv iously  te llin g  a  sim ila r s to ry  like o th e r  m ix tu re  m odels considered  
in  p rev io u s sec tions. In  fac t, i t  h as  th e  sm alle s t K S  d is ta n c e  am ong  all m ix tu re  m odels 
consid ered  here , in  sp ite  o f th e  convergence d ifficu lties in  find ing  th e  M L E s.
N ow , we assu m e th a t  each  passage  h as  a  m ix tu re  of tw o B u rr  X II  d is tr ib u tio n s  w here  th e  
p a ra m e te rs  a re  know n as th e  ones in  (6.19) ex cep t for p. W ith  on ly  one unknow n  p a ra m e te r  
to  b e  e s tim a te d , we ca lc u la te  p  w h ich  m ax im ises th e  like lihood  fu n c tio n  as in  (6.18) for 
each  passage . T h e  e s tim a te s  of p  for each  p assag e  a re  show n in  T ab le  6.12 a n d  F ig u re  6.22.
: S im ilarly  to  th e  o th e r  m ix tu re  m odels, th e  re su lts  show  th a t  th e  first p a ssag e ’s in c u b a tio n  
| p e rio d  com es from  th e  second  co m p o n en t; th e  second  p a ssa g e ’s in c u b a tio n  p e rio d  c an  b e  
| rep re se n te d  by  a  m ix tu re  o f tw o B u rr  X II d is tr ib u tio n s ; w hile th e  final th re e  passages have 
| in c u b a tio n  p e rio d s w hich  follow th e  first co m p o n en t o f th e  B u rr  X II m ix tu re  m odel. I t  
sh o u ld  be n o te d  th a t  th e  second  p assag e  in c u b a tio n  p e rio d  is m arg in a lly  b e t te r  d esc rib ed  
by  th e  B u rr  X II  m ix tu re  m odel th a n  th e  m ix tu re  m odels d iscussed  in  p rev ious sec tions, as
d iscussed  here . W e now  co m p are  th e  m odels w ith  th e  p u rp o se  o f choosing  th e  b e s t m odel. 
T ab le  6.13 su m m arises  th e  p erfo rm an ce  of each  m odel. T h e  e s tim a te d  p a ra m e te rs , th e  K S
K S d is ta n c e  using  th e  e s tim a te s  in  (6 .19). T h e  K S te s t  s ta t is t ic  is 0.1205 a n d  th e  significance
in d ic a te d  by  a  sh o r te r  K S  d is ta n c e  a n d  a  la rg e r sign ificance value (co m p are  T ab les 6.12 to  
6.11).
6.5 Summary
T h e  com bined  in c u b a tio n  p e rio d  d a ta  a p p e a rs  to  b e  well f itte d  by  all th e  m ix tu re  m odels
te s t  s ta tis t ic s  an d  its  significance value  of each m o d e l a re  show n in  th e  ta b le . T h e  e s tim a te d
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Incubation Period Data: M ixture of Two Burr XII Distributions
a = 0.00331 a . = 918.48 = 10.498 b = 0.00043 a 0 = 492.21 x0 = 3.7686 p = 0.575861 1  2 2
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Figure 6.20: Comparison of the ECDF plot of the incubation period data  and the fitted 
CDF plot given by a two-component, Burr XII m ixture model.
Passage P K S sig
1 0 0.5240 0.0044
2 0.4683 0.1993 0.4879
3 1 0.6109 0.0021
4 1 0.6170 0.0099
5 1 0.3392 0.3891
Table 6.12: F ittin g  a  m ix ture of two B urr X II d istribu tions to  every generation w ith  p
unknown.
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Incubation Period Data: M ixture of Two Burr XII Distributions
a = 0.00331 a .  = 918.48 = 10.498 b = 0.00043 a 0 = 492.21 x0 = 3.7686 p = 0.575861 1  2 2
0.015
Figure 6.21: Comparison of the ECDF plot of the incubation period data  and the fitted 
CDF plot given by a two-component Burr XII m ixture model.
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Figure 6.22: F itting  a mixture of two Burr XII distributions to every generation’s incubation 
period: Plot of p versus Generation.
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m ean  a n d  v a rian ce  of th e  in c u b a tio n  p e r io d  for each  co m p o n en t are  also show n. T h e  g am m a  
m ix tu re  m o d el a p p e a rs  to  b e  slig h tly  in fe rio r to  o th e r  m odels b ecau se  i t  h as  th e  la rg es t K S 
d is tan ce ; w h ereas  th e  B u rr  X II m odel o u tp e rfo rm s  o th e r  m ix tu re  m odels by g iv ing  th e  
low est K S  d is tan ce . T h e  m odels a re  also co m p ared  v isu a lly  u sing  th e  K S p lo ts  in  F ig u re  
6.23 a n d  th e  P D F  p lo ts  in  F ig u re  6.24. W e c an  see t h a t  for longer in c u b a tio n  p e rio d s, th e  
lo g n o rm al m ix tu re  m odel h as  a  goo d  ag reem en t w ith  th e  g a m m a  m ix tu re  m odel; w hereas 
th e  n o rm a l m ix tu re  m odel, W eibu ll m ix tu re  m o d e l a n d  B u rr  X II m ix tu re  m odel p rov ide  
very  close e s tim a tio n s .
F ro m  T ab le  6.13, we ca n  see th a t  th e  e s tim a te d  values of th e  sh a p e  p a ra m e te rs  o f th e  
W eib u ll m ix tu re  m odel a re  close to  th e  e s tim a te s  o f f j  o f th e  B u rr  X II  m ix tu re  m odel. T h is  
agrees w ith  th e  re la tio n sh ip  (6.17) show n in  W a tk in s ’(1999) p ap e r.
C o m p arin g  th e  th re e  b e s t p erfo rm in g  m ix tu re  m odels, th e  B u rr  X II  m ix tu re  m odel h as  
th e  low est K S d is tan ce ; w hereas th e  n o rm a l m ix tu re  m odel gives th e  la rg es t log-likelihood  
fu n c tio n . H ow ever, B u rr  X II  h as  a  to ta l  o f seven  p a ra m e te rs  an d  th e  e s tim a tio n  p ro ced u res  
a re  m o re  co m p lica ted  c o m p ared  to  th e  o th e r  m odels. T h e  N o rm al m ix tu re  m odel is n o t ideal 
on  b io logical g ro u n d s  b ecau se  it  allow s n eg a tiv e  values. O n  th e  o th e r  h a n d , th e  W eibu ll m ix ­
tu re  m o d e l h as  co n sid e rab ly  low K S d is ta n c e  a n d  th e  second  la rg es t log-likelihood  fu n c tio n . 
N o t to  m en tio n  th a t  th e  W eibu ll m ix tu re  m odel assum es th a t  all o b se rv a tio n s are  s tr ic tly  
p o sitiv e  a n d  th e  e s tim a tio n  of its  p a ra m e te rs  a re  re la tiv e ly  easier co m p ared  to  th e  B u rr  X II 
m ix tu re  m odel.
In  th is  c h a p te r , n o t o n ly  we have  seen how  th e  flex ib ility  g iven  by  a  m ix tu re  m odel 
p rov ides sign ifican tly  b e t te r  fit to  a  se t of raw  d a ta ,  we also lea rn ed  th a t  th e  in c u b a tio n  
p e rio d  can  b e  m odelled  by  a  w ide v a rie ty  of m ix tu re  m odels.
G iven  th e  re la tiv e ly  sm all a m o u n t o f d a ta ,  we c a n n o t d raw  s tro n g  conclusions a b o u t th e  
m o st a p p ro p r ia te  m odel. I t  is p e rh a p s  su rp ris in g  th a t  th e  n o rm a l m odel fits so well, since 
i m odels t h a t  inc lu d e  a  left skew  a re  u su a lly  p re fe rred  for in c u b a tio n  p e rio d  d a ta . G rav en o r 
j et al. (2003) also  show ed th a t  a  n o rm a l d is tr ib u tio n  p ro v id ed  a  reaso n ab le  fit to  sc rap ie  
in c u b a tio n  p e rio d s. D esp ite  th is , w ith  a  ran g e  of o th e r  m odels to  choose from , we do  n o t 
favour th e  n o rm a l m odel as n eg a tiv e  values ca n  re su lt. A  la rg e r d a ta  se t m u st b e  u sed  as a 
m ore  rigo rous te s t  o f m odel fit. H ow ever, a t  p re sen t we reco m m en d  th e  use of th e  W eibull 
m o d el d u e  to  th e  g oodness o f fit. I f  sufficien t d a ta  is availab le  for p a ra m e te r  e s tim a tio n  th e  
B u rr  X II m o d el is th e  m o st flexible a n d  p rom ising .
W e also n o te  th a t  due  to  th e  cost c o n s tra in ts , p rio n  ex p e rim en ts  a re  o ften  c h a rac te rised  
by  sm all sam p le  size, a n d  i t  is ex c itin g  to  see th a t  a  n u m b e r o f c a n d id a te  m odels ca n  b e  
suggested , each  of w hich  h as  b een  show n to  p ro v id e  in te re s tin g  in s ig h ts  in to  th e  u n d erly in g  
| in fec tion  p rocess even  w ith  lim ited  d a ta . T h e  in te re s tin g  re su lt is th a t  all passages can  
j be  well d e sc rib ed  by  a  m ix tu re  m o d el o f ju s t  tw o d is tr ib u tio n s . T h e  im p lica tio n  from  a 
I pu re ly  s ta t is t ic a l  v iew  p o in t is th a t  th e re  ex is t tw o d isc re te  s tra n d s  of in fec tion . In itia lly  
th e  in c u b a tio n  p e rio d  is d raw n  exclusively  from  ty p e  "A " , a f te r  seria l p assage  th e re  is a  
m ix tu re  (in  ro u g h ly  eq u a l p ro p o rtio n s)  o f ty p e  A  a n d  "B ", a n d  in  la te r  passage  ty p e  B
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Incubation Period Data: Com pare KS Distances of D ifferent Mixture Models 
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Figure 6.23: Comparison of the ECDF plot of the incubation period data  and the fitted 
CDF plots given by all five m ixture models.
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Figure 6.24: Comparison of the EPD F plot of the incubation period data  and the fitted 
PD F plots given by all five m ixture models.
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M ix tu re  M odel K S sig 0 / ( © ) S u m m ary
L o g n o rm al 0.1223 0.4991
Pi -  5.0108 
d! =  0.1070 
/x2 =  5.9624 
cr2 =  0.3430 
p =  0.5846
-251.304
E [Ti] =  150.89 
Var [Ti] =  262.20 
E[T2] =  412.10 
Var [T2\ =  21205
N o rm al 0.1209 0.5145
Ai =  150.74 
<7i =  15.889 
A2 =  405.29 
<j 2 =  126.31 
p  =  0.5767
-249.912
E [Ti] =  150.74 
Var [Ti] =  252.46 
E [T2] =  405.29 
Var [T2] =  15954
G a m m a 0.1231 0.4910
q;i =  88.998 
a =  0.5903 
6i2 =  9.0820 
b =  0.0223 
p =  0.5805
-250.627
E [Ti] =  150.77 
Var [Ti] =  255.40 
E [T2] =  407.63 
Var [T2] =  18295
W eibull 0.1210 0.5132
ai  =  10.521 
a =  0.0063 
a 2 =  3.7656 
b =  0.0022 
p =  0.5758
-250.177
E [Ti] =  150.61 
Var p \ ]  =  298.28 
E [T2] =  406.91 
Var p i ]  =  14534
B u rr  X II 0.1205 0.5188
di\ — 918.48 
f  i =  10.498 
a - 0.0033 
di2 =  492.21 
f 2 =  3.7686 
b =  0.0004 
p =  0.5759
-250.181
E  p i ]  =  150.37 
Var p i ]  =  298.79 
E [T2\ =  405.68 
Var [T2\ =  14451
T ab le  6.13: C o m p ariso n  of th e  p e rfo rm an ces o f all m ix tu re  m odels f itte d  to  in c u b a tio n  
p e rio d  d a ta .
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com es to  d o m in a te  a n d  ty p e  A  has a ll b u t  d isa p p e a re d .
W e now  ask  th e  q u es tio n  o f w h e th e r th is  m akes sense b io logically? W e in tro d u c e d  th e  
co n cep t of p rio n  " s tra in s"  in  C h a p te r  2. O n  in sp ec tio n , th e  C W D  se ria l passage  ex p erim en t 
c learly  involved  tw o b io log ically  d is tin c t s tra in s . O n  au to p sy , d ifferences w ere n o ticed  in  
th e  "p laq u e"  size ( th e  b u ild  u p  o f ag g reg a tes  of P rP S c  p ro te in )  a n d  sh a p e  in  th e  b ra in  (D r 
| C h r is tin a  S igu rdson , p e rso n a l co m m u n ica tio n ). O ne  s tr a in  w as fou n d  to  develop  very  dense  
p laq u es, w hile th e  o th e r  developed  m o re  diffuse ag g reg a tes  ( th e  longer in c u b a tio n  p e rio d ). 
T h ese  p a t te rn s  w ere re p e a ta b le , a n d  d ifferen t s tra in s  cou ld  b e  "selec ted" by  choosing  th e  
d o n o r m ouse  b ased  on  its  in c u b a tio n  p erio d . O u r s ta t is t ic a l  re su lts  suggest t h a t  th e  m ix tu re
m odels m ay  p ro v id e  a  usefu l to o l for th e  id en tifica tio n  an d  q u a n tif ic a tio n  of p rio n  s tra in s .
■
W e w a n te d  to  check if th e  m ix tu re  th e o ry  can  reveal itse lf  in  in d iv id u a l passages an d  
hence w e f itte d  a  m ix tu re  of tw o  d is tr ib u tio n s , w ith  know n p a ra m e te rs  excep t for th e  m ix ing  
w eight p , to  each  passage . T h e  re su lts  a re  show n from  T ab les 6.8 to  6.12 a longside th e  K S 
d is tan ces; c learly  ou r h y p o th es is  does n o t w ork. W e a re  th a n k fu l t h a t  th is  p o in t has been  
k ind ly  p o in te d  o u t by  th e  ex am in ers . M ix tu re  fits very  well to  th e  com bined  d a ta  w ith  
a  re sp ec tab le  d a ta ; w hereas th e  sizes o f all in d iv id u a l p assag e  d a ta s  are  very  sm all, for 
in s tan ce , th e  fifth  p assage  h as  only  a  d a ta s e t  o f size five. I t  is th e re fo re  n o t su rp ris in g  
th a t  th e  fit is n o t sa tis fa c to ry  w hen  we fit five d a ta  p o in ts  w ith  a  d is tr ib u tio n  w ith  five 
p a ra m e te rs . D ue  to  th e  sm all n u m b e r of d a ta  availab le , th e se  neg a tiv e  re su lts  m igh t n o t be 
very  safe. W e s till believe th a t  if we re p e a t th is  w h en  m o re  d a ta  p o in ts  becom e availab le  for 
each  in d iv id u a l passage  in  th e  fu tu re , we w ould  find  a  goo d  fit u sing  a  m ix tu re  d is tr ib u tio n .
Chapter 7
Markov M odels for Tracking 
Sub-Clinical Infection in Serial 
Passage Prion Studies
A cco rd in g  to  P ru s in e r ’s p rio n  m odel (1982), d iseases such  as sc rap ie , B S E , C W D  a n d  C JD  
are  cau sed  by  tran sm iss ib le  p a rtic le s  th a t  a re  devoid  o f nucleic ac id  a n d  a re  com posed  
exclusively  o f a  m odified  form  o f a  n o rm a l h o s t p ro te in , P r P  (see C h a p te r  1). In  th e  
p rev io u s c h a p te r , we s tu d ie d  th e  in c u b a tio n  p e rio d  of p rio n  d iseases d u r in g  seria l p assage  
ex p e rim en ts . H ere, we use a  h id d en  M arkov  m odel fram ew ork  ( in tro d u c e d  in  C h a p te r  1) 
to  s tu d y  th e  p ro b a b ility  th a t  p rio n  in fec tion  is t ra n s m it te d  to  an  exp o sed  in d iv id u a l in 
s im ila r e x p e rim en ta l sy stem s. Specifically, we ra ise  th e  p o ss ib ility  th a t  p rions m ay  cause  
sub -c lin ica l in fec tion , th a t  on ly  m an ifests  as d isease on su b seq u en t p assag e  w hen  tra n s m it te d  
to  a  new  h o s t, e ith e r  d irec tly  (ex p e rim en ta l sy stem s) or v ia  c o n ta c t (ep idem ic  sy stem s). A  
su b -c lin ica lly  in fec ted  an im al does n o t show  clin ical signs o f sc rap ie  b u t  ca n  t r a n s m it  i t  on  to  
th e  n e x t g en e ra tio n . U sing  an  ex p e rim en ta l sy s tem  of sc rap ie  d isease  in  m ice, th e  w a itin g  
tim e  for a  h o s t to  ex h ib it signs o f sc rap ie  can  b e  m odelled  by  a  sp ec ia l k in d  o f M arkov  
p rocess. O u r a im  is to  " track "  th e  sub -c lin ica lly  in fec ted  an im als , g iv ing  an  e s tim a te  o f th e  
overall p revalence  of c lin ical sc rap ie  in  an im als  a t  each g en e ra tio n .
7.1 Aim
! T h e  o b jec tiv e  o f th is  an a lysis  is to  e s tim a te  th e  p ro p o rtio n  of an im als  w hich  a re  sub -c lin ica lly  
; in fec ted  in  each  g en e ra tio n  of a  se ria l p assag e  s tu d y . W e a im ed  to  c o n s tru c t a  goo d  m odel
F ,
to  tra c k  th e  h id d en  s ta te , "S ub-clin ica lly  In fec ted "  , b ecau se  one so m etim es can  never te ll  if 
a  n o n -d iseased  m ouse is h ea lth y  or sub -c lin ica lly  in fec ted . D ifferen t m odels are  c o n s tru c te d  
to  e s tim a te  th e  tra n s it io n  p ro b ab ilitie s  from  th e  "S ub-clin ica lly  In fec ted "  s ta te , a n d  a lso  th e  
in itia l p ro p o rtio n  of th e  m ice w hich  a re  sub-c lin ica lly  in fec ted . W e in tro d u c e  a  sequence  of 
m odels of in c reasin g  com plexity , a n d  s tu d y  th e ir  p ro p e rtie s .
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7.2 Markov M odel
A fte r ex p o su re  to  reco m b in an t P r P  or m ouse b ra in  in o cu lu m  in  su b seq u en t p assag e , th e  
m ice ex ist in  one  of th re e  s ta te s , {D , H , S},  w hich  a re  "D iseased" (defin ite ly  in fec ted ) (D), 
"U n in fec ted  a n d  H ea lth y "  ( i f ) ,  a n d  "S ub-clin ica lly  In fec ted "  (S ). T ra n s itio n  b e tw een  all 
s ta te s  is possib le . T h e  s ta te s  refer to  th e  co n d itio n  of th e  m ouse a t  th e  tim e  it  is u sed  to  
in itia te  fu r th e r  passage . T h e  m a tr ix  o f tra n s i t io n  p ro b a b ilitie s  is:
P  -
1 Pdh Pds Pdh Pds
Phd 1 -  Phd ~  Phs Phs
Psd Psh  I  Psd Psh
(7.1)
w here
1 — Pdh ~ Pds is th e  p ro b a b ility  of a  d iseased  m ouse  cau sin g  d isease on  seria l t ra n s fe r  (D  
to  D  tra n s it io n )
Pdh is th e  p ro b a b ility  of a  D  to  H  tra n s it io n
Pds is th e  p ro b a b ility  of a  D  to  S  t ra n s it io n
Phd is th e  p ro b a b ility  of a  H  to  D  t ra n s it io n
1 — Phd — Phs is th e  p ro b a b ility  o f a  H  to  H  t ra n s it io n
Phs is th e  p ro b a b ility  of a  H  to  S  t ra n s itio n
Psd is th e  p ro b a b ility  of a  S  to  D  t ra n s it io n
p Sh is th e  p ro b a b ility  of a  S  to  H  tra n s itio n
1 — Psd ~  Psh  is th e  p ro b a b ility  o f a  S  to  S  tra n s it io n .
N o te  th a t  th e  tra n s it io n s  from  s ta te  D  to  s ta te  H  a n d  tra n s itio n s  from  s ta te  D  to  s ta te  
S  a re  a lm o st im possib le , so we assu m e th a t  pdh a n d  pds a re  close to  0. In  p ra c tic e , th e  
p ossib ility  o f tra n s itio n s  from  s ta te  H  to  s ta te  S  a n d  s ta te  H  to  s ta te  D  is also ex trem e ly  
low, so we assu m e  th a t  1 — ph d  — Phs is close to  1. Follow ing th e  a ssu m p tio n s , we le t
Pdh
Pds
1 Pdh Pds
Phd 
Phs
1 Phd Phs
0,
0,
1,
0,
0,
1.
Hence, the transition matrix in (7.1) becomes
Psd Psh  1 Psd Psh
(7.2)
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Figure 7.1: H10 recPrP^ experimental d a ta  and design of a typical "serial passage" exper­
iment. D ata provided by Professor A. Aguzzi, Institu te  of Neuropathology, University of 
Zurich.
7.3 H 10 P rP  E xp erim en ta l D ata
In the experimental group H10 recP rP5, 10 mice are, at first passage, exposed to a recom­
binant P rP  sample (see Figure 7.1 for the structure of the serial passages). None of the ten 
mice develop disease. Six of the mice are chosen at random  for second passage into either 
three or four mice. In one of four mice arising from one of the prim ary passage animals, 
scrapie disease is detected, and successfully transm itted  to a further four mice (diseased 
mice are indicated by red circles in Figure 7.1). In the same series, two of the three non­
diseased second passage mice (indicated by purple circles) generated diseased animals in 
th ird  passage. The statistical model is defined as a Markov chain, so we picture the da ta  
set as a forest with ten trees bounded with its leaves. The details of the transition between 
mice are presented in Table 7.1 and Table 7.2 (since in the experiment we could not tell 
whether a mouse which shows no clinical symptom is healthy (H ) or sub-clinically infected 
(S ), we express the state of such a mouse as "no disease", denoted by E ). In our analysis, 
we only consider the first six trees because Tree 7 to Tree 10 are not informative, having 
only one generation. The implication is th a t recP rP5c causes a sub-clinical infection on first 
passage, which can manifest as disease on subsequent passage.
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T ree R o o t F ir s t Second
1 S D D
D
D
D
S E
D
D
E
S D
E
E
E
E E
E
E
E
2 E E E
E
E
E
E
E
E
T ab le  7.1: H 10 re c P rP ^  E x p e rim e n ta l G roup : T ree 1 a n d  T ree 2
T ree R o o t F ir s t
3 E E
E
E
E
4 E E
E
E
E
5 E E
E
E
6 E E
E
E
7 E
8 E
9 E
10 E
Table 7.2: H10 recPrP^3 Experimental Group: Tree 3 to Tree 10
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7.4 Naive Two-State M odel
A n in itia l analysis  o f th e  seria l p assag e  P r P 5c e x p e rim e n ta l d a ta  is a  tw o s ta te  M arkov  
C h a in , w h ere  s ta te s  S  a n d  H  a re  g ro u p e d  as one s ta te , E.  T h erefo re , on ly  tw o s ta te s  are  
con sid ered  in  th is  s im p ler m odel, w hich  is "D iseased" (D ) , a n d  "N o-D isease " (sub -c lina l or 
u n in fec ted ) (E).  T h e  tra n s it io n  m a tr ix  is
P  =
1 0
Ped 1 Ped
w here  ped is th e  p ro b a b ility  of a  E  to  D  t ra n s it io n . T h e  s ta r t in g  p ro b ab ilitie s  are
7T(°>= It d TTe
In  th e  e x p e rim e n ta l d a ta ,  n o n e  of th e  p rim ary -p assag e  m ice show ed scrap ie  d isease, so
7T(°) = 0 1 . I t  is in fo rm a tiv e  for us to  know  th e  d is tr ib u tio n  of th e  s ta te  of m ice w hen  
th e  n u m b er of se ria l p assag e  increases. W ith o u t  ca rry in g  on  th e  ex p e rim en ts  for a  large 
n u m b er o f passages, th e  d is tr ib u tio n  v ec to r, 7r(n) fo recasts  w h e th e r all m ice a re  d iseased  
w hen  th e  n u m b er o f passages increases, o r th e re  w ill b e  a  fixed p ro p o rtio n  of m ice in  th e  
fu tu re  g en e ra tio n  w hich  are  d isease-free. T h e  e x p e c te d  p ro b ab ilitie s  a t  th e  nth p assage  can  
b e  found  by
r  -| (n) r -| 1  o '
7Td 7Te 0  1
Ped 1 Ped
L et P n d en o tes  th e  nth t ra n s it io n  m a tr ix
p n  __ 1 0
n
1 0
Ped 1 Ped 1 -  (1 — ped)n (1 -  PedT
(7.3)
I t  follows th a t  th e  ex p ec ted  p ro b ab ilitie s  a t  th e  nth p assag e  are
(n) —
i T h is  m ean s th a t
an d
7TV ' =
P r
r -I (n)
V■e
i —
D iseased  a t  nth passage
1 - ( 1  - P e d T  (1 P ed)7 
=  ! - ( !  - P e d Y ,
P r N o t d iseased  a t  nth p assag e  =  (1 — ped)n .
(7.4)
(7.5)
N o te  (7.4) is th e  C D F  of a  g eo m etric  d is tr ib u tio n  w ith  p a ra m e te r  ped\ w hile (7.5) is th e  
su rv ival fu n c tio n  of a  g eo m etric  d is tr ib u tio n  w ith  p a ra m e te r  ped.
C onsider th e  like lihood
L = Pnj ( i - Pedr
w here rid is th e  n u m b e r of E  to  D  tra n s itio n s , a n d  ne is th e  n u m b er o f E  to  E  tra n s itio n s .
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T ra n s itio n F requency
D  —> D 4
D  —► E 0
E  —> D 4
E - +  E 34
F ro m  D 4
F ro m  E 38
T ab le  7.3: Nai've T w o -S ta te  M odel: N u m b e r o f tra n s it io n s  b e tw een  s ta te s  o f m ice g iven  H 10 
re c P rP ^  on  p r im a ry  passage .
T h e  log-likelihood  is
I =  log L (ped) =  nd log (ped) +  n e log (1 -  ped) .
E q u a tin g  th e  score fu n c tio n  to  zero , we g e t th e  M L e s tim a te  of ped:
dl rid nP
&Ped P ed  I  Ped  
rid
=  0
Ped — (nd +  ne) '
7.4.1 R esu lts and D iscussion
(7.6)
W e p erfo rm  th e  sim p lest ca lcu la tio n  of ped in  th is  sec tion  by  co u n tin g  th e  n u m b er o f t r a n ­
sitions b etw een  s ta te s  in  one o f th e  e x p e rim en ta l d a ta .  T ab le  7.3 show s th e  n u m b er o f 
tra n s itio n s  betw een  th e  tw o s ta te s .
T h e  likelihood  fu n c tio n  is g iven by
L = p 4ed( l~ P e d ) 3 i -
U sing  (7.6) we have
P e d ~  38'
H ence, th e  tra n s it io n  m a tr ix  fo r th is  e x p e rim en ta l d a ta  is
P  =
1 0
_4_ 34
38 38
T herefo re, ped =  —  is th e  e s tim a te  o f th e  tra n s itio n  p ro b a b ility  from  s ta te  "N o-D isease" to  
38
s ta te  "D iseased" . Follow ing (7 .3), th e  tra n s it io n  m a tr ix  a f te r  nth p assag e  is
p n __ 1 0
i - ( i r  (§§r
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n P [ X n =  D \ X 0 =  E] P [ X n =  E \X 0 =  E]
1 0.1053 0.8947
2 0.1995 0.8006
3 0.2837 0.7163
4 0.3591 0.6409
5 0.4266 0.5734
6 0.4869 0.5131
7 0.5409 0.4591
8 0.5893 0.4107
9 0.6325 0.3675
10 0.6712 0.3288
11 0.7058 0.2942
12 0.7368 0.2632
13 0.7645 0.2355
14 0.7893 0.2107
15 0.8115 0.1886
16 0.8313 0.1687
17 0.8491 0.1510
18 0.8649 0.1351
19 0.8792 0.1208
20 0.8919 0.1081
T ab le  7.4: N aive T w o -S ta te  M odel: T ra n s itio n  p ro b a b ilite s  of m ice in  s ta te s  D  an d  E  from  
s ta te  E  on  passage  n.
T h e  tra n s it io n  p ro b ab ilitie s  from  s ta te  E  a f te r  nth p assag e  is g iven in  T ab le  7.4; w hile  th e  
p ro p o rtio n s  of m ice in  s ta te  D  a n d  E  a re  show n in  T ab le  7.5. W e observe t h a t  w hen  th e  
n u m b e r o f passages increases, th e  possib ility  of a  m ouse  b e in g  d iseased  is h igher. A cco rd ing  
to  th e  tw o -s ta te  m odel, th e  p ro b a b ility  of m ice b e in g  d iseased  ap p ro ach es to  1 w hen  th e  
n u m b e r of se ria l passage  increases.
7.5 Naive Three-State M odel
In  th is  sec tion , we consider a  th re e -s ta te  M arkov  C h a in , w here  we consider th re e  s ta te s  
for an  exposed  m ouse: "D isease" (D ) , "U n in fec ted  a n d  H ea lth y "  (H)  an d  "S ub-clin ica lly  
In fec ted "  (S ). T h e  s ta te s  refer to  th e  co n d itio n  o f th e  m ouse  a t  th e  tim e  it  is u sed  to  
in it ia te  fu r th e r  passage . T h is  is a  n a iv e  m odel b ecau se  we m ake a n  a ssu m p tio n  th a t  all 
sub -c lin ica lly  in fec ted  h o sts  a re  d e te c ta b le .
L et 7rd, 7th an d  7rs b e  th e  e x p e c te d  p ro p o rtio n  of an im als  in  s ta te s  D , H  a n d  S  on p assag e  
n . T h e  p a ra m e te rs  govern ing  th e  s ta r t in g  co n d itio n s are:
7r(°>=
W e recall th e  m a tr ix  of tra n s it io n  p ro b ab ilitie s  for a  th re e - s ta te  m o d e l (as in  (7 .2), is a  low er
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n TTe
0 0 1
1 0.1053 0.8947
2 0.1995 0.8006
3 0.2837 0.7163
4 0.3591 0.6409
5 0.4266 0.5734
6 0.4869 0.5131
7 0.5409 0.4591
8 0.5893 0.4107
9 0.6325 0.3675
10 0.6712 0.3288
11 0.7058 0.2942
12 0.7368 0.2632
13 0.7645 0.2355
14 0.7893 0.2107
15 0.8115 0.1886
16 0.8313 0.1687
17 0.8491 0.1510
18 0.8649 0.1351
19 0.8792 0.1208
20 0.8919 0.1081
T ab le  7.5: N aive T w o -S ta te  M odel: P ro p o r t io n  o f m ice in  s ta te s  D  a n d  E  on p assage  n. 
t r ia n g u la r  m a tr ix  (w here th e  en trie s  above th e  m a in  d iag o n a l are  zero).
P  =
1 0 0
0 1 0
Psd Psh  1 — Psd ~  Psh
w h ere
psd is th e  p ro b ab ility  of a  S  to  D  tra n s itio n , an d  
p sh is th e  p ro b ab ility  of a  S  to  H  t ra n s it io n .
T h e  ex p ec ted  p ro b ab ilitie s  a t  nth p assag e  can  b e  fo u n d  by
(™) —7T v  '  =
- (n) •
r a
. Co — 7Td 7T/i TTs
1 0 0
0 1 0
Psd Psh  1 Psd Psh
w h ere  th e  nth tra n s it io n  m a tr ix  is in  th e  follow ing form :
p  n  _ _
1 0
0 1
Psd  [l (1 Psd P sh)  ] Psh  [1 (1 Psd P sh ) ]
Psd ~t" Psh Psd  “1“ Psh
0
0
(1  -  P sd  -  P s h ) 7
(7.7)
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Since 7 r^  =  0
7T<n> = KsPsd  [1 -  (1 -  P s d -  P s h T ] . KsPsh  [1 -  (1 -  Psd -  P sh T]Kh  4------------------------ ;----------------------  TTs (1 -  Psd
P sd  “t“ P sh  P sd  “I" P sh
T h e  M L E  of psd a n d  pSh a re  th o se  w hich  m ax im ise  th e  like lihood
L  =  V nsd P nsh  ( !  ~  Psd ~  P s h T 3 ,
w here
rid is th e  n u m b e r of S  to  D  tra n s itio n s , 
rifr is th e  n u m b er o f S  to  H  tra n s it io n s , an d  
ns is th e  n u m b e r o f S  to  S  tra n s itio n s .
T h e  log-likelihood  is
I =  In (L ) =  nd In (psd) 4- nh In (psh) + n s \ n ( l - p sd -  p sh)
E q u a tin g  th e  score fu n c tio n s  to  zero,
dl nd ns _  q
dP sd  Psd  1 Psd Psh
01 _  Uh_________ 7ls
dP sh  Psh  1 ~  P s d ~  Psh
we th e re fo re  o b ta in  th e  M L e s tim a te  o f psd a n d  psh :
n d  Psh)
=  0 ,
Psd  —
Psh =
nd +  n s ’ 
n h T - P s d )
nh +  n s
S u b s titu te  (7.9) in to  (7 .10), we have
( n d +  ns -  nd (1 -  p sh) \
n h ----------------- - ----------------
_  V nd +  n s J
Psh  —
Psh  —
nh +  ns
nh
rih +  nd +  ns
hence, u p o n  s u b s ti tu t in g  (7.11) in to  (7 .9), we have
, - nhn8
nd 1 - [(nh +  na) [nd +  n8) -  nhnd]
Psd — -------------------------------- ;----------------------------nd +  ns
- P s k ) n
(7.8)
(7.9)
(7.10)
(7.11)
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T ra n s itio n F req u en cy
D  —> D 4
D  —> H 0
D  —> S 0
H - +  D 0
H  H 26
H  ->  S 0
S - +  D 4
S  -h. H 6
S -► s 2
F ro m  D 4
F ro m  H 26
F ro m  S 12
T ab le  7.6: Nai've T h re e -S ta te  M odel: N u m b er o f tra n s itio n s  b e tw een  s ta te s  o f m ice given 
re c P rP  on  p rim a ry  passage .
^  Psd  —
nd
rih +  nd +  n s
(7.12)
In  genera l,
Pij =  P r  [Xn -- j \ X n- i  =  i\ =
N u m b e r of tra n s it io n s  from  s ta te  i to  s ta te  j  
N u m b er of tra n s it io n s  from  s ta te  i
7.5.1 R esu lts and D iscussion
W e p erfo rm  th e  s im p les t ca lcu la tio n  o f psd a n d  psh in  th is  sec tio n  b y  co u n tin g  th e  n u m b e r 
o f tra n s itio n s  b e tw een  s ta te s  in  th e  e x p e rim e n ta l d a ta . T ab le  7.6 show s th e  n u m b e r o f 
tra n s it io n s  b e tw een  th e  th re e  s ta te s . T h e  e s tim a te s  of psh a n d  p sd can  b e  o b ta in e d  by 
follow ing (7.11) a n d  (7 .12). A s a  re su lt,
Psd =
1
3 ’
a n d
Psh  — 2 ’
w hereas th e  tra n s it io n  m a tr ix  in  (7.2) is e s tim a te d  to  be
P  =
1 0 0
0 1 0
i l l
3 2 6
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n P [ X n =  D\X0 =  S] P [ X n =  H\X0 =  S] P[ Xn =  S\X0 =  S]
1 0.3333 0.5000 0.1667
2 0.3889 0.5833 0.0278
3 0.3982 0.5972 0.0046
4 0.3997 0.5995 0.0008
5 0.4000 0.5999 0.0001
6 0.4 0.6 0
7 0.4 0.6 0
8 0.4 0.6 0
9 0.4 0.6 0
10 0.4 0.6 0
11 0.4 0.6 0
12 0.4 0.6 0
13 0.4 0.6 0
14 0.4 0.6 0
15 0.4 0.6 0
16 0.4 0.6 0
17 0.4 0.6 0
18 0.4 0.6 0
19 0.4 0.6 0
20 0.4 0.6 0
T ab le  7.7: N aive  T h re e -S ta te  M odel: T ra n s itio n  p ro b a b ilitie s  o f m ice in  s ta te s  D , S  a n d  U 
from  s ta te  S  on p assag e  n.
Follow ing (7 .7), th e  nth tra n s i t io n  m a tr ix  is
P  =
' - ' e
0 0
0
a y
T ab le  7.7 show s th e  p re d ic te d  t ra n s i t io n  p ro b a b ilitie s  from  s ta te  S  (sub-c lin ica lly  in fec ted) 
a f te r  nth passage.
T h is  nai've m odel does n o t e s tim a te  th e  in itia l p ro p o rtio n  of m ice w hich  a re  sub -c lin ica lly
in fec ted . B y  m ak in g  th e  a ssu m p tio n  th a t  sub -c lin ica lly  in fec ted  m ice  a re  alw ays observed , we
se t tvs as -  becau se  th e re  is one  m ouse  o u t o f six , igno rin g  tree s  7 to  10, in  th e  e x p e rim en ta l 
6
sam p le  w hich is sub -c lin ica lly  in fec ted  a t  th e  firs t p assag e  (as show n in  F ig u re  7 .1), th e re fo re
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n Kd Kh 7TS
0 0 0.8333 0.1667
1 0.0556 0.9167 0.0278
2 0.0648 0.9306 0.0046
3 0.0664 0.9329 0.0008
4 0.0666 0.9333 0.0001
5 0.0667 0.9333 0
6 0.0667 0.9333 0
7 0.0667 0.9333 0
8 0.0667 0.9333 0
9 0.0667 0.9333 0
10 0.0667 0.9333 0
11 0.0667 0.9333 0
12 0.0667 0.9333 0
13 0.0667 0.9333 0
14 0.0667 0.9333 0
15 0.0667 0.9333 0
16 0.0667 0.9333 0
17 0.0667 0.9333 0
18 0.0667 0.9333 0
19 0.0667 0.9333 0
20 0.0667 0.9333 0
T ab le  7.8: N aive  T w o -S ta te  M odel: P ro p o r tio n  o f m ice in  s ta te s  D , S  an d  H  on  p assage  n. 
T h e n  from  (7 .8), we p re d ic t th e  p ro p o rtio n  of m ice in  each  s ta te  for all n  passage
#(»> =
V
5 1
6 +  6
( \
2
1 -
V
T ab le  7.8 show s th e  d is tr ib u tio n  of m ice in  each  s ta te  on  p assage  n . A t 7th p assage , th e  
d is tr ib u tio n  is s ta t io n a ry  w ith  th e  p ro p o rtio n  of m ice in  s ta te  D  b e in g  0.0667; p ro p o rtio n  
of m ice w ith  no  d isease  as 0.9333; w hile  th e  p ro p o rtio n  of m ice b e in g  sub-c lin ica lly  d isease 
b e in g  as sm all as zero .
W e know , from  T ab le  7.6, th a t  n<i =  4, =  6 a n d  ns =  2. T h e  like lihood  fu n c tio n  is
g iven  by
L  =  p id P 6sh ( !  “  Psd ~  P sh )2 •
Using (7.9) and (7.10), we have
Psd  — 2  ’ 
1
P sh  —  2 '
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This is the same result as that obtained from counting the number of transitions.
The main drawback of this naive model is that all sub-clinically infected mice are as­
sumed to have been identified and the undiseased mice are definitely healthy. However, the 
reason for constructing this simple model is to have a feeling on how it works when three 
states are considered. As shown in Table 7.8, after the 5th  serial passage, the state distrib­
ution becomes stationary where there are 6.7% of the population being diseased; 93.3% of 
the population being healthy; while no mouse will be sub-clinically infected in the long run.
7.6 S em i-N a ive  T h ree-S ta te  M od el
In this section, we devise a model that estimates the probabilities in (7.2) with the observa­
tions of the time of occurrence of disease. Since this sample is more sophisticated than the 
two nai've models discussed earlier, and it is not advanced enough to predict the prevalence 
of scrapie at the initial passage 7rs, we name it a semi-naive model.
From (7.7) we know the transition matrix at the n th passages is
p n  _
1 0
0 1
P s d  [ I  — ( 1  — P s d  P s h )  ] P s h  [ I  — ( 1  — P s d  P s h ) ]
P s d  P s h P s d  "t" P s h
0
0
( 1  P s d  P s h )
If we clump the two indistinguishable states, H  and S  together into a level which is named 
as E, we have:
p n  __
1 
0
P s d  [ I  ( 1  P s d  P s h )  
P s d  "b P s h
1 0
P e d  P e e
0
P s h  [1  -  ( 1  -  P s d  - P s h ) 1 
P s d  “I-  P s h
where P £ £ > i s a 2 x l  vector and P e e  i s a 2 x 2  matrix:
0
( 1  P s d  ~  P s h )
P e d  =
0
P s d  [1  ( 1  P s d  P s h )  ]
P s d  *b P s h
P e e  = p s h  [1  -  { I - p s d - P s h ) 1
0
(i -  Psd -  P s h y
P s d  “1" P s h
and hence the probability for the successor of a mouse in state E at (n — l ) th passage to
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have the same state as its predecessor can be calculated by
Pr [X n =  E \ X n - i  =  E] =  Ps h ^ P s d ^ ~ P s d ~ P sh  ^ (7.1.3)
P s d  “I-  P s h  
=  P +  ( 1  ~ P )  ( 1  -  &)” ,
whereas the probability for the successor of a mouse in state E  at (n — l) t/l passage to show 
scrapie disease is given by
Pr [X n =  D \ X n ^  =  E] =  Psd ^  ~ P -s d ~ P sh  ^ 1 (7.14)
P s d  “I-  P s h
where we set
P =  1 ‘‘ h  , ( 7 . 1 5 )
P s d  “b  P s h
and
b =  P s d + P s h -  (7.16)
The probability in (7.13) is in the form of the survival function of a mixture of two geo­
metric distributions with the probability of diseased from the first component as 0, and the 
probability of diseased from the second component as b. As the aim is to study the survival 
distribution for the mice which are infected by the H10 recombinant prion protein, the mice 
which are not infected by the recPrP will stay healthy and never experience scrapie disease. 
Therefore, we let N  be the random variable denoting the number of passages of the mice
needed to observe a diseased successor. A healthy mouse which is not infected by recPrP
will have N  =  oo, indicating the event that the successors of a healthy mice will never be 
diseased because of recPrP. This means that the distribution of number of passages to dis­
ease is a mixture of two geometric distributions. The survival function of such a distribution 
is
S ( n )  =  P r [ N > n \  (7.17)
=  p + { l - p ) { l - b ) n
=  p + ( l - p ) S 2 (b ) ,
where
S 2 (b) =  (1 -  b)n
for n =  1,2,...  Since a healthy mouse will never show scrapie disease, the probability of 
diseased for a healthy mouse is zero. This is confirmed by (7.14), where the CDF of N
F  (n )  =  Pr [ N  <  n]
=  ( 1 - „ ) [ 1 - ( ! - & ) » ]
(7.18)
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is only contributed by the second component, which is the cause of interest. Consequently, 
we propose that N  has a mixture of two geometries with the parameter of the first component 
being zero and the parameter of the second component as b.
(7.17) is known as Long-Term Survivor Mixture Model, where p  represents the fraction 
of the population which never fail due to the cause of interest. Therefore, S i  ( t)  =  1 for 
: all t . A similar model has been constructed by Ng &; McLachlan (1998) to analyse breast 
cancer data. They obtained a consistent estimator of the conditional survival function for 
the cause of interest using the modified long-term survival model which is based on a partial 
ML approach. Their survival function is in the form of
p  +  ( i ~ p ) s 2 (t-,e 2)
where S 2 (t; 9) is the conditional survival function for death from breast cancer. They made a 
comparison between the partial and full ML approaches and found good agreement between 
the two methods.
7.6.1 E stim atin g  Param eters w ith  a L ikelihood Involving P M F  and a  Sur­
vival Function
We have found that the probability of a transition from E  to E  is in the form of survival 
function of a mixture of two geometric distributions; the probability of a transition from E  
to D  is in the form of cumulative distribution of a mixture of two geometric distributions. 
Therefore, we assume that the distribution of number of generations until first disease, AT, 
is a mixture of two geometric distributions with PMF
f ( n )  =  ( l - p ) b ( l - b ) n ~ l .
If we have full data, the parameters of the distribution of N  can be estimated by the MLE 
where the likelihood is
n 0
L  =  Y [ f ( r n ) .
i—i
However, the experimental data contains censored data. The contribution of each diseased 
subject to the likelihood is the PMF for the event of disease at the passage that scrapie 
disease is detected in a successor. The contribution for each mice which show no disease at 
n th generation is simply the probability of surviving, which is denoted by S  (n). Therefore, 
for incomplete data, the likelihood function contains both the survival function and the 
probability distribution function:
L  =  U ( p +  ( l _ p ) ( l - 6 ) " < )  J J ( i - p )  6(1 _(,)"*-! (7.19)
i£E  i£D
=  a  - p ^ n  ( p + ^  - p )  ^  ^  1 L 1 -  >
iEE iGD
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Waiting Time Observed Data
n d 2 3 3 3
n e
2 2 2 2 2 2 
2 2 2 2 2 2
2 2 2 2 2 3
3 3 3 3 3 3 
3 3 3 3 3 3
Table 7.9: Semi Naive Three-State Model: Number of passage until event.
where d  is the number of diseased mouse. The log-likelihood is therefore
I =  InL (7.20)
=  dln( l  — p )  + d l n 6  +  ^ l n ( p +  (1 — p )  (1 -  b)Ui) +  ^  (ra* -  l ) l n ( l  -  b) .
ie E  i£D
The MLE of b and p  can be obtained by maximising (7.20); whereas the estimates of p sh 
and p sd can be found as follows:
P s h  =  pb  (7.21)
and
P s d  =  (1 -  p )  b. (7.22)
Therefore, the transition probabilities, p sd and p sh are found by maximising the log-likelihood 
function in (7.20).
7.6.2 R esu lts and D iscussion
In this section, we demonstrate the application of the semi-nai've model on the experimental 
data, where the discrete waiting time in states D  and E  are given in Table 7.9.
Therefore (7.20) is in the following form:
| I =  41n(l  — p)+41nb+171n (1 — p)  (1 — 6)2^+131n ( p  +  (1 — p )  (1 — 6)3^+71n(l — b) .
Using Mathematica to maximise the likelihood numerically, the MLE’s of p  and b are
I
j p  =  4.09 x 10~7,
| b =  0.04762,
and hence p sd and p sh are estimated as
p sd =  0.04762, 
Psh =  1-95 x 10“8,
p ss - 1 -  psd -  Psh =  0.95238.
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n P [ X n =  D \ X 0 =  S] P [ X n =  H \ X 0 =  S] P [ X n =  S \ X 0 =  S]
1 0.0476 1.95 x 10-* 0.9524
2 0.0930 3.80 x 10~8 0.9070
3 0.1362 5.57 x 10"8 0.8638
4 0.1773 7.25 x 10~8 0.8227
5 0.2165 8.85 x 10"g 0.7835
6 0.2538 1.04 x 10-7 0.7462
7 0.2893 1.18 x 10“7 0.7107
8 0.3232 1.32 x 10-7 0.6768
9 0.3554 1.45 x 10-7 0.6446
10 0.3861 1.58 x 10-7 0.6139
11 0.4153 1.70 x 10-7 0.5847
12 0.4432 1.81 x I 0 ~ 1 0.5568
13 0.4697 1.92 x 10“7 0.5303
14 0.4949 2.02 x 10“7 0.5051
15 0.5190 2.12 x 10-7 0.4810
16 0.5419 2.22 x 10~7 0.4581
17 0.5637 2.31 x 10~7 0.4363
18 0.5845 2.39 x 10-7 0.4155
19 0.6043 2.47 x 10-7 0.3957
20 0.6231 2.55 x 10~7 0.3769
Table 7.10: Semi Naive Three-State Model: Transition probabilities of mice in states D , S  
and H  from state S  on passage n .
In words, there is 4% chance for the successor of a mouse which is sub-clinically infected at 
the primary passage to show scrapie disease. The chance for the successor of a sub-clinically 
infected mouse to be healthy is as slim as 0%, i.e. it is almost certain that sub-clinically • 
infected mice will pass on infection, in which 95% of the "contacts" will remain sub-clinical.
Table 7.10 shows the transition probabilities from state S  (sub-clinically infected) at 
n th passage. Since this model does not provide us an estimate of the initial proportion of 
state 7r(°), we shall make a crude estimate of Tts =   ^ and present the estimates of 7r(n) 
given by (7.8) in Table 7.11. As seen in Table 7.10, given that a mice at initial passage 
is sub-clinically infected, the probability for its successor to show scrapie disease increases 
with the number of passages; conversely, it will become less likely for the later passage 
mice to be sub-clinically infected. According to this model, the chance for the successor of 
a sub-clinically infected mouse to stay healthy is nearly impossible. Studying Table 7.11, 
we found that in the long run the proportion of healthy mice is fixed at 83.3% for any 
passage. However, there is an increasing proportion for diseased mice; at the same time,
( n )less proportion of mice are sub-clinically infected by the prion and 7rs converges to zero 
when n —>■ oo.
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n Kd TTs
1 0 0.8333 0.1667
2 0.0079 0.8333 0.1587
3 0.0155 0.8333 0.1512
4 0.0227 0.8333 0.1440
5 0.0296 0.8333 0.1371
6 0.0361 0.8333 0.1306
7 0.0423 0.8333 0.1244
8 0.0482 0.8333 0.1185
9 0.0539 0.8333 0.1128
10 0.0592 0.8333 0.1074
11 0.0644 0.8333 0.1023
12 0.0692 0.8333 0.0975
13 0.0739 0.8333 0.0928
14 0.0783 0.8333 0.0884
15 0.0825 0.8333 0.0842
16 0.0865 0.8333 0.0802
17 0.0903 0.8333 0.0764
18 0.0940 0.8333 0.0727
19 0.0974 0.8333 0.0693
20 0.1007 0.8333 0.0660
Table 7.11: Semi Naive Three-State Model: Proportion of mice in states D, S  and H  on 
passage n.
7.7  Self-R evealing  A ggregated  M arkov P rocesses on  Trees
7.7.1 Introduction
Jalali (2008c) constructed a model for the analysis of serial passage prion data and named 
it Self-Revealing Aggregated Markov Processes on Trees (SRAMPT). He investigated, in 
discrete as well as continuous time, homogenous Markov processes with finite state space 
unfolding a finitely branching tree. Initially, at a node a ,  the state of the Markov process 
may not be completely known. We only know that the state is in a subset S a =  S a (a )  ^  0  
of all states. But, as the process branches out from this node, the information revealed on 
any successor node r  to a  may provide further information about cr. This formally means 
that at node r, we generally know that the state at node a  was in the S a (r) ^  0 , where 
S a (T) Q S a - This refinement can continue until this subset reduces to a singleton, in which 
case the state of a  will be completely known.
7.7.2 A  Sim ple M odel
Suppose we have a three-state SRAMPT X  in discrete time. We denote the states by D, H  
and S .  State D, which is observable, is a sink state, and if any node is in that state, all the 
successor nodes will also be in that state, therefore we do not study these successors any
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longer. In other words, we truncate our tree at D  nodes. State H  and S ,  are not directly 
observable: at node a  we can only know that the state is D  or it is not D .  In other words, 
at any node <7,
s „  =  {£>},
or S„  =  { if , 5 } .
However, if any successor r  of a  is found in state D, and if S a =  {H , S }, then we know 
that S a (t) =  {S } . State H  never reveals itself in finite time. We assume that transition 
between states, from one generation to next generation, are Markovian. We make this 
statement precise by first introducing some notations.
We denote the nodes by a sequence of letters from our alphabets: { x , y , . . . } ,  and we 
denote sequences by cr, r, ...etc. These sequences can also be written explicitly, for instance 
a  may denote the sequence x y .  When we write these in explicit form, we just concatenate 
letters from left to right. At the bottom of our tree we have the empty sequence denoted
by ()•
A node may not have a successor. In this case we call such a node a leaf. All nodes 
in state D  are leaves. Nodes not in state D  may have one or more immediate successors. 
If a  is the sequence corresponding to a node, an immediate successor of this node should 
be denoted by a sequence of the form crx. We often deliberately confuse a node with the 
sequence denoting it. If a node r is a successor of node a  we denote this fact by r >- a.  
If r is an immediate successor to a ,  we write r. y  a .  We denote by s u e  ( a ) ,  the set of all 
immediate successors of cr. If a  is a leaf, this set is an empty set.
Now we are ready to introduce transition probabilities
Pij =  Pr [ X  ( a x )  =  j \ X  (cr) =  i ] ,
where X  ( a )  is the state of the process at node cr. Note that this actual set may be hidden 
to us. We furthermore assume that
1. G iv e n  X  (a ) ,  X  ( a x )  a n d  X  ( a y ) ,  x  ^  y ,  are i n d e p e n d e n t  r a n d o m  var iab les .
2. G iv e n  X  (a )  a n d  X  (t ),  a  ^  r ,  X  ( a x )  a n d  X  ( r y )  are i n d e p e n d e n t  r a n d o m  variab les .
In other words various transitions are completely independent from each other.
It is assumed that in our simple model the matrix of transition probabilities is in the 
form of (7.2):
"  1 0 0
P= 0 1 0
P s d  P s h  1  P s d  P s h
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7.7 .3  T he L ikelihood Function o f th e  Sim ple M odel
Suppose we have observed tree T .  In finite time our tree can only be finite, so the tree is 
bounded by its leaves. Some of these leaves may be in state D  and some not so. If a leaf 
is not in state D , then we do not know its exact state. In order to write the likelihood 
function, we first let the information and D  leaves percolate down the tree. So the state of 
all the predecessors of any D  will be known as state S .  After percolation of information the 
set of possible states of a  is denoted by S a • In our simple model this set is either {D } (if a  
is in D  state), {5} (if cr is not in D  state but has a successor in this state), or { H ,  S }  (if 
neither cr nor any of its successors are in state D ).
Next we start writing the likelihood function from the leaves to the root of the tree. We 
do this by induction.
We denote the likelihood beyond a  when this node is in state i. We observe that 
1 $  =  1 if cr is a leaf. Now suppose the likelihood function beyond all the immediate 
successors of cr are obtained and we want to find the likelihood function beyond cr. Then
4 i) =  I I  E  I ’i j L f -  (7-23)
T€suc(a) j e S T
Finally, suppose we have found the likelihood function beyond all the root of the tree and 
we want to find the overall likelihood function. Here we assume that the vector of our initial 
probabilities is
0 1 — 7TS 7T*
This in particular means that X  (()) ^  0. We then have:
L {) =  ifS<> =  {S} (7.24)
L {) =  ( l - x . J L j f ’ +Tr if S <> =  { H , S } .
If we have a number of independent experiments as above, then the situation can be depicted 
by the same number of disconnected trees, or a forest. To find the likelihood function of a 
forest we simply multiply the likelihood functions of its constituent trees.
7.7.4 R esu lts and D iscu ssion
In the experimental group H10 recPrP^, ten mice are given at first passage a recombinant 
PrP or mouse brain inoculum. We now use the SRAMPT model to estimate the relevant 
parameters, including the initial proportion of mice which are sub-clinically infected, denoted 
by 7r. We picture the data as a forest with six trees, as shown in Tables 7.1 and 7.2. Following
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(7.23) and (7.24) , the likelihood of each tree is given by
L \  — 'KsPsd ( 1  - P s d - P s h ) p 2sd { l - P s d ) ‘
( 1  P s d  P s h )  P s d  ( 1  P s d )  P s h  "h ( 1  P s d  P s h )  ( 1  P s d )
=  K s P t d  ( !  “  P s d  ~  P s h ) 2 ( 1  ~  P s d ) 5 P s h  +  ( 1  -  P s d  ~  P s h )  ( 1  -  P s d )
and
L 2 =  1 -  7TS +  7TS (1 -  p s d ) 3 \p8h +  (1 -  Psd -  Psh) (1 -  Psd)A 
L 3 =  L A =  1 -  7TS +  7TS (1 -  p s d ) 4 , 
L5 =  L6 =  1 — 7TS +  7TS (1 — p sd)3 .
The ultimate likelihood function of the forest is the product of its constituent trees’ likelihood 
functions:
6
l  =  n  u
i =  1
(  7Tsp 4d (1 -  p sd -  p s h ) 2 (1 -  P s d f  P s h  +  (1 -  P s d  ~  P s h )  (1 — P s d ) 4 \
V
1 -  7TS +  7TS (1 -  P s d f  P s h  +  ( 1  -  P s d  ~  P s h )  ( 1  -  P s d Y
1 -  TTS +  7TS (1 -  Psd ) 4 1 -  7TS +7TS (1 - p sd)
U s in g  Mathematica, we find the MLE of p sd, p sh and n s  numerically. The results are as 
follows:
P s d
P s h
P s s
TTs
0 .22011 ,
4 x 10"5,
1 -  P s d ~  P s h  =  0.77985,
0.26032.
In words, there is a 22% chance for the "contact" of a sub-clinically infected mouse to develop 
disease. Sub-clinically infected hosts are almost certain to pass on infection, although most 
will remain sub-clinical. The prevalence of scrapie at initial passage is 26%, far higher than 
the naive estimate (17%).
With these SRAMPT estimates, the n th transition probabilities given the initial passage 
mouse is sub-clinically infected are shown in Table 7.12. When the number of serial passage 
increases, the probability of a successor, whose predecessor is sub-clinically infected at initial 
passage, to be infected by scrapie disease increases. Conversely, the chance for the successor 
of a sub-clinically infected mouse (at initial passage) to stay in state S  decreases with the 
number of passages. Although the SRAMPT estimate of p s h  is as low as 0.00004, this
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n P [ X n  =  D \ X 0 =  S \ P [ X n  =  H \ X 0 =  S ] P [ X n  =  S \ X 0 =  S ]
1 0.22011 0.00004 0.77985
2 0.39176 0.00007 0.60817
3 0.52563 0.00010 0.47428
4 0.63002 0.00011 0.36986
5 0.71143 0.00013 0.28844
6 0.77492 0.00014 0.22494
7 0.82443 0.00015 0.17542
8 0.86304 0.00016 0.13680
9 0.89315 0.00016 0.10668
10 0.91664 0.00017 0.08320
11 0.93495 0.00017 0.06488
12 0.94923 0.00017 0.05060
13 0.96037 0.00017 0.03946
14 0.96905 0.00018 0.03077
15 0.97583 0.00018 0.02400
16 0.98111 0.00018 0.01871
17 0.98523 0.00018 0.01459
18 0.98844 0.00018 0.01138
19 0.99094 0.00018 0.00888
20 0.99290 0.00018 0.00692
Table 7.12: SRAMPT Model: Transition probabilities of mice in states D , S  and H  from 
state S  on passage n .
probability does increase at a very slow rate when the number of passages increases. From 
Table 7.13, we present the SRAMPT forecast of the distribution of state at n th passage. 
According to the model, it is predicted that the hidden number of sub-clinically infected 
mice decreases when the number of serial passage increases; and more mice show scrapie 
disease. Eventually, none of the mice are sub-clinically infected. The proportion of healthy 
mice is around 74% for all n.
7.8 D iscussion  and Sum m ary
In this chapter we focused on an important element of prion biology, that of sub-clinical 
infection. Prion diseases are known to have very long incubation periods. Once infected, an 
animal may be able to pass on the disease well before any symptoms have alerted us to the 
infectious state. This factor lead to the early exponential spread of the BSE agent and the 
‘mad cow disease’ epidemic in the UK, when infected but asymptomatic infected cattle were 
included in cattle feed. The infected status can in many cases be detected experimentally, 
however this usually relies on post mortem investigations (biochemical detection of PrP 
protein in the brain). There is a further complication of sub-clinical infection. In some 
cases, infection cannot even be detected experimentally. The sub-clinical status is then 
very prolonged, and disease may never be observed in a natural lifespan, even though tissue
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n Kh 7TS
0 0 0.7397 0.2603
1 0.0573 0.7397 0.2030
2 0.1020 0.7397 0.1583
3 0.1368 0.7397 0.1235
4 0.1640 0.7397 0.0963
5 0.1852 0.7397 0.0751
6 0.2017 0.7397 0.0586
7 0.2146 0.7397 0.0457
8 0.2247 0.7397 0.0356
9 0.2325 0.7397 0.0278
10 0.2386 0.7397 0.0217
11 0.2434 0.7397 0.0169
12 0.2471 0.7397 0.0132
13 0.2500 0.7397 0.0103
14 0.2523 0.7397 0.0080
15 0.2540 0.7397 0.0063
16 0.2554 0.7397 0.0049
17 0.2565 0.7397 0.0038
18 0.2573 0.7397 0.0030
19 0.2580 0.7397 0.0023
20 0.2585 0.7397 0.0018
Table 7.13: SRAMPT Model: Proportion of mice in states Z>, S  and H  on passage n .
Model P s d P s h 7TS
~  (oo) 
* d
-  (oo)
n
*  (°°) 7r s
Nai've 2-state p e d  =  0.1053 - II
1
 ^ 1 ~  (oo ) r,7TKe ’ =  0
Nai've 3-state 0.3333 0.5 0.1667 0.0667 0.9333 0
Semi-Naive 0.0476 1.95 x 10"8 0.1667 0.1667 0.8333 0
SRAMPT 0.2201 4.00 x 10~5 0.2603 0.2603 0.7397 0
Table 7.14: Comparison of all Markov models for tracking sub-clinical infection in serial 
passage prion studies
from a sub-clinical case may be transmitted if any animals are exposed to it (Race e t  al. 
(2001) and Race et a l  (2002)). In prion studies there is usually a distinction between a ‘pre- 
clinical’ infection (simply an infected animal that has not reached its incubation period) and 
sub-clinical, which is even more prolonged and may be undetectable even experimentally. 
However these differences are largely semantic. Sub-clinical infection for diseases such as 
vCJD raise important questions for screening studies (Hill & Collinge (2003)), most notably 
for the possibility of iatrogenic contamination (blood transfusions, surgical instruments and 
other surgical procedures).
We summarise the estimation results provided by each model considered in Table 7.14. 
It is clear that no mouse will be sub-clinically infected in the long run. Both of the nai've 
models are obviously not preferred due to their assumption which states that all sub-clinical
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infected mice are detectable. The semi-nai've model is not favoured because it does not 
tell us the initial proportion of sub-clinically infected mice. However, there are close agree­
ments between the semi-nai've model and SRAMPT. Both models predict that it is almost 
impossible for the successor of a sub-clinically infected mouse to be completely clear of in­
fection. SRAMPT is the most outstanding model because it is the only model that provides 
a promising estimate of the proportion of sub-clinical infection which may be undetectable.
The differing results drawn from the sequences of models all having the same ‘aim’ is 
interesting, and highlights the importance of defining an appropriate model for a biological 
system, as well as thoroughly exploring its behaviour. In two-state model all subjects 
eventually exhibit disease, in the nai've and semi-nai've three-state models an equilibrium 
of the proportion diseased and healthy is reached, but with very different proportions and 
time scales. The semi-nai've model, based on the mixture distribution for the waiting time 
is promising, but we favour the SRAMPT model for fully tracking the expected proportion 
of sub-clinical infections. This model predicts an equilibrium proportion of diseased and 
healthy mice of 26% and 74% respectively, one that is reached after approximately 14 
generations. Most importantly it predicts an initial proportion of 26% sub-clinical infection, 
far higher than that expected from simple inspection of the data.
We believe the SRAMPT model to be very promising tool that could be applied to a 
wide range of biological systems. A further extension to the model is explored in the next 
chapter,
Chapter 8
Application of the Serial Passage 
M odel to the Problem  of 
Sub-clinical Infection in 
Epidemiological Chains
In this chapter, we consider an interesting further application of the SRAMPT model, which 
was initially developed for studying the serial passage studies of scrapie. Again, we have 
three states (D, f7, S ) which are "Diseased” (infected and showing symptoms), "Healthy" 
(Uninfected), and "Sub-clinically Infected" (no symptoms are displayed, but infected and 
potentially infectious). We now consider the Markov model to represent a chain of contacts of 
an infectious disease, where each individual (node) has a contact with a preceding individual 
(node) who may or may not be infectious.
The model is conceptually equivalent to the serial passage study, but aims to represent 
the situation of transmission of a (directly transmitted) infectious disease such as a virus or 
bacteria (such as measles, influenza or tuberculosis). Instead of the experimental transfer of 
infection (as in Chapter 7) contacts in the epidemiology model will be determined by behav­
iour of a population. Contact chains are often constructed by public health epidemiologists 
during an outbreak to help identify the source of an outbreak and to identify populations at 
risk. As before, we are primarily interested in the case of sub-clinical infection, which can 
be highlighted in epidemiology when disease is found in an individual who does not have 
direct contact with a clinical case, but was instead infected by an intermediate contact who 
remained asymptomatic. Unlike the scrapie model, we must relax some of the assumptions 
of the transition matrix. Specifically, we must acknowledge that D  is not an absorbing 
state and transitions from D  to H  or S  are possible (and indeed might be the norm). That 
is, in the epidemiology case, contact with a diseased individual does not always result in 
transfer of infection. H  of course remains an absorbing state. The transition matrix for the
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epidemiology model is
P d d P d h P d s
p  = 0 1 0 ( 8 . 1 )
P s d P s h P s s  _
Since p d h  =  1 — P d d  — P d s  a n d  p s h  =  1 — P s d  — P s s ,  the model only has four independent 
parameters.
In this chapter we show that the small modification to the model leads to considerable 
complexities in parameter estimation. Using the SRAMPT framework Jalali (2008c) has 
provided solutions to the parameter estimation problem. Here we apply his results and 
explore their performance under a range of epidemiological scenarios.
8.1 M axim um  L ikelihood E stim ation
In this section, we explain how SRAMPT can be used to solve the estimation problem of the 
transition probabilities in the epidemiology model. In his unpublished paper, Jalali (2008c) 
looked at this problem and showed how the MLE of the probabilities can be obtained. 
Before we show our simulation studies in a later section, let us first understand how Jalali’s 
solution should be carried out for such a model. The following theoretical exposition follows 
his paper.
Like the scrapie model, we denote by E, the disjunction of states H  and S ,  when we do 
not know in which of them our chain is. As it is now possible to go from state E  to state H  
and E, reaching E  does not stop us from going further: beyond this state there are many 
possibilities. Suppose we have a chain of length n Q +  1. Unless the chain consists entirely 
of E ’s, after the filtering down of information in state E , all states preceding any state E  
are either E  or E. There is, therefore a last state E , after which we have E , H  or more 
E ’s. Suppose at the root of our chain is a E  state, then we have a sequence of E ’s and E’s, 
ending with a E , called the tail of the chain, followed by k  E ’s, called the head of the chain. 
Note that k  can be any non-negative integer, including zero. For illustration, see Figure 8.1 
where k  =  5.
We use the SRAMPT to estimate these parameters and the likelihood function can be 
computed by the same inductive method as before. For simplicity, we assume that there is 
no multiple branching at nodes, thus we study the problem by looking at a sequence or a 
chain of states.
If k  =  0, then our chain entirely consists of E ’s and E’s. The likelihood, in this case is
L  =  p M P d ds‘ Pns d P " "  (8-2)
where riij denotes the number of transitions from state i  to j .  As increasing probabilities 
Pdh and p sh decreases the likelihood, for obtaining maximum likelihood, we need to set these 
probabilities equal to zero. This means that pds =  1 — Pdd and p sd =  1 ~ P s s -  Hence, in this
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Tail Head
D - 0 - ^ D “ O  " O  " D - ► O - ' © ' * ©  ~ * ©  " * ©
D D iseased 
©  Uninfected & Healthy 
^  Sub-Clinically Infected (Not Revealed) 
0  Sub-Clinically Infected (Revealed)
Recognised a s  0  
(No D isease)
Figure 8.1: The Epidemiology Model: An illustration of a sequence of states, 
case the MLE of the parameters are
Pdd =  
Pds  =  
P sd  =  
P ss  =
Udd
Hdd d" Hds 
Hds
Udd  d* TLds 
Hsd
Uss  d" Hsd 
Uss
11 ss  d" Hsd
Note that when the chain starts with a D state, rids =  nsd- 
Now if k > 0, then the likelihood function is in the form of
T —  y - P d d  r i n d s  n -P 'sd
^  ~  Pdd Pds P sd  P ss
r  n 1 0
k - 1
1 '
Pdh Pds
P sh  P ss 1
The matrix
1 0
k - 1
1 0
has the simple expression k— 1
Psh P ss _ V k - 1 Pss
. Clearly,
1 0 1 0 1 0
Vk P ss _ V k - 1  P ss  1 _ Psh P ss
V k - i  + P s h P kss  1 P ss
Hence we have the difference equation
(8.3)
(8.4)
Vk -  Vk- 1 =  PshPss 1
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with the initial condition yo =  0, which has the solution
1 - A
V k  P s h
1  P s s
Hence
1 0
k 1 0
P s h P s s
1 - p i s
P s h -
1  -  P s s
P s s
(8.5)
and the likelihood (8.4), after some routine simplification, is
i - r f .- 1
L  =  P M dPnd i ’Pns i dPns “  (*  - P d d -  P d s P s d ^ Y Z
Psi
As rids =  n sd, we set
X  —  P d s P s d •
(8.6)
(8.7)
This reduces by one the number of our parameters. It also shows that as far as the product 
P d s P s d  remains the same, the likelihood does not change if pds or p sd changes. With the new 
parameter, (8.6) is
L  =  p n/ d* x ^ p % -  ( l  -  p d i -  z ^ T ^ - )  ■ (8-8)
Setting the derivatives of the log-likelihood with respect to pdd and x  equal to zero gives us 
the following two equations
ndd  _ _______ I_______
P d d  1  -  P d d -  x F  (p8S)
r i d s  =  F ( P s s )
x  1 - p d d - x F  (pss)
n dd
rids —
P d d
1 - P d d -  x F  (P s s )  ’
x F ( p ss)
I - P d d -  X F  (pss) ’
where we let
F ( P s s )  =  \ ^ ss
,fc-1
P s s
Upon adding (8.9) and (8.10) we have
n dd +  rids +  1 — 
and by substituting (8.12) into (8.9), we get
Pdd =
1 - P d d - x F  (pss ) ’
ndd
r i d d  4“ r i d s  T  1  
and by putting (8.13) into (8.12), we have
xF (pss) = rids
ridd +  rids +  l
(8.9)
(8 .10)
(8.11)
(8 .12)
(8.13)
(8.14)
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Upon setting the derivative of log-likelihood with respect to p ss to zero,
n ss _  x F '  (p ss )
P s s  1 - P d d ~  x F  ( p s s )  ’
where F '  is the derivative of F .  Eliminating x  between (8.14) and (8.15) leads to
F  {Pss)   'ft'SS
F  {Pss ) TldsPss
But we know that
(8.15)
(8.16)
* i ^ )  i— ( 8 .17)
F  \ P s s )  d p s s  1 P s s  1 — P s s
Hence, the MLE equation for p ss reduces to what Jalali (2008c) called the F u n d a m e n ta l  
E q u a t io n
p ss (fc -  1) p kss 1 n
1 ~ P s s  I - P s i 1 n d s
8.1.1 Som e Special C ases
(8.18)
We have already dealt with the case k  =  0, now let us study the MLE of the parameters for 
different lengths of the head of the chain.
1. k  =  1 :
In this case F  (p ss) =  0, and the likelihood function (8.8) becomes
L  =  P nd d d x U d s P ^ s s ( 1  -  P d d )  ■ (8.19)
As this does not depend on p d h  and p s h > and they both contribute negatively to p d d 5 
P d s  and x , then
P d h  =  P s h  =  0? 
and the likelihood (8.19) is reduced to
L  =  P M d  ( !  -  P d d ) nd,+1  ( 1  -  P s s ) n d •  P ns i ‘  •
Therefore
n d d
P d d  = ---------------------— 7
n d d  +  n d s  +  l
and
r i s s
P s s  =  --------- ;---------- •
r i s s  ~b r i d s
2. k =  2:
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In this case F  (p ss) =  1,
L  =  ( !  “  P d d  -  x )  .
We solve this maximum problem more patiently. The log-likelihood is 
I =  n dd In +  n ds In x  +  n ss lnpss +  In (1 -  p dd -  x ) .
All three parameters should be non-negative. The other constraint we have is
( 1  -  P d d )  ( 1  -  P s s )  -  x  >  0 .
We use the multiplier v  and construct the Lagrangian
I +  v  ( ( 1  -  p d d )  ( 1  -  P s s )  ~  x ) .
The Kuhn-Tucker relations are 
n d d  1
P d d  1 ~  P d d - x
n ds 1
— v  (1 — p ss ) <  0, Pdd 
— v  <  0, x
n dd 1
x  1 -  P d d - x
—  - V ( l - P d d )  < 0, P s s
P s s
P d d  1 ~  P d d - x
H d s  _______ 1_______
X  1  ~  P d d - x
— V
-  V  ( 1  -  P s s )  
=  0,
=
— - v ( l - P d d )
P s s
=  0 ,
(1 -  Pdd) (1 -  P s s )  - X  >  0, V [(1 -  Pdd) (1 -  P s s )  -  x] =  0,
v  >  0.
Assume that n dd, ^ ds, n ss ^  0, then Pdd, Pss, x  ±  0, thus
n dd 1
P d d  1 ~  P d d - x
'R'ds 1
X
- V ( l  - p s s )  =  0, 
— v  =  0,
(8 .20)
1 -  P d d  -  x
—  - v ( l - p dd) =  0.
P s s
We have two cases:
Case 1 : v  =  0 and therefore ( 1  — p dd) ( 1  ~  P s s )  — x > 0 .  In this case the third equation 
in (8.20) cannot hold. So we need to consider the case when v  ^  0.
Case 2: v =/=■ 0 and thus (1 — pdd) (1 — Pss) — x =  0. Then
1 _  1  
1 P d d  ~  X  P s s  ( 1  — P d d )
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and from the third equation in (8.20) we have
Tlss “I- 1
V  =
T l s s  “b T l d s  “I” I
By substitution of (8.21) into the second equation in (8.20) yields
 ^ 'ft'SS “I” 1
P s s  —  : ~ r
n ss +  n ds +  1
and the first equation yields
Tldd
P d d  = ----------;----------- — r -
T l d d  ~b T l d s  ~b 1
This provides the solution for x  as follows:
{ f i d s  T  1 )  T l d s
X  =
iP'dd T Tlds T 1) ('Tl'ss +  77-^ s “b l) 
Clearly, in this case
Tlds
P s d  =
T l s s  ~b Tlds “b 1 
Tlds ~b 1
P d s  —  . . i i
Tlss “b Tlds “b 1
and
P s h  =  P d h  =  0 .
3. k  =  oo :
In this case
F ( p , s ) 1
I - P s s
The MLE equation for p s s  reduces to
Pss T ls s
1  P s s  T l d s
SO
T l s s
P s s  =   ----- -----------
Tlss “b Tlds
and as always
T l d d
P d d  =
T l d d  ~b T l d s  ”b 1 
and
T l d s  ( I - P s s )  n 2ds
X  =
^•dd 1” I- 1 (^'dd Uda ~f” 1) ( S' ^ds)
(8 .21)
(8 .22)
(8 .23)
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From (8.22) and (8.23),
-  \  / 1 -  \  n d s  ( n d s  +  1 )  -
(1 ~  P d d )  (1 ~  P s s )  =  7------- ;--------- — r r ; r >  X .
( r i d d  T r i d s  "I- 1) ( r i s s  “1“ r i d s )
Therefore all Kuhn-Tucker relations are satisfied. As regarding estimates of pds and 
p sd they can be anything provided that
r\ s '  ~ s '  n d s  T  1
0  <  P d s  <
0 <  P s d  <
ridd +  n ds +  1 ’
rids
riss T rids 
and
n
P d s P s d  —
d s
(ridd rids 1) (riss T rids)
Therefore we have the extreme solution. When pds has a maximum value, we obtain 
the set of parameter estimates as follows
P d s  i
P s d  m in  —
rids T 1
ridd +  n ds +  1 ’
n d s
(rids 1) (riss fids') 
Pdh m in  =  0 ;
rids
P s h m a x
(rids T 1) ( n  ss +  n ds) ’ 
whereas if p sd has the maximum value, the set of parameter estimates is
rids
P s d  m a x  —  
P d s  m in  =
riss T  rids 
rids
r i d d  T  r i d s  “I" 1 
1
P d h  m a x  —  I I 7  >
ndd  +  n ds +  1
P s h  m i n  =  0 -
8.1.2 T he G eneral C ase R ev isited
In general, we have the following Lagrange equations
ndd 1
Pdd 1 ~  P d d - x  
rids F  (Pss)
x  1 -  Pdd - x  
n ss x F f (pss)
- v ( l  - p d d )  =  0, (8.24)
-  v  =  0, (8.25)
P s s  1  ~  P d d ~  x F  (p ss)
-  v  =  0 , (8 .26)
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Constraint: (1 — pdd) (1 — Pss) — x  > 0 ,  (8.27)
(1 -  pdd) (1 -  Pss) =  x .  (8.28)
We already have obtained the solution of the first three equations (8.24), (8.25) and (8.26), 
when the Lagrange multiplier v  is zero. We did not however examine the constraint, which
we shall do now. The solution for p ss was the root of the Fundamental Equation (8.18).
From (8.14), the solution for x  was
X  = -------------------------------------- .------r . (8.29)
(V'dd d- Tlds d" 1) F  (Pss)
From our constraint inequality (8.27),
x  < (1 -  Pdd) (1 -  Pss)
Tlds
^  ( ^ d s  +  1 )  F  ( p s s )  ~  P s s
_ n d ^  pk- i
n ds +  1
and thus we need to have Jalali’s F u n d a m e n ta l  I n e q u a l i ty
i t - 1 < — U f .  (8.30)
Tlds  d- 1
The ML estimates of the parameters are as mentioned above. p ss is the root of the Funda­
mental Equation (8.18) provided that this root satisfies the Fundamental Inequality (8.30). 
If the Fundamental Inequality is not satisfied by this root, then we need to solve all the 
four Lagrange equations and after doing so, we need to ensure that the multiplier v  is not
negative. It is easy to see that the solution for pdd-, using (8.24) and (8.25), is, as before,
^ d dpdd = ------------------ • The multiplier can then be found from (8.24) and (8.28) as follows
TlrJrj 4“  Tlds +  1
(■n d s  d -  1 )  p ks s  1 -  1  
( 1  - P d d )  ( 1  - P s s ) p ks 7
(8.26) is then reduced to
Tlss (1 ~  Pss) _  (1 ~  Pss) F  (pss) __ Pss 1 i n ds d~ 1) — 1 _  q ^2^
Pss Pss Pss
But
(1 -  Pss ) 2 F ’ (Pss) =  - ( k -  1) (1 -  Pss) Pks 7 2 +  ( i  -  pL-1) • (8-33)
Substituting (8.33) in (8.32) and simplifying, we get the solution for p ss as follows
Tlss F  k  — 1 fQ O A \
Pss = ------------—T— 7- (8.34)
Tlss F  Tlds d~ k  1
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Note that, in this case the multiplier v  should be non-negative. This means that
p t P  >  — L-T- (8.35)
T l d s  T  1
8.1 .3  Sum m ary
We can now sum up. Depending on whether the Fundamental Inequality holds or not we 
have two different expressions for the MLE of p d d ,  P d s , P d h ,  P s d ,  P s h  and p ss (the MLE of 
Pdd always have the same expression).
If the Fundamental Inequality (8.30) holds, then p ss is the root of the Fundamental 
Equation (8.18), and if the inequality holds strictly the estimates of at least one of the 
two parameters p d h  and p Sh  is non-zero. As in the case of k  =  oo, there is some degree of 
under-determination regarding parameters p d s , P s d ,  P d h  and p s h -  However, if one of these is 
chosen subject to the obvious constraints, then the rest can be determined uniquely.
If the Fundamental Inequality does not hold, then the following are the MLE of the 
parameters:
Pm  =  -------------- , , , (8.36)
T l d d  ~t“ T^ds T  1
P d s
P s d
n ss +  k - l
7 ls s  -f- Tidg ~\~ k  1
Tlds ~t~ 1
T l d d  +  T l d s  +  1  ’ 
T l d s
n ss +  T l d s  +  /c — 1 ’
P d h  =  P s h  =  0 .
R em ark 5 T h e  above d ic h o to m y ,  as Ja la li  (2 0 0 8 c )  p u t s  it,  is  v e r y  in tu i t iv e .  W h e n  k ,  th e  
le n g th  o f  u n k n o w n  E  f in a l  sub se q u en c e  is  "s h o r t ", th e re  is  n o th in g  i n  th e  d a ta  to  j u s t i f y  
p o s tu la t in g  s ta t e  H , a n d  th e re fo re  p a r a m e te r s  pdh a n d  p sh are e s t im a te d  as zero. S o  s ta t e  
H  will  r e m a i n  inaccess ib le  f r o m  th e  o th e r  tw o  s ta te s .
I f  th e  le n g th  o f  u n k n o w n  f i n a l  su b se q u en c e  is  "long " though ,  w e  need  to  p o s tu la te  s ta t e  
H  as i t  is  accessib le  a t  least f r o m  o n e  o f  th e  s ta t e s  D  a n d  S .
We shall now illustrate how the set of estimates differs depending on whether the Fun­
damental Inequality holds or not. For example, when k  =  3, the Fundamental Equation in
(8.18) is reduced to
P s s  Tlgg
1  T  P s s  T l d s
The Fundamental Inequality (8.30), therefore, reduces to
Tiss <  nds ~  2nss. (8.37)
!
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If (8.37) holds, then
n
Pss =
rids ~  n l s s  ’
and the Fundamental Inequality can ensure that
1
Pss — z : •1 "F riss
It also follows that
* nds n ss
X  =
ndd F n ds +  1
If the Fundamental Inequality (8.30) does not hold, then
n s s  "F 2
P s s  =  :
n d s  F n Ss  "F 2
In this case, of course the estimated model becomes essentially a two-state model.
8.1 .4  Independent Sam ples o f Sequences
In this subsection we follow again Jalali (2008c) and consider the problem of estimation 
from a sample of sequences of size m .  We assume that all sequences in the sample start at 
state D .  For economising on subscript we denote, for the sample i the number of transitions 
from D  to D  by noi, from D  to known S  by n u , and from known S  to known S  by n^i- We 
denote the average (over the sample) of these numbers, respectively by no, n \  and n2. We 
denote by ki the length of the unknown final subsequence of sequence %. Then the likelihood 
function for the whole sample is
L =  I I n  ( l - P d d - x F i ( p „ ) )  (8.38)
i  i = k i ^  0
=  (PddxTllP s ! ) m  n  ( !  -  Pdd -  z F i  (pss )) ,
i —k i ^0  
1 — p — *
where x  =  P d s P s d  and F i { p ss) =  -------—— . Upon finding the log-likelihood, finding its
1 ~  P s s
derivative with respect to the three parameters and equating them to zero, we shall obtain 
the following MLE equations
- 5 2 . - 1  y  -----------! _ — .  =  0 =*■ n0 =  i  y   ------------------------------- (8.39)
P d d  m  1  -  P d d  ~  x F i  { p s s )  m  i ^ LQ 1  -  P d d  ~  o c F i  (p s s )
n \  1
x  m
f l2 1
Pss rn
y   K i p ™ )  _ o fll =  1  y  — x F i ( p ”J .  „  (8.40)
1 -  Pdd -  x F i  {Pss) rn  0 1 -  Pdd -  x F i  { p s s )
x F !  (pM) = 1  W  PasXFi ^  r8 4n
; j F n 1 - P d d -  x F i  (pss) 2 rn I - P d d -  x F i  (p „ )'
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The constraint that we have, apart from the fact that p d d  and p s s  are probabilities is
Constraint: (1 -  p d d )  (1 -  P s s )  >  x .
If in the above, the equality holds, then state H  becomes isolated from the rest, and we 
have essentially a two state Markov chain. From (8.39) and (8.40), it follows that
n o  +  n i  + p  ^  1  - P d d -  x F i  ( p s s )  p d d
where p  is the proportion of those sequences in the sample which end with at least one 
unknown state. Hence
P d d ,  =  _ ° ~ • (8.43)no +  ni +  p
x F ‘ (td ")
We note all terms like----------  ,— r are increasing in x .  So they achieve their maximum
1  -  P d d  -  x F i  { p s s ) 
at x  =  (1 — P d d )  (1 — P s s ) -  This maximum is
1 = P 7 s lk‘~ 1 } ~  1- (8-44)
P s s
Hence, if (8.40) holds, then we should have
1+*9- (8-45)m  . z—'
i = k i ^0
This is Jalali’s new F u n d a m e n ta l  I n e q u a l i ty , which, if it does not hold strictly, then our 
model essentially reduces to a two state model. According to whether this inequality hold 
or not, we have two kinds of solution as follows:
T m ^ i = k i ^ o P s s  *  ^ < nx +  P
In this case (8.40) cannot hold (unless the equality holds, which means that x  =
(1 — P d d )  (1 — P s s )  and therefore we obtain an essentially two state model). Then
it follows from Kuhn-Tucker style argument that we need once again to have the 
constraint equality satisfied. Hence the likelihood function is of the form
L  =  { P d d ^ P ™ ) ™  I I  ( i - P d d - x F i i p s s ) )  (8.46)
i=ki^ 0
=  ((pS!-p<M)ftl( i - f e r p ? i ) m ( i - p ^ r  n  i * -1 -
This is maximised at
no
Pdd =  ~——— ;—n 0 +  n i +  p
(8.47)
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and
Pss =  _ ° h  . (8.48)
As p ds =  1 -  p dd, p sd =  1 -  pss and pd/l =  ps/l =  0.
2 - £  E i = f c # o ^ (^ _ 1 )  >  +  P
In this case the MLE equations can be solved and the solution satisfies the constraint
inequality strictly. We already have obtained pd d• The solution for p ss and x  can
be obtained from the second and third MLE equations when we let p dd to equal
  -r . As in the case m  =  1, we cannot obtain unique values for p ds, Psd? Pdh
no  +  n \  +  p
and p sh but choosing any of these subject to the constraint, the rest can be found 
uniquely.
8.1.5 Im portant P ractical Case
In such cases that the length of the sequences can be controlled by the experimenter, to ease 
the solution of equations, the experimenter may fix k  for all sequences. This means that 
in the case of each sequence the experiment continues until k  consecutive states E  appear 
and then it stops. This is rather similar to Type II censoring. We, therefore, have, for all i , 
ki =  k .  In this case it is reasonable to assume that the common k  is not zero.
The likelihood function then will be
L  =  C1 “  Pdd ~  x F  (p ss ) ) ) m  . (8.49)
It is obvious that the new maximisation problem is identical to the single sequence case. 
By replacing ndd  as no, n ds as n± and n ss as n 2 , a is the root of the Fundamental Equation
(8.18) whereas x  is given by (8.29). This ends the exposition of Jalali (2008c).
8.2 S im ulation  Studies
To investigate the performance of SRAMPT in estimating the parameters of the epidemi­
ology model, we simulated a set of Markov chains using Matlab by considering different 
scenarios for the epidemic chain. For each scenario, we simulated five samples to study, 
each consisting of twenty independent sequences. We terminated the simulation of each 
sequence after observing five consecutive E ’>s.
8.2.1 Scenario 1: A  T ypical E xam ple
In this scenario, we assume that the probability that a contact of a diseased host to be sub- 
clinically infected is half of p dd , the probability that a contact of a sub-clinically infected 
host to show disease is one third of pdd while the probability that the contact is sub-clinically
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CHAIN
1
2
3
4
5
6
7
8
9
10 
11 
12
13
14
15
16
17
18
19
20
0 - < d d - © - © - © ^ © - ©
© - © - © - © - © - ©  
d  - 0 - 0 - 0 - 0 - 0
© - © - © - o - o - o
© -  ©  -  d -  d  - o - t >  - © - o - o - o - o
© - © - © - © - © - < d - © - © - © -  d - o - o - o - o - o  
© - © -  O -  O -  0 - 0  
d » - © - © - 0 - © - 0 - 0  
© - 0 - 0 - 0 - 0 - 0
-©-0-0-o-o-o 
© -  © - © - 0 - 0 - 0 - 0 - 0  
•-•-•-0-0-0-0-0 
•-0-0-O -0-0 
© - © - © - © - © - ©  
d d — ©^ - O  - O -  0 - 0 - 0
© - © - o - o - o - o
© -  © -  ©  - ©  - ©  - O  - ©
D -  D - ©  - O - 0 - 0 - 0
d d —d d — —c d —
i d ) -  0 - 0  - ©  - 0 - 0
Tail
Head
n 0=24/20 
n 1 = 3/20 
n 2= 1/20
k = 5
D Diseased
o  Uninfected & Healthy 
0  Sub-Clinically Infected (Not Revealed) 
©  Sub-Clinically Infected (Revealed)
Recognised a s  O  
(No D isease)
Figure 8.2: An illustration of a sample consisting of twenty simulated Markov chains (pdd = 
0-5) for the Epidemiology Model.
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infected is one sixth of pdd• Therefore, the transition probabilities in (8.1) are
P  =
1 3pdd 
2
Pdd
Pdd 2
0 1 0
Pdd « Pdd Pdd
. 3 2 6 .
(8.50)
Pdd =  0.5
We first set p^d — 0.5 and simulated five samples, each with 20 sequences in which we 
terminated the Markov process when five consecutive states of E  appeared. Following 
(8.50) the true transition matrix is
0.5 0.25 0.25
0 1 0
0.1667 0.75 0.0833
For illustration, we show the sequences of Sample 4 in Figure 8.2. As seen in the figure, the 
tails only consist of D  and S ,  and all S  in the tails are self-revealed. On the other hand, 
the heads are all recognised as E , since all S  in the heads are not revealed. In this example 
there are 24 transitions from D  to D ,  3 transitions from D  to known S  and 1 transition from 
known S  to 5; n Q =  — , n \  =  — and n 2 =  — . We then applied the SRAMPT method to
Zi\J £\j £i\j
each sample to estimate the transition probabilities. The results are presented in Table 8.2.
We hereby illustrate how we obtain the estimates for Sample 4.
24 3 1
With this sample, m  =  20, p  =  1, n Q =  — , n \  =  — and f i2 =  — . The likelihood is
ZU Lt\j
therefore
/  2 4  3 _i_ x
L  =  ( P d d x ™P™ (* “  Pdd ~  x F  ( p s s ))
We first find pdd'
Pdd =  _
n0
24
20
no +  n i  4- p 24 3 ,
20 +  20 +  1
24
=  — =  0.5106. 
47
Upon substituting k , n \  and n 2 into (8.18), we solve the Fundamental Equation (8.18) for 
pss-, for this sample the estimate is
p s s  =  0.2602.
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With pdd, p ss, n \  and k, we shall now find x  from (8.29), where
3 /  23
i  = --------20    =  0.0474.
F  (0.2602) ( -  +  1
Now, we find the range of values of the remaining four parameters p d s , p s d ,  P d h  and p s h -  We 
find the maximum value of p d s  by setting p d h  as 0, so
2 3
P d s  m a x  =  1 P d d  ~  —  0 . 4 8 9 4
and since x  — 0 . 0 4 7 4 ,  the minimum value of p sd is given by
P s d  m in  =  ~ r ~ —  =  =  0 . 0 9 6 9
P d s  m a x  0 . 4 8 9 4
whereas the maximum value is obtained by setting p s h  as 0, so
P s d  m a x  =  1  P s s  =  0 . 7 3 9 8 .
With p g d m a x ,  the minimum value of p d s  is then
x _  0 . 0 4 7 4
P d s  m m  —  ~ —  n  7 0 0 0  0 . 0 6 4 1 .
P s d  m a x  0 . 7 3 9 8
We know the minimum values of p d h  and p s h  are both 0, and their maximum values are as 
follows
2 4
P dh  m a x  =  1  P d d  P ds  m in  =  1  0 . 0 6 4 1  0 . 4 2 5 3 ,
P sh  m a x  =  1 ~  P ss  ~  P s d  m in  =  1  “  0 . 2 6 0 2  -  0 . 0 9 6 9  =  0 . 6 4 2 9 .
We shall now summarise the estimates of all parameters:
Pdd = 0.5106,
Pss — 0.2602,
0 < Pdh <  0.4253,
0.0641 < Pds <  0.4894,
0.0969 < Psd <  0.7398,
0 < Psh <  0.6429.
Table 8.1 presents uq ., n \  and for each of the five samples. Since the true value of p i
is only 0.0833, we did not obtain any transition from S  to S  in the tail of samples 1, 3 and 
5. This is why the estimates of p S3 for these samples are 0, as seen in Table 8.2. The true
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Sample n 0 ni n  2
1 24
20
1
20
0
2 17
20
4
20
1
20
3
18
20
2
20
0
4
24
20
3
20
1
20
5
27
20
1
20
0
Table 8.1: Details of transitions in each sample for Scenario 1 with pdd  =  0.5.
Sample Pdd P ss Pds Psd Pdh Psh X
1 0.5333 0 (0.0222,0.4667) (0.0476,1) (0,0.4444) (0,0.9524) 0.0222
2- 0.4146 0.2045 (0.0977,0.5854) (0.1328,0.7955) (0,0.4877) (0,0.6627) 0.0777
3 0.4500 0 (0.0500,0.5500) (0.0909,1) (0,0.5000) (0,0.9091) 0.0500
4 0.5106 0.2602 (0.0641,0.4894) (0.0969,0.7398) (0,0.4253) (0,0.6429) 0.0474
5 0.5625 0 (0.0208,0.4375) (0.0476,1) (0,0.4167) (0,0.9524) 0.0208
True
Value 0.5000 0.0833 0.2500 0.1667 0.2500 0.7500 0.0417
Table 8.2: SRAMPT estimates of transition probabilities for Scenario 1 with pdd  =  0.5.
values of all four parameters p d s , P s d , P d h  and p s h  do lie within the range of the estimates 
provided by SRAMPT. The estimate of pdd is satisfactory for each sample, close to the 
true value 0.5. The Fundamental Inequality (8.45) holds in each sample, so it remains as a 
three-state Markov chain in each case.
Since we only have a range of values for pdh  and p sh, and they are dependant on each 
other with the following relationship:
P s h  -  1 -  P s s  ~   -------  , (8.51)
1  -  P d d  ~  P d h
we plot p sh versus pdh-, alongside a 45° line, for each sample in Figure 8.3 to understand 
how likely is p sh greater than pdh- From these plots we observe that p sh is more likely to be 
greater than p d h , which is true because p sh is 0.75 and pdh  is 0.25.
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Psh
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0.4
0.2
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0.4
0.3
0.2
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Sample 3
Psh
0.8
0.6
0.4
0.2
0.2 0.3 0.4 0.5
Sample 4
Psh
0.6
0.5
0.4
0.3
0.2
0.40.2 0.3
Sample 5
0.8
0.6
0.4
0.2
0.2 0.3 0.4
Figure 8.3: Plots of ps^ versus pdh for Scenario 1 with pdd =  0.5.
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Inclusion of Domain Knowledge
Table 8.2 shows that we can obtain reasonable estimates for some of the parameters (p d d ,  P ss  
and x) but for the others, our estimates vary over a considerable range. We now consider how 
assumptions based on the specific epidemiological system or disease being studied (domain 
knowledge) might help us narrow down the estimates within these ranges. We are interested 
in whether the assumptions must be strong, for example where we might know the value 
of one of the parameters a p rio ri, or weak, where we might only know the approximate 
relationship between parameters. We start with a weak assumption, and one that is likely 
to apply to most disease systems. Although we are unlikely to know the value of the 
parameters p s  ^ and pdh, in general we can make the assumption that p sh > pdh and they 
are not likely to be similar in magnitude. This is simply the assumption that sub-clinical 
infections are less likely to transmit infection than clinical disease infections. The shape 
of the curves in Figure 8.3 is helpful here. In our example, we assume that p s h should lie 
between about 0.5 and 0.6429 (otherwise it is close in value of P d h ) ,  and therefore estimate 
it as the mid-point of these two values, which is
0.5 + 0.6429 ncf7itr
P sh  = -------------- 2-------------- =  ° - 5 7 1 5 -
Note that we cannot now directly estimate p d h , since there is a considerable range of values 
consistent with our key assumption. Instead, first we find p sd  as follows
P sd  =  1 -  P ss  -  P sh  = 0.1684, 
and p d s  can now be obtained as
P ds  — t— = 0.2818.
P sd
p d h  is then given by
Pdh =  1 -  Pdd ~  P ds  = 0.2076.
Thus, with a weak assumption for the relative magnitude of p sh and pdh, we managed to find 
quite accurate estimates of all parameters. Based on the assumption, the estimates of these 
parameters for each sample are summarised in Table 8.3. We can see that all estimates are 
now quite close to the true values.
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Sample Pdd P ss Pds P sd Pdh Psh X
1 0.5333 0 0.0993 0.2238 0.3674 0.7762 0.0222
2 0.4146 0.2045 0.3630 0.2142 0.2224 0.5814 0.0777
3 0.4500 0 0.2037 0.2455 0.3463 0.7546 0.0500
4 0.5106 0.2602 0.2818 0.1684 0.2076 0.572 0.0474
5 0.5625 0 0.0931 0.2238 0.3444 0.7762 0.0208
True
Value 0.5 0.0833 0.25 0.1667 0.25 0.75 0.0417
Table 8.3: SRAMPT estimates of transition probabilities based on a weak assumption for 
Scenario 1 with pdd = 0.5.
Pdd  = 0.2
Next we investigate a similarly structured example, but where disease transmission is less 
likely. We set pdd as 0.2, the rest of the parameters are set according to (8.50), and hence
P =
0.2 0.7 0.1
0 1 0
0.0667 0.9 0.0333
In this case, the chance for a diseased host to pass disease to a contact is low, so is the 
chance for the contact to be sub-clinically infected. In this scenario we initially simulated 
samples of 20 chains, however due to the rare transfer of disease to sub-clinical (and even 
rarer transfer from sub-clinical to sub-clinical) we found that this sample size was far too 
low to enable estimates of the parameters, other than pdd• Instead, we simulated 50 chains 
per sample. The details of the transitions in these five samples are summarised in Table 
8.4. With a larger number of sequences, we observed at least one transition from D  to S  in 
every sample. Table 8.5 shows that with this sample size, we obtained good estimates of pdd 
and x. Since we did not observe any transition from S  to S  in four samples, p ss is estimated 
as zero. Indeed, the true value of p ss is 0.0333 which means that we will only observe three 
transitions from 5 to S' in 100 transitions from S. Since each sequence was started with 
.D, and the true value of pds is 0.1, it is very unlikely to observe an S  to S  transition. It is 
worth noting that Sample 1 is the only sample where we observe one transition from S  to 
S , however in this case p ss has been severely over-estimated. According to the relationship 
(8.51), we plot p sh against pdh In Figure 8.4. We can see that the estimated relationship 
between the two parameters is again very helpful. Apart from Sample 1, it is clear that p sh 
is likely to be greater than 0.8 and larger than pdh• So we estimate p sh as the mid-point 
of 0.8 and the maximum value of p sh. With an exact estimate of p sh, we can now estimate 
P sd ,  Pds  and pdh- The results are expressed in Table 8.6. Again, even with a weak domain 
assumption, the estimates of all parameters, except from Sample 1, are close to the true 
values.
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Sample no ni ri2
1 12
50
1
50
1
50
2 10
50
2
50 0
3
13
50
1
50
0
4 18
50
1
50
0
5 1550
2
50 0
Table 8.4: Details of transitions in each sample for Scenario 1 with pdd =  0.2.
Sample Pdd, P ss P d s P sd P dh P sh X
1 0.1905 0.6573 (0.0195,0.8095) (0.0083,0.3427) (0,0.7900) (0r0.3344) 0.0067
2 0.1613 0 (0.0323,0.8387) (0.0385,1) (0,0.8065) (0,0.9615) 0.0323
3 0.2032 0 (0.0196,0.7969) (0.0196,1) (0,0.7813) (0,0.9804) 0.0156
4 0.2609 0 (0.0145,0.7391) (0.0196,1) (0,0.7246) (0,0.9804) 0.0145
5 0.2239 0 (0.0299,0.7761) (0.0385,1) (0,0.7462) (0,0.9615) 0.0299
True
Value 0.2 0.0333 0.1 0.0667 0.7 0.9 0.0067
Table 8.5: SRAMPT estimates of transition probabilities for Scenario 1 with pdd — 0.2.
Sample Pdd P ss P d s P sd Pdh P sh X
1 0.1905 0.6573 0.0098 0.0255 0.7997 0.3172 0.0067
2 0.1613 0 0.2706 0.1192 0.5682 0.8808 0.0323
3 0.2032 0 0.1423 0.1098 0.6546 0.8902 0.0156
4 0.2609 0 0.1320 0.1098 0.6071 0.8902 0.0145
5 0.2239 0 0.2504 0.1192 0.5258 0.8808 0.0299
True
Value 0.2 0.0333 0.1 0.0667 0.7 0.9 0.0067
Table 8.6: SRAMPT estimates of transition probabilities based on a weak assumption for 
Scenario 1 with pdd — 0.2.
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Figure 8.4: Plots of f)sh versus pdh f°r Scenario 1 with pdd =  0.2.
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Sample n0 ni n 2
1 25
20
8
20
3
20
2 19
20
8
20
2
20
3 2120
6
20
1
20
4 14
20
10
20
4
20
5
24
20
8
20
4
20
Table 8.7: Details of transitions in each sample for Scenario 2 with pdd =  0.4.
8.2.2 Scenario 2: Strong Sub-clin ical Effects
We now consider a scenario that is less likely to be found in epidemiology, but one which 
might have different consequences for parameter estimation. Here, the chance that disease 
is passed on is assumed to be the same regardless of whether the infection is clinical or 
sub-clinical. In our first example, we use high probabilities for disease transfer.
We set the transition probabilities as follows:
0.4 0.3 0.3
0 1 0
0.4 0.3 0.3
i.e. a host in state D  or S  has the same behaviour: there is a 40% chance to transmit disease 
to a contact, 30% chance to cause the contact to be sub-clinically infected and 30% chance 
that the contact will be uninfected.
In Table 8.7 we see that our simulated sample have more revealed states S  and this 
makes our data richer; we observe more transitions from S  to D  and S  to S. Thus the 
ranges of P d s , P sd ,  Pdh  and p sh are smaller (Table 8.8).
If we are now to consider how knowledge of the specific epidemiology may refine the 
parameter estimates we must make a different assumption to our first scenario. Here the 
model has been chosen to reflect a situation of strong sub-clinical effects, so our domain 
assumption is p sd =  Pdd-  The updated estimates are given in Table 8.9 which shows good 
agreement with the true values.
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Sample Pdd Pss Pds Psd Pdh Psh X
1 0.4717 0.2869 (0.1520,0.5283) (0.2051,0.7131) (0,0.3763) (0,0.5080) 0.1084
2 0.4043 0.2045 (0.1705,0.5957) (0.2277,0.7955) (0,0.4252) (0,0.5678) 0.1356
3 0.4468 0.1441 (0.1277,0.5532) (0.2605,0.8559) (0,0.4255) (0,0.6583) 0.1093
4 0.3182 0.3026 (0.2292,0.6818) (0.2344,0.6974) (0,0.4526) (0,0.4630) 0.1599
5 0.4615 0.3635 (0.1566,0.5385) (0.1851,0.6365) (0,0.3819) (0,0.4514) 0.0997
True
Value 0.4 0.3 0.3 0.4 0.3 0.3 0.12
Table 8.8: SRAMPT estimates of transition probabilities for Scenario 2 with pdd =  0.4.
Sample Pdd Pss Pds Psd Pdh Psh X
1 0.4717 0.2869 0.2298 0.4717 0.2985 0.2414 0.1084
2 0.4043 0.2045 0.3354 0.4043 0.2603 0.3912 0.1356
3 0.4468 0.1441 0.2446 0.4468 0.3086 0.4091 0.1093
4 0.3182 0.3026 0.5025 0.3182 0.1793 0.3792 0.1599
5 0.4615 0.3635 0.2160 0.4615 0.3225 0.1750 0.0997
True
Value 0.4 0.3 0.3 0.4 0.3 0.3 0.12
Table 8.9: SRAMPT estimates of transition probabilities based on a strong assumption for 
Scenario 2 with pdd =  0.4.
We lastly investigate a similar situation, but for lower rates of disease transmission. We 
consider the transition matrix
0.1 0.6 0.3
P  = 0 1 0
0.1 0.6 0.3
It is less likely (only 10% chance) for a diseased host to transmit disease. Most of the 
contacts (60%) of a diseased host are uninfected and healthy, whereas there is a 30% chance 
that the contact is sub-clinically infected. The contacts of a sub-clinically infected host has 
exactly the same probabilities to state D , H  and S  like the diseased host.
The simulated data sets are given in Table 8.10 and the parameter estimates in Table 
8.10. The ranges are, as expected, higher. However, with the inclusion of the assumption 
p sd =  Pdd, a good set of parameter estimates are obtained in 3 samples out of 5. The 
exceptions are Samples 1 and 4. In Sample 1, we observed an equal number of transition 
from S  to S  and D  to S , hence p ss has been over-estimated (about twice the true value) 
and this affected the estimation of the other parameters.
It is worth mentioning that we treated Sample 4 differently. Since the lower bound of 
p sd (= 0.0566) is larger than p d d , we assume that p sd is 0.0566, instead of 0.0536. Since x  is 
close to p sd , pds  is over-estimated, and hence pdh  is zero.
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Sample no ni n 2
1
9 1 1
50 50 50
o 9 3 2
50 50 50
Q 9 2 16 50 50 50
4 3
50
3
50
0
4 3 20
50 50 50
Table 8.10: Details of transitions in each sample for Scenario 2 with pdd — 0.1.
Sample P d d P s s P d s P s d P d h P sh &
1 0.1500 0.6573 (0.0205,0.8500) (0.0083,0.3427) (0,0.8295) (0,U3344) 0.0070
2 0.1452 0.4613 (0.0507,0.8548) (0.0319,0.5387) (0,0.8042) (0,0.5067) 0.0273
3 0.1475 0.3635 (0.0334,0.8525) (0.0249,0.6365) (0,0.8191) (0,0.6116) 0.0212
4 0.0536 0 (0.0536,0.9464) (0.0566,1) (0,0.8929) (0,0.9434) 0.0536
5 0.0702 0.4613 (0.0551,0.9298) (0.0319,0.5387) (0,0.8747) (0,0.5067) 0.0297
True
Value 0.1 0.3 0.3 0.1 0.6 0.6 0.03
Table 8.11: SRAMPT estimates of transition probabilities for Scenario 2 with pdd =  0.1.
Sample P dd P ss P d s P sd P dh P s h X
1 0.1500 0.6573 0.0467 0.1500 0.8033 0.1927 0.007
2 0.1452 0.4613 0.1880 0.1452 0.6668 0.3935 0.0273
3 0.1475 0.3635 0.1437 0.1475 0.7088 0.489 0.0212
4 0.0536 0 0.9464 0.0566 0 0.9434 0.0536
5 0.0702 0.4613 0.4231 0.0702 0.5067 0.4685 0.0297
True
Value 0.1 0.3 0.3 0.1 0.6 0.6 0.03
Table 8.12: SRAMPT estimates of transition probabilities based on a weak assumption for 
Scenario 2 with pdd =  0.1.
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8.3 Discussion and Summary
In this chapter we propose that the model for transmission of sub-clinical infection, devel­
oped for the study of scrapie in Chapter 7, has applications for modelling chains of infection 
in an epidemiological setting. Instead of experimental transfer of infection, we now consider 
a chain of contacts. The only assumption that must be relaxed is that D is now no longer 
an absorbing state, i.e. contact with a clinical case does not necessarily result in transfer of 
infection.
In the first part of this chapter we show that the additional parameters in the transition 
matrix of the Markov model greatly complicate the estimation procedure. Jalali (2008c) 
studied the problem by looking at a chain of states. Using the SRAMPT model, he showed 
how the estimation problem can be solved using the MLE. We first discuss how his model 
can be used to solve the estimation problem. Consider a chain of states, which can be 
divided into two parts: head and tail. The tail of a chain is a sequence of D ’s and S'’s, 
ending with a £>; whereas the head, which follows the tail, only contains E  (we cannot 
tell if a node is healthy or sub-clinically infected in the head). Since in the tail of a chain, 
rids — n sdi  x  was set to be the product of p d s and p sd • With SRAMPT, we can only obtain 
the exact values of p d d ,  P ss  and x. With these three parameter estimates, we can then find 
the extreme solutions of p d s , p sd, Pdh  and p s h . We have two different expressions for the 
parameters, depending on whether the Fundamental Inequality in (8.45) holds or not. If it 
holds, p ss is the root of the Fundamental Equation in (8.18) and the rest of the parameters 
can be obtained with p ss. Else, the parameters can be obtained by solving all the Lagrange 
equations, and the exact formulae of the parameters have been provided by Jalali (2008c), 
as shown in (8.36). In the latter case, the Markov model is reduced to two-state model, as 
H  will remain inaccessible from the other two states.
In the second part of this chapter we illustrate the parameter estimation process with 
a set of examples, using simulated data. First we consider a general case where most 
disease transmission (whether to clinical status or sub-clinical status) occurs from state 
D . The parameter estimates are promising, in particular if knowledge can be applied from 
the systems under study to narrow down the ranges found from the raw data. In the 
examples, if we assume that p sh >  Pdh, then our parameter estimation is precise (although 
the sample size may need to be high, greater than 50 epidemic chains, for low overall 
disease transmission rates). For most diseases, this assumption should hold. For example, 
it is generally thought that contacts with clinical cases of tuberculosis (a bacterial infection) 
are an order or magnitude more infectious than asymptomatic carriers of the disease. For 
the measles virus, sub-clinical infection is known to occur in vaccinated individuals. Since 
measles epidemics may be sustained in vaccinated areas (Whittle et al. (1999)), p sh may be 
closer in value to pdh than for for tuberculosis, but the inequality should still clearly hold.
In our final examples, we consider a case where sub-clinical infection is highly transmis­
sible. Due to the larger numbers of observed transitions between all states in the model,
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we found that parameter estimation was somewhat easier in this case. We note that, even 
with no assumed domain knowledge, the ranges for the parameter estimates were smaller, 
and it was interesting that the mid-point of the range would provide a good point estimate. 
Although this scenario is less common in epidemiology, there are some potential applica­
tion systems such as the common bacteria infection Escherichia Col% where asymptomatic 
individuals are known to be infective.
Chapter 9
Summary and Future D irections of 
Research
In this chapter we provide an overview of our work in previous chapters, present our con­
clusions and propose areas for future study. Let us begin with a summary of each of the 
important topics studied in this thesis.
9.1 Summary and Conclusions
9.1.1 M ixtures of E xponentia l D istribu tion s
The problem of estimating the parameters in an exponential mixture distribution has been 
discussed in depth in Chapter 3. Several methods which have formal similarities to the 
traditional method of moments and been devised by Jalali have been investigated, in par­
ticular for a two-component exponential mixture. The performances of these methods in 
fitting data sets simulated from an exponential mixture distribution have been compared 
with the more well known maximum likelihood approach.
The standard method of moments is obviously not favoured due to its poor performance 
in estimating the parameters, even when the sample size is large enough. Since the estimates 
are obtained by solving a quadratic equation, the roots are likely to be negative or in complex 
forms. Our investigation showed that one of the reasons for the implausibility of estimates 
is the high discrepancy between the raw moments and the theoretical moments. We have 
shown that the variance of the kth moment V ar[fxk] increases with k. We also noticed 
that when there is large separation between the two components, the effect of the smaller 
moment (from the second component) pales into insignificance on the overall moment. This 
leads to a poor estimate of the second rate parameter 6, corresponding to the exponential 
with lower mean. Therefore, we need a method which controls the variation between the 
moments from the components.
By replacing the integer k with a fraction k, in the moment estimator, we observed 
great improvement with the method called the fractional moment estimator. Using a Tay­
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lor expansion argument, we found the approximated values of the asymptotic variance of 
fractional moment estimator. The theoretical minimum variance of the estimator and its 
corresponding k have sound agreement with the simulation results. Therefore, we are able 
to suggest the optimal k for estimating a mixture of two exponential distributions with 
different separation: for mixtures with slightly separated components, we should use a large 
fraction; the ideal fraction decreases with the magnitude of the separation. In practice, we 
do not know the separation between the components. We suggested a way for users to choose 
an appropriate k so that the precision of the estimates are guaranteed. One should simply 
fit a raw sample with a few different k,, and substitute the resulted sets of estimates into the 
formulae of the theoretical asymptotic variances of the estimators. The set of parameters 
which produces the minimum variance should be chosen.
Extending the method of fractional moments, we further added an attenuation exp (—cT), 
where c is the attenuation factor and T  is an observation from a random sample, to the 
fractional moments. This modified method is named as the method of attenuated mo­
ments. Our simulation experiments showed that the attenuated moment estimation is an 
outstanding method which provides estimates which have small bias and have small vari­
ances, especially when the components are well separated, the sample size is large enough, 
or both. We successfully obtained a good approximation of the asymptotic variance of the 
attenuated moment estimator, which allows us to suggest the best combination of fraction 
k and attenuation c for a two-component exponential mixture with different degrees of sep­
aration. As the components depart further from each other, we should use a lower fraction 
K] whereas c should always be small. Like the fractional estimator, users should estimate 
the parameters with a few combinations of k and c in real life, when the separation between
© , whichthe components is unknown. The set of parameters, when substituted into V  
gives the lowest theoretical asymptotic variances of the estimators should be chosen.
The method of Appell moments is a modified moment-based method which makes use of 
Appell-Fourier sequences {/*&}, where h& is an Appell function. We illustrated how Appell 
moments, which are particularly based on sequences of trigonometric functions, can be 
used to solve the estimation problem for a mixture of two exponential distributions. With 
ha (t) — sina cut, where a  is the highest index, the a th observed Appell moments are given 
by n o 1 l ha (U); we need a  +  1 moments where the lower indexed hk (t ) can be found 
by differentiation. Our simulations considered a  =  3, 4 and 5; the estimation results are 
satisfactory only when a  =  3. Since the value of l u  has a significant effect on the precision 
of the estimates, we evaluated the approximated asymptotic variance of Appell moment 
estimators for a  =  3 and used it to find the optimal value of l u  which provides estimates 
with the minimum variances. Apparently, the optimal l u  increases as the components are 
better separated.
The method using order statistics, again devised by Jalali, is a new and interesting 
method inspired by the ordinary moment estimator. We consider three theoretical statistics: 
mean, mean of the minimum of any pair of the observations in a mixed distribution, mean
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of the minimum of any triplet of the elements in a mixed distribution, and equate them to 
the observed values. To find the observed values, we simply need to re-sample a data set to 
sub-samples, first each with sample size of two, and then re-sample it again to sub-samples 
with three elements each. The parameter estimates can then be found by solving the system 
of three equations. Our simulation results showed that the performance of this method is 
plausible, especially for mixtures with medium separation.
All of the four moment based methods discussed above have been compared with the 
MLE, on their performances in estimating simulated samples drawn from a mixture of two 
exponential distributions. To investigate the effect of variation of separation between the 
components and sample sizes, degrees of separation r of 2, 5 and 10 and sample sizes of 
10, 15, 20, 50 and 1000 were studied. All methods, even the MLE, perform poorly on 
small samples. The variance of b is particularly large compared to the other two parameter 
estimates. For large samples, the MLE appears to be the best method in terms of the 
variance, in spite of the fact that the true values were set as the starting points of the EM 
algorithm. We have illustrated the sensitiveness of the EM algorithm to the initial values: 
when initial values deviate by a great extent from the true values, it is quite likely that 
we will obtain highly biased estimates; the number of iterations may increase, indicating 
the slow convergence of the EM algorithm. All moment based methods have the ability 
to provide parameter estimates with high accuracy, given the sample size is large enough. 
Of course, the difficulties of using the method of moments, for instance the possibility of 
obtaining estimates with negative value or in complex forms, still apply. It is worth noting 
that the method of attenuated moments stands out by providing estimates which have lower 
bias and marginally higher variances compared to the MLE. This method is undoubtedly 
a good alternative to the MLE as it is quicker and, at the same time, provides parameter 
estimates with high efficiencies.
9.1.2 L inear C om binations o f E xponentia l D istrib u tion s
Consider a Markov process in continuous time on finite state space, if two states are indis­
tinguishable and clumped into a level, it becomes a hidden Markov process. The sojourn 
time in the level is a linear combination (not necessarily positive mixture) of two exponential 
distributions. For a time irreversible case, the mixing weight of the first component p  can 
be greater than one. Since the sum of mixing weights is one, the second mixing weight has a 
negative value. The estimation problem for such a distributions has been a major discussion 
point in Chapter 5. Since the PDF of a linear combination of two exponential distributions 
is exactly the same as the one of a positive mixture, all methods studied for an exponential 
mixture in Chapter 3 can be applied perfectly to the former.
We have stated the conditions for the PDF to be valid, and the ranges of p  for the 
distribution to have a mode. Since the simulation of a data set drawn from a linear com­
bination of exponential distributions is not as straightforward as the positive mixture, we 
have therefore outlined the procedures for this purpose.
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Our simulation experiments showed that the MLE is implausible for the parameter 
estimation in this case. In most cases, the MLE, as performed by the EM method, fails to 
identify a linear combination. Instead, it fits a positive mixture to a small sample, and a 
single exponential distribution to a large sample. There is an issue with the starting values 
of the EM algorithm: if p(°) is started with a value greater than one, at some point of 
the iterative process the updated likelihood function will become complex, because p(k) has 
been increased to a value which violates the condition for a valid PDF. After this point, b(k) 
will decrease until it is close to a^ k\  This happens regardless of the initial values, hence the 
MLE always fits a single distribution for a large sample because a and b have similar values.
The performances of the Appell moment estimator and the method using order statistics 
have been disappointing; the variances of the estimates b and p  are large even when samples 
are large. However, compared to the MLE, these two methods are much better in recognising 
a linear combination of two exponential distributions.
Excitingly, the fractional moment estimator and the attenuated moment estimator are 
able to provide reasonable estimates for a linear combination of two exponential distrib­
utions. The attenuated moment estimator is the best method since it provides estimates 
which are lowest biased and have the smallest variances compared to the other methods.
9.1.3 M ixtures o f G eom etric D istributions
As a result of Theorem 1 and 2 (see Section 1.7), we understand that the study of almost all 
properties of A, a random number following a geometric mixture distribution, is analogous 
to the study of the corresponding properties of T, a random number following an expo­
nential mixture distribution. By replacing the ordinary moments of T  with rising factorial 
moments of N , any method of moments developed for estimating parameters of T  can be 
used to estimate the parameters of N . Therefore, in Chapter 4, we applied the method of 
rising factorial fractional moments and the method of attenuated rising factorial fractional 
moments to solve the parameter estimation problem for a mixture of two geometric distri­
butions. Compared to the standard method of rising factorial moments, these two methods 
perform better by providing estimates with lower bias and variances. We also evaluated 
the approximated asymptotic variance of estimator for these two methods, which allows 
us to suggest, respectively, the best fraction, and the optimal combination of fraction and 
attenuation to guarantee the precision of the estimates given by these two methods. The 
best fraction in both methods decreases with the separation between the components. In 
real life, like its continuous analogue, one simply needs to fit a raw sample with a few n 
(for the rising factorial fractional moment estimator) or a few combinations of k and c (for 
the attenuated moment estimator), and substitute the yielded estimates in the formulae of 
the asymptotic variances of estimators. The set of parameters that produce the smallest 
variance should have the highest precision.
A method using double Appell sequences devised by Jalali has been investigated. We 
have also seen a few examples of Appell double sequences, suggested by Jalali, that can be
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used in this method to estimate the parameters of a geometric mixture. In particular, we 
made use of the Kronecker sequences to fit simulated samples arising from a mixture of two 
geometric distributions. When the sample size is sufficiently large, this method should be 
able to provide reasonable estimates of the parameters.
The estimation results of all of the three methods inspired by the method of moments 
have been compared to the ML approach, based on different sample sizes and various degrees 
of separation. For small samples, none of the methods stood out to provide plausible 
estimates. Although the variances of MLEs seemed to be small, the resulting ML inferred 
distributions have poor fits to the simulated samples of small sizes. On the other hand, the 
moment based methods are likely to over-estimate the parameter from the second component 
b when the number of observations in a sample is limited. The reasons for this have been 
investigated and discussed in Chapter 4.
For samples of large sizes, all these methods provide plausible estimates of the parameters 
in a mixture of two geometric distributions; the efficiencies of these estimators increase when 
the components are better separated. A comparison of the performances of all these methods 
in fitting large samples has been made and, without a surprise, the MLE outperforms other 
methods in terms of the variance. The rising factorial fractional moment estimator and the 
Appell moment estimator are not ideal for estimating b when the components are slightly 
separated. The attenuated moment estimator not only has small variances of estimators 
which are only marginally larger than the ones given by the MLE, but its estimates also 
have the lowest bias among all methods when the separation between the components are 
sufficiently large.
9.1 .4  Linear C om binations o f G eom etric D istributions
If two states are hidden in a level in a Markov chain in discrete time on finite state space, the 
sojourn time in the level is known to have a linear combination (not necessarily a positive 
mixture) of two geometric distributions. Like its continuous analogue, a linear combina­
tion of geometric distributions has an identical PMF as a positive mixture of geometric 
distributions. Therefore, any method devised in Chapter 4 can be applied to estimate the 
parameters in a linear combination of geometric distributions with no difficulty, in spite of 
the fact that the performances of the method can be affected by the existence of a negative 
mixing weight. The conditions for the PMF to be valid, and the conditions for the existence 
of a mode in such a distribution have been outlined in Chapter 5. In the same chapter, we 
demonstrated how a data set can be simulated from a linear combination of two geometric 
distributions.
We then illustrated the performances of all four methods: the MLE, the rising factorial 
fractional moment estimator, the attenuated moment estimator and the Appell moment es­
timator, in estimating the parameters of a linear combination of two geometric distributions. 
We have seen that the MLE and the Appell moment estimator have poor performances in 
this case. The MLE either fits a positive mixture geometric distribution to a small sample,
9.1. SU M M A RY  A N D  CO N CLU SIO N S 390
or it fits a single geometric distribution when the sample size is large (a and b have similar 
values). The method based on double Appell sequences provides poor estimates of b: for 
small samples, b are mostly negative which are unrealistic because & as a probability should 
have a value between 0 and 1; for large samples, the estimates of b are not consistent, as 
indicated by the large variance of b.
The rising factorial fractional moment estimator and the attenuated moment estimator 
are able to provide satisfactory estimates, especially when the number of observations is suf­
ficient. In general, the attenuated moment estimator has the best performance by providing 
estimates with the minimum bias and variances.
Unlike the positive mixture, we do not find good conformity between the practical and 
theoretical asymptotic variance of estimator for the method of rising factorial fractional 
moments and the method of attenuated moments. Despite the approximation error in the 
evaluation of the theoretical variance and the random error existed in the simulation, the 
fact that one of the mixing weights is negative has caused the calculation of the theoretical 
variance to be more complicated. However, the theoretical best fraction and the theoretical 
optimal combination of k and c are proven to be able to provide estimates with low variances. 
Like the positive mixture, the best fraction in both methods reduces in value when the 
magnitude of separation between the components increases.
9 .1 .5  M ixture M odels for th e  Incubation  P eriod  o f P rion  D isease
The incubation period of an infectious disease is the time between exposure to an infectious 
agent and the occurrence of clinical symptoms. It is well known that the incubation periods 
of most of the infectious diseases are fitted well with a single lognormal distribution. For the 
prion diseases (such as scrapie, BSE, CJD), the incubation period is a defining characteristic, 
being very prolonged, and is a key research tool. In Chapter 6, we analysed experimental 
data consisting of the incubation periods of mice which were exposed to a type of prion 
disease similar to scrapie. In the experiment, the primary passage mice were exposed, 
orally, to infectious material derived from a case of chronic wasting disease in deer. When 
the disease symptoms were manifest, a number of further second passage mice were fed, 
orally, with the brain of an infected mouse. The experiments were carried on for five 
passages.
Our earliest attempt to fit full set of the incubation period data with a lognormal dis­
tribution had failed to provide satisfactory goodness of fit. Other single distributions, such 
as exponential, normal, gamma and Weibull, had also been used to fit the data set but, 
again, none of them was plausible. Since the incubation periods of the earlier passage mice 
seem to be longer compared to their successors, we undertook two non-parametric tests, 
the Kolmogorov-Smirnov test and the Mann-Whitney test, and found that the incubation 
periods of the first passage mice are significantly different from the rest. Therefore, we 
fitted the overall data set with a mixture of two distributions, in which different component 
distribution, the lognormal, normal, gamma, Weibull and Burr XII, were used. All mixture
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models provide excellent goodness of fit to the real data set.
Out of the five mixture models considered, the gamma mixture model and the lognormal 
mixture model have lower K S  distance. The normal mixture model has the largest log- 
likelihood function, which is only marginally larger than the others. However, this model is 
not favoured because it allows negative incubation period, which is not ideal on biological 
grounds. The Burr XII mixture model has the lowest K S  distance, but it has too many 
parameters to estimate from the small sample which only has 44 observations. Therefore, 
we prefer the Weibull mixture model, which has a low K S  distance, large likelihood values 
and only a few parameters to estimate.
All of the mixture models also tell a similar story that is relevant to the underlying 
biology of prion disease: there exists two components in the distribution where the first 
component has a shorter mean and smaller variance than the second component. Impor­
tantly, our observation was confirmed by experimental investigations which found different 
pathology in infected animals, and thus there are two strains in the system. Prion strains 
are often characterised by their incubation period patterns, which are stable in a given ro­
dent experimental system. The mixture models therefore provide an ideal framework for 
identifying different strains in a multiple infection, and to quantify the proportion of each 
strain at each passage.
9.1.6 Self R evealing  A ggregated  M arkov P rocesses on Trees (S R A M P T ):  
A  M odel for Sub-C lin ical Infection  in P rion  Serial Passage Studies
Infectious agents may cause sub-clinical infection, that only manifests as disease on subse­
quent passage when transmitted to a new host. This is especially the case in the group of 
prion diseases, where during a pro-longed incubation period, there may be no detectable 
infection in a host, but the host might still be infectious. In a similar experimental system 
to the one investigated for incubation periods, the waiting time for the host to exhibit signs 
of scrapie can be modelled by a special kind of Markov process. With the aim to "track" the 
sub-clinically infected animals, we showed how a new model constructed by Jalali (2008c), 
Self Revealing Aggregated Markov Processes on Trees (SRAMPT) can be used to solve this 
problem and hence give an estimate of the overall prevalence of infection.
We considered three states for an exposed host: "Diseased" (D) ,  "Uninfected and 
Healthy" (H ) and "Sub-clinically Infected" (S ). State D  is observable, and its succes­
sor nodes will always be in this state. States H  and S  are indistinguishable, but if any 
successor is found in state D, then we can infer that the predecessors must be S . At a node 
cr, the infection states are not completely known. We only know the subset X a =  { H , S } .  
But, as the process branches out, the information may be revealed on any successor node 
r. We named a node with no successor a leaf. With SRAMPT, we write the likelihood
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function beyond a  by letting the information percolate from the leaf of each tree, defined as
l ° ) =  n
T<ESUc(ct) j E S r
Having found the likelihood function beyond all the root of the tree, the overall likelihood 
function is then given by
L {) =  TT.ijf’ if =  {S'}
L {) =  (1 - 7 r.)L[") +7T.L{f) if S„ =  { H , S } .
We maximise L q to obtain the estimates of p sd, p sh and
We analysed experimental data provided by Professor A. Aguzzi, Institute of Neu­
ropathology, University of Zurich. A naive estimate of the prevalence of scrapie at first 
passage is 17%, and without a model framework we are unable to draw conclusions about 
sub-clinical transmission rates. We applied SRAMPT and found that the prevalence of infec­
tion at first passage was much higher than assumed, at 26%. The SRAMPT model provided 
further biological insights, that there is a 22% chance for the "contact" of a sub-clinically 
infected mouse to develop scrapie disease. Sub-clinically infected hosts are almost certain 
to pass on infection, although most will remain sub-clinical («  74%). We conclude that 
SRAMPT provides a promising means for tracking sub-clinical effects that cannot be di­
rectly observed, and may be applicable in a wide range of experimental and epidemiological 
systems.
9 .1 .7  A p p lication  o f th e  S R A M P T  M odel to  E pidem iological C ontact 
C hains
The SRAMPT model was initially developed for a particular system: the serial passage 
prion disease experiments which generated the incubation period data analysed in Chapter 
6. However, it soon became apparent that with minor modifications, the model could be 
used to investigate transmission of sub-clinical infection in chains of epidemic contacts of 
a range of other infectious diseases. We make only one change to the Markov process, 
such that D  is no longer an absorbing state. We found that this greatly complicated the 
parameter estimation process. However, using an approach based on Jalali (2008c), which 
estimates the transition probabilities by maximising the likelihood function of the Markov 
model, we found solutions, or a range of solutions, for all parameters. For such a model, a 
chain of states can be viewed as two parts: (1) tail which starts with D  and ends with D , 
and consists of a sequence of D ’s and 5 ’s (2) head which contains k E ’s. (note that E  is the 
sate which we cannot tell if a node is in state H  or S ). Since the number of transitions from 
D  to self-revealed S  must be identical to the number of transitions from self-revealed D, we 
let x be the product of pds and p sd. This reduces the number of parameters to be estimated,
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but it also means that we will only get a range of estimates for some of the parameters. 
The ML equations can then be solved using Kuhn-Tucker relations to obtain the parameter 
estimates. To summarise, p d d  is always obtainable in an exact form, p ss  is estimated by 
solving the Fundamental Equation , x can then be found with the knowledge of k , no, n\ 
and p ss. With these three parameter estimates, we then find the extreme solutions of pdsr 
Psd) Pdh  and P s h • It is worth mentioning that the Markov model can be reduced into two 
states if the Fundamental Inequality does not hold.
We tested the model on a set of simulations designed to reflect the type of epidemiological 
data collected during contact tracing exercises in disease outbreaks. The epidemic chain 
represents a set of individuals linked by contact and potentially exposed to disease via an 
index case, in state D , at some point earlier in the chain.
We explored the typical disease scenario, where, although sub-clinical infection can occur, 
most disease transmission occurs from clinically positive (D ) individuals. The success of 
the parameter estimation was dependent on sample size, and we found that approximately 
20 chains were required for ‘high’ transmission rates and 50 - 150 were required for ‘low’ 
transmission rates. We note that in this system of hidden states, some parameters could 
not be uniquely identified. However, we found that by making the simple assumption that 
sub-clinical infections were more likely to fail to transfer infection than clinical cases, all 
parameters could be identified with an impressive precision.
9.2 Future Research
9.2.1 M ixtures and Linear C om binations o f D istributions
All moment based methods discussed in this thesis are quick and simple approaches to solve 
the estimation problem of a linear combination (both the positive mixture and the case when 
p  > 1) of two exponential/geometric distributions. For a sufficiently large sample arising 
from a positive mixture distribution, they are able to provide good estimates of parame­
ters, and their performances are comparable to the desirable maximum likelihood estimator. 
Since the MLE is known to be sensitive to the starting points in the EM algorithm, the easy 
methods investigated in this thesis will act as good tools to provide good starting values for 
the MLE. Recommended future studies include the extension of the approaches presented 
here to other types of components, e.g. Weibull, normal, binomial etc., or to mixture distri­
butions with more components (m  >  3). A mixture model with more components should be 
better in capturing specific properties of real data. The price paid for this flexibility is that 
the amount of algebra involved in the estimation problem is even larger than the ones we 
studied in this thesis. By increasing m  by one, the model will have two more parameters to 
deal with. Therefore, we should expect that, in order to obtain good parameter estimates, 
the amount of data available should be very large.
For a linear combination of distributions, at least one of the mixing weights can be
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negative. In real life, for the data coming especially from clumped Markov processes, there 
may be some negative weight present. As the PDF of such a distribution, in algebraic form, 
is identical to a mixture distribution, it will be useful if we have a test which distinguishes a 
linear combination from a positive mixture. Indeed, Jalali (2009) has recently constructed 
some tests for this purpose. In the future, we will study the power of his tests based on 
some simulation experiments.
Since we only found two good methods (the fractional moment estimator and the at­
tenuated moment estimator) for the parameter estimation of a linear combination of two 
distributions, a priority in future research will be to investigate the performance of other 
methods, for example the Bayesian approach or the minimum distance estimator, in such a 
problem.
Throughout this thesis, we have compared the performances of the moment based meth­
ods with the asymptotically most efficient MLE in the estimation problem of a linear com­
bination of two exponential distributions, and the discrete geometric analogue. Future 
researchers may compare these methods with the well known Bayesian approaches, where 
the prior distributions of the parameters have to be specified.
The literature surrounding the problem of assessing the number of components in mix­
ture models is large because the problem is important but very difficult. Since this problem 
has not been completely resolved, further research is needed so that the number of compo­
nents in a mixture distribution is better determined. For example, in Section 3.6.1, we have 
learned that, according to Jalali’s (2007) paper, 77 > cj) >  r  and 7 7T — </>2 > 0 are necessary for 
a proper mixture of exponentials. Therefore, one can investigate the distribution of tjt — 4>2 
for a mixture of exponential distributions and hence provide a test to identify if a real data 
comes from a mixture of two exponential distributions.
9.2.2 Incubation  Period M odels, S R A M P T  and Sub-C linical Infections
The primary applications of incubation periods in prion research are either to quantify dose, 
or to identify strains. The latter is particularly important for classifying strains of unknown 
origin against known strains (for example the classification of early vCJD cases with BSE). 
This classification is often performed informally, and there is a need for a robust statistical 
method for characterising and comparing prion incubation periods. The mixture model 
potentially provides such a framework. There exists large archives of studies of scrapie 
strains, that could be used to further test the model (Maclean & Bostock (2000)), and 
investigate the effects of dose (which tend to prolong the incubation period).
The SRAMPT model initially had a specific purpose: to estimate the prevalence of sub- 
clinical infection in a serial passage study of scrapie. The output of the analysis has proved 
very useful in highlighting considerable disease transfer in a system of de novo generated 
prions, that was not apparent in a simple consideration of the data. The next application of 
the model will be to estimate the sub-clinical prevalence in similar experimental systems that 
need comparison with a control group. In this case it will be important to investigate whether
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the prevalence is above a threshold expected from exposures under control conditions.
For the application of SRAMPT to epidemic contact chains, the next step is clearly to 
apply the method to a real data set. There are a number of possibilities. Probably the most 
sensible starting point would be tuberculosis, for which sub-clinical infection is common 
and for which the asymptomatic state is known to be infectious. It is assumed that the 
level of infectiousness is much less than for a clinical case, but this could be quantified (for 
the first time) using SRAMPT. Contact tracing is performed during all UK tuberculosis 
outbreaks, and data sets are potentially available. Sub-clinical infection is also a possible 
route of transfer for influenza virus. Large contact chains have been collected during recent 
outbreaks, and the model could be applied to help detect and quantify any sub-clinical 
effects.
In the future application of the models developed in this thesis, we can identify two 
broad ambitious goals.
1. A general statistical model for prion serial passage study.
This will require the integration of the work in Chapters 6 and 7. We note that in the 
serial passage study we have only modelled the presence or absence of infection. The 
changes in the incubation period, in each passage, could also be considered.
2. A general statistical model for sub-clinical transmission in epidemiological 
networks.
A contact tracing exercise during a disease outbreak does not always result in complete, 
distinct, chains of infection. Incomplete data is common, and epidemiological networks 
can be complex. To analyse these situations will require the extension of the model in 
Chapter 8 to encompass, first, branching, and finally clusters of contacts that cannot 
be represented by simple trees.
The work here represents a start to both these projects, and shows how well chosen 
statistical models can shed important new light onto biological systems.
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