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Abstract
The delivery of fusion material to the center of a laser inertial confinement engine happens
by injecting a frozen hydrogen isotope mixture that resides inside a carefully crafted capsule
called hohlraum. Because of the injection mechanism, the capsule necessarily has the shape
of a modified short cylinder traveling along its axis of symmetry. The flow details and sta-
bility of this geometry are of significant importance to the reliable operation of the device.
The gas inside the fusion chamber is very hot and the viscosity is relatively high, which
for the typical injection velocities of the capsule results in a low Reynolds number flow.
In this connection, a low Reynolds number compressible flow past a dynamically moving
rigid short cylinder has been investigated using three-dimensional direct numerical simula-
tion (DNS) as a model of the real capsule. A Cartesian-based novel embedded geometry
method for compressible fluid-structure interaction problems is developed and coupled with
a low-numerical-dissipation compressible flow solver to perform simulations in a parallel mul-
tiprocessor environment. In this method, the surface of the cylinder is uniquely identified
by a zero level set separating the fluid and solid region. A PDE-based global extension
technique inspired by analytical continuation is used to smoothly propagate the surface
boundary conditions inside the fictitious solid domain. This approach ensures smooth and
noise-free reconstruction of pressure and viscous stresses on the surface of the solid body
and utilization of a global high-order spatial discretization scheme due to the smooth nature
of the flow quantities at each time step stage. The translational and rotational dynamics
of the cylinder by modeling the 6-degree of freedom (DoF) motion employ a non-singular
quaternion-based framework. The longitudinal stability of the cylinder is affected by the
ii
variation in angle of attack, aspect ratio and Reynolds number. The present work focuses on
Reynolds number, Re = 60 and a Mach number, M = 0.25 to closely mimic the flow condi-
tions inside an inertial confinement fusion chamber. A critical angle of attack, (αcr) has been
identified beyond which the short cylinder will start to tumble based on a set of stationary
simulations. Additionally, the force coefficients and pitching moments from coupled moving
boundary simulations are investigated.
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Chapter 1
Introduction
The viscous fluid flow past an immersed bluff body presents the most intuitive model of
fluid-structure interaction (FSI) problems that can be found both in nature and engineering
applications with hydrodynamic and aerodynamic importance. Being subjected to the fluid
dynamic forces and moments, the solid body may change its position and orientation and
hence the flow can become rather complex. Flows over static and dynamically moving bluff
bodies of various geometrical shapes have been a subject of research interest for many years.
Although, numerous studies have been reported for fundamental geometries like flows over
spheres, circular cylinders, elliptic cylinders, blunt flat plates etc., a blunt-nosed (flat-faced)
circular cylinder of a fixed aspect ratio (fineness ratio, length to diameter ratio, slenderness
ratio) placed in an axial flow has not received as much attention, in spite of its canonical
configuration. Furthermore, for such an axisymmetric body, parameters like aspect ratio and
angle of attack can greatly influence the nature of flow separation, drag forces and pitching
moment. It is expected that at any angle of attack, the cylinder may loose the directional
stability and start to tumble. A detail study to understand the flow physics of a tumbling
short cylinder is of fundamental interest in the regime of low Reynolds number due to its
close relationship to the flight of a fusion pellet employed in inertial confinement fusion.
Many research reports are available for an axisymmetric body of revolution at an angle
of attack but none of them considered the canonical geometry of flat-faced cylinder; most of
the studies address missile like slender bodies which can be generalized as ogive cylinders.
These research efforts are usually intended to understand the high Mach and high Reynolds
number physics. Yet, we would like to include a brief review for this class of works which may
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date back to almost a century considering the theoretical investigation of Munk (1924). The
viscosity and compressibility of the air was neglected in his study of airship hulls modeled by
ellipsoids of aspect ratio 6 to 10. Using linearized potential theory, he deduced an expression
of transverse force as a function of the angle of attack, which gives rise to an unstable
moment. Realizing limited applicability and poor experimental agreement of Munk’s theory
due to the simple potential flow assumption, Allen (1949) presented a method that included
viscous effects. This method is applicable at both subsonic and supersonic speed and can
be extended to a wide range of Reynolds numbers and reported reasonable agreement to the
experiments on missiles and supersonic air-crafts. They concluded that the variation of the
lift and pitching moment of a body of revolution with angle of attack must, in the general
case, be nonlinear while the viscous lift force varies as the second power of the angle of attack.
A possibility of rather ‘erratic’ behavior of lift force and pitching moment with the increase
of angle of attack has been expected. A modified version of Allen’s method is presented by
Kelly (1953) providing experimental validation with flow over an ogive cylinder pointing out
the fact that, Allen’s theory overestimates the nonlinear effects. Longitudinal static stability
and axial force characteristics of flat-faced short cylinders of aspect ratios 0.75, 1.15 and 1.53
for incident angles 0◦ to 90◦ were investigated by Rudy and Baker (1973). They used wind
tunnel experiments in both subsonic and supersonic regime for Re = 5× 105. For subsonic
flow, a small increase in total axial force was observed as the aspect ratio was decreased.
For angles of attack between about 80◦ and 90◦, negative axial force was reported. The
normal force coefficient was found almost independent of angles of attack below 10◦ and
remained approximately constant around zero. For smaller aspect ratio, the angular range
of zero normal force increased and it was attributed to flow separation and the reattachment
location on the cylinder body. They also discussed the variation of pitching moment as a
function of angle of attack showing the occurrence of positive pitching moment at certain
angle of attack and better longitudinal stability property for shorter cylinder.
An axisymmetric and incompressible separated, reattached, and redeveloped low-speed
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flow past a longitudinal circular cylinder with blunt leading edge and aspect ratio, AR =
length(l)/diameter(D) = 10 was experimentally investigated by Ota (1975). For Reynolds
number, Re = 4.08 × 104 to 6.80 × 104, he observed that the flow reattachment occurs at
1.6 times the cylinder diameter downstream from the leading edge. Higuchi et al. (2006,
2008) have reported experimental results for blunt cylinders of a range of aspect ratios
placed in axial flow for Re = 5.0 × 104 to 1.1 × 105. For short cylinders, (l/D < 4),
although the reattachment length was found to be approximately independent of the aspect
ratio, significant variation in the drag coefficients existed in their experiments. Reynolds
number dependence on the drag coefficient were negligible in the reported range. Performing
experiments on slender ogive cylinder at Re = 30, 000, Zilliac et al. (1991) identified a
maximum angle of attack beyond which unexpected side force behavior is observed. A
comparatively recent experimental flow study is performed by Pantelatos and Mathioulakis
(2004) at a low subsonic speed for Re = 1.88 × 105. The range of incident angles they
looked into is 0◦ − 40◦ for a cylindrical afterbody smoothly connected with a less than
hemispherical blunt nose. Through surface flow visualization and shear-stress measurement
they observed that the primary separation line and a separation bubble attached to it move
from the leeward side to the windward side with increasing angle of attack. High angle of
attack aerodynamics has been demonstrated as the key to the design of airplanes ranging
from commercial to military fighter as reviewed by Errickson (1995). The maximum limit of
angle of attack for airplanes to reach into stall, spin, deep-stall, post-stall, pitch-up leading
to tumbling and how these contributed to the airplane design over the years is discussed in
that review.
However, accurately capturing the complex flow physics is limited by the numerous as-
sumptions made using analytical formulations. A recent survey of blunt body dynamic
stability studies in supersonic flow can be found in the paper of Kazemba et al. (2012)
based on space environment and cone-shaped geometry of entry vehicles. For higher cone-
angle, the body is less dynamically stable; i.e., flat-faced cylinders are expected to be more
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unstable. A summary of different analytical, experimental and numerical approaches have
been provided and none of them is reported to be able to accurately and generally capture
the time-varying dynamic wake structure leading to lack of understanding in the dynamic
stability phenomena. With the advent of high-performance and high-fidelity computing
technology, use of various computational fluid dynamic (CFD) tools in this area of research
is becoming a common practice. At low Reynolds number (358, 448, 716) and high Mach
number (9.2), Kumar (1977) numerically investigated the flow of a perfect gas over a blunt
axisymmetric body of large half-angle at small angles of attack, which presents the condition
encountered by the planetary entry probes. Teramoto et al. (2001) have studied unsteady
transonic flow of M = 1.3 around a reentry capsule under forced pitching oscillation based
on the three-dimensional thin-layer Navier-Stokes equations. Murman (2007, 2009) has used
a Cartesian-mesh-based inviscid flow solver to analyze the dynamic characteristics of slen-
der bodies and blunt bodies and later extended to viscous Reynolds-averaged Navier-Stokes
(RANS) simulations for both forced and free oscillation. In their free-oscillation simulations
the vehicle was pinned through the center of mass allowing it to rotate only in the pitch
plane in response to aerodynamic torque. Recently, Stern et al. (2012) have used an un-
structured three dimensional, finite-volume, Navier-Stokes solver coupled with a algebraic
grid deformation method for fluid-structure interaction (FSI) simulation. This method is
reported to work for rotation up to approximately 90◦ and hence it is limited to the case
where a rigid body is not allowed to freely rotate in any direction and up to any magni-
tude in a true 6 degree of freedom (DoF) simulation. They have presented 1-DoF inviscid
simulation results for a Mars entry vehicle for angle of attack up to 30◦. While most of
these simulations are intended for geometries specific to cone-shaped reentry vehicle, Meliga
et al. (2010) have studied the compressible zero angle of attack afterbody flow at moderate
Reynolds number and at a Mach number of 0.5. A more general geometric configuration, flow
past elliptic cylinder has been studied using direct numerical simulation (DNS) by Mittal
and Balachandar (1996). They have developed a spectral collocation technique to simulate
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the three-dimensional incompressible flow and the equations are discretized in an elliptic
cylindrical body-fitted grid. They have performed a set of two- and three-dimensional simu-
lations for steady (non-moving) elliptic cylinders and reported drag coefficient and Strouhal
number for different Reynolds numbers and angles of attack.
The flight of an axisymmetric body is a subject of popular interest in the area of sports
engineering research where the Reynolds number is typically high as well. For example, Watts
and Moore (2003) performed wind tunnel experiment to measure the drag coefficient on an
American football. They reported the Reynolds number for a thrown American football
to be about 2.16 × 105. Their drag coefficients largely varied from another wind tunnel
experiments performed by Rae (2003). Although, Rae (2003) provided detail analysis of the
tumbling and wobbling motion for the American football based on numerical integration
of empirical data. A detail investigation of this class of problems with fully coupled fluid
dynamic forces and moments has not yet been reported.
While most of the previous investigations reported above are performed in high or mod-
erate Reynolds number, the current investigation closely relates the low Reynolds number
condition encountered by a flying fusion target inside a fusion chamber. In inertial confine-
ment fusion (ICF) efficient thermonuclear burn is achieved using a driver energy (laser or
electron beams) directly upon the fuel pellet. But, in recent years, indirect drive approach
is adopted by the US ICF program where the delivery of fusion material to the center of
a laser inertial confinement engine happens by injecting a frozen hydrogen isotope mixture
that resides inside a carefully crafted capsule called hohlraum (Lindl, 1995). Because of the
injection mechanism, the capsule necessarily has the shape of a modified short cylinder trav-
eling along its axis of symmetry. Blunt cylindrical and rugby shaped hohlraums of aspect
ratio in the range of 1.5 to 2.0 have been reported by Miles et al. (2011) and Amendt et al.
(2011) as a part of the Laser Inertial Fusion Energy (LIFE) research efforts. Holdener (2011)
has tabulated hohlraum design specifications while investigating its convecting heating due
to the fusion chamber conditions. In general, a high velocity cold hohlraum is injected at
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a frequency of 10-20 Hz into a high temperature fusion chamber filled with xenon result-
ing in low Reynolds number (sub 100) but somewhat compressible flow. The flight time of
the high-velocity target through the chamber is designed to be approximately 24 ms (Miles
et al., 2011) during which it is important to precisely track the flight path to ensure that the
laser driver energy engaging system reaches accurately the walls of the capsule. Therefore,
in-depth understanding of the flight stability of the relevant geometry and the flow details
around it are of significant importance in designing and operating the device reliably.
1.1 Specific goals
This thesis work is focused on achieving some specific research goals which can be summarized
as follows:
• Development of a novel embedded geometry approach: The first objective is to
develop a novel embedded geometry methodology to solve compressible Navier-Stokes
equations around dynamically moving complex solid geometries in a highly efficient
Cartesian-based framework. The new approach enables smooth reconstruction of pres-
sure and viscous stresses around the embedded objects without spurious numerical
artifacts. A standard level set represents the boundary of the object and defines a fic-
titious domain into which the flow fields are smoothly extended. Boundary conditions
on the surface are enforced by an approach inspired by analytic continuation. Each
fluid field is extended independently, constrained only by the boundary condition as-
sociated with that field. Unlike most existing methods, no jump conditions or explicit
derivation of them from the boundary conditions are required in this approach. Nu-
merical stiffness that arises when the fluid-solid interface is close to grid points of the
mesh is addressed by preconditioning. In addition, the embedded geometry technique
is coupled with a stable high-order adaptive discretization that is enabled around the
object boundary to enhance resolution.
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• Coupling of a singularity-free quaternion-based flight dynamic module: A
quaternion-based formulation is coupled with the fluid-structure interaction solver to
model the 6-DoF motion of the embedded solid object in the computational domain.
The adopted formulation ensures the rotation matrix to be non-singular at any possible
orientation of the moving object. This stage along with the previous one, provide us
with a highly efficient computational framework for direct numerical simulation of a
moving solid object in three-dimensional compressible flow solver in parallel multipro-
cessor environment.
• Identifying the critical angle of attack: We have performed a set of large-scale
parallel simulations for a stationary short cylinder at various angle of attack to iden-
tify the critical angle of attack beyond which a de-stabilizing pitching moment tend
to overturn the cylinder. As a result, the cylinder is expected to loose longitudinal
stability and to start tumbling.
• Simulation of a tumbling short cylinder: The final objective of this thesis is to
investigate the flight dynamics of the tumbling short cylinder and related flow physics.
This helps us to understand the dynamic features of physical problem.
1.2 Thesis outline
The thesis is divided into three main parts. First, in Chapter 2 and 3 the problem specifi-
cation and governing equations for both the compressible flow and the flight dynamics are
described. A high-level overview of the computational framework is provided in Chapter 4.
Second, the embedded geometry approach is discussed in detail in Chapter 5 - 7 based on
Uddin et al. (2014). Several validation examples for this method are provided in Chapter 7.
Third, flow around the stationary and dynamically moving cylinder is described in Chapter 8
and 9. Finally, the thesis is concluded in Chapter 10 with a summary of accomplishments
and comments on possible future investigations.
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Chapter 2
Problem description
In this study, we have investigated the low Reynolds number and moderate Mach number flow
over a tumbling flat-faced short cylinder with aspect ratio, (l/D = 1.5) using direct numerical
simulation (DNS) based on Cartesian immersed methodology. In particular, we tried to find
a limiting value for the angle of attack (α) if any, that would enable tumbling of the cylinder.
Although, this geometry is of fundamental interest, no previous study either experimental or
computational is reported to date to study similar physics for a dynamically moving short
cylinder. A low numerical dissipation compressible flow solver by Pantano et al. (2007)
is used. To apply the appropriate boundary conditions on the surface of the dynamically
moving cylinder, a newly developed Cartesian-based embedded geometry method developed
by Uddin et al. (2014) is coupled with the flow solver. A standard quaternion-based non-
singular formulation is incorporated to capture the 6-DoF flight dynamics of the tumbling
cylinder.
A flat-faced short cylinder of mass, m is placed against the uniform flow along the ax-
ial direction with an angle of attack, α in a three-dimensional computational domain. A
schematic of the problem is shown in Figure 2.1 (without the computational box). The as-
pect ratio of our cylinder is AR=l/D=1.5, where l and D denote the length and diameter of
the cylinder, which according to Higuchi et al (2006) is considered as a short cylinder (AR¡4).
We have increased α starting from 0◦ to identify the occurrence of overturning moment. The
flow is considered to be compressible subsonic, M = 0.25. We define the Reynolds number,
Re based on the uniform inflow velocity, U∞ and the diameter of the cylinder, D according
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Figure 2.1: Schematic of the short cylinder of (AR = l/D) at an angle of attack α.
to,
Re =
ρ∞U∞D
µ
, (2.1)
where, ρ∞ and µ represent the free-stream density and viscosity of the fluid respectively.
The Mach number, M is defined as,
M =
U∞
c
, (2.2)
where, c =
√
γRT denotes the speed of sound; γ, R and T stand for the specific heat
capacity ratio, gas constant and temperature, respectively. Although, a parametric search
for certain Re (keeping other parameters constant), that could enhance the instability in the
wake could also be a subject of interest, we focus on a Reynolds number Re = 60 to closely
mimic the flow condition inside fusion chamber.
The computational domain size is Lx×Ly×Lz in the x, y, and z directions, respectively.
The x coordinate denotes the axial direction, y is the cross-flow direction and z is the vertical
direction. The length of the computational domain is determined so that it ensures proper
development of the wake behind the cylinder and do not produce any reflections from the
outflow boundary. Similarly, the width and height of the domain is selected to be large
enough to minimize any domain confinement effect. The cylinder is initially positioned at
(x◦, y◦, z◦) = (4D,Ly/2, Lz/2). An uniform flow is imposed from the left side of the domain.
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Non-reflective characteristics outflow boundary conditions are applied at all other bound-
aries. On the surface of the cylinder, no-slip velocity and constant temperature boundary
conditions are imposed. The grid resolution is determined from a set of grid refinement
studies.
The parameters of interest for this research work and some definitions are:
• Flow separation and reattachment length for the stationary cylinder at various angle
of attack after the flow becomes sufficiently developed .
• Time dependent behavior of flow field quantities for the moving simulations.
• Angle of attack, α. This is the angle between the flow direction and the longitudinal
axis.
• Critical angle of attack, αcr. This is the angle beyond which the cylinder is subjected
to a positive overturning moment.
• Tumbling, When the object undergoes an unbounded rotational motion in the pitching
plane rather than a bounded oscillation.
• Longitudinal stability. In general, stability in flight dynamics is referred as the tendency
of the flying object to remain in its original orientation.
• Force coefficients. Drag and lift coefficients are defined as,
Cd =
2Fx
ρ∞U2∞A
(2.3)
and
Cl =
2Fz
ρ∞U2∞A
, (2.4)
where Fx denotes the integrated axial force and Fz the integrated lift force. A is the
cross-sectional area perpendicular to the flow.
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• Pitching moment. A pitching moment, Mp, may exist only because of the non-zero
incident angle in the pitch-plane (since the cylinder is an object of revolution) which
may finally cause tumbling of the cylinder. Negative pinching moment is required to
maintain longitudinal stability of a flight with positive angle of attack. We write the
coefficient of pitching moment, Cm as,
Cm =
4Mp
ρ∞U2∞Al
, (2.5)
where, Mp is the integrated pitching moment around the object surface.
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Chapter 3
Governing equations
3.1 Fluid equations
The fluid is a compressible perfect gas with three-dimensional velocity vector ~u = (u, v, w) =
(uk), along the axial, cross and transverse directions respectively. The governing equations
in conservation form for mass momentum and energy are given by,
∂~q
∂t
+
∂ ~fk(~q)
∂xk
= 0, (3.1)
where ~q = (ρ,m1,m2,m3, E) defines the state vector with m1 = ρu, m2 = ρv and m3 = ρw,
where ρ denotes the density. Total energy E is given by,
E =
p
γ − 1 +
1
2
ρukuk, (3.2)
where γ denotes the specific heat capacity ratio and p is the pressure. The equation of state
is written according to,
p = ρRT, (3.3)
where R is the gas constant and T denotes the temperature. The flux tensor can be expressed
as, ~fk(~q) =
~f invk (~q) +
~f visk (~q) after decomposing into inviscid and viscous parts where,
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~f invk (~q) =

ρuk
ρu1uk + δ1kp
ρu2uk + δ2kp
ρu3uk + δ3kp
(E + p)uk

, ~f visk (~q) =

0
−σ1k
−σ2k
−σ3k
gk − σkjuj

. (3.4)
Here, σik is the deviatoric Newtonian viscous stress tensor defined according to,
σik = µ
[(
∂uk
∂xi
+
∂ui
∂xk
)
− 2
3
∂uj
∂xj
δik
]
, (3.5)
where µ denotes the constant dynamic viscosity (Eq. (2.1)). Finally, the heat conduction
term gk is defined as,
gk = −κ ∂T
∂xk
, (3.6)
where κ, represents the constant thermal conductivity. Prandtl number, Pr is defined as
Pr =
µCp
κ
where Cp is the specific heat capacity at constant pressure.
An uniform inflow boundary condition is imposed at the left-hand side wall and non-
reflective characteristic outflow boundary conditions are used (Thompson, 1987) at all other
boundaries. Characteristic boundary conditions are implemented according to Pantano et al.
(2007). No-slip velocity and constant temperature boundary conditions are imposed on the
surface of the cylinder.
3.2 Flight dynamics
Let the body-axis of the flying object be denoted by (xB, yB, zB) where the fixed-axis (basic
reference) is (x, y, z). The three Euler angles, which are independent of each other, can be
represented by the attitude vector, Θ = [φ θ Ψ]T , where, φ, θ and Ψ denote roll, pitch
and yaw rotation, respectively, as shown in Figure 3.1 in a standard right-handed system.
When all Euler angles are zero both frames are aligned.
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Figure 3.1: Yaw (Ψ), pitch (θ) and roll (φ) rotations with respect to the cylinder-body-frame.
First, we write the governing equations for translational dynamics of the rigid-body with
mass, m, in an inertial-frame with position and velocity vectors of the center of mass defined
as rI = [x y z]
T
I and vI = [u1 u2 u3]
T
I , respectively and given by
a =
dvI
dt
=
F
m
, (3.7)
and
drI
dt
= vI , (3.8)
where, a = [ax ay az]
T denotes the acceleration vector and F = [Fx Fy Fz]
T the fluid
dynamic forces.
Rotational dynamics of a rigid-body in the inertial frame of reference can be expressed
by,
dhI
dt
= τI , (3.9)
where, τI is the external moment vector representing the fluid dynamic torque of the freely-
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flying object. We write,
hI = IIωI , (3.10)
where hI = [hx hy hz]
T
I is the angular momentum vector, ωI = [ωx ωy ωz]
T
I is the
angular velocity vector and II denotes the inertia matrix in the inertial frame. Since, the
mass distribution of a flying object is fixed in a body-frame, it is desirable to have a solution in
terms of the angular velocity vector, ωB = [p q r]
T , in the body-frame. Once the rotation
matrix from inertial-frame to body-frame, A is known, one can obtain ωB according to,
ωB = AωI . (3.11)
Then, it can be shown that, the rotational dynamics is governed by the following differential
equation for angular rates,
dωB
dt
= I−1B [τB − ω˜BIBωB], (3.12)
where, ω˜B the cross-product-equivalent matrix of the body-axis angular rate.
Since solving for the dynamics in the Euler angles can lead to geometric singularities,
we follow a quaternions-based approach; a description of which can be found in the book of
Stengel (2004). The quaternion vector e = [e1 e2 e3 e4]
T can be expressed in terms of
Euler angles according to,
e1 = cos
Ψ
2
cos
θ
2
cos
φ
2
+ sin
Ψ
2
sin
θ
2
sin
φ
2
, (3.13)
e2 = sin
Ψ
2
cos
θ
2
cos
φ
2
− cos Ψ
2
sin
θ
2
sin
φ
2
, (3.14)
e3 = cos
Ψ
2
sin
θ
2
cos
φ
2
+ sin
Ψ
2
cos
θ
2
sin
φ
2
, (3.15)
e4 = cos
Ψ
2
cos
θ
2
sin
φ
2
− sin Ψ
2
sin
θ
2
cos
φ
2
. (3.16)
The rotation matrix A from fixed-inertial-frame to the body-frame is written in terms of e
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as,
A =

(e21 − e22 − e23 + e24) 2(e1e2 + e3e4) 2(e2e4 − e1e3)
2(e3e4 − e1e2) (e21 − e22 + e23 − e24) 2(e2e2 + e1e4)
2(e1e3 + e2e4) 2(e2e3 − e1e4) (e21 + e22 − e23 − e24)
 , (3.17)
subjected to the normality condition,
e21 + e
2
2 + e
2
3 + e
2
4 = 1. (3.18)
Finally, the propagation equation for the quaternions follows a differential equation that
employs a (4× 4) skew-symmetric matrix of the angular rates,

e˙1
e˙2
e˙3
e˙4

=
1
2

0 −r −q −p
r 0 −p q
q p 0 −r
p −q r 0


e1
e2
e3
e4

. (3.19)
3.3 Example
This simple example, given in Tewari (2006), corresponds to an aircraft whose position and
angular velocity relative to a ground station (fixed-frame), with unit vectors I, J, K are
R◦ = −0.2t2I + 0.5t2J + 30tK m and ωI = 0.02J − 0.01K rad/s, respectively. The initial
orientation of the aircraft (body-frame) is given in terms of Euler angles as, ψ = φ = θ = 0◦.
The time history of the Euler angles are plotted in Figure 3.2 using direct Euler angles
integration and compared with quaternions-based formulation (which mapped back to Euler
angles for comparison). Although for the initial orientation and the constant angular velocity
specified in this problem, θ does not reach to any of its singularity bounds, it may be
encountered for different initial conditions and (or) formulations restricting further numerical
integration. But, a quaternions-based formalism will allow us to avoid these singularities and
perform the flight dynamics calculations at any attitude.
16
0 10 20 30 40 50 60 70 80 90 100
−200
−150
−100
−50
0
50
100
Time (s)
Eu
le
r A
ng
le
s (
de
g.)
θ
φ
ψ
Figure 3.2: The time history of Euler angles, ψ, θ and φ compared between Euler angles
(symbols) and quaternions-based (solid line) formulation.
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Chapter 4
The computational framework
4.1 The compressible flow solver
The flow solver uses a flux-based finite difference numerical scheme based on a Cartesian
grid. The skew-symmetric formulation in flux form is used to enforce discrete conservation
of energy in convective terms of both momentum and energy equations (Honein and Moin,
2004). For the fluxes of viscous and diffusion transport terms, (fkvis), explicit, centered,
second-order 3-point stencils have been used. The solver is capable of implementing a finite
difference weighted essentially non-oscillatory (WENO) scheme after identifying flow discon-
tinuities or regions of shocks or in any pre-flagged part of the computational domain (Hill
and Pullin, 2004). Tuned finite-difference stencils are applied at the discontinuities with
adjusted coefficients to eliminate dispersion errors that results from transitioning between
schemes. Characteristics-based boundary conditions at the physical domain boundaries are
imposed after computing the fluxes in a consistent way while satisfying the summation by
parts property that produces stable and robust boundary closure. The time advancement is
performed using a positivity preserving third-order Runge-Kutta time integration approach.
The details of the solver are provided in Pantano et al. (2007).
4.2 Complex geometry treatment
A newly developed embedded geometry method (EGM) has been used to simulate the flow
around the cylindrical geometry in the Cartesian flow solver. The surface of the solid cylinder
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is modeled first by a triangular mesh generated by a open-source three-dimensional finite
element mesh generator named Gmsh (Geuzaine and Remacle, 2009). Then, a closest point
transform (CPT) algorithm (Mauch, 2000) is used to define the signed distance function in
the Cartesian grid to uniquely represent the fluid-solid interface as a zero level set. The
distance function is positive for all the solid grid points and negative for all the fluid cells. A
PDE-based global extension technique inspired by analytical continuation is used to smoothly
propagate the surface boundary conditions inside the fictitious solid domain. This algorithm
has been implemented within the original flow solver without any solver modification and
at any time step stage the flow solver receives a modified but smooth flow field and hence,
does not feel the presence of the cylinder explicitly. The method is described in detail in
Chapter 5.
4.3 Flight dynamics
A quaternion-based rigid body formulation is adopted to describe the rotational dynamics of
the tumbling cylinder while the translational dynamics follows Newton’s laws of motion. A
direct Euler angle integration approach was avoided because of the geometrical singularity of
he equations at specific angular positions. This module updates the position of the moving
cylinder at every time step stage based on the fluid dynamic forces and moments.
4.4 Summary
The embedded geometry method and the rigid body dynamics module have been coupled
with the compressible flow solver to obtain a numerical framework for fluid-structure in-
teraction problems where the solid object is allowed to move and rotate in any direction
and orientation. The solver is parallelized by standard domain decomposition technique
using message-passing-interface (MPI) library. The solver uses freely available third-party
CPT library (Mauch, 2000) to generate level sets and hypre (Lawrence Livermore National
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Laboratory , LLNL) to solve the large linear sparse system originated from the embedded
geometry treatment. A summary of the computational framework is shown in Figure 4.1.
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Figure 4.1: Computaional framework for fluid-structure interaction simulation.
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Chapter 5
Embedded geometry method
1Immersed or embedded geometry treatment of complex bodies in Cartesian fluid dynamics
solvers is a practical solution for a range of Reynolds numbers. The strength of immersed
geometry methods is a consequence of the simplified data structures that are used to rep-
resent the boundary in a computer program and the fast indexing and access to the arrays
that store the data. In addition, mesh generation is reduced only to a representation of the
boundary of the object (a curve in two dimensions or a surface in three dimensions). This is
particularly advantageous in three-dimensional simulations where good surface discretization
can be achieved relatively quickly and with moderate skill, as opposed to three-dimensional
meshing of a grid-conforming discretization that requires substantial expertise and invest-
ment. There are currently several families of embedded geometry methods. The immersed
boundary method (IBM) (Peskin, 1972, 1982; Lai and Peskin, 2000; Taira and Colonius,
2007) is the first application of Cartesian methods to fluid dynamics, followed by the im-
mersed interface method (IIM) (LeVeque and Li, 1997; Li and Lai, 2001; Lee and LeVeque,
2003) and the distributed Lagrange multiplier method (Glowinski et al., 2001). In the IBM,
the geometry information is transformed from a boundary condition into a forcing term of the
linear momentum conservation equations. In the IIM, the discretization stencils are altered
to incorporate the boundary conditions. In the last method, the boundary is incorporated
in the discretization through a Lagrange multiplier approach using a weak formulation of
the governing equations. Generally, there is spreading of the boundary over a few grid cells,
whether by construction (as in the IBM or Lagrange multiplier case) or by the variable
1This chapter is based on Uddin et al. (2014)
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accuracy of the stencils (as in the IIM). The successes of these methods are highlighted
in numerous papers, where even challenging fluid-structure interaction problems that pre-
sented insurmountable difficulties just two decades ago can now be studied rigorously; e.g.,
(Li, 2003; Russell and Wang, 2003; Xu and Wang, 2006b; Ge and Sotiropoulos, 2007; Xu
and Wang, 2008; Luo et al., 2010).
One difficulty encountered in these methods is that the reconstruction of the forces; i.e.,
pressure and viscous stresses; over the boundary of the immersed object is not usually as
smooth as one would like. Using standard interpolation methods, it is common to retrieve
spiky (noisy) pressure and viscous stresses along the boundary of the object (Luo et al., 2010),
due to the variable nature of the stencils or extrapolation formulas that must be employed
at the Cartesian grid points surrounding the object (since they are not all distributed at a
uniform distance from the boundary). The irregular nature of the forces does not necessarily
affect the convergence of the velocity field, although it might alter its convergence rate, which
is often hard to measure. But the accuracy and good behavior (or lack thereof) of a coupled
structural simulation will be affected if the reconstructed forces are not sufficiently smooth
(since these forces are the boundary conditions of a deforming structure, as opposed to the
no-slip condition that is the boundary condition for the fluid). This problem is even more
important when considering moving objects in a fluid, because as such objects travel through
the domain, grid cells that were covered by the object become exposed to the fluid and must
be populated with a sensible fluid state as noted by Udaykumar et al. (2001) and many
others. For example, Yang and Balaras (2006) have discussed the undesirable effects that
arise when a solid or flexible body moves across grid points. These are well acknowledged
limitations of embedded geometry methods that are often resolved by specifically designed
post-processing algorithms that filter the numerical noise generated at the boundary. Here,
instead, we have developed a strategy that minimizes the generation of numerical artifacts,
in order for post-processing to become unnecessary. Coupling of such an immersed method
to the flow solver allows us to expect more accurate and reliable simulation of the tumbling
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cylinder.
We consider an arbitrarily shaped solid object occupying a closed domain, Ωs, embedded
in a larger domain Ω ⊂ Rn containing a moving fluid, where n = 2 or 3. The domain
occupied by the fluid is denoted by Ωf = Ω\Ωs and the boundary of the object is denoted
by Γ = ∂Ωs. In our case, the geometry of this object is defined implicitly by a level set,
i.e., φ(x, t) = 0 where x is the position vector and t denotes time. We focus on a family
of methods that are based on a reconstruction of a complete vector of state in the cells
obscured by Ωs and require no modification of the fluid solver. This covers Ghost Fluids
Methods (GFM) (Fedkiw et al., 1999; Dadone and Grossman, 2004; Ghias et al., 2007; Liu
and Khoo, 2007) and some approaches usually termed Immersed Boundary Methods (IBM)
that construct a forcing source to the momentum equations from an interpolant (Tseng
and Ferziger, 2003; de Tullio et al., 2007); the latter being somewhat different from the IBM
approach of Peskin (1972, 1977). In the methods of interest, a narrow band of grid cells inside
the object is populated with extrapolated values. The coefficients of this extrapolation are
determined at each instant from the corresponding fields in the fluid region just outside Γ
(where φ > 0) and the boundary conditions at a selected number of points (Fadlun et al.,
2000; Gilmanov et al., 2003; Mittal and Iaccarino, 2005; Gilmanov and Sotiropoulos, 2005;
Lombard and Donat, 2005; Choi et al., 2007). The extrapolation, which can be seen as an
extension of the fields into Ωs, operates in a patch-based manner; i.e., each neighborhood
of Γ is associated with different extrapolation formulas. The main advantage of this type
of approach is that one does not need to modify the discretization of the spatial derivatives
of the Navier-Stokes equations in any way and stability of the resulting equations is usually
not affected significantly (costly implicit time integration that is required in other methods
e.g.Tu and Peskin (1992); Mayo and Peskin (1993); Newren et al. (2007); Hou and Shi (2008);
Mori and Peskin (2008); Newren et al. (2008), is not needed here). This is, therefore, the
least intrusive method of incorporating complex boundary conditions in a Cartesian solver.
Figure 5.1 depicts a generic situation where this type of method is usually applied. In
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Interior Zone I
Interior Zone II
Interior Zone III
Figure 5.1: Sketch depicting a two-dimensional level set representation of an object with
internal level set contours.
the cells covered by the outermost band, interior zone I, the strategy is to set the vector
of state by extrapolation of the fields near Γ in Ωf . The width of this zone is dictated by
the size of the spatial stencil used in the Cartesian discretization of the governing equations.
One disadvantage of this approach is that one cannot use a global spatial discretization,
e.g., spectral or Pade´, since the stencil is global and there are generally interior cells in Ωs,
those indicated as interior zones II and III in Figure 5.1, that are left undefined. Even when
one overrides all the cells inside the object by continuing the extrapolation further, say to
zone II, sharp discontinuities will eventually develop inside Ωs. These discontinuities in the
extrapolation arise at the locations where the interior iso-level set zones cease to be simply
connected. This is sketched in Figure 5.1 where zone III pinches off into two discrete parts
at the location indicated by the small circle. The local extrapolation is necessarily piecewise
discontinuous, with discontinuities at locations where the formulas change or when the in-
ternal point is equidistant from more than one point of the boundary. A global or implicit
spatial discretization will see the discontinuities in the extended solution and will propagate
a large error to Ωf . Even with standard second-order accurate methods, improvements in
the characteristics of the boundary treatment tend to enhance the calculation of forces which
otherwise may exhibit spurious fluctuations near the boundary.
To enable a wider class of spatial discretization approaches, we have developed a technique
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where overlapping local extrapolations are replaced by a single smooth global interpolation.
Conceptually, boundary data will be smoothly propagated into Ωs consistently with the
governing equations. This is accomplished by using a PDE-based extension method that
differentiates behavior in the directions normal and tangential to the boundary.
5.1 Theoretical basis for global extension
The fluid-solid interface, Γ, is defined implicitly by a level set function, φ, according to
φ(x, t) = 0, (5.1)
where x denotes the position vector, and the normal to the surface is given by n = ∇φ/|∇φ|.
Negative values of φ denote the interior of the object. Time may be treated as a dummy
parameter but the technique can be employed without difficulty in time-dependent geometry
problems by applying the method at each substage (or substep) of the time integrator.
Different types of boundary conditions will be considered for velocity and for thermodynamic
fields at the surface of the object, but first we explain the general idea.
A global extrapolation formula has been developed which employs a continuation ap-
proach. The idea is inspired by the analytic continuation technique from complex analysis,
where the value of a function in a subdomain of the complex plane is extended to adjacent
subdomains by solving an algebraic or ordinary differential equation that is already satis-
fied in one subdomain. Note, however, that the idea discussed here is not identical or even
equivalent in R2 to analytic continuation. In our case, one relies on φ(x, t), corresponding
to the signed distance to the boundary, and τ , the tangential coordinate (or coordinates in
R3) to the boundary, to extend a field f(x, t) inside Ωs using a Taylor expansion in these
natural curvilinear coordinates, according to
f(x, t) = f(τ, φ, t) =
∞∑
k=0
β¯k(τ, t)φ
k, (5.2)
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since the mapping ~x = ~x(τ, φ) is valid in the neighborhood of a smooth enough Γ. The
coefficients β¯k depend on τ and time and are proportional to the derivatives of f with
respect to the normal direction evaluated at Γ (φ = 0+). Some of these coefficients are
fully known for a given boundary condition, and therefore the boundary conditions can be
enforced directly using Eq. (5.2). Note that there are some similarities between this ‘view’
of the boundary and the technique that is used to derive jump conditions for the Navier-
Stokes equations used by some authors in their implementations of the IIM (Lai and Li,
2001; Le et al., 2006; Xu and Wang, 2006a; Le et al., 2008; Rutka and Li, 2008). In our case,
we do not rely on jumps but, instead, we require that the solution is smoothly continued
into Ωs (which is conceptually opposite to the idea of jumps since our desire is to remove
discontinuities). While the radius of convergence of Eq. (5.2) is usually finite in φ > 0, we
propose to evaluate Eq. (5.2), or an approximation with a finite number of terms, inside Ωs
where φ < 0. This expansion will ‘fill’ Ωs on the Cartesian grid with a smooth extension
of f as described below. Then, in the customary manner, a Cartesian flow solver is utilized
without concern for the presence of the object since all fields are smooth and they enforce
the appropriate boundary conditions.
In practice, Eq. (5.2) is not very useful if the coefficients depend on τ explicitly, because at
a finite φ inside Ωs, τ can become multivalued, depending on the curvature of the boundary.
Therefore, the values of β¯k(τ, t) must be mapped back into uniquely defined functions of
the Cartesian position βk(x, t) with the only requirement that they coincide at Γ, β¯k(τ, t) =
βk(xΓ, t), where xΓ denote the position of the boundary. Eq. (5.2) is then redefined as
f(x, t) ≈
N∑
k=0
βk(x, t)φ
k, (5.3)
and used in φ < 0 where N is the number of terms that one desires to retain. In A.1 we
discuss the appropriate functional form, i.e., which βk are required for different types of
boundary conditions and different fluid models (inviscid or viscous).
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5.2 Continuum formulation
The proposed extension algorithm consists of two parts. First, the boundary value of the
coefficients βk are determined for each field f in Eq. (5.3) from the known field values in Ωf .
Second, these boundary values are propagated or extended into Ωs according to the elliptic
partial differential equation,
sgn(φ)(∇φ · ∇βk) = hm∇ ·
(∣∣∣∣φh
∣∣∣∣k+1∇βk
)
, (5.4)
where h = (∆x∆y∆z)1/3 denotes the average grid spacing, m is an integer greater than or
equal to one and ∆x,∆y,∆z denote the grid spacing in each direction. The last term in
Eq. (5.4) describes a φ-dependent diffusion operator that prevents the formation of steep
gradients within Ωs (enhances smoothness). The values of  and m that we find to work best
are 1 and 2 respectively based on a set of two-dimensional numerical tests.
This approach is based on a generalization of the methods proposed by Osher and cowork-
ers (Osher and Sethian, 1988; Chen et al., 1997; Hou et al., 1997). For  = 0, Eq. (5.4) reduces
to a first-order hyperbolic equation describing the propagation of the boundary value of βk
towards the interior of Ωs along the characteristic directions given by ∇φ. This is in essence
of the original version proposed by Osher and Sethian (1988), which has received many
improvements over the years, e.g., (Zhao et al., 1996; Chen et al., 1997; Peng et al., 1999;
Smereka, 2003; Macklin and Lowengrub, 2005; Olsson et al., 2007; Wu et al., 2007). Un-
fortunately, that approach does not prevent the formation of sharp transitions inside Ωs,
even when highly dissipative upwind methods are used to discretize Eq. (5.4). To avoid this
problem, we add diffusion explicitly but only far from the boundary to regularize the solu-
tion and recover well-behaved extended fields. The particular form of the explicit diffusion
used in Eq. (5.4) ensures smoothness of all βk. The term |φ/h|k+1 gives greater weight to
the diffusion of higher-order coefficients, since βkφ
k in Eq. (5.3) can grow unnecessarily large
away from the boundary and will degrade the smooth properties we would like to ensure.
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The dependence of the common coefficient hm on the grid spacing ensures that the diffusivity
of all βk, h
m, is equal for all orders k close to the boundary, where φ ∼ h.
A consequence of introducing explicit diffusion is that the extended fields are smooth in
Ωs, thus preventing the formation of internal shocks or thin layers that may interact with, and
unnecessarily degrade the performance of, the fluid solver. This is especially important for
solvers employing global discretization techniques; e.g., compact and spectral methods, which
are sensitive to sharp changes in the solution that can pollute the approximation of derivatives
in the entire computational domain, not just the region surrounding the steep gradients.
Furthermore, as will become evident shortly, the additional complexity of the proposed
method, compared with simple polynomial extrapolation, will provide great flexibility later
on when addressing boundary conditions of different types of flows.
5.3 Discrete formulation
The numerical extension of a field proceeds by discretizing Eq. (5.4) using an immersed
interface finite-difference technique. The resulting linear system of equations, of the form
Akx = b, can be solved by any number of standard algorithms. Equation (5.4) denotes a time
independent problem and the solution of this elliptic equation will be obtained numerically
using a sparse linear solver, as described below. In the original propagation method (Osher
and Sethian, 1988), where there is no explicit regularization term, the equation was solved
by marching in pseudo time to approximate equilibrium. We find that solving the elliptic
problem is more efficient than using an iterative technique since it must be done several times
to reconstruct the interior of any given field, and the time spent setting up the matrix is more
than paid off by the saving in multiple linear solves that need to be performed (when using
multigrid acceleration). For the simulation under investigation, the linear system of extension
equations for the solid points in Ωs will be solved using hypre (Lawrence Livermore National
Laboratory , LLNL) with the BiCGSTAB (stabilized bi-conjugate gradient) method. Note
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that for a general three-dimensional problem there may be several fields to be extended
simultaneously, with at least one coefficient each. However, since the matrix Ak changes
only for different values of k and it is fixed by the shape of the body, efficient solution
of the elliptic problem simply requires that the system be solved sequentially for different
right-hand sides b while the assembled Ak can be reused many times.
5.3.1 Detection of the object boundary
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Figure 5.2: Sketch depicting a two-dimensional discretization near an embedded wall.
The discretization of Eq. (5.4) uses a standard centered second-order accurate stencil
for the diffusion operator and an upwind stencil for the advection term in the interior of
the object. Near the fluid-solid boundary, the stencils must be modified such that node
dependence remains entirely within the object. Let the coordinates of any point in Ω be
denoted by x = {x, y, z} and the coordinates of the discretized grid point with multi-index
i = {i, j, k} be given by xi = {xi, yj, zk} = {i∆x, j∆y, k∆z}. In the following formulation,
a dimension by dimension (tensor product) approach is used, so it is sufficient to describe
construction of the stencils in the x direction alone. The full stencils are obtained simply
by replicating the formulas in the other cardinal directions, as applicable. To simplify the
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notation, we define the advection speed, a, by
a = sgn(φ)
∂φ
∂x
, (5.5)
with
s = sgn(a). (5.6)
The dependence of a and s on position is implicitly assumed; unless otherwise stated the
value is implied at the grid point i. A sketch of a generic configuration in the near-boundary
region is shown in Figure 5.2. Consider a grid point inside Ωs and the Cartesian line through
xi intersecting the interface, Γ, at a point Px, with coordinate given by
xΓ = xi + η∆x, (5.7)
such that |η| ≤ 1. Since φ is known at all grid locations, it is convenient to determine η
using the linear interpolant of φ passing through xi, giving to first order accuracy,
φ(x) = φ(xi) + (x− xi)∂φ
∂x
. (5.8)
Note that dependence on time has been omitted here for simplicity. Since φ(xΓ) = φΓ = 0,
application of Eq. (5.8) at the point Px, gives
0 = φ(xi) + η∆x
∂φ
∂x
, or η = − φ(xi)
∆x∂φ
∂x
, (5.9)
and similarly for the intersection in the other directions. When the derivative of the level
set function is approximated as
∂φ
∂x
≈ sφi − φi−s
∆x
, (5.10)
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φ ∂φ/∂x a η s
− + − + −1
+ + + − 1
− − + − 1
+ − − + −1
Table 5.1: Possible combinations of signs and values of the level set, its gradient and s.
Eq. (5.9) can be written in a more compact form
η =
sφi
φi−s − φi , (5.11)
where φi = φ(xi). Note that η is positive (negative) when the interface lies to the right
(resp. left) of the grid point xi. Table 5.1 lists all the possible combinations of signs en-
countered in one dimension. From the definitions, observe that sgn(η) = −s and η = −s|η|.
While we found the results obtained by this method acceptable in our problems, it is possible
to use a second-order accurate boundary detection algorithm if so desired (Hou et al., 1997).
5.3.2 Derivative approximations
For clarity of notation, the order subscript k will be dropped from the extension coefficient
βk in this section, and equations will be written in terms of a general coefficient β. This
field is discretized onto the Cartesian grid such that at a point i, we assume βi = β(xi). The
left-hand side of Eq. (5.4) is discretized in space using a first-order upwind-biased scheme
(but higher-order schemes are also possible). For the x-derivative approximation, this takes
the form
a
∂β
∂x
≈ a+βi − βi−1
∆x
+ a−
βi+1 − βi
∆x
= |a|βi − βi−s
∆x
, (5.12)
where a+ = (a + |a|)/2 and a− = (a − |a|)/2, and similarly for y and z derivatives. The
advection speed a is approximated by standard second-order centered finite difference ap-
proximations, as φ is defined in the entire domain.
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Eq. (5.12) cannot be used adjacent to the object interface because the index reaches
into Ωf . Instead, the derivative approximations incorporate the boundary value βΓ at the
intersection of Γ with the Cartesian grid lines, which is presumed known at this stage (see
5.3.3). For the x derivative, the relevant boundary value is βΓx , the value of β at the point
Px in Figure 5.2. The approximation for the derivative term, to first order accuracy, is
∂β
∂x
≈ βΓx − βi
η∆x
= s
βi − βΓx
|η|∆x , (5.13)
and the advection term approximation,
a
∂β
∂x
≈ asβi − βΓx|η|∆x = |a|
βi − βΓx
|η|∆x , (5.14)
which is analogous to Eq. (5.12) but now includes the factor |η| due to the proximity of the
boundary.
The second-order derivative with variable coefficient, w(x), for the diffusion term of
Eq. (5.4) uses the standard second-order accurate stencil of the form
d
dx
(
w
∂f
∂x
)
≈ (wi+1 + wi)(fi+1 − fi)− (wi + wi−1)(fi − fi−1)
2∆x2
. (5.15)
The corresponding nonuniform second-order derivative when both side points of the stencil
are irregular is given by
d
dx
(
w
∂f
∂x
)
≈ r+(fΓ+ − fi)− r−(fi − fΓ−)
∆x2|η+η−| , (5.16)
where η− is the distance to the boundary Γ− in the direction of the point i − 1, and η+ is
the distance to Γ+ in the direction of i+ 1. The positive fractions r+ and r− are defined by
r+ =
−(w+ + wi)η−
(η+ − η−) and r− =
(wi + w−)η+
(η+ − η−) ,
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where w+ and w− denote the value of w(x) at Γ+ and Γ−, respectively. The accuracy of these
formulas can be verified by Taylor expansion to be formally first order. If only the left-hand
side point is irregular, substitute η+ = 1 and w+ = wi+1 and fΓ+ = fi+1 in Eq. (5.16),
and similarly if the right-hand side point is irregular, η− = −1 and w− = wi−1. Note that
Eqs. (5.13)–(5.16) are the only formulas that need to be implemented to employ the extension
method.
Finally, when Γ intersects ∂Ω, i.e., when the object reaches the boundary of the com-
putational domain, standard characteristic-based boundary conditions for scalar hyperbolic
equations are used to solve Eq. (5.4). This is simple to implement since Eq. (5.4) is a set of
independent scalar advection-diffusion equations dominated by advection close to Γ.
5.3.3 Boundary conditions
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Figure 5.3: Sketch depicting the grid cells used to determine the boundary values. Green
and yellow cells denote closest and next closest fluid cells to i, respectively.
In general, the boundary of an embedded object, Γ, intersects the computational grid
at arbitrary locations and the boundary conditions of βk need to be determined from the
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corresponding field in Ωf in a reliable manner. In our implementation, the boundary values
βk,Γ are determined using a least-squares fit to the corresponding field in the neighborhood of
the boundary. The least-squares method has been proposed to directly implement boundary
conditions in many embedded geometry approaches, in both incompressible (Luo et al.,
2008; Vanella and Balaras, 2009) and compressible flows (Kirshman and Liu, 2004; Koh
et al., 2005). In our case, weighted least-squares are used to determine the boundary values
for all coefficients.
Let an irregular point inside the object be labeled by i and assume Li adjacent grid points
in Ωf are involved in the least squares fit. For ease of exposition, the formulation is better
expressed in terms of the flattened vectors of position coordinates x¯ = {xl} and function
values (e.g., velocity, pressure or density) f¯ = {fl} at those coordinates, with l = 1, ..., Li.
Figure 5.3 sketches a two-dimensional example with Li = 3 if only directly adjacent points
are included (green points), or Li = 10 if the next closest points (yellow) are also included to
improve the convergence rate of the least-squares fit. The most general boundary expansion
approximation used in the remainder of the paper is of the form
f = β0(τ) + β1(τ)φ+ β2(τ)φ
2, (5.17)
where τ denotes the tangential (parametric) coordinate of the boundary. In the example
shown in Figure 5.3, the boundary values are required at the locations Px and Py for point
i. Unfortunately, Eq. (5.17) is not appropriate for a least squares fit because attempting to
determine the βk(τ) at the boundary requires τ , which for a complex object is laborious to
determine and potentially subject to large numerical error. Instead, it is more accurate to
apply least squares in the natural Cartesian variables, x, where the Taylor expansion that
retains up to second-order terms,
f = f0 + a · x+ 1
2
x ·Hx, (5.18)
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is a good approximation close to the boundary. In two dimensions, the quantity f0 is a
scalar, a = {a1, a2} is a vector (the gradient), and
H =
h11 h12
h12 h22
 ,
is a matrix (the Hessian). Arranging the six coefficients in a vector c¯ = [f0, a1, a2, h11, h12, h22],
allows the equations of the weighted least-squares fit to be written compactly in matrix no-
tation as
c¯ = (ATWA)−1(ATWf¯), (5.19)
where W contains the weights assigned to the different points in the fit and
A =
[
~1 x¯ y¯
1
2
x¯2 x¯y¯
1
2
y¯2
]
, (5.20)
is a matrix with 6 columns and Li rows. In the case of the example shown in Figure 5.3, the
inner points (green) receive weight 1, and the outer points (yellow), a weight ω. The value
of ω can be varied from 0 to 1 while 0 will result into no contribution from the outer layer.
However, a higher value of ω was observed to provide improved numerical stability in time
dependent flows. It is possible to include additional layers of points further away from i if
desired, or if required near a highly curved boundary where there are insufficient points to
make Eq. (5.19) solvable. After the interpolant Eq. (5.18) is obtained, the values of the βk
coefficients at the boundary can be obtained from this equation by introducing x = xΓ +nφ
and identifying coefficients, giving
β0 = f0 + a · xΓ + 1
2
xΓ ·HxΓ, (5.21)
β1 = a · n+ n ·HxΓ, (5.22)
β2 =
1
2
n ·Hn. (5.23)
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These expressions are valid at both Px and Py with the appropriate ~xΓ.
5.3.4 Conditioning
An important numerical issue encountered with the use of the biased approximations of
Eqs. (5.13)–(5.16) is the natural occurrence of situations where the boundary is arbitrarily
close to one or more grid points in Ωs. This can lead to an undesirably large condition
number for the linear system of equations because η can be arbitrarily small. The system of
equations for the extension coefficients, Eq. (5.4), after gathering common groups, takes the
form (in two dimensions),
α0 +
α1
η1
+
α2
η2
= c0 +
c1
η1
+
c2
η2
, (5.24)
where αj and cj (j = 0, 1, 2) are functions of β and φ and incorporate the advection and
diffusion terms of the extension equation, respectively. Here, η1 and η2 denote the fractional
normalized distance to the boundary in the x and y directions, respectively. An iterative
linear solver will have difficulty converging, or may indeed diverge, when η1 or η2 become very
close to zero. To address this problem, the equations are rescaled by ηmin = min(|η1|, |η2|),
transforming Eq. (5.24) into
α0ηmin + α1˜1 + α2˜2 = c0ηmin + c1˜1 + c2˜2, (5.25)
where
˜1 =
ηmin
η1
and ˜2 =
ηmin
η2
.
Note that by definition ˜1 and ˜2 vary between −1 and +1. The rescaled equations (5.25)
are much better behaved numerically, and converge independently of the relative position of
the boundary with respect to the Cartesian grid.
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5.4 Examples of extensions and selection of
parameters
At least three parameters of the method must be selected judiciously: , m, and ω. The first
represents the strength of the regularization of the solution in Ωs, which should be insensitive
to the order k; the second represents the scaling of the regularization strength with grid
spacing; and the last parameter represents the weighting of the outer points in the least-
squares estimation of the boundary values. These parameters are selected by performing a
few simple numerical experiments for several cases representative of a prototypical geometry,
a circle of diameter D. The test field f = 1 + φ + φ2 in Ωf was selected to evaluate the
accuracy of the estimated boundary coefficients obtained using Eqs. (5.21)–(5.23). The
exact solutions for this field are β0 = β1 = β2 = 1 everywhere around the circle (which has
a constant tangential coordinate).
Table 5.2 lists the maximum norms of the difference between exact and least-squares
estimates of the three coefficients, ||e0||∞, ||e1||∞, and ||e2||∞, where ek = βk,num − βk, as a
function of resolution D/h, and for different values of ω. Three conclusions can be drawn
from this table. First, at a fixed resolution, the error is larger for the higher-order coefficients
(the error for β2 is much larger than that of β1, which is in turn larger than that of β0) for all
cases. Second, increasing resolution (larger D/h) results in decreasing error, converging at
approximately second-order in h as shown in Figure 5.4. Finally, ω has only a modest effect
on accuracy, with a pronounced influence on β0 and less on β1 and β2. For the prototype
studies, ω = 0.1 was used, but for the simulation results that follow, values for ω closer to
one were used to improve stability in time-dependent flows.
The values of the two remaining parameters,  and m, were investigated using the problem
of extension of the field f = −φ inside the circle. A systematic evaluation of  between 10−2
and 102 and m between 0 and 4 shows negligible variation in the maximum error between
the exact and extended fields in the band −2h < φ around Γ at a given resolution. The
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D/h ω ||e0||∞ ||e1||∞ ||e2||∞
10 0.1 9.15× 10−4 6.70× 10−2 4.26× 10−1
0.25 1.18× 10−3 7.37× 10−2 4.22× 10−1
0.5 1.47× 10−3 7.73× 10−2 4.15× 10−1
0.75 1.66× 10−3 7.91× 10−2 4.10× 10−1
1 1.85× 10−3 8.03× 10−2 4.07× 10−1
20 0.1 1.92× 10−4 1.70× 10−2 1.63× 10−1
0.25 2.48× 10−4 1.87× 10−2 1.78× 10−1
0.5 3.04× 10−4 1.97× 10−2 1.83× 10−1
0.75 3.40× 10−4 2.03× 10−2 1.85× 10−1
1 3.66× 10−4 2.06× 10−2 1.88× 10−1
40 0.1 2.76× 10−5 3.81× 10−3 6.79× 10−2
0.25 3.60× 10−5 4.49× 10−3 8.07× 10−2
0.5 4.45× 10−5 4.85× 10−3 8.61× 10−2
0.75 4.98× 10−5 5.25× 10−3 8.81× 10−2
1 5.36× 10−5 5.51× 10−3 8.92× 10−2
Table 5.2: Effect of resolution and weighting factor on the accuracy of the estimate of the
boundary values for extension of f = 1 + φ+ φ2 on the circle in R2.
solution error was approximately 7.7× 10−2, 1.6× 10−2 and 3× 10−3 for D/h = 10, 20 and
40, respectively. The only noticeable effect of m was associated with the rate of convergence
of the sparse linear solver, values of m = 0 and 1 requiring significantly more iterations to
converge. The parameters that were found to give systematically good results and are chosen
for the reminder of the study are  = 1 and m = 2. Figure 5.5 shows the extended field in
Ωs from the knowledge of the field in Ωf for the three resolutions noted.
The final evaluation concerns the effect of reconstruction order, N in Eq. (5.3), on the
quality of the extended field. In general, we expect that the zeroth- and first-order terms must
be retained. The need for a second-order, β2, or higher-order term is not obvious a priori,
and may be problem dependent. Generally, there is no unambiguous rationale to judge an
extended field as ‘good’ far inside the object, since the only enforced properties are that the
behavior near the boundary matches smoothly with that in Ωf . The actual behavior inside
Ωs can in fact be quite arbitrary. Therefore, using the parameter values indicated above, we
investigated the performance of the method for analytical fields of increasing complexity. In
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Figure 5.4: Error as a function of grid spacing in the estimation of boundary values of
f = 1 + φ+ φ2 . The ‘dashed’ line denotes second-order convergence.
all cases, the reconstructed fields are labeled
f 0 = β0,
f 1 = β0 + β1φ,
f 2 = β0 + β1φ+ β2φ
2.
Figure 5.6 shows, from left to right, the extension of f = x over a circle as a function of
N and resolution. In this case, it can be shown that β2 = 0 while β0 and β1 are functions
of the tangential coordinate τ . The results confirm that there is essentially no difference
between f 1 and f 2 (any discrepancies are attributed to the truncation error of the estimate
of β2 using Eq. (5.23), which are not numerically identical to zero). In this example, a
dimple is observed at the center of the domain where the gradient of φ is not uniquely
defined. In practice, if this is a concern for a particular application (e.g., an object with
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Figure 5.5: Reconstructed f = −φ as a function of resolution using  = 1 and m = 2.
Subfigures denote D/h = 10 (a), 20 (b) and 40 (c).
sharp corners) the reconstruction should be performed using a surrogate of φ that has been
smoothed or filtered to prevent the appearance of sharp gradients in the extended field, since
the smoothness of the extended field is by construction the same as φ.
Figure 5.7 compares the reconstruction quality inside a circle centered at a saddle point,
f = xy. In this case, β2 6= 0 and the boundary coefficients depend on the tangential
coordinate; here, the second-order coefficient must be retained in order to approximate the
field far inside the circle. This example also shows more clearly the effect of the non-
differentiability of φ at the center of the circle. Figure 5.8 shows similar comparisons for an
exterior field f = sin (4pix). In this case, there is no obvious improvement gained by the
presence of the second-order term. The final example, Figure 5.9, shows the extension of f =
sin (4pix) sin (4piy). In general, both f 1 and f 2 behave well as a function of resolution, and
the results strongly indicate that the second-order term should be retained in the extension
algorithm. It is unnecessary to consider higher-order terms with our current approach since
the truncation error of the discretization (Section 5.3.2) is at best second-order accurate;
higher-order terms in Eq. (5.3) will be similar in size to the truncation error in β0.
Examples of the extension technique applied to more complex geometries are shown in
Figure 5.10 (with parameters N = 2,  = 1, m = 2, ω = 0.1). Figure 5.10(a) shows extension
of the field f = sin (4pix) sin (4piy) into the ellipse defined parametrically by
x =
D
2.4
cos (θ), y = 0.6D sin (θ),
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(a)
(b)
(c)
Figure 5.6: Results of extension of f = x within a circle for D/h = 10 (a), 20 (b) and 40
(c). Left to right denote f 0, f 1 and f 2, respectively.
and 5.10(b) and (c) show extension of f = sin (4pix) sin (4piy)φ(x, y) into the elliptical star
defined parametrically by
x =
D
2.4
cos (θ)(1 + 0.1 sin (6θ)), y = 0.6D sin (θ)(1 + 0.1 sin (6θ)),
and into the thickened parabola employed in Karagiozis et al. (2010), respectively. We
observe that the algorithm produces reasonable extensions of the imposed fields and it is
geometrically flexible. Finally, we remark that the manner in which the method has been
employed in this section focused on the effectiveness of the approach to extend fields into an
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(a)
(b)
(c)
Figure 5.7: Results of extension of f = xy within a circle for D/h = 10 (a), 20 (b) and 40
(c). Left to right denote f 0, f 1 and f 2, respectively.
arbitrary object while preserving the structure of the field near the boundary. The next step
is to couple this with boundary conditions that are known or specified beforehand, building
such information into the algorithm. Values of βk for typical physical boundary conditions
are presented in A.1.
5.5 Implementation
Coupling of the extension algorithm in a compressible Navier-Stokes solver follows the fol-
lowing procedure. For a fixed geometry, the extension algorithm is applied at each time step
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(a)
(b)
(c)
Figure 5.8: Results of extension of f = sin (4pix) within a circle for D/h = 10 (a), 20 (b)
and 40 (c). Left to right denote f 0, f 1 and f 2, respectively.
or stage of the time integration scheme. Since, the field variables are smoothly extended
from the fluid domain to the solid domain while satisfying the appropriate boundary condi-
tions, the flow solver can be applied only in the fluid domain without any special treatment
to the fluid nodes near the interface. Moreover, in case of a solver using a global spatial
discretization scheme, one can apply the flow solver everywhere in the computational domain
since the extension of the boundary conditions follows a global continuation formula. For a
moving-boundary problem, one has to determine the level set before applying the extension
algorithm at each time step or stage.
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(a)
(b)
(c)
Figure 5.9: Results of extension of f = sin (4pix) sin (4piy) within a circle for D/h = 10 (a),
20 (b) and 40 (c). Left to right denote f 0, f 1 and f 2, respectively.
(a) f = sin (4pix) sin (4piy) (b) f =
sin (4pix) sin (4piy)φ(x, y)
(c) f =
sin (4pix) sin (4piy)φ(x, y)
Figure 5.10: Results of extension of different functions for a mesh equivalent to D/h = 20
in objects of different shape.
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Chapter 6
p-adaptive stable finite-difference
interfaces
It is computationally desirable to combine an adaptive resolution technique with Cartesian-
based embedded geometry methods. Here, we consider an approach where the grid is left
unaltered but the order of the numerical approximation is increased as we approach the
boundary of the object. In low numerical dissipation solvers, such as those employed here,
the order-of-accuracy transition cannot be implemented arbitrarily. The main problem is that
the advection terms can drive the method to become unstable at the transition interface;
when the Reynolds number is sufficiently large (it does not need to be too large for the
problem to be observed). Experience shows that the order of accuracy of the approximation
of the viscous terms can be changed abruptly (because these terms are physically dissipative
in nature), but not the first-order derivatives of the advection terms of the Navier-Stokes
equations. For these reasons, we concentrate on the advection part of the problem in the
following new results.
Consider the prototypical hyperbolic differential equation, the one-dimensional linear
advection equation for u(x, t) on the unit segment, given by
∂u
∂t
+ c
∂u
∂x
= 0, t ≥ 0, c > 0, (6.1)
for which a numerical solution is sought on a finite domain. To illustrate the concept of
summation-by-parts (SBP) operators, consider the inner product of u,
(u, u) = ‖u‖2 =
∫ 1
0
u2(x, t)dx,
46
which after differentiating in time and using Eq. (6.1) gives the energy estimate
d
dt
‖u‖2 = −c [u2(1, t)− u2(0, t)] . (6.2)
Eq. (6.2) indicates that the energy growth (or decay) is determined by the behavior of
the boundary conditions: only u(0, t) can make the norm grow, consistent with physical
considerations.
A general finite-difference approximation to the spatial derivative is given by
P
d~u
dx
=
1
∆x
Q~u, (6.3)
where ~u = {ui = u(xi, t)}, and P = {pij} and Q = {qij} are matrices containing the
coefficients of the stencil defined at the collocation points xi. The semidiscrete form of
Eq. (6.1) is then given by
P
d~u
dt
= − c
∆x
Q~u. (6.4)
Analogous to integration by parts for continuous PDEs, the semidiscretized Eq. (6.4) can
be made to satisfy a summation-by-parts (SBP) rule Kreiss and Scherer (1974). A finite-
difference operator that satisfies SBP can be shown to be stable in the context of GKS
stability theory Gustafsson et al. (1972); Carpenter et al. (1993), and with an appropriate
treatment at the boundary (e.g., the simultaneous approximation term (SAT) method of
Carpenter et al. (1994)), can further be shown to be stable and convergent for all time. For
the semidiscrete case, define the discrete weighted inner product,
(~u, P~u) = ‖~u‖2P = ~uTP~u, (6.5)
and multiply Eq. (6.4) by ~uT to obtain the energy estimate
d
dt
‖~u‖2P = −
c
∆x
[
~uTQTP−TP~u+ ~uTQ~u
]
. (6.6)
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The summation-by-parts conditions Scherer (1977); Strand (1994); Carpenter et al. (1994)
on the matrices are that:
1. The matrix P is symmetric positive definite, i.e., for ~u ∈ R,
pL‖~u‖2 ≤ (~u, P~u) ≤ pU‖~u‖2, (6.7)
where pL and pU are positive constants independent of N .
2. The matrix Q is antisymmetric except at the corners, such that
Q+QT = diag(2q11, 0, . . . , 0, 2qNN), (6.8)
where q11 < 0 < qNN .
A result analogous to Eq. (6.2) is now obtained using these conditions in Eq. (6.6),
d
dt
‖~u‖2P = −
2c
∆x
(q11u
2
1 + qNNu
2
N). (6.9)
For the purpose of developing a finite-difference scheme of spatially varying accuracy, it is
adequate to consider only the one-dimensional problem, as long as the discretization in each
direction (∆x, ∆y, etc.) is uniform. Thus the following theory may be readily extended to
hyperbolic problems of higher dimensionality Abarbanel and Chertock (2000); Kramer et al.
(2007, 2009). Further, since we are primarily interested in explicit finite-difference schemes,
the matrix P will be the identity matrix except in the vicinity of a change in stencil.
This theory is now used to develop p-adaptive finite-difference schemes. By extension of
the SBP theory, a local adaptation scheme will preserve the stability properties of the global
scheme if the SBP conditions, Eqs. (6.7)–(6.8), are satisfied everywhere in the domain and
the boundary conditions are implemented appropriately. The main difference with the usual
SBP theory is that the order of accuracy of the approximation is allowed to differ from a
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nominal uniform value across the stencil. Here, we developed several such stencil closures
for transitions from second- to fourth-order and from fourth- to sixth-order. The interface
stencil points are numbered from left to right with roman numerals, e.g., i , ii , iii , etc. The
different stencils are denoted according to the following notation: for example, a stencil
2-1-2-4, denotes a second to fourth order transition where the overbar denotes the exterior
order of accuracy (away from the interface) and the intermediate numbers denote the local
order of accuracy of the interface points. An interface stencil is considered satisfactory if the
overall accuracy of the scheme is not less than that of the lower order side. This implies,
according to Gustafsson et al. (1972), that the local truncation error cannot be less than one
order below the smaller order of the interior stencils either side of the interface.
The main novelty between the results that follow and those by Eriksson et al. (2011)
(which are the only related closures available) is that we do not use a penalty method to
ensure communication between left and right stencils. This makes our closures exactly SBP
since they do not introduce any numerical dissipation.
6.1 Interface for 2nd to 4th order transition
The standard second- and fourth-order stencils are given, respectively, by
du
dx
=
α1(ui+1 − ui−1)
∆x
+O(∆x2), (6.10)
and
du
dx
=
α2(ui+1 − ui−1) + β2(ui+2 − ui−2)
∆x
+O(∆x4). (6.11)
It is assumed that they are used on the left and right of the interface, respectively. The
parameters in Eqs. (6.10)–(6.11) have the values α1 = 1/2, α2 = 2/3, and β2 = −1/12.
Choosing different numbers of interface points and their corresponding order of accuracy
generates the following stencils.
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6.1.1 Two-point interface
Here, we assume a two-point interface stencil. The matrices P and Q have the following
structure
P =

. . . . . .
. 1 0 0 0 .
. 0 p11 p12 0 .
. 0 p12 p22 0 .
. 0 0 0 1 .
. . . . . .

, Q =

. . . . . . . . .
. −α1 0 α1 0 0 0 0 .
. 0 −α1 0 q12 β2 0 0 .
. 0 0 −q12 0 α2 β2 0 .
. 0 0 −β2 −α2 0 α2 β2 .
. . . . . . . .

, (6.12)
Enforcing first-order of accuracy at i and second-order at ii , resulting in a 2-1-2-4 stencil,
we obtain
p11 =
19
24
, p22 =
23
24
, p12 =
1
8
, q12 =
7
12
. (6.13)
With these values, P is positive definite (eigenvalues are 1, 1.02523, and 0.724769).
6.1.2 Three-point interface
Here, we assume a three-point interface stencil. The matrices P and Q have the following
structure
P =

. . . . . . .
. 1 0 0 0 0 .
. 0 p11 p12 p13 0 .
. 0 p12 p22 p23 0 .
. 0 p13 p23 p33 0 .
. 0 0 0 0 1 .
. . . . . . .

, Q =

. . . . . . . . . .
. −α1 0 α1 0 0 0 0 0 .
. 0 −α1 0 q12 q13 0 0 0 .
. 0 0 −q12 0 q23 β2 0 0 .
. 0 0 −q13 −q23 0 α2 β2 0 .
. 0 0 0 −β2 −α2 0 α2 β2 .
. . . . . . . . .

,
(6.14)
50
Enforcing first-order of accuracy at i and third-order at points ii and iii , resulting in a
2-1-3-3-4 stencil, we obtain
p11 =
1363
1728
, p22 =
91
108
, p33 =
1723
1728
, p12 =
4
27
, p13 =
25
1728
, p23 =
5
216
,
q12 =
79
144
, q13 = − 7
144
, q23 =
91
144
.
(6.15)
With these values, P is positive definite (eigenvalues are 1, 1.01284, 0.950561, and 0.665068).
6.2 Interface for 4th to 6th order transition
Now, the left-hand side stencil is given by Eq. (6.11) while the right-hand side stencil is
du
dx
=
α3(ui+1 − ui−1) + β3(ui+2 − ui−2) + γ3(ui+3 − ui−3)
∆x
+O(∆x6), (6.16)
where α3 = 3/4, β3 = −3/20, and γ3 = 1/60.
We discuss only a four-point wide interface stencil because while a five-point stencil exists,
there is no implementation advantage over the four-point stencil. The matrices P and Q
have the following structure
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P =

. . . . . . . .
. 1 0 0 0 0 0 .
. 0 p11 p12 p13 p14 0 .
. 0 p12 p22 p23 p24 0 .
. 0 p13 p23 p33 p34 0 .
. 0 p14 p24 p34 p44 0 .
. 0 0 0 0 0 1 .
. . . . . . . .

,
Q =

. . . . . . . . . . . . .
. −β2 −α2 0 α2 β2 0 0 0 0 0 0 .
. 0 −β2 −α2 0 q12 q13 q14 0 0 0 0 .
. 0 0 −β2 −q12 0 q23 q24 γ3 0 0 0 .
. 0 0 0 −q13 −q23 0 q34 β3 γ3 0 0 .
. 0 0 0 −q14 −q24 −q34 0 α3 β3 γ3 0 .
. 0 0 0 0 −γ3 −β3 −α3 0 α3 β3 γ3 .
. . . . . . . . . . . .

,
(6.17)
Enforcing third-order accuracy at i and ii and fourth-order at points iii and iv , resulting
in a 4-3-3-4-4-6 stencil, we obtain
p11 =
431
432
, p22 =
481
720
, p33 =
673
720
, p44 =
431
432
, p12 =
11
240
,
p13 =
19
720
, p14 = − 43
2160
, p23 =
127
720
, p24 = − 29
720
, p34 =
1
80
,
q12 =
209
360
, q13 =
7
180
, q14 = − 13
360
, q23 =
23
40
, q24 = − 17
180
, q34 =
269
360
.
(6.18)
With these values, P is positive definite (eigenvalues are 1, 1.06262, 1.00066, 0.960482, and
0.574388).
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Chapter 7
Performance examples
The embedded geometry approach described in Chapter 5 was implemented and tested in
two different Cartesian solvers. The first is MIRANDA, developed at Lawrence Livermore
National Laboratory Cook and Cabot (2004, 2005); Cook (2007, 2009), which employs a
uniform tenth-order compact finite-difference discretization with a fourth-order Runga-Kutta
time-marching scheme and a hyperviscosity model with artificial fluid properties for large-
eddy simulation of turbulence. This solver is used for the 1-D shock and 3-D supersonic flow
examples. The second is a Cartesian p-adaptive compressible flow solver with adaptive order
of accuracy in space, from second to sixth, and a third-order Runge-Kutta integrator in time.
The formulation is based on the skew-symmetric (stable) approach discussed specifically in
Pantano et al. (2007) with the stencil order adaptation described in chapter 6. This is used
for all the 2-D simulations. Both solvers use the domain decomposition technique with the
Message Passing Interface (MPI) programming model. Both qualitative and quantitative
aspects of the solutions are compared with available analytical and experimental results.
7.1 Shock reflection problems
The first compressible flow example is a one-dimensional shock reflection from a wall, for
which an analytic solution for the strength of the reflected shock is available. Defining the
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MI zI ηI ηw z
∗
R zR error (%)
1.2 0.513 0 0 0.478 0.476 0.54
1.2 0.513 0 0.001h 0.478 0.477 0.16
1.2 0.513 0 0.01h 0.478 0.477 0.17
1.2 0.513 0 0.1h 0.478 0.477 0.20
1.2 0.513 0 0.25h 0.478 0.477 0.24
1.2 0.513 0 0.5h 0.478 0.477 0.26
1.2 0.513 0 0.75h 0.478 0.477 0.26
1.2 0.513 0 0.9h 0.478 0.477 0.26
1.5 1.458 0 0 1.207 1.206 0.05
1.5 1.458 0 0.5h 1.207 1.207 0.02
1.5 1.458 0.5h 0 1.207 1.207 0.02
2.5 6.125 0 0 3.267 3.263 0.12
Table 7.1: Results from shock reflection tests. Initial shock location is x = 3.5 + ηI and
embedded wall location is x = 4.5 + ηw, with h = 0.005 for all cases. Predicted shock
strength z∗R is calculated from Eq. (7.3).
strengths of the incident (I) and reflected shocks (R) as
zI = (p2 − p1)/p1, (7.1)
zR = (p3 − p2)/p2, (7.2)
where state 1 is between the incident shock and the wall, state 2 is behind the incident shock,
and state 3 is between the reflected shock and the wall, the strength of the reflected shock
is given in terms of the incident shock strength by Whitham (1974)
zR =
zI
1 + γ−1
2γ
zI
. (7.3)
The test problem was defined on a one-dimensional domain of size [0, 5], with a grid
spacing of h = 0.005. A wall was placed near x = 4.5; its exact position was varied to
examine the effect of η as the wall moved between 4.5 + 0.001h and 4.5 + 0.9h. Velocity,
density and pressure are extended into the wall region using the algorithm described in
chapter 5 for compressible flow with adiabatic boundary condition at the wall; see Eq. (A.6).
Results from a sequence of test cases are presented in Table 7.1. The x-t diagram for this
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Figure 7.1: x-t diagram showing incident and reflected shocks, with lines indicating the
analytic solution and symbols showing the location of the shock center from simulations at
various Mach numbers. Shock positions are recorded at 10 µs increments. The vertical thick
dashed line at x = 4.5 represents the location of the wall.
problem is shown in Figure 7.1, where the locations of the reflected numerical shocks and the
exact solution across a range of Mach numbers are compared. The reflected shock strength
is found to be almost independent of the boundary location and the magnitude of the error
is directly related to the discretization spacing h.
A more complex two-dimensional flow occurs when a shock interacts with a wedge. The
conditions were obtained from Toro (1997), and correspond to an incident Mach number
of 1.7 over a wedge angle of 25◦. The resolution is h = 1/32 for a total of 800 × 528 grid
points. Results are presented in Figure 7.2, where it can be seen the velocity and pressure
contours extended into the wedge interior. The salient features of the simple Mach reflection
are captured and pressure contours show that the normal gradient boundary conditions
(∂p/∂n = 0) are satisfied at the wall. Note also the increasing thickening of the extension of
the flow into the ramp, due to increasing diffusion with distance from the ramp surface as
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(a)
(b)
Figure 7.2: Contours of (a) velocity and (b) pressure for the interaction of a M = 1.7 shock
with a 25◦ wedge.
required by Eq. (5.4). The results are in good qualitative agreement with published results
Toro (1997).
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7.2 Two-dimensional flow over a circular cylinder
Lx
Ly
xc
Zone I
Zone II
Zone III
Figure 7.3: Zoning of the simulation domain for p-adaptive finite differencing. Zones I, II
and III correspond to a maximum of 2nd-, 4th-, and 6th-order accurate stencils, respectively.
In this example, a two-dimensional compressible flow over a cylinder is simulated using
the p-adaptive technique described in Chapter 6. To simplify the discussion, we refer to the
‘order’ of the discretization as that of the interior of the domain, which varies depending
on the p-adaptation chosen, and to the ‘boundary order’ as that of the extension algorithm
chosen to enforce boundary conditions. Different Reynolds numbers and low Mach numbers
based on the free stream velocity are investigated. The results are compared with existing
incompressible flow simulations. First, domain and grid independence studies establish the
convergence of the drag coefficient at Reynolds numbers of 40 and 100 at Mach number 0.2.
Then, lift and drag coefficients for both Re = 40 and 100 are compared with experimental
and computational results reported in the literature. The Reynolds number,
Re =
ρ∞U∞D
µ
, (7.4)
and Mach number,
M =
U∞
c
, (7.5)
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are defined in terms of the free-stream density, ρ∞, the upstream uniform flow velocity, U∞,
the speed of sound, c∞, the diameter of the cylinder, D, and the dynamic fluid viscosity, µ.
The averaged drag and lift coefficients are defined as
Cd =
2Fd
ρ∞U∞2D
, (7.6)
and
Cl =
2Fl
ρ∞U∞2D
. (7.7)
The forces Fd and Fl denote the drag and lift, respectively, which contain viscous stresses
and pressure contributions on the surface of the cylinder. For the Re = 100 simulation, the
Strouhal number, St = fD/U∞ is reported since vortex shedding takes place; f denotes the
vortex shedding frequency.
We consider a rectangular domain, shown in Figure 7.3, to simulate the uniform flow
over the stationary cylinder. The computational domain can be divided into up to three
nested sub-domains enclosing the cylinder, indicated as zones I, II and III. Zone I always
employs standard second-order stencils, zone II can employ up to fourth-order stencils, and
zone III up to sixth-order stencils. Transitions between different zones are handled by the
stable stencils described in Chapter 6. Simulations are labeled as follows: 2-2-2 for uniformly
second order, 2-4-4 for second-order in the external domain and fourth-order elsewhere, and
2-4-6 for increasing order from second to sixth in the corresponding nested sub-domains.
An uniform flow is imposed at the left-hand side boundary and non-reflective characteristic
outflow boundary conditions are used Thompson (1987) at all other boundaries. Character-
istic boundary conditions are implemented according to Pantano et al. (2007). No-slip and
constant temperature boundary conditions are imposed on the surface of the cylinder, and
the extension algorithm is implemented as described in Chapter 5.
The length of the computational domain, Lx = 24D, was estimated to be sufficiently large
to allow the wake behind the cylinder to develop properly and to exit the domain through
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the right boundary without producing observable reflections. No significant differences in
results were found for domain lengths up to Lx = 36D. The cylinder is positioned inside
the domain at xc = 6D and centered about the vertical height Ly. As is well known, this
type of simulation can be sensitive to the value of Ly because the domain has to be large
enough to minimize any effective confinement that it can impose on the flow around the
cylinder. A domain-independence study for Ly was performed with 30 grid points across the
diameter of the cylinder (Nd = D/∆x = 30) and the 2-4-4 scheme. Simulations were run
long enough for the solution to reach steady state. Table 7.2 shows the results of the study
for Re = 40. These simulations indicate that Ly = 12D is an adequate lateral domain size
Ly/D Cd(2-4-4) (%) change
6 1.3507 -
9 1.4932 10.3
12 1.5590 4.4
15 1.5859 1.7
Table 7.2: Domain independece study for Re = 40,M = 0.2, Nd = 30.
for the resolution study varying Nd.
Table 7.3 shows the results for Re = 40 as a function of the maximum order of finite-
differencing (Chapter 6), from 2nd to 6th order, and the effect of boundary order (Section 5.4).
First, it is observed that the percentage change in drag coefficient becomes very small for
Nd > 40 for all three orders of accuracy. Using the data from the second column of Table 7.3,
relative errors in Cd, er = (Cd(50) − Cd(Nd))/Cd(50) have been computed considering Nd = 50
case as reference. Figure 7.4 shows in doubly logarithmic coordinates that the convergence
rate is approximately 2. Richardson extrapolation gives a drag coefficient, Cd = 1.5843 at
an infinite resolution for N = 1 in the reconstruction formula. Second, it is obvious that the
convergence rate is faster for the higher-order formula since it has a smaller truncation error.
Third, using the higher-order approximation can save cost in terms of resolution requirement;
e.g., the drag using the 2-4-6 approximation obtained with Nd = 30 is very close to the drag
using 2-2-2 and Nd = 40, which is a ∼ 50% reduction in grid size.
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Nd Cd(2-2-2) (%) change Cd(2-4-4) (%) change Cd(2-4-6) (%) change
10 1.4228 1.4240 1.4186
20 1.5048 5.76 1.5211 6.81 1.5224 7.31
20∗ 1.5195 1.5386 1.5389
30 1.5504 3.03 1.5590 2.49 1.5600 2.46
30∗ 1.5655 1.5727 1.5727
40 1.5638 0.86 1.5691 0.64 1.5698 0.62
50 1.5740 0.65 1.5778 0.55 1.5784 0.54
Table 7.3: Convergence of drag coefficient with adaptive differencing, Re = 40, M = 0.2.
∗Grayed rows indicates second-order boundary closure (N = 2).
Finally, we focus on the effect of the boundary order. The shaded rows in Table 7.3 show
results for N = 2 that should be compared with the equivalent simulation using N = 1
in the row above each case. Clearly, the second-order boundary approximation improves
the results, but its improvement is not as marked as that provided by increasing the order
inside the domain. Realizing higher-order convergence than that shown in the table most
likely requires a high-order boundary extension. For example, for this problem, a 4th-order
accurate approximation along with an extension with N = 2 should be sufficient to achieve
acceptable convergence with the least number of grid points.
Nd Cd(0.1h) Cd(0.25h) Cd(0.5h) Cd(h)
40 1.5643 1.5628 1.5638 1.5650
Table 7.4: Effect of object position relative to the Cartesian grid.
To investigate the effect of η in a two-dimensional simulation we take N = 1 and move
the center of the cylinder by various fractions of h in the x-direction. Table 7.4 summarizes
the drag coefficients, Cd for Nd = 40. Note that, for the force calculations, derivatives in
the viscous stress components and pressure are calculated at finite number of points on the
cylinder surface using bi-linear interpolation from the neighborhood Cartesian grid points.
The derivatives are approximated by second-order accurate centered difference formula. The
computed Cd presented in Table 7.4 varies on the order of the numerical truncation error.
Table 7.5 shows a comparison of the drag coefficient from the ‘best’ simulation for Re = 40
using M = 0.1, Ly = 12D and N = 1 in a 2-4-6 domain. It can be seen that our result is
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Figure 7.4: Convergence rate as a function of grid resolution. ‘Dashed’ line denotes the
linear least-square fit and the ‘solid’ line denotes the second-order convergence.
very close to the incompressible flow results presented by other investigators.
Reference Cd
Kim et al. (2001) 1.51
Park et al. (1998) 1.51
Silva et al. (2003) 1.54
Le et al. (2006) 1.56
Present (M = 0.1) 1.56
Russell and Wang (2003) 1.60
Calhoun (2002) 1.62
Su et al. (2007) 1.63
Ito et al. (2009) 1.66
Sucker and Brauer (1975) 1.73
Table 7.5: Comparison of drag coefficients at Re = 40.
Figure 7.5(a) shows a contour plot of axial velocity normalized by the inflow velocity for
a Re = 40 simulation when the flow has reached steady state (10 flow-through times). The
streamlines are symmetric, showing a stable recirculation zone behind the cylinder. Figure
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(a)
(b)
Figure 7.5: Contours of (a) axial velocity normalized by the inflow velocity, U∞, and stream-
lines for Re = 40 (b) instantaneous vorticity normalized by U∞/D after 10 flow through
times for Re = 100 and M = 0.2.
7.5 b) shows a similar plot for Re = 100, depicting the characteristic Ka´rma´n vortex street
in the wake as the cylinder sheds periodic vortices. These simulations are carried out in
a domain size of 24D × 12D with the center of the circular cylinder located at (xc, yc) =
(6D, 6D), a total of 960× 480 grid points (Nd = 40), and a first-order boundary extension.
Figures 7.6(a) and (b) show the time dependent variation of drag (Cd) and lift (Cl)
coefficients from tU∞/D = 300 to 350 for Re = 100. Both Cd and Cl oscillate about a
mean, which is consistent with published results. As expected, almost identical behavior
in frequency and magnitude is obtained with the 2-4-4 (dashed line) and 2-4-6 (solid line)
finite difference stencils, supporting the conclusion indicated by the mean coefficient results
that the 2-4-4 method is already well converged. The 2-2-2 approximation is insufficiently
accurate to resolve the flow around the cylinder. As expected, the resolving ability of the
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Figure 7.6: Evolution of the coefficient of forces for Re = 100, (a) Cd (b) Cl. Solid, dashed
and dash-dot lines represent 2-4-6, 2-4-4, and 2-2-2 domain discretization, respectively.
Reference Cd Cl St
Park et al. (1998) 1.33
Kim et al. (2001) 1.33 0.32 0.165
Calhoun (2002) 1.330 0.298
Karagiozis et al. (2010) 1.336 0.319 0.168
Choi et al. (2007) 1.34 0.315 0.164
Present (M = 0.1) 1.342 0.333 0.164
Liu et al. (1998) 1.35 0.339 0.164
Le et al. (2006) 1.37 0.323 0.160
Russell and Wang (2003) 1.38 0.322 0.169
Silva et al. (2003) 1.39
Su et al. (2007) 1.40 0.34 0.168
Sucker and Brauer (1975) 1.45
Xu and Wang (2006b) 1.423 0.34 0.171
Table 7.6: Comparison of drag and lift coefficients and Strouhal number at Re = 100.
discretization affects both the magnitude and the phase of the oscillations, but both converge
as the order of accuracy increases. Table 7.6 compares drag and lift coefficients and the
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Strouhal number for Re = 100 favorably with previously reported values. Finally, figure 7.7
shows a snapshot of flow over a complex-shape object, seemingly a butterfly or short-tailed
dragonfly, to represent the method’s performance in smooth flow fields around arbitrary
shaped complex solid objects. This simulation was carried out for a Reynolds number of
200, based on the maximum vertical length of the object (H) and at a Mach number of 0.2
inside a domain of size 16H × 8H with grid resolution of h = H/45 with a total of 720× 360
grid points.
(a) (b)
Figure 7.7: (a) Streamlines and contours of vorticity normalized by U∞/D around a complex
object in uniform flow at Re = 200 and M = 0.2. (b) Smooth distribution of positive (solid)
and negative (dashed) vorticity across the interface (zoomed around a corner).
7.3 Flow over a cylinder near a plane wall
The next example considers the flow over a cylinder resting above a horizontal flat wall.
Experimental studies have been performed at sub-critical to high Reynolds numbers Taneda
(1965); Bearman and Zdravkovich (1978); Taniguchi and Miyakoshi (1990); Price et al.
(2002), with Taneda Taneda (1965) examining low Reynolds numbers (Re ≤ 170). This
problem was chosen to highlight the use of several level sets simultaneously and because of
the non-trivial interaction between the cylinder and the wall. For the numerical simulation,
a stationary two-dimensional circular cylinder of diameter D has its lower edge placed at
a distance G from a plane wall, as shown in Figure 7.8. The flow behavior is studied at
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Figure 7.8: Simulation domain for the flow over a circular cylinder near a plane wall.
various gap ratios (G/D) with a Reynolds number Re = 80, matching the simulations of
Lei et al. Lei et al. (2000) that used a curvilinear grid configuration. Since the flow solver
is compressible, a low Mach number of 0.2 was used to approximate incompressible flow.
Characteristic boundary conditions are used at the outer boundaries (excluding the wall and
cylinder). It is expected that due to the presence of the wall, a boundary layer exists, and
vortex shedding will be affected by the gap ratio as well as the free-stream Reynolds number.
The simulation results can be quantitatively analyzed in terms of the variation in the root-
mean square lift coefficients. The flow domain size for this simulation is 36D× 12D and the
horizontal location of the cylinder position is maintained at 16D, as in Lei et al. (2000). An
additional 0.1D vertical extension was added in the negative y direction to include a small
portion of the wall interior, where boundary conditions are imposed. The grid resolution
is 1440 × 480, for 40 points across the cylinder diameter. The inflow boundary condition
matched the data given in Lei et al. (2000).
The implementation of multiple solid bodies requires a composite level set function. The
level sets for the bottom wall and the circular cylinder are defined analytically by
φ1(y) = y, (7.8)
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and
φ2(x, y) =
√
(x− xc)2 + (y − yc)2 − D
2
, (7.9)
respectively, where (x, y) is the Cartesian coordinate of the domain and (xc, yc) is the center
of the cylinder. The combined level set function is given by φ(x, y) = min(φ1, φ2).
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Figure 7.9: (a) Comparison of root-mean-squared lift coefficient at Re = 80. (b) Averaged
lift force (Fl) over the circular cylinder as a function of non-dimensional time for G/D = 2.
Figure 7.9(a) shows the variation of the root-mean square lift coefficients, Cl, with gap
ratio (G/D) after 10 flow-through times and a comparison with the results reported in Lei
et al. (2000). The slight over-prediction relative to the reference simulation is attributed
to small differences in the inlet condition, which was incompletely documented in Lei et al.
(2000) and had to be inferred indirectly. The periodic behavior of the averaged lift force (Fl)
due to vortex shedding is presented as a function of non-dimensional time in Figure 7.9(b) for
G/D = 2. The laminar boundary layer over the flat plate interacts with the cylinder wake
and results in a lift force that is not symmetric about zero. Figure 7.10 shows instantaneous
vorticity normalized by U∞/D at three different gap ratios, depicting the effect of the wall
boundary layer which causes the vortex pair in the near-wake to move upward Lei et al.
(2000); Harichandan and Roy (2012).
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(a)
(b)
(c)
Figure 7.10: Contours of instantaneous normalized vorticity (using U∞/D) for (a) G/D =
1.0, (b) G/D = 1.5, and (c) G/D = 2.0 at Re = 80.
A motivation of this research work was to develop an embedded geometry approach
capable of reconstructing smooth forces on the surface of an object in a Cartesian fluid
solver, irrespective of the position of the object with respect to the grid. To exemplify this
aspect of the method, three instants (labeled as s1, s2 and s3 in Figure 7.9b) are selected
to show the distribution of total force (Fd and Fl) as a function of position on the cylinder
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Figure 7.11: Distribution of viscous stresses and pressure as a function of angular position
(measured counter-clockwise from the right-most point of the cylinder). Solid line, dashed
line and symbols represent sample instants s1, s2 and s3, respectively.
surface. Forces are calculated on the surface of the cylinder by convex linear interpolation of
the pressure and velocity gradient (which was obtained by standard second-order accurate
differentiation of the velocity field). Figure 7.11 shows the variation of the viscous force
components and the pressure as a function of angle (measured counter-clockwise from the
right-most point of the cylinder) on the boundary of the cylinder at each instant. The
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success of the new extension technique is seen in the smooth variation of the forces across
the cylinder.
7.4 Supersonic flow over a sphere
Reference Drag Coefficient
Krasilshchikov and Podobin (1967) 1.00
Hodges (1957) 0.99
Charters and Thomas (1945) 1.00
Bailey and Hiatt (1972) 1.00
Present simulation 1.07
Table 7.7: Comparison of supersonic drag coefficient from present simulation with experi-
mental results at similar conditions.
The final example is the challenging problem of three-dimensional supersonic flow over a
sphere. Flow conditions are for Mach 2, with free stream density ρ = 0.2199 kg/m3, velocity
u = 527.2 m/s and temperature T = 173 K. The sphere diameter is D = 10 cm, for a
Reynolds number ∼ 6.5 × 105. The sphere is placed in a domain of size 10D × 5D × 5D,
with a grid of 512 × 256 × 256 points. A slip boundary condition is applied at the sphere
wall, and velocity, pressure and density fields are extended using the method of Chapter 5.
This three-dimensional simulation was carried out using MIRANDA with the tenth-order
accurate Pade´ scheme.
Figure 7.12 shows density, pressure and axial velocity on the x-y plane once the tur-
bulent wake is fully developed. The drag coefficient of the sphere, shown in Table 7.7, is
comparable to that obtained from experiments Krasilshchikov and Podobin (1967); Hodges
(1957); Charters and Thomas (1945); Bailey and Hiatt (1972). The shock standoff distance
from the sphere was approximately 1.8 cm. The slightly high drag prediction of the current
simulation is possibly due to resolution limitations that affect the width of the low pressure
region in the wake behind the sphere and the fact that the boundary layers over the sphere
before separation (which at this Reynolds numbers should be turbulent) are not modeled
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Figure 7.12: Contours of (a) density×104 (g/cm3), (b) pressure×10−4 (dyn/cm2), and (c)
axial velocity×10−4 (cm/s) on the symmetry plane from simulation of the turbulent com-
pressible (M = 2) flow over a sphere. The sphere surface is indicated by the black circle and
the extended fields are shown inside.
accurately with slip-type boundary conditions.
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Chapter 8
Flow around stationary cylinder
In this chapter, we present simulation results for a uniform flow around a short stationary
cylinder placed at various angles of attack. We have calculated the overturning moment
and have identified the angle of attack beyond which the cylinder will start to tumble. For
this, the overturning moment has to have a sign which will eventually increase the angle
of attack and put the cylinder in a more unstable orientation. At first we will validate the
code by performing a simulation of uniform flow past a sphere and comparing the simulation
results with standard literature data. For all these simulations (and the moving boundary
simulations presented in the next chapter), we have developed an uniform grid-based com-
putational framework under the hood of the VTF1 solver maintained at University of Illinois
which was coupled with the embedded geometry subroutine.
8.1 Validation: Flow past a sphere
A three-dimensional Cartesian domain of size (Lx, Ly, Lz) = (12D, 8D, 8D) has been consid-
ered where D is the diameter of the sphere and Lx, Ly, Lz denote the length of the domain in
x, y, and z directions respectively. The sphere is centered at (4D,Ly/2, Lz/2). The domain
size is wide enough to minimize any significant domain confinement effect and long enough
to allow the wake to exit the computational domain without any observable reflection from
the outflow wall. An inflow boundary condition of mach number M = 0.2 is specified in the
left wall (the wall in the negative x direction) and characteristics based outflow boundary
1The Virtual Test Facility (http://www.cacr.caltech.edu/asc/wiki/bin/view/)
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Re lr = s/D Taneda (1956)
40 0.301 0.308
100 0.883 0.885
Table 8.1: Comparison on recirculation wakelength
condition is imposed in all other walls of the domain. The grid size for the simulation is
480 × 320 × 320 resulting into 40 grid points across the diameter. On the surface of the
sphere, we have specified a no-slip velocity boundary condition and a constant temperature
condition. The simulations uses 192 Intel Xeon E5-2670 processors and each simulation
required about 25000 CPU hours to obtain an approximately steady and stabilized flow
field. Figure 8.1 shows the streamlines and contour plot for the normalized axial velocity
U/U∞. A stable and symmetric recirculation region is formed behind the sphere and length
of the recirculation region increases with the Reynolds number. Table 8.1 shows an excel-
lent match of non-dimensional recirculation wake length lr = s/D between the simulation
and experimental results obtained from wind tunnel experiments by Taneda (1956) where
s represent the length of the wake from the rearmost point of the sphere to the location
where the streamlines re-attach. We have also presented the comparison of drag coeffiecient
(Figure 8.2) ,
Cd =
2Fd
ρ∞U∞2Ap
, (8.1)
where, Fd is the drag force, ρ∞ is the density, U∞ is the inflow velocity and Ap is the reference
frontal area.
8.2 Flow details around the short cylinder
For the flow simulation over the short cylinder the computational domain is a rectangular
box with dimensions (Lx, Ly, Lz) = (16D, 12D, 12D) where D is the diameter of the cylinder.
The length of the cylinder is l = 1.5D giving an aspect ratio of 1.5. A resolution equivalent
to 40 grid points across the diameter is considered. This require a grid size totaling approx-
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imately 147 million grid points. The flow is compressible with a Mach number equivalent to
0.25 and Reynolds number, Re = 60. The fluid is modeled as air with a density, ρ∞ = 1.1839
kgm−3, temperature, T = 300 K, specific gas constant, R = 287.058 Jkg−1K−1, heat capacity
ratio γ = 1.4 and Prandtl number, Pr = 0.7. The left wall of the domain specifies an uni-
form inflow velocity whereas all other walls are specified with outflow boundary conditions.
A constant temperature is enforced on the surface of the cylinder with a no-slip velocity
boundary condition. A set of simulation is performed for angle of attacks, α = 0◦, 1◦, 2◦, 5◦,
10◦, and 15◦. Each simulation uses 288 Intel Xeon E5-2670 processors and required about
40000 CPU hours to obtain an approximately steady and stabilized flow field.
The non-dimensional axial velocity contours and streamlines are extracted in a constant
y-plane exactly in the middle of the domain as shown in Figure 8.3 and Figure 8.4 after 4 flow
through times when the flow is observed to be approximately steady-state. For α = 0◦ the
flow pattern remains symmetric and a stable recirculation zone forms behind the cylinder.
No time-dependent behavior of the wake was observed at this Reynolds number. The flow
separation occurs exactly at the back of the cylinder after the flow travels the full cylinder
length. For non-zero angle of attack, the symmetry of the recirculation wake breaks. It is
also evident that, with increasing angle of attack, the size of the recirculation zone becomes
smaller. While at α = 10◦, one recirculation zone is observed, at α = 15◦ the recirculation
zone almost disappears. Furthermore, it can be predicted that, for even higher angles of
attack, the recirculation will form on top of the curved surface of the cylinder.
8.3 Forces and moments
The surface of the cylinder was represented by a triangular mesh of characteristic size ap-
proximately equivalent to the computational grid. Then, the viscous stress and pressure
were interpolated on the centroid of each triangular element from the neighborhood Carte-
sian grids using a tri-linear interpolation formula. The derivative terms in the viscous stress
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calculation were obtained using a second-order accurate centered-difference scheme. Finally,
the total force, (~F ) was integrated over the surface of the cylinder using the force contribution
from each triangular element. To identify the critical angle of attack, αcr, the fluid dynamic
torque, (~τ = ~r × ~F ) was also calculated for each angular orientation. Figure 8.5 shows the
overturning moment for various angles of attack clearly identifying αcr to lie between 1.7 and
1.8 degree. Due to the very narrow angular range over which the torque changes sign and
the resolution limitations of our simulations, it is difficult to precisely map the shape of this
curve. The pitching moment, Mp, changes the sign from negative to positive beyond αcr,
which would eventually tend to increase the pitching angle to de-stabilize the cylinder. If no
external torque is applied, for a short cylinder flying with an initial angle of attack less then
αcr, the pitching angle will remain bounded and will oscillate between positive and negative
pitching angle and will asymptotically set the short cylinder in the most stable orientation.
The simulations would require a finer grid resolution to identify αcr more precisely and re-
liably. A composite mathematical formulation based on the best fit third order polynomial
representing the pitching moment as a function of angle of attack is given as ,
Mp =

p1|α|3 + p2|α|2 + p3|α|+ p4, if |α| < 2
q1|α|3 + q2|α|2 + q3|α|+ q4, if 2 < |α| ≤ 35,
(8.2)
where, p1 = 37.8292, p2 = 14.2216, p3 = −139.5069, p4 = 0.0 and q1 = −0.0098, q2 = 0.6505,
q3 = 7.2430, q4 = 77.1129. This model is valid up to α = ±35 degree since stationary
cylinder simulations at higher angles of attack are not completed yet. Eq. (8.2) is used for
further investigation described in Section 8.4
The coefficients of fluid dynamics forces and moments on the stationary cylinder as a
function of angle of attack are plotted in Figures 8.6. As seen in Figure 8.6 (a), drag force
increases with increasing angle of attack while lift force initially decreases and beyond certain
angle of attack keeps increasing parabollically. It is not clear that the lift force changes sign
exactly at αcr. In the sub-critical regime, the variation in drag force is small compared
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the variation in lift force indicating that the shape of the pitching moment curve is mostly
dominated by the lift variation.
8.4 Dynamics with stationary torques
A number of numerical tests are performed to understand the dynamic behavior of the
cylinder subjected to the torque curves determined from the stationary simulations given in
Eq. (8.2). The governing equations are described in Section 3.2. The numerical integration
required for the quaternions and angular rates is performed using a third-order Runge-Kutta
technique. In Figure 8.7, the angle of attack, α of the cylinder in the pitch plane is plotted
as a function of non-dimensional time, t′ = tU∞/D starting with an initial angle of attack,
αo, in the sub-critical (α < αcr) regime. For all the cases, the angular motion remains
bounded within +αo and −αo. Also note that, for αo closer to αcr, the frequency of the
oscillatory motion reduces and the cylinder is observed to stay longer in the neighborhood of
αo. Figure 8.8 shows the time dependent normalized pitch movement for the period of time
relevant to ICF application while a fusion target travels along the fusion chamber axis from
the injection port to the center of the chamber before laser energy deposition. In the super-
critical regime (α > αcr), the normalized behavior collapses in one single curve for higher αo.
Next, the effect of initial torque perturbation is studied in Figure 8.9. A non-dimensional
initial angular velocity in the fixed frame is defined as,
ω′yo = ωyo
IyyU∞
FxD2
, (8.3)
where, Iyy is the transverse moment of inertia of the rigid cylinder, U∞ is the uniform inflow
velocity and Fx is the steady drag obtained from the stationary cylinder simulation at α = 0.
Figure 8.9 (a)-(d) show the transient evolution of α for ω′yo = 15180, 1518, 151.8 and 1.518,
respectively, where, ω′yo = 15180 is equivalent to 4 rad/s and so on. In Figure 8.9 (a) and (b),
the initial angular velocity fully dictates the angular motion of the cylinder while modest
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effect of the external torque is observed in (c). The perturbation is not large enough in (d)
to push α in the super-critical regime and hence the cylinder keeps oscillating within an
angular limit less then αcr.
Of course, these dynamic simulations do not incorporate unsteady effects (added mass,
damping, etc) that the flow will exert on the cylinder if both media were properly coupled.
This implies that only the simulations starting from sub-critical angles or remaining below
the critical angle in the case of an initial torque impulse should be considered of value when
assessing the behavior of the cylinder. Super-critical conditions necessitate a fully coupled
simulation to accurate represent the behavior of the cylinder. This is discussed in the next
chapter.
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(a)
(b)
Figure 8.1: Streamlines and contour plots of normalized axial velocity U/U∞ around the
sphere for an uniform flow of Re = 40 (a) and Re = 100 (b) at M = 0.2.
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Figure 8.2: Comparison of drag coefficient for flow past a sphere.
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(a) α = 0
(b) α = 5
Figure 8.3: Streamlines and contour plots of normalized axial velocity U/U∞ around the
cylinder for an uniform flow of Re = 60 at M = 0.2.
79
(a) α = 10
(b) α = 15
Figure 8.4: Streamlines and contour plots of normalized axial velocity U/U∞ around the
cylinder for an uniform flow of Re = 60 at M = 0.2.
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Figure 8.5: Overturning moments as a function of angle of attack
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Figure 8.6: Coefficients of forces a moments as a function of angle of attack.
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Figure 8.7: Pitch movement as a function of time in the sub critical regime with an initial
angle of attack.
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Figure 8.8: Normalized pitch movement over the period relevant to ICF target flight (Over-
turning behavior shown for αo > αcr).
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Figure 8.9: Pitch movement as a function of time with an initial torque perturbation.
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Chapter 9
Flow around tumbling cylinder
In this chapter, we present the simulation results for the dynamically moving short cylinder.
As initial condition, the steady state flow field from the zero-degree angle of attack simulation
described in Chapter 8 at non-dimensional time t′0 = tU∞/D = 62 has been used. The
axisymmetric short cylinder is subjected to no overturning moment at this orientation. Below
αcr, if sufficiently large external torque is not imposed, the cylinder will keep oscillating
below the critical limit angle. A sufficiently high torque perturbation is required to observe
tumbling motion. To achieve this, we start the simulation with an initial angular velocity,
ωI = (0, ωy0, 0)I in the fixed frame, which will result in a sufficiently large pitching moment.
Figure 9.1: Streamlines and contour plots of normalized axial velocity U/U∞ around the
short cylinder in the mid-plane parallel to the transverse direction at Re = 60 and M = 0.25
at t′0 = 62. This is the initial flow state for the dynamically moving cylinder.
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Mass, m 7× 105 kg
Diameter, D 1 m
Length, l 1.5 m
Longitudinal moment of inertia, Ixx 153,125 kg m
2
Transverse moment of inertia, Iyy,zz 284,375 kg m
2
Table 9.1: Physical properties of the cylinder.
9.1 Simulation details
The physical properties of the short cylinder are scaled to appropriately model the density
ratio between the rarefied Xenon gas and the hohlraum material pertaining to the prototype
inertial confinement fusion application. The mass and volume of a typical hohlraum are 3 g
and ∼ 1 cm3, respectively, and it is injected inside a chamber filled with Xenon gas of density
6× 10−6 gcm−3. In the present simulation, the volume of the cylinder is
v = pir2l = 1.178 m3, (9.1)
where r = D/2 and the fluid is air with a density, ρ∞ = 1.1839 kg m−3. Therefore, the corre-
sponding equivalent mass of the cylinder we need to chose in order to maintain dimensional
similarity is
m = 1.1839× 10−3 × 3
6× 10−6 × 1.178× 10
6 kg
≈ 7× 105 kg. (9.2)
Now, the cylinder is modeled as a thin-walled cylinder for which a solid surface density, ρs
is defined by
ρs =
m
2pir(l + r)
=
7× 105
2pi0.5(1.5 + 0.5)
= 1, 11, 408.5 kg m−2. (9.3)
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Using ρs, the mass of the curved surface that makes the cylinder, mc and the mass of one of
the end-disks, md are 525,000 and 87,500 kg, respectively. The corresponding longitudinal
moment of inertia is
Ixx = r
2(mc +
1
2
md +
1
2
md)
= 153, 125 kg m2. (9.4)
The transverse moments of inertia, Iyy and Izz are equal to each other since the cylinder is
a body of revolution and are found using the parallel axis theorem for the two end-disks,
giving
Iyy = Izz = (
1
2
mcr
2 +
1
12
mcl
2) + (
1
4
mdr
2 +md(
l
2
)2) + (
1
4
mdr
2 +md(
l
2
)2)
= 284, 375 kg m2. (9.5)
These physical properties are summerized in Table 9.1.
9.2 Initial torque perturbation (ω′yo = 15180)
The first case starts with an initial angular velocity of ωy0 = 4 rads
−1 which is equivalent
to the non-dimensional angular rate ω′yo = 15, 180. Figure 9.1 shows the evolution of angle
of attack, α as a function of time. The simulation shows that it takes about 34.3 non-
dimensional time units for the cylinder to complete a quarter of the full rotation. Then
the angle of attack increases further which means the effective angle of attack becomes
negative. For such orientation, the de-stabilizing fluid dynamic moment is supposed to act
in the opposite direction to the imposed angular rate. An effect of this can be seen in
the transient evolution of angular rate plotted in Figure 9.1 (b). The initial drop in ω′y
observed in this figure is due to the sudden starting torque for which the fluid creates an
impulsive resisting torque of large magnitude. Next, Figure 9.3 and 9.4 represent streamlines
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and distribution of non-dimensional axial velocity in the y = 0-plane as contour plots at
various instants. The shape of the recirculation wake changes with time as the angular
orientation also changes. The contour plots of the non-dimensional velocities in the axial
(x) and transverse (z) directions are also shown in Figure 9.5 as plotted on various planes in
the three-dimensional space. Additionally, Figure 9.6 plots temperature distribution in the
three-dimensional space showing the specified constant temperature on the cylinder surface.
The translational motion in the axial (x) and vertical (z) directions of the center of
gravity is plotted as a function of time in Figure 9.7. Over the period of ≈ 60 time units,
the cylinder moves ∼ 12% of a grid size in the axial direction whereas the translation in the
vertical direction is ∼ 1.2% of the grid size. This highlights that the inertia of the cylinder
is so large that its translational behavior can be ignored in comparison with its rotational
behavior.
9.2.1 Forces and moments
The transient evolution of drag force is shown in Figure 9.8 (a). The curve has a noisy
profile showing approximately 1.25% fluctuation with respect to the presumed smooth drag
profile that one would expect for this flow. In Figure 9.8 (b), the drag is compared with a
simulation with finer resolution and a simulation with finer surface triangulation. Note that,
the standard simulation has 40 grid points across the diameter and the force is integrated on
a cylinder surface comprised of 10,240 triangular elements. The finer resolution simulation
uses 50 grid points across the diameter and the finer cylinder surface triangulation case uses
40,960 elements. Using 4 times more triangular elements results into a drag force variation of
only 0.2% while the fluctuations in the force profile seem to remain unchanged. For the finer
resolution simulation, the drag force increases by less then 1% which is achieved by almost
doubling the standard simulation size to 288 million grid points. The fluctuation amplitude in
the force profile also reduces slightly. Since the solver uses a purely non-dissipative central
difference spatial discretization scheme to solve this low Mach number flow, the pressure
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field shows numerical waviness which is small and bounded but eventually contributes to
the fluctuation in the force profile. To investigate further, we enabled the shock-capturing
WENO scheme (Chapter 4) around the cylinder and compared the drag force in Figure 9.9.
Although, enabling shock capturing scheme substantially reduces the pressure fluctuation,
it decreases the drag force by approximately 10%. For the stationary simulations described
in the previous chapter, the interpolation locations (center of the surface triangles) do not
change with respect to the high wave-mode numerical waves in the pressure field and also
with respect to the Cartesian grid points with time advancement. As a result, the time-
dependent force profile remains smooth. To summarize, the fluctuation in the force profile
in the dynamic simulation is almost certainly a result of the coupled effect of the numerical
pressure waves at the finest grid resolution and the finit grid size. This fluctuation is small
enough that we have filtered using a running average statistic. From now on, the force plots
will be presented as running averages over time where the averaging window is equivalent to
the time required to rotate the cylinder approximately one average grid size.
Figure 9.10(a)-(c) represent coefficients of drag force, Cd, lift force, Cl, and pitching
moment, Cm as a function of time. The drag increases with time and reaches a maximum
around t′ − t′0 ≈ 24 at which the angle of attack is α ≈ 60◦. Then, 20◦ before and after
the vertical orientation, the drag force is seen to decrease linearly and even faster drop is
observed afterward. As expected, the lift force sharply increases in a short period of time
and reaches a maximum at α ≈ 40◦ and then decreases to zero at the symmetric vertical
orientation. For the next 30 degree of rotation, the variation in lift force is much slower
and a much rapid change is observed afterward. But, the effect of opposing fluid dynamic
moment is also realizable in the variation of lift coefficient. Both the drag coefficient and lift
coefficient show enhanced oscillation when the cylinder is approximately vertically oriented.
Examination of the flow shows that the wake of the now transverse cylinder is not steady
and oscillates slightly, and this results in an oscillatory behavior of the drag. This behavior
is known to occur in other blunt objects when the Reynolds number is sufficiently high but
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just below the critical value for vortex shedding. It appears that the same occurs here. A
phase plot for Cm(t) vs α(t) is shown in Figure 9.10 (d). Due to the impulsive rotational
movement at the beginning of the moving simulations, a large resisting moment is observed.
It takes about (∼ 5◦) of pitch movement for the flow to wash out the effect. Then the
pitching moment increases and reaches a maximum at α ≈ 55◦ and finally becomes zero
slightly before α = 90◦. Once the effective angle of attack becomes negative, the overturning
moment acts against rotation and hence the curve tends to bend at a quicker rate.
9.3 Initial torque perturbation (ω′yo = 1518)
Next, for the dynamic simulation starting with ω′y0 = 1518 the time dependent variations of
α and ωy are shown in Figure 9.11. The angular movement is about 12
◦ in the pitch plane
over 44 time units. Although α increased almost linearly indicating that the behavior is
controlled by the initial perturbation, the fluid dynamic effect is clearly seen in Figure 9.11
(b). The slope of the angular velocity is small for approximately 6 time units while the
cylinder presumably resides in the sub-critical regime showing the stabilizing fluid dynamic
response. As time progresses α increases and eventually the cylinder reaches the super-
critical regime where an overturning fluid dynamic moment exists. As a result, the slope of
the angular velocity visibly increases. The translational movements of the center of gravity
are shown in Figure 9.12. Over ≈ 44 time units, the axial movement is 5% and the vertical
movement is only about 0.2% of the grid size. This is due to the stronger fluid dynamic
resistance resulting from a smaller starting torque which can also be seen in Figure 9.13
(b) where a comparatively slower increase in Cl is evident. The translational dynamics
can be considered insignificant compared to the rotational dynamics for this case as well.
Figures 9.13 (a)-(c) show the coefficients of drag force, lift force and pitching moment as a
function of time. The phase plot of time dependent pitching moment is shown with time-
varying angle of attack in Figure 9.13 (d). Longer simulation time is required to investigate
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further angular dynamics.
9.4 Comparison of rotational dynamics
The dynamically obtained pitching moment from the moving cylinder simulations are pre-
sented in comparison with the stationary model in Figure 9.14. Due to the large initial torque
perturbation, existence of the critical transition region (as seen in the stationary simulations)
could not be captured in the dynamic simulations. While for larger α the simulations using
the torques from the stationary simulations show better agreement with the smaller pertur-
bation case, it is clearly evident that dynamic effects cannot be represented reliably based on
stationary simulation results. Further comparisons are shown in Figure 9.15 where, although
no visible difference exists in the evolution of α between the fully dynamic simulation results
and the stationary model (Eq. (8.2)), differences are evident in the angular velocity behavior.
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Figure 9.2: Time dependent variation of angle of attack, α in degrees (a) and normalized
angular velocity (b) for the dynamic simulation starting with ω′y0 = 15, 180. The dashed
line indicates the instants when the tumbling cylinder completes 90◦ rotation in the pitching
plane.
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(a) t′ − t′0 = 11.7
(b) t′ − t′0 = 22.7
Figure 9.3: Streamlines and contour plots of normalized axial velocity U/U∞ around the
moving cylinder for an uniform flow of Re = 60 at M = 0.25 for the dynamic simulation
starting with ω′y0 = 15, 180.
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(a) t′ − t′0 = 33.7
(b) t′ − t′0 = 59.4
Figure 9.4: Streamlines and contour plots of normalized axial velocity U/U∞ around the
moving cylinder for an uniform flow of Re = 60 at M = 0.25 for the dynamic simulation
starting with ω′y0 = 15, 180.
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(a)
(b)
Figure 9.5: Contour plots of normalized axial velocity U/U∞ (a) and transverse W/U∞ (b)
around the moving cylinder Re = 60 at M = 0.25 for the dynamic simulation starting with
ω′y0 = 15, 180 at t
′ − t′0 = 12.
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Figure 9.6: Distribution of temperature contour around the short cylinder at t′ − t′0 = 12.
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Figure 9.7: Translational movement due to the fluid dynamic forces as a fraction of the grid
size for the dynamic simulation starting with ω′y0 = 15, 180.
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Figure 9.8: Time dependent evolution of drag force (a) and effect of domain resolution and
cylinder surface triangulation refinement (b) on the drag profile.
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Figure 9.9: Effect of choice of spatial discretization scheme on the drag.
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Figure 9.10: Time dependent variation of coefficients of drag force, Cd (a), lift force, Cl (b),
pitching moment, Cm (c) and phase plot for Cm(t) vs |α(t)| (d) for the dynamic simulation
starting with ω′y = 15, 180.
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Figure 9.11: Time dependent variation of angle of attack, α in degrees (a) and non-
dimensional angular velocity (b) for the dynamic simulation starting with ω′y0 = 1, 518.
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Figure 9.12: Translational movement due to the fluid dynamic forces as a fraction of the
grid size for the dynamic simulation starting with ω′y0 = 1, 518.
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Figure 9.13: Time dependent variation of coefficients of drag force, Cd (a), lift force, Cl (b),
pitching moment, Cm (c) and phase plot for Cm(t) vs α(t) (d) for the dynamic simulation
starting with ω′y0 = 1, 518.
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Figure 9.14: Comparison of dynamically obtained pitching moment with the stationary
simlulation based torque model in a phase plot.
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Figure 9.15: Dynamic evolution of angle of attack [(a), (c)] and angular velocity [(b), (d)]
compared with stationary simulation based modeling.
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Chapter 10
Conclusions
The thesis has presented two major accomplishments. First, a novel embedded geometry
methodology for arbitrarily shaped complex moving geometries embedded in one-, two-, and
three-dimensional Cartesian compressible fluid solvers has been developed and validated for
standard benchmark problems. Second, the method has been implemented in a low Reynolds
number compressible flow problem where the tumbling of a short rigid cylinder is simulated.
The specific accomplishments are described below.
10.1 A novel embedded geometry method
The embedded geometry method is constructed on a PDE-based smooth continuation, or
extrapolation, of the boundary conditions into the solid region. A regularization parameter
controls the diffusiveness of the propagated fluid fields and hence prevents the formation
of discontinuities inside the extension region. This method is appropriate for both low and
high-order Cartesian solvers since all extensions are smooth everywhere within the fictitious
region. The method does not suffer from numerical stiffness, which is usually present when
the relative distance between the boundary and the grid points is very small, since the
equations are appropriately preconditioned. This method has been coupled with a p-adaptive
stable discretization approach which is a provably stable interface treatment that transitions
from low- to high-order stencils using the theory of summation-by-parts operators. Several
interface transition stencils are derived and tested for the first-order derivative operator
(advection).
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The embedded geometry technique has been incorporated in a high-order Pade´ parallel
Cartesian solver (MIRANDA) and in a new p-adaptive solver employing the stable interface
treatment. The performance of the method was demonstrated by solving embedded geometry
problems with spatially localized high order of accuracy stencils. The methods developed
were tested on one-, two-, and three-dimensional flows of various degrees of complexity, from
low to high Reynolds and Mach numbers, showing good agreement with existing experimental
and computational results.
Another focus of the method was to achieve smooth reconstruction of viscous stress and
pressure on the surface of the solid object without any post-processing. This has also been
proved with examples in Chapter 7.
10.2 DNS of a tumbling cylinder
An efficient and computationally amenable Cartesian-based framework to perform fluid-
structure interaction simulation of compressible flow around an arbitrarily shaped complex
moving solid geometry in parallel multi-processor environment has been developed. The
framework employs a singularity-free quaternions-based formalism to fully capture the flight
dynamics. The flow conditions discussed in this thesis has a Reynolds number which is low
but large enough to make it difficult to perform analytical investigation. New fundamental
insights about the flight dynamics of a canonical geometry, a short cylinder, is obtained in
a regime that has never been explored before. For a short cylinder with aspect ratio 1.5,
a critical angle of attack has been identified that leads to longitudinal instability. From
a set of moving boundary simulation, time dependent behavior of the dynamic coefficients
for a moving cylinder has been explained. Sensitivity studies to understand the effect of
initial torque perturbation have been performed. It can be concluded that, coupled dynamic
simulations show effects that the de-coupled dynamic simulations can not reproduce. The
results provide design insight related to the hohlraum flight in inertial confinement fusion.
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10.3 Future scope
The thesis focuses on a fixed Reynolds number and Mach number to mimic just one proposed
environmental condition pertaining to a prototype inertial fusion engine. But, the capsule
injection in a fusion engine can operate in a range of low Reynolds numbers and moderate
Mach numbers. So, natural extension of this work would be to investigate higher Reynolds
numbers and Mach numbers and also to identify the critical Reynolds number to start vortex
shedding. Next, it is common to impose some amount of spin to a flying axisymmetric
object to increase the longitudinal stability. The erratic behavior in the transient plots of
coefficients of forces and moments observed in the moving simulations can be reduced with a
finer computational mesh. Other geometries of interest in the area of inertial fusion can also
be investigated. The sensitivity studies for the initial torque perturbation can be extended
to the case where ω′yo is in the order of 1 and the cylinder is expected not to overcome the
critical limit. All of these works can be performed using the existing code structure.
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Appendix A
A.1 Boundary expansions of the fluid equations
Consider a wall or boundary aligned with the x coordinate direction and the normal to the
boundary aligned with the y coordinate. The flow fields are functions of x, y and time and
they are expressed as an expansion in powers of y, with coefficients that are functions of x
and time, t. The equations derived below are formally equivalent to the approach used in
the Cauchy-Kowalevski theorem to prove local existence of solutions to partial differential
equations Courant and Hilbert (1989). The boundary expansion is used solely to determine
which coefficients in the expansion are identically zero in order for the extension method
inside the object to be consistent. Each case must be considered separately since viscous
and inviscid limits admit different types of boundary conditions. The compressible Navier-
Stokes equations are considered as the starting point, given by
∂ρ
∂t
+∇ · (ρu) = 0, (A.1)
ρ
∂u
∂t
+ ρu · ∇u = −∇p+∇ ·
[
µ
(
∇u+ (∇u)T − 2
3
∇ · uI
)]
, (A.2)
∂p
∂t
+ u · ∇p = −γp∇ · u+ (γ − 1) [∇ · (κ∇T ) + Φ] , (A.3)
p = ρRT, (A.4)
where u denotes the velocity vector, µ, the dynamic viscosity, κ, the thermal conductivity,
R, the gas constant, γ, the specific heat capacity ratio, and Φ, the viscous dissipation term.
Assuming µ = κ = 0 yields the inviscid limit. Since the applicable boundary conditions for
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each of these cases are different, we will consider them separately.
A.1.1 Compressible inviscid limit
In this case, µ = κ = 0 and we require only that the normal component of velocity van-
ishes, v0 = 0, while tangential slip is allowed. The general expansions of the velocity and
thermodynamics variables are of the form
ρ = ρ0 + ρ1y + ρ2y
2 + · · · , (A.5)
u = u0 + u1y + u2y
2 + · · · , (A.6)
v = v1y + v2y
2 + · · · , (A.7)
p = p0 + p1y + p2y
2 + · · · . (A.8)
Introducing the expansions in the mass, momentum and energy conservation equations gives
to leading order
∂ρ0
∂t
+ u0
∂ρ0
∂x
= −ρ0(∇ · u)0, (A.9)
∂u0
∂t
+ u0
∂u0
∂x
= − 1
ρ0
∂p0
∂x
, (A.10)
p1 = 0, (A.11)
∂p0
∂t
+ u0
∂p0
∂x
= −γp0(∇ · u)0, (A.12)
and to first order
∂ρ1
∂t
+ u0
∂ρ1
∂x
+ u1
∂ρ0
∂x
+ v1ρ1 = −ρ0(∇ · u)1 − ρ1(∇ · u)0, (A.13)
∂u1
∂t
+ u0
∂u1
∂x
+ u1
∂u0
∂x
+ v1u1 =
ρ1
ρ20
∂p0
∂x
, (A.14)
∂v1
∂t
+ u0
∂v1
∂x
+ v21 = −2
p2
ρ0
, (A.15)
u1
∂p0
∂x
= −γp0(∇ · u)1, (A.16)
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where
(∇ · u)0 = ∂u0
∂x
+ v1, (A.17)
(∇ · u)1 = ∂u1
∂x
+ 2v2. (A.18)
The consequence of the leading order term in the v momentum equation, p1 = 0, and the
positivity of the thermodynamic variables, ρ0 > 0, have been used to simplify the equations.
It may be verified with the case of no variation in the x direction and arbitrary u0 that
no further simplification is possible. Therefore, the expansion consistent with the boundary
conditions has the form
ρ = ρ0 + ρ1y + ρ2y
2 + · · · , (A.19)
u = u0 + u1y + u2y
2 + · · · , (A.20)
v = v1y + v2y
2 + · · · , (A.21)
p = p0 + p2y
2 + · · · . (A.22)
A.1.2 Compressible viscous limit
In this case, the no-slip boundary condition is enforced from the outset and there are two
possible choices for energy boundary conditions: fixed temperature or imposed thermal flux.
In both cases, the general expansions of the velocity and thermodynamics variables are of
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the form
ρ = ρ0 + ρ1y + ρ2y
2 + · · · , (A.23)
u = u1y + u2y
2 + · · · , (A.24)
v = v1y + v2y
2 + · · · , (A.25)
p = p0 + p1y + p2y
2 + · · · , (A.26)
T = T0 + T1y + T2y
2 + · · · . (A.27)
Introducing these expansions in the mass, momentum and energy conservation equations
gives to leading order
∂ρ0
∂t
= −ρ0v1, (A.28)
0 = −∂p0
∂x
+ µ
(
2u2 +
1
3
∂v1
∂x
)
, (A.29)
0 = −p1 + µ
(
8
3
v2 +
1
3
∂u1
∂x
)
, (A.30)
∂p0
∂t
= −γp0v1 − (γ − 1)κ
(
∂2T0
∂x2
+ 2T2
)
+ (γ − 1)µ
(
u21 +
4
3
v21
)
, (A.31)
p0 = Rρ0T0, (A.32)
and to first order
∂ρ1
∂t
+ u1
∂ρ0
∂x
+ v1ρ1 = −ρ0(2v2 + ∂u1
∂x
)− ρ1v1, (A.33)
ρ0
(
∂u1
∂t
+ v1u1
)
= −∂p1
∂x
+ µ
(
6u3 +
4
3
∂2u1
∂x2
+
2
3
∂v2
∂x
)
, (A.34)
ρ0
(
∂v1
∂t
+ v21
)
= −2p2 + µ
(
8v3 +
2
3
∂u2
∂x
+
∂2v1
∂x2
)
, (A.35)
∂p1
∂t
+ u1
∂p0
∂x
+ v1p1 = −γ
(
p0(2v2 +
∂u1
∂x
) + p1v1
)
+ (γ − 1)κ
(
∂2T1
∂x2
+ 6T3
)
+(γ − 1)µ
(
2u1(2u2 +
∂v1
∂x
) +
4
3
v1(4v2 − ∂u1
∂x
)
)
, (A.36)
p1 = R(ρ0T1 + ρ1T0). (A.37)
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The only possible simplification is T1 = 0 in the adiabatic case, but this does not imply that
either p1 or ρ1 is zero. No further elimination of terms is possible in general.
A.2 Computational cost
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Figure A.1: Cost fraction in extension as a function of % solid nodes for various convergence
tolerance limits.
The computational cost of the algorithm was assessed for the case of a cylinder at Re=40,
as described in §7.2. Figure A.1 shows the time required in the extension algorithm as a
percentage of the total time spent as a function of the fraction of solid nodes present in the
computational domain. The number of solid nodes present in the computational domain is
less then 0.3% in a typical simulation and the overall overhead is less then 20% of total time,
even for a very strict tolerance specification of the iterative solver. This is denoted by a
dashed circle in the figure. In this example, a relative tolerance limit of 10−6 is enough to be
consistent with the discretization error of the formulation which is shown by the the green
line. In this case, the required computational cost is less than 15%. The scalable multigrid
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solver ’hypre’ is used in parallel multiprocessor environment to solve the elliptic PDE to a
tolerance limit consistent with the numerical discretization error of the formulation.
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