where · denotes the Gelfand transformation. Moreover, S can be extended to a real algebra isomorphism from A onto B inducing a homeomorphism between M B and M A . We also show that under an additional assumption related to the peripheral range, S is complex linear, that is A and B are algebraically isomorphic. We also consider the case where α = 0 and X and Y are locally compact.
Introduction
Investigating the conditions under which a spectrum-preserving map T : A → B between Banach algebras A and B is linear and multiplicative has attracted a considerable attention for many years. The case where T is assumed to be linear dates back to the classical Gleason-Kahane-Żelazko theorem. A theorem by Kowalski and Słodkowski provides a similar result without assuming the linearity assumption. Indeed, by this theorem, for semisimple Banach algebras A and B every surjective map T : A → B satisfying T (0) = 0 and σ (T ( ) − T ( )) ⊆ σ ( − ), ∈ A, where σ ( · ) denotes the spectrum of algebra elements, is linear and multiplicative [12] .
Multiplicatively spectrum-preserving maps were first considered by Molnár in [17] . He proved that if X is a first countable compact Hausdorff space and C (X ) is the Banach algebra of all continuous complex-valued functions on X , then any surjective map T : C (X ) → C (X ) preserving multiplicatively the spectrum of functions, i.e., σ (T ( )T ( )) = σ ( ) for all ∈ C (X ), is a weighted composition operator, or in other words a multiplication of an algebra isomorphism by a continuous function. Generalizations of Molnár's result were given in [5, 18, 19] for arbitrary uniform algebras rather than C (X ) and in [6, 8] for commutative semisimple Banach algebras. Considering a similar multiplicativity condition for some parts of the spectrum (called peripheral spectrum) instead of the whole spectrum, the above result was extended in [9, 11, 14, 16] .
Clearly, for uniform algebras A and B on compact Hausdorff spaces X and Y every multiplicatively spectrum-preserving map T : A → B is multiplicatively norm-preserving, that is T T Y = X , where · X and · Y are the sup-norms on X and Y . We note that under this weaker condition such map need not be a weighted composition operator or even a real linear map. However, as it was shown in [4, 14, 23] 
, such maps induce homeomorphisms between the Choquet boundaries of the uniform algebras under consideration. A mapping T : A → B between Banach algebras A and B is called a non-symmetric multiplicatively norm-preserving map if T T − α =
− α holds for all ∈ A, where α is a non-zero complex number. The general form of non-symmetric multiplicatively norm-preserving maps between (unital) uniform algebras was characterized in [7, 14, 15] , and a similar result for certain subalgebras of continuous functions on compact Hausdorff spaces which are Banach algebras under some norms was given by the authors in [9] . Generalizations of these results given in [ ∈ A 1 , where ρ τ : A 1 → A are certain maps whose ranges are multiplicative semigroups of A and α ∈ C \ {0}. For a survey on the recent results concerning spectral preserver maps between commutative Banach algebras we refer the reader to [3] .
In this paper, after introducing definitions and preliminaries in Section 2, we will extend the results of [21] in Section 3 and characterize the general form of maps T and S satisfying the above norm condition for the case where A and B are subalgebras of C (X ) and C (Y ) (for some compact Hausdorff spaces X and Y ) that are complete under some norms (not necessarily supremum norms) and A 1 is replaced by arbitrary non-empty sets I and I , Theorems 3.1 and 3.2. We should note that, since T and S are not assumed to be linear, we cannot extend them simply to A and B and use directly the known results for the uniform algebra case. In particular, we see that, under an additional assumption related to the peripheral ranges of algebra elements, such a map induces an algebra isomorphism between A and B. Then in Section 4 we consider a generalization of multiplicative norm-preserving maps between certain subalgebras A and B of C 0 (X ) and C 0 (Y ), for locally compact Hausdorff spaces X and Y , endowed with some Banach algebra norms. We show that if I and I are non-empty sets and ρ : I → A, τ : I → A and S : I → B, T : I → B are certain maps satisfying
then there exists a homeomorphism between some quotients of certain boundaries of A and B, which is, in the uniform algebra case, a homeomorphism between the Choquet boundaries, Theorem 4.2. This extends [4, Proposition 2] under a weaker condition.
Preliminaries
Let X be a locally compact Hausdorff space and C 0 (X ) be the algebra of all continuous complex-valued functions on X vanishing at infinity. We denote the supremum norm of ∈ C 0 (X ) by X . A subalgebra A of C 0 (X ) is called a function algebra on X if A separates strongly the points of X in the sense that for distinct points ∈ X there exists a function ∈ A with ( ) = ( ) and for each ∈ X there exists ∈ A with ( ) = 0. A Banach function algebra on X is a function algebra on X which is a Banach algebra under a norm. A uniformly closed function algebra on X is called a uniform algebra on X . In the case where X is compact we assume that all function algebras on X contain the constants and in this case we use the notation A −1 for the group of invertible elements in A. Furthermore, for a subset A 0 of A −1 we set I(A 0 ) = { −1 : ∈ A 0 }. Clearly, if A 0 is a multiplicative subsemigroup (respectively, subgroup) of A −1 then I(A 0 ) is also a multiplicative subsemigroup (respectively, subgroup) of A −1 .
Let A be a function algebra on a locally compact Hausdorff space X . A subset E of X is called a boundary for A if every ∈ A attains its maximum modulus at some point of E. The unique minimal closed boundary for A, denoted by ∂A, is called the Šilov boundary of A. The Choquet boundary (A) of A is the set of all ∈ X for which the evaluation functional δ at is an extreme point of the unit ball of the dual space of (A · X ). It is well known that (A) is dense in ∂A, see [22] and [1] .
For an element in a Banach function algebra A on a locally compact Hausdorff space X , the peripheral range and the peripheral spectrum of are defined, respectively, by R π ( ) = {λ ∈ (X ) : |λ| = X } and σ π ( ) = {λ ∈ σ ( ) : |λ| = ( )}, where σ ( · ) and ( · ) denote the spectrum and the spectral radius of the algebra elements. We should note that the peripheral spectrum and the peripheral range of elements in a uniform algebra on a compact Hausdorff space X are the same by [16, Lemma 1] .
Let A be a Banach function algebra on a locally compact Hausdorff space X . A function ∈ A is called a peaking function of A if R π ( ) = {1} and a subset K of X is called a peak set for A if K = { ∈ X : ( ) = 1} for some peaking function . Given a subalgebra A of C 0 (X ), by a strong boundary point for A we mean a point ∈ X such that for every neighborhood V of there exists a function ∈ A with X = ( ) = 1 and | | < 1 on X \ V . In the case where A is a Banach function algebra on X , it is easy to see that the function in this definition can be chosen to be a peaking function (and in exp A, in compact case). It is well known that if A is a uniform algebra on a locally compact Hausdorff space X , then (A) is, indeed, the set of all strong boundary points for A, see [22, (ii) for each ∈ (A) and ∈ A with ( ) = 0, there exists a peaking function ∈ M with ( ) = 1 and R π ( ) = { ( )}.
We note that if X is compact, then by [15, Corollary 1.1] the subset exp A of a uniform algebra A on X (and consequently A −1 ) is a set of type (P).
It is worth mentioning that since there exists a Banach function algebra on a compact metric space with a peak set that contains no strong boundary point, see, for example, [2] , it follows that for a Banach function algebra A the points in (A) are not necessarily strong boundary points, i.e. in this case the condition (i) above does not hold necessarily for A itself.
We use the following results, proved by Shindo, concerning the general form of certain preserving maps between some multiplicative semigroups of invertible elements of uniform algebras. 
We should note that the subset K given in the the above theorem is defined by 
where α is a non-zero complex number, then there exist a real-algebra isomorphism S : A → B and a homeomorphism φ : M B → M A such that
The proof is exactly the same as that of [21, Theorem 3.2] , where A 1 = A 2 .
Norm conditions for unital case
In this section we assume that X and Y are compact Hausdorff spaces and A B are Banach function algebras on X and Y , respectively. As we mentioned before, descriptions of non-symmetric multiplicatively norm-preserving maps between (unital) uniform algebras and, in general, (unital) Banach function algebras were given in [7, 14, 15] and [9] , respectively. A generalization of this result (in the uniform algebra case) given in [21, Theorem 3.2] characterizes, under certain conditions, the form of maps S T : A 1 → B, from a subset A 1 of a unital uniform algebra A to a unital uniform algebra B satisfying the norm condition
where α is a non-zero complex number and ρ τ :
The aim of this section is to generalize the results of [21] for Banach function algebras on compact Hausdorff spaces. We should note that the main condition considered in [21] states that certain subsets of the invertible groups are of type (P). Since for a Banach function algebra A, the set A itself (and consequently A −1 ) is not necessarily of type (P), it seems that this condition is not good enough for the Banach function algebra case. Indeed, assuming that S T and ρ τ satisfy the above norm-condition in the Banach function algebra case, the key idea in the proof of Theorem 3.1 below is to define a certain map S according to S T and ρ τ, between particular subsets of the uniform closures of A and B. Then, using [21, Proposition 2.2] the desired description will be obtained.
Before stating the results we need to fix some notations. Let A be the closure of A in (C (X ) · X ) and let I I be arbitrary non-empty sets. Theorem 3.1.
Let ρ(I) τ(I ) contain exp A and S(I) T (I ) contain exp B. If S( 1 ) −1 ∈ S(I)
S T for some 1 ∈ I with ρ( 1 ) = 1 and
where α is a non-zero complex number, then there exist a homeomorphism from (B) onto (A) and a clopen subset K of Y such that for each ∈ ρ −1 (ρ(I) ρ τ ) and ∈ (B),
Then there exists an element ∈ I such that ρ( )τ( ) = 1. Since τ(I) is assumed to be a multiplicative semigroup containing the constants, we can choose α ∈ I so that τ( α ) = ατ( ). Hence, by the assumption,
. Then by the above argument there exists α ∈ I with ρ( )τ( α ) = α and
Using the above equality, we define a surjective map S : A → B satisfying the following norm condition:
for all ∈ A . For this, let be an arbitrary element of A and let { } be a sequence in ρ(I) ρ τ converging uniformly on X to . Clearly, { −1 }, as a sequence in the uniform algebra A, converges uniformly on X to −1 . For each ∈ N, 
On the other hand, since S(I) contains the constants, there exists an element 2 ∈ I with S( 2 ) = 1. Hence, using (1) once again, we have
This contradiction shows that F ∈ B . Now let S : A → B be defined by S( ) = lim →∞ S( ) where for ∈ A , { } is a sequence in I such that ρ( ) ∈ ρ(I) ρ τ and ρ( ) − X → 0. We note that by the above argument this limit exists and is an element of B and, moreover, this limit is independent of the choice of the sequence in ρ(I) ρ τ converging to . That is, S is well defined. It is now easy to see that for each ∈ A , S( )
Now we show that S : A → B is surjective. Let ∈ B and let { } be a sequence in S(I) 
. As before, this implies that { } is a Cauchy sequence in A and a similar argument as above shows that − X → 0 for some ∈ A . It is easy to see that S( ) = , i.e., S is surjective. We now show that the restriction map S = S A maps A onto B. Let ∈ A. Then can be written as = 0 + γ for some 0 ∈ exp A ⊆ ρ(I) and nonzero constant γ. Since S(ρ( )) = S( )/S( 1 ) ∈ B for all ∈ I, it follows that S( 0 ) S(γ) ∈ B, and so S( ) ∈ B. Similarly S −1 ( ) ∈ A for all ∈ B. Therefore, the restriction map S = S A is a real algebra isomorphism from A onto B. Proof. Let S and φ be as in the above theorem and set K = { ∈ M B : S( )( ) = }. Then clearly K is a clopen subset of M B and the definition of φ implies that for each ∈ A, (φ( )) = S( )( ) for ∈ K and (φ( )) = S( )( ) for ∈ M B \ K. It is also easy to see that K ∩ (B) = K and φ K = .
Now for each ∈ M B let φ( ) : A → C be defined by φ( )( ) = S( )( ) ( ) + S( )( )(1 − )( ) ∈ A where as before = (S( ) + )/(2 ) = (S( ) + )/(2 ). We note that here is indeed an idempotent element in B and · is the Gelfand transformation of elements in B. It is easy to see that φ( ) ∈ M

Corollary 3.3.
Under the hypotheses of Theorem 3.1 there exist a real algebra isomorphism S : A → B, a clopen subset K of M B and a homeomorphism φ from M B onto M A such that for all ∈ A,
The same argument as in [21, Corollary 3.1] can be applied to prove the following corollary. Alternatively, we may benefit from [21, Corollary 3.1] to provide a shorter proof.
Corollary 3.4.
Under the hypotheses of Theorem 3.1, if furthermore, T ( 2 ) −1 ∈ T (I )
T S for some 2 ∈ I with τ( 2 ) = 1 then for each ∈ I and ∈ I ,
where S is the real algebra isomorphism given in Theorem 3.2. Moreover,
where K is as in the above corollary. 
Proof. As before, since the surjective maps S : A → B and T : I(A ) → I(B ) satisfy S( ) T ( )
It is now easy to see that
and ∈ exp B. As before, this implies that S(τ( )) = T ( 2 ) −1 T ( ) for all ∈ I .
The following result, which is an easy consequence of the above corollary (for details see [21, (1)) where is the greatest common divisor of and .
(
ii) If S T : A → B are surjective maps satisfying S( )T ( )
where K and φ are as in (i).
Imposing an additional assumption, in the next theorem we show that the real algebra isomorphism S given in Theorem 3.2 is complex linear, that is A and B are algebraically isomorphic.
Theorem 3.6.
Let ρ(I) τ(I ) contain exp A and S(I) T (I ) contain exp B. If S( 1 ) −1 ∈ S(I)
R π (S( )T ( ) − α) ∩ R π (ρ( )τ( ) − α) = ∅ for all ∈ I and ∈ I . Then there exist an algebra isomorphism S : A → B and a homeomorphism φ : M B → M A such that for all ∈ A, S = • φ on M B and S(ρ( )) = S( )/S( 1 ) for every ∈ I.
Proof. Clearly, the assumptions imply
Therefore, as it was shown in the proof of Theorem 3.1, there exist a surjective map S 1 : A → B and a homeomorphism : (B) → (A) such that for each ∈ ρ −1 (ρ(I) ρ τ ) and ∈ (B), 
and it follows from the hypotheses that
Now a minor modification of the proof of [9, Theorem 3.9] can be applied to show that K ∩ (B) = (B). In particular, it follows that S 1 ( ) = on (B) and consequently, S 1 ( ) = . Therefore K = Y and K = M B , where K is the clopen subset of M B given in Corollary 3.3. Hence for the real algebra isomorphism S given in Theorem 3.2, we have S = • φ on M B for all ∈ A which clearly concludes that S is complex-linear. Moreover, by Theorem 3.2, S(ρ( )) = S( )/S( 1 ) for every ∈ I. Therefore, S is the desired algebra isomorphism.
Generalized multilplicatively norm-preserving maps
Let A be a Banach function algebra on a locally compact Hausdorff space X . For a function ∈ A we set M = { ∈ X : | ( )| = X } and for a point ∈ ∈A M we set
Then it is easy to see that the relation ∼ defined by ∼ if and only if F (A) = F (A) (or equivalently, I = I ) defines an equivalence relation on the subset X = ∈ ∈A M : I is a minimal element between such intersections with [ ] = I . In particular, if each point in (A) is a strong boundary point for A (this holds, for example, when A is a uniform algebra on X ), then X = (A) and [ ] = { } for all ∈ (A).
It should be noted that for a locally compact Hausdorff space X and A ⊆ C 0 (X ) such intersections were considered in [13] . Indeed, in [13] a non-empty subset E of X is called an -set for A if there exists a subset F of A such that E = ∈F M . In particular, the subsets I of X considered above are all -sets. By [13, Lemma 3.2, Corollary 3.3] every -set E for a subset A of C 0 (X ) contains a minimal -set of A and the sets containing at least one point of each minimal -set (for any choice) are boundaries for A. Moreover, by [13] in the case where A is a subalgebra of C 0 (X ), an -set E for A is minimal if and only if it is a p-set, that is E = α M α for a family of peaking functions { α } of A. Thus, in this case, for each ∈ E, α ∈ F (A) and consequently I ⊆ E, and it follows from the minimality of E that E = I . In particular, ∈ X and E = I . This shows, in particular, that when A is a Banach function algebra on a locally compact Hausdorff space X , X is a boundary for A.
In this section we study generalized multilplicatively norm-preserving maps in the sense of Theorem 4.2. As we noted before, the norm-multilplicativity condition is too weak for linearity and such maps need not be weighted composition operators or even real-linear. In the uniform algebra case, Hatori and et al. proved in [4, Proposition 2] that under certain conditions, a generalized multiplicatively norm-preserving map induces a homeomorphism between the Choquet boundaries. More precisely, they proved that if I is a non-empty set, A B are uniform algebras on compact Hausdorff spaces X Y , and ρ τ : I → A and S T : I → B are maps whose ranges are absolutely multiplicative sets of type (P') satisfying
then there exists a homeomorphism φ : (B) → (A) such that
for all ∈ I and ∈ (B). Here a subset N of a uniform algebra A on X is called absolutely multiplicative if for each ∈ N there exists a function ∈ N such that | | = | | on (A) and a subset M of A is said to be of type (P') if (i) for each > 0, ∈ (A) and a neighborhood U of , there exists ∈ M ∩ F (A) such that | | < on X \ U;
(ii) for each ∈ (A) and ∈ A with ( ) = 0 there exists ∈ M ∩ F (A) such that
We note that since in the uniform algebra case every point in (A) is a strong boundary point, condition (i) above holds for M = A. Moreover, by [5, Lemma 2.3], condition (ii) holds for A itself, as well. Therefore every uniform algebra A is a set of type (P') for itself. Unfortunately, this is no longer true for the Banach function algebra case, since as we noted before, (i) does not hold, in general, in that case. However, if A is a Banach function algebra on a locally compact space X , then by [1, Lemma 3] for each ∈ ∈A M and an open neighborhood U of I , there exists ∈ A (which, by replacing by / can be assumed to be a peaking function) such that X = 1 = ( ) and | ( )| < 1 for all ∈ X \ U, and by [23, Lemma 2.2] for each strong boundary point 0 of A and ∈ A, | ( 0 )| = inf { X : ∈ F 0 (A)}. Motivated by this, we give the following definition of sets called approximately of type (P') and extend the above mentioned result of [4] to the Banach function algebra case. We note that in the following, for each ∈ X we may use the same notation [ ] for both an element of X /∼ and the compact subset I of X . Hence, for ∈ A, [ ] denotes the supremum of | | on this compact set.
Definition 4.1.
Let A be a Banach function algebra on a locally compact Hausdorff space X . We say that a subset M of A is approximately of type (P') if (ii') for each 0 ∈ X and ∈ A,
In a Banach function algebra A, as we noted before, condition (i') holds for A itself. Using the same proof as in [23 
A is approximately of type (P') for itself. The above argument shows, indeed, that the set of all peaking functions of A is approximately of type (P') for A. More generally, the same proof can be applied to show that every absolutely multiplicative set satisfying condition (i') is approximately of type (P').
Using condition (i'), it is easy to see that if M is approximately of type (P') for a Banach function algebra A, then for 1 ∈ X and 2 ∈ X with M ∩ F 1 (A) ⊆ M ∩ F 2 (A) we have I 1 = I 2 , and consequently F 1 = F 2 . In particular, 2 ∈ X and so 1 ∼ 2 , i.e.,
In the next theorem, by τ q we mean the quotient topology on a given quotient space and by τ o we mean the weakest topology under which the corresponding quotient map is open.
Theorem 4.2.
Let I I be non-empty sets and A B be Banach function algebras on locally compact Hausdorff spaces X Y . Let ρ : I → A, τ : I → A and S : I → B, T : I → B be maps whose ranges are absolutely multiplicative and approximately of type
then there exists a bijective continuous map φ :
for all ∈ I, ∈ I and ∈ Y .
Proof. We prove the theorem through the following steps:
Step 1 
This contradiction concludes that |ρ( )( 0 )| = 1 for = 1 , as desired.
Now since the intersection ∈S −1 (F (B)) M ρ( ) is an -set, it follows from [13, Lemma 3.2, Corollary 3.3] that it contains a minimal -set E for A. As we noted before, for such E we have E = I for some ∈ X . This implies that the subset [ ] = I of X is contained in this intersection. This completes the proof of this step.
Step 2. For each ∈ Y there exists ∈ X such that S −1 (F (B)) = ρ −1 (F (A)).
Let ∈ Y . Then by Step 1 there exists a point ∈ ∈S −1 (F (B)) M ρ( ) ∩ X . We show that for such we have F (B) ). Hence S −1 (F (B)) = ρ −1 (F (A)) as we claimed.
We note that if and are as in the above step and if ∈ X is an arbitrary point in the intersection (F (A) ). Clearly φ is well defined.
Step 3. The map φ : Y /∼ → X /∼ is a bijection.
We first show that φ is injective. Indeed, let
) and so
S(I) ∩ F (B) = S(I) ∩ F (B), which implies that [ ] = [ ] since S(I) is approximately of type (P').
We now show that φ is surjective. Let ∈ X be an arbitrary point. Then, by an argument similar to the one given in Step 2, there exists a point ∈ Y such that ρ
, φ is surjective. For some examples of completely regular Banach function algebras we can refer to the Figà-Talamanca-Herz algebra A (G), 1 < < ∞, of a locally compact group G and the algebras Lip(X α) of all Lipschitz functions of order α on X , where 0 < α ≤ 1 and X is a compact metric space, endowed with the Lipschitz norm, and, in general, the algebra A = C 0 (X ) ∩ Lip(X α) where 0 < α ≤ 1 and (X ) is a locally compact metric space with the following Lipschitz norm:
Step 4. For each ∈ Y and ∈ I we have S(
see [8] . In particular, in this case φ will be a bi-Lipschitz homeomorphism between underlying metric spaces. respectively, the hypotheses on the Choquet boundaries of A and B easily imply that the ranges of these maps are approximately of type (P'). So the result follows from Theorem 4.2.
