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We study prediction for vector valued random fields in a nonparametric settmg. The prediction problem i\ 
formulated as the problem of estimating certain conditional expectations and a speed of uniform as. convergence 
is obtained, modifying results for conditional empirical processes derived from serves with one-dtmensional time. 
As an alternative to the usual mixing conditions we model the dependence by asymptotic decomposability. This 
includes linear (which generalizes ARMA) fields and random tields with a finite order Volterra expansion. As an 
example of a linear field we briefly discuss the finite-difference simulation of the heat equation blurred by additive 
random noise. 
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1. Introduction and basic notation 
In this paper we consider some nonparametric prediction problems for random fields with 
a dependence structure that differs from the usual mixing conditions. Throughout the random 
field will be defined on all of Z/‘, where Z denotes the set of all integers and k E N is fixed, 
and it will be observed on a finite part UCZ”. We will refer to the indices ie Z? as 
(multidimensional) ‘time points’ although we realize that in practice they might be points 
on the line, in the plane or in space, possibly combined with a ‘real’ (one-dimensional) time 
coordinate. If such a real time coordinate is not included, the field describes a steady state 
as, e.g., in geophysics when the spatial distribution of a certain raw material is considered. 
On the other hand, the option of including such a real time coordinate allows for modeling 
dynamical systems that vary both in location and time as, e.g., the heat flow equation. 
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The random field will consist of (d + 1)-dimensional randomvectors {Z, = (Xi, Y,), 
i E Z”} with the same distribution and generic element Z = (X, Y), all defined on 
the same probability space (0, W, P) and with X, : R + D@, Y, : R + R (d E N). In 
many practical situations the field {Zi} is obtained by regrouping the elements of 
an underlying random field {&, i E Z”}, k E N, of actual interest so as to conveniently 
describe the desired prediction problem of the latter. This problem then boils down 
to estimation of 
E(YIX=x)= yd${YsyIX=x}, XE~~IR’: 
I 
(1.1) 
where I is an interval. This problem and in particular the problem of estimating 
the conditional probabilities on the right in (1.1) will be considered in Section 4 
where results in Ruymgaart (1991) for one-dimensional time will be modified for 
multidimensional time to yield a speed of uniform a.s. convergence. 
The condition that the Z, have the same distribution is almost the weakest 
stationarity assumption that still allows for statistical inference, and we need only 
a little more: see Section 3 for the details. However, in order for this condition to 
be satisfied typically a stronger stationarity condition for the underlying random 
field {c,} is required as will be clear from some examples in Section 2. 
Besides stationarity we will need the condition that the dependence between any 
two elements in the field becomes small if a distance or pseudodistance between 
the corresponding time points gets large. This kind of condition is usually described 
in terms of a mixing assumption on the field (Yadrenko, 1983), that has been verified 
in particular for linear random fields to be discussed below (Nakhapetyan, 1980; 
Guyon and Richardson, 1984; see also Rosenblatt, 1985, and Tran, 1990, for 
additional relevant references). However, we will avoid the classical mixing concepts 
which are intuitively hard to precisely understand since, even for one-dimensional 
time, they may fail to hold in very decent cases (Andrews, 1984). To remedy such 
pathologies one may add a technical condition like absolute regularity (Gorodetskii, 
1977; Pham and Tran, 1985; and Doukhan and Guyon, 1991, for an extension to 
linear random fields). We prefer to work with a concept, introduced for one- 
dimensional time in Chanda, Puri and Ruymgaart (1990), that might be called m(n)- 
or asymptotic decomposability. This concept seems wide enough to cover a great 
variety of processes ranging from mixing to long range dependent and even non- 
mixing processes. A precise definition for multidimensional time will be given in 
Section 3. 
Although in this note we adopt the point of view that a random field is a 
well-established concept for which no motivation is required, we would like to 
briefly discuss in Section 2 some models of practical interest that give rise to random 
fields where, moreover, the question of prediction makes sense. An important class 
of random fields is the class of (real valued) linear fields (Rosenblatt, 1985) that 
can be extended to fields with a finite order Volterra expansion (see Priestley, 1981, 
for a discussion in one-dimensional time). In one-dimensional time such linear 
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processes arise as stationary solutions to linear difference equations, subject to 
additive noise, and processes with a Volterra expansion might serve as an approxima- 
tion to a solution of certain non-linear difference equations, like, e.g., 
~,+JJ = rc1(4, ti+l~ . . . 2 CT!+,-1) + lt+p, (1.2) 
for fixed p EN, innovations &+,,, and some function $I. Without being rigorous we 
sketch how a linear field may arise as a stationary solution of the discrete time 
simulation of the partial differential equation, subject to additive noise, that physi- 
cally describes the heat flow but that is also useful in modeling traffic flows (see 
Weits, 1990, for recent results and references) and image processing. As a typical 
prediction problem, given a stationary field, we consider ‘Kriging’. Finally we very 
sketchily touch upon Dirichlet’s problem assuming that a stationary process on the 
boundary, taken to be random noise for convenience, can be observed. If only part 
of that process is observed we are faced with a prediction problem in a natural way. 
A difficulty with the latter problem and with steady-state boundary problems in 
general is the stationarity and, if a relatively small region is to be considered, the 
decay of the dependence. Dynamical systems are better structured for asymptotics 
since, at least in principle, one may let the process indefinitely continue in time. 
For the numerical aspects of these examples we refer to Hildebrand (1968). 
2. Examples of random fields and prediction 
2. I. General classes 
Throughout this subsection let {t,;, iE h“} be a random field of i.i.d. real valued 
random variables called the innovations field, and let {a,, i E Ek} be real numbers. 
The random field 
(2.1) 
is called a linear random field. The random field 
(2.2) 
where the b,,,, are real numbers, generalizes (2.1) and is a random field with second 
order Volterra expansion. Further generalization to arbitrary finite order is straight- 
forward. 
The i.i.d. assumption on the innovations entails that the processes in (2.1) and 
(2.2) satisfy the strongest possible stationarity condition. In fact, for any finite set 
S c Z* let & denote the vector of all {&, i E S} numbered in some serial order. Then 
we have 
Z(~.S) = =%t,+.~), j E z”, (2.3) 
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where j + S = {j + i: i E S} and the same type of serial order is used on the right in 
(2.3). We will see in Section 3 that the concept of asymptotic decomposability is 
tailormade for dealing with the dependence structure in random fields of type (2.1) 
or (2.2). 
To formulate the prediction problem let V, W c Zk be arbitrary finite subsets, and 
let 1.1 denote the cardinality of finite sets. For a measurable mapping Cc, : Iw’ w’ + R 
the nonparametric prediction problem will be interpreted as the problem of 
estimating 
U~(5w)l5v=x), =@, (2.4) 
where we will assume 4 to be bounded for convenience. The strong stationarity in 
(2.3) entails that the random vectors 
Zi = (X;, K) with X = 5i+v, Y, = (cr(5,+w), (2.5) 
have the same distribution for all i E Zk. (Even the stronger stationarity property 
(2.3) holds true for the Z,-field but we don’t need that.) Hence estimating (2.4) 
reduces to estimating the common conditional expectation 
lE(y,IX;=x), XER’“‘, (2.6) 
given a sample of the vectors Z, in (2.5). 
2.2. Dynamical systems 
By way of an example let us focus here on the one-dimensional heat flow equation 
where the real variable x represents location and the real variable t represents time. 
A function u(x, t), (x, t) E 92 = R x (0, OO), has to be determined that satisfies 
(x, t) E 2, (2.7) 
subject to the initial value condition 
U(X, 0) =f(x), x E R. (2.8) 
We will consider a finite difference simulation of this problem following Hildebrand 
(1968, Section 3.2) and meanwhile randomize the equation and initial value 
condition. 
For this purpose let {l;,,, (i,j) E Z’} denote an i.i.d. innovations field and let us 
identify the starting time with N E Z. The corresponding partial difference equation 
is of the form ui,; = pu ;_ ,,j_,+(l -~P)u,,,~,+Pu~+,,,-,, where p = c’k/h* with h the 
spacing in the x-direction and k the spacing in the t-direction. Let us for simplicity 
assume that the initial values are given by 
.0x,)=& iEZ. (2.9) 
Adding the noise <,, j at (i, j) and choosing p = i (sometimes p = i is preferred) we 
arrive at the equation 
5;,,=~(51-1,,~1+5i+l.j-1)+5,,,. (2.10) 
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To solve (2.10) we start at any time j > N and arbitrary i E Z and make successive 
substitutions until the time N is reached. We thus find the finite sum 
b,j=5i,j+~(5,-C,j-1+51+1,,~1) 
+a(5r~2,j~zf2t,,,~2+5,+2,,~2) 
+i(lr-3,j-3 + 35t-1.j-3 +31i+l,J-3 + li+3,j-3) 
+*.., (2.11) 
where the last term contains a linear combination of the cI,N. If the system is at 
work for a long time the irregularities of the beginning will disappear in the end. 
In (2.11) we see that letting N+ -cc yields an infinite sum in the limit for each 
(i, j). This is a linear process and it obviously satisfies the strong stationarity property 
(2.3) since changing the point (i,j) does not effect the pattern of coefficients. 
Various prediction patterns are conceivable, in particular those for which future 
values are to be estimated from earlier observations. We might consider 
V={(m,j): j= k-p, . . ., k-l}, W = {(m, k)I, (2.12) 
with (bounded) I,!I :R + R, as an example. 
2.3. A particular prediction problem: Kriging 
Another type of prediction pattern that is of practical importance is the prediction 
of yield of a certain part of a deposit; such problems are referred to as ‘Kriging’. 
In geophysics observations at just a single point of the deposit cannot in general 
be obtained and therefore a local averaging procedure is applied (Nather, 1985). 
In this way the actual underlying field is regularized, and we will assume this field 
to be stationary. Here we will not engage in the discussion whether such a model 
assumption really makes sense in this context. 
Based on observations in a region Vc Zh the average (C,,,+, [,)/I WI is to be 
predicted, where often V c W. Here we will again interpret prediction as the problem 
of estimating 
(2.13) 
We assume that the sampling region U is such that for a sufficiently large number 
of time points i E T we have i+ VE U and it WE T. For such time points we can 
observe 
2,=(X,, Yi) withX,=&+v, Yi=l C &+j, 
IWI It w 
(2.14) 
and the problem is once more reduced to one of estimating (2.6) given a sample of 
such vectors. 
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2.4. Steady-state systems 
As an example of a steady-state problem let us consider the two-dimensional 
Dirichlet problem in which a function u(x, y), (x, y) E 2 c R’ is to be determined 
in such a way that it satisfies Laplace’s equation 
a244 Y)+a24x, Y) 
P’u)(x,Y)= & dy2 =o, (X,Y)E@, (2.15) 
where S0 is the interior of %! (the region S. should be suitably defined), and assumes 
prescribed values 
u(x, Y) =f(x, Y), (x, Y) E a%Z, (2.16) 
on the boundary. Again we will consider a finite difference simulation following 
Hildebrand (1968, Section 3.16). 
Let us assume that the region is a square which, after discretization, reduces to 
(0 ,..., n}2\{(O,O),(n,O),(n,n),(0,n)}andlet{~i,,,(i,j)~22}beani.i.d.innovations 
field. The corresponding partial difference equation can be obtained, e.g., from the difference 
scheme that relates the value at (i$) to four neighboring points according to 
u,., = 4 ‘{U !+,.,+%,+I + ~1,~ ,.,+ u,,~_ ,}. A well-known difficulty of this type of problem is 
that the values in the interior cannot be successively found from the boundary values but 
have to be found simultaneously as the solution of a set of linear equations. For simplicity 
let us assume that the values on the boundary are given by the values of the innovations at 
those points, i.e., 
f( i, j) = &,, for (i, j) on the boundary. (2.17) 
Let us take n = 3, e.g., and number the points on the boundary as Q, = (1, 0), 
Q2=(2,0), Q3=(3, I), Q4=(4, I), 95=(2,3), Qb=(1,3), Q7=(0,2), c&=(0, I), 
and the interior points according to the diagonal ordering as P, = (1, l), P2 = (1,2), 
P3 = (2, l), P4 = (2,2). In this notation the boundary values can be written 
f(P,)=f;, i~{l,. . .,8}. (2.18) 
Writing, similarly, the values in the interior as ~(0,) = 5, the system of linear 
equations by which these values are determined are 
with the solution 
51 =A(56771 + 16~2+ 16~3+8774), 
52=~(16171+56r)2+8r)~+16774), 
53=~(16771+8772+f56173+16774), 
54=~(8rl,+16772+16773+56774), 
(2.19) 
(2.20) 
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According to Hildebrand (1968, footnote p. 283) the diagonal ordering always leads 
to a system (as in (2.19)) with a matrix which is ‘block tridiagonal’; see also Forsythe 
and Wasow (1960). 
We see that the four 6 have the same distribution and that also all the pairs and 
all the triples have the same distribution. For prediction purposes it might be useful 
to observe that all the pairs (5,) L?), (L, 5A (L, &), (Li, Cd, (ii, 62, (L &), 
(L,, &), (18, 5,) have the same distribution as well. This kind of stationarity might 
also be inferred from the available symmetries. 
However, for larger squares all the variables in the field defined on the interior 
will not in general have the same distribution. Symmetry considerations again suggest 
that on the boundary of a specific subsquare (symmetrically located with respect 
to the boundary and with the exception of the four vertices) the variables have the 
same distribution, but that this common distribution may very well be different for 
another such subsquare. In the case of pure random noise on the boundary, it seems 
possible that refinement of the grid entails a decay of the dependence for time points 
far away, but this needs further specification. 
A natural prediction problem arises in the case where all the boundary values 
have not been observed. Since all the boundary values need to be known for 
computation of the values in the interior, first the unobserved boundary values have 
to be predicted. If the boundary process is supposed to be pure random noise, as 
in our example, prediction is of course not very promising. If, on the other hand, 
we assume a stationary process on the boundary with a nontrivial cyclical dependence 
structure, the decay of the dependence may not be strong enough. Embedding the 
region under investigation in a sequence of expanding regions might produce the 
proper context for asymptotics with the desired decay of dependence, but this might 
not be a realistic approach. 
3. Stationarity and dependence assumptions 
Let us now return to the d-dimensional random field {Z,, i~z’] described in the 
introduction. Suppose that for n EN we observe the field on the time set T, c Zh-, 
withU,cU*C... and (U,l+ ~0, as n + CO. The distance in any Euclidean space R”’ 
will be derived from the norm 
(3.1) 
x=(x1,...,xm), Y=(Yl,...,Ym)~~m, in the usual way. The field will be called 
asymptotically decomposable if for each sampling stage n E N there exists r = r(n) 2 1 
and a decomposition 2, = Z,,, + Z,,, such that 
z(Z,), z(Z,,,) independent of i E T,, (3.2) 
Z,,,,LZ,,, for all i,j~T,, with Iii-jllar(n), (3.3) 
rn:; wz.nII 2 &(n)IC s(n) with e(n), s(n)+O, as n+co. (3.4) 
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To achieve (3.4) we will usually have to let r(n) + co, as n + co, unless the dependence 
structure is trivial. For asymptotics the rates at which r(n) -+a and a(n), s(n)+ 0 
as n + CO, need to be specified. In many interesting cases suitable rates for e(n) and 
6(n) can be obtained for r(n) + ~0, where still r(n) << n. 
By way of an important example let us check these conditions for the linear 
random field (2.1) based on i.i.d. innovations. Let us assume that the following 
conditions are satisfied: 
El#<ac forsome0</1.<1, 
(Ujl =O( l[jII -A) as ]]j]] --fX for some A > 0. 
(3.5) 
(3.6) 
Here we focus on small values for p which is an interesting case from the standpoint 
of robustness. If the 5, have a Cauchy distribution they still satisfy (3.5) for any 
0 < p < 1 and on the other hand such distributions for the innovations may generate 
outliers in the random field of the 5. The classical assumption is p = 2 and then 
quite other techniques apply (Rosenblatt, 1985, Chapter VIII). For values p > 1 a 
result very similar to the one below can be obtained by a slight modification of the 
proof. 
Also a little more notation is needed. For any two sequences {a,}, {P,,} of real 
numbers it will be convenient to write 
at1 z=zc A as n-+co, if 0 < lim inf (u,/pn d lim sup (.yII/pII <Co. (3.7) n-s ,I’u7 
We will consider a C’-mapping ‘I’ : [wi5’+ R”, for some m EN, and at any XE [w”’ 
write the differential as [d WI,. For this matrix we will use the matrix norm l][d!P],j( 
which is defined as the maximum of the absolute values of its elements. The condition 
sup ll[d’Url1~ M <a’, 
r&P 
(3.8) 
will be useful. We are now prepared for a verification of asymptotic decomposability 
for a class of vector fields, derived from the linear field in a way suitable for 
prediction problems of the latter field (see (2.5)). 
Theorem 3.1. For ajmite subset S c Zk and the mapping P mentioned above, satisfying 
in particular (3.8), let us introduce the vectorjeld 
(2, = Yr(&+s), i E Z”}. (3.9) 
rf the innot,ations { <,} defining the linear field { [,} according to (2.1) satisfy (3.5) and 
if the coeficients satisfy (3.6), then {Z,} satisjies the asymptotic decomposability 
conditions (3.2)-(3.4) with r(n) = np, e(n) = nP’, 8(n) = n7 for any p >O, o> 0, 
T > 0, provided that 
A ~(~+oP+hP)l(Pll). (3.10) 
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Proof. Let us first prove the claim for the special case S = (0) and ‘P(x) = x, x E [w, 
i.e., for the linear field {&} itself. For q(n)> 1 let us define 
5,,,, = C a&,, 6.n = c a&,. (3.11) 
/lIll”q(n) llIl/“4(n) 
Then it is clear that (3.3) is satisfied with r(n) =2q(n)+ 1. In a way very similar to 
Chanda and Ruymgaart (1990) for one-dimensional time it follows that, for numbers 
O<A<B<a, 
= B{E(n)}p{q(n)}k-“? (3.12) 
It follows that choosing A according to (3.10) yields the desired order for the s(n). 
Let us next prove the result for arbitrary finite S but for the special function 
?P(x) = x, x E IW’SI, and let us define the random vectors [t+s,n = {.$,+,,n, j E S}, 5,+s,,, = 
{fx+,,n , j E S} with the .$,,n and c,n as in (3.11). Let Q(S) be the smallest ‘square’ in 
z” which contains S and let 1(S) denote the common length of the sides of this square. Then 
it is immediate that 
5 t+.S,nL5j+S,n for all i, j with Iii -jll~ r(n)+ I(S). 
Moreover, using the norm in (3.1) we have 
w5,+s,nll=4~)~~ c $I15~+;.nJ~&B(n)}~ISI.~(n). 
, i s 
(3.13) 
(3.14) 
Since I(S) and ISI are fixed finite numbers all the parameters remain of the same 
order as in the first case. 
Finally let us consider the general case of the theorem. Then let us define 
.Zi,, = q(t,+.s,n), z,,, = Z, -Zi,,. Since the Z,,, involve only the variables t,+s,n it is 
obvious that (3.13) remains true with .$,+s,n, .$j+S,n replaced by Zi,, and Z;,, respec- 
tively. The mean value theorem entails that in terms of the matrix-norm defined 
above (3.8) and the norm in (3.1) we have 
llZ,n II = II W&+s) - ~‘(51+s,,1)ll 
s (9, IlWl.~il} Il~+s,nll s ~ll&+s,t4 (3.15) 
Hence P{ 112,,,1/ > c(n) } is of the same asymptotic order as the probabilities in (3.14). 0 
It is clear from the obtained expressions that an extension to the case where 
S = S, with IS,,1 + 00, as n + co, at a suitable rate is possible. In the examples below 
we briefly collect some other remarks that illustrate the asymptotic decomposability. 
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Example 3.1. The approach of Theorem 3.1 could be generalized for fields of the 
type (2.2). For the field itself the decomposition 
(3.16) 
and &,, = & -iii.” should work. Omitting the technical details that are very similar 
to those above and that are not very interesting we see that again (3.3) is satisfied 
with j_~( n) = 
llill:~Y(“) 
c,‘n = c b,,mLLm, (3.18) 
rELA.llmll~y(n) 
C’ = c 
I/rll--dnLmiLk 
b,,mf;d-m, (3.19) 
is asymptotically negligible. To prove this a suitable extension of condition (3.6) 
will be needed including a statement on the order of magnitude of the coefficient b,,,. 
Example 3.2. We have treated the k components in the same way in (3.3) where 
we use the norm (3.1). When modeling certain practical situations we might find 
the condition that the decay of the dependence is somewhat the same in each 
direction, unrealistic. In the example of the heat equation it might be argued that 
for fixed ‘real’ time the innovations in the space direction should not be considered 
as independent; in such a direction they might rather form a stationary process with 
dependence. If in addition the space coordinate remains bounded to a finite interval, 
the dependence cannot in fact become arbitrarily small for points with the same 
‘real’ time coordinate, even though the grid could be made finer. In the direction 
of ‘real’ time, however, this is different because we may let this coordinate tend to 
infinity (at least in principle) and make the usual assumption of small dependence 
between points far away in ‘real’ time. Formally this boils down to using a 
pseudonorm like 
l/i-j11 = max Ii,, (3.20) 
,S”S, 
-j,,I for some l~l<k. 
We will not consider the case of pseudonorms here since it requires only minor 
technical modifications. 
4. Convergence rate of estimators 
In order to introduce the estimators some notation will be needed. By a left-half 
open interval in finite dimensional Euclidean space we mean the Cartesian product 
of left-half open intervals in R, including R itself. We write 
4,B for the set of all left-half open intervals in Rd, R, (4.1) 
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respectively. Let us also write, for A E 3’+ ‘, 
P(A)=F={ZEA}, * P,(A) = j& ;A,; l,(Zi), 
and, for given J E 2 and B E %“, let 
(4.2) 
A P,(B)=${XE B, YEJ}, P,,.(B)+;-‘.. l,(X,)l,(Y,). (4.3) 
Although PJ( B) = P( B x J) we prefer the first notation because X and Y play an 
asymmetric role. In general P, is a defective probability measure on (Rd, 3”) for 
each J E 2. Of course, for J = R, the measures 
PR and &,, , (4.4) 
are precisely the marginal distribution of X and its empirical analogue. 
It is clear that 9, << PR (even PJ G PR) for each J E 2 and it is well-known that 
P(J\u)=${YEJ~X=X}=$(~), XE[W~, JE$ 
R 
(4.5) 
As in Stute (1986) we will use naive kernels for estimating the conditional probability 
in (4.5). Therefore we introduce half-open squares on,, in Rd, with center at x and 
sides of length I,,, i.e. 
en.., EC/“, 4Q,,.,) =Cf, (4.6) 
where A denotes Lebesgue measure in Euclidean space. A non-random approxima- 
tion of (4.6) is, for sufficiently small I,, provided by 
PJ ( Qn,x 1 
pn(J’x)= PR(Qn,.%)’ XE[W~, JE$ 
As a natural estimator we will consider 
(4.7) 
(4.8) 
Comparison of @,,(Jlx) and P(JI ) x will be through comparison of pn(J 1 x) with 
P,(Jlx) and of P,(JI ) x with P(J I x). The latter concerns the non-random part 
which has nothing to do with the particular statistical model and which entirely 
follows the usual pattern, well-known from the literature. Therefore we will focus 
on the random part. The first assumption that we need is just a regularity condition 
on P. 
Remark 4.1. Naive kernels are easy to work with in practice. In first order asymptotics 
they usually yield the same result as smooth non-negative kernels. For theoretical 
considerations it is convenient that the curve estimators are directly related to the 
empirical process indexed by squares, when naive kernels are used. 
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Assumption 4.1. The probability distribution P of 2 = (X, Y) has density f with 
respect to Lebesgue measure on Rdt’. This density and all its marginals are con- 
tinuous and bounded on their respective supports. We focus on a bounded interval 
1,~ Rd such that the density of the marginal PR of X in (4.4) is strictly positive on 
the closure 7,. 
Remark 4.2. It should be stressed that the densityf in Assumption 4.1 is the density 
of (X, Y), the common density of the observable elements (X,, Y;) in the random 
field. It is not the common density of the unobservable innovations l,, if such an 
innovation process generates the random field as in Section 2.2. It is well-known 
from Andrews (1984), e.g., that the innovations may have discrete densities and yet 
produce a process for which the density f is smooth in the way we require it. Hence 
our situation covers nonmixing fields. It is most likely that in a similar way examples 
of unbounded innovation densities can be constructed that yield smooth f, in other 
words that asymptotically decomposable random fields contain certain long range 
dependent random fields as special cases. Many mixing fields are certainly covered. 
The precise relation between asymptotic decomposability and traditional mixing 
concepts, however, is not obvious and requires further study. 
Since our properties will be of an asymptotic nature we will refer to a sequence 
of sampling schemes T, with jU,,l + ~0, as n + 00. Before presenting some sufficient 
conditions on the orders of magnitude of the parameters in the asymptotic decom- 
posability conditions (3.2)-(3.4), let us consider an example displaying the pattern 
that, apart from minor modifications, can also be followed for general sampling 
schemes. In cases where the sample elements are derived from a sample {[,, i E U,} 
from a process of actual interest, according to 2, = {&+.s, i E UJ,,} for some finite 
subset SC Zk (see (2.5) and (3.9)), we have the relation 
T,,={iEuJ),; i_tScllJ,}. (4.9) 
Example 4.1. Let us take 8, = {-n, . . . , -1, 0, 1, . . , n}“, n E N, and for simplicity 
assume that (see (3.3)) 
(2n+l)/r(n)= V(rr)ElV. (4.10) 
Let us consider the subset 
S, = {-n, -n + 1,. . . , -n + r(n) - l}“, 
and the subgrids 
U,,.j=j+{-n,-n+r(n) ,..., r~--r(n)}~, jES,. 
Note that we have 
u, = U un,j. 
its,, 
Then, for each j E S,, the collection of random elements 
{-G, i E Uail, 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
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is an i.i.d. family of size IU,,, jI = { ~(n)}~, and the total number of such i.i.d. families 
is IS,, ={r(n)}‘. F or more generally shaped sampling schemes we will just assume 
that (4.13) holds true with specified orders for the lU,,jl and IS,l. 
Assumption 4.2. If IT,,1 +a, as n +a, the random field {Z,, in T,} satisfies the 
asymptotic decomposability conditions in (3.2)-(3.4) with parameters satisfying the 
following conditions. There exist 0s p <$, a> 1, T > 1 such that (3.4) and (4.13) 
are satisfied with 
ISnIX O(l”J”). zl,n l"n,jlz~f l"n,jl, as n+oo; 
s(n) = O(lU,lP”), 8(n) = O(lUJPT), as n+W. 
Theorem 4.1. Let Assumptions 4.1, 4.2 be satisjied. Choosing 
some O<cu<$(l-p), we have 
Proof. Let us introduce the function 
1,f/(x)=2K ‘log(l+x)dx, 
I 
A > 0, l/Q(O) = 1, 
0 
and the sets 
fl,= II {IIZ,nII<F(n)lc 0, nEN. 
itT,, 
(4.15) 
(4.16) 
Zf = IUJ” in (4.6) for 
(4.17) 
(4.18) 
(4.19) 
As a special case of Chanda and Ruymgaart (1991, Theorem 2.1) we have, for any 
Jo E 2 and sufficiently large n E N, 
(4.20) 
for A 2 0 satisfying 
A 2 CIU,l”‘{E(n) diameter (IoxJo)+~~(n)+IU,I~‘}, (4.21) 
q,,,(Z,)aC{e(n) diameter (Z,XJ~)+E~(.)+IB,‘I}, (4.22) 
and with A, B, C E (0, ~0) generic constants. 
Let us write ~J,,,(O,,X)l~(On,X) = I~.l”~dQ,,x) =_h,,(x) and 9,(Q,,..,)/A(0n.x) =
lU.I”P,(Q,.,)=f,.,(x), XE I,,, JE$. In this notation we have 
(4.23) 
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Next we will first show that 
(4.24) 
For this purpose, at stage n let Z, = UYEIO Qn,X and let 9,, be a disjoint covering 
of I, by squares Z,,k having A(Z,,,) = llJnJ” so that IS,/ = O(lU,,l*), as n + co. Because 
each Qn,, is a square with the same Lebesgue measure as the squares in 9,, it follows 
that each Q,,, intersects at most 2d elements of this covering. Therefore we have, 
for O<p <i-$(a+~), 
IW ,,=Jg, i?J,n(x)-h,n(x)i 
, <’ 
G 2dIU,lW+“P1’2 rn:x ,i,,,,l,J,cy I”ni”2i@J,n(z) - pJ(z)I, sup (4.25) 
where Z E 4. This entails that, for any A > 0, 
sup Ij;,ntx) -fJ,n(x)( a A 
XF l<,.Je ,C 
+P(nc,). 
Conditions (4.21) and (4.22) 
application yields 
(4.26) 
for application of (4.20) are easily checked, and 
pn s cI~,)Iu,~” exp(-AIU,I’~2~‘-“-P)+CIT,I-‘, (4.27) 
where we use that PR( &) s CIU, I--a, because off, 3 F > 0 on Z,, 2 Z for n sufficiently 
large. Since 7 > 1 we have C,, P,, < 00 so that (4.24) follows. 
Next it is clear that (4.24) entails as a special case that 
as n +9 (4.28) 
because R E 2. To finish the proof let us note that for sufficiently large n we must have 
1 
inf fR,n(x) = inf ~ 
xrln xc’0 A(Qn,~) 
.I-&) dy 3 c > 0. 
Q,,., 
It follows that 
s,‘tJpty I~n(JIx)-R(JIx)J 
(4.29) 
(4.30) 
The proof is now easily completed by using (4.24) and (4.28). 0 
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Let us now turn to the actual prediction problem of estimating (1.1). Since the 
random variable Y will not in general be bounded, some further assumptions will 
be needed. 
Assumption 4.3. There exists a measurable function g : [Wd + [0, 00) such that 
supf(x, y) d g(y), Y E R, (4.31) 
XC I* 
lylyg(y) dy = C <co for some q > 1, (4.32) 
where I* is any interval the interior of which contains 7,. (Hence, for sufficiently 
large n, we have Q,,, c I* for each x E r,.) 
Let us write (cf. (4.7) and (4.8)) 
P,((-00, Ylld = Fn(Y Id, a(-~, YIIX) = k;l(Y I-4. (4.33) 
Assumptions 4.1 and 4.3 entail that for any measurable cp :R + R! with 1 q(y)1 s IyIy, 
the conditional expectation 
-5, (d Y) I xl I CP(Y) @‘,,(ylx)> (4.34) iw 
exists for x E I,, . For each n E N, let us now introduce a strictly increasing continuous 
andboundedfunctioncp,:IW~IWsuchthatIcp,(y)l~y,yEIW,~~(y)=yfor-n”~y~ 
n”, and I(P,,(Y)~~~ nn for y E [w, where 
a=k{$-$(a+p)}/q. (4.35) 
Theorem 4.2. Let Assumptions 4.1-4.3 be jiuljilled and let us choose again 1: = IT,,J* 
in (4.6) for some 0 < cy < $( 1 - p). Then we have 
for any P (((9 - 1)/q)+$(a +P)>. 
Proof. Since cp,( Y) is bounded it follows easily from Theorem 4.1 that 
“xu: EM Y)lx)- Et(cpH( Y)lx)l 
=o(lU,l~Y.n”)=~(~%nl-y+a’k) as n+M 
for any O<y<;-;(cy+p); cf. Ruymgaart (1991). 
(4.37) 
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Next let c0 denote the minimum of the marginal density of X on I,. With 
B, = (-co, -n”] u [na, co) it follows from Assumptions 4.1 and 4.3 that 
a~PIE,(rp,(Y)Ix)-E,,(Ylx)l 
:sup &(IY-cp,,(Y), Ix) 
IE l,, 
s (2C/c,)n_“‘4_” 
I 
lylyg(y) dy s (2C/~,,)n?‘~~“. (4.38) Iw 
The triangle inequality jointly with (4.37) and (4.38) yields for the left-hand side 
in (4.36) the asymptotic order of magnitude o(ITI-~+~“) +0(18)~(‘~‘)“~) = 0(1U1-“), 
as n+co, for any ~<qsa/k-a/k=(q-I){~-~(cx+p)}/q. 0 
Remark 4.3. Let us take k = d = 1 and p = 0 in Theorem 4.2. Then the problem 
reduces to estimating E( Y I . ) given an i.i.d. sequence (X, , Y,), . . . , (X,,, Y,) of 
bivariate random vectors. Assuming E ( Y 1. ) to have a continuous second derivative 
it is known from Stone (1982) that the optimal rate of a.s. uniform convergence 
over compact sets for estimators of E( YI. ) is 0( n-*“(log r~)*‘~) as n + ~0, provided 
some further regularity conditions are fulfilled. One of these is the existence of a 
bounded conditional variance. Choosing LY =3 our estimators satisfy 
;;p,l%(~( Vlx) - E(cp,( Y)lx)l= 4nmp) as n +a (4.39) 
for any 0 <p <:(l - l/q). Since for this (Y the speed of convergence of the nonran- 
dom biased part sup,,,,,~E,(Y~x)-E(YI )I x is at least as good for this (Y it follows 
that 
slfj;lli,,(~~(y)lx)-E(Ylx)l=o(n~~) as n+a (4.40) 
for any 0 <p <$(l - l/q). For large q the upper bound on /-L is close to 5 (which 
yields the optimal rate apart from the logarithmic factor). See also Collomb and 
Hardle (1986), and Gyorfi et al. (1989) for related results in a time series setting. 
Example 4.1. Let us return to the Kriging problem of Section 2.3 and assume that 
Vc W. According to (2.14) in this example V : Riw’+ lK’“‘+’ (i.e. S = W, m = I VI + 1 
in Theorem 3.1), where 
F’(x)= x1,~~~,xlv~,- ( lb1 'f'xj)~ (4.41) J 1 
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or in the notation of (2.4), 
It follows that [dlylX is a (1 VI + 1) x) WI-matrix given by 
[d~lx = 
0 . . 
0 . . 
0 . . 
. . . . 
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(4.42) 
\ 
, so that ll[dP]llx = 1. 
Since this norm does not depend on x, it follows that (3.8) is satisfied (with M = 1). 
However, the function + in (4.42) is not bounded, so that a moment condition like 
Assumption 4.3 will be required. 
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