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ANYAGSZETVALASZTASI RENDSZEREK TERVEZESENEK ES OPTIMÁLIS ÜZEMEL­
TETÉSÉNEK ÁLTALÁNOS MEGKÖZELÍTÉSE
Vaskövi István, Galbavy Márta
Összefoglalás
A dolgozatban kétkomponensű elegyek szétválasztásával fog­
lalkozunk olyan anyagszétválasztási rendszerek segítségével, 
amelyek nagyszámú azonos tipusu szerkezeti egységből állnak. 
Általános módszert adunk ilyen rendszerek számitógéppel segitett
tervezésére és optimális irányítására. E kettős feladat egységes*megközelitése érdekében az anyagszetválasztasi folyamat irányí­
tását kétszintes hierarchikus rendszer formájában oldottuk meg.
A tervezés során kiválasztjuk az anyagkihozatal szerinti legjobb 
szétválasztási rendszert. A feladatot nemizomorf irányított grá­
fok generálására vezettük vissza. A legjobb rendszer kiválasz­
tása érdekében felhasználtuk a rendszerek határgörbéjének fogal­
mát. Meghatározásukat nemlineáris programozási feladatként irtuk 
fel és oldottuk meg. A generáláskor kapott rendszerek számának 
csökkentése érdekében bevezettük egy fontos rendszer osztály 
- az alapkapcsolásokból kompozícióval képezhető rendszerek fo­
galmát. Algoritmust dolgoztunk ki e rendszerosztályba tartozó 
rendszerek generálására és határgörbéik meghatározására. Bemu­
tattuk, hogy a rendszer optimális üzemeltetése a felvett opti­
malizálási kritériumoknak megfelelően a rendszer és a rendszert 
alkotó szerkezeti egységek határgörbéin meghatározott munkapont­
ban valósítható meg. A kitűzött feladatok megoldásaként számitó­
gépes algoritmust adtunk a legjobb anyagszétválasztási rendszer 
kiválasztására és optimális üzemmódjának meghatározására külön­
böző optimalizálási kritériumok szerint. A kidolgozott algorit­
musok alapján elkészítettük a GRAPH és COMPO programokat.
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ОБЩИЙ ПОДХОД К РЕШЕНИЮ ЗАДАЧ ПРОЕКТИРОВАНИЯ 
И ОПТИМАЛЬНОГО УПРАВЛЕНИЯ РАЗДЕЛИТЕЛЬНЫМИ
СХЕМАМИ.
Иштван Вашкеви, Марта Гальбави
Краткое содержание
В работе рассматривается разделение двухкомпонентных сме­
сей с помощью разделительных схем, состоящих из большого чис­
ла однотипных разделительных элементов. Приводится универсаль­
ный метод для автоматизации проектирования и оптимального уп­
равления такими системами. Для единого подхода к решению обе­
их задач управление разделительными процессами рассматривалось 
в виде двухуравневой иерархической системы. В процессе проек­
тирования выбирается схема, являющаяся наилучшей по извлече­
нию компонентов в выходные продукты. Эта задача была сведена 
к задаче генерирования неизоморфных ориентированных графов.
Для выбора наилучшей схемы было использовано понятие предель­
ной разделительной характеристики схемы. Задача определения 
предельной характеристики схемы была решена в виде задачи не­
линейного программирования. Для снижения числа полученных ге­
нерированием схем было введено понятие важного класса схем - 
схем-композиций из основных схем соединения. Были разработаны 
алгоритмы для генерирования и определения предельной характе­
ристики схем, принадлежащих этому классу схем. В работе показы­
вается, что оптимальный по выбранному критерию оптимизации 
режим работы схемы определяется рабочей точкой, лежащей на 
предельной характеристике схемы и точками на характеристиках 
входящих в схему элементов, соответствующими рабочей точке 
всей схемы. В качестве решения поставленных задач даются алго­
ритмы для ЦВМ, служащие для выбора наилучшей разделительной 
схемы и для определения ее оптимального режима работы по раз­
личным критериям оптимизации. Разработанные алгоритмы получи­
ли программную реализацию в виде программ GRAPH и СОМРО.
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A GENERAL APPROACH TO THE COMPUTER AIDED DESIGN /CAD/ AND OPTIMAL
OPERATION OF SEPARATING CIRCUITS.
István Vaskövi, Márta Galbavy
Summary
This paper considers the separation of two component 
mixtures with the help of separating circuits consisting of a 
great number of construction units of the same type. A general 
method is given for the CAD and optimal control of such systems. 
For the sake of the uniform approach to this double task the 
control of the separating process was achieved in the form of a 
two-level hierarchical system. In the course of the CAD the best 
separating system of the stock recovery will be selected. The 
task was reduced to the generating of non-isomorphic directed 
graphs. In order to select the best system the concept of the 
separating characteristics of the systems was used. Their defi­
nition was stated and performed as a nonlinear programming task. 
In order to reduce the number of the systems obtained by generating 
the concept of an important system class, that of the systems 
which can be formed by composition from the basic circuits was 
introduced-. An algorithms was elaborated for generating the 
systems belonging to this system class and determining of their 
separating characteristics. We have shown that the optimal oper­
ation of the system can be achieved in the operating point deter­
mined in the separating characteristics of the system and the 
separating units constructing the system. As a solution of the 
problems stated we have worked out an algorithm to select the 
best separating circuit and to determine its optimal mode of 
operation according to various optimization criteria. On the 
basis of the algorithms worked out we have written the GRAPH 
and COMPO programs.
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I. A FELADAT MEGFOGALMÁZASA
1.§. Az irányítás problémája anyagszétválasztási folyama-
tokban
Irányítástechnikai szempontból az anyagszétválasztási folya­
matok bonyolult, többparaméteres objektumok. A szétválasztá­
si folyamatok irányítási rendszereit az irányított paraméte­
rek és az egyes alrendszerek közötti keresztkapcsolatok nagy 
száma jellemzi. A szétválasztási folyamatok automatikus irá­
nyításának megvalósítására kidolgozott módszerek két nagy 
csoportba oszthatók:
- a folyamatot egészében, bonyolult többparaméteres rend­
szerként kezelő módszerekre;
- a folyamatot dekompozicióval alrendszerekre felbontható 
és hierarchikus struktúraként kezelő módszerekre.
Az első csoportot alkotó módszerek a folyamatot vagy "black 
box" formájában, vagy a folyamat egyes paraméterei között 
kapcsolatot teremtő egyenletrendszer formájában Írják le.
A folyamat "black box"-ként való kezelése esetén az irányí­
tás a be- és kimenő jelek szerint történik. Ebben az esetben 
nagy nehézségek merülnek fel elsősorban a folyamatok lassú 
lefolyása (a folyamatok nagy tehetetlensége), másodsorban az 
irányított paraméterek nagy száma miatt €211 .
A folyamatnak egyenletrendszer formájában való leirása esetén 
az egyenletek különböző módszerekkel határozhatók meg. A fo­
lyamat matematikai modellje például felírható teljes infor­
mációs játék megoldásaként C93, bár jelentős egyszerüsitések 
esetén is bonyolult a megoldás. A leggyakoribb megoldást a 
folyamat kísérleti vizsgálati módszerei adják a mérési in­
formációk statisztikai feldolgozásával. Ezek a passziv és 
aktiv kísérleti módszerek. A passziv kísérleti módszerek kö­
zül a leggyakrabban a regresszió analízist használják fel a 
rendszerparaméterek közötti kapcsolatot leiró egyenletek
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meghatározására С3,30,310. A paraméterek nagy száma és bo­
nyolult kölcsönhatásaik miatt olyan nemlineáris regressziós­
egyenlet felirása, amelyben szerepel minden jelentős paramé­
ter, gyakorlarilagmegvalósíthatatlan E 4 1 . Bizonyos esetekben 
a regressziós egyenlet jelentéktelenebb tagjainak fokozatos 
kizárásával olyan modell állítható elő, amelyben a korrelá­
ciós tényező eléri a 0,7-0,8 értéket E 33 3. A másik gyakran 
alkalmazott passziv kísérleti módszer a folyamat paraméterek 
közötti kapcsolat leírására a korreláció analizis [3,273.
Mind a regresszió, mind pedig a korreláció analizis nagymeny- 
nyiségü statisztikai adat összegyűjtését és hosszadalmas, 
munkaigényes feldolgozását teszi szükségessé. Az ilymódon 
előállítható egyenletek aránylag kis pontosságuak E25 3 . Az 
egyenletek meghatározására felhasználhatók aktiv kisérlet- 
tervezési módszerek is E32,37 3. Segítségükkel pontosabb kap­
csolat határozható meg az egyenletek paraméterei között. Al­
kalmazásuk ipari körülmények között nehézségekbe ütközik, mi­
vel az egyik legfontosabb követelmény szinte megvalósíthatat­
lan - az összes bemenő jel rögzítése adott szinteken. A ki- 
sérlettervezési módszerek közül evolúciós kisérlettervezéssel 
a kivánt eredmény csak néhány ciklus után érhető el, amig 
egyenletek pontossága nem haladja meg a korreláció analízissel 
kapott egyenletek pontosságát [253. A felsorolt módszerek se­
gítségével előállított folyamat modellek az egyenletek együtt­
hatóinak állandó korrekcióját igénylik, mivel jelen esetben 
változó együtthatójú egyenletekkel van dolgunk.
Technológiai folyamatok automatizált irányítási rendszerei­
nek létrehozásakor leggyakrabban (ahogy a mi eseteünkben is) 
a folyamat valamely kritérium szerinti optimális üzemelteté­
sét kell biztosítani. Anyagáramok elosztására visszavezethető 
folyamatok matematikai modellezését és optimális irányításá­
nak módszereit jól rendszerezi a Ell3 munka. A technológiai 
folyamatok optimális irányítási feladatának megoldásakor 
gyakran merül fel a Bellman által"méretek átká"-nak nevezett 
probléma. A folyamatot egészében, többparaméteres objektum­
ként vizsgálva ilyen esetben az optimalizálási feladat meg­
oldásakor fel kell használni az objektum bizonyos sajátossá­
gait [293.
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A fentiekből következik, hogy az anyagszétválasztási folya­
matokat egészében, bonyolult többparaméteres rendszerként 
vizsgálva nagy nehézségek merülnek fel az optimális irányí­
tási feladat megoldása során.
Az anyagszétválasztási folyamatok automatizált irányítási fel 
adatának másik megoldását, amint azt említettük, a bonyolult 
többparaméteres rendszer több egyszerűbb alrendszerre való 
felbontása adja, amikor a bonyolult rendszert hierarchikus 
struktúraként kezeljük. Bonyolult kémiai-technológiai folya­
matok automatikus irányításának kérdései pontosan ilymódon 
kerültek megoldásra az [1,6,15,17,18,19,20,3^3 munkákban.
Az anyagszétválasztási folyamatok sajátosságainak felhaszná­
lásával a [1+13 munka nagyon hatékony módszert ad a bonyolult 
irányítási rendszer dekompoziciójára, mely eltér az [1,6,15, 
17,18,19,20,31+3 munkákban javasolt módszerektől. Jelen dol­
gozat a [l83 munka folytatása, ezért a [l83-hoz hasonlóan 
az anyagszétválasztási folyamat irányítási rendszerét két­
szintes hierarchikus rendszerként határozzuk meg. A felső 
hierarchikus szinten az egész rendszer irányítását vizsgál­
juk, amig az alsó szinten a rendszer dekompoziciójával kapott 
alrendszerek irányítását obijuk meg. Az egyes alrendszerek 
irányítását lokális irányítási rendszerek biztosítják az al­
rendszerek lokális céljainak (hatékonysági kritériumainak) 
megfelelően. Az egyes alrendszerek lokális céljait a felső 
hierarchikus szinten határozzuk meg az egész rendszer céljá­
nak megfelelően. Nagyon fontos a célok helyes megválasztá­
sa, mely megkönnyíti a felső és alsó hierarchikus szint cél­
jainak egyeztetését (a koordinációs stratégia megválasztá­
sát) . A [i+13 munkához hasonlóan célként az elegyek szétvá­
lasztási hatékonyságának vektor kritériumát választjuk, ahol 
a vektor elemei az elegykomponensek kihozatalának teljessé­
gét jellemzik a végtermékekbe. A hatékonysági vektor krité­
rium megfelelő elemei az egész rendszer és az egyes alrend­
szerek esetében azonos fizikai értelemmel birnak, amely biz­
tosítja a célok kovarianciáját.
- 12 -
A bonyolult objektum dekompoziciójával lényegesen egyszerű­
södik az irányítás feladata az alsó hierarchikus szinten.
Az egyes alrendszerek lokális irányítási rendszereinek biztosí­
taniuk kell az alrendszereknek olyan munkapontban való üze­
meltetését, amelyet a felső hierarchikus szinten határoztunk 
meg az egész anyagszétválasztási folyamat adott kritérium 
szerint optimális üzemmódjának megfelelően.
2. § A szétválasztó elem, kaszkád és rendszer fogalma
és leirása
A továbbiakban kétkomponensű elegyek szétválasztásával fogunk 
foglalkozni. Az elegyben a komponensek mennyisége legyen x 
és y. Kétkomponensű elegy szétválasztásának nevezzük azt a 
folyamatot, amelyben a belépő anyagáram két áramra bomlik, 
az egyik, az un. koncentrátum, az egyik komponensben dusitott, 
ez a komponens legyen az x, megfelelően amásik áram, az 
un. meddő, az y komponensben dusitott. Az x és y kompo­
nensek teljes szétválasztása a gyakorlatban nehezen valósít­
ható meg és nagy ráfordításokat igényel.
Meghatározás : szétválasztó elemnek nevezzük az anyagszétvá­
lasztási berendezés olyan szerkezeti egységét, amelyben a 
belépő anyagáram két áramra bomlik fel—a koncentrátumra és 
a meddőre.
Általában egy szétválasztható elemmel nem biztosítható a szét­
választás kivánt foka, ezért néhány szétválasztó elemet kap­
csolnak össze un. szétválasztási rendszerré. A szétválasztá­
si rendszer részét, amely két vagy annál több szétválasztó 
elemből áll, kaszkádnak nevezzük. A rendszert alkotó szétvá­
lasztó elemek száma a nyersanyagtól függően széles skálán 
mozoghat - néhány elemtől (szén dusitása), néhány ezer ele­
mig (urán dusitás). Olyan anyagszétválasztási rends rekkel 
fogunk foglalkozni, amelyek több azonos tipusu szétválasztó 
elemből állnak. A szétválasztó elemek különbözőképpen kap­
csolhatók össze rendszerré, ezáltal létrehozható a lehetsé­
ges szétválasztási rendszerek halmaza. Egy adott szétválasz­
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tási rendszert a benne szereplő szétválasztó elemek jellemzői, 
száma és összekapcsolási módja határoz meg.
A szétválasztó elem, kaszkád és rendszer mennyiségi leirása cél­
jából felhasználtuk a szétválasztási görbe, vagy határgörbe fo­
galmát. Tegyük fel, hogy egy szétválasztó elemben, kaszkádban 
vagy rendszerben az (x,y) komponensekből álló belépő áram két 
áramra bomlik fel: a (kx,£y) komponensü koncentrátumra és az 
((l-k)x, (l-£)y) komponensü meddőre (I. ábra)
X
У
kx^
koncentnátum
( 1 —к) X
meddő
( M )  У
szimbolikusan
и (1 —к )x
(1-к)У
1. ábra.
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Fizikailag а к és £ pareméterek az x és у komponensek­
nek a koncentrátumba történő kihozatalát jelentik (mennyisé­
gi arányát). Az £=k egyenlőség teljesülése a dusulás hiá­
nyát jelenti. A koncentrátumban az x komponens dusulása az 
у komponenshez képest a k>£ egyenlőtlenség teljesülésekor 
jön létre. k=l, £=0 teljesülésekor az x és у komponen­
sek teljes szétválása következik be. A gyakorlatban tel­
jes szétválasztás nem valósítható meg, ezért a szétválasztó 
elem, kaszkád és rendszer dusitási képességének határát az 
un. határgörbe felhasználásával adjuk meg.
Meghatározás : határgörbének nevezzük a komponensek x és 
у mennyiségétől független £ = ф (к) görbét (2. ábra), amely 
a következő tulajdonságokkal rendelkezik:
1.) 0(0) = 0 , 0(1) = 1;
2.) Minden к 6 [0,111-re ф(к)вС0,13 folytonos, monoton
növekvő, konvex görbe, azaz
d<í>(k)
dk = ф'(к) > о 1. 1
1. 2
2. abra.
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А Ф(к) határgörbe és a &=k egyenes által bezárt tarto­
mányt megengedett tartománynak nevezzük.
Bevezetjük a jobb határgörbe fogalmát:
1. ) а Ф^(к) határgörbe jobb а Ф2(к) határgörbénél к
változási intervallumában, ha teljesül Ф-^(к)<ф2(к) 
ke(0,1)-re;
2. ) ha Ф1(к)<ф2(к) k€ (0, к ^ 1 ^ ;-re és ф1(к)>ф2(к) keCk^1 ,^].)
-re olymódon, hogy (к^1^)=Ф2( k 1)), akkor a 
(Ojk^1 )^ intervallumban а Ф^(к) a jobb, a (k^1^,!) 
intervallumban pedig а Ф2(к).
A felvett határgörbe segítségével elvégezhető egy szétválaszt­
ható elem, kaszkád, vagy rendszer mennyiségi meghatározása és 
figyelembe vehető az x komponens koncentrátumba való kiho­
zatalának növelése, a koncentrátum minőségének javitása és az 
időegység alatt előállított koncentrátum mennyiségének fokozá­
sa közötti ellentét. A koncentrátum minősége nem más, mint az 
x komponens százalékos aránya a koncentrátumban.
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3.§. A két szétválasztó elemből álló alapkapcsolások
fogalma
A fentiekben megállapításra került, hogy egy szétválasztó 
elemmel nem biztosítható a kivánt dusitási fok, ezért szét­
választási rendszereket hoznak létre szétválasztó elemek ősz 
szekapcsolásával. Elemi rendszerek hozhatók létre két elem 
összekapcsolásával. A Cilii munkához hasonlóan mi is felhasz­
náljuk a két elem összekapcsolásával kapott elemi rendszerek 
az un. alapkapcsolások fogalmát. Alapkapcsolásként 4 elemi 
rendszert veszünk fel (3. ábra),
1.
meddő
i
•==£>0 koncentrdtum
2.
.meddő
«
koncentratum
3.
meddő
i ^ b = koncentratum
meddő
A. 2
koncentratum
3.ábra.
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Besatirozással jelöljük az alapkapcsolás bemenetét, vagyis 
az anyagáram bevezetésének helyét. Az 1. és 2. alapkapcso­
lásokat párhuzamos kimenetű alapkapcsolásoknak, a 3. és 4. 
alapkapcsolásokat recirkulációs alapkapcsolásoknak nevezzük. 
Az 1. és 3. alapkapcsolásokat primál kapcsolásoknak, a
2. és 4. alapkapcsolásokat az 1. és 3-nak megfelelő duál 
kapcsolásoknak nevezzük, mivel ezek a primál kapcsolásokból 
állíthatók elő az anyagáramok felcserélésével.
A felvett alapkapcsolások felírására a következő szimbolikus 
jelölést vezettük be: 1. - ( 1=>2) , 2. -(1-+2) , 3. -(1<=2),
4. -(l<-2).
Meghatározás : kompoziciós rendszereknek nevezzük azokat a 
rendszereket, amelyek alapkapcsolások kompozíciójával állít­
hatók elő, vagyis n szétválasztó elem esetén n-1 pár zá­
rójel és a 4 műveleti jel - => , <= , *■ - felhasználásá­
val .
Határozzuk meg az alapkapcsolások k-ját és £-jét az x 
és y komponensek kihozatalát a koncentrátumba, ha adottak 
az elemek k., i=l,2 kihozatalai. Ennek érdekében ábrá-
zoljuk az alapkapcsolásokat a koncentrátum kimenetre vonat­
kozóan a szabályozástechnikában bevezetett módon külön az 
x és y komponensekre. Az x komponens esetén a tagok át­
viteli függvényei a koncentrátum áramnak, vagy meddő áramnak 
megfelelően k^ vagy 1-k^, az y komponens esetén 
vagy l-£^.
Ábrázoljuk a leirt módon az 1. alapkapcsolást (4.ábra) .
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* X i  
i n p  1
k i
x 2
к ^ o u tr \ 2
У 1 п р = У 2 У 2
1 2
Y o o t
4. ábra.
Az 1. alapkapcsolás к és £ kihozatalait a következő­
képpen határozzuk meg:
к = ki
cbe klk2
£ = ki
7be £1£2
1.3
A 2. alapkapcsolás к és £ kihozatalát a következő állitás 
felhasználásával határozhatjuk meg: a duál kapcsolás kihoza­
talai a primál kapcsolás kihozatalaihoz hasonlóan határozha­
tók meg úgy, hogy к és £ helyett (l-k)-t és (l-£)-et, 
k^ és £^  , i=l,2 helyett pedig (l-k^)-t és (l-£^)-t he­
lyettesitünk be, tehát
1-k = (l-к )(l-k2) , l-£ = (l-£ )(l-£2) 1.4
A 3. alapkapcsolás к és £ kihozatalainak meghatározása 
az 5. ábra felhasználásával történik.
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5. ábra.
к k lk2l-k1(l-k2) 1-ä 1 (1-£2) 1.5
A 4. alapkapcsolás к és £ kihozatalait a 2. alapkapcsolás 
hoz hasonlóan a duál kapcsolásokra vonatkozó állitás felhasz 
nálásával határozzuk meg:
(l-k1)(l-k2) 
1-k = l-(l-k1)k2
(1-£1)(l-£2) 
1- ( 1-£1)£2 1 . 6
Meghatározás : а к = f(k ,...,k ) , £ = f(£^,...,£n) egyen­
leteket, melyek kapcsolatot teremtenek az n szétválasztó 
elemből álló rendszer határgörbéjének és a rendszert alkotó 
elemek határgörbéinek koordinátái között, kapcsolati egyen­
leteknek nevezzük.
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A kapcsolati egyenletek segítségével Írjuk fel a felső és 
alsó hierarchikus szint közötti koordinációs stratégiát a 
kétszintes hierarchikus irányitási struktúrában.
A kapcsolati egyenletek mellett a felvett alapkapcsolások 
másik fontos jellemzője az i-edik, i=l,2, elemen keresztül­
folyó cirkulációs áram mennyisége.
Meghatározás : az i-edik elemre vonatkozó cirkulációnak ne­
vezzük a következő kifejezést
ahol
x^, y^ - az X és y komponensek mennyisége az i-edik, 
i=l,...,n elem bemenetén,
xbe' -^ be “ az X és y komponensek mennyisége a rendszer 
bemenetén,
n - az elemek száma a rendszerben.
A cirkulációnak ez a meghatározása lényegesen megkönnyíti 
kiszámítását a CllD-ben javasolt meghatározáshoz képest és 
számitógépes algoritmus létrehozását teszi lehetővé (lásd 
a III. fejezetben). Ezenkívül, az alapkapcsolásokból kom­
pozícióval előállított rendszerek esetén a cirkulációnak 
fenti meghatározása lehetővé teszi, hogy értékét függvény- 
kompozícióként határozzuk meg (lásd a III. fejezetben).
A definíciónak megfelelően az 1. és 2. elemre vonatkozó cir­
kulációt 1. alapkapcsolás esetén a következőképpen határoz­
zuk meg:
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+ 2
^2
x 2 y 2 
xbe + ybe kl +
1. 7
a 2. alapkapcsolás 1. és 2. elemére vonatkozó cirkulációt 
a duál kapcsolásokra érvényes állitás felhasználásával hatá­
rozhatjuk meg:
X_1 + yl
xbe ybe
= —  + —  = 2
X ,
9-, = Xbe be
(l-k1)+(l-£1)
1. 8
a 3. alapkapcsolás 1. és 2. elemére vonatkozó cirkuláció
= Í1 + ^1Xbe ybe +l-k1(l-k2) 1-£1(l-£2)
1.9
X
So = — 2 y2 +
xbe ybe
+l-k1(l-k2) l-£1(l-£2)
a 4. alapkapcsolás 1. és 2. elemére vonatkozó cirkuláció 
a duál kapcsolásokra érvényes állitás felhasználásával:
Sí =1 X
Xi + *i
be ybe l-(l-k1)k2 1-(1-£1)£2
1.10
X , 1-k. l-£.
Я- +
be J be l-(l-k1)k2 1-(1-£1)£2
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Már a kapcsolati egyenlet és az i-edik elemre vonatkozó 
cirkuláció meghatározásakor e fogalmakat nemcsak az alap- 
kapcsolások esetére, hanem az n j> 2 általános esetre defi­
niáltuk. Az anyagszétválasztási folyamatok optimális irányí­
tásának további vizsgálatai során e fogalmak gyakran kerül­
nek felhasználásra.
4.§. A feladat megfogalmazása 
Munkánk célja:
1. ) Az összes, n elemből álló megengedett szétválasztási
rendszer generálása és sorrend felállítása a generált 
megengedett rendszerek halmazán a legjobb rendszer ki­
választása céljából - ez a feladat számitógéppel segitett 
tervezési feladat;
2. ) A legjobb rendszer kiválasztása után e rendszer optimá­
lis üzemmódjának meghatározása a felvett kritérium - 
ez a feladat optimális irányítási feladat.
A feladat megfogalmazásakor egy uj fogalom merült fel-а meg­
engedett szétválasztási rendszer fogalma.
Meghatározás : megengedett szétválasztási rendszernek nevez­
zük azt a rendszert, amelyben tetszőleges elem felcserélése 
£=k határgörbéjü elemmel nem eredményez jobb rendszert.
Az első feladat megoldásakor a megengedett szétválasztási 
rendszereket gráfok formájában ábrázoljuk és a megengedett 
rendszerek generálásának feladatát kétszinü irányított grá­
fok generálására vezetjük vissza. A generált megengedett 
rendszerek halmazán sorrendet a rendszerek határgörbéinek 
összehasonlításával állitunk föl.
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A második feladat megoldása során a szétválasztási rendszer 
optimális munkapontját a rendszer határgörbéjén határozzuk 
meg a kiválasztott optimalizálási kritériumnak megfelelően.
Meghatározás : az anyagszétválasztási rendszer határgörbéjé­
nek nevezzük azt a görbét, amely megfelel a szétválasztási 
határgörbe meghatározásának és biztosítja az x komponens 
koncentrátumba való kihozatalának maximumát az y komponens 
koncentrátumba való kihozatalának a (0,1) intervallumban 
felvett különböző rögzített értékeinél.
A megengedett szétválasztási rendszerek generálásával a II. 
fejezet foglalkozik. A III. fejezetben Írjuk le a szétvá­
lasztási rendszerek határgörbéinek meghatározását, amelyeket 
a továbbiakban egyrészt a legjobb rendszer kiválasztására, 
másrészt a rendszer optimális munkapontjának meghatározására 
használunk fel.
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II, A MEGENGEDETT SZETVALASZTASI RENDSZEREK GENERÁLÁSA
l.§. Az anyagszétválasztási rendszer leirása gráf formájában 
és a megengedettségi feltételek meghatározása
Az I. fejezetben meghatároztuk munkánk célját, amelynek 
értelmében feladatként tűztük ki a megengedett szétválasztá­
si rendszerek generálását a legjobb rendszer kiválasztása 
érdekében. Az adott feladatot meghatározott indexezett irá­
nyított gráfok generálására vezetjük vissza
A szétválasztási rendszerek egyértelműen leírhatók irányított 
kétszinü gráfok segítségével (6. ábra) C 56 □ .
7 I
I
1 2  3 5
6. ábra.
p iros
kék
A 6. ábrán látható szétválasztási œndszer n szétválasztó 
elemet tartalmaz, melyeket az 1-^ 4 indexekkel láttunk el.
Az n elemből álló rendszer szétválasztó elemei felelnek 
meg a gráf csúcsainak 1-től n-ig tartó indexeléssel (a 6. 
ábrán l-T-4). Az egyik gráfcsucs megkülönböztetett - ez a 
forrás (1), mivel megfelel a rendszer bemenetének. A rend­
szerből kilépő koncentrátum áram és meddő áram összegyűjté­
sére két további csúcsot vezetünk be, - a koncentrátum áram 
számára az n+1 indexüt (5), a meddő áram számára pedig az
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n+2 idnexüt (6) - melyeket nyelőknek nevezünk. A koncentrá- 
tum és a meddő áramokat kétszinü gráfélekkel jelöljük, me­
lyek az áramok irányának megfelelően irányítottak. A koncent- 
rátum áramokat piros szinü gráfélekkel, a meddő áramokat kék 
szinüvel jelöljük.
A gráf minden csúcsából a nyelők kivételével egy-egy piros 
és kék él lép ki. A nyelőkbe csak belépnek élek, mégpedig az 
egyikbe csak piros, a másikba csak kék szinüek.
A gyakorlatban előforduló anyagszétválasztási folyamatok 
számos sajátossággal rendelkeznek, amelyek meghatározott kö­
vetelményeket támasztanak a gráf struktúrájával szemben. E 
sajátosságok figyelembevételével létrehozott rendszerek a 
megengedett rendszerek. Ezeket a sajátosságokat figyelembe 
kell venni, amikor gráfokként kezeljük a rendszereket, vagy­
is e sajátosságokkal kell meghatározni a gráfok megengedett­
ségét. A rendszerek megengedettségét a gráfok megengedettsé­
gére átvivő összefüggések szigorú bizonyitása helyett össze­
foglaljuk azokat a gyakorlati szempontokat, amelyeket figye­
lembevesznek a szétválasztási rendszer kialakításakor, majd 
ezekből kiindulva meghatározzuk a gráf megengedettségi felté­
teleit.
1.) Az anyagszétválasztási rendszerek kialakításakor fi­
gyelembe veszik, hogy sem a koncentrátum áramok, sem 
pedig meddő áramok nem tartalmazhatnak hurkokat 
(7.a ábra) vagy köröket ( 7.b ábra).
7. abra.
в
Ez azzal magyarázható, hogy hurok esetén az elemben 
nem történik meg egyik komponens dusulása sem, az 
elem csupán átengedi az elegyet (k=l és £=1). Kör 
esetén a kört tartalmazó rendszer mindig rosszabb an­
nál a rendszernél, amely a kör kiküszöbölésével kelet­
kezik az áramok felcserélése által.
2.) Szétválasztási rendszer kialakításakor nem vezethető 
a meddő áram egy elem kimenetéről egy olyan elem beme­
netére, amely az áramok láncán közelebb helyezkedik 
el a rendszer kimenetéhez, mivel ez a koncentrátum 
nemkivánatos felhígulását eredményezi (8. ábra).
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3.) Egy szétválasztó elem csak akkor vesz részt a rendszer 
munkájában, ha kapcsolatban van a koncentrátum áramon 
vagy/és meddő áramon keresztül a forrással. A kap­
csolat hiányára mutatunk be példát a 9. ábrán, ahol 
az 1. elem nem vesz részt a rendszer munkájában.
9. ábra.
-27 -
A felsorolt sajátosságok határozzák meg a gyakorlat­
ban a szétválasztási rendszerek Kialakításának elveit. 
Fogalmazzuk meg ezeket az elveket a rendszereket lei­
ró gráfokra.
Meghatározás : az anyagszétválasztási rendszert leiró gráfot 
megengedettnek nevezzük, ha
1. ) az azonos szinü élek által alkotott részgráfok gyöke­
res fák, ahol a gyökér a nyelő;
2. ) tetszőleges két csúcs között nincsenek különböző
szinü irányított utak;
3. ) a forrás valamennyi csúccsal kapcsolatban van.
Ilymódon a megengedett szétválasztási rendszerek generá­
lása a fentiekben meghatározott megengedett gráfok gene­
rálásával oldható meg. Az n+2 csúcsot tartalmazó meg­
engedett gráfok generálásával előállítható az n elem­
ből álló összes megengedett szétválasztási rendszer.
2.§. Algoritmus megengedett szétválasztási rendszereket 
leiró indexezett irányított gráfok generálására
Csak az utóbbi időben kezdenek megjelenni különböző grá­
fok számitógépes generálására szolgáló módszerek. Álta­
lában, ezek a módszerek valamilyen kódolási eljárást 
használnak fel [22,533. A továbbiakban leirásra kerülő 
algoritmus alapját a üli,123-ben kidolgozott módszer ké­
pezi.
A kidolgozott módszer gyökeres fák generálásán alapul.
A szétválasztási rendszereket leiró gráfok esetében ez 
a módszer felhasználható, mivel a megengedettség első 
feltétele szerint a megengedett gráf egy és ugyanazon 
csucshalmazra felépitett két gyökeres fából áll. Az n 
elemből álló szétválasztási rendszert két különböző szi­
nü gyökeres fa Írja le, melyeknek n+1 csúcsa van.
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A piros élek alkotják a piros fát, melynek gyökere a 
nyelő és élei a nyelő felé irányítottak, következéskép­
pen a kék élekből épül fel a kék fa. A fák kódolására a 
csúcsok indexét használjuk fel a nyelők indexének kivé­
telével, amelyeket az n+1 és n+2 indexek helyett 
egységesen O-val kódolunk.
Megjegy zés : A piros és kék fák generálásának hasonlósá­
gát használjuk ki a gyökér O-val való kódolásával, s 
ilymódon külön kiemeljük a gyökeret. A fák egymásra il­
lesztése után, amellyel előállítjuk a megengedett grá­
fot, a nyelőknek ismét n+1 és n+2 indexekkel látjuk 
el a meghatározásnak megfelelően.
A megengedett gráfok generálásának menete a következő: 
Először egy piros fát generálunk. A generáláskor a fa a 
gyökérből kiidnulva épül fel az élek irányításával ellen­
tétes irányban. Egy fa felépítésekor a nyelőtől kezdve 
egy él adott végpontjához meghatározzuk a kezdőpontot.
A kezdőpontot a még fel nem használt csúcsok közül vá­
lasztjuk ki. Szabad csúcsok listájának nevezzük a fa 
felépítéséhez még fel nem használt csúcsok listáját.
A szabad csúcsok listájából a kezdőpont kiválasztása a 
leszámlálási skála szerint történik. Leszámlálási skálá­
nak nevezzük az olyan skálát, amely pozícióinak száma 
egyenlő a szabad csúcsok számával, elemei 0 és 1 ér­
téket vehetnek fel a kettes számrendszer egymásutáni ér­
tékeinek megfelelően. 1-es a skála i-edik pozícióján az 
i-edik listaelem kiválasztását jelenti kezdőpontként a 
szabad csúcsok listájából. A fa felépített, ha a szabad 
csúcsok listája üres. Egy fát, amelynek n+1 csúcsa van 
az élei listájával ábrázoljuk a következő módon
Г а 1ь1 л 
a 2b 2
a b n n
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ahol
- az i-edik él végpontjának kódja , 
кк - az i-edik él kezdőpontjának kódja, ahol i=l,...,n 
A piros fa felépítése után épitjük fel az erre a fára 
illeszthető összes kék fát. A megengedettség második fel 
tétele szerint nem mindegyik kék fa illeszthető az adott 
piros fára. Az egymásra illesztés letiltását, amely a 
megengedettség második feltételéből következik tiltómát­
rix bevezetésével adjuk meg. P tiltómátrixnak nevezünk 
egy n X n -es mátrixot (n+1 csúcsból álló fák esetén), 
melynek élemei
Jelöljük P(i)-vel a P mátrix i-edik sorát. A tiltó­
mátrix figyelembevételével generáljuk a piros fára il­
leszthető kék fákat. A kék fák felépítése a piros fák 
felépítésével azonos módon történik. Minden egyes kék fa 
felépítése után az a kiindulási piros fával párban egy 
gráfot határoz meg, amely kielégíti a megengedettség el­
ső két feltételét. Az igy generált gráf csúcsait 1-től 
n-ig egymás után ellenőrizzük, hogy lehetnek-e források. 
Ha a kiválasztott csúcsból piros vagy kék élek mentén 
eljuthatunk az összes többi csúcsba, akkor teljesül a 
megengedettség harmadik feltétele, s ez a csúcs betölt­
heti a forrás szerepét. A gráf, az igy kapott forrással, 
egy megengedett szétválasztási rendszernek felel meg. Az 
n+2 csúcsból álló gráfnak, amelyet egy-egy piros és kék 
fa határoz meg, maximum n forrása lehet, de az is elő­
fordulhat, hogy nincs forrása. Az adott gráfban minden 
uj forrás uj megengedett szétválasztási rendszert hatá­
roz meg. Az első gráf összes lehetséges forrásának meg­
határozása után felépítjük a következő kék fát a csúcsok
О - ha a j kezdőpontból nem engedélyezünk 
élet az i végponthoz.
1 -ha a j kezdőpontból engedélyezünk 
élet az i végpontba.
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leszámlálásának folytatásával a szabad csúcsok utolsó 
listájában (lásd a továbbiakban). A kék fák felépítése 
során bizonyos csúcsokból élek kibocsájtásának letiltása 
miatt un. zsákutcák jöhetnek létre* Ilyenkor mindaddig 
folytatjuk a leszámlásást a szabad csúcsok utolsó előtti 
listájában, amig ki nem kerülünk a zsákutcából. Az ösz- 
szes kék fa s a hozzájuk tartozó források meghatározása 
után épitjük fel a következő piros fát, a hozzá tartozó 
tiltómátrixot, majd az erre a piros fára illeszthető kék 
fákat. Ez a folyamat az utolsó pár piros és kék fa, va­
lamint az általuk meghatározott gráf valamennyi forrá­
sának előállításával ér véget.
Felmerülhet bizonyos piros fák letiltásának szükséges­
sége. Ilyenkor meg kell határozni és előre meg kell adni 
a piros fákra vonatkozó tiltómátrixot is.
A generálási módszer e rövid leírásából következik, hogy 
a megengedett szétválasztási rendszerek generálását 5 
szakaszban valósítjuk meg:
1. ) a piros fákra vonatkozó tiltómátrix bevitele
(ha erre szükség van, vagyis ha le kell tiltani 
bizonyos piros fákat);
2. ) a piros fák generálása;
3. ) a felépített piros fa éleinek listája alapján az
erre a piros fára illeszthető kék fákra vonatkozó 
tiltómátrix felépítése.
4. ) a kék fák generálása tiltómátrixuk figyelembevé­
telével ;
5. ) a lehetséges források meghatározása.
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Vizsgáljuk meg a generálási
1.) Általában valamennyi 
lyezett. Ilyenkor a 
alakú
algoritmust lépésenként.
piros fa generálása engedé- 
P tiltómátrix a következő
ha i ф j 
ha i = j
Bizonyos piros fák letiltására akkor kerül sor, ha a gráf 
csúcsai két csoportot alkotnak olymódon, hogy az egyik cso­
portba tartozó csúcsok nem vehetik fel a másik csoportba 
tartozó csúcsok szerepét. Tegyük fel, hogy az első cso­
portba azok a csúcsok tartoznak, amelyek indexei 1-től 
m-ig terjednek, a második csoportba m+1 -tői n-ig.
Ebben az esetben a piros fákra vonatkozó tiltómátrix a 
következő alakot veszi felt
{ i—1 ,...,m és j 
i=j,i=m+l, . . . ,n
il
ha
egyéb esetekben
=m+l,. . . , n 
esetén
Ez a tiltómátrix előzetesen meghatározásra kerül és 
input adatként visszük a számitógépbe.
2.) A fák genárálásának algoritmusa azonos mind a 
piros, mind pedig a kék fákra. Vizsgáljuk meg 
részletesebben. Egy fa felépítésekor a feladat 
abból áll, hogy egy ismert végponthoz meg kell 
határozni az él kezdőpontját a szabad csúcsok 
listájából. Vezessük be az élek végpontjára egy­
ségesen a Vj, kezdőpontjára a vg jelölést, 
ahol vf'vs “ a csúcsok kódjai. Adott v^-hez a 
vg meghatározása érdekében össze kell állitani 
a szabad csúcsok listáját, s a listából leszám-
lálással kell kiválasztani a v -t. Például, has
n=3 és a P tiltómátrix elemei
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P. . =ID
O ha H- II
1 ha
akkor a 10. ábrán bemutatott fát kapjuk.
0 о
, I
1 О
2 О
3 О
1 2 3 
1 0 0 
[ 2 3  
1 О45
3
1
szabad csúcsok listá ja 
leszámlálási skála
a nyilak színe piros
10. ábra.
Egy fa felépítése után a leszámlálást mindig a szabad 
csúcsok utolsó listájában kell folytatni,ahogy az a 
I I . ábrán látható . 
о о
a ny ilak szine piros
11. abra.
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A leszámlálást az utolsó listában befejezve áttérünk az 
utolsó előtti listára, s ott folytatjuk (lásd a 12.ábrát)
12. ábra.
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A példa megfelel az összes 4 csúcsból álló piros gyö­
keres fa generálásának. Számuk 42=16, mivel az n+1
П ”” 1indexezett csúcsot tartalmazó fák száma (n+1) L5D.
Bizonyos fák letiltása esetén adott v^-hez a vg-t 
a szabad csúcsok listájából úgy határozzuk meg, hogy 
közben figyelembevesszük a P tiltómátrix P(v ) sorát 
Adott v^-hez a megengedett vg-ek listájának összeálli 
tása érdekében bevezetjük az szabadsági skála fo­
galmát. Az s^r szabadsági skála n pozícióból áll, ele 
mei О és é értéket vehetnek fel.
Ha a skála j-edik pozícióján 1 áll, akkor a j kódú 
csúcs még szabad, vagyis még nem használtuk fel a fa 
felépítéséhez. Ezenkívül bevezetjük az kiválasztá
si skála fogalmát. Az Sch skála szintén n pozícióból 
áll, melynek elemei O-tól n-ig terjedő értékeket ve­
hetnek fel. Ha a j-edik pozición j áll, akkor a j 
csúcs kiválasztható, ha 0, akkor nem.
Adott v^-hez vs meghatározására szolgáló kiválasztás 
skála két lépésben állítható elő:
vs,., 
ch< +
vf
=Sch(j) • P(vs,j) j = 1,...,n-re 2.1
V V
о
V.
= Sch<J> • sfr<3> 2. 2
fahol S ch - a v^ végpontok kivalasztasi skálája;
Vs - a V kezdőpontok kiválasztási skálája;
b ch s
P(V ) - a tiltómátrix v -edik sora;s s
S - a pillanatnyi szabadsági skálája.
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A fák generálása céljából kialakítunk egy (n+1) x 36 -os
méretű tömböt az R stack formájában. Az adott stack
segítségével n+l<_9 csúcsból álló fákat lehet generálni.7n=8 esetén az összes piros fa száma 9 =4782969. Ezekre 
illeszkednek még a kék fák, vagyis a keletkező gráfok 
száma oylan nagy, hogy nagyon sok idő szükséges sorrend 
megállapitására közöttük. Ezért az algoritmussal generált 
rendszerekben az elemek számát n^8-al korlátozzuk. Л 
stack sorait szakaszokra osztjuk fel. Ábrázoljuk az 
i+l-dik sort.
1 2 3 4  5 6  7 8  9  10 11 12 13 14 15 16 17 18 19 20 21 22 23 2 4  2 5 2 6  27 2 8  29 3 0  31 3 2  33  3 4  3  5 3  6
vfvs f ^ch ^ch etalon leszámlálási sorozat pillanatnyi leszámlá­lási sorozat C
ahol az i-edik él végpontjának kódja; 
az i-edik él kezdőpontjának kódja; 
index, amely 1 értéket vesz fel nullás 
leszámláláskor (lásd alább), f=0 egyéb 
esetekben ;
a vg kiválasztási skála meghatározásának 
első lépése;
a vg kiválasztási skálája;
az etalon leszámlálási sorozat nullától
különböző kódjainak mutatója
A fák generálásához az R stack-en kivül felhasználjuk 
a P tiltómátrixot, az Sfr szabadsági skálát és be­
vezetjük még az segédskálát, amely n pozícióból
áll 0 és 1 elemekkel. Ha a j-edik pozición 1 áll, 
akkor a j-edik csúcs részt vett a pillanatnyi leszám- 
lálásban.
- 3 6 -
Az R stack első sora előre rögzített és például n=3 
esetben a következő alakú:
0 0 0 1 2 3 0 0 0 0 0 1 2 3 0 0 0 0 0 1 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 3
vf vs f Sch Sch e.l.s. pl.s. c
Az R stack további n sora nullákkal van feltöltve. 
A P tiltómátrix n=3 esetében a következő alakú
Az szabadsági skála kiidnulási helyzetben egyesek­
kel van feltöltve, vagyis Sp^(j)=l, j=l,...,n , az 
segédskála pedig nulákkal - S^Cjí^O, j=l,...,n. 
Példánkban n=3 esetén S^r =(1 1 1), Б^=(0 00). Az 
algoritmus a pillanatnyi leszámolási sorozat kialakítá­
sával indul
np(j) = 1np(j) - ne(j) 2. 3
ahol
П
П
p
e
a pillanatnyi leszámolási sorozat skálája; 
az etalon leszámolási sorozat skálája;
Az abszolút értékű kivonás j=l -tői kezdődik és mind­
addig folytatódik, amig a П -ben meg nem jelenik az el­
ső nullától különböző kód. А П (j) skála meghatározása­
kor három eset fordulhat elő:
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1.) Uj leszámlálás jön létre, vagyis а П (j) skála-Pelem nulla állapotból nem nulla állapotba kerül. 
Ebben az esetben az R stack-ben lefelé lépünk 
és az első' csak nullákkal feltöltött sorban uj 
sort hozunk létre.
2.) Nem jön létre uj leszámolás, vagyis a TI ( j )Pskálaelem nem nulla állapotból nulla állapotba 
kerül. Ebben azesetben az R stack utolsó nullá­
3. )
tói különböző sorát töröljük (nulákkal töltjük 
fel).
skálaelem nulla állapotban volt és abban is ma­
rad. Ebben az esetben megpróbálkozunk uj sor lét­
rehozásával a stack első nullás sora helyén. Ha 
e sor számára már meghatározásra kerültek a v^ 
és vg csúcsok, akkor a próbálkozás sikeres, ha 
nem, akkor felfelé kell lépni a stack-ben. Nul­
lás leszámlálás esetén a munkában levő sorban az 
f indexnek 1 értéket adunk.
Minden esetben felfelé lépéskor a következő szabályok 
szerint kell eljárni:
1. ) ha az i-edik sorból visszalépve az i-1 -edik
sorba az i-1 -edik sor indexe f=0, akkor a le- 
számlálást az i-1 -edik sorban kell folytani;
2. ) ha az i-edik sorból visszalépve az i-1 -edik
sorba az i-1 -edik sor indexe f=l, akkor vissza 
kell lépni az i-2 -edik sorra és igy tovább mind­
addig, amig a sor indexe f=0 nem lesz.
A pillanatnyi leszámlálási sorozat meghatározására adott 
algoritmus felhasználásával az R stack első sora a kö­
vetkező alakot veszi fel:
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0 0 0 1 2 3 0 0 0 0 0 1 2 3 0 0 0 0 0 1 2 3 0 0 0 0 0 1 0 0 0 0 0 0 0 3
vfvs f sch c^h Пе Пр с
Ebben az esetben a segéd skála
S, = (10 0) h
Az Sf szabadsági skála uj állapotát a régiből a követ­
kező képlettel határozzuk meg
Sfr^) = lsfr(j) " sh(j)| ' j=l/-..,n 2.4
A konkrét példánk esetében
S, = ( 0 1  1) f r
Az R stack uj sorának kialakításakor az uj sor vf-je 
felveszi a vg értékét abból a sorból, amelyben a le- 
számlálást végezzük, az uj sor vg-e pedig annak a kód­
nak az értékét veszi fel, amely а П -ben keletkezettPa leszámláláskor. Ennek figyelembevételével, а П skálá­
ban nullától különböző kód megjelenése esetén kialakít­
juk az R stack uj sorát lefelé menve az első nullákat 
tartalmazó sor helyén (esetünkben ez a 2. sor).
0 10 0 2 3 0 0 0 0 0 0 2 3 0 0 0 0 0 2 3 0 0 0 0 0 0 2 0 0 0 0 0 0 0 2
vfvsf sch c^h Пе Пр c
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Az S , és S , skálákat a (2.1) és (2.2) kép- 
letek felhasználásával határozzuk meg, а Пе ská­
lát a S ^-ból kapjuk a nullák elhagyásával ás a 
nullától különböző kódok balra tömörítésével. Az
S, és S, skálák a következő alakot veszik fel: h fr
= (010) és a (2.4) képlet szerint 
Sfr = (° 0 D •
Az R stack következő sorai
1 2 0 0 0 3 0 0 0 0 0 0 0 3 0 0
оо
0 3
~ 1
0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 1
vf vs f Sch h Пе Пр с
sh = (О О 1) , sfr = (0 0 0)
2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
vf vs f h Sc h Пе Пр с
Ilymódon a következő fát kaptuk
Egy fa akkor van felépitve, ha S^r(j)-0, j = l,. ..,n, 
vagyis amikor már nincs több szabad csúcs. A követ­
kező fa felépítése érdekében folytatni kell az 
utolsó befejezetlen leszámlálást (példánkban a
3. sorban). Az adott szinből valamennyi fát felé­
pítettünk, ha az R stack első sorában f=1.
3.) Egy piros fára illeszthető kék fákra vonatkozó 
tiltómátrix meghatározásakor a következő, a meg­
engedettség második elvének megfelelő tulajdonsá­
got használjuk fel: ha az adott piros fa tetszőle­
ges csúcsát gyökérnek tekintjük, a megfelelő rész-
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gráfban, akkor a kék fában nem lehet olyan él; 
amely e részgráf csúcsaiból a részgráf gyökere 
felé irányított ( 13. ábra) .
részfa gyökeret
-------- piros
---------kék
13- ábra.
A kék fákra vonatkozó P tiltómátrix felépítését 
a következő n x n -es mátrix képzésével kezdjük:
P. . il
0
1
ha i=j 
ha i^j
Ha bizonyos piros fákat letiltottunk (lásd az 1.) 
pontot), akkor a P tiltómátrix kiindulási alak­
ja a következő
P . . il
h
—j , i 1 , . . . ,m
i=m+l,...,n és
|1 egyéb esetekben.
j=l,...,m
Majd vesszük a piros fa éleinek listáját
és alulról fölfelé vagyis (a b )-től (a,b,) felé ha-n n 1 1
ladva végigvizsgáljuk. A P tiltómátrix a^-edik sorát 
P(a^) -t a következőképpen határozzuk meg
P(a±) = P(ai)&P(bi) 2.5
a^-t és b^-t a piros fa éleinek listájából vesszük 
alulról felfelé addig haladva, amig el nem érjük az 
a. = 0  -t. a. = 0  elérésekor a P tiltómátrix felépi-í i  e
tése befejeződött.
4.) A kék fák generálása a piros fákéhoz hasonlóan 
történik, az egyetlen eltérés abban van, hogy a generá­
lás során a kék fákra vonatkozó tiltómátrixot vesszük fi 
gyelembe. A generálás eredményeképpen az adott piros fá­
ra illeszthető kék fákat kapjuk meg. A piros fa egy hozz 
tartozó kék fával teljes egészében meghatároz egy gráfot 
amely kielégíti a megengedettség első két feltételét. 
Példaként egy piros fa, amely éleinek listája
éllistával a 14. ábrán01 és egy kék fa ~03"
12 32
23 21
bemutatott gráfot határozza meg.
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piros
kék
14. ábra.
A gráf akkor felel meg egy megengedett szétválasztási 
rendszernek, ha ismertek a megengedettség harmadik fel­
tételét kielégítő források.
5.) A lehetséges források meghatározása a megengedett­
ség harmadik feltételén alapul, vagyis a forrás szerepét 
csak az a csúcs játszhatja, amelyből az irányított élek 
mentén elérhető az összes többi csúcs.
A generálás eredményeként egy gráfot kaptunk egy piros 
fa és egy kék fa éleinek listájaként, (lásd al4. ábrát) .
A forrás meghatározásakor egymás után megvizsgáljuk az 
i=l,...,n kódú csúcsokat, hogy a kiválasztott i-edik 
csúcsból az adott éllisták mentén elérhető-e a további 
n+1 csúcs (a fentiekben tett megjegyzés értelmében a 
piros fa nyelőjének 0 kódját átkódoljuk n+1 -é, a kék 
fáét pedig n+2-vé) (15.ábra)
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--------- piros
15. ábra.
A 14. ábrán bemutatott példa esetében, ahogy a 15. ábrá­
ból látható, mind a három csúcs betöltheti a forrás sze­
repét és ennek megfelelően három különböző megengedett 
szétválasztási rendszert kapunk.
A fenti algoritmus megvalósitása érdekében két skálát 
használunk fel: az
S -t - a felhasználható csúcsok skáláját és
Su(^ -t - a felhasznált csúcsok skáláját. A Su  ^ skála 
n+2 poziciós, elemei 0 és 1 értékeket vehetnek fel.
Ha az i-edik pozición 1 áll, akkor az i-edik csúcs
felhasználható. Az S skálából az n+1 és n+2 pozi-ug
ciókon lévő csúcsokat már nem használjuk fel, mivel azok 
nyelők, s belőlük nem lépnek ki élek. Ezért az ská­
la n poziciós, elemei О és 1 értékeket vehetnek fel. 
Ha az i-edik pozición 1 áll, akkor az i-edik csúcsot 
már felhasználtuk. Ha például, lehetséges forrásként az 
1. csúcsot választjuk ki a skálák a következő alakúak:
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Balról jobbra haladva megvizsgáljuk az S skálát. A 
felhasználható 1. csúcsot már megvizsgáltuk, a felhasz­
nálható 2. csucs'ot még nem. Felhasználásakor a skálák a 
következő alakot veszik fel:
1 1 0 s 1 1 1 1 0ug
Ismét megvizsgáljuk az S skálát. Az 1. és 2. csúcso­
kat már felhasználtuk, vesszük a felhasználható 3. csú­
csot
Sug
A kezdetben kiválasztott csúcs 
teljesül
n
S
j = l Sud(^
megfelel
= n
forrásnak, ha
2. 6
Ilymódon ellenőrizzük a megengedettség harmadik feltéte­
lének teljesülését valamennyi n csúcsra. Egy piros fa 
éleinek listája egy ráilleszthető kék fa éleinek listájával 
és a meghatározott forrással együtt nem más, mint egy 
megengedett gráf, amely adekvát módon ir le egy megenge­
dett szétválasztási rendszert.
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3.§. A megengedett szétválasztási rendszer generálására 
szolgáló algoritmus számitógépes realizációja
A 2.§.-ban leirt, megengedett szétválasztási rendszerek 
generálására szolgáló algoritmust FORTRAN-IV nyelven prog­
ramoztuk a moszkvai Irányítási Problémák Intézete ICL 4-70- 
-es gépére. Ez a program szerves részét képezi a GRAPH nevű 
programcsomagnak, amely anyagszétválasztási rendszerek ter­
vezésére és optimális üzemmódjának meghatározására szolgál. 
A program szakaszokból épül fel, melyek megfelelnek az al­
goritmus szakaszainak (16. ábra).
16. ábra
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17. ábra
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Vizsgáljuk meg a program felépítését szakaszonként.
I. s z a k a s z .  Input adatként bevisszük a szétválasztási 
rendszer elemeinek n számát és a piros fákra vonatkozó til­
tómátrix P.. elemeit, ij
II. s z a k a s z .  Elvégezzük a piros fák generálást a 
17. ábrán bemutatott blokk-vázlatnak megfelelően. A blokk­
vázlaton szaggatott vonallal különítettük el a II. szakasz 
egyes lépéseit.
1. lépés. Az R stack előre rögzített első sorának feltöl­
tése és a soronkövetkező n sor lenullázása. Az S^r sza­
badsági skála n pozíciójának feltöltése egyesekkel.
2. lépés. Az segédskála n pozíciójának feltöltése
nullákkal.
I
3. lépés. A c mutató értékének ellenőrzése, ha c=0-a 
munkában levő i-edik sor f indexének 1 értéket adunk 
és a generálást a 11. lépéstől folytatjuk;
c>0 - a generálás a 4. lépéstől folytatódik.
4. lépés. A pillanatnyi leszámolási skála meghatározása 
а П (j) = |П (j)-Пе(j ) I képlet felhasználásával, illetve 
az S, segédskála kialakítása.
A Tlp(j) értékének ellenőrzése, ha
П (j)>0 -a genrálás az 5. lépéstől folytatódik;PП (j)=0 - lenullázzuk az R stack utolsó nullátólP
különböző sorát. Ha az egész leszámlálás során (j)= 0, 
j=l,...,c, akkor az i-edik sor f indexének 1 értéket 
adunk és a generálást az 5. lépéstől folytatjuk.
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5. lépés. Az f index ellenőrzése az R stack első so­
rában, ha
f=l -a generálsa befejeződött;
f=0 -meghatározásra kerül a szabadsági skála az 
S^r( j )= I S^rC j )-Sj^ ( j ) I , j = l,...,n képlet felhasználásával.
6. lépés. A munkában levő i-edik sor indexének ellenőr­
zése, ha
f=l -a generálás a 11. lépéstől folytatódik, ha 
f=0 -megkeressük az R stack első nullás sorát.
7. lépés. A v^ és vg 
egyenlő a munkában levő 
vg-e egyenlő az i-edik
beirása uj 
i-edik sor 
sor nullától
sorba. Az uj sor v^-je
vg-ével, az uj sor
különöbző П (j)-vel.
P
8. lépés. A kiválasztási skála Sc^
-VSrozása az uj sor számára az S ^(j) 
j=l,...,n képlet felhasználásával.
állapotának meghatá- 
■ Sch(J) • P(vs'J)'
9. lépés. Az szabadsági skála elemeinek ellenőrzése,
ha Sf (k) = 0, k=l,...,n - egy fa felépítése befejező­
dött és a fa éleinek (a^b^) listája kinyomtatásra kerül, 
ha
a S^^(k)>0, k=l,...,n - a generálás a 10. lépéstől
folytatódik.
10. lépés. Az uj sor S ^
rozasa az
V _v
S _ ® (  j )  =  S j ( j )'eh ' J ' eh 
felhasználásával. А П
határozása az eh
e
skála
azok balra tömörítésével, 
rozása. c értéke egyenlő 
elemeinek számával. Ugrás
szabadsági skálájának meghatá-
* Sfr(j), j=l,...,n képlet
etalon leszámolási skála meg-
nullától különböző elemeiből
A c mutató értékének meghatá-
a П skála nullától különböző e
a 2. lépésre.
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11. lépés. A soronkövetkező sor ellenőrzése, ha
vs>0 - áttérünk erre a sorra és a generálás a 10. 
lépéstől folytatódik,
vg=0 - felfelé lépünk az R stack-ben a legköze­
lebbi sorra, melyben f=0, ezután a generálás a 2. lépés 
tői folytatódik.
III. s z a k a s z .  Meghatározzuk a kék fákra vonatkozó til­
tómátrix P.. elemeit, il
1. lépés. A mátrix elemek meghatározása a következő
képlet felhasználásával
{O ha i=j i 1,•••,n , j—l,...,n1 ha i^j
2. lépés. A piros fa éleinek (a^b^), i=l,...,n listája 
alapján a tiltómtárix P(a^) sorainak meghatározása a 
Р(а^) = Р(а^)&Р(Ь^) képlet felhasználásával.
IV. s z a k a s z .  Elvégezzük a kék fák generálását. Generá­
lásuk szintén a 17. ábrán bemutatott blokk-vázlat alapján 
történik.
V. s z a k a s z .  Elvégezzük a lehetséges források meghatáro 
zását a 18. ábrán bemutatott blokk-vázlat szerint.
1. lépés. A piros és kék fa (a^b^) éllistáinak sorba ren­
dezése a b^ kód növekedésének megfelelően. Ilymódon egy­
szerűbbé válik az és S skálák meghatározásához
szükséges csúcsok kiválasztása.
2. lépés. A lehetséges forrásként kiválasztott csúcsok 
számlálójának az 1. csúcs kódjának megfelelően 1 értéket 
adunk, i=l.
- 50-
18. abra
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3. lépés. Az Sud(j) , j=l,...,n és S (j),
j=l,...,n+2 skálák lenullázása.
4. lépés. A sud(j)' j=l,...,n és Sug(j), j=l,...,n+2 
skálák elemeinek meghatározása a 2.§.-ban leirt algorit­
mus szerint.
n
5. lépés. A E S ,(j) =n egyenlőség teljesülésének
j = l
ellenőrzése, ha 
n
E S . ( j ) = n  - a kiválasztott i-edik csúcs
3=1
kinyomtatásra kerül, mint forrás és a forrás kiválasztás 
a 6. lépéstől folytatódik,
n
E S d(j) Ф n - ugrás a 6. lépésre.
j = l
6. lépés. A lehetséges források számlálójának ellenőrzése, 
ha
i < n - lehetséges forrásként a soronkövetkező 
i+1-edik, i=l,...,n, csúcs körül kiválasztásra és ugrás
történik a 3. lépésre,
i = n - a lehetséges források kiválasztása befejező­
dött .
Az egész program ~360 utasításból áll, melyek közül a 
II. és IV. szakaszt megvalósító utasítások (~120 utasitás) 
azonosak.
Az algoritmusnak megfelelően kinyomtatásra kerül a piros 
fákra vonatkozó tiltómátrix, a generált piros fa, a piros 
fára illeszthető kék fákra vonatkozó tiltómátrix, majd a 
kék fák, mindegyikük mellett feltüntetve a lehetséges for­
rások listája. Három elemből álló megengedett szétválasztá­
si rendszerként a generálás során 186 rendszert kaptunk. 
A generálás 0.005 sec gépidőt igényelt, vagyos a niódszer 
nagyon gyors, de a kapott rendszerek nagy száma miatt ösz- 
szehasonlitásukkor sok idő szükséges a számítások elvég­
zésére. Vizsgáljuk meg mi okozza, hogy a kapott megenge­
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dett szétválasztási rendszerek száma ilyen nagy. A fenti­
ekben leirt algoritmus felhasználásakor a szétválasztó ele-^  
mek permutációja következik be a szétválasztási rendszer­
ben. Ez a permutáció jogos, mivel a rendszert alkotó szét­
választó elemek határgörbéi általában különbözőek. Ezzel 
magyarázható a három elemből álló megengedett szétválasztá­
si rendszerek általuk kapott száma és a [111 munkában ka­
pott számuk közötti különbség. A [111 munkában 17 megenge­
dett rendszert állitott elő a szerző a duális rendszereket 
figyelmen kivül hagyva (vagyis azokat, amelyek a kapott 17 
rendszerből az áramok felcserélésével keletkeznek (a gráf­
ban az áramok felcserélése az élek színezésének felcserélé­
sével azonos)). A duális rendszerek és az elemek permutá­
ciójának figyelembevételével a megengedett rendszerek 
száma
N = 17•2•3 ! = 204
ahol 3! - a három elemből álló permutációk száma.
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Ч
'í: i
'à -►b-- *-o2 A
19. ábra.
---------- piros
---------- kék
A megengedett 17 rendszerből három rendszer (19. ábra) be­
lőlük duális rendszer képzésekor és az elemek permutáció­
jakor 6 izomorf rendszert eredményez egy-egy rendszer ese­
tében kelekező 12 változat közül. Izomorfizmus akkor ala­
kul ki duális rendszerek képzése és az elemek permutáció­
ja során, ha a gráfot alkotó fák struktúrája azonos (lásd 
a 19. ábrát). Ez az izomorfizmus nem jön létre. A rendsze­
rek számából az izomorf rendszerek kizárásával meg­
kapjuk a nem izomorf megengedett rendszerek N számát
N = Nx - 3*6 = 186
vagyis ugyanazt a számot kapjuk, mint az algoritmus segít­
ségével generált rendszerek száma.
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Milyen lehetőségek vannak a generált megengedett rendsze­
rek számának csökkentésére? Először is meg kell jegyezni, 
hogy az általunk javasolt eljárás teljesen általános eset­
re vonatkozik. Minden konkrét esetben járulékos sajátossá­
gok merülnek fel, amelyek járulékos megengedettségi feltété 
lek bevezetését teszik szükségessé. Minden további felté­
tel bevezetése a megengedett rendszerek számának csökkenté 
sét eredményezi. Felsorolunk néhány módszert a generált 
rendszerek számának csökkentésére:
1. ) Letiltjuk a szétválasztási rendszer elemeinek tel­
jes permutációját (például iszaptalanitási folya­
matban résztvevő hidroszeparátorok és hidrociklo- 
nok egymással nem cserélhetők fel). Ez a korlátozás 
a piros fákra vonatkozó tiltómátrix kialakításával 
vehető figyelembe az algoritmusban leirt módon.
2. ) Olyan generáló algoritmus kidolgozása, amely nem
végzi el az elemek permutációját a rendszerben.
Erre a célra nem izomorf nem indexezett fák gene­
rálására szolgáló algoritmus használható fel C133.
3. ) Csak olyan rendszerek generálása, amelyek alapkap­
csolások kompozíciójával építhetők fel. Ebben az 
esetben egy feltételezést teszünk, u.m. a legjobb 
rendszer mindig az alapkapcsolások kompozíciójával 
kialakított rendszerek részhalmazának eleme. Ezt 
a feltételezést nem sikerült ugyan még bebizonyí­
tanunk, de helyességét a gyakorlat sugallja, ugyan­
is a gyakorlatban alkalmazott szétválasztási rend­
szerek, amelyek sokéves tapasztalat eredményeként 
alakultak ki döntő többségben alapkapcsolások kom­
pozíciójaként irhatok fel. Lehetőség van a fentiek­
ben bemutatott algoritmus továbbfejlesztésére a 
kompoziciós rendszerek részhalmazának kiválasztá­
séra a generált összes rendszer halmazából. Lehet­
séges a kompoziciós rendszerek előállítása más mó­
don is, hiszen a kompoziciós rendszerek meghatáro­
zása szerint az n elemből álló kompoziciós rend­
szerek n-1 zárójel és a =>,-*,<=, +- 4 műveleti
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jel felhasználásával állíthatók elő.
A műveleti jelek kitételének feladata a következő­
képpen fogalmazható meg. Tegyük fel, hogy 4 fajta 
műveleti jelünk van, melyek felhasználásával össze 
kell kötnünk n szétválasztási elemet. Határoz­
zuk meg a lehetséges összekötések számát.
Ez a feladat n elem r-ed fokú ismétléses variá­
ciójának meghatározási feladatára vezethető vissza 
cliOH. m elemből álló r-ed fokú ismétléses variá­
ciók száma:
Esetünkben m=4 , r=n-l. Vagyis a műveleti jelek 
lehetséges kitételének száma n szétválasztó elem 
esetén
A zárójelek kitételének feladata a következőkép­
pen fogalmazható meg. Tegyük fel, hogy a szétvá­
lasztási rendszer n elemből áll. Határozzuk meg 
a zárójelek összes lehetséges kitételének számát, 
amellyel a szétválasztási rendszer alapkapcsolások 
kompozíciójaként irható fel.
Ez a feladata egy kombinatorikai kompoziciós fela­
dat és visszavezethető x,x„...x sorozat előál-1 2  n
litási módjai számának meghatározására bináris 
nem asszociatív sorozatok formájában CU7D. n elem 
esetén a zárójelkitételek számának meghatározására 
szolgáló rekurziv képlet a következő
U ( m , r ) = mr 2 . 7
P n>2n
2.8
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Tegyük fel, hogy P!=1 * Vizsgáljunk meg egy példát
P = p p 2 11
( 1 □ 2)
+ P1P2 =2
((1 □ 2)D3) (1 □ (2 D3))
P = P P 3 2 1
P4 = P P 3d P P 2 2
((( 1 □2) □ 3)Ü4) 
((1 □ (2D 3))D4)
+ P P = 51 3
( ( 1 □ 2)D( 3 □ 4) )( 1 □ ( (2 □ 3)D4) )
( 1 □ (2 D(3D4)))
ahol a -a négy lehetséges műveleti jelek egyike. 
Az adott feladat esetében a $(z) előállítási 
függvény a következő alakot veszi fel
<í>(z) = P.z + P„z2 +...+ P zn +... = EP.z1 2.9 1 2  n .11
A 2.9 előállítási függvény felhasználásával 
a zárójelkitételek számának meghatározására n e- 
lem esetén a következő képletet kapjuk
P = (2n-2 ) !
n n'(n-l)!
n^2 -re 2.10
Ilymódon, az n elemből kialakítható kompoziciós 
rendszerek száma egyenlő
N2 U •n Pn
32 kompoziciósn=3 esetén 
közül a
((1=>2)=>3) 
(1=>(2=>3))
N2=32. A
(d>2H3) 
(1+(2+3))
((l<-2)<=3) 
( 1<=( 2 =>3 ) )
rendszer
((1«-2H3) 
(ld2+3 ) )
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rendszerek páronként izomorfok, vagyis a nem izo- 
morf kompoziciós rendszerek száma n=3 esetén 
N=28. Ebben az esetben nem végeztük el az elemek 
permutációját a rendszerben. A kompoziciós rendsze­
rek generálásának ez a módszere a permutációk egy­
szerű elvégzését teszi lehetővé és n>3 esetén a 
megengedett szétválasztási rendszerek számának je­
lentős csökkenését eredményezi. A módszer hiányos­
sága, hogy izomorf rendszereket is létrehoz (n=3 
esetén 32-ből 4-et), melynek kiküszöbölése komoly 
nehézségekbe ütközik.
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III, ANYAGSZÉTVÁLASZTÁSI RENDSZEREK HATÁRGÖRBÉJÉNEK
MEGHATÁROZÁSA
1.§. A feladat megfogalmazása és a megoldási módszer
kiválasztása
Az I. fejezetben a feladat megfogalmazásakor a következő­
képpen határoztuk meg a munkánk célját:
- anyagszétválasztási rendszerek tervezésének automa­
tizálása a megengedett rendszerek generálása és közü­
lük a legjobb rendszer kiválasztása;
- a rendszer optimális üzemmódjának meghatározása a 
kiválasztott optimalizálási kritériumnak megfelelően.
A II. fejezetben algoritmust adtunk, amely lehetővé teszi 
a megengedett szétválasztási rendszerek generálását az első 
feladatnak megfelelően. E feladat megoldásának következő 
lépéseként el kell végezni a legjobb rendszer kiválasztá­
sát a generálással kapott megengedett rendszerek halmazából. 
Az I. fejezetben meghatároztuk a jobb rendszer fogalmát a 
rendszerek határgörbéinek összehasonlításával. Tehát a ge­
nerált megengedett rendszerek határgörbéinek meghatározása 
és összehasonlitása lehetővé teszi a legjobb rendszer kivá­
lasztását. Másrészt, a határgörbe a rendszer szétválasztá­
si képességének határát irja le. Ezért a második feladatban 
megfogalmazott optimális üzemmód meghatározásakor a kapott 
munkapont általában a határgörbe egyik pontjának felel meg. 
Ebből következően egy fontos megállapitást tehetünk: mind az 
első, mind pedig a második feladat megoldásában nagy szere­
pet játszik a rendszer határgörbéje. Ezért ebben a fejezet­
ben a határgörbe meghatározásával foglalkozunk.
Definíció szerint a rendszer határgörbéjének meg kell fe­
lelnie a határgörbe feltételeinek és biztosítania kell az.
X komponens maximális к kihozatalát a koncentrátumba
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az y kompenens koncentrátumba való £ kihozatalának kü­
lönböző rögzített értékeinél a (0,1) intervallumban. 
Vagyis a rendszer határgörbéjének meghatározási, feladata 
a következőképpen fogalmazható meg:
Keressük max к, ahol k=f(k^, . ..,k ), 
különböző rögzített
£=f(£^,...,&n)
értékeknél, ahol £6(0,1), ha adottak a következő össze­
függések
£ . = ф . (k . ) , 0<k .< 1 , i = l, . . . ,ní *í 1 ' = i =  ' ' '
ahol az
f függvények a kapcsolati egyenletek, melyek hasonló 
alakúak mind a k, mind pedig az £ független változók 
esetén; a
ф^ függvény pedig, i=l,...,n, az i-edik elem határgör 
bé je,
n - a rendszert alkotó elemek száma. Definíció szerint 
ф^(к^) monoton növő konvex függvény a k^6E0,lD inter­
vallumban .
A gyakorlatban az i-edik i=l,...,n szétválasztó elemen 
áthaladó anyagáramot korlátozzák az elem méretei és telje­
sítőképessége. Ezt a korlátozást az i-edik elemre vonatkoz 
cirkulációs áram felülről való korlátozásával vesszük figye 
lembe, vagyis
g^(k^,...,k^,£^,...,£^ <_ Ç ^ , i —l,...,n
ahol gi - az i-edik szétválasztó elemre vonatkozó cirkulá 
ciós áram
- az i-edik elemre vonatkozó cirkulációs áramra 
megadott korlátozás értéke.
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Az X komponens maximális kihozat'ala a koncentráumba az y 
komponens koncentrátumba való kihozatalának különböző rögzí­
tett értékeinél egynértékü az y komponens minimális kihoza 
tálával a koncentrátumba az x komponens koncentrátumba va­
ló kihozatalának különböző rögzített értékeinél. Vagyis a 
határgörbe meghatározásifeladata a következő feladat megoldá 
sára vezethető vissza:
Keressük mini,, ahol £=f( , . . . , &n),különböző rögzített
9
к = f(кх,...,kn)
értékeknél, ahol kG(0,l), ha adottak a következő összefüg­
gések
Л ^ ф^(к^) , i-1,...,n
és teljesülnek a következő korlátozások
g .(к , , . . . , к , Л Л  ) < Ç . 1 ' n ' l  ' n = u
i=l,...,n
O < к. < 1= î =
Amint az az alapkapcsolások esetén látható volt, az f és 
g^ függvények racionális tört függvények, а függvények
pedig nemlineáris függvények. Ezért a fenti feladat nemlineá 
ris programozási feladat. Az Л^=ф_^(к^) , i=l,...,n behe­
lyettesítés elvégzésével a nemlineáris programozási feladat 
a következő alakra hozható.
Keressük min£, ahol £=f(ф,(kn),...,Ф (k )) 3.1
к = f(k1,...,kn) 3.2
különböző rögzített értékeinél, kG(0,l), ha teljesülnek 
a következő feltételek:
g± ( k 1 , . . . , k n , Ф1 ( к 1 ) , . . . ,Фп ( к п ) ) < 3 . 3
О с к. < 1 i=l,...,n 3.4= 1 =
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Ha ezt a nemlineáris programozási feladatot megvizsgáljuk, 
megállapítható, hogy a 3.2 egyenlet egyenlőség tipusu határ- 
feltételnek felel meg, ezért a feladat határfeltételei ál­
talános esetben nem alkotnak konvex halmazt HlőD. Ezért a 
feladat általános esetben nem konvex nemlineáris programo­
zási feladat egyenlőség és egyenlőtlenség tipusu határfelté­
telekkel . Nem konvex programozási feladat esetén a feladat­
nak több lokális minimuma lehet és további elemzés szüksé­
ges a globális minimum meghatározásához. Esetünkben már ma­
gából a feladat megfogalmazásából egyértelműen következik, 
hogy a feladatnak van globális minimuma.
A 3.1 - 3.4 feladathoz a megoldás következő menetét válasz­
tottuk: büntető függvények módszerének felhasználásával 
Íl6l a korlátos nemlineáris programozási feladatot korlá­
tozás nélküli nemlineáris programozási feladatra vezetjük 
vissza és a kapott segédfeladatot a büntető koefficiens rög­
zített értékénél a módosított Newton módszer felhasználásá­
val oldjuk meg
Mivel a büntető függvények módszere a következő alakú nemli­
neáris programozási feladat megoldására szolgál
keressük minf(x) , д^(х)>0, j=l,...,m mellett,
ezért a 3.1 - 3.4 feladat határfeltételeit a következő 
alakra kell hozni
g^  (k.^ , . . . ,kn) >0 , j = l,...,3n+2 3.5
ahol
gj<ki'
5j(ki'
9j(ki'
v v
9j(kl'
• • » к ) Ç .-g . (k ,...,к Ф (к. ),...,ф ( к ) ), n з ] 1 n i l  u n
j = l, . . . ,n 3.6
..,kn)=k-f(k^,...,k ), j=n+l 3.7
..,k )=-k+f(k,,...,k ), j=n+2 3.8
..,k )=k. , j=n+3,...,2n+2 3.9n j
..,k )=l-k., j=2n+3,...,3n+2 3.10n J
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A 3.7 és 3.8 egyenlőségek a k=f (k , . . . ,kn> egyenlőségből 
adódnak az egyenlőség felírásával k>f(k^,...,kn) és 
k<f(k1(...,k J egyenlőtlenségek formájában.
A 3.1 — 3.4 feladatot az átalakított határfeltételekkel 
büntető függvények módszerével Írjuk át korlátozás nélküli 
segéd feladattá. Erre a célra a következő büntető függvényt 
használjuk fel.
3n+2
P(k ,...,k ) = £ (minCg.(k ,. . . ,k ),01)2 3.11-L ^ j _ 2^ J ^
A 3.11 büntető függvény felhasználásával az uj függvény
C(k]L,... ,kn,r)=f(Ó 1 (кх ),--- Фп(кп) )+ P(k1,...,kn)
3.12
ahol r- adott és rögzített büntető függvény koefficiens.
A 3.12 függvény felhasználásával a 3.1 - 3.4 feladatot 
a következő segédfeladatra vezetjük vissza:
Keressük min С(к^,...,kn,r) 3 j3
különböző rögzített к értékeknél, a k6(0,l).
Meg g egy zés : A 3.13 feladatban az optimumpont meghatározási 
idejének csökkentése céljából használunk adott rögzített r 
büntető koefficienst. Helyes megadása esetén biztosított a 
3.13 feladat megfelelő pontosságú megoldása. Az r koeffi­
ciens helytelen megadásakor előfordulhat, hogy a felhasznált 
optimálizálási módszer nem ad megoldást. Ilyen esetben meg 
kell ismételni a feladat megoldását uj r értékekkel.
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A 3.13 segédfeladat függvénye nem konvex, ezért válasz­
tottuk a feladat megoldásához a módosított Newton módszert.
A módosított Newton módszer az általánosított Newton mód­
szerből alakult ki, amely második deriváltak felhasználá­
sán alapul. A Newton módszernek megfelelően az egyik pontból 
a másikba való áttérés a következő módon határozható meg:
£(i+n = £(i)_ ;(j) w(k(i) 3.14
w(k(l))
ahol k^^ - a minimumpont féLé haladás i-edik lépésében 
kapott pont (klf...,k ) koordinátákkal;
- lépéshossz, melyet úgy határozunk meg, hogy
biztosítsuk C(k,r) minimumát a 
irányban;
wCk*'  ^)
I w(k (i)
wCk*'1 )^ - irányvektor; 
w(k(l)) . -— ---- - --- az iranyvektor normafa.I |w(k(l) )| I
Az általános Newton módszerben a w(k^^) irányvektor meg­
határozása a következő módon történik
w(k(l)) = H 1(k(l) )VC(k(l!r) 3.15
ahol H-1(k<'i')) - a k^^ pontban vett második deriváltak
Hasse mátrixának inverze;
VCCk^^r) - a 3.13 feladat függvényének gradiense a 
k^'* pontban.
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Annak ellenére, hogy az általánosított Newton módszer segít­
ségével kiküszöbölhető a Cauchy módszer több hátránya, maga 
is két lényeges hiányossággal bir:
1. ) nem konvex feladatokban nem garantálja a C(k,r)
függvény monoton csökkenését, ha a k^^ pont nincs 
az optimum pont közelében;
2. ) a H(k) mátrix nem mindig invertálható.
•
A módosított Newton módszer felhasználásakor a fenti hiá­
nyosságok kiküszöbölhetők azáltal, hogy a wCk*'^ '*) irányvek­
tort a H<k^*^) Hasse mátrix A., j = l,...,n sajátértéke­
itől függően határozzuk meg. Ismert, hogy a C(k,r) függvény 
akkor konvex, ha H(k) mátrix sajátértékei pozitivek. Erre az 
esetre alkalmazható az általános Newton módszer. A Hasse 
mátrixban negativ sajátértékek megjelenése a C(k,r) függvény 
nem konvex voltára utal, nulla sajátértékek pedig a H(k) 
mátrix nem invertálhatóságát idézik elő. Ennek figyelembevé­
telével a wCk^^) irányvektort a sajátértékektől függően 
a következőképpen határozzuk meg;
a. ) ha VAj(k(1}) > О , j=l,...,n
akkor
w(k(l)) = H-1(k(l))VC(k(Í),r) 3.16
vagyis ilyenkor az általánosított Newton módszert alkalmaz­
zuk
b. ) ha ЗА^(k^^^) < 0 , j = l,...,n , akkor
a w (k^) irányvektort úgy kell felvenni, hogy teljesüljön 
a következő feltétel
w(k(l))VC(k(l),r) > 0 3.17
Ennek figyelembevételével a w(k*~ meghatározására a követ­
kező módszert választottuk
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w(k(l)) = VC(k(l),r)+ő(l) I e.(k(l)) 3.18
jen 3
ahol
( i ) _
-1 ha VC(k(l)r)-E e.(k(l)) < О
je n  3
. 1 ha VC(k(l)r)»Z e.(k(l)) > 0
je n  3
3.19
П - a H(k^^) mátrix negativ sajátértékeihez tartozó 
indexek halmaza;
e_.(k*' 1 ^)-a Hík*“1 Ь mátrix negativ sajátértékeinek megfelelő 
sajátvektorok.
c . ) ha VÁ . (k*' ^  ) >0 és ЗЛ (k('i'))=0, j = l,...,n akkor1 = 3
w(k(l)) = H-1(k(l))VC(k(l),r) 3. Ï0
ahol
H . . = H ..+r , j=l,...,nDD 11
H. . 11 = H . . , 11 i^j , i=l,.•.,n, j=l,...,n
H. . 11 - a Hasse mátrix eleme;
r - büntető koefficiens.
Ezzel a módszerrel oldjuk meg a 3.13 segédfeladatot (a
megjegyzés figyelembevetelevel), ezzel meghatározzuk а к
glcbális minimum pontot, amely biztosítja a C(k,r) függvény
minimumát. A kapott £=f(Ф.(k*),...,ф (к*)) koordináta a1 1  n n
határgörbe egy pontját határozza meg az adott rögzített k-ra. 
A (0,1) intervallumban а к értékének változtatásával né­
hányszor elvégezzük a 3.13 feladat megoldását különböző 
adott к értékek esetén. Az igy kapott (k,£) pontok meg­
adják a rendszer határgörbéjét.
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2.§. Módszerek az anyagszétválasztási rendszerek határgörbé­
jének kiszámítási feladatához szükséges célfüggvény 
és határfeltételek meghatározására.
A 3.1 - 3.4 feladat megoldásához meg kell határozni a fel­
adat célfüggvényét és határfeltételeit. A ü 1 □ munkában a 
szerző módszert ad az f kapcsolati egyenlet meghatározására, 
ha a szétválasztási rendszert gráffal Írjuk le. Nekünk olyan 
módszert kellett találni, amely lehetővé teszi az f kapcso­
lati egyenlet és a g^,i=l,...,n határfeltételek meghatáro­
zását, ha ismertek a megengedett rendszert leiró gráf piros 
és kék fájának éllistái. Megfelelő módszernek mutatkozott a 
megengedett rendszer gráfjának leirása lineáris egyenletrend­
szer segítségével, ahol az egyenletrendszer az x és y 
komponensek anyagmérlegeinek felírásából adódik. A lineáris 
algebrai egyenletrendszert külön-külön írjuk fel az x és 
y komponensekre a következő formában
(I - K)X = X,be 3.21
(I - L ) Y = Y,be 3. 22
ahol
X - n+2 elemű Xt;=( х ^ 2 . . . xn+2 ) vektor, amelynek i-edik 
eleme megfelel az x komponens áramának a gráf i-edik 
csúcsának bemenetén, ahol i=l,...,n+2;
Y -
Xbe
n+2 elemű Yt=(y1y2..-Уп+2  ^ vektor, amelynek i-edik 
eleme megfelel az у komponens áramának a gráf i-edik 
csúcsának bemenetén, ahol i=l,...,n+2;
- n+2 elemű Х^0=(О 0...x^e...О) vektor, melynek elemei
egyetlen kivételével 0 értékűek. Ez az egyetlen elem 
egyenlő az x komponens áramával a rendszer bemenetén, 
igy ennek a vektorelemnek az indexe egyenlő a megengedett 
gráf forrásának indexével, vagyis az index j=l,...,n ér­
tékeket vehet fel;
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Ybe - n+2 elemű Y^e=(0 0...у^е -..0) vektor, amelynek ele­
mei az X, vektor elemeivel azonosak azzal a különb­be
seggel, hogy xbp helyett у^е szerepel, amely egyen­
lő az у komponens áramával a rendszer bemenetén;
K - (n+2)x(n+2) -es méretű rendszermátrix, amelynek elemei 
egyenlők az x komponens kinozatalaival a koncentrátum 
áramokba . és a meddő áramokba, azaz
f k_. - ha szerepel ( i j ) él a piros fa éleinek 
listájában
_ \ 1-k. - ha szerepel (ij) él a kék fa éleinekк. . — j
1-^ listájában
'ч 0 egyéb esetekben
L - (n+2)x(n+2) -es méretű rendszermátrix, amelynek elemei 
egyenlők az y komponens kihozatalával a koncentrátum 
áramokba és a meddő áramokba, azaz
ha szerepel (ij) él a piros fa éleinek 
listájában
ha szerepel 
listájában
(ij) él a kék fa éleinek
О - egyéb esetekben
I-(n+2)x(n+2)-es méretű egységmátrix.
Amint az а К és L mátrixok meghatározásából kitűnik, ben­
nük az elemek elhelyezkedése azonos. Ezenkívül а К és L 
mátrixok egy sor olyan tulajdonsággal rendelkeznek, amelyek 
a megengedett gráfok sajátosságaiból fakadnak. Ezek a tu­
lajdonságok a következők: 12
1. ) а К és L mátrixok diagonális elemei mindig
nullák, mivel a megengedett gráf a csúcsok ugyan­
azon halmazára felépített két különböző szinü fából 
áll (a gráfban nem fordulhatnak elő hurkok);
2. ) a j = l,...,n oszlopokban egy-egy k^  és 1-k^
elem áll а К mátrix esetében, az L mátrix 
esetében pedig és l-£^ az oszlopok többi
- 68 -
eleme pedig nullával egyenlő, mivel a nyelők kivé­
telével minden csúcsból egy-egy piros és kék él lép 
ki ;
3. ) a j-n+1 , n+2 oszlopok elemei nullával egyenlők,
mivel a nyelőkből nem lépnek ki élek;
4. ) a j-edik oszlopban, j=l,...,n, a k^ és 1-k^
elemeknek a sorindexe nem lehet azonos, mivel a 
második megengedettségi feltétel értelmében (ij) 
él listájában;
5. ) а К mátrix n+1 -edik sorában csak k^ elemek,
az n+2 sorában pedig csak 1-k^ elemek állhat­
nak, mivel az n+l-es indexű nyelőbe csak piros 
élek léphetnek be, az n+2-es indexű nyelőkbe pe­
dig csak kék élek;
6 . ) ha К . . = l-k., akkor K..^l-k. , i=l,...,n,13 3 31 1
j = 1, . . .,n, vagy ha К . .=k., akkor К ..Фк., 
i=l,...,n, j=l,...,n, mivel a gráf két fából
áll, amelyek a csúcsok ugyan azon halmazára épül­
nek (a gráfban nem fordulhatnak elő körök);
1] j hj j' xhr h'
i=l,...,n, j=l,...,n , h=l,...,n, , mivel telje­
sülnie kell a megengedettség második feltételének 
(ez a tulajdonság érvényben marad az élek színei­
nek felcserélésekor).
Vizsgáljuk meg a ‘,4. ábrán 
megengedett szétválasztási
ju piros fa, az
51
12
23
bemutatott példát. Az adott
rendszert a 43 éllistá-
32 
21
éllistáju kékfa és az
1-es indexű forrás irja le. Ebben az esetben a 3.21 és 
3.22 lineáris algebrai egyenletrendszerek a következő 
módon irhatok fel
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( 1 k2 1 0 0 0 ( > X1 ( \X,be
"kl 1 кз-1 0 0 X2 00 "k2 1 0 0 x3 00 0 "k3 0 0 X4 0
Л ' 1 0 0 0 1 ) X5V
0
1 )
( 1 l*2-1 0 0 0
\ ( \ У1
( \ 
ybe
-*! 1 £3-l 0 0 У2 00 ~ l 2 1 0 0 Y3 00 0 "£3 1 0 y4 0
V 1V
0 0 0 1 V / 5 J 0l )
Tegyük fel, hogy xj-,e=1 és ybe=1 ‘ Ek^or az n elemből 
álló szétválasztási rendszer határgörbéjének meghatá­
rozására felirt 3.1 - 3.4 feladat a következő ala­
kot veszi fel:
Keressük mini, = y , , -t,1 n+Iа к = X , .n+1
különböző rögzitett értékeinél, ke(0,l), ha tel­
jesülnek a következő feltételek:
g . = X . + y. < E.1 1X = i=l,...,n
O < k. < 1= í =
és figyelembe véve, hogy adottak az 
£± = ф±(k±),i —1, . . . ,n
függvények
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A fentiekből látható, hogy a megengedett szétválasz­
tási rendszert leiró gráf által meghatározott 3.21 és 
3.22 lineáris algebrai egyenletrendszer megoldásával 
előállithatók az adott megengedett rendszer határgör­
béjének meghatározására szolgáló feladat célfüggvénye 
és határfeltételei. A bemutatott módszer segítségével 
egyszerű algoritmust kaptunk a nemlineáris programo­
zási feladat meghatározására egy-egy megengedett rend­
szer generálása után. Ezen algoritmus segítségével a 
generáláskor kapott éllisták és forrás felhasználásá­
val meghatározzuk a 3.21 és 3.22 egyenletrendsze­
reket. Az egyenletrendszerek megoldásával kapott x^  
és y^ , i=l,...,n+2, értékek határozzák meg a határ­
görbe kiszámítására szolgáló feladat célfüggvényét és 
határfeltételeit.
Külön foglalkoztunk az f célfüggvény és a g^ , 
i=l,...,n határfeltételek meghatározásával az alap- 
kapcsolásokból kompozícióval felépíthető rendszerek 
esetén. Az I. fejezetben meghatároztuk az alapkapcso­
lások kapcsolati egyenletét és az i-edik elemére vo­
natkozó cirkulációt, ezeket összegyűjtjük az 1. táblá­
zatban . A táblázatban a felső indexek az alapkapcsolás 
sorszámát jelölik. Kompoziciós rendszerek kialakítása­
kor a kompozíciók három tipusa jöhet létre:
1. ) (ac(bcc)) a=l,...,n , b=l,...,n,
c=l,...,n , d=l,...,n
2. ) ( ( a □ b ) □ c ) a^b^c^d
3. ) ( ( a □ b ) о (cod))
ahol
a,b,c,d - az elemek indexe a rendszerben,
□ - a =>,-*■ , <= , +- 4 műveleti jel egyike.
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A kompozíciók fenti három tipusa esetében a kapcsolati 
egyenletekre és a cirkulációs áramokra vonatkozó kor­
látozások az alapkapcsolások megfelelő függvényeiből 
képzett összetett függvények (függvény kompozíciók) 
formájában határozhatók meg C33H.
Ezek a függvények (aD (boc)) tipusu kompozíciók e- 
setében
k=f1(ka,fj(kb,kc ))
Ça=gl(ka'f](kb'kc))+gî(£a'f](£b'Âc))
^ 2(ka'f](kb'kc))'gÍ(kb'kc)+g21(ía'f](£b'£c)),^iU b'íc))
Cc^g2(ka'f:](kb'kc))’g2(kb'kc)+g2U a'fJ(£b'jlc ))^ 2a b'£c)
3.2 3
((ao b)D c) tipusu kompozíciók esetén
k=fhf3(ka,kb ), kc)
Ça > 9i<f:lOca,kb),kc )-gJ(ka,kb)+gJ(f;l(ía,eb),íc)-gJUa,tb)
^b=^l ^ ^  ^ ka'^b ^ '^c ^ * ^ 2 '^b ^ +^1 ^ f ^  ^ a'  ^ ^
Ec > g)(fj(ka,kb)kc)+g^(fj(£a ,£b),lc) 3.24
((aob)o(cüd)) tipusu kompozíciók esetén 
k=fi(fj(ka,kb),fm(kc,kd))
Ça > üi(f:](ka,kb),fra(kc,kd)).g^(ka,kb) +
+ g^(fjU a,£b ),fmU c.ild))-gí(£a'llb )
íbigi(fj<ka,kb ),£m(kc,kd))- g)(ka,kb)+
+g^(fD(£a,£b) ,fluU c,£d) )-g2(£a'£b)
+ g2<f:l(£a,£b).fI“<£c.£d))-gi(>‘c.£a)
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ídi92<fj<ka'kb)'fm(kc'kd ))-9S<kc'kd) +
+ g2(f^(£a,£b),f (Яс,Hd))*g2(£c,£d )
2 . 2 5
ahol i=l,...,4 , j=l,...,4 , m=l,...,4 - az alap-
kapcsolások sorszámai.
Kcmpoziciós rendszerek esetében a célfüggvény és a ha­
tárfeltételek függvény kompozícióként való meghatáro­
zásakor feltételezzük, hogy a kompozíció struktúrája 
adott. Ezért ez a módszer előre megadott rendszer ha­
tárgörbéjének meghatározására használható, ha a rend­
szer adott struktúrájú kompozícióként irható fel. Te­
hát, ez a módszer a megengedett szétválasztási rend­
szerek generálásakor közvetlenül nem használható. 
Adott struktúrájú kompoziciós rendszer számára az f 
célfüggvényt és a g^ , i=l,...,n határfeltételeket 
előre fel tudjuk irni a fentiekben bemutatott módszer 
segítségével.
Az adott módszer lehetővé teszi a k=f (^  , . . . ,k ) 
egyenlőség tipusu határfeltétel kizárását a határfel­
tételek közül az egyenlőségből k^ vagy kn kifeje­
zésével és behelyettesítésével a célfüggvénybe és a 
többi határfeltételbe. Ez az átalakítás is felírható 
ф1 vagy p1, i=l,...,4 függvények kompozíciójával
(а ф1 és p1 függvényeket is felsoroltuk az 1. táb­
lázatban )
1. táblázat
Alapkap -  
csolás és 
szimbolikus 
jelölese
Kapcsolati egyenlet
C i rku lác iók
k, kifejezés k2 kifejezés
1 elemre vonatkozó 2. elemre vonakozó
©
Li_1 7 
( 1 - 2 )
f1(k, kJ :  k, k, g ;--2 9Í = «V U kt= f4k,k2) = k , = f ' ( k „ k )  = i .
1 ©
(1— 2)
Л  k,,ig =k, +K- k, kt g;=2 g*= 1-k,*1 - l , k1 = f tk ,k2)= k ~ k * 1 -  k2
ka=S,* ( k „ k )  = k " k <
1 ~  k,
©
f3 (к к ) k ’ k* a 3 -  1 1 1 g3- t  ^ |/ - Л | /  к)- k it P3^  ь \ к (1 -kJ
1 г
(1— 2)
U W _ 1-k,(1-k2) y i i - k j n - y  H , d - g 2 1-k/i-kj) 1- Ц1- g ^ - n s l y - k _ kt(1_ k) 2 J k , d - k )
I е
0 —  2)
ь *• > V_
X
1 
II 
1
X"
■;_
, 
_k q»_ 1 , 1 q4_ 1 k, 1“ à k - f V k k )  k( 1 -  k) (/ _ PS( p k ) _ k — ki
3,i-o-k,)k2 н н д V l-(1-k,)k2 Н И Д , _ kl<2 2 T к (1- kJ
(ao(b ас)) tipusu kompozíciók-esetén 
ha k=fi(ka,f^(kb,kc)),
к =ó1(k,fj(kK,k )) Z.263. JD C
kc=pi(kb,pi(ka,k))
((an b) □ c) tipusu kompozíciók esetén 
ha k=fi(f^(k ,k, ),k ),3  ÍJ c
ка=ф1(ф1(к,кс) ,kb) 3.27
kc=pi( ( k a,kb ),к )
((aob)n (со d)) tipusu kompozíciók esetén 
ha k=fi(fj(ka,kb),fm (kc,kd)),
ka= ф1(ф1(к,£т(кс,к(а)),кь ) 3.28
kd= Pm(kc,p1(fj(ka,kb),k))
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A ka vagy kc(kd) értékére kapott kifejezés behe­
lyettesítése a célfüggvénybe és a g^ , i=l,...,n
határfeltételekbe eggyel csökkenti a feladatban a 
változók számát.
Vizsgáljuk meg az adott módszer alkalmazását a 20. ábrán 
bemutatott példán.
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20. ábra.
Az adott rendszer Rompoziciós rendszer, melynek 
svruktúrája ((1<=2)<=3). A rendszer határgörbéjének 
meghatározásához a célfüggvény
£ = f3(f3(£1,£2),£3) 
a határfeltételek pedig
к = f3(f3(k1,k2),k^)
?1>gi(f3(k1,k2),k3).g3(k1,k2) +
+ g3(f3(£1,£2),£3)*g3(£1,£2)
Ç2^gl(f3(kl,k2)^ 3)-g3(ki,k2)+g3(f3(Äi,£2),£3)-g3(£1,£2)
53>g2(f3(k1'k2)'k3)+g3(f3(£1,£2)Д 3)
Kifejezzük az egyenlőség tipusu határfeltételből к -et
k1 = ф3(ф3(к,к3),к2)
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Figyelembe véve, hogy I.=ф.(k^),i=l,2,3, valamint 
k^-et behelyettesitve a célfüggvénybe és az egyenlőt­
lenség tipusu határfeltételekbe, azok a lc,k2 ^3
függvényei lesznek, vagyis kétváltozós optimalizálási 
feladatot kaptunk a k2 és k^ változókkal к kü­
lönböző rögzített értékeinél, ahol k e ( 0 , l ) .
3. §. A határgörbék meghatározására szolgáló módszer számitó- 
gépes realizációja. A feladat sajátosságai.
Az anyagszétválasztási rendszerek határgörbéjének meghatáro­
zására szolgáló algoritmus számitógépes realizációjakor fel­
használtunk egy kész program modult, amely a nemlineáris 
programozásifeladat megoldását végzi módosított Newton mód­
szerrel. A program modult A.E. Umnov, a Moszkvai Műszaki 
-Fizikai Intézet munkatársa dolgozta ki. A program modulban 
a feladat sajátosságainek figyelembevételével változtatáso­
kat végeztünk. A határgörbe meghatározására szolgáló prog­
ramot FORTRAN-IV nyelven készítettük a moszkvai Irányítá­
si Problémák Intézetének ICL 470-es számitógépére. A prog­
ram modulos felépítésű (subroutine) és a GRAPH nevű prog­
ramcsomag részét képezi.
A határgörbe meghatározására szolgáló program blokk-vázlata 
a 21. ábrán látható.
A program a következőképpen működik.
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21 abra
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1. lépés. Input adatkért a következő értékek kerülnek bevi­
telre :
- az optimalizálás k^ kezdőpontjának koordinátái;
- az elemek &.=ф.(к^) , i=l,...,n határgörbéjé­
nek paraméterei;
- a kiindulási rögziettt к érték és változtatásá­
nak Дк léptéke;
- a cirkulációs áramok , i=l,...,n korlátainak
értéke ;
- az optimalizálási módszer pareméterei
2. lépés. Meghatározásra kerülnek az optimalizálási fela­
dat célfüggvénye és határfeltételei a q paraméternek meg­
felelően, ahol a q paraméter adatként bevitt vezérlőpara­
méter, ha
q=l - a célfüggvény és a határfeltételek lineáris algeb­
rai egyenletrendszerek megoldásával kerülnek meghatározásra
q^l - a célfüggvény és a határfeltételek függvény kompo­
zíciókként kerülnek meghatározásra.
3. lépés. Megoldásra kerül a nemlineáris programozási 
feladat a módosított Newton módszer felhasználásával. Az 
optimalizálás következő eredményei kerülnek kinyomtatásra
- az Z célfüggvény értéke az optimum pontban
- a k* optimum pont koordinátáinak értékei
- a gj , j=l,...,3n+2 határfeltételek értékei;
- információk az optimalizálás végrehajtásáról.
4. lépés. Meghatározásra kerül к következő rögzített er 
téke, mégpedig к=к+Дк, majd ellenőrizzük, hogy к uj 
értéke nem lépett-e ki a (0,1) intervallumból, ha
ke(О,1) - ugrás a 3. lépésre
kí(0 ,l) - stop.
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A globális optimum pont helyének meghatározása céljából 
megvizsgáltuk a 20. ábrán bemutatott konkrét példa felhasz­
nálásával az optimalizálási segédfeladat C(k^,...,k ,r) 
függvényének szintvonalait. Szintvonalon a pontok azon hal­
mazát értjük, amelyben a függvény állandó értéket vesz fel.
A vizsgálat tárgyát képező függvényként a C(k,k2,k^,r) 
függvényt használtuk fel, vagyis azt, amely a k^ változó
kizárásával keletkezik. A szétválasztó elemek határgörbéje-
S кként az £ - i i____ 2 3 függvényeket vettük1 ' ' '1-k.(1-S. )1 1
fel, amelyeknek határgörbeként való felhasználását a [113 
munka indokolja. A határgörbék paramétereiként a következő 
konkrét értékeket vettük fel: 5^=0,5 , S.,,-0,4 , S^O,! ,
a cirkulációs áramok korlátainak értéke: ,
a rögzitett к érték: k=0,5 , a büntető koefficiens érté­
ke pedig r=0,01. A k2» k^ koordinátarendszerben kapott 
szintvonalakat a 22.ábra szemlélteti.
A latin ABC betűi közül az A-tól M-ig terjedő betűket hasz­
náltuk fel a C(k,k2/k2,r) adott változási intervellumá- 
ban az egyes szintek középértékeinek jelölésére. Változási 
intervallumként [0,1.53-es intervallumot adtunk meg. A 9-es 
számok a függvény által meghatározott felületen kivül el­
helyezkedő tartományt jelentik. Az ábra alapján a következő 
megállapitások tehetők:
- az aktivizálandó határfeltétel egy meredek felületrész 
megjelenését eredményezi a C(k,k2,k^,r) függvény ál­
tal meghatározott felületen (a 9-esek területének ki­
húzott széle);
- a felület alsó része lapos (az А,Б, к betűkkel meg­
adott tartományok);
- a büntető függvények módszerének alkalmazása miatt a 
megengedett tartományon kivül parazita optimumok je­
lennek meg hosszú keskeny árkok formájában (a ^2=0 
és к^=0 mentén bekeretezett tartományok);
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22. ábra
- a globális optimum pont az aktiv határfeltétel által 
meghatározott meredek felületrész határán helyezkedik 
el (az A szint sávjában bekeretezett tartományban).
Kinagyítva is megvizsgáltuk a globális optimum pontot 
magába foglaló tartományt (23. ábra).
-81 -
23. ábra
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Ebből az ábrából a következő megállapitások tehetők:
- a globális optimum pont a felület hosszú lapos alsó 
részén kelyezkedik el, ezért 
- a  k* globális optimum pont érzéketlen a és k^
koordináták változásaira azok meglehetősen nagy vál­
tozási intervallumában.
A szintvonalak vizsgálatából következik, hogy a globális 
optimum ponthoz való biztonságos közelités érdekében k^ 
kezdőpontként olyan pontot kell választani, amelynek koor­
dinátái egyhez közeliek. Esetünkben ajánlatos k2^=0,99 , 
k_,=0,99 értéket felvenni. k„, =1 és k~. =1 felvétele az 
f kapcsolati egyenlet és a g^, i=l,..., határfeltéte­
leket leiró racionális törtfüggvények nevezőjében nulla 
megjelenését okozza, ezért nem engedélyezett. Ha kezdőpont­
ként k„, =k_. =0 értéket veszünk fel, akkor az aktiv határ- 
feltétel által okozott meredek fal miatt a módszer nem a 
globális optimumot találja meg, hanem a közelebb eső lo­
kális (parazita) optimumot. A soronkövetkező rögzitett 
k=k+At értéknél a globális optimum pont meghatározására 
uj kezdőpontként az előző rögzitett к értéknél kapott k* 
optimum pontot használjuk fel. Általában к értékének nö­
velésekor az aktiv határfeltétel által létrehozott meredek 
felületrész а к pont koordinátáinak növekedése irányában 
mozdul el. Ez azt jelenti, hogy ha a határgörbét а к nö­
velésével épitjük fel, akkor minden egymást követő optima­
lizálás kezdőpontja a meredek felületrészen kivülre kerül, 
a felületrészen való átjutás vagy nem következik be, vagy 
túl sok iterációs lépést igényel. Ezért, az esetek túlnyo­
mó többségében az £=ф(к) határgörbe felépítését maximá­
lis к érték megadásával kell kezdeni (közel egyhez) a 
továbbiakban fokozatosan csökkentve. Tehát к változtatá­
sára negativ léptéket, - Дк -t kell használni. Bizonyos 
esetekben к növelésével a meredek felületrész а к pont 
koordinátáinak csökkenése irányában mozdul el. Ilyen eset­
ben, ha maximális к értéktől annak fokozatos csökkentésé­
vel épitjük fel a határgörbét, akkor az előbbiekhez hasonló 
okok miatt a globális optimum helyett az egyik lokális op-
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timumba jutunk. Erre utal a kapott határgörbe konvexitásá­
nak hiánya. Ilyen esetekben a határgörbét újból fel kell épí­
teni, meghatározását a minimális к értékkel kell kezdeni 
s a továbbiakban növelni kell értékét (vagyis pozitiv Дк 
léptéket kell felvenni).
—I-----------1------------1----------- 1----------- 1—
0,2 0,4 0,6 0,8 ip
24/a. ábra.
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A 24/a. ábrán bemutatjuk a megengedett rendszer határgörbéjét, 
ahol a megengedett rendszert három elemből álló rendszerek 
generálásával kapott rendszerek közül választottuk ki. 
Elvégeztük a három elemből álló 186 megengedett szétválasz­
tási rendszer közül az első 54 határgörbéinek meghatározá­
sát és összehasonlitását. A kapott és plotter segítségével 
kirajzolt határgörbék összehasonlításával megállapítottuk, 
hogy a 16.rendszer (24. ábra) határgörbéje helyezkedik el 
legalacsonyabban a többihez képest, vagyis a vizsgálat tár­
gyát képező 54 megengedett szétválasztási rendszer közül a 
16. rendszer a legjobb.
A rendszerek határgörbéjének meghatározásához az elemek ha-
S кtárgörbéjeként . _ ____i i , . „ alakú
' í 1-k . 1-S . ) i—1,2,3
függvényeket alkalmaztunk, k, kezdőpontként kik=°,99
k2k 0,99 , k3k=0,99 koordinátájú pontot vettünk fel. A
következő paraméterekkel dolgoztunk: S1=0,5 S2=0'4
S3=0,3 , Ç1=10,0 , Ê2=lO,0 , Ç3=10,0.
Az optimalizálást öt rögzített к értékre végeztük el, 
ezek 0,9; 0,7; 0,5; 0,3; 0,1. Az 54 rendszer, közül 3 esetére
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kellett megismételni a határgörbe kiszámítását k=0,l -el 
kezdve a meghatározást és Ak=0,2 -vei növelve к értékét.
A generált megengedett szétválasztási rendszerek határgör­
béinek egymás utáni meghatározásakor a következő engedmé­
nyeket tettük:
- feltettük, hogy a rendszerstruktura megváltozásakor 
a rendszert alkotó elemek határgörbéi nem változnak;
- feltettük, hogy a rendszerstruktura változásakor az 
elemek bemenetén meghatározott cirkulációs áramokra 
tett korlátozások nem változnak.
A gyakorlatban a szétválasztó elem határgörbéje az elem 
teljesítőképességének, az elem bemenetén az anyagáram,ősz- 
szetételének megváltozásakor szintén változik. A rendszer 
struktúrájának változásakor ezek a tényezők megváltoznak, 
tehát változik az elem határgörbéje is. Az elem határgörbé­
jének változását nagyon bonyolult figyelembe venni a rend­
szerstruktura változásakor, s csak tovább bonyolítja az 
amugyis bonyolult módszert a rendszer határgörbéjének meg­
határozására. Az elem határgörbéjének megváltozását nem az 
általános esetben javasoljuk figyelembe venni, hanem az 
egyértelműen rosszabb rendszerek kiszűrése után. Az adott 
probléma megoldását e munka folytatásaként javasoljuk. Az 
a feltételezés, hogy az i-edik , i=l,...,n elem bemeneté­
re vonatkozó cirkulációs áram korlátozása nem változik a 
rendszer struktúrájának változásakor jobban megközelíti a 
valóságot, ha a korlátok , i=l,...,n értékeként a*maxi-
málisan lehetséges értékeket adjuk meg.
Három elemből álló rendszer határgörbéjének meghatározása­
kor öt pont kiszámítása átlagosan 45 sec gépidőt vett igény­
be. Ez azzal magyarázható,hogy a módosított Newton módszer 
nem tartozik a gyors módszerek közé az első és második de­
riváltak analitikus kiszámítása miatt az egyes pontokban. 
Megpróbáltunk a módosított Newton módszer helyett a Neider 
és Mead módszer ík6l alkalmazásával, amikor határfeltétel 
nélküli feladathoz a csúszó illesztések módszerének fel­
használásával jutunk el Lh6l. Ecélból a határgörbe megha­
tározási feladat sajátosságainak megfelelően átalakítottuk 
és felhasználtuk a [161-ban közölt Paviani és Himmelblau 
által kidolgozott FLEXIPLEX nevű programot. A határgörbe 
5 pontjának kiszámításához három elemből álló rendszerek 
esetén átlagosan 2,5-szer több időre volt szükség, mint a 
módosított Newton módszer felhasználásakor. Napjainkban 
a nemlineáris programozási módszerek gyorsan fejlődnek, 
amely lehetővé teszi, hogy a módosított Newton módszert 
gyorsabb módszerrel tudjuk felcserélni.
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4.§. A szétválasztási rendszerek határgörbéjének meghatáro­
zási feladata, mint geometriai programozási feladat
A szétválasztási rendszerek határgörbéjének meghatározására 
szolgáló feladatnak nemlineáris programozási feladatként 
való megfogalmazásakor megállapítottuk, hogy az f cél­
függvény és a g^ , i=l,...,n határfeltételek racionális
tört függvények. Ez a tény sugallta, hogy a határgörbe meg­
határozási feladat geometriai programozási feladatként is 
felírható.
A geometriai programozás módszerét először Duffin, Peterson 
és Zener dolgozta ki ClOl. a z  általuk javasolt módszereknek 
a feladatok szélesebb osztályára való kiterjesztése érdeké­
ben Passy és Wilde javasolta az általánosított geometriai 
programozás módszerét С52П. Ez a módszer a későbbiekben to­
vábbfejlődött és jelenleg signominális programozás néven 
ismert [511.
Felirjuk a signominális programozás feladatát és megmutat­
juk, hogy a szétválasztási rendszerek határgörbéjének meg­
határozása a signominális programozási feladat megoldására 
vezethető vissza.
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A geometriai programozás signominális primál feladata a 
következőképpen fogalmazható meg: 
min
Keressük vagy gQ(x) / ahol x=(x^, ,  ...,x ) 3.29
max
a kővetkező korlátozások mellett
ahol
g . ( x) = 1,3 vagy
x . >0í
j=l / . 
i=l, .
. ,m
• / n
és minden g függvény a következő alakú
T . n a . .
g . = E3 a . , С . П x. 3 
3 t=l 3t 3ti = l 1
3. 31
3.32
ahol > 0, j=0,...,m, t=l,...,T\ - a g^  függvény
tagját alkotó polinomok pozitiv együtthatója;
a.. = -1, j=0,...,m, t=l,...,T. - a polinom előjelét3 3meghatározó tényező;
a. . , j=0,,,.,m , t=l,...,T. , i=l,...,n - tetszőlegesJ J
valós számok, a polinom tényezőinek hatványkitevői;
- a g^  , j=0,...,m, függvények tagjainak száma;
n - a változók száma; 
m - a határfeltételek száma.
A szemléletesség kedvéért a 25. ábrán látható kőnkért rend­
szer esetében vizsgáljuk meg, hogy hogyan hozható a rendszer 
határgörbéjének meghatározási feladata a fentiekben felirt 
signominális programozás alakjára.
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25.ábra.
Az adott szétválasztási rendszer határgörbéjének meghatá­
rozási feladata a következőképpen irható fel:
£1£2£3Keressük min£, ahol £=уз^— Гд— +£— J~+i— 3.33
к klk2k3
1 k1~k2+klk2+k2k3
3. 34
különböző rögzitett értékeinél kG(0,l) intervallumból 
a következő határfeltételek teljesítése mellett
1 k2+k2k3 + 1 l 2 Z2Z31^ = l-k1-k2+k1k2+k2k3 ' 1-9. -l2+l l2+l2l3 3.35
_____ kl________  _______4 ________
2 = 1 —к ^ 1^2 "^"^2^3 1 —£ ]^2~^2^3^  >
3. 36
klk2 + £1£2*3 = l-k1-k2+k1k2+k2k3 ' 1-£1-5'2+Ä'l£2+i/2Ä'3 3. 37
0 < к. < 1 i=l,2,3= 1 = 3.38
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ha a rendszert alkotó elemek határgörbéi
S.k.
£i = T-kVi-s" ) ' i=1'2'3 3-39i1 i;
függvények alakjában adottak.
A 3.33 - 3.37 függvények függvény kompozícióként állít­
hatók elő a 2.§.-ban leirt módszer felhasználásával, mivel 
a 25. ábrán bemutatott rendszer (1<=(2<=3)) struktúrájú 
kompoziciós rendszer.
A függvényátalakitások egyszerűbbé tétele érdekében a 
3.35 - 3.37 határfeltételek helyett a következő határ-
feltételeket használjuk fel:
l-k2+k2k3
^11 = l-k^-k2+k k2+k2k^
r > -------1---------^21 = l-k^-k2+k1k2+k2k2
к ik2
s3l = l-к -k2+k k2+k2k2
3.40
3.41
3.42
ahol £ ц  /?2i' ^ 3i " az 1/2, és 3 elemre vonatkozó cir­
kulációs áramokból az x komponens 
áramára megállapított korlátozás érté­
kei .
А ^ц'^21'^31 értékek meghatározhatók a Newton módszerrel 
való optimalizálás eredményeiből visszaszámolással.
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Vezessük be a következő leképzést
к. i.
l-к u' 1-k. ui' l-l. vi' 1 1,2,3 3.43
Ebben az esetben a 
fel
3.39 egyenlet a következő alakot veszi
V. = S.u. , i=l,2,3 3.44í í i
A 3.44 egyenletek figyelembevételével a 25. ábrán látható 
rendszer határgörbéjének meghatározási feladata a következő 
módon fogalmazható meg:
Keressük
min S1S2S3U1U2U3
1+S3U3+S2S3U2U3
U
U1U2U3
1+U3+U2U3
3.43
3.46
különböző rögzitett értékeinél, ue(0,°°) a következő 
határfeltételek teljesítése mellett
> 1+U!+U3+U1U3+U2U3+U1U2U3 
■11 ^ 1+u 3+u 2u 3+u 1u2u 3 3.47
Coi > U1+U1U2+U1U3+U1U2U3■21 = 1+и3+и2и3+и1и2и3 3.48
f > U1U2+U1U2U3
31 = 1+U3+U2U3+U1U2U3
3.49
u. > О , i=l,2,3 1 = 3.50
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A 3.4 5 célfüggvény átalakításával és a 3.46 egyenlet­
nek két egyenlőtlenségként való felírásával a 3.45 - 3.50
feladat a következő alakra hozható:
Keressük maxCu^1 u2  ^ u^1 + S^u^u^ + 3.51
a következő határfeltételek teljesítése mellett
1 ^ uu^+m^u^ + (u+1 ) — U1U2U3 3.52
1 j> u -lu 2u3 - uu^ - uu2u2 - (u-1) 3.53
1 = ui+uiu3 " ^ i i _1 )u3-<: ^ ll"1 )U2U3_('^ll“1 )U1U2U3~(
3.54
1 > U1+U1U2+U1U3 ^21U3 ^21U2U3 ^21 1)U1U2U3 (^21 1)
3. 55
1 = U1U2-^31U3-^31U2U3-^31_1 )U1U2U3_^ 31_1 ^ 3.56
ahol u. > О , i=l,2,3' r r t
Ez a feladat signominális programozási feladat. A 3.51- 
3.56 feladatban u_^ О , i=l,2,3 helyett > 0,
i=l,2,3 feltételt szabtuk, amely fizikailag indokolt, ha 
korlátozzuk a cirkulációs áramok nagyságát. Ha különböző 
rögzített ue(0,°°) értékek mellett megoldjuk a fenti fel­
adatot a kapott eredményből a következő egyenlet segítségé­
vel határozható meg az £ értéke:
£ = _______  S1S2S3__________________
1 - £ maxtUj1 u2" u^+S^u^1 u2 1 )
3.57
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Hasonló módon tetszőleges szétválasztási rendszer határgör­
béjének meghatározási feladata is átalakitható signomiális 
programozási feladattá, mivel a feladat célfüggvénye és 
határfeltételei racionális tört függvények.
A 3.51 - 3.56 feladat megoldására a SIGNOPT nevű prog­
ramot használtuk fel, melyet Templeman A.B. Wilson A.j. és 
Winterbottom S.K, a Liverpoli Egyetem munkatársai dolgoz­
tak ki. Általában a geometriai programozás signomiális fel­
adatának megoldásakor a signominális feladatot átalakítják 
a geometriai programozás prototipusu primál feladatává.
Az átalakítás céljára leggyakrabban a következő módszerek 
használatosak :
- geometriai egyenlőtlenségen alapuló módszerek C h8 , h9□
- harmonikus egyenlőtlenségen alapuló módszerek C50D.
A felhasznált SIGNOPT programban a signomiális feladatról 
a geometriai programozás prototipusu primál feladatára a 
szerzők az átmenetet a Ci+8D-ban megalapozott geometriai 
egyenlőtlenségen alapuló módszer felhasználásával oldják 
meg. Ebben az esetben szükség van a változók kezdőértékének 
megadására és a megoldás a prototipusu feladat néhányszori 
megoldásával érhető el. A prototipusu feladat minden újabb 
megoldása esetén a változók kezdőértékeként az előző megol­
dás optimumpontjának koordinátái kerülnek felhasználásra.
Ez az iterativ módszer véges számú lépés után a feladat 
megoldásához tart. A megoldás megkönnyitése érdekében a pro­
totipusu primál feladat átalakításra kerül megfelelő duál 
feladattá. Valamennyi szükséges átalakítás a program segít­
ségével történik. A geometriai programozás duál feladatának 
megoldása a Fletcher-Reeves-féle konjugált gradiens módszer 
felhasználásával történik. A duál feladat változóiról a 
primál feladat változóira való átmenet egy log-lineáris 
egyenletrendsezr megoldásával történik a Gauss-féle elimi­
náció felhasználásával.
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A 2.51 2.56 feladat megoldásakor a következő paramé­
ter értékekkel dolgoztunk: az optimalizálás kezdőpontjaként 
a következő koordinátájú pontot vettük fel: u^=24,0 ;
u3k=0,89, a paraméterek értékei pedig: 5^=0,5;u2k 1,56 
S2=0,4 ; s3=o,3 ^11=2'24 C21=3,15 b l  = 1'91
A feladatot a következő rögzített u érték mellett oldot - 
tűk meg: u=9,0. A feladat megoldását két iterációs lépés­
ben értük el. A kapott eredmények az adott e=0,01 pontos­
sággal megfelelnek azoknak az eredményeknek, amelyeket e 
feladatnak a módosított Newton módszerrel való megoldásakor 
kaptunk. A megoldás 2,3 sec gépidőt igényelt a Moszkvai 
Irányítási Problémák Intézetének ICL 4-70 -es gépén (ez 
az idő szükséges a határgörbe egy pontjának kiszámításához) 
Megállapítható, hogy a SIGNOPT programmal a feladat gyor­
sabban oldható meg, mint a módosított Newton módszer fel- 
használásával, de a SIGNOPT programban alkalmazott módszer 
megkívánja, hogy a kezdőpontot az optimum ponthoz közeli 
tartományból válasszuk ki, amely nagy problémákat okoz a 
generált szétválasztási rendszerek határgörbéjének megha­
tározásakor .
5.§. Egyszerűsített módszer alapkapcsolások kompozíciójával 
előállitható szétválasztási rendszerek határgörbéjé­
nek meghatározására
A szétválasztási rendszerek határgörbéjének gyorsabb megha­
tározása érdekében kompoziciós rendszerek esetére sikerült 
egysezrü módszert kidolgozni, amely a kompoziciós rendsze­
rek sajátosságaira épül C6,55H. Az első fejezetben defini­
áltuk a kompoziciós rendszerek alapelemének az alapkapcsoíá 
soknak a fogalmát, felirtuk kapcsolati egyenleteinket és 
az i-edik, i=l,2, elemükre vonatkozó cirkulációt. Ezek­
nek az egyenleteknek a felhasználásával ebben a paragrafus­
ban módszert adunk az alapkapcsolások határgörbéjének meg­
határozására. A fentiekből tudjuk, hogy n szétválasztó 
elemből álló kompoziciós rendszerek leirhatók n-1 pár
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zárójel és négy műveleti jel kitételével. A zárójelek egy­
másutáni sorozatos felbontásával a kompoziciós rendszer 
határgörbéje alapkapcsolások határgörbéjének sorozatos meg­
határozásával állítható elő. Vizsgáljuk meg az alapkapcso­
lások határgörbéjének meghatározási feladatát.
1.) Az 1. alapkapcsolás határgörbéjének meghatározása.
Az 1. alapkapcsolás határgörbéjének meghatározási 
feladata a következőképpen fogalmazható meg.
Legyen Z = Z £~ , keressük min £
V *2
к = kxk2
különböző rögzített értékeinél, ke(0,1), ha adottak 
a következő összefüggések
£i = Ф(k±), i=l,2
és teljesülnek a következő korlátozások
О < к . <1, i = l, 2= 1 =
ahol ф^(к^) -az 1. alapkapcsolás i-edik elemének 
határgörbéje.
Az egyenlőség tipusu határfeltételek kizárásával a fela­
dat a következő alakra hozható:
Keressük
minCф-j^ )ф2 ) H 3.58
különböző rögzített к értékek mellett, ke(0 ,1), 
teljesítve a következő korlátozást
к < ki < i
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кMivel к~=гг а СО, ID intervallumban értelmezve, ezért z кх
kell teljesülnie a k egyenlőtlenségnek.
Mivel a cf^ és <f>2 függvények nemlineárisak, ezért az adott 
feladat nemlineáris programozási feladat egyenlőtlenség ti- 
pusu határfeltétellel. E feladat megoldása érdekében bebi­
zonyítjuk a következő állitást.
1, Állítás. Legyen A az f^(x^),i=l,2 , x^SCO,lD foly­
tonos szakaszosan lineáris függvények osztálya, amelyekre 
teljesül, hogy ^(0)=0 , f^(l)=l. Az f^  függvények ar­
gumentumaira teljesül az y=x1x2 egyenlőség. Ekkor érvényes 
a következő állitás:
a) azon pontok a mértani helye az x1x2 koordinátarend­
szerben, amelyek kielégítik
min Cf. (x. )f~( - ) D -t 3.59
y^Xx^i X1
a "függetlenségi" tartomány és az Xx és x2 érték­
kel meghatározott rácsélek. Az Xx és x2 értékei a
ÍXx^kh,k = 0,__,n ; {x^^}, A=0,...,m pontsoro­
zatok tagjai, amelyek a C0,1D intervallumban növe­
kedési sorrendben rendezettek, a "függetlenségi" tar­
tományt pedig e pontsorozatok első két tagja határoz­
za meg;
b) ha g(y) = minCf x(Xx
yO^x^l 1
akkor g(y) 6 A.
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Bizonyitds
a) A felvett f (x^) és f2^x2^  függvények a következő 
alakúak
/
W  -
аа ) х1+ьа > ,i l l ha
<
a.^^x.+bf^, ha ^<x.<x!^í í í ' í = i= í
ÍP)x.+b?P) f ha x^P-1)<x.<x.(p)
г . в о
1 i l i= 1
V
ahol i=i, esetén j=k, p=n;
i = 2, esetén j=£, p=m.
Az egyenes szakaszok paramétereire teljesülnek a következő 
összefüggések :
b(p)<b(P-D<í í .<ь!п1
aÍP^aÍP*1’» 1 1 > a ^ >í >aa)1
= О
> о
Az 3.59 feladat megoldása érdekében ábrázoljuk az x9=
Z X1
görbéket az xi,X2 koordinátarendszerben és épitsük fel az
adott (x^k)} és {х2<‘^ Ъ  pontsorozatok felhasználásával 
a rácsot (26. ábra).
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26. ábra.
Az f (x^) és f2(x2) függvények 3.60 -ban Élvett alak­
jának figyelembevételével a 3.59 feladat a következőkép­
pen irható fel:
min Cf )f2(x2 )D = min Ca^k ')x1+b^k ^ ) (a2 '^*x2 + b^'*):
xi'x2 xl'x2
3.61
A 0 £ x^ x^1"* , 0 £ x2 £ x^1 * tartományban a feladat
r, (D . (l)v, (1) ^U(1K. (1) (1)min Cía^  ^ x^j^ + b^ )(a 2 x2+t>2  ^ ~ al a2 У
X1'X2
vagyis a megoldás független az x^,x2 koordinátáktól, ezért 
nevezzük ezt a tartományt "függetlenségi" tartománynak.
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A többi tartományban, vagyis ha 1 < к £ n , l < £ < = m
minll(a^k)x1+b^k) ) ( a ^ ^ + b ^  ) 3 telejsük, ha 
x^, X2
max(a^k '>b2Â)x1+a2£è1(k)x2) = max(cx1 + x2 ) 3.62
ahol _(k). (A) 
ai b2
aU ) b(k) a2 bl
0.
A max(cx1 + x2) meghatározása érdekében az 
X1 ' x2
gör­
be helyett felvesszük az x~ = ax. + b
y . . , (к)átmegy az x2 = görbe es az x^
metszéspontjain (27. ábra).
egyenest, amely
U) -  - ,  лes x2 racselek
x2
27. abra.
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Az egyenes paramétereire érvényesek a következő feltételek: 
a<0 , b>0. Ekkor fennáll a következő egyenlőség:
maxCcx^ + *2)= maxC(a+c)x^+b)D
xi,x2 X1
ahol a függvény a maximumát max x^ = x^^ esetén éri el,
ha c >I a I (ez megfelel а В pontnak), vagy max X2 = x^"* 
esetén, ha c<|a| (ez az A pont). Ez azt jelenti, hogy 
X2 = ax1 + b esetén a 3.59 feladat megoldása a rács egyik 
élén található a "c" és "a" paraméterek viszonyától 
függően. x„ = esetén ez az állitás méginkább teljesül,
mivel ez a görbe konvex. Ezzel az 1. állitás első része bi­
zonyítást nyert.
b) Az állitás első részének bizonyításakor azt kaptuk, 
hogy CK=X1:LX^1'* i °£х2^х21  ^ esetén a minimalizálási fela­
dat végtelen számú megoldással rendelkezik, amelyek a g(y) 
függvényen egyetlen szakaszt határoznak meg a következő 
egyenes szakasz formájában
g(y)
A szakasz végpontja у X(1)x(1) 1 2
3.63
1 < k £ n , l e j t ő m  esetén a g(y) függvény a következő­
képpen határozható meg:
g(y) = а[к)а<г)у+ь<к)Ь<1)+а<к >Ь<1>х<к >+ау)ь<к >—
<k)
= (aík)a « > +a<l)b<k,-i—  )yKb<k >b<lha<k>b<l)x<k >)=c,y+d,
V ( к ) Л2 1
3.64
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vagy
, X (к) U) ... (к), (il) (к), U) y . _(A).(k)„U) _ g(y) - ax a2 y+b1 b2 +&1 b2 fjj +a2 b: x2 -
X  Л
(k)_(£). _ (k),_U) 1 x__,„_(k),_U) . _(A)^(k)„(Â)_
-  ( a i  a 2 + a i  b 2 ---- (Т У )У ( b l  b 2 +a2 b l  X2 " C2y+d2
X2
3.65
vagyis a g ( y )  függvény szakaszosan lineáris függvény.
A rács csomópontjaiban az y növekedésének megfelelő két 
lehetséges elmozdulási irány közül mindig az a rácséi menti 
elmozdulás kerül kiválasztásra, amely kisebb c hajlás­
szögű egyenesszakaszt határoz meg a g ( y )  függvényben, 
mivel ez biztosítja a 3.59 feladat megoldását.
Ilymódon a g ( y )  függvény szakaszosan lineáris függvény. 
Megmutatjuk, hogy folytonos és g(0)=0 , g(l)=l. Az 1.
állitás b. pontja értelmében
g(y) = min Cf )f 2(x 2) 1
X1 ,x2
vagyis ha х^=0 vagy x2 =0 , g(0)=0, ha pedig х^ = 1
és x2=l , g(1)=1.
A rácséleken való folyamatos, у növekedésének megfelelő 
elmozdulás biztosítja a g ( y )  függvény folytonosságát, 
mivel a rács minden éle a g ( y )  függvény egyetlen egyenes­
szakaszát határozza meg, a rács csomópontjaiban pedig, ahol 
az uj egyenesszakaszok keletkeznek, az у és g(y) értéke 
nem változik. Megmutatjuk, hogy rácséleken való elmozdulás 
folyamatosságának megsértése esetén megszűnik a g ( y )  függ­
vény folytonossága. Erre a célra felvesszük a rács egyik 
négyszögét (28. ábra).
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28.àbra.
Haladjunk a vastag vonalak mentén a nyilak irányában. 
Elegendő csak a rács csomópontjain keresztülmenő görbéket 
vizsgálni (a y*'1'* - y*'4'* görbék), mivel ezek a görbék kö­
zötti állapotot a g(y) függvény egyetlen egyenes sza­
kasza irja le. A felvett rácsnégyszög AB oldalának meg­
felel a g(y) függvény AB szakasza (29. ábra), amig a
rácsnégyszög AD oldala a függvény AD szakaszát határoz-
( 2 )za meg. y értéknél való átmenet az AD oldalra megfe­
lel a függvény CD szakaszának. A rácsnégyszög В és C
( 2 )pontjaiban ugyanazon у argumentumerték mellett a g(y)
függvény különböző értékeket vesz fel (а В és C pontok
a 29. ábrán). A rácsnégyszög BF oldalára való visszatérés- 
( 3 )пек у argumentumértek mellett megfelelnek a függvény
D és E pontjai. Az igy kapott eredmény igazolja, hogy a 
rácséleken való elmozdulás folyamatosságának megsértése a 
g(y) függvény folytonosságának megsértéséhez vezet.
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29. ábra.
Ezzel az 1. állitás második része is bizonyítást nyert.
Az ilymódon kapott g(y) függvény n+m-1 egyenes szakasz­
ból áll.
Ha az 1. alapkapcsolást alkotó szétválasztó elemek ф^Ск^ 
és ф2(к?) határgörbéit az A osztályba tartozó szaka­
szosan lineáris függvénnyel approximáljuk, akkor az 1. ál­
litás szerint a 3.58 feladat megoldása a klfk2 koordi­
nátarendszerben felvett rács f j=o,...,n;
{ к 2 ^} / i=0,...fm élein található és az 1. alapkapcsolás
ilymódon meghatározott ф(к) határgörbéje ф(к)€А, vagyis 
folytonos szakaszosan lineáris és n+m-1 szakaszból áll.
Ekkor az 1. alapkapcsolás határgörbéjének kiindulási megha­
tározásifeladata a következőképpen fogalmazható meg:
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Keressük mini, ^ 2
ha adottak a következő összefüggések
V aíj)ki+bíj) ' j=1/
£2=a2 k2+b2  ^ ' 1=1'
r n
és teljesülnek a következő korlátozások
0 < kl < 1
0 < k2 < 1
ahol, n,m - az 1. és 2. elem határgörbéjét approxi- 
máló egyenes szakaszok száma; 
i,j - az egyenes szakasz sorszáma.
Az 1. állitás felhasználásával elkészített program modul 
az alapkapcsolást alkotó szétválasztó elemek határgörbéinek 
töréspontjaiból kiszámítja az 1. alapkapcsolás határgör­
béjének töréspontjait.
2) A 2. alapkapcsolás határgörbéjének meghatározása.
A 2. alapkapcsolás határgörbéjének meghatározási feladata 
a következőképpen fogalmazható meg.
Legyen (1-k) = ( 1-^ ) ( l-k2 ) ,
keressük min(l-k), az
kl'k2
(1 - £) = (1 - £ )(1 - l2)
különböző rögzített értékeinél, (l-£)6(0,1), 
ha adottak a következő összefüggések:
£± = ф±(к±) , i=l,2
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és teljesülnek a következő korlátozások
0 < k .  < 1  , i = 1,2= í =
ahol ф(к^) - a 2. alapkapcsolás i-edik elemének határ­
görbéje .
Ebben az esetben szintéül approximáljuk egyenes szakaszokkal 
az elemek határgörbéjét. Az első elem határgörbéjét, ahogy 
az 1. alapkapcsolás esetében n egyenes szakasszal, a má­
sodikét m szakasszal approximáljuk. Ekkor az elemek határ­
görbéi a következő alakúak:
£1=a^ )k1 + b ^  } , j = l
£„-а^1}к„ + b^l} , i—1 2 2 2 2
,n
,m
Végezzük el a következő átalakítást:
1-k = p , l-k1=p1 , l-k2 - p2
1 — £ — g , 1 — £^  — , 1— £ 2 — 42
Ekkor a minimalizálási feladat a következő alakra hozható.
Legyen p=p1P2, 
keressük min p
P l ' P 2
ha adottak a következő összefüggések
q -  q xq 2
P1 = al^ql + ' j = l/---/n
p2 = a2l)q2 + ß2(l)' i=1'-*-'m
és teljesülnek a következő korlátozások
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0 r—HC1vll < 1
0 < q2 < 1
Ilymódon az 1. alapkapcsolás határgörbéjének meghatározási 
feladatával azonos feladatot kaptunk. E feladat megoldása az
1. alapkapcsolásnál bemutatott megoldással azonos. A vál­
tozók átalakítása megfelel а к, £ koordinátarendszernek a 
q,p koordinátarendszerbe való leképzésének. A fordított le­
képzés hasonló módon történik.
A 2. alapkapcsolás határgörbéjének számitógéppel történő 
kiszámításakor egy programmodult kell készíteni, amely el­
végzi a koordinátarendszereknek egymásba való leképzését. Te 
hát először el kell végezni az alapkapcsolást alkotó elemek 
határgörbéi töréspontjainak leképzését a q,p koordináta- 
rendszerbe, majd meg kell oldani a minimalizálási feladatot 
az 1. alapkapcsoláshoz kidolgozott programmodul segítségével 
Az igy kapott határgörbe töréspontjait vissza kell transz­
formálni a k,£ koordinátarendszerbe.
3.) A 3. alapkapcsolás határgörbéjének meghatározása. 
A 3. alapkapcsolás határgörbéjének meghatározási feladata 
a következőképpeb fogalmazható meg.
Legyen £ = *1*2
keressük min £, a
klk2к l-k1+k1k2
különböző értékeinél, k6(0,l) , ha adottak a következő 
összefüggések
£± = ф±(к±) , i=l,2
és teljesülnek a következő korlátozások
О < к . < 1 , i=l,2= 1 =
ahol ф^(к^) - а 3. alapkapcsolás i-edik elemének határ­
görbéje.
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Az egyenlőségtipusu határfeltételek kizárásával a feladat 
a következő alakra hozható.
Keressük min
k.
kU-ki)
Ф1(kl )Ф2 ^k1( l-k)
k( l-k )
1-Ф1(к1)+Ф1(к1)ф2 k^(1-к)
3 . 6 6
különböző rögzitett к értékek mellett, k6(0,l), telje­
sítve a következő korlátozást
к < k! < !
Mivel k2 
ve, ezért
k(l-k1) 
k1(l-k) СО ,11
kell teljesülnie a
intervallumban van értelmez- 
k k^ egyenlőtlenségnek.
Ez a feladat egyszerű megoldással rendelkezik, ha teljesül 
a következő állitás.
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2. Állítás.
k(l-к ) 
ф1(к1)ф2(к1(1-к)
k(l-k1) függvény monoton csökkenő
1-Ф1(к1>+*1(к1)ф2(к (1.k
függvénye k^-nek а C0,11 intervallumban, ha а ф és ф^ függ­
vények megfelelnek a határgörbe definíciójának és а ф (ki
Ф ^ )
függvényre teljesül, hogy a függvény k^ mo-
1-k.
noton csökkenő függvénye а C0,11 intervallumban.
Bizonyítás.
Alakítsuk át a 3.66 célfüggvényt a következő módon:
W + 2 (ko T 7  >
i-k
1-Ф1<к1)+ф1(к1)ф2(ко-х — ) 1
*l(V * 2 (ko ^k7>
3.67
1-Ф1(к1)
ahol к =■о l-к állandó.
A 3.66 célfüggvény akkor lesz k^ monoton csökkenő 
függvénye, ha
*l(kl>*2(ko
1-Ф1(к1)
3.6 8
monoton csökken.
A 3.68 függvény a következő alakra hozható:
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ф1(к1>ф2(ко 1- Т ^ - ) 
1-Ф1(к1)
= к
Х"к1
ф2 ко(тгг
. ü"о к.
Фх(кх)
1-ф1(к1)
3.69
А 3.69 függvény monoton csökkenő akkor (de nemcsak akkor), 
ha az egyenlet jobb oldalán szereplő szorzótényezők külön- 
-külön monoton csökkenő függvényei k^-nek а СО,13 inter­
vallumban .
1-k.
ф2(ко V
1-k.
tényező monoton csökkenő függvénye к -nek
о к.
а ф2 függvény konvexitása miatt, a
Фх(kx)
1-Ф1(к1)
1-k.
tényező pedig az állitás értelmében monoton csökkenő. Ezzel 
a 2. állitás bizonyítást nyert.
Megjegyzés. A következő függvények
S к
ф1(к1> = 1-k.( 1-S.)
^lklvagy “ц ^ а -s^
kielégítik a 2. álltiás feltételét.
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A 2. állításnak megfelelően a 3.66 célfüggvény к mono­
ton csökkenő függvénye a СО, 13 intervallumban, ezért a 
minimalizálási feladat megoldása max k^l értéknél van. 
Ebben az esetben k2=0.
A cHll munka szerzője megállapította, hogy a k^l és 
k2=0 feltétel teljesülése csak a 3. alapkapcsolás elemein 
átfolyó végtelen nagyságú cirkulációs áramok esetén lehetséges 
Konstrukciós megfontolások alapján végtelen cirkulációs á- 
ramok nem engedhetők meg, ezért korlátozzák a cirkulációs 
áramok nagyságát.
A 3. alapkapcsolás esetére az első fejezetben feirtuk az
1. és 2. elemre vonatkozó cirkulációt:
gl l-к +k^k2 + 1-£1+£1£2
ki , h  
g2 i-к +k к i-г +г г2
Az 1. és 2. elemre vonatkozó cirkulációra megadott korlá­
tozások a következők:
1 1
l-к +k k2 + 1-£1+£1£2 = 1^
^1 ^1  ^ r
l-k1+k1k2 + 1-£1 + £1£2 =  ^2
ahol - az első elemre vonatkozó cirkulációra megadott
korlát, amely a C2,°°3 intervallumból kaphat érté 
két ;
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2^ - a második elemre vonatkozó cirkulációra megadott
korlát, amely а СО,«О intervallumból kaphat érté­
ket .
Az egyenlőség tipusu határfeltételek kizárása esetén a fenti 
határfeltételek a következő alakot veszik fel: 3
к ( 1 ~k ) k( 1 к )
1 - k l + k l  k 1 ( l - к )  1"Ф 1 ( к 1 )+ Ф1( к 1 ) Ф2 ( к 1 ( l - к )
1  Ч 3. 70
k(i-k )
i-ki+kl k ( 1_k)
Ф1(к1)
k(l-k1)
1~Ф1(к1)+Ф1(к1)ф2(к 1-k))
i 2^ 3. 71
Ilymódon a 3.66 feladat kiegészül ezekkel a határfeltéte­
lekkel és nemlineáris programozási feladatot alkot egyenlőt­
lenség tipusu határfeltételekkel.
A 3.70 és 3.71 határfeltételekben az összeg első tagja 
és X komponens, a második tagja pedig az у komponens 
súlyarányát jelenti a cirkulációs áramban, vagyis a határ­
feltételek átírhatók a következő alakra:
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1
Ç11 = k(l-к )
1_kl+kl кх(1-к)
1-k
1-k1
^12 = k(l-k )
1-Ф1(к1)+Ф1(к1)Ф2(к1(l-к)}
Çl - Sll + Ç12
*2! i
1-k.^ +k.^
k'l-kx)
кх(1-к)
kx(l-k)
1-k,
^22 =
W
k(1-k )
1-Ф1(к1)+ф1(к1)ф2(к^^1_к))
^2 ^21 + ^22
A Z.70 és Z. 71 határfeltételekben az egyenlőtlenséget 
egyenlőséggel helyettesítve a kapott egyenleteket megoldjuk 
k^-re egy adott к érték mellett. Az igy kapott k^ értékek 
visszahelyettesitésével határozzuk meg a és £21 érté­
ket. Ezzel a módszerrel a Z.70 és Z.71 határfeltételeket 
a következő határfeltételekkel helyettesitjük:
1-k
>11 = 1-k, 3. 72.
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' 2 1  =
kx(l-k)
l-к. 3. 73
ahol az Cl,«О intervallumból kaphat konkrét értékeket 
а СО,«О intervallumból.
Amint azt kimutattuk, a 3.66 feladat megoldása a maximális 
k1 értéknél található. A k1 változó maximális értéket az 
egyik egyenlőtlenség tipusu határfeltétel aktivizálódásakor 
éri el, vagyis akkor, amikor az egyenlőtlenség egyenlőséggé 
alakul az egyik határfeltételben.
Vizsgáljuk meg, hogy melyik határfeltétel aktivizálódik. 
Ebből a célból a 3.72 és 3.73 határfeltételből kifejez­
zük k^-et.
kl i
^ll+k-i
*11
3. 74
к1
21
+ l-k 3. 75
Mindkét esetben k^ értéke а СО,11 intervallumba esik, vagy­
is a 3.72 és 3.73 határfeltételek egyike aktivizálódik, 
mégpedig az, amelyben az aktivizálódáskor к kisebb érté­
ket vesz fel.
A 3.74 és 3.75 kifejezések összehasonlitása
^l+k-1
* n * к
к
21
21
+ i-k
a következő kifejezés előjelének meghatározását jelenti
signC(£x1 - C21)-(l-k)l
- 1 1 3 -
Ha e kifejezés előjele negativ, akkor a 3. 72 határfelté­
tel aktivizálódik, ha pozitiv, akkor a 3.73 .
Az aktiv határfeltételből különböző к értékek mellett meg­
határozzuk k^ értékét. 
k(l-k )
A k„ = T— 7-г— r-\ kifejezés felhasználásával közvetlenül2 к (1-k) J
meghatározható ismert k^ esetén к  ^ értéke is. A 3. alap- 
kapcsolást alkotó szétválasztó elemek adott határgörbéinek 
felhasználásával k^ és к  ^ értékhez meghatározhatók az í, 
és %2 értékek.
Ismeretükben kiszámítható SL = g— £ értéke, mely
a minimalizálási feladat megoldását adja.
A 3. alapkapcsolás határgörbéjének kiszámítására szolgáló 
programmodul, ahogy az 1. és 2. alapkapcsolások esetében is, 
a határgörbe pontjait határozza meg az alapkapcsolást alkotó 
elemek határgörbéjének pontjai ismeretében. A £2l érté­
kek kiszámítása érdekében meg kell oldani az egyenlőséggé át­
alakított 3.70 és 3.71 kifejezéseket egy adott к érték 
mellett valamilyen közelitő eljárás felhasználásával. A ka­
pott k^ értékek felhasználásával ki kell számítani a £ és 
£>21 értékeket. Az és értékek meghatározásakor a ka­
pott k^ és k^ értékek alapján interpolációt kell végrehajta­
ni, ha a k^ és k^ értékek nem esnek egybe a határgörbék va­
lamelyik adott pontjának koordinátájával.
4.) A 4. alapkapcsolás határgörbéjének meghatározása.
A 4. alapkapcsolás határgörbéjének meghatározási feladata 
a következőképpen fogalmazható meg.
(l-k1)(l-k2 )
Legyen 1-k = 1-( 1-k  ^) + ( } /
keressük min (1-k), 
kl'k2
az
(1-£1) (l-£2) 
l-(l-Ä1)+(l-Ä1)(l-£ )1-2
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különböző rögzített értékeinél, (1-£)€(0,1), ha adottak 
a következő összefüggések
= ф±(к±) , i=l,2
és teljesülnek a következő korlátozások
О < к. < 1 , i=l, 2= 1 =
, „ 1
М 2  = 1-(1-Ä )+(l-£1)(l-£2)
. 1_Ä1
^22 = 1-(1-£1)+(1-£1)(1-A1)
ahol ф^(к^) - a 4. alapkapcsolás i-edik elemének
határgörbéje.
A 2. alapkapcsolás esetében bemutatott módon képezzük le 
a k,£ koordinátarendszert q,p koordinátarendszerbe. 
Ebből a célból végezzük el a következő átalakítást
1-k = p , l-k1=p1 , l-k2 = p2 
1~£ ~ q r 1— ^ 1—4 j ! 1— ^ 2 ~ 4 2
Ebben az esetben a minimalizálási feladat a következő alakra 
hozható.
Legyen P PjP2i-Pl+PjPj r
keressük min p
P l ' P 2
a
Q = qiq21-qi+qiq2
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különböző rögziettt értékeinél, që(0,l), 
ha adottak a következő összefüggések
pi = р±(д±) , i=i,2
és teljesülnek a következő korlátozások
0 <_ 1 , i=l, 2
^12 = 1 - q, +q1 ”l bi
CT-
^22 = l-qi + qiq2
ahol pi(q±) - а Ф-^ (k^) függvénynek megfelelő függvény a
q,p koordinátarendszerben (а ф^(к^) 
függvénnyel azonos tulajdonságokkal 
rendelkezik).
Ez a feladat azonos a 3. alapkapcsolás határgörbéjének meg­
határozási feladatával.
A 4. alapkapcsolás határgörbéjének számitógéppel történő 
meghatározása a 2. alapkapcsolás esetében leirt módszer 
szerint történik.
Ilymódon egyszerű algoritmusokat kaptunk a felvett alap- 
kapcsolások határgörbéjének meghatározására. Az n szét­
választó elemből álló kompoziciós rendszerben a zárójelek 
egymásutáni felbontásával a négy alapkapcsolás valamelyikét 
kapjuk, amelynek határgörbéjét a fenti algoritmus segítsé­
gével meghatározva n-1 lépésben megkapjuk az egész kompo­
ziciós rendszer határgörbéjét.
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A kompoziciós rendszerek határgörbéjének meghatározásakor 
a fenti módszer felhasználásával problémák merülnek fel a 
és 2^ korlátok értékének megállapításakor a zárójelek 
felbontásával keletkező 3. és 4. alapkapcsolásokhoz. Ez a 
probléma egyszerűen oldható meg, ha az adott kompoziciós rend­
szer határgörbéjét egy előzetes számítással a módosított 
Newton módszer segítségével határozzuk meg, amikor is meg­
kapjuk a k* optimumpont koordinátáit, melyek biztosítják 
£ minimumát rögzített к értéknél. Rögzített к értékként 
annak a pontnak a koordinátáját kell.megadni, amely megfe­
lel a rendszer optimális munkapontjának a felvett kritérium 
szerint (lásd 7.§.).
Bemutatjuk a E,^ és E,^ korlátok értékének meghatározási 
módszerét a 3. és 4. alapkapcsolásokra, melyek az n 
szétválasztó elemből álló kompoziciós rendszerben a záróje­
lek egymásutáni felbontásával keletkeznek, ha adottak a k* 
optimumpont koordinátái egy rögziettt к értéknél.
Tegyük fel, hogy a zárójelfelbontáskor az i-edik lépésben 
3. alapkapcsolás keletkezett. Az első fejezetből tudjuk, 
hogy a 3. alapkapcsolás kapcsolati egyenletei a következők.
к klk21-кх(l-k2)
£
£f£2
1-£1(l-£ 2)
ahol k^k2 - vagy a k* optimumpont koordinátái, vagy az 
az 1. táblázatba foglalt f^1 -f 4 függvé­
nyek kompozíciójával előállított értékek, me­
lyek a zárójelfelbontás során jönnek létre a 
k* optimumpont koordinátáinak felhasználásával;
£^,£2“ értékeik а к^,к2 értékekhez hasonlóan ala­
kulnak ki figyelembe véve az elemek adott 
£.=ф.(к.) , i=l,...,n határgörbéit.
A fentiek figyelembevételével az 1. és 2. elemre vo­
natkozó cirkuláció
gi =
g2 =
к + кkl’k2 1^^ 2
к l
4  + l 2
3. 76
3. 77
A és 2^ értékének meghatározásához felvesszük, hogy
1^ = gl ' ^2 = g2
4. alapkapcsolás esetén a kapcsolati egyenletek a következők
(i-k1)(l-k2)
1 " k l-(l-k1)k2
(i-ä.)(i-ä,)1 - о = ----i---- _—1-(1-Ä1)Ä2
ebből az 1. és 2. elemre vonatkozó cirkuláció
l-к l-£
gl = (l-k1)(l-k2) + (1-A1)(l-£2) 3 . 7 8
g 2 3. 79
Látható, hogy gx és g2 meghatározása a 4. alapkapcsolás 
esetén hasonló a 3. alapkapcsolásnál bemutatotthoz, ha el­
végezzük a következő átalakítást
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1-k = k' , i - k l = к 'K1 ' 1 k2 = k2
l-l = £' , 1-£1 = , i-^2 l2
к  = У  , k l = к 'K1 ' k2 = *2II *1 = í\ , l2 - *2
A 3. alapkapcsoláshoz hasonlóan, és ^  értékének
meghatározásakor felvesszük, hogy
Ç1 = gl ' g2
Megjegy zés. A zárójelek felbontásával keletkező 3. és 4. 
alapkapcsolásokhoz szükséges és ^  értékek lehetnek
ismertek is. De, ha csak a kompoziciós rendszer i-edik ele­
mére vonatkozó cirkulációs áramra megállapított korlát ér­
tékét ismerjük, akkor a zárójelfelbontáskor keletkező 3. 
és 4. alapkapcsolásokhoz a és £  ^ értékét meg kell
határozni. Ezt a fenti módszer segítségével kell elvégezni 
a próbafuttatások során. Az igy meghatározott E>1 és 
értékeket a továbbiakban már változtatás nélkül használhat­
juk .
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б.§. A kompoziciós rendszerek határgörbéjének meghatározá­
sára szolgáló egyszerűsített módszer számitógépes rea­
lizációja
Az alapkapcsolások határgörbéjének kiszámítására kidolgo­
zott módszereket számitógépre vittük a COMPO program 
formájában. A program FORTRAN-IV nyelven készült a moszk­
vai Irányítási Problémák Intézetének ICL 4-70 -es gépére.
A program ~ 1100 utasításból áll és modulos felépítésű.
Fő modulok (subroutine): input, a korlátok értékének meg­
határozása, az 1. és 3. alapkapcsolások határgörbéjének 
kiszámítása, a koordinátarendszerek egymásba való leképzése 
és output.
Az input modul biztosítja a következő adatok bevitelét:
- a szétválasztási rendszert alkotó elemek határgörbéi 
vagy a határgörbék pontjainak koordinátái formájában, 
vagy függvény alakban;
- a kompoziciós rendszer struktúrája;
- a k* optimumpont koordinátáinak értékei.
A korlátok értékének meghatározását végző modul a 30. ábrán 
látható blokk-vázlat alapján müdödik.
1. lépés. Bevitelre kerülnek a klfk2 és £ ,£2 értékek, 
amelyek vagy az k* optimumpont koordinátái (ebben az eset­
ben az £^  és £2 értékeket az £^ = ф^(к^) , i=l,...,n 
összefüggésekből kapjuk), vagy az előző számitás k,£ 
eredményei.
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30. ábra
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2. lépés.
1 vagy 3
2 vagy 4
Az alapkapcsolás típusának ellenőrzése, ha
- ugrás a 3. lépésre,
- a következő átalakításra kerül sor.
kl = l-k1 , £' = 1-£1
k2 = 1 _k2 , £' - l-£2
kl = ki , £ ^ — £ ^
k2 = k2 о - 9 ' , *2 2^
ezt követően folytatás a 3. lépéstől.
3. lépés. Ismét ellenőrzésre kerül az alapkapcsolás típu­
sa , ha
1 vagy 2 - a kapcsolati egyenletek meghatáro­
zása a következő
к - kxk2
£ =  £ £2
3 vagy 4 - a kapcsolati egyenletek meghatározása
к = klk21-kj^  ( l-k2 )
о о í z
£ ! - £ ( ! - £ )
és a kapott к és £ értékek felhasználásával meghatáro­
zásra kerülnek a korlátok értékei a következő képletek 
felhasználásával
к , £
1^ к, к12 £1£2
г = Jl  + _L4  k2 £ 2
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majd a folytatás a 4. lépéstől.
4. lépés. Ismét az alapkapcsolás típusának ellenőrzése, ha
1 vagy 3 - ugrás az 5. lépésre,
2 vagy 4 - megtörténik a visszatranszformálás
к' = 1 - к , £ ' = 1 - £
к = к' , £ = £'
melyet az 5. lépés követ.
5. lépés. Kivitelre kerülnek a k,£ és értékek, 
számításban.amelyeket felhasználjuk a további
Az 1. alapkapcsolás határgörbéjének kiszámítását végző mo­
dul a 31 . ábrán látható blokk-vázlat alapján működik.
1. lépés. Bevitelre kerülnek az elemek határgörbéi ponton­
ként, vagyis 
í 0, . . . , m .
j =0,...,n és (k^l),£^1)),
2. lépés. Meghatározásra kerül az alapkapcsolás határgör­
béjének első, második és utolsó pontja
.(1) .(1>4=, (2) п(2)ч_,,(1),(1) „(!)„(!)(k ,£ )=(0,0) , (k ,£ )=(k1 k2 ,1^ ) ,
(k(n+m),í(n+m))=<!,!)
és j=l , i=l kezdőértéket kapnak az indexek, az s szám­
láló pedig s=3 értéket kap.
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3l. ábra
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3. lépés. Ellenőrzésre kerül, hogy elértük-e a rács 
k^-^ =1 élét, ha
k^-^=l - határgörbe uj pontjának koordinátái :k =k2'' + 1\
£^s  ^= + , az i index pedig i=i + l és ugrás a 7. lé­
pésre ,
k^-^ ^ 1 - ugrás a 4. lépésre.
4. lépés. Ellenőrzésre kerül, hogy elértük-e a rács
k21)=l - a határgörbe uj pontjának koordinátái : к ' s, -kJ -1 5 ,
£(s) = £1(^  + 1) , a j index j=j + l és ugrás a 7. lépésre,
k f } Ф 1 ugrás az 5. lépésre.
5. lépés, 
éleken két 
felelően.
Meghatározásra kerülnek a hajlásszögek a rács­
lehetséges irányban történő elmozdulásnak meg-
c1
Л j+1) (i) (s-1)
Л/ ^  Л/ 2 'v
k[j+1)k^i)-k(s"1)
c2
£
к
( j)Ji+l) 1 2
(j V(i+D 1 2
-£
-k
( s-1 )
( s-1 )
6. lépés. Kiválasztásra kerül a képlet a határgörbe uj 
pontjának meghatározására, ha
c^  > C2 - a pont koordinátái k^  s "*=k^ ,
£^S  ^ = £^'*£2^  + 1’> ' az i Index i=i+l és ugrás a 7. 
lépésre,
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a pont koordinátái к
(s)= (j+1) fi)
Л / л / ^  Л / fy , a j index j =j + 1 és ugrás a 7. lépésre
7. lépés. Az s számláló növelése s=s+l és annak 
ellenőrzése, hogy befejeződött-e a határgörbe pontjainak 
meghatározása, ha
s=l, . . .,n+m pontjai.
A 3. alapkapcsolás határgörbéjének kiszámítását végző 
modul a 32. ábrán látható blokk-vázlat alapján működik.
1. lépés. Bevitelre kerülnek
- a kiindulási rögzített к érték és változtatásának 
Ak léptéke,
- a £ és korlátok értékei.
2. lépés. Meghatározásra kerül az alapkapcsolás határgör­
béjének első és utolsó pontja
s ф n+m - ugrás a 3. lépésre, 
s = n+m - a határgörbe felépítése befejező­
dött, folytatás a 8. lépésben.
( s ) ( S )8. lépes. Kivitelre kerülnek a határgörbe (k , SL ),
- az elemek határgörbéi pontként, vagyis (k(3) ,(j)1 '1
(k(1),£(1)) = (0,0)
e ] + 1
- 126-
L Input Az elemek halárgörbéi ( kiJ'; l ,(j) ) j=Q....,n és(ki0 l j ')  i = Qv..,m pontonként a kiindulási rögzített к érték és változásának д  к léptéke, a J, és korlátok értékei
Pont meghatáro­
zás
I A határgörbe első és utolsó pontjának I meg határozása
Koordináta - 
meghatározás
k,' és kf meghatározása, felhasználásukkal 
”1 ki,ki, f,, ll, li,ll kiszámítása
$11 2^1 $
meghatározása
12
kf l* ki \ l és lü; 
meghatározása
Az alapkapcsolás 
határgörbéje ( kf51, l^) 
pontonként
32. ábra
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3. lépés. Meghatározásra kerül a 3.70 egyenlet,
2 1 „ illetve к a 3.71 egyenlet megoldásával. A kapott er-
1 1 2  tékek felhasználásával kiszámítjuk k2 -t es k2 -t a
következő összefüggésből
к(1-кх) 
k2 = k1(1-k)
1 2  1 majd a kapott k^ és kj értékek felhasználásával £ -t
és £2 t a (k^-^,£®) , j=0,...,n határgörbe alapján.
1 1  1 2  Hasonló módon határozzuk meg -t és ^  -t a kapott
kí, és k2 és a (k2^  "* ) / i=0,...,m határgörbe
alapján.
4. lépés. A £ , Ç2l , Ç^2 , Ç22 értékek meghatározása
a következő értékek felhasználásával.
'11
1-k
1-k: '12 ^l ^11
k^(l-k)
'21 ~ 2 ' 1-k^ ^22 ^2 ?21
5. lépés. Meghatározásra kerül a határgörbe második pont- 
( 2 )janak £ koordinátája a kiidnulási к érték mellett, 
ha
. 1 .2 
kl > kl £
( 2 ).
l - ^ W ^ 1
és az s számláló­
nak s=3 értéket adunk,
^  ^  - £(2):
£ 2 £ 2 1^2
2 2 2 
1-*1 +\*2
és az s számláló­
nak s=3 értéket adunk.
6. lépés. Meghatározásra kerül signe ( )-( 1-k ) 3 , ha
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az előjel negativ 1 4 l +k_1
11
az előjel pozitiv ■21
^2l+1"k
és a -nek megfelelően meghatározzuk k^-t , Й,1 -t, £*~t,
2 2 2 2 а к  ^ felhasználásával pedig a k2 , £^  , £2 értékeket
a 3. lépésben bemutatott módon. Ezt követően kiszámítjuk 
- ( s )a határgörbe pontjának £ koordinátáját, ha
j
" ( s )az előjel negativ - £
2 2
(s) 4 4az előjel pozitiv - £' ' = ---=-- =—=■
l- £ ^  +£^£2
7. lépés. Uj rögzített к érték képződik к=к+Дк és 
ellenőrzésre kerül k6(0,l) feltétel telejsülése, ha
k6(0,1 ) - az s számláló értéke eggyel növekszik
s=s+l és ugrás a 6. lépésre.
£1£ 1Ä1 z
1-£^+£^£2
k$(0,1 ) - ugrás a 8. lépésre.
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 ^ ( S ) ( S )8. lépes. Kivitelre kerülnek a hatargörbe (k , £ ) ,
s=l,...,N pontjai.
A koordinátarendszerek egymásba való leképzését megvalósí­
tó modul a következő átalakítást végzi
X(1 ) 1 —X( Z )
X( Z ) 1 —X(1)
ahol X szerepét betöltheti k, k^, У szerepét pedig
1,1^ , A z index n,m,n+m és N értékeket vehet fel.
Az output modul biztosítja az alapkapcsolást alkotó elemek 
határgörbéinek és az alapkapcsolás kiszámított határgörbé­
jének pontonkénti kinyomtatását.
Az ( ( l->2 ) => 3) kompoziciós rendszer határgörbéjének 100 
pontját határoztuk meg. A 100 pont kiszámításához 4 sec 
gépidőre volt szükség az ICL 4-70 -es gépen, vagyis megál­
lapítható, hogy az általunk kidolgozott módszer kompoziciós 
rendszerek határgörbéjének meghatározására lényegesen gyor­
sabb az előzőekben vizsgált módszerekhez képest. A határgör­
be ilymódon kiszámított pontjai nagy pontossággal egyeznek 
azokkal a határgörbe pontokkal, amelyeket a módosított Newton 
módszer felhasználásával kapunk.
Abban az esetben, ha a kompoziciós rendszer 3. és 4. alap- 
kapcsolásokat tartalmaz, próbafuttatást kell végezni a he­
lyes kiindulási rögzített к érték és а Лк lépték megál­
lapítására mindenegyes 3. és 4. alapkapcsolás esetére.
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7 • § • A szétválasztási rendszer optimális üzemmódjának
meghatározása
A szétválasztási reridszor optimális üzemmódjának meghatáro­
zása céljából ki kell választani a megfelelő optimalizálá­
si kritériumot. Anyagszétválasztási folyamatok esetében a 
lehetséges kritériumok száma igen nagy 121. Ez a körülmény 
részben azzal magyarázható, hogy a szétválasztási folyama­
tok fő technológiai mutatói olyanok, mint a hasznos kompo­
nens kihozatala a koncentrátumba, a koncentrátum minősége 
és a rendszer teljesítőképessége, egymásra ellentétes hatást 
gyakorolnak és nehéz kompromisszumot teremteni e mutatók 
javitását célzó követelmények között. Ezért a gyakorlatban 
mind a mai napig nincs egy egységesen elfogadott optimali­
zálási kritérium, minden konkrét esetben egyedi módon 
veszik fel.
Ebben a munkában nem tüztük ki célul a különböző optimali­
zálási kritériumok vizsgálatát. Azokat a kritériumokat 
használtuk fel, amelyeket a Ch 1 □ munka szerzője javasolt. 
Ebben a munkában a szerző technológiai kritériumokat vizs­
gált, melynek eredményeként a következő 4 kritériumot vá­
lasztotta ki, mint legjobban alkalmazható kritériumokat.
1. ) Fomenko-féle kritérium:
R = max[k( 1-Î,) D 3.80
Ez a kritérium egyetlen pontot határoz meg az Я=ф( к) ha­
tárgörbén, mégpedig azt, amelyben teljesül a maxCk( l-£ ) 1 . 2
2. ) Súlyozott Fomenko-féle kritérium:
R = maxEkXl ( l-iOÀ2 3 3. 81
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A X és Л2 sulyozótényezőkkel prioritás állapítható meg 
azon törekvések között, hogy az x komponensek a koncentrá 
tumbavaló kihozatalát maximalizáljuk-e, vagy az у kompo­
nensnek a meddőbe való kihozatalát. Az első kritériumban 
ezt egyenlő prioritással vettük figyelembe. Ez a kritérium 
is egyetlen pontot határoz meg az £=ф(к) határgörbén, a-
melyben Ck^1(l-£)^ 23 maximális értéket vesz fel adott 
A é s  2^ értékek mellett.
3.) Kritérium, amely biztosítja az x komponens koncent 
rátumba való kihozatalának maximumát adott koncentrátum mi­
nőség mellett:
ahol 3 - az x komponens részaránya a koncentrátumban;
A Cil]-ben bemutatásra került, hogy a ß ^ ß feltétel a 
к, £ koordinátarendszerben a következő tartománynak felel 
meg (33. ábra)
R = max к ha ß >_ ß 3. 8 2
3 - adott 3 érték
3.83
ahol a - az x komponens részaránya a rendszer bemenetén
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33. ábra.
к maximumát а 3.8 3 tartományt határoló egyenes és az 
£=ф(к) határgörbe metszéspontjában éri el.
4.) Kritérium, amely biztosítja az у komponens meddőbe 
való kihozatalának maximumát az x komponens adott rész­
aránya mellett a meddőben:
R = max(l-£) , ha и u 3.84
adott u - az x komponens részaránya a meddőben; 
u - adott и érték.
Erre az esetre a [1+13 -ben a szerző kimutatta, hogy и и 
feltétel megfelel a következő tartománynak a k,£ sikon 
(34. ábra)
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£ < 1 gl-а l-ио (l-к) 3.85
34. ábra.
Ebben az esetben az (l-£) maximumát a 3.85 tartományt 
határoló egyenes és az £=ф(к) határgörbe metszéspontjában ériéi.
Meg kell jegyezni, hogy a szétválasztási rendszerek határ­
görbéjének pontjai maguk is megfelelnek a következő kritéri­
umoknak
max к , ha £ rögzitett az £6(0,1) intervallumban,
vagy
min £ , ha к rögzitett a k6(0,l) intervallumban és
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ha a cirkulációs áramok felülről korlátozottak. Olyan opti­
malizálási kritériumok szerint, amelyek a fenti alakúak, 
vagy olyan alakra hozhatók, az optimális munkapont meghatá­
rozása a szétválasztási rendszer határgörbéjén nem okoz ne­
hézséget. Alapjában véve a felsorolt 4 kritérium e kritéri­
umoknak egy-egy megnyilvánulási formája.
A cUll munkában a szerző bebizonyitotta, hogy a rendszer 
határgörbéjének pontjai megfelelnek a rendszert alkotó ele­
mek határgörbéit felépitő pontoknak. E tulajdonságnak meg­
felelően a kiválasztott kritérium szerint meghatározott mun­
kapontoknak konkrét pontok felelnek meg a rendszert alkotó ele­
mek határgörbéin. E pontok elhelyezkedése az elemek határ­
görbéjén meghatározza az elemek munkapontját, amely egyben 
biztosítja az egész rendszer optimális üzemeltetését a ki­
választott kritériumnak megfelelően. Az alsó hierarchiai 
szinten a lokális szabályozási köröket azoknak a munkapon­
toknak értéktartására kell beállítani, amelyek a felső hi­
erarchiai szinten kerültek meghatározásra az adott elemekre 
vagy kaszkádokra vonatkozóan.
A felsorolt 4 optimalizálási kritérium szerinti munkapont 
meghatározási módszert számitógépre vittük és felhasznál­
juk mind a GRAPH, mind pedig a COMPO programban.
A rendszer munkapontjának meghatározására bármelyikük fel­
használható tetszőleges sorrendben. Ebből a célból adat for­
májában meg kell adni a felhasználásra kerülő kritériumok 
számát, azok sorszámát (sorszámuk megfelel az ebben a pa­
ragrafusban használt felsorolási sorrendjüknek) , valamint 
X^,X2/0t,3,u értékeket a felhasználásra kerülő kritérium­
nak megfelelően.
- 135 —
A GRAPH program esetében a következő értékek kerülnek ki­
nyomtatásra :
- a kritérium sorszáma;
- a rendszer potimális munkapontjának koordinátái
( к , £ . ) ;opt' opt
- a megfelelő munkapontok a rendszert alkotó elemek
határgörbéin - (kiopt / ^iopt^ '
A COMPO program esetén kinyomtatásra kerülnek a rendszer- 
optimális munkapontjának koordinátái az optimalizálási kri­
térium kiválasztásának sorrendjében. A rendszert alkotó e- 
lemek határgörbéin a munkapontok kiválasztása manuálisan 
történik az 1. és 2. elem optimális pontjainak listájából, 
amelyeket az alapkapcsolások határgörbéinek meghatározásakor 
kapunk. Az elemek határgörbéin a munkapontok meghatározása 
a zárójelek felbontásával ellentétes sorrendben törtéink.
A kritériumok szerinti munkapont meghatározást végző prog­
rammodul olyan felépitésü, hogy lehetővé teszi a választható 
kritériumok számának növelését uj krétirumok bevezetésével.
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ÍV. AZ EREDMÉNYEK ALKALMAZÁSI LEHETŐSÉGEI A GYAKORLATBAN
Anyagszétválasztási folyamatokkal gyakran találkozhatunk 
a vegyipar és bányászati ipar számos területén. Jelenleg 
egyre több területen merül fel automatizált irányítási 
rendszerek létrehozásának szükségessége, többek között, 
az anyagszétválasztási folyamatokban is. Az egész világon 
megfigyelhető egy ilyen tendencia . A szükséges mérő és szabá 
lyozási eszközök megjelenésével, a számítástechnika fel- 
használásával az anyagszétválasztási folyamatok automati­
zált irányítási rendszereinek létrehozása reális törekvés­
sé változott. Meg kell jegyezni azonban, hogy még jelenleg 
is nehézségek vannak a folytonosan működő mérőeszközök kia 
lakitása területén, valamint olyan mérő és szabályozóberen­
dezések kidolgozásakor, melyek agresszív közegekben üze­
melnek. Ezek a nehézségek még fékezik a szétválasztási fo­
lyamatokban az automatizált irányítási rendszerek széles­
körű elterjedését. Szétválasztási folyamatok automatizált 
irányítási rendszereinek kialakításakor a második, nem 
kevésbé fontos tényező a software létrehozása. Ezen a 
területen két irányzat különíthető el: algoritmusok ki­
dolgozása konkrét szétválasztási folyamatok irányítására, 
vagy egy általános megközelités, amely a szétválasztási 
folyamatok szélesebb skáláját fogja át. Jelen dolgozatban 
a második utat választottuk, vagyis az általunk kidolgozott 
algoritmusok különböző anyagszétválasztási folyamatokban 
használhatók fel, amennyiben azok nagyszámú azonos tipusu 
szétválasztó elemből épülnek fel, melyekben kétkomponensű 
elegyek szétválasztása történik. A kidolgozott algoritmu­
sok alkalmazhatók nem azonos tipusu szétválasztó elemek 
esetén is, ha azokban olyan elegyek szétválasztása megy 
végbe, melyek komponensei a szétválasztás folyamán nem 
változnak. Ugyanigy lehetőség van az algoritmusok felhasz­
nálására többkomponensű elegyek szétválasztásakor is, ha 
azok időben két-két komponms szétválasztásaként játszód­
nak le.
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A gyakorlatban előforduló és a felsorolt tulajdonságokkal 
rendelkező szétválasztási folyamatok közül leginkább a flo­
tációs, rektifikációs és viztisztitási folyamatok emelhetők 
ki. Munkánk során a legtöbb figyelmet a flotációs folya­
matoknak szenteltük. A flotáció a színesfém ércek dúsítá­
sának legfontosabb módszere és gyakran kerül felhasználás­
ra foszforitok, sók és kőszén dúsítására. A világ nyersa­
nyagkészletei idővel kimerülnek. Ezért a nyersanyagok maxi­
mális kinyerésére való törekvés teljesen megalapozott és 
jelenleg döntő fontosságú. Az értékes komponens kihoza­
talának növelése a végtermékbe adja a probléma megoldását. 
Mint ismeretes, a kihozatal növelése járulékos költségek 
felmerülését okozza. A flotációs folyamatok automatizált 
irányítási rendszerével olyan üzemmódot kell kialakítani, 
amely kompromisszumhoz vezet ezekben az ellentétes törek­
vésekben. A kompromisszumot hatékonysági kritérium alak­
jában fogalmazzuk meg. Azt az üzemmódot, amely kompromisz- 
szumot biztosit optimálisnak nevezzük a kiválasztott haté­
konysági kritérium szerint. A vállalatok automatizált irá­
nyítási rendszer nélkül nem dolgoznak optimális üzemmódban. 
Ezért az automatizált irányítási rendszerek bevezetése 
flotációs folyamatokba jelentős gazdasági hatékonysággal 
jár. Az általunk kidolgozott algoritmusok lehetővé teszik 
az optimális üzemmód meghatározását 4 hatékonysági krité­
rium alapján. Ezenkívül lehetőség van a kritériumok szá­
mának további bővítésére.
Másrészt a gyakorlatban felhasználásra kerülő dusitási 
rendszerek sokévi tapasztalat felgyülemlésével jöttek létre. 
Arról, hogy a jelenleg alkalmazott rendszerek nem a leg­
jobbak, tanúskodik az a korszerüsitési munka, amely állan­
dóan folyik a rendszer javitása érdekében. Ezért aktuális 
minden olyan munka, amely a szétválasztási rendszerek ter­
vezésének automatizálására irányul. Az általunk kidolgozott 
számitógépes tervezési módszer lehetővé teszi a legjobb 
szétválasztási rendszer kiválasztását a megengedett rend­
szerek halmazából.
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A legjobb rendszer kiválasztására kidolgozott eljárás 
lehetővé teszi már működő rendszerek tervezett változtatá­
si variánsainak előzetes kiszámítását és elemzését is.
Ezzel a tervezett variánsok közül kiválasztható a legjobb 
és összehasonlítható a működő rendszerrel.
Összegezve az elmondottakat, a legjobb szétválasztási rend­
szer kiválasztására és optimális üzemmódjának meghatározá­
sára kidolgozott egységes módszer kétkomponensű (vagy bizo­
nyos többkomponensű) elegyek szétválasztásakor több azonos 
tipusu (vagy bizonyos különböző tipusu) szétválasztó elem­
ből álló szétválasztási rendszer felhasználásával a követ­
kező problémák megoldását teszi lehetővé:
- a legjobb szétválasztási rendszer kiválasztását a 
megengedett rendszerek halmazából és optimális üzem­
módjának meghatározását a kiválasztott optimalizálási 
kritériumnak megfelelően;
- már működő szétválasztási rendszer optimális üzemmód­
jának meghatározását a kiválasztott kritériumnak meg­
felelően;
- a működő rendszer, vagy részrendszer tervezett változ­
tatási vairánsainak kiszámítását, a kapott eredmények 
összehasonlítását a legjobb variáns kiválasztása cél­
jából .
Jelen dolgozatban egy univerzális módszert dolgoztunk ki 
anyagszétválasztási rendszerek automatizált tervezésére 
és optimális irányítására, amely a szétválasztási folyama­
tok széles skálájára alkalmazható. A konkrét szétválasz­
tási folyamatok egy sor olyan sajátossággal rendelkeznek, 
amelyeket feltétlenül figyelembe kell venni az általunk 
javasolt univerzális módszer felhasználásakor. Még abban 
az esetben is, ha módszerünket a folyamatok szükebb osz- 
tályára-flotációs folyamatokra alkalmazzuk, figyelembe kell 
venni néhány további sajátosságot, amelyek eltérnek egymás­
tól a nyersanyagtól függően - a sók, kőszén, vagy a szines-
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fémek flotálása több szempontból éLtér egymástól. Ezenkívül 
különbözők lehetnek a szétválasztó berendezések, számuk 
a rendszerben, összekapcsolási elveik, az optimalizálási 
kritériumok az optimális üzemmód meghatározásakor stb.
Módszerünk egyik alkalmazási példájaként a "Beloruszkálium" 
trösztöt emlitjük meg,ahol kálium tartalmú ércek dúsításá­
val foglalkoznak. A Szovjetunió vegyipari és műszeripari 
miniszterének N- 589/225. 1.IX.1972. számú "Automatizált 
irányítási rendszerek bevezetéséről az "Uralkálium" és 
"Beloruszkáliun/trösztöknél" cimü közös utasítása értelmé­
ben a "Beloruszkálium" trösztnél az első ütemben kidolgozás­
ra és elfogadásra került a "Flotációs folyamat irányítása" 
c. kivitelezési terv. E kivitelezési terv alapját az álta­
lunk kapott eredmények képezik. Jelenleg a második ütem ki­
kidolgozása folyik, amely kiterjed az őrlési, iszaptalani- 
tási és flotációs folyamatok együttes irányítására a 
"Beloruszkálium" tröszt első üzemegységében. Például a fel­
adat megoldásakor a következő sajátosságokkal kell számolni
- le kell irni az őrlési és iszaptalanitási folyamatokat 
adott határgörbéjü szétválasztó elemek ossz kapcsolá­
saként ;
- nyolc párhuzamos termelővonalat kell figyelembe'venni 
és meg kell határozni a legjobb anyagelosztást az 
egyes vonalak között;
- figyelembe kell venni a vészhelyzeteket - egy vagy 
néhány termelővonal kiesését a nyolc vonal közül - 
és biztosítani kell ilyen esetekben a belépő nyersa­
nyag újraelosztását;
- saját hatékonysági kritériumot kell alkalmazni, amely 
a kálisó kihozatal maximumát biztosítja adott koncent- 
rátum minőség és éves gyártásvolumen esetén, teljesít­
ve a reagensek adagolására előirt normákat.
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Az általunk kidolgozott univerzális módszer felhasználá­
sával és a felsorolt sajátosságok figyelembevételével 
jelenleg a Belorusz Technológiai Intézet és a "Belorusz­
kálium" Információs' és számitóközpontjának munkatársai fog­
lalkoznak az "őrlési, iszaptalanitási és flotációs folya­
matok irányítása" c. műszaki terv kidolgozásával.
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