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INVARIANT SYMBOLIC CALCULUS
FOR COMPACT LIE GROUPS
Benjamin Cahen
Abstract. We study the invariant symbolic calculi associated with the
unitary irreducible representations of a compact Lie group.
1. Introduction
In the context of covariant quantization, the main tool is the notion of invariant
symbolic calculus that has been used to extend the usual Weyl correspondence to
the general situation of a Lie group acting on a homogeneous space [1], [3]. Some
important examples of invariant symbolic calculi are
(1) The Berezin symbolic calculus on complex domains, defined via coherent
states [6], [7];
(2) The Weyl calculus for symmetric domains that constitutes the direct
generalization of the classical Weyl correspondence on R2n [2], [3];
(3) The Stratonovich-Weyl correspondence which was intensively studied, see
[8], [13], [15], [19], [20], [29].
The following definition is adapted from [3] and [19].
Definition 1.1. Let G be a Lie group and pi a unitary representation of G on a
Hilbert space H. Let M be a homogeneous G-space and µ a (suitably normalized)
G-invariant measure on M . Then an invariant symbolic calculus for the triple
(G, pi,M) is a linear map W from a vector space of operators on H to a vector
space of (generalized) functions on M satisfying the following properties:
(1) W is one-to-one;
(2) W maps the identity operator of H to the constant function 1;
(3) Reality: the function W (A∗) is the complex conjugate of W (A);
(4) Invariance: we have W (pi(g)Api(g)−1)(x) = W (A)(g−1 · x).
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Moreover, if W is unitary in the sense that we have∫
M
W (A)(x)W (B)(x) dµ(x) = Tr(AB) .
for each Hilbert-Schmidt operators A and B in the domain of W , then W is called
a Stratonovich-Weyl correspondence [19].
In Definition 1.1, M is generally taken to be a coadjoint orbit of G which is
associated with pi by the Kirillov-Kostant method of orbits [22], [24]. The basic
example is the case when G is the (2n+ 1)-dimensional Heisenberg group. Each
non-degenerate coadjoint orbit M of G is diffeomorphic to R2n and is associated
with a unitary irreducible representation pi of G on L2(Rn). Then the classical Weyl
correspondence provides an invariant symbolic calculus for the triple (G, pi,M),
which is also a Stratonovich-Weyl correspondence [18], [19].
In this note, we consider the case when G is a compact Lie group acting transiti-
vely on a manifoldM and pi is a unitary representation of G on a finite-dimensional
Hilbert space of functions on M . Then, by considering the Berezin calculus S on
M [6], [10] and by using some ideas from [8] and [17], we find all the invariant
symbolic calculi for (G, pi,M) provided that S is injective.
More precisely, we associate to each invariant symbolic calculus W for (G, pi,M)
a quantizer Ω: M → End(H) via the relation
W (A)(x) = Tr
(
AΩ(x)
)
.
Then we give an expression for Ω in terms of the eigenfunctions and eigenvalues
of the so-called Berezin transform B := SS∗ (Proposition 4.5). Moreover, we
prove that the invariant symbolic calculi are parametrized by a family of operators
from the space of all Berezin symbols to L2(M,µ) which intertwine the regular
representations of G on these spaces. As a consequence, we see that the problem of
describing the invariant symbolic calculi is connected to that of decomposing the
regular representation into irreducible components.
The preceding considerations apply in particular in the case when G is a compact
semisimple Lie group G and pi is a unitary irreducible representation of G with
highest weight λ. In that case, pi is usually realized on a Hilbert space of holomorphic
sections of a complex line bundle over a generalized flag manifold G/H and can
be also realized on a reproducing kernel Hilbert space of complex polynomials for
which the Berezin calculus is injective, see [4], [10] and [32]. As an example, we
treat in details the case where G = SU(n+ 1), H = S(U(1)× U(n)) and pi lies in
the family of unitary irreducible representations of G considered in [9].
2. Preliminaries
Here we introduce the notation and some generalities on reproducing kernel
Hilbert spaces following essentially [5], [10] and [11].
Let G be a compact Lie group and M be a G-homogeneous space. Let µ
be a G-invariant measure on M . Let K be a continuous function on M such
that K(x) > 0 for each x ∈ M and let µ˜ be the measure on M defined by
dµ˜(x) = K(x)−1dµ(x).
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Let H be a finite-dimensional space of continuous, square-integrable functions
on M with respect to µ˜. Then H is a Hilbert space with respect to the L2-norm
relative to µ˜ and, for each x ∈M , there exists a unique function ex ∈ H such that
f(x) = 〈f, ex〉 =
∫
M
f(y)ex(y) dµ˜(y)
for every f ∈ H and x ∈M . The function k(x, y) := ex(y) = 〈ey, ex〉 is then called
the reproducing kernel of H.
Consider now a continuous function α : G×M → C∗ such that
α(g1g2, x) = α(g1, g2 · x)α(g2, x)
for each g1, g2 ∈ G and x ∈ M . Then we get an action pi of G on the space of
continuous functions on M , according to the formula(
pi(g)f
)
(x) = α(g−1, x) f(g−1 · x) .
Assume moreover that pi(g)f ∈ H for each g ∈ G and f ∈ H. Then pi is a
representation of G on H.
Proposition 2.1 ([5], [10]). The representation pi is unitary if and only if α and
K are compatible in the sense that
K(g · x) = |α(g, x)|−2K(x) , g ∈ G, x ∈M .
In this case, we have
pi(g)ex = α(g, x)eg·x , g ∈ G, x ∈M ,
and
k(g · x, g · y) = α(g, x)−1α(g, y)−1k(x, y) , g ∈ G, x, y ∈M .
Moreover, there exists cpi > 0 such that k(x, x) = cpiK(x) for each x ∈M .
In the rest of the note, pi is assumed to be unitary.
3. Berezin calculus
Here we review some general facts on Berezin quantization [6], [7], [10].
Let A be an operator on H. The Berezin covariant symbol of A is the function
defined on M by
S(A)(x) = 〈Aex , ex〉〈ex , ex〉 .
Moreover, the double Berezin symbol of A is the function defined by
s(A)(x, y) = 〈Aey , ex〉〈ey , ex〉
for each x, y ∈M such that 〈ex, ey〉 6= 0.
The operator A can be recovered from s(A) by the following formula which is
easy to verify, see e.g. [10], [14],
Af(x) =
∫
M
f(y) s(A)(x, y)〈ey, ex〉K(y)−1 dµ(y) .
142 B. CAHEN
Then we see that s is injective. But in general S is not injective, as showed
by the following example. However, as mentionned in [6], p. 1118, in many cases
of interest, S is injective. This is the case when M is a complex manifold and
H consists of holomorphic functions on M since the function (x, y)→ 〈Aey , ex〉,
which is holomorphic in the variable x and anti-holomorphic in the variable y, is
then determined by its restriction to the diagonal of M2 (see also Section 5).
Example 3.1 (see [16]). We take G = SO(3) and M = S2. Let pim be the
(2m+ 1)-dimensional unitary irreducible representation of SO(3) realized on the
space Hm of all harmonic polynomials on S2. Observe that Hm is stable under
complex conjugation f → f . Take f , g ∈ Hm linearily independant and consider
the operator
A := 〈·, f〉Hmg − 〈·, g〉Hmf 6= 0 .
Then, clearly, for each x ∈ S2, we have Aex = f(x)g − g(x)f hence
〈Aex, ex〉Hm = f(x)g(x)− g(x)f(x) = 0 .
This proves that S is not injective.
Denote by L(H) the space of all operators onH endowed with the Hilbert-Schmidt
norm and by S the range of S, that is, the space of all symbols. In the following
proposition, we collect some well-known properties of S [6], [7].
Proposition 3.2.
(1) For each A ∈ L(H) we have
Tr(A) = cpi
∫
M
S(A)(x) dµ(x) .
(2) For each A ∈ L(H), g ∈ G and x ∈M , we have
S(pi(g)−1Api(g))(x) = S(A)(g · x) .
(3) Let Px be the orthogonal projection operator of H on the line generated by
ex. Then, for each A ∈ L(H) and each x ∈M , we have
S(A)(x) = Tr(APx) .
(4) The adjoint S∗ of S is the map from S to L(H) given by
S∗(F ) =
∫
M
F (x)Px dµ(x) .
(5) The map B := SS∗ is the operator on S given by
B(F )(x) =
∫
M
F (y) |〈ex, ey〉|
2
〈ex, ex〉〈ey, ey〉 dµ(y) .
We can fix the normalization of µ such that
∫
M
dµ(x) = 1. Then, by the first
assertion of the preceding proposition, we have cpi = dim(H).
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Note that B = SS∗ is the so-called Berezin transform that has been intensively
studied by many authors, especially for weighted Bergman spaces on bounded
symmetric domains, see, in particular, [6], [7], [26], [27], [30] and [33].
Note also that one can interpret S as a diagonal operator, see [27]. This goes
as follows. Denote by H− := {f : f ∈ H} the Hilbert space conjugate to H. The
norm on H− is defined by ‖f‖H− = ‖f‖. Let pi be the representation of G on
H− defined by pi(g)f = pi(g)f for f ∈ H. Then the representation pi∗ of G on H∗
contragredient to pi is equivalent to pi, an intertwining operator between pi∗ and
pi being f → 〈·, f〉. Let us denote by j the linear isomorphism from H⊗H− onto
L(H) defined by
j
(∑
i
fi ⊗ gi
)
=
∑
i
〈·, gi〉fi.
Then one can easily verify that S ◦ j : H⊗H− → S is the diagonal operator∑
i
fi ⊗ gi →
∑
i
fi(x)gi(x)〈ex, ex〉−1 .
4. Invariant symbolic calculus
First, we adapt Definition 1.1 to the context of Section 2.
Definition 4.1. An invariant symbolic calculus for the triple (G, pi,M) is a linear
injective map W from L(H) to L2(M,µ) such that
(1) W (IdH) = 1;
(2) For each A ∈ L(H), we have W (A∗) = W (A);
(3) For each A ∈ L(H), g ∈ G and x ∈ M , we have W (pi(g)Api(g)−1)(x) =
W (A)(g−1 · x).
Of course, the Berezin calculus S is an example of such an invariant symbolic
calculus, provided it is injective.
Now, let W be an invariant symbolic calculus for (G, pi,M). For each x ∈ M
there exists a unique element Ω(x) of L(H) such that
(4.1) W (A)(x) = Tr
(
AΩ(x)
)
for each A ∈ L(H). The map x→ Ω(x) is called the quantizer associated with W .
The properties of W are reflected by similar properties of Ω and, clearly, we can
construct W from Ω. By analogy to [20], Section 2.2, we can prove the following
proposition.
Proposition 4.2. Let W be an invariant symbolic calculus for (G, pi,M) and let
Ω the corresponding quantizer. Then Ω 6= 0 and
(1) For each x ∈M , we have Tr(Ω(x)) = 1.
(2) For each x ∈M , we have Ω(x)∗ = Ω(x).
(3) For each x ∈M and g ∈ G, we have Ω(g · x) = pi(g)Ω(x)pi(g)−1.
(4) L(H) is spanned by the Ω(x), x ∈M .
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Conversely, if a non-trivial square-integrable function Ω: M → L(H) satisfies
the preceding conditions, then the map W defined by Equation 4.1 is an invariant
symbolic calculus for (G, pi,M) with associated quantizer Ω.
In the rest of this note, we assume that S is injective. Let N = (dim H)2. Since
SS∗ is a self-adjoint operator of S, there exists an orthonormal basis (Fk)1≤k≤N
of S and a family (λk)1≤k≤N of positive real numbers such that SS∗(Fk) = λkFk
for each k = 1, 2, . . . , N . Moreover, since SS∗ commutes to conjugation, we may
assume that the Fk are real-valued. We can also assume that F1 = 1 and λ1 = c−1pi .
Indeed, by (5) of Proposition 3.2, we have, for each x ∈M
B(1)(x) = 〈ex, ex〉−1
∫
M
|ex(y)|2〈ey, ey〉−1 dµ(y)
= c−1pi 〈ex, ex〉−1‖ex‖2 = c−1pi .
Now, we introduce a useful basis of L(H), in the spirit of [8], Equation (3.9).
Lemma 4.3. Let Dk := λ−1/2k S∗(Fk) for k = 1, 2, . . . , N . Then we have
(1) For each k = 1, 2, . . . , N , S(Dk) = λ1/2k Fk;
(2) For each k = 1, 2, . . . , N , D∗k = Dk;
(3) D1 = c−1/2pi IdH;
(4) For each k, l = 1, 2, . . . , N , 〈Dk, Dl〉 = δkl, that is, (Dk) is an orthonormal
basis of L(H) with respect to the Hilbert-Schmidt product;
(5) For each k = 1, 2, . . . , N , Tr(Dk) = c1/2pi δ1k.
Proof. Assertion (1) is an immediate consequence of the definition of (Dk) and
Assertion (2) results from the fact that, for each symbol F onM , one has S∗(F )∗ =
S∗(F ). To prove (3), note that, since we have for each f ∈ H, y ∈M ,
Py(f) =
〈f, ey〉
〈ey, ey〉ey ,
we can write, for each f ∈ H and x ∈M ,
(D1f)(x) = c1/2pi
∫
M
(Pyf)(x) dµ(y)
= c1/2pi
∫
M
f(y)ex(y)c−1pi K(y)−1 dµ(y)
= c−1/2pi 〈f, ex〉 .
Hence D1 = c−1/2pi IdH.
To prove (4), note that for each k, l we have
〈Dk, Dl〉 = λ−1/2k λ−1/2l 〈S∗(Fk), S∗(Fl)〉 = λ−1/2k λ−1/2l 〈SS∗(Fk), Fl〉
= λ1/2k λ
−1/2
l 〈Fk, Fl〉 = δkl .
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In particular, for each k, we have 〈D1, Dk〉 = δ1k hence Tr(Dk) = c1/2pi δ1k and
(5) is thus proved. 
Denote by ρ the left-regular representation of G on L2(M,µ) defined by
(ρ(g)F )(x) = F (g−1 ·x). We also denote for g ∈ G and j, k = 1, 2, . . . , N , ujk(g) :=
〈ρ(g)Fj , Fk〉.
Lemma 4.4.
(1) For each F ∈ S and g ∈ G, we have S∗(ρ(g)F ) = pi(g)S∗(F )pi(g)−1.
(2) For each g ∈ G and j = 1, 2, . . . , N , we have
pi(g)Djpi(g)−1 = λ−1/2j
N∑
k=1
λ
1/2
k ujk(g)Dk .
Proof. The first assertion follows from (2) of Proposition 3.2 and implies that, for
each g ∈ G and j = 1, 2, . . . , N , we have
pi(g)Djpi(g)−1 =λ−1/2j pi(g)S∗(Fj)pi(g)−1
=λ−1/2j S∗(ρ(g)Fj)
=λ−1/2j S∗
( N∑
k=1
ujk(g)Fk
)
=λ−1/2j
N∑
k=1
λ
1/2
k ujk(g)Dk .
This proves the second assertion. 
Proposition 4.5. Let W be an invariant symbolic calculus for (G, pi,M) with
associated quantizer Ω. Then there exists an injective operator C : S → L2(M,µ)
which commutes to ρ(g) for each g ∈ G and to complex conjugation, such that
C(1) = 1 and, for each x ∈M , we have
Ω(x) =
N∑
k=1
λ
1/2
k C(Fk)(x)Dk .
Conversely, for each operator C as above, the preceding equation defines a quantizer
for an invariant symbolic calculus for (G, pi,M).
Proof. Assume that W is an invariant symbolic calculus for (G, pi,M) and let Ω
be the associated quantizer. Then there exists a family (aj)1≤j≤N of functions on
M such that, for each x ∈M , we have Ω(x) = ∑Nj=1 aj(x)Dj .
By (2) of Lemma 4.4, we see that the G-invariance of Ω (see Proposition 4.2)
implies that for each x ∈M , g ∈ G and k = 1, 2, . . . , N , we have
ak(g · x) =
N∑
j=1
λ
−1/2
j λ
1/2
k ujk(g)aj(x) .
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This is equivalent to the fact that the operator C : S → L2(M,µ) defined by
C(Fk) = λ−1/2k ak, k = 1, 2, . . . , N , commutes to ρ(g) for each g ∈ G. Moreover,
the property Ω(x)∗ = Ω(x) for each x ∈M implies that ak is real-valued for each
k = 1, 2, . . . , N . That shows that C commutes to complex-conjugation. Also, the
property Tr(Ω(x)) = 1 for each x ∈M gives a1(x) = c1/2pi and, since λ1 = c−1pi , we
get C(1) = 1. The rest of the proposition can be easily verified. 
Proposition 4.6. Let C : S → L2(M,µ) be an operator as in the preceding pro-
position and let W be the invariant symbol calculus (G, pi,M) with quantizer Ω
defined by
Ω(x) =
N∑
k=1
λ
1/2
k C(Fk)(x)Dk .
Then we have W = CS. In particular, the invariant symbol calculus corresponding
to the case when C is the inclusion S → L2(M,µ) is S.
Proof. For each j = 1, 2, . . . , N and x ∈M , we can write
W (Dj)(x) = Tr(Ω(x)Dj)
=
N∑
k=1
λ
1/2
k C(Fk)(x) Tr(DjDk)
=λ1/2j C(Fj)(x)
=C(S(Dj))(x)
hence W (Dj) = CS(Dj) for each j = 1, 2, . . . , N and we can conclude that
W = CS. 
We can easily identify the invariant symbolic calculi on M which are also
Stratonovich-Weyl correspondences.
Proposition 4.7. Let W , Ω and C as in Proposition 4.5.
(1) W is a Stratonovich-Weyl correspondence if and only if the family (λ1/2k C(Fk))k
is orthonormal;
(2) Let C0 be the operator defined by C0(Fk) = λ−1/2k Fk for k = 1, 2, . . . , N .
Then the Stratonovich-Weyl correspondence W0 corresponding to C0 is the
unitary part in the polar decomposition of S, that is, we have W0 = B−1/2S;
(3) Each Stratonovich-Weyl correspondence W on M can be written W = UW0
where U : S → L2(M,µ) is an isometric operator.
Proof. Clearly, an invariant symbolic calculus W on M is a Stratonovich-Weyl
correspondence if and only if (W (Dk))k is an orthonormal system of L2(M,µ). But,
for each k = 1, 2, . . . , N , we have W (Dk) = λ1/2k C(Fk), see the proof of Proposition
4.6. This implies Assertion (1).
Now, on the one hand, we have
W0(Dk) = λ1/2k C0(Fk) = Fk
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for k = 1, 2, . . . , N and, on the other hand, by (1) of Lemma 4.3, we also have
(B−1/2S)(Dk) = B−1/2(λ1/2k Fk) = Fk
for k = 1, 2, . . . , N . Hence we can conclude that W0 = B−1/2S.
To prove Assertion (3), consider a Stratonovich-Weyl correspondence W and
define an operator U : S → L2(M,µ) by U(Fk) = W (Dk) for k = 1, 2, . . . , N .
Since (W (Dk))k is orthonormal, U is an isometry and we have W (Dk) = U(Fk) =
(UW0)(Dk) for each k = 1, 2, . . . , N , hence W = UW0. 
We see that the invariant symbolic calculi for (G, pi,M) are parametrized by
the operators C as in Proposition 4.5. In order to be a little more precise, let
us introduce the decompositions of ρ on S and L2(M,µ) into irreducible unitary
representations:
S = ⊕Nj=1Vi ; L2(M,µ) = ⊕Nj=1Wj .
For each i = 1, 2, . . . , N and j ≥ 0 define the operators Dij : S → L2(M,µ) as
follows. If Vi is not unitarily equivalent to Wj then Dij = 0 and if Vi is unitarily
equivalent to Wj then Dij vanishes on Vk for each k 6= i, maps Vi to Wj and
induces a G-invariant isomorphism from Vi onto Wj .
Let C : S → L2(M,µ) be an operator as in Proposition 4.5. Then, by the Schur’s
Lemma, for each i = 1, 2, . . . , N and j ≥ 0, the composition of C with the inclusion
Vi → L2(M,µ) and the projection L2(M,µ)→Wj is either 0 or an isomorphism
Vi →Wj which is a multiple of Dij |Vi . Consequently, there exists a family dij of
complex numbers such that C =
∑
ij dijDij .
In the case when the decomposition of L2(M,µ) is multiplicity-free (in that
case the decomposition of S is also multiplicity-free), the situation is a little more
simple. Indeed, for each i = 1, 2, . . . , N , there exists a unique j = j(i) such that Wj
is equivalent to Vi and, denoting d′i := dij(i) and D′i = Dij(i) we have C =
∑
i d
′
iD
′
i.
Note also that the decomposition of S is not always multiplicity-free. This can be
seen by using the fact that the representation ρ of G in S is unitarily equivalent to
pi⊗p¯i, see Section 3. Indeed, it is well-known that pi⊗p¯i is not always multiplicity-free
[28]. However, in many cases of interest, L2(M,µ) is multiplicity-free, see [23].
5. The case of a compact semisimple Lie group
In this section, we consider the case where G is a compact connected semisimple
Lie group, pi a unitary irreducible representation of G with highest weight Λ and
M is the coadjoint orbit of G associated with pi [10], [11], [12].
Fix a maximal torus T of G and let ∆ be the root system of G relative to T . Let
∆+ ⊂ ∆ be a system of positive roots. Let t be the Lie algebra of T . Let us denote
by gc and tc the complexifications of g and t. Let Gc and T c be the connected
complex Lie groups whose Lie algebras are gc and tc.
Let β be the Killing form on gc, that is, β(X,Y ) = Tr(adX adY ) for X, Y ∈ gc.
For each λ ∈ (tc)∗, we denote by Hλ the element of tc satisfying β(H,Hλ) = λ(H)
for all H ∈ tc. For λ, µ ∈ (tc)∗, let (λ, µ) := β(Hλ, Hµ).
Fix λ ∈ (tc)∗ a real-valued form on it. Then iHλ lies in g. Let T1 ⊂ G be the
torus generated by exp(iHλ). We can apply to T1 the construction of [31], Section
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6.2. Let H be the centralizer of T1 in G. Then we have T ⊂ H and the root
system of H relative to T is ∆1 = {α ∈ ∆ / (λ, α) = 0 }. Let h be the Lie algebra
of H, hc be the complexification of h and Hc be the connected subgroup of Gc
corresponding to hc. Let gc = tc⊕∑α∈∆ gα be the root space decomposition of gc.
Let ∆+1 = ∆+∩∆1 and Φ = ∆+\∆+1 . We set n+ =
∑
α∈Φ gα and n− =
∑
α∈Φ g−α.
Then, by [31], 6.2.1, n+ and n− are nilpotent Lie algebras satisfying [hc , n±] ⊂ n±
and we have the decompositions
gc = hc ⊕ n+ ⊕ n−, hc = tc ⊕
∑
α∈∆+1
gα ⊕
∑
α∈∆+1
g−α .
We denote by N+ and N− the analytic subgroups of Gc with Lie algebras n+ and
n−, respectively.
Now, we consider the generalized flag manifold M := G/H. A complex structure
on M is defined by the diffeomorphism M = G/H ' Gc/HcN− [31], 6.2.11. We
denote by τ : Gc → M ' Gc/HcN− the natural projection. Recall that (1) each
g in a dense open subset of Gc has a unique Gauss decomposition g = n+hn−
where n+ ∈ N+, h ∈ Hc and n− ∈ N− and (2) the map σ : Z → τ(expZ) is a
holomorphic diffeomorphism from n+ onto a dense open subset of M (see [21],
Chap. VIII). Then the natural action of Gc on M ' Gc/HcN− induces an action
(defined almost everywhere) of Gc on n+. We denote by g · Z the action of g ∈ Gc
on Z ∈ n+. Following [25], we introduce the projections κ : N+HcN− → Hc and
ζ : N+HcN− → N+. Then, for g ∈ Gc and Z ∈ n+ we have g · Z = log ζ(g expZ).
We set (X+iY )∗ = −X+iY forX, Y ∈ g and we denote by g → g∗ the involutive
anti-automorphism of Gc which is obtained by exponentiating X+ iY → (X+ iY )∗
to Gc. Also, let θ be the conjugation of gc with respect to g and let θ˜ be the
automorphism of Gc for which dθ˜ = θ. Then we have θ(X) = −X∗ for X ∈ gc and
θ˜(g) = (g∗)−1 for g ∈ Gc.
Let us assume that λ is integral and dominant, that is, 2λ(Hα)α(Hα) is a nonnegative
integer for each α ∈ ∆+. Let χ0 be the unique character on H such that λ = dχ0|t
and let χλ be the unique extension of χ0 to HcN−. There exists a unique (up to
equivalence) unitary irreducible representation piλ of G with highest weight λ. This
representation is usually realized in the space of the holomorphic sections of the
holomorphic line bundle Lλ = Gc ×χ C. Here we use the realization of piλ which
was obtained in [10] by trivializing Lλ by means of the section Z ∈ n+ → [expZ, 1].
Let χΛ be the character of Hc corresponding to Λ =
∑
α∈Φ α, that is, χΛ(h) =
Detn+ Ad(h) for each h ∈ Hc. Then the G-invariant measure on n+ is
dµ(Z) = c0χΛ(k(Z)) dµL(Z)
where k(Z) := κ(expZ∗ expZ), dµL(Z) is a Lebesgue measure on n+ and, according
to Section 3, the constant c0 is defined by
c−10 =
∫
n+
χΛ(k(Z)) dµL(Z) .
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The representation space of piλ is then the finite-dimensional Hilbert space Hλ
consisting of complex polynomials f satisfying
‖f‖2λ :=
∫
n+
|f(Z)|2 χλ(k(Z)) dµ(Z) < +∞ .
We denote by 〈· , ·〉λ the Hilbert product on Hλ and by ‖ · ‖λ the corresponding
Hilbert norm.
Moreover, the representation piλ acts on Hλ as
(piλ(g)f)(Z) = χλ(exp(−Z)g exp(g−1 · Z))f(g−1 · Z) .
Proposition 5.1 ([10]). With the notation as in Section 2, we have
(1) For each g ∈ G and Z ∈ n+, we have α(g, Z) = χλ(exp(−Z)g−1
exp(g · Z)) = χλ(κ(g expZ))−1;
(2) For each Z ∈ n+, we have K(Z) = χλ(k(Z))−1;
(3) For each Z,W ∈ n+, we have eZ(W ) = k(W,Z) = cpiλχλ(κ(expZ∗
expW ))−1 where cpiλ = dim(Hλ).
Then we can define the covariant Berezin symbol Sλ(A) of each operator A on
Hλ as in Section 3. The kernel of A is the function kA(Z,W ) = 〈AeW , eZ〉λ which
is holomorphic in the variable Z and anti-holomorphic in the variable W . Then kA
is determined by its restriction to the diagonal. Consequently, the map Sλ is here
injective and the results of Section 4 work in this case.
In [10], we proved the following result.
Proposition 5.2. The map ψλ : n+ → g defined by
ψλ(Z) := Ad
(
θ˜(expW ) ζ(expZ∗ expZ)
)
(−iHλ)
is a diffeomorphism from n+ onto a dense open subset of the orbit Oλ of −iHλ ∈ g
for the adjoint action of G. Moreover, for each X ∈ gc and Z ∈ n+, we have
Sλ(dpiλ(X))(Z) = iβ(ψλ(Z), X)
and, for each g ∈ G and Z ∈ n+, we have ψλ(g · Z) = Ad(g)ψλ(Z).
This proposition allows us to transfer Sλ as well each invariant symbolic calculus
on n+ to Oλ. Then the results of Section 4 also give a description of the invariant
symbolic calculi for (G, piλ,Oλ).
Note that the computations of (Fk), (λk) and (Dk), with the notation of Section
4, are difficult in general. However, in the particular case when G/K is a (compact)
Hermitian symmetric space, a formula for the λk in terms of the Gamma function
is given in [33].
6. Example
Here we take G = SU(n+ 1) and use the notation of Section 5. Each g ∈ G can
be written as a block matrix (
a b
c d
)
with matrices a(1× 1), b(1× n), c(n× 1) and d(n× n).
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We take T1 to be the torus of G consisting of the matrices(
eit 0
0 eisIn
)
t, s ∈ R, eiteins = 1 .
Then T1 is contained in the maximal torus T of G of all matrices
Diag(eit1 , eit2 , . . . , eitn+1) t1, t2, . . . , tn+1 ∈ R ,
n+1∏
k=1
eitk = 1
and H consists of the matrices(
a 0
0 d
)
|a| = 1, d ∈ U(n), aDet(d) = 1 .
Note that Gc = SL(n+ 1,C). Let t the Lie algebra of T . Then we have
tc =
{
X = Diag(x1, x2, . . . , xn+1) : xk ∈ C,
n+1∑
k=1
xk = 0
}
.
The set ∆ of roots of tc on gc is λi−λj for 1 ≤ i 6= j ≤ n+ 1 where λi(X) = xi for
X ∈ tc as above. Here we take ∆+ to be λj−λi for 1 ≤ i < j ≤ n+1. Consequently,
we have
N+ =
{(
1 0
zt In
)
: z ∈ Cn)
}
, N− =
{(
1 y
0 In
)
: y ∈ Cn
}
and we can identify n+ to Cn via
z →
(
1 0
zt In
)
.
Here the subscript t denotes transposition.
Note also that
Hc =
{(
a 0
0 d
)
: a ∈ C, d ∈Mn(C), aDet(d) = 1
}
.
Then we can easily verify that the Gauss decomposition of a matrix g ∈ Gc is given
by
g =
(
a b
c d
)
=
(
1 0
a−1c In
)(
a 0
0 d− a−1cb
)(
1 a−1b
0 In
)
if a 6= 0. In particular, we see that G ⊂ N+HcN− and that the action of Gc on
n+ ' Cn is given by
g · z = (a+ bzt)−1(ct + zdt) , g =
(
a b
c d
)
.
Now, we fix a positive integer m and consider the character χ of H defined by
χ
(
a 0
0 d
)
= a−m .
Then the corresponding unitary irreducible representation pi := piχ of G has highest
weight −mλ1. Moreover, in this case, the reproducing kernel of H is
k(w, z) = ez(w) = cpi(1 + z¯wt)m .
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Moreover, since Λ = −(n+ 1)λ1 here, the G-invariant measure µ on n+ ' Cn is
given by
dµ(z) = c(1 + z¯zt)−(n+1)dxdy
with the notation zk = xk + iyk, k = 1, 2, . . . , n and dx = dx1dx2 . . . dxn, dy =
dy1dy2 . . . dyn. The constant c is then given by
c−1 =
∫
Cn
(1 + z¯zt)−(n+1)dxdy = pi
n
n! .
Thus we see that H is the space of all polynomials on Cn of degree ≤ m endowed
this the Hilbert product
〈f1, f2〉 = n!
pin
∫
Cn
f1(z)f2(z)(1 + z¯zt)−(m+n+1) dx dy .
This implies, in particular, that cpi = dim(H) =
(
m+n
m
)
.
On the other hand, since we have
α(g−1, z) = (a+ bzt)m , z ∈ Cn, g−1 =
(
a b
c d
)
∈ G ,
pi is given by
(pi(g)f)(z) = (a+ bzt)mf(g−1 · z), g−1 =
(
a b
c d
)
.
Let β0 be the bilinear form on g defined by β0(X,Y ) = 1n+1 Tr(XY ). Let
X0 = im
(
n 0
0 −In
)
∈ g and ξ0 = β0(X0, ·) ∈ g∗. Then we have dχ = iξ0 on t and
pi is associated with the coadjoint orbit O(ξ0) of ξ0. Moreover, if we introduce the
section z → gz for the action of G on Cn defined by
gz :=
1√
1 + |z|2
(
1 z¯
−zt b(z)
)
, b(z) :=
√
1 + |z|2In − (1 +
√
1 + |z|2)−1ztz¯
then the map Ψ : z → Ad∗(gz)ξ0 is a diffeomorphism from Cn onto a dense open
set of O(ξ0) such that for each z ∈ Cn, X ∈ g, we have S(dpi(X))(z) = i〈Ψ(z), X〉
and, for each z ∈ Cn, g ∈ G, we have Ψ(g · z) = Ad∗(g)Ψ(z) [9]. More precisely,
for each z ∈ Cn, we have Ψ(z) = β0(Xz, ·) where
Xz :=
im
1 + |z|2
(
n− |z|2 (n+ 1)z¯
(n+ 1)zt (n+ 1)ztz¯ − (1 + |z |2)In
)
.
We focus now on the case m = 1 in which the explicit calculation of the Berezin
transform on S is possible (the computation of B for general m is a difficult task).
We need the following computational lemmas.
Lemma 6.1. (1) For each real number a ≥ 0, the volume of{
x = (x1, x2, . . . , xn) ∈ [0,+∞[n :
n∑
i=1
xi ≤ a
}
is an/n!.
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(2) For each integer p > n, we have∫
[0,+∞[n
1
(1 +
∑n
i=1 xi)p
dx = (p− n− 1)!(p− 1)! .
(3) For each j, k = 1, 2, . . . , n, j 6= k, we have∫
[0,+∞[n
xj
(1 +
∑n
i=1 xi)n+3
dx = 1(n+ 2)! ;∫
[0,+∞[n
x2j
(1 +
∑n
i=1 xi)n+3
dx = 2(n+ 2)! ;∫
[0,+∞[n
xjxk
(1 +
∑n
i=1 xi)n+3
dx = 1(n+ 2)! .
Proof. (1) can be proved by induction on n. (2) can be deduced from (1) by
making first the change of variables defined by y1 =
∑n
i=1 xi, yk = xk for k > 1
and then the change t = y11+y1 . (3) can be proved similarly. Details are left to the
reader. 
Lemma 6.2. For each j, k = 1, 2, . . . , n, j 6= k, we have∫
Cn
1
(1 +
∑n
i=1 |zi|2)n+3
dx dy = 2(n+ 2)!pi
n ;∫
Cn
zj
(1 +
∑n
i=1 |zi|2)n+3
dx dy =
∫
Cn
z¯j
(1 +
∑n
i=1 |zi|2)n+3
dx dy = 0 ;∫
Cn
zj z¯k
(1 +
∑n
i=1 |zi|2)n+3
dx dy = 0 ;∫
Cn
|zj |2
(1 +
∑n
i=1 |zi|2)n+3
dx dy = 1(n+ 2)!pi
n ;∫
Cn
|zjzk|2
(1 +
∑n
i=1 |zi|2)n+3
dx dy = 1(n+ 2)!pi
n ;∫
Cn
|zj |4
(1 +
∑n
i=1 |zi|2)n+3
dx dy = 2(n+ 2)!pi
n .
Proof. Passing to polar coordinates zj = rjeiθj , j = 1, 2, . . . , n, we reduce the
calculations of these integrals to those of the preceding lemma. 
The functions 1, z1, z2, . . . , zn constitute a basis of H. For 0 ≤ i, j ≤ n, we write
Aij for the operator H whose matrix in this basis has ij-th entry 1 and all of the
other entries 0. Then S is here spanned by
f00(z) := S(A00)(z) =
1
1 +
∑n
i=1 |zi|2
; f0j(z) := S(A0j)(z) =
z¯j
1 +
∑n
i=1 |zi|2
;
fi0(z) := S(Ai0)(z) =
zi
1 +
∑n
i=1 |zi|2
; fij(z) := S(Aij)(z) =
ziz¯j
1 +
∑n
i=1 |zi|2
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for i, j = 1, 2, . . . , n. We have the following result.
Proposition 6.3. (1) For i, j = 1, 2, . . . , n, we have
B(f00) =
1
n+ 2(1 + f00) ; B(f0j) =
1
n+ 2f0j ; B(fi0) =
1
n+ 2fi0 ;
B(fii) =
1
n+ 2(1 + fii); B(fij) =
1
n+ 2fij , i 6= j .
(2) The functions F00 =1, F0j =
√
(n+ 1)(n+ 2)f0j, Fi0 =
√
(n+1)(n+2)fi0,
Fij =
√
(n+1)(n+2)fij (i 6= j) and Fii =
√
1
2 (n+ 1)(n+ 2)(f00− fii) for
i, j = 1, 2, . . . , n form an orthonormal basis of S consisting of eigenfunctions
of B, the corresponding eigenvalues being 1n+1 for F00 and
1
n+2 for Fij
with (i, j) 6= (0, 0).
(3) The corresponding operators Dij of H are given by D00 = 1√n+1 IdH,
Dij =
√
n+ 1Aij and Dii =
√
1
2 (n+ 1)(A00 − Aii) for i, j = 1, 2, . . . , n,
i 6= j.
Proof. Taking Lemma 6.2 into account, (1) immediately follows from the integral
formula for B (see (5) of Proposition 3.2) which is here
B(F )(z) = (n+ 1)!
pin
∫
Cn
F (w) (1 + z¯w)(1 + w¯z)(1 + |z|2)(1 + |w|2) (1 + |w|
2)−(n+1) dx dy
and (2) from the computations of the ‖fij‖ for i, j = 0, 1, . . . , n. Finally, to prove
(3), we have just to use (1) and (3) of Lemma 4.3. 
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