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Abstract Social networking services like Twitter have
been playing an import role in people’s daily life since
it supports new ways of communicating effectively and
sharing information. The advantages of these social net-
work services enable them rapidly growing. However,
the rise of social network services is leading to the in-
crease of unwanted, disruptive information from spam-
mers, malware discriminators, and other content pol-
luters. Negative effects of social spammers do not only
annoy users, but also lead to financial loss and privacy
issues. There are two main challenges of spammer detec-
tion on Twitter. Firstly, the data of social network scale
with a huge volume of streaming social data. Secondly,
spammers continually change their spamming strategy
such as changing content patterns or trying to gain so-
cial influence, disguise themselves as far as possible.
With those challenges, it is hard to directly apply tra-
ditional batch learning methods to quickly adapt newly
spamming pattern in the high-volume and real-time so-
cial media data. We need an anti-spammer system to
be able to adjust the learning model when getting a la-
bel feedback. Moreover, the data on social media may
be unbounded. Then, the system must allow update
efficiency model in both computation and memory re-
quirements. Online learning is an ideal solution for this
problem. These methods incrementally adapt the learn-
ing model with every single feedback and adjust to the
changing patterns of spammers overtime. Our experi-
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ments demonstrate that an anti-spam system based on
online learning approach is efficient in fast changing of
spammers comparing with batch learning methods. We
also attempt to find the optimal online learning method
and study the effectiveness of various feature sets on
these online learning methods.
Keywords Social spammer detection · Online
learning · Twitter
1 Introduction
Social network services like Twitter have been played a
major role in people’s daily life. It offers a convenient
and efficient way to communicate and disseminate in-
formation. Individuals use Twitter to tweet anything
about their concern such as news, jokes, or even their
feeling. Companies and organizations use Twitter as
an effective channel to connect with their customers,
promote or sell their products. With these advantages,
Twitter has been increasingly used for large-scale in-
formation dissemination in various fields of human life
such as marketing, journalism or public relations.
Nevertheless, the popularity of Twitter has led to the
rise of unwanted, disruptive information from social
spammers. Twitter spammers (Wikipedia, 2016) are de-
fined as malicious users who try to gain social influence
and generate spamming contents which negatively im-
pact on legitimate users. Spammers are motivated to
launch various of attacks such as stealing personal in-
formation of users (Bilge et al, 2009), spreading viruses,
malware (Grier et al, 2010), phishing attacks, or com-
promise suspicious fake followers. Social spammers do
not only annoy users, but also lead to financial loss and
ar
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privacy issues of users. Therefore, the problem of so-
cial spamming is a serious issue prevalent on Twitter.
Characterizing and detecting social spammers can keep
Twitter as a spam-free environment and improve the
quality of user experiences.
There are two main challenges of spammer detection
on Twitter.
1. The first challenge is how to process an enormous
amount of Twitter data. Today, Twitter services
handle more than 2.8 billion requests and store 4.5
petabytes of time series data every minutes (Twit-
ter, 2016). We need an approach that can be able
to scale up to handle a huge volume of data with
limited computation capacity.
2. Fast change of spamming patterns is the second
challenge. The social spammer detection usually seems
like a endless game between spammers and anti-
spam systems. Spammers continually change their
spamming strategy to fool the anti-spam systems.
An approach that can be able to adapt to the com-
plex, and fast changing of data is needed.
There were some previous studies on the Twitter spam-
mer detection for years. Their approaches address this
problem as the task of classifying a Twitter user into
a spammer or a legitimate user. By analytic the spam-
mers behaviors, they proposed effective features which
related to content-based and network-based of users
and then built a traditional batch learning model to
detect spammers for future data. However, such batch
learning models are less efficient due to rapid changing
and quick evolution of spammers. Moreover, because of
limited resources, it is very expensive if we gather all
spamming patterns from batches to train the learning
model.
One efficient approach for the fast evolve and large-
scale of social spammer detection on Twitter is online
learning. The online learning method continually up-
dates the existing model while data arrives, as opposed
to batch learning techniques which learn from the en-
tire data. In this paper, we study how to apply online
learning on the social spammer detection on Twitter.
Our experiment on Honey Pot dataset (Lee et al, 2011)
and 1KS-10KN (Yang et al, 2012) dataset indicate the
effectiveness of the online learning approach for this
problem.
The main contributions of our work are outlined as fol-
lows:
1. Successfully apply online learning for the problem
of social spammer detection on Twitter. Our ex-
periments show that online learning approaches ef-
ficiently reflect with the fast changing of data.
2. Find an optimal online learning method for social
spammer detection on Twitter. We evaluated 16 on-
line learning algorithms and find the Soft Confident-
Weight algorithm achieves the best performance.
3. Evaluate the effectiveness of four different feature
sets when applying online learning on this problem.
The best result was observed by the combination of
2 sets of user network features and user activities
features. This results indicated that user profile fea-
tures and user content features are less robust than
user network features and user activities features.
The remaining of this report is organized as follows.
In the next section, we will present a brief overview of
related works on spammer detection. A description of
the methodology applied will be described in Section 3.
Then an experimental study showing the effectiveness
of online learning is presented in Section 4. Finally, we
conclude and discuss future work in Section 5.
2 Related Works
2.1 Spammer detection in other platforms
Spammers have been around us since the beginning of
the electronic communication and adapted through the
development of technology. Spam detection problem is
a serious issue, and it has been studied for years on
various platforms such as SMS (Go´mez Hidalgo et al,
2006), email (Blanzieri and Bryl, 2008), and the Web
(Webb, 2006). A popular and well-developed approach
for spam detection is based on machine learning tech-
niques. They extracted effective features from historical
data and built a supervised learning model. This model
will be used to classify new data as either spam or le-
gitimate user/message.
2.2 Spammer detection on Twitter
As a result of the popularity of social media like Twit-
ter, spammers are turning into the fast growing in this
platform. There were some previous studies to tackle
this problem.
Some studies focus on analyzing the spammer charac-
teristics on Twitter. (Yardi et al, 2009) explored the be-
havior of spammers from the entire life cycle of #robot-
pickupline hashtag. According to their observations, spam-
mers tend to send more messages and network interac-
tion with others. Thus, the higher ratio of followers to
followings of a user have, the higher probability that
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the user is a spammer. (Grier et al, 2010) studied per-
spective of spammers and click-through behaviors. Ad-
dition, they had already evaluated the effectiveness of
backlists to prevent spamming. (Thomas et al, 2011b)
collected the suspended accounts in 7 months from Au-
gust 2010 to March 2011 and then they studied the
characteristic of spammer account, tweet behavior, and
spam campaign. (Ghosh et al, 2012) focused on the link
farm on Twitter by analyzing the suspended accounts.
They observed that most of the link farms came from
new users. They also proposed Collusion Rank to de-
mote the ranking of link farms on Twitter.
(Benevenuto et al, 2010) addressed the study of spam-
mer detection on Twitter trending topics. They used an
SVM classifier to distinguish between spammers and le-
gitimate users based on the basic of tweet contents and
user profile information. Using the social honeypot to
collected spammers is an interested work studied by
(Lee et al, 2010, 2011). After analysis spammer behav-
ior, they extracted user profile features and user net-
work features and built a supervised learning classifier
to identify spammers. However, the approach requires
a lot of time for observation spamming evidence. Addi-
tion, the collected data is often biased because it was
only received content polluted from active spammers
who was following the honeypot accounts.
(Yang et al, 2011) observed that the proposed features
from previous works were less effective with the evolv-
ing of spammers. They utilized ten new features for
spammer detection on Twitter and evaluated these fea-
tures with the existing ones. Their experiments indi-
cated that using their new features give a better result
for spammer detection problem. (Ferrara et al, 2014)
used the information related to tweet content, user net-
work, sentiment, and temporal patterns of activity for
detecting Twitter bots. Some approaches have assessed
the safety or suspiciousness of URLs in tweets as a mean
to identify spam tweets (Thomas et al, 2011a; Cao and
Caverlee, 2015; Wang et al, 2013; Lee and Kim, 2012).
More recent work has investigated the relationship be-
tween automation and spamming. In the study of (Am-
leshwaram et al, 2013), a system for automated spam-
mers detection is described. Features related to automa-
tion have been exploited to adapt to the changing struc-
ture of Twitters spammers population. An analysis of
automated activity on Twitter was presented on (Chu
et al, 2010), and a system that detects the automation
of an account is described in (Chu et al, 2012).
Previous works on spam detection on Twitter can be
summarized as follows: collecting and analyzing spam-
mer behaviors, define and extracting effective features,
using supervised learning algorithms to build the sta-
tistical classifier to detect spammers. However, the be-
havior of spammers changes too fast in social media. It
is hard for the batch-learning system to adapt to the
evolving of spammers.
3 Online Learning for Social Spam Detection
To detect spammer on Twitter, we propose a framework
based on online supervised classification method. The
classify model will be incrementally updated real-time.
The overall framework is presented in the Fig 1. In the
training step, given m users with their identity label,
the system will extract the features vector of each user.
The detail of the extracted features will be talking in
the feature represent spammers or legitimate users. Fea-
ture vectors and identity labels will be used to built the
classifier model Hm. Given one more user, the feature
extraction module will be used to extract the features
of the user and update classifier model Hm to Hm+1.
3.1 Features represent spammers or legitimate users
A spammer and a legitimate user have motivation dif-
ferently in posting tweets or doing social activities. We
can assume that the characteristics of spammers are
quite different to legitimate users. The features to present
a user include profile, social networks, activities and
content of posted tweets.
3.1.1 User profile features
The profile features are extracted from a user’s Twitter
profile and consist of:
– the length of screen name
– whether the user profile has a description, the length
of description
– whether the user profile has a URL
– the longevity (age) of an account (hours, days, weeks)
3.1.2 User networks features
The following features are used to characterize a user’s
social networks which mainly extracted from friendship
information.
– number of users following (friends)
– number of followers
– the ratio of number of following to number of fol-
lowers
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Fig. 1: The online learning framework for spammer detection on Twitter
– the reputation of a user which is calculated by the
ratio between the number of followers and the total
number of followers and following. User’s reputation
= followersfollowing+followers
– the following rate which is calculated the ratio be-
tween number of following and the longevity of ac-
count (hours, days, weeks)
– the followers rate which is calculated the ratio be-
tween number of followers and the longevity of ac-
count (hours, days, weeks)
– number of bidirectional friend following∩followes
– the percentage of bidirectional friends with follow-
ing following∩followesfollowing
– the percentage of bidirectional friends with followers
following∩followes
followes
– the standard deviation of followings
– the standard deviation of followers
3.1.3 User activity features
These features category capture user’s social activities
such as posted tweets or retweets.
– number of posted tweets
– number of posted tweets per hours, days, weeks
– number of content similarity of posted tweets by a
user.
– number of direct mentions (e.g., @username) per
posted tweet
– number of direct mentions (e.g., @username) per
hours, days, weeks
– number of URLs per tweet
– number of URLs per hours, days, weeks
– number of hashtags per tweet
– number of hashtags per hours, days, weeks
– number of retweets per tweet
– number of retweets per hours, days, weeks
3.1.4 User content features
Capture the linguistic properties of the text of each
tweet such as part-of-speech tagging, the number of
spam words from spamming words dictionary 1, Lin-
guistic Inquiry and Word Count (LIWC) and sentiment
features.
– Part-of-speech tagging provides the syntactic infor-
mation of a sentence and has been used in the nat-
ural language processing for measuring text infor-
mativeness. In detail implementation, we use the
Twitter-specific tagger (Gimpel et al, 2011).
– Number of spam words is generated by matching a
famous list of spam words. This list contains over
21,000 phrases, patterns, and keywords commonly
used by spammers and comment bots in usernames,
email addresses, link text. Since the masking be-
havior can dramatically decrease the proportion of
spam tweets in a spamming account, applying this
feature on an account content may not be helpful in
detecting complex spamming accounts.
– LIWC dictionary is used to analyze text statisti-
cally and find psychologically-meaningful categories
(Pennebaker et al, 2001). There are 68 defined cate-
gories in LIWC dictionary. We use LIWC dictionary
to compute 68 user’s personality features. These
features may help to determine the personality of
spammers or legitimate users.
– In psychological, the micro expressions (Matsumoto
and Hwang, 2011) play a distinct role in detecting
deception. Inspired by this work, I explore the senti-
ment information could help capture deceptions of
spammers. In this work, I use the list of lexicons
from (Dodds et al, 2011) for generating the senti-
ment features.
1 https://github.com/splorp/wordpress-comment-blacklist
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3.2 Online learning algorithms
This section briefly presents the online learning algo-
rithms which we use for our evaluation. Informal, the
online learning algorithms are trying to solve an online
classification problem over a sequence of pairs {(x1, y1),
(x2, y2), ..., (xm, ym)}, where each xm is an example’s
feature vector and ym ∈ {0, 1} is its label. At each step
m during training, the algorithm makes a label pre-
diction hm(xm), which for linear classifier is hm(x) =
sign(wmx).
After making a prediction, the algorithm receives the
actual label ym. Then the algorithms compute the loss
l(ym, yˆm) based on some criterion to measure the differ-
ence between the prediction and the revealed true label
ym. The learner finally decides when and how to update
the classification model at the end of each learning step
bases on the result of the loss function.
In this paper, we have no vested interest in any par-
ticular strategy for online learning. We simply focus on
the application of online learning on the problem social
spammer detection on Twitter.
In our experiment, we use the LIBOL an online learn-
ing tool which was developed by (Hoi et al, 2014). This
tool consists of existing state-of-the-art online learning
algorithms for large-scale online classification tasks. In
details, these online learning algorithms can be grouped
into two following categories: first-order online learning
algorithms and second-order online learning algorithms.
First-order online learning algorithms include the algo-
rithms that only keep updating one classification func-
tion. The examples algorithms in this categories are fol-
lowing:
– Perceptron: the classical online learning algorithm
(Rosenblatt, 1958)
– ALMA: the Approximate Maximal Margin algorithm
(Gentile, 2002)
– ROMMA: the Relaxed Online Maximum Margin al-
gorithm (Li and Long, 2002)
– OGD: the Online Gradient Descent algorithm (Zinke-
vich, 2003)
– PA: the Passive Aggressive algorithm (Crammer et al,
2006)
Second-order online learning algorithms have been ex-
plored in recent years. The major family of this cat-
egories assume the weight vector follows a Gaussian
distribution w ∼ N(µ,Σ) with mean vector µ ∈ Rd,
covariance matrix Σ ∈ Rd×d and dimensional vector
Table 1: Statistics of 2 two datasets: Honey Pot (Lee
et al, 2011) and 1KS-10KN (Yang et al, 2012)
Spammers Legitimate Users
# Users # Tweets # Users # Tweets
Honey Pot 22,223 2,353,473 19,276 3,259,693
1KS-10KN 1,000 145,095 10,000 1,209,521
space d. The examples algorithms in this categories are
following:
– SOP: the Second Order Perceptron algorithm (Cesa-
Bianchi et al, 2005)
– CW: the Confidence-Weight learning algorithm (Cram-
mer et al, 2009a)
– IELLIP: the online learning algorithms by improved
ellipsoid method (Yang et al, 2009)
– ARROW: the Adaptive Regularization of Weight
Vectors algorithm (Crammer et al, 2009b)
– NARROW: the New variant of Adaptive Regular-
ization (Orabona and Crammer, 2010)
– NHERD: the Normal Herding method via Gaussian
Herding (Crammer and Lee, 2010)
– SCW: the Soft Confidence Weight algorithms (Wang
et al, 2012)
4 Experiments
In this section, we conduct the experiments to evalu-
ate the effectiveness of online learning over the social
spammer detection on Twitter. To demonstrate the ef-
fectiveness of online learning, we address the following
questions:
1. What is the accuracy of online learning methods
compare with the batch learning methods on the
single dataset?
2. Do online learning algorithms provide a better adap-
tation on the data distribution changing?
3. Which online algorithms are most appropriate for
our application?
4. How about the effectiveness of four different fea-
ture sets when applying online learning on the social
spammer detection on Twitter?
4.1 Datasets
In our experiments, we use two Twitter datasets. The
statistics of two datasets are presented in Table 1.
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4.1.1 Social Honeypot Dataset:
(Lee et al, 2011) created 60 Tweeter accounts to attract
spammers. After seven months, from December 2009
to August 2010, his team collected the information of
41,499 users and 5,613,166 their tweets. 22,223 users
were labeled as spammers and 19,276 legitimate users.
The ratio of spammers to legitimate users is around 1:1.
4.1.2 1KS-10KN Dataset:
This dataset was collected by (Yang et al, 2012) from
April 2010 to July 2010. This dataset contains the in-
formation of 11,000 users and 1,354,616 their tweets.
They labeled 1,000 users as spammers and 10,000 legit-
imate users. The ratio of spammers to legitimate in the
1KS-10KN data is 1:10.
In two dataset, we don’t have the information about
the changing of network information of users through a
specific time interval. We only have a snapshot of net-
work information at the ending of collected data. For
our work, we adapted the datasets with our purpose by
randomly splitting each dataset to 20 parts and consid-
ering each part as a time interval.
4.2 Effectiveness of Online learning on single dataset
In this section, we start by evaluating the effectiveness
of online learning over the batch learning method re-
garding classification cumulative error rate on Honey
Pot dataset and 1KS-10KN dataset. A lower the cu-
mulative error rate means the better performance. In
details, we compare two online learning algorithms -
SCW (Wang et al, 2012) and ALMA (Gentile, 2002)
against two different training set configurations of the
batch learning - Random Forest algorithms. We choose
the batch learning - Random Forest algorithm because
it was produced the highest performance on previous
researches: (Lee et al, 2011; Yang et al, 2011). 2 on-
line learning algorithms: SCW (Wang et al, 2012) and
ALMA (Gentile, 2002) were chosen because they gave
the lowest and second-lowest cumulative error rate in
our experiments which will be presented in Table 4. As-
suming that our system can only process one part of the
dataset, we conduct experiments to every single part of
data.
Figure 2 and Table 2 shows the classification cumu-
lative error rates for online learning method and batch
learning method on Honey Pot dataset and 1KS-10KN
dataset. The x-axis shows the percentage of the dataset
Table 2: Effectiveness of online learning on single
dataset
%
HoneyPot 1KS-10KN
RF1 RF-2 SCW ALMA RF-1 RF-2 SCW ALMA
10 0.101 0.098 0.104 0.112 0.018 0.020 0.038 0.055
15 0.102 0.095 0.099 0.108 0.014 0.018 0.030 0.053
20 0.101 0.091 0.094 0.105 0.013 0.015 0.025 0.048
25 0.099 0.090 0.092 0.102 0.012 0.014 0.021 0.044
30 0.099 0.091 0.089 0.099 0.013 0.015 0.019 0.044
35 0.099 0.090 0.090 0.099 0.014 0.015 0.019 0.044
40 0.098 0.089 0.088 0.098 0.014 0.016 0.018 0.044
45 0.098 0.090 0.088 0.099 0.013 0.015 0.017 0.042
50 0.097 0.089 0.087 0.098 0.013 0.015 0.016 0.040
55 0.097 0.089 0.087 0.099 0.012 0.014 0.016 0.039
60 0.096 0.089 0.087 0.099 0.012 0.014 0.015 0.037
65 0.097 0.090 0.087 0.099 0.012 0.014 0.014 0.035
70 0.096 0.089 0.086 0.099 0.012 0.014 0.014 0.033
75 0.095 0.089 0.086 0.099 0.012 0.015 0.014 0.032
80 0.095 0.090 0.086 0.099 0.012 0.015 0.014 0.032
85 0.096 0.090 0.086 0.099 0.013 0.015 0.014 0.031
90 0.096 0.090 0.086 0.099 0.013 0.015 0.014 0.030
95 0.096 0.090 0.086 0.099 0.013 0.015 0.014 0.029
100 0.096 0.091 0.086 0.100 0.013 0.015 0.014 0.029
and the y-axis shows the cumulative error rate: per-
centage of miss-classified examples for all user up to
this part. The RF-1 represent using the batch learning
- Random Forest to train once on the first part of 20
splitting data. Then the model will be used to test on
all the remaining parts. The RF-2 uses the same setting
with RF-1 but retrain the model for every interval. For
example, RF-2 train on part 2 of dataset and test on
part 3. SCW and ALMA are 2 online learning used to
make a single update over a cumulative training data.
In our experiment on single dataset, the distribution
of data does not change much since we do not have the
real streaming data on social spammer detection. We
try to adapt the data Honey Pot and 1KS-10KN with
our purpose. At the beginning part of data, the cumula-
tive error rate of two online learning algorithms: SCW
and ALMA are lower than batch learning: RF-1 and
RF-2. However, the next results on the remaining parts
show that SCW and ALMA faster reduce the cumula-
tive error rate than batch learning. It means that online
learning gives a more rapid adaptability when testing
with other parts of data.
These results tested on single dataset indicate that on-
line learning can give a comparable result with batch-
learning when the distribution of data does not change
much. Although online learning does not achieve the
better result compare with batch learning techniques,
it allows faster adapt to new data.
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Fig. 2: Effectiveness of online learning on single dataset
4.3 Effectiveness of Online learning on combine
dataset
In the real world problem, social spammers always change
their spamming strategy; it makes rapid changing in
the distribution of data. It explained why we study the
ability to adapt to the changing distribution when to
combine two datasets. We use the same online learn-
ing algorithms and two setting of batch learning in the
previous section and evaluate on the combined dataset.
In particular, this dataset contains 20 first parts from
Honey Pot dataset and 20 next parts from 1KS-10KN
dataset.
Figure 3 show the result of social spammer detection
on the combine of Honey Pot and 1KS-10KN dataset.
In the RF-1, the cumulative error rate becomes signifi-
cant increase when testing on data from 1KS-10KN. It
is indicated the classifier model fail to detect spammers
when data distribution changes. If we want to achieve
better accuracy, we need to retrain the model with the
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Fig. 3: Effectiveness of Online learning on combine
dataset
new data from the 1KS-10KN dataset. In RF-2, the
classifier will be re-trained from the prior interval, gave
the better performance than RF-1. It means that the
new data eventually can help to reduce the cumulative
error rate. However, online learning algorithms - SCW
and ALMA gave the better adaptability with the chang-
ing of data distribution since it gave the lowest cumula-
tive error rate compare with the batch-learning method.
The experiment results show that online learning very
appropriate with the fast changing of spammers.
4.4 Which online algorithms are most appropriate for
social spammer detection
In this section, we evaluate which of the online learning
algorithms are the best suited to the social spammer
detection. We tested 16 online learning algorithms im-
plemented using the LIBOL tool. All of the experiments
run on the combined dataset discussed in the previous
section.
Table 4 shown the comparison of the performance of
online learning algorithms. We find that the cumula-
tive error rate ranged from 0.265 to 0.071. The Soft
Confidence-Weight showed the best performance com-
pare with the other online learning algorithms.
4.5 Effectiveness of various feature set combinations
In this section, we trained 2 online learning (SCW-
the highest performance and ALMA-the second-highest
performance) with different feature sets (e.g. UP: User
Profile features, UN: User Network features, UA: User
Activities features, UC: User Content features) and var-
ious combination of the feature sets on the mixture of
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Table 4: Performance comparison of online learning algorithms
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10% 0.137 0.164 0.168 0.107 0.095 0.145 0.126 0.131 0.137 0.165 0.148 0.097 0.093 0.103 0.105 0.104
15% 0.129 0.150 0.155 0.102 0.096 0.143 0.128 0.132 0.131 0.159 0.146 0.097 0.092 0.104 0.098 0.101
20% 0.125 0.148 0.154 0.099 0.092 0.140 0.127 0.130 0.127 0.156 0.147 0.093 0.089 0.102 0.094 0.098
25% 0.126 0.150 0.155 0.098 0.090 0.137 0.126 0.128 0.123 0.154 0.146 0.090 0.088 0.102 0.093 0.099
30% 0.123 0.151 0.156 0.096 0.088 0.137 0.125 0.126 0.120 0.154 0.145 0.087 0.085 0.098 0.091 0.097
35% 0.124 0.152 0.158 0.097 0.089 0.138 0.126 0.129 0.121 0.155 0.150 0.088 0.086 0.098 0.091 0.097
40% 0.122 0.150 0.158 0.096 0.087 0.135 0.123 0.125 0.118 0.152 0.149 0.087 0.085 0.097 0.089 0.095
45% 0.122 0.151 0.159 0.096 0.087 0.136 0.124 0.126 0.118 0.153 0.151 0.087 0.085 0.097 0.089 0.095
50% 0.120 0.150 0.158 0.096 0.086 0.136 0.123 0.125 0.118 0.152 0.152 0.086 0.084 0.096 0.087 0.094
55% 0.121 0.152 0.159 0.096 0.085 0.136 0.124 0.125 0.118 0.153 0.154 0.086 0.084 0.096 0.087 0.094
60% 0.121 0.153 0.160 0.096 0.086 0.135 0.123 0.125 0.117 0.153 0.154 0.086 0.084 0.096 0.087 0.093
65% 0.121 0.154 0.162 0.097 0.086 0.136 0.123 0.125 0.118 0.154 0.155 0.086 0.084 0.096 0.087 0.093
70% 0.121 0.155 0.163 0.097 0.085 0.136 0.123 0.125 0.118 0.154 0.156 0.086 0.083 0.095 0.087 0.093
75% 0.122 0.155 0.162 0.097 0.085 0.135 0.123 0.125 0.119 0.154 0.156 0.085 0.083 0.095 0.087 0.093
80% 0.122 0.157 0.162 0.097 0.086 0.135 0.122 0.125 0.120 0.153 0.157 0.086 0.084 0.095 0.087 0.094
85% 0.122 0.157 0.163 0.097 0.086 0.135 0.123 0.125 0.120 0.154 0.158 0.086 0.084 0.095 0.087 0.094
90% 0.123 0.158 0.164 0.098 0.086 0.136 0.123 0.125 0.121 0.155 0.159 0.086 0.084 0.095 0.087 0.094
95% 0.123 0.158 0.164 0.098 0.085 0.136 0.123 0.125 0.121 0.155 0.159 0.086 0.084 0.095 0.087 0.093
100% 0.123 0.159 0.165 0.098 0.086 0.136 0.123 0.126 0.121 0.155 0.161 0.086 0.085 0.095 0.087 0.094
1
K
S
-
1
0
K
N
5% 0.129 0.162 0.166 0.109 0.102 0.135 0.123 0.125 0.124 0.155 0.155 0.100 0.096 0.111 0.096 0.110
10% 0.134 0.164 0.168 0.108 0.116 0.133 0.120 0.123 0.129 0.153 0.151 0.110 0.104 0.125 0.098 0.125
15% 0.135 0.165 0.169 0.108 0.128 0.130 0.117 0.120 0.130 0.151 0.147 0.122 0.116 0.138 0.098 0.140
20% 0.134 0.166 0.170 0.105 0.135 0.128 0.113 0.118 0.132 0.148 0.144 0.130 0.124 0.148 0.098 0.151
25% 0.134 0.166 0.168 0.103 0.141 0.124 0.110 0.115 0.131 0.144 0.140 0.138 0.130 0.158 0.097 0.163
30% 0.135 0.166 0.167 0.100 0.147 0.122 0.107 0.112 0.130 0.142 0.137 0.146 0.136 0.168 0.095 0.175
35% 0.132 0.170 0.170 0.098 0.152 0.120 0.104 0.110 0.131 0.141 0.135 0.153 0.142 0.177 0.094 0.184
40% 0.130 0.170 0.169 0.096 0.156 0.118 0.101 0.109 0.130 0.139 0.132 0.158 0.147 0.185 0.092 0.193
45% 0.129 0.171 0.169 0.093 0.158 0.116 0.099 0.107 0.128 0.138 0.131 0.163 0.150 0.193 0.089 0.200
50% 0.128 0.171 0.169 0.091 0.162 0.114 0.096 0.105 0.129 0.135 0.129 0.170 0.156 0.202 0.088 0.209
55% 0.129 0.174 0.171 0.089 0.165 0.114 0.095 0.105 0.128 0.136 0.128 0.175 0.160 0.209 0.086 0.217
60% 0.126 0.172 0.169 0.086 0.166 0.112 0.092 0.103 0.126 0.134 0.127 0.179 0.163 0.216 0.084 0.224
65% 0.124 0.172 0.168 0.084 0.167 0.110 0.090 0.100 0.124 0.131 0.124 0.182 0.165 0.221 0.082 0.229
70% 0.122 0.173 0.169 0.082 0.167 0.110 0.088 0.100 0.123 0.132 0.124 0.185 0.166 0.227 0.080 0.235
75% 0.121 0.174 0.169 0.080 0.168 0.109 0.086 0.099 0.123 0.131 0.123 0.189 0.169 0.233 0.079 0.241
80% 0.119 0.176 0.170 0.079 0.168 0.108 0.085 0.098 0.122 0.130 0.121 0.192 0.171 0.240 0.077 0.246
85% 0.119 0.178 0.173 0.077 0.168 0.108 0.084 0.098 0.122 0.130 0.121 0.196 0.173 0.245 0.076 0.251
90% 0.119 0.177 0.174 0.075 0.168 0.107 0.083 0.097 0.121 0.129 0.120 0.200 0.175 0.251 0.074 0.257
95% 0.117 0.178 0.175 0.074 0.167 0.106 0.081 0.096 0.119 0.129 0.118 0.202 0.176 0.256 0.073 0.261
100% 0.115 0.180 0.176 0.072 0.166 0.107 0.080 0.097 0.118 0.129 0.118 0.204 0.176 0.262 0.071 0.265
Honey Pot dataset and 1KS-10KN dataset. The experi-
ment results are reported in Figure 4, Table 5 and Table
6.
The result of social spammer detection by using SCW
algorithm and ALMA algorithm are quite similar. The
result of user profile features and user content features
lower than user network features and user activity fea-
tures when using a single feature set. It is consistent
because social spammers are easy to fake their profile as
a normal user on Twitter. Moreover, spammers quickly
change their content information. It makes the user con-
tent features become noisy and less efficient.
In all of the experiments, the result of the combination
of user network features and user activity features gives
the best result in term of cumulative error rate 0.068 by
using SCW algorithm and 0.056 by using ALMA. These
results indicate that this two kind of features set are
robustness with the changing spamming patterns and
stable across the choice of online learning algorithms.
5 Conclusion and Future Work
The social spammer detection on Twitter is sophisti-
cated and adaptable to game the system by contin-
ually change their content and network patterns. To
handle fast evolving social spammers, we suggest us-
ing the online learning incrementally update classifier
model when the newly spamming pattern occurred. Our
experiment results show that the approach is effective
in dynamically changing spamming strategies of spam-
mers comparing with other batch learning method. Ad-
ditionally, we address that the online learning - Soft
Confident-Weight achieve the best result compare with
other online algorithms. We also studied the effective-
ness of four feature sets on two online learning algo-
rithms - SCW and ALMA. The experiments show that
user network features and user activities features are
more robustness than user profile features and user con-
tent features and stable across online learning algo-
rithms.
In near future, the amount of available data has risen
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Table 5: Evaluation of various feature set combinations on the SCW algorithm
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P
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10% 0.354 0.152 0.214 0.188 0.133 0.204 0.189 0.103 0.110 0.188 0.096 0.109 0.103 0.104
15% 0.365 0.150 0.204 0.184 0.137 0.195 0.182 0.100 0.109 0.184 0.094 0.110 0.099 0.100
20% 0.360 0.147 0.203 0.183 0.133 0.193 0.179 0.097 0.105 0.182 0.091 0.104 0.094 0.095
25% 0.362 0.146 0.204 0.184 0.132 0.193 0.177 0.096 0.102 0.182 0.091 0.102 0.093 0.093
30% 0.359 0.145 0.202 0.182 0.130 0.191 0.175 0.093 0.101 0.181 0.089 0.100 0.090 0.091
35% 0.360 0.146 0.201 0.182 0.131 0.192 0.174 0.094 0.101 0.180 0.090 0.099 0.091 0.090
40% 0.358 0.146 0.199 0.179 0.130 0.191 0.172 0.093 0.098 0.177 0.090 0.097 0.089 0.088
45% 0.359 0.145 0.201 0.179 0.130 0.192 0.172 0.093 0.098 0.178 0.090 0.097 0.088 0.088
50% 0.357 0.143 0.200 0.178 0.128 0.191 0.171 0.092 0.097 0.176 0.089 0.096 0.087 0.087
55% 0.358 0.143 0.199 0.177 0.128 0.191 0.170 0.092 0.096 0.176 0.088 0.095 0.087 0.087
60% 0.358 0.143 0.199 0.176 0.127 0.190 0.168 0.091 0.096 0.175 0.088 0.095 0.087 0.087
65% 0.359 0.143 0.199 0.176 0.128 0.190 0.168 0.091 0.096 0.175 0.089 0.095 0.087 0.087
70% 0.359 0.143 0.198 0.176 0.127 0.190 0.168 0.091 0.096 0.175 0.088 0.094 0.086 0.086
75% 0.360 0.142 0.199 0.177 0.127 0.190 0.169 0.091 0.096 0.176 0.088 0.094 0.086 0.086
80% 0.361 0.142 0.199 0.177 0.127 0.191 0.169 0.091 0.096 0.176 0.088 0.094 0.087 0.087
85% 0.359 0.142 0.198 0.176 0.127 0.189 0.168 0.091 0.096 0.175 0.089 0.095 0.086 0.086
90% 0.359 0.142 0.198 0.176 0.127 0.189 0.167 0.091 0.096 0.175 0.089 0.095 0.086 0.087
95% 0.360 0.143 0.197 0.176 0.128 0.189 0.167 0.091 0.096 0.175 0.088 0.095 0.086 0.086
100% 0.360 0.143 0.198 0.175 0.128 0.189 0.168 0.091 0.096 0.175 0.089 0.095 0.086 0.086
1
K
S
-1
0
K
N
5% 0.369 0.138 0.206 0.196 0.132 0.202 0.186 0.098 0.101 0.191 0.097 0.101 0.098 0.099
10% 0.376 0.133 0.202 0.211 0.127 0.208 0.204 0.097 0.100 0.203 0.105 0.099 0.106 0.107
15% 0.381 0.128 0.197 0.223 0.122 0.212 0.219 0.096 0.097 0.212 0.112 0.097 0.111 0.113
20% 0.387 0.123 0.192 0.234 0.118 0.212 0.235 0.096 0.095 0.218 0.117 0.095 0.114 0.116
25% 0.391 0.119 0.186 0.243 0.113 0.207 0.249 0.094 0.093 0.223 0.122 0.093 0.115 0.117
30% 0.396 0.114 0.181 0.249 0.109 0.202 0.260 0.093 0.090 0.226 0.126 0.091 0.115 0.118
35% 0.400 0.111 0.176 0.254 0.106 0.196 0.271 0.092 0.089 0.229 0.130 0.089 0.116 0.119
40% 0.405 0.107 0.170 0.260 0.102 0.190 0.281 0.090 0.087 0.231 0.133 0.087 0.116 0.119
45% 0.410 0.104 0.165 0.266 0.099 0.184 0.290 0.087 0.085 0.232 0.136 0.086 0.115 0.118
50% 0.411 0.101 0.160 0.270 0.096 0.178 0.299 0.085 0.084 0.233 0.139 0.084 0.115 0.119
55% 0.414 0.098 0.155 0.274 0.094 0.173 0.306 0.083 0.082 0.234 0.142 0.083 0.115 0.118
60% 0.417 0.095 0.151 0.277 0.091 0.168 0.313 0.081 0.081 0.234 0.145 0.081 0.114 0.117
65% 0.421 0.092 0.147 0.279 0.089 0.163 0.321 0.079 0.079 0.233 0.147 0.080 0.113 0.116
70% 0.424 0.090 0.143 0.281 0.087 0.159 0.329 0.078 0.078 0.232 0.150 0.079 0.112 0.115
75% 0.426 0.088 0.139 0.284 0.085 0.155 0.335 0.076 0.077 0.231 0.152 0.077 0.112 0.114
80% 0.428 0.086 0.136 0.286 0.082 0.151 0.340 0.074 0.076 0.231 0.154 0.076 0.111 0.114
85% 0.430 0.084 0.132 0.288 0.081 0.147 0.345 0.072 0.075 0.230 0.157 0.075 0.111 0.113
90% 0.432 0.082 0.129 0.289 0.079 0.143 0.349 0.071 0.073 0.229 0.159 0.074 0.111 0.113
95% 0.434 0.080 0.126 0.290 0.078 0.140 0.355 0.069 0.072 0.228 0.161 0.073 0.110 0.112
100% 0.435 0.079 0.123 0.290 0.076 0.137 0.361 0.068 0.071 0.227 0.162 0.072 0.109 0.111
steadily. It imposes a computational burden on the sin-
gle system. In consequences, we need an approach can
be able to perform in a distributed fashion. With this
motivation, the future works will be focused on how to
build the scalable distributed spammer detection sys-
tem.
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