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Résumé
L’analyse formelle de concepts (AfC) est un paradigme de découverte de connais
sances à partir des tableaux de données individus x attributs, nommés contextes,
dont la structure cible, le treillis tic concepts. comporte tous les groupes d’objets
partageant au moins un attribut. En génie logiciel, l’ÀFC a été utilisé avec succès
i des fins d’analyse et de restructuration de hiérarchies tic classes orientées ob
jets corrigeant ainsi des anomalies (latis la répartition des membres de ces classes.
Cependant, l’analyse de modèles structuraux UML réalistes s’avère hors la portée
de 1 approche par treillis. essentiellement à cause des aspects relationnels inhérents
aux données issues de tels modèles.
La contribution tic notre travail est tic réconcilier l’AfC et les formats tic donnés
relatiormelles ainsi que d’étudier l’adéquation du cadre résultant, l’analyse relation
nelle de concepts (ARC), pour l’analyse de modèles UML.
LAPC admet plusieurs contextes, chacun décrivant mi type spécifique d’indi
vidus alors que les relations binaires regroupant les liens inter—individus entre les
contextes sont organisées de façon séparée. Le processus d’analyse sous-jacent ex
trait plusieurs treillis, un par contexte, dc façon simultanée et itérative. Il s’appuie
sur un mécanisme de scaling qui, étant donné une relation entre deux contextes. tra
tiuit la structure conceptuelle tin contexte co—tiornaine tic la relation en un ensemble
de prédicats sur les individus du contexte domaine dc cette relation. Ainsi, permet-
il tic ramener les liens entre objets au niveau tics concepts tics tieux contextes. La
méthode concrète de construction tic concepts procède par tics enrichissements suc
cessifs tics tiescriptions tics intiivitlus tics tlivers contextes. en partant tics structures
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conceptnelles obtenues sans les relations et en incorporant progressivement les in
formations relationnelles obtenues par le scaling. Ainsi, les éventuels problèmes lié
à la circularité dans les lieus entre individns/contextes sont résolus et le processus
converge, nous l’avons démontré, vers une collection de treillis mettant en évidence
tous les cas de partage dc propriétés entre individus, anssi bien des propriétés d’ori
gine que de celles obtenues par scaling, reflétant quant à elles, un partage distant,
c’est-à-dire, partage par des individus reliés par des suites identiques de liens.
Vis—à—vis la probléiriatiqne de réorganisation des modèles structuraux UàIL,
nous nons sommes appuyé sur le méta—modèle UàIL dans la traduction d’un modèle
de classes vers le paradigme de données de l’ARC. Ici, les contextes sont les types
d’éléments clii modèle UhIL et les relations sont les types de liens entre ces éléments
dans le méta—modèle. Des techniques de traitement de la langue naturelle et de
recherche d’information sont utilisées pour atténuer les problèmes dus à l’ambiguïté
flans la sémantique des éléments dii modèle. L’ARC extrait toutes les abstractions
potentiellement intéressantes clans le modèle. La pertinence des abstractions par
rapport au dmnaine est utilisée par la smte afin d’éliminer le 1jbis grand nombre
d’entre elles qui n’apportent rien à la modélisation. Finalement. un modèle Uà[L
est généré possédant une factorisation optimale des spécifications au sein de sa
hiérarchie de classes.
Mots clés : Analyse formelle de concepts, théorie des treillis, modélisation de
données, UML, restnmetnration des modèles orientés objet.
Abstract
formai concept analysis (FCA) is mathematical method that turns a set of in
dividuals described by properties, called format context, into a hierarchy of clusters
of individuals that is a complete lattice. The lattice, the set of clusters provided
with a specialization order, emphasizes commonalities in descriptions (by property
sets). In software engineering, a large number of studies have explored the benefits
of applying FCA tools and methods in improving the structure of class hierarchies
(refactoring), mainly because of the underlying simplicity and strong mathemati
cal strength. However, when realistic structural UML models are considered, the
rich knowledge encoded in the model exceeds the computational power of classical
fCA, in particular because of the relational nature of some UML elements such as
class associations.
The contribution of our work consists in reconciling FCA and the relational data
formats as well as studying the adequacy of the resulting framework, the relational
concept analysis concepts (RCA), for the analysis of models UML.
RCA helps mining potentially useful abstractions from relational data, e.g.,
one described by an UML model. The basic data paradigm in RCA comprises a
collection of contexts, one by sort of individuals, and set of binary relations that
connect individuals from these contexts. RCA provides a process that extracts a
set of lattices, one by context, in a simultaneous and iterative way. The process
relies on a scaling mechanism that, given a relation between two contexts, trans
lates the conceptual structure associated to the co-domaill context of the relation
in a set of predicates that describe the individuals of the domain context of this
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relation. Thus, links between individuals are brought to the level of concepts from
both contexts. The concrete method of concept formation operates by successive
enrichments of descriptions of the individuals of the various contexts, starting from
the conceptual structures obtained without considering the relations and by gra
dually incorporating the relational information gained by the scaling. Thils, the
possible problems related to circularity in the links between individuals are solved
and the process converges, as we proved, towards a collection of lattices which high
light ail the cases of property sharing between individuals. These properties can be
initial properties or rise from scaling to reftect a distant sharing, i.e., sharing by
individuals connected by identical sequences of links.
Regarding the probiem of UML models refactoring, a class model is translated
into a set of formai contexts, one per model element type, connected by a set of
higher order binary relations that refiect the ways elements from the UML meta
model are connected within the particular model. Natural language processing and
information retrieval techniques are used to attenuate the problems caused by the
ambiguity in the semantics of the model elements. The RCA extracts ah the poten
tially useful abstractions in the model. The relevance of the obtained abstractions
regarding the model domain is thereafter used in order to eliminate large number
of those which are not meaningful to modeling. Finally, UML model is generated
offering an optimal factorization of the specifications in its class hierarchy.
Keywords : lattice theory, formai concept analysis, data modelling, UML,
object oriented system refactoring.
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Chapitre 1
Introduction
1.1 Contexte de la recherche
Le travail s’inscrit dans le cadre du traitement de données complexes en intelli
gence artificielle et de la découverte de connaissances à l’aide des treillis de concepts.
Le but est de fournir des outils effectifs d’analyse de données et métadonnées
complexes et plus paaticulièrement, de supporter les restructurations de modèles
conceptuels, exprimés en UML. Ainsi, nous étudions la problématique de l’in
troduction d’aspects relationnels dans l’analyse formelle de concepts, en suivant
les répercussions de l’approche proposée sur les constructions fondamentales, les
mécanismes algorithmiques et les outils logiciels, jusqu’à l’application de ceux-ci
dans le contexte de la restructuration de modèles conceptuels orientés objets en
génie logiciel.
1.2 Motivation
Nous travaillons sur le langage de modélisation UJVIL [27, 42, 66] qui fournit
une notation standard pour la description des modèles à objet en génie logiciel.
UML permet l’expression, l’organisation et la communication de la connaissance
sur un domaine particulier en s’appuyant sur différents artéfacts notamment le
2diagramme de classes qui reflète les caractéristiques structurelles des entités du
monde réel, leurs abstractions et leurs relations en terme de classes et d’associations.
La Figure 1.1 illustre un diagramme de classes qui représente une partie du modèle
d’un système imaginaire de gestion et d’organisation du temps tel que l’outil iCal
du système d’exploitation Mac OS X. Les classes Time (temps) et Date dénotent
un point dans le temps et un jour de l’année, respectivement, alors que les classes
Diary (agenda) et Clock (Horloge) désignent des indicateurs de dates et d’heures,
respectivement.
La richesse d’expression de UML est accompagnée d’une relative difficulté de
construction du modèle [26, 52]. Cette difficulté est dûe, d’llne part, au fait que
UML est une notation et non pas une méthode permettant la construction des
modèles d’une manière systématique; et d’autre part, à la complexité que présente
l’activité de modélisation, notamment un espace de recherche très large, des critères
parfois conflictuels et une évolution permanente en rapport avec la réalité [9]. Par
conséquent, cii modélisation UML, il faut s’assurer que les artéfacts vérifient tous
les critères de qualité [26, 52] notamment la présence des concepts pertinents du
domaine modélisé et la factorisation maximale des spécifications, voulant que des
éléments du modèle ne se trouvent pas définis à plusieurs endroits’. La factorisation
maximale permet une réduction de l’effort de maintenance du modèle et son exten
FIG. 1.1 — Un diagramme de classes en UML.
‘Dans plusieurs classes du diagramme
3sibilité par un meilleur partage des spécifications. Cependant, dans les modèles de
grande taille et les modèles qui subissent des évolutions, il arrive souvent que la fac
torisation maximale n’est pas respectée. Pour illustrer ce phénomène, considérons
le diagramme UML de la figure 1.1. Les deux classes Date et Time partagent la
méthode < dont la déclaration se retrouve répétée. Alors on imagine facilement
qu’une nouvelle classe, appellerons-la Datum, pourrait être créée pour centrali
ser la définition de la méthode (voir Figure 1.3). Afin d’encadrer ce genre de
réorganisation et de s’assurer que toutes les restructurations possibles d’un modèle
UML ont été détectées, des méthodes automatiques ont été conçues [2, 15, 45]. Le
courant dominant dans ce champ est constitué par les approches basées sur l’ana
lyse formelle de concepts (AfC) [32, 35, 41, 77]. En effet, un modèle structurel
UML peut être vu comme étant composé d’un squelette, la hiérarchie de classes,
sur lequel viennent se gxeffer les autres éléments du modèle tels que les attributs,
méthodes, associations, etc. L’héritage fait de sorte qu’une classe représente un
regroupement de ses sous-classes qui partagent les éléments définis ou hérités par
cette classe. Par conséquent, les approches de classification et dc structuration
conceptuelle telle que l’AFC peuvent être utilisées de façon avantageuse dans la
construction et/ou la restructuration2.
L’AFC [30, 95] est une approche pour la découverte et la structuration de
connaissances. Elle fournit une méthode universelle de dérivation de hiérarchies
d’abstractions à partir d’un ensemble d’entités. L’AFC représente les entités par
le biais d’un tableau de données (contexte foTmet) faisant apparaître un ensemble
d’individus (objets formels3), un ensemble de caractéristiques (attributs formels) et
exprimant la relation d’incidence objet-attribut. Par exemple, la Table 1.1 montre
un contexte binaire où les objets formels sont les classes du modèle UML illustré
par la Figure 1.1 et les attributs formels sont les variables et les méthodes des
différentes classes.
Les algorithmes de l’AfC permettent l’extraction de tous les groupes d’individus
2Nous utiliserons le mot ‘restructuration’ pour désigner le mot Anglais ‘refactoring’.
3Dans cette thèse, les expressions ‘individu’ et ‘objet formel’ ont le même sens.
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TAB. 1.1
— Codage des classes du modèle UML de la Figure 1.1 en un contexte binaire.
ayant des attributs en commun. Ces groupes, appelés concepts formets, sont décrits
par les attributs partagés et organisés en une hiérarchie, appelée treittis de concepts.
Le groupe d’individus et le groupe d’attributs formant un concept sont appelés
extension et intension, respectivement. Par exemple, la Figure 1.2 montre le treillis
de concepts obtenu à partir du contexte de la Table 1.1. Il est à remarquer que
le concept formel O est composé de l’extension {Date, Time} et de l’intension {<
(Object)}. Cela signifie que les deux classes Date et Time partagent la méthode <
qui a un objet générique comme paramètre.
/ I={<=(Object)}
E={Date, TÏme}/
/ J U={<=(Object), <=Çflme), hour, mn. sec}j / E—{Time}
/
‘SI={<=(Date), <=(Object), day, isLeapYearfl, month, yeat}
* E={Date}
ç3)
*I={<=(Date), <=(Object), <=fTIme), day, hour, isLeapvear(), mn. month, sec, year}
FIG. 1.2 — Le treillis de concept qui correspond au contexte de la Table 1.1.
Les méthodes d’analyse de l’AfC sont basées sur la construction, la visualisation
et l’exploration du treillis ou de ses structures dérivées. Vis-à-vis des difficultés dans
la création et la maintenance du modèle structurel UML, ces méthodes offrent un
5environnement complet de représentation et de découverte de connaissances sur la
structure des éléments du modèle grâce aux propriétés intrinsèques d’un treillis de
concepts telles que
Maximalité les extensions/intensions des concepts représentent des groupes
maximaux dans la mesure où un concept est l’ensemble maximal d’individus
partageant un ensemble maximal de caractéristiques. Cette notion favorise la
factorisation et diminue le nombre de groupes d’individus à créer.
— Exhaustivité : le treillis représente un espace de recherche exhaustive pour
les méthodes de construction de classifications car tous les groupements si
gnificatifs (concepts) sont présents. En conséquence, toutes les hiérarchies de
concepts, c’est à dire, les solutions potentielles, y sont présentes et il s’agit
de détecter la ou les solutions adéquates.
— Factorisation maximale : au sein d’un treillis, il existe un concept maximal
pour toute propriété d’individu, appelé concept-attTibut. Tout autre concept
ayant la même propriété est inférietir au concept-attribut. Lorsque on traduit
en classes le treillis de concepts, cela entraine l’existance d’une seule classe
qui définit la propriété et dont toutes les sous-classes l’héritent.
A ces propriétés ‘statiques’, on pourrait rajouter le fait qu’en tant que méthode
de regroupement, l’AFC fournit un résultat qui ne dépend pas de l’algorithme
concret employé. De plus, elle fournit un cadre formel et par là, des méthodes
exactes pour d’autres opérations de granularité plus fine (par exemple, rajout/suppression
d’objets ou attributs) ou bien plus élevée (fusion/scission de hiérarchies concep
tuelles) qui ont leur importance pour de nombreuses problématiques en génie logi
ciel telles que la maintenance des modèles et l’intégration de modèles partiels.
Bien que les techniques de l’AFC ont été appliquées avec succès en génie logiciel,
la richesse des données rencontrées dans ces applications, en fort contraste avec
la relative simplicité du modèle binaire de données utilisé en AFC, a révélé les
carences du paradigme ‘classique’ de l’AFC. En effet, le treillis de la Figure 1.2 par
exemple, nous a permis de détecter une seule abstraction possible dans le modèle
UML de la Figure 1.1, à savoir la classe Datum généralisant Date et Time alors
6que d’autres auraient été possibles. Par exemple, les deux classes Clock et Diary
jouent un rôle analogue par rapport aux classes Date et Time. Intuitivement, ces
classes pourront être généralisées par une super-classe commune qu’on pourrait
appeler Datumlndicator et qui factoriserait leur rôle d’indicateur d’une donnée.
En se penchant sur les éléments du modèle qui pourraient servir de base pour
cette dernière abstraction, on constate que les deux classes Diary et Clock sont
incidentes à des associations à sémantique proche les reliant à des sous-classes de
Datum. Donc, deux questions surviennent naturellement : la première est comment
reconnaître le fait que les deux associations ont une sémantique ‘proche’? et la
seconde est comment représenter la généralisation de Date et Time en Datum vers
Clock et Diary?. Alors que la première question appelle clairement un traitement
linguistique (par exemple, une analyse des sens des deux termes), la seconde sort
clairement du cadre de l’AFC et requiet de nouveaux mécanismes d’abstraction. Ces
mécanismes devraient permettre de regrouper les objets formels, en l’occurrence,
les classes Clock et Diary en fonction de ce qu’il y a en commun non seulement
dans leurs propres descriptions, mais aussi dans les descriptions des objets qui leurs
sont liés (Date et Time).
isDescribedBy has isOrigin isDestination
Diary {orderedBy}
Clock {displays}
Date {day,month,year} { <(Date) ,isLeapYear} {orderedBy}
Tinte {hour,mn,sec} {<(Time)} {displays}
TAB. 1.2
— Codage des liens entre les éléments du modèle UML de la Figure 1.1.
Pour aller encore plus loin avec UML, nous aimerions pouvoir creuser davantage
dans le modèle pour abstraire non seulement un seul type d’élément de modélisation
tel que les classes mais n’importe quel autre type d’élément du modèle tel que
les attributs de classes, méthodes, rôles, associations, etc. Cependant, ces types
d’éléments sont reliés entre eux par des relations telles que l’incidence classe
attribut, le typage d’un rôle par une classe, etc. La Table 1.2 montre quelques
liens entre les classes et leurs attributs, méthodes et associations du modèle UML
7de la Figure 1.1. Ces liens constituent des informations qu’on pourrait qualifier de
relationneltes.
L’obstacle devant les méthodes automatiques capables de produire des abstrac
tions (voir l’association indicates et la classe Datumlndicator sur la Figure 1.3)
est de taille car il s’agit de modifier la façon dont les concepts sont construits en y
intégrant le partage dc liens à coté de celui des attributs.
1.3 Problématique
Le besoin d’extraire des abstractions potentiellement intéressantes des modèles
structuraux UIVIL réalistes nous a conduit à l’incorporation des informations rela
tionilelles propres à ces modèles, telles les incidences entre classes et associations,
dans le processus même de construction de ces abstractions. La problématique
sous-jacente n’est pas spécifique au traitement de données ou, comme c’est le cas
ici, de méta-données reliées à la modélisation en génie logiciel. Des informations
relationnelles peuvent être rencontrées dans un grand nombre de situations re
levant de l’analyse de données telle que la génétique avec, elltre autre, l’analyse
des structures 2- et 3-dimensionnelles des macro-molécules de l’ADN (les liens ou
ponts entre nucléotydes) ou l’étude des interactions entre gènes et protéines. De
FIG. 1.3 — Le diagramme de classes de la Figure 1.3 après restructuration.
8façon plus générique, on retrouve des informations relationnelles dans toute base
de données relationnelle, par exemple, codées sous la forme de clés étrangères dans
une table de la base. Dans toute sa généralité, la problématique que nous étudions
ici se range sous la bannière de la fouille de données relationnelles qui constitue un
champs particulièrement prolifique au sein de la fouille de données et la découverte
de connaissances dans les bases de données [1, 22].
Comme il a été souligné plus haut, les relations ou liens inter-objets ne s’ac
cordent pas facilement avec le modèle de données classique en AFC, à savoir les
collections de propriétés, ni d’ailleurs avec les formats plus avancés incorporant des
attributs valués. Même si des tentatives de réconciliation de l’outillage de construc
tion de concepts formels et des représentations plus expressives on été entreprises,
celles-ci ne nous permettent pas de résoudre le problème identifié dans sa globalité
car les formalismes résultants, bien qu’admettant des liens entre entités, renferment
ceux-ci au sein des objets formels ou bien ils ne considèrent pas les liens inter-objets
lors de la construction des concepts. Ce constat vient justifier une approche globale
vers l’analyse formelle de données relationnelles qui va jusqu’à redéfinir les éléments
clés de la discipline car l’introduction de nouveaux formats pour les données risque
d’avoir un impact sur tout autre aspect du processus d’analyse.
En effet, une étude comme la notre doit aborder un certain nombre de ques
tions relevant de toute tentative de définir un type de traitement allalytique sur
des données pour lesquelles celui-ci n’a pas été prévu à l’origine. Parmi celles-ci le
format des données en entrée n’est que la première préoccupation. En réalité, deux
la;igages doivent être conçus, l’un décrivant les entités à analyser et l’autre, les
résultats, en l’occurrence, les concepts formels. Étant donné que notre objectif est
d’incorporer des aspects relationnels dans la description des individus, les nombreux
formalismes de représentation de connaissances structurées tels que les logiques de
descriptions ou les graphes conceptuels auraient pu, a priori, servir pour nos deux
langages. Même UML aurait pu être choisi dans le rôle de langage de description,
surtout que le langage dispose depuis peu d’un méta-modèle complet. Une telle
approche reviendrait à substituer, de façon plus ou moins radicale, les ensembles
9d’attributs par des expressions d’un langage plus riche et entraînerait la nécessité
de redéfinir les mécanismes de construction de collcepts, voir, la notion de concept
formel elle-même. L’approche alternative consisterait à compléter le format actuel
utilisé en AFC et orienté vers le traitement d’attributs binaires avec des descrip
teurs reflétant les liens entre objets formels. Ceux-ci pourront par la suite être
ramenés, par des techniques de scaling, vers des descriptions binaires. Bien que les
descriptions de données n’auront pas toute la richesse des langages cités ci-dessus,
elles ne demanderont que peu de reformulations au sein des mécanismes d’analyse
classiques d’AFC. Il est à noter également que la relative simplicité du langage des
données n’enfreint en rien la puissance d’expression du langage des concepts.
Un autre aspect du cadre d’analyse relationnelle esquissé qui devrait être abordé
couvre la conception des mécanismes adaptés à la construction de concepts. Tout
comme dans le cas binaire, le langage de description des concepts va admettre des
descriptions de deux types, les intensions, c’est-à-dire les descriptions fermées, et
des non-intensions. La construction de concepts pourra donc être vue comme une
recherche dans l’espace de toutes les descriptions du langage des concepts et la
sélection des intensions, suivi de la construction des extensions correspondantes.
Sur ce point, un choix de langage de données basé sur les attributs permettra
de bénéficier des définitions actuelles pour ces notions, même si certains attributs
utilisés dans l’expression des information relationnelles pourront nécessiter une in
terprétation post-analyse car chargés d’une sémantique particulière. En revanche,
la détermination des expressions fermées au sein d’un langage expressif pourrait
nécessiter un effort de reformulation et/ou conception de mécanismes considérables,
se heurtant, dans certain cas, à des problèmes difficiles de raisonnement automa
tique (par ex., le test de la subsomption dans les logiques de descriptions expres
sives). Ces dernières pourront influencer à leur tour les stratégies concrètes de
parcours de l’espace des descriptions, comme on l’observe dans le cas de la fouille
de motifs fermés fréquents à partir de données complexes (par exemple, des graphes
comme dans [97]).
Les choix pris sur cet aspect se refléteront, bien entendu, sur la conception
‘o
d’algorithmes de construction de treillis concrets ainsi que sur la réalisation d’ou
tils logiciels d’analyse relationnelle. Là encore, une approche plus traditionnelle
utilisant des transformations vers des ensembles d’attributs permettra de profi
ter de Fensemble de techniques algorithmiques existantes dans la littérature ou
disponibles au sein des systèmes d’AfC connue ToscanaJ ou Galicia. De façon
similaire, l’adoption d’un langage de concepts plus expressif, risquerait de forcer
la conception d’algorithmes nouveaux de construction et navigation de treillis. De
pius, l’implémentation de ceux-ci pourrait poser des problèmes supplémentaires
lors de l’intégration au sein d’un outil logiciel existant, en particulier, à cause des
formats des données en entrée.
Finalement, l’interprétation des résultats de l’analyse, c’est-à-dire le treillis des
concepts, est un point à ne pas négliger. Ici les solutions consistant à adopter
des langages riches de description pour les données et les concepts définis dans la
littérature, a l’avantage d’offrir des mécanismes d’interprétation bien connus. Au
contraire, la réduction des aspects relationnels à des collections d’attributs binaires
nécessiterait un effort supplémentaire de la part de l’analyste lors de la phase
post-AFC afin de restituer la sémantique des liens. Cet inconvénient pourrait être
atténué par l’utilisation d’une traduction automatique ou semi-automatique
des concepts du treillis vers un langage riche.
Concernant notre problématique de restructuration de modèles UML, deux as
pects additionnels devraient être abordés dont l’origine se situe dans la nature des
données manipulées. En effet, étant donné que les données à analyser proviennent
d’un modèle, c’est-à-dire, qu’elles représentent des méta-données, il sera crucial
de s’assurer que lors de l’inévitable traduction vers le format choisi pour l’entrée
de notre processus d’analyse, ainsi que la traduction inverse des concepts formels
retrouvés en un nouveau modèle, la sémantique du modèle initial soit respectée.
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1.4 Travaux antérieurs
Notre étude se situe dans la continuité des travaux de Huchard et al. [41] qui ont
abordé la restructuration des modèles UML sous un angle spécifique au génie logi
ciel. Les résultats de ce travail mené en collaboration entre les équipes à Montréal
et à IVlontpellier, sont exposés de façon complète dans la thèse de doctorat de Cyril
Roume [70]. Leurs contributions majeures pourront être résumés comme suit. Tout
d’abord, une réponse à la question de la représentation des informations relation
nelles a été apportée par l’adoption d’une structure de données incorporant plu
sieurs contextes, un par type d’individus à analyser, ainsi que des représentations
indépendantes pour les diverses sortes de liens existant entre les individus. Des
mécanismes de codage de ces liens vers des attributs binaires ont été proposés
ainsi qu’un processus itératif de construction de concepts formels, ICG, palliant les
problèmes de circularité dans les descriptions des objets issus d’un modèle UML.
Des traductions entre le méta-modèle UML et les entités d’AFC, objets, attributs,
liens, concepts, ont été définies d’une façon qui, dans la plupart des cas, reste ad
hoc. L’approche pour l’analyse de modèles UML a été réalisé au sein d’un outil
existant, Galicia, et a pu être validée dans le cadre d’un projet mixte université
industrie, MACA04.
1.5 Approche
L’objectif de notre propre travail est de consolider, c’est-à-dire, compléter et
enrichir, les travaux initiaux de Huchard et al. afin de produire un cadre complet
d’analyse de données relationnelles à l’aide de treillis de concepts. Ceci entraîne
la systématisation des résultats structuraux déjà obtenus et la consolidation des
bases théoriques, en profitant des avancées récentes dans la maîtrise des aspects
relationnels en AFC.
Ainsi, nous n’avons pas remis en cause les choix initiaux quant à la représentation
4http ://www.1irmm.fr/macao.
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des données de l’analyse et nous avons adapté la structure sous-jacente, appelée
famille de contextes relationnels. En revanche, une variété de façons de ramener
les liens inter-objet vers des attributs binaires a été considérée avec les mécanismes
sous-jacents de traduction. Leur formalisation a mené à l’étude de nouveaux types
de scaling, dédié aux liens inter-objets, avec des politiques variables pour l’attribu
tion des attributs synthétisés aux objets propriétaires des liens. En conséquence,
l’interprétation des résultats de l’analyse a été placée dans un contexte générique
dépassant les besoins spécifiques de la reconstruction d’un modèle structurel UML.
Ainsi, la traduction vers d’autres formalismes de représentation, facilitant l’in
terprétation a été examinée, avec un accent sur les logiques de descriptions dont
l’utilisation à cette fin a été jugée très pertinente. La composition des résultats de
l’analyse en tant que structures partiellement ordonnées a également été abordée,
en cherchant à clarifier le rapport, jusqu’alors inconnu, entre les liens inter-objets en
entrée et le regroupement des objets en concepts. En profitant du formalisme, nous
avons également attaqué le processus de construction lui-même, d’une part, pour
étudier son comportement (terminaison, rapidité de la convergence, robustesse) et
d’autre part, pour proposer des optimisations en vue d’améliorer ses performances
en temps de calcul.
Finalement, concernant l’analyse d’artefacts UML, les traductions entre les
modèles logiciels et les structures d’AFC ont été abordées sous l’angle de la standar
disation et de la transformation de modèles (dans l’esprit de l’approche IVIDA5),
avec comme objectif la définition de traductions canoniques s’attachant directe
ment aux éléments du méta-modèle UML 2.0. De plus, nous avons considéré le
problème de l’ambiguïté sémantique inhérente aux modèles UML qui empêche l’au
tomatisation complète du processus de traduction et avons examiné des solutions
de principe. Nous sommes allés jusqu’à la formalisation de la traduction inverse
avec l’étude de processus dédiés à la reconstruction du modèle UML final à partir
des treillis obtenus par l’analyse.
5http ://www.omg.org/mda/.
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1.6 Contribution
Les avancées suite à nos travaux sur le sujet peuvent être résumées comme suit
— Plan fondamental : la formulation générique du problème, l’expression ana
lytique de la solution, l’étude des divers modes de scaling relationnel, et la
preuve de convergence du processus itératif de solution.
— Plan algorithmique: pour que le cadre soit effectif, la partie algorithmique a
été aussi développée et des solutions appropriées aux problèmes sous-jacents
tels que le traitement des dépendances circulaires et la conception d’algo
rithmes incrémentaux ont été apportés en se basant sur ce qui a été pro
posé pour le cas de l’application aux modèles UML. Les développements sont
implémentés au sein de l’outil GALIcIA qui permet leur expérimentation et
validation. Le cadre étendu de l’AFC proposé à travers GALIcIA permet d’as
sister la tâche d’analyse d’une collection arbitraire d’individus pour peu que
la description est compatible avec un modèle UIVIL.
— Plan applicatif : dans une antre veine, plus orientée vers les applications en
génie logiciel, nous avons défini une traduction canonique et bidirectioirnelle
entre un modèle structurel UML, d’une part, et une famille de contextes
(fCR), d’autre part, de telle sorte que les résultats des opérations supportées
par le cadre AFC étendu puissent être facilement traduits e un modèle
UML. Les difficultés d’ordre linguistiques liées au codage du modèle UML en
une FCR notamment celles qui émergent des conflits de noms des différents
éléments du modèle ont été étudiés et des solutions ont été proposées et
implémentées dans des outils. Finalemellt, des travaux de validation de l’ap
proche proposée ont été conduits sur des données industrielles.
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1.7 Plan de la thèse
Cette thèse est organisée en plusieurs chapitres
Le chapitre 2 introduit le cadre fondamental de l’AFC. On y trouve les notions
fondamentales des treillis de concepts et certains mécanismes incontournables en
AFC tel que le scaling conceptuel et les différentes approches de construction du
treillis de Galois. Le chapitre présente aussi quelques applications usuelles de l’AFC,
notamment en génie logiciel. Étant donné que nos travaux s’inscrivent dans ce
dernier domaine, une description de la manière avec laquelle l’AFC a abordé les
problèmes de réingénierie des systèmes logiciels et les solutions proposées pour
améliorer leur qualité seront présentées.
Le chapitre 3 étudie les principales extensions de l’AFC qui ont été proposées
dans le but de traiter des données complexes. Il présente aussi le modèle conceptuel
d’UML ainsi que les difficultés rencontrées dans la construction de celui-ci.
Le chapitre 4 présente les fondements théoriques de l’ARC. On y trouve le
modèle de données de l’ARC ainsi que le mécanisme de base de traitement des
liens inter-objets formels (scaling relationnel) permettant la dérivation de structures
conceptuelles où les concepts peuvent dépendre d’autres concepts.
Le chapitre 5 décrit les aspects algorithmiques de l’ARC. Il présente le schéma
général de la méthode de construction des treillis relationnels au-dessus d’une FCR,
dite ‘MuLTI-FCA’ ainsi que les principaux algorithmes auxilliaires, notamment
l’algorithme de scaling relationnel et l’algorithme de maintenance d’un treillis par
ajout d’attributs.
Le chapitre 6 est consacré à la description de la manière de coder un modèle
structurel UML6 en une FCR, le format d’entrée de l’ARC. Le chapitre aborde les
conflits de noms entre les éléments du modèle lors de la production de la FCR.
Le chapitre présente aussi les règles de traduction des résultats de l’analyse (une
famille de treillis relationnel) en un modèle UML.
Le chapitre 7 présente iiotre contribution au développement de la plateforme
6Version 1.5 ou plus.
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GALIcIA. Il décrit les outils qui implémentent les méthodes et les mécanismes de
l’ARC. On y trouve une présentation de la plateforme d’expérimentation GALIcIA
qui est le projet pilote de l’ARC ainsi que l’outil RCFM0DELER permettant d’in
terfacer GALIcIA avec les ateliers de génie logiciel. Le chapitre met l’emphase sur
les méthodes de calcul de similarité dans RCFM0DELER afin dc lever l’ambiguïté
sur les noms des éléments d’un modèle structurel UML lors de la construction de
la famille de contextes.
Le dernier chapitre met en évidence l’intérêt de l’ARC dans la restructuration
des modèles conceptuels de classes UML par le biais d’expérimentations effectuées
sur des modèles de taille réaliste. Le chapitre présente en détail l’application de
l’ARC au modèle du système JETsG0 tandis que le projet MAcA0 est décrit très
brièvement.
Chapitre 2
Analyse Formelle de Concept
Ce chapitre est une introduction au treillis de concepts d’une relation binaire
(individus x propriétés) et à l’AFC. Nous présentons d’abord les notions fondamen
tales de cette théorie, puis nous abordons les différentes structures conceptuelles.
Par la suite, nous décrivons le moyen de codage des données non binaires en AFC
et le mécanisme qui s’y rattache. Nous allons aussi aborder les algorithmes de
construction du treillis de concepts. Enfin du chapitre nous décrivons quelques
application usuelles.
2.1 Fondements de 1’AFC
Nous allons présenter les notions fondamentales de l’AFC, les structures concep
tuelles qu’elle utilise et le mécanisme de scaling conceptuel qui permet de traiter
les contextes non binaires comme nous allons le voir.
2.1.1 Quelques éléments de la théorie des treillis
Dans cette section, nous allons nous contenter d’exposer certaines notions fon
damentales de la théorie des treillis’ en s’inspirant de [17] et de [30].
‘Une excellente introduction aux ordres partiels et treillis peut être trouvée dans [17]
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2.1.1.1 Ensembles ordonnés
Définition 1 (ordre ou ordre partiel). Soient E un ensemble et < est une relation
binaire sur E. Un ordTe partiel sur E donné par la relation vérifie, pour tout x,
y et z E E, tes propriétés suivantes
—
est réfiexive : x x,
— < est antisymétrique : si s y et y x alors x
=
y,
— < est transitive : si s <y et y < z alors s < z.
Exemple La relation “divise” est un ordre partiel sur l’ensemble des nombres
entiers naturels N.
Définition 2 (ensemble ordonné). Un couple (E, <) formé d’un ensemble E et
d’une relation d’ordre est appelé ensemble ordorrné.
Dans un ensemble ordonné (E, <), pour une paire d’éléments x, y E E, on
dira que x et y sont comparables si s < y ou y < x. Si tous les éléments sont
comparables, on dit que l’ordre est total, sinon il n’est que partiel. Pour deux
éléments comparables et différents, s <y et s y, on note x <y.
Les éléments d’un ensemble ordonné sont liés par la “relation de couverture”
induite par l’ordre. Formellement, la couverture est définie de la manière suivante
Définition 3 (relation de couverture). Soient (E,<) un ensemble ordonné et s, y E
E. On dit que y couvre s (ou y est un successeur de x, s est un prédécesseur de
y),notés-.<y,six<y,x<z<y=’z=x.
2.1.1.2 Diagramme de Hasse d’une relation d’ordre
Un aspect attrayant et très utile des ensembles ordonnés est la représentation
graphique. En effet, tout ensemble ordonné (E,<) peut être représenté de façon
schématique par un diagramme appelé “diagramme de Hasse” qui est un graphe
où les noeuds sont les éléments de E et les arcs représentent la relation de couverture
entre éléments. La réalisation du diagramme consiste à
— Étape (i) : Vx E E, associer un point p(x) dans le plan cartésien,
1$
— Étape (ii) : Vx, y e E, tel que x y, tracer un segment t(x, y) entre p(x) et
pty),
— Contraintes : faire l’étape (j) et (ii) en respectant les conditions suivantes
— Si x y, alors l’ordonnée de p(x) est inférieure à celle de p(y),
— Un point p(z) ne peut se trouver sur le segment t(x, y) si z x et z y.
Exemple : Soit E l’ensemble formé par les diviseurs de 30. E {1, 2, 3, 5, 6, 10, 15, 30}
et < la relation binaire “divise”, notée -. La Figure 2.1 montre le graphe associé
à <.
1 2 3 5 6 10 15 30
1 xxx x X X X X
2 x — x x x
3 x x x x
5 x x x x
6 x x
10 X X
15 x x
30 x
FIG. 2.1 — La relation ÷ et le diagramme de Hasse de (E,÷).
2.1.1.3 Éléments particuliers d’un ensemble ordonné
Définition 4 (Chaîne et antichaîne). Une cÏtane d’un ensemble ordonné (E,<)
est une partie S de E tel que quel que soit (x, y) é 2 x < y ou y x. Un ensemble
tel que x <y == x
=
y est appelé une antichaîne. Une chaîne S (resp. antichaîne)
est dite maximale si et seulement si quel que soit l’élément x E E \ S, l’ensemble
S u {x} n’est pas une chaîne (resp. antichaîne).
Exemple t Sur la Figure 2.1, à droite, la séquence de noeuds [1,5, 15] forme
une chaîne.
Définition 5 (majorant - minorant). Soient (E,) un ensemble ordonné et S une
partie non vide de E. On dit qu’un élément a est un majorant (respectivement un
minorant) de S, si pour tout x de S, x a (respectivement x a).
5
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L’ensemble S peut avoir plusieurs majorants (respectivement minorants). Ainsi,
nous appellerons infimum (respectivement supremum) les éléments dont la descrip
tion correspond à la définition suivante
Définition 6 (infimum - supremum). Soient (E,) un ensemble ordonné et S une
partie non vide de E. L ‘infimum noté A 2 (respectivement supremum noté V 3) de
S est te plus grand (respectivement le plus petit,) élément, s ‘il existe, de t ‘ensemble
des minorants (resp. des majorants) de S.
Exemple Dans la Figure 2.1, l’infimum A et le supremum V représentent le
plus grand commun diviseur (PGCD) et le plus petit commun multiple (PPCM),
respectivement.
Finalement, notis arrivons à la définition de la structure de treillis construit à
partir d’un ensemble d’éléments et d’une relation d’ordre partiel.
Définition 7 (treillis). Soit (E,<) un ensemble ordonné. On dit que (E,) est un
treillis si pour tout x, y E E : x A y et xV y existent.
Définition 8 (treillis complet). Le treillis E est complet si pour toute partie S non
vide de E, V S et A S existent.
Exemple : Le treillis de la Figure 2.1 est un treillis complet.
Propriété 1. Si E est un treillis fini alors il est complet.
Définition 9 (demi-treillis). Un ensemble ordonné (E,<) est un sup-demi-treillis4
(respectivement un inf-demi-treitlis5) si tout couple d’éléments x, y E E admet un
supremum x V y (respectivement un infimum x A y).
2En anglais “meet”
3En anglais “join”
4En anglais “join-semi-lattice” ou “sup-semi-lattice”.
5En anglais “meet-semi-lattice” ou “sub-semi-lattice”.
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2.1.1.4 Opérateurs de fermeture et correspondance de Galois
Un opérateur de fermeture sur un ensemble ordonné E est une application
‘: E —* E, monotone croissante, extensive et idempotente. Formellement, elle est
définie de la manière suivante
Définition 10 (Opérateur de fermeture). Soit (E,<) un ensembte ordonné. On
appelle opé7uteur de fermeture sur l’ensemble E toute application p E — E qui
vérifie tes tTois pTOpriétéS suivantes
- idempotence : Vx E E, (x))
=
- monotonie : Vx, y E E, x <y
=
(x)
— extensivité : Vx E E, x
Définition 11 (fermé). Étant donné un opérateur de Jrrneture cp sur un ensembte
ordonné (E, <), un étément x E E est dit ‘fermé” si x = (x). L élément x est
aussi appelé te point fixe de ta fermeture.
Définition 12 (correspondance de Galois). Soient (E,<E) et (F,<F) deux en
sembles ordonnés. La paire de fonctions f : E —* F et g F — E définit une
correspondance de Galois si la condition suivante est satisfaite
ViE E,Vy E F,f(x) <y g(y) <x.
2.1.1.5 Principe de la dualité
Définition 13 (Relation inverse). Soit < une relation binaire d’un ensemble E
vers un ensemble F. On appelle relation inverse de
,
notée
,
ta relation binaire
deFveTsE définie par:V(x,y)EExF, xy’yx.
Si (E,<) est partiellement ordonné, la relation inverse est également un ordre
partiel sur E. Le principe de la dualité permet de dériver les propriétés duales de
(E,) à partir des propriétés de (E,<).
Propriété 2. Soit > ta relation inverse de <. Toute assertion sur <, V, A reste
vraie en remplaçant < par et en permutant V et A.
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2.1.2 Notions fondamentales de 1’AFC
L’AFC [30] étudie les structures partiellement ordonnées, coiiues sous le nom
de treillis de Galois [5] ou treittis de concepts, induites par une relation binaire
sur une paire d’ensembles, appelés respectivement individus (objets) et traits (at
tributs). L’AFC permet d’identifier des groupements d’objets ayant des attributs
en commun, appelés concepts, et de les organiser en une hiérarchie conceptuelle
(treillis de concepts). Elle s’appuie sur les résultats de la théorie des treillis (voir
section 2.1.1) dont les fondements mathématiques ont été posés par Birkhoff [8].
2.1.2.1 Contextes Formels
Les données en AFC sont décrites par le biais d’un tableau booléen appelé
tcontexte formel”. Formellement, un contexte formel est définit de la manière sui
vante:
Définition 14 (contexte formel mono-valué). Un contexte formel est un triplet
= (O, A, I) o’ù O est l’ensemble des objets formels, A est l’ensemble des attributs
formels et I est une relation binaire, i.e., I E O x A, précisant pour chaque objet
formel les attributs qui lui sont associés.
Exemple : La table illustée à droite de la Figure 2.2 présente un contexte
mono-valué, appelé “Humain”, où les objets formels représentent des personnes
et les attributs formels représentent certains traits personnels tels que l’âge et
l’expérience de travail (e.t.).
2.1.2.2 Construction d’un contexte formel
Le format le plus simple pour décrire un contexte formel est une table croisée
à deux dimensions où chaque ligne représente un objet formel et chaque colonne
représente un attribut formel. L’intersection de la ligne o avec la colonne a contient
une croix si et seulement si (o, a) I. Le type de données qui convient le plus pour
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6 X X
la représentation en mémoire d’un contexte mono-valué est une matrice de bits6.
Il n’y a pas de restrictions sur la nature des objets et des attributs. On peut
considérer des objets physiques, des personnes, des nombres, des processus, des
structures, etc. Il est possible de permuter le rôle des objets et des attributs : si
ÏC = (O, A, I) est un contexte, alors (O, A, I_1) est son contexte dual avec (o, a) E
I (a, o) E I.
2.1.2.3 Correspondance de Galois dans un contexte formel
Étant donné un contexte formel C = (O, A, I), on définit les deux fonctions f
et g sur ce contexte de la manière suivante
Définition 15. La fonction f associe à un ensembte d’objets X, t’ensembte d’at
tributs Y partagés par tous tes objets de X; tandis que g est ta fonction duate pour
tes ensembtes d’attributs
611 n’y a pas de type de données standard pour la mémorisation d’un contexte car cela dépend
des opérations que l’on veut réaliser qui consistent dans la plupart des cas à calculer les fermetures
des ensembles d’objets, respectivement ceux des attributs
FIG. 2.2 — Gauche : Un contexte binaire . Droite : Le treillis de concepts associé.
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- f : 2° 2A, f(X) = X’ = {a e A I Vo E X, ola}
- g: 2A
— 2°, g(Y) = Y’ = {o E O Va E Y,ola}
La paire de fonctions (f,g), résumant les liaisons entre les objets et les attributs
dans le contexte, définit une correspondance de Galois entre les deux ensembles
ordonnés (2°,C) et (2A,C) (voir la définition 12 de la correspondance de Galois).
Propriété 3. La paire de fonctions (f, g) de ta définition 15 définie une corres
pondance de Gatois entre 20 et 2A du contexte formet JC = (O, A, I).
Exemple Dans le contexte à gauche de la Figure 2.2, {1,3}’ = {a,c} et
{b, c}’ = {2, 5}.
2.1.2.4 Opérateurs de fermeture dans un contexte formel
Les opérateurs de composition gof et fog sont des opérateurs de fermeture sur
les deux ensembles 20 et 2A• Par conséquent, chacun des detix opérateurs induit
une famille d’ensembles fermés, notée C° et c respectivement, avec f et g deux
applications bijectives entre ces deux familles.
Propriété 4. Soit un contexte formel 16 = (O, A, I). Les compositions des fonc
tions f et g : fog: (2A, C) . (2A, Ç) et gof: (2°, ç) — (2°, C) sont les opérateurs
de fermeture sur 2A et 2°, respectivement. Les deux opérateurs de composition sont
notés par “.
Ainsi, étant donné le contexte formel )C = (O, A, I) et l’opérateur de fermeture
“, et selon la définition 10, un sous ensemble d’objets X Ç P(O) (respectivement
un sous ensemble d’attributs Y Ç P(A)) est fermé si X” = X (respectivement
Y” =Y).
Exemple : Dans le contexte de la Figure 2.2, les ensembles {1, 3, 4} et {b, d}
sont fermés.
La famille des fermés des objets C° et celle d’attributs ca munies de la relation
d’ordre partiel Ç (inclusion ensembliste) constituent deux treillis complets, notés
/0 et £. De plus, la fonction
‘ (f ou g) est une bijection entre les deux familles
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C° et c et définit un isomorphisme entre les treillis respectifs £° et Iza. À chaque
fermé X de C° correspond un fermé unique Y de CL, tel que X’ = Y. Dans la
section suivante nous allons caractériser ses pairs d’éléments (X, Y) et décrire les
différentes structures qui les englobent.
2.1.2.5 Concepts formels, extension et intension
Le couple (X, Y) d’ensembles fermés et mutuellement correspondants où X
représente les objets et Y les attributs est appelé concept (formel).
Définition 16. Un concept formet d’un contexte JC est une paire (X, Y) où X E 2°,
Y E 2A, X = Y’ et Y = X’. L’ensemble X est appelé extension et Y l’intension
du concept formel.
Exemple : Dans le contexte de la Figure 2.2, le couple ({1, 3, 4}, {a}) est un
concept, alors que ({2, 5}, {b}) n’en est pas un.
Selon cette définition, un concept formel a deux dimensions l’extension X et
l’intension Y. Cette description est redondante car chaque dimension détermine
l’autre (du fait que Y = X’ et X Y’). Toutefois cette définition le rend conforme
à la définition traditionnelle de concept en philosophie où «on nomme concept
une idée ou représentation de l’esprit qui abrège et résume ne multiplicité d’ob
jets empiriques ou mentaux par abstraction et généralisation de traits communs
identifiables»7. À noter que les deux dimensions suivent la loi de proportionnalité
inverse plus l’extension augmente, plus la compréhension diminue et inversement.
De point de vue schématique, lorsqu’un contexte est décrit par une table binaire,
chaque concept formel (X, Y) correspond à une sous table rectangulaire avec un
ensemble de lignes X et un ensemble de colonnes Y non nécessairement contiglies.
Les concepts formels d’un contexte correspondent aux rectangles maximaux de
la table binaire associée. Pour visualiser ces rectangles, il est, parfois, nécessaire
de procéder à des permutations de lignes et/ou de colonnes. Ces permutations
n’affectent pas le contexte du moment où il n’y a pas d’ordre entre les éléments
yhttp ://ft.wikipedia.org/wiki/Concept#Philosophie
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des deux ensembles O et A. Un contexte a en général une multitude de concepts
formels. Leur nombre peut être exponentiel en la taille du contexte. L’ensemble de
tous les concepts formels d’un contexte )C = (O, A, I) sera noté ici par Plusieurs
algorithmes ont été proposés pour le calcul de cet ensemble ou encore la relation
d’ordre entre les éléments de cet ensemble. Par la suite, nous allons présenter deux
approches pour le calcul de l’ensemble C d’un contexte .AC donné.
2.1.2.6 Hiérarchies conceptuelles
La famille C, des concepts formels d’un contexte K (O, A, I) est partiellement
ordonnée par la relation d’inclusion entre intensions/extensions.
Définition 17. Étant donné (X1, Y1) et (X2, Y2) deux concepts formels d’un contexte
= (O, A, I). Le concept (X1, Y1) est un sous-concept de (X2, Y2) (d’une manière
équivatente, (X2, Y2) est un super-concept de (X1, Y1)) si et seulement si X1 c
X2 (‘ c Y1). On utilise te signe < pour exprimer cette relation. On obtient
(X1,Y1),(X2,Y2)X1 cX2(Y2CY1).
Un super-concept immédiat (respectivement le sous-concept immédiat) d’un
concept est aussi appelé successeur immédiat (respectivement prédécesseur immédiat).
Définition 18 (successeur immédiat). Soit e = (X, Y) un concept et
= (., )
un de ses super-concepts. est dit successeur immédiat de c si et seulement si il
n’existe pas un autre concept (c) = ((X), (Y)) tel que Y (Y) C (Y).
On définit la face d’un concept par rapport à un successeur immédiat, notée
6(c), de la manière suivante
Définition 19 (face d’un concept). Soit e = (X, Y) un concept et
=
(X,
‘) un
successeur immédiat. 6(c) = — Y.
La famille des concepts organisée par la relation de succession (précédence)
forme un treillis de concepts.
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Propriété 5 (treillis de concepts). L ‘ensemble de tous les concepts formets de
JC = (O, A, I), ordonné par la relation de super-concept (sous-concept) est un treillis
complet. Il est noté £ = (C,, <) et est appelé le treillis de concepts du contexte
‘C.
Exemple Le treillis de concepts construit à partir du contexte de la Figure 2.2
est présenté sur la même figure, à droite. À noter que les extensions et les inten
sions sont montrées sur les noeuds représentant les concepts et identifiables par les
ensembles “E” et “I”, respectivement.
Le treillis de concepts est muni des opérations dites infimum et supremum qui
sont notées, respectivement, par A et V.
Théorème 1. L’ordre partiel £ <) forme un treillis complet où l’infimum
et te supremum sont définis comme suit t
- A=1(X, ) = (fl1 X, (U= 1Y’),
- V=1(X, }) = ((U1 Xi)”, fl1 ).
Exemple : Dans le treillis de la Figure 2.2, l’infimum des deux concepts
({1, 2,3, 5}, {c}) et ({1, 3, 4}, {a}) est le concept ({1, 3}, {a, c}) tandis que le supre
mum des deux concepts ({2, 5}, {b, c}) et ({6}, {b, d}) est le concept ({2, 5, 6}, {b}).
La couverture supérieure et inférieure dun concept appartenant au treillis de
concepts est définie comme suit
Définition 20 (couverture inférieure - supérieure). La couverture supérieure (res
pectivement inférieure) d’un concept est l’ensemble de tous ses super-concepts (res
pectivement sous-concepts).
Une manière de présenter le treillis de concepts qui s’avère très utile en génie
logiciel et dans la visulation des treillis de grande taille consiste à supprimer les re
dondances d’attributs et d’objets dans les intensions et les extensions des concepts,
respectivement. En effet, pour un concept c = (X, Y), X est présent dans tous les
ancêtres de c et symétriquement, Y apparaît dans tous ses descendants. Ainsi, la
suppression des redondances consiste à retirer de l’extension d’un concept tous les
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objets formels (respectivement attributs formels) qui apparaissent dans les exten
sions (respectivement intensions) des concepts de sa couverture supérieure (respec
tivement inférieure). La structure obtenue est appelée treitlis d’héritage ou encore
le treillis des sommets simplifiés et est notée L’. La Figure 2.3 montre le treillis
d’héritage qui correspond au treillis de la Figure 2.2.
FIG. 2.3 Le treillis d’héritage correspondant au treillis de la Figure 2.2.
2.1.2.6.1 Concept objet/attribut Dans le treillis de la figure 2.2, on re
marque que chaque objet o est attaché à un unique concept, appelé concept objet
qui représente le concept minimal (en terme de nombre d’objet) dans le treillis
ayant l’objet o dans son extension. De manière similaire, à chaque attribut a cor
respond un concept attribnt, noté [1(a), qui représente le concept maximal dans le
treillis ayant l’attribut a dans son intension.
Étant donné un contexte binaire, la paire de fonctions (-y,i) permet d’obtenir
ces concepts particuliers.
Définition 21. Soit IC = (O, A, I) un contexte binaire et L = (C,, <K) te treillis
complet associé.
* ‘=
: O — CK, 7(o) = ({o}”, {o})
2$
Définition 22. Soit K = (O, A, I) un contexte binaire et L = (C,, <) te treittis
complet associé.
A
—
t(a) = ({a}’, {a}”).
Exemple : Dans le treillis de la Figure 2.2, 7({2}) = ({2, 5}, {b, c}), et [L({d}) =
({4, 6}, {d}).
2.1.2.7 Structures dérivées des treillis
De plus que le treillis complet, deux autres structures dérivées ont acquis une
large popularité parmi les adeptes de l’AFC, à savoir le sup-demi-treillis, appelé
aussi “iceberg”, et les Sous-Hiérarchies de Galois ($11G).
2.1.2.7.1 Le sup-demi-treillis (iceberg) Un iceberg d’un treillis L est com
posé des ensembles supérieurs obtenus par les anti-chaînes maximales dans L. Il
représente aussi les filtres d’ordre dans
Définition 23 (filtre d’ordre). Soient E un ensemble ordonné muni d’un ordre
partiel E et S une partie de E. S est un filtre dordre si et seulement si (x E
S A x y)
—
y E S. Un idéal d’ordre est défini de façon duale.
Exemple : Dans le treillis de la Figure 2.2, le fitre d’ordre associé au concept
({2, 5}, {b, c}) est composé des concepts ({2, 5}, {b, c}), ({1, 2,3, 5}, {c}), ({2, 5, 6}, {b})
et ({1, 2, 3,4, 5, 6}, O). L’idéal associé au concept ({1, 3, 4}, {a}) est composé des
concepts ({1, 3, 4}, {a}), ({1, 3}, {a, c}), ({4}, {a, d}) et (O, {a, b, e, d}).
Intuitivement, l’iceberg est obtenu en coupant le treillis L=(C,<,) de façon ho
rizontale en deux parts. Les restrictions sur la cardinalité de l’extension des concepts
est le critère de coupe le plus populaire. Ce critère est appelé fréquence/support
d’un concept. Étant donné un concept c = (X, Y), la fonction y retourne la
fréquence correspondante de la manière suivante
Définition 24 (application y). Soient C = (O,A,I) un contexte formel et c =
(X, Y) un concept du treillis L=(C,<,c) correspondant.
— II?, v(c)
= 11X11/11011.
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Ainsi, pour obtenir un iceberg à partir d’un treillis L=(C,c,<,), il faut se donner
un seuil de fréquence a EjO, 1] et filtrer les concepts pour ne garder que ceux
vérifiant la condition de fréquence v(c)
. De cette manière, le treillis est coupé en
deux parts. La partie supérieure, notée L=(&,<), où d={cIc e C, v(c) > c}
est appelée l’iceberg [801 ou encore le o—iceberg.
Définition 25 (cv-iceberg). Le o-iceberg, c dO, 1], d’rtn treittis de Gatois et te
sup-demi-treittis L = (&, <t), où & est t’ensembte des concepts c-fréqucnt,
c’est-à-dire, C = {cc E C,v(c) c}.
Exemple : L’iceberg de la Figure 2.4 est obtenu à partir du treillis de la
figure 2.2 avec un seuil de fréquence û 0.20.
*1{d)
E={4, 6]
FIG. 2.4 — L’iceberg obtenu à partir du treillis de la Figure 2.2 avec un seuil de fréquence
20%.
L’iceberg est généralement la structure la plus intéressante du fait qu’elle inclut
les concepts les plus généraux et exclut ceux qui sont plus spécifiques. Ces concepts
généraux sont très utiles dans plusieurs applications de l’AFC telles que le génie
logiciel où l’on s’interesse aux groupes d’objets/attributs les plus représentatifs
ou en fouille de données où il s’agit d’extraire des patrons fréquents de relations
(implications) dans les données brutes (voir Chapitre 2, Section 2.3.1.1).
I{bc}
E={2, 5]
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2.1.2.7.2 La sous-Hiérarchie de Galois Les travaux effectués dans le cadre
des applications de l’AFC en génie logiciel, notamment la restructuration des
hiérarchies de classes des systèmes orientés objet [32, 19] ont montré l’impor
tance d’une autre sous-structure d’un treillis complet appelée sous-hiérarchie de
Gatois ($HG) [18, 33]. Cette sous structure constitue une restriction du treillis aux
concepts objets et concepts attributs, c-à-d, les concepts minimaux (maximaux)
parmi ceux dont l’extension (interision) inclut un objet donné (attribut).
Définition 26. Étant donné un treillis L. La $11G correspondante est composée
des concepts L’ \ {c E L c = (O, O)} où L’ est le treillis dhéritage associé à L.
L ‘ordre entre les concepts restants est préservé.
Exemple : La Figure 2.5 montre la SHG qui correspond au contexte de la
Figure 2.2.
La complexité de la SHG est inférieure au treillis complet. On obtient ainsi une
hiérarchie plus compacte qui préserve les caractéristiques de factorisation maxi
male. L’inconvénient est que la structure n’est plus nécessairement un treillis et
que certaines abstractions potentiellement utiles sont éliminées.
Après avoir présenté quelques notions fondamentales de l’AFC, notamment le
treillis de concepts construit à partir d’une relation binaire nous allons maintenant
montré d’autres types de relations et la manière avec laquelle 1’AFC procède pour
former des concepts.
FIG. 2.5 — La SHG obtenue à partir du contexte de la Figure 2.2.
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2.1.3 Données non binaires
2.1.3.1 Ensemble étendu d’attributs
Depuis l’adoption des treillis de concepts comme un outils d’analyse de données,
leur cadre théorique a fait l’objet de nombreuses extensions dont l’intérêt consiste à
remplacer les descriptions binaires des individus (conj onction d’attributs binaires)
par d’autres formes de descriptions plus expressives. Le but est de pouvoir traiter
des données concrêtes telles que celles de type objet-attribut-valeurs issues des
bases de données et de la modélisation des problèmes concrets.
Ainsi, beaucoup de travaux [20, 31, 46] ont émergé explorant les possibilités
de traduire les différents types de données en variables binaires, notamment ceux
basés sur les échettes conceptuets [30]. D’autres travaux ont reconsidéré la définition
même dc certaines constructions fondamentales de la théorie des treillis, telles que
la correspondance de Gatois, dans le cas où les objets admettent des structures
complexes, éventuellement floues [31], probabilistes [20] ou ensembles bruts [46].
En AFC, les attributs non binaires (e.g., numériques, ordinaux, catégoriques, etc.)
sont formulés à travers des contextes pluri-valués [30].
Définition 27 (contexte pluri-valué). Un contexte pturi-vatué est un quadTuplet
= (O, A, V I) où O et A sont des ensembles d’objets et d’attributs respectivement,
V est un ensembte de valeurs, et I O x A x V est une relation ternaire ayant
des tuptes sous ta forme (o a y) qui signifie “l’objet o a ta valeur y pour l’attribut
a
La Table 2.1 montre un contexte pluri-valué, appelé Humain. Il est composé de
six objets (1, 2, .. ., 6) représentant des individus et deux propriétés, âge et tTavait
exprimant, respectivement, l’âge et le nombre d’années d’expérience de chaque
individu.
Dans le but de traiter un contexte pluri-valué PC = (O, A, V, I), celui-ci est
d’abord transformé en un contexte mono-valué (binaire) équivalent PC” appelé aussi
le contexte dérivé. Pour ce faire, l’AFC possède une technique, appelée “scating”,
que nous allons décrire dans la section suivante.
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01 02 03 04 05 06
âge 25 28 22 26 33 35
trayait 4 2 1 8 4 10
TAB. 2.1
— Contexte pluri-valué Humain.
2.1.3.2 Scaling conceptuel
D’une manière générale, il n’y a pas un moyen “automatique” pour dériver des
structures conceptuelles à partir de contextes pluri-valués. La première approche
qui consiste à dériver des treillis à partir de ce genre de contextes a été proposée par
Ganter et at. dans [291. Dès lors, une grande variété d’applications se sont appuyées
sur cette méthode notamment celles qui traitent des dounées brutes en provenance
des bases de données [62].
Le scaling conceptuel [30] fournit un cadre théorique complet pour la transfor
mation de n’importe quel contexte pluri-valué en un contexte binaire équivalent.
En effet, le processus de scaling associe à chaque attribut pluri-valué un context
binaire appelé échette conceptuette.
2.1.3.2.1 Échelle
Définition 28 (Échelle). Une échelle pour un attribut a d’un contexte pllLri-Uatflé
donné est un contexte mono-valué lCa = (Va, Fa, la) où les objets formels Va sont
tes valeurs de t’attribut a tandis que tes attributs formels Pa sont des propriétés
distinguées de ces vateurs. Les objets de t’écheiÏe sont appetés valeurs de l’échelle
alors que tes attributs sont appelés attributs de l’échelle.
Quelques contextes élémentaires sont souvent utilisés comme des échelles. Nous
citons à titre illustratif l’échelle nominale, ordinale, biordinale et dichotomique [30].
Par exemple, l’échelles nominale, notée J4, = (n, n, =), est utilisée avec les attri
buts pluri-valués dont les valeurs s’excluent mutuellement. Un attribut pluri-valué
pouvant avoir les valeurs masculin, féminin ou neutre doit subir un scaling nominal.
Ainsi les extensions des concepts définissent n partitionnement de l’ensemble
d’objets de l’échelle tel que illustré à droite de la Figure 2.2.
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1234
lx
2 X
3 X
4 X
TAB. 2.2 — Gauche : Échelle nominale .j4. Droite : Le treillis associé (Adapté de [301).
2.1.3.2.2 Contextes dérivés par des échelles conceptuelles à chaque échelle
correspondant à un attribut a est associé un contexte JCa = (Va, Fa, Ja) où les va
leurs v de l’attribut a sont les objets formels tandis que les propriétés essentielles de
ces valeurs deviennent les attributs formels al. À titre d’exemple, dans les échelles
ordinales, les propriétés sont des prédicats permettant de comparer les valeurs à
une constante dans un domaine (exemple, “age 20”).
Les échelles correspondent aux différentes dimensions de la description de l’objet
formel. Essentiellement, une échelle décrit d’une manière hiérarchique des abstrac
tions utiles d’une dimension donnée, appelées concepts de l’échelle. Ces abstractions
correspondent à des sous-ensembles de valeurs du co-domaine de l’attribut a (par
exemple,”âge 20 et < 27”), notés cod(a) Va. Par la suite, nous allons noter
l’extension de l’attribut de l’échelle al, en terme de valeurs, par aI”.
2.1.3.2.3 Treillis de l’échelle Le treillis de l’échelle La qui correspond au
contexte )Ca permet un regroupement des valeurs de l’attributs en sous-ensembles
significatifs pour l’utilisateur. Les concepts échelle dans La représentent les sous-
ensembles de valeurs de a. Dans le cas où la cardinalité de l’ensemble cod(a) est
élevée (cas des valeurs d’une colonne dans une base de données), le treillis La peut
être difficile à obtenir d’une manière directe, c’est à dire, à partir de lCa. Toutefois,
la relation d’inclusion entre les extensions des différents attributs de l’échelle peut
être utilisée pour restaurer la structure de La. Dans ce cas particulier, le contexte
formel utilisé est
= (Fa, Fa, <f), où al <f a si et seulement si aI’ Çf ai’.
Exemple : La Figure 2.6 présente des treillis échelles pour les attributs pluri
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valués âge et experience de trayait correspondant au contexte Humain. Les seuils 27
et 5 ont été arbitrairement choisis pour les attributs âge et tTavait respectivement.
FIG. 2.6 — Échelles pour âge et expérience de travail suivant la Table 2.1.
2.1.3.2.4 Scaling Le but de tout processus de sclaing en AFC est l’obtention,
à partir d’un contexte pluri-valué PC (O, A, V, I), le contexte formel dérivé PCd
ayant les mêmes objets que le contexte de départ et des attributs en provenance
dc différentes échelles représentant des propriétés “significatives”. Le mot “signifi
catives” fait référence à l’interprétation des données qui ne peut être établie que
par un expert du domaine. Cette interprétation est toujours faite dans un but et
fondée sur des considérations théoriques [62].
Le principe du scaling conceptuel consiste à affecter à chaque attribut pluri
valué a E A une échelle conceptuelle )Ca qui est un contexte formel mono-valué
?Ca (Va, Fa, la). Ainsi, chaque objet verra sa valeur de l’attribut non binaire
remplacée par un ensemble de valeurs binaires, a. Un objet o de PC obtient af
chaque fois que af inclut la valeur de a dans o. Le résultat est un contexte dérivé
jd qui peut être considéré comme étant une concaténation (une apposition comme
dans [30]) d’un ensemble de petits contextes )C, un par attribut pluri-valué. À
partir du contexte dérivé, on peut construire le treillis de concepts de manière
classique comme en [96]. Le treillis du contexte dérivé est considéré comme étant
la structure conceptuelle du contexte pluri-valué.
Exemple : Le contexte à gauche de la Figure 2.2, appelé Humaind, a été ob
tenu par le scaling du contexte Humain de la Table 2.1 en utilisant les échelles
conceptuelles présentées dans la Figure 2.6.
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2.1.3.2.5 Construction du treillis par scaling Le treillis Lf’ associé au
contexte dérivé jd peut être obtenu directement à partir de ce contexte en uti
lisant n’importe quelle procédure usuelle de construction de treillis. Il est évident
que la forme exacte du treillis IZd dépend des échelles choisies pour les différents
attributs muti-valués. Par exemple, le treillis du contexte dérivé Humand est donné
à droite de la Figure 2.2.
Un autre intérêt des échelles conceptuelles réside dans la possibilité de les utili
ser pour la visualisations des treillis, en particuliers ceux de grande taille (comme
dans le système T0scANA [94]). De plus, le treillis L” peut être obtenu directement
à partir des treillis L associés aux différents attributs pluri-valués du contexte ini
tial lc en utilisant une version légèrement modifiée de l’algorithme ASSEMBLER
décrit dans [91]. Par exemple, dans le cas du contexte dérivé Humaind, les corres
pondances entre les treillis échelles de ses attributs pluri-valués age et trayait (voir
Figure 2.6) et le treillis L” qui lui correspond (voir Figure 2.2, à droite) sont faciles
à établir.
2.2 Construction du treillis de Galois
La construction du treillis à partir du contexte a toujours été un défi calculatoire
vu que le nombre de concepts dans le treillis peut être exponentiel en fonction du
nombre d’attributs du contexte. Toutefois, en pratique, seulement un petit nombre
de concepts sont produits d’où l’intérêt de chercher des méthodes permettant de
découvrir d’une manière efficace les concepts et, si nécessaire, de les organiser en
une hiérarchie.
La construction d’un treillis est composée de deux principales tâches qui peuvent
être exécutées de manière simultanée ou séquentielle, à savoir, la découverte des
concepts et le calcul de la relation de couverture. Dans la littérature de l’AFC,
il y a une grande variété d’algorithmes8 dédiés à ces deux tâches séparément ou
conjointement. Toutefois, une distinction majeure entre ces algorithmes réside dans
8Voir [47] pour une étude comparative.
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la manière d’acquérir les données d’entrée. Suivant la dichotomie actuelle, trois
paradigmes d’algorithmes sont considérées
— Algorithmes batch [10, 58, 28] représente la première génération des al
gorithmes de construction de treillis. Ils considèrent que les données (contexte
formel) sont connues à l’avance. L’évolution des données (ajout objet/attribut
au contexte) entraîne la reconstruction du treillis de nouveau.
Algorithmes incrémentaux [36, 831 se sont apparus pour remédier au
problème de la reconstruction du treillis dans le cadre des contextes dyna
miques. En effet, suite à une modification du contexte, ces algorithmes ef
fectuent des mises à jour locales du treillis correspondant. À noter qu’un
algorithme incrémental peut simuler un algorithme batch en réalisant une
suite d’ajouts d’objets/attributs à un contexte initialement vide.
— Algorithmes d’assemblage [91] Les travaux [36, 83] sur les performances
des algorithmes incrémentaux ont abouti à uie troisième catégorie d’algo
rithmes qui généralise l’incrémentation à des ensembles d’objets/attributs.
Ces algorithmes se basent sur l’apposition/sous-position de contextes et les
demi-produits de treillis, pour définir une opération binaire sur les treillis
complets, appelée ASSEMBLAGE permettant de construire un treillis à partir
des deux treillis associés aux deux parties du contexte. Cette technique peut
être utilisée dans le cadre de la stratégie “diviser pour régner” de construction
de treillis.
À noter que les sous structures de treillis, mentionnées plus haut, ont aussi
bénéficie de développement algorithmique. Ainsi, des techniques particulières ont
été élaborées pour ce type de structures permettant de traiter des problèmes
spécifiques à un faible coût. Concernant les SHG par exemple, un ensemble d’algo
rithmes efficaces, batch et incrémentaux, ont été proposés dans la littérature tels
que ceux de Godin [32]. Les icebergs quant à eux restent proches des treillis com
plet et par conséquent peu d’algorithmes ont été, explicitement, conçus pour eux.
Parmi les méthodes dédiées aux icebergs citons TITANIc [80] et la paire d’algo
rithmes appelée MAGALIcE (MAGALIcE-O [6$] et MAGALIcE-A [56] qui seront
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détaillés dans le chapitre 5.
Dans le cadre de cette thèse, nous avons utilisé le paradigme incrémental. Les
algorithmes incrémentaux considèrent le tableau de la relation binaire une ligne à la
fois. Cette approche est fort intéressante parce qu’on n’a pas besoin de recalculer
de nouveau les éléments du treillis de Galois chaque fois qu’un nouvel objet est
considéré. Par conséquent, les algorithmes incrémentaux permettent beaucoup plus
le maintient de l’intégrité du treillis suite à l’ajout d’un nouvel objet/attribut au
contexte que la construction proprement dite du treillis.
Godin et at. [36] a proposé une procédure incrémentale qui permet de modifier de
manière locale la structure d’un treillis (insérer de nouveaux concepts, compléter
des concepts existants, détruire des liens redondants, etc.) tandis qu’une grande
partie du treillis reste inchangée. Un autre algorithme incrémental a été conçu par
Carpineto et Romano [12]. De notre part, nous avons proposé un cadre théorique
décrivant toutes les restructurations requises sur le treillis lors de l’ajout d’un ob
jet/attribut au contexte correspondant [$6]. À partir de ce cadre, nous avons mis
au point deux méthodes, à savoir MAGAucE-O [68] et MAGALIcE-A [56] permet
tant la mise à jour incrémentale d’un iceberg par ajout d’objet et ajout d’attribut,
respectivement.
2.2.1 Incrémentalité par objet
Une manière de construire le treillis £ consiste à progressivement ajouter un
objet o- au treillis (qui correspond au contexte C = ({oi,...,o_i},A,I)), en
commençant par le seul objet 01 et en faisant à chaque étape (ajout) une série de
mises à jour structurelles. Dans ce qui suit, nous allons considérer l’exemple de
l’ajout du nouvel objet ({9}, {cdJgh}) au contexte formel de la Table 2.3 dont le
treillis est illustré par la Figure 2.7.
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abcdefgh
101110011
21 100000
300011111
400000010
500001101
611110000
701110000
800010000
TAB. 2.3
— Un contexte formel.
efh
#1
FIG. 2.7 — Le treillis de concepts du contexte de la Table 2.3.
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2.2.1.1 Fondements théoriques
Nous allons rappeler les aspects théoriques importants de l’approche incrémentale
définit dans [90] et [86] nécessaires à la mise au point des algorithmes incrémentaux
qui seront présentés dans ce chapitre et au chapitre 5. Pour plus de détails, le lecteur
est invité à consulter les deux sources principales sus-citées.
Soient le contexte K = (0, A, I) et le contexte + = (0+, A, Ij obtenus par
l’insertion du nouvel objet o dans ?C tel que 0+ = 0 u {o} et T I U ({o} x o’).
Le treillis L=(C,) (respectivement L=(C,<j) dénote le treillis qui correspond
au contexte K (respectivement lCj.
L’approche incrémentale s’appuie sur le fait que si c = (X, Y) est un concept
de L, alors Y n {o}’ est fermé et correspond à un concept de L+.
Propriété 6. : L’ensembte c’ est fermé par t’intersectzon.
La mise à jour d’un treillis L suite à l’ajout du nouvel objet o au contexte
associé consiste à calculer l’intersection des intensions des concepts de L avec {o}’.
De ce fait, deux types d’intersections surgissent : celles qui existent déjà dans L et
celles qui sont nouvelles. Ainsi, les concepts de L sont répartis en trois catégories
les concepts dits “modifiés”, dénotés M(o) qui sont le résultat des intersections
existantes, les concepts dits “inchangés”, dénotés U(o), qui demeurent inchangés,
et les concepts dits “géniteurs”, dénotés G(o), qui donnent naissance à de nouveaux
concepts, dénotés N+(o) (nouvelles intersections). Dans L+ ces mêmes ensembles
sont dénotés M+(o), U+(o) et G+(o), respectivement.
Exemple : La Figure 2.8 montre le treillis L obtenu suite à l’ajout de l’objet
({9}, {cdfgh})9. Les modifiés, géniteurs et inchangés dans L et L sont
— G(9) = {c#r,c#9,c#ii,c#12,c#13},
— M(9)
= {c#2,c#3,c#4,c#5,c#s},
— U(9)
= {c1o,c#6},
— G+(9)
= {c7,c9,c#11,c;2,c13},
— M+(9)
= {c#2,c#3,c#4,c#5,c#8},
9Par mesure de lisibilité, nous donnerons les ensembles d’objets/attributs sans séparateurs.
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— N+(9)
= {c#14,c#ys,c#is,c#17,c#18},
— U(9) U(9).
La tâche de restructuration du treillis L consiste à déterminer les ensembles de
géniteurs G(o) afin de pouvoir créer les nouveaux concepts et les modifiés M(o)
afin de mettre à jour les extensions correspondantes. Il faut également calculer la
couverture des nouveaux concepts.
Pour ce faire, nous allons d’abord définir les fonctions sur lesquelles repose la
définition de ces ensembles ensuite étudier la relation de couverture dans L.
2.2.1.2 Définitions
Les deux application et ‘y établissent des liaisons entre les deux treillis L et
comme suit
Définition 29 (application u et
-y)
— Pour un concept c du treillis L, ta fonction u retourne te concept c+ de
ayant une intension identique à cette de c.
FIG. 2.8
— Le treillis £ obtenu après restructuration du treillis £ de la figure 2.7 suite
à l’ajout du nouvel objet ({9}, {cdfgh}).
u : C — C, u(X, Y) = (Y’, Y).
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— Soit un concept c+ de La fonction Tetourne te concept c de L ayant
une extension égale à c+ moduto o.
C, 7(X, Y) = (X \ {o}, (X \ {o})’).
Exemple Considérons le treillis L donné par la Figure 2.7 et le treillis aug
menté J+ donné par la Figure 2.8. u(c#8) = c#s et 7(c#yy) = c#12.
Formellement, les catégories de concepts produites suite à l’ajout d’un nouvel
objet sont définies comme suit
Les nouveaux concepts dans L+ sont les concepts qui une fois le nouvel objet
o retiré de leurs extensions, on obtient des extentions existantes dans L (leurs
géniteurs).
Définition 30 (N+(o)). L’ensemble des nouveaux concepts dans f+ est
N(o) {c (X, Y)Ic E C, e X; (X \ {o})” X \ {o}}
Exemple : Soient le treillis de la Figure 2.8 et le nouveau concept c15 E N(9).
c15 = (395, fh), X \ 9 = 35, (X \ {9})” = 35 qui correspond au concept géniteur
c#9
Les concepts modifiés conservent leurs intensions lors du passage de L vers
tandis que leurs extensions sont mises à jour par l’ajout du nouvel objet o.
Définition 31 (M(o) et M(o)). Les ensembles de concepts modifiés dans L et
L sont.
- M(o) = {c = (X, Y)Ic E C, o E X; (X \ {o})’ = Y}
- M(o)={c=(X,Y)IceC,eM(o);c=7()}
Exemple : Soit le treillis de la Figure 2.8. Le concept c3 E M(9). c3 =
(136789,d), X \ 9 = 13678, (X \ 9 = 13678)’ = d qui représente l’intension du
concept c#3 avec c#3 E M(9) et 7(c#3) = c#3.
Définition 32 (G(o) et G(o)). Les ensembles de concepts géniteurs dans L et
L sont:
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- G(o) = {c = (X, Y)(c C, o X; (X u {o})” = X u {o}}
- G(o) = {c = (X,Y)Ic e C,Y {o}’; (XU{o})” = XU{o}} avec” est caïcuté
dans
Exemple Soit le treillis de la Figure 2.8. Le concept c9 e G(9) car c9 =
(35, efh), X U {9} = 359 et (X U {9})” = (359)” = 359. De même, le concept
G(9) car c#iy = (1, bcdgh) et bcdgh {9}’, X u {9} = 19, (X u {9})” =
(19)” = (cdgh)’ = 19.
Le concept géniteur peut être aussi définit comme étant le concept dc L dont
l’intension n’est pas incluse dans {o}’ mais qui est égale à la fermeture de l’inter
section avec {o}’. C’est ce que exprime la propriété suivante
Propriété 7 (G(o)). L’ensemble des concepts géniteurs dans te treiÏÏis L est
G(o) {c (X, Y)Ic e C, Y {o}’; Y = (Y n {o})”}
Finalement, les concepts inchangés sont définit comme suit
Définition 33 (U+(o) et U(o)). Les ensembles des concepts inchangés dans
et L sont
- U(o) = {c = (X, Y)Ic e C; 7(c) = c}
U(o) = {c = (X, Y)c C; u(c) c}
Exemple Soient le treillis initial de la Figure 2.8 et le treillis obtenu après in
sertion du nouvel objet ({9},{cdfgh}). Le concept c10 U(9). En effet, 7(c10) =
c#io. Le concept c#6 e U(9) car o-(c#6) c6.
Comme le calcul de L+ est obtenu par le calcul de l’intersection de chaque
concept c de L avec le concept objet v(o), on définit l’application Q qui lie les
éléments de C à l’ensemble des sous-ensembles de A de la manière suivante
Définition 34. Q : C — 2A, Q(X, Y) = Y n {o}’
La fonction Q induit une relation d’équivalence sur C. La classe d’équivalence
d’un concept c, notée {c]q, est donnée par
[cjQ={eC jQ(c)= Q()}
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Exemple t Lors de l’ajout de l’objet ({9}, {cdfgh}), Qi(c#6) = {c}. [c#7] =
{c#7, c#;o}.
De plus, l’ensemble des classes d’équivalence C/Q est ordonné par la relation
</Q:
Définition 35. (relation d’équivatence </ç) Soient c et é deux concepts de C.
[c]Q</Q[éQ Q(é) C Q(c)
La structure partiellement ordonnée résultante £/Q est un treillis complet.
Propriété 8. L, = (C/Q, <,ic) est un treillis complet.
Chaque classe déquivalence dans C/Q possède un élément maximal é unique
dont l’intension est égale à la fermeture de la valeur Q(c) de n’importe quel concept
c de la classe d’équivalence.
Propriété 9. Vc e C, é max([c]Q), o é = (X, ‘) avec = (Q(c))”.
l’opérateur” est calculé dans .
Exemple : Soit le treillis de la Figure 2.8. Le concept c#7 = (167, bcd), Y =
bcd, {9}’=cdfgh, Y n {9}’ = cd, (Y n {9}’)” = (167)’ = bcd. Par conséquent,
max([c#r]Q) = c#r.
L’ensemble des iriaximas des classes d’équivalence est noté E(o). À partir de la
propriété 7, et du fait que M(o) C E(o), on déduit que les concepts maxima des
classes sont les concepts géniteurs et modifiés.
Propriété 10 (ensemble des maxima). L ‘ensemble des concepts maxima des classes
d’équivalence dans te treillis L sont E(o) = G(o) U M(o)
Étant donné que nous avons caractérisé toutes les catégories de concepts ainsi
que la manière de les obtenir, il nous reste à déterminer le moyen d’établir les liens
de couverture qui doivent être créés dans L+, c’est à dire, la relation de précédence
44
On définit d’abord l’application x et x qui envoie un concept c de L vers un
concept de £ dont l’intension est égale à la fermeture de Q(c) et un concept de £+
dont l’intension est égale à Q(c), respectivement.
Définition 36 (( et x). Les fonctions x et x sont définit par:
-
: C
— C,(c) = (Q(c)’, Q(c))
- x : C —* C,(c) = (Q(c)’, (Q(c))”)
Exemple t Soient le treillis initial de la Figure 2.8 et le treillis obtenu après
insertion du nouvel objet ({9},{cdfgh}). X(c#6) = c2. x(c#io) = c#7.
La Figure 2.9 récapitule toutes les applications définies dans ce cadre théorique.
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FIG. 2.9 — Les différentes applications reliant le treillis initial L au treillis + obtenu
par l’ajout d’un nouvel objet o.
Si la classe d’un géniteur c2 appartient à la couverture supérieure d’une autre
classe ayant c1 comme géniteur, alors il existe un concept de la couverture supérieure
de c1 qui appartient à [c2]Q.
Propriété 11. : Vcy,c2 E G(o) x G(o) : [cy]Q [c2]Q =o [c2]Q : c1 < C.
Par conséquent, on peut déterminer les couvertures supérieures d’un nouveau
concept en considérant seulement la couverture supérieure de son géniteur dans £
et en prenant les minimas de leurs images par x+.
Propriété 12. : Vc, e N(o) x C c min({X()I7(c) -< â})
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Il est évident qu’un nouveau concept appartient toujours à la couverture supérieure
de son géniteur. La propriété suivante montre que le seul concept de (C) qui est
couvert par un nouveau concept dans est l’homologue de son géniteur.
Propriété 13. : V e C \ N(o), <+ c <+
La propriété ci-dessous récapitule le calcul des couvertures supérieures dans le
treillis £
Propriété 14. La relation est obtenue à partir de - de ta manière suivante
-+= {(J(7(c)),c) ce N(o)}
U {(c, ) c N(o), E min({(ê) I 7(c)
U {(C1,C2) I (7(ci),7(c2)) e ( - G(o) X M(o))}
Cela signifie que l’ordre dans £+ est obtenu de la manière suivante:
— Pour un nouveau concept, son géniteur est un prédécesseur immédiat. Tous
ses autres prédécesseurs sont des nouveaux concepts,
— Les successeurs immédiats d’un nouveaux concepts sont des concepts nou
veaux ou modifiés,
Les prédécesseurs immédiats d’un concept modifié c de sont différents
de ceux du concept 7(c) par, d’une part, l’ajout d’un ensemble de nouveaux
concepts et d’autre part la suppression de tous les concepts appartenant à
G(o).
2.2.1.3 Description de l’algorithme
La méthode (Algorithme 1) que nous avons proposé dans [86] permet de mettre
à jour un treillis suite à l’ajout d’un nouvel objet. Les opérations de mise à jour
consistent à : (i) identifier les classes d’équivalence, (ii) trouver l’élément maxima
de chaque classe et de déterminer son statut (géniteur ou modifié), (iii) mettre
à jour des concepts modifiés, (iv) créer les nouveaux concepts, (iv) déterminer
les nouvelles couvertures inférieures et supérieures des nouveaux concepts, (y) et
finalement éliminer les liens obsolètes de chaque générateur. Ces opérations sont
réalisées de la manière suivante
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— Détection des maxima de classes d’équivalence UQ Comme seule
ment l’élément maxima est utilisé dans la restructuration du treillis initial, il
est inutile de construire toute la classe d’équivalence. En effet, selon la pro
priété 15, pour tout concept c non maximal dans sa classe d’équivalence, il
existe toujours un successeur appartenant la classe [c]Q. Par conséquent,
le statut d’un concept peut être déterminé en le comparant avec ses succes
seurs qui sont visités préalablement dans le cas d’un parcours descendant du
treillis.
Propriété 15 (détection des maxima des classes). Toutes tes ctasses [] dans
L sont des ensembles convexes : V c, , c e C, e < c < et [] = [c]Q =
= [c].
— Calcul des couvertures supérieures des nouveaux concepts De plus,
pour le calcul des couvertures supérieures d’un nouveau concept c, au lieu
de considérer tous les successeurs potentiels, on peut prendre l’ensemble
{x() e Cov’(7(c))}, c’est à dire, les minima des images par de
tous les successeurs du géniteur 7(c).
Propriété 16. Pour tout c = (X,Y) E L, et y
= (i,i),2 = (2,) E
Covu(c), X1fl2=X.
— Destruction des liens obsolètes : Enfin tout modifié ê qui est un succes
seur immédiat d’un générateur dans L doit être déconnecté de dans L
car +(hatc) est nécessairement un successeur du nouveau concept produit
par (barc).
Propriété 17. PoliT tout e G(o), ê E M(o) : -.< ê = ê e min({(ê) ê E
L’algorithme 1 prend un treillis L est un nouvel objet’° et produit le treillis à
jour L+ . Les valeurs de catQ et x+ sont représentées par une structure générique
(la structure ChiPlus) indexée par les identificateurs de concepts. Au début, les
concepts sont triés par ordre croissant de la taille de l’intension afin de permettre un
parcours descendant du treillis (la routine SoRT de la ligne 3). Le traitement itératif
‘°L’ensemble A est supposé être connu, c’est à dire, {o}’ Ç A.
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1: procedure ADD-OBJEcT(ln/Out £ = (C, <) a lattice; In o an object)
2:
3: S0RT(C)
4: for ail c in C do
5: new-max — ARGMAX({IQ( êE Covu(c)})
6: if Q(c)I Q(new-max)I then
7: IQtc)I = Intent(c)I then
8: Extent(c) Extent(c) U {o} {c is modified}
9: M(o) M(o) U {c}
10: new-max C
11: else
12: ê ÷— NEw-CONCEPT(Extent(c) u {o}Q(c)) {c is genitor}
13: Candidates — {ChiPIus() I ê E Cov”(c)}
14: for ail ê in MIN-CLOsED( Candidates) do
15: NEW-LINK(ê,ê)
16: if ê E M(o) then
17: DR0P-LINK(c, ê)
18: new-max — ê
19: £L1U{ê}
20: ChiPlus(c) — new-max
Algorithm 1: I’vlise à jour du treillis suite à l’ajout d’un nouvel objet au contexte.
(lignes 4 jusqu’à ligne 20) examine chaque concept c du treillis £ et détermine son
statut dans [cJQ en comparant Q(c)I à la valeur maximale de IQ(ê) où ê est un
successeur immédiat de c (ligne 6). Pour ce faire, la variable new-max est uti
lisée. Cette dernière désigne le concept dans £+ dont l’intension est égale à Q(c),
c’est à dire, x+(c). Elle est initialisée avec le successeur ê ayant la valeur maxi
male IQ()I (ligne 5). Les maxima de classes sont répartis en modifiés et géniteurs
(ligne 7). Pour mi concept modifié c (lignes 8 to 10), l’extension est mise à jour
par l’objet o et est considérées comme étant son propre maxima (ligne 10) par
l’intermédiaire de la variable new-max (x+(c) = c). Un géniteur donne, d’abord
naissance à un nouveau concept â (ligne 12) ensuite la valeur de x+ de chaque suc
cesseur immédiat est mise dans une liste locale (la liste Candidates, ligne 13) afin
de pouvoir sélectionner les éléments minima (MIN-CL0sED, ligne 14). Les concepts
minima sont liés au nouveau concept ê (ligne 15) et ceux qui sont des modifiés dans
£ (ligne 16) sont déconnectés du géniteur c (ligne 17). Finalement, le maxima de
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e L Q(c) new-max Statut c E x(c)
c#i O nuit M(9) {c#i c1
c2 c nuit M(9) {c#2
—
c2
c3 d nuti M(9) {c c3
c4 g nuit M(9) c
—
c,4
c#s h nuit M(9) — c} c#s
c#6 c c2 U(9) {c c2
c7 cd nuit G(9) {c#r,c#i4} c#14
c8 dgh nuit M(9) {c#8} c8
c9 fh nuit G(9) {c#9,c#ys} c9
c10 cd c7 U(9) {c#io} c10
c11 cdgh nuit G(9) {c#iy,c#16} c11
c12 dfgh nuit G(9) {c#12, c#ir} c12
c13 cdfgh nuit G(9) {c#13, c#is} c#13
TAB. 2.4 — Trace de l’exécution de l’algorithme 1 avec le treillis de la Figure 2.7 et le
nouvel objet ({9},{cdfgh}).
la classe [c]Q dans L, c’est à dire, x+(c) est repositionné (ligne 18), le nouveau
concept est insérer dans l’ensemble des concepts du treillis (ligue 19) et la structure
ChiPlus qui représente x+ est mise à jour par le nouveau maxima de la classe [c]Q
pour une future utilisation (ligne 20).
Exemple : Soient le contexte de la Table 2.3 formé par C = (O = {1, . .. ,8}, A =
{a, ... , h}, I) et le contexte obtenu par l’ajout de la paire ({9},{cdfgh}). La
Table 2.4 illustre l’exécution de l’algorithme 1. Le treillis initial est donné par la
Figure 2.7 tandis que le treillis résultat est donné par la Figure 2.8.
Pour illustrer la manière avec laquelle l’algorithme 1 traite un concept donné,
considérant le cas du concept c12 = (3, defgh). La valeur de Q(c#12) est dfgh.
Comme les successeurs immédiats de c#12 sont c#8 et c#9 (voir Figure 2.7), la liste
des candidats contenant les images par x+ de ces successeurs est égale à Can
didates= {8 = (139, dgh), = (359, fh)}. Il est évident qu’aucune intension
de successeur n’est plus grande que celle de Q(c#12). Ainsi, c12 est un maxima
dont le statut est un un géniteur. Le nouveau concept ç17 = (39, dfgh) est créé
et connecté à tous ses successeurs immédiats dans Candidates car ils sont tous des
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éléments incomparables. Finalement, comme est un modifié, le lien avec
est supprimé.
2.2.1.4 Complexité
Soient t = llCII, m = IIAW, k = 11011 et AÏ = IlCII — IICÀCII. Le tri des concepts
(ligne 3) est linéaire dans la taille du treillis car, en effet, il s’agit d’une comparaison
entre les tailles des intensions qui sont bornées par m. Pour la boucle (ligne 4-20),
nous avons un facteur de t. Le calcul de Q(c) est borné par m, car il s’agit d’in
tersection d’intension. La couverture supérieure d’un concept c = (X, Y) contient
un nombre de concepts qui est borné par n
— 11X11, en effet un concept = (X,i)
est un successeur de c si = X U Ô tel que Ô C 0 \ X et ainsi le calcul de la
complexité de l’opération ARGMAx appartient à 0(m + n). En ce qui concerne les
concepts modifiés, les lignes (8-10) sont linéaires en fonction de la taille de M(o)
et peuvent être négligées. L’autre opération coûteuse est la partie liée aux concepts
géniteurs G(o). En effet, le nombre de géniteurs est AÏ. La mise à jour de l’ordre,
effectuée pour chaque géniteur, a un coût de 0(n2) qui peut s’expliquer par le par
cours de la couverture supérieure dont on a vu ci-dessus que sa taille est en 0(n)
et pour chaque élément de la couverture, un calcul d’intersection sur les extensions
également en 0(n). Les autres opérations sont à temps constant. Donc, la partie
liée aux géniteurs a un coût global en 0(At.n2). Le coût total de l’ajout d’un objet
est en 0(1. (m + n) + Al . n2) Enfin, la complexité de l’algorithme pot;r l’ajout de
tous les objets est de l’ordre de 0(nt . (ra + n)).
2.2.2 Incrémentalité par attribut
Une manière de construire le treillis L consiste à ajouter, progressivement, un
attribut a au treillis (qui correspond au contexte )C = (0, {ai, ..., a_i}, I)), en
commellçant par le seul attribut a1 et en faisant à chaque étape une série de mises
à jour structurelles. Ce type d’incrémentalité à fait l’objet de notre contribution et
est présenté dans le Chapitre 5, Section 5.3.1.
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2.2.3 Outils de construction/visualisation de treillis
Plusieurs programmes sont disponibles permettant la construction de treillis. Le
plus ancien (mais aussi parmi les plus fiable) d’entre eux est C0NIMP qui s’exécute
sous le système MsDos et est accessible à l’adresse http ://www.mathematik.tu
darmstadt.de/ags/agl/Software. Un autre programme plus moderne développé par
Navicon Company pour les applications d’analyse de données est Navicon Dcci
sion Suite (T0scANA, ANAcoNDA, CERNAT0). Une version démo est accessible à
l’adresse : http ://www.navicon.de. C0NExP est aussi un outil qui implémente
toutes les fonctionnalités de base dans le domaines de l’AFC est disponible à
l’adresse : http ://sourceforge.net/projects/conexp/. T0scANAJ est aussi un explo
rateur de schémas conceptuels et optimisé pour des novices en AfC et est disponible
à l’adresse : http : //toscanaj .sourceforge.net/.
Pour nos propres expérimentations, nous avons entrepris un projet d’une grande
envergure visant la mise au point d’une plateforme à source ouverte, baptisée GA
LICIA [84, 85] qui supporte la totalité du cycle de vie d’un treillis (voir Chapitre 7,
Section 9.3). Une distribution gratuite de cette plateforme est accessible à l’adresse
https : //sourceforge.net/projects/galicia/.
2.3 Quelques applications usuelles de l’AFC
L’AFC est appliquée dails de nombreux domaines tels que l’analyse de données,
le génie logiciel, la recherche d’information, l’extraction de connaissances, etc. Ces
applications ont amplement contribué au développement théorique et algorithmique
de l’AFC. Nous allons décrire quelques applications où les recherches sont très ac
tives en ce moment. Une bonne partie de cette section est consacrée à la description
de la manière avec laquelle l’AFC a abordé les problèmes du génie logiciel en par
ticulier la réingénierie des systèmes et les solutions proposées pour améliorer leur
qualité.
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2.3.1 AFC et extraction de connaissances
L’extraction de connaissances11 [61] à partir de données (ECD) est une activité
qui consiste à analyser les données afin de dégager de manière non triviale des infor
mations implicites. À l’heure actuelle, ce domaine de recherche se trouve à la croisée
de chemins de nombreux autres domaines tels que : systèmes de bases de données,
intelligence artificielle, bases de données spatiales, visualisation de données, etc.
Le processus d’ECD débute par des données brutes et abouti à des connaissances
qui sont potentiellement utiles, dépendamment du type de données, à la gestion,
le contrôle, la conception, la commercialisation, etc. Un processus classique d’ECD
comprend le nettoyage et l’intégration de données à partir de diverses sources, la
sélection et au besoin la transformation des données, la fouille dc données’2 et fina
lement l’évaluation et la présentation des connaissances extraites. L’étape cruciale
dans ce processus est la fouille de données dont le but et de chercher les patrons
informatifs à partir des données et de les présenter sous une forme souhaitée telle
que des règles d’implications ou une classification. C’est à ce moment qu’intervient
l’AFC. En effet, l’AfC permet de représenter les données brutes par le biais de
contextes formels et de dériver la hiérarchie conceptuelle correspondante [21]. Des
règles d’implication [30] entre attributs peuvent être alors déduites de manière di
recte à partir du treillis permettant ainsi l’induction des hypothèses sur les relations
entre attributs, ou d’extraire une classification des objets. L’avantage de l’utilisa
tion de l’AFC avec le calcul des règles d’implication est la garantie d’obtenir une
base de règles minimale (sans redondance des règles). De plus, les travaux sur
l’incrémentalité des treillis ont conduit au développement d’algorithmes efficaces
de mise à jour incrémentale d’une base de règles suite à l’évolution des données
correspondantes.
‘1En Anglais knowledge discovery.
‘2En Anglais data-mining.
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2.3.1.1 Règles d’association et bases de règles
Le calcul des règles d’association [1] est considéré comme l’un des types de base
d’extraction de connaissances dans les bases de données. Étant donnée une base
de données, calculer les règles d’association consiste à déterminer toutes les règles
qui ont un support minimum et une confidence. Une règle d’association est une
implication de la forme X z Y, où X et Y sont des sous-ensembles de A, appelés
aussi “motifs”, et X n Y = 0. Le support d’une règle X Y est défini comme
étant supp(X U Y) alors que sa confidence est le rapport snpp(X U Y)/supp(X).
L’étape cruciale dans le calcul des règles d’association est la détermination des
patrons fréquents à partir desquels les règles sont générées. Le nombre de motifs
fréquents peut être potentiellement grand conduisant à un nombre élevé de règles.
Une approche basée sur les opérateurs de fermeture a été proposée permettant de
réduire le nombre des règles et par conséquent leur interprétation.
Ainsi, le calcul des patrons fréquent a été ramené au calcul des motifs fermés
fréquents’3 qui caractérise l’information pertinente d’un motif fréquent et qui conduit
finalement à un ensemble de règles d’association minimal et représentatif, appelé
“base”. Plusieurs types de bases de règles d’association ont été proposés dans la
littérature telles que la base de Duquenne-Guigues, base de couverture de Luxem
burger, base générique et la base informative. Ces bases sont produites à partir du
treillis iceberg.
Les règles approximatives de couverture de Luxemburger sont générées à partir
du motif fermé fréquent du concept et celui de ses prédécesseurs immédiats. La base
de Duquenne-Guigues nécessite le calcul des pseudo-intensions fréquentes associées
au motif fermé fréquent d’un concept fréquent du treillis. La génération des règles
exactes à partir de la base de Duquenne-Guigues est triviale car la pseudo-intension
devient une prémisse et le motif fermé fréquent du concept devient la conséquence
de la règle.
Dans les bases génériques et informatives, les générateurs d’un motif fermé
‘3En Anglais Frequent Closed Itemsets (FCI).
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fréquent joue un rôle crucial dans le calcul des règles. À noter qu’un générateur Z
d’un ensemble fermé X est le sous-ensemble minimal de X tel que Z” = X. Les
règles exactes de la base générique sont produites à partir des concepts fréquents en
utilisant leurs générateurs et les motifs fermés fréquents correspondants. Les règles
approximatives de la base informatique sont produites à partir des générateurs du
concept fréquent et du motif fermé fréquent de ses prédécesseurs immédiats.
2.3.2 AFC et recherche d’information
De nombreux travaux combinant AFC et recherche d’information ont montré
le bien fondé de l’utilisation de 1’AFC en recherche d’information [12]. La corres
pondance entre les éléments de base de l’AFC et de la recherche d’information
a été vite établie. En effet, les individus du contexte sont les objets recherchés
(documents, utilisateurs, etc.) et les propriétés sont les caractéristiques qui leurs
sont communes (mots-clés, liens hyper-documents, profiles, etc.). Un concept for
mel dans ce contexte représente un cluster d’individus ayant les mêmes propriétés,
par exemple un ensemble de documents partageant un ensemble de mots-clés.
L’AFC permet de concilier les deux modes de recherche d’information t les
systèmes hiérarchiques et les systèmes booléens. En effet, le treillis, grâce à la
factorisation maximale des propriétés, offre la structure de recherche la plus mi
nimale qui combine les deux formes de recherche, à savoir, la navigation entre
sous-population d’individus et l’interrogation (requête) de sous-ensembles de pro
priétés. L’exploration de la structure est garantie par les liens conceptuels offerts
par le treillis.
Le principe d’exploration de la hiérarchie conceptuelle établie par les méthodes
de l’AFC consiste à partir d’une requête vide qu’on raffine par ajouts successifs
d’attributs (mots-clés). Chaque étape, on avance davantage dans la structure ce qui
permet de restreindre l’espace de recherche, jusqu’à arriver à satisfaire la requête.
On a donc une recherche par navigation dont le point de départ est le concept
maximal du treillis (tous les objets) et le point d’arrivée est le concept possédant
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tous les attributs de la requête. L’extension de ce concept est rendue comme résultat
de la recherche.
2.3.3 AFC et réingénierie du logiciel
Les systèmes légataires [7, 49], devenus de plus en plus obsolètes dans leur
architecture et/ou plateforme, présentent des difficultés à supporter l’évolution
en follction des changements de besoins. L’intérêt de la réingénierie [2, 45, 151
est l’amélioration ou la transformation de ces systèmes afin de les rendre plus
compréhensibles, fiables, maintenables, assez documentés et facile à faire évoluer
011 migrer vers un autre paradigme. Les systèmes orientés objets (00) contem
porains peuvent aussi être soumis à une activité de réingénierie visant à corri
ger la conception ou à dégager un ensemble d’artéfacts potentiellement utiles à
la maintenance. La réingénierie consiste donc à prendre un système existant et
le reconstruire sous une autre forme en se basant sur un ensemble de processus
élémentaires telles que la rétroingénierie, la redocumelitation, la restructuration,
etc. La rétroingénierie est le processus de compréhension et d’analyse d’un système
dans le but d’identifier les composantes de celui-ci ainsi que leurs relations et de
créer des représentations (abstractions) de ce système sous différentes formes ou à
différents niveaux d’abstraction.
Depuis qe Wille et Ganter ont développé l’AFC pour en faire une technique
d’analyse et de dérivation de structures conceptuelles [30, 95], les applications ont
proliféré, notamment en génie logiciel. En effet, grâce à sa faculté de regroupe
ment et de structuration hiérarchique, 1’AFC s’applique à des problèmes de la
réingénierie [2, 45, 15] de logiciels où l’on s’intéresse à analyser le code existant
pour des fins de compréhension et de maintenance.
Snelting [76, 77] et Godin [32, 35] ont présenté une vue générale des applications
de l’AFC en réingénierie du logiciel, notamment la réingénierie des configurations
logicielles [75], la dérivation et l’évaluation de la structure modulaire des systèmes
légataires [51, 74], l’identification des objets dans le code procédurale [50, 73, 93]
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et la réingénierie des hiérarchies de classes [32, 35, 77].
Dans ce qui suit, nous alloils décrire la manière avec laquelle l’AFC a abordé
les problèmes de la réingénierie de logiciels orientés objet et les solutions proposées
pour améliorer la qualité des systèmes.
2.3.3.1 Réingénierie des systèmes 00
De nos jours, on parle aussi de système légataires orientés objet qui souffrent
eux aussi des mêmes symptômes que les systèmes légataires procéduraux. Des tech
niques de restructuration “refactoring” sont appliquées pour garder ces systèmes
opérationnels. Cette restructuration est principalement dûc aux anomalies sui
vantes [26]
— usage impropre de l’héritage : la réutilisation du code versus polymorphisme,
— manque d’héritage la duplication du code ou présence de l’instruction “swit
ch”,
— opérations mal placées $ des opérations hors classes appropriées,
— violation de l’encapsulation : le transtypage “casting” d’instances et méthodes
tcfriends
Ainsi, pour remédier à ces anonialies dans la conception objet et à l’instar des
systèmes procéduraux, les systèmes à objet ont largement bénéficié de l’apport de
1’AFC comme une technique d’analyse et de structuration. En effet, plusieurs as
pects de la conception objet ont été traités tels que la construction d’une hiérarchie
de classes initiale à partir de la spécification des classes ou des objets, réingénierie
des hiérarchies de classes existantes à partir des relations entre les classes et leurs
attributs/méthodes membres, évolution de la hiérarchie de classes à partir des nou
veaux besoins et l’assemblage de hiérarchies existantes.
2.3.3.1.1 Conception et réingénierie des hiérarchies de classes Une
activité majeure dans l’élaboration du modèle objet consiste à identifier les classes
et les relations sémantiques les reliant. Les relations d’héritage représentent les
liens sémantiques les plus sensibles du fait de l’influence majeure qu’elle ont sur
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la compréhensibilité des modèles, l’intégrité sémantique des modèles, le potentiel
de réutilisation des classes résultantes pour d’autres applications, et l’effort de
développement requis.
Le problème de construction d’une hiérarchie de classes de départ à partir des
spécifications des différentes classes ou bien la réorganisation d’une hiérarchie exis
tante a reçu une attention particulière dans la littérature de l’OO. Du côté de 1’AFC,
le contexte formel est composé de classes et de membres de classes qui représentent,
respectivement, les objets et attributs formels. La relation d’incidence, dans ce cas,
représente pour chaque variable les membres contenus dans son type. Le treillis
obtenu à partir de ce contexte comporte beaucoup de redondance. Ainsi, ce treillis
subit plusieurs transformations qui consistent à éliminer les éléments redondants
pour arriver à une structure qui n’est plus un treillis mais qui demeure un ordre
partiel. Cette structure est la hiérarchie’4 de classes recherchée.
2.3.3.1.2 ‘Iravaiix antérieurs Godin et Mili [32, 35] ont utilisé les treillis
de Galois pour la réorganisation de la hiérarchie d’héritage en se basant sur la
signatures des classes. Le point de départ dans leur approche est un ensemble
d’interfaces de classes. Une table binaire est construite représentant pour chaque
interface l’ensemble des méthodes supportées. Le treillis dérivé à partir de cette
table montre comment la hiérarchie de classes implémentant ces interfaces doit
être organisée afin d’optimiser la répartition des méthodes dans la hiérarchie. Les
travaux de Godin et Mili ont les mêmes bases formelles que ceux de Snelting [77],
toutefois Godin et Mili considèrent les relations entre les membres et les classes alors
que Snelting a étudié comment les membres d’une hiérarchie de classes sont utilisés
dans le code exécutable de plusieurs applications en examinant non seulement les
relations entre les classes et les membres de classes mais aussi les relations entres
les différents membres de classes. Huchard et at. [41] ont proposé une méthode de
restructuration d’un modèle de classes UML permettant de considérer aussi bien
les classes que les associations dans l’élaboration des généralisations.
‘4Une hiérarchie de classes a seulement besoin d’être un ordre partiel.
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2.3.4 Discussion
Toute discipline dont les données peuvent être codées en un contexte formel
(objets x attributs) peut bélléficier des avantages de 1’AFC. En effet, l’AFC de
part ses capacités de conceptualisation, structuration et factorisation apportent
une solution élégante à chaque fois que les données brutes doivent être regroupées
(concepts) selon des critères de similarité bien établis (partage objets/attributs)
ou encore classifiées sans redoildances (factorisation maximale). Toutefois, la taille
des structures conceptuelles (treillis, iceberg, etc.) produites par les techniques de
l’AFC posent un obstacle à l’exploitation de ces structures car elle dépend de
manière exponentielle du volume de données. Ceci affaiblit la position de l’AFC
face aux disciplines dont les ensembles de données (datasets) sont de grande taille.
2.4 Conclusion
Bien que l’AFC a été, illitialement, introduite comme une alternative à la théorie
des treillis [301, la discipline a amplement outrepassé ce cadre étroit. En effet, di
vers domaines, tels que les sciences sociales, l’analyse de données, la découverte
de connaissances, le génie logiciel, etc., ont adopté le cadre de l’AfC et ont fait
de ses méthodes des outils efficaces pour l’extraction de structures conceptuelle
à partir de données brutes. Toutefois, l’AFC présente certaines limites devant un
nombre croissant d’applications ayant besoin de représenter et traiter des informa
tions complexes qui outrepassent le paradigme classique de la relation d’incidence.
Exemple de telles informations sont les liens qui peuvent surgir entre les individus
au sein d’un même contexte ou en provenance de divers contextes. Ces informations
sont très importantes car une fois considérées dans le processus de dérivation des
structures conceptuelles peuvent conduire à la découverte d’abstractions utiles.
Chapitre 3
AFC et les représentations
structurées
Dans ce chapitre, nous allons présenter quelques extensions de l’AFC qui ont
été proposées dans le but de traiter des données complexes où la description des
individus ne peut se faire via le paradigme classique de la relation binaire en AFC.
Nous allons aussi présenter le langage de modélisation UML. Toutefois, le lien
entre l’AFC et UML, qui représente l’intérêt central de cette thèse, est laissée au
Chapitre 6.
3.1 AFC et la logique
Dans cette section nous allons rappeler les notions fondamentales des logiques
de descriptions. Nous allons aussi étudier les similarités entre ces logiques et l’AFC
de point de vue de la représentation de connaissances et de l’inférence. À la fin, nous
discutons de quelques extensions logiques de l’AFC qui lui permettent de traiter
des contextes plus complexes où la description des individus ne peut se résumer en
la présence/absence de propriétés (attributs binaires).
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3.1.1 Logiques de descriptions
Les logiques de descriptions sont des langages de représentation de connais
sances qui constituent des sous-ensembles de la logique des prédicats [3]. Ces lan
gages sont plus expressifs que les langages de Frames et les réseaux sémantiques et
permettent de représenter les connaissances terminologiques d’une manière struc
turée et de faire des inférences.
3.1.1.1 Représentation des connaissances
Étant donné un domaine, les individus représentent les objets de cc domaine.
Les concepts représentent des classes d’individus et les relations expriment les liens
inter-individus. Représenter les connaissances du domaine en LD consiste à expri
mer de façon bien définie les concepts et les relations entre eux. Ainsi, les logiques
de descriptions focalisent les concepts et leurs définitions en termes de relations.
En effet, la base de connaissances est définie à partir de deux ensembles de sym
boles, à savoir, les noms de concepts’ (Tc) et les noms de rôles2 ( 7). Ces concepts
et rôles sont dits pTzmtzJs et sont comparables, respectivcment aux prédicats
unaires et binaires de la logique des prédicats.
Exemple : Dans l’exemple des publications scientifiques sur l’application de
1’AFC aux activités du génie logiciel (Table 4.1), les concepts considérés sont About
DetailedDesign, AboutMaintenance, AboutArchitecture et AboutRequirements tandis
que le rôle cites (voir la Table 4.2 pour les liens entre publications) exprime la
relation de citation entre les publications.
3.1.1.2 langage de description des concepts
La représentation de connaissances en LD s’appuie sur un langage de concepts
où les descriptions primitives sont combinées pour exprimer des descriptions plus
complexes en utilisant des constructeurs tels que: conjonction (Fi), disjonction (u),
‘Le nom d’un concept commence toujours par une majuscule.
2Le nom d’un rôle commence toujours par une minuscule.
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quantification universelle (V), quantification existentielle (s), définition de concepts
E, etc. De plus, le concept universel, appelé top (T), et le concept absurde, appelé
bottom (1) peuvent aussi être utilisés.
Exemple t La description de toutes les publications sur la conception détaillée
citant uniquement des publications sur la maintenance est comme suit
AboutDetailedDesign n Vcites.AboutMaintenance
La sémantique des descriptions dans la base de connaissances est donnée par le
biais d’une interprétation I (A’, .1) définie de la manière suivante
Définition 37. Une interprétation I est une paire (A’,.’), qui consiste en un
ensembte non vide d’individus A’ appeté domaine d’interprétation et une Jonction
interprétation . qui associe à chaque nom de concept, C, un sons-ensembte C’ C
2’ et à chaque nom de rôte, r, un sons-ensembte de couptes r1 C
Ainsi, la sémantique des descriptions est dc nature extensionnelle, c’est à dire,
spécifiée par la définition de l’ensemble des individus dénotés par chaque descrip
tion de concept ou de rôle. Par exemple, l’intersection de concepts C n D permet de
restreiirdre l’ensemble des individus à ceux appartenant à C et D simultanément
(C’ n D’). De manière similaire, l’interprétation de la restriction de rôle Vr.C est
l’ensemble des individus ayant une relation r avec seulement des individus appar
tenant à C’. La Table 3.1 (adaptée de [31) récapitule la syntaxe et la sémantique
des expressions d’un langage de description de la famille FL0.
Exemple : L’interprétation de la description ci-dessus par rapport au contexte
des publications (Table 4.1) et la relation de citation (Table 4.2) est
{1, 2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 23, 24, 25}.
3.1.1.2.1 Le langage Fti : Le choix d’un sous ensemble de constructeurs
détermine le langage LD et a un impact direct sur la complexité des mécanismes
de raisonnement. Une large gamme de langages LD ont été développés allant du
plus simple (pas de disjonction, pas de négation) au plus expressif telle que la
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Nom du constructeur Syntaxe Sémantique
nom de concept C C’ C
concept top T s7
concept bottom I O
conjonction C ii D C’ n D’
quantification universel Vr.C {x E s.’ Vy: (x, y) e r —* y e C’}
définition de concept C D C’ = D’
collection d’individus {a1,.. , a,} {af, . .. , a}
TAB. 3.1 — Syntaxe et sémantique des constructeurs de formation de concepts en
Ff20.
famille AL [3]. Par exemple, l’ensemble {fl, , V, top, I} constitue le langage FL0.
Des langages plus puissants sont définis en rajoutant d’autres constructeurs.
Définition 38. Étant donné 7, TR, deux ensembles finis de noms de concepts et
de noms de rôles, respectivement. Ft0(7, 7) désigne l’ensemble des descriptions
de concepts inductivement formés comme suit
- Ic u {T,±} c FL:0,
- C,DeFJ0CnDeFL10,
-CeFJZ0,ReTj=VR.CeFL0.
3.1.1.3 Système à base de connaissances
Un système à base de connaissances s’appuyant sur les LD est caractérisé par
deux composantes principales, à savoir, la TBox, qui définit le domaine en terme de
concepts et de relations (le modèle), et la ABox, qui définit les individus et les liens
inter-individus (les données). La ABox est une instanciation de la TBox.
3.1.1.3.1 Terminologie (TBox) : La définition A C permet d’associer à
une description de concept C un nom de concept A. Ainsi, des noms (“macros”)
qui correspondent à des descriptions de concepts ou de rôles peuvent être définis à
partir de la paire (Tc, 7). L’ensemble de ces définitions est appelé TBox où chaque
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nom est défini une et une seule fois3.
Un langage LD est défini de manière inductive sur une TBox T(Tc, 7). Par
exemple, le langage FCo(T) est la fermeture de l’application des opérateurs fl et
V aux concepts dans 7 U {T, ±} et les rôles dans TR.
De notre part, nous considérons les TBox dans un cadre général, c’est à dire,
même le cas ou elles contiennent des cycles terminologiques, c’est à dire, des
définitions de concepts qui font une référence directe ou indirecte aux noms de
concepts définis. À noter que les cycles terminologiques posent des problèmes lors
du calcul des relations de subsomption et d’équivalence [3, 54].
Alternativement, si T est une TBox à partir de (Tc, TR) (possiblement cyclique),
c’est à dire, un ensemble de définitions {A CIA e Tc, C E Fo(Tc, T)}, le
langage induit par la TBox T est F0(T).
Exemple : Les déclarations suivantes, exprimées dans le langage KRSS4, font
partie de la TBox associée à l’exemple des publications de la Table 4.1
(implies P4 (and P2 P5))
(implies P6 (and sm P5))
(implies P10 (and P8 (ail cites P7)))
3.1.1.3.2 Description du domaine (ABox) Une base de connaissances com
prend aussi une ABox A où des assertions sur les individus du domaine représenté
sont stockées.
Exemple : Les assertions suivantes en langage KRSS figurent dans la ABox
représentant le domaine des publications de la Table 4.1
(instance Fun95 aboutDetaiiedDesign)
(instance Kro94 aboutSoftwareMaintenance)
(related Fun95 Kro94 cites)
3La circularité dans les définitions n’est pas permise, toutefois cette contrainte est ignorée dans
notre cas.
4Description-Logic Knowledge Representation $ystem Specication, www.dl.kr.org/krss
spec.ps.
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3.1.1.4 Services d’inférence
Il y a plusieurs service d’inférence qu’un raisonneur sur une base de connais
sances LD peut effectuer tels que
— Equivalence: Deux descriptions de concepts C et D sont équivalentes, notée
C E D, si C’ = D’ pour toutes les interprétations I. La vérification de
l’équivalence sert à déterminer si une nouvelle description existe déjà dans la
base.
— Classification : consiste à affecter les individus aux différents concepts.
— Subsomption : la relation de subsomption. est le service inférentiel de base
fourni par un raisonneur LD. Elle consiste à déterminer si un concept C est
un sous-concept du concept D. D’un point de vue sémantique, le concept C
est plus général («subsumes >) que le concept D, noté D E C, si Ç C’.
Le calcul de la relation de subsomptiori permet de construire une hiérarchie
de concepts de la TBox facilitant ainsi la recherche et la réutilisatioll des
concepts.
— Satisfiabilité : consiste à vérifier s’il existe une interprétation I telle que
C’ 0 (I est appelé un modèle de C). Ce service permet de tester si un
concept peut être instanciable (contenir des individus). Il faut noter que la
subsomption peut être réduite à une satisfiabilité.
— Classification: Le calcul de la hiérarchie de subsomption (taxonomie) de tous
les concepts nommés.
3.1.1.5 AFC v.s. LD
Du point de vue représentation de connaissances, AFC et LD s’entendent sur la
modélisation des concepts du domaine. Toutefois, chacune des deux disciplines met
l’emphase sur un élément différent. En effet, l’AFC focalise sur le mécanisme par
lequel les concepts émergellt à partir d’observations individuelles et par conséquent
elle est de nature inductive. De plus, en AFC les concepts ont une sémantique aussi
bien extensionnelle qu’intensionnelle. Dans la dimension intensionnelle, un concept
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est décrit par le biais d’une conjonction de descripteurs (attributs formels) binaires5.
Pour leur part, les logiques de descriptions se focalisent sur l’expressivité dans la
représentation des connaissances sur les concepts et les relations inter-concepts
ainsi que le raisonnement déductif comme moyen d’inférence sur ces connaissances,
tandis que les observations individuelles ont un rôle secondaire.
Par conséquent, AFC et LD sont complémentaires et la mise en place d’une
intégration étroite entre ces deux disciplines est profitable pour de nombreuses ap
plications, notamment, la structuration automatique des bases de connaissances [64,
4, 71].
Nous allons décrire dans le Chapitre 4, section 4.8, la manière d’exporter les
résultats d’un cadre étendu de l’AfC en une base de connaissances LD. Le lecteur
peut, par conséquent, observer les correspondances entre les éléments du cadre
fondamental de l’AfC et ceux des logiques de descriptions.
3.1.2 Extensions logiques de 1’AFC
L’application de l’AFC à certains domaines a révélé les limites du schéma binaire
(présence/absence d’attributs) offert par le cadre fondamental de l’AFC pour la
description des objets. Par conséquent, plusieurs extensions de ce cadre ont été
proposées pour permettre aux contextes d’encoder des entités ayant une description
complexe.
Nous nous intéressons particulièrement aux extensions qui ont procédé à la
généralisation du langage de description des objets, à savoir l’extension de Chau
dron [13] où les propriétés élémentaires des objets sont remplacées par des ex
pressions de la logique des prédicats et l’extension de Ferré [25] où les ensembles
d’attributs sont remplacés par des expressions de la logique. Nous avons aussi étudié
l’extension de Prediger [621 qui utilise le mécanisme du scaling dans la dérivation
des descriptions binaires à partir de descriptions complexes en utilisant une termi
nologie définie. Ce même mécanisme est utilisé dans l’extension que nous proposons.
5Qui sont dans certains cas le résultat d’un scaling complexe
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3.1.2.1 Extension aux termes de la logique du premier ordre
L’étude de Chaudron et Maille [13] s’inscrit dans le cadre du développement
d’un module de génération de règles du premier ordre pour le système TC1 6 destiné
à la découverte de connaissances dans l’interaction homme-machine. Le système a
été utilisé pour l’analyse des bases de connaissances contenant des facteurs hilmains
de pilotage d’un avion.
Dans le développement de TC1, Chaudron et Maille ont introduit la logique
des prédicats en AFC. Les propriétés élémentaires des objets sont remplacées par
des expressions de la logique des prédicats. Ainsi, les objets sont décrits par des
conjonctions de littéraux positifs appelés cubes logiques. L’ensemble de tous les
littéraux est appelé “domaine des cubes”, noté C. Le modèle des cubes est basé sur
la logique du premier ordre (Constante, Variable, Fonction, Prédicat et Quantifi
cateurs). Un contexte du premier ordre C = (O, P, D) est composé de l’ensemble
classique des objets O, d’un ensemble de cubes P, avec J3 Ç 2C généré à partir
d’un langage de la logique du premier ordre et d’une application D : O — P qui
retourne, pour chaque objet o O, une et une seule image dans P représentant
l’ensemble des traits qui lui correspondent (p = 0(o)).
Le domaine des cubes logiques C et rrruni d’une opération flc permettant de cap
turer les traits communs de deux cubes, et une opération Uc pour réunir les traits
de deux cubes. Ces opérations sont simplement la généralisation des opérations
usuelles d’intersection fl et d’union U sur les ensembles d’attributs.
Les correspondances de Galois f et g qui résument les liaisons entre sous-
ensembles d’objets et des cubes sont définies de la manière suivante : la fonction f
associe à un ensemble d’objets l’unification de leur cubes respectifs, tandis que g
est la fonction duale pour les littéraux
— pour un ensemble fini d’objets X, f P(O) —* P, f(X) = fl{D(o)Io E X}
— pour un littéral donné Y, g : P — P(O), g(Y) = {o E 01Y c D(o)}
La relation d’ordre c est la relation induite par la structure du treillis sur
6Un système Prolog pour l’analyse de concepts de premier ordre.
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C. Un concept du premier ordre est une paire (X, Y) telle que X C O, Y E P,
f(X) Y.
Pour deux concepts donnés (X1, Y1) et (X2, Y2), la relation hiérarchique de
prédécesseur - successeur est formalisée par: (X1, Y1) < (X2, Y2) X1 Ç X2 (Y2 c
Y1). L’ensemble de tous les concepts du premier ordre du contexte (O, P, D), muni
de la relation d’ordre (la relation d’ordre induite par la structure du treillis sur
C) est un treillis complet, appelé “treittis de premier ordre”.
Enfin notons que Chaudron et Maille ont proposé le remplacement des en
sembles d’attributs par des cubes logiques ce qui permet d’étendre l’AFC à une
logique particulière. Cette extension, motivée par un besoin d’expressivité pour
des applications en analyse de données, manque de généricité car il faut redéfinir
le paradigme de l’AFC pour d’autres applications ayant besoin d’autres logiques.
3.1.2.2 Généralisation logique de l’AFC
Ferré, dans [25] présente un paradigme logico-contextuel pour interroger, na
viguer et apprendre dans un système d’information, appelé “Système d’informa
tion logique”. Ce paradigme se distingue des modèles existants par une organi
sation des données centrée sur les objets (fichiers. pages iVeb) plutôt que sur les
propriétés (répertoires); l’ensemble des objets décrits par leurs propriétés consti
tue le contexte. Le paradigme effectue une recherche d’information qui combine
étroitement l’interrogation et la navigation. Les propriétés des objets sont ex
primées par un langage logique. En effet, Ferré propose une reformulation de l’ana
lyse de concept classique d’une manière à pouvoir faciliter la définition d’une ana
lyse de concept généralisée à toute logique, appelée ‘Analyse de Concepts Logiques’
(ACL), dans laquelile le langage de description des objets devient un paramètre.
Cette généricité dans la nature des objets et la logique choisie, peut couvrir beau
coup de domaines d’application.
La reformulation du cadre classique de l’AFC consiste à remplacer le contexte
7Chaudron et Maille ont publié, par la suite, d’autres généralisations de l’AFC en restant
toujours dans le cadre de la logique des cubes
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et les correspondances de Galois de la manière suivante
= (O,A,I) =rz K: (Q,2A,d), où d(o) = {a E ÀI(o,a) E I}.
2A est le domaine de description des objets et d est la fonction de description des
objets dans ce domaine. Ensuite, les correspondances de Galois sont reformulées
avec la fonction d plutôt que la relation I de la manière suivante
f(X)
= flocx d(o) et g(A) = {o E OId(o) D A}.
Une logique L = (L, , n, u, T, J..) est définie pour l’analyse de concepts lo
giques permettant de substituer les ensembles d’attributs et les opérations ensem
bustes par des formules et des opérations logiques (voir Table 3.2).
AFC ACL description
2A L — langage des formules logiques
D C L x L relation de subsomption
u n n E L x L r L l’opération de conjonction
fl U U E L x L = L l’opération de disjonction
0 T T E L la formule distinguée tautologie
A I I E L la formule distinguée contradiction
I ci
— la fonction de description des objets
TAB. 3.2 — Correspondance entre type abstrait logique de l’ACL et l’AFC.
La généralisation est obtenue en remplaçant les sous-ensembles d’attributs 2A
par un ensemble de formules de L. Finalement, le contexte formel, appelé contexte
logique est un triplet (O, L, ci) où
— O est un ensemble fini d’objets,
— L = (L, ) est un treillis de formules,
— ci: O i.— L une fonction qui associe à chaque objet une formule décrivant ses
propriétés.
Dans le contexte (O, L, ci), un concept est une paire e = (X, Y) où X O,
Y E L, tel que f(X) = Y et g(Y) = X. La différence principale par rapport à l’AFC
est que l’intension Y est une formule dans une logique L. De plus, une relation de
déduction contextuelle est introduite dans certains contextes particuliers. Cette
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relation est considérée comme une généralisation de l’implication entre attributs.
La logique contextuelle (la logique des déductions du contexte formel) joue le même
rôle que le treillis de concepts et permet d’extraire la connaissance à partir des
contextes.
Ferré propose trois façons pour construire le treillis : des extensions (g(f(2°)))
ordonnées par inclusion (Ç), des intensions f(g(L))) ordonnées par déduction lo
gique, ou des formules () ordonnées par une déduction contextuelle.
3.1.2.3 Extension aux variables non binaires
Pour remédier à l’impossibilité de traiter de manière directe les données non
binaires (par exemple, une base de dollnées relationnelle où la relation d’incidence
est de type objet-attribut-valeur) pour en extraire des hiérarchies conceptuelles,
Prediger [62, 63] a proposé deux méthodes permettant de dériver un contexte formel
mono-valué à partir d’un contexte pluri-valués : les échelles conceptuelles et le
scaling logique.
3.1.2.3.1 Échelles conceptuelles Les échelles conceptuelles (conceptual scales)
sont des contextes formels dont les objets sont des valeurs et les attributs sont des
attributs d’échelle. Ces contextes induisent des treillis de concepts qui organisent
d’une manière hiérarchique les attributs de l’échelle, chaque attribut du contexte
pluri-valué, on associe une telle échelle conceptuelle qui permet de structurer le
domaine de valeurs de cet attribut (voir Section 2.1.3 pour plus de détails).
3.1.2.3.2 Scaling logique Le principe de scaling logique est d’utiliser un lan
gage formel (ex., SQL) pour générer des prédicats unaires à partir des attributs
et des valeurs d’un contexte pluri-valué. Une terminologie est un ensemble fini de
tels prédicats auxquels on associe un nom. Le contexte mono-valué est dérivé du
contexte pluri-valué à partir d’une terminologie. L’ensemble d’objets est conservé,
l’ensemble d’attributs est l’ensemble des noms des prédicats de la terminologie et
un objet est en relation avec un nom si les valeurs de ses attributs sont tels que le
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prédicat associé au nom est satisfait.
Par exemple, si la terminologie contient la définition assez petit =def tailte < 3
(assez petit est le nom du prédicat et taille est un attribut) et que la valeur de
l’attribut taille d’un objet est 2, alors cet objet aura l’attribut assez petit dans le
contexte dérivé.
Ce que l’on reproche à ces deux type de scaling est le fait qu’il peut y avoir perte
d’information. En effet, avec le premier scaling les valeurs sont remplacées par des
attributs d’échelle, ce qui correspond à une forme d’abstraction de données. Avec
le deuxième type de scaling, on s’intéresse à la satisfaction ou non de quelques
prédicats (exprimés dans un langage formel) par les objets. Toutefois, pour des
applications d’analyse de données, cela peut être utile puisqu’il s’agit de discerner
les propriétés générales des données.
3.1.3 Extensions relationnelles de 1’AFC
Diverses recherches ont tenté d’étendre l’AFC pour lui permettre de traiter les
objets dont les descriptions incluent des liens. Un lien est une référence à une partie
de l’objet (lien intra-objet) ou à un autre objet du contexte (lien inter-objets).
3.1.3.1 Traitement des liens intra-objet
Pour le traitement des liens intra-objet, différentes approches ont été proposées
en se basant sur des langages de prédicats [13] ou encore des graphes concep
tuels [53]. En effet, les descriptions des objets incluant des liens intra-objet res
semblent à des prédicats reliant des parties d’objet entre elles et peuvent être, par
conséquent, représentées par des graphes où les noeuds sont ces parties et les arcs
sont ces prédicats (voir à gauche de la Figure 3.1). Ainsi, l’extraction de concepts
formels nécessite une méthode particulière de calcul basée sur l’isomorphisme de
graphes.
L’approche basée sur les graphes ainsi que les autres approches basées sur la
logique du premier ordre considèrent exclusivement les liens intra-objet, c’est à dire,
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FIG. 3.1 — Gauche : traitement des liens
inter-objets.
kL..
34
intra-objets. Droit traitement des liens
des liens qui ne dépassent jamais la ‘frontière’ de objet formel concerné. Ainsi, les
liens sont internes aux descriptions des concepts. Par contre, dans notre cas les
liens inter-objets font partie des intensions des concepts découverts.
3.1.3.2 Extension aux liens inter-objets
L’analyse relationnelle proposée par U. Priss [65] est une autre extension de
l’AFC vers une théorie plus générale permettant d’étendre les liens entre objets à
des relations entre concepts. Elle a été, initialement, introduite pour résoudre le
problème d’implémentation des relations sémantiques dans les bases de données
lexicales.
Un contexte linguistique (dictionnaire, base de données lexicale, etc.) est forma
lisé par mi contexte lexical formel. Deux types de contextes lexicaux sont définis
le contexte dénotatif et le contexte connotatif où les objets formels sont respec
tivement les mots et les sens. Dans les deux contextes, les propriétés sollt des
caractéristiques définies à partir de la terminologie linguistique.
L’approche consiste à construire le treillis de concepts (treillis linguistique)
mdépendamment des liens inter-objets (relation sémantique et lexicale entre mots);
ensuite lever ces liens aux niveaux des concepts, c’est à dire établir des relations
entre concepts à base des liens inter-objets. Des termes lexicaux et expressions
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peuvent être dérivés des treillis linguistiques.
Cependant, il est toujours nécessaire d’examiner si la relation d’un concept
donnée est valable pour tous les objets et attributs de l’extension et l’intension
de ce concept ou seulement pour un sous ensemble. Par conséquent, le problème
majeur de la propagation des liens inter-objets aux relations entre concepts est la
quantification. Pour résoudre ce problème, des quantificateurs du langage naturel
{ tous, exactement un, au moins un} sont associés aux relations et permettent de
décrire les conditions dans lesquelles les relations sont établies. Ainsi, établir une
relation entre deux concepts consiste à définir la composante retationnette (nom
de relation) et les quantificateurs affectés aux extensions des deux concepts. Ces
relations sont déduites à partir des relations sémantiques et lexicales (synonymie,
taxonomie, etc.).
La démarche proposée par Priss pour la construction des treillis relationnels
consiste à définir des relations entre les concepts une fois le treillis construit (trai
tement “à posteriori”) en utilisant les liens inter-objets.
3.1.4 Discussion
Afin de permettre à l’AFC de répondre à certains besoins où la description
classique (conjonction de propriétés) des objets présentent des limites, plusieurs
extensions ont été proposées notamment celles qui introduisent les logiques clas
siques dans le langage de description des objets [13, 25, 62]. Pour notre part, pour
pouvoir décrire des objets ayant des liens avec d’autres objets, nous avons procédé
à uiie extension du cadre fondamental de l’AfC vers un cadre pius général où les
liens inter-objets sont élevés au niveau des concepts. Par rapport à l’approche de
Priss [65] qui consiste à établir les relations inter-concepts à posteriori (après la for
mation des concepts), notre approche utilise les liens inter-objets comme un critère
de formation de concepts. Le chapitre 4 en présentera les détails.
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3.2 Le langage de modélisation UML
Dans cette section nous allons décrire le modèle structurel de UML, à savoir le
modèle de classes. Notre intérêt dans ce modèle est motivé par l’application que
nous allons réaliser et qui consiste en la restructuration d’une hiérarchie de classes
représentée par un diagramme UML. Nous allons aussi présenter le format standard
d’échange de méta-données dit “XML Metadata InteTchange” (XMl)8.
3.3 Le langage
Le langage de modélisation unifié UML [60, 27] est un langage de spécification,
visualisation, construction et documentation des systèmes logiciels. C’est un lan
gage de modélisation par objets, devenu un standard depuis qu’il a été adopté par
1’OMG (Object Management Group) en 1997. Ses concepts proviennent des nota
tioiis présentées par Grady Booch [9], James Rumbaugh [72] et Ivar Jacobson [43].
À noter que UML n’est pas une simple notation graphique ni une méthode dans
la mesure où elle ne présente aucune “démarche”. A ce titre elle est un formalisme
de modélisation objet qui fournit des éléments syntaxiques pour la plupart des
systèmes logiciels, ce qu’UML désigne sous le nom d’ “artéfact”. UI\’IL a l’ambition
d’être au génie logiciel ce que la notation symbolique est aux mathématiques. Le
mot méthode est parfois utilisé par abus de langage.
Les principaux objectifs de la notation UML sont
- offrir aux utilisateurs un langage de modélisation visuel pour développer et
communiquer des modèles,
- fournir des mécanismes de spécialisation pour l’extension des concepts fon
damentaux (langage ouvert),
- supporter des spécifications indépendamment du processus de développement
ou du langage de programmation9,
8http ://www.omg.org/technology/documents/formal/xmi.htm
9UML est aussi un langage de choix dans le cadre de l’architecture MDA (Model Driven
Architecture). En effet, UML est utilisée au niveau de l’organisation comme un PIM (Plateform
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- fournir une base formelle pour la compréhension d’un langage de modélisation
et intégrer des pratiques de modélisation élégantes,
- encourager la croissance du marché d’outils de l’objet,
- supporter des concepts de développement de haut niveau tels que les compo
sants et les collaborations.
UML constitue un langage formel et normalisé ce qui entraîne u gain de
précision, un gage de stabilité et encourage l’utilisation d’outils. Son caractère
polyvalent et sa souplesse en font de lui un support de communication performant
et universel qui cadre l’analyse et facilite la compréhension de représentations abs
traites complexes.
UML couvre toutes les phases d’un projet logiciel et propose une modélisation
suivant trois axes : comportemental, structurel et architectural. La modélisation
comportementale est le processus consistant à attribuer des responsabilités aux
classes qui composent le système. Il s’agirait de l’activité la plus importante au
cours du cycle de vie, car le comportement dicte la structure du système. En effet,
modéliser le comportement permet de déterminer les responsabilités de la classe
ainsi que les interactions avec d’autres objets au moment de l’instanciation. La
modélisation structurelle consiste à identifier les classes d’objets, les relations et de
généralisation/spécialisation entre classes et les types d’associations entre classes.
La modélisation comportementale et la modélisation structurelle sont plus efficaces
lorsqu’elles sont menées en parallèle. Finalement, la modélisation de l’architecture
du système logiciel consiste à décrire l’organisation des composants logiciels, les
moyens d’interconnexion et les ressources matérielles nécessaires à l’implantation
du logiciel. Chaque axe de modélisation dispose d’un ensemble de diagrammes
parmi les suivants : diagramme de classes, objets, cas d’utilisation, activité, état
transition, collaboration, séquence, composants et déploiement.
Ainsi, le langage UML fournit une panoplie d’outils permettant de représenter
l’ensemble des éléments du monde objet (classes, objets, etc.) et les liens qui
les relient. Toutefois, étant donné qu’une seule représentation est trop subjec
Independent MoUd).
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tive, UML fournit un moyen permettant de représenter diverses projections d’une
même représentation grâce aux unes. Une vue est une projection du modèle et
est constituée de plusieurs diagrammes. Dans le cadre de notre travail, nous nous
intéressons à la vue qui permet de représenter les aspects statiques et structurels
d’un système, à savoir la vue togique et plus particulièrement au diagramme de
classes et aux diagramme d’objets. Dans la suite, nous allons présenter les consti
tuants essentiels de ce diagramme.
3.3.0.1 Diagramme de classes
Le diagramme de classes décrit la structure statique d’un système à travers
un ensemble d’éléments de modélisation, tels que les classes, les interfaces, et
les relations qui les relient. Il fait abstraction des aspects dynamiques et tem
porels du système. Pour un modèle complexe, plusieurs diagrammes de classes
complémentaires peuvent être construits. Les composants suivants constituent les
éléments d’un diagramme de classes UML.
3.3.0.1.1 Classe une classe est la description d’une collection d’objets qui par
tagent les mêmes propriétés (attributs, opérations, relations) et la même sémantique.
Graphiquement, une classe est représentée par un rectangle avec trois comparti
ments : compartiment classe incluant le nom de la classe, son stéréotype et ses
valeurs étiquetées, compartiment des attributs’0 et enfin celui des méthodes”.
La classe est aussi caractérisée par une visibilité ou encore droits d’accès. Trois
niveaux de droits d’accès sont disponibles : privée, protégée, publique et package
qui spécifient la portée de la classe par rapport aux différents packages du système.
UML permet de préciser le nombre d’instances d’une classe par le biais de la mul
tiplicité de la classe.
‘°Pour un attribut donné, il faut préciser le nom, le type de base et la visibilité.
‘1Pour une opération, il faut préciser la signature et la visibilité.
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3.3.0.1.2 Relations les relations représentent les liens entre les classes. UML
offre trois types de relations : la généralisation/spécialisation, les associations et les
dépendances.
3.3.0.1.3 Association une association exprime une connexion sémantique bi
directionnelle entre deux classes. Les associations permettent de naviguer dans le
modèle (voyager d’un objet à l’autre). En effet, l’association est instanciée dans un
diagramme d’objets ou de collaboration, sous forme de liens entre objets issus de
classes associées. L’association possède un nom qui décrit la nature de la relation
et un rôle qui précise la façon dont une classe se présente à une autre (indispen
sable pour les associations réftexives). Les multiplicités d’une association précisent
le nombre d’instances qui participent à une relation. Graphiquement, une associa
tion est représentée sur le modèle par une droite reliant deux classes. Les rôles et
multiplicités des deux côtés, le sens de navigation, les contraintes de l’association
figurent aux ‘bords’ de cette droite. On distingue plusieurs types d’associations
- Agrégation association binaire entre un tout et ses parties. L’agrégation im
plique que le tout se situe à un niveau conceptuellement plus élevé que la
partie, tandis qu’une association implique que les deux classes se trouvent au
même niveau conceptuel.
- Composition : une forme spéciale d’agrégation dans laquelle la partie ne peut
survivre sans son tout.
- Ctasse d’association : UML permet de modéliser les propriétés d’une associa
tion entre deux classes par une classe d’association. Il s’agit d’une classe qui
réalise la navigation entre les instances d’autres classes.
- Quatification un moyen pour limiter le nombre d’objets en cas de navigation
d’associations car la connaissance de l’objet source et du qualificateur permet
de limiter le nombre d’objets liés.
3.3.0.1.4 La dépendance exprime une relation d’utilisation unidirectionnelle.
Une modification de la classe dont on dépend peut nécessiter une mise à jour de la
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classe dépendante. Souvent les dépendances seront utilisées pour démontrer qu’une
classe en utilise une autre comme paramètre dans la signature d’une opération.
3.3.0.1.5 La généralisation consiste à factoriser les propriétés d’un ensemble
de classes sous forme d’une superclasse, plus abstraite. La spécialisation est la
relation duale qui consiste à étendre les propriétés d’une classe, sous forme de sous-
classes, plus spécifiques. Les deux relations permettent de définir une structure
hiérarchique pour un diagramme de classes. La généralisation est l’élément UML
utilisé pour modéliser l’héritage.
3.3.0.1.6 Exemple : le diagramme de classes de la Figure 3.2, tiré de [32],
décrit les éléments membres d’une agence immobilière. La classe Locataire a deux
attributs : le nom du Locataire et son adresse. La classe Maison est caractérisée
seulement par son type. Deux associations apparentes dans le contexte immobilier
sont acheter et louer qui correspondent à la relation entre la Maison et ses deux
principaux acteurs, à savoir le Propriétaire et le Locataire. Comme une Maison
ne peut être occupée que par un seul Locataire, la cardinalité de l’association
Louer est égale à “O. . 1” du coté du Locataire. Par contre un Locataire peut
Louer plusieurs Maison. Cette règle est exprimée par la même association avec la
cardinalité “*“ qui se trouve du coté de la classe Maison. Le sens de la navigation de
l’association Louer est du Locataire vers la Maison. Cela signifie qu’à partir d’tin
Locataire donné, il est toujours possible de déterminer la Maison qu’il occupe.
Par contre il est impossible de déterminer l’occupant d’une Maison donnée.
3.3.1 Le Méta-modèle
UML est un langage permettant d’exprimer des modèles objet en faisant abs
traction de leur implémentation. Ce langage s’appuie sur un méta-modèle, un
modèle de plus haut niveau qui définit les éléments d’UIVIL (les concepts utilisables)
et leur sémantique (leur signification et leur mode d’utilisation). Le méta-modèle
d’UML est un langage formel, sans ambigflité et pouvant servir de support pour
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FIG. 3.2 — Transactions immobilières : diagramme de classes UML.
tout langage orienté objet. Il est décrit par la notation UML.
Le méta-modèle de UML est écrit en langage standard de métamodélisation
appelé IVIOF (Meta-Object Facilïty). MOF est un ensemble d’interfaces standards
permettant dc définir et de modifier des méta-modèles et leurs modèles correspon
dants (UML, Java, OMG-IDL, méta-modèle workfiow WfMF, etc.) en tant qu’ob
jets CORBA. CORBA est un concept permettant à deux applications de développer
des échanges d’informations à l’abri de leur localisation ou de leur conception in
terne. Le MOF est donc un moyen de définir la syntaxe et la sémantique d’un lan
gage de modélisation. Il a été créé par l’OMG afin de définir la notation UML mais
peut aussi remplir d’autres responsabilités éventuellement établir les correspon
dances entre méta-modèles. Par exemple le méta-modèle de mapping entre UML
et Java est écrit en MOF.
3.3.2 Modélisation avec UML
Comme souligné ci-haut, le langage UML répond au besoin de spécifier, représenter
et construire les composantes d’une future application objet, indépendamment d’un
78
langage de programmation. En effet, le langage a apporté un formalisme et une
cohérence aux applications à développer. Toutefois, malgré la richesse d’expression
de UML, il est toujours difficile de construire des modèles dont la qualité de la
conception avoisine celle préconisée par l’approche objet, en particulier quand il
s’agit du modèle conceptuel de classes. Rappelons qu’il y a plusieurs critères de
qualité pour un modèle de classes tels que la factorisation maximale des propriétés
des classes, l’utilisation de l’héritage multiple seulement si nécessaire, le nombre
de classes limité, sous-classer dans le but de spécialiser, etc. Ce manque de qua
lité est due, d’une part au manque d’une démarche systématique de construction
du modèle et d’autre part à la complexité que présente cette activité. Cette com
plexité découle principalement d’un espace de recherche d’abstractions très grand,
des critères parfois conflictuels, évolution permanente en rapport avec la réalité,
etc.
Comme nous allons le voir dans le chapitre 8.2.2.2, l’utilisation de l’AFC a
contribué à la lever de certaines difficultés, telle que l’organisation d’un ensemble
de classes en une hiérarchie, en offrant une technique formelle de regroupement. En
effet, l’AFC a été employée avec succès dans la construction et la restructuration des
hiérarchies de classes dii fait des propriétés intrinsèques des treillis qui garantissent
une structure minimale et une factorisation maximale de la hiérarchie dérivée des
données extraites du code source. Cette structure est soumise à des simplifications
permettant d’éliminer les redondances et la ramener à un schéma d’héritage.
3.3.3 UML et AFC : limites et défis
Dans le chapitre 2, section 2.3.3, nous avons discuté la longue tradition d’uti
lisation de techniques basées sur l’AFC en génie logiciel. Toutefois, il reste encore
des questions auxquelles il n’y pas encore de réponse ni de la part du paradigme
classique de l’AFC, ni de la part de ses diverses extensions. Pour soulever ces ques
tions, nous allons considérer un problème en génie logiciel où l’AfC peut servir
à découvrir des abstractions (sous-classes, sous-types) en s’appuyant sur des res
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trictions de valeurs d’objets. Dans ce cas, chaque classe (respectivement entité) est
traduite en un contexte formel où les objets formels correspondent aux instances
de la classe (objets concrets) et les attributs formels correspondent aux propriétés
communes de ces instances. Ainsi, le modèle de classes est décrit par un ensemble de
contextes. Mais, en considérant les liens entre les objets (les attributs de référence
dans la description des objets en 00 ou les clés étrangères dans le schéma ER) les
contextes formels deviennent liés et l’AFC est incapable, à ce moment, de traiter
ce genre d’information.
Un autre exemple permettant aussi de mettre en évidence les limites du cadre
classique de l’AFC relève du problème d’identification des objets dans le code
procédural où le contexte est fait de routines (objets formels) et de variables (at
tributs formels). Cette perception du code conduit à la découverte de classes po
tentielles qui facilitent la migration du code procédural à la tehno1ogie objet.
Mais, une telle modélisation ne capture pas toute l’information disponible dans le
code source, notamment les appels inter-routines. Par conséquent, une partie de la
sémantique est perdue empêchant ainsi la découverte d’abstractions utiles pouvant
contribuer à une migration plus efficace.
L’application de 1’AFC aux modèles conceptuels consiste aussi à manipuler des
modèles déjà élaborés. Dans le cas d’un diagramme UML de classes, les objets for
mels correspondent aux classes du diagiamme et les attributs formels aux différents
membres de ces classes. L’AFC classique peut aider à produire une hiérarchie qui
représente des abstractions obtenues à partir de généralisations sur les classes uni
quement [32, 35], alors que les associations, qui représentent un aspect important
du modèle, sont délaissées.
3.3.4 Discussion
Dans cette section nous avons présenté les éléments essentiels offerts par UML
pour concevoir l’aspect statique des systèmes logiciels. Nous avons aussi exposé les
difficultés rencontrées dans la construction des modèles conceptuels UML, notam
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ment les hiérarchies de classes. Ces difficultés conduisent souvent à des défauts’2
de conception, éventuellement, le manque de généricité ou de factorisation dans
le modèle. L’AFC, grâce à ses techniques d’analyse et de structuration, permet la
correction de ces défauts et l’amélioration conceptuelle d’un modèle UML (ajouter
automatiquement de nouvelles classes/associations plus génériques). Toutefois, il
reste encore des types d’information dans le modèle UML que l’AFC est incapable
de traiter et qui nécessite une extension appropriée du cadre classique de l’AFC.
‘2Les défauts de conception peuvent se produire pendant la construction ou à la suite de la
modification du modèle.
Chapitre 4
Fondements théoriques de l’ARC
Le but de ce chapitre est de présenter les fondements théoriques de l’analyse re
lationnelle de concepts (ARC). L’ARC est une approche permettant l’extraction de
concepts formels à partir d’une description hétérogène des objets formels combinant
des attributs formels binaires’ et des relations inter-objets [16, 40]. Les concepts
formés sont dits ‘concepts relationnels” car les intensions qu’ils renferment font
référence à d’autres concepts.
Nous allons d’abord présenter le modèle de données permettant de représenter
les informations relationilelles, appelé famille de contextes relationnels (FCR), en
suite décrire un cadre formel de transformation de ces données s’appuyant sur le
mécanisme de scaling afin de pouvoir utiliser les méthodes fondamentales de l’AFC
de dérivation de structures conceptuelles.
4.1 Problématique
Le cadre classique de l’AFC permet d’analyser des données appartenant à des
entités d’un même type et ayant les mêmes caractéristiques alors que souvent les
données à analyser sont issues de domaines disposant de plusieurs sortes d’entités,
lÉtant donné un objet formel, le codage binaire consiste à associer une valeur booléenne
vrai/fainc pour indiquer la présence d’un attribut formel donné.
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chacune ayant ses propres caractéristiques. De pius, ces entités peuvent avoir des
liens de divers types entre elles. C’est le cas par exemple des bases de données qui
contiennent plusieurs types d’entités stockés dans des tables, chacune a sa propre
description (champs de la table) et des liens inter-entités (clés étrangères). Par
conséquent, plusieurs travaux de recherche se sont intéressés à accommoder l’AFC à
des données plus riches2. Les méthodes de formation de concepts utilisées s’appuient
sur le mécanisme de scaling conceptuel [30] pour la traduction des attributs formels
complexes en attributs binaires. Toutefois, les attributs formels qui expriment les
liens entre les objets formels ont été traités de manière ad-hoc comme nous l’avons
montré dans le Chapitre 3, Section 3.1.3.
De notre part, nous proposons une nouvelle méthode de traitement de ces liens
inter-objets qui représentent en fait de l’information dite “Tetationnetle”. A noter
que cette information relationnelle est rencontrée aussi bien au niveau des données
comme mentionné ci-dessus qu’au niveau des modèles qui décrivent ces données,
particulièrement dans les modèles de données de type ER et UML. En effet, ces
modèles sont composés de plusieurs types d’éléments et de pitisietirs liens inter-
éléments (voir Chapitre 8.2.2.2, section 6.2). Inclure les informations relationnelles
dans le processus d’analyse permet aux outils et à ceux qui les utilisent de capturer
davantage de similarités dans les données et donc plus de connaissance stir la source.
Ainsi, la représentation des données est plus précise et l’interprétation sera plus
correcte.
4.2 Les relations dans les données
Les contextes formels permettent de représenter n’importe quelle entité (objet
formel) possédant des propriétés (attributs formels) tels que des humains, produits,
véhicules, etc. Par exemple, la Table 4.1 présente la transposée3 d’un contexte
mono-valué, appelé “publications” (noté ?C,) où les objets formels représentent
2Entjtés décrites par des attribtits de type numériques, taxonomiques ou encore des ensembles.
3Par mesure d’économie de l’espace.
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des publications académiques traitant de l’application de l’AFC en génie logiciel.
Les attributs formels représentent des activités constituant le cycle de développement
du logiciel4. La Figure 4.1 illustre le treillis associé.
ah O O O O O O O O O O O O O O O O O 0 0 0 1 0 0 0 0
ca O O O O O O O O O O O O O O O O O 0 0 0 1 1 0 0 0
cd 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1
ma 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1
TAB. 4.1 — La transposée du contexte formel des publications académiques (q). Les at
tributs formels sont analyse des besoins (ah), conception architecturale (ca), conception
détaillée (cd) et maintenance (ma).
Les entités ayant des descriptions différentes soiit placées dans des contextes
différents. En plus des caractéristiques propres, plusieurs sortes de liens peuvent
être définies entres des objets formels appartenant à différents contextes (ou le
même). Ces relations expriment les liens inter-objets dans le domaine correspondant
tels que des liens de parenté, de possession ou seulement exprimer des informations
techniques, tels que les hyperliens dans les bases de données textuelles ou dans
le Web. La relation “possède”, par exemple, peut représenter les liens entre des
humains et des types particuliers de véhicules. Ainsi, dans une modélisation en
AFC, “possède” exprime une relation entre le contexte des humains et celui des
véhicules.
Concernant le contexte des publications de la Table 4.1, la Table 4.2 montre
la relation circulaire de citation, appelée cite”, entre les différentes publications
académiques. Ainsi, cette relation définit des liens entres les objets de la Table 4.1.
Les liens inter-objets représentent un aspect important lors d’un processus de
construction de structures conceptuelles car ils peuvent servir à la découverte de
4Adapté de [81].
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groupe d’objets utiles à l’analyse. Par exemple, dans l’analyse d’un entrepôt de
données sur les achats effectuées par des clients par le biais de cartes de crédits,
il est très utile d’identifier le profil acheteur de chaque client non seulement en
fonction de ses propres caractéristiques telles que salaire, âge, etc., mais aussi ell
fonction des caractéristiques des cartes de crédit qu’il détient telles que limite de
crédit, taux d’intérêt, garantie additionnelle sur produits, etc. Ici, les objets sont
regroupés en deux ellsembles distincts, à savoir, l’ensemble des clients et celui des
cartes de crédits. La relation “détient” établit un lien entre les objets de ces deux
ensembles.
A noter que des travaux antérieurs [22] dans le domaine de l’analyse relationnelle
ont révélé les difficultés de
— Traiter des objets formels dont la structure ne peut être décrite de manière
standard en AFC car elle comporte, par exemple, des rapports avec d’autres
objets.
— Traiter des relations de type un-à-plusieurs5 et résoudre les dépendances cir
culaires entre les objets.
Dans ce qui suit, nous allons présenter un cadre permettant la représentation
des informations relationnelles et la formation de concepts dont les intensions
représentent aussi bien le partage des attributs binaires entre objets formels que
celui des liens avec d’autres objets formels.
4.3 Le modèle de données de base de l’ARC
En modélisation de données suivant le paradigme ER [14] par exemple, les
entités de même type sont représentées par un type d’entité et les liens entre les
entités sont représentés par une association entre les types d’entités correspondants.
Chaque type d’entité est muni de propriétés décrivant les entités affiliées. À l’instar
du modèle ER, nous allons représenter les données de l’ARC par un ensemble de
5Dans les modèles conceptuels, la cardinalité d’une relation peut être de type 1-1, O-N, 1-N,
N-N
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contextes. Chaque contexte encode des entités ayant des caractéristiques similaires.
Ces caractéristiques sont représentées par des attributs formels. Les liens inter-
entités sont exprimés par des relations inter-contextes.
Formellement, les données en ARC sont décrites par une collection de contextes,
notée K = {IÇ}, et un ensemble de relations binaires, noté R = {r}, représentant
les relations d’incidence entre ensembles d’objets de K. Ainsi une relation r
O x O donne lieu à une relation binaire dont les lignes et les colonnes correspondent
aux objets de O et O, respectivement. formellement, une famille de contextes
relationnels (FCR) est définie de la manière suivante
Définition 39.
Une famille de contextes relationneLs (FCR) est une paire (K, R) où
K est un ensemble dc contextes pturi-vatués
, =
(O, A, Ii),
— R est un ensemble de relations (ou fonctions mutti-vatue’es) Tk Ç O- x O où
O et O sont des ensembtes d’objets de certains contextes de K.
Exemple Le contexte )Ç (Table 4.1) muni de la relation cite (Table 4.2)
composent une FCR où K
= {} et R = {cite}.
Par la suite, nous allons considérer que les relations dans R sont orientées et
représentent des fonctions ensemblistes c’est à dire, r O — 203. Étant donné une
relation r qui va d’un contexte source O à un contexte cible O, nous allons aussi
considérer les fonctions ci-dessous où O = {OIK E K} et r : O — 203).
— Le domaine d’une relation est le contexte source. dom : R
— O, dorn(r)
= O-,
— Le co-domaine d’une relation est le contexte cible. cod: R —÷ O, cod(r)
=
O,
— L’ensemble des relations ratachées à un contexte donné ret t K —
rel(lC) = {rldom(r) = O}.
Exemple : Le domaine et le co-domaine de la relation cite entre les publications
est le même contexte, à savoir, le contexte ,C13 (dom(cite) = cod(cite) =
Une FCR est comparable à un modèle de données ER ou encore à un schéma
d’une base de données relationnelle. La Figure 4.2 illustre le meta-modèle en UML
définissant la structure d’une FCR. Ainsi, un contexte binaire est composé d’un en-
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semble d’objets formels et d’un ensemble d’attributs formels. Chaque objet formel
désigne l’ensemble des attributs formels qu’il possède. Une relation inter-contextes
désigne deux contextes formels, à savoir, le contexte source et le contexte cible
qui correspondent au domaine et au co-domaine de la relation, respectivement. La
relation inter-contextes est aussi composée d’un ensemble de liens qui indiquent les
deux objets reliés.
4.4 FCR comparée aux modèles de données usuels
Comme mentionné ci-dessus, une FCR offre un moyen de représentation simi
laire à celui fourni par le modèle ER. La Table 4.3 récapitule les correspondances
entre la FCR et les différents paradigmes de modélisation de données. Par exemple,
les similarités établies avec le modèle de classe de UML [27] révèlent que chaque
classe du diagramme correspond à un contexte de la FCR et chaque association
correspond à une relation {r} appartenant à l’ensemble R.
Il ne faut pas confondre cette correspondance avec une autre représentation
du modèle UML que nous allons employer dans le cadre de nos expérimentations
Cette dernière, utilisée à des fins de restructuration (voir Chapitre 8.2.2.2), consiste
à considérer les classes et les associations comme des objets du méta-modèle UML,
c’est-à-dire, des méta-données. De cette manière, les classes et les associations de
viennent des objets formels de deux contextes distincts.
-lesPropriétés
1 -cible
FIG. 4.2 Le méta-modèle de la fCR.
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FCR ER Schéma Relationnel 00 (UML)
contexte formel entité table classe
relation association table de jointureb association
objet formel entité concrète tuple instance
attribut formel attribut colonne variable de classe
nom d’objet formel clé clé primaire identifiant d’objet
TAB. 4.3 — Correspondances entre FCR et les modèles de données classiques.
4.5 Traitement des relations en ARC
La question qui se pose en AFC est comment intégrer les relations inter-objets
dans le processus d’analyse. Plusieurs approches peuvent être appliquées selon la
précision désirée du résultat. La Section 3.1.3 du Chapitre 3 présente quelques unes
de ces approches. L’approche a posteriori [65] par exemple, délègue le traitement
des liens inter-objets à une étape qui interviendrait après la découverte des concepts
à partir des descriptions binaires. À ce moment, des relations inter-concepts sont
ajoutées en se basant sur les liens entre les objets qu’ils représentent. De plus,
d’autres relations inter-concepts peuvent être établies de manière indépendante
des liens inter-objets en faisant intervenir la sémantique des concepts par rapport
au domaine fourni par les systèmes de structuration de connaissances, ontologies,
Une approche plus intéressante consiste à injecter, dès le départ, les liens inter-
objets dans le processus de construction des concepts de façon à ce que les des
criptions des concepts trouvés renferment une partie relationnelle inférée à partir
du partage des liens. Autrement dit, cette approche permet d’associer des abstrac
tions relationnelles à un concept formel à partir des liens entre les objets de son
extension. Ainsi, il faut déterminer pour un concept c d’un contexte donné et une
relation r dont le domaine est ce même contexte, l’ensemble des concepts cibles par
la relation r appliquée à l’extension de e (r(Ext(c))).
Intuitivement, une relation peut être considérée comme un attribut multi-valué
et par conséquent prise en charge par un processus de scaling conceptuel. Dans ce
qui suit, nous allons montrer comment des échelles de relations sont construites et
etc.
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comment un nouveau mécanisme de scaling est mis en place permettant la définition
de nouveaux attributs formels dans les contextes reliés.
4.5.1 Scaling relationnel
Dans cette section, nous allons introduire la notion de scaling relationnel, son
principe, les échelles relationnelles et les différents schémas de codage de ces échelles.
4.5.1.1 Principe
Le scaling conceptuel (voir Chapitre 2, Section 2.1.3.2) est un mécanisme per
mettant de convertir les contextes pluri-valués en contextes binaires. Ce mécanisme
consiste à remplacer les valeurs concrètes des attributs formels pluri-valués par des
abstractions. Ainsi, à partir des valeurs concrètes des attributs formels on construit
des échelles qui représentent des contextes binaires où les objets formels sont ces
valeurs concrètes alors que les attributs formels sont les abstractions significatives
correspondantes. Ces abstractions sont généralement définies par un expert du do
maine et représentent des groupes de valeurs concrètes. Par exemple, l’attribut
pluri-valué age dont les valeurs sont {22, 25, 26, 28, 33, 35} peut être transformé en
attributs binaires de la forme age < 27, age > 27, etc. (voir figure 2.2).
Dans le cas des relations inter-contextes, étant donné une relation r O — 2°i,
chaque objet o du contexte O est lié à l’ensemble des objets r(o) O. Ainsi, une
relation inter-contexte peut être assimilée à un attribut multi-valué, d’où l’intuition
de lui associer une échelle, dite “échelle retationnette”. La Table 4.4 présente la
relation cite donnée par la Table 4.2 sous la forme d’un attribut multi-valué. Par
exemple, la publication God98 cite les deux publications God93 et God95.
cite
Fun95 {KT094}
God98 {God93, God95}
TitO3S {Lin97, Sne98R}
TAB. 4.4 — L’attribut multi-valué cite du contexte des publications K.
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Dans une échelle relationnelle, les objets formels sont des ensembles d’objets
de la forme {r(o)o E O} alors que les attributs formels sont des attributs
décrivant les ensembles d’objets de O. À noter que l’ensemble des attributs A
décrit déjà les objets de O. Dans notre exemple de publications, O
=
O et
A = A = {ab, ca, cd, ma}. Ainsi, les attributs A peuvent être utilisés de mallière
à associer à l’ensemble r(o) O- tous les attributs qui sont partagés par les
objets dans r(o). Par exemple, les attributs {cd, ma} sont utilisés pour décrire
r(TitO3$) = {Lin9T, Sne98R}. On remarque que les attributs de A- partagés
représentent l’intension r(o)’ du concept le plus spécifique dans le treillis L qui
contient r(o). Dans notre exemple des publications, c’est le concept co du treillis
£ donné par la figure 4.1. Nous pensons donc que les concepts sur le contexte
JÇ peuvent être utilisés pour décrire les valeurs de la relation r car, d’une part,
un concept est une abstraction meilleure qu’un ensemble d’attributs, et d’autre
part, dans le cas particulier du contexte des publications les attributs formels du
co-domaine de la relation cite sont déjà utilisés pour décrire les objets formels du
domaine de cette même relation.
Utiliser des concepts comme des attributs formels de l’échelle d’une relation
r permet aux objets du domaine de la relation d’être directement liés aux objets
présents dans l’extension de ces concepts au lieu d’être lié à des objets dont la
description correspond aux attributs du contexte associé. Par exemple, dans la
construction de l’échelle de la relation cite, au lieu d’avoir des publications (objets
de l’échelle) qui citent d’autres publications inconnues mais dont la description
correspond aux activités de génie logiciel énoncées (attributs de l’échelle), il est
plus intéressant d’avoir des publications qui sont liées aux concepts (attributs de
l’échelle) qui décrivent les publications qu’ils citent. Par conséquent, le treillis L-
du co-domaine est d’une importance cruciale dans le scaling d’une relation r car il
représente la source des abstractions sur l’ensemble des objets O.
Exemple t La Table 4.5 montre une partie de l’échelle relationnelle de la re
lation cite. Les objets formels de l’échelle sont les sous ensemble r(o) avec o une
publication du contexte )Ç. Les attributs formels sont des concepts du treillis L.
91
de la Figure 4.1. Une occurrence r(o) x c de la relation binaire est positionnée à
1 quand les objets dans r(o) font partie de l’extension du concept c. Nous allons
voir dans la section suivante les différentes manières de construction des échelles
relationnelles.
c#o c#l c#2 c#3 c#4 c#5 c#6
{God93(2)} 1 0 1 0 1 0 0
{God93(2),God95(3)} 1 0 1 0 1 0 0
{Kro94(7)} 1 0 1 0 1 0 0
{Lin97(11),$ne98R(16)} 1 0 1 0 1 0 0
TAB. 4.5 — Échelle de la relation cite utilisant le treillis du contexte des publications £.
L’utilisation des échelles relationnelles pour le codage des liens inter-objets dans
les contextes définit une nouvelle forme de scaling, dit “scating relationnel”. Rap
pelons que nous nous intéressons à la caractérisation de l’ensemble des valeurs de la
relation r pour un concept c du treillis du contexte. Cet ensemble est le co-domaine
de r restreint aux seuls objets en relation avec des objets de l’extension de c. Il est
défini comme suit
r(c) = {o E O I E Ext(c), o E r()}.
Par exemple, cite(c#3) {Lin97, Sne98R}. Les échelles relationnelles des différentes
relations sont exploitées par le mécanisme de scaling relationnel qui permet de tra
duire l’ensemble des relations retC) d’un contexte )C, en attributs binaires. Ainsi,
étant donné une relation r et soient i et j tel que r : O — 2°i, nous allons nous
servir des attributs de l’échelle relationnelle de r qui sont des concepts c du treillis
£ pour créer des attributs binaires de la forme “r c” dans le contexte JC. Ces
nouveaux attributs sont appelés ‘attributs relationnels’. Toutefois, il y a différentes
façons d’affecter les attributs relationnels aux objets formels du contexte )C ap
pelées ‘schémas de codage’ ou encore ‘mode de codage’. Dans ce qui suit, nous allons
présenter deux schémas de codage, dits ‘étroit’ et ‘large’.
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4.5.1.2 Schémas de codage de l’échelle relationnelle
Le scaling d’une relation r dans un contexte IÇ
=
(Oj, A, Ii), avec cod(r) =
produit un enrichissement de A et de I. Toutefois il y a plusieurs manières de
coder l’échelle relationnelle, dépendamment de comment on veut comparer les sous-
ensembles r(o) avec les extensions Ext(c) des concepts du treillis L.
4.5.1.2.1 Codage étroit : Dans ce mode de codage, un objet donné o de O
reçoit l’attribut relationnel r : c si est seulement si l’image de o par la relation
r est incluse dans l’extension du concept c. Ainsi, étant donné un contexte )Ç =
(O, A, Ii), une relation r, tel que dom(r) = IC et le treillis C, associé au contexte
IC = cod(r), l’opérateur de codage étroit, noté sc’, produit en sortie le contexte
)C enrichi avec l’ensemble {r : dc E Lj} des attributs relationnels vérifiant la
conditions d’inclusion ci-dessous. La nouvelle version du contexte ]Ç comporte
un plus grand ensemble d’attributs formels, noté Tj) et une relation binaire
- (rL)
augmentee par les paires (o, r t c), notee I ‘ Formellement, 1 operateur de codage
étroit est défini de la manière suivante
Définition 40. Étant donné une retation r E ret1Ç) et un treillis £ associé au
contexte )C = cod(r), l’opérateur de codage étroit sc’ est défini de la façon
suivante
t K —* K
(r,Lj)(k_. — (f(T,tj) A(T,i) r(T,Izj)SCç i5..jj
— LL)’j ,
,
j, OU
— 0(r,C)
=
— A(T,3)
= A U {r: cc E £j},
- 1(T,) CExt(c)}).
Exemple : Considérons le scaling du contexte des publications de la Table 4.1 le
long de la relation circulaire cite illustré par la Table 4.2 en utilisant le treillis initial
de la Figure 4.1 obtenu à partir des attributs binaires du contexte des publications.
La Table 4.6 présente le résultat du scaling de la relation cite en utilisant le treillis
du contexte des publications de la Figure 4.1 et un mode de codage étroit.
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g
C.:.. .. --.“C Cj j
cite:O 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
cite:1 O O O O O O O O O O O O O O O O O O O O O O O O O
cite:2 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
cite:3 O O O O O O O O O O O O O O O O O O O O O O O O O
cite:4 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
cite:5 O O O O O O O O O O O O O O O O O O O O O O O O O
cite:6 O O O O O O O O O O O O O O O O O O O O O O O O O
TAB. 4.6 — La transposée de l’extension relationnelle du contexte des publications obte
nue par le scaling de la relation cite avec un mode de codage étroit.
4.5.1.2.2 Codage large Ce mode de codage relaxe la contrainte d’inclusion
imposée par le mode de codage étroit entre l’image dun objet o de O par la
relation r et l’extension du concept c qui est désigné par f attribut relationnel r : e.
En effet, o reçoit l’attribut relationnel r : c si et seulement si l’intersection entre
r(o) et Ext(c) est non vide. L’opérateur de codage large, noté sc’’, est défini
de manière similaire au codage étroit avec une légère différence dans le calcul du
contexte dc l’échelle.
Étant donné un contexte )C
= (O, A, Ii), une relation r, tel que dom(r) = /C et
le treillis L, associé au contexte JÇ = cod(r), l’opérateur de codage large produit en
sortie le contexte ÎC enrichi avec l’ensemble des attributs relationnels {r : dc E L}
vérifiant la condition d’intersection ci-dessous. À l’instar du codage étroit,la nou
velle version du contexte 16 comporte un plus grand ensemble d’attributs formels
et une relation binaire augmeiltée. Formellement, l’opérateur de codage large est
défini de la façon suivante:
Définition 41. Étant donné une relation r e ret(IC) et un treittis L associé au
contexte )C = cod(r), t’opérateur de codage targe sc” est défini de la façon
suivante
K
— K
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(r,Ij)f \ — (f(rCj) ,j(r,Ci) T(T,j)SC n.j)
—
,
,
; j, OU
— 0(T,C3)
— AT3)
= A U {r : dc E £},
- (rSi)IU{(C)OEOE(O)flEXt(C)#O})
Le scaling de la relation cite en utilisant le treillis du contexte des publications
de la Figure 4.1 et en mode de codage large est identique à celui illustré par la
Table 4.6. À noter que dans le cas où aucune précision n’est donnée sur le mode de
codage utilisé, un codage étroit est considéré. De plus, on ne compte pas mélanger
les deux modes de codage d’où la notation unique de l’attribut relationnel, mais
si c’était le cas, on pourrait les noter r c et V r : c pour désigner un attribut
relationnel obtenu par le mode de code large et étroit, respectivement. On peut
aussi, à l’instar des logiques de descriptions, avoir des codages avec des restrictions
numériques. Ainsi, un objet o ayant des liens de type r avec au moins n objets d’un
concept c donne lieu à un attribut relationnel du genre r c[n].
4.5.2 Le contexte étendu
Un scaling relationnel complet d’un contexte 1C est obtenu par le scaling de
toutes les relations de l’ensemble ret(1C). Ce scaling produit un contexte plus vo
lumineux, appelé “contexte étendu”.
Étant donné un contexte IC, tel que ret(JC) = {ri}ji.., et l’ensemble de treillis
associés aux contextes composant les différents co-domaines de Tt pour tout t
dans [1,p], le contexte étendu )Çel obtenu à partir de K, par un scaling relationnel
complet, c’est à dire tous les paires (rj, est dénoté comme suit
= (sc131)(sc2S32)(. . . ‘p, )())))•
K représente le contexte obtenu à partir du contexte initial JC, par le scaling
conceptuel des attributs pluri-valués.
Exemple : La Table 4.7 illustre le contexte des publications étendu obtenu par
le scaling de la relation cite en utilisant le treillis initial du même contexte.
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U HC Ç O( C C C C
ah O O O O O O O O O O O O O O O O O 0 0 0 1 0 0 0 0
ca O O O O O O O O O O O O O O O O O 0 0 0 1 1 0 0 0
cd 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1
ma 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1
cite:O 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
cite:1 O O O O O O O O O O O O O O O O O O O O O O O O O
cite:2 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
cite:3 O O O O O O O O O O O O O O O O O O O O O O O O O
cite:4 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
cite:5 O O O O O O O O O O O O O O O O O O O O O O O O O
cite:6 O O O O O O O O O O O O O O O O O O O O O O O O O
TAB. 4.7 — La transposée du contexte formel étendu des publications obtenu par un
mode de codage étroit de la relation cite.
Une fois que tous les contextes de la fCR ont été étendus, il y a des chances que
l’extension relationnelle courante d’un contexte ,1C ne soit plus conforme à l’exten
sion précédente En effet, le mécanisme de scaling relationnel, tel que décrit
ci-dessus, s’appuie fortement sur la disponibilité des treillis de tous les contextes
connectés au contexte , qui fait l’objet d’une extension. Toutefois, quand )Cj est
étendu, le treillis correspondant est probablement plus volumineux que celui qui
correspond au contexte initial (avant extension). Cela signifie qu’avec une fCR
munie d’un réseau complexe de relations, tout scaling d’un contexte donné )Cm le
long d’une relation Tm, avec cod(r) O, précédant l’extension de )C n’est plus à
jour et par conséquent doit être ré-actualisé. Éviter des cas pareils revient à impo
ser une structure sans circuits du multi-graphe orienté et étiquetté7 à la FCR. En
d’autres termes, il faut qu’il ait un ordre total sur les tâches de scaling des contextes
permettant d’éviter le re-scaling. Cependant, ce serait une contrainte trop forte car
beaucoup de cas intéressants resteraient en dehors de la portée de l’approche (par
exemple, la FCR composée du contexte des publications et de la relation de citation
7Les noeuds et les arcs sont les contextes et les relations de la FCR, respectivement.
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entre publications).
1,10, 11, 12,13,14,15,16,17,18,19,2,20,21,22,23,24,25.3,4,5,6,7,8,9)
/ %1{oo)
,//
i5021
22)
5, 17, 18, 19, 2, 20, 22, 23, 24,25,3,4,5, 6,7, 8, 9>
91—{r, d)
0E—{22)
) VI={&l, dt802,/ VE={1, 10, 11. 12, 13, 14,15,16,17,18,19,20,21,23,24,25,3,4,5,6,8.9)
/ \I(o
01(Od, 50)
9E{1, 10, 11, 12, 13, 14, 15,16,17,18,19,2,20,23,24,25,3,4,5,6,7,8,9)
dts:, dts. dLe,o4)
9I{od, 0,ts’00, 1Itso2, 011504, r,,.)
9E—{1, 10, 11, 12, 13, 14, 15, 16, 17, 16, 15, 20, 23, 24, 25, 3,4,5,6,8,9)
*1={ob, o, od, Cl15C0, o11,,Q, 0iter4, n-,.)
S
FIG. 4.3 Le treillis relationnel du contexte illustré par la Table 4.7.
Dans la section suivante nous présenterons une méthode générale de construc
tion de treillis d’une FCR fonctionnant, même en présence de circuits.
4.6 Construction des treillis de la FCR
4.6.1 Principe de la méthode itérative Multi-FCA
La méthode proposée, appelée “MuLTI-FCA”, permet de construire les treillis
des contextes de la FCR en deux principales phases. Dans la première phase (initia
lisation), pour tout contexte IÇ pluri-valué de la FCR, un contexte binaire K est
produit par scaling conceptuel. Le treillis correspondant est aussitôt construit. La
deuxième phase consiste à calculer les contextes étendus à partir des différentes re
lations de la FCR et à mettre à jour les treillis respectifs. Ainsi, la méthode applique
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une suite d’itérations alternant entre le scaling relationnel des différentes relations
et la re-construction des treillis des contextes qui été étendus suivant ces relations.
Le processus se termine dès qu’aucun concept n’est créé durant la re-construction
des treillis de la FCR. En d’autres termes, les treillis de la nouvelle itération sont
isomorphes à ceux de l’itération précédente. À ce moment, on dit qu’un point fixe
de l’opérateur de scaling sc’ est atteint pour tout r et L de (K, R).
À chaque itération p du processus itératif, le contenu du contexte K est dénoté
par K. Formellement, la méthode peut être décrite de la manière suivante
Étape (O) : £ est construit à partir de K, le contexte obtenu en transformant
tous les attributs pluri-valués du contexte initial lC à l’exception des relations
(r),
Étape (p + 1) : ,C’ est utilisé comme échelle pour la relation r afin de produire le
contexte et ensuite le treillis correspondant t’.
Critère d’arrêt : la procédure s’arrête quand t’’ est isomorphe à L pour tout
i. La limite de cette suite est dénotée par L’°.
À chaque itération, les contextes de la FCR subissent une extension relationnelle
complète. formellement, on définit l’opérateur d’extension complète de la manière
suivante
Définition 42. Étant donné K’, te erne contexte de ta FCR à l’étape p du processus
‘itératif t ‘opérateur J” retourne te scating retationnet comptet du contexte K
=
= (O, À, 1,9).
Le processus itératif produit pour chaque contexte une série de versions. La
version du contexte à l’étape p + 1 est obtenue par un scaling relationnel complet
qui consiste, rappelons le, à étendre la version de l’étape p avec les échelles à
l’étape p aussi des différentes relations dans retQC). Le pseudo-code de la méthode
est présenté dans le Chapitre 5, Section 5.1.2.
Exemple : La Table 4.7 et la Table 4.8 illustrent le contexte des publications K
au niveau de la première et la seconde étape du processus itératif, respectivement.
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KP+l = (K?)t, avec p O.
Il faut noter que la série K’ résultante est bornée car les séries composantes
IÇ’ sont bornées (K’°) (voir Section 4.6.5). La série est aussi non décroissante car
elle possède une limite, dénotée K°°. Cette limite est le point où les opérateurs de
scaling relationnel ne produisent plus de nouveaux concepts dans aucun contexte.
Exemple : La Figure 4.4 et la Figure 4.5 représentent le treillis final obtenu
à partir du contexte des publications avec un scaling relationnel utilisant un mode
de codage étroit et large, respectivement.
Dans le chapitre suivant, nous allons décrire un algorithme général permettant
d’étendre la portée du principe ci-dessus à une FCR entière.
4.6.2 Étiquetage relationnel réduit
Le mécanisme de scaling relationnel produit des attributs relationnels qui servi
ront au calcul de nouvelles similarités entre objets formels. Ainsi, les concepts qui
représentent ces similarités pointent vers d’autres concepts de la FCR. Un concept
relationnel est défini de la façon suivante : étant donné un contexte )C = (O, A, I),
)C é K et le treillis correspondant £ = (C,, <r), un concept relationnel c de C,
est une paire (X, Y) où X O et Y = a1a2. . . ar1r . .
.
r, tel que a é A et T
est un attribut formel binaire ayant la forme r : c qui signifie une liaison de type
r e R avec un concept c e L. Le sous ensemble d’attributs a1a2. . . a,, est noté
Intj(c) (‘1’ pour local) alors que ar1r2 . . . rm est noté Intr(c) (‘r’ pour relationnel).
Exemple : Le concept c#a = ({21}, {ab, ca, cite:cO, cite:c2, cite:c4, cite:c7, cite:c8})
(voir Figure 4.4) est un concept relationnel où Inti(c) = {ab, cal et Intj(c) =
{ cite:cO, cite:c2, cite:c4, cite:c7, cite:c8}. Comme la relation cite est entre publica
tions, tous les concepts désignés appartiennent au même treillis tZ.
Par ailleurs, les opérateurs de codage étroit et large du mécanisme de scaling
produisent des interprétations redondantes des attributs relationnels. En effet la
présence d’une relation avec un concept donné entraine une relation avec tous ses
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I 41=0Â 4E={1. 10,11.12,13,14,15,16,17,18,19,2,20,21,22,23,24,25,3,4, 5,6,7,8,9]
/ \ /41{ca}
/ (i)) / 21}
/ 41={cd}
J 4E={1, 10,11,12,13,14,15,16,17,18,19,2,20,22,23,24,25,3,4,5,6,7,8,9]c 1
4 I={cite:cO, cfte:c2, cftc:c4}
46={1, 10,11,12,13,14,15,16,17,18,19,20,21,23,24,25,3,4,5,
(6)
4 fr{ca, cd]
4 E=f22)
*1{cd,ma]
/ 4 E={1, 10,11,12,13, 14,15,16,17,18,19,2,20,23,24,25,3.4,5,6,7,8,9]/ ————‘
/ 10)/ 4 I={cite:cO, cite:c2, cite:c4, cite:c7,/ *E{12. 13,20,21,25,8]
(7) / I N
4 I={cd, cite:cO, cite:c2, cite:c4, ma]
4E={l, 10,11,12,13,14, 15, 16,17,18,19,20,23,24,25,3,4,5,6,8,9)
7-”
‘“-_‘-“
V
4 I{cd, cite:cO, cite:c2, cfte:c4, cfte:c7, cite:c8, ma]
4E={12, 13, 20,25,8]
4 1{ab, ca, cd, cite;cO, cfte:c2, c%e:c4, cite:c7, cite:c8. ma}
4
FIG. 4.4 — Le treillis relationnel final £,° obtenu à partir du contexte des publica
tions avec un scaling relationnel étroit.
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1f ‘=0
E={l, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2, 20, 21, 22, 23, 24, 25,3,4, 5, 6,7, 8, 97
/ I={ca}
E={Zl, 22)
I{cd}
E={1, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,2, 20, 22, 23, 24, 25, 3, 4, 5, 6, 7, 8, 9)
6)
I={ca, cd)
E={22}
ç)
/ I={cite:c0, cite:c2, cite:c4}
/ E={1, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 23, 24, 25, 3,4,5, 6, 8, 9}
/ I
I={cd, ma)
E={1, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2, 20, 23, 24,25,3,4, 5, 6,7,8,9)
/ •)
V / I={cite:c0, cite:c2, cite:c4, cite:c7, cite:c8)/ E={11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 23, 24, 25, 4, 6, 8)
/1 I
U={cd, citecO, clte:c2, clte:c4, ma)
E={1, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 23, 24, 25, 3,4,5, 6, 8,97
V /I={citLcO, cite:clO, cite:c2, cite:c4, cite:c7, cite:c8,/ YE={11, 12, 13, 15, 16, 17, 18, 19, 20, 21, 23, 24, 25, 6, 879 /1
U={cd, cite:cO, cite:c2, cite:c4, cite:c7, cite:c8, ma}
*E={11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 23, 24, 25, 4, 6, 87
/ *I={cite cG cite dO cite cil cite c12 cite c13 cite c14 cite c2 cite c4 cite c7 cite c8 cite c9}4E {12 13 15 16 17 18 19 20 21 23 24 25 6 8)
11 / \
I={cd, cite:cO, citec10, cite:c2, cite:c4, cite:c7, clte:c8, cite:c9, ma)
E={11, 12, 13, 15, 16, 17, 18, 19, 20, 23, 24, 25, 6, 8}
(N3,
*I={ab, ca, cite:cO, cite:clO, cite:cll, cite:c12, cite:c13, cite:c14, cite:c2, cite:c4, clte:c7, cite:c8, cite:c9)
13i
/E=21
I—{cd, cite:cO, cite:ciO, citecl1, cltecl2, clte:c13, cite;c14, cite:c2, cite:c4, cite:c7, cite:c8, cite:c9, ma)
E={12, 13, 15, 16, 17, 18, 19, 20, 23, 24, 25, 6,8)
I—{ab, ca, cd, clte:cO, clte:clO, clte:cii, cite:c12, cite:c13, cite:c14, clte:c2, clte:c4, cite:c7, clte:c8, clte:c9, ma)
4E={}
FIG. 4.5 — Le treillis relationnel final obtenu à partir du contexte des publica
tions avec un scaling relationnel large.
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successeurs dans le treillis.
Propriété 19. Etant donné un concept e du treillis L, associé au conterte ÏÇ et
pour toute relation r e ret(K) avec cod(r) = 1Ç. L ‘étiquetage relationnel réduit de
e, noté Int(c), est obtenu de la manière suivante
Int(c) = Intr(c) \ {r : â é L, ê < , r : ê E Intr(c).}
Démonstration. Supposons que {r : ê, r : } C Ifltr(C) avec ê < . Puisque {r : ê} C
Intr(c) alors Vo Ezt(c) on a r(o) C Ext(ê). Comme Vc1Vc2, c1 < c2, Ext(ci) C
Ext(c2) alors r(o) C Ext(). Par conséquent, {r } C Intr(c). Ainsi, il suffit
d’avoir l’attribut relationnel r : ê dans Int(c) pour déduire la présence du même
type d’attributs relationnels désignant son successeur . E
On peut simplifier l’ensemble Intr(c) dans le cas dc la présence de plusieurs
attributs relationnels de même type dont les concepts désignés sont comparables. La
simplification consiste à remplacer tous ces attributs par les attributs relationnels
dont les concepts spécifiés sont minimaux. À noter que l’élimination des attributs
relationnels dits ‘redondants’ produit une structure avec une représentation plus
compacte et lisible mais qui ne préserve pas la structure de treillis.
La Figure 4.6 montre le treillis final du contexte des publications L° avec un
étiquetage simplifié des ensembles Intj(c) et une réduction des ensembles Intr(c).
4.6.3 Treillis et navigation relationnelle
Un treillis de concepts représente un moyen efficace de llavigatioll et d’interro
gation dans le contexte qui lui correspond. Le treillis relationnel vient ajouter une
nouvelle dimension à cette navigabilité en introduisant des relations inter-concepts
induites à partir des liens inter-objets.
Par exemple, dans le cas du contexte des publications, le treillis final L° (voir
Figure 4.7) fournit une vue du patron de citation dans le contexte des publications.
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E=(12, 13, 15, 16, 17, 18,19,20,23,24,25,6, 8}
FIG. 4.6 — Étiquetage relationnel réduit du treillis de la Figure 4.5.
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En effet, en observant par exemple les deux concepts inter-reliés c3 et c7, on pour
rait avoir une bonne indication des publications qui traitent de l’analyse des besoins
et qui font référence aux étapes suivantes dans le cycle de développement du logiciel
telles que la conception détaillée et la maintenance. Le concept-objet c3 représente
la publication de T. Tilley sur l’analyse des besoins et conception architecturale (ob
jet formel 21 ou encore TitO3S de la Table 4.1). Selon la Table 4.2, cette publication
référence seulement la publication de G. Snelting sur la réingéllierie des hiérarchies
de classes (objet formel 11 ou encore $ne98R de la Table 4.1) et celle de C. Lin
dig avec G. Snelting sur l’étude de la structure modulaire du code légataire (objet
formel 16 ou encore Lin97 de la Table 4.1). En considérant maintenant la relation
cite, le cercle de la citation est élargi à d’autres publications qui sont représentées
par le concept c7. En effet, le concept c,17 représente le sous ensemble maximal
de publications qui traitent, à la fois, la conception détaillée et la maintenance et
qui partagent un certains nombre de citations.
D’autres connaissances peuvent être extraites en combinant la navigation sui
vant les relations dans un treillis relationnels et la connaissance du domaine à partir
duquel le contexte est produit. Dans notre exemple des deux concepts inter-reliés
c3 et c7, il pourrait s’agir de certaines pratiques en analyse de besoins (concept
c3) qui affectent les activités de conception et de maintenance du logicie1(c7). Un
autre patron relationnel induit par les liens inter-publications dans le treillis de la
Figure 4.7 est le fait que toute publication qui traite de l’analyse de besoins doit
impérativement évoquer la conception détaillée et la maintenance du logiciel.
4.6.4 Représentation graphique du treillis relationnel
La représentation graphique d’une grande famille de treillis relationnels nécessite
la mise au point d’algorithmes de dessin appropriés. En effet, de plus la difficulté
de faire un minimum de croisement d’arêtes lors de la représentation graphique la
relation de précédence dans un treillis, il y a la complexité de représenter les rela
tions entre les concepts des treillis de la famille. Pour dessiner graphiquement des
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treillis relationnels, on utilise deux types d’arêtes entre les noeuds qui représentent
les concepts, à savoir les arcs relationnels (segments courbés) qui décrivent les re
lations inter-concepts et ceux classiques (segments droits) qui décrivent la relation
de couverture entre concepts (relation d’ordre). Les arcs relationnels sont orientés
et étiquetés par un nom de relation pour indiquer que tous les objets dans l’exten
sion du concept de départ possède un lien de type nom de la relation vers chaque
objet de l’extension du concept d’arrivée. La Figure 4.7 présente le treillis des
publications de la Figure 4.4 sous une forme graphique plus lisible.
4.6.5 Élements de calculabilité et complexité
Afin de clarifier la convergence du processus itératif considérons une FCR com
posée d’un seul contexte = (O, A, I) et d’une seule relation r avec dom(r) =
cod(r) = IC. Le treillis initial f» représente la fermeture par intersection de tous
les sous-ensembles d’objets E0 {a’ a E A}, dénotée CO,0 tel que, = E.
Durant le passage de l’étape p à l’étape p + 1 du processus itératif, le mécanisme
de scaling étroit ou large de la relation r applique la fonction inverse r1 à tous les
sous-ensembles d’objets C°’ calculés depuis le début du processus itératif jusqu’à
l’itération p. La formation de concepts à l’étape p + 1 consiste à déterminer de
nouveau la fermeture de tous les sous-ensembles d’objets par intersection. Ainsi
= (C°” U r’(C°’P)f
Quand l’ensemble C°” se stabilise, un point fixe est atteint et est noté 00,00
D’autre part, en examinant la méthode de construction (Section 4.6.1), on peut
considérer le processus itératif comme une série d’approximations de la solution
finale en termes de contextes formels où chaque contexte à l’exception du pre
mier est une extension du précédent Comme l’ensemble des objets O de
chaque contexte est invariable, seul l’ensemble des attributs A augmente en taille
à travers les itérations par l’ajout des attributs relationnels (voir la propriété 18).
Par conséquent, entre deux étapes, la taille du treillis d’un contexte dollné est
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5, 6, 8, 9}
15, 16, 17, 18, 19, 2, 20, 23, 24, 25, 3, 4, S, 6, 7, 8, 9)
8, 9)
10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2, 20, 21, 22, 23, 24, 25, 3, 4, 5, 6, 7, 8, 9)
*I={ca)
22)
E={1, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2, 20, 22, 23, 24, 25, 3, 4, S, 6, 7, 8, 9)
/
I={ca, cd)
* E={22}
cite
ca}
VE={21)
I={ab, ca, cd, ma)
Fia. 4.7 — Représentation graphique du treillis relationnel £,° de la Figure 4.4.
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non décroissante. Toutefois, rappelons que le nombre de concepts d’un treillis est
borné par la taille de l’ensemble des parties de l’ensemble des objets du contexte,
ICI I2° I, qui lui reste constant. Pour cela, la méthode MuLTI-FCA se termine
toujours.
Dans la section suivante, nous allons expliquer la convergence du processus
itératif par le biais d’un modèle d’objets qui montre le partage d’attributs qui
émerge à travers les différentes itérations.
4.7 Rapports entre les résultats et les données de
départ
Nous allons donner, dans les paragraphes suivants, une caractérisation orientée
données qui clarifie la nature exacte des treillis finaux obtenus par l’ABC. Nous
commençons par un ensemble de définitions préliminaires supportant la généralisation
du partage d’attributs entre objets qui représente le principe de base de la forma
tion des concepts en AFC; ensuite, nous donnerons la propriété de formation de
ces concepts.
4.7.1 Graphes d’objets
Intuitivement et indépendamment de l’étape de processus itératif, deux objets
appartenant à un même contexte )C, ne peuvent appartenir à un même concept du
treillis que s’ils partagent au moins un attribut, que ce soit un attribut initial ou un
attribut en provenance d’une échelle relationnelle. Afin de formaliser la notion de la
structure partagée qui peut impliquer des attributs ou des liens, nous introduisons
la notion de graphes d’objets. Ces graphes sont des structures couvrant tous les
objets de la FCR qui peuvent être atteints en partant d’un objet particulier et en
suivant ses liens. Nous introduisons d’abord la fonction ctx permettant de retourner
pour un objet o donné, le contexte C, auquel il appartient.
Définition 43. Étant donné un contexte IC,
=
(O, A, Ii), ta fonction ctx est
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définie comme suit:
Vo e O,ctx(o) = )C.
Un graphe d’objets associé à un objet donné o, noté G(o), est composé d’un
ensemble de noeuds, noté V(o) représentant des objets de la FCR et d’un ensemble
d’arcs, noté E(o), représentant les liens inter-objets dans cette FCR. Ce graphe
est construit par niveau en commençant par le premier niveau composé du noeud
racine qui correspond à l’objet o et en ajoutant à chaque nouveau niveau les nou
veaux noeuds qui correspondent aux objets liés aux objets du niveau précédent. La
construction s’arrête au point de la saturation du graphe, c’est-à-dire, au point où
aucun nouveau noeud ne peut être rajouté au graphe.
Autrement dit, au départ, l’ensemble des noeuds du graphe, noté V°(o), est
composé d’un seul noeud, celui qui correspond à l’objet o (la racine du graphe). Le
graphe de niveau i+1 est obtenu par l’ensemble des noeuds (respectivement les arcs)
du niveau i auxquels on rajoute tous les objets (noellds) qui peuvent être atteints à
partir des objets du niveau j par une quelconque relation de la FCR. L’ensemble des
FIG. 4.8 — Le graphe de l’objet Ton99 obtenu à partir de la FCR composée du
contexte des publications et de la relation cite.
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noeuds du graphe obtenus après saturation est noté V(o). La Figure 4.8 montre
une partie du graphe d’objets de Ton99 dii contexte des publications. formellement,
un graphe d’objets est défini de la manière suivante:
Définition 44. Étant donné un objet o appartenant à O, te graphe d’objets cor
respondant, dénoté G(o) = (V(o), E(o)), est un mutti-graphe orienté et étiqueté
dont tes noeuds sont des objets, tes arcs représentent tes tiens relationnels et tes
étiquettes des arcs sont des noms de retatiorts, tel que
V°(o) = {o},
V’(o) = V(o) U U{r()I e V(o),r E ret(ctx())},
V(o) = V°°(o),
E(o)
= {(o, 02), r) I 01,02 E V(o), r e R: (o;, 02) e r}.
Exemple : La Figure 4.9 montre les nouveaux noeuds ajoutés à chaque ni
veau au cours de la construction du graphe G(Ton99). Cette figure illustre aussi
l’évolution dc l’ensemble de noeuds V(Ton99). Le calcul de V(Ton99) est comme
suit
V°(Ton99) {Ton99},
V’(Ton99) = {Ton99, Kro94, Lin97, Sif97, Sne96},
V2(Ton99) {Ton99, Kro94, Lin97, $if97, Sne96, Fun95, Sah97, Lin95},
V3(Ton99) = {Ton99, Kro94, Lin97, $iJ97, 8ne96, Fun95, $ah97, Lin95, God95},
V4(Ton99) = {Ton99, Kro94, Lin9Z, Sif97, $ne96, Fun95, Sah97, Lun9ô, God95, God93},
V5(Ton99) = V4(Ton99) niveau de saturation,
V(Ton99) = V°°(Ton99) = V4(Ton99).
À noter qu’à tout objet o é O (O = {OI1C e K}), correspond un graphe d’ob
jets dont la racine unique est le noeud qui représente cet objet. Pour déterminer l’en
semble des objets communs auxquels deux objets quelconque sont liés, il faut com
parer les deux graphes d’objets respectifs et prendre les noeuds qui sont connectés
aux racines par des chemins ayant les mêmes suites d’étiquettes (noms de relations).
En effet, la racine est le point de départ pour un type particulier de chemins, dit
profil, comme défini ci-après.
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FIG. 4.9 — Une partie du graphe d’objets G(Ton99) montrant les différents niveaux
conduisant à la saturation de l’ensemble V(Ton99).
4.7.2 Profil de chemin dans un graphe d’objets
Nous allons analyser les chemins partant d’un noeud représentant un objet
donné o dans le graphe associé G(o) et examiner les objets aux niveaux des noeuds
d’arrivées. Pour ce faire, nous allons «abord définir un profil pour un chemin
dans un graphe d’objets. Ce profil représente tous les chemins ayant des séquences
d’étiquettes similaires (noms de relations).
Formellement, un profil de chemin est une séquence de relations telles que les
relations avoisinantes sont reliées au même contexte de manière complémentaire
Définition 45 (Profil de chemin). Étant donné une FOR (K, R) où R = {ri,. . . ,r,}.
Un profit de chemin P dans tes graphes associés aux objets des différents contextes
de ta FOR est défini comme suit
t IPII=nP= ST1,T2,” ,T) : Vz E [1,. . . , n — 1] dom(r+i) = cod(r)
Exemple : Dans le graphe d’objets de la Figure 4.10, on trouve les profils
de chemins (cite) et (cite, cite) de longueur 1 et 2, respectivement. À partir de
la Figure 6.8 qui montre les contextes et les relations qui composent une FCR
encodant un modèle UML on peut définir beaucoup de profils avec des types
de relations différents telles que ( owned_attribute,type,owned_operation) et
V°(Ton99) V(Ton99) C V’(T0n99) C V’(Ton99) C V(TOn99)
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owned_assoc_end,belongs_to_assoc). Ces relations illustrent des liens entre les
éléments d’un modèle UML tels que les attributs, les classes, les rôles, etc.
Un ensemble de profils est noté fl. Formellement, nous le définissons de la
manière suivante:
Définition 46. Étant donné un contexte ICj, t’ensembte de tous tes profits de che
mins possibles P tet que ri retÇ) est dénoté fl..
4.7.3 Instance de profil
Un profil peut avoir des instances dans uii graphe d’objets. Nous définissons
une instance d’un profil P comme étant l’ensemble de tous les objets au niveau des
noeuds d’arrivée des chemins ayant la même séquence d’étiquettes que le profil.
formellement, considérons P un profil de taille n, l’instance P(o) est définie de
la manière suivante
Définition 47. Étant donné un profit P = (r1. r2, ,r) et un objet o, alors
f Poj(o) = {o}P(o) = P1(o) where P[+i(o) = U{r+i()I E P[J(o)}
Évidemment, si ctx(o) dom(ri), alors le profil ne peut être instancié à partir
de cet objet. Les instances de chemin sont en fait une généralisation de la notion
de lien relationnel du moment qu’elles permettent l’enchaînement de liens.
Exemple : Étant donné le profil de chemin P = (cite) et l’objet KuiOO du
contexte )Ç,, on a : P(KuiOO)=Pi(KuiOO)={Sne96, $if97, Lin9Z, van98, Sne98C,
Sne98R, SneOOS}. Considérons maintenant le profil de chemin P = (cite, cite) et le
même objet KuiOO du contexte on a : P(KuiOO)=P2(KuiOO)={God93, $ne96,
Sif9Z, Lin95, van98, Sne98C, $ne9$R, $ne99, Fun95, Kro94, Lin9Z, Sah9Z}.
4.7.4 Propriété de formation de concepts
Afin de formuler la propriété reliant les treillis finaux obtenus par le processus
itératif de l’ARC aux données de départ encodées dans la fCR, il faut rappeler
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FIG. 4.10
— Une partie du graphe d’objets obtenu à partir de la FCR composée du
contexte des publications et de la relation cite.
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qu’à une étape donnée de ce processus, un concept c émerge dans un treillis L,
associé au contexte ÏC pour deux raisons non exclusives
— Les objets dans Ext(c) partagent des attributs initiaux (Intj(c) # 0)
— Les objets dans Ext(c) partagent des attributs relationnels (IntT(c) # 0).
De plus, même si deux objets formels donnés 01 et 02 ne partagent aucun attri
but initial (oÇ n o = 0 et donc ne forment aucun concept dans le treillis initial), ils
peuvent se retrouver dans l’extension d’un même concept dans le treillis final autre
que le concept top (T). En effet, si à première vue 01 et 2 ne partagent aucun
attribut, les objets auquels ils sont tous deux reliés peuvent avoir des attributs
similaires, notamment des attributs initiaux (de A).
Exemple Les deux objets KuiOO (objet 8) et Ti1O3S (objet 21) dont les
concepts objets respectifs dans le treillis initial du contexte des publications de
la figure 4.1 sont c3 et c0, respectivement, ne partagent aucun attribut initial
et par conséquent ils sont présents uniquement au niveau de l’extension de top
(concept c#2). Par contre dans le treillis de la première itération illustré par la
figure 4.3, ces deux objets apparaissent déjà au niveau du concept c2 (T) et c8.
Au niveau du concept cs de la Figure 4.3, KuiOO et TiÏO3S partagent les attributs
{ cite:O, cite:2, cite:4} ce qui signifie que les deux objets sont liés aux objets
qui possèdent des caractéristiques initiales similaires (voir l’irrterrsiori du concept
cite:O). Dans le treillis final de la Figure 4.4, ces deux objets apparaissent dans
les extensions des concepts c#2 (T), c8 et c1o. En examinant le concept cio par
exemple, on constate que les deux objets KuiOO (8) et Ti1O3S (21) partagent l’en
semble d’attributs {cite:O, cite:2, cite:4, cite:7, cite:8}. Cela signifie aussi que
KuiOO et TilO3S sont reliés à des objets qui partagent non seulement des attributs
initiaux mais aussi relationnels (voir l’intension du concept cite:7).
Pour revenir au cas général, les deux objets oi et 02, apparaissent dans l’ex
tension d’un concept autre que le concept T si et seulement s’il existe un profil P
dans les graphes d’objets associés et dont les instances respectives P(oi) et P(o2)
partagent un attribut initial. C’est ce que exprime la propriété suivante
Propriété 20. Étant donné deux objets Oy et 02 du contexte JÇ. 01,02 E Ext(c)
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où c est un concept du treittis L si et seutement s’il existe un profit P tet que
— cas d’un codage large : U0ep(01)O’ fl Uoep(02)o’ # O
— cas d’un codage étroit : flo5p(01)O’ n fl0ep(02)o’ # O
Ainsi, dans le cas d’un codage large, pour que les deux objets 01 et 02 se re
trouvent ensemble dans l’extension d’un même concept, il suffit qu’il existe deux
objets, l’un dans l’instance de profil P(oi) et l’autre dans l’instance P(o2) qui par
tagent un attribut. Dans le cas d’un encodage étroit, il faut absolument que tous
les objets de l’instance de profil P(o1) partagent au moins un attribut avec tous les
objets de l’instance P(o2).
Exemple : Considérant les profils de chemins (cite) et (cite, cite). Les instances
de ces profils relatives aux deux objets KuiOO et Ti1O3S du contexte !Ç sont
— P1(TiJO3S)={Lin9Z, Sne9sR},
— Pi(KuiOO)={$ne96, $if9Z, Lin9Z, van98, $ne98C, $ne98R, $neOO$},
— P2(TilO3S)={Fun95, Kro94, Sne96, God93, Lin9Z, Sif97, Sne98C },
— P2(KuiOO)={God93, Sne96, Sif9Z, Lin95, van98, Sne98C, Sne98R, Sne99,
Fun95, Kro94, Lin97, Sah9Z}.
Bien que les objets KuiOO et TilO3S ne partagent aucun attribut, ils se retrouvent
dans l’extension du concept c#s de la Figure 4.3 car les objets dans les deux ins
tances du profil (cite) relatives à ces deux objets ont en commun les attributs
initiaux suivants
floepi(Kuioo)O’ fl floEPi(Tilo3s)o’ {cd, ma}.
À noter que ce sous ensemble d’attributs constitue l’intension du concept c#o
du treillis obtenu avec un scaling étroit et illustré par la Figure 4.3. Ceci explique
la présence de la relation cite dans la Figure 4.3 entre le concept c8, le concept
objet de KuiOO et Ti1O3S, et le concept c#o (ainsi que tous ses successeurs selon la
propriété 19) car cette relation inter-concepts constitue une abstraction des liens
inter-objets entre, d’une part, les objets KuiOO et Ti103S (concept c#8) et d’autre
part les objets appartenant aux instances de profil P = (cite) respectifs (c#o).
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Considérons maintenant le profil de chemin? = (cite, cite) et les mêmes objets
KuiOO et Ti1O3S. Les objets dans les deux instances de ce profil relatives aux objets
KuiOO et TilO3S partagent le sous ensemble suivant
floEP2(KuiOO)O’ fl floeP2(Tito3s)O’ = floEpi(KuiOO)0’ fl floepi(Tito3s)d = {cd, ma}.
Selon le treillis final des publications £° obtenu par un scaling étroit et illustré
par la Figure 4.4, cet sous ensemble d’attributs appartient aux intensions des
concepts c#o, c#r et c#9. Ceci explique aussi la présence de la relation cite dans la
Figure 4.4 entre le concept c#yo, le concept-objet de KuiOO et Ti103S, et le concept
c#r, le concept-attribut des attributs partagés par les instances de profil des deux
objets.
Finalement, les concepts d’un treillis final £°° contiennent toutes les possibilités
de partage de structure entre objets. Cela est vraie même si les ensembles des
objets reliés et partageant des attributs initiaux peuvent être situés très loin dans
les graphes d’objets respectifs.
4.8 ARC et logiques de descriptions
L’ARC produit des abstractions relationnelles dont l’exploitation nécessite un
outil permettant des opérations telles que la modification, la confrontation, la
vérification de consistance, etc. L’utilisation d’un raisonneur8 LD est une solution
de choix car
- La complémentarité que nous avons étudié entre l’AFC et les systèmes de la
LD facilite l’expression des résultats de l’ARC en une logique de descriptions
(voir Chapitre 3, section 3.1.1.5),
- Les divers services d’inférences qu’un système à base de connaissances LD
peut effectuer permettent l’exploitation de ces résulats.
8Tels que RAcER (Renamed ABox and Concept Expression Reasoner) [37] et FACT (Fast
Classification of Terminologies) [38].
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Dans cette section nous allons étudier la complémentarité entre l’ARC et les
logiques de descriptions. En effet, nous allons décrire comment les données de l’ARC
ainsi que les résultats issus de la méthode MuLTI-FCA sont exportés en une base
de connaissances en utilisant un langage LD.
4.8.1 Choix d’un language LD
La création de concepts non primitifs en logiques de descriptions nécessite
forcément l’opérateur de définition de concepts . D’autre part, les descriptions
des individus dans la FCR sont sous la forme de conjonctions de caractéristiques
d’où le besoin de l’opérateur de conjonction logique ri. De plus, la méthode de
l’ARC enrichit les contextes de la FCR par l’ajout d’attributs relationnels ayant la
forme r : c qui signifie, rappelons le, que tous les liens de type r vont vers les in
dividus dans l’extension du concept c. Ceci s’interprète en logiques de descriptions
par une restriction du rôle qui correspond à la relation r aux individus apparte
nant à l’interprétation du concept logique qui correspond au concept formel c, d’où
le besoin de l’opérateur de restriction de valeur V. De ce fait, on constate que le
langage LD le plus simple offrant ces opérateurs et capable d’exprimer toute la
connaissance que renferme un treillis relationnel est le langage FL décrit dans le
Chapitre 3, Section 3.1.1.2.1.
4.8.2 Espace de noms d’une FCR
A fin de faciliter le raisonnement sur les éléments de la fCR notamment les
contextes, objets formels, attributs formels et relations, nous allons associer à une
FCR un seul espace de noms dans lequel tout élément a un nom unique. De plus, les
contextes sont déterminés par leurs ensembles d’objets. Ces ensembles sont inva
riants tout au long du processus d’analyse de l’ARC. De façon similaire, un concept
formel est défini uniquement par son extension qui, tout comme les ensembles d’ob
jets des différents contextes, s’avère invariante à travers le mécanisme de scaling
relationnel. En effet, comme il est démontré dans [91, 55], l’ajout d’attributs for-
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mels à un contexte engendre une expansion (potentielle) du treillis correspondant.
En effet, le treillis augmenté contient le treillis initial car en comparant les deux
treillis suivant les extensions des concepts on constate l’existence de trois catégories
de concepts, à savoir des nouveaux, des inchangés et des modifiés (voir [86] et [56]
pour plus de détails).
4.8.3 Construction de la base de connaissances
Nous construisons une base de connaissances, dénotée B = (T(Tc, 7), A), en
utilisant le language FL0, à partir d’une FCR (K, R) et de l’ensemble des treillis
finaux £ des différents contextes de la manière suivante
4.8.3.1 Génération de la terminologie (TBox)
D’abord, l’ensemble des symboles de R., à savoir, les noms de contextes, d’attri
buts, d’objets et de relations sont envoyés à B par le biais d’une fonction générique,
dénotée t, qui constitue une bijection. La fonction t établit une correspondance
entre, d’une part les concepts objets formels, attributs formels et concepts des
treillis et d’autre part les concepts logiques atomiques dans B. formellement, elle
est décrite de la manière suivante
— VK e K t[] E 7,
— E A t[a,] E T,
— E O t[o,] E const(À), (constantes de la ABox),
— Vr E R t[r] E TR,
— E L° t[c,] E macros(T), (symboles de la TBox).
Ceci signifie que les contextes et les attributs deviennent des concepts primitifs
alors que les relations deviennent des rôles. Les objets sont traduits en individus
(constantes). La fonction t permet principalement d’établir la terminologie (TBox)
de la base de connaissance par la définition des noms des concepts logiques ainsi que
de générer un ensemble de faits de départ (ABox). De cette manière, elle permet
la création effective du contenu de la base de connaissances.
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Exemple La Figure 4.11 illustre le contenu de la TBox au bout de la première
étape de l’exportation des données du contexte des publications ÏÇ (Table 4.1), de
la relation cite (Table 4.2) et du treillis final £° (Figure 4.4).
(in—knowledge-base PAPER-RCF)
(signature atomic-concepts C PAPER AB CD CA MA PAPER-C2 PAPER-C4 PAPER-C5
PAPER—C8 PAPER-CO PAPER-C6 PAPER-C3 PAPER-C7 PAPER-ClO PAPER-Ci PAPER-C9)
:roles((cite))
:individuals(Fun95 God93 God95 God98 Huc99 HucO2 Kro94 KuiOO Leb99 Lin95
Lin97 Sah97 Sif 97 SneOOS SneOOU Sne96 Sne98C Sne98R Sne99 Str99 Ti1O3S
Ti1O3T Ton99 IoneOl Van98))
FIG. 4.11 — Résultat de la première étape de génération de la TBox à partir du
contexte des publications ICI,, et de son treillis illustré par la figure 4.4.
La deuxième étape du processus de génération de la TBox consiste à traduire
les attributs relationnels et les concepts des treillis finaux obtenus par la méthode
de l’ARC. Ainsi, tout attribut relationnel est traduit en restriction de rôle et tout
concept d’un treillis final est traduit en une expression logique de la manière sui
vante
r1 cm,7, é A — A, t[a,5] Vt{Tt].t[Cm,n] E T,
— E £°, (t[ci,] fla,ieint(cii)t[ai,jl) e T,
La Figure 4.12 montre les nouvelles expressions termillologiques ajoutées à la
TEox de la Figure 4.11
4.8.3.2 Génération des faits (ABox)
Dans une seconde étape de l’exportation d’une FCR en une base de connais
sances en LD, les faits de la ABox sont déterminés. Ainsi, toutes les incidences
objet-attribut dans I, les incidences objet-contexte, les liens inter-objets et l’ap
partenance des objets aux différentes extensions de concepts sont traduits en fait
dans la ABox. Formellement, la fonction t.
119
(implies PAPER PAPER)
(implies PAPER-C4 CD)
(implies PAPER-C5 CA)
(implies PAPER-C8 (ail cite PAPER—CO)))
Cimplies PAPER-CO (and MA PAPER-C4))
(implies PAPER-C6 (and PAPER-C5 PAPER-C4))
(implies PAPER-C3 (and AB (and PAPER-lO PAPER-C5)))
(implies PAPER-C7 (and PAPER-C8 PAPER-CO))
(implies PAPER—ClO (and (ail cite PAPER—C7) PAPER-C8))
(implies PAPER-Ci (and PAPER-C3 (and PAPER-C9 PAPER-C6)))
(implies PAPER-C9 (and PAPER-ClO PAPER-C7))
FIG. 4.12 — Réstiltat de la deuxième étape de génération de la TBox à partir du
treillis illustré par la Figure 4.4.
— E E t[a,](t[o,]) E A,
— Vo E O, t[](t[o,]) E A,
Vr E R,Vo1, 02 : r(o1, 02), t[r](t[oi], 4oi]) E .À,
— Vc,j E .C°,Vo E ext(c,), t[c,](t[o,]) E A,
Exemple : La Figure 4.13 illustre le contenu de la ABox qui correspond à la
TBox illustrée par la Figure 4.11 et Figure 4.12.
(instance Fun95 PAPER)
(instance God93 PAPER)
(related Fun95 Kro94 cite)
(related Huc99 God93 cite)
FIG. 4.13 — ABox qui correspond au treillis illustré par la Figure 4.4.
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4.8.4 Propriété de fermeture des descriptions dans la TBox
Afin d’expliciter les correspondances entre les faits dans la base de connais
sances A et la terminologie associée T, nous considérons la ABox A comme le co
domaine de la fonction d’interprétation I. Cela signifie que toutes les descriptions
de concepts et de rôles dans T sont interprétées en terme d’individus et de paires
d’individus, respectivement, de A. À noter que nous disposons de la sémantique
de tous les concepts définis dans la TBox T car toutes les extensions des concepts
formels des treillis finaux £‘° ont été explicitement traduites en faits dans la ABox
A.
On cherche à savoir si toutes les similarités dans la description des individus
ont été exprimées par le langage .FCo(T(Tc, TR) ou bien il reste encore d’autres
partages de descriptions entre individus qui n’ont pas été identifiés par la méthode
de l’ARC et qui pourraient encore être admis. Dans ce sens, nous formulons la
propriété suivante
Propriété 21 (fermeture des descriptions). Étant donné une description arbitraire
et non circulaire D de FJZ0(T(Tc, Ta), il existe un concept G de T(7y, TR) tet que
D et C sont sémantique’rncnt équivalents par rapport au modèle A (fr4 CA).
La Propriété 21 s’avère équivalente à la Propriété 19 en terme de logiques de
descriptions. Elle précise que, sous certaines hypothèses, l’ensemble de toutes les
sémantiques possibles, c’est-à-dire, les sous-ensembles d’objets qui peuvent être
décrits par des formules du langage FL0(T(T, TR), sont déjà dans la TBox T
obtenue par la traduction des résultats de la méthode de l’ARC.
4.8.5 Simplification des attributs relationnels
Les opérateurs de codage (étroit ou large) du mécanisme de scaling de la
méthode de l’ARC produisent des interprétations redondantes des attributs re
lationnels. En effet, la présence d’un lien vers un concept donné signifie aussi des
liens avec tous ses successeurs dans le même treillis. Ainsi, dans le cas de l’existence
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de plusieurs liens dans une même intension, il suffit de garder le lien avec le concept
minimal.
À noter que l’élimination des liens dits “redondants” produit un treillis lisible
vu le contenu moins volumineux des intensions des concepts. De plus, elle permet
de produire des descriptions compactes de concepts logiques lors de l’exportation
d’un treillis relationnel en une base de connaissance en LD. Cette simplification
des intensions se base sur la propriété suivante
Propriété 22. Etant donné un concept retationnet c = (X, Y), tel que ret(c)_—r
c1r : c2 et c1 < c2. Par conséquent, ta partie retationnette de t’intension de e peut
être comme suit : ret(c)_—r : e1.
Démonstration. C E flA fl VR . C1 fl VR G2.
Si C1 L C2 alors VR C1 ii VR C2 VR C1 d’où C nA n VR C1.
Finalement, rel(c)=r c1. E
4.9 Conclusion
Nous avons montré comment les écuelles relationnelles et le nnécamnsmc dc sca
ling relationnel permettent de traiter les liens inter-objets dans une famille de
contextes. La méthode proposée a conduit à la définition d’intensions de concepts
qui incluent des relations avec d’autres concepts décrivant, à l’instar des associa
tions en UML et des rôle en logiques de descriptions, de manière générique les liens
existant entre les objets de l’extension d’un tel concept et d’autres objets formels.
Nous avons aussi expliqué en terme de graphes d’objets la formation des concepts
relationnels. Dans le chapitre suivant nous allons mettre au point une adaptation de
la méthode de calcul de concepts relationnels (MuLTI-FCA) aux treillis complets
en utilisant les types de scaling relationnel définis dans ce chapitre.
Chapitre 5
Cadre algorithmique de l’ARC
Nous décrivons ici les aspects algorithmiques de l’ARC. Nous allons présenter
le schéma général de la méthode de construction des treillis relationnels à partir
d’une fCR, dite ‘1\1ULTI-FCA” ainsi qu’une instanciation algorithmique de ce
schéma. Nous allons aussi décrire les principaux algorithmes auxiliaires, notamment
l’algorithme de scaling relationnel et l’algorithme qui permet de maintenir un treillis
par ajout d’attribut, appelé ‘MAGALIcE-A’.
5.1 Méthode Multi-FCA
La méthode MuLTI-FCA implémente la stratégie de calcul itérative décrite
dans le Chapitre 4, Section 4.6.1. Elle permet de traiter une fCR avec (ou sans)
dépendailces circulaires entre les différents contextes et produit une famille de struc
tures conceptuelles cibles (treillis/SHG).
Le traitement commence par la construction des structures initiales des contextes
de la fCR en utilisant les attributs formels. Ensuite, les descriptions des objets
formels dans les différents contextes sont enrichies par des attributs reflétant les
abstractions sur les co-domaines des relations sous-jacentes. Puis, les structures
conceptuelles sont mises à jour en conséqueilce. Autrement dit, les liens inter-objets
exprimés par les différentes relations de la FCR sont utilisés pour augmenter les
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descriptions des objets en plusieurs étapes. À chaque nouvelle étape, des échelles
relationnelles sont construites à partir des treillis de l’étape précédente et utilisées
pour enrichir les contextes par de nouveaux attributs formels. Ces attributs formels
reflètent les liens inter-objets au sein du contexte. Comme les résultats d’une étape
conduisent à la modification des contextes de la FCR, les treillis respectifs et par
là les échelles relationnelles qui en sont issues doivent aussi être modifiées et donc
une étape supplémentaire peut être accomplie. Ce processus itératif s’arrête dès
que les nouveaux treillis sont isomorphes aux treillis actuels. On dit aussi que les
contextes sont saturés et qu’aucun enrichissement n’est possible. Dans ce qui suit,
nous allons décrire notre méthode.
5.1.1 Schéma général de Multi-FCA
L’algorithme 2 illustre le schéma général de la méthode MuLTI-FCA. Le prin
cipe de l’algorithme consiste d’abord, à trouver une solution initiale du problème de
construction des structures cibles (treillis/SHG correspondants à la FCR), ensuite,
raffiner à chaque nouvelle étape cette solution en utilisant les résultats de l’étape
précédente. Le résultat final est ‘le point fixe’ de l’opération de constructioi des
structures cibles.
La solution initiale consiste à faire un éventuel scaling conceptuel des attributs
pluri-valués (primitive ScALE-BIN, ligne 5) et à construire les structures cibles
qui correspondent aux différents contextes de la FCR en utilisant une méthode
‘classique’ de construction à partir d’un contexte binaire (primitive FcA, ligne 6).
Par la suite, la méthode itère sur l’ensemble des contextes. Pour un contexte donné,
une itération se déroule en deux étapes. Tout d’abord, la méthode calcule l’exten
sion relationnelle du contexte par le scaling relationnel des différentes relations
en utilisant les structures de l’itération courante comme des échelles (primitive
ExTEND-REL, ligne 10). Suite à cette étape, les descriptions des objets apparte
nant aux différents contextes sont étendues et raffinées. L’étape suivante permet
de mettre à jour la structure conceptuelle respective (primitive FcA, ligne 11).
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Le processus itératif s’arrête dès que toutes les structures obtenues à l’itération en
cours restent isomorphes à celles de l’itération précédente. À ce moment, on dit
que les différents contextes de la FCR sont saturés.
1: proc MuLTI—FcA( In : (K,R) a RCF,
2: Out : S array [1..nj of identicai conceptuai structures)
3: p — O; hait — faise
4: for j from 1 to n do
5: — ScALE-BIN(ÂC)
6: S’[i]
— BuILD-CoNcEPTuAL-STRucTUC’)
7: whuie not hait do
8: p++
9: forifromltondo
10:
— ExTEND-RELCCr1, S’1)
11: SP[ij
— BuILD—CoNcEPruAL—STaucT(K’)
12: hait
— A=1,(S[i] = S7’[i])
Algorithm 2: Construction d’une famille de structures (treillis/SHG) relationnels.
5.1.2 Instanciation du schéma général de Multi-FCA
La méthode MuLTI-FCA décrite par l’algorithme 2 peut être instanciée de
différentes manières dépendamment de la structure cible, des structures de données
utilisées et du mode de scaling relationnel que l’on veut avoir. L’algorithme 3
présente une instanciation du schéma de cette méthode. Il permet de calculer une
famille de treillis relationnels (FTR) à partir d’une FCR en appliquant un mode
de scaling paramétrable et en s’appuyant sur un ensemble de routines auxiliaires.
5.1.2.1 Principe
L’algorithme 3 suit le schéma général donné par l’algorithme 2. En effet, il
commence par l’initialisation des structures cibles aux treillis initiaux; ensuite il
alterne, aussi longtemps que les contextes ne sont pas saturés, entre l’extension
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relationnelle des contextes et la mise à jour des treillis respectifs. Au cours d’une
même itération et entre le calcul de l’extension relationnelle de deux contextes
différents, un treillis peut évoluer entre le calcul de l’extension relationnelle d’un
contexte donné et le calcul de l’extension relationnelle d’un autre contexte. Par
exemple, soient les trois contextes )C = (01,A1,I1), )C2 = (02, A2, 12) et 1G3 =
(03, A3, 13) et trois relations r1 0 —+ 202, r2 02 — 2°’ et r3 : 03 —* 202.
Supposons que l’ordre de l’extension relationnelle des contextes (Algorithme 3,
ligne 22) est K1, 1G2 et 1G3. Il est évident qu’à une étape donnée du processus
itératif le treillis £2 qui servira au scaling de la relation r1 n’est pas forcement le
même treillis qui servira au scaling de la relation r3. Afin de permettre que les
mêmes concepts d’un treillis soient utilisés pour le scaling de toutes les relations
dépendantes, le processus du scaling utilise le même ensemble LL au sein d’une
itération donnée pour le scaling de toutes les relations dépendantes.
5.1.2.2 Structures de données utilisées
L’algorithme 3 utilise divers vecteurs pour stocker les données issues de deux
itérations consécutives. Le vecteur L et L+ représentent les treillis actuels et ceux
obtenus au bout de l’itération en cours, respectivement. Les concepts qui serviront
à la création des attributs rclatioinels sont rangés dans l’ensemble L. À la fil
de toute itération, de nouveaux concepts AL+ sont calculés pour chaque treillis
et serviront à un nouveau tour de scaling des différentes relations. Finalement, à
chaque contexte correspond une position dans le vecteur booléen Off qui indique
si le contexte est déjà saturé ou pas encore.
5.1.2.3 Description détaillée de l’algorithme
L’algorithme 3 commence par le scaling des attributs pluri-valués des différents
contextes (ligne 11) dans le but de calculer les treillis initiaux (ligne 13). La struc
ture L+, à partir de laquelle l’algorithme récupère les concepts qui serviront dans
l’itération suivante au scaling des relations, est initialisée aux concepts actuels des
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treillis (ligne 14). L’algorithme termine l’étape d’initialisation par positionner les
valeurs du vecteur Off à faux (ligne 15) car les contextes ne sont pas encore saturés.
Par la suite, l’algorithme entre dans une série d’itérations permettant l’enrichisse
ment des différents contextes et des treillis associés et conduisant à un point fixe
dans lequel tous les contextes sont saturés.
Ainsi, tant que ce point fixe n’est pas encore atteint (lignel7), l’algorithme ini
tialise la variable de saturation globale (ligne 1$). Ensuite, comme l’algorithme
se prépare à une nouvelle mise à jour des treillis, il réactualise les structures
différentielles L et z2L (lignes 20—21). Arrivé à ce stade, l’algorithme parcourt tous
les contextes de la FCR (ligne 22) et examine leur état de saturation (ligne 23).
Pour tout contexte non saturé, l’algorithme détermine l’ensemble de ses relations
(ligne 24). Ensuite, pour chaque relation r de cet ensemble, l’algorithme réalise les
trois opérations suivantes
1. Calcul d’une nouvelle extension relationnelle du contexte suivant r (ligne 26)
en utilisant le treillis du co-domaine de r obtenu au niveau de l’itération
précédente (AL),
2. Mise à jour du contexte courant (ligne 27),
3. Mise à jour des treillis du contexte courant suite à l’évolution du contexte
associé (ligne 28).
Par la suite, l’ensemble des nouveaux concepts qui ont émergé dans le treillis
suite à l’enrichissement du contexte correspondant est calculé (ligne 29), d’une part,
pour savoir si le contexte est saturé ou pas et, d’autre part, pour être utilisé dans de
futures scaling. Si cet ensemble s’avère vide (ligne 30), cela signifie que le contexte
est saturé et qu’il doit être ignoré au cours des prochaines itérations (ligne 31).
Dans le cas ou au moins un treillis a évolué, le point fixe n’est pas atteint (ligne
33) obligeant l’algorithme à effectuer d’autres itérations. En fin de calcul du point
fixe, l’algorithme retourne la FTR construite.
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1: proc MuLTI-FcA( In : K array [1..n] of contexts, R set of inter-context relations,
mode : scaling mode, Out : L array of lattices)
2: Local LK : array of the context relational extensions.
3: Local L : array of lattices.
4: Local L+ : array of updated lattices. Lji] is obtained from L[i] and ciÇ
5: Local tL : array of sets of concepts (for relational scale attributes).
6: Local zL+ : array of sets of concepts (concepts of the next relational scaling round).
7: Local 0ff : array of boolean variables indicating whenever a given context is saturated.
8: Local A : a set of context relations.
9:
10: for aIIi=1,ndo
11: if MANY-VALuED(K[i]) then
12: K[i] — CONCEPTuAL-SCALING(K[i])
13: L+ [i] COMPuTE-INITIAL-LATTICE(K{i])
14: /L[iJ <— GET-CoNcEPTs(Lji])
15: 0f f[il - false
16: f ixepoint — false
17: while flot f ixepoint do
18: f ixepoint — true
19: for j from 1 to n do
20: L[i]
— L[i1
21: LL{ij +— LL[i]
22: for j from 1 to n do
23: if (flot 0f f[iJ) then
24: A — GET-C0NTExT-RELATI0Ns(K[ij,R)
25: forallTeAdo
26: K[i] — GET-RELATIONAL-ExTENSION(K[i] ,r,LL[RANK(K, cod(r))])
27: MERcE(K[i],K(ij){merges context and its relational extension along r.}
28: UPDATE(L [i] ,LK[i] ){updates the corresponding lattice}
29: zL [i] GET-NEw-CoNcEPTs(L [j] ,L[ij)
30: if L[i] == 0 then
31: Off[i] - true {eliminating K[i] from the working contexts}
32: else
33: f ixepoint — false
34: return 1+
Algorithm 3: Traitement d’une FCR par la méthode MULTI-FCA.
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5.1.2.4 Routines auxilliaires
L’algorithme 3 s’appuie sur plusieurs routines. La Table 5.1 récapitule le service
fourni par chacune d’entre elles.
L’algorithme 4 illustre la manière avec laquelle le scaling relationnel d’une re
lation donnée r est effectué en utilisant un ensemble de concepts, noté zLj, ap
partenant au treillis L du contexte co-domaine de r. L’algorithme construit donc
une relation binaire, notée JC qi servira à l’extension du contexte domaine de
r, noté JÇ.
Pour ce faire, l’algorithme commence par la définition des objets formels de
l’extension (ligne 5) ensuite pour chaque paire composée d’un individu o du contexte
)Ç et d’un concept e du treillis L (lignes 6-7), l’algorithme vérifie si l’image de
l’individu o par la relation r est reliée d’une certaine façon à l’extensioll du concept
c (lignes 9-15). À noter qu’au départ, l’algorithme suppose qu’il n’y a aucune liaison
entre ces deux éléments (ligne 8). De plus cette liaison dépend du mode de scaling
sollicité, à savoir, étroit ou large (voir Chapitre 4, Sectioi 4.5.1.2). Dans le cas
où le test de liaison s’avère positif (ligne 16), l’algorithme exécute un ensemble de
tâches dont le but est l’intégration d’un nouvel attribut relationnel à l’extension
(lignes 17-20). Ainsi, l’algorithme fait intervenir la routine CREATE qui se charge
de retourner un nouveau attribut de la forme r:c (ligne 17). Ensuite, il vérifie si
un tel attribut n’existe pas déjà parmi les attributs formels AA de l’extension
(ligne 18). Si l’attribut r:c n’est pas dans il est ajouté (ligne 19) ensuite
l’occurrence o x {r:c} est ajouté à la relation binaire AIj (ligne 20). En fin de
traitement, l’algorithme retourne l’extension AJCi créée (ligne 21). À noter que les
SHG se construisent de façon identique.
5.2 Exemple de déroulement de Multi-FCA
Supposons maintenant que l’on veut appliquer la méthode MuLTI-FCA (Al
gorithme 3) à la FCR composée du contexte ‘humain’, noté K et de la relation
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Routine Tâche Parametres
C0NcEPTuAL-ScALING Calcule le contexte dérivé Entrée : Un contexte
à partir du contexte pluri- pluri-valué IC. Sortie : le
valué, contexte dérivé AC’.
C0MPuTE-INITIAL-LATTIcE Construit le treillis de Entrée : Un contexte )C.
concepts. Sortie t le treillis 4.
GET-c0NcEPTs Réduit un treillis de Entrée t un treillis de
concepts en un ensemble concepts. Sortie : un en-
de concepts. semble de concepts.
GET-C0NTExT-RELATI0Ns Calcul l’ensemble des rela- Entrée t un contexte )Ç
tions d’un contexte donné. et l’ensemble des relations
de la FCR R. Sortie
ret(icj).
RANK Localise un contexte Entrée :. Le vecteur des
donné dans le vecteur des contextes K et le contexte
contextes de la FCR. co-domaine d’une relation
IC. Sortie : l’indice de ic
(valeur 1..n).
GET-RELATI0NAL-ScALING Effectue le scaling relation- Entrée : un contexte IC,
nel en s’appuyant sur l’al- une relation T et le treillis
gorithrnc décrit ci-dessous du contexte co-domaine de
(Algorithme 4). r. Sortie un contexte bi
naire.
MERGE Fusionne deux contextes Entrée : un contexte IÇ =
binaires. (Oj, A, i) et son exten
sion relationnelle LlC =
(O,A,IT). Sortie : =
(O, A u A, I u IT}).
UPDATE Mis à jour d’un treillis Entrée : un treillis et un
par ajout d’attribut. Elle ensemble de nouveaux at
s’appuie sur l’algorithme tributs. Sortie t le treillis
MAGALIcE-A([56j). à jour.
GET-NEw-CoNcEPTs Retourne les concepts qui Entrée t deux versions
ont émergés dans un treillis consécutives d’un treillis.
donné au bout d’une étape Sortie t la différence de
du calcul itératif, concepts entre les deux ver
sions.
TAB. 5.1
— Routines de l’algorithme 3.
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‘conjoint’ (‘spouse’) de la Table 5.2. Les individus de ce contexte sont décrits par
deux attributs pluri-valués, à savoir l’âge et l’expérience de travail. Tout individu
est relié à un autre individu par la relation symétrique conjoint.
I 011021031041051061
01 02 03 04 05 06
01 X
02 X
03 X
04 X
05 X
06 X
TAB. 5.2 — Gauche : le Contexte pluri-valué humain QCh). L’expression ‘E.t.’ signifie
‘expérience de travail’. Droite : La relation conjoint entre les individus de ce contexte.
Lapplication des méthodes classiques de l’AFC au contexte humain permet
de construire une structure conceptuelle incluant des abstractions à partir des
descriptions de base des individus, à savoir l’âge et l’expérience de travail. Tou
tefois, la prise en compte de la relation conjoint par les mécanismes de l’ARC
dans la construction d’une telle structure servira sans doute à élargir le champs de
découverte de généralisations potentielles à partir des données brutes du contexte
humain. Par exemple, on pourrait aboutir à tin concept dont la description est la
suivante avoir un âge de 27 ans ou moins et être marié à un individu ayant une
expérience de travail d’un maximum de 5 années’. Cette description combine clai
rement des propriétés de base (âge et e.t.) et des liens inter-individus et correspond
aux objets 01 et 04 du contexte humain.
L’exécution de l’algorithme 3 avec la FCR composée du contexte 16h et de la
relation conjoint de la Table 5.2 s’arrête au bout de deux itérations
— Étape d’initialisation : À l’étape d’initialisation, l’algorithme calcule le
contexte dérivé K (Figure 5.1, à gauche) à partir de 1C5 (Table 5.2) et
construit le treillis initial £ correspondant illustré par la Figure 5.1, à droite.
Le vecteur des contextes K+ et celui des treillis à mettre à jour L+ contiennent
un seul élément, à savoir K et £, respectivement. La structure L+{1] est
initialisée à l’ensemble {{cji = O. . . 9} des concepts du treillis £. De plus,
Âge 25 28 22 26 33 35
E.t. 4 2 1 8 4 10
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0f f[1]=f aux.
t— t.
VI A vi A
G.) C.)
b b +)t C.)
,.D -
01 X X
02 XX
o3X X
04 X X
05 XX
06 X X
FIG. 5.1 — Gauche : Le contexte dérivé )C. Droite Le treillis initial £g.
— Première itération D’abord le treillis actuel du contexte )C6 est déterminé
(L[1]=L+[1]). Les concepts que le mécanisme de scaling utilisera sont aussi
déterminés (AL[1]=AL[1]). Ensuite, un premier tour de scaling de l’unique
relation conjoint est effectué en utilisant L[1] qui, rappelons le, contient tous
les concepts du treillis initial £. L’extension relationnelle du contexte )C,. est
donnée par la Table 5.3. Le contexte étendu , est calculé par la fusion de
cette extension avec K. L’algorithme procède ensuite à la mise à jour du
treillis L[1] qui va désormais représenter L) et est illustré par la Figure 5.2.
Afin de connaître si l’on est arrivé au point fixe, l’algorithme calcule AL+[1]
qui représente les nouveaux concepts dans le treillis £j par rapport à £.
Ainsi, L[1] = {{c#jli = 10. . . 26}. Comme les treillis L[1] et L[1] ne sont
pas isomorphes (L+[1] O) le contexte K,, n’est pas encore saturé et une
nouvelle itération devient par conséquent nécessaire.
— Seconde itération : Le treillis du contexte lCh obtenu au bout de la première
itération (L[1]) devient le treillis actuel (L[1j=L ). Les concepts que le
mécanisme de scaling utilisera cette fois-ci sont dans la structure AL+{1]
*1=0
* E
©
4l
L) L) L) L) L) L) L) L) L)
L) L) L) L) L) L) L) L) L)
‘) ‘D C D ‘) C’) C)
o o o o o o o o o
‘) ‘) c, C, C) Cj
°i XXX X
o2XX XX —
03 XXX X
o4XX XX
05 X XXX
06 XXX X
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TAB. 5.3 — Extension relationnelle du contexte 1C11 suivant la relation conjoint au niveau
de la première itération.
FiG. 5.2
— Le treillis £ du contexte ‘(h.
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{{ci 10. . . 26}. Le scaling de la relation conjoint donne l’extension rela
tionnelle présentée par la Table 5.4. Le contexte étendu est calculé par la
fusion de cette extension avec K. L’algorithme procède ensuite à la mise à
jour du treillis L[2j qui va désormais être £ et est illustré par la Figure 5.3.
L’algorithme calcule ensuite l’ensemble L+[1] qui est s’avère être vide. Ceci
signifie que le contexte K,, est arrivé à un point de saturation et que le pro
cessus itératif doit être arrêté. L’algorithme retourne le vecteur des treillis
finaux L qui contient le treillis £ illustré par la Figure 5.3. Nous tenons à
préciser que les deux treillis .C et L ne sont pas isomorphes comme treillis
de Galois car les intensions de certains concepts sont différentes mais comme
des treillis généraux sans étiquetage des noeuds.
C c’1 Z — r., t- Z C’1 — D C Z
, e., r.i — — — e3 r.
4 % 4
Q Q Q Q Q Q Q Q QQ Q Q Q Q Q Q
Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q
Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z Zu u u u u u u u u u u u u u u u u
o o o o o o o o o o o o o o o o o
Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z Z
o1XXXXXXX
02 XX XXXXX
03 XX X X X
04 XX XXX
05 X X X X X
06 XX XXX
TAB. 5.4 — Extension relationnelle du contexte )C6 suivant la relation conjoint au niveau
de la deuxième itération.
Sur la figure 5.3, les intensions des concepts contiennent, à la fois, des attri
buts formels de base et des attributs relationnels induits par le scaling de la
relation conjoint. Afin de mettre l’accent sur l’intérêt de la méthode proposée,
considérons la paire de concepts mutuellement reliés c24 = ({2, 3}, {c, spouse
13}) et c13 ({1, 4}, {c, spouse : 24}) de la figure 5.3. La Figure 5.4 montre
la traduction des attributs formels de ces deux concepts en description ini
tiales des individus du contexte humain. La relation circulaire entre les deux
concepts c13 et c24 est interprétée par l’existence d’une ‘corrélation’ entre
les personnes dont l’âge est inférieur ou égal à 27 ans et celles ayant un
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FIG. 5.3 — Le treillis final £ du contexte )C,.
conjoint dont l’expérience de travail est inférieure à 5 années. De manière
irwerse, les geiis ayant une expérience de travail inférieure ou égale à 5 années
sont corrélés à ceux ayant un conjoint dont l’âge est inférieur oti égal à 27 ans.
Bien que cet exemple a peu d’intérêt en pratique, la possibilité de trouver une
telle information dans des ensembles de données de grande taille peut être
très avantageuse (voir Chapitre 8.2.2.2, Section 6.5).
conjoim
e.t. 5 = age27
2,3 conjoint 1,4
FIG. 5.4 — Exemple de relation inter-concepts circulaire (c#13 et c24 de la Figure 5.3).
La méthode itérative MuLTI-FCA complète les contextes JÇ de la FCR à
chaque nouvelle itération par l’extension relationnelle A1C issue du mécanisme
de scaling. Il y a plusieurs façons de construire, au niveau de l’itération (p+l),
les treillis relationnels £»‘ (le vecteur L dans l’algorithme 3) à partir de K
i={spouse:cO}
I={spouse:c1O} i={spouse:c6} I={spouse:c11} / ‘1{spouse:c9} — ‘i={spouse:c21} I{spouse:c16)
‘*E{O1} *E={03} ‘4E={02} E={O5} E={O4} ‘E={O6}
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(vecteur K[ij) et de l’extension relationnelle (vecteur LK[i1). En effet, trois
alternatives se présentent
— Construction par lot : construire le treillis complet avec des algorithmes
‘par lot’ (ou incrémentaux mais à partir de zéro),
— Construction incrémentale obtenir le treillis £1 avec une mise à jour
incrémentale par ajout d’attribut [56] du treillis £ en utilisant la méthode
ADD-ATTRIBuTE (voir plus loin) et en considérant les attributs de JC un
par un.
— Fusion de treillis : obtenir le treillis ‘ par un assemblage de deux
treillis [87, 91], c’est à dire £»‘=L x A.C’, d’une part le treillis de l’étape
précédente £ et d’autre part, le treillis AL de (extension relation
nelle du contexte K à l’étape p). À noter que le contexte étendu C’ est le
contexte obtenu par apposition des deux contextes et AK.
Nous avons retenu la construction incrémentale car elle nous semblait la plus
efficace. Chose qui a été confirmée par la suite grâce aux expérimentations que
nous avons menées. La section suivante présente le cadre théorique et algorith
mique de l’incrémcntalité des treillis par ajout d’attribut et donile les algorithmes
correspondants.
5.3 Incrémentalité par attribut des treillis/icebergs
D’abord, il faut souligner que le problème de l’incrémentalité des treillis est mis
dans un cadre plus général qui est celui de l’incrémentalité des icebergs. Ceci dans le
but de réutiliser les résultats des travaux [57] dans le carde du calcul/maintenance
des bases de règles d’associations avec les méthodes de l’AFC. Un treillis est un
iceberg avec un facteur de coupe c = O (voir Chapitre 2, Section 2.1.2.7.1). Dans
ce qui suit, nous allons présenter les résultats de nos travaux sur l’incrémentalité
des treillis/icebergs par ajout d’attributs [56] . L’incrémentalité par ajout d’objets
a aussi retenu notre attention dans le cadre d’un autre travail [68, 69].
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5.3.1 Incrémentalité par attribut d’un treillis
La construction incrémentale des treillis de concepts par ajout d’attribut est
une technique de construction graduelle du treillis qui est très avantageuse pour
de nombreuses applications telles que la maintenance des bases de règles d’associa
tions [57], l’exploration et la visualisation des données de grandes taille par le biais
de treillis, etc. Une nouvelle perspective d’utilisation de ce type d’incrémentalfté
s’est présentée dans le cadre de l’ARC. En effet, la méthode MuLTI-FcA repose sur
l’enrichissement de contextes par de nouveaux attributs formel issus du scaling des
relations inter-contextes. Ainsi, il est très utile d’avoir des algorithmes permettant
la mise à jour des structures conceptuelles déjà construites (treillis, SHG, etc.) au
lieu de procéder à une reconstruction complète du treillis du contexte enrichi.
Dans ce qui suit, nous présentons les fondements théoriques ainsi que les algo
rithmes mettant en vigueur cette approche de construction et/ou maintenance des
treillis de concepts.
5.3.1.1 Fondements théoriques
Soit )C = (O, A, I) un contexte et L le treillis correspondant. Le contexte K’ =
(A, O, J_1) est appelé le contexte “duat”. En permutant le rôle des objets avec celui
des attributs, on obtient aussi un treillis dual. Le principe de la dualité (propriété 2)
stipule que la mise à jour d’un treillis par ajout d’attribut peut être réalisé par les
opérations duales à celles effectuées dans le cas de la mise à jour par ajout d’objet.
Ainsi, en appliquant le principe de la dualité, l’intégration d’un nouvel attribut
a à un treillis £ (C, ) consiste à calculer les intersections de a’ avec les extensions
des concepts de C et de trouver les trois catégories de concepts, à savoir, inchangés,
modifiés et géniteurs (voir Section 2.2.1 pour la définition de ces catégories). Pour
cette raison et à l’instar de l’application Q qui dans le cadre de l’incrémentalité
objet lie les éléments de C à l’ensemble des sous-ensembles de A (Q(X, Y) = Y n
{o}’), nous définissons l’application 7? qui lie les éléments de C à l’ensemble des
sous-ensembles de O de la manière suivante:
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Définition 48. R. : C — 2°, R.(X, Y) = X n {a}’, où a est t’attTibut à ajouter au
treillis.
La fonction R. induit une relation d’équivalence sur C. La classe d’équivalence
d’un concept e, notée [C]R, est donnée par
{c]
= { CR.(c) =
Les modifiés M(a) et les géniteurs G(a) correspondent aux concepts minimaux1
de leurs classes d’équivalence dans le treillis t.
Afin que toutes les propriétés qui constituent le cadre théorique de l’incrémentalité
par objets [86] puissent être traduites dans le contexte de l’incrémentalité attribut
par le principe de la dualité, il est nécessaire de redéfinir les applications u, et
x permettant de lier le treillis £ à £. De plus, pour faire la différence entre les
deux définitions données pour chacune de ces trois fonctions, on notera u0, et
pour faire référence à la définition dans le cadre de l’incrémentalité objet et u0,
7a et x pour référencer celui de l’incrérnentalité attribut.
Les fonctions de correspondance entre t et t sont définies de la manière
suivante
Définition 49 (u0, 7a et x). Nous définissons tes fonctions suivantes
u0 : envoie un concept de t vers te concept dans £ ayant ta même extension:
u0 : C — C, uA(X,Y) = (X,X’) avec’ calculer dans
—
: envoie un concept de £ vers son homologue dans £ ayant ta même
intension modulo a
7a : C — C, 70(X, Y) = (v”, f”) où f = Y — {a} avec’ calculé dans IC.
— : retourne pour un concept donné c appartenant à t l’élément minimal
de sa classe d’équivalence []7?. dans t. x : C — C, xt(X, Y) = (X, X’)
où X = X n a’ avec’ calculer dans K.
Le pseudo-code de la maintenance du treillis par ajout d’un attribut est donné
par l’algorithme 5.
1en terme de taille de l’extension
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5.3.1.2 Description de la méthode Add-Attribute
La mise à jour du treillis £ suite à l’ajout du nouvel attribut a suit le même
schéma que celui de l’ajout d’objet (Chapitre 2, Section 2.2.1), à savoir, calculer
les intersections de {a}’ avec les extensions des concepts de £ (R.(c)), déterminer
les trois catégories de concepts M(a), G(a) et U(a), effectuer les modifications
nécessaires et enfin mettre à jour la relation de couverture. L’algorithme 5 présente
le pseudo-code de ces opérations. Il a été obtenu à partir de l’algorithme ADD
OBJEcT (Algorithme 1) par principe de dualité.
L’algorithme 5 commence par trier les concepts par ordre décroissant des ex
tensions (ligne 3) afin de permettre un parcourt descendant du treillis. Ensuite,
l’algorithme parcourt l’ensemble des concepts (ligne 4). Pour chaque concept c, on
calcule les intersections générées par les prédécesseurs du concept c avec l’exten
sion du nouvel attribut et on leur applique la fonction ARGMAx qui retourne le
prédécesseur ayant produit la plus grande intersection. Si l’image du prédécesseur
produisant la pius grande valeur de R. est égale à celle du concept e par la même ap
plication R. alors le concept courant c n’est pas maximal dans sa classe d’équivalence
et est un concept inchangé (c E U(a)). Par contre, si les deux images sont différentes
(ligne 6), alors le concept c est l’élément maximal de sa classe. À ce moment, son
statut doit être déterminé
— Si la taille de l’ensemble R.(c) est égale à celle de l’extension de c (ligne
7), alors c est un concept modifié car Ext(c) C a’. L’algorithme modifie
l’intension de c (ligne 8), le concept e est ajouté à l’ensemble des modifiés
M(a) (ligne 9) et l’élément minimal de la classe d’équivalence est mis à jour
(ligne 10). Ces deux dernières tâches sont essentielles pour la mise à jour de
la relation d’ordre dans le nouveau treillis.
— Sinon, c est un concept géniteur. Par conséquent, un nouveau concept ê est
crée dont l’extension et l’intension sont R.(c) et l’intension de e à laquelle
on rajoute le nouvel attribut a, respectivement (ligne 12). Ensuite, on cal
cule un ensemble de prédécesseurs candidats composé des images dans £+
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1: procedure ADD-ATTRIBuTE(ln/Out : £ = (C, <) a lattice In : a an attribute)
2: S0RT(C)
3: for ail c in C do
4: new-min
— ARGMAx({I7?.()l E Covt(c)})
5: if IR.(c)I l7?.(new-min)I then
6: if I??(c)I = Ext(c)I then
7: Int(c) — Int(c) U {a} {c is modified}
8: M(a) +— M(a) U {c}
9: new-min — c
10: else
11: ê — NEw-CONcEPT(R.(c),Int(c) U {a}) {c is genitor}
12: Candidates — {ChiPIus() E Covt(c)}
13: for ail in MIN-CONCEPT5(Candidates) do
14: NEW-LINK(ê,)
15: if E M(a) then
16: DROP-LINK(c, )
17: new-min
— ê
18:
19: ChiPIus(c) ÷— new-min
Algorithm 5: Mise à jour du treillis suite à l’ajout d’un nouvel attribut au
contexte.
des coircepts de la couverture inférieure de c par l’application x (ligne 13).
Puis, on génère un lien entre le nouveau concept ê et les concepts minimaux
retournés par la primitive MIN-CoNcEPTs qui filtre les candidats non com
parables et ayant la plus petite intension (ligne 15). On regarde aussi parmi
les concepts minimaux (c) ceux qui sont modifiés (ligne 16) afin de suppri
mer leurs liens avec le concept courant c (ligne 17). Le minima de la classe
d’équivalence est positionné au nouveau concept ê (ligne 18) qui est aussi
rajouté à la structure + (ligne 19).
Finalement, la structure représentant l’application est mise à jour par l’asso
ciation de l’image du concept c par x au concept minimal de la classe d’équivalence
de c.
Exemple
Soient le treillis £ à gauche de la Figure 5.5 et un nouvel attribut h avec
W = {1, 3, 5}. La Table 5.5 illustre pour chaque concept c de £, la valeur de R.(c),
son statut et le nouveau concept minimal de la classe d’équivalence {c]R.
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La Figure 5.5 montre le treillis £+. L’ensemble des concepts par catégories
sont: U(h)
= {c#o,c#4,c#s}; M(h) = {c#2,c#s,c#5,c#6,c#r}; G(h) = {c#i}
et N(h) = {c#9}.
L’exécution de l’algorithme 5 est comme suit : d’abord le tri des concepts dans
l’ordre décroissant de la taille des extensions donne {c#1, c4, c8, c5, c9,
c3, c6, c#2}. Le traitement du premier concept c1 donne lieu au nouveau concept
= (135, h). En effet, ci et l’unique concept dans sa classe d’équivalence et par
conséquent il est aussi le concept minimal. Comme I7?(c#i)I # IExt(c#i)I, alors c1
est un géniteur et le nouveau concept c#9 = (7?.(c#i), Int(c#i) U {h}) = (135, h).
La mise à jour de la relation d’ordre dans le treillis commence par la détermination
des prédécesseurs du concept ci dans le treillis actuel qui sont {c#4, c#8 et c#r};
ensuite des concepts minimaux dans leurs classes d’équivalence (x+). à savoir, {c#3,
c#5 et c#z}, respectivement. Les concepts minimaux en taille d’intension de {{c#3,
c#5, c#7}} sont {c#5, c#r}} (ligne 14). Par conséquent, deux liens sont créés entre
le nouveau concept c9 et les deux concepts c#s et c7 (ligne 15). Le lien entre le
concept c#i et c7 est supprimé car c7 est un modifié(lignc 17). Le traitement des
autres concepts donne lieu à des concepts modifiés ou inchangé comme le montre
la Table 5.5.
5.3.1.3 Complexité de Add-Attribute
Soient t = IClI, m = IIAH, k = 10H et AÏ IC — IICcH. Le tri des concepts
est linéaire dans la taille du treillis car en effet il s’agit d’une comparaison entre les
tailles des intensions qui sont Ïjor;ées par m. Le calcul de R.(c) est borné par n, car il
s’agit d’intersection d’extensions. La couverture inférieure d’un concept e = (X, Y)
contient un nombre de concepts qui est borné par m
—
IIYI1, en effet un concept
=
(r,?) est un prédécesseur de c si 1’ = YuÀ tel que À Ç A\Y et ainsi le calcul
de la complexité de l’opération ARGMAX appartient à O(n + m). La mise à jour
de l’ordre, effectuée pour chaque géniteur, a un coût de 0(m2) qui peut s’expliquer
par le parcours de la couverture inférieure (0(m)) et pour chaque élément de la
couverture, un calcul d’intersection sur les intensions également en 0(m). Les autres
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opérations étant négligeables à celle là (elles sont à temps constant). Donc, la partie
liée aux géniteurs a un coût global en 0(L\t
. n2) Le coût total de l’ajout d’un
attribut est en 0(1. (n + m) + t . ma). En fin, la complexité de l’algorithme pour
l’ajout de tous les attributs est de l’ordre de 0(mÏ (m + n)).
5.3.2 Incrémentalité par attribut d’un iceberg
Dans le Chapitre 2, section 2.1.2.7, nous avons défini l’iceberg comme étant des
ensembles supérieurs obtenus par une restriction sur la cardinalité de l’extension
des concepts du treillis complet.
Les opérations de mise à jour d’un iceberg suite à l’ajout d’un nouvel attribut
préservent les concepts existants et pouvant créer de nouveaux concepts dont la
fréquence satisfait le seuil c établi. Nous allons, d’abord, énoncer les deux propriétés
qi régissent ces deux types de concepts dans l’iceberg; ensuite, décrire l’algorithme
de mise à jour proposé.
Exemple : La Figure 5.7 montre l’iceberg L°2 obtenu par ajout de (135,li.) à
l’iceberg L°2 de la Figure 5.6.
FIG. 5.6 — L’iceberg
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FIG. 5.7 — L’iceberg L°2 obtenu par ajout de (135,{h}) à l’iceberg O.2 de la Figure 5.6.
5.3.2.1 Fondements théoriques
L’iceberg est composé des concepts frécjucnts du treillis complet. L’ajout d’un
attribut n’affecte pas la fréquence (application y) des concepts présents car cette
dernière dépend uniquement de l’extension du concept et de l’ensemble des objets
(v(c) = IXII/IIOII). Ainsi, une fois qu’un concept est créé dans l’iceberg, son statut
de fréquent demeure inchangé avec l’évolution de l’ensemble des attributs.
Propriété 23. Soient La
=
(da, ) et = (+, <) tes icebergs obtenus à
partir des deux contextes C = (O, A, I) et )C = (O, A+, Ij, respectivement, avec
A = Au {a} et 1 = lU (a’ x {a}). Nous avons : da ç +•
Preuve. Soit c un concept de La. La fréquence de c, v(a(c)) dans L’ est égale à
h1E1h1. Comme Ext(a(c)) = Ext(c) et que le nombre d’objets ne varie pas lors
du passage de La à La+, on a alors v(c) = v(a(c)). •
D’autre part, les nouveaux concepts (dits ‘jumpers’) représentent les bornes
supérieures fréquentes obtenues lors du calcul des intersections 7?.(c) (R.(c) =
. d, , h]
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Ext(c) n {a}’, (Définition 48) entre les concepts de l’iceberg et le concept-attribut
ti(a). Un parcours descendant (top-down) de l’iceberg permet de filtrer les nou
veaux concepts fréquents et d’éviter de calculer les prédécesseurs d’un concept non
fréquent car ils sont aussi non fréquents comme indiqué par la propriété suivante
Propriété 24. Vc,c E avec c -< c, si IIR.(c)II IIOII ators IIR,(c)I <
Preuve. En effet, c
- e => X C X => (Xna’) c (Xna’) => IIna’II IIXna’ <
c. •
5.3.2.2 La méthode Magalice-A
Les opérations de mise à jour correspondantes suite à l’ajout d’un nouvel at
tribut ressemblent de très près à celles d’un treillis complet ADD-ATTRIBuTE (Al
gorithme 5). En effet, Nous avons introduit le filtrage des concepts fréquents à
la méthode ADD-ATTRIBuTE pour aboutir au pseudo-code suivant permettant de
mettre à jour un iceberg suite à l’ajout d’un nouvel attribut.
La méthode conunence par un tri linéaire des concepts par ordre décroissant
de la taille des extensions pour permettre un parcours descendant de l’iceberg
(ligne 5). Ensuite, pour chaque concept, on vérifie en premier lieu s’il n’est pas un
prédécesseur d’ull concept ayant produit une intersection non fréquente (cil vertu de
la propriété 24). Pour ce faire, on utilise la primitive LooKuP qui accepte en entrée
un concept c ainsi que l’ensemble des concepts non fréquents, appelé unfrequent,
et retourne le successeur de e (ligne 7). Si un tel successeur n’existe pas, on calcule
alors la valeur de fl(c) et on teste sa fréquence (ligne 10). Si elle est fréquente,
on applique les opérations effectuées sur le treillis complet (ligne 11-25). Sinon, on
ajoute tous les prédécesseurs de e à l’ensemble unfrequent (lignes 27-28) afin de
limiter le calcul des intersections à celles qui sont, probablement, fréquentes. À la
fin, l’algorithme utilise la primitive CLEAN pour éliminer les concepts non fréquents
et mettre à jour l’ordre dans l’iceberg.
Exemple : Étant donné l’iceberg Lo2 de la Figure 5.6 et le nouvel attribut
h avec h’ = {1, 3, 5}. La Table 5.6 montre le filtrage des concepts de Lo2 par
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1: procedure MAGALICE-A(ln/Out
= (, ) an iceberg in a an attribute, ù a
minimum support)
2: Local : unfrequent : set
3:
4: unfrequent — O
5: SoRT()
6: for ail c in & do
7: â 4— LOOKUP(unfrequent, c)
8: if (â = NULL) then
9: if IRc)I > O then
10: new-min — ARGMAx({IR(3)( 6 E Covt(c)})
11: if R(c) 7?(new-min)I then
12: if 7?(c) = Ext(c) then
13: Int(c) Int(c) U {a} {c is modified}
14: M(a) — M(a) u {c}
15: new-min — C
16: else
17: â = NEW-CONCEPT(R(c),Int(c) u {a}) {c is genitor}
18: Candidates 1— {ChiPlus(6) 6E Cout(c)}
19: for ail 6 in MIN-CLOSED( Candidates) do
20: NEW-LINK(â,6)
21: if 3 E M(a) then
22: DROP-LINK(c, 6)
23: new-min — â
24:
25: ChiPlus(c) — new-min
26: else
27: for ail 6 in Goutte) do
28: unfrequent — unfrequent U {6}
29: CLEAN(E,unfrequent)
Algorithm 6: Mise à jour de l’iceberg suite à l’ajout d’un nouvel attribut au
contexte.
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l’Algorithme 6 pour le calcul de l’iceberg L°2
c R.(c) IR.(c)I > 1 x(c) Statut Var. unfrequent
{c#1} 135 OUI {ci} géniteur O
{c#3} 1 OUI {c# inchangé O
{c#r 15 OUI {c} inchangé O
{} 35 OUI {c# modifié O
{c#4 15 OUI {c#4f modifié {c#o}
- NON inchangé {c#o}
- 1 OUI {c#2} modifié {c#o}
{} 5 OUI {c#5} modifié {c#o}
TAB. 5.6 — Trace de l’exécution de la méthode MAGALICE-A avec l’iceberg 02 lors de
l’ajout de l’attribut h.
5.3.2.3 Complexité de Magalice-A
A l’instar de MAGALIcE-O, La table ci-dessous montre les paramètres utilisés
dans l’estimation de la complexité en pire cas de l’algorithme MAGALICE-A.
Variable ra t n
Signification HAll HLH HOU
La complexité de la méthode MAGALIcE-A est identique à celle de mise à jour
du treillis complet (ADD-ATTRIBUTE). En effet, la fonction LooKuP (ligne 7) est
de l’ordre de n, le test de la fréquence de R. est de l’ordre 0(1) (ligne 9) et l’ajout des
prédécesseurs d’un concept à l’ensemble des concepts non fréquents est de l’ordre
de m. Et par conséquent, en faisant la somme totale des complexités de toutes les
fonctions de l’algorithme 6, on obtient la complexité de l’algorithme de la mise à
jour du treillis complet qui est O(i-nt (ra + n)) (voir Section 5.3.1.3).
5.4 Conclusion
Comme contribution aux développements algorithmiques de l’approche pro
posée, nous avons mis au point une adaptation de la méthode de calcul de concepts
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relationnels (MULTI-FCA) au treillis complets en utilisant le scaling relationnel.
Le principe de l’approche consiste à aboutir à la solution finale (treillis finaux) en
calculant un point fixe d’une fonction qui, essentiellement, associe à une collection
de treillis (un par contexte), une autre collection de treillis plus raffinée suivant
un processus itératif. À chaque itération, la fonction utilise d’abord les concepts
découverts à l’étape précédente pour le scaling des liens inter-objets. Ainsi, des
échelles pour les différentes liens inter-objets sont créées et permettent d’enrichir
les descriptions des objets. À la fin de chaque itération, la fonction construit les
treillis qui correspondent aux contextes mis à jours. Nous avons aussi décrit dans
ce chapitre nos recherches sur l’incrémentalité par attribut des treillis et icebergs.
Les résultats de ces recherches ont été utilisés avec la méthode de l’ARC et dans
le cadre d’autres travaux reliés à la maintenance des bases de règles d’association.
Chapitre 6
ARC et réingénierie des modèles
UML
Dans ce chapitre, nous allons, d’abord décrire comment coder un modèle de
classes UML’ en une famille de contextes (FCR), le format d’entrée de l’ARC.
Nous allons aborder les difficultés que rencontre un tel codage notamment celles qui
émergent des conflits de noms des différents éléments du modèle. Par la suite, nous
allons décrire de façon générale les règles de traduction des résultats de l’analyse
(une famille de treillis relationnels) en modèle UIVIL. Par la même occasion, nous
allons illustrer le déroulement du principal algorithme de l’ARC, MuLTI-FCA, sur
un exemple de petite taille.
6.1 ARC dans la refactorisation des modèle UML
La construction de modèles statiques UML est une activité clé dans le pro
cessus de conception du logiciel orienté objet. Dans uni tel modèle, la relation de
spécialisation/généralisation est le facteur structurant car elle permet la répartition
optimale des spécifications sur un ensemble de classes organisées hiérarchiquement
et par là sert de support pour le mécanisme d’héritage. Cependant, il n’y a pas
‘Version 1.5 ou plus.
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de méthodologie standard pour la construction d’une hiérarchie de classes à par
tir d’un ensemble de classes munies de leurs propriétés (variables et méthodes).
Tout au plus, un ensembles de critères consensuels pour ce qu’est une hiérarchie
“optimale” se trouve parfois de façon implicite dans la littérature [92].
CheckAccount
CheckBookHolder -number: String
_______________________
-owner owns -account
-balance Double
+credit() : Double
+deblt() Double
MortgageAccount
__________________
-interestRate Double
-account owns -owner
Mortgager
-number:String
-balance Double
_______
+calculatelnterestf) Double
+credit() Double
FIG. 6.1 — Les classes du domaine de la gestion des comptes bancaires.
6.1.1 Rappel sur 1’AFC et la construction des hiérarchies
Plusieurs techniques basées sur l’analyse de données ou l’apprentissage auto
matique ont été étudiées en tant qu’outils d’aide à la construction de hiérarchies,
chacune introduisant dans le processus de recherche d’une hiérarchie convenable
ses propres biais, explicites ou implicites. L’AFC [30, 95] de part la notion de
LccoI1cept de “hiérarchie conceptuelle” et de son pouvoir d’abstraction et de fac
torisation maximale s’adapte très bien au problème d’analyse [781 et de construc
tion [32, 19, 39] de hiérarchies de classes ainsi que la découverte de patrons de
conception [82]. Le concept en AFC est la représentation formelle d’un concept
physique ou abstrait du domaine (classe métier). La hiérarchie conceptuelle précise
les relations de spécialisation/généralisation entre concepts. L’abstraction permet
de former de nouveaux concepts (superclasses) à partir des traits communs d’un
ensemble d’individus (variables/méthodes). Enfin, la factorisation maximale per-
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met d’avoir une structure sans redondances et favorise par conséquent l’héritage en
orienté objet.
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CheckBookHolder (CBH)
CheckAccount (CA) X X X X
Mortgager (M)
MortgageAccount (MA) X X X X X
TAB. 6.1 — Le contexte binaire des classes du diagramme UML de la Figure 61.
L’AFC a été utilisée avec succès dans la restructuration des hiérarchies de classes
de niveau conception et implémentation [19, 32, 34]. Ainsi, l’entrée typique d’un
outil de factorisation basé sur FCA (par exemple, Kaba [79]) est un ensemble
de classes, éventuellement hiérarchisé, alors que la sortie est une hiérarchie qui
est maximalement factorisée, c’est-à-dire que tout élément de spécification n’est
localisé qu’à un seul endroit dans la hiérarchie.
Le codage classique d’un modèle de classes en un contexte formel consiste à
considérer les classes comme étant des objets formels et leurs propriétés (attributs
et/ou méthodes) comme étant des attributs formels. Cette façon de codage permet
au processus d’analyse de l’AFC de déterminer tous les groupes de classes ayant
des propriétés similaires.
Exemple t la Table 6J montre le codage des classes représentant le domaine
des comptes bancaires du diagramme de classes de la Figure 6J. La Figure 6.2
montre le treillis construit à partir de ce codage. Les objets formels CBH, CA, S,
M, MA représentent les abréviations des classes CheckBookHolder, CheckAccount,
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• I—))
• E.)CA, CBH, U, MA)
d)
/ •E=(C,,MA)
(3)
•l—)ba. cr de, nb} / •I—)ba,c cr. r. nb}
e E—ICA) 7 • E—{UA)
NI
• l(ba, ci, cr, de, b, nb)
FIG. 6.2 Le treillis des concepts associé au contexte de la Table 6.1.
String, Mortgager et MortgageAc c ount, respectivement.
L’AFC permet de découvrir des abstractions potentiellement utiles dans un
diagramme de classes. En effet, la figure 6.3 illustre une interprétation partielle
en un diagramme de classes. On constate la présence d’une classe plus abstraite,
appelée Account qui généralise les deux types de comptes bancaires CheckAccount
et MortgageAccount.
Account
kBookHoIder
wner
-account
checkAccount
Mortgager Ownet owns -account eAccoun1
FIG. 6.3 — L’interprétation du treillis de la Figure 6.1 en un diagramme de classes.
6.1.2 L’ARC et la construction des modèles de classes
L’ARC [16] a été, initialement, introduite afin d’étendre la portée de l’approche
AfC dans la construction des modèles de classes. En effet, elle permet de construire
des abstractions sur tous les types d’éléments du modèle : attributs, rôles, asso
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ciation, etc. Ceci est rendu possible grâce, entre autres, au format d’entrée étendu
de l’ARC et de ses mécanismes de formation de concepts qui utilisent les simi
larités dans les liens inter-individus pour établir des relations inter-concepts. La
Figure 6.4 illustre le processus de restructuration d’un modèle UML. Ce processus
est composé de trois principales étapes, à savoir : le codage du modèle UML, la
dérivation des treillis et enfin l’exploitation de ces treillis pour la génération d’un
modèle structuré.
* [ii]
____
__________
(FCR)
Traduction canonique
Modèle UML
initial
Procesnuo de denvaflon
de treillis relationnels
_
rlnterétafion des dasses, Q
Modèle UML Facétie de
final restructuré Treillis (FTR)
FIG. 6.4 Processus de restructuration d’un modèle UML au moyen de l’ARC.
Alors que l’AFC admet exclusivement des données sous forme de tables représeï;tant
un ensemble d’individus possédant des propriétés binaires tel que montré par la
Table 6.1, le format d’entrée de l’ARC admet des relations inter-individus. Cela per
met de décomposer un modèle de classes UML en plusieurs contextes, un par type
d’éléments du modèle qui sera sujet à un processus d’abstraction (typiquement,
classes et associations) et de relier ces contextes par le biais de relations techniques
inter-contextes. Ces relations sont à sémantique indépendante du domaine sous
jacent et traduisent les liens qui existent entre éléments au sein du modèle pour
leur permettre de former un tout (par exemple, le lien “possède” entre une classe et
un attribut). L’avantage d’un tel codage et de la prise en compte ultérieure des in
formations relationnelles est la possibilité d’abstraire sur plusieurs types d’éléments
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tout en opérant des enrichissements mutuels entre hiérarchies d’abstractions sur des
types différents reliés par des relations techniques.
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CBH-CA.owns X X X X X X
M-MA.owns X X X X X X
TAB. 6.2 — Le contexte binaire des associations du diagramme de classes de la Figure 6.1.
Exemple : la Table 6.2 montre une manière dc coder les associations du modèle
UML de la Figure 6.1. Un préfixe a été ajouté aux noms des associations ayant
des noms identiques. Ce prefixe est composé des noms des classes reliées. Les
associations peuvent être décrites par des propriétés binaires telles que le nom
(name=owns) et par des relations avec les classes du modèle telles que la relation
originType et destType. Par la suite, nous allons donner un ensemble de propriétés
décrivant les associations en s’appuyant sur le méta-modèle UML. Les deux pro
priétés originType et destType sont échantillonnées de façon nominale et donnent
les propriétés binaires suivantes originType=CBH, originType=M, destType=CA
et destType=MA. La classe Account découverte lors du calcul des abstractions po
tentielles dans le contexte des classificateurs (voir Figure 62) est intégrée au co
dage des associations comme le montre la Table 6.2 par le biais de la colonne
destType=Account. Cela signifie que les instances des classes de destination des
deux associations owns sont aussi instances de la classe Account car les deux classes
de destination CheckAccount et MortageAccount sont des sous-classes de Account.
Ceci est l’oeuvre du mécanisme de scaling relationnel (voir Chapitre 4, Section 4.5.1)
qui fait en sorte que les concepts découverts dans un contexte sont intégrés à tous les
contextes qui sont reliés à ce contexte comme étant de nouveaux attributs formels.
Le treillis de concepts du contexte des associations donné par la Figure 6.5
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/1 I{destRoleaccount, destTypeAccount, name=owns, oiiginRoIeowner}
/ I 4 E={CBH-CAowns, M-MA.owns)
4 I={destRole=accoiint, desttype=Account. destTypeCA. nameowns, oflginRole=owner, onginTypeCBH} J
4 E={CBH-C&owns)
I={destRoIe=account, destType=Account, destTypeMA, nameowns, orignRoleowner, originTypeM}
\//*E={MMAowns} »_
_
FIG. 6.5 — Treillis du contexte des associations du modèle UML de la Figure 6.1.
contient le concept co dont l’interprétation est une nouvelle association, appelée
aussi owns qui généralise les deux associations, celle qui lie Mortgager à MortageAccount
et celle qui lie ClieckBookHolder à CheckAccount comme le montre la Figure 6.6.
Dans ce qui suit, nous allons présenter un codage du modèle UML permet
tant de calculer des généralisations sur tous les types d’éléments appartenant à ce
modèle. De pius, nous allons nous appuyer sur le méta-modèle UML pour dégager
les propriétés intrinsèques de chaque type d’éléments ainsi que les relations entre
ces éléments.
FIG. 6.6 — Découverte d’une association otms plus générale en se basant sur le treillis
des associations de la Figure 6.5. Le treillis en question ne précise pas l’autre extrémité
de cette nouvelle association.
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6.2 Construction de la FCR d’un modèle de classes
Afin de former la FCR d’un modèle de classes UML nous avons examiné les
éléments du méta-modèle UML du diagramme de classes pour dégager ceux qui
présentent un intérêt pour la découverte d’abstractions potentiellement utiles. Ainsi,
les classes du méta-modèle, les propriétés des classes et les associations sont des
contextes, des attributs formels et des relations dans la FCR, respectivement. Ce
pendant, le méta-modèle UML contient beaucoup de détails qui sont inutiles pour le
processus d’analyse/restructuration basé sur l’ARC. Par exemple, chaque classe est
décrite au niveau du méta-modèle par la propriété booléenne isLeaf qui détermine
si une classe donnée peut avoir des classes dérivées ou non. Étant données deux
classes dont la propriété correspondante isLeaf est positionnée à Vrai, la méthode
de l’ARC créerait une nouvelle classe plus générale dont la propriété isLeaf est
1 st end
Les contextes retenus dans le cadre de nos expérimentations sont les contextes
suivants : Classifier, Association, Association.End, Attribute et Operation
ainsi que les relations qui les relient telles qu’elles sont énoncées par le méta-modèle,
positionnée à Vrai aussi alors que cette dernière classe est une superclasse des deux
autres classes.
FIG. 6.7 — Le sous-méta-modèle du diagramme de classes utilisé pour la construction de
la FCR.
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à savoir, type, owned_attribute, owned.operation, owned_associationend,
return_type, belong_to_association, f irst_end, second_end et specified_class.
Ci-dessous, nous décrivons le contenu de ces différents contextes.
FIG. 6.8 — FCR d’un diagramme de classes UIVIL, version 1.5 ou plus.
6.2.1 Codage des classes
Les classes du diagramme de classes UML représentent les objets formels dii
contexte des classificateurs. Les attributs formels se composent des caractéristiques
de la classe dans le méta-modèle, à savoir, name, visibility, isAbstract, inActive,
isDataType et isClass. La Table 1 de l’Annexe B donne la signification des ces
caractéristiques. La caractéristique isActive, par exemple, précise si une classe
comporte un processus d’exécution propre. A noter que les instances d’une telle
classe possèdent leur propre flot de contrôle et sont donc capables d’initier des
activités. Chaque caractéristique de classe donne lieu à un attribut formel dans le
contexte des classificateurs.
De plus, les attributs pluri-valués font l’objet d’un scaling conceptuel. Par
exemple, l’attribut formel naine dénote le nom de la classe et est pluri-valué du fait
owned_assoc_end
Return_type
ç owned_operation I
Opérations1 stparam,
2nd.param
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de l’existence de plusieurs classes dans le diagramme. Par conséquent, cet attribut
est échantillonné et engendre des attributs binaires de la forme Name=classNaine
(voir Table 6.3). Rappelons que les noms des classes sont codés dans le contexte des
classificateurs par l’attribut formel pluri-valué Naine afin d’éviter de faire la fusion
entre classes ayant une description identique.
Classificateurs
u
-ri
H
o
e
4)
-H
r1 U)
O Z O X ri U)
II II II II .ci c,i
Q) Q) Q) W -r-f ,1
s s s e e O
«1 cri cri cri -H (I)
Z > -r-f
CheckAccount (CA) X X X
Mortgager (MA) X —
— X X
CheckBookHolder (CBH) — T — X X
Mortgager (M)
—
— X X X
String (S) X X
Double (D) X X
TAB. 6.3 — Contexte binaire des classes du diagramme de classes de la Figure 6.1 avec
lu scaling conceptuel dc l’attribut formel pluri—valué Nasie.
À noter que si l’on considère le méta-modèle UML, les classes possèdent dautres
caractéristiques moins utiles pour le processus d’abstraction telles que isLeaf,
isRoot, isMain, etc. De notre part, nous les avons omis par mesure de clarté de
l’exemple. Les attributs, les opérations et les associations qu’une classe possède
sont représentées par le biais des relations au sein dc la FCR.
6.2.2 Codage des attributs
Les attributs en UML représentent les variables (de classe) stockant les infor
mations d’état de l’objet. Dans les récentes versions de UIVIL, un attribut est décrit
par les propriétés suivantes : naine, visibility, initialValue, multiplicity,
changeability, ownerScope et targetScope. La Table 2 et la Table 3 de l’An-
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nexe B donnent la signification de ces propriétés. La caractéristique owner$cope,
par exemple, spécifie si chaque instance de la classe possède sa propre occurrence
de l’attribut ou bien toutes les instances de la classe partage une seule occurrence
de cet attribut (un attribut static en Java). Le contexte des attributs au sein de
la FCR associe à chacune de ces propriétés un attribut formel. Ici aussi les attributs
formels pluri-valués sont échantillonnés de manière conceptuelle.
Par exemple, le scaling de l’attribut formel visibility donne des attributs
mono-valués de la forme visibility.public, visibility.private, visibility
.protected et visibility.package. L’attribut owner$cope est échantillonné de
façon nominale et donne les attributs ownerScope. instance et ownerScope classifier.
La Table 6.4 montre le codage des attributs du modèle UlVIL de la Figure 6.1.
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CA.number X X X X X X X
CA.balance X X X X X X X
MA.number X X X X X X X
MA.balance X X X X X X X
MA.interestRate X X X X X X X
TAn. 6.4 — Contexte binaire des attributs du diagramme de classes de la Figure 6.1.
6.2.3 Codage des opérations
Les opérations d’un objet caractérisent son comportement, c’est-à-dire l’en
semble des actions que l’objet peut réaliser pour réagir à des sollicitations extérieures
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ou pour agir sur d’autres objets. En UML, une opération est documentée par les
propriétés suivantes : naine, visibility, isAbstract, concurrency, isQuery et
ownerScope. La propriété isQuery, par exemple. précise si l’exécution de l’opération
modifie l’état du système. La Table 4 de l’Annexe B montre la signification des pro
priétés de l’opération dans le méta-modèle UML alors que la Table 6.5, à gauche,
montre le codage des opérations du modèle UML de la Figure 6.1.
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MA.credit() X X X X
MA.calculatelnterest() X X X X
CA.credit() X X X X
CA.debit() X X X X
Associations
Name=owns
CBH-CAowns X
M-MA.owns X
TAu. 6.5 Gauche : le contexte binaire des opérations du diagramme de classes de
la Figure 6.1. Droite le contexte binaire des associations du diagramme de la même
6.2.4 Codage des associations
Les associations dans le paradigme objet représentent les liens stables entre ob
jets. En UML, une association possède un nom (naine) et deux rôles (association.End).
Le rôle est décrit dans le inéta-modèle UML par les propriétés suivantes naine,
visibility, ordering, multiplicity, changeability, aggregation, targetScope
et isNaviguable. Cette dernière caractéristique, par exemple, une fois mise sur
l’extrémité opposée, précise que l’association peut être parcourue en partant de
la classe source et en utilisant le nom de rôle dans les expressions de navigation.
Operations
figure.
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La Table 5 et la Table 6 de l’Annexe B donnent une description détaillée de ces
propriétés. Par coitre, la Table 6.5, à droite, et la Table 6.6 montrent le codage
des associations et des rôles du modèle UML de la figure 6.1. Comme les deux
associations ont le même nom, les noms des objets formels respectifs sont obtenus
par la concaténation de ce nom et d’un préfixe calculé à partir des noms des classes
aux deux extrimités de chaque association.
À noter que les noms de rôles du modèle UML de la figure 6.1 sont identiques
et possèdent les mêmes valeurs pour certaines propriétés telles que la visibilité, les
multiplicités, etc. Ceci ne constitue aucunement une obligation pour la méthode de
restructuration de l’ARC.
Râles d’associations
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CBH-CA.owns.otmer X X X X X X X X
CBH-CA.owns.account X X X X X X X X
M-MA.owns.owner X X X X X X X X
M-MA.owns.account X X X X X X X X
TAB. 6.6 — Contexte binaire des extrémités d’associations du diagramme de classes de
la Figure 6.1.
6.2.5 Relations inter-contextes
Une fCR est composée de contextes et de relations inter-contextes comme il a
été expliqué dans le Chapitre 4, section 4.3. Dans le cas d’une FCR représentant
un modèle de classes UML, les relations inter-contextes sont inspirées des associa-
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tions entre les éléments du méta-modèle qui correspondent aux différents contextes.
Comme le montre la Table 6.8, parmi les associations entre les éléments du méta
modèle, on trouve: owned_attribute, owned_operation, type, return_type, belongs
_to_association, f irst_end, second_end, owned_association_end et specified_class.
La Table 6.7 récapitule ces relations ainsi que le contexte source et celui de desti
nation.
Relation Contexte source Contexte de destination
owned_attribute Classificateurs Attributs
owned_operation Classificateurs operations
type Attributs Classificateurs
return_type Operations Classificateurs
f irst_param Operations Classificateurs
second_param Operations Classificateurs
belongs_to_association Rôles Associations
f irst_end Associations Rôles
second_end Associations Rôles
owned_association_end classificateurs Rôles
specified_class Rôles Classificateurs
TAB. 6.7 — Tableau recapitulatif des relations inter-contextes d’une FCR codant un
modèle de classe UML.
La relation owned_attribute associe à chaque classe du modèle la liste des
attributs qui lui sont rattachés. La Table 6.8, à gauche, donne Fétat de cette relation
pour le modèle UML de la Figure 6.1.
De manière similaire, la relation type associe à chaque attribut du modèle un
type de données qui représente son domaine de valeurs ou une classe du modèle.
La Table 6.8, à droite, donne l’état de cette relation pour le modèle UML de la
Figure 6.1.
Les relations owned_operation et return_type relient les deux contextes, celui
des classes et celui des opérations. La première relation fait correspondre à chaque
classe ses propres opérations déclarées alors que la deuxième relation précise pour
chaque opération, le type de la valeur retournée. La Table 6.9 montre l’état de ces
deux relations dans le cas du modèle UML de la Figure 6.1.
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CA.number X
CA.balance X
MA.number X
MA.balance X
MA.interestRate X
TAB. 6.8 — Gauche la relation qui associe chaque classe à ses attributs. Droite la
relation qui fait correspondre chaque attribut à sa classe ou son type de données.
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MA.credit() X
MA. calculatelnterestO X
CA.credit() X
CA.debit() X
TAB. 6.9 — Gauche la relations Classificateurs x Operations. Droite : La relations
Operations x Classificateurs.
owned_attribute (QA)
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type (TY)
owned_operation (00)
returntyne (RI)
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La relation belong_to_association code les liens qui existent entre les extrémités
des associations (rôles) et les associations du modèle UML. La Table 6.10 donne
l’état de cette relation dans le cas du modèle UML de la Figure 6.1.
belong_to_association (BTA)
CBH-CA.owns M-MA.owns
CBH-CA. owns . owner X
CBH-CA. owns . account X
M-MA. owns . owner X
M—MA.owns.account X
TAB. 6.10 — Relation entre les associations et les rôles d’association.
Les relations f irst_end et second_end codent les liens qui existent entre les
associations et leurs extrémités. Elles précisent pour chaque association la première
et la deuxième extrémité. La Table 6.11 décrit ces deux relations dans le cas dii
modèle TJML de la Figure 6.1.
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CBH-CA.owns X
M-MA.owns X
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CBH-CA.owns X
M-MA.owns X
TAB. 6.11 — Les relations entre les associations et les rôles d’association (suite).
Maintenant, reste à coder les liens entre les classificateurs et leurs rôles respec
tifs. C’est ce que les relations ownecLassociationEnd et specified_class pro
posent de faire. En effet, la relation o nedassociationEnd précise, pour chaque
classe, les rôles qui lui sont rattachés alors que la relation specifiedclass opère
de manière inverse, c’est-à-dire, précise pour chaque rôle la classe désignée. La
Table 6.12 décrit ces deux relations dans le cas du modèle UML de la Figure 6.1.
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CA X
MA X
CBH X
M X
CA MA CBH M
CBH—CA. owns . owner X
CBH-CA.owns.account X
M—MA. owns . owner X
M—MA.owns.account X
TAB. 6.12 — Les relations entre les classes et les râles d’associations.
6.3 Contrôle de la sémantique du modèle
Parmi les difficultés que rencontre l’application systématique de PARC, il y a
l’apparente antinomie entre la nécessité de préserver toutes les informations incluses
claris le modèle UML initial, d’une part, et le besoin de réduire les abstractions for
tuites. dautre part. Ainsi, un modèle de taille raisonnable peut engendrer un grand
nombre d’abstractions à faible utilité. En outre, un facteur de bruit important réside
dans la polysémie du langage naturel qui est utilisé pour nommer les éléments du
modèle. Par exemple, il est possible de trouver dans les grands modèles des éléments
dont le nom est différent mais dont la sémantique est identique et inversement.
6.3.1 Résolution des conflits de noms
Les éléments d’un modèle UML risquent de se chevaucher dans leurs noms ou
leurs descriptions (propriétés et liens vers d’autres éléments). En effet, bien qu’ils
fournissent beaucoup de rigueur et de structuration, les modèles UML, comme
d’autres langages de description de hiérarchies, sont essentiellement basés sur le
langage naturels et par conséquent potentiellement ambigus. Évidemment, une
correspondance parfaite entre noms et descriptions est une bonne indication pour
owned_association_end (OAE)
specified.class (SC)
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des éléments représentant un même concept. Le chevauchement est un aspect de
conflits difficile car dans certains cas il peut être la manifestation de phénomènes
linguistiques complexes tels que la synonymie (à une même entité sont rattachés
différents noms) et la polysémie (un même nom dénote différentes entités).
À noter que ces problèmes ont été considérés dans le cadre de l’intégration de
schémas de base de données et la solution standard habituellement suggérée est
de résoudre les conflits de noms par une normalisation des noms en se servant de
ressources linguistiques telles que des dictionnaires électroniques ou des ontologies
de domaine [6, 67]. Il est clair que l’approche basée sur la connaissance linguistique
toute seule n’est ni universellement applicable, ni capable de permettre à un outil
de résoudre tous les conflits de manière strictement automatique. Par conséquent,
l’intervention d’un expert humain est toujours indispensable pour valider la solution
proposée. En génie logiciel, la situation s’est nettement améliorée avec l’avènement
des langages/méthodes de modélisation mettant l’emphase sur la mise en place d’un
espace dc noms unique pour tous les éléments du modèle. Ceci permet de réduire
la disparité de noms. Néanmoins, un outil automatique réaliste devrait pouvoir
détecter les situations suspectes dans un modèle où des conflits potentiels de noms
résident.
Lcs propriétés structurales du treillis et de la position dc ces éléments dans celui
ci peuvent aussi servir au même but, c’est à dire, résoudre de possibles conflits de
nommage. Étant données deux termes suspects, un outils de résolution de conflits
sophistiqués peut davantage montrer les conséquences de l’impact d’une action
particulière sur ces termes, notanunent la fusion des deux termes, la création d’une
généralisation dédiée, le découpage en termes composants (tokenization).
En somme, une approche de résolution de conflits entièrement manuelle pour
rait être basée sur le mécanisme d’exptoration des attributs [30] (attribute explora
tion) qui est fondamentalement une méthode d’acquisition de connaissances assistée
par un outil automatique dialoguant avec le concepteur expert. L’outil oriente le
concepteur du modèle à la découverte d’un ensemble minimal d’implications qui
représentent la totalité du domaine tout en réduisant au minimum l’interaction
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outil-expert. Il faut noter que les outils AFC mentionnés ci-dessus tels que l’ex
traction des implications et l’exploration des attributs doivent encore être étendus
aux descriptions relationnelles qui sont traitées ici dans le cadre de l’ARC.
6.4 Construction des treillis relationnels
À partir d’une FCR, la méthode MuLTI-FCA permet de construire une famille
de treillis relationnels (FTR) où les liens inter-individus sont abstraits par des re
lations inter-concepts. L’exécution de cette méthode avec la FCR codant le modèle
de classes de la Figure 6.1 s’est déroulée de la manière suivante
6.4.0.0.1 L’étape d’initialisation à l’étape d’initialisation, les treillis des
différents contextes sont construits. Les treillis de la Figure 6.9, Figure 6.10, Fi
gure 6.11 et Figure 6.12 correspondent au contexte des classificateurs, attributs,
opérations et rôles, respectivement.
FIG. 6.9 — Le treillis initial du contexte des classificateurs (correspond au contexte de
la Table 6.3).
E=O
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4 fr{Chaneabihty=changeabe nItaIVaiuenuII Muftipllcity=[1 1J OwnerScoe=instaace Target$cpe=Inslance Vislbilityprivate]
4 E1J
(o)
4 I(Namenumber 4 I=Name=b&ance ‘ )
4 E={CA.number MAnumber] 4 E{CA.balancc, MA.balance] 4 I=(NameinterestRate)
4
E.{MMnterestRate}
41=0
FIG. 6.10 — Le treillis initial du contexte des attributs (correspond au contexte de la
Table 6.4).
/
4 I”{Namecredit)
4 1{Namedebit)
4 E{CA.deblt}
FIG. 6.11
— Le treillis initial du contexte des opérations (correspond au contexte illustré
à gauche de la Table 6.5, à gauche).
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I={Name=account}
E(CBH-CA.owîis.account, M-MA.awns.accoun()
I{Nameowne}
E{CBH-CA.owns.owner, M.MA.owns.owner)
I=G
FIG. 6.12 — Le treillis initial du contexte des rôles (correspond au contexte de la
Table 6.6).
Eu considérant les différents treillis initiaux, plusieurs abstractions ont été déjà
découvertes pour chacun des types UML représentés. Par exemple, le concept c3
de la Figure 6.10 représente les similarités entre l’attribut balance de la classe
CheckAccount et celui de la classe MortgageAccount tel que le nom, la visibi
lité, la multiplicité tandis que le concept co de la Figure6.12 représente les si
milarités entre le rôle owner de la classe Mortgager et le rôle owner la classe
Check3ookHolder notamment de rôle, etc.
6.4.0.0.2 La première itération Ensuite, au cours de la première étape du
processus itératif MuLTI-FCA, chaque contexte est enrichi en se basant sur les
concepts des treillis initiaux des contextes auquels il est relié par une relation. En
effet, comme expliqué dans Chapitre 4, Section 4.5.1, pour une relation donnée,
certains concepts2 du treillis associé au contexte du co-domaine de cette relation
deviennent des attributs formels dans le contexte du domaine de la même rela
tion. Par exemple, le contexte des classificateurs est relié au contexte des attributs
par la relation ownedattribute (OA). Ainsi, les concepts co, c2, c3 et c4 du
2Étant donnée une relation r 1C (O,A,I) —* Kj, Vo E O, Vc E £, (o,c) E I
T(O) n Extcnt(c) 0.
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treillis des attributs de la Figure 6.10 sont utilisés pour former de nouveaux attri
buts formels dans le contexte des classificateurs (voir Table 6.13, colonnes 7-10).
Le concept cy du même treillis est ignoré car son extension est égale à l’ensemble
vide et par conséquent ni le codage étroit ni le large ne permettent de le considérer
dans le processus du scaling de la relation ownedattribute(voir Chapitre 4, Sec
tion 4.5.1.2). Le contexte des classificateurs est aussi relié au contexte des rôles par
le biais de la relation ownei.associationend (OAE) et par conséquent les concepts
dii treillis initial des rôles est utilisé pour coder cette relation dans le contexte des
classificateurs.
La Table 6.13 et la Figure 6.13 donnent l’état du contexte des classificateurs
après le scaling de toutes ses relations et le treillis correspondant, respectivement.
Suite à cet enrichissement, le treillis des classificateurs nous conduit à la découverte
dc plusieurs nouvelles classes qui factorisent les propriétés des classes initiales
du modèle. Par exemple, le concept c6 représente une nouvelle classe, qu’on
peut appeler Account, qui généralise les deux types de comptes CheckAccount
et MortgageAccount.
Codage initial Extension de la i itération
u
•r
,-
D
e
4Z
rH U)
L) L) 5 . U)
i) ) : CJ O CD CN O c) u u u
e e e e u U ¶ -?
Ui Ui (j •- U) Q Q O O
z Z Z > •,- O O O O O O O O O O Q
CheckAccount (CA) X X X X X X X X X X X
MA X XXX XXX XX XXX
CBH X XX X X
M XXX X X
String X X
Double
—— X X
TAB. 6.13 — Le contexte des classificateurs du modèle UML de la Figure 6.1 après
échantiollonnage de toutes les relations au bout de la première itération de l’algorithme
MuLTI-FCA.
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L interprétation du concept c6 donne la description en cours3 de la classe
Account dont les propriétés sont représentées par les attributs formels relation
nels suivants : OA:cO, OA:c3, 00:cO, et OAE:c3. Les attributs relationnels DA:cO et
OA:c3 correspondent aux variables de classe number et balance selon le treillis des
attributs donné par la Figure 6.10 (voir les concepts co et c#3). L’attribut rela
tionnel OO:cO correspond à l’opération credit selon le concept co du treillis des
opérations de la Figure 6.11. Finalement, l’attribut relationnel OAE:c3 correspond
à une nouvelle généralisation de rôle décrite par le concept c3 du treillis des rôles
de la Figure 6.12. Cette généralisation que nous allons appeler account est réalisée
à partir des deux rôles de base CBH—CA . owns. account et M—MA. owns . account.
La traduction du treillis des classificateurs de la première étape du processus
‘* I=VisibiIitypubIc, sClass)
EDoubIe Shing]
I={OAE:c2}
// j I={OAE:cO)
/,
6) / —_.ç•.____
OkcO, OA:c2, Okc3, OAE:c3, 00;cO, 00:c2]
I—{NameMA, OA:c4, OO:c3]
E={M)
FIa. 6.13 — Le treillis des classes (correspond au contexte de la Table 6.13) au bout de
la première itération.
3Succeptible d’augmenter au cours des prochaines itérations.
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itératif en classes et rôles est illustrée par la Figure 6.14. À noter que le diagramme
de classes que représente cette figure est incomplet car à ce stade du processus
itératif les informations sur les associations ne sont pas encore disponibles. Nous
avons aussi précisé le numéro du concept dans le treillis correspondant de chaque
élément du diagramme de classes.
Account (C6)
C3
number
(CO)
account balance (C3)
credit (C2)
MortgageAccount (C3) CheckAccount (CO)
interestRate (C4) debit (C4)
calculatelnterest fC3)
co
Client fC8)
owner ï
CheckBookHolder (C4) Mortgager (C5)
Fia. 6.14 Traduction en classes et rôles du treillis des classificateurs de la première
itération (figure 6.13). Deux associations ne sont pas encore connues car une seule
extrémité est déterminée pour chacune.
De façon similaire, le contexte des rôles d’associations n été enrichi par de nou
veaux attributs relationnels en provenance des treillis des classificateurs et celui des
associations grâce aux relations specif iedclass (SC) et belongs_to_assoc iat ion
(BTA). La Table 6.14 et la Figure 6.15 montrent le contexte enrichi et son treillis,
respectivement.
On remarque sur le treillis des rôles de la Figure 6.12 que les deux rôles CBH—CA
owns . account et M—MA. owns . account appartiennent au même concept-objet car
ils ont une description similaire. L’extension relationnelle du contexte des rôles
obtenue au bout de la première étape du calcul itératif les a séparé au niveau
du treillis (voir Figure 6.15) car il n’ont pas les mêmes liens avec les classes (re
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CBH-CA - owns - owner X X X X X X X X X X X
CBH-CA.owns.account X X X X X X X X X X X
M-MAowus.owner X X X X X X X X X X X
M-MAowns.account X X X X X X X X X X X
TAB. 6.14 — Contexte binaire des rôles du diagramme de classes de la Figure 6.1 au bout
de la première étape du processus itératif IVIULTI-FCA.
lation specified_class) et n’appartiennent pas à la même association (relation
belongs_to_association).
Linterprétation du treillis des rôles de la première étape du processus itératif en
un diagramme de classes est donnée par la figure 6.16. On remarque l’émergence de
deux nouvelles abstractions de rôles dont les classes spécifiées (relation specified_class)
ne sont pas encore connues. Ces abstractions correspondent aux concepts c0
(owner) et c3 (account).
Finalement, les autres contextes ont subi aussi un enrichissement mais leurs
treillis respectifs sont restés isomorphes aux treillis initiaux.
6.4.0.0.3 La deuxième itération : Lors de cette itération, les extensions re
lationnelles des différents contextes sont recalculées4 en utilisant les treillis obtenus
au bout de la première itération comme échelles pour les différentes relations. La
Table 6.15 donne l’état du contexte des classificateurs après le scaling de toutes
4Comme les treillis sont obtenus par des opérations de mise-à-jour et que ces opérations sont
monotones, une mise-à-jour des contextes est suffisante.
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Y I.{Aggregationnone, BTA:cO, chahgeablIityct1a,geabIe MuItpIidtyt1,1], Ordering=unodcred, SC:c2, TargetScope=instarce, ibiIit=rvate, sNaibIe}
I
I{Nameowner}
Y{} YI{Nameccount}
I YE{)
/N
*I={SC:c5}
YE{M-MA.owns.owner} YE{MMAawnsacount)
Y1{SC:c4} YI={SC:cO)
Y E={CBH-CA.owns.owner) E={CBH-CA.owns.account)
YE={}
FIG. 6.15
— Le treillis des rôles (correspond au contexte de la Table 6.14) obtenu au
bout de la première itération.
Name=account
MortageAccount (C3)
C3
C5
Checccount (CO)]
Name=owner
Mogager (C5) c C6/ \ C4 CheckBookHolder f C4)
Fic. 6.16 — Traduction en classes et rôles du treillis des rôles de la première itération
(Figure 6.15). On ne sait pas, à ce niveau du processus itératif, les classes auxquelles
appartiennent les nouvelles abstractions de rôles.
175
ses relations. On remarque, par exemple, l’intégration des nouveaux concepts-rôles
c#4, c#5, c6 et c7 découverts au bout de l’itération précédente comme attributs
relationnels pour la relation owned_association_end (OAE).
Codage initial Ext. 1 itération Ext. 2eme itération
C’ C) O U) - U)
C’) O C’) i’ C’) O ‘ C’) O O O O O O O
O O O O O O O O
• C) C) C) C)
• C) C) D D C) O O O O O O O O O O
CA X X X X X X X X X
MA ... X X X X X X X X X X
CBH X X X
M X X X
String
Double
TAB. 6.15 — Le contexte des classificateurs du modèle UML de la figure 6.1 au bout de
la seconde et dernière itération.
La Figure 6.17 illustre le nouveau treillis des classificateurs. On remarque que
le concept co (CheckAccount) et c3 (MortageAccount) désignent maintenant
les deux concepts-rôles c et c7 (rôle accourut) alors que leur super-concept
cu (classe Account) désigne le super-concept de c5 et c7, le concept c3 (rôle
account) du treillis des rôles.
La Figure 6.18 donne l’interprétation en un diagramme de classes du treillis
des classificateurs de la seconde itération. On remarque que les abstractions des
rôles de la première itération on été intégrées au modèle de classes car désormais
la classe Account possède le rôle account fraîchement découvert.
De retour au contexte des rôles, la nouvelle extension relatiormelle calculée à
partir des treillis de la première itération est donnée par la Table 6.16. Le treillis
associé est illustré par la Figure 6.19. On remarque la présence de l’attribut rela
tionnel SC :c6 dans l’intension du concept-rôle c3 (rôle accourut). Cet attribut
n’était pas présent au niveau du treillis des rôles de la première itération et indique
le concept-classificateur c6 (classe Account). Cela signifie que la nouvelle classe
Account possède un rôle dont le nom est account.
La Figure 6.20 illustre l’interprétation en un diagramme de classes du treillis des
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I{VisibiIitypiibic, isCass)
Sffing}
OAE:c2}
6)
1{OA:cO, OA:c3, OAE:c3, OO:cO}
/E=fl
____
8)
/ \ / I={OAE:cO)/ ,/
/ ={Name=CA, OAE:c5,
/ E={CA)
j VV
V
I={Name=CBH, OAE:c4]
4 Name=MA OAE c3 =(Narne=M OAE c5}
fia. 617 Le treillis des classificateurs (correspond au contexte de la Table 6.15) au
bout de la deuxième et dernière itération.
Codage initial Ext.1 itération Ext.2e itération
Q(N t’ O LO (Y) O t.- U) (O
.
U O O O L) O O O
. 6566E-. UO O
• (f) U) U) U) U) U) U) U) U)
CBH-CA. owns . owner ... X X X X X
CBH-CA.owns.account
... X — X X X — X
M-MA. owns . owner
... X X — X X X
M-MA.owns.account
... X
— X X X X
TAB. 6.16 — Intégration des classes Account (SC:c6) et Client (SC:c8) fraîchement
découvertes à l’extension relationnelle du contexte des rôles au bout de la seconde étape
du processus itératif MuLTI-FCA.
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Account (C6)
;cnt
‘
credit (C2)
C7
MortgageAccount (C3) ChecFccount (CO) C5
count interestRate(C4) debit (C4) account
CO
‘ Client (C8)
owner
C4 I I C6
CheckBookHolder
(C4)J Mortgager (C5) <
owner owner
FiG. 6.18
— Traduction en classe et rôles du treillis des classificateurs de la seconde
itération (Figure 6.17).
rôles. On constate le raffinement du modèle de classes par, dune part la précision
des détails concernant les rôles dti modèle initial tel que le rôle induit par le concept-
rôle c7 qui maintenant précise la classe à laquelle il appartient et d’autre part la
découverte de deux nouvelles abstractions de rôles, à savoir account (concept-rôle
c#3) et owuer (concept-rôle c#o).
La méthode MuLTI-FCA s’arrête à ce niveau car les treillis obtenus au niveau
de la prochaine itération sont tous isonrorphes à ceux de la seconde itération. Sur
le plan de la modélisation, aucune nouvelle généralisation n’est découverte. Dans
le paragraphe suivant, nous allons donner une approche permettant de générer
le modèle UML à partir de la famille de treillis finaux obtenue par le processus
MuLTI-FCA.
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FIG. 6.19 — Le treillis des rôles (correspond au contexte de la Table 6.16) au bout
de la deuxième et dernière itération. Le concept c2=(Ø,{aggregation=none,
BTA:cO,changeabuility=changeable,visibility= [1,1] ,Ordering=unordered,
SC:c2,SC:cZ,TargetScope=instance, Visibility=private,isNavigable}).
c::hec:ccount (CO)
Fic. 6.20 — Traduction en classes et rôles du treillis des rôles de la seconde itération
(Figure 6.19).
SC:c6)
I=o
MoageAccount (C3)
Name=owner
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6.5 Rétro-codage du modèle UML
Le treillis final des classificateurs (voir Figure 6.17) constitue le point de départ
de l’opération de génération du diagramme de classes final dont l’une des qua
lités principales, rappelons le, est l’introdllction d’abstractions significatives sur
l’ensemble des éléments de modélisation ainsi que la factorisation maximale des
propriétés de ces éléments. Les concepts du treillis des classificateurs, appelés aussi
concepts-classificateurs, représentent toutes les abstractions possibles des classi
ficateurs obtenues à partir du partage des attributs, méthodes et rôles. Dans le
language de l’ARC, ces concepts ont été obtenus suite à l’extension relationnelle
du contexte initial des classificateurs par les relations dont ce contexte est le
domaine dans la FCR du modèle UML initial, à savoir, OwnedAttribute (OA),
Owned_Operation (00) et Owned_Association_End (OAE). Par exemple, l’inten
sion simplifiée du concept-classificateur c#s de la Figure 6.17 est composée de
naine=MA, OA:c4, OAE:c7 et O0:c3. Ccci signifie que ce concept-classificateur est lié au
concept-attribut-formel c4 du treillis des attributs (voir Figure 6.10) par la relation
Owned.Attribute. a.u concept-rôle c#r du treillis des rôles (voir figure 6.19) par la
relation Ownei.Association_End et finalement au concept—operation c3 du treillis
des opérations (voir figure 6.11) par la relation Owned_Operation. L’mterprétation
eu UML du concept-classificateur c3 est une classe appelée MortgageAccount
possédant Fattrihiit interestRate, le rôle account et l’opération calculatelnterest
(voir figure 6.22).
Dans ce qui suit, nous allons présenter une approche de détection des abstrac
tions significatives des éléments du modèle UML initial en exploitant les treillis
finaux des différents contextes codant le modèle UML initial.
6.5.1 Pertinence d’un concept
Tout concept peut être traduit en un élément UML candidat pour le modèle
final. Toutefois, les treillis finaux sont en général de grande taille et comportent
beaucoup de concepts qui n’ont pas d’importance sur le plan de la modélisation
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du domaine. Il faut donc procéder à une selection des concepts candidats ayant un
intérêt potentiel pour les objectifs de modélisation élaborés par le concepteur. Pour
ce faire, un calcul de pertinence est mis en place.
Par exemple, le concept-classificateur c#2=(visibility=public, isClass) n’est
pas traduit en une classe car il n’est pas pertinent selon les critères de pertinence
que nous allons définir par la suite, tandis que le concept-classificateur c#s=(OA:cO,
OA:c2, OA:c3, OAE:c3, 00:cO, 0O:c2) est traduit en une classe, appelée Account dans
le modèle de classes UML généré (voir la Figure 6.22) dont les attributs sont
number (OA:cO) et balance (OA:c3), l’unique opération est credit (00:cO) et un
rôle account (OAE:c3). Les attributs relationnels OA:c2 et 00:c2 ont été abondonnés
car tous deux correspondent, comme nous allons le voir dans la Section 6.5.3, à des
abstractions non significatives dans leurs treillis respectifs.
Tout d’abord, il faut distinguer entre deux types d’information disponibles
dans la FCR codant le modèle UML, à savoir, l’information ‘métier’ et l’infor
mation ‘technique’. L’information métier provient du domaine du modèle et est
représentée par les éléments du modèle. Cette information est codée par les indivi
dus des différents contextes tels que les attributs les rôles, les opérations. etc. ainsi
que les liens inter-individus tels que owned_attribute, owned_association_end,
etc. L’information technique provient des propriétés dus éléments du modèle et est
définie dans le méta-modèle UML telles que la visibilité, les multiplicité, la navi
gabilité, la portée. etc. Cette information est représentée dans la fCR par le biais
des attributs formels décrivant les différents types d’individus.
Les concepts, tous types confondus, n’ayant dans leurs intensions que des infor
mations techniques sont écartés lors du processus de selection des concepts perti
nents car il est peu utile, sur le plan de la modélisation, d’avoir des abstractions de
classes ou de rôles représentant, disons, toutes les classes dont la visibilité est ‘pu
blic’ ou des rôles navigables, respectivement. Par exemple, le concept-classificateur
c2 du treillis des classificateur illustré par la Figure 6.17 dont l’intension simplifiée
est {visibilitypublic, isClass} représente toutes les classes du modèle dont
la visibilité est ‘public’.
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Ainsi, un concept est jugé pertinent, c’est à dire donnant lieu à une abstrac
tion potentiellement intéressante une fois interprété en UML, si son intension ren
ferme au moins un attribut formel de nature métier. Par exemple, le concept-
rôle c3 du treillis des classificateurs (voir Figure 6.17) dont l’intension simplifié
est {name=MA,OA: c4,OAE: cZ,OO: c3} renferme l’information métier naine=MA qui fait
référence à la classe MortageAccount du modèle UML initial.
La pertinence d’un concept ayant dans son intension des attributs relationnels
est obtenue de façon transitive en examinant la pertinence des concepts désignés.
Toutefois, ces attributs relationnels doivent être examinés dans un ordre tel que
— Concept-classificateur : on évalue la pertinence suivant l’ordre suivant les
attributs, les opérations et finalement les rôles.
— Concept-rôle : on évalue la pertinence suivant les classificateurs ensuite les
associations.
— Concept-association ce type de concept peut disposer de deux types d’attri
buts relationnels obtenus à partir des deux relations f irst_end et second_end
et peu importe l’ordre dans lequel ces attributs relationnels sont évalués.
— Concept-attribut-formel ou concept-opération t ces deux types de concepts
ne peuvent avoir qu’un seul type d’attribut relationnel obtenu à partir de la
relation type ou returnlype, respectivement.
Les attributs relationnels désignant des concepts non pertinents ne sont pas
considérés lors de la traduction en UML du concept propriétaire.
La définition recursive de la pertinence d’un concept pose un problème de
circularité dans le calcul de cette pertinence. C’est le cas par exemple de deux
concepts inter-dépendants qui ne représentent pas d’information du domaine. Les
concepts inter-dépendants émergent à partir de contextes inter-dépendents tels que
le contexte des classificateurs et celui des rôles d’associations qui sont inter-reliés
par les relations owned_assoc_end et specified_class. Le concept-classificateur
c7 (Figure 6.17), le concept-rôle c2 (Figure 6.19) et le concept-association co
ont les intensions simplifiées suivantes
— Int(c#7)={DAE:c2},
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— Int(c2)={aggregationnone, BTA:cO, changeability=changeable,
multiplicity= [1, 1], ordering=unordered, SC:c2, SC:c7,
visibility=private, targetscope=instance, isNavigable},
— Int(c#o)={FE:c2, SE:c2},
Ainsi, le concept-classificateur c7 est relié au concept-rôle c2 par la relation
owned_assoc_end (OAE:c2), le concept-rôle c2 est relié au concept-classificateur
c7 par la relation specifiecLclass (SC:c7) et au concept-association c#o par
la relation Belong_to_association (BTA:cO) et finalement le concept-association
c0 est relié au concept-rôle c2 par les les deux relations f irst_end (fE:c2) et
second_end (SE:c2). De plus, les trois concepts sont techniques car leurs intensions
respectives ne possèdent auctin autre attribut métier. La Figure 6.21 illustre les
dépendances entre ces deux concepts.
SC:c2
Fia. 6.21 — Relations circulaires entre les concepts de la FTR.
Il faut donc envisager des mécanismes permettant de casser la circularité et
de se pronencer sur la pertinence des concepts impliqués. Pour notre part, tous
les concepts dont l’évaluation de la pertinence est confrontée au problème de la
circularité des relations sont soumis au jugement de l’utilisateur.
Rappelons enfin que l’information technique disponible avec un concept perti
nent est très utile car elle permet d’avoir tous les détails techniques nécessaires à
la traduction directe du concept en question en un élément UML.
L’algorithme 7 permet de déterminer si un concept est pertinent en s’appuyant
sur la routine DOMAIN qui vérifie si un attribut formel donné désigne une in
formation qui fait partie du domaine du modèle (ligne 10). Afin de surveiller la
SE:c2
Treillis des Treillis des Treillis des
classificateurs rôles associations
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circularité au niveau des concepts inter-dépendants, l’algorithme utilise la struc
ture de données Path pour détecter la présense d’un même concept plus qu’une fois
sur un même chemin de calcul de pertinence.
Étant donné un concept c, l’agorithme 7 commence par le considérer comme
étant non pertinent (ligne 4). Ensuite, si ce concept a été déjà visité, l’algorithme
s’arrête en retournant une valeur indiquant l’impossibilité d’évaluer sa pertinence
(lignes 5 et 6); sinon, le concept est rajouté au chemin de pertinence (ligne 8). À
ce stade, l’algorithme parcourt de façon séquentielle tous les attributs formels de
l’intension du concept c (ligne 9) et pour chaque attribut vérifie d’abord s’il fait
partie des attributs formels locaux, notés Intt(c) (ligne 10) ensuite s’il appartient
au domaine du modèle (ligne 11). Si c’est le cas, l’algorithme s’arrête (ligne 12)
en considérant le concept comme étant pertinent par rapport au domaine. Les
attributs qui ne sont pas du domaine mais qui sont de type relationnel, notés
Intr(c), subissent une évaluation de pertinence qui affecte la pertinence du concept
courant c (ligne 14). Si cette dernière évaluation s’avère positive, le concept c est
déclaré pertinent par transitivité car il indique un concept pertinent et il n’est plus
utile d’exarniiier les attributs formels non visités dc son inltcHsiorl (ligne 16).
6.5.1.0.4 Routine Domain : en examinant la manière dont les éléments métiers
sont codés clans la fCR 011 remarque que ces éléments représentent les objets
formels des différents contextes et que des attributs formels ont été créés sous
la forme ‘name=nom-étément’ dans les contextes respectifs. Le treillis de chaque
type d’élément (classificateurs, attributs, rôles, etc.) possède un concept-objet par
élément de même type qui code de manière complète toute l’information disponible
dans le modèle initial sur cet élément. Par exemple, l’attribut métier balance de
la classe CheckAccount (voir figure 6.1) est codé dans le contexte des attributs
illustré par la Table 6.4 par l’objet formel CA.balance. De plus, il y a un attribut
formel namebalance appartenant à la description de l’objet formel CA . balance.
Le concept c3 du treillis des attributs illustré par la Figure 6.10 représente l’at
tribut métier balance. Par conséquent, pour vérifier si un attribut formel donné
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1: Algorithm RELEVANT
2: (In : RLF a family of lattices, c a concept, Path chain of concepts) : [1.3]
3: Local t relevant an integer variable
4: relevant ÷— 2 {by default classifier-concept is set to be irrelevant}
5: if c E Path then
6: return 3 {relevancy can’t be determinated because of cycle in concept relations}
7: else
8: Path
— Path u {c}
g: for ail a E Int(c) do
10: if a E Inti(c) then
11: if DOMAIN(a) then
12: return 1 {relevant classifier-concept}
13: else
14: relevant — RELEVANT(RLF,cod(a),Path) {a Intr(c)}
15: if relevant=1 then
16: return 1 {relevant classifier-concept}
17: return relevant
Algorithm 7: Détermination de la pertinene d’un concept.
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est un attribut métier il suffit à la routine D0MAIN de s’assurer que le nom de cet
attribut est de la forme ‘name=norn-étérnent’.
Exemple : supposons que l’on veut calculer la pertinence du concept-classificateur
c5 (voir Figure 6.17) dont l’intension est égale à {name=M, OAE:c6}. Ce concept
est jugé pertinent par l’algorithme 7 car l’intension renferme un attribut métier
(préfixe name, lignes 10 et 11). Considérons maintenant le concept-classificateur
c6 dont l’intension est composée exiusivement d’attributs relationnels : {OA:cO,
OA:c2, DA:c3, OAE:c3, 00:cO,0O:c2}. Supposons qu’on veut calculer la pertinence de
ce concept à partir de l’attribut relationnel OAE:c3 (lignes 13 et 14). Le concept-
rôle c#s dont l’intension est {name=account, SC:c6} est pertinent car il représente
une information métier. Par conséquent, même en présense d’une relation circu
laire entre c3 et c6 ce dernier est jugé pertinent. Enfin, considérons un cas plus
complexe de calcul dc pertindilce, à savoir celui du concept-classificateur c#7 dont
les relations avec les autres concepts du treillis sont illustrées par la Figure 6.21. Le
concept-classificateur c’, le concept-rôle c#2 et le concept-association co sont tous
des concepts techniques. Ainsi, la pertinence du classificateur c7 dépend du rôle
c2 qui à son tour dépend de l’association c0. Une fois que les appels récursifs sont
rendus au concept-association c0, la variable path est {c#7, c2, c#o}. L’appel de la
routine RELEVANT(RLF,c#2,{c#7, c2, c#o}) lors du traitement de l’attribut rela
tionnel FE:c2 au niveau du concept-association c0 provoque la détection d’un cycle
entre le concept-rôle c2 et le concept-association co. Ainsi, l’algorithme décide
quil est impossible d’évaluer la pertinence du concept-association c0 (lignes 5 et
6) et par conséquent celle du concept-rôle c2 et celle du concept-classificateur c7.
Finalement, notons que si un concept est non pertinent tous ses successeurs dans
le treillis sont non pertinents aussi.
Propriété 25. Étant donné un concept c non pertinent. Les concepts appartenant
au fittre d’ordre de c, noté j c, sont aussi non pertinents.
Dans un treillis, il y a une relation d’héritage multiple des attributs formels entre
un concept et tous ses successeurs (l’ensemble T c). Donc, si un concept est non
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pertinent cela signifie que tous ses attributs formels, y compris ceux qu’il a hérité
sont techniques et par conséquent tous les successeurs auxquels appartiennent ces
attributs hérités sont non pertinents.
6.5.2 Nomage des abstractions
Une fois qu’un concept est jugé pertinent, il est traduit en élément UML et
rajouté au modèle UML final. Les éléments qui ont été rajoutés au modèle UML
final et qui étaient présents dans le modèle initial ne posent pas un problème de
nomage car les mêmes noms peuvent être récupérés à partir de l’attribut formel dont
le préfixe est ‘name. Toutefois, les nouvelles abstractions dans le modèle final restent
à nommer. Elles requièrent par conséquent un mécanisme de nomage. Plusieus
méthodes peuvent être envisagées telles que
— Approche manuelle : le concepteur peut intervenir, a posteriori, pour
nommer toute nouvelle abstraction en se basant sur la sémantique qu’elle
représente. Ceci est le cas, par exemple, de l’abstraction induite par le concept-
classificateur c8 que nous avons décidé de nommer ‘Client’ dans le modèle
UML final,
Approche lexicale on petit aussi procéder par une tokenisation des noms
des éléments dérivés dc l’abstraction cn question et ensuite obtenir le nom dc
cette abstraction à partir d’une factorisation des termes communs. Dans le
cas particulier de la langue Française (Anglaise), un préfixe (suffixe) partagé
par les noms d’un ensemble d’éléments peut servir au nomage de l’abstraction
qui les représente. Ceci est le cas, par exemple, de l’abstraction induite par
le concept-classificateur c6 qui a été ilommé ‘Account’ dans le modèle UML
final en se servant des noms des deux classes dérivées MortageAccount et
Che ckAc c ount,
— Approche sémantique : utilisation des ressources linguistiques telles que
des thésaurus, dictionnaires, W0RDNET5, EuR0W0RDNET6, etc. pour la re
5http ://wordnet.princeton.edu/
6http ://www.illc.uva.nl/EuroWordNet/
187
cherche d’un sens commun aux éléments dérivés de l’abstraction en question;
ensuite chercher un nom adéquat pour ce sens.
Pour notre part, nous avons utilisé l’approche sémantique dans la construction
de la FCR. En effet, comme nous allons le voir dans le Chapitre 7, Section 7.2,
les liens d’homonymie et/ou de synonymie entre les noms des éléments du modèle
UML sont étudiés à l’aide du thesaurus électronique W0RDNET7 afin d’établir
des regroupements sémantiques entre ces éléments. De plus nous nous sommes
appuyés sur l’approche manuelle pour affecter des noms aux nouvelles abstractions
de classes, de rôles et d’associations dans le modèles UIVIL final.
6.5.3 Méthode de génération du modèle UML
La génération du modèle UML à partir d’une FTR est une opération complexe
car, d’une part, les treillis peuvent être de taille exponentielle du nombre d’éléments
du modèle UML initial et d’atttre part, les relations inter-treillis peuvent être de
nature circulaire et/ou transitive. La méthode est basée sur un processus explora
toire et semi-automatique faisant intervenir des outils de navigation de treillis et le
concepteur pour préciser des choix de modélisation selon ses objectifs. La méthode
se déroule en trois principales étapes
— Sélection des concepts-classificateurs de départ
— Recherche des concepts pertinents parmis les successeurs des concepts retenus
à l’étape précédente,
— Génération du modèle UML par la traduction en éléments UML des concepts-
classificateurs retenus et des concepts des antres treillis qu’ils désignent.
6.5.3.1 Sélection des concepts-classificateurs de départ
cette étape consiste à déterminer les concepts-classificateurs qui correspondent
aux classes du modèle initial. Ces concepts sont des concepts-objet dans le treillis
final des classificateurs. Le calcul de la SHG permet de réduire l’espace de recherche.
7http ://wordnet.pninceton.edu/
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Ces concepts-objets, une fois traduits en UIVIL, représentent forcément des classes
métier. Par exemple, les concepts-objet du treillis final des classificateurs illustrés
par la Figure 6.17 représentant les classes du modèle initial sont 2 co, c3, c#4 et
et correspondent aux classes CheckAccount, MortageAccoi.mt, CheckBookHolder
et Mortager, respectivement.
6.5.3.2 Recherche des concepts pertinents
cette étape consiste à parcourir les concepts-classificateurs retenus à l’étape
précédente et chercher parmi leurs successeurs des concepts-classificateurs per
tinents. Les concepts pertients, rappelons le, sont des concepts dont l’intension
contient des informations métiers. Les concepts en relation avec d’autres concepts
tirent leur pertinence de celle des concepts désignés. Par exemple, les concepts-
classificateurs successeurs des concepts retenus lors de la première étapes sont
c6, c7, c8 et c2. L’étude de la pertinence de ces concepts-classificateurs donne
le résultat suivant
—
c6 = ({OA:cO, OA:c3, OAE:c3, OO:cO}, O): concept pertinent car il permet de
factoriser des éléments de modélisation métier suivants t l’attribut number
(QA:cO), l’attribut balance (OA:c3), le rôle account (DAE:c3) et l’opération
credit (OO:cO).
({OAE:cO}, 0) concept pertinent car il factorise le rôle owner (attribut
relationnel OAE:cO) ; de plus il introduit une abstractioi significative clans le
domaine (classe Client),
—
c7 = ({OAE:c2}, 0) t concept non pertinent car le rôle OAE:c2 est une abs
traction technique (vis ibility=private, ordering=unordered,etc.)
—
c2 = ({visibility=public,isClass},{Double,String}) : concept non
pertinent car technique.
À noter que dans le cas de la présence de plusieurs attributs relationnels dont
les concepts indiqués sont comparables (labeling non simplifié), il faut considérer
l’attribut qui indique le concept le plus spécifique car il dispose d’une plus grande
intension et par conséquent plus d’informations sur l’élément de modélisation as-
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socié.
6.5.3.3 Génération du modèle UML
une fois que tous les concepts-classificateurs pertinents sont calculés, la génération
des éléments UML consiste à réaliser les traductions suivantes
1. les concepts-classificateurs retenus sont traduits en classes UML,
2. les liens d’héritage sont déduits de la relation d’ordre entre les concepts-
classificateurs,
3. l’intension de chaque concept-classificateur retenu est traduite en éléments
de niodélisation tels que les attributs, les rôles, les opérations, etc.
6.5.4 Algorithme de génération du modèle UML
Lalgorithme $ code l’ensemble des étapes de génération du modèle UML à par
tir d’une FTR. L’algorithme commence par le calcul d’un ensemble de concepts-
classificateurs candidats de départ en invoquant la routine C0MPuTE-STARTING-
CoNcEPTs (ligne 7) permettant de retourner les concepts-objets du treillis fi
nal des classificateurs qui correspondent aux classes du modèle UML initial. En
stute, Falgorithme parcourt fensemble des concepts-classe calculé (lignes 9-17)
peur détenuiner leurs successeurs pertinents. Finalement, Faigoritlime traduit les
concepts-classificateurs retenus eu UML. L’algorithme utilise plusieurs structures
pour stocker les différents types de concepts-classificateurs, à savoir, les concepts
qui seront examinés (ensemble Candidates), les concepts déjà examinés et qui ont
été considérés comme étant pertinents (ensemble Relevant), les concepts non per
tinents (ensemble Dummy) et les concepts dont la pertinence n’a pu être établie (en
semble Unknown). Ainsi, au cours du premier parcours (lignes 9-17), la pertinence
de chaque candidat est évaluée. Trois résulats se présentent t le concept candidat
est pertinent, il est non pertinent ou encore il est impossible de déterminer sa perti
nence. Dans le cas où le concept est pertinent (ligne 11), il est rajouté à l’ensemble
des concepts-classificateurs qui vont être traduits en classes UML (ligne 12). De
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plus, ses successeurs immédiats sont placés parmis les candidats à examiner au
future (ligne 13). Les concepts non pertinents (ligue 14) sont ignorés. Eu outre, en
se basant sur la propriété 25, les concepts appartenant aux filtres d’ordre que ces
concepts engendrent sont placés dans une structure dans le but de les écartés de
la recherche future (ligne 15). Les concepts-classificateurs dont la pertinence n’a
pas pu être établie sont rangés dans un ensemble (ligne 17) afin d’être soumis à
l’évaluation de l’utilisateur (ligne 18). Enfui, tous les concepts-classificateurs rete
nus sont traduits en éléments UML par le biais de la routine INTERPRET et titilisés
pour mettre à jour le modèle UML final UPDATE (ligne 20).
1: Algorithm FTR2UML( In : RLF a family of lattices, Out M an UML model)
2: Local : Candidates
- a set of classifier-concepts to explore
3: Local : Relevant
- a set of classifier-concepts to interpret as UML classes
4: Local : Dummy
- a set of irrelevant classifier-concepts
5: Local : Unknown
- a set of concepts whose releva ncy can’t be determinated
6:
7: Candidates
— CoMPUTE-STARTINCCoNcEPTS(Lssjfjers)
8: Relevant
— 0, Dummy ÷— 0, Unknown
.— 0
9: for ail c E Candidates do
10: switch(RELEvANT(RLFcØ))
11: case 1 : {relevant classifier-concept}
12: Relevant
— Relevant U {c}
13: Candidates
— Candidates U Cov(c) \ Dummy
14: case 2 : {irrelevant classifier-concept}
15: Dunmy—DummyUc
16: case 3 : {relevancy can’t be determinated}
17: Unknown
— Unknown U {c}
18: USER-ASSESSMENT(Unknown,Relevant)
19: for ail c E Relevant do
20: UPDATE(M,INTERPRET(FTR,c))
21: return M
Algorithm 8: Génération d’un modèle structuré à partir d’une FTR.
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Exemple : l’exécution de l’algorithme 8 avec la FTR du modèle de la banque
est comme suit l’ensemble des candidats de départ est composé des concepts-
classificateurs {c#o, c#3, c4, c#5}. Ces concepts représentent tous des informations
du domaine et sont par conséquent pertinents. Leurs successeurs {c#s, c#s} représentent
aussi des informations métier et sont aussi pertinents. Le seul successeur dont la per
tinence n’a pu être établie est le concept-classificateur c#r qui est relié de manière
circnlaire avec le concept-rôle c#2. Il est donc placé dans la liste Unknown pour
être évalué par l’utilisateur. De notre part, nous avons considéré que le concept-
classificateur c#r et le concept-rôle c2 sont non pertinents car ils ne représentent
aucune information métier (voir Section 6.5.1 pour plus de détails sur les critères
de la pertinence). Pour terminer, les concepts-classificateurs c#o, c#3, c#4, c#s, c#e
et c#s sont traduits en classes UML et correspondent au classes CheckAccount,
MortageAccount, CheckBookHolder, Mortgager, Account, Client, respectivemeut.
La Figure 6.22 montre la traduction en éléments UML de tous les concepts
classifcateurs pertinents ainsi que tous les autres types de concepts qui lui sont
affiliés. Comparativement au modèle initial de la Figure 6.1, le nouveau modèle
présente un meilleur niveau d’abstraction et de factorisation. On constate l’émergence
de deux nouvelles classes clés dans le domaine bancaire. à savoir, Client et Account
avec uue nouvelle association les reliant qui généralise les associations entre les
classes dérivées.
6.6 Discussion
Nous avons présenté dans ce chapitre la manière d’appliquer le cadre de l’ARC à
la construction des hiérarchies de classes. L’ARC prend en compte tous les éléments
d’un modèle de classes UML. Pour ce faire, elle s’appuie sur le méta-modèle et
associe à chaque classificateur du méta-modèle un contexte dans la FCR. Les asso
ciations entre les éléments du méta-modèle servent pour la définition des relations
inter-contextes. De cette manière, des abstractions sont obtenues sur tous les types
d’éléments du modèle et la factorisation proposée couvre aussi tous ces éléments.
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-owner OWflS
-account
Client Account
{subset} -num ber: String
-balance : Double
+credit: Double
__
t
CheckBookHolder CheckAccount
__________________
-owner
_________________
-account
+debit() Double
-owner
r— —i MortgageAccountMortgager
__________
-account
-interestRate : Double
+calculatelnterest() : Double
FIG. 6.22 — Le modèle UML final obtenu après la restructuration du modèle initial de
la figure 6.1.
Des recherches complémentaires doivent être conduites permettant la paramétrisation
de la méthode del’ARC, notamment pour pouvoir effectuer une factorisation en
s’appuyant sur un sous-ensemble d’éléments du méta-modèle ou encore réduire le
bruit dans les résultats (les éléments les moins utiles dans le modèle proposé). De
plus, il faut introduire plus d’interaction au niveau de léxecution de la méthode
dc l’ARC pour permettre an concepteur d’intervenir au moment cii déroulement
de la méthode afin de filtrer les éléments indésirables du modèle final. finalement,
d’autre techniques de calcul de similarité et/ou des ressources linguisticues peuvc’ut
être expérimentée afin daccroître la précision dans la résolution des conflits de
nommage.
Dans le chapitre suivant nous allons présenter quelques résultats de l’application
de la méthode de l’ARC à des diagrammes de classes de milieux industriels.
Chapitre 7
Outils de l’expérimentation
Ce chapitre aborde les outils qui implémentent les méthodes et les mécanismes
du cadre de l’ARC. Nous allons principalement, présenter la plateforme GALI
CIA qui représente le projet pilote de l’ARC ainsi que l’outil RCFM0DELER per
mettant d’interfacer GALIcIA avec les ateliers de génie logiciel les plus courants.
Pour terminer, nous expliquerons comment l’outil RCFM0DELER effectue quelques
opérations de calcul de similarité afin de lever l’ambiguité sur les noms des éléments
d’un modèle de classes UML lors de la eonstructioii de la RCf associée en sap
puyant sur des ressources linguisticues.
7.1 Galicia
GALICIA [84] est une plateforme logicielle intégrée dédiée à l’AfC permettant
d’effectuer les opérations élémentaires de manipulation de treillis, notamment la
définition de contextes et la construction/visualisation de treillis ou leurs sous
structures dérivées. GALIcIA est implémentée en Java1 et est à code source ou
vert distribué sous la licence2 LGPL.
Au départ, GALIcIA était un outil de génération de treillis. Par la suite, ses
spécifications ont été étendues pour couvrir plusieurs aspects de la maintenance
‘http ://www.iro.umontreal.ca/galicia
2http ://www.sourceforge.net/projects/galicia/
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des treillis tels que l’assemblage de treillis et le calcul des ordres partiels dérivés.
Afin de supporter son utilisation dans le cadre d’applications de data mining, des
fonctionnalités ont été rajoutées notamment le calcul de différents types de bases
de règles d’association [11. D’autre part, Nous avons utilisé la version 2.0 de la
plateforme dans nos expérimentations. Toutefois, le projet GALIcIA est en pleine
effervescence. En effet, la version 3.0 de la plateforme est déjà sortie et dispose
de plusieurs nouveautés tant sur le plan de l’utilisabilité que celui des perfor
mances. Le but est dc détacher le noyau de GALIcIA, des algorithmes utilisés et des
opérations d’entrées/sorties. L’Annexe-A décrit la plateforme GALIcIA et illustre
étape par étape l’utilisation de GALICIA clans le cadre d’une annalyse relationnelles
de données en commençant par la composition dc la FCR jusqu’à la construction
des treillis relationnels en passant par le paramétrage de la méthode MuLTI-FCA.
7.2 RcfModeler
L’objectif principal de l’outil RCFMODELER3 est d’interfacer la plateforme GA
LICIA avec les outils de modélisation visuelle actuellement disponibles, tels que
Rose’ ou MagicDraw5. À cette fin, le langage XMl6 est titilisé eu tarit que format
d’échange entre, d’une part, les outils UML. et d’autre part, la plateforme GAUcIA.
RCFMODELER a été inipléincuté sous la forme d’un outil séparé dc GALIcIA
afin d’offrir plus de flexibilité dans son développement (par rapport à l’architecture
de GAUCIA) et sa maintenance à cause de la volatilité des formats de données
utilisés dans GALIcIA, notamment XMl. RcFM0DELER permet donc le codage
d’un modèle statique UML exprimé en XMl, version 1.2, en une FCR. À noter
qu’un autre outil en cours de développement se chargera de l’opération inverse,
c’est-à-dire, la génération d’un modèle UML structuré à partir d’une famille de
3Développé par une équipe d’étudiants en maîtrise dans le cadre du cours gradué 1FT6310.
Site dii projet : http ://www-etud.iro.umontreal.ca/ guyomarj/ift6310/projet/index.htm
4http ://www-306.ibm.com/software/rational/
5http ://www.magicdraw.com/
6http ://www.omg.org/technology/documents/formal/xmi.htm
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treillis produite par GALIcIA.
RCFMODELER crée un contexte binaire pour chacun des types d’éléments du
diagramme de classes suivants : les classificateurs, les attributs, les opérations,
les associations et les rôles. Ensuite, dépendamment de l’élément du diagramme de
classes, RcFM0DELER permet de préciser les propriétés à considérer lors du codage
en une RCF de ce diagramme telles que la visibilité, la multiplicité, la portée, etc.
Ces propriétés deviendront des attributs formels dans le contexte qui correspond
au type d’éléments décrits.
Comme RCFMODELER manipule des modèles de classes UML, il faut s’attendre
à des conflits de noms entre les éléments du modèle (pour plus de détails, voir
Chapitre 8.2.2.2, Section 6.3). Pour cela, il fait appel à des outils linguistiques
afin de détecter les situations suspectes dans un modèle où des conflits potentiels
de noms résident. Ainsi, l’outil permet de rechercher de possibles regroupements
sémantiques entre les éléments du modèle cii exploitant les noms utilisés pour les
désigner. À cette fin, les liens d’homonymie et/ou de synonymie entre ces noms
sont étudiés à l’aide du thésaurus électronique WORDNET7.
Dans la suite de la section, nous allons décrire les outils utiisés par RCFMODE
LER, notamment le thesaurus W0RDNET et le moteur de recherche LUcENE ainsi
que les mécanismes implémentés pour le calcul de la similarité entre les noms des
éléments du diagramme de classes UML.
7.2.1 WordNet
W0RDNET [24] est un dictionnaire sémantique de l’anglais accessible depuis
un site Web et une interface de programmation (API). Il représente une ressource
lexicale libre usage très utilisée de nos jours en matière de traitement de langages
naturels en général et la désambigiiisation sémantique en particulier. W0RDNET
organise l’information lexicologique en termes de signification de mots plutôt que
le mot en tant que forme. Son fonctionnement se base sur un système de relations
7http ://wordnet.princeton.edu/
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entre les mots telles que synonymie, méronymie, polysémie, hyponymie, antonymie,
etc. La synonymie est la relation sémantique fondamentale qui permet de définir
les mots. Ainsi, pour un mot donné, W0RDNET retourne la définition, les syno
nymes (synset), les homonymes, les formes dérivées et des fragments de phrases.
Pour d’autres langues telles que le Français, il existe d’autres ressources notam
ment EuR0W0RDNET8. Toutefois, W0RDNET est maintenant un outil universel,
reconnu et gratuit.
7.2.2 Lucene
LucENE9 est un moteur de recherche en code source ouvert très flexible. Il
s’intègre directement à une application donnée (ici RCFIVIODELER) car il est implémenté
en Java par le groupe Jakarta Apache et son utilisation repose entièrement sur des
API. L’application peut utiliser LucENE comme noyau pour toute fonctionnalité
de recherche d’information. Les données de l’application sont, d’abord, utilisées
pour créer une collection de documents. Les documents sont ensuite soumis à Lu
CENE pour être analysés, indexés et stockés dans sou système dc ficlucrs grâce à
son rédacteur d’index.
L’application peut composer une requête et demander à LUCENE de l’analyser
et d’effectuer la recherche dans son index. LucENE retourne la collection des clocu
ments qui correspondent à la requête. Les documents de la collection sont triés par
ordre de pertinence. La pertinence d’un document est obtenue par le mécanisme de
scoring de LucENE. Le moteur de recherche LucENE repose sur le modèle vectoriel
et détermine la distance du cosinus10 dans le calcul de la similarité. Rappelons que
selon ce modèle, la distance entre la requête et le document correspond au cosinus
de l’angle formé par les vecteurs respectifs dans un espace multi-dimentionnel.
8http ://www.illc.iiva.nl/EuroWordNet/
9http ://lncene.apache.org/java/docs/index.html
‘°http ://lucene.apache.org/java/docs/api/org/apache/lucene/search/Similarity.html
197
7.2.3 Mesure de similarité
Pour résoudre les conflits de noms entre les éléments du modèle UML, RcF
MODELER utilise deux méthodes pour le calcul de similarité entre les noms du
modèle UML, l’une s’appllie sur W0RDNET et l’autre est basée sur des techniques
de recherche d’information en utilisant le moteur de recherche LucENE.
Avant de se lancer dans toute recherche de similarité entre les noms du modèle,
RCFMODELER prépare ses données. En effet, au moment du chargement du fi-
chier XMl qui correspond au modèle UML, l’analyseur1’ de RcFM0DELER crée
ses propres index, un par type d’élément UML (classe, attribut, méthode, etc.).
A chaque nom d’élément est associé une entrée dans l’index approprié. La valeur
associée à cette entrée dans l’index est calculée de la manière suivante : d’abord
l’analyseur procède à la tokerusatiori du nonr de l’élément, par exemple le nom
de classe CheckBook est séparé en Check et Book; ensuite, toutes les lettres sont
traduites en minuscule, clans notre exemple check book. Enfin, RCFMODELER ex
trait les sens possibles des différents termes de W0RDNET, par exemple check
donne {check, assay, arrest} et book donne {book, record, script}. Le cotiple
composé d’une part du nom de l’élément UML (la clé dans l’index) et d’autre part
de ses termes avec leurs synsets (la valeur associée à la clé) est placé dans l’index
approprié. Une fois que les index sont créés, ils peuvent être exploités pour calculer
la similarité des noms des éléments du modèle UML. Ce calcul peut être réalisé de
dellx manières différentes
7.2.3.1 Distance WordNet
Pour trouver les noms d’éléments UML similaires, RCFM0DELER parcourt les
noms des éléments de même type (attributs, méthodes, etc.) et calcule les distances
deux à deux. La mesure de similarité entre deux noms repose sur un appariement
optimal’2, initialement implémenté dans l’outil d’alignement d’ontologies OLA’3
11Le module RcFM0DELER.L;Nc.
‘2Best-matching
‘3http ://www.iro.umontreal.ca/’ow1oIa/aIignJl1es.htm1
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(OWL-Lite Alignment) [44] et dont le principe est le suivant.
Étant donné deux termes composites dont on veut mesurer la distance, le prin
cipe de la méthode consiste d’abord à représenter ces deux termes par un graphe
biparti dans lequel les sommets sont répartis en deux pools. Les sommets de chaque
pool représentent les termes atomiques de l’un des noms composites. Les arêtes dans
ce graphe ont une extrémité dans chaque pool et correspondent aux différentes pos
sibilités d’appariement entre les termes des deux noms. Un poids est affecté à chaque
arête. Ce poids est égal à la distance sémantique [11] dans l’arbre de W0RDNET
en considérant les deux termes atomiques en tant que noms, verbes et adjectifs
et en prenant le maximum. La Figure 7.1 illustre le graphe qui correspond aux
noms invoiceAmount et customer0rder$um avec les distances W0RDNET entre
les termes. Par exemple, les distances entre le terme invoice et order en tant que
noms est égale à 0.84 tandis que la distance en tant que verbes et adjectifs est nulle.
oEmet
0/
invoice -
084
080
amount -0117
FIG. 7.1 — Graphe biparti qui correspond aux noms invoiceAmount et
customerOrderSum avec les distances W0RDNET entre les termes.
Pour mesurer la similarité entre deux noms, la méthode cherche un appariement
de taille maximale’4 et exclusif entre les pools de termes respectifs. Afin d’obtenir
un appariement de taille maximale, la méthode sature le plus petit pool de noeuds
‘4En nombre de sommets.
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en selectionnant à chaque fois les sommets dont les arêtes associées possèdent le
plus grand poid. Par exemple, le sommet a.mount est relié aux sommets sum et
order avec les poids 1 et 0.8, respectivement. Les deux sommets amount et sum
sont donc retenus car la similarité est normalisée dans [0,1]. Un appariement exclusif
signifie que les arêtes ne partagent pas les mêmes sommets. Par exemple, dès que
les deux sommets amount et sum ont été selectionnés, ils sont écartés pour garantir
l’exlusivité et invoice est par la suite comparé à order et customer afin d’obtenir
la saturation. La distance globale entre les deux mots est la somme des poids
des arêtes de l’appariement retenu divisée par la taille du pooi le plus large du
graphe [23]. Dans le cas des deux mots invoiceAmount et customerOrderSum,
l’appariement retenu est composé des pairs (amountsum) et (invoice,order). Par
conséquent, la mesure de similarité totale est (1+0.84)/3=O.614.
7.2.3.2 Techniques de la recherche d’information
D’abord. les données de RcFI\IODELER (les noms des éléments du modèle UIVIL
avec leurs synsets) sont utilisées pour créer la collection de documents du moteur
de recherche LucENE. Le nom de l’élément avec ses syusets est considéré comme un
document de cette collection. Les documents sont indexés par LuCENE. Ensuite,
chaque nom d’élément est considéré comme une requête dans le moteur de recherche
LucENE. La requête est composée du nom de l’élément, de ses termes ainsi que le
synset de chaque terme. Par exemple, la requête qui correspond au nom CheckBook
est composée de ce nom ainsi que ses termes {check et book} et finalement les
synsets des termes {check, assay, arrest, book, record, script}. LUCENE fait
alors un calcul de distance du cosinus entre chaque terme de l’élément dans la
requête et tous les autres éléments de la collection. Il retourne une liste des noms
triés selon le degré de similarité.
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7.2.4 Production des noms communs
Les deux méthodes de calcul de similarité retournent une liste de noms triés par
ordre de similarité. RCFMODELER se sert du seuil de similarité (paramètre Mm
relevancy) fixé au préalable par l’utilisateur pour selectionner les éléments les plus
similaires et les considère comme synonymes après approbation de l’utilisateur.
Ainsi, pour un couple de mots dont la distance est supérieure au seuil spécifié,
l’outil RcFM0DELER demande à l’utilisateur de valider la similarité. Ceci se fait
dans le but d’éviter de se fier seulement à l’identation des éléments du modèle
et d’ignorer la sémantique associée. Pour une similarité valide, l’outil demande à
l’utilisateur s’il veut attribuer un nom commun au groupe de noms initiaux, dit
‘noms de base’. Sinon, l’outil utilise les noms de hase pour créer un nom commun
qui sera utilisé lors de la génération des contextes de la RCP. Ce nom est obtenti
par la concaténation des noms de base afin de garder une trace de l’opération. De
plus, les termes communs des noms dc base sont factorisés.
Durant la phase de génération de la FCR associée au modèle UML chargé,
RCFMODELER agit. de deux manières différentes, selon le degré de similarité entre
noms (voir Chapitre 8.2.2.2, Section 62.2 pour plus de détails sur le codage des
attributs)
Si les noms sont identiques, RcFI\’IoDELER produit un seul attribut formel
name=’nom—commun’ au lieu de produire autant d’attributs formels de type
name=’nom—de—base’ qu’il y a de noms similaires. Par exemple, les deux
attributs de classe sum et amount, qui sont traduits en deux objets formels
dans le contexte des attributs de classe, sont supposés avoir l’attribut formel
naine=sum et name=amount, respectivement. Toutefois, les deux noms sont
identiques (voir la distance qui les sépare sur la Figure 7.1). En utilisant
le nom commun amount par exemple, les deux objets formels sus-cités vont
devoir partager l’attribut formel commun name=amount tandis que les deux
attributs formels name=amount et name=suiii vont disparaitre du contexte.
— Si les noms ne sont pas identiques mais seulement similaires, l’outil code les
201
objets formels associés aux éléments ayant des noms similaires comme s’il n’y
avait pas de similarité de nom, c’est-à-dire, en produisant pour chacun un
attribut formel de type name=’nom—de—base’; ensuite produit un attribut
formel de la forme name=’nom—commun’ qui sera partagé par tous les objets
formels ayant des noms similaires.
Paramétrage de RcfModeler Il faut préciser à RcFM0DELER la méthode
à utiliser pour calculer la similarité. Le choix est entre le calcul de la distance
W0RDNET ou la recherche en utilisant LucENE. Dans le cas d’une recherche avec
LucENE, il faut préciser s’il faut faire une recherche lisse ou non par rapport à
la fréquence des termes dans l’index. Une recherche lisse consiste à prendre eu
charge les termes très fréquents lors du calcul de la similarité et à les considérer
comme étant moins pertinents par rapport a la fréquence des termes dans l’in
dcx. Par exemple. la présence dans deux noms d’éléments des tenues get et set,
qui s’avèrent très fréquents dans l’appellation des méthodes de classes, serait nor
malement moins pertinent étant donné que l’index des méthodes en contiendrait
beaucoup. Une recherche non lisse consiste à utiliser le calcul dc la distance du
cosinus avec tf-idf sans aucune restriction sur la fréquence des mots dits ‘vides de
sens’ tels que get et set.
D’antre part, les deux paramètres Min relevancy et Max index proportion utilisés
par les algorithmes de calcul de similarité sont un moyeu pour réduire la quantité
d’information retourné à GALIcIA. En effet, Min relevancy est la valeur minimale de
pertinence à considérer lors de la selection des documents obtenus par le calcul de
similarité et Max index proportion est la proportion de synonymes à retenir pour un
terme d’un nom d’élément par rapport à la taille de l’index respectif. Par exemple,
on peut décider que le nombre des synonymes ne doit pas dépasser la moitié de la
taille de l’index. Ceci afin d’éviter que le nombre élevé de synonymes de certains
termes ne déroute le véritable sens d’un nom d’élément. finalement, nous signalons
que les valeurs de ces paramètres sont normalisées pour se ranger entre O et 1.
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7.3 Conclusion
Ce qui distingue la plateforme GAucIA des autres outils de manipulation de
contextes/treillis développés par la communauté FCA est la possibilité d’analyser
les données relationnelles grâce au cadre de l’ARC qui y est implémenté. De plus,
les outils qui gravitent tout au tour, notamment RcFM0DELER font de GAM
CIA un moyen d’aide à la restructuration des diagrammes de classes UML comme
nous allons le voir dans le Chapitre 8. Toutefois, des efforts de développement
supplémentaires doivent être réalisés afin d’améliorer les aspects de visualisation
de treillis, de navigation dans les treillis et d’interfaçage avec les ateliers de génie
logiciel usuels. Ce dernier aspect doit être profondément reinvesti notamment pour
le support des différentes versions du format XMl que les outils de modélisation
UML utilisent.
Chapitre 8
Projets d’expérimentation de
l’ARC
LARC a été appliquée à la restructuration des modèles statiques de UML
(diagrammes de classes) dans le cadre du projet MACAO’. Nous allons présenter,
dans ce chapitre, les différents projets de validation de l’ARC comme une technique
de construction/restructuration de modèles.
8.1 Macao
Lapplication de l’ARC à la restructuration des modèles statiques UML a été
étudiée et validée dans le cadre du projet MACAO2 (Modélisation et Audit de
Composants A Objets). Dans le cadre de ce projet, divers systèmes propriétaires
de France Télécom ont été analysés. Ces systèmes, composés de plusieurs douzaines
de classes, appartiennent à différents domaines d’application tels que les systèmes
d’information, systèmes intranet et systèmes de services de télecommunication. Les
modèles de classes correspondants sont de niveau analyse et conception. Pour des
‘Un projet réalisé conjointement avec France Télécom, Soffeam et le LIRMM, et supporté
par le Reseau National de recherche et d’innovation en Technologies logicielles (RNTL), France.
2Un projet entre France Télécom, SOFTEAM et LIRMM, financé par le réseau national de re
cherche et d’innovation en technologies logicielles (RNTL), France. http ://www.lirmm.fr/iîiacao.
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raisons de confidentialité sur certaines données de France Télécom, nous ne pouvons
décrire ces données et nous nous contenterons de préciser l’utilisation du cadre de
l’ARC par l’intermédiaire de la plateforme GALIcIA.
La plateforme GALIcIA a été interfacée avec l’atelier OBJEcTEERING3 per
mettant ainsi l’utilisation de l’algorithme IcG -une implémentation de la méthode
MULTI-FCA avec les SHG- avec les modèle UML issus de OBJEcTEERING. Ainsi
pour un modèle donné, la FCR est. exportée4 à GALICIA qui se charge par le bais
de ICG de produire une famille de SHG, une par contexte de la FCR. Les concepts
des différentes SHG sont par la suite traduits en éléments de modèles UML et com
muniqués de nouveau à OBJEcTEERING dans le but de créer un modèle de classes
amélioré.
L’application de ICG a permet la découverte de plusieurs factorisations non tri
viales de classes mais aussi d’associations jugées potentielles par les analystes et
les concepteurs. Toutefois, l’information fournie par IcG (nouvelles classes, asso
ciations, etc.) est parfois difficile à analyser du fait de la complexité des structures
conceptuelles à partir desquelles le modèle de classes amélioré a été obtenu. Ainsi,
tin ensemble d’outils on été développé dans le cadre du projet 1VIACAO permettant
d’assister le concepteur du diagramme de classes dans l’exploitation des résultats
de Ico par l’analyse de la factorisation des attributs, méthodes, associations etc.
8.2 Jetsgo
8.2.1 Jetsmiles
Jetsgo5 est une compagnie privée de transport aérien du Canada, basée à
Montréal, à bas coûts. Elle a été fondée en 2002 et a connu une croissance fulgu
rante. Elle a commencé ses vols avec trois avions et sept destinations. Elle exploite,
deux ans plus tard, 21 avions et dessert 27 destinations dont 15 au Canada et 12
3http ://www.objecteering.com
4OBJEcTEERING offre une paramétrisation limitée pendant la construction de la FCR.
5http ://www.jetsgo.net/
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aux États-Unis.
Lors de son exercice financier 2004, terminé à la fin de juin, l’entreprise montréalaise
qui compte 1200 employés a affiché le double des revenus de l’année précédente.
Par la suite, la hausse des prix du carburant et la guerre des prix des billets des
compagnies aériennes à rabais ont pesé sur sa santé financière l’obligéant de cesser
toutes ses activités et de se mettre sous la protection de la loi sur la faillite jusqu’au
13 mai 2005.
En septembre 2003, Jetsgo a lancé le programme de récompense Jetsmiles qui
permet aux grands voyageurs de Jetsgo de cumuler des points pour obtenir des vols
gratuits. Ainsi chaque dollar du prix du billet acheté chez la compagnie ou chaque
dollar porté à la carte MasteTCard OT Jetsgo6 rapporte un Jetsrnile de plus pour
un voyage gratuit.
La réalisation techniciuc, artistique et promotionnelle de cc programme a été
attribué à l’agence BRAQuE. BRAQuE7 est une agence de création publicitaire
montréalaise qui a été crée cri 1992 et où l’on ofire divers services tels que la pla
nification stratégique en technologie de l’information, la promotion, les relations
publiques, design graphique, interactif, etc. L’agence BRAQUE emploi une ving
taine de personne et compte parmi ses clients Vidéotrou Télécom Ltée, Bombardier
Produits récréatifs, Jetsgo, etc.
Le programme Jetsmiles comprend l’enregistrement des passagers, des itérinaires
de voyage ainsi que les points de récompense cumulés. La figure 3.1 montre le
modèle de classes du domaine.
Nous allons nous servir de l’ARC par le biais de la plateforme GALICIA pour
détecter de probables anomalies de conception du modèle de classes de la Figure 8.1
et proposer dans le cas échéant un modèle de classes restructuré. Le but de la re
structuration est d’augmenter la factorisation des éléments de modélisation (attri
buts, méthodes, rôles, etc.) et éventuellement l’introduction de nouveaux concepts
du domaine. Toutefois, pour des raisons de taille de la PCR qui encode le modèle
6En partenariat avec la Banque Nationale du Canada.
7http ://www.agencebraque.com/fr/flash.htm
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FIG. 8.1 — Modèle du domaine de Jetsmiles.
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et des treillis correspondants, nous allons nous limiter au sous ensemble de classes
de la Figure 8.2 auquel nous avons ajouté quelques précisions supplémentaires no
tamment les noms des associations.
fptowle 1 Rule 1 4 bptorule
-ruteName t String
+wle
-description t String +rule
t*rUIe
eptorule
O..
coUrtestiPoints
CourtesyPoints
-points tnteger
-added Date
-modulied Date
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-solidDale Date
-comment String
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JCA nPi]
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___________________________
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___________________________
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FIG. 8.2
— Sous modèle du domaine de Jetsmiles.
208
8.2.2 Génération du modèle de classes restructuré
Le modèle de classe de la Figure 8.2 a été réalisé avec l’outil MAGICDRAw 9.5.
Il a été ensuite exporté en format XMl 1.2. L’outil RCFM0DELER a été finalement
utilisé pour produire la FCR décrite en Annexe-C.
La méthode de génération d’un modèle UML (Algorithme 8) consiste à cher
cher dans le treillis final des classificateurs, illustré par la Figure 8.3, les concepts-
classificateurs pertinents (voir Propriété 25) qui vont être traduits en classes. Par
exemple,leconceptci5=(0A :c12,OA :c13,OA :c14,OA :c16,OAE :c4,OAE :c58,
OAE : c71) est traduit en une classe, appelée Points dans le modèle de classes fi
nal illustré par la Figure 8.8 dont les attributs sont points (OA : C 12), added
(OA :c13),modified (OA :c14) etvalidDate (OA :c16) etlesrôlessont AccToPoints
.points (OAE :c4) et PointsToRule.points (DA :c71). On verra par la suite
pourquoi l’attribut-rôle OAE : c58 ne peut étre considéré. La génération du modèle
UML final à partir de la FTR du modèle JETsMILEs est présenté ci-dessous. Nous
allons revenir sur certains aspects de la méthode de génération décrite dans le Cha
pitre 6, section 6.5.3 avec plus d’illustrations, notamment l’étude de la pertinence
d’un concept.
8.2.2.1 Sélection des concepts-classificateurs de départ
Les classes du modèle UML initial de la Figure 8.2 correspondent à des concept-
objets dans le treillis des classificateurs de la Figure 8.3 et doivent être présents
dans le modèle final. Les concepts-objet représentant les classes du modèle de la
Figure 8.2 sont c0, c3, c4, c5, c#s, c7 et correspondent aux classes JCA,
Passenger, BookingPoints, CourtesyPoints, FliglitPoints et Rule, respecti
vement. Ces concepts sont donc traduits en classes dans le modèle de départ
(Figure 8.8) car ils représentent tous des classes métiers. Il reste maintenant à
déterminer les autres concepts pertinents et les traduire en généralisations de classes
qui factorisent les différentes propriétés en se servant principalement du treillis des
classificateurs et des treillis qui lui sont rattachés. Par exemple, on pourrait avoir
wo
r..
n
w
o
u
w
o
N
u
o
o
w
ar
uJ
J
sa
209
FIG. 8.3 — Treillis des classificateurs du diagramme de classes de la Figure 8.2.
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comme seule généralisation des deux classes BookingPoints et FlighPoints qui
correspondent aux concepts-classificateurs c4 et (c#6) de la Figure 8.3, la classe
qui correspond au concept-classificateur ci5. Le concept-classificateur c16 peut
aussi être traduit dans le modèle UML final en une classe généralisant ces deux
classes. De ce fait, la génération du modèle UML final est une tâche exploratoire et
semi-automatique qui demande des outils d’analyse de treillis et l’intervention d’un
concepteur. Les outils permettent la visualisation et la navigation entre treillis sui
vant les relation inter-concepts ainsi qu’une recherche multi-critèes de concepts. Le
concepteur prend les décisions de modélisation appropriées dans le cas où plusieurs
alternatives seraient offertes.
8.2.2.2 Recherche des concepts pertinents
À ce stade, il faut déterminer les concepts-classificateurs, appartenant à la cou
verture supérieure des concepts-classificateurs retenus dans 1 étape précédente, qui
peuvent être traduits en classes. Cependant, à cause du nombre élevé des concepts
du treillis des classificateurs et des abstractions non significatives quils peuvent
engendrer au niveau du modèle UML final exigant la mise en place d’un filtre
de pertinence (voir Chapitre , Section 6.5.1). Par exemple le concept-classificateur
c#y3=(OA : c2, OAE c61, OAE : c$, visibility=public, isClass) de la Figure 8.3
renferme dans son extension toutes les classes ‘public’ du modèle de la figure 8.2. La
traduction de cc concept dans le modèle UML final serait me classe 11011 intéressante
car elle représenterait toutes les classes du modèle initial dont la visibilité est pu
blic. La génération du modèle final de classes consiste donc à explorer le treillis
des classificateurs et à choisir les concepts pertinents qui devraient être traduits
en classes. Prenons le cas du concept-classificateur c#16=({OA :c15, OAE :c52,
OAE c65, OAE : c70},ø). L’interprétation des propriétés de ce concept est comme
suit
— OA : c15 : un attribut dont les caractéristiques sont données par le concept
attribut c15 du treillis des attributs illustré par la Figure 8.4, à savoir
Name=valid, Multiplicity=[1, 1], InitialValue=null, Changeability=
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FIG. 8.4 — Treillis des attributs du diagramme de classes de la Figure 8.2.
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changeable, OwnerScope=instance, TargetScope=instance, visibility=
private, type :cll (correspond au type Boolean dans le treillis des classi
ficateurs).
— OAE c70 : un rôle d’association dont les caractéristiques sont illustrées pai
l’intension du concept-rôle c7o du treillis final des rôles (treillis trop volu
mineux pour être donné par une figure) et qui sont : Aggregation=none,
BTA :c16, Changeability= changeable, Multiplicity =[O,N], Ordering
=unordered, SC : c16, TargetScope=’instance et visibility= public. L’at
tribut association BTA c16 précise que ce rôle appartient à l’association
décrite par le concept-association c16 du treillis des associations illustré par
la Figure 8.5. Le concept-association c16 dont l’intension est {first.end : cli,
second_end : c20} représente une association avec deux extrémités décrites
par les concepts-rôles c11 et c#90. D’abord, comme le concept-rôle c#ii est un
super-concept de c#ro. alors c#zo est considérée comme étant l’une de ces deux
extrémités. Ensuite, le concept-rôle c#20 indique que ce concept représente un
rôle de la classe qui correspond au concept-classificateur c7, à savoir la classe
Rul e.
— OAE : c52 un rôle d’association dont les caractéristiques sont illustrées par
l’intension du concept-rôle c#52 du treillis final : Aggregation=none, ETA : cii.
Changeability=changeable. Multiplicity [O,N], Ordering=unordered.
SC : c16 TargetScope=instance. visibility =public et isNavigable. L’at
tribut association BTA cil précise que ce rôle appartient à l’association
décrite par le concept-association c11 du treillis des associations illustré par
la Figure 8.5.
— OAE c65 un rôle d’association dont les caractéristiques sont illustrées par
l’intension du concept-rôle c#65 du treillis final Aggregation=none, BTA c15,
Changeability=changeable, Multiplicity =[O,N], Drdering=unordered,
SC cl6, TargetScope=instance et visibility =public. L’attribut-association
BTA : c15 précise que ce rôle appartient à l’association décrite par le concept
association cy5 du treillis illustré par la Figure 8.5.
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En considérant les concepts-classificateurs c0, c3, c4, c5, c6 et c7, retenus
lors de la première étape, nous avons détecté les nouveaux concepts-classificateurs
suivants : c14, c15 et c16. En effet, le concept c14 représente une classe, ap
pelée JCANPassenger, regroupant les propriétés partagées par les deux classes de
base JCA (c#o) et Passenger (c#3). Le concept c15 est traduit en une classe
ayant comme propriétés les attributs communs aux classes BookingPoints (c#4),
CourtesyPoints (c#s) et FlightPoints (c#6). Les attributs relationnels indiquant
des concepts non retenus ne sont pas considérés. Ceci est le cas, par exemple,
de l’attribut-rôle OAE c45 appartenant au concept-classificateur c14 qui désigne
le concept-rôle c#45 dont l’intension est BTA : c2, Changeability=changeable,
Multiplicity=[1, 11, Ordering=unordered, SC :c14, TargetScope=instance et
visibility=public. Le concept-rôle c15 appartient clone à l’association décrite
par le concept-association c2 dont l’intension est f irst_end c2. sec ond_end : c8.
L’attribut-rôle second_end : c8 dont l’intension désigne un concept-classificateur
qui n’a pas été retenu pour le modèle UML final. Par conséquent, l’association
déduite à partir du concept—association c#2 est ignorée ainsi que les rôles qui lui sont
affiliés notamment celui représenté par l’attribut-rôle OAE c45 clans le concept-
classificateur c14.
8.2.2.3 Génération du modèle UML
Les concepts-classificateurs retenus sont traduits eu classes UML. Les lieus
d’héritage sont déduits de la relation d’ordre entre ces concepts-classificateurs.
Ensuite, pour chaque concept-classificateur, son intension est examinée pour être
traduite e éléments de modélisation tels que attributs, rôles, opératiolls, etc.
Ces opérations sont réalisées par la primitive INTERPRET de l’algorithme 8. La
Figure 8.6 illustre la portion du modèle final obtenue par l’analyse du concept-
classificateur c16.
La Figure 8.7 montre la correspondance entre les éléments du diagramme de
classes final et les concepts appartenant aux différents treillis.
La Figure 8.8 montre le diagramme de classe final où les nouvelles classes,
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Points (15) JCA (O) [ener (3) [_Ie (7)
-points : Integer î
-added Date -o -17 -20
-nodfied: Date
-validDate: Date
Î ii
flightNBookfngPoints (16)
-52
-valid V Boolean
-65 15
70 16
FIG. 8.6 Portion du model UML final obtenue après le traitement du concept c#16 nu
treillis des classificateurs.
rôles et associations ont été renommés. On constate dans cette version améliorée
tin modèle de classes de l’application Jetsmiles une meilleur factorisation des
attributs et tics rôles. Trois nouvelles classes ainsi que tics associations qui vont tic
pair ont été rajoutées.
8.3 Conclusion
Nous avons présenté daiis cc chapitre tiwlqucs résultats de l’application dc la
méthode de l’ARC à la construction des hiérarchies de classes avec des tliagrainmes
de classes tians les milieux industriels. Dans le catire de ces projets tic validation.
les concepteurs des hiérarchies dc classes ont fait la découverte de plusieurs classes
pertinentes parmi celles qui ont été suggérées. Cependant. des outils de navigation
tic treillis se sont avérés très utiles.
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FIG. 8.7 — Correspondance entre les éléments du model UI\IL final et les concepts des
différents treillis
JCANPas songer
-firstNan String
-IastNanie String
-titie String
•getNane() String
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_______________
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i-points *account
+passenger
CouttesyPoints FIightNBookingPoints. •fNbFnts fNbropassenger
-awardedtry String -valid Boolean
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FIG. 8.8 — Modèle UML final qui correspond au modèle de la figure 8.2. Les abstractions
dc rôles ont été supprimées par mesure dc lisibilité.
Chapitre 9
Conclusion
LÀFC’ est mi paradigme de découverte de connaissances basé sur la théorie des
treillis dont in constrtiction centrale est la correspondance tic Galois entre un en—
semble ti indivithis et un ensemble d’attiibuts Les niéthodc’s dc F-\FC periiLettelit
tFextraire tous les groupes t1 oh jets part ageant tics ni tributs (concepts) et de les
ort]onner clairs un treillis. Eu génie logiciel. i)tIÏ exemple. l’AfC a ierinis de rai—
sonner sur la structuration modulaire des programmes, d’en extraire tics unités
compréhensibles, d’analyser et de reconstruire des classes, des patrons de concep
tion et tics urodèles die manière générale. Toutefois, le cadre fondamental de l’AFC
ne permet pas tic traiter les liens inter—individus tels que ceux cmi existent entre les
différents éléments d’un modèle I1ML. Ces liens constituent pourtant une sortrce
ti’irrf’ornyation très utile. notamment lors de la restructuration tic tels modèles car la
bonne factorisation des chvers éléments du méta—modèic en dépend. L’introduction
du traitement tics liens inter—individus tians le paradigme fondamental tic i’APC
ainsi ciuc sou utilisation effective clans la restructuratmn tics modèles structuraux
IJML constituent les principales préoccupations tic cette thèse.
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9.1 Contributions
Nous avons ProPosé PARc’ COHHHC 1111 encIre général de traitement des infor—
matioiis relationnelles en APC. L’ARC offre la possibilité d’avoir une fainiHe rie
contextes (FCR). un par type dindivicius. et des relations exprimant les liens
inter—individus. Ces liens sont pris en compte lors (le l’extraction des concepts en
sappuvant sur ]e mécanisme rie scaling relationnel. De ette façon. les coii epts ob
tenus reflètent non seulement le partage des attributs individuels (les individus mais
aussi des liens vers dautres mdividus. Le processus dextraction (le concepts pro
pose conclmt à la définition d abstractions relationnelles qui decriveiit de manière
générique ries liens inter—individus. Nous avons montré cfue ce processus converge
et nous avons donné une expression analvticiue (le la solution obtenue. Nous avons
également donné les méthodes rie base mettant en oeuvre l’ARC. tels qtie l’algo—
rit hme de construction des treillis relationnels et l’algorithme rie sc’aling relationnel.
La niéthode de l’ARC’ n été inipléciteittée au seflt de la plateforme G.LtC1À et
appliquée avec- succès à la réorganisation des modèles structuraux UML. Pour ce
taire, nous avons définit une transfonnation canonique d’un modele UML en une
FC’R n partir d’une spécification XMl du modèle IZ\IL. Ami de résoudre les couflit
de noms entre les éléments du m imoclèles UàIL lors de la phase de trausforuiatiou eu
une fCR, plusieurs solutions ont été mises en ilace clans loutil RCFM0DELER
en s appuyant sur des techniques de recherche d’information et sur l’utilisation de
ressources linguistiques. Nous avons aussi proposé ries algorithmes automatisant la
phase post—ARC qui permet de produire un modèle UML à partir d’une famille de
treillis,
9.2 ARC : portée et limites
Le cadre de l’ARC proposé s’aj pui sur l’AfC et- est capable de traiter n’importe
quelles données pouvant être structurées en un ensemble d’entités ayant ries (lescrip—
tions locales et des relations inter—entités à l’image du modèle E-R en modélisation
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de données. La méthodologie de fouille de données relationnelles à l’aide rie l’ARC
consiste, d’abord, à coder les (lolmées du domame d’application dans le format
d’entrée (le l’ARC. à savoir mie FCR. La méthode de l’ABC est ensuite utilisée
pour dériver une famille de treillis qui représentent l’ensemble des connaissalices
acquises à Partir des données (le départ. Dans une dernière étape, ces treillis sont
analysés et les résultats (le cette analyse sont interprétés dans le langage du domaine
(l’application.
L’étape (le transformation initiale permettaoit (le préparer les (lonnees à trai
ter peut occasionner une perte (lmfornmation —qui pourraient encore être perti
nente ponr la découverte de connaissances- dans le cas où le langage source a une
sémantique plus riche que celle du langage de destination, en l’occurrence ccliii de
l’ARC. De plus. l’ana lyse relationnelle s’appuie sur les treillis (le concepts (but l’ex
ploitation est mie opération (lui pourrait être fastidieuse car les données de taille
industrielles conduisent, (lune part. è la dérivation (le structures (le grandes tailles
d’où les (liffieultés de navigation, et d’autre part. à mi grand nombre (1 abstractions
fortuites. Finalement, l’ARC po.se le problème de la traduction (les connaissances
acquises au niveau (les treillis de (‘onccpt s en connaissances du (lomaine car il ne suC
ht pas de faire le rétro-codage (les informations relationnelles um sein des concepts
des différents treillis produits. mais aussi (1 attribuer une sémantique (le domaine
aux concepts pertinents car du point de vue de l’ARC (es concepts ont été obtenus
par une factorisation syntaxique (le (lescriptioris.
9.3 Perspectives
Nous pensons que ce travail doit être poursuivie selon deux volets, l’un théorique
et l’autre applicatit. Sur le plan (le la recherche fondamentale, divers problèuues
restent posés par l’ARC. Tout d’abord, la formulation analytique du processus
de construction de treillis gagnerait beaucoup si d’autres propriétés désirables
sont exprimées et démontrées, telles que le nombre d’itérations avant convergence.
L’accélération (le la convergence du processus par la nuise en place d’algorithmes
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plus efficaces doivent aussi être étudiés. L’enjeu est tout autant théorique que pra
tique car cela nous permet rie traiter de grandes quantités de données. La nécessité
rie faire intervenir un utilisateur clans le processus demande quant à elle la définition
d’une manière d’introduire des points d’interruption dans les calculs.
De point de vue recherche appbcative et vu l’importance accrue en génie logi
ciel de l’ingénierie des modèles’, il faut approfondir et instrumentaliser les trans
formations endogènes (sans changement du langage rIe modélisation) qui visent à
améliorer la qualité des modèles ‘niétier’. en particulier cmi cherchant (le meilleures
abstractions. Les expériences de validation conduites sur les modèles Ui [L ont mis
en évidences différentes possibilités d’amélioration de la méthode, par exemple, lors
de la transformation des données de départ dans le formalisme ABC’. Les informa
tions portées par les modèles ont des degrés d’importance sénmantiqne variables et il
s’agit donc de caractériser ces degrés et de les prendre en compte dans le processus.
De plus, clunumt cette translormnatiou une difficulté est uitrorlmte par l’utilisation
rIe la langue naturelle clans le iionnnage ries entités du niorlèle ce qui demande
un recours à des outils linguistiques tels que des dictionnaires et ries analyseurs
pour la résolution ries conflits de noms afin d’améliorer la pertinence (les résultats.
Bien qu’une étude initiale a été réalisée et a démontré l’efficacité rIes techniques
choisies, nous pensons qu’un efiort supplémentaire doit étre investi chois ce sens
afin d’améliorer la précision des résultats. De plus. la validation préliminaire sur la
restructuration de modèles UbIL industriels a mis en hn,uère plusieurs limitations
des outils actuels de l’approche notamment la capacité d’aide à la navigation et
l’analyse des treillis de grande taille. En effet, dans le contexte de la restructura
tion des modèles UML par exeumple, il y a un besoin rie guider l’utilisateur lors de
l’exploration des résultats de lhumalyse car si l’AEG perumet rl’iclemmtiher toutes les
abstractions potentiellement intéressantes, souvent seul un sous—ensemble d’entre
elles s’ avère vraiment pertinent.
Un autre aspect de l’ARC mérite d’être abordé. Il s’agit du rapprochement
avec les logiques rie descriptions. En effet, l’étude préliminaire effectuée claus le
1L’iiiitiative MDA (Model Driveu Architecture) rie I’OMG (Ohjeet Manageuieut Group).
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cadre de cette thèse a révélé l’intérêt de la méthode de l’ARC clans l’extraction
ries connaissances cri logiques rie descriptions. Ainsi, la correspondance entre le
formalisme de PARC et celui des logiques rie descriptions doit être approfoiidie
afin que les résultats de l’analyse relationnelle puissent être directement insérés
dans une base dc connaissances à laidc d’un langage dc descriptions.
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Annexe A
La plateforme Galicia
Vue Générale de Galicia 2.0
G.\IJciÀ permet de réaliser les opérations standards de manipulations et de visuali
sation (le contextes et des treillis. Elle permet aussi de ealfltler 1e5 règles dassoeiation
thm contexte donne et de les visualiser. Dautres opérations de support sont aussi of—
lert cu telles que la gestion dttii entrepôt de doiiiiees et lexport ation des données et des
résultats en différents formats.
Manipulation des contextes
La plateforme offre diverses opérations de manipulation de contextes. telles que liii;—
port, l’export et l’édition interactive des données, le découpage cii fragimient, etc. Outre les
contextes binaires classiques, des contextes multi-valués sont possibles lors de la concep
tion, de même que des descriptions de données plus complexes (i.e. les FCR précitées).
Un large éventail de formats de données propriétaires sont proposés dans la plateforme.
La Figure 1 présente le style d’édition de données de G.LIc1.-.
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Construction et maintenance de treillis
La i)iatelorme ofire plusieui algoi itiimes de const rUt tion tic ti eilhs La piateltame
foui lut également 1111 ensemble tlalgoi if limes tic conSt rut t 10H tic sfi ucttues (léilVées (le
tieiHis tels tiue TerAxIc [80], I\L\c.tLIcE-A [56] et MAC \LICE-O [68] pour les icebergs
et C’ERls [1$] et ARES [18] poui les SHG Les méthodes ploposées dans le cadre du
pat ailigitie tiC IÀRC pont la t otistt ut hou tic ti cuits S pai tir tl’une fCR sont rtltSSt
inipléntentées tians la plateforme. Les géulél atems minnnaux 2 des mtensions de concepts
peuvent eh e obtenus 57] Enfin. G\LICIA incorpore aussi un ensemble dalgoiithmes rie
consti uiction de règles d’association [88. 80]
Les inéthoties tic consti uctioit diviser pom légner’ ont été inclues dans la piatefot nie
permettant ainsi la construction tic tueillis par assemblage (le tieillis partiels (apposi
tion/subposition de contextes). La figure 2 illustre un treillis construit par la plateforme
en utilisant lagoritbme de Valtchev et aï [87].
2Etant donnée tille nttensioui, un géitér aCm iuiuniutual est tut sous—enseitible iiuinmial datti ibuts
formels tiont la présence tians une tlescnption ti objet formel entiamne la plésence de tous les
itti ibuts tic t ctte intension
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FIG. 2 Construction de treillis de Galois.
Visualisation des treillis
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La représeitation graphique dii treillis est un des moyens les plus pratiques Oilt
communiquer les résultats de l’AFC. G\LIcI\ offre deux méthodes de mise cii forme du
treillis. l’une enlièrenient automatique. l’autre interactive. La première nietlioile s appuie
sur 1 approche des diagrammes par niveaux où chaque somniet est assigné à un niveau
liorizont al. Pour un niveau donné, les noeuds sont ordonnés de manière à minimiser
le nombre (le croisements des arêtes. La seconde méthode permet d’observer le treillis
en trois dimensions et d’effectuer des rotations. La Figure 3 montre un treillis en 2
rlimensions.
Gestion de données
GALIcIA permet de stocker les données d’entrées (contextes binaires, FCR, etc.) et
les résultats (treillis, règles d’association, etc.) dans une base de données relationnelle
MySQL. La Figure 1 montre les paramètres permettant d’établir une connexion à une
base de données riistante, à savoir, l’adresse du serveur de la base, le nom de la base, le
nom de l’utilisateur et le mot de passe.
N
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Fia. 3 Visualisation rIes treillis en 2D.
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GÀLICIÀ offre aussi tille interface rie saisie (le re(jiic’tes SQL. Les reqiietes SQL sont
un nioven efficace de recherche dans ies t reillis volumineux ou encore les grandes bases
(le règles cl association.
Exportation des résultats en une base LD
Les travaux sur l’ARC et les logiques de (lescription ont conduit à lélahorat 1011 d’une
correspondance entre les concepts des cieux disciplines(voir Chapitre 1. Section 1.8).
G.\L1C’IÀ offre la possibilité d’exporter les treillis relationnels obtenus par la méthode
Mt’LTI-fCA en une base rIe connaissances en logique de descriptions. À l’heure actuelle.
le format kRSS3 [SD] est utilisé pour l’exprcusion rIes connaissances. Ce format est iii—
terprétable par la pbtpart rIes systèmes de LD tel riie R.\CER’ {37]. La figure 5 illustre
la base de connaissances LD en format kRSS générée par GALIcIA à partir du treillis
relationnel de la figure 12.
Un fichier KRSS est composé rie trois principales sections, à savoir, la section c1iii
spécifie la signature de la base, la section qui donne les définitions des concepts dc la
base (concepts logiques) et la section qui donne les extensions des concepts et des rôles.
La première section représente l’aspect terminologique de la base de connaissances et
permet de déclarer les concepts atomiques. les rôles et les individus de la hase. Dans
3Descriptiott-Logic knowlcdge Rcprcscnt at ion Svstcm Spccicat joli.
‘http ://www.racer-svstetns.coiti
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l’exemple de la Figure 5. il y a un concept logique atomique pour chaque concept for—
nid du treillis de la Figure 12. Les noms des concepts logiques sont générés à partir du
nom du contexte (l’origiie et du miméro (lu concept dans le treillis associé. Comme la
RCF dispose d’une seule relation, en l’occureuce spouse, la base possède un seul rôle
qui correspond à cette relation. Finalement, les indivàhis (le la base correspondent aux
objets fonriels de l’unique contexte Humait La sccoude scctiou rcpréscutc l’aspcct factucl
on assertionuel. Les concepts définis dans cette section sont introduits par le niot clé
implies qui exprime la relation (le subsunuption (inclusion générale) entre deux concepts
logiques. Le constructeur and indique qu’un concept est construit à partir d’une conjonc
tion de concepts. qui sont les ascendants directs du nouveau concept. Le constructeur ail
précise le co-domaiue du rôle. Dans l’exemple de la Figure 5. le concept logique Human—CO
désigne tous les individus dont l’ôge est égal è 25 ans, qui représentent (les instances du
concept logique Human—C6 et dont tous les coiijoiiits sont des instances du concept logique
Hunan—C3, La troisième section donne les extensions (les (liflèrerits (‘oilcepts logiques et
rôles en utilisant les constructeurs instance et related, respectivement. Par exeniple.
tous les imlividus 01. . .06 sont des instances du concept logique Humer Cpu subsume tous
les autres concepts logiques.
Conception de Galicia
CLIc1\ possède unie arciutectin’e en trois couches qid a été définie au dessus de la li
brairie standard Java 1.1. Cette arcldtcctune (voir Figure 6) retlète le désir d’adaptabilité.
d’extensibilité et de réutilisabilité qui motive son développement.
La coucbe la plus basse (le la plateforme définit le noyau rlu système un ensemble (le
types abstraits de données et dimplèmentations concrètes de ces types. correspondant
mix différentes structures manipulées par C\L1cu\ (concepts, treillis, contextes, rela
tions, règles dassociation). La coucbc intcrniédiairc offre l’cnscnmhlc dcs outils de haut
niveau assurant le cycle de vie d’un treillis. Le prenuer outil est celui qui permet l’édition
des différents types de contextes et de familles de contextes (FCR). L’outil Structure
extractor perniet la construction et/ou maintenance des structures conceptuelles telles
que les treillis, SHC et icebergs. L’outil Lattice viewer permet l’affichage et la na
vigation dans les structures créées. Le dernier outil. I/O, assure le flux d’entrée/sortie
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(in-knowiedge-base Human)
(signature :atomic-concepts( Human age=22 age=25 age=26 age=28 age=33 age=35 et.=1 e.t.=2 e.t.4 e.t.=6 e.t,8
Human-C2 Human-C6 Human-C4 Human-C5 Human-C9 Human-CO Human-C7 Human-Ci Human-C3 Human-C8)
:rotes( (spouse )) :individuats( 01 02 03 04 05 06))
(implies Human Human) (implies Human-C2 (ail spouse Human-C2))
(impties Human-C6 ( ami e.t.=4 ( and (ail spouse Human-C9) Human-C2)))
(implies Human-C4 (and age=22 (and e.t.=1 (and (alt spouse Human-C5) Human-C2))))
(imphes Human-C5 ( and age=26 (and e.t.=8 ( and (alt spouse Human-C4) Human-C2))))
(impties Human-C9 ( and (ai spouse Human-C6) Human-C2))
(imphes Human-CO ( and age=25 ( and (ail spouse Human-C3) Human-C6)))
(imphes Human-C7 ( and age=33 ( and (ait spouse Human-C8) Human-C6)))
(imphes Human-CI t and Human-CO ( and Human-C8 ( and Human-C5 ( and Human-C4 t and Human-C3 Human-C7))»))
(implies Human-C3 ( and age=28 (and et=2 t and (ail spouse Human-CO) Human-C9))))
(impties Human-Ci (and age=35 ( and et.=6 t and (alt spouse Human-C7) Human-C9))))
(instance 01 Human) tinstance 02 Human) (instance 03 Human) (instance 04 Human)
(instance 05 Human) (instance 06 Human)
(reiated 01 02 spouse) (reiated 02 01 spouse) tretated 03 04 spouse( (reiated 04 03 spouse)
(reiated 0506 spouse) (retated 06 05 spouse)
%(save-kb C:/human.owt :tbox RCF :abox RCF syntax :owi un http://www.w3 org/2002/07/owi :nsO
%‘http./Awww3 org/2002/07/owi#)
FIG. .5 Base de coiniaissances LD en KB 55 générée par GrtLIClr\ Partir du treillis
relationnel final du contexte Humain 12.
ries donitées et des résultats. Fiitaleittetit. la couche supérieure définit le code spécifique
è linterface avec Itisager en respectaitt les principes (lii modèle i\IVC (Moflèle_Vue_
Contrôlettr).
Larchitecttue de GÀLIcI\ autorise iitttégration de différents outils è travers un en—
semble dinterfaces (le programmation standards fléfirlies dans la couche basse (le la plate—
farine. tandis que les outils de haut niveau sont intégrés (laits IlU environnement graphique
uniforme.
Galicia et l’ARC
Les données relationnelles sont représentées au sein de GALICIA par le biais dune
FCR. La riéthocle MuLTI-FCA (voir Chapitre 5. Section 5.1.2) a été implémentée au
sein de GALIcIA permettant la construction d’ctn ensemble de treillis inter-reliés à partir
de cette FCR.
Lactivité «analyse de données relationnelles nécessite souvent plusieurs exécution
rie lalgorithme MULTI-FCA avec différents paramètres. Pour ce faire, GALICIA offre la
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FIG. 6 Conception architecturale de la plateforme G\L1cIA.
possibilité de choisir pour chaque exécution : les contextes et/ou rciations qui forment
la FCR . la struictutre conceptuelle quic ion desire obtenir (treillis complets ou SIIG). le
iiiodu du sualing à utiliser (étroit ou large) et lu style daffiuliagu dus résultats (uxtuil—
sions/inteiisioiis uuniplutus ou réduites).
Composition de la FCR
GALICIÀ permet tic charger ou de définir une famille de contextes avec des rela
tions inter—contextes. Elle permet, par la suite de choisir les contextes et les relations qui
vont être utilisés comme entrée pour la méthode I\IULTI-FCA. Ceci permet d’écarter des
contextes et/ou relations qui sont moins utiles à l’analyse. La Figure 7 et la Figure 8
montrent le contexte humain et la relation conjoint. Les valeurs tics attributs multi-valués
sont données entre deux crochets. Par exemple, étant donné un contexte tinmi de l’attri
but nmlti—valué ‘couleurs-préférées’ l’expression [rouge.vert] donne l’ensemble des valeurs
de cet attribut pour un individu de ce contexte.
Les modes de scaling pour l’ARC
GALIcIA 2.0 effectue un scaling nominal automatique des attributs formels multi—
valués. La Figure 9 montre le scaling conceptuel nonnnal par GJtLICI/t des deux attributs
pluri-valués âge et expérience de travaii du contexte humain.
BînoyCootoot R&ationolCooRR CorrneplLoll,vs 035 t
___ ___
I 1 I ci
Kernel t
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Fic. 7 Le contexte humain dans G LICL.
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fia. 8 La lelation conjoint entre les individus du contexte humain dans GALICIA.
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FIG. 9 Scaling conceptuel nominal des attributs pluri—valués dans G.L1c’lÀ.
Le scaling relatiommel (voir Cliapil re 1, Section 1.5.1) sur lequel se base la niét hode
l\lui;ii—t’c’, est aussi implémenté. La Figure 10 montre le scaling de la relation conjoint
duraHt la première étape de la méthode itérative 1\I [LTI—FC’A. Commue illustré par cette
figure. les attributs formels (lésigmient des concepts du treillis initial du contexte dc’ la
figure 7.
Le scaling rclat ionnil sur lequel se base la méthode I\ILLTI—FC’À et qui onsist C à
utiliser des t reillis coimime une source cl abstraction pour la construction (les échelles des
relations inter—contextes est évidemment iniplémenté. La Figure 10 montre le scaling
relationnel par GaLlcl,\ de la relation conjoint durant la première étape de la méthode
itérative MULTI-FCÀ.
Paramétrage de l’algorithme Multi-FCA
G.ALICI,A permet de définir toits les paramètres de l’algorithme MULTI-FCA allant du
choix de la structure que l’on veut obtenir en fin du processus (pour le moment treillis ou
SHG) jusqu’au style d’affichage des résultats (étiquetage complet ou réduit des intensions
des concepts). Ci—dessous mie brève description de quelques paramètres essentiels.
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FIG. 10 Scaling de la relation Conjoint lors rie la preuuère itération de I\II’LTI-FC’A.
Choix de la structure cible
La Figure 11 illustre le choix de la structure conceptuelle que l’alguritlnne I\IULT1
FCA construit. Deux choix sont offerts, à savoir le treillis complet et la 511G. Toutefois,
notre travail se concentre sur la eonstructaui du treillis. Il est à noter que la niéthoch’
l\IULTI—FCÀ utilise un algorithme ineréuieutal par ajout d’attril rnts pour la liii inte—
oance (le la structure conceptuelle cible. Dans le cas d’un treillis complet. l’algoritlune
incrément al a l’avantage de conserver l’identité des concept s. Eu effet. dès qu’un r’oneept
est créé, il reste dans le treillis jusqu’à la terminaison rIe la méthode bien que son in—
tension peut changer au cours des itérations. L’algorithme de mise à jour incrémentale
associe un nouveau identifiant à tout nouveau concept.
Cette propriété est une qualité très appréciée pour l’analyse car elle permet l’iden
tification et le suivi ries informations au cours ries itérations. Cepenrlant. les exécutions
utilisant des treillis complets ont l’inconvénient (le prenrire plus rie temps et n’occuper
plus (l’espace car les treillis peuvent être d’rme grande taille chose qui pose ries limites
dans la lisibilité du treillis,
Les SHG par coutre, ont l’avantage d’être des structures plus compactes d’où une
grande économie en espace. Toutefois, l’opération de maintenance sous-jacente est non
monotone rlans la mesure où des concepts peuvent être détruits suite à l’ajout d’un
attribut. Dans ces conditions, un même concept (extension) peut se voir affecter des
identifiants différents.
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FIG. 11 — Paramétrage de la methode I\IULTI—FCA dans la plateforme GAL1tIÀ.
Modes de scaling relationnel
Le mécanisme de scaiiitg relationnel permet de ramener les descriptions relationnelles
des individus eu descriptions propositionnelles et sappttvant sur tics échelles inférées
à partir tics abstractions découvertes en cours dexécution (le la méthode 1\IILTI—ICÀ.
Autrement dit. au lieu dutibser (les échelles pré—établies (obtenues à partir (les données
à l’étape (le pré_traitement), McI;rI—Ic1\ a l’avantage «utiliser (les échelles dynamiques
établies au fur et à mesure que (le nouveaux résultats sont obtenus par le processus
itératif. De plus. il y a deux manières (le coder la relation entre un individu (lonné et
une abstraction décrivant un groupe «individus. En mode (le codage étroit (riarrow) la
relation entre l’individu et l’abstraction existe si tous les inclivitius auxquels l’indivitlu en
question est lié sont décrit par cette abstraction. En mode de codage large (wide), pour
que cette relation existe, il suffit que certains individus auxquels l’individu en question est
lié sont couverts par l’abstraction (pour plus tic tlétails, voir Chapitre 1. Section -I.E. 1).
À cet effet, GALIcIA permet de préciser le mode de cotiage des liens inter-individus
lors du scaling tics relations par la méthode MULTI-FCA. La Figure 11 montre cornrrient
paramétrer MULTI-FCA afin quelle utilise un style de cotiage étroit.
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Affichage des résultats
En plus des treillis finaux des différents contextes dc la FCR. GALICJA permet «avoir
les contextes des échelles relationnelles et les treillis intermédiaires an bout de chaque
itération. La Figure 12 illustre le treillis relationnel final obtenu par GÀLICIA à partir
de la FCR composée du contexte humain (Figure 7) et de la relation conjoint (Figure 8).
Ou remarque que les individus rIo contexte Humain ne partage aucun attribut initial à
cause du scaliug nommai des attributs initaux. Toutefois. grèce à la prise en compte de
la relation conjoint dans la construction du treillis, tous les individus (coucept—ob jets)
mdiqoent leur conjoint. De plus. il y deux concepts. l’un est c#c qui représeute les traits
commun entre les individus et l’a titre est r9 qui indique la description la plus générale
des conjoints de ses membres.
Dans Gxctcia, il est, possible dc choisir, ait mveati (le l’étape rie pararnétrage dc
l’algorithme. entre un étittuet age complet et un étiquetage réduit de la partie locale
(attril )uts initiaux lot1) et/ou la partie relationnelle (at tributs obternis par le scahitg
rclatiomiel Intr) des intensions (les concepts.
6t
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Fic. 12 — Le treillis relationnel final construit par GÀLIC’I.A à partir ch contexte humain
(Figure 7) et de la relation conjoint (Figure 8).
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Annexe B
Signification des caractéristiques
des éléments UML
Caractéristique Valeurs possibles Sigrnfication
naine chaule (le caractères. Un nom de classe.
visibility public. private. pro— Public : la classe est visible partout.
tecteci. package. Private : seulement pour les classes
internes (muer) et n’est visible que
dans les méthodes définies au sein de
la classe (le ruveau supérieur (outer).
Protected visible dans les méthodes
définies au sein de la classe englobante
et de ses sous-classes. Package : visibi
lité bruitée au package auquel la classe
appartient.
isAbstract truc. false Une classe est abstraite si sa
déclaration est incomplète (par
exemple, comporte des niétliodes
abstraites).
isAct ive truc, taise Précise si une classe comporte mi pro
cessus d’exécution propre. Les objets de
cette classe possèdent leur propre flot
de contrôle et sont clone capables cl’ini—
tier des activités.
isDataType truc, taise La classes représente un type de
données ou pas.
isClass truc, taise Lélément représente ime classe ou pas.
TAB. 1 — Signification des caractéristiques de la classe en UML.
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Caractéristique Valeurs possibles Signification
naine chaine de caractèr-s. bn nom clattribut. II doit être unique
panni les attributs hérités et les rôles
classociations sortantes.
visibility pubhc. private. pro- Précise si lattribut peut être utilisé
tectecl, package. par les autres classes. La visibilité des
classes iiihriciiiées est combiné et la
plus restrictive est gardée. Public
toute classe externe peut utilisé l’attri
but. Protecteci : tout descendant de la
classe peut utilisé lattribut. Private
seulement la classe aaccès à lattribut.
Package toute classe déclarée dans
le même package (ou sous—package de
niruporte quel niveau) peut utilisé l’at
tribut.
initialValue valeur lne valeur du domaine de déclaration
de_lattribut.
multiplicity [1.1]. [iN]. etc. le nombre possible de valeur de données
citie l’attribut peut avoir pour une ins
tance domiées. La cardinalité dc Feu—
semble des valeurs constitnte une par
tie implicite de Fat tribut. Par exemple.
clans le cas ou lattribtit est scalaire.
c’est à dire renferme mie seule valf’ltr.
la multiplicité est de type 1.1.
changeability changeable Irozen. Précise si la valeur de l’attribut peut
aclclOnlv être modifiée après Finitialisation de
lob jet une classe comporte un proces
sus. Changeable : aucune restriction sur
la modification. Frozen : aucune valeur
ne peut être ajoutée ou retirée après
l’initialisation de lob jet. AdclOnly : des
valeurs peuvent être ajoutées à tout
moment et aucune valeur ne peut être
retirée après l’initialisation.
TAB. 2 — Signification des caractéristiques d’un attribut dc classe en UI\IL.
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Caractéristique Valeurs possibles Signification
ownerScope instance, classifier Spécifie si chaque instance de la classe
possède sa propre occurrence de l’attri
but ou bien toutes les instances de la
classe partage une seule occurrence de
cet attribut (attribut static en Java).
Instance chaque inst ance de la classe
possède sa propre valeur de l’attribut.
Classifier : il y u une seHle valeur pour
tous les objets instanciés à partir (le
cette classe.
targetScope instance, classifier Spécifie si la cible est une instance or—
tÏniaire ou une classe. Instance chaque
valeur contient une référence vers ime
instance de la classe cible. Classifier
chaque valeur contient mie référence
vers la classe cible.
T.o. 3 La suite dc’ la signification clcs caractéristiques cl un attribut dc’ classe un UML.
Caractéristique Valeurs possibles Signification
naine chauie dc caractères. iJa signature complète de l’opération.Il
doit être unique au sein de la classe.
vis ibility public. prixrate, pro— Voir la Ta bIc 2
t cet ccl,__package.
isAbstract truc, taIse Méthode déclarée mais pas encore
définie.
concurrency truc. false Préc:ise 51 irire classe c:orliportu un pro—
cessiis d’exécution propre. Les objets de
cette classe possèdent leur propre flot
de contrôle et sont. clone capables cl’ini—
tier des activités.
isQuery truc, false Précise si l’exécution de l’opération nio—
difie l’état dii système. Truc : indique
que l’état demeure inchangée. false
mdique que des effets de bord peuvent
surgir.
ownerScope instance, classifier Voir la Table 3
TÀB. I Signification des caractéristiques (11111e opération tic classe en Ui\ [L.
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Caractéristique Valeurs possibles Signification
naine chaîne de caractères. Un nom de rôle. Il représente un
pseudo—attrbut de la (hisse à l’origine
rie l’association et doit être unique par
rapport aux at tributs et aux autres
noms de rôle.
visibility publie. private. lro- Précise la visibilité de l’extrémité rie
teeted. package. l’association du point (le vue rie la
classe rie l’extréunté opposée. Publie
Les classes peuvent naviguer à travers
l’association en utilisant le nom rie rôle
clans les expressions rie rmviguat ion.
Protecterl les descendants rie la classe
source peuvent naviguer à travers las—
sociation de la même manière que la
visibilité publie. Privat e : seulr’uient la
classe source peut naviguer à travers
I association. Package ir’s classes du
même package et de ses sous—packages
de n’importe quel niveau peuvent navi
guet__à travers 1 association.
ordering tmorrlereri. orriered Précise si l’ensemble ries liens est or—
sorteri. etc. donné. Lnordered : ensemble rie liens
avec l’absence d’un ordre nihérent. Or
rlererl : tm ensemble rie liens qui peut
être parcourt clans un ordre. Aiit res
possibibtés peuvent etre définies par
la déclaration rie mots—clés additionnels
en utilisant les uiéeanismes d’extension
de UàIL.
changeability changeable. frozen. Précise si les liens peuvent être crées ou
aridOnlv détruits après l’initialisation ries objets
rie l’extrémité opposée rie l’association.
C’hangeable aucune restriction sur la
création et la destruction des lieus. Frra
zen : aucun lien ne peut être créer ou
détruit après l’initialisation ries objets
rie l’extrénnté opposée. ArlriOidv : au
cun lien ue peut être riétruit après l’ini
tialisation ries objets rie l’extrémité op
posée. Les liens peuvent être crées à
tout moment.
TAn. .5 Description ries caractéristiques de l’association et du rôle d’assriciation en
IJML.
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Caractéristique Valeurs pos— Signification
sibles
multiplicity [1.1]. [iN]. etc. Une fois placé sur l’extrémité cible
de l’association, elle précise le nombre
dmstances cibles qui peuvent être as
sociées à chaque instance de l’origine de
cette association.
aggregation aggregate. com- Qnand elle est mise sur l’extrémité
posite. none cible de l’association, elle spécifie si la
classe cible est une aggregation par rap
port à la classe source. Seulement une
seule extrémité peut être uue aggrega
tion. Àggregate la classe cible est une
agrégation. Par conséquent. la classe
source est une partie est doit avoir la
valeur de la propriété agrégation posi—
tioHnée à ‘none’. La partie peut par
ticiper à une mitre agrégation. Compo
site la classe cible est une composition.
Par conséquent, la classe source est une
partie est doit avoir la valeur de la pro
priété agrégation positionnée à ‘none’.
La partie est fortement liée par la classe
composée et ne peut participer à une
autre classe composée.
targetscope instance. classi— Spécifie si la cible est une instance oi—
fier dinaire ou une classe. Instance : une
valeur dinstance fait partie de ehaqne
lien. Ceci est la l’état par défaut. Clas
sifier : la classe elle même fait partie de
ehactne lien,
isNaviguable truc, taise L’ue fois mis sur l’extrémité opposée.
il précise si le passage de l’instance
source à l’instance cible correspondante
est possible. True:l’ association peut
être naviguée par la classe source en
utilisant le nom de rôle dans les expres
5101i5 (le navigation.
TAB. 6
—
Description des caractéristiques dc l’association et du rôle d’association en
UML (suite).
Annexe C
FCR du modèle Jetsmiles
Le contexte (les classificateurs encode les classes du modèle (le la Figure 8.2 suivant
le schéma «encodage décrit par la Table 1. Les 01) jets formels salit les classes et les types
(le données employés avec les attributs et méthodes <les classes. Les attributs formels
sont les propriétés <le la classe clans le méta—modèle Ut [L. A noter (lue le contexte (les
classificateurs comporte peut «attributs formel par coutre beaucou;) de relations avec
les autres contexte de la FCR.
La Table 8 et la Table 9 représente le contexte <les attributs issus <le la Figure 8.2.
Les objets formels sont les différents attributs <le classes alors que les attributs formels
représentent les propriétés décrites par les Tables 2 et 3.
Le contexte <les associations de la Table 10 encode les associations du modèle de
la Figure 8.2. Les objets formels sont les associations entre les différentes classes du
modèle. Le seul attribut formel est le nom <le Fassociation. Cet attribut pluri—valué est
échantillonné de manière nominale.
La Table 11 représente le contexte <les rôles qui encode les extrémités <les associations
du modèle <le la Figure 8.2. Par conséquent, les 01) jets formels sort les différents rôles
clans le modèle et les attributs formels sont les propriétés «un rôle telles que définies
dans le méta—modèle Ui\IL et dont la signification est donnée par la Table 5 et la Table 6.
La Table 13 représente une relation dans la FCR du modèle de la Figure 8.2. En
effet, elle associe à chaque attribut titi modèle le type de la donnée qu’il représelite. Ceci
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Classificateurs
u
u
O 4) u
H -H 4-’
r4 •H Q
Û
-l O 0 -H
i e o e
bO bD u 0.
• e
-‘ bD e O
e -H 4-’ bD e
4) u bD e -H e e r—l -4
-H u o H r—l I-’ 4-’ O CD
O r--l u cD O O r--l Z I-’ Z (D O .Z
-H u D Z O U) Z O
. 0 (D - - - -
e -H r--l e e e e e e e e e e
-
Z -H Z Z Z Z Z Z Z Z Z Z
JCA X X X
Passenger X X X
BookingPoints X X X
CourtesyPoints X X X
FlightPoints X X X
Rule X X X
String X X X
Integer X X X
Date X X X
Boolean X X X
Character X X X
TAB. 7 Coiitextc I)1flnt1ÏC ciicodant les classificateurs dc la Figure 8.2.
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Attributs
G)
F4
D
c
G) G)
hO G) U
G) z u
4-) r—1 F4 (5 z cs
tS r—1 (5 4-’
Z — U 4-’ (J)
W H Z - G) Z UZ Z H W Q G)(5 12. G) 4) H - Z (5 .—1 D
z
- z 4) H W tS
4-’ > F4 H r--4 G) Z. Z G) Z G) W Z
G) 4-’ (5 0 -H 0-. 0 4-’ F4 1-’ 0 G) Z
1-4 -H > -H 0 O U G) 4-’ 1-4 Z 0 1-1
H r-H r-H r-H CG U W tG H H G) G) (5
4-4 H (G 0 G) W 1-’ r-H 4- 0 hO
• 0 H •H hO 1-4 G) - -
G) -H 4-’ 4-’ Z G) bO G) W G) W G) G)
Z G) H r-H Z 1-4
cG H (G
Z> F4 Z U O H Z Z Z Z Z Z
JCA.firstname X X X X X X X
JCA.lastnarie X X X X X X X
JCA.title X X X X X X X
JCA.birthday X X X X X X X
JCA.gender X X X X X X X
JCAredeemLock X X X X X X X
Passenger.paxNumber X X X X X X X
Passenger.firstname X X X X X X X
Passenger.lastname X X X X X X X
Passenger.title X X X X X X X
Passenger.typeCode X X X X X X
Passenger.ticketNumber X X X X X X
Passenger.sex X X X X X X
BookingPoints.points X X X X X X
BookingPointsadded X X X X X X
BookingPointsmodified X X X X X X
BookingPointsvalid X X X X X X
BookingPoints.vaiidDate X X X X X X
—
CourtesyPoints.points X X X X X X
CourtesyPointsadded X X X X X X
CourtesyPoints.modified X X X X X X
CourtesyPointsawardedBy X X X X X X
CourtesyPoints.validDate X X X X X X
—
CourtesyPoints.comment X X X X X X
FlightPoints.points X X X X X X
flightPoints.added X X X X X X
flightPoints.modified X X X X X X
FlightPoints.vaiid X X X X X X
flightPointsvalidDate X X X X X X
Rule.ruieName X X X X X X
Rule.description X X X X X X
TÂB. $ Contexte 1)maire des attributs des classes de la Figure 8.2.
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Attributs
— suite
‘-1
G) oo o
G) > H
G) Z 4-’ G) 4-’
0 G) O P 5 0..
O 4-’ C -H G) S -H
o G) 4-’ 0 4-i 5 O G) Z
G) S G) -H -H -H -i 5 G) U
0 U H S d .-4 r—1 CG 5 r--4 Ci)
>-. -H G) O 5 O CG tG O Z G)
4 4) Ci >
G) G) G) G) G) G) G) G) G) G) G) G)
Z Z Z Z Z Z Z Z Z Z Z Z
JCA.firstname
JCA lastname
JCA titie
JCA.birthday
JCA gender
JCA redeemLock
Passenger paxNumber
Passenger f irstname
Passenger lastname
Passenger .title
Pas senger typeCode X
Pas senger ticketNumber X
Passenger.sex X
BookingPoints points X
BookingPoints added X
BookingPoints .modified X
BookingPoints .valid X
BookingPoints .validDate X
CourtesyPointspoints X
CourtesyPoints added X
CourtesyPoints .modified X
CourtesyPoints
- awarded3y X
CourtesyPoints validDate X
CourtesyPoints. comment X
flightPoints .points X
flightPoints. added X
flightPoints.modified X
flightPoints valid X
flightPoints.validDate
— X
Rule.ruleName X
Rule description X
TÀB. 9 Suite du contexte binaire des attributs des classes de la Figure 8.2.
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Associations
u
U U) U) G) G) G)
O- O- O.. ctl U) U) r-H r—1 r-H
U H .0 0 Ui O O O
o o o p o o.. 1-i
P P P U) O O O O O
- U U U U) P P P P P
U U U Ui P.. P.. P.. P.. P..
t t ..4.0 U9.0
G) G) G) G) G) G) G) G) G)
n; n; n; n; n; n; n; n; n;
acctocp X
acctofp X
acctobp X
passtoacc X
fptopass X
bptopass X
cptorule X
fptorule X
bptorule X
TÀB. it) — Contexte binaire ries associations de la figure 8.2.
clétiiiie une relation illtCr—Ob]eti. appelée type. entre les attributs et les classificateurs.
Rôles des associations
Q)
)l
D
e si
4-’ e e
-H bO U Q)
) ‘t Q) E E 4-’
U —4 e o si si E
-H 4 E 0 4-’ H
r—1 -H e E U CI) o
,f t—’ ‘U O
- E o-.
E - l- U -H -,
4-’ 0 O - 4-’ Q)
E - 4) E E -H e e
Z H E O r-H o-. 4-’
0 4-’ U •H -H O I
U -H -H hO 4- O U E
U r-1 r-H E cO CE O
cO -H P- -H hO e U
- ,O H l-i e ho e -
e -H 4-’ 0 E bD e
E Q) r-4 ‘U hO si
si -H E l-4 ho E si
X O O H Z
acctocpaccount X X X X X X X
acctocp.courtesyPoints X X X X X
acctofp.account X X X X X X X
acctofp.flightPoints X X X X
acctobp.bookingPoints X X X X X X
acctobp.account X X X X X
passtoacc.account X X X X X X
passtoaccpassenger X X X X
fptopassflightPoints X X X X
fptopass.passenger X X X X X
bptopass.bookingPoints X X X X
bptopass.passenger X X X X X
cptorule.courtesyPoints X X X X X
cptorulerule X X X X X
fptorule.flightPoints X X X X
fptorule.rule X X X X X
bptorulebookingPoints X X X X
bptorule.rule X X X IX X
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TAB. 11 Contexte binaire des rôles «associations de la figure 8.2.
Rôles des associations — Suite
r U]
O U] 4-’
., G) 4-’ 0
O O O -H
O H O
. o o o w
>-, Q bO bD
4-’ 0 n 4-’ 0 0
H O r-H 0 H G)
U -H D bD ,& U) G)
-H 4-’ cG H O U) H
r-H (G bD r-H O O
0 bD -H 9-4 .0
-H Q) >
cG n n n n
,-4 bD Z
O bD U]
Z -H Z Z Z Z
acctocp . account
acctocp.courtesyPoints X X X
acctofp account
acctofp.flightPoints X X X X
acctobp.bookingPoints X X
acctobp.account X X X
passtoacc.account X X
passtoacc.passenger X X X
fptopass.flightPoints X X X
fptopass.passenger X X X
bptopass.bookingPoints X X X
bptopass.passenger X X X
cptorule.courtesyPoints X X
cptorule.rule X X X
fptorule.flightPoints X X X
fptorule.rule X X X
bptorule.bookingPoints X X X
bptorule.rule X X X
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TAn. 12 Suite du contexte binair-e des rôles d’associations de la figure 8.2.
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type attributs x classificateurs
4
e
4_c c
bi U ci e
c ci e bi
H Q) rH Q)
4_c ci O 4_
4_c ci O
U) O U) I-4
JCA.firstname X
JCA.lastname X
JCA.title X
JCA.birthday X
JCA.gender X
JCA.redeemLock X
Passenger .paxNumber X
Pas senger f irstname X
assenger. lastname X
Passenger.title X
Passenger.typeCode X
Passenger.ticketNumber X
Passenger.sex X
BookingPoints .points X
BookingPoints . added X
BookingPoints .modified X
BookingPoints .valid X
BookingPoints .validDate X
CourtesyPoints .points X
CourtesyPoints . added X
CourtesyPoints .modified X
CourtesyPoints awarded3y X
CourtesyPoints validflate X
CourtesyPoints. comment X
FlightPoints .points X
FlightPoints . added X
FlightPoints .modified X
FlightPoints . valid X
flightPoints . validDate X
Rule.ruleName X
Rule. description X
TAB. 13 Relation inter-objets type entre les attributs et les classificateurs de la fi-
gure 8.2.
owned_attribute classificateurs x attributs
i-4
G) G)
D U) d -r-4
n ) s P G) 4-4
G) Z G) G) Z Z Z HD Ui 5 Z -H d 0
Z Z (UI 0 4-’ 0 c0 O
0 4-’ 5 G) u G) P, - Z
G) GUI Z U) 4) r—1 G) Ui - U)
O U UI 4 U) P P, U GUI U) P CG
G) O (UI -rI cUI r-1 G’- H G) P Z P
5 Ui ‘—i P, 9H P P P P U) 5 H 5
4-) Ui i-4 Z - - - - - - - -H O -1
U) Z G) 5 G) G) l-4 i-4 i-4 l-4 O O G-4 O OU O
P P P Z G) G) G) G) G) G) G) G) OU ho OU
-H tIC P O Z -u ho ho ho bO hO ho hO ho Z ho(Ci -H -H G) G) 5 5 5 5 5 5 5 5 -H Z
. P
-) D hO O G) G) G) G) G) G) G) -H S -H
- - -
-
CG U) U) (G U) U) U) hi O Ui
UUI U) U) U) U) U) U) U) O O O
u u u u u Ui Ui Ui Z Ui Z Ui o m o
. “) ) )
- OU OU OU OU OU OU Z Z Z
JCA X X X X X X
Passenger X X X X X X X
BookingPoints X X X
TÀB. 11 — Relation inter-oh jets owned_attribute entre les (-lassifleatetirs et les attributs
(le la figure $2.
ownedattribute classificateurs x attributs — Suite
> G)
G) Z P
P G) 0 Z P G)
Z U) -H G) fl Z -u p
cC P -u q u -d G) G) Ui
-Z -t Z G) -H O -H 5 U) -H
-H -H -H 0 d Z P Z P -d 9H -d -d
P P O d O (C Ui 0 5 G) -H -H -H
Z Z P, Ui Z Ui > U -H t d P P Z
> - - - - o -Z O Z Z o
-
-
t)) U) U) U) U) CI) P Z Z
U) U) P P P P P P - - - - G) P
P P Z Z Z Z Z Z U) U) U) U) U) Z OU
Z 5 -H -H -H -H -H -H P P P P P Z -r-4
-H -H O O O O O O Z Z Z Z Z Z O
O O O O OU O OU OU -H -H -H -H -H G) U
OU OU ‘ a- O- >- > O- O O O O O P U)
ho ho U) U) t)) U) U) OU OU O OU OU Z G)
Z Z G) G) G) G) G) G) P P P P P O -Z
-H -H 4-’ P P P P P 5 Z t t t - -
GUI Ui o o o o o o ho ho ho ho ho G) G)
O O Z Z Z Z Z Z -H -H -H -H -H P P
O O O O O O O O P P P P P Z Z
m u u u u u u o, o, o, o, o,
BookingPoints X X
CourtesyPoints X X X X X X
FlightPoints X X X X X
Rule X X
TAn. 15 Suite de la relation inter-objets owned_attribute entre les classificateurs et
les attributs de in figure $2.
25$
q
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owued_operation classificateurs x operations
JCA.getName Passenger.getName
JCA X
Passenger X
TAB. 16 — Relation inter-objets owned_operation entre les classificateurs et les méthodes
de la figure 8.2.
owned_association_end classificateurs X rôles des associations
TAB. 17 — Relation inter-objets owned_association_end eitre les classificateurs et les
rôles tics associations de la Figure 8.2.
return_type opérations x classificateurs
String
JCA.getName X
Pas senger getNaine X
TAB. 18 Relation inter-objets return_type entre les les méthodes tics classes et les
U)
U) U) 4.] U)
4-’ U) U)
-‘ P U) 4-’
o o - o
.4 4.] p. k p. -‘-I o o -H
o p. H U) H L) O L) P. -H O
P. -H O 4-’ hO O U) P. U) c-. O P.
>, o P. O O P. ho bD bD U) P. la))
4-’ U) -‘ o. hO 4-’ n U) -‘ o o c U) oo U) o 4-’ o o o U) O U) -H U) 4-’ .0 H
n -‘ n .0 -H n L) U) b)) U) U) L) U) ho U) U)
O k O ho a) O L) U) -H U) o U) O r-4 H r-l O r-l
O L) H O L) U) P. r-1 U) O U) O n r-4 n o Z
L) O L) r-l O L) . p.
.0 p, L) k k .0 k
U) L) U) .0 U) L) L) . . . . . . .
. . . .
. L) L) U) U) U) U) U) U) U) U) U) U)
p. p. o. Q. P. O. U) U) U) U) U) U) .4 ,-4 r-4 r-4 r-4 r-l
L) L) 9-4 9-i 0 .0 o o U) e e U) n n n n n n
O O O O 0 0 4.] 4.] P. P. P. 0. L) L) L) L) L) L)
4-’ 4-’ 4-’ 4-’ 4-’ 4-’ U) U) O O O O O O O O O O
L) L) L) L) L) L) U) U) 4.’ 4.] 4-] 4.] 4.] 4-] 4-] 4.] 4.] 4.]
L) L) L) L) L) L) U) e o. p, p, p, o. o. p. o. p,e e e e U) U) p, p, 9.4 +4 .0 0 L) L) +4 4-4 Ci L
JCA X X X X
Passenger X X X
BookingPoints X X X
CourtesyPoints X X
FliglitPoints X X X
Rule X X X
classificateurs de la Figure 8.2.
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belong_to_association rôles x associations
o
O W t!) Q) W Q)
O O- (tJ t!) W rH r4 r1
O ‘H 0 o rt t Z Z Z
O O O 4-’ P Z-
4-’ -P 4-’ W O O O O O
O O O W P 4-’ 1-’ 4-’ P
O O O e
e e e n ‘i-i ° o ‘-
acctocp.account X
acctocp. courtesyPoints X
acctofp.account X
acctofp.flightPoints X —
acctobp.bookingPoints X
acctobpaccount X
passtoacc.account X
passtoacc .passenger X
fptopass.flightPoints X
fptopass.passenger X
bptopass bookingPoints X
bptopass - passenger X
cptorulecourtesyPoints X
cptorulerule X
fptorule.flightPoints X
fptorulerule X
bptorulebookingPoints X
bptorule.rule X
TAB. 19 - Relation inter-objets belong_to_association entre les méthodes des classes
et les classificateurs de la Figure t.2.
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first_end associations x rôles
U)
U) 4-’ tU
U) U) 4-) U) P
P P O -r- 4-’ 0
O -H o O -H
-H H O n. -H O
0 4-’ 0 0-. O 0
n. n. e n. te
p p bD n p n O
o o o o o H P .0
5 -H U bD & ho
O O 4- U -H O S -H O
U U O cU r—l O O r-H O
U U O U-l .0 U q-4 .0
tU tU .0 U -
- .
- U U) U) U) Q) Q)
n. n. n. e e U) P r-H P
u ‘- .0 o tU e n n
o o 0 4-’ 0, 0 l -4 4
4-’ P P W O O O O O
U U U U) P P P P P
o o u e n. n. n. n. n.
e e e n. U-4 .0 u U-i .0
acctocp X
acctofp X
acctobp X
passtOacc X
fptopass X
bptopass X
cptorule X
fptorule X
bptorule X
TAB. 20 Relation inter-objets first_end entre associations et rôles de la Figure 8.2.
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second_end associations x rôles
e
4)
o e
-H 4)
O O W -4
O. H CO G) e
O O bo bD
CG D. l- G) O O
G) P O CD G) Q)
4- O Z e CD CD W G) W
O bD O (U CD Ci) r—1 1 r-1
Z H Q Z-r CG CG Z Z Z
O r-1 O O. O O O
0 4-4 CG O -
- - o e e e e e
O. O. O. CG CD Ci) r1 r-1 r-1
0 4-1 D O CG CG Z Z Z
O O Q 4C Q
P CD O O O O O
Q O O CD 4-’ P 4-’ 4) +
O O O CG O. O. P. P-. O.CG CG CG 0. 9-i 0 0 4-4 0
acctocp X
acctofp X
acctobp X
passtoacc X
fptopass X
bptopass X
cptorule X
fptorule X
bptorule X
TÀB. 21 -- Relation inter-objets second_end entre associations et rôles de la Figure 8.2.
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specified_class rôles des associations x classificateurs
U)
U) +-
4- Z U)
Z
H O Z
O 0 H
G) O-. > O
ho ho U) 0
o o
G) -H 4- -
U)
.1 -i ho G)
U) O Z -H r—4() c O O r—1 Z
o-. o
acctocp.account X
acctocp - courtesyPoints X
acctofp.account X
acctofp.flightPoints X
acctobp.bookingPoints X
acctobp.account X
passtoacc.account X
passtoacc - passenger X
fptopass.flightPoints X
fptopass .passenger X
bptopass .bookingPoints X
bptopass
- passenger X
cptorule - courtesyPoints X
cptorule.rule X
fptorule . flightPoints X
fptorule.rule X
bptorule .bookingPoints X
bptorule.rule X
TAB. 22
— Relation inter-objets specifiedclass entre rôles dassocmtions et classifi
cateurs (le la Figure 82.
