Abstract-This paper proposes and analyzes the performance of a simple frequency-agile CSMA MAC protocol. In this MAC, a node carrier-senses multiple frequency channels simultaneously, and it takes the first opportunity to transmit on any one of the channels when allowed by the CSMA backoff mechanism. We show that the frequency-agile MAC can effectively 1) boost throughput and 2) remove temporal starvation. Furthermore, the MAC can be implemented on the existing multiple-frequency setup in Wi-Fi using multi-radio technology, and it can co-exist with the legacy MAC using single radio. This paper provides exact stationary throughput analysis for regular 1D and thin-strip 2D CSMA networks using an "transfer-matrix" approach. In addition, accurate approximations are given for 2D grid networks. Our closed-form formulas accurately quantify the throughput gain of frequency-agile CSMA. To characterize temporal starvation, we use the metric of "mean residual access time" (MRAT). Our simulations and closed-form approximations indicate that the frequency-agile MAC can totally eliminate temporal starvation in 2D grid networks, reducing its MRAT by orders of magnitude. Finally, this paper presents a "coloring theorem" to justify the use of the frequency-agile MAC in general network topologies. Our analysis and theorem suggest that with enough frequency channels, the frequency-agile MAC can effectively decouple the detrimental interactions between neighboring links responsible for low throughput and starvation.
I. INTRODUCTION
It is common today to find multiple wireless LANs co-located in the neighborhood of each other. These wireless LANs form an overall large network. Their links interact and compete for airtime using the carrier-sense multiple access (CSMA) protocol. The carrier sensing relationships among these links are subtle in that each link may sense only a subset, but not all, of other links. It is known that links in such a network may suffer from 1) low equilibrium throughput, and 2) temporal starvation [1] .
This paper is an investigation on how multiple frequency channels can be used to solve these two problems. Although the use of multiple channels in CSMA has been explored before [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , this paper makes new contributions on both design and analysis fronts. On the design front, we propose a simple frequency-agile MAC protocol to allow links in the network to exploit frequency diversity in an adaptive and distributed manner. This MAC protocol extends the traditional CSMA MAC protocol so that a node monitors and carrier-senses multiple frequency channels at the same time, and takes the first opportunity to transmit on any one of the channels when allowed by the CSMA backoff mechanism.
On the analysis front, we present closed-form results and a general coloring theorem showing that the frequency-agile MAC can boost throughput and remove temporal starvation effectively. To obtain concrete closed-form results, this paper focuses on regular networks. We study networks that can be modeled by 1D linear contention graphs and 2D grid contention graphs. By means of a "transfer-matrix" analytical approach from statistical physics, we obtain closed-form equations for the equilibrium throughputs of the 1D case with and without frequency diversity. Prior work [12] has studied the 1D case without frequency diversity; however, there were no closed-form solutions. The transfer-matrix approach can also be used to analyze "thin-strip" 2D regular networks in which one dimension is much larger than the other dimension.
The 2D case in which both dimensions are large and of similar size is a tough problem. We show that the CSMA network is equivalent to the Ising model with external magnetic field in statistical physics, a well-known hard problem that has defied closed-form solutions for decades. However, we manage to obtain highly accurate approximate solutions in the context of CSMA networks.
Links in CSMA networks without frequency diversity are prone to equilibrium and temporal starvations. "Temporal" starvation is to be distinguished from "equilibrium" starvation. A link suffering from equilibrium starvation has near-zero equilibrium throughput. In that respect, the part of this paper that addresses low equilibrium throughput also addresses equilibrium starvation. Most prior works on starvation in CSMA networks focus on equilibrium starvation. Ref. [6] , for example, explored the use of frequency diversity to mitigate equilibrium starvation. Temporal starvation is a phenomenon in which a link may have acceptable equilibrium throughput, but yet may receive near-zero throughput for very long durations. That is, the link's throughput is highly uneven over time. Refs. [1] and [12] touched on concepts such as "island states" and "phase transition" to explain the underlying cause for temporal starvation in the 2D grid without frequency diversity.
In this paper, we propose to use the metric of mean residual access time (MRAT) to characterize temporal starvation. Without frequency diversity, the MRAT of a link in the 2D grid can be up to several thousands of packet transmission times. With frequency diversity, our frequency-agile MAC can reduce MRAT by orders of magnitude. In particular, each link behaves as if it were an isolated link free from the detrimental coupling effects from neighbor links. We believe the observation that frequency diversity, when exploited properly, can remove temporal starvation is new, and it provides another motivation for frequency-diverse CSMA networks besides boosting throughput.
Last but not least, to demonstrate the capability of our frequency-agile MAC in networks with general topologies, we prove a coloring theorem. We show that given a network with a contention graph that is q -colorable, if there are q frequency channels, then our frequency-agile MAC allows each link to achieve a normalized throughput of one and there will be no temporal starvation. Notable is the fact that the frequency-agile MAC does not make use of an explicit coloring algorithm to achieve this desirable property. It is distributed and can adapt quickly to topological changes without explicit knowledge of the network topology. Although the proof of the theorem is simple, it relies on a non-trivial result that underlying the frequency-agile MAC is a time-reversible dynamic, to which there is a simple product-form solution for the stationary probability.
The remainder of the paper is organized as follows. Section II introduces our system model, presents our frequency-agile MAC, and reviews the basic equations governing CSMA networks. Sections III and IV analyze 1D and 2D regular networks. Section V presents the performance results obtained from analysis as well as simulations. Section VI proves the coloring theorem. Section VII provides an overview of related work. Section VIII concludes this paper.
II. SYSTEM MODEL AND BASIC EQUATIONS
In Part A, we first review an idealized version of the CSMA network (ICN) that captures the main features of the CSMA protocol responsible for the interaction and dependency among links. The ICN model was used in several prior investigations [1] [12] [13] [14] . The correspondence between ICN and the IEEE 802.11 protocol [15] can be found in [1] . An important aspect of ICN is that the stationary probability of the system state is in a product form that provides much analytical and design insight. In Part B, we introduce our frequency-agile MAC. In Part C, we extend the product-form ICN equation for the stationary probability of frequency-agile CSMA networks.
To limit our scope, this paper focuses on one-hop networks. We choose this focus because the one-hop case is the most common way CSMA wireless networks (i.e., Wi-Fi) are deployed in practice, and the one-hop analysis can be extended for the multi-hop case.
A. The ICN model
In ICN, the carrier-sensing relationships among links are described by a contention graph ( )
Each link is modeled as a vertex i V ∈ . This paper uses the terms "links" and "vertices" interchangeably. There is an edge e E ∈ between two vertices if the transmitters of the two links can sense each other.
At any time, a link is either active or idle. A link is active when data is transmitted between its two end nodes. Thanks to carrier sensing, any two links that can sense each other will refrain from being active at the same time. A link sees the channel as idle if and only if none of its neighbors is active. As an example, Fig. 1 (a) shows a contention graph with four links, and Fig. 1(b) shows the corresponding state-transition diagram. As a mental picture to map the scenario to Wi-Fi, the reader could imagine each vertex as consisting of an AP and a client station, and that there are four WLANs in this example. In Fig. 1(b) , to avoid clutters, we merge the two directional transitions between two states into one line. Each transition from left to right corresponds to the beginning of the transmission of one particular link, while the reverse transition corresponds to the ending of the transmission of that link. Fig. 1(b) ). Applying detailed balance to the overall Markov chain gives the following stationary probability distribution [1] : 
Equilibrium analysis of ICN
P E t P E t = ins n s P s Z ρ = ∀ ∈ S , where s n s Z ρ ∈ = ∑ S(1)
B. Frequency-Agile ICN
In this paper, we consider frequency-agile CSMA networks in which multiple frequency channels are available. We introduce a simple frequency-agile MAC and then extend (1) for the stationary probability distribution in networks using the MAC.
Operation of ( , )
q k ICN In a ( , ) q k network, there are q available frequency channels, and each link can transmit on at most k q ≤ channels at a given time. Each link has q backoff timers, In Wi-Fi, a number of orthogonal frequency channels are available. The frequency-agile MAC can operate over them using multi-radio technology. Also, the frequency-agile MAC is compatible and can co-exist with the traditional non-frequency agile MAC. In particular, MACs that access different numbers of frequency channels can co-exist.
The following describes how (1) . As in the (1,1) case, the process is time-reversible and the argument as in [1] can be applied to obtain the same product-form solution as in (1), but with expanded feasible states S . For example, for the contention graph in Fig. 2(a) , when ( , ) (1,1), q k = {000, 001, 010, 100}. = S When ( , ) (2,1), q k = S contains many more states, and the state-transition diagram is shown in Fig. 2(b) .
Although the analytical techniques in this paper can be applied to the general ( , ) q k case, we will focus on the ( ,1) q case. There are two reasons for our focus: 1) As will be shown, the ( ,1) q case is quite effective in solving throughput and starvation problems; 2) the physical layer is simpler to implement when 1 k = , as explained below. In CSMA networks such as Wi-Fi, each DATA transmission is followed by an ACK. Suppose that 2 k = . Then, it is possible for a node to be transmitting DATA on two channels at the same time. If one DATA transmission finishes before the other, the node will be transmitting DATA on one channel while receiving ACK on the other channel. The very strong signal of the DATA transmission could cause the ACK reception to be corrupted due to out-of-band leakage from the transmission band to the reception band (see [17] for more details). 
C. Compatibility Function, Partitoin Fuction, and Relationship with Throughput in Regular CSMA Networks
For the transfer-matrix analysis, it is more convenient to write (1) For the general ( , ) q k case, let X denote all possible states of a vertex. We can rewrite (1) as The normalization factor Z (also called the partition function) contains much information about the system performance. In particular, the total system is related to Z as follows: 
III. 1-D NETWORKS
This section is devoted to the analysis of 1-D networks by a "transfer-matrix" approach. The gist of the transfer-matrix analysis is to derive the partition function Z and then use (3) to obtain the throughput. For regular 1D networks (and thin-strip 2D networks in the next section), Z is of the form
z are the eigenvalues of a transfer matrix.
Typically, Z is dominated by the largest eigenvalue when the number of links N is not too small. Thus, the whole problem becomes identifying the transfer matrix that characterizes the system and then finding its dominant eigenvalue.
The main body of this paper focuses on ring networks. A slight modification of the analysis allows it to be applied to open-ended linear networks (see Appendix A). In general, the vertices in the ring network behave like the internal vertices (those not near the boundaries) of the open-ended linear network. Thus, understanding the ring network allows us to understand the open-ended linear network as well.
We remind the reader that this paper focuses on one-hop networks. Each vertex models a one-hop link. As a mental picture, the reader could associate each vertex with a pair of nodes consisting of an AP and a client station. ( , ) ;
A. 1-D Ring
A is a coupling matrix that expresses the dependency of i s on Applying (5) on the partition function in (4), we have
Z s s s s s s s s
plying associative law and noting that
where 1 z and 2 z are the eigenvalues of A . By solving for the roots of the characteristic polynomial of A , they can be found to be
For the ring network, by symmetry, all vertices have the same throughput. Since the total system throughput is given by (3), the throughput of a vertex i is given by ( ln )
For large N , the larger eigenvalue 1 z dominates in 
The formula in (9) will be used not just in the (1,1) case, but also in other cases. As will be seen in Section V, N does not need to be very large for (9) to be accurate. Applying (7) on (9), for the (1,1) ring network, we obtain 
The eigenvalues of A are given by the roots of the characteristic polynomial
Similar to the argument in the (1,1) case in (6) , the partition function is found to be
The throughput of a vertex i is again given by ( ln )
For large N, 1 z dominates in Z . Applying 1 z in (12) on (9), we get 
For large ρ ,
Note that the expression in (16) is also the throughput of an isolated link with no neighbors when ( , ) (1, 1) q k = . Thus, when ρ is large, having two frequency channels in the (2,1) ring network effectively decouples the vertices so that each vertex behaves like an isolated link. A second observation by comparing (10) and (16) is that the (2,1) system can roughly double the throughput of the (1,1) system for large ρ .
C. L-nearest Neighbor Ring Network: Cases of
The above analysis can be extended to a ring network in which there is an edge between vertices i and j if they are
(1,1) Case: The first step, as before, is to define the local 1 For general ( 
The characteristic polynomial of A is
There are 1
To find the throughput of a vertex i , we again use the formula ( ln ) 
Using these two equations on (9) yields
Using a similar approach, we can derive the vertex throughputs of the cases of (2,1) and (3,1) . 
IV. 2-D NETWORKS
In this section, we applies the transfer-matrix approach to thin-strip 2D networks. We show that the 2D torus network is difficult to analyze exactly by establishing the correspondence between the CSMA network and the Ising model with external magnetic field in statistical physics. We then provide accurate approximate solutions to the 2D torus network.
A. Thin-Strip Ring Networks
Thin-strip ring networks have structures as shown in Fig.  3(a) . The structure is long horizontally and consists of units that couple with each other in a repetitive manner. Each unit is a local contention graph consisting of multiple vertices. The number of states in the local contention graph, M , is the number of states in the local unit. We can define i s to be an q k = and (2,1).
B. 2-D Torus Networks
All the 1D networks studied in this paper can be extended to 2D networks by adding another dimension. For example, to extend the 1D ring in Section III-A, we index a vertex by ( , ) i j rather than just i . The state is ij s . There will be altogether 2 N vertices rather than just N vertices. Each vertex ( , ) i j has four neighbors: ( , 1mod
It turns out the analysis for the 2D torus network is a tough problem. In Appendix C, we establish the correspondence between the 2D torus CSMA network and the 2D ρ ρ + . Over the long term, by symmetry, the odd and even vertices dominate with equal probability. Thus, the long-term vertex throughput can be approximated to be 
(2,1) ICN: When there are two channels, the two phases take on a different form. In one phase, the odd vertices behave like isolated links transmitting on frequency 1 f , and the even vertices behave like isolated links transmitting on frequency 2 f . In the other phase, the odd and even vertices adopt opposite frequencies. The link throughput can be approximated by that of an isolated link operating on one frequency. Thus,
V. PERFORMANCE RESULTS
This section examines the performance results from analysis as well as simulation. We focus on two performance measures: 1) throughput; 2) temporal starvation. We propose to use the "mean residual access time" (MRAT) to characterize the latter (to be elaborated in Part B).
The main results are as follows: 1. Our analytical throughput solutions that adopt large-N approximation are very accurate even for modest-size N (specifically, 16 N ≥ ). tr E t = , respectively. That is, we normalize time so that one time unit is equal to one mean packet duration. The total simulation time is set to be more than one million time units. We computed the 90% confidence intervals to characterize the accuracy of our results.
Link throughput increases roughly proportionally with
q in ( ,1) q regular networks when G q C ≤ , where
A. Throughput
For ease of reference, Table 1 lists the equations that will be compared against our simulation results. . The approximations of (10) and (15) overlap with the simulated results of ( , ) (1, 1) q k = and (2,1) , respectively. The 90% confidence intervals are very small and hardly discernable. Note that the link throughputs in the (2,1) systems roughly double the link throughputs of the corresponding (1,1) systems. Recall that exact analysis for this case is not amenable to closed-form solutions. Yet, our approximations in (23) and (24) are nearly perfect. The torus is a 2-colorable graph. We see that the throughput of the (2,1) case is roughly twice that of the (1,1) case.
To conserve space, we omit the plotting of the results of the thin-strip network of Fig. 3(b) here. The results are qualitatively the same as in the 1D networks, with the (2,1) system having nearly twice the throughput of the (1,1) system. Furthermore, our approximations are very tight. 
B. Temporal Starvation
We next consider temporal starvation. We will see that our frequency-agile MAC can alleviate temporal starvation very effectively.
The throughputs studied in Part A are the equilibrium throughputs. Equilibrium throughput does not capture the temporal behavior of the system. Even if the equilibrium throughput is acceptable, a link may still undergo long durations during which it cannot transmit any packet at all.
Let us illustrate this with the 1D ring with 36 links, and 2D torus 6 6 × links. Consider the case of ( , ) (1,1) q k = , 1 L = , 10 ρ = . According to Fig. 4 and Fig. 6 , the equilibrium link throughputs for both networks are above 0.4, with the torus having slightly higher throughput than the ring. Fig. 7 (a) and (b) plot the temporal behavior of the two networks. For each network, the on-off pattern of one specific link is plotted.
The figure reveals that the ring does not suffer from temporal starvation, whereas the torus does. From Fig. 7(a) , we see that a link in the ring may undergo an off period of up to around 10 time units (one unit = one mean packet transmission time). By contrast, from Fig. 7(b) , we see that a link in the torus may undergo an off period of up to thousands of time units. During this time, the link is said to undergo temporal starvation. A measure to capture the degree of temporal starvation of a link is as follows. Suppose that we choose a random point in time to observe a link i , and see how long it takes on average before link i gets to transmit its next packet. We define this as the mean residual access time (MRAT) of the link. If the MRAT is excessive, we then said that link i is starved. Let Y be the random variable corresponding to the interval between two successive packet transmissions (i.e., inter-access time). Then, the probability density of the residual access time
, and the MRAT is given by [ ] . Fig. 9 plots the same for the case of 2 L = and ( , ) (1, 1) q k = , (2,1) , or (3, 1) . In general, we see that frequency diversity can reduce the MRAT. However, even without frequency diversity, the MRAT of less than 10 packet transmission times in the (1,1) case is not excessive. Arguably, even real-time applications can be supported. Unfortunately, such is not the case with the 2D case. (1,1) torus. The MRAT increases exponentially with ρ that we have to plot it on the log scale. As can be seen, the MRAT increases by two orders of magnitude to more than 1000 packet transmisIncorporating the second moment 2 [ ] E Y into the characterization of starvation was also considered in [19] . sion times as ρ increases. Note that the equilibrium link throughput is near 0.5. Yet, once a link gets into a disadvantageous phase, it can be starved for a long time. 1,1) q k = . Fortunately, with the (2,1) torus, MRAT is reduced dramatically, as shown in Fig. 11 . As mentioned earlier in Section IV-B, for large ρ , the situation faced by a link in the (2,1) 
As shown in Fig. 10 , this "worst-case" analysis is an upper bound for the actual MRAT. As an approximation, it becomes more accurate as ρ increases.
As a last observation, note from Fig. 8 and Fig. 9 that the isolated-link approximation (26) is also a very good approximation when ρ is large for (2,1) ring with 1 L = ( 2-colorable graphs for the N values studied), and for (3,1) ring with 2 L = (3-colorable graph for the N values studied). Together with the observation that (26) is a good approximation when ρ large for (2,1) torus (2-colorable graph for the N values studied), this suggests that when q in a ( ,1) q system is equal to the chromatic number of the contention graph, then the links will decouple from each other and behave roughly like isolated links. The next section proves a general coloring theorem to this effect for general network topologies.
VI. A COLORING THEOREM FOR

FREQUENCY-AGILE CSMA NETWORKS
In this section, we consider ( ,1) q networks with general topology but finite number of nodes. We argue that if the corresponding contention graph is q -colorable, then all vertices can have throughput approaching 1 when ρ is large, and the probability of a link not transmitting at any given moment in time approaches zero.
Definition 1:
A coloring of a graph is an assignment of colors to the vertices such each vertex and its neighbors have different colors. An uncolored vertex does not impose any constraint on its neighbors. A q -colorable graph is a graph in which all vertices can be successfully colored with a total of q colors. , where s n is the number of links transmitting while the system is in state s , and N is the total number of links (see (1) and (2)). Each state has an implied channel assignment to the transmitting links. Thus, we can specify each feasible state s as a channel-assignment state CS: {( , )} i i f , where i is a vertex that is transmitting under state s , and i f is the channel on which it transmits. Different CSs may have different numbers of transmitting links. We will call those with the maximum number of transmitting links maximum channel states (MCS). From the expression
, it is obvious that when ρ is large, the probabilities of the MCSs will dominate. To the extend that ρ → ∞ , only the MCSs will have appreciable probabilities, and all MCSs have equal probability. Now, if the contention graph is q -colorable and we have a ( ,1) q network, the cardinalities of all MCSs will be N , with each MCS corresponding to one way to color all vertices. In other words, all links will be transmitting while the system is in an MCS. Thus, lim ( 
Comments on Theorem 1
Although the above proof is simple, it relies on a non-trivial result. Namely, it relies on the fact that underlying the frequency-agile MAC is a time-reversible dynamic that gives rise to the product-form equation (2) for the stationary probability, without which the short proof will not be possible.
Implications and Ramifications of Theorem 1
We now examine several implications and ramifications of Theorem 1:
• Coloring without explicit coloring algorithm − Coloring problem is NP-hard in general. That means we will encounter much difficulty if we use a centralized algorithm to assign frequency channels to links in a large network. With our frequency-agile MAC protocol (see Section II-B for details), each link determines the channel it will use in a dynamic, adaptive and distributed manner. Theorem 1 indicates that the MAC protocol manages to color the graph successfully in a distributed manner using only carrier-sensing information, not an explicit coloring algorithm.
• High throughput and elimination of temporal starvation −
The throughputs of all links are 1. High throughput and maximal fairness are achieved at the same time. Also, Pr[ 0] 0 i s = = means that a link is nearly transmitting all the time, and there is no temporal starvation.
• Decoupling of links − Essentially, what Theorem 1 says is that as ρ → ∞ , with sufficient colors, the links will be decoupled from each other and behave like isolated links.
Even for modest ρ , as can be seen from our analytical and simulation results, the decoupling effect is present.
• Use of multi-radio technology − Given Theorem 1, suppose that multi-radio technology is available at each node. An issue is how to set q to ensure colorability. That is, how many of the radios to turn on. The following argues that a distributed algorithm is available. The contention graph of a CSMA network is subjected to geographical constraints. Specifically, only nodes within a carrier-sensing range cannot transmit on the same channel. The following proposition relates the contention graph with unit disk graph.
Proposition 1:
Consider a CSMA network in 2D free space, in which the transmitters of all links use the same carrier-sensing range. The contention graph of the network can be modeled as a unit disk graph, with one unit being the carrier-sensing range.
3 Proof: For each link, we represent it as a vertex at the exact position of its transmitter. As such, there is an edge between two vertices if and only if the distance between their transmitters is less than the carrier-sensing range. Consequently, the contention graph can be modeled as a unit disk graph.
Consider a unit disk graph G. Let G W be the size of the maximum clique. From [24] , the chromatic number G C (number of colors needed to color all vertices G) is upper bounded by 6 6 G W − . Furthermore, G W can be solved by a polynomial algorithm [25] and a distributed algorithm is available [26] .
• What if not enough colors − The proof of Theorem 1 also suggests what will happen when there are not enough colors to color the contention graph. In this case, when ρ is large, the dominant states with appreciable probabilities are still the MCSs. Since the total system throughput under each MCS is higher than other CSs that are not MCSs, the ( ,1) q network still achieves the best possible overall system throughput.
VII. RELATED WORK AND FURTHER REMARKS
The ideal carrier-sensing network (ICN) model was investigated in [1] and [13] . In particular, [1] provided a thorough investigation and uncovered many interesting outstanding issues arising out of ICN, one of which is how to exploit frequency diversity to combat use starvation problems. In that respect, the current paper fills a gap.
Ref. [1] also proved that the stationary probability distribution in ICN is insensitive to the distributions of the packet transmission time and backoff countdown time given the ratio of their mean ρ (e.g., in practical CSMA networks such as Wi-Fi, the packet duration and backoff time are not exponentially distributed). The current paper extends ICN to the multi-frequency case. Since the underpinnings of the equations are similar, the insensitivity property carries to the multi-frequency case.
The carrier-sensing relationship in ICN is modeled by a contention graph. The graph-based carrier-sensing model is essential for the time-reversibility property that leads to the important product-form solution in (1). Ref. [23] provides a realistic implementation for the graph-based carrier sensing model. The interference model assumed in [23] is the SINR model, in which the interference experienced by a node is the sum total of all the powers received from all simultaneous transmission. To ensure that the permitted simultaneous transmissions are interference-safe (i.e., the SINRs at all the receivers are above a target requirement), [23] proposed an incremental power carrier-sensing (IPCS) mechanism that monitors the power increments sensed in the recent past rather than just the absolute power sensed at the moment. This allows the graph-based carrier-sensing model in ICN to be realized, while ensuring interference-safe operation under the realistic, non-graph-based SINR model.
We remark that absolute power carrier sensing will lead to a system without the time-reversibility property. One can easily come up with an example with three links, in which it is possible to go from simultaneous transmissions {1, 2} to simultaneous transmissions {1, 2, 3}; but not from {1, 3} to {1, 2, 3}, because link 2 senses a large absolute power from links 1 and 3. In this way, if the system moves from the state {1, 2, 3} to the state {1, 3}, the reverse transition is not possible; hence the system is not time-reversible.
Ref. [12] investigated 1D and 2D regular networks based on the ICN model without providing closed-form solutions. As far as we know, our closed-form throughput solutions to 1D ring/linear CSMA networks making use of transfer matrices are new. Also new is the result that the 2D torus is equivalent to the 2D Ising model with external magnetic field, hence is most likely not amenable to exact analysis. Our simple approximate analysis for 2D torus with and without frequency diversity is also new.
There are two approaches to distributed dynamic frequency-channel assignment in CSMA networks: 1) the network-layer approaches [2] [3] [4] [5] ; and 2) the MAC-layer approaches [6] [7] [8] [9] [10] [11] . For the network-layer approaches, after a node is assigned a frequency channel, its MAC layer will only execute the CSMA protocol on that channel and will be oblivious to what happens on other channels.
With recent advances in multi-radio technologies, it is becoming feasible and cost-effective for a node to operate on multiple frequency channels at a time. The MAC-layer approaches execute the CSMA protocol over multiple-frequency channel simultaneously. They can be a lot more adaptive and can respond more quickly to dynamic changes in network topology than the network-layer approaches. The frequency-agile MAC proposed in this paper is one possible design. Ref. [6] proposed a multi-channel MAC to mitigate "equilibrium" starvation. We believe the use of frequency diversity to address "temporal" starvation is new and has not been investigated before our paper.
An advantage of our design, besides its good throughput and robustness against temporal starvation, is that its dynamic can be characterized by equations and be subjected to rigorous analysis. An example is our coloring theorem in Section VI, which arises naturally way out of the ICN equation. Another example is that the analytical framework of our frequency-agile MAC also provides a foundation for further work, including investigations of frequency-agile networks in which different links may adopt different access intensities in a dynamic manner [2] [14] .
VIII. CONCLUSION
The paper proposes and analyzes the performance of a simple frequency-agile MAC protocol for CSMA networks. We focus on throughput and temporal starvation. The latter is an important concern because the traditional CSMA protocol is susceptible to temporal starvation, in which even links that have acceptable equilibrium throughput can still can receive near-zero throughput for very long durations [1] [12] [27] . While there have been many investigations on boosting equilibrium throughput in CSMA networks, to our best knowledge, this paper is a first attempt to explore solving the temporal starvation problem using frequency diversity.
An advantage of our frequency-agile MAC is that the dynamic of a link using the protocol can be modeled precisely so that the performance of the overall network can be analyzed rigorously. For our analysis, we focus on 1D and 2D regular networks, and provide closed-form solutions and approximations for link throughput and mean residual access time.
We augment the analysis of the regular networks with a coloring theorem applicable to networks of general topology. Together, they imply that with enough frequency channels, our frequency-agile MAC can decouple the detrimental interactions between neighboring links to increase throughput and robustness against temporal starvation. Notably, our MAC protocol achieves this in a distributive and adaptive manner without executing an "explicit" coloring algorithm for channel assignment.
APPENDIX A: ANALYSIS OF 1-D LINEAR NETWORK
We consider the case of ( , ) ( 
where A is the same as that in the ring network as in (5 . Doing so gives ( )
In particular, the throughput of vertex i is the "on" probability given by setting 1 i s = in the above:
For large N , the larger eigenvalue 1 z dominates. We have
At the edge and the middle of the graph, we have ( ) z . That is, as we move from the edge of the graph to the inside, all vertices have roughly the same throughput; furthermore, this internal throughput is the same as the throughput of a vertex in symmetric ring network, as in (10) . Note also that the throughput at the edge is larger than inside. For large ρ , the throughput at the edge approaches 1 while that inside approaches 1 2 .
APPENDIX B: THROUGHPUT ANALYSIS OF THIN-STRIP 2D NETWORKS
This appendix presents the transfer-matrix analysis for the thin-strip network shown in Fig. 3(b) . 
We note that the state structure i s and A are exactly the same of that of the (2,1) 1-D ring network, as in (11) . Therefore, the analyses of both cases are the same except for the interpretation of the result. Over there, each unit consists of one vertex that operates on two channels; here, each unit consists of two vertices and there is only one channel. We only need to divide the vertex throughputs in (15) by two to obtain the vertex throughput here. 
where h is the external magnetic field, and K is the ferromagnetic interaction. We want to map the state of the Ising model, 1 2 ( ', ',..., '), ' { 1, 1} 
In the limit that , h K → −∞ , but 2 4 h K r − = , the above becomes 
where {0,1} ∈ X . In the limit that , h K → −∞ , but We can model the experience of the center vertex by a six-state birth-death process. The six states consist of a state c, during which the center vertex transmits; an idle state i during which nobody transmits; and states 1, 2, 3, and 4, during which one, two, three, and four of the outer links transmit, respectively. Fig. D1 shows the birth-death process, in which one time unit is normalized to be the mean packet transmission time. 
