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Abstract
This paper considers the numerical pricing of European, American and Butterfly
options whose asset price dynamics follow the regime switching jump diffusion
process. In an incomplete market structure and using the no-arbitrage pricing
principle, the option pricing problem under the jump modulated regime switch-
ing process is formulated as a set of coupled partial integro-differential equations
describing different states of a Markov chain. We develop efficient numerical al-
gorithms to approximate the spatial terms of the option pricing equations using
linear and quadratic basis polynomial approximations and solve the resulting ini-
tial value problem using exponential time integration. Various numerical exam-
ples are given to demonstrate the superiority of our computational scheme with
higher level of accuracy and faster convergence compared to existing methods for
pricing options under the regime switching model.
Keywords: European and American Option; Regime Switching Model, Finite
Element Method, Exponential Time Integration
1. Introduction
1.1. Motivation
In quantitative finance, the seminal works by Black and Scholes [3] and Mer-
ton [23] have introduced a performance-free option pricing formula, which does
not involve any investor’s risk preference or/and subjective views. Ineluctably,
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the computational simplicity of the derived compact formula has given it a great
popularity in the financial sector. The real economy, however, is occasionally dis-
rupted by structural breaks which generate dramatic transitions in market fun-
damentals causing the macro-economy and financial markets to switch between
distinct recurrent regimes. As a result, there have been several studies conducted
by market practitioners and academicians on developing models with the ability
to efficiently interpret the economic cycles and the changes in the financial time
series data due to the regime shifts.
From the stochastic modelling point of view, exponential Le´vy processes of
finite and infinite activities have been widely applied to describe the salient dis-
tributional and stylized behaviours of skewness and kurtosis in financial asset
returns, see for instance [21, 22, 1, 29] and the numerous references therein. More-
over, many research have also successfully been carried out to explain the smile
phenomenon by modelling volatility of the underlying asset price by a stochastic
process, see for instance [6]. Additionally, originally proposed in [14] for calibrat-
ing business phases of expansions and recessions, the regime switching model
characterized by a hidden Markov process has become popular in the recent years
for modelling the variations in the evolution of asset prices influenced by different
macro-economic factors, see also [5]. Indeed, under the Markov switching mod-
els, the market parameters depend on states (or regimes) that are determined by
an unobserved Markov chain.
Thus, as it will be clearer in the next subsection, the increasing popularity of
the regime switching process in option pricing theory is explained mainly due
to the inadequacy of the stationary Le´vy process to capture cycles of low, mod-
erate and high volatility regimes prevalent in financial markets, which are more
appropriately modelled by a Markov process. Further to depicting the jumps in
asset prices and the leptokurtic features, a more appealing feature of the regime
switching process making it well-known is its ability to model non-linear stylized
dynamics of asset returns.
In the next subsection, a brief literature review is presented for the regime
switching jump diffusion models, which is the main drive for the numerical pric-
ing of European and American options in the present paper.
1.2. Literature Review - New approach
In the literature of financial mathematics, there are many interesting papers
that model option pricing under the regime-switching settings. Starting from
Naik [25] back in 1993, for the very first time according to our knowledge, the
pricing of the European option under a regime-switching model with two regimes
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has been introduced, and this work has been further extended by several other au-
thors.
Under the regime switching model driven by a hidden Markov process, the
market is incomplete and thus, a non-unique equivalent martingale measure can
be obtained using the Esscher transform technique, see [10]. Among the recent pa-
pers on option pricing problems with the underlying asset price dynamics follow-
ing a Markovian regime switching process, a closed form solution is derived for
the perpetual American option in [11] and lattice methods have been employed in
[31, 32, 20]. In [5, 4], the authors solve a system of partial differential equations of
the governing option pricing problem under the regime switching model, where
each partial differential equation represents a regime of the underlying economy.
Novel numerical algorithms based on the combination of the θ-scheme and ex-
plicit treatment of penalty and regime coupling terms are presented in [17] for the
systems of free boundary value problems for pricing American options. In option
valuation problems, explicit schemes solving the pricing equations are often sub-
ject to stability issues and time-step restrictions. In [15], the authors considered
the unconditionally stable Crank-Nicolson time-stepping with fixed point itera-
tion to solve a system of nonlinear algebraic equations, where the regime coupling
and penalty terms are treated in an implicit manner. That paper, [15], deals with
the pricing of options under the Markov-modulated regime switching process by
solving the option pricing problem which is posed as a system of coupled partial
differential equations (PDEs).
Several numerical methods have been proposed in the literature to find a fair
price of an option under the regime switching jump diffusion model. In [13],
the authors use a Fourier Space Time-stepping (FST) procedure for pricing path-
dependent options by solving a system of transformed partial integro differential
equations (PIDEs) under three states Merton jump diffusion model and achieve
second order accurate solutions. A similar approximation technique based on
Fourier transform is also proposed in [28]. Bastani et al. [2] price American op-
tions by considering a mesh-free approach based on a collocation scheme with
radial basis functions combined with the implicit Euler time stepping and the re-
sulting numerical scheme produces super-linear and linear rates of convergence in
space and time, respectively. Second order accurate numerical schemes under the
regime switching jump diffusion models are derived in [19]. Lee [19] solves the
American option linear complementarity problem under regime switching Mer-
ton [23] and Kou [18] models by using the finite difference method with three
level implicit time stepping coupled with an operator splitting approach to yield
second order accuracy with respect to the discrete L2 norm.
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The lattice methods (see [20]) are generally simple to implement under the
one-dimensional option pricing framework. However, similar to some finite dif-
ference based methods, these schemes are prone to stability problems, yield so-
lutions with low level of accuracy and tend to be computationally demanding
for higher dimensional complex path-dependent and multi-asset problems. Fur-
thermore, it is also known that the discontinuity in the payoff function adversely
affects the rate of convergence of high order finite difference methods which re-
quires complicated co-ordinate transformations to recover the high order conver-
gence rates often at the cost of increased CPU computational times.
Thus, the numerical schemes proposed in the literature so far achieve at most
second order rates of convergence under the regime switching jump diffusion
model. The new algorithm developed in the present paper for the numerical
pricing of European, American and Butterfly options whose asset price dynam-
ics follow the regime switching jump diffusion process differs from the existing
computational schemes. Actually, it considers high order Galerkin finite element
in a method of lines approach to initially approximate the spatial terms of the
system of partial integro differential equations (PIDEs) and the generated initial
value problem is then integrated using the exponential time integration. The fi-
nite element method deals with a variational integral formulation of the PIDE
and thus, the non - differentiability of the payoff function at the point it forms
kink does not hinder the level of accuracy for solving option pricing problems as
seen in [26, 27]. As, in [26], to the best of our knowledge, in the present paper,
fourth order convergence rates for American options are achieved for the very
first time under the quadratic basis functions in the related quantitative finance
literature. Finally, we carry out numerous experiments under two and three states
regime switching models to show that highly accurate solutions are achieved un-
der both European and American options, where the early exercise feature of the
American option is solved by combining the operator splitting mechanism in the
exponential time integration. For the data set in [19], our proposed numerical
algorithm achieves an accuracy of 10−5 using 256 quadratic finite elements and
gives an American option value of 13.8313990 whereby in [19], 4096 spatial steps
and 3200 time steps are needed to yield the value 13.831394. For European op-
tions under three-regime economy, our algorithm yields an error of order 10−5
in 13.7330 seconds for 320 quadratic elements and a single time step, in contrast
to 180 seconds with 5120 linear elements and 2560 time steps employed for the
three-level implicit scheme in [19]. Similarly, under two-regime economy, our
proposed numerical algorithm combining ETI scheme and quadratic elements for
pricing European options achieves a ratio of error of approximately 16, on refined
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meshes, whereas, in [8], the numerical scheme has a ratio of error of 0.5.
This paper is structured in the following manner. In Section 2, we describe
the Markov-modulated regime switching jump diffusion framework for option
valuation. The variational formulation of the governing pricing equation formu-
lated as a system of PIDEs is considered in Section 3 and time approximation of
the resulting initial value problem is discussed in Section 4. The performance of
the proposed numerical algorithm is compared with existing discretization meth-
ods in terms of level of accuracy, rates of convergence and computational times in
Section 5 using various numerical examples. We conclude this study in Section 6.
2. Regime Switching Jump Diffusion Model and Risk-Neutral Option Pricing
We consider a financial market model defined by the filtered probability space
(Ω, F , {F}t≥0, P) consisting of a risk-free and a risky asset with time t prices Bt
and St, respectively and assume that trading takes place over a finite time horizon
[0, T]. We let {αt}t∈[0, T] be a continuous-time Markov chain process on (Ω, F , P)
taking values in a finite state space H = {1, 2, . . . , H}, where each state in H
represents a particular regime.
From Markov chain theory (see for instance, [30]) the generator matrix Q of the
Markov chain {αt}t∈[0, T] is then of order H× H, defined by Q =
(
qij
)
H×H, where
qij are transition rates with the property that qij ≥ 0, for i 6= j and ∑Hj=1 qij = 0, for
each i = 1, 2, . . . H.
Under the incomplete market framework (see [5], [31]) of the Markov and
jumps modulated regime switching process, assuming the absence of arbitrage,
we letQ denote the non-unique equivalent martingale measure derived using the
Esscher transform method, see [10]. The risk neutral asset price dynamics paying
a continuous dividend yield of δαt is then described by the stochastic differential
equation given by
dSt
St
= (rαt − δαt − λαtκαt) dt + σαt dWt + (ηαt − 1) dNt, (1)
where {Wt}t≥0 is a standard Brownian motion, at each economic regime i of αt,
where rαt = ri denotes the risk-free rate of interest, δαt = δi is the i
th-state dividend
yield and σαt = σi is the constant volatility. The Poisson process is represented by
the stochastic process {Nt}t≥0 with intensity rate being λαt = λi at state i and
(ηαt − 1) = (ηi − 1), denotes the impulse function which causes the underlying
asset value to jump from St to Stηi. The expectation of the impulse function is
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then given by καt = κi where κi = E (ηi − 1). Finally, the stochastic processes
{Wt}t≥0, {Nt}t≥0 and {αt}t∈[0, T] in (1) are mutually independent.
We let Vi(St, t) denote the time t price of a European option with asset price
St at regime αt = i. Under the equivalent martingale measure Q (see [16]), the
risk-neutral value of this option with exercise price K and time to maturity T is
defined as its expected discounted payoff given by
Vi(St, t) = EQ
[
e−rαt (T−t)ψ(αt)(ST)|Ft, αt = i
]
,
where under each regime αt = i, the payoff for a call option is ψ(i)(ST) = max(ST−
K, 0) and for a put option, it is ψ(i)(ST) = max(K− ST, 0). We consider the change
of variables x = log(S/K) and τ = T − t and we let U(i)(x, τ) = Vi(S, τ) denote
the value of an option on the transformed space x for regime i.
The price of a European option, U(i)(x, τ), then solves the constant coefficient
forward PIDE given by
U(i)τ (x, τ)−LU(i)(x, τ)−
H
∑
j=1
qijU(j)(x, τ) = 0, for (x, τ) ∈ R× [0, T], (2)
where
LU(i)(x, τ) = aiU(i)xx (x, τ) + biU(i)x (x, τ) + ciU(i)(x, τ)
+
∫ ∞
−∞
U(i)(z, τ) f (z− x, i) dz, (3)
with payoff function denoted by ψ(i)(x) and where, under the Merton’s model
[23], the density function f (z − x, i) with mean µJi and standard deviation σJi is
given by
f (z− x, i) = λi 1√
2piσJi
exp
−1
2
(
z− x− µJi
σJi
)2 .
From equation (3), the coefficients ai, bi and ci are given by
ai =
σ2i
2
, bi =
(
ri − δi −
σ2i
2
− λiκi
)
and ci = − (ri + λi) .
In order to develop a numerical scheme for the set of PIDEs in (2), we need to
define a computational domain Ωx and hence impose boundary conditions at the
truncated ends. These imposed end-conditions depend on the types of options.
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For instance, for a European call option, the boundary condition is given by
U(i)(x, τ) =
{
0, x → −∞,
Kex−δiτ − Ke−riτ, x → +∞.
Conversely, for a European put option, the option price behaves asymptoti-
cally as
U(i)(x, τ) =
{
Ke−riτ − Kex−δiτ, x → −∞,
0, x → +∞.
3. Spatial Approximation - The Galerkin Finite Element Method
In order to determine the prices of European options at different regimes, as
in [26] (see also relevant references therein) we transform the system of PIDEs (2)
using the change of variables U¯(i)(x, τ) = U(i)(x, τ) − ψ(i)(x) with U¯ being the
excess option premium over the payoff function and solve U¯ for i = 1, 2, . . . , H
in the system of PIDEs given below
U¯(i)τ (x, τ)−LU¯(i)(x, τ)−
H
∑
j=1
qijU¯(j)(x, τ) = Gψ(i)(x) +
H
∑
j=1
qijψ(j)(x), (4)
where
Gψ(i)(x) = aiψ(i)xx (x) + biψ(i)x (x) + ciψ(i)(x) +
∫ ∞
−∞
ψ(i)(z) f (z− x, i) dz, (5)
for (x, τ) ∈ R× [0, T]. On the computational domain, the transformed PIDE (4) is
then solved subject to homogeneous Dirichlet boundary conditions given by
lim
|x|→∞
U¯(i)(x, τ) = 0, (6)
and initial condition of U¯(i)(x, 0) = 0.
Under Merton’s model [23], the explicit form of the right-hand-side of equation
(5) for a European put option becomes
Gψ(i)(x) =1
2
σ2i Kδx=0 + [λi(1+ κi) + δi]Ke
x1x≤0 − (ri + λi)K1x≤0 + λiKN
(
−x− µJi
σJi
)
− λiKex+µ
J
i+(σ
J
i )
2/2N
(
−x− µJi − (σJi )2
σJi
)
+
H
∑
j=1
qij(K− Kex)1x≤0, (7)
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for i = 1, 2, . . . , H and for a European call option, we get
Gψ(i)(x) =1
2
σ2i Kδx=0 − [λi(1+ κi) + δi]Kex1x≥0 + (ri + λi)K1x≥0 − λiKN
(
x + µJi
σJi
)
+ λiKex+µ
J
i+(σ
J
i )
2/2N
(
x + µJi + (σ
J
i )
2
σJi
)
+
H
∑
j=1
qij(Kex − K)1x≥0, (8)
where N (z) denotes the cumulative normal distribution.
3.1. Weak Variational Formulation
In order to carry a spatial discretization of the PIDE (4), we must localize
the spatial domain from R to Ωx = (xmin, xmax). We sub-divide the interval
Ωx into M finite elements, denoting by Ωex a single finite element and construct
a finite element mesh with equidistant nodes, xi, and define a space step h =
(xmax − xmin) /M. The next Theorem is giving the weak variational form of equa-
tion (4) under linear and quadratic finite elements, which is one of the main results
of the present paper.
Theorem 3.1. A weak variational form of (4) is given by
M
∑
e=1
∫
Ωex
n
∑
l=1
φekφ
e
l u
′e,i
l (τ)dx +
M
∑
e=1
∫
Ωex
n
∑
l=1
[
ai
∂φek
∂x
∂φel
∂x
− biφek
∂φel
∂x
− ciφekφel
]
ue,il (τ)dx
−
M
∑
e=1
∫
Ωex
n
∑
l=1
H
∑
j=1
qijφekφ
e
l u
e,j
l (τ)dx−
M
∑
e=1
∫
Ωex
φek
(
M
∑
e=1
∫
Ωex
n
∑
l=1
φel u
e,i
l (τ) f (z− x, i) dz
)
dx
=
M
∑
e=1
∫
Ωex
φek
[
Gψ(i)(x) +
H
∑
j=1
qijψ(j)(x)
]
dx, k = 1, 2, . . . , n, (9)
where for linear finite elements with
{
xei , x
e
i+1
} ∈ Ωex,
φe1(x) =
xei+1 − x
xei+1 − xei
,
φe2(x) =
x− xei
xei+1 − xei
, (10)
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and for quadratic finite elements with
{
xei , x
e
i+1, x
e
i+2
} ∈ Ωex,
φe1(x) =
(x− xei+1)(x− xei+2)
(xei − xei+1)(xei − xei+2)
,
φe2(x) =
(x− xei )(x− xei+2)
(xei+1 − xei )(xei+1 − xei+2)
,
φe3(x) =
(x− xei )(x− xei+1)
(xi+2 − xei )(xei+2 − xei+1)
. (11)
Finally, ai, bi, ci, G and f (z − x, i) have been already defined before (see previous
sections).
Proof. Let us first multiply the system (4) by a weight function ϑ(x) ∈ L2 (Ωx)
with the property that ϑ(x) vanishes on the end boundaries ∂Ωx and then, inte-
grate the result over the domain Ωx to obtain∫
Ωx
ϑU¯(i)τ + aiϑxU¯
(i)
x − ϑ
(
biU¯
(i)
x + ciU¯(i)
)
dx−
∫
Ωx
ϑ
(
H
∑
j=1
qijU¯(j)
)
dx
−
∫
Ωx
ϑ
(∫
R
U¯(i)(z, τ) f (z− x, i) dz
)
dx
=
∫
Ωx
ϑGψ(i)(x) dx +
∫
Ωx
ϑ
(
H
∑
j=1
qijψ(j)(x)
)
dx, (12)
for i = 1, 2, . . . , H with initial condition given by∫
Ωx
ϑU¯(i)(x, 0) dx = 0.
The finite element approximation employed in the following is based on an
element-wise assembly procedure. Therefore, the weak variational form (12) is
re-written in terms of a sum of integrals over a finite element of sub-domain Ωex
as given below,
M
∑
e=1
[∫
Ωex
ϑU¯(i)τ + aiϑxU¯
(i)
x − ϑ
(
biU¯
(i)
x + ciU¯(i)
)
dx −
∫
Ωex
ϑ
(
H
∑
j=1
qijU¯(j)
)
dx
−
∫
Ωex
ϑ
(∫
R
U¯(i)(z, τ) f (z− x, i) dz
)
dx
]
=
M
∑
e=1
∫
Ωex
ϑGψ(i)(x) dx +
M
∑
e=1
∫
Ωex
ϑ
(
H
∑
j=1
qijψ(j)(x)
)
dx (13)
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with initial condition given by
M
∑
e=1
∫
Ωex
ϑU¯(i)(x, 0) dx = 0.
Over each finite elementΩex, we let U¯(i) in (13) be defined by a linear combina-
tion of Lagrangian basis functions φel (x), where for linear and for quadratic finite
elements, see (10) and (11), respectively. Thus,
U¯(i)(x, τ) =
n
∑
l=1
φel (x)u
e,i
l (τ), (14)
where the ue,il (τ) are unknowns that must be determined and n denotes the num-
ber of nodes. Therefore, substituting (14) and letting the weight function equal to
the basis function under the Galerkin method, we obtain the following represen-
tation for the weak form(13) with no non-local jump integral
M
∑
e=1
∫
Ωex
n
∑
l=1
φekφ
e
l u
′e,i
l (τ)dx +
M
∑
e=1
∫
Ωex
n
∑
l=1
[
ai
∂φek
∂x
∂φel
∂x
− biφek
∂φel
∂x
− ciφekφel
]
ue,il (τ)dx
−
M
∑
e=1
∫
Ωex
n
∑
l=1
H
∑
j=1
qijφekφ
e
l u
e,j
l (τ)dx, (15)
for k = 1, 2, . . . , n. Finally, the Galerkin approximation for the jump integral term
with regimes i is given by
∫
Ωx
ϑ
(∫
R
U¯(i)(z, τ) f (z− x, i) dz
)
dx
=
M
∑
e=1
∫
Ωex
φek
(
M
∑
e=1
∫
Ωex
n
∑
l=1
φel u
e,i
l (τ) f (z− x, i) dz
)
dx. (16)
Remark 1. The representation on the right-hand-side of the jump integral term,
(16), for the linear elements is approximated by
M
∑
e=1
∫
Ωex
(
φe1
φe2
)
J dx,
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where
J = h
2
(
u(i)0 (τ) f (x0 − x, i) + 2
M−1
∑
l=1
u(i)l (τ) f (xl − x, i) + u(i)M (τ) f (xM − x, i)
)
,
and similarly, for the quadratic finite elements is approximated by
M
∑
e=1
∫
Ωex
 φe1φe2
φe3
J dx,
where
J = h
6
M
∑
l=1
[
f (x2l−2 − x, i)u(i)2l−2(τ) + 4 f (x2l−1 − x, i)u(i)2l−1(τ) + f (x2l − x, i)u(i)2l (τ)
]
.
3.2. The Semi-Discrete System
Under the regime switching model, the spatial approximation using finite el-
ement method explained in Subsection 3.1 and by Theorem 3.1 leads to a set of
initial value problems that must be solved using appropriate time stepping meth-
ods. We thus obtain a system of ordinary differential equations given by
Mu′(τ) + (S− J)u(τ) = f, (17)
with mass matrix M, stiffness matrix S, jump integral matrix J and load vector
f. Under each regime i, the mass matrix, denoted by Mx, the stiffness matrix,
denoted by Sx and jump integral matrix, denoted by Jx are derived from (15) and
(16). The load vector f is derived from the right-hand-side of (13). The matrices
and load vector result after adjusting for the homogeneous Dirichlet boundary
conditions (6).
The mass matrix M is derived using the Kronecker product, ⊗, of the identity
matrix I of order H × H and mass matrix Mx and is given by
M = I⊗Mx.
For linear finite elements, the matrix Mx is found by assembling element matrices
h
6
(
2 1
1 2
)
,
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over a fixed number of linear finite elements and imposing the homogeneous
boundary conditions on the resulting global matrix. In a similar manner, for
quadratic basis functions, Mx is generated by the assembly of 3× 3 matrices
h
30
 4 2 −12 16 2
−1 2 4
 ,
over the number of quadratic finite elements and then adjusting for the boundary
conditions on the resulting global matrix.
For the stiffness matrix S, we have the following representation
S = diag (a1, a2, . . . , aH)⊗D− diag (b1, b2, . . . , bH)⊗A
− diag (c1, c2, . . . , cH)⊗M−Q⊗M, (18)
where matrix D is the matrix corresponding to the diffusion term generated from
the inner product (
φ′ek , φ
′e
l
)
L2(Ωx)
=
M
∑
e=1
∫
Ωex
∂φek
∂x
∂φel
∂x
dx,
and A is the matrix derived using the inner product representation
(
φek, φ
′e
l
)
L2(Ωx)
=
M
∑
e=1
∫
Ωex
φek
∂φel
∂x
dx.
The jump integral matrix J is constructed using the blkdiag function in Matlab,
by assembling the jump matrices under distinct regimes.
4. Exponential Time Integration (ETI)
In this section, we apply exponential time integration to solve the initial value
problem (17) in the interval [0, T]. For an European option, the system (17) is
solved in a single time step and the solution is given by
u(T) = A−1
(
eAT − I
)
b, (19)
where I is the identity matrix of same size as matrix A, and matrix A and vector b
in (19) are given by
A = −M−1(S− J), b =M−1f,
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respectively. We note that the solution for European options using the expo-
nential time integration technique consists of evaluating the form A−1
(
eAT − I).
The evaluation of the matrix A and the vector b can be efficiently carried out,
mainly due to the fact that matrix M is sparse. Several methods for computing
A−1
(
eAT − I) have been proposed in the literature among which [24] considers
a matrix decomposition mechanism and is the cheapest in terms of computa-
tional time with a level of accuracy comparable to the explicit evaluation of the
formula A−1
(
eAT − I). Our algorithm implements this term explicitly using Mat-
lab’s expm and inv functions. In order to obtain the option price at time T, we add
the payoff ψi(x), for all i = 1, 2, . . . , H to u(T) obtained in (19).
4.1. American options
The American option pricing problem is formulated as a linear complimenta-
rily problem, given by
U(i)τ (x, τ)−LU(i)(x, τ)−
H
∑
j=1
qijU(j)(x, τ) ≥ 0, (x, τ) ∈ R× (0, T],
U(i)(x, τ)−U(i)(x, 0) ≥ 0, U(i)(x, 0) = ψ(i)(x),(
U(i)τ (x, τ)−LU(i)(x, τ)−
H
∑
j=1
qijU(j)(x, τ)
)(
U(i)(x, τ)−U(i)(x, 0)
)
= 0. (20)
The operator splitting technique [12] applied to (20) leads to solving a linear
PIDE problem of the form given by
U(i)τ (x, τ)−LU(i)(x, τ)−
H
∑
j=1
qijU(j)(x, τ) = Λ(i)(τ), (21)
where Λ(i)(τ) is a penalty term satisfying Λ(i)(τ) ≥ 0. In order to satisfy the
requirement that the value of the American option is at least the payoff, additional
constraints need to be enforced as given below:(
U(i)(x, τ)−U(i)(x, 0
)
·Λ(i)(τ) = 0,
U(i)(x, τ) ≥ ψ(i)(x), (x, τ) ∈ R× (0, T].
Since we solve for an excess to payoff value, the numerical scheme for pricing
an American option using the method of finite elements, exponential time inte-
gration and operator splitting technique is given by
Mu′(τ) + (S− J)u(τ) = f+ f1 ·Λ(τ). (22)
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In order to derive the vector f1, we first consider the finite element approximation
given by
H =
M
∑
e=1
∫
Ωex
ϑ dx. (23)
We then perform a Kronecker product using the resulting vector h, obtained from
(23), in the following way
f1 =
 1...
1

H×1
⊗ h.
Thus, f1 · Λ(τ) is the vector obtained by componentwise multiplications of the
elements in f1 and Λ(τ).
To solve the system (22), we rewrite it as
u′(τ) = Au(τ) +M−1 (f+ f1 ·Λ(τ)) ,
with initial condition being u(0) = 0.
We then define a uniform time mesh τn = nk, for n = 0, 1, 2, . . . , N with
constant time step k = T/N. At time τn+1, the solution is given by
u¯
(
τn+1
)
= eAku (τn) +A−1
(
eAk − I
)
b (τn) ,
where b (τn) = M−1 (f+ f1 ·Λ(τn)). The vector u
(
τn+1
)
is then obtained by
enforcing the constraints
u
(
τn+1
)
= max
(
0, u¯
(
τn+1
)
− kΛ(τn)
)
,
and
Λ(τn+1) = Λ(τn) +
1
k
(
u
(
τn+1
)
− u¯
(
τn+1
))
,
respectively, where Λ(τ0) = 0. To find the American option value, we add the
payoff function to the solution vector u
(
τN+1
)
.
5. Numerical Experiments
In this section, we demonstrate the performance of the proposed computa-
tional scheme for pricing European and American options under Merton’s jump
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diffusion model for two-state and three-state regimes. We also consider the pric-
ing of Butterfly call option under the three-state regime switching model. All
codes are run in Matlabr R2010a with 8.00GB RAM and 2.90 Ghz processor. In
the sequel, ’Error’ refers to the difference between successive numerical solutions
following mesh refinements, given by
Error = |PriceM − Price2M|,
and ’Ratio’ denotes the ratio of errors.
5.1. Two-State Regimes
The first test example prices a European put option using linear and quadratic
finite elements and the ETI scheme. The results are reported in Table 1 at the
points where the strike price K equals the spot value S = 40, and the data set in
[8] is used, where the rate of interest and the dividend yield under both regimes
are ri = 0.08 and δi = 0, respectively and the jump parameters for i = 1, 2 are
µJi = −0.025, σJi =
√
0.05, λi = 5,
with time to maturity T = 1, strike price K = 40 and the generator matrix Q given
by ( −0.5 0.5
0.5 −0.5
)
.
[Insert TABLE 1 about here]
The computational domains under Regimes 1 and 2 are set atΩx = [−3, 3] and
Ωx = [−2.5, 2.5], respectively. The prices for the European option with volatilities
σ1 = 0.3 and σ2 = 0.1 are computed such that the number of quadratic elements
is half the number of linear elements. Under linear elements, second order con-
vergence rates are achieved for both σ1 = 0.3 and σ2 = 0.1, indicated by a ratio
of errors of 4. Under the quadratic elements, we find that ratios of errors of ap-
proximately 16 are achieved as the mesh sizes are refined, thus indicating very
high level of accuracy. In [28] and [8], the option prices obtained for σ1 = 0.3 are
7.0372 and 7.0369 respectively, and similarly for σ2 = 0.1, they are given by 6.3165
and 6.3162, respectively. To our knowledge, this paper is the first to achieve such
high rates of convergence with ratio of errors of approximately 16 under regime
switching jump diffusion models. The ETI scheme is an efficient time integration
method for option valuation as it solves for the European option value in a single
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time step and no difficulty is faced when evaluating the matrix exponential for
reasons outlined in [26] and [27]. A comparison of the numerical solutions listed
in Table 1 shows that few quadratic Lagrange basis functions lead to highly accu-
rate solutions. We find that under Regime 1, 80 quadratic elements result in an
accuracy of 10−3 whereas 320 linear elements are required to reach the same level
of accuracy. A similar observation is made for Regime 2 solutions where the accu-
racy 10−4 is achieved using 1280 linear elements compared to 160 quadratic basis
functions. In addition, the option value 7.0369172 is achieved using 640 quadratic
finite elements producing an accuracy of 10−7 computed in only a single time step,
whereas in [8], the solution is 7.0369 generated using N = 2000 time steps. Simi-
larly, we note that 640 quadratic finite elements lead to the option value 6.3162802
with a level of accuracy of 10−6, whereas [8] uses N = 2000 time-steps to obtain
6.3177.
[Insert TABLE 2 about here]
Table 2 lists the prices of an American put option calculated using the data
set in [8], at the point where strike price K = 40 equals the spot value, S and
with time to maturity, T = 1. We observe that the linear elements achieve second
order rates of convergence and quadratic basis functions yield very high level
of accuracy, for both the high and the low volatility regimes. Comparing our
solutions to those obtained in [8], we find that the numerical scheme in [8] for
pricing the American put option under the high volatility regime σ1 = 0.3 and the
low volatility regime σ2 = 0.1 produces a ratio of error which is near to 0.5. In
addition, we find that 320 quadratic elements give a level of accuracy of 10−6 and
10−5 with American option price 7.3814864 and 6.6292392, respectively, using 640
time intervals whereas, in [8], larger time intervals must be considered to attain
the solutions 7.3810 and 6.6304.
[Insert TABLE 3 about here]
[Insert TABLE 4 about here]
5.2. Three-State Regime
The solutions in both Table 3 and Table 4 are computed using the data in [19],
which for a three state economy under regime-switching Merton model are as
follows:
σi = 0.15, ri = 0.05, δi = 0, µ
J
i = −0.5, σJi = 0.45,
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with jump intensities λi and generator matrix Q given by
Q =
 −0.8 0.6 0.20.2 −1.0 0.8
0.1 0.3 −0.4
 , and λ =
 0.30.5
0.7
 .
The values of the jump intensities and the generator matrix are chosen as in the
papers by [2, 13] and [19]. The exercise price is K = 100 and the time to maturity
is T = 1. The solutions reported in both Tables 3 and 4 are at the point where the
strike price, K equals the spot value, S = 100. Table 3 lists the prices for European
put options at jump intensities λ1 = 0.3, λ2 = 0.5 and λ3 = 0.7, respectively. The
computational domain for all the three regimes is Ωx = [−4.6, 4.6]. The linear
elements yield quadratic rates of convergence under each regime for λ1 = 0.3,
λ2 = 0.5 and λ3 = 0.7, respectively. On the other hand, we find that quadratic
finite elements lead to ratios of errors of approximately 16 for all the three states
of the economy. We also note that the price of the European put option at the first
state of the economy under the regime-switching Merton model at S = K = 100
in [19] is 10.545878 achieved using 4096 and 3200 spatial and time steps, respec-
tively. In Table 3, we obtain 10.5458970 using 640 quadratic finite elements and
10.5450898, using 1280 linear finite elements and single time step. The efficiency
of the combination of quadratic basis functions and ETI scheme is clearly demon-
strated by the numerical solutions reported in Table 3 for all three regimes, where
160 quadratic elements result in an error of order 10−3 and 10−4 whereas, 1280
linear elements are required to achieve the same level of accuracy.
Next, we compute the American put option prices for the three states of the
economy, with λ1 = 0.3, λ2 = 0.5 and λ3 = 0.7, see Table 4, where the domain of
computation is set to Ωx = [−3.5, 3.5].
Similar to previous numerical experiments considered in the subsections above,
we achieve better solutions in terms of accuracy for quadratic elements. For in-
stance, only 256 quadratic elements and 512 time steps are required to achieve a
solution of 13.8313990 for the second state of the economy. In [19], the solution
obtained for the same set of parameters is 13.831394 using 4096 spatial steps and
3200 time steps. Furthermore, In Table 4, we find that quadratic elements yield
an accuracy of 10−5 using 256 elements whereas 4096 spatial steps are required to
attain the same level of accuracy in [19].
[Insert TABLE 5 about here]
The following numerical example concerns the pricing of a butterfly call option
using the combination of ETI and linear and quadratic basis functions with the
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3× 3 generator matrix Q. We show through the results displayed in Table 5 that
the proposed numerical algorithm is very efficient for pricing options other than
the vanilla type options.
[Insert FIGURE 1 about here]
Figure 1 illustrates the solution for the European Butterfly call option under
Regimes 1, 2 and 3 using the ETI scheme combined with 320 quadratic elements
for the data sets in Table 5.
5.3. Comparison of Proposed Scheme with Other Time Stepping Methods in Three Regime
Economy
This subsection considers the numerical comparison of the ETI scheme with
quadratic elements and the three-time levels method described in [19] for pricing
European put. For the purpose of the comparison, we have applied the three-
time levels method to the systems of initial value problem obtained using the
linear finite element approximation technique, where solutions at the initial time
steps are obtained using the first order implicit-explicit scheme in [7]. The data
set used in the following numerical test is σ1 = 0.15, r1 = 0.03, δ1 = 0, µ
J
1 = 0,
σJ1 = 0.3,λ1 = 0.3 and generator matrix
Q =
 −0.8 0.6 0.20.2 −1.0 0.8
0.1 0.3 −0.4
 .
The time to maturity is T = 0.5 years and strike price K = 100. The solutions
are listed in Table 6 at spot prices 90, 100 and 110, with computational domain
Ωx = [−3.2, 3.2] and they correspond to Regime 1 of the economy. CPU refers to
the computational speed of the numerical scheme at given number of nodes.
[Insert TABLE 6 about here]
We find that the quadratic elements are very efficient leading to high level of
accuracies and combined with the ETI scheme yields the solution in a single time-
step for European options. Under Merton jump diffusion model, the normally
distributed jump sizes helps to achieve high convergence rates with solutions of
high level of accuracies when the finite element method with quadratic basis poly-
nomials is employed. However, as mentioned in [9], under Kou’s model, the dis-
continuity at zero in the double-exponentially distributed density function in the
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jump integral term is a major drawback for numerical schemes and hence leads to
approximately linear rates of convergence and low accuracy level-solutions.
At all spot prices S = 90, 100, 110, an error of order 10−6 is achieved using 640
quadratic elements. We also observe that an error of order 10−4 is achieved using
only 160 quadratic elements in 1.5 seconds and one time step, whereas the three-
level method requires 2560 linear elements with 1280 time steps and 25 seconds
to reach the same level of accuracy. Refining further the spatial and temporal
mesh sizes to 5120 and 2560, respectively costs 180 seconds to obtain the solution
9.7088972, 4.1776186, and 1.6333618, at spot prices 90, 100 and 110, respectively
producing an error of order 10−5. The latter is achieved in a mere 13.7330 seconds
with our proposed numerical scheme combining quadratic elements and ETI.
[Insert TABLE 7 about here]
Table 7 contains the numerical solutions for American put options for the three
regimes for varying volatilities, rates of interest and jump parameters and gener-
ator matrix
Q =
 −0.8 0.6 0.20.2 −1.0 0.8
0.1 0.3 −0.4
 .
The solutions are computed using the Crank-Nicolson time-stepping scheme, the
three-level implicit method and ETI scheme with linear and quadratic elements
whereby the early exercise feature of the American option is catered for by the
application of the operator splitting mechanism. For the Crank-Nicolson time
stepping scheme and the three level implicit scheme, we use linear finite elements
for the spatial approximation. We illustrate the performance of the listed time
integration methods with test examples such that a distinct data set is considered
for each regime. All the results displayed in Table 7 are at the point where strike
price, K, equals spot value, that is at K = 100.
Under Regime 1, we use volatility σ1 = 0.13, rate of interest r1 = 0.04 and jump
parameters µJ1 = −0.2, σJ1 = 0.25 and λ1 = 2. The solutions are computed within
the bounded domain Ωx = [−3.5, 3.5] and time to maturity is given by T = 0.5
years. Under the Crank-Nicolson scheme, the jump integral term is treated explic-
itly using the fixed point iteration method. The fast Fourier transform technique
is applied for evaluating the matrix-vector multiplication corresponding to the
jump integral term, under both the Crank-Nicolson and the three-level methods.
Table 7 shows that the Crank-Nicolson scheme, the three-level scheme and the ETI
scheme combined with linear basis functions achieve an error of order 10−3 using
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1280 linear finite elements and 640 time steps. However, the quadratic based ETI
scheme produces the same accuracy using 160 elements.
We make similar observations for American option prices computed under
Regime 2 and 3. For Regime 2, the data set used are σ2 = 0.2, r2 = 0.02, µ
J
2 = 0,
σJ2 = 0.3 and λ2 = 0.8 and time to expiry is 0.5 years with strike price K = 100 and
Ωx = [−3.6, 3.6]. Under Regime 3, we use the parameters σ3 = 0.15, r3 = 0.07,
µJ3 = 0.1, σ
J
3 = 0.35 and λ3 = 1 and time to expiry is 0.5 years with strike price
K = 100 and Ωx = [−3.6, 3.6].
Table 7 further demonstrates the efficiency of ETI and quadratic elements for
pricing American options. We find that in order to achieve an error of order 10−6
as obtained by the quadratic basis functions, the Crank-Nicolson, the three-level
method and the linear element ETI scheme require that the mesh size be further
refined at the cost of an increase in computational time.
6. Conclusion
This paper has considered the pricing of European, American and Butterfly
options under two-state and three-state regime switching Merton jump diffusion
model. We solved a system of PIDEs using Lagrange finite element techniques
and exponential time integration methods studied in [26] and in [27]. The numer-
ical experiments carried out in Section 5 demonstrate that the numerical schemes
derived in this paper are very efficient based on the levels of accuracy achieved
when compared to the performance of the existing numerical schemes for pricing
options under regime-switching model with jump diffusion processes.
Indeed, our results compared with those derived in [8] and [19] achieved high
rates of convergence using few quadratic basis functions. For European options
under two-states and three-states of the economy, the ETI scheme solves the finite
element system of equations in a single time step. For American options, the
operator splitting mechanism combined with the ETI scheme produces reliable
and accurate solutions within few time steps compared to the number of time
steps employed in existing papers.
As an extension of the present work, the application of our technique to other
types of exotic options or hybrid financial products, such as barrier options, look-
back options, Asian options, game options, passport options and option-embedded
insurance products, etc can be also explored. Finally, we may extend our frame-
work to deal with different types of parameters’ uncertainty.
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TABLES - FIGURES
Linear Quadratic
M Price Error Ratio M Price Error Ratio
Ωx = [−3, 3], σ1 = 0.3
20 6.4942807 10 7.1651885
40 6.8504798 3.5620(-1) 20 7.0620605 1.0313(-1)
80 6.9887817 1.3830(-1) 2.6 40 7.0388825 2.3178(-2) 4.4
160 7.0248032 3.6022(-2) 3.8 80 7.0370445 1.8380(-3) 12.6
320 7.0338839 9.0807(-3) 4.0 160 7.0369252 1.1927(-4) 15.4
640 7.0361586 2.2747(-3) 4.0 320 7.0369177 7.5103(-6) 15.9
1280 7.0367275 5.6894(-4) 4.0 640 7.0369172 4.7305(-7) 15.9
Ωx = [−2.5, 2.5], σ2 = 0.1
20 5.8318448 10 6.7068379
40 6.1669349 3.3509(-1) 20 6.4198575 2.8698(-1)
80 6.2776528 1.1072(-1) 3.0 40 6.3279645 9.1893(-2) 3.1
160 6.3065333 2.8880(-2) 3.8 80 6.3171558 1.0809(-2) 8.5
320 6.3138372 7.3039(-3) 4.0 160 6.3163374 8.1840(-4) 13.2
640 6.3156689 1.8316(-3) 4.0 320 6.3162836 5.3838(-5) 15.2
1280 6.3161271 4.5827(-4) 4.0 640 6.3162802 3.4031(-6) 15.8
Table 1: Numerical solutions at K = S = 40, for European put option under two-regime model
with σ1 = 0.3 and σ2 = 0.1.
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Linear Quadratic
N M Price Error Ratio M Price Error Ratio
Ωx = [−3, 3], σ = 0.3
20 20 6.8621126 10 7.5126709
40 40 7.1985901 3.3648(-1) 20 7.4030829 1.0959(-1)
80 80 7.3339875 1.3540(-1) 2.5 40 7.3827493 2.0334(-2) 5.4
160 160 7.3696763 3.5689(-2) 3.8 80 7.38154286 1.2064(-3) 16.9
320 320 7.3785487 8.8724(-3) 4.0 160 7.3814850 5.7892(-5) 20.8
640 640 7.3807372 2.1885(-3) 4.1 320 7.3814864 1.4335(-6) 40.4
Ωx = [−2.5, 2.5], σ = 0.1
20 20 6.1395118 10 6.9964967
40 40 6.4785649 3.3905(-1) 20 6.7393765 2.5712(-1)
80 80 6.5914156 1.1285(-1) 3.0 40 6.6417966 9.7580(-2) 2.6
160 160 6.6198455 2.8430(-2) 4.0 80 6.6301192 1.1677(-2) 8.4
320 320 6.6267781 6.9326(-3) 4.1 160 6.6292841 8.3513(-4) 14.0
640 640 6.6286166 1.8386(-3) 3.8 320 6.6292392 4.4861(-5) 18.6
Table 2: Numerical solutions at K = S = 40, for American put option under two-regime model
with σ1 = 0.3 and σ2 = 0.1.
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Linear Quadratic
M Price Error Ratio M Price Error Ratio
Ωx = [−4.6, 4.6], λ1 = 0.3
40 9.5726396 20 10.3618709
80 10.3330037 7.6036(-1) 40 10.5632097 2.0134(-1)
160 10.4939141 1.6091(-1) 4.7 80 10.5469100 1.6300(-2) 12.4
320 10.5329663 3.9052(-2) 4.1 160 10.5459518 9.5822(-4) 17.0
640 10.5426681 9.7018(-3) 4.0 320 10.5459001 5.1701(-5) 18.5
1280 10.5450898 2.4218(-3) 4.0 640 10.5458970 3.1674(-6) 16.3
Ωx = [−4.6, 4.6], λ1 = 0.5
40 12.1008766 20 12.9755541
80 12.8922315 7.9135(-1) 40 13.1280912 1.5254(-1)
160 13.0541776 1.6195(-1) 4.9 80 13.1082830 1.9808(-2) 7.7
320 13.0936244 3.9447(-2) 4.1 160 13.1067947 1.4883(-3) 13.3
640 13.1034355 9.8111(-3) 4.0 320 13.1067073 8.7366(-5) 17.0
1280 13.1058852 2.4497(-3) 4.0 640 13.1067019 5.4067(-6) 16.2
Ωx = [−4.6, 4.6], λ3 = 0.7
40 13.9215882 20 14.8406817
80 14.7035240 7.8194(-1) 40 14.9375272 9.6845(-2)
160 14.8602701 1.5675(-1) 5.0 80 14.9137680 2.3759(-2) 4.1
320 14.8988343 3.8564(-2) 4.0 160 14.9117752 1.9928(-3) 11.9
640 14.9084483 9.6140(-3) 4.0 320 14.9116584 1.1679(-4) 17.1
1280 14.9108502 2.4019(-3) 4.0 640 14.9116512 7.1869(-6) 16.3
Table 3: Numerical solutions at S = K = 100, for a European put option under three regime
Merton jump diffusion model.
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Linear Quadratic
Ωx = [−3.5, 3.5] λ1 = 0.3
M N Price Error Ratio M N Price Error Ratio
16 16 6.4766039 8 16 9.0633352
32 32 9.9791680 3.5026 16 32 11.1994005 2.1361
64 64 10.9089120 9.2974(-1) 3.8 32 64 11.1411764 5.8224(-2) 36.7
128 128 11.0788424 1.6993(-1) 5.5 64 128 11.1261351 1.5041(-2) 3.9
256 256 11.1141262 3.5284(-2) 4.8 128 256 11.1250693 1.0658(-3) 14.1
512 512 11.1224373 8.3110(-3) 4.2 256 512 11.1250406 2.8668(-5) 37.2
Ωx = [−3.5, 3.5] λ1 = 0.5
M N Price Error Ratio M N Price Error Ratio
16 16 8.9745420 8 16 11.9917770
32 32 12.8947292 3.9202 16 32 14.0740713 2.0823
64 64 13.6378371 7.4311(-1) 5.3 32 64 13.8615849 2.1249(-1) 9.8
128 128 13.7876701 1.4983(-1) 5.0 64 128 13.8328230 2.8762(-2) 7.4
256 256 13.8206682 3.2998(-2) 4.5 128 256 13.8314890 1.3340(-3) 21.6
512 512 13.8287416 8.0734(-3) 4.1 256 512 13.8313990 8.9963(-5) 14.8
Ωx = [−3.5, 3.5] λ1 = 0.7
M N Price Error Ratio M N Price Error Ratio
16 16 10.8448914 8 16 14.1624739
32 32 14.9493499 4.1045 16 32 16.1032638 1.9408
64 64 15.5743583 6.2501(-1) 6.6 32 64 15.7933102 3.0995(-1) 6.3
128 128 15.7103160 1.3596(-1) 4.6 64 128 15.7532644 4.0046(-2) 7.7
256 256 15.7413030 3.0987(-2) 4.4 128 256 15.7516936 1.5708(-3) 25.5
512 512 15.7490041 7.7012(-3) 4.0 256 512 15.7515986 9.4970(-5) 16.5
Table 4: Numerical solutions at S = K = 100, for American put option under three regime Merton
jump diffusion model.
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Linear Quadratic
Regime 1: Ωx = [−2, 2], σ1 = 0.25, r1 = 0, µJ1 = 0, σJ1 = 0.3, λ1 = 1
M Price Error M Price Error
20 1.1386893
40 1.1028579 3.5831(-2) 20 1.0944537
80 1.0982413 4.6166(-3) 40 1.0967580 2.3043(-3)
160 1.0971723 1.0690(-3) 80 1.0968198 6.1759(-5)
320 1.0969104 2.6190(-4) 160 1.0968234 3.6579(-6)
640 1.0968453 6.5088(-5) 320 1.0968237 2.2320(-7)
Regime 2: Ωx = [−2, 2], σ2 = 0.2, r2 = 0.02, µJ2 = −0.5, σJ2 = 0.3, λ2 = 0.8
M Price Error M Price Error
20 0.9815562
40 0.9355795 4.5977(-2) 20 0.9255812
80 0.9295196 6.0599(-3) 40 0.9275855 2.0043(-3)
160 0.9280978 1.4217(-3) 80 0.9276286 4.3156(-5)
320 0.9277477 3.5012(-4) 160 0.9276313 2.7265(-6)
640 0.9276605 8.7172(-5) 320 0.9276315 1.7343(-7)
Regime 3: Ωx = [−2, 2], σ3 = 0.15, r3 = 0.07, µJ3 = 0.1, σJ3 = 0.35, λ3 = 1
M Price Error M Price Error
20 1.2920231
40 1.1996887 9.2334(-2) 20 1.1762833
80 1.1881729 1.1516(-2) 40 1.1844393 8.1560(-3)
160 1.1855269 2.6460(-3) 80 1.1846507 2.1132(-4)
320 1.1848769 6.5005(-4) 160 1.1846607 1.0006(-5)
640 1.1847151 1.6175(-4) 320 1.1846613 5.7915(-7)
Table 5: Numerical solutions of a European Butterfly call option under three state economy at
K = S = 100 and T = 1 year.
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Figure 1: Illustration for a European Butterfly call option for the three state economy
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