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abstract
This is an extension of quantum spinor construction in [DF2]. We define quan-
tum affine Clifford algebras based on the tensor category and the solutions of q-KZ
equations, construct quantum spinor representations of Uq(gˆl(n)) and explain clas-
sical and quantum boson-fermion correspondence.
I. Introduction.
The independent discovery of a q-deformation of universal enveloping algebra
of an arbitrary Kac-Moody algebra by Drinfeld [D1] and Jimbo [J1] immediately
raised numerous questions about q-deformations of various structures associated
to Kac-Moody algebras. A major step in this direction was the work by Lusztig
[L], who obtained a q-deformation of the category of highest weight representations
of Kac-Moody algebras for generic or formal parameter q. There were a number
of successful results on q-deformation of various mathematical structures of finite
dimensional and affine Lie algebras [D2], [J2], [FJ], [H], [FR], etc. However each
particular problem required its own special insight and in some cases presented
formidable difficulties.
In [DF2], we propose an invariant approach, which was also stressed in [FRT],
where a q-analogue of matrix realization of classical Lie algebras was given. We
manage to use such an approach to define quantum Clifford and Weyl algebras
using general representation theory of quantum groups. We show that the explicit
formulas for quantum Clifford and Weyl algebras match the ones actively studied
in physics literature (see e.g. [WZ], [K]). Using those quantum algebras, we con-
struct spinor and oscillator representations of quantum groups of classical types
and recover all the relevant formulas for the quantum construction. Uniqueness
arguments from representation theory allow us to justify that the quadratic expres-
sions in quantum Clifford and Weyl algebras provide the desired representations.
An explicit verification of Serre’s relations for quantum groups lead to rather in-
volved formulas (cf. [H]). The key idea consists of reformulating familiar classical
constructions entirely in terms of the tensor category of highest weight representa-
tions and then, using Lusztig’s result on q-deformation of this category to define
the corresponding quantum structures. In the quantum case, we often need a qua-
sitriangular structure of the tensor category introduced by Drinfeld [D3], since it
plays the role of the symmetric structure in the classical case. In particular, we
would like to emphasize the central role of the universal Casimir operator implied
by the quantum structure.
The motivation to develop such an invariant approach for the quantum groups
corresponding to the simple finite dimensional algebras is surely to apply it to gen-
eral cases, especially affine quantum groups. In this paper, we parallelly extend the
idea to the cases of the spinor representations of quantum affine groups Uq(gˆl(n))
and Uq(sˆl(n)), though there is slight difference. In a subsequent work, we will
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2present the corresponding results of the cases of oˆ(n) and sˆp(2n) as for the cases of
o(n) and sp(2n) in [DF2].
For undeformed affine Lie algebras, Garland showed [G] that the affine Kac-
Moody algebra gˆ associated to a simple Lie algebra g admits a natural realization
as a central extension of the corresponding loop algebra g⊗ C[t, t−1].
For classical affine Lie algebras, we have the Frenkel-Kac construction to ob-
tain so-called bosonic representations by vertex operators in terms of Heisenberg
algebra. There also exists another family of representations, the fermionic repre-
sentations [F] [FF] in terms of affine Clifford algebras. For these two families of
representations, there exists the well known boson-fermion correspondence [F1] to
show their equivalent relations.
As in the undeformed classical cases, with the canonical basis for the n-dimension
representation of gl(n), starting from abstract representations without any concrete
realization, we can write down formulas that completely parallel to the ones in
[DF2] to obtain the isomorphism between the algebra generated by intertwiners
and affine Clifford algebra, and derive the spinor construction. This provides a
structural explanation of the boson-fermion correspondence.
For the quantum case, Faddeev, Reshetikhin and Takhtajan [FRT2] have shown
how to extend their realization of Uq(g) to the quantum loop algebra Uq(g⊗ [t, t
−1])
via a canonical solution of the Yang-Baxter equation depending on a parameter
z ∈ C. The first realization of the quantum affine algebra Uq(gˆ) and its special
degeneration called the Yangian were obtained by Drinfeld [D2].
Later Reshetikhin and Semenov-Tian-Shansky [RS] incorporated the central ex-
tension in the previous construction of [FRT2] to obtain the second realization of
the quantum affine algebra Uq(gˆ).
As for the cases of deformation of finite dimensional Lie algebras, with the theory
of Lusztig of the q-deformation of the category of highest weight representations,
we construct the spinor representation of Uq(gˆl(n)) with intertwiners completely
parallel to the case of the quantum groups of classical types as explained in [DF2].
On the other hand, with the Heisenberg algebra, Frenkel and Jing [FJ] con-
structed representations of Uq(sˆl(n)) by vertex operators in terms of Drinfeld’s
realization, which could be extended to Uq(gˆl(n)). This gives us the quantized
bosonic construction.
In [DF], we explicitly established a relation between two realizations of the quan-
tum affine algebra Uq(gˆl(n)). We show that the realization of Drinfeld’s construc-
tion can be naturally established in the Gauss decomposition of a matrix composed
of elements of the quantum affine algebra. With this isomorphism, we are able to
establish the quantum boson-fermion correspondence for the case of Uq(gˆl(n)) by
the concrete isomorphism between those two representations via the intertwiners,
whose bosonization is partially solved in [Ko].
Hayashi constructed fermionic representations of Uq(sˆl(n)), where however he
only obtained the realization of the basic generators. From the point view of this
paper, his definition of the quantized fermions does not reveal the new structure
quantum fermions possess.
The quantum Clifford algebras we define are closely related to massive quantum
field theory[Sm]. We will construct a realization of an algebra, which resmebles
the algebra to define form factors in massive quantum field theory based on the
quantum Clifford algebra.
3This paper is arranged as follows. We present the basic idea of this paper in
Section 1. Then in Section 2, we will present different realizations of Uq(gˆl(n)).
In section 3, we will reconstruct classical spinor representations and boson-fermion
correspondence. Section 4 will give the construction of spinor representations of
Uq(gˆl(n)) and explain the quantum boson-fermion correspondence. We will also
discuss the connection with the theory of form factors in massive quantum field
theory.
1. Univeral Casimir Operators of Affine Quantum Groups
The definitions of quantum groups corresponding to the affine Lie algebras, which
were given by Drinfeld [D1] and Jimbo [J1] in terms of generators and quantized
relations corresponding to the affine Cartan matrices, are very simple.
Definition 1.1. Let (aij) be a Cartan matrix for an affine Lie algebra gˆ [Ka]. Let
(d0, . . . , dn) be a vector with integer entries di ∈ {1, 2, 3, 4} such that (diaij) is
symmetric. Let q be an indeterminate. Uq(gˆ) is an associative algebra on C[q, q
−1]
with generators Ei, Fi, Ki,K
−1
i (i = 0, 1.., n) and the relations are:
KiKj = KjKi KiK
−1
i = K
−1
i Ki = 1
KiEj = q
diaijEjKi, KiFj = q
−diaijFjKi
EiEj − FjEi = δij
Ki −K
−1
j
qdi − q−di
∑
r+s=1−aij
(−1)s
[
1− aij
s
]
di
EriEjE
s
i = 0, if i 6= j,(1.1)
∑
r+s=1−aij
(−1)s
[
1− aij
s
]
di
F ri FjF
s
i = 0, if i 6= j,
where for integers N,M, d ≥ 0, we define
(1.2) [N ]d! =
N∏
a=1
qda − q−da
qd − q−d
,
[
M +N
N
]
d
=
[M +N ]d!
[M ]d![N ]d!
.
The quantum group Uq(gˆ) has a noncocommutative Hopf algebra structure with
comultiplication ∆, antipode S and counit ε defined by
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei,
∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,
∆(Ki) = Ki ⊗Ki,(1.3)
S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi, S(Ki) = K
−1
i ,
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1.
We define an automorphism Dz of Uq(gˆ) as
Dz(E0) = zE0, Dz(F0) = z
−1F0,
4and Dz fixes all other generators. We also define the map ∆z(a) = (Dz ⊗ id)∆(a)
and ∆′z(a) = (Dz ⊗ id)∆
′(a), where a ∈ Uq(gˆ) and ∆
′ denotes the opposite comul-
tiplication.
Let d be an operator such that d commutes with all other elements but have the
relation that
[d, E0] = E0, [d, F0] = −F0.
It is clear that action of Dz is equivalent to conjugation by z
d.
For the algebra generated by Uq(gˆ) and the operator d, which we denote by
Uq(g˜), from the theory of Drinfeld[D2], we know that it has a universal R-matrix
R¯.
Proposition 1.1. [D2] There exists an element R¯ in U+q (g˜)⊗ˆU
−
q (g˜) such that R¯
satisfies the properties:
R¯∆(a) = ∆op(a)R¯,
(∆⊗ id)(R¯) = R¯13R¯23,(1.4)
(id⊗∆)(R¯) = R¯13R¯12,
where a ∈ Uq(g), ∆
op denotes the opposite comultiplication, R¯12 =
∑
i ai⊗ bi⊗1 =
R¯⊗ 1, R¯13 =
∑
i ai ⊗ 1⊗ bi, R¯23 =
∑
i 1⊗ ai ⊗ bi = 1⊗ R¯.
Here U+q (g˜) is the subalgebra generated by Ei, Ki and d and U
−
q (g˜) is the
subalgebra generated by Fi, Ki and d.
Let
R¯(z) = (Dz ⊗ id)R¯.
Let C be the central element corresponding to the central extension of the quan-
tum affine algebra. Let R(z)=q−d⊗C−C⊗dR¯(z), then we have
Corollary 1.1. R(z) ∈ Uq(bˆ+)⊗ˆUq(bˆ−)⊗ C[[z]], such that
R(z)∆z(a) = (D
−1
qC2
⊗D−1
qC1
)∆′z(a)R(z),
(∆⊗ I)R(z) = R13(zq
C2)R23(z),
(1.5) (I ⊗∆)R(z) = R13(zq
−C2)R12(z),
R12(z)R13(zq
C2/w)R23(w) = R23(w)R13(zq
−C2/w)R12(z).
Here C1 = C ⊗ 1, C2 = 1⊗ C, Uq(bˆ+) is the subalgebra generted by Ei, Ki and
Uq(b
−) is the subalgebra generrated by Fi, Ki.
Let
R = (D−1z ⊗ 1)R(z).
5Corollary 1.2. Let C = ((D−1
qC2
⊗D−1
qC1
)R21)R. Then
(1.6) C∆(a) = ((D−2
qC2
⊗D−2
qC1
)∆(a))C.
Proof. From the property of R(z), we know that
(1.7) R∆(a) = (D−1
qC2
⊗D−1
qC1
)∆′(a)R
Thus we have
(1.8) R21∆
′(a) = ((D−1
qC2
⊗D−1
qC1
)∆(a))R21,
and
(1.9) ((D−1
qC2
⊗D−1
qC1
))(R21∆
′(a)) = ((D−1
qC2
⊗D−1
qC1
))(((D−1
qC2
⊗D−1
qC1
)∆(a))R21).
Thus we get that
(1.10)
(D−1
qC2
⊗D−1
qC1
R21)(D
−1
qC2
⊗D−1
qC1
∆′(a)) = (D−2
qC2
⊗D−2
qC1
∆(a))(D−1
qC2
⊗D−1
qC1
R21).
Thus we obtain the proof.
We note that (qC2 ⊗ qC1) is invariant under the permutation.
This proposition shows that the action of C = ((D−1
qC2
⊗D−1
qC1
)R21)R on a tensor
product of two modules is an intertwiner which, however, shifts the actions of E0
and F0 by the constants q
∓2C2 ⊗ q∓2C1 respectively.
We should also notice that Dz ⊗Dz acts invariantly on R. Let R21(z) = (Dz ⊗
1)R21. Note that R21(z) is not equal to P (R(z)), where P is the permutation
operator.
Let V be a finite dimensional representation of Uq(gˆ).
Let
(1.11a) L¯+(z) = (id⊗ πV )(R21(z)),
L¯−
−1
(z) = (id⊗ πV )R(z
−1),
L+(z) = (πV ⊗ id)(R
−1(z)),
L−
−1
(z) = (πV ⊗ id)R
−1
21 (z
−1).
We have that
(1.11b) L¯+(z)PL+(z−1) = 1, L¯−
−1
(z)PL−
−1
(z−1) = 1,
where P is the permutation operator.
Uq(gˆ) as an algebra is generated by operator entries of L¯
+(z) and L¯−
−1
(z), and
it is also generated by operator entries of L+(z) and L−
−1
(z). L¯±(z) are used in
[FR] to obtained q-KZ equation.
Let
(1.12a) L¯(z) = (id⊗ πV )((1⊗D
−1
qC
)R21(z))R(z
−1),
(Dz ⊗ 1)L¯(z) = L¯ = (id⊗ πV )((1⊗D
−1
qC
)R21)R,
and
(1.12b) L(z) = (πV ⊗ id)((DqC ⊗ 1)R
−1(z))R−121 (z
−1),
(1⊗Dz)L(z) = L = (πV ⊗ id)((1⊗DqC )R
−1)R−121 .
6Proposition 1.2.
R¯(
z
w
)L¯±1 (z)L¯
±
2 (w) = L¯
±
2 (w)L¯
±
1 (z)R¯(
z
w
),
R¯(
zq−C
w
)L¯+1 (z)L¯
−
2 (w) = L¯
−
2 (w)L¯
+
1 (z)R¯(
zqC
w
),
(1.13a) R¯(z/w)L¯1(z)R¯(zq
2C/w)−1L¯2(w) = L¯2(w)R¯(zq
−2C/w)L¯1(z)R¯(z/w)
−1,
L¯(z)(id⊗ πV )∆(a) = ((1⊗D
−2
qC
)∆(a))L¯(z),
and
(1.13b)
R¯(
z
w
)L±1 (z)
−1L±2 (w)
−1 = L±2 (w)
−1L±1 (z)
−1R¯(
z
w
),
R¯(
zq−C
w
)L+1 (z)
−1L−2 (w)
−1 = L−2 (w)
−1L+1 (z)
−1R¯(
zqC
w
),
L1(z)R¯(zq
−2C/w)L2(w)R¯(z/w)
−1 = R¯(z/w)L2(w)R¯(zq
2C/w)−1L1(z),
L(z)(id⊗ πV )∆(a) = (Dq2C ⊗ 1∆(a))L(z),
Here R¯(z/w) is the image of R(z/w) on V ⊗ V .
We name L¯(z) and L(z) universal Casimir operator and inverse universal Casimir
operator of the quantum algebra respectively.
The construction of a representation Uq(gˆ) is equivalent to finding a specific
realization of the operator L¯(z) or L(z), which plays the same role as L in the case
of Uq(g) in [DF2]. Naturally we would like to find a way to build this L¯(z) or L(z)
out of the intertwiners, just as in the case of spinor and oscillator representations
of the quantum groups of types A, B, C and D in [DF2].
Let Vλ,k and Vλ1,k be two highest weight representations of Uq(gˆ) with highest
weight λ and λ1 and the center C acting as a multiplication by a number k.
Let Ψ be an intertwiner:
Ψ : Vλ1,k −→ Vλ,k ⊗ V,
(1.14) Ψ(x) = Ψ1(x)⊗ e1 + ...+Ψn(x)⊗ en,
where x ∈ Vλ1,k and ei is a basis for V . Let Ψ
∗ be an intertwiner:
Ψ∗ : Vλ,k −→ Vλ1,k ⊗ V
∗,
(1.15) Ψ∗(x) = Ψ∗1(x)⊗ e
∗
1 + ...+Ψ
∗
n(x)⊗ e
∗
n,
where V ∗ is the left dual representation of V of Uˆq(g), x ∈ Vλ,k and e
∗
i is a basis
for V ∗. Let us identify V ⊗ V ∗ with End(V ).
(Ψ⊗ 1)Ψ∗ = ΣΨiΨ
∗
j ⊗ ei ⊗ e
∗
j gives a map
(Ψ⊗ 1)Ψ∗ : Vλ,k −→ Vλ,k ⊗ V ⊗ V
∗.
7Let L˜ ∈ End(Vλ,k)⊗ End(V ):
(1.16) L˜ = (L˜ij) = ((Dq−2kΨi)Ψ
∗
j ),
where (Dq−2kΨi) means shifting the evaluation representation by the constant q
−2k.
Here we need the assumption that L˜ is well defined, which we define as follows:
On Vλ,k and Vλ1,k, we define a grading by defining the action of E0 lifting the
degree of an element by 1 and F0 lowering the degree of an element by 1. Then
Ψi can be written as ΣZΨi(n), where Ψi(n) shifts the degree of an element by n.
Let Ψa,bi = Σ
b
aΨi(n), a < b. By L˜ is well defined, we mean that any homogeneous
component of the image of an element in Vλ,k under the composite action of Ψ
∗
j
and Ψa,bi converges when a goes to negative infinity and b goes to positive infinity.
Proposition 1.3.
(1.17) L˜∆(a) = ((1⊗Dq−2k)∆(a))L˜,
where a is an element in Uq(gˆ).
Let Φ be an intertwiner:
Φ : Vλ1,k −→ V ⊗ Vλ,k,
(1.18) Φ(x) = e1 ⊗ Φ1(x) + ...+ en ⊗ Φn(x),
where x ∈ Vλ1,k and {ei} is the basis for V . Let Φ
∗ be an intertwiner:
Φ∗ : Vλ,k −→
∗ V ⊗ Vλ1,k,
(1.19) Φ∗(x) = e∗1 ⊗ Φ
∗
1(x) + ...+ e
∗
n ⊗ Φ
∗
n(x),
where ∗V is the right dual representation of V of Uˆq(g), x ∈ Vλ,k and e
∗
i is the basis
for ∗V .
By the right dual representation of V of Uˆq(g), we mean the action of ˆUq(g) on
the dual space given by < av′, v >=< v′, S−1(a)v >, for a ∈ Uˆq(g), v ∈ V and v
′ ∈
∗V .
(1⊗ Φ)Φ∗ = ΣΦiΦ
∗
j ⊗ e
∗
j ⊗ ei gives a map
Φ : Vλ,k −→
∗ V ⊗ V ⊗ Vλ,k.
Let us identify ∗V ⊗ V with End(V ) by the map which maps the first two
components of V ⊗∗ V ⊗ V to C and fix the last component.
Let L˜ ∈ End(V )⊗ End(Vλ,k):
(1.20) L˜ = (L˜ij) = ((Dq2kΦj)Φ
∗
i ),
where (Dq2kΦi) means shifting the evaluation representation by constant q
2k and
we assume L˜ is well defined.
8Proposition 1.5.
(1.21) L˜∆(a) = ((Dq2k ⊗ 1)∆(a))L˜
The key idea is to identify L˜ with L or L˜ with L to obtain representations out
of intertwiners.
The intertwiners for the affine quantum groups are extensively studied by Kyoto
school. They connected the XXZ model in statistical mechanics with the structures
of the representation of quantum affine algebras via the intertwiners. Meanwhile
Jimbo, Miki, Miwa and Nakayashiki [JMMN] and Koyama [K] worked on the boson-
lization of the intertwiners of quantum affine algebras. These results, in some sense,
is trying to obtain the fermions out of bosons.
The results in [DF] enable us to obtain the explicit quantum boson-fermion cor-
respondence via Gauss decomposition of L±(z). Our construction also brings a
different but conceptional understanding to the classical boson-fermion correspon-
dence.
On the other hand, Miki[M], Foda, Iohara, Jimbo, Kedem and Yan [FIJKMY]
presented another idea to construct realizations of L¯± by composition of Ψ and Φ∗.
In a subsequent paper, we will use the idea in this paper to define the corre-
sponding quantum Clifford algebras, quantum Weyl algebras and construct spinor
and oscillator representations of Uq(oˆ(2n)) and Uq(sˆp(2n)). For the spinor repre-
sentation of Uq(oˆ(2n)), only the bosonic realization [B] is available. We expect to
build the boson-fermion correspondence in a similar but simpler way.
2. Realizations of Affine Quantum Groups.
The Drinfeld-Jimbo definition of quantum groups by generators and relations
is valid for an arbitrary generalized Cartan matrix. In particular, the choice of
extended Cartan matrix of type A
(1)
n yields the quantum affine algebra Uq(ŝl(n)).
Drinfeld found in [D4] another realization of the quantum affine algebras, which to
a certain degree plays the role of loop algebra realization in the undeformed case.
We extend Drindeld’s construction to the quantum affine algebra Uq(ĝl(n)).
Definition 2.1. Uq(ĝl(n)) is an associative algebra with unit 1 and generators
(2.1) {X±ik, k
+
jl, k
−
jm, q
± 12 c | i = 1, . . . , n− 1, j = 1, . . . , n, k ∈ Z, l ∈ Z+, m ∈ −Z+}
satisfying relations in terms of the following generating functions in a formal vari-
able z:
(2.2)
X±i (z) =
∑
k∈Z
X±ikz
−k
k+j (z) =
∑
l∈Z+
k+jlz
−l
k−j (z) =
∑
m∈−Z+
k−jmz
−m.
The generators q±
1
2 c are central and mutually inverse. The other relations are:
(2.3) k+j0k
−
j0 = k
−
j0k
+
j0 = 1.
9k±i (z)k
±
j (w) = k
±
j (w)k
±
i (z)
k+i (z)k
−
i (w) = k
−
i (w)k
+
i (z).
z∓ − w±
z∓q−1 − w±q
k∓i (z)k
±
j (w) = k
±
j (w)k
∓
i (z)
z± − w∓
z±q−1 − w∓q
, if j > i.
{
k±i (w)
−1X±j (z)k
±
i (z) = X
±
j (z) if i− j ≤ −1 or
k±i (w)
−1X∓j (z)k
±
i (w) = X
∓
j (z) i− j ≥ 2
.
k±i (z)
−1X−i (w)k
±
i (z) =
z∓q
−1 − wq
z∓ − w
X−i (w)
k±i+1(z)
−1X−i (w)k
±
i+1(z) =
z∓q − wq
−1
z∓ − w
X−i (w)
k±i (z)X
+
i (w)k
±
i (z)
−1 =
z±q
−1 − wq
z± − w
X+i (w)
k±i+1(z)X
+
i (w)k
±
i+1(z)
−1 =
z±q − wq
−1
z± − w
X+i (w).
(2.4)
(zq − wq−1)X−i (z)X
−
i (w) = X
−
i (w)X
−
i (z)(zq
−1 − wq)
(zq−1 − wq)X+i (z)X
+
i (w) = X
+
i (w)X
+
i (z)(zq − wq
−1).
(z − w)X+i (z)X
+
i+1(w) = (zq
−1 − wq)X+i+1(w)X
+
i (z)
(zq−1 − wq)X−i (z)X
−
i+1(w) = (z − w)X
−
i+1(w)X
−
i (z)
[X±i (z), X
±
j (w)] = 0, for Aij = 0
.
[X+i (z), X
−
j (w)] =
(q − q−1)δij{δ(zw
−1q−c)k−i+1(w−)k
−
i (w−)
−1 − δ(zw−1qc)k+i+1(z−)k
+
i (z−)
−1}.
{X±i (z1)X
±
i (z2)X
±
j (w)− (q + q
−1)X±i (z1)X
±
j (w)X
±
i (z2)+
X±j (w)X
±
1 (z1)X
±
i (z2)}+ {z1 ↔ z2} = 0,
for Aij = −1.
Here z± = q
∓ c2 z, Aij are the entries of the Cartan matrix for sl(n), and
(2.5) δ(z) =
∑
n∈Z
zn.
Drinfeld’s realization of the subalgebra Uq(ŝl(n)) is given by x
±
i (z) = (q−q
−1)−1X±i (zq
i),
ψi(z) =k
−
i+1(zq
i)k−i (zq
i)−1 and ϕi(z) = k
+
i (zq
i)k+i+1(zq
i)−1. [DF].
Drinfeld [D3] stated that the algebra Uq(ŝl(n)) is isomorphic to the one con-
structed by generators and relations with extended Cartan matrix of type Aˆn−1.
The third and the fourth formulas above are defined on the completion of the
tensor algebra.
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Let R(z) be an element of End(Cn ⊗ Cn) defined by
(2.6)
R(z) =
n∑
i=1
Eii ⊗ Eii +
n∑
i6=j
i,j=1
Eii ⊗Ejj
z − 1
q−1z − q
+
n∑
i<j
i,j=1
Eij ⊗Eji
z(q−1 − q)
zq−1 − q
+
n∑
i>j
i,j=1
Eij ⊗Eji
(q−1 − q)
q−1z − q
where q, z are formal variables. Then R(z) satisfies the Yang-Baxter equation with
a parameter:
(2.7) R12(z)R13(z/w)R23(w) = R23(w)R13(z/w)R12(z),
and R is unitary, namely
(2.8) R21(z)
−1 = R(z−1).
The definition of R(z) implies
(2.9)
lim
z→0
R(z) =
n∑
i=1
Eii ⊗Eii +
n∑
i6=j
i,j=1
qEii ⊗Ejj + q
−1(q − q−1)
n∑
i>j
i,j=1
Eij ⊗Eji
= q−1R21,
lim
z→∞
R(z) =
n∑
i=1
Eii ⊗Eii +
n∑
i6=j
i,j=1
q−1Eii ⊗Ejj + q(q
−1 − q)
n∑
i<j
i,j=1
Eij ⊗Eji
= qR−1,
where R is the R-matrix of Uq(gl(n)) on C
n ⊗ Cn[J3].
Faddeev, Reshetikhin and Takhtajan defined a Hopf algebra using this element
R(z). Reshetikhin and Semenov-Tian-Shansky obtained a central extension of an
algebra, which is defined in the same way but with a R-matrix of a scalar multiple
of R(z) above. However these two algebras are isomorphic, which is implied in the
proof of the main theorem in [DF].
We will denote by U(R˜) the algebra with central extension defined by the R(z)
above. The central extension is incorporated in shifts of the parameter z in R(z).
Definition 2.2. U(R˜) is an associative algebra with generators {l±ij [∓m], m ∈
Z+ \ 0 and
l+ij [0], l
−
ji[0], 1 ≤ j ≤ i ≤ n}. Let l
±
ij(z) =
∞∑
m=0
l±ij [±m]z
±m, where l+ij [0] = l
−
ji[0] = 0,
for 1 ≤ i <≤ n. Let L±(z) = (l±ij(z))
n
i,j=1. Then the defining relations are the
following:
l+ii [0]l
−
ii [0] = lii[0]l
+
ii [0] = 1,
(2.10)
R(
z
w
)L±1 (z)L
±
2 (w) = L
±
2 (w)L
±
1 (z)R(
z
w
),
R(
z+
w−
)L+1 (z)L
−
2 (w) = L
−
2 (w)L
+
1 (z)R(
z−
w+
),
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where z± = zq
∓ c2 . For the first formula of (2.10), we can expand R( zw ) in formal
power series of either z
w
or w
z
, but for the second formula of (2.10), it is expanded
in the formal power series of zw .
U(R˜) is a Hopf algebra: its coproduct is defined by
(2.11)
∆′L±(z) = L±(zq∓(1⊗
c
2 ))⊗˙L±(zq±(
c
2⊗1))
or ∆′(l±ij(z)) =
n∑
k=1
l±ik(zq
∓(1⊗ c2 ))⊗ l±kj(zq
±( c2⊗1)),
and its antipode is
(2.12) S(L±(z)) = L±(z)−1.
Note that the invertibilty of L±(z) follows from the properties that l±ii are invertible
and L+(0) and L−(0) are upper triangular and lower triangular operator-entried
matrices respectively.
Theorem 2.1. L±(z) have the following unique decompositions:
L±(z) =


1 0
e±2,1(z)
. . .
e±3,1(z)
. . .
. . .
...
. . .
. . .
. . .
e±n,1(z) . . . e
±
n,n−1(z) e
±
n−1,n(z) 1




k±1 (z) 0
. . .
. . .
0 k±n (z)

×
(2.13)


1 f±1,2(z) f
±
1,3(z) . . . f
±
1,n(z)
. . .
. . .
. . .
...
f±n−1,n(z)
0 1


,
where e±i,j(z), f
±
j,i(z) and k
±
i (z)(i > j) are elements in U(R˜) and k
±
i (z) are invert-
ible. Let
(2.14)
X−i (z) = f
+
i,i+1(z+)− f
−
i,i+1(z−),
X+i (z) = e
+
i+1,i(z−)− e
−
i+1,i(z+),
then q±
1
2 c, X±i (z), k
±
j (z), i = 1, . . . , n − 1, j = 1, . . . , n satisfy the relations (2.3),
(2.4) of Uq(ĝl(n)). The homomorphism
(2.15) M : Uq(ĝl(n)) −→ U(R˜)
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defined by (2.14) is an isomorphism.
Since k±i (z) are invertible, the elements e
±
i,j(z), f
±
j,i(z) and k
±
i (z)(i > j) are
uniquely expressed in terms of the matrix coefficients of L±(z). In view of this
analogy we call (2.13) Gauss decomposition of L±(z).
We note that as a corollary of Theorem 2.1 and Definition 2.1, one gets a real-
ization of Uq(ŝl(n)) as a subalgebra of U(R˜).
Let L(z)= L+(zq−c)(L−(z))−1, then
(2.16) R(z/w)L1(z)R(zq
2c/w)−1L2(w) = L2(w)R(zq
−2c/w)L1(z)R(z/w)
−1.
3. Spinor representation of gˆl(n) and Boson-Fermion Correspondence
For gˆl(n), we assume n > 2. This restriction is to avoid some nonessential but
tedious complication caused by the selfdual property of the standard representation
of sl(2) on C2, which can be resolved.
Definition 3.1. The Affine Clifford algebra is an associative algebra generated by
ai(m) and a
∗(m), (i = 1, .., n;m ∈ Z) with the commutation relations:
ai(m)aj(l) + aj(l)ai(m) = 0,
a∗i (m)a
∗
j (l) + a
∗
j (l)a
∗
i (m) = 0,
(3.1) ai(m)a
∗
j (l) + a
∗
j (l)ai(m) = δijδm,−l1.
Definition 3.2. The affine Heisenberg algebra is an associative algebra generated
by hi(m), m 6= 0, i = 1, ..., n and m ∈ Z. The relations are
hi(m)hj(l)− hj(l)hi(m) = 0, l 6= −m,
(3.2) hi(m)hj(−m)− hj(−m)hi(m) = mδij , m 6= 0.
We now introduce the notation of formal power series. (For detail see [FLM].)
For a vector space W , we denote that
(3.3) W [[z, z−1]] = {Σm∈Zvmz
m‖vm ∈W},
where z is a formal variable. For example, let W be also an algebra on C, δ(z) =
Σm∈Zz
m as defined in (2.5) will be used frequently. Given two former power series
g1(z) = Σgi(m)z
−m and g2(z) = g2(m)z
−m over an algebra W , by the product
of these two formal power series operators is well defined, we mean that the limit
of each homogeneous component of Σm1<m<m2g1(m)z
−mΣl1<l<l2g2(l)z
−l, when
l1, m1 go to negative infinity and m2, l2 go to positive infinity, exists. We also
define the product as a formal power series with the corresponding limit as the
coefficient of the corresponding homogeneous component. This complies with the
definition of the composition of intertwiners in Section. For this paper, we define
that the limit of the series of operators as the operator whose matrix coefficients are
the limits of the corresponding series of matrix coefficients of the series of operators.
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For example, let f(z) be a polymonial of z and z−1, then f(z)δ(z) is well defined
and
(3.4) f(z)δ(z) = f(1)δ(z).
Let Eij be the standard basis of Lie algebra gl(n). As showed in [G], gˆl(n) can
be realized as gl(n) ⊗ [x, x−1] ⊕ C, where C is the central element. Let Eij(z) =
ΣEij ⊗ x
nz−n be the standard basis of the generating functions of gˆl(n), where z
is a formal variable.
We define ai(z), a
∗(z) formal power series with coefficients in the corresponding
algebra as
ai(z) = Σai(m)z
−m,
(3.5) a∗i (z) = Σa
∗
i (m)z
−m.
Let P be an n dimensional lattice Σ⊕Zh(0)i, with the form that (h(0)i, h(0)j) =
δij . Let C[P¯ ] be the central extension of P¯ , the group algebra of P , such that
eh(0)ieh(0)j= (−1)(h(0)i,h(0)j)eh(0)jeh(0)j . Let H¯ be an associative algebra generated
by hi(m), m 6= 0 and C[P¯ ], where hi(m) and C[P¯ ] commute with each other. Let
hi(z) = Σhi(m)z
−m + ∂h(0)i , where ∂h(0)i is the partial differential of h(0)i.
Definition 3.3. Spinor Fock space is the space of the subalgebra of affine Clifford
algebra generated by ai(−m), a
∗(−m), m > 0 and a∗i (0).
Definition 3.4. Oscillator Fock space is the space of the subalgebra of H¯ generated
by hi(−n), n > 0 and C[P¯ ].
In this paper, we define normal ordering : : as in [F1].
Proposition 3.1. [F] [FF] [F1] Let ai(z), a
∗(z) be as defined above and Eij(z)
be the standard basis of gˆl(n). There is a representations of gˆl(n) given by the
following on the spinor Fock space:
(3.6) Eij(z) −→: ai(z)a
∗
j (z) : .
where : : denotes the normal ordering.
Proposition 3.2. [FK] [F1] Let hi(z) as defined above, there is the Frenkel-Kac
construction of a representation of gˆl(n) on the oscillator Fock space by vertex
operators given by
(3.7) Eii(z) −→ hi(z),
Eij(z) −→: exp(h¯i(z)− h¯j(z)) :, i 6= j,
where h¯i(z)=Σn6=01/nhi(−n)z
n + ∂h(0)i lnz + h(0)i. This representation is isomor-
phic to the representation of Proposition 3.1 above. The isomorphism is given as:
ai(z) =: exp(h¯i(z)) :,
(3.8) a∗i (z) =: exp(−h¯i(z)) : .
Here :: is defined in the standard way as in [F1].
The isomorphism can be easily proved. First, we shift the degree of ai(z) and
a∗i (z) by ±1/2 respectively. Then by comparing the character, we get the proof[F1].
The propositions above give us the classical boson-fermion correspondence.
Let’s denote the representation by Vbf .
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Proposition 3.3. Vbf contains a unique copy of the highest weight representations
of gˆl(n) with C acting as a multiplication of 1, the highest weight as any of the
fundamental weights corresponding to any i-th fundamental weight of the classical
part sl(n) of sˆl(n) or zero weight and the action of Σi=1,...,nEii as any integer l
such that l = i(mod(n)).
We know that gˆl(n) = sˆl(n) ⊕ gˆl(1). For the above case, Σhi(z) = Σi=1,...n :
ai(z)a
∗
i (z) : gives us gˆl(1), which commutes with sˆl(n).
Let ei be the standard basis of V = C
n and e∗i be the dual basis of the dual
module V ∗. Let V (z) and V ∗(z) be the evaluation representation of gˆl(n), where
z is a formal variable and the action of Eij ⊗ t
n of gˆl(n) is given by the action of
Eij of gl(n) with z
n scalar multiple.
Proposition 3.4. Let
Φc = Σa∗i (z)⊗ ei,
(3.9) Φc∗ = Σai(z) ⊗ e
∗
i .
Then Φc and Φc∗ are intertwiners:
Φc : Vbf −→ Vbf ⊗ Vz,
(3.10) Φc∗ : Vbf −→ Vbf ⊗ V
∗
z .
This can be checked by direct calculation. This observation is the starting point
of our approach to the spinor and oscillator representations. As in the finite di-
mensional cases [DF2], we explain the hidden structure behind all the constructions
above.
Now we will derive the above construction without any specific realizations. In
the next section, we will present a parallel q-deformation of this abstract construc-
tion.
We now start from an abstract module Vbf=Σl∈ZV
l, where V l is the highest
weight representation with the l(mod(n))-th fundamental weight, with central ex-
tension 1 and the action of ΣEii as integer l. By the 0-th fundamental weight, we
mean zero weight. V l has infinite many copies of the highest weight representation
of sˆl(n) corresponding to the the l(mod(n))-th fundamental weight of sl(n) and
with central extension 1. From the abstract representation theory of Kac-Moody
algebras, we know the existance of those modules.
As we explain above, the representation of gˆl(n) can be derived on the the space
Vz = V [z, z
−1] with the action ΣEii as 1.
We refer this notation to [FLM], where it is introduced for vertex operator alge-
bras. By V¯z, we mean the set of all vectors in the form of Σvifi(z), where vi ∈ V
form a basis of V and fi(z) are formal power series on z and z
−1.
Let V ∗ be the left dual module of V . Let F be an invariant vector in V ⊗ V ∗
of gl(n), which is unique up to a scalar multiple. We normalize it, such that F is
equal to the identity if it is identified as an element in End(V ).
Proposition 3.5. F (z1, z2) = {x|x = Ff(z1)δ(z1/z2)}, where f(z1) is a polyno-
mial of z1 and z
−1
1 , is an invariant subspace of V¯z1 ⊗ V¯
∗
z2
.
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Proposition 3.6. Let Ψ¯lz and Ψ¯
∗l
z be intertwiners as the following:
(3.11) Ψ¯lz : V
l+1 −→ V l ⊗ Vz,
Ψ¯∗lz : V
l −→ V l+1 ⊗ V ∗z ,
such that Ψ¯lz = ΣΨ¯
l
i(−m) ⊗ viz
m and Ψ¯∗lz = ΣΨ¯
∗l
i (−m) ⊗ viz
m, where Ψ¯li(m) and
Ψ¯∗li (m) are operators shifting the degree by m. Then these operators are unique up
to a scalar multiple.
However, from [FF], we know that not all the highest weight vectors are graded
0, but that most of them have negative grading. We will thus shift the grading of
V l, for l < 0 or l > n by defining that the grad of the highest weight vector of V lis
equal to −n((Σ
|m|−1
0 ) + j(m), where l = mn+ j, n− 1 > j > 0. After the shifting,
we will denote the new operators by Ψlz and Ψ
∗l
z .
We know that the correlation of those operators satisfying KZ equation[TK] [FR],
the solutions for the KZ equation in this case can be obtained. On the other hand,
because the the space of the solutions in this case is one dimensional, we can nor-
malize them in such a way that all < vV l−1 ,Ψ
l
z2Ψ
l+1
z1 vV l >(i=0,1...,n-1) are equal,
all < vV l+2 ,Ψ
∗l+1
z2 Ψ
∗l
z1vV l >(i=0,1...,n-1) are equal and all < vV l ,Ψ
l
z2Ψ
∗l
z1vV l >
(i=0,1,...,n-1) are equal to 1/(1− z1/z2)F , where vV l is the highest weight vector
of V l. More precisely, we can choose the normalization in the way that, their cor-
relation functions are equal to the corresponding correlation functions of Φc and
Φc∗.
Let Ψz = Σi⊕Ψ
i
z and Ψ
∗
z = Σi⊕Ψ
∗i
z , then Ψz and Ψ
∗
z are intertwining operators
from Vbf to Vbf ⊗ Vz and Vbf ⊗ V
∗
z respectively. For any vector v in V , we can get
Ψ(v)(n) in End(Vbf ) and the same of Ψ
∗(v∗)(n) for v∗ in V ∗.
Proposition 3.7.
(Ψz2 ⊗ I)Ψz1 + P
′(Ψz1 ⊗ I)Ψz2 = 0,
(3.12) (Ψ∗z2 ⊗ I)Ψ
∗
z1
+ P ′(Ψ∗z1 ⊗ I)Ψ
∗
z2
= 0,
(Ψz2 ⊗ I)Ψ
∗
z1
+ P ′(Ψ∗z1 ⊗ I)Ψz2 − δ(z1/z2)F = 0,
where P ′ is the operator which maps aiz
m
1 ⊗ bjz
l
2 to bjz
l
2 ⊗ aiz
m
1 .
Proof. We can first prove the relations on the level of the correlation of the
highest weight vector. Because the left hand sides of the formulas above are in-
tertwiners, we can prove the equality above for correlation functions of any two
vectors. Thus we finish the proof.
Theorem 3.1. The algebra generated by Ψ(v)(m) and Ψ∗(v∗)(m) is isomorphic
to the Clifford algebra of Definition 3.2.
The proof is the same as that for Proposition 3.2.
Let g be a simple Lie algebra over C of type An, Bn, Cn or Dn. Let ei, fi and
hi, i = 1, ..., n be the basic generators of g corresponding to the Cartan matrix.
Let (, ) be the Killing form on g. Let r = Σhi⊗ hi +Σ∆+eα ⊗ e−α +Σ∆−eα ⊗ e−α,
where ∆± are the sets of all the positive roots and the negative roots respectively,
eα is a root vector in gα and (hi, hj) = δij , (eα, e−α) = 1. r is the Casmir operator
of g. Let gˆ be the affine Lie algebra associated with g. gˆ has a concrete realization
as gˆ = g[x, x−1] + C[C], where C is the central element.
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Definition 3.5. Let z be a formal variable. We define the elements rˆ and r(z) in
gˆ⊗ gˆ and gˆ⊗ gˆ[z, z−1] as
(3.13) rˆ = Σi,mhix
m ⊗ hix
−m + Σα∈∆,i,meαx
m ⊗ e−αx
−m,
r(z) = Σi,mhix
m ⊗ hix
−mz−m + Σα∈∆,i,meαx
m ⊗ e−αx
−mz−m.
We see that rˆ is basically like a Casimir operator.
Let ei, fi, hi( i = 0, 1, .., n) be the basic generators of gˆ for the corresponding
Cartan matrix of gˆ. Let M be any finite dimensional module of gˆ, Let Vµ,k be a
highest weight module with the highest weight µ and central extension k of gˆ. k is
a complex number. Vµ,k is a graded module such that e0 and f0 changes the degree
by +1 and −1 respectively as we explained before.
Theorem 3.2. πVµ,k⊗πM (r) maps Vµ,k⊗M to Vµ,k⊗ˆM , commutes with ei, fi, hi,
for i 6= 0, and
(3.14) [πVµ,k ⊗ πM (e0), πVµ,k ⊗ πM (r)] = −2k(id)⊗ (πM (e0)),
[πVµ,k ⊗ πM (f0), πVµ,k ⊗ πM (r)] = 2k(id)⊗ (πM (f0)).
By Vµ,k⊗ˆM , we mean the set of vectors in the form of Σn≤0µ(n)⊗mi, where µ(n)
is a vector in Vµ,k of degree n.
This follows from direct calculation, which is also a direct corollary of the corre-
sponding assertion in the quantum case.
Let V = Cn be the fundamental representation of g as the case for gˆl(n) explained
above. This representation can be extended to a representation of gˆ. It is clear that
the concrete realization of πVµ,k ⊗ πV (r(z)) can give us explicitly the construction
of the representation. That means, for a specific representation Vµ,k, constructing
a representation is equivalent to giving an explicit expression of πVµ,k ⊗ πV (r(z)).
This is the central idea to understand the classical spinor constructions. From now
on in this section, we assume that g = gl(n). Let V = Cn be a module of gˆl(n) as
we defined in the section above. Let t be a real number such that |t| is less than 1.
Theorem 3.3. Let F be the standard map V ∗⊗V to C. (Ψ(z)⊗I)Ψ∗(zt)−1/(1−
t)id⊗ F and limt→1(Ψ(z)⊗ I)Ψ
∗(zt)− 1/(1− t)id⊗ F are well defined. As a map
from Vbf ⊗ V to Vbf ⊗ V [z, z
−1],
−r¯(z) = (id⊗ I ⊗ F)(lim
t→1
(Ψ(z)⊗ I ⊗ I)Ψ∗(zt)⊗ I − 1/(1− t)id⊗ F ⊗ I)
(3.15) = πVbf ⊗ πV (rˆ(z)).
As a map from Vbf ⊗ V to Vbf ⊗ˆV ,
(3.16) −r¯ = πVbf ⊗ πV (D
−1
z ⊗ 1)(rˆ(z)).
.
By the limit above, we mean that we would take the limit for each homogeneous
component separately.
Proof. It is clear that the first assertion implies the second one. The limit we
take above is equivalent to the normal ordering defined in [FF]. A direct calculation
shows that r¯ satisfies the property (3.14) of r on the tensor module. We can show
by calculation that the images of the difference of the degree zero terms of the
highest weight vectors is zero. However we know that the difference between r¯ and
r is an intertwiner. Thus the difference is zero. Therefore they are equal.
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4. Quantum Spinor representation of Uq( ˆgl(n)) and Boson-Fermion Cor-
respondence.
We assume n > 2 for the same reason explained in the previous section.
We will proceed to construct the spinor representation and explain the quantum
boson-fermion correspondence for Uq( ˆgl(n)). The degeneration of such a abstract
construction provides us the classical boson-fermion correspondence as in the sec-
tion above.
Proposition 4.1. Uq(gˆl(n)) is isomorphic to an algebra generated by Uq(sˆl(n)),
g(n), n 6= 0 and K, such that K is central, g(n) commute with Uq(sˆl(n)) and
[g(l), g(m)] = δl,−mmC, where C is the central element of Uq(sˆl(n))[DF].
Proof. From Uq(sˆl(n)), we can obtain L¯
±(z), which satisfy (1.13a). There exist
g±(z) = eΣb(±)g(∓m)z
±m
e±1/2K ,m > 0, such that the operators g±(z)L¯±(z) stisfy
the relation (2.10). This gives us an algebra homomorphism. The isomorphism
follows from the same proof as in [DF].
With the proposition above and Lusztig’s theorem about deformation of the
category of highest weight representations[L], we have that the module Vbf can be
deformed. There is such a construction of this module by Frenkel and Jing [FJ].
As in the last section, we will start from the abstract construction. We will
denote this deformed module of Vbf by VBF . VBF as a module of Uq(gˆl(n)) can
be decomposed into irreducible components: VBF = Σl∈Z ⊕ V
l, where V l is an
irreducible component of VBF , which is a deformation of the module V
l of gˆl(n) in
section above. But V l as a module of Uq(sˆl(n)) has infinite copies of Vi, which is
a highest weight representation of Uq(sˆl(n)) with the i-th fundamental weight and
central extension 1. Let Vbf = Σ ⊕ Vi. Surely, we assume that Vi has the same
grading shifting as in the classical case.
We now will present the evaluation representations of ˆUq(sl(n)) on the funda-
mental representations of the subalgebra Uq(sl(n)) generated Ei, Fi, Ki, i 6= 0 from
[DO].
We define a characteristic function θJ(j) of a set J by θJ(j) = 1 (j ∈ J), 0 (j /∈ J).
If J is omitted, it should be understood as Z≥0.
Fix a positive integer k such that 1 ≤ k ≤ n−1. Let I = {i1, · · · , ik} be a subset
of {0, 1, · · · , n−1}. For I = {i1, · · · , ik} we put s(I) = i1+· · ·+ik. Consider a vector
space V (k) spanned by the vectors {vI}. We introduce an algebra homomorphism
π(k) : Uq(sˆl(n)) −→ End(V
(k)) by
π(k)(Ei)vI = vI\{i}∪{i−1},
(4.1) π(k)(Fi)vI = vI\{i−1}∪{i},
π(k)(Ki)vI = q
θI(i−1)−θI (i)vI ,
for i 6= 0, and
π(k)(E0)vI = vI\{0}∪{n−1},
(4.2) π(k)(F0)vI = vI\{n−1}∪{0},
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π(k)(K0)vI = q
θI(n−1)−θI (0)vI .
Here vI\{i}∪{i−1} should be understood as 0 if i /∈ I or i− 1 ∈ I. As a module V
(k)
of Uq(sl(n)) is isomorphic to the irreducible highest weight module with highest
weight corresponding to the k-th node of the Dynkin diagram of sl(n).
Let V
(k)
z = V (k) ⊗ C[z, z−1]. We can lift π(k) to an algebra homomorphism
π
(k)
z : Uq(s˜l(n)) −→ End(V
(k)
z ) as follows:
(4.3) π(k)z (Ei)(vI ⊗ z
n) = π(k)(ei)vI ⊗ z
n+δi0 ,
π(k)z (fi)(vI ⊗ z
n) = π(k)(fi)vI ⊗ z
n−δi0 ,
π(k)z (ti)(vI ⊗ z
n) = π(k)(ti)vI ⊗ z
n,
π(k)z (q
d)(vI ⊗ z
n) = vI ⊗ (qz)
n.
Then we have the following isomorphism of Uq(sˆl(n))–modules:
C
(k)
± : V
(k)
z(−q)∓n
∼
−→
(
V (n−k)z
)∗a±1
(4.4) vI 7→ (−q)
±s(I)v∗Ic .
Here Ic denotes the complement set of I in {0, 1, · · · , n− 1} and {v∗Ic} signifies the
dual basis of {vIc} ⊂ V
(n−k). This gives us the evaluation representations we need.
By (V (k))∗a
±1
, we mean the right and the left dual of V (k) respectively.
Let Φ be an intertwiner:
Φ : Vbf −→ V
1 ⊗ Vbf ,
(4.5) Φ(x) = e1 ⊗ Φ1(x) + ...+ en ⊗ Φn(x),
where x ∈ Vbf and {ei} is a basis for V .
Let Φ∗ be the intertwiner:
Φ∗ : Vbf −→ V
1∗ ⊗ Vbf ,
(4.6) Φ∗(x) = e¯∗1 ⊗ Φ
∗
1(x) + ...+ e¯
∗
n ⊗ Φ
∗
n(x),
where V 1∗ is the left dual representation of V of ˆUq(sl(n)), x ∈ Vbf and {e¯
∗
i } is a
basis for V ∗1.
Let Φ¯∗ be the intertwiner:
Φ∗ : Vbf −→
∗ V 1 ⊗ Vbf ,
(4.7) Φ¯∗(x) = e∗1 ⊗ Φ¯
∗
1(x) + ...+ e
∗
n ⊗ Φ¯
∗
n(x),
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where ∗V 1 is the right dual representation of V of ˆUq(sl(n)), x ∈ Vbf and {e
∗
i } is a
basis for ∗V 1.
From now on, we will identify V with V 1.
There is an isomorphism from ∗V to V ∗ by a → q2ρa, for a ∈∗ V [FR], where ρ
is the half sum of all the positive roots of the Uq(sl(n)) in Uq(sˆl(n)) generated by
Ei, Fi andKi(i 6= 0).
As in the previous case, we can identify V ∗ ⊗ V with End(V ). With this identi-
fication, we define an operator L˜ ∈ End(V ) ⊗ End(Vbf ):
(4.8) L˜ = (L˜ij) = ((D
2
qΦj)Φ¯
∗
i ).
(4.9) L˜∆(a) = ((D2q ⊗ 1)∆(a))L˜.
The shift comes from the shift of Φq2 .
Here we have a problem that whether the multiplication of two operators Dq2Φi
and Φ¯∗j is well defined, which we do not have in the finite dimensional case. We
procede to deal with this problem. With the condition |q| < 1, this multiplication
is well defined, when we use Corollary 4.2 below, which comes from the results of
the correlation functions of those intertwiners [DO]. We assume, from now on, that
|q| < 1.
Let ∆j = j(n− j)/2n, for j = 0, ..., n− 1 and we extend this index cyclically by
∆j = ∆j+n.
Let V¯j , j = 0, 1, 2, .., n− 1 equivalent to Vj as a module of Uq(sˆl(n)). We extend
the index cyclically by identifying V¯j with V¯j+n. For an integer l, let l¯ stand for
the integer such that l ≡ l¯ mod n, 0 ≤ l¯ < n. Set
Ijk = {j − k, j − k + 1, · · · , j}.
Let Φ
V (k)V¯j−k
V¯j
(z) denotes an intertwiner from V¯j to V
(k)
z ⊗ V¯j−k. Then our
normalization reads as follows (0 ≤ j < n):
Φ
V (k)V¯j−k
V¯j
(z)|vj〉 = z
∆j−k−∆jvIjk\{j} ⊗ |vj−k〉+ · · · ,
Φ
(V (k))∗a
±
V¯j+k
V¯j
(z)|vj〉 = z
∆j+k−∆jv∗(Ij,n−k\{j})c ⊗ |vj+k〉+ · · · ,
where vi is the highest weight vector in V¯i.
Let
Φ(z) = (1⊗D−1z )Φ = Σ⊕ Φ
V (1)V¯j−1
V¯j
(z),
Φ∗(z) = (1⊗D−1z )Φ¯
∗ = Σ⊕ Φ
(V (1))∗a
+
V¯j+1
V¯j
(z),
(4.10) Φ¯∗(z) = (1⊗D−1z )Φ
∗ = Σ⊕ Φ
(V (1))∗a
−
V¯j+1
V¯j
(z).
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We also have that
(4.11) Φ¯∗(z) = 1⊗ q−2ρΦ∗(zq−2n).
The matrix coefficients of the highest weight vector were obtained in [DO]. The
normalization above is given in [DO].
We will present the commutation relations between those intertwiners. In order
to do this, we need to use the correlation functions given by Date and Okada [DO].
Let
(z; p)∞ =
∞∏
j=0
(1− zpj),
From now on, we will always use 〈, 〉 to denote the matrix coefficient of the
corresponding highest weight vectors of the highest weight modules.
Proposition 4.2. [DO]
〈Φ
V
(k)
2 V¯j
V¯j+k
(z2)Φ
V
(k′)
1 V¯j+k
V¯j+k+k′
(z1)〉
(4.12) = z
∆j+k−∆j+k+k′
1 z
∆j−∆j+k
2
m∏
i=1
((−q)2i+|k−k
′|−2z1/z2; q
2n)∞
((−q)−2i−|k−k′|z1/z2; q2n)∞
×
∑
I⊂I
(k+k′)
0 ,|I|=k
(−q)s(I
(k)
0 )−s(I)(z1/z2)
µj(I)v
(I
(k+k′)
0 \I)[j]
⊗ vI[j].
m = min(k, k′, n− k, n− k′),
µj(I) = ♯{i ∈ I|i+ j ≥ n} − ♯{i ∈ I
(k)
0 |i+ j ≥ n},
I[j] = {i1 + j, · · · , ik + j} for I = {i1, · · · , ik}.
Here I
(k)
0 = {0, 1, · · · , k − 1}, if k + k
′ > n, we formally understand I
(k+k′)
0 =
{0, · · · , n−1}⊔I
(k+k′−n)
0 , where the elements 0, · · · , k+k
′−n−1 have multiplicities,
and we assume I
(k+k′−n)
0 ⊂ I, I
(k+k′)
0 \ I.
Let
Pi : V
(k) ⊗ V (k
′) −→ V (k) ⊗ V (k
′)
be a linear map such that Pi keeps the copy of V
(i) in V (k) ⊗ V (k
′) invariant and
map other irreducible components of Uq(sl(n)) to zero.
We define matrices, on V (k) ⊗ V (k
′), a matrix R¯V (k)V (k′)(z) as
(4.14) PR¯V (k)V (k′)(z) =
min(k,k′)∑
i=max(0,k+k′−n)
ρi(z)Pi,
where P denotes the permutation. The coefficients ρi(z) satisfy
ρi−1(z)
ρi(z)
=
z − (−q)k+k
′−2i+2
1− z(−q)k+k′−2i+2
.
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ρmin(k,k′)(z) = 1 by our normalization of R¯V (k)V (k′)(z).
Let
Θp(z) = (z; p)∞(pz
−1; p)∞(p; p)∞.
We define
(4.15) Rkk′(z) = ρ
(k,k′)(z)R¯V (k)V (k′)(z),
ρ(k,k
′)(z) = z−kk
′/n+min(k,k′) ((−q)
bz−1; q2n)∞((−q)
sz; q2n)∞
((−q)bz; q2n)∞((−q)sz−1; q2n)∞
m∏
i=1
Θq2n((−q)
2i+bz−1)
Θq2n((−q)2i+bz)
,
where b = |k−k′|, s = min(k+k′, 2n−k−k′), m is defined as min{k, k′, n−k, n−k}
and k, k′=1 or n− 1.
Let
(4.16) R∗kk′(z) = (id⊗ C
(n−k′)
− )Rk,n−k′(z(−q)
−n)(id⊗ C
(n−k′)
− )
−1,
R∗∗kk′(z) = (C
(n−k)
− ⊗ C
(n−k′)
− )Rn−k,n−k′(z)(C
(n−k)
− ⊗ C
(n−k′)
− )
−1,
.
Corollary 4.2. Let k, k′=1 or n− 1. Then
〈Φ
V
(k)
2 V¯j
V¯j+k
(z1)Φ
V
(k′)
1 V¯j+k
V¯j+k+k′
(z2)〉 = PRkk′(z1/z2)〈Φ
V
(k′)
2 V¯j
V¯j+k′
(z2)Φ
V
(k)
1 V¯j+k′
V¯j+k+k′
(z1)〉,
〈Φ
V
(k)
2 V¯j
V¯j+k
(z1)Φ
V
(k′)∗a−1
1 V¯j+k
V¯j+k−k′
(z2)〉
= PR∗kk′(z1/z2)〈Φ
V
(k′)∗a−1
2 V¯j
V¯j−k′
(z2)Φ
V
(k)
1 V¯j−k′
V¯j+k−k′
(z1)〉,
(4.17) 〈Φ
V
(k)∗a−1
2 V¯j
V¯j−k
(z1)Φ
V
(k′)∗a−1
1 V¯j−k
V¯j−k−k′
(z2)〉
= PR∗∗kk′(z1/z2)〈Φ
V
(k′)∗a−1
2 V¯j
V¯j−k′
(z2)Φ
V
(k)∗a−1
1 V¯j−k′
V¯j−k−k′
(z1)〉.
In the neighborhood of |z1/z2| = 1, both sides of the second formula above with
k = k′ have a simple pole at z1 = z2. Its residue is given by
PResz1=z2〈Φ
V
(k)
2 V¯j
V¯j+k
(z1)Φ
V
(k)∗a−1
1 V¯j+k
V¯j
(z2) d
(
z1
z2
)
〉
(4.18) = h(k)
∑
I⊂I
(n)
0 ,|I|=k
vI ⊗ v
∗
I ,
where
h(k) =
(q2n−2; q2n)∞
(q2n; q2n)∞
min(k,n−k)−1∏
i=1
(q2n−2i−2; q2n)∞
(q2i; q2n)∞
.
Let
f(z1/z2) =
(z2/z1; q
2n)∞
(q−2z2/z1; q2n)∞
,
F (z1/z2) =
((q)2n−2z2/z1; q
2n)∞
(q2nz2/z1; q2n)∞
.
Note that (1− z2/z1q
−2)f(z1/z2) = (1− z2/z1)/F (z1/z2)
LetR1,1(z1/z2), R
∗∗
n−1,n−1(z1/z2) and R
∗
1,n−1(z1/z2) be matrices as defined above
but the first term of ρ(k,k
′)(z) in (4.15) will be substitued by zδk,k′ .
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Corollary 4.2. [FR][ DFJMN] [DO] Let z, z1 and z2 be formal variables. Φ(z)
and Φ¯∗(z) satisfy the commutation relations:
1/f(z1/z2)ΣΦj(z1)Φi(z2)ei ⊗ ej =
P ′1/f(z1/z2)(R1,1(z1/z2))(ΣΦj′(z2)Φi′(z1)ei′ ⊗ ej′),
1/f(z1/z2)ΣΦ¯
∗
i (z1)Φ¯
∗
j (z2)e
∗
j ⊗ e
∗
i =
(4.19) P ′1/f(z1/z2)(R
∗∗
n−1,n−1(z1/z2)(ΣΦ¯
∗
i (z2)Φ¯
∗
j (z1)e
∗
j ⊗ e
∗
i ),
1/F (z1/z2)ΣΦ¯j(z1)Φ
∗
i (z2)e
∗
i ⊗ ej − 1/(1− z1/z2)F =
P ′1/F (z1/z2)(R
∗
1,n−1(z1/z2))(ΣΦ
∗
j(z1)Φ¯i(z2)ei ⊗ e
∗
j )− (z1/z2)/(z1/z2 − 1)F,
lim
z1→1
lim
z1→z2,|z1|<|z2|
(z1 − z2)ΣΦi(z1)Φ¯
∗
i (z2)ei ⊗ e
∗
i = P
(q2n−2; q2n)∞
(q2n; q2n)∞
F,
where f(z1/z2) and F (z1/z2) are expanded in the power series of z2/z1 on the left
hand side of the the formulas above but in the power series of z1/z2 on the right
hand side. F = Σei ⊗ e
∗
i .
Proof.Our arguement is based on the formlas in [DO] of the correlation func-
tions.
The argument for the first two formulas is straightforward. First, we know
that the formula is true on the level of correlation functions of the highest weight
vectors of Vbf , due to the fact that after we factor out those functions as above,
the correlation functions of the operators on both sides of highest weight vectors
are polymonials as showed in [DO]. On the other hand, both sides are intertwiners,
this relation thus can be proved to be true for the matrix coefficient of any two
vectors, thus both sides are equal.
As for the formula for the commutation relations between Φi and Φ¯
∗
j , the ar-
gument goes as follows: the first part is the same as that of above, namely, the
formula is valid on the level of correlation functions of the highest weight vectors;
secondly, Σn∈Z(z1/z2)
nF is an invariant vector, thus id ⊗ Σn∈Z(z1/z2)
nF is also
an intertwiner. Thus the difference of two sides is also an intertwiner, then we can
show that the third formula is valid on the level of correlation functions of any two
vectors of the two sides of the third formula. Thus it is valid.
Basically the idea appeared in [FR] [ DFJMN], which is to study the relations
between the correlation functions.
The commutation relation of each homogeneous component of Φi(z), Φ¯
∗
j (z) de-
scribed by using R-matrix will degenerate into the commutation relation with δ(z).
The locations of the poles of the correlation functions of Φj(z1)Φ¯
∗
i (z2) do not
include the line z1q
2 = z2. From the commutation relations and the condition that
|q| < 1, the multiplication of Φ¯∗(z) and Φ(zq2) is well defined. Thus (Dq2Φi)Φ¯
∗
je
∗
j⊗
ei = (1⊗ 1⊗D
−1
z )(1⊗ Φ(zq
2))Φ¯∗(z) is well defined.
We know that both V ⊗ Vi and Vq2 ⊗ Vi are irreducible [FR] [KKMMNN] [JM].
This shows that the dimension of the space of the operators X : V ⊗ Vbf −→
Vq2 ⊗ Vbf , which satisfy the following relation :
X∆(a) = (D2q ⊗ 1)∆(a)X,
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is n. Thus the difference between L˜ and L is a constant factor if we restrict it to
each irreducible component of V ⊗Vi, which can be determined by looking at their
actions on the highest weight vectors. By looking at the homogeneous component
of degree 0 of the correlation functions, we know that there is a universal factor c
for all the irreducible components, which can be derived by comparing the actions
of L and L˜ on the highest weight vectors.
Let L˜(z)=(1⊗ Φ(zq2))Φ¯∗(z).
Theorem 4.1.
(4.20) L(z) = c(Dz ⊗ 1)L˜,
where c =
tr(v0,(Dq2 Φ¯
∗)Φv0)
tr(v0,L(1)v0)
and v0 is the highest weight vector of V0.
We can remove the c in (4.11) by renormalizations of Φ and Φ¯∗.
From the definition of L(z), we know that L˜(z) can be decomposed into the
product of L+(z) and L−(z)−1, which reminds us the polar decomposition. With
the fermionic realizations, we could factor out L+(z) easily by looking at L˜(z)vi,
where vi are the highest weight vectors for Vbf . This decomposition is unique.
Now, let’s consider ˆUq(gl(n)). As in [DF], by adding an extra Heisenberg alge-
bra h(n), which commutes with Uq(sˆl(n)), we would obtain the representation of
ˆUq(gl(n)). From [DF] and (1.11b)
Proposition 4.2. There exists complex numbers a(n) such that
L¯+(z) = (L+(z)⊗ e
∑
m∈Z+
a(m)h(−m)(z)m
)−1,
(4.21) L¯−(z) = (L−(z) ⊗ e
∑
m∈Z+
a(−m)h(m)z−m
)−1,
satisfy the commutation relation (2.10).
These operators acting on the tensor of the Fock space of H(−m) and V ⊗ Vbf .
We will denote it by Vgl. Vgl = Vbf ⊗ Vh, where Vh is the module generated by the
extra Heisenberg algebra of Uq(gˆl(n)). Let’s give the same Gauss decomposition to
these new operators. Then the action of the product of the zero component of the
diagonal components of their decomposition, which we denote by T and T−1, are
1. Let A be a group algebra generated by a lattice Za. Let V¯ = Σ⊕ V igl ⊗ e
mn+i,
m ∈ Z in the space V igl ⊗ A, where V
i
gl = Vi ⊗ Vh. We define V¯ to be a module of
ˆUq(gl(n)), such that all other elements acting only on Vgl, but the action of T on
Vgl ⊗ e
ma is a multiplication of qm.
Proposition 4.4. T±1/2L¯±(z) gives us representation L±(z) of ˆUq(gl(n)) on V¯ .
V¯ is equivalent to VBF .
Let h¯(z) = Σa(−m)h(m)z−m/(q2 − 1) and h¯(z1)h¯(z2)= g(z1/z2)+ : h¯(z1)h¯(z2) :
Let G(z1/z2) = e
g(z1/z2). Then : eh¯(z2) :: eh¯(z1) : = G(z1/z2) : e
h¯(z2)+h¯(z1) :.
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Definition 4.1. Let z, z1 and z2 be formal variables. Affine Quantum Clif-
ford algebra is defined as an associative algebra generated by ψ(z) = (ψi(z)) =
(Σψi(m)z
−m) and ψ∗(z) = (ψ∗i (z)) = (Σψ
∗
i (m)z
−m), 0 < i < n + 1 satisfying the
commutation relations:
1/(f(z1/z2)/G(z1/z2))Σψj(z1)ψi(z2)ei ⊗ ej =
P ′1/(f(z1/z2)/G(z2/z1))(R1,1(z1/z2))(Σψi′(z2)ψj′(z1)ej′ ⊗ ei′),
1/(f(z1/z2)/G(z1/z2))Σψ
∗
j (z1)ψ
∗
i (z2)e
∗
i ⊗ e
∗
j =
(4.22) P ′1/(f(z1/z2)/G(z2/z1))(R
∗∗
n−1,n−1(z1/z2)(Σψ
∗
i (z2)ψ
∗
j (z1)e
∗
j ⊗ e
∗
i ),
1/(F (z1/z2)G(z1/z2))Σψj(z1)ψ
∗
i (z2)e
∗
i ⊗ e¯j − 1/(1− z2/z1)F =
P ′1/(F (z1/z2)G(z2/z1))(R
∗
1,n−1(z1/z2))(Σψ
∗
j (z1)ψi(z1)e¯i ⊗ e
∗
j )
−(z1/z2)/(z1/z2 − 1)F,
lim
z1→1
lim
z1→z2,|z1|<|z2|
1/(z1 − z2)Σψi(z1)ψ
∗
i (z2)e
∗
i ⊗ ei =
(q2n−2; q2n)∞
(q2n; q2n)∞
F/G(1),
where the functions of the left and the right hand sides are expanded in z2/z1 and
z1/z2 respectively.
Theorem 4.2. Quantum Clifford algebra is isomorphic to the algebra generated by
Φ(z)⊗ e−h¯(z) ⊗ e−a and Φ(z)∗ ⊗ eh¯(z) ⊗ ea on V¯ .
Proof. It is straight forward to show that the map from ψ(z) to Φ(z)⊗e−h¯(z)⊗
e−a and ψ∗(z) to Φ(z)∗⊗eh¯(z)⊗ea is a surjective algebra homomorphism. Because
ρkk(z) for k = 1 and k = n− 1 has a factor in the form of z(1− z−1)/(1− z) = −1
and (2.9), if we shift the degree of ψ(z) and ψ∗(z) by ±1/2 as in the classical case,
we can define the Fock space as in Definition 3.3, then derive the character with
the calculation based on the R-matix on Cn⊗Cn given in Section 2 on the specific
basis we chose. By comparing the character, we can prove the isomorphism.
In definition 4.1, we expect that the complicated functions showing in Definition
4.1 will conceal each other, such that we would get manageable and easy formulas.
If this hypothesis is true, it hints that, as in the classical case, we should look at
the corresponding case of gl(n) instead of sl(n), which should make the case much
simpler.
With Theorem 4.2, we actually can start from the abstract algebra defined in
Definition 4.1. Then we can derive L, which leads to the realization of L±(z) as
defined in Section 2. From Theorem 2.1 in Section 2, through the Gauss decompo-
sition of L±(z), we obtain all the quantum bosons out of L±(z). Thus we obtain
the realization of the quantum boson-fermion correspondence in one direction. But
we can not write explicit simple formulas due to the difficulties coming from the
polar decomposition of L(z) and the Gauss decomposition of L±(z), however the
case for Uq( ˆsl(2)) can be solved in a relatively easy way through computation.
On the other hand, based on the work Koyayma [K] and Frenkel-Jing construc-
tion, we can write down partially the realization the quantum fermions in Bosons.
With our results, we expect that a complete formula is very possible, if we consider
gl(n) instead of sl(n) as we explain in Remark 1.
Let F¯ (z1/z2) = (1 − z2/z1q
−2)F (z1/z2) Let H(z) = ΣH(n)z
−n, n 6= 0 be an
Heisenberg algebra such that : eH(z1) :: e−H(z2) := 1/(F¯ (z1/z2)) : e
H(z1)−H(z2) :.
Let Ψ¯(z) = Φ(z)⊗ : e−H(z) :, Ψ¯∗(z) = Φ∗(z)⊗ : eH(z) :. Let V˜ be the pace of tensor
of Vbf ⊗H, where H is the space generated by H(n), n < 0. Then, on V˜ , we have
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Theorem 4.3. Let z, z1 and z2 be formal variables. Ψ¯(z) and Ψ¯
∗(z) satisfies the
following relations:
ΣΨ¯j(z1)Ψ¯i(z2)ei ⊗ ej =
(1− z1/z2)P
′F¯ (z2/z1)/(f(z1/z2))(R1,1(z1/z2))(ΣΨ¯i′(z2)Ψ¯j′(z1)ej′ ⊗ ei′),
ΣΨ¯∗j (z1)Ψ¯
∗
i (z2)e¯
∗
i ⊗ e¯
∗
j =
(4.23) (1−z1/z2)P
′F¯ (z2/z1)/(f(z1/z2))(R
∗∗
n−1,n−1(z1/z2)(ΣΨ¯
∗
i (z2)Ψ¯
∗
j (z1)e¯
∗
j⊗e¯
∗
i ),
ΣΨ¯j(z1)Ψ¯
∗
i (z2)e
∗
i ⊗ e¯j − 1/(1− z2/z1)F (1− q
−2) =
P ′1/(F (z1/z2)F¯ (z2/z1)))(R
∗
1,n−1(z1/z2))(ΣΨ¯
∗
i (z2)Ψ¯j(z1)e¯j ⊗ e
∗
i )
−(z1/z2)/(z1/z2 − 1)(1− q
−2)F,
lim
z1→1
lim
z1→z2,|z1|<|z2|
1/(z1 − z2)ΣΨ¯i(z1)Ψ¯
∗
i (z2)e
∗
i ⊗ e¯i =
(1− q−2)F,
where the functions of the left and the right hand sides are expanded in z2/z1 and
z1/z2 respectively.
The proof comes from straight calculation.
Discussion.
Theorem 4.3 gives a realization of an algebra, which has the same definiton
formulas for form factors in quantum field theories[Sm], but the R-matrix here is
different with a function factor.
To construct local operators in the theory of fromal factors is a very important
problem[Sm]. If we consider the case of Uq(sˆl(n)), and if we consider the intertwin-
ers in (1.18) and (1.19), which we will call right intertwiners, as the basic generators
to define form factors, it is known that certain compositon of the inetrtwiners of
type as in (1.14) and (1.15), which we will call left intertwiners, gives local oper-
ators. However, how to derive the left intertwiners from the right intertwiners is
a problem. With the spinor constrution we derive above, it is clear that we can
derive the operator L±(z) through Gauss decomposition of L(z) constructed out
of the right intertwiners. The proper composition of L±(z) with the rihgt inter-
twiners obviously gives us the left intertwiners. Thus our construction provides a
way to obtain local operators directly from the algebra, which defines form factors.
Moreover, we propablely can modify the algebra with an extra Heisenberg algebra
similar to the case in Theorem 4.3, such that we can derive in the same way oper-
ators l±(z) comimg from the Gauss decomposition of the operator l(z) built out of
those modified right intertwiners to derive operators similar to the left intertwiners,
which, however, simply commutes with those modified right intertwiners, which is
basically the definiton property of local operators.
As a natural continuation, we are expecting to apply the same idea to under-
covering the underlying structure of the so-called vertex operator algebras, which
should lead us to the corresponding deformed structure, an axiomatic formulation
quantum vertex operator algebra via the representation theory and the structure
theory of quantum affine algebras. The complete establishment of such a theory
26
should provide a proper mathematical setting to understand the massive quantum
field theory in theoretical physics.
Recently, there appeared two papers by E. Stern [St] and M. Kashiwara, T.
Miwa, and E. Stern(q-alg/9508006), where they study in detail basically the same
Fock space as the Fock space defined by the quantum Clifford algebra in this paper.
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