A real matrix is called totally nonnegative if all of its minors are nonnegative. In this paper, the minors are determined from which the maximum allowable entry perturbation of a totally nonnegative matrix can be found, such that the perturbed matrix remains totally nonnegative. Also, the total nonnegativity of the first and second subdirect sum of two totally nonnegative matrices is considered.
Introduction
A real matrix is called totally nonnegative (positive) if all of its minors are nonnegative (positive). For properties of these matrices the reader is referred to the two monographs [8, 14] and the survey paper [6] . In the first part of our paper (taken from the dissertation [1] of the first author) we consider the question of how much the entries of a totally nonnegative matrix can be perturbed without losing the property of total nonnegativity. This question is solved in [3] for tridiagonal totally nonnegative matrices, in [5] for totally positive matrices, and in [9] , see also [8, Section 9.5] , for a few specified entries. A related question is whether all matrices lying between two totally nonnegative matrices, with respect to a suitable partial ordering, are totally nonnegative as well. The second author conjectured in 1982 [10] that this is true for the nonsingular totally nonnegative matrices and the socalled checkerboard ordering, see also [8, Section 3.2] and [14, Section 3.2] . In [2] we applied the so-called Cauchon algorithm to settle this conjecture.
In the second part of our paper we use the so-called condensed form of the Cauchon algorithm, see [1, 4] , to study special cases of the k-subdirect sum of totally nonnegative matrices [7] . We first give a short proof for the fact that the 1-subdirect sum of totally nonnegative matrices is in turn totally nonnegative [7] . The 2-subdirect sum of totally nonnegative matrices is studied in [12] . We present a counterexample which shows that a result in [12] does not hold. Finally we derive a necessary and sufficient condition for two totally nonnegative matrices given as in [12] that their 2-subdirect sum is totally nonnegative.
The organization of our paper is as follows. In the next section we explain our notation and collect some auxiliary results. In Section 3 we present our main results on the perturbation of the entries of totally nonnegative matrices. In Section 4 we give our results on the 2-subdirect sum of totally nonnegative matrices.
Notation and preliminary results
The set of n-by-m real matrices will be denoted by R n,m . For κ, n we denote by Q κ,n the set of all strictly increasing sequences of κ integers chosen from {1, 2, . . . , n}. For α ∈ Q κ,n we define α c := {1, . . . , n} \ α, where 
. . , n := min {n, m}. In passing, we note that if A is T N then so are its transpose and A # := T n AT n , where T n = (t ij ) is the permutation matrix of order n with t i,n−i+1 = 1, for i = 1, . . . , n, the backward identity matrix, see, e.g., [8, Theorem 1.4.1]. The n-by-n matrix whose only nonzero entry is a one in the (i, j) th position is denoted by E ij . We denote the set of the n-by-m T N matrices by T N n,m , and by F any family of pairs [α|β] for some α ∈ Q k,n , β ∈ Q k,m , and k ≤ n , i.e.,
The set T N n,m admits a partition into so-called totally nonnegative cells as follows [11, 13] . The totally nonnegative cell (abbreviated T N cell) associated with the family of minors F, denoted by S F , is defined as
There is a parametrization of the nonempty T N cells by using Cauchon diagrams. In fact, there is a one to one correspondence between these diagrams and the T N cells [11, 13] . Following [11] , we identify an n-by-m Cauchon diagram with the set of coordinates of its black squares, i.e., we fix positions in a Cauchon diagram in the following way: For C ∈ C n,m and i ∈ {1, . . . , n}, j ∈ {1, . . . , m}, we say that (i, j) ∈ C if the square in row i and column j is black. Now we present the condensed form of the Cauchon Algorithm, which can be used to check a given matrix for total nonnegativity, and for membership in a specified T N cell, see [11, 13] . The following algorithm called the condensed form of the Cauchon Algorithm is introduced in [4] ; it reduces the number of the required arithmetic operations of the original Cauchon Algorithm from O(n 4 ) to O(n 3 ) (n being the order of the matrices which we consider for simplicity as square).
;Ã is called the matrix obtained from A (by the condensed form of the Cauchon Algorithm).
Note that in the formula of the above algorithm the entry a In [13] , it was shown that the Cauchon Algorithm represents a bijection between the T N cells and the set of Cauchon diagrams. We denote by S 0 C the T N cell associated with the Cauchon diagram C. The following special type of finite sequences will play a fundamental role in characterizing T N cells.
Definition 2.3. [13, Definition 3.1]
Let C ∈ C n,m . We say that a sequence
which is strictly increasing in both arguments is a lacunary sequence with respect to C if the following conditions hold:
or for all (i, j), i < i s+1 , and j s < j < j s+1 .
In the sequel, let
be the minor of A associated to the sequence given by (2) , which starts at position (i, j) = (i 0 , j 0 ), and which is constructed by the following procedure. We describe only the construction of the sequence from the starting pair (i 0 , j 0 ) to the next pair (i 1 , j 1 ) with 0 < δ i 1 ,j 1 , since for a given matrix A, the determinantal test is performed by moving row by row from the bottom to the top row. Once we have found the next index pair (i 1 , j 1 ), we append to (i 0 , j 0 ) the sequence starting at (i 1 , j 1 ). 
We conclude this section by recalling the definition of the k-subdirect sum of two matrices. Let 0 ≤ k ≤ n and A ∈ R n,n , B ∈ R m,m be partitioned as 
Perturbation of totally nonnegative matrices
In this section the perturbation of the single entries of a T N matrix is investigated. We will not give explicit bounds as in [3, 5] since the situation is different from one T N matrix to another. Instead, we determine the minors from which such bounds can be calculated. The T N cells and the determinantal tests that are presented in Section 2 play a fundamental role in our analysis.
The entry in position (1, 1) of a given n-by-n T N matrix is easily handled. It can be arbitrary increased since it enters positively in any minor containing it. The bound for adding a negative value to the (1, 1) entry, when the principal minor which is formed by deleting the first row and column is positive, is presented in the following lemma. The entry in position (n, n) can be handled analogously.
Lemma 3.1. [9, Lemma 4.1], [8, Lemma 9.5.2] Let
.
The following theorem generalizes the above lemma to the case that the principal minor which is formed by deleting the first row and column of a given T N matrix is nonnegative. Proof. Let B := A−τ E 11 . Then the application of Algorithm 2.1 to B yields the matrixB = (b ij ), which coincides withÃ in all of its entries, with the exception ofb 11 =ã 11 − τ . Since A is T N , we have by Theorem 2.1 that A is a nonnegative Cauchon matrix, and soB is a Cauchon matrix with nonnegative entries for all τ ∈ [0,ã 11 ]. Hence by Theorem 2.1 the claim follows.
Remark 3.1. If in the above theorem 0 < det A(1), then by application of Proposition 2.1 to A(1) we obtain that the main diagonal ofÃ(1) is positive.
Hence the sequence ((1, 1), (2, 2) , . . . , (n, n)) is a lacunary sequence with respect to the Cauchon diagram CÃ. Therefore by [13, Proposition 4 
.1] we haveã
, and so Lemma 3.1 becomes a special case of the above theorem.
Now we turn to the other entries and derive our main results. Let A ∈ T N n,n . Then by Theorem 2.1Ã is a nonnegative Cauchon matrix. Suppose that we want to perturb the entry in position (i, j) for some i, j ∈ {1, . . . , n} such that the resulting matrix is T N . Let A τ ± := A ± τ E ij . Then we want to find bounds on τ such that A τ ± is T N . If we apply Procedure 2.1 to A τ ± then the sequences that are starting at the positions (k, l), i < k, l = 1, . . . , n, and k = 1, . . . , n, j < l, coincide with the corresponding lacunary sequences which we obtain when we apply Procedure 2.1 to A and hence they are lacunary. Thus we may concentrate on the sequences that are starting from the positions (k, l), k = 1, . . . , i, l = 1, . . . , j.
In order to find the values of τ such that A τ ± is T N , we distinguish the following two cases: (1) The minors which do not involve the entry a ij ± τ , and (2) the minors which involve the entry a ij ± τ but in such a way that the minors that are obtained from the corresponding submatrices by deleting row i and column j in A are zero.
In [5, Theorem 4.1] we give the minimal conditions that are required for the maximum allowable perturbation of a T P matrix. Hence by employing the approach that has been used in the proof of [5, Theorem 4 .1] we may discard further superfluous conditions (minors).
Case (ii):
If the matrix A τ ± is allowed to transit to another T N cell, then the analysis is more involved. First we consider the entries in the first column, i.e., A τ ± = A ± τ E i1 , i = 2, . . . , n. We have to treat the following two cases:
• Suppose thatã i1 = 0. Then we conclude that τ = 0 in A τ − since the minor that corresponds to the lacunary sequence that starts from the position (i, 1) with respect to CÃ becomes negative while in A τ + we have one of the following two cases:
-ã il = 0 for all l = 2, . . . , h for some 2 ≤ h ≤ n. Then we distinguish the following two cases: * ã kl = 0 for all k = 1, . . . , i − 1 and l = 2, . . . , h. Then τ can be calculated by using the minors that correspond to the lacunary sequences which start from the positions (k, 1), k = 1, . . . , i, and contain an entry (i, t) for some t > 1. * Otherwise there exists k 0 ∈ {1, . . . , i − 1} and l 0 ∈ {2, . . . , h} such that 0 <ã k 0 ,l 0 ; sinceÃ τ + must be a Cauchon matrix we conclude that τ = 0.
-0 <ã i2 . Then τ can be calculated by using the minors that correspond to the lacunary sequences which start from the positions (k, 1), k = 1, . . . , i, and contain an entry (i, t) for some t > 1.
• 0 <ã i1 , then τ in A τ ± can be calculated by using the minors that correspond to the lacunary sequences which start from the positions (k, 1), k = 1, . . . , i, and contain an entry (i, t) for some t > 1.
In the sequel we assume that 1 < i, j < n since otherwise we consider A T for the first row, A # for the last column, and A # T for the last row of A.
Suppose thatã ij = 0. Then we conclude that τ = 0 in A τ − while in A τ + we distinguish the following two cases:
• Suppose thatã i,t 1 = 0 for all t 1 = j + 1, . . . , h 1 for some j + 1 ≤ h 1 ≤ n and there exists 0 <ã i 0 ,t 0 for some i 0 ∈ {1, . . . , i − 1}, t 0 ∈ {j + 1, . . . , h 1 }, orã t 2 ,j = 0 for all t 2 = i + 1, . . . , h 2 for some i + 1 ≤ h 2 ≤ n and there exists 0 <ã i ,t for some i ∈ {i + 1, . . . , h 2 }, t ∈ {1, . . . , j − 1}. Then τ = 0 which follows from the fact thatÃ τ + must be a Cauchon matrix.
• Otherwise τ can be calculated by using the minors corresponding to the lacunary sequences that start from the positions (k, l), k = 1, . . . , i, l = 1, . . . , j, and contain the entries (i, t) and (h, j) for t, h ∈ {1, . . . , n}.
If 0 <ã ij then we have to consider all the lacunary sequences that start from (k, l), k = 1, . . . , i, l = 1, . . . , j, and find the restrictions on the values of τ in A τ ± .
Subdirect sum of totally nonnegative matrices
In this section we consider the k-subdirect sum of T N matrices with k = 1, 2. We start with k = 1 and present a shorter proof for a result given in [7] . 
where Therefore, sinceC is a nonnegative Cauchon matrix we obtain thatÃ and B are so. Hence by Theorem 2.1, A and B are T N matrices. This completes the proof.
Next we turn to the 2-subdirect sum of T N matrices. In [12, Theorem 4.2], a result is presented which states that the 2-subdirect sum of T N matrices is T N under some conditions. This result seems not to be true as the following example shows. 
The following theorem gives necessary and sufficient conditions for two given special matrices (as in [12] ) that their 2-subdirect sum is T N . 
Proof. Suppose that C can be written as C = A ⊕ 2 B, where A and B are T N and η ≥ 0. Then application of Algorithm 2.1 to C results iñ Not only in the first case but also in the second case η = 0 holds sinceC is a nonnegative Cauchon matrix and so in the casec 33 = 0 we must have c 23 = 0 or c 32 = 0. This completes the proof.
