Text classification tends to struggle when data is deficient or when it needs to adapt to unseen classes. In such challenging scenarios, recent studies often use meta learning to simulate the few-shot task, in which new queries are compared to a small support set on a sample-wise level. However, this samplewise comparison may be severely disturbed by the various expressions in the same class. Therefore, we should be able to learn a general representation of each class in the support set and then compare it to new queries. In this paper, we propose a novel Induction Network to learn such generalized class-wise representations, innovatively combining the dynamic routing algorithm with the typical meta learning framework. In this way, our model is able to induce from particularity to university, which is a more human-like learning approach. We evaluate our model on a well-studied sentiment classification dataset (English) and a real-world dialogue intent classification dataset (Chinese). Experiment results show that, on both datasets, our model significantly outperforms existing state-ofthe-art models and improves the average accuracy by more than 3%, which proves the effectiveness of class-wise generalization in few-shot text classification.
Introduction
Deep learning (DL) has achieved great success in many fields such as computer vision, speech recognition and machine translation [Kuang et al., 2018; Peng et al., 2018; Lin et al., 2017a] , due to the development in optimization technology, larger datasets and streamlined designs of deep neural architectures. However, DL is notorious for requiring large labeled datasets, which limits the scalability of deep models to new classes due to the annotation cost. Humans on the other hand are readily able to rapidly learn new classes with few examples. This significant gap between human and machine learning provides fertile ground for deep learning developments.
Few-shot learning devotes to resolving the data deficiency problem by recognizing novel classes from very few labeled examples. The limitation of only one or very few examples challenges the standard fine-tuning method in deep learning. Early studies [Schölkopf et al., 2002] applied data augmentation and regularization techniques to alleviate the overfitting problem caused by data scarcity, only to a limited extent. Instead, researchers have explored meta-learning [Finn et al., 2017 ] to leverage the distribution over similar tasks, inspired by human learning. Contemporary approaches to few-shot learning often decompose the training procedure into an auxiliary meta learning phrase, which includes many sub-tasks, following the principle that the testing and training conditions must match. They extract some transferable knowledge by switching the task from mini-batch to mini-batch. And then, the few-shot model can classify new classes with just a small labeled support set.
However, existing approaches for few-shot learning are still faced with some problems, including imposed strong priors [Fe-Fei and others, 2003] , complex gradient transfer between tasks [Munkhdalai and Yu, 2017] , and fine-tuning the target problem [Long et al., 2016] . The approaches proposed by Snell et al. [2017] and Yang et al. [2018] , which combine non-parametric methods and metric learning, may provide possible solutions to those problems. The non-parametric methods allow novel examples to be rapidly assimilated, without suffering from catastrophic overfitting. Such nonparameter models only need to learn the representation of the samples and the metric measure. However, in previous studies, class-level representations are calculated by simply summing or averaging representations of samples in the support set. In doing so, key information may be lost in the noise brought by various forms of samples in the same class. This problem will be more serious when the support set becomes larger. In fact, expressions of the same class are interlinked with shared features, but they also have their own special characteristics. The information irrelevant to the classification would heap up if accumulated one by one. Instead, a better learning approach may be induction on a class-wise level: ignoring irrelevant details and encapsulating general semantic information from samples with various linguistic forms in the same class.
As a result, there is a need for a perspective architecture that can reconstruct hierarchical representations of support sets and dynamically induce sample representations to class representations. In this work, we propose the Induction Network, which explicitly models the ability to learn general-ized class-level representation from samples in a small support set, based on dynamic routing [Sabour et al., 2017 ] and a typical meta learning framework. First an Encoder Module generates representations of the query and support samples. Then an Induction Module builds a dynamic routing procedure, which regards the sample representations as input capsules, and each capsule learns to recognize an implicitly defined semantic viewpoint of the class. With the output capsule representing the class, this module can preserve the deep semantic representation of each class, and alleviate the disturbance of irrelevant noisy information. Finally, it becomes an interaction problem between the query and the class. Their representations are compared by a Relation Module that determines if the query matches the class or not. Defining an episode based meta training strategy, the holistic model is meta trained end-to-end with the generalisable applicability and scalability to recognize unseen classes.
The contributions of this work are listed as follows:
• We propose an Induction Network to deal with the fewshot text classification problem, which combines the dynamic routing algorithm with a typical meta-learning framework to simulate human-like induction ability. • Our method outperforms prior state-of-the-art system on two benchmark corpora and improves the average accuracy by more than 3%, including a well-studied sentiment classification dataset (English) and a real-world dialogue intent classification dataset (Chinese). We will release the source code and dataset after publication.
2 Related Work
Few-Shot Learning
The seminal work on few-shot learning dates back to the early 2000's [Fe-Fei and others, 2003; Fei-Fei et al., 2006] . The authors combined generative models with complex iterative inference strategies. Recently, many approaches use a metalearning [Finn et al., 2017; strategy in the sense that they extract some transferrable knowledge from a set of auxiliary tasks, which then helps them to learn the target few-shot problem well without suffering from overfitting. Generally, these approaches can be divided into two categories:
Optimization-based Methods: This kind of approaches aims at learning to optimize the model parameters given the gradients computed from the few-shot examples. Munkhdalai and Yu [2017] proposed the Meta Network, which learnt the meta-level knowledge across tasks and shifted its inductive biases via fast parameterization for rapid generalization. Mishra et al. [2018] introduced a generic meta-learner architecture called SNAIL which used a novel combination of temporal convolutions and soft attention.
Distance Metric Learning: Unlike the above approaches that entail some complexity when learning the target few-shot problem, this category aims to learn a set of projection functions that take query and sample from the target problem and classify them in a feed forward manner. Respectively, Vinyals et al. [2016] produced a weighted K nearest neighbor classifier measured by the cosine distance, which was called Match Network. Snell et al. [2017] proposed the Prototypical Network which learnt a metric space where classification could be performed by computing squared Euclidean distances to prototype representations of each class. Different from fixed metric measures, the Relation Network learnt a deep distance metric to compare the query with given examples .
Recently, there are some studies focusing on few-shot text classification problem. argued that the optimal meta-model may vary across tasks, and they employed multi metrics model by clustering the meta tasks into several defined clusters. Rios and Kavuluru [2018] developed a few-shot text classification model for multi-label text classification when there was known structure over the label space. Differently, we solve the few-shot learning problem in a higher perspective and propose a dynamic routing induction method to encapsulate the abstract class representation from the samples, achieving state-of-the-art performance in two datasets.
Capsule Network
The Capsule Network was first proposed by Sabour et al. [2017] , which allowed the network to learn part-whole invariant relationships consecutively. Lately, Capsule Network was explored in the natural language processing field. successfully applied Capsule Network to text classification. However, their work still focused on the traditional text classification problem with large labeled data. Xia et al. [2018] proposed a capsule-based architecture for zero-shot intent classification with the ability to discriminate emerging intents. Their main framework was also a traditional supervised classifier which was trained with large labeled data. For zero-shot intents, they reused the supervised classifier.
In this work, we propose the Induction Network which explicitly model the ability to learn generalized class-level representation from samples in a small support set. With the spirit of dynamic routing, our model can filter the irrelevant details of the utterances and get the essence of the class, which is much familiar with humans' induction learning process: encapsulating from concretization to abstraction, and from particularity to universality.
Problem Definition

Few-Shot Classification
Few-shot classification [Vinyals et al., 2016; Snell et al., 2017] is a task in which a classifier must be adapted to accommodate new classes not seen in training, given only a few examples of each of these new classes. We have a large labeled training set with a set of classes C train . However, after training, our ultimate goal is to produce classifiers on the testing set with a disjoint set of new classes C test , for which only a small labeled support set will be available. If the support set contains K labeled examples for each of the C unique classes, the target few-shot problem is called C-way K-shot problem. Usually, the K is too small to train a supervised classification model. Therefore we aim to perform meta-learning on the training set, in order to extract transferrable knowledge that will allow us to perform better few- shot learning on the support set and thus classify the test set more successfully.
Training Procedure
The training procedure has to be chosen carefully so as to match inference at test time. An effective way to exploit the training set is to decompose the training procedure into an auxiliary meta learning phrase, and mimic the few-shot learning setting via episode based training, as proposed in Vinyals et al. [2016] . We construct an "episode" to compute gradients and update our model in each training iteration. The training episode is formed by randomly selecting a subset of classes from the training set, then choosing a subset of examples within each selected class to act as the support set S and a subset of the remainder examples to serve as the query set Q. Training on such episodes is done by feeding the support set S to the model and updating its parameters to minimize the loss in the query set Q. We call this strategy as episode-based meta training and the details are shown in Algorithm 1. The use of episodes makes the training procedure more faithful to the test environment and thereby improves generalization. It is worth noting that there are exponentially many possible meta tasks to train the model on, making it hard to overfit. For example, if a dataset contains 159 training classes, this leads to 159 5 = 794, 747, 031
possible 5 − way tasks.
Model
Our Induction Network, depicted in Figure 1 (the case of 3way 2-shot model), consists of three modules: Encoder Module, Induction Module and Relation Module. In the rest of this section, we will show how these modules work in each meta-training episode.
Encoder Module
This module is a bi-direction recurrent neural network with self-attention as shown in [Lin et al., 2017b] . Given an input Feed the support set S to the model and update the parameters by minimizing the loss in the query set Q; 5: end for text x = (w 1 , w 2 , ..., w T ), represented by a sequence of word embeddings. We use a bidirectional LSTM to process the text:
And we concatenate − → h t with ← − h t to obtain a hidden state h t . Let the hidden state size for each unidirectional LSTM be u. For simplicity, we note all the T h t s as H = (h 1 , h 2 , ..., h T ). Our aim is to encode a variable length of text into a fixed size embedding. We achieve that by choosing a linear combination of the T LST M hidden vectors in H. Computing the linear combination requires the self-attention mechanism, which takes the whole LSTM hidden states H as input, and outputs a vector of weights a:
here W a1 ∈ R da×2u and W a2 ∈ R da are weight matrixes and d a is a hyperparameter. The final representation e of the text is the weighted sum of H:
a t · h t (4)
Induction Module
This section introduces the proposed dynamic routing induction algorithm. We regard these vectors e obtained from the support set S by Eq 4 as sample vectors e s , and the vectors e from the query set Q as query vectors e q . The most important step is to extract the representation for each class in the support set. The main purpose of the induction module is to design a non-linear mapping from sample vector e s ij to class vector c i :
. We apply the dynamic routing algorithm [Sabour et al., 2017] in this module, in the situation where the number of the output capsule is one. In order to accept any-way anyshot inputs in our model, a weight-sharable transformation across all sample vectors in the support set is employed. All of the sample vectors in the support set share the same transformation weights W s ∈ R 2u×2u , so that the model is flexible enough to handle the support set at any scale. Each sample prediction vectorê s ij is computed by: e s ij = W s e s ij (5) which encodes important invariant semantic relationships between lower level sample features and higher level class features. To ensure the class vector encapsulate the sample feature vectors of this class automatically, dynamic routing is applied iteratively. In each iteration, the process dynamically amends the connection strength and makes sure that the coupling coefficients d i sum to 1 between class i and all support samples in this class by a "routing softmax":
where b i is the logits of coupling coefficients, and initialized by 0 in the first iteration. Given each sample prediction vector e s ij , each class candidate vectorĉ i is a weighted sum of all sample prediction vectorsê s ij in class i:
then a non-linear "squashing" function is applied to ensure that length of the vector output of the routing process will not exceed 1 as shown in Equation 8. The short vectors get shrunk to almost zero length and the long vectors get shrunk to a length slightly below 1. The squash function leaves the direction of the vector unchanged but decreases its magnitude.
The last step in every iteration is to adjust the logits of coupling coefficients b ij by a "routing by agreement" method. If the produced class candidate vector has a large scalar output with one sample prediction vector, there is a top-down feedback which increases the coupling coefficient for that sample and decreases it for other samples. This type of dynamic routing is far more effective and robuster than summing or averaging the sample vectors. Each b ij is updated by:
9) Formally, we call our induction method as dynamic routing induction and summarize it in Algorithm 2.
Algorithm 2 Dynamic Routing Induction
Require: sample vector e s ij in support set S and initialize the logits of coupling coefficients b ij = 0 Ensure: class vector c i 1: for iter iterations do 2:
for all samples j = 1, ..., K in class i: for all samples j = 1, ..., K in class i:
Relation Module
After the class vector c i is generated by the Induction Module and each query text in the query set is encoded to a query vector e q by the Encoder Module, the next essential procedure is to measure the correlation between each pair of query and class. Output of the Relation Module is called the relation score, representing the correlation between c i and e q , which is a scalar between 0 and 1. Specifically, we use neural tensor layer [Socher et al., 2013] in this module, which has shown great advantages in modeling the relationship between two vectors [Wan et al., 2016; Geng et al., 2017] . We choose it as an interaction function in this paper. The tensor layer outputs a relation vector as follows:
where M k ∈ R 2u×2u , k ∈ [1, ..., h] is one slice of the tensor parameters and f is a non-linear activation function called RELU [Glorot et al., 2011] . The final relation score r iq between the i-th class and the q-th query is calculated by a fully connected layer activated by a sigmoid function.
Objective Function
We use the mean square error (MSE) loss to train our model, regressing the relation score r iq to the ground truth y q : matched pairs have similarity 1 and the mismatched pair have similarity 0. Given the support set S with C classes and query set Q = {(x q , y q )} n q=1 in an episode, the loss function is defined as:
conceptually we are predicting relation scores, which can be considered as a regression problem and the ground truth is within the space { 0, 1} .
All parameters of the three modules, including the Encoder Module, the Induction Module and the Relation Module are trained jointly by Back Propagation. Specially, the Adagrad Duchi et al. [2011] is used on all parameters in each training episode. Our model doesn't need any fine-tuning on the classes it has never seen due to its generalization nature. The induction and comparison ability would be accumulated in the model along with the training episodes.
Experiments
We evaluate our model by conducting experiments on two few-shot text classification datasets. All the experiments are implemented with Tensorflow.
Experiment Datasets
Amazon Review Sentiment Classification(ARSC): Following , we use the multiple tasks with the multidomain sentiment classification [Blitzer et al., 2007] dataset. The dataset comprises English reviews for 23 types of products on Amazon. For each product domain, there are three different binary classification tasks. These buckets then form 23 × 3 = 69 tasks in total. Following , we select 12(4 × 3) tasks from 4 domains(Books, DVD, Electronics and Kitchen) as test set, and there are only 5 examples as support set for each labels in the test set. We create 5-shot learning models on this dataset. Open Domain Intent Classification for Dialog System(ODIC): This dataset is drawn from the log data of a real conversational platform. The enterprises submit various dialogue tasks with lots of intents, but many intents have only few labeled samples, which is a typical few-shot classification scenario. Following the definition of few-shot learning task, we divide the ODIC into training set and testing set, and the labels of the two sets have no intersection. The details of the set partition are shown in Table 1 .
Experiment Setup
Baselines: In this section, the baseline models in our experiments are introduced as follows.
• Match Network: a few-shot learning model using metric based attention method [Vinyals et al., 2016] . • Prototypical Network: a deep matrix based method using sample average as class prototypes [Snell et al., 2017] . • Relation Network: a metric-based few-shot learning model which uses neural network as the distance measurement, and calculate class vector by summing sample vectors in the support set . We re-implement Relation Network with the same encoder module and relation module with our work. • ROBUSTTC-FSL: This approach combines several metric methods by clustering the tasks .
Model Mean Acc
Match Network [Vinyals et al., 2016] 65.73 Prototypical Network [Snell et al., 2017] 68.17 Relation Network 83.74 ROBUSTTC-FSL 83.12 Induction-Network-Attention 84.31 Induction-Network-Routing 85.47 The baseline results on ARSC are reported in and we implemented the baseline modes on ODIC with the same text encoder module. In addition, to compare with the proposed dynamic induction routing method, we also implement the Induction Module in a self-attention method to compare with the proposed dynamic routing method, witch is called Induction-Network-Attention.
Implement Details: We use 300 dim Glove embeddings [Pennington et al., 2014] for ARSC dataset and 300 dim Chinese word embeddings trained by for ODIC. We set hidden state size of LSTM u = 128, and the attention dim d a = 64. The iteration number iter used in dynamic routing algorithm is 3. The relation module is a neural tensor layer with h = 100 followed by a fully connected layer activated by sigmoid. We build 2-way 5-shot models on ARSC following , and build episode-based meta training with C = [5, 10] and K = [5, 10] for comparison on ODIC. Besides K sample texts as support set, the query set has 20 query texts for each of the C sampled classes in every training episode. This means for example that there are 20 × 5 + 5 × 5 = 125 texts in one training episode for the 5-way 5-shot experiments.
Experiment Results
Evaluation Methods: We evaluate the performance by fewshot classification accuracy following previous studies in few-shot learning [Snell et al., 2017; .
To evaluate the proposed model objectively with the baselines, we compute mean few-shot classification accuracies on ODIC over 600 randomly selected episodes from the testing set. We sample 10 test texts per class in each episode for evaluation in both 5-shot and 10-shot scenarios. Note that for ARSC, the support set for testing is fixed by , therefore we just need to run the test episode once for each of the target task. The mean accuracy of the 12 target task is compared to the baseline models following .
Results: Experiment results on ARSC are illustrated in Table 2 . The results of the proposed Induction-Network-Routing is almost 3% higher than the ROBUSTTC-FSL, which was the latest state-of-the-art on this dataset. The reason is that the ROBUSTTC-FSL devotes to building a general metric method by integrating several metrics on the sample level, which can not get rid of the noise among different expressions in the same class. In addition, the task clustering based method used by ROBUSTTC-FSL must base on the relevance matrix, which is too inefficient when applied in real-world scenario where the tasks will change rapidly. On the contrary, our Induction Network is trained in the meta- learning framework, which is more flexible and its induction ability can be accumulated through different tasks. We also evaluate our method with a real-world intent classification dataset ODIC. The experiment results are shown in Table 3 . We can see that the proposed Induction-Network-Routing achieves better classification results on all of the four experiments. The baseline models [Vinyals et al., 2016; Snell et al., 2017; can be seen as distance metric learning, where all the learning occurs in representing features and measuring distances on the sample-wise level. This work creatively builds an induction module focusing on the class-wise level representation, which is more robust to variations of samples in the support set. In addition, the result difference between our model and other baselines in the 10shot scenario is bigger than that in the 5-shot scenario. It is because that in the 10-shot scenario, for the baseline models, the improvement brought by a bigger data size is also diminished by more sample level noises.
Induction-Network-Routing also outperforms Induction-Network-Attention on both two datasets. Induction-Network-Attention models the induction ability by the attention mechanism and outperforms the baseline models, but the ability is limited by the learned attention parameters. On the contrary, the proposed dynamic induction routing method can capture important information of the class by automatically adjusting the coupling coefficients without attention parameters.
Experimental Analysis
We further analyze the effect of Transformation and the query text vector visualization to prove the advantage of the Induction Network in our experiments.
Effect of Transformation Figure 2 shows the visualizations of support sample vectors before and after matrix transformation under 5-way 10-shot scenario. In particular, we randomly select a support set with 50 texts (10 texts per class) on ODIC testing set, and get the sample vectors e s ij i=1,...5,j=1...10 after encoder module and the sample prediction vector ê s ij i=1,...5,j=1...10 . We visualize these two types of vectors with t-SNE [Maaten and Hinton, 2008] respectively. We can clearly see that the vectors after matrix transformation are more separable, demonstrating the effectiveness of matrix transformation to encode semantic relationships between lower level sample features and higher level class features.
Query Text Vector Visualization We find out that our induction module not only works out fine by generating effective class-level features, but it also helps encoders to learn bet- ter text vectors due to it gives different weights to instances and features during backpropagation. Figure 3 shows the t-SNE [Maaten and Hinton, 2008] visualizations of text vectors learnt by Relation Network and our Induction Network under 5-way 10-shot scenario. Specifically, we select 5 classes from ODIC testing set and the embedded texts are then projected into 2-dimensional space using t-SNE. It is clear that the text vectors learnt by Induction Network are better semantically separated than those of Relation Network.
Conclusion
In this paper, we have introduced the Induction Network, a new neural model targeting on few-shot text classification. The proposed model reconstructs the hierarchical representations of support training samples and dynamically induces sample representations into class representations. We combine the dynamic routing algorithm with a typical meta learning framework to simulate human-like induction ability. Results show that our model outperforms other state-of-the-art few-shot text classification models.
