Grocery recommendation is an important recommendation usecase, which aims to predict which items a user might choose to buy in the future, based on their shopping history. However, existing methods only represent each user and item by single deterministic points in a low-dimensional continuous space. In addition, most of these methods are trained by maximizing the co-occurrence likelihood with a simple Skip-gram-based formulation, which limits the expressive ability of their embeddings and the resulting recommendation performance. In this paper, we propose the Variational Bayesian Context-Aware Representation (VBCAR) model for grocery recommendation, which is a novel variational Bayesian model that learns the user and item latent vectors by leveraging basket context information from past user-item interactions. We train our VBCAR model based on the Bayesian Skip-gram framework coupled with the amortized variational inference, so that it can learn more expressive latent representations that integrate both the non-linearity and Bayesian behaviour. Experiments conducted on a large real-world grocery recommendation dataset show that our proposed VBCAR model can significantly outperform existing state-of-the-art grocery recommendation methods.
INTRODUCTION
Recommender systems that use historical customer-product interactions to provide customers with useful suggestions have been of interest to both academia and industry for many years. Various matrix completion-based methods [4, 12, 13] have been proposed to predict the rating scores of products (or items) for customers (or users). Recently, many grocery recommendation models [3, 15, 16] were proposed that target grocery shopping use-cases. In real grocery shopping platforms, such as Amazon and Instacart, users' interactions with items are sequential, personalized and more complex than those represented by a single rating score matrix. Thus effective recommendation models for this use-case are designed to learn representations of users and items so that contextual information, such as basket context [16] and time context [9] , are captured within the learned representations, which results in increased recommendation performance. In the grocery shopping domain, prod2vec [3] and triple2vec [16] are two state-of-the-art models that learn latent representations capturing the basket context, based on the Skip-gram model for grocery recommendation. In these models, both the user's general interest (which items the user likes) and the personalized dependencies between items (what items the user commonly includes in the same basket) are encoded by the embeddings of users and items. Furthermore, when combined with negative sampling approaches [11] , these Skip-gram-based models are able to scale to very large shopping datasets. Meanwhile, through the incorporation of basket contextual information during representation learning, significant improvements in grocery recommendation have been observed [3, 16] .
However, these representation models still have several defects: (1) they represent each user and item by single deterministic points in a low-dimensional continuous space, which limits the expressive ability of their embeddings and recommendation performances; (2) their models are simply trained by maximizing the likelihood of recovering the purchase history, which is a point estimate solution that is more sensitive to outliers when training [1] .
To alleviate the aforementioned problems, we propose a Variational Bayesian Context-Aware Representation model, abbreviated as VBCAR, which extends the existing Skip-gram based representation models for grocery recommendation in two directions. First, it jointly models the representation of users and items in a Bayesian manner, which represents users and items as (Gaussian) distributions and ensures that these probabilistic representations are similar to their prior distributions (using the variational auto-encoder framework [5] ). Second, the model is optimized according to the amortized inference network that learns an efficient mapping from samples to variational distributions [14] , which is a method for efficiently approximating maximum likelihood training. Having inferred the representation vectors of users and items, we can calculate the preference scores of items for each user based on these two types of Gaussian embeddings to make recommendations. Our contributions can be summarized as follows:
(1) We propose a variational Bayesian context-aware representation model for grocery recommendation that jointly learns probabilistic user and item representations while the item-user-item triples in the shopping baskets can be reconstructed. (2) We use the amortized inference neural network to infer the embeddings of both users and items, which can learn more expressive latent representations by integrating both the non-linearity and Bayesian behaviour. 
RELATED WORK
In this section, we briefly discuss two lines of related work, namely methods for grocery recommendation and deep neural networkbased methods for recommendation. A grocery recommender is a type of recommender system employed in the domain of grocery shopping to support consumers during their shopping process. The most significant difference between the grocery recommendation task and other recommendation tasks, such as video recommendation [13] and movie rating prediction [12] , is that the basket contextual information is more common and important in grocery shopping scenarios. However, most existing matrix completion-based methods [4, 12, 13] are unable to incorporate such basket information. Hence, many approaches have been proposed to learn latent representations that incorporate the basket information to enhance the performance of grocery recommendation [3, 6, 16] , among which Triple2vec [16] is one of the most effective. Triple2vec [16] is a recent proposed approach, which uses the Skip-gram model to capture the semantics in the users' grocery basket for product representation and purchase prediction. In this paper, we also apply the Skip-gram model to calculate the likelihood of the basket-based purchase history, but we further extend it to the Bayesian framework that represents users and items as Gaussian distributions and optimize them with the Amortized Inference [5, 14] .
Besides the Skip-gram-based models, other deep neural networkbased recommendation methods have also achieved success due to the highly expressive nature of deep learning techniques [4, 8, 17] . For instance, the Neural Collaborative Filtering [4] model is a general framework that integrates deep learning into matrix factorization approaches using implicit feedback. Meanwhile, Li et al. proposed a collaborative variational auto-encoder [7] that learns deep latent representations from content data in an unsupervised manner and also learns implicit relationships between items and users from both content and ratings. Additionally, to better capture contextual information, Manotumruksa et al. [9] proposed two gating mechanisms, i.e. a Contextual Attention Gate (CAG) and Time-and Spatial-based Gates (TSG), incorporating both time and geographical information for (venue) recommendation. In this work, to further enhance the expressive ability of the learned embeddings for grocery recommendation, we propose to use the variational autoencoder-based deep neural network [5] to approximately optimize the variational lower bound.
METHODOLOGY
In this section, we first briefly introduce the basic notations and the problem that we plan to address (Section 3.1). Next, we briefly review the Skip-gram model as well as a state-of-the-art representation model called Triple2vec [16] tailored to grocery recommendation (Section 3.2). Then, we present our proposed representation learning model, i.e. Variational Bayesian Context-Aware Representation (VBCAR), as well as show how to use the learned embeddings for downstream recommendation tasks.
Problem Definition and Notations
We use U = {u 1 , u 2 , · · · , u N } to denote the set of users and I = {i 1 , i 2 , · · · , i M } to denote the set of items, where N is the number of users and M is the number of items. Then, in a grocery shopping scenario, the users' purchase history can be represented as S =
o L } being the set of orders (i.e. baskets). We also use Z u ∈ R N ×D and Z i ∈ R M ×D to denote the latent representation matrices for users and items, respectively, where D denotes the dimension of these latent variables.
Given U, I, O and S, the task we aim to address in our paper is to infer the latent representation matrices of users and items, i.e. Z u and Z i , so that the missing preference scores of items for each user that estimate future user purchase probabilities can be predicted (using these latent representation matrices).
Skip-gram and Triple2vec
The Skip-gram model was originally designed for estimating word representations that capture co-occurrence relations between a word and its surrounding words in a sentence [11] . It aims to maximize the log-likelihood of a target entity (word) v predicting contextual entities (words) C v :
where
with f v and д v ′ being the latent representations of the target entity and its contextual entities, respectively. The Triple2vec [16] model further extends the Skip-gram model for capturing co-purchase product relationships within users' baskets according to sampled triples from the grocery shopping data. Here each triple reflects two items purchased by the same user in the same basket. Specifically, Triple2vec samples a set of triples T = {(u, i, j) | (u, i, o) ∈ S, (u, j, o) ∈ S} from the purchase history S as the purchase context for training and assumes that a triple (u, i, j) ∈ T is generated by a probability σ calculated by the
where z u u ∈ Z u and z i i , z i j ∈ Z i are the latent representations of user u and items i and j, respectively,
and
. The Skip-gram based models [3, 16] can learn representations for users and items at scale, and with the aid of basket information they have previously been shown to be effective for grocery recommendation. However, these models represent each user and item by single deterministic points in a lowdimensional continuous space, which limits the expressive ability of their embeddings and recommendation performance. To address this problem, we propose a new Bayesian Skip-gram model that represents users and items by Gaussian distributions, as illustrated in Section 3.3.1. Then, we describe how to approximately optimize the Bayesian Skip-gram model with a Variational Auto-encoder and the amortized Inference (Section 3.3.2). We provide an overview of our overall proposed model in Figure 1 .
The Variational Bayesian
Context-aware Representation Model
Here we present our proposed Variational Bayesian Context-aware Representation model, i.e. VB-CAR, which represents the users and items as random variables, i.e. Z u and Z i that are independently generated according to their priors. Like other probabilistic methods for embedding [10] and recommender systems [4, 8] , these priors are assumed to be the standard Gaussian distributions:
where α 2 is the same hyperparameter for all the priors -we used the default setting of α = 1 in our paper, following [5] . Consider past purchase triples (u, i, j) ∈ T that are sampled from historical grocery shopping data [16] . These sampled triples are positive examples that should be precisely predicted according to the latent variables of users and items. We use n+ to denote the number of times that a given triple is observed in the total sample T .Then n+ is a sufficient statistic of the Skip-gram model, and it contributes to the likelihood
. Thus, one needs to also construct an associated rejected triples set (i.e. n−, negative examples) that are not in the total sample so that we can conduct an efficient negative sampling for approximate optimization [11] . We let n± = {n+, n−} be the combination of both positive and negative examples, then the likelihood of this complete purchase context is obtained by:
where σ is calculated by the same function as in Triple2vec [16] (2)).
The Variational Evidence Lower Bound and Amortized
Inference. Since we assume that both Z u and Z i are random variables, the exact inference of their posterior density is intractable due to the non-differentiable marginal likelihood p n ± [5] . Variational Bayes resolves this issue by constructing a tractable lower bound of the logarithm marginal likelihood and maximizing the lower bound instead [2] . Following the Variational Autoencoding framework [5] , we also solve this problem by introducing the two variational distributions to formulate a tractable lower bound and optimize the lower bound by the Amortized Inference [14] . To infer the users' and items' embedding, we start by formulating the logarithm marginal likelihood of n ± :
where the inequation of the second line is derived from the Jensen's inequality; L is called the Evidence Lower BOund (ELBO) of the observed triple context [5] ; KL(·∥·) is the Kullback-Leibler (KL) divergence and q ϕ (Z u , Z i ) is the variational distribution, which can be factorized in a mean-field form:
where ϕ 1 and ϕ 2 are the trainable parameters of the inference models (encoders). In order to get more expressive latent factors of users and items, we consider that the variational distributions q ϕ 1 (Z u ) and q ϕ 2 (Z i ) are Gaussian distributions and are encoded from the identity codes of users and items such that we have:
where F u ∈ R N ×F 1 and F i ∈ R M ×F 2 are the identity representation (can be one-hot or binary encoded) of users and items respectively, with F 1 and F 2 being the dimension of their identity representation respectively, and µ u , σ u2 , µ i and σ i2 are inferred by the encoder networks. Specifically, the parameters of these Gaussian embeddings are encoded from their identity codes, i.e. F u and F i , according to two two-layer fully-connected neural networks:
where tanh is the non-linearity activation function, and W u
Since we assume the priors and the variational posteriors are Gaussian distributions, the KL-divergence terms in Equation (5) have analytical forms. By using the Stochastic Gradient Variational Bayes (SGVB) estimator and the reparameterization trick [5] , we can directly optimize ELBO by sampling deterministic and differentiable embedding samples from the inferred variational distributions:
to approximate and regularize maximum likelihood training, which is also referred to as amortized inference [14] .
Recommendation Tasks
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of users and items in our VBCAR model, we can follow a similar approach to [16] tackling both next-basket product recommendation and within-basket product recommendation:
(1) Next-basket product recommendation: Recommending a given user u with products for the next basket, we can obtain a preference score s ui = dot z u u , z i i 1 for each item i, then return the top-K items with the highest preference scores. (2) Within-basket product recommendation: If the products in the current basket b are given, we can first compute a preference score of item i for user u by:
, then return the top-K preference score items as recommendations.
In this paper, we only evaluate the performance of our model based on the next-basket product recommendation and leave the evaluation of within-basket product recommendation for future work.
EXPERIMENTS
In the following, we first introduce the research questions we aim to answer in this paper (Section 4.1). Next, we describe our experimental setup (Section 4.2), followed by our results and analysis (Section 4.3).
Research Questions
In this paper, we aim to answer the following two research questions: that have less than 7 orders or less than 30 items, as well as items that were purchased by less than 16 users in the purchase history were removed. Next, we uniformly sample different percentages of users and items to construct different sizes of evaluation dataset. For model evaluation, we split all the sampled datasets into training (80%) and testing (20%) sets according to the temporal order of baskets. Table 1 shows the statistics of these datasets. Baseline and Evaluation Metrics. To provide a fair comparison, we use Triple2vec [16] as a state-of-the-art baseline, since Triple2vec incorporates basket information in a similar way to our proposed VBCAR model. We evaluate the effectiveness of our model for next-basket (grocery) product recommendation, where we evaluate the top-K items recommended by each model. We report the standard recommendation evaluation metrics Recall@K and NDCG@K [4, 16, 17] to evaluate the preference ranking performance. We report results for K = 10 in our subsequent experiments, however we observed similar results when testing other values of K (e.g. 5 and 20).
Results and Analysis
To answer RQ1, we evaluate our model as well as the triple2vec baseline on the task of item recommendation with the same size of triple samples (i.e. 1 million). Table 2 shows the overall performance of our proposed model as well as that of the baseline method. For both the Triple2vec and our proposed VBCAR approach, we empirically set the embedding size to be 64 and train both models, with a batch size of 512 and a RMSprop optimizer. From Table 2 , we can clearly see that our VBCAR model performs better than Triple2vec on all the datasets. This result suggests that our model can learn more expressive latent representations by integrating both non-linearity and a Bayesian behaviour. To further validate this argument (RQ2), we also compare the recommendation performance of our VBCAR model with Triple2vec using a different number of triple samples. Figure 2 shows the NDCG@10 and Recall@10 performances for triple sample sizes ranging from 50k to 500k. In these experiments, we set the embedding dimension to 64, while the other parameters for both models are tuned to be optimal except the fixed triple sample size. Again, we can clearly observe that our VBCAR model outperforms Triple2vec in terms of both metrics and on all triple sample sizes. Moreover, the gap between the performance of VBCAR model and Triple2vec is larger on small sample sizes. This result validates our hypothesis that our VBCAR model can learn more expressive latent representations with limited input samples.
CONCLUSIONS
In this paper, we have proposed the VBCAR model, a variational Bayesian context-aware representation model for grocery recommendation. Our model was built based on the variational Bayesian Skip-gram framework coupled with the amortized inference. Experimental results on the Instacart dataset show that our VBCAR model can learn more expressive representations of users and items than Triple2vec and does significantly outperform Triple2vec under both the NDCG and Recall metrics. Indeed, we observe up to a 31% increase in recommendation effectiveness over Triple2vec (under NDCG@10). For future work, we plan to extend our model to infer latent representations for new users and new items by taking the side information about users and items into account.
