Consider a Benjamin-Ono-Boussinesq system η t + u x + au xxx + (uη) 
Introduction and main results
We consider the Cauchy problem for a Benjamin-Ono-Boussinesq system: . The local wellposedness of the nonlinear system (1.1) is considered in [2] . They prove that the system (1.1) associated with (1.2) is locally well posed in the Sobolev space H s (R) × H s+1 (R), with s ≥ 1. In this work, we will give some local well-posedness for the Cauchy problem (1.1) in the Sobolev space H s (R) × H s+1 (R), with s > 1/4, by using the so-called L p − L q smoothing effect of the Strichartz type. Denote by J the Fourier multiplier with symbol (1 + ξ 2 ) 1/2 , and denote by Ᏼ the usual Hilbert transform. Our result is the following. 
Moreover, for any R > 0, there exists T depending on R such that the nonlinear map ( f (x),g(x)) → (η,u) is continuous from the ball of radius R of H s (R) × H s+1 (R) to C([0,T]; H s (R) × H s+1 (R)).
In the sequel, we say that the pair (p, q) ∈ R 2 is admissible if it satisfies
We denote by J the Fourier multiplier with symbol (1 + ξ 2 ) 1/2 , denote by Ᏼ the usual Hilbert transform, and denote by m(D) the Fourier multiplier associated with symbol m(ξ). We also denote the dyadic integers 2 k , k ≥ 0, by λ or µ. Whenever a summation over λ or µ appears, it means that we sum over the dyadic integers. The notation A B (resp., A B) means that there exists a harmless positive constant C such that A ≤ CB (resp., A ≥ CB). We denote by L p T X (resp., L p I X) the space of X-valued measurable and p-integrable functions defined on [0,T] (resp., I), equipped with the natural norm. We also use the notation (u 1 ,u 2 ,...,
The rest of this paper is organized as follows. In Section 2, we prove some Strichartztype estimates for smooth solutions of (1.1). In Section 3, we give the proof of the local well-posedness of the Cauchy problem (1.1).
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Some estimates
In this section, we give some smoothing effects for (1.1). These estimate will be the main ingredient in the proof of local well-posedness of the Cauchy problem (1.1). Consider the following linear system:
Consider the change of variables
where h(D) (resp., h −1 (D)) is the Fourier multiplier with the symbol h(ξ) (resp., h −1 (ξ)). Then we have
Let Γ(D) be the Fourier multiplier with the symbol iξγ(ξ), which is a skew-adjoint operator in L 2 (R) and is bounded from L p (R) to L p (R) for 1 < p < +∞. Then
Using the Strichartz inequality for the Benjamin-Ono equation, we deduce from (2.6), 3612 Benjamin-Ono-Boussinesq systems
and similarly
Consider a standard Littlewood-Paley decomposition:
where 
(2.12)
For a dyadic integer λ, we set 
17)
where
is the Fourier multiplier with the symbol
Proof. Let (η,u) be a smooth solution of the system (1.1). Then (η λ ,u λ ) satisfies the following system:
3614 Benjamin-Ono-Boussinesq systems Using (2.9) to the system (2.18) and choosing the interval I satisfying |I| ≤ 1 and |I| ≤ 1/λ, we get
By the Sobolev embedding, |I| ≤ 1 and
(2.20)
Then, we deduce from (2.19)
. We can choose I k such that their number is bounded by (1 + T)λ. Therefore by (2.21), we obtain 
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Then, for λ ≥ 4,
and for λ = 1,2,
so we get
Note that the frequencies of order ≤ λ/8 in the Littlewood-Paley decomposition of u do not contribute, therefore
for any nonnegative integers α. Let Λ γ be the Lipschitz space defined by 
A combination of (2.26) with (2.27) and (2.32) yields
and so
Similarly, 
(2.36)
where we have used the inequality due to Lemma 2.1: 
Thus we get
We complete the proof. 
Proof. Let F = −(uη) x and G = −uu x in (2.6), and without loss of generality assume τ < t.
Multiplying (2.6) by (∆ λ v λ ,∆ λ w λ ) and integrating by parts, we get
where we denote (
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and so for the dyadic sequence {δ λ }, we get
with
The estimate of II. Using λ ≤ δ λ ≤ λ 2 , we have
The estimate of I. To estimate the term I, we introduce 
(2.50)
Ruying Xue 3621 A combination of (2.50) with (2.51) yields
Using (2.28) again, we get
(2.53)
(2.55)
3622 Benjamin-Ono-Boussinesq systems Using (2.23), we obtain
and then by using Lemma 2.1,
(2.59)
It follows from (2.55), (2.57), and (2.59) that
(2.60)
What remains is to estimate the term |δ 
(2.61)
A combination of (2.52), (2.60), and (2.61) with (2.49) yields
Hence, by (2.44), (2.46), and (2.63)
The Gronwall inequality implies
Proof. If (p, q) is an admissible pair, then both p and q are greater than or equal to two and different from infinity. Therefore Minkowski inequality, Littlewood-Paley square function theorem, and Mikhlin-Hörmander theorem show
Choosing τ = 0, δ λ = λ σ+1/p , and
(2.69) Theorem 2.4 follows from (2.67), (2.68), and (2.69).
3. The local well-posedness 3.1. Uniqueness. Let (η 1 ,u 1 ) and (η 2 ,u 2 ) be two solutions of the system (1.1). Let η j = h(D)(v j + w j ) and u j = v j − w j ( j = 1,2). Then (v 1 − v 2 ,w 1 − w 2 ) satisfies the system (2.6) associated with
. Multiplying the equation satisfied by v 1 − v 2 (resp., w 1 − w 2 ) with v 1 − v 2 (resp., w 1 − w 2 ) and integrating by parts easily yield
It is obvious that
By (2.28), we have
Moreover, A(ξ)/(1 + |ξ|) ∈ H 1 (R) and A(ξ)sgn(ξ)/(1 + |ξ|) ∈ H 1 (R) decay like |ξ| −2 at infinity, and so they define some L ∞ -multipliers. Thus,
and so 
It follows from (3.1)-(3.7) that
By the Gronwall lemma,
which clearly implies the uniqueness.
Existence.
Without loss of generality, we assume 1/4 < s < 1. Let (η,u) be a smooth solution of the system (1.1). Setting σ = s + 3/4, δ λ = λ s+1 , and I = [0,T] in Lemma 2.3, we deduce that
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If (p, q) is an admissible pair, then σ + 1/ p < σ + 1/4 = s + 1 < 2. Therefore using Theorem 2.4 and (3.10), we get that for every admissible pair (p, q) and every T > 0,
Using the Sobolev embedding in the spatial variable together with the Hölder inequality in time variable, we can choose an admissible pair (p, q) such that
A combination of (3.12) with (3.11) yields
(3.13) Choosing δ λ = λ s+1 , τ = 0, and t = T in (2.64), we deduce
(3.14)
Then there exists a positive constant C 0 so small that
T L ∞ . Equations (3.13) and (3.15) imply that
providing that H(T) ≤ C 0 . For every R > 0, we choose a positive constant T R such that for 3628 Benjamin-Ono-Boussinesq systems
H s+1 . Using (3.10), we obtain that if (η,u) is a smooth solution of the system (1.1), then it satisfies
The bounds (3.19) and (3.20) enable us to perform a standard compactness argument. More precisely, consider that the smooth sequence
where we denote byf n = h −1 (D) f n . Let {η n ,u n } be the solution of the system (1.1) with data ( f n (x),g n (x)) which exists globally in time due to [2, Theorem 3.5]. We will prove that {η n ,u n } converges and the limit object is a solution of the system (1.1) with data ( f (x),g(x)). Indeed, (3.20) implies that {η n ,u n } converges in weak * -topology of L ∞ ([0,T R ] : H s × H s+1 ) to some limit (η,u). Using (3.9), we deduce that {η n ,u n } converges strongly to (η,u) 
, and therefore (u n η n ) x and u n (u n ) x converge to (uη) x and uu x , respectively, in a distributional sense. This proves that the limit (η,u) satisfies the system (1.1) in a distributional sense. The map [0, 
Therefore, we get for n ≥ n 0 and 0 ≤ t ≤ T that
(3.27)
We complete the proof of the continuous dependence on the data.
