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LANDASAN TEORI 
2.1 Jaringan Syaraf Tiruan  
Jaringan Syaraf Tiruan adalah cabang dari salah satu ilmu kecerdasan 
buatan yang digunakan untuk memecahkan masalah terutama di bidang-bidang 
yang melibatkan pengelompokan dan pengenalan pola pada suatu masalah 
sehingga dengan adanya pola dan pengelompokan terhadap masalah tersebut 
dapat mempermudah proses penyelesaian masalah. (Puspitaningrum, 2006) 
Jaringan syaraf tiruan (JST) adalah rangkaian menerima suatu informasi 
yang terinspirasi oleh sistem sel syaraf biologi. JST dibentuk sebagai generalisasi 
model matematika dari jaringan syaraf biologi, dengan asumsi bahwa (Nazelliana, 
2014):  
1. Pemrosesan informasi terjadi pada banyak elemen sederhana (neuron). 
2. Sinyal dikirimkan diantara neuron-neuron melalui penghubung-penghubung.  
3. Penghubung antar neuron memiliki bobot yang akan memperkuat atau 
memperlemah sinyal.  
4. Untuk menentukan output, setiap neuron menggunakan fungsi aktivasi 
(biasanya bukan fungsi linier) yang dikenakan pada jumlahan input yang 
diterima. Besarnya output ini selanjutnya dibandingkan dengan suatu batas 
ambang.  
 Neuron biologi merupakan sistem yang “fault tolerant” dalam 2 hal. 
Pertama, manusia dapat mengenali sinyal input yang agak berbeda dari yang 
pernah kita terima sebelumnya. Sebagai contoh, manusia sering dapat mengenali 
seseorang yang wajahnya pernah dilihat dari foto atau dapat mengenali seseorang 
yang wajahnya agak berbeda karena sudah lama tidak menjumpainya. Kedua, 
tetap mampu bekerja dengan baik ketika ada neuron rusak karena neuron yang 
lain dapat dilatih untuk menggantikan fungsi neuron yang rusak. (Nazelliana dkk, 
2014) 
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Hal yang ingin dicapai dengan melatih (ANN) atau JST adalah untuk 
metode yang dilakukan untuk mencapai keseimbangan antara kemampuan 
memorisasi, kemampuan memorisasi yaitu kemampuan mengambil/mengingat 
kembali semua yang telah dipelajari sebelumnya untuk menentukan suatu 
ketetapan. Selain itu JST juga mempunyai kemampuan generalisasi yaitu 
kemampuan JST untuk menghasilkan respon yang bisa diterima terhadap pola-
pola masukan yang serupa dengan pola-pola yang sebelumnnya telah dipelajari. 
Hal ini sangat bermanfaat bila pada suatu saat ke dalam JST itu dimasukkan 
informasi baru yang belum pernah dipelajari, maka Artificial Neural Network 
(ANN) atau JST itu masih akan tetap dapat memberikan tanggapan yang baik dan 
memberikan keluaran yang paling mendekati (Puspitaningrum, 2006) 
2.1.1 Arsitektur Jaringan Syaraf Tiruan 
Neuron-neuron tersebut terkumpul dalam lapisan-lapisan yang disebut 
neuron layer, lapisan-lapisan penyusun JST dibagi menjadi tiga yaitu (Sutojo dkk, 
2011): 
1. Lapisan Input (Input Layer ) 
Unit-unit dalam lapisan input disebut unit-unit yang bertugas menerima pola 
inputan dari luar yang menggambarkan suatu permasalahan. 
2. Lapisan Tersembunyi (Hidden Layer) 
Unit-Unit dalam lapisan output disebut unit-unit output, yang merupakan 
solusi JST terhadapap suatu permasalahn. 
3. Lapisan Output (Output Layer) 
Unit-unit dalam lapisan output disebut unit-unit output, yang merupkaan 
solusi JST terhadap suatu permasalahan. 
2.1.1.1 Jaringan Lapisan Tunggal 
Jaringan dengan lapisan tunggal terdiri dari 1 lapisan input dan 1 lapisan 
output (Gambar 2.1). Setiap unit dalam lapisan input selalu terhubung dengan 
setiap unit yang terdapat pada lapisan output. Jaringan ini menerima input 
kemudian mengolahnya menjadi output tanpa melewati lapisan tersembunyi. 
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Contoh JST yang menggunakan jaringan lapisan tunggal adalah ADALINE, 
Hopfield, Perceptron. 
 
Gambar 2.1 Jaringan Syaraf dengan lapisan tunggal (Sutojo dkk, 2011) 
Pada Gambar 2.1 diatas lapisan input memiliki 3 neuron, yaitu X1, X2, dan 
X3 yang terhubung langsung dengan lapisan output yang memiliki 2 unit neuron 
yaitu Y1 dan Y2. Hubungan neuron-neuron pada kedua lapisan tersebut ditentukan 
oleh bobot yang bersesuaian W11, W12, W21, W22, W31 dan W32. 
2.1.1.2 Jaringan Lapisan Banyak 
Jaringan lapisan banyak mempunyai 3 jenis lapisan, yaitu lapisan input, 
lapisan tersembunyi, dan lapisan output (Gambar 2.2).  Jaringan dapat 
menyelesaikan permasalahan yang lebih kompleks dibandingkan dengan jaringan 
lapisan tunggal. Contoh JST menggunakan jaringan lapisan banyak adalah 
MADALINE, Backpropagation, dan Neocognitron. 
 
Gambar 2.2 Jaringan Syaraf Tiruan lapisan banyak (Sutojo dkk. 2011) 
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Pada Gambar 2.2 lapisan input memiliki 3 unit neuron, yaitu X1, X2, dan 
X3 yang terhubung langsung dengan lapisan tersembunyi yang memiliki 2 unit 
neuron tersembunyi, yaitu Z1 dan Z2. Hubungan neuron-neuron pada lapisan input 
dan lapisan output tersebut oleh bobot V11, V12, V21, V22, V31, dan V32. Kemudian, 
2 unit neuron tersembunyi Z1 dan Z2 terhubung langsung dengan lapisan output 
yang memiliki 1 unit neuron Y yang besarnya ditentukan oleh bobot W1 dan W2. 
2.1.1.3 Jaringan Lapisan Kompetitif 
Jaringan ini memiliki bobot yang telah ditentukan dan tidak memiliki 
proses pelatihan (Gambar 2.3). Jaringan ini digunakan untuk mengetahui neuron 
pemenang dari sejumlah neuron yang ada. Akibatnya, pada jaringan ini 
sekumpulan neuron bersaing untuk mendapatkan hak menjadi aktif. Nilai bobot 
setiap neuron untuk dirinya sendiri adalah 1, sedangkan untuk neuron lainnya 
bernilai random negative. Contoh JST yang menggunakan jaringan dengan 
lapisan kompetitif adalah LVQ. 
 
Gambar 2.3 Jaringan Saraf dengan lapisan kompetitif yang memiliki –ή 
(Sutojo dkk. 2011) 
2.2 Learning Vector Quantization (LVQ)    
Learning Vektor Quantization (LVQ) adalah suatu metode prediksi pola 
yang masing-masing unit output mewakili kategori atau kelompok tertentu. 
Pemrosesan yang terjadi pada setiap neuron adalah mencari jarak terdekat antara 
suatu vektor masukan ke bobot yang bersangkutan. Kelebihan metode ini adalah 
selain mencari jarak terdekat pada saat pembelajaran (training) juga diposisikan 
untuk mencari bobot terbaik setiap pembelajaran (training) yang akan digunakan 
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pada proses pengujian sehingga dapat menentukan kelas sesuai dengan yang 
ditargetkan dan mendapatkan akurasi terbaik. (Fausett, 1994) 
Learning Vector Quantization (LVQ) adalah suatu metode untuk melakukan 
pembelajaran pada lapisan kompetitif yang terawasi. Suatu lapisan kompetitif 
akan secara otomatis belajar untuk mengprediksikan vektor-vektor input. Kelas-
kelas yang didapatkan sebagai hasil dari lapisan kompetitif ini hanya tergantung 
pada jarak antara vektor-vektor input. Jika dua vektor input mendekati sama, 
maka lapisan kompetitif akan meletakkan kedua vektor input tersebut kedalam 
kelas yang sama (Fauset, 1994). 
2.2.1 Variasi Algoritma LVQ 
Terdapat beberapa variasi dari LVQ yaitu, LVQ2, LVQ2.1 (Kohonen, 
1990a) dan LVQ3 (Kohonen, 1990b). Karakteristik pada lagoritma LVQ1 adalah 
hanya vektor referensi terdekat (vektor pemenang) dengan vektor masukan yang 
diperbaharui. Arah perpindahan vektor tergantung pada apakah vektor referensi 
memiliki kelas yang sama dengan vektor masukan. Algoritma LVQ yang telah 
ditingkatkan, vektor pemenang dan vektor runner up akan sama-sama belajar bila 
kondisi tertentu terpenuhi. Idenya adalah bila jarak antara vektor masukan dengan 
vektor pemenang dan vektor runner up kira-kira mempunyai jarak yang sama 
(Fauset, 1994 dalam Budianita, 2013) 
2.2.1.1 Learning Vector Quantization 1 (LVQ1) 
 (LVQ) adalah suatu metode klasifkasi pola dimana masing – masing input 
merepresentasikan kelas atau kategori yang sama. Jaringan LVQ ini memang 
mirip dengan jaringan yang telah dikembangkan oleh Prof. Teuvo Kohonen pada 
tahun 1982. Adapun arsitektur jaringan LVQ 1 yaitu: 
 
Gambar 2.4 Arsitektur Learning Vector Quantization 1 (Fausett 1994) 
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Jika dua vektor input mendekati sama, maka lapisan kompetitif akan 
meletakkan kedua vektor input tersebut ke dalam kelas yang sama. 
Setelah pembelajaran, LVQ membagi vektor input dengan penempatan lapisan 
LVQ ke kelas yang sama sebagai unit ouput yang mempunyai vektor bobot 
(vektor referensi) terdekat dengan vektor input. 
 Langkah-langkah algoritma pelatihan LVQ1 (Kusumadewi dan Hartati, 
2010) terdiri atas: 
1. Tetapkan bobot awal variable input ke-j menuju ke kelas ke-i (W), 
parameter learning rate (α), nilai pengurangan learning rate, nilai minimal 
learning rate (Minα), dan epoch = 0. 
2. Masukan data input (X) dan target (T) 
3. Kerjakan jika α ≥ Min α : 
a. Hitung jarak euclidean antara vektor W dan vektor X: 
 √     2                    (2.1) 
b. Tentukan J sedemikian hingga min ||X-W|| minimum. 
c. Perbaharui bobot W dengan ketentuan: 
- Jika T=D maka W(baru)=W(lama) + α (X-W)                      (2.2) 
- Jika T≠ D maka W(baru)=W(lama)- α (X-W)                       (2.3) 
d. Kurangi nilai α. 
Setelah dilakukan pelatihan, akan diperoleh bobot-bobot akhir (W). 
Bobot-bobot ini nantinya akan digunakan pada proses pengujian. 
2.2.1.2 Agoritma Learning Vector Quantization 2 (LVQ 2) 
LVQ2 adalah sebuah algoritma hasil pengembangan dari algoritma LVQ 
awal (LVQ1) (Fausett, 1994). Kondisi kedua vektor pada LVQ 1 akan 
diperbaharui jika: 
1. Unit pemenang dan runner up (vektor terdekat kedua) merepresentasikan 
kelas yang berbeda 
2. Vektor masukan mempunyai kelas yang sama dengan runner up 
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3. Jarak antara vektor masukan ke pemenang dan jarak antara vektor 
masukan ke runner up kira-kira sama. Kondisi ini diperlihatkan di dalam 
notasi berikut: 
X vektor masukan saat ini 
J1 vektor referensi terdekat dengan X 
J2 vektor referensi terdekat berikutnya dengan X (runner up) 
D1 jarak dari X ke Yc 
D2 jarak dari X ke Yr 
Vektor referensi dapat diperbaharui jika masuk ke dalam daerah yang 
disebut window(ε). Window yang digunakan untuk memperbaharui vektor 
referensi didefinisikan sebagai berikut (Budianita, 2013) : 
Vektor masukan X akan masuk ke dalam window bila 
  
  
     
  
  
             (2.4) 
Dengan nilai ε tergantung dari jumlah data pelatihan. Berdasarkan 
Kohonen (1990a) dalam Fausett (1994) nilai ε = 0.3 adalah nilai yang disarankan. 
Vektor Yc dan Yr akan diperbaharui bila kondisi 1,2 dan 3 terpenuhi. Vektor Yc 
dan Yr diperbaharui dengan menggunakan persamaan: 
W(baru) = W (lama) – α [X –  W(lama)]     (2.7)       
W(baru) = W (lama) + α [X – W(lama)]      (2.8)      
Algoritma Learning Vector Quantization 2: 
1. Lakukan inisialisasi bobot w dan j  
2. Input α (learning rate), nilai ɛ (window) dan Min alpha (α) 
3. Untuk setiap pelatihan vektor pelatihan   temukan J dengan rumus 
persamaan (2.1) 
4. Perbaharui bobot W dengan ketentuan :   
a. Jika T = D1 maka Lakukan perubahan bobot dengan persamaan (2.2) 
b. Jika T ≠ D1 maka masuk ke window dengan persamaan (2.4)  
Jika nilai window True maka W yang termasuk vektor X diperbaharui 
dengan persamaan (2.2) 
Sedangkan W yang tidak termasuk vektor X diperbaharui dengan 
persamaan (2.3) sehingga akan memperoleh W(baru) apabila nilai 
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window bernilai false maka perbaharui bobot dengan persamaan (2.7) 
dan (2.8) 
c. Terakhir lakukan pengurangan α. 
2.2.1.3 Algoritma Learning Vector Quantization 2.1 (LVQ 2.1) 
Menurut (Kohonen, 1990a) dalam Fausett (1994) modifikasi LVQ yaitu 
mempertimbangkan dua vektor referensi terdekat, yaitu D1 dan D2. Kondisi untuk 
memperbaharui kedua vektor tersebut adalah apabila salah satu dari vektor 
tersebut (missal D1) masuk ke dalam kelas yang sama dengan vektor masukan x, 
sementara vektor lainnya (missal D2) tidak masuk ke dalam kelas yang sama 
dengan vektor masukan x. Sebagaimana LVQ2, vektor x harus masuk ke dalam 
window agar bisa terjadi pembaharuan. Window didefinisikan sebagai berikut: 
   *
  
  
 
  
  
+             (2.5) 
   *
  
  
 
  
  
+            
Jika kondisi-kondisi tersebut terpenuhi, maka vektor referensi yang masuk 
ke dalam kelas yang sama dengan vektor x akan diperbaharui menggunakan 
persamaan (2.2). Sedangkan vektor refrensi yang tidak masuk ke dalam kelas 
yang sama dengan vektor x akan diperbaharui menggunakan persamaan (2.3). 
Algoritma Pembelajaran LVQ 2.1 (Budianita, 2013) 
1. Inisialisasi bobot awal (  ), vector pelatihan (  ), Target (T), Parameter 
Learning  Rate (α), nilai minimum learning rate (Mina) serta nilai window 
(ε). 
2. Masukan data input (   ), dengan Target (T) 
3. Kerjakan jika α ≥ mina: 
a. Hitung jarak euclidean antara vektor W dan vector X 
b. Temukan Jarak Terkecil D1 = min (X-W) 
c. Perbaharui Bobot W dengan ketentuan: 
T = D1 maka lakukan perubahan bobot dengan persamaan (2.2) 
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T ≠ D1 maka temukan jarak terkecil kedua (D2), periksa apakah jarak 
runner up masih masuk kedalam window ε dengan rumus persamaan 
(2.5) 
4. Apabila hasil dari pemeriksaan window bernilai True maka bobot akan 
diperbaharui vektor bobot (w) dengan rumus persamaan (2.3) untuk vektor 
x yang tidak masuk ke kelas yang sama dan rumus persamaan (2.2) untuk 
vektor x yang masuk ke kelas yang sama. 
Sedangkan apabila hasil nya bernilai False maka bobot diperbaharui 
dengan persama LVQ1 yaitu persamaan (2.3) 
2.2.1.4 Algoritma Learning Vector Quantization 3 (LVQ3) 
(Budianita, 2013) Algoritma LVQ3 adalah algoritma yang dikembang 
berdasarkan ketentuan algortima LVQ1 dan perubahan window di LVQ 2.1 tetapi 
ada kondisi yang berbeda di LVQ3 dimana kondisi kedua vector yang harus 
diperbaharui yaitu: 
1. Unit pemenang dan runner up (vektor terdekat kedua) berasal dari kelas 
yang berbeda. 
2. Vektor masukan mempunyai kelas yang sama dengan runner up. 
3. Jarak antara vektor masukan ke pemenang dan jarak antara vektor masukan 
ke runner up kira-kira sama. 
4. Vektor referensi dapat diperbaharui jika masuk ke dalam daerah yang 
disebut window(ε). Adapun rumus Window yang digunakan untuk 
memperbaharui vektor referensi didefenisikan sebagai berikut :  
                      (
  
  
 
  
  
)            )        (2.6) 
Dengan nilai ε tergantung dari yang ingin digunakan. Berdasarkan (1990) 
dalam Fausett (1994) nilai ε = 0.2, 0.3 dan 0.5 adalah nilai yang disarankan.  
5. Vektor referensi akan diperbaharui bila kondisi persamaan window 
terpenuhi atau bernilai TRUE dan salah satu dari 2 vektor referensi terdekat 
berada dalam kelas yang sama dengan vektor masukan. Maka vektor 
referensi yang masuk ke dalam kelas yang sama dengan vektor masukan 
akan diperbaharui menggunakan persamaan (2.2) dan vektor referensi yang 
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tidak masuk ke dalam kelas yang sama dengan vektor x akan diperbaharui 
menggunakan persamaan (2.3). 
6. Jika persamaan window tidak terpenuhi atau bernilai FALSE maka Vektor 
referensi akan diperbaharui dengan menggunakan persamaan : 
 W(baru) = W(lama) - ε*α [ X - W(lama) ]   (2.7) 
 W(baru) = W(lama) + ε*α [ X - W(lama) ]    (2.8) 
2.3 Normalisasi 
Normalisasi dilakukan untuk mengubah nilai angka menjadi nilai yang 
lebih kecil besarnya nilai angka yang diubah dalam normalisasi yaitu berkisar 
antar 0-1 (Teknomo, 2006). Adapun rumus normalisasi adalah sebagai berikut: 
X* = 
        
             
       (2.9) 
Keterangan : 
X*  : nilai setelah dinormalisasi  
X  : nilai sebelum dinormalisasi   
Min (X) : nilai minimum dari  X data   
Max (X) : nilai maksimum dari X data 
Jarak antara dua benda yang diwakili oleh variabel ordinal dapat 
ditentukan dengan mengubah skala ordinal ke skala rasio dengan melakukan 
langkah-langkah berikut: (Teknomo, 2006)  
1. Konversi nilai ordinal menjadi rank (r = 1 sampai R). 
2. Normalisasi peringkat ke nilai 0 sampai 1 menggunakan persamaan: 
               
    
    
        (2.10) 
 Jarak dapat dihitung dengan memperlakukan nilai ordinal sebagai variabel 
kuantitatif (diantaranya dapat menggunakan persamaan jarak euclidean, city blok, 
chebyshev, minkowski, canberra, sudut pemisahan, dan koefisien korelasi). 
2.4 Akurasi 
Perhitungan tingkat akurasi berperan penting didalam sebuah penelitian 
agar didapatnya hasil berupa tingkat keberhasilan dan kegagalan didalam  
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penelitian tersebut.  Tingkat akurasi dari hasil penelitian salah satunya dapat 
diukur menggunakan Confusion matrix. Confusion matrix merupakan alat yang 
berguna untuk menganalisis seberapa baik sistem mengenali data yang berbeda. 
TP dan TN memberikan informasi ketika prediksi bernilai benar, sedangkan FP 
dan FN memberikan informasi ketika prediksi bernilai salah (Han, Kamber, & 
Pei, 2012). Tabel 2.1 adalah contoh dari confusion matrix. 
Tabel 2. 1 Confussion Matrix (CM) 
 Ya Tidak 
Ya TP FN 
Tidak FP TN 
Total P’ N’ 
Akurasi merupakan persentase dari data yang diprediksi secara benar. 
Perhitungan akurasi adalah : 
                              
             
      (2.11) 
Keterangan : 
TP : True positives, merupakan jumlah data dengan kelas positif 
yang diprediksikan positif. 
TN : True negatives, merupakan jumlah data dengan kelas negatif 
yang diprediksikan negatif. 
FP : False positives, merupakan jumlah data dengan kelas positif 
diprediksikan negatif. 
FN : False negatives, merupakan jumlah data dengan kela positif 
negatif diprediksikan positif. 
 
 
 
 
II-12 
 
2.5 Berat Bayi Lahir  
(Profil Kesehatan, 2015) Berat bayi lahir adalah berat badan bayi yang 
timbang dalam waktu satu jam setelah lahir. (Kosim, 2009) Berat bayi lahir 
berdasarkan berat badan dapat dikelompokkan menjadi 3 yaittu Berat Bayi Lahir 
Rendah (BBLR), Berat Bayi Lahir Normal(BBLN) dan Berat Bayi Lahir 
Makrosomia(BBLM). Berat bayi lahir dapat diprediksi dengan beberapa variabel 
yang dimiliki oleh ibu hamil rata-rata pada minggu ke 36 kehamilan. 
Berdasarkan hasil wawancara dengan bidan Elfira yang telah bekerja 
sebagai seorang bidan desa sekaligus sebagai bidan di puskesmas Air Molek 
selama lebih kurang 8 tahun  sejak tahun 2009  maka didapat variabel untuk 
memprediksi berat bayi lahir adalah sebagai berikut: 
1. Kenaikan Berat Badan 
Kenaikan Berat Badan yaitu variabel yang didapat dari data kenaikan berat 
badan ibu dari awal kehamilan sampai umur kehamilan ibu saat ini. 
2. Status Gizi 
Status Gizi yaitu variabel yang didapat dari hasil konsultasi mengenai pola 
makan ibu dan status ibu apakah ibu termasuk KEK(Kekurangan Energi 
Kronis) atau tidak maka dari hasil wawancara akan didapatkan status gizi ibu 
apakah Normal atau Malnutrisi (Status Gizi kurang baik).  
3. Tinggi Fundus Uteri 
Tinggi Fundus Uteri yaitu variabel yang didapat dari hasil pengukuran 
panjang ukuran janin ibu pada umur kehamilan saat ini. 
4. Hemoglobin 
Hemoglobin yaitu variabel yang didapat dari hasil test uji lab dari 
pengambilan dari ibu saat hamil. 
5. Lingkar Lengan Atas 
Lingkar Lengan Atas yaitu variabel yang didapat dari hasil pengukuran lebar 
lengan ibu pada umur kehamilan saat ini. 
6. Usia Kehamilan 
Usia Kehamilan yaitu variabel usia kehamilan ibu rata-rata pada minggu ke-
36. 
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Berdasarkan hasil wawancara dengan bidan di puskesmas Air Molek di dapat 
variabel beserta ketentuan untuk memprediksi berat bayi lahir yaitu: 
1. Bayi Berat Lahir Rendah (BBLR) 
BBLR adalah bayi yang dilahirkan dengan berat lahir <2500 gram tanpa 
memandang usia gestasi. Kriteria yang dimiliki oleh bayi yang tergolong BBLR 
adalah: 
a) Tinggi Fundus Uteri (TFU) <29 cm 
b) Lingkar Lengan Atas (LILA) <23.5 cm (Tidak Normal) 
c) Status Gizi (Malnutrisi, Normal) 
d) Hemoglobin <= 10 (Tidak Normal) 
e) Kenaikan Berat Badan <10 kg 
f) Usia Kehamilan (37- 39 minggu) 
2. Bayi Berat Lahir Normal (BBLN) 
BBLN adalah bayi yang dilahirkan dengan berat lahir >= 2500 – 3500 gram. 
Kriteria yang dimiliki oleh bayi yang tergolong BBLN adalah: 
a) Tinggi Fundus Uteri (TFU) >= 29 cm 
b) Lingkar Lengan Atas (LILA) >= 23.5 cm (Normal) 
c) Status Gizi Normal 
d) Hemoglobin >10 (Normal) 
e) Kenaikan Berat Badan >= 8 kg 
f) Usia Kehamilan 37-39 Minggu 
3. Bayi Berat Lahir Makrosomia (BBLM) 
BBLM adalah bayi yang dilahirkan dengan berat lahir >= 3500 – 4000 gram. 
Kriteria yang dimiliki oleh bayi yang tergolong BBLM adalah: 
a) Tinggi Fundus Uteri (TFU) >= 38 cm 
b) Lingkar Lengan Atas (LILA) >= 23.5 cm (Normal) 
c) Status Gizi Normal 
d) Hemoglobin >10 (Normal) 
e) Kenaikan berat badan > 15 kg 
f) Usia Kehamilan 37-39 Minggu 
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2.6 Kajian Pustaka 
Penelitian-penelitian terkait akan dijelaskan dalam bentuk tabel pada 
Tabel 2.2 berikut: 
Tabel 2.2  Penelitian Terkait 
No Penulis Tahun Judul Metode Hasil 
1 Amalina Tri 
Susilani 
2015 Hubungan 
Ukuran Lingkar 
Lengan Atas Ibu 
Dengan  Berat 
Badan Lahir Di 
Rumah Bersalin 
Widuri 
Cross 
Sectional 
Terdapat hubungan 
positif yang kuat antara 
LILA dengan BBL 
dengan nilai koefisien 
korelasi (R), sebesar 
0,521 dan secara 
statistik sangat 
bermakna (signifikansi : 
0,000) 
2 Cynthia 
Putri H 
2015 Faktor – Faktor 
Yang 
Berhubungan 
Dengan 
Kejadian Berat 
Badan Lahir 
Rendah (Bblr) 
Di Kabupaten 
Kudus 
Case 
Control 
Study 
Ada hubungan 
signifikan antara 
hemoglobin ibu dengan 
kejadian BBLR, 
Pvalue=sebesar 0,02; 
OR= 3,64 dan CI=1,18-
11,23; berarti 
hemoglobin >2 
merupakan faktor risiko 
terjadinya BBLR. 
3 Erfan 
Sofhia, 
Hasbi 
Yasin, Rita 
Rahmawati 
2014 Klasifikasi Data 
Berat Bayi Lahir 
Menggunakan 
Probabilistic 
Neural Network 
dan Regresi 
Logistic 
Probabilist
ic Neural 
Network 
dan 
Regresi 
Logistic 
Ketepatan Klasifikasi 
Metode PNN dalam 
pengujian sebesar 
86,67% 
4 Elvia 
Budianita 
 
2013 Penerapan 
Learning Vektor 
Quantization(L
VQ) untuk 
Prediksi Status 
Gizi Anak 
Learning 
Vector 
Quantizatio
n (LVQ1 
dan LVQ3) 
Algoritma LVQ3 lebih 
baik dan efektif 
dibandingkan LVQ1 
dapat dilihat 
berdasarkan hasil 
pengujian didapatkan 
hasil akurasi LV3 lebih 
tinggi yaitu 95.2% dan 
LVQ1 yaitu 88%  
II-15 
 
5 Siti Dewi 
Endriana 
2012 Hubungan 
Umur Dan 
Hemoglobin Ibu 
Dengan Berat 
Bayi Lahir 
Di Rb Citra 
Insani Semarang 
Uji 
Corelation 
Rank 
Spearma 
Ada hubungan 
hemoglobin ibu dengan 
berat bayi lahir di RB 
Citra Insani Semarang 
dengan nilai p = 0,007 
(p<0,05) serta terdapat 
hubungan positif  (r = 
0,198) artinya semakin 
tinggi hemoglobin ibu 
yang melahirkan 
semakin besar berat 
bayi yang dilahirkan. 
6 Sang-Woon 
Kim, B.J. 
Oommen  
2003 Enhancing 
prototype 
reduction 
schemes with 
LVQ3-type 
algorithms 
Learning 
Vector 
Quantizatio
n 3 
LVQ 3 Lebih baik 
digunakan untuk proses 
pengprediksian data 
karena LVQ3 memiliki 
3 tipe algoritma yaitu 
CNN, PNN, VQ dan 
SVM 
7 Doris 
Flotzinger, 
Gert 
Pfurtscheller 
 
1997 Sleep 
Classification in 
Infants by a 
Learning Vector 
Quantizatizer 
(LVQ3) 
Learning 
Vector 
Quantizatio
n 3 
Prediksi tidur bayi 
dengan LVQ3 
mempunyai akurasi 
antara 40-74% 
8 Cheng-Lin 
Liu, In-
Jung-Kim, 
dan Jin 
H.Kim  
1997 High Accuracy 
Handwritten 
Chinese 
Character 
Recognition by 
Improved 
Feature 
Matching 
Method 
Learning 
Vector 
Quantizatio
n 3 
Akurasi prediksi 
menggunakan LVQ3 
yaitu sebesar 95,73 % 
dan mampu 
memperbaiki metod 
 
