This paper presents a series expansion for the evolution of nonlinear systems which are analytic in the state and linear in the controls. An explicit recursive expression is obtained assuming that the input vector fields are constant. Additional simplifications take place in the analysis of systems described by second order polynomial vector fields. Sufficient conditions are derived to guarantee uniform convergence over the finite and infinite time horizon. The treatment relies only on elementary notions on .analytic functions, number theory and operator norms.
Introduction
This papers studies series expansions for the evolution of a class of nonlinear control system. Series expansions play a key r d e in the study of sufficient and necessary conditions for local nonlinear controllability; see Sussmann 
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ear systems via series expansions: this is sometimes referred to as the VolterraIWiener approach to nonlinear control. Finally, the author presented in [2, 31 a series expansion for mechanical systems specially tailored to the the homogeneous structure of such systems. This paper presents novel series expansions for nonlinear control systems described by analytic drift vector fields and constant input fields. We call such systems "linear in the controls." We obtain recursive expressions for the general case, as well as we illustrate how they further simplify when dealing with vector fields with polynomial components. The presentation and derivation rely only on elementary tools and the final expansions appear in a format similar but not identical to the classic Volterra format.
Asymptotic bounds on the truncation error and convergence properties for the series are fully characterized. The series expansion converges uniformly over all time provided the linearized system is stable and the input norm is bounded by a computable constant. Alternatively, for an arbitrary input, the series is guaranteed to converge over a specific finite interval of time, where the time lower bound is computable. These results are in agreement with the classic limitation of perturbation and averaging methods in dynamical systems, e.g., see Khalil [lo, Section 8.21 and Sanders and Verhulst [18, page 711. We refer the reader to a later publication for a more thorough comparison of this paper with the literature on Volterra series.
Preliminaries
Some elementary number theory: We refer to [ll] for some basic introduction into the subject of generating function. We quickly review some notation.
Let N be the set of positive integer numbers, R the set of real numbers and C the set of complex numbers. Let k E N, and let P ( k ) be the set of ordered partitions of IC. For example, P ( 3 ) is the collection {{3}, (2, l}, {1,2}, {1,1,1}}. It. is easy to see that P ( k ) contains 2"l elements. Let P ( i , j ) be the set of ordered sequences of j integers that sums up to i, and let P ( k ) -{IC} be the set P ( k ) minus the element {IC}. Finally, given any scalar function h of a scalar variable Q, we let RemainderM(h)(Q) be its Taylor remainder of order M .
The initial value problem and

A series expansion
Let E be a positive constant and consider the initial value problem
where the solution x is a function of both t E I and 6 E R+. Following is the main result of the paper. 
The definition of x 1 in theproposition follows from noting that the initial condition of X I , as well as for any other x k , is zero. w e compute the coefficient of E' as follows:
" 1 (Zil 1 . . . , xi, 1,
where P ( k , m ) is the set of ordered sequences of m integers summing up to k. The differential equation for the order ek term is therefore
. , X i , S ) .
{ii ... i m } E P ( k ) -{ k } This proves the recursive definition of Z k .
In the second part of the proof we seek an upper bound on E which guarantees that the series in equation ( The summation from k = 2 , . . . , +m is rewritten as +cc In the spirit of the generating function method one performs the simplification where the first equality is equivalent to equation (6) and the last equality holds under the assumption h < 1. This bound will be established a posteriori. The rest is ordinary algebra. We compute h as a function of 7 from the equation
The function h is defined real for any 0 5 7 In any case h is always less than unity, so that the bound h < 1 is justified a posteriori.
Finally, from the estimate in equation (7) we obtain The convergence statement follows by noting that h(PE) can be developed in a convergent Taylor expansion about E = 0 in a radius PE 5 1 + 2P -2,/".
Comments:
To illustrate the result we compute some terms of the series. Dropping the argument T 'A second solution is discarded because of incorrect initial conditions. inside the integral, the first few X k read Higher order terms can be easily computed on symbolic manipulation software. guarantees that p < 00 for any stable system. Hence, the condition implies that for any stable system there exists a small enough E* = E*(P) such that for all E < E* the-series converges. Alternatively, given a specific value of E , convergence is assured by finding a small enough p, that is, by finding a small enough (/eAtllLI. This is always possible since this norm goes to zero as the length of interval I vanishes.
Second order polynomial systems
Polynomial vector fields are common2 in example applications, see [4] , and it is instructive to investigate whet her simpler expressions or stronger convergence properties might be available for this subclass. Low order polynomial systems are of independent interest in the study of normal forms. Finally, series expansions for mechanical systems [2, 31 are related to the case of second order polynomial nonlinearities.
Motivated by this reasoning, we present here simpler expressions with stronger convergence properties for systems described by a vector field f whose components are low order polynomial functions. For simplicity, we consider the case of a control system with only a LLquadratic'! nonlinearity, i.e., the only nonvanishing 'Systems may be written in polynomial form via coordinate transformations a s well as via dynamic extension.
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tensors are f[ll and flzl. In equation we mean: 
Comments: The proof of Proposition 4.1 is straightforward given the statement and proof in the previous section. We refer the interested reader to a later publication. Like in the comments after Proposition 3.1, we present the first few terms of the series. Equation (11) reads:
Note the agreement with the expressions for the analytic case. The polynomial nature of the control system (8) leads to simplifications in the bound on the solution IlxllLc, and in the computation of the the parameter p which roughly describes the nonlinearity and stability of the system. In computing p, no norms over complex planes are required. Whenever convergence is guaranteed it holds 1 II~IIL, I' -. P Even though the estimates for polynomial vector fields have a simpler expression, they qualitatively agree with the ones for the more general analytic vector field case: given the parameter p, the series converges for all forcing terms smaller in magnitude than a constant €* = €*(P).
Conclusions
We have presented series expansions for the evolution of a large class of nonlinear control systems. One important feature is the detailed convergence analysis, In particular, assuming the origin is an exponentially stable equilibrium point, we provide sufficient conditions for convergence over the infinite horizon.
A number of research avenues remain open. It is of interest to characterize the relationship with the ChenFliess series, to extend Proposition 3.1 to systems with generic inputs, and to pursue further simplifications via normal form theory. Finally, the simplicity and convergence properties of the novel series might help in areas such as nonlinear controllability, trajectory generation, and numerical optimal control.
