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Abstract
In this paper, we exploit minimal sensing information gathered from biologically inspired
sensor networks to perform exploration and mapping in an unknown environment. A proba-
bilistic motion model of mobile sensing nodes, inspired by motion characteristics of cockroaches,
is utilized to extract weak encounter information in order to build a topological representation
of the environment. Neighbor to neighbor interactions among the nodes are exploited to build
point clouds representing spatial features of the manifold characterizing the environment based
on the sampled data. To extract dominant features from sampled data, topological data analy-
sis is used to produce persistence intervals for features, to be used for topological mapping. In
order to improve robustness characteristics of the sampled data with respect to outliers, density
based subsampling algorithms are employed. Moreover, a robust scale-invariant classification
algorithm for persistence diagrams is proposed to provide a quantitative representation of de-
sired features in the data. Furthermore, various strategies for defining encounter metrics with
different degrees of information regarding agents’ motion are suggested to enhance the precision
of the estimation and classification performance of the topological method.
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1 Introduction
Sensor networks with their broad application in mapping and navigation [1], habitat monitoring
[2], exploration, and search and rescue [3], have attracted a lot of attention in recent decades.
Mobile sensor networks offer the flexibility to adapt with dynamic environments. As an example,
swarm robotic systems, where mobility models of agents are inspired by biological entities, and
each agent is equipped with some type of sensing, are considered as mobile sensor networks which
can perform distributed sensing and estimation tasks. Emergent behavior in animals such as
formation[4], coverage[5], and aggregation[6] have inspired scientists to develop behavioral-based
distributed systems.
In some applications, however, the amount of information that could be sensed or transferred by
the agents is limited. This motivates the design of distributed systems composed of simple agents
with minimal sensing requirements[7]. Consider for example a disaster zone response scenario,
where we aim to perform exploration and mapping of an unstructured and unknown environment
using a mobile sensor network. One may choose to make use of a swarm of biologically inspired
agents with minimal sensing capabilities to perform the task. However, under such rough conditions
of the terrain, localization information provided by the agents could be very weak and contains
a high amount of uncertainty. Hence, traditional localization and mapping algorithms such as
SLAM[8] would fail to perform effectively.
Methods from computational topology, on the other hand, can provide tools to extract topo-
logical features from data sets without requiring coordinate information. This makes them more
suitable for scenarios in which weak or no localization is provided. Topological data analysis (TDA),
introduced in [9], has been a new field of study which employs tools from persistent homology theory
[10] to obtain a qualitative description of the topological attributes and visualization of data sets
sampled from high dimensional point clouds. The point cloud can be thought of as finite samples
taken from a density map which may include noise. TDA represents the prominence of features
in the point cloud in terms of a compact representation of the multi-scale topological structure
called persistence diagrams[11]. It reduces the dimensions of data by construction of a filtration of
combinatorial objects, which can represent geometrical and topological features of the data set at
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Figure 1: Topologcal Mapping: (a) a physical environment with mobile sensing nodes moving inspired by
cockroaches, (b) an esimated point cloud from coordinate free information, (c) the corresponding persistence
diagram highlighting the features in dim 0 (blue dots) the features in dim 1 (red dots); significant features
can be distinguished from noise using an appropriate threshhold.
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specific scales.
Topological frameworks have been used for characterization of coverage and hole detection in sta-
tionary sensor networks by using only proximity information of the nodes within a neighborhood[12,
13]. However, these studies mostly focused on networks with static nodes. Moreover, they are
mainly concerned about the coverage holes in the sensing domain of the network rather than the
topology of the physical environment itself. Adding mobility to the nodes in the network makes
the problem more challenging. One way to reduce such complexity is to look for patterns created
by tracing the encounters of the nodes instead of investigating the mobility data itself. Walker [14]
employed persistent homology to compute topological invariants from encounter data of the mobile
nodes in Mobile Ad-Hoc networks in order to infer global information regarding the topology of a
physical environment, but the nodes are assumed to follow a simple mobility model on a graph.
Contribution: In this paper, we aim to construct topological maps of unknown environments
using bio-inspired mobile sensor networks under the constraint of limited sensing information. In
particular, we consider agents whose movement model is described by the motion model of cock-
roaches, which are experts to survive in harsh environments. We develop algorithms that do not
depend on any type of traditional localization schemes. Instead, we consider estimation of a topo-
logical model for the environment based on limited information retrieved from the agents including
their own status, and their encounters with other agents in their proximity. We propose various
types of metrics for the construction of point clouds based on coordinate-free information that
estimate topological features of the environment. Moreover, density based subsampling methods
are used to deal with outliers produced as a result of uncertainty in the estimated point clouds.
Computational topology algorithms are used to extract dominance of these features in terms of
persistence intervals. However, such intervals provide qualitative representation about low dimen-
sional structures in the point cloud. Hence, methods from machine learning and statistical data
analysis recently have been integrated with persistence analysis in order to make inference and
interpretation out of such intervals [15, 16]. In this study, we develop a density based classification
algorithm to extract features from persistence intervals quantitatively in a robust manner to be
used in the construction of the topological map.
The remainder of the paper is organized as follows: A concise background on TDA is presented in
section 2. Bio-inspired mobility model as well as sensing model for the nodes are described in section
3, followed by a general overview of the proposed mapping framework. Section 4 discusses the
different metrics employed for construction of point clouds. Subsampling techniques are described
in section 5, and classification algorithm for dominant features is proposed in section 6. Finally,
conclusion and future extensions of the presented work are discussed in Section 7.
2 Background on TDA
A brief introduction of some of the basic concepts in computational topology is presented here. A
comprehensive review of the topic can be found in [11]. One of the well-known techniques widely
used in topological data analysis is persistent homology, which deals with the way that objects are
connected. Topological structures of a space M are summarized as a compact representation in the
form of so-called Betti numbers, which are ranks of topological invariants, called homology groups.
The n-th Betti number, βn measures the number of n-dimensional cycles in the space (e.g. β0 is
3
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Figure 2: Topological persistence: (a) An example of a topological space M with a sampled point cloud
X, (b) a filtration of complexes over X, (c) the corresponding persistence diagram ( dgm0(X) in dark cyan
and dgm1(X) in red)
the number of connected components and β1 is the number of holes in the complex). The space
M usually is not directly accessible but a sampled version of it, X, can be used for computations.
This sample is represented as a point cloud, a finite set of points equipped with a metric, which
can be defined by pairwise distances between the points.
A standard method to analyze the topological structure of a point cloud is to map it into
combinatorial objects called simplicial complexes. One way to build these complexes is to select a
scale , place balls of radius  on each vertex, and construct simplices based on their pairwise distance
relative to . A computationally efficient complex, called Vietoris-Rips complex [17] consists of
simplices for which the distances between each pair of its vertices are at most . A sequence of
complexes, called a filtration X(), then can be obtained by increasing  over a range of interest,
with the property that if t < s then X(t) ⊂ X(s). Persistent homology, computes the values  for
which the classes of topological features appear (bin) and disappear (d
i
n) during filtration, referred
to as the birth and death values of the i-th class of features in dimension n. This information is
encoded into persistence intervals [bin, d
i
n] or as a multiset of points (b
i
n, d
i
n), called a persistence
diagram, dgmn(X). Algorithms for computation of persistent homology can be found in [9, 18].
An example of a topological space M together with sampled data X and corresponding filtration
over  is shown in figure 2. The persistent diagram infers the existence of one connected component
and one persistent hole.
3 Problem Formulation
Consider a network of mobile sensing agents in a bounded environment D ∈ Rd, each distinguished
with their unique ID’s. We assume that motion dynamics of the agents in a bounded space mimic
the movements of cockroaches, as described in the next subsection. Moreover, we assume that the
agents are provided with weak localization information, i.e. they can only identify the other agents
within a certain radius, and no coordination information is provided, which is described in the
following subsection.
3.1 Bio-Inspired Mobility Model
The mobility model is adopted from the probabilistic movement model of cockroaches described in
[19]. Motion characteristics of the mobility model of the cockroaches can be mainly described by
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their individual and group behaviors. In this paper, for the sake of simplicity, we skip the group
behavior resulting from interactions among individuals.
The individual behavior of cockroaches depends on their relative distance to the boundaries of
the arena. Specifically, when they are far from the boundaries of the environment, their motion
can be modeled as a diffusive random walk (RW) with piecewise fixed orientation movements,
characterized by line segments, interrupted by direction changes, and constant average velocity of
vc. The average length of the line segments l
∗, is considered as the characteristic length of an
exponential distribution for the path lengths. As for angular reorientation, we assume an isotropic
diffusion, where p(θnew|θcurrent) = p(θnew) characterized by a uniform distribution over (0, 2pi).
When cockroaches detect a part of the boundary of D (through their antennas) they switch
to a wall following (WF) behavior with a constant average velocity of vp. During wall following,
the agents might leave the boundary towards the central partition randomly after a random time
modeled with an exponential distribution with an average of τexit seconds, and an angle of θexit
with respect to the tangent vector to the boundary distributed uniformly over [0, pi].
However, during their RW or WF movement, the agents probabilistically stop for some period
of time and then continue their movement. The agents’ stopping behavior is modeled as a memory-
less process described by an exponential distribution with a characteristic time τstop, representing
the average time elapsed before an agent stops. Once an agent enters a stop mode (S), it could
either have a short stop with a probability of psh, or a long stop with the probability of 1−psh. Each
of these two stopping processes are characterized by exponential distributions with characteristic
times τs and τl, respectively. More details on the probabilistic motion model and the parameters
we used can be found in [20].
3.2 Sensing and Communication
Likewise the mobility model, the sensing model is inspired by limited sensing capabilities of cock-
roaches combined with capacities added by integration of wireless transmitter and receiver chips
inserted into their body [21]. Specifically, the nodes can detect other agents as well as boundaries
of the environment within a detection radius of rd. Each agent is equipped with a unique ID and is
able to record and transmit its own ID, the ID’s of the other agents in its detection neighborhood,
and corresponding time of the occurrence of such encounters to the base station. Furthermore, the
nodes are able to report their status as being in a RW, WF, or S state.
3.3 Algorithm Overview
The overall mapping algorithm is summarized as the following steps: Exploration, Data Collection,
Computing Encounter Metric, Subsampling, Topological Analysis and Visualization, and Classifica-
tion. Exploration of the unknown environment is performed by the agents based on the probabilistic
motion model described in Subsection 3.1. Minimal sensing in the agents with no odometry in-
formation along with bandwidth and power constraints in harsh environments, results in a lack of
coordinate information for the purpose of environment mapping. However, for a coordinate-free
mobile network, data associated with the encounters between agents can be used instead of dealing
directly with coordinates of moving nodes. Each agent sends its local encounter information to
5
(c)
Figure 3: Construction of encounter complex: (a) Nodes (blue dots) moving on a circle S1 and (b) their
encounters over time (pink dots) in the encounter space (cylinder S1×R+); (c) nodes moving on an annulus
and (c) their corresponding encounter complex
the base station, where this information is processed to construct a metric, which we refer to as
the estimated encounter metric, and the corresponding encounter point cloud is built on the set of
nodes. The point cloud is processed to construct a filtration of simplicial complexes, denoted as
encounter complexes. Figure 3 illustrates construction of encounter complex for a simplified motion
of 8 agents over circular regions.
Extracting topological information from the whole point cloud would be computationally expen-
sive due to the large number of events that are created over time; hence a subsampling algorithm
needs to be used to reduce the computational complexity. A subset of the point cloud is selected
such that it possesses the same topological properties as the original set, and exploited to construct
a smaller filtration of complexes. Persistent homology is then used to extract ordinary persistence
intervals for subsampled data. These intervals are then employed for feature extraction towards
building the environment map. We used Rips complexes for construction of filtrations, and Diony-
sus C++ library [22] for computation of persistent homology. Finally our proposed density based
classification technique is used for robust feature extraction from the estimated point cloud. For
visualization purposes, we used Multi-Dimensional Scaling (MDS)[23] to obtain projections of the
point cloud on 3D Euclidean space.
4 Encounter Metric
Let I denote the set of all of the IDs assigned to sensing nodes. For moving nodes in the network,
an encounter event Ei occurs at time ti if ∃ I1i , I2i ∈ I such that ‖p(I1i , ti) − p(I2i , ti)‖ ≤ rd, where
p : (I, R) 7→ R2 is a coordinate function such that p(i, t) is the position vector of the node i at time
t. The encounter Ei is represented as a tuple
Ei = [ti, I1i , I2i ], (1)
and its corresponding ID set is defined as Ii = {I1i , I2i }. To build a distance metric on the set
of encounter events, we construct an undirected weighted graph G with vertices corresponding to
the events Ei, denoted as encounter graph. For each two vertices Ei and Ej , they are considered
connected if Ii ∩ Ij 6= ∅, and disconnected otherwise. The condition Ii ∩ Ij 6= ∅ implies that there
exist a node k ∈ I which has encountered two other agents at times ti and tj at positions pi and
pj , respectively. Due to the sensing limitations, these coordinates are not available at the base
station. However, the Euclidean distance between pi and pj is bounded by uij = vm.|ti− tj |, where
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Figure 4: (a) An environment with one hole, (b) the encounter point cloud for data gathered over 20
seconds and (c) the persistence diagram
vm = max(vc, vp). Therefore, one can assign a weight proportional to uij as a rough estimation of
‖pi − pj‖ to the undirected edge connecting Ei and Ej as wij =
{
|ti − tj |, if Ii ∩ Ij 6= ∅
∞, otherwise . Now we
build a metric on G, denoted by DG , as [DG ]i,j = dG(Ei, Ej) where dG(Ei, Ej) represents the length
of the shortest path between nodes Ei, Ej in G.
4.1 Encounter Tracking
Due to the fact that the agents can have probabilistic stops in our model, taking into account every
single encounter detection will result in redundant data. Therefore, we consider the encounters that
take place only at the beginning of a period when two agents are in proximity with each other for
the whole interval. Specifically, the encounter event Ei occurs at time ti if (i) ∃I1i , I2i ∈ I such that
‖p(I1i , ti)− p(I2i , ti)‖ ≤ rd, and (ii) ∃ t′ ∈ [0, ti] such that ‖p(I1i , t)− p(I2i , t)‖ > rd for ∀t ∈ [t′, ti).
Figure 4 illustrates an example of a square environment with one hole inside on which 200
agents perform exploration. The encounter point cloud, colored over time of simulation, (figure
4(b)) resembles a noisy cylindrical tube, and one can easily distinguish the hole in the corresponding
dgm1(X) (figure 4(c)). However, as we continue data collection for a longer time interval, the cycles
in its two ends tend to get deformed and the point cloud loses its cylindrical shape (figure 5(a)).
In this case, the hole is not distinguishable from noise in the corresponding dgm1(X) (figure 5(b)).
We can justify this due to the accumulation of the errors in the encounter metric because of the
Figure 5: Comparison of the point clouds obtained from encounter data collected over 200 seconds using
(a) encounter metric in the mobile network, (c) using contracted metric on the hybrid network, and their
corresponding persistence intervals in (b) and (d), respectively.
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uncertainty in pairwise distances over a long period of time, which makes the estimated point cloud
gradually lose the topological structure existing in the real environment. Note that as it could be
observed from figure 3(b), these encounters produce sampled points in the space of D× [0, tf ], and
collecting more observation over time does not help the estimation of D but it makes it worst. One
solution to this problem would be to consider point clouds obtained from information over a shorter
time frame that is still long enough to capture the correct structure. However, in practice, this
would impose the requirement of tuning another parameter. In the following we will show that by
adding an extra piece of information one can build more precise contracted point clouds that carry
correct topological information without worrying about time frames.
4.2 Contracted Encounter Metric
To increase the precision of estimated pairwise distances in our metric, we consider the fact that
the agents stop probabilistically for some time intervals, and keep track of stopped nodes in the
network by asking the agents to transmit their change of moving status (RW, WF, or S). If two
nodes meet the third one during one of its stop intervals, we infer the corresponding encounters have
occurred at the same location. Hence we use this observation and improve the metric as follows:
Let Tk = {T 1k , T 2k , . . . } be the set of stop intervals for agent k, meaning that agent k has been in S
mode for ∀ t ∈ T lk, ∀l. For two events Ei and Ej , if Ii ∩ Ij = k and ti, tj ∈ T lk for some l, then we
set wij = 0. We refer to this metric as a contracted encounter metric as it contracts the space of
the corresponding encounter point cloud from D × [0, tf ] to the lower dimension space of D. We
observed that contracting the point cloud improves the performance of the estimation in terms of
more persistence features, but it still is not a complete embedding into a lower dimensional space
as a result of the probabilistic nature of stop intervals of the agents.
4.3 A Hybrid Network
We can also make further improvements over the estimated metric by incorporating a few percentage
of static nodes in the network, which we refer to it as a hybrid network. The exploration task initiates
with all nodes starting in a RW status, and after a while, when the nodes are dispersed enough
in the environment, a few percentage of them are commanded to stop as static nodes. Now, let
S ∈ I be the set of indices for these static nodes. Then we modify the corresponding weights for
two encounter events Ei and Ej in case that Ii ∩ Ij 6= ∅ as wij =
{
‖ti − tj‖, if Ii ∩ Ij /∈ S
0, if Ii ∩ Ij ∈ S
. This
configuration can be used in case that the natural stop intervals of agents are not long enough
to contract the point cloud space into a proper lower dimensional space. The resulting contracted
point cloud and persistence diagrams for a hybrid network with only %5 of static nodes are shown in
figure 4(c) and (d), which nicely infer the existence of the environment by a much better separation
between the persistent feature and the noise
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Figure 6: Comparison of (a) standard maxmin subsampling, (b) maxmin over pre-filtered data, and (c)
probablistic maxmin algorithm, and (d) their SNR performance for 100 independent runs
5 Subsampling
In [20], we used the well-known maxmin landmark selection algorithm [24] for selecting a subset of
point cloud on which the complexes are built. Unfortunately, maxmin filtration is very sensitive
to outliers as they are distant from the other points in the set and very prone to be selected as
the maximizers of the distance to the set of previously selected samples. Dealing with the outliers
in real-world data analysis is of high importance. One of the causes of the appearance of outliers
in the estimated data sets is due to the estimation uncertainties. In our problem, they occur as a
result of inaccuracies in the estimation of encounter metric, which can be observed in figures 4 and
5. We propose two approaches to overcome this issue and improve the robustness of our mapping
algorithm by enhanced filtration of the point cloud.
5.1 KNN filtering
In [25] nearest neighbor density estimation is used for pre-filtration of the point cloud. In our first
approach, we employ a k-nearest neighbors (KNN) filtration followed by a maxmin subsampling
algorithm to select a subsample of point cloud which preserves the topological information of the
actual space and is robust to outliers. Specifically, for a point xi ∈ X, let dk(xi) denote the distance
between xi and it’s k-nearest neighbor, and dk(xi) be the average distance to its k-nearest neighbors
(inversely proportional to the local density of the point cloud around xi). We consider the density
of all average distances over X as ρk(X) and select the threshold τq,k to be q-quantile of ρk(X).
Then we select a subset V of points vi such that dk(vi) < τq,k, ∀vi ∈ V , which will remove outliers
of X to a large extent. Finally, we apply the maxmin algorithm on the pre-filtered point cloud V
to obtain a smaller subset Vs for persistence analysis.
5.2 Probabilistic maxmin
In the second approach, we propose a single stage sequential probabilistic subsampling method,
where the local densities of the point cloud are taken into account directly in sequential sample
selection procedure rather than in a separate pre-filtration process. We select the first sample
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x1 ∈ X randomly; Then at each iteration, if L is the set of the previously selected landmarks,
find a point lk ∈ X such that it maximizes α(d(lk, L), ρk(lk)), where α(u, v) is a scalar continuous
function with the properties: α(0, 0) = 0, and α(u, .) is an increasing function of u for a fixed v,
α(., v) is an increasing function of v for a fixed u. An appropriate example of such a function for
our application is α(u, v) = u+ ωv where ω is a constant scalar.
Figure 6(a-c) shows the subsampled point clouds of 150 points for a contracted data set in
along with their persistence diagrams with parameters q = 0.9 and k = 10. It confirms that
the one dimensional feature is more persistent using KNN filtration or our probabilistic maxmin
subsampling than the standard maxmin approach. As another example, a subsampled point cloud
from encounter information over a 2-hole square environment projected on 2D space is shown in
figure 1. The points are colored according to the real positions of encounters in the environment,
confirming that it nicely represents the structure of the environment. In order to compare the
performance of landmark selection algorithms in presence of noise, we use a signal to noise ratio
(SNR) measure as follows: For a point (bin, d
i
n) in dgm, let l
i
n = [b
i
n, d
i
n] be the corresponding
persistence interval. Then |lin| represents the vertical distance of the point to the diagonal of dgm
, and can be considered as a rough measure of significance or noisiness of features. In other words,
features with small values of |lin| can be considered as noise and the ones with larger values as
signals, with some level of confidence [16]. Let Ln = {|l1n|, ..., |lmn |} be the set of all interval lengths
in dimension n sorted in non-decreasing order. Define the signal set as Sn = {|lin| ∈ Ln |i < βn + 1}
and the noise set as the set difference Nn = Ln\Sn. Then their corresponding average powers can
be defined as PSn =
∑
Sn |lin|
2
|Sn| and PNn =
∑
Nn |l
j
n|2
|Nn| , and the signal to noise ratio as SNR =
PSn
PNn
. A
number of N independent subsampling runs can then be performed over the point cloud, and the
average SNR can be used as the performance measure of the subsampling method. The average
SNR measure for the scenario in figure 4 after 100 runs is shown in figure 6(d)exposing a great
improvement of SNR for these approaches over the standard maxmin algorithm.
6 Robust Classification of Persistence Intervals
Betti numbers summarize topological features of a space M as numbers. However, for a sampled
point cloud X out of M , one usually constructs a filtration of simplicial complexes on X and
analyzes varying homology over a scale space. For a dense enough sampled data, one can find
a range of scales for which the homology of simplicial complexes is equal to the one for M [16].
Nonetheless, persistence intervals do not provide a quantitative representation of the topology of
the real space but only birth and death of the features over the scale space. Furthermore, we are
interested in feature extraction algorithms that are robust to scaling and outliers. In the following
part, we propose a density based classification algorithm for persistence intervals with the purpose
of a scale invarient and robust feature extraction method for sampled data sets.
Consider again the persistence interval lengths |lin|. We are interested in finding a threshold for
dimension n, τn such that all of the features with the property that |lin| > τn can be considered as
signals (see figure 7(d-e)). To make the approach scale invariant, we consider the density of interval
lengths scaled by a qn quantile, ρqn(ln), and define the n-th Betti function as βˆn(qn,∆n, τn) =∑
i 1R+
(
lin
lqn+∆n
− τn
)
, where lqn is the qn-quantile of the density, ∆n has been added for dealing
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Figure 7: Robust Classification of persistence intervals: (a) A 2-hole environment, (b) the extracted
persistence diagram, (c) density of persistence intervals with the appropriate threshold, (d) robustness of
classification algorithm to scaling, and (e) to change in the number of features
with singularities, and 1R+(.) is the indicator function of R+ . Let M = {M1, . . . ,Mm} denote a
set of random spaces that have the same topological characteristics as M , and X = {X1, . . . , Xm}
represent the corresponding set of sampled point clouds. Define the (n, k)-th Betti function as
βˆkn(Θn) =
∑
i
1R+
(
li,kn
lkqn + ∆n
− τn
)
,
and its corresponding error function as ekn(Θn) = |βˆkn(qn,∆n, τn) − βn|, where Θn = (qn, δn, τn)
defines the parameter space. Now our classification problem reduces to perform an optimization
algorithm to find the minimum of the cost functional F(Θn) =
∥∥[e1n(Θn), ..., emn (Θn)]T∥∥1 /m, i.e.
the optimal parameter set is Θ∗n = arg minΘn F(Θn). To make the cost functional smooth for
optimization purposes, one can replace the indicator function 1(.) with a sigmoid function σα,lin(.)
where σα,x0(x) =
1
1+e−α(x−x0) .
We performed classification for dimension 1 intervals on a training data set consisting of 100
variations of the space shown in figure 7(a) with random placements of the two square holes in
the space. Persistence diagram and the corresponding density of interval lengths for one of the
environments is shown in figure 7(b) and (c), respectively. The optimization process resulted in a
minimum of F(Θ∗1) = 0.03 with Θ∗1 = (0.5, 0.7, 3.7). This result is not surprising as the 0.5-quantile
of the density, which is the median of dataset, is known to be robust to outliers. To investigate
the performance of our classifier, we evaluated F(Θ∗1) for a variety of test sets Xi, each containing
100 point clouds with random feature placements, with each test set differing in either scale of the
environment and features or the number of features (holes). To investigate the performance, we
used the sensitivity measure for classification, SE = TP/(TP + FN), where TP and FN denote
the number of true positives and false negatives, respectively. The sensitivity performance for
these scenarios is summarized in figure 7 (d) and (e) for scaled environments, and environments
with different numbers of holes but the same scale, respectively. Note that we have evaluated this
measure for the whole mapping algorithm and not just for the classification part, which can justify
the degradation in the performance for the 3-hole case, as we observed that in 15% of the cases,
the third hole could not be retrieved from the point cloud data.
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7 Conclusion
We introduced encounter metrics for the construction of point clouds that represent topological
features of unknown environments based on minimal encounter information of mobile nodes in a
sensor networks whose mobility is inspired by insects. We enhanced the accuracy of the estimation
with incorporating different pieces of information in the construction of the metric. Moreover,
we employed density based subsampling approaches to cope with the outliers emerging due to
uncertainties in the point cloud, and proposed a classification for robust feature extraction out of
persistence diagrams. Future work includes validation of the proposed algorithms on swarm robotic
and biobotic systems as well as the quantification of uncertainties in topological estimation. We
are also working on how one can extract features other than connected components and holes from
the encounter point cloud can be exploited for a more precise mapping technique.
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