In this paper, traditional PID neural network (PIDNN) control theory was introduced and the characteristics and disadvantages of the algorithm was been analysis. An improvement PIDNN method based on multi-innovation theory was proposed. Then the steward tracking control system was simulated, some planning trace was given out and the math model of the control system was established. The result showed that the improvement algorithm is effect.
Introduction
The actual systems of factories are usually very complex, which owns features of nonlinear and time-varying. We have to build system model if we want to control them. But the accurate ones are impossible. Then we need input-output data of the system to identify and get the approximate model.
Based on neural network of nonlinear identification method is a common method which is simple as well. It does not need so many prior experiences, we are able to modify weight and finally identify systems only through learning and practicing. This provides an effective way to identify nonlinear system. PID neural network (PIDNN) [1] which is proposed by SHU et al. (2000) is a new kind of networks and its hidden layer neurons simply work as PID controller terms through their activation functions thus it simultaneously utilizes advantages of both PID controller and neural structure. Due to the introduction of proportional (P), integral (I), differential (D), PID neural network has dynamic feature. Therefore it is suitable for the identification of dynamic system.
However, PID neural network use the batch mode of BP algorithm to modify weight, which is incommodious to identify systems in real time. Paper [3] suggests that the online mode of BP algorithm is more scientific and efficient than batch mode about the aspect of realtime identification and control in the system.
The online mode of BP algorithm uses the current input-output data only when it adjusts network weight, but not the past ones. The multi-innovation identification algorithms which is presented by Ding use not only the current data but also the past data at each iteration, parameter estimation accuracy can be improved. Enlightened by paper [4] , this article introduces the current input-output data into PIDNN，presents the multi-innovation learning algorithm based on PID neural network and shows convergence proof. Simulation and experimental results demonstrate that the multi-innovation learning algorithm based on PID neural network has better performance in system identification.
PID neural network model and Multi-innovation identification algorithm

A. PID neural network model
Consider a time-invariant stochastic system described by a linear regression model:
Where n R ∈ θ is the parameter vector of system,
is the system output, the system input,
is a stochastic noise with zero mean, n R t ∈ ) ( ϕ is the information vector consisting of the system observation (input-output) data, the superscript T denotes the transpose.
As it is shown in figure 1 , PID neural network has a simple feed forward neural network which consists of 2-3-1 structure ,so it has three layers. Let We can use it to approximate the process described by expressing (1).
Figure 1. Structure of PIDNN B. Multi-innovation identification algorithm
The following single innovation identification algorithm can be used to estimate the parameter θ of system (1).
here, ) (t e is a single innovation.
In multi-innovation identification algorithm, the single innovation
( for scalar system. From here , the algorithm can be expressed as
where 1 ≥ p represents the innovation length. As 1 = p , the multi-innovation identification algorithm reduces to the single innovation identification algorithm.
Mutil-innovation learning algorithm based on PID neural network
Considering p groups of input-output data from time 1 + − p t to time t , the output vectors of the i th input node is )]
The expected vector of PID neural network is
Thus, we proceed to refine the weights by the training iteration as follows: 
Convergence analysis of multi-innovation learning algorithm
For the identification of nonlinear dynamical systems, PID neural network can be treated as a dynamical system described by (1 
can be written as (5).
Reference [5] , convergence analysis of the proposed algorithm be given as fellows. 
By using A2, taking the trace gives Then, the following inequality has been obtained 1 )
Here, using assume A1, we have
Taking the expectation and norm of (38) and using (39) give
If we select suitable parameter α and β , it follows that
where M is a constant. Repeating using the formula
This completes the proof of Theorem 1.
The Stewart System Analysis
Ships and offshore platforms have been widely used in the marine transportation and exploitation of ocean resources. Due to the load of wind, wave, current of sea , The platform will occur oscillating movement, Not only have effects on personnel health and equipment, but do harm to the offshore production. Stewart platform has six degrees of freedom of movement parallel mechanism with advantages about stiffness, bearing capacity, high accuracy. this thesis combine the characteristics of ocean wave motion and parallel institutions，Design and analysis a Ship borne compensated stable platform based on 6-SPU Stewart mechanism. The construction of the system show as the Fig.1 . Figure 2 . the construction of stewart motion system According to the space coordinate transformation, the vector R' of the moving coordinate system can be transformed the vector R of static coordinate system. 
Examples
To illustrate the effectiveness of the proposed algorithm, this paper compares its accuracy with the traditionary BP algorithm in the control of stewart motion platform. After 20 learning steps, the system responses are shown in Fig 3 and proposed algorithm Here, the initial weight matrices of PID neural network be the same as the above example, the innovation length 3 = p , the learning rate 015 . 0 = η . After 20 learning steps, the system responses are shown in Fig 5 and Fig 6. 
6.Conclusion
This paper proposed a multi-innovation learning algorithm based on PID neural network and analyses the convergence of the algorithm. From the application simulation of stewart platform motion control, it is shown that the proposed algorithm has fast convergence rate and good tracking ability.
