The Falkner method is a multistep scheme intended for the numerical solution of second-order initial value problems where the first derivative does appear explicitly. In this paper, we develop a procedure to obtain kstep Falkner methods (explicit and implicit) in their variable step-size versions, providing recurrence formulas to compute the coefficients efficiently. Considering a pair of explicit and implicit formulae, these may be implemented in predictor-corrector mode.
Introduction
There is a vast body of literature addressing the numerical solution of the so-called special second-order initial value problem (IVP) y (x) = f (x, y(x)), y(x 0 ) = y 0 , y (x 0 ) = y 0 (1) (see for example the classical books by Henrici [5] , Collatz [2] , Lambert [9] , Shampine and Gordon [16] or Hairer et al. [4] ), but not so much for the general second-order IVP with a dissipative term:
y (x) = f (x, y(x), y (x)), y(x 0 ) = y 0 , y (x 0 ) = y 0 (2) (different approaches appear in [2, 7, 11, 13, 10, 15] ).
Although it is possible to integrate a second-order initial value problem by reducing it to a first-order system and applying one of the methods available for such systems, it seems more natural to provide numerical methods in order to integrate the problem directly.
The advantage of these approaches lies in the fact that they are able to exploit special information about ODES, and this results in an increase in efficiency (that is, high accuracy at low cost). For instance, it is well-known that Runge-Kutta-Nyström methods for (1) involve a real improvement as compared to standard Runge-Kutta methods for a given number of stages [4, p. 285] . By contrast, a linear k-step method for first-order ODEs becomes a 2k-step method for (1) [4, p. 461] , increasing the computational work.
One of the methods for numerically solving the problem in (2) is due to Falkner [3] , and can be written in the form y n+1 = y n + hy n + h 
where h is the stepsize; y n and y n are approximations to the values of the solution and its derivative at x n = x 0 + nh, f n = f (x n , y n , y n ) and % j f n is the standard notation for the backward differences. The coefficients j and j can be obtained by means of the generating functions
.
Of course, analogously, there exist similar implicit formulas (see [2] ) that read y n+1 = y n + hy n + h 
with generating functions for the coefficients given by
Both explicit and implicit Falkner's methods have in common a fixed step size. However, to be efficient, as some authors have remarked, an integrator based on a particular formula must be suitable for a variable stepsize formulation (see e.g. [4, p. 397] or [9, p. 143] ).
We have obtained a generalization of the Falkner method for variable stepsizes, following the same ideas about variable coefficient multistep methods that appeared in [12] for the special differential equation y = f (x, y) in connection with the Störmer-Cowell methods.
The paper is organized as follows. In Section 1, we introduce some definitions about symmetric polynomials and Newton-divided differences, including generalized divided differences, that will be used later in Section 2, where we offer the main results for constructing the explicit variable-step method. In Section 3, we develop a similar procedure to obtain the implicit scheme. Section 4 describes a procedure to obtain the coefficients. Considerations about stability are addressed in Section 5. Section 6 is devoted to illustrating the procedure in two particular cases. Finally, some numerical experiments are presented in Section 7.
Background material
Let us first recall some definitions. Definition 1. Consider a nonnegative integer n and any set having n elements or variables, e.g., A = {x 1 , x 2 , . . . , x n }. For k = 0, 1, . . . , n, the elementary symmetric polynomial of degree k in the variables in A is defined by e n,0 = 1,
Definition 2. The complete symmetric polynomial in the variables in A of total degree k 0 (k integer) is defined as the sum of all monomials of degree k, i.e.,
Remark 3. We observe that e n,k = 0 for k < 0 or k > n, and h n,k = 0 for k < 0.
Definition 4.
The zeroth-divided difference of a function f with respect to x i , denoted f [x i ], is simply the evaluation of f at x i . The divided differences of higher order are defined recursively in terms of divided differences of lower order by
Definition 5. . For x 1 x 2 · · · x n , the generalized divided differences are defined recursively by
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Let us assume that we are trying to solve the problem in (1) numerically and that we wish to advance from x n to x n+1 = x n + h n+1 . Let us consider k − 1 points x n−(k−1) , . . . , x n−1 , preceding the x n , which henceforth we will shall take as unequally spaced, such that
The following results will allow us to approximate the vector of derivatives that appears below, D T k , using the divided differences in the values x i and the elementary symmetric polynomials in the above H i .
Theorem 6.
If H * = max{|H n |, |H n−1 |, . . . , |H n−(k−1) |}, with the H i as in (6) , it holds that
where P k is the k × k matrix 
and
Remark 7. The superscript T is the usual notation for transposition.
Proof. This comes immediately by using the formula for divided differences (see [6, p. 247 
and expanding in Taylor series each f (x n ), . . . , f (x n−(k−1) ) around the point x n , bearing in mind that x i = x n + H i . For details see [14] .
Theorem 8. The matrix P k in Theorem 6 has an inverse that may be expressed in terms of the elementary symmetric polynomials in the variables H i ; namely
where the elementary symmetric polynomials e i,j are expressed in the first i values of
Proof. This can be obtained by induction arguments. However, for a more elegant approach using generating functions of both the elementary and complete symmetric polynomials, see [14] .
Derivation of the method
Taking the function y(x) and points x n+1 , x n , x n in formula (7), and expanding the numerator in Taylor series around x n in view of (6) we obtain
Bearing in mind the equation in (1), the above formula results in
where
and D T k is the same as in Theorem 6. Now, using Theorems 6 and 8, we obtain from (8)
Thus, neglecting the residual term O(h k+2 ), the above formula finally reads
Note that the coefficients s are homogeneous polynomials of degree s in the values {h n+1 , h n , . . . ,
We have obtained a variable k-step method of algebraic order k for the problem in (1) , that is, a variable step formulation for the explicit Falkner method.
However, since the derivative appears in formula (9), we also need a formula to follow these values. This goal may be achieved through Krogh's implementation for the Adams-Bashforth method, or through a strategy similar to that used for obtaining formula (9) .
Using this second approach in order to take advantage of the calculations that have already been done, if we rewrite the differential equation in (1) in the form
the formula for the derivative may be written as
with
and S k the same matrix as before. Thus, the variable step explicit Falkner method consists in both formulas (9) and (12) together:
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Preliminaries
We now proceed analogously for the variable implicit Falkner case. First, from the unevenly spaced points x n−(k−1) , . . . , x n+1 we set the values
. . .
and we obtain, instead of Theorem 6, the following:
with the complete symmetric polynomials h i,j expressed in the first i variables of {H n+1 , H n , . . . ,
Proof. This is analogous to that of Theorem 6.
Note that in order to avoid confusion, we have denoted the complete symmetric polynomials in the values H s by h i,j .
The corresponding theorem to Theorem 8 may be established for the implicit case as Theorem 10. The matrix P k+1 in Theorem 9 has an inverse that may be expressed in terms of the elementary symmetric polynomials in the variables H i ; namely, 
Proof. This is analogous to that of Theorem 8.
Observe that in this case, we have also noted the elementary symmetric polynomials in the values H s by e i,j .
Derivation of the method
Once we have the fundamental results, we shall derive the variable-stepsize implicit method. To proceed with this, we first take the function y(x) and the points x n+1 , x n , x n in formula (7), and, expanding the numerators in Taylor series around the point x n+1 , in view of (15), we obtain
Taking into account the equation in (1), the above formula becomes
and D k+1 is the same as in Theorem 9. Now, by Theorems 9 and 10, from the formula in (16) we obtain
Thus, neglecting the residual term O( h k+3 ), the above formula finally reads
Note that the coefficients * s are homogeneous polynomials of degree s in the values {h n+1 , h n , . . . , h n−(s−3) }.
Thus, we have obtained a variable k-step method of algebraic order k + 1 for the problem in (1), which is a variable-step formulation for the implicit Falkner method. In this case, the same observation about the derivative as that for the explicit method is valid. We follow the derivative by means of the Adams-Moulton method formulated from similar considerations as those used to obtain the formula in (18). Rewriting the differential equation as in (11) , the implicit formula for the derivative may be expressed in the form
and S k+1 the same matrix as before. Thus, the variable-step implicit Falkner method consists of both formulae (18) and (20) together:
Remark 11. Actually, we have obtained variable-step variable-order algorithms, (VSVO), because by selecting an adequate strategy for the implementation (see e.g. [9, p. 145]) we can vary not only the steplength but also the number of steps (and hence the order).
A note about the calculation of the coefficients
All the coefficients j , j , * j , * j that appear in formulae (14) and (22) may be calculated by means of the products of the corresponding vectors and matrices, as is shown in (10), (13), (19) and (21). However, for high values of k this task may be complicated and impractical. To obtain the coefficients, we have developed recurrence formulas as is usual in other multistep methods such as those of Störmer and Cowell or the Adams methods (see [4] ).
We show with the procedure for the coefficients j in detail, although for the other coefficients it is similar. The clue is in Theorem 8, since if we multiply on the right by the matrix P k in the equality in (10), we obtain
where the product of the vector ( 0 , 1 , . . . , 
that allow us to obtain the coefficients efficiently. Proceeding in a similar way, we obtain the recurrence formulas for the coefficients j :
For the coefficients * j and * j , it is possible to obtain recurrences in an analogous way to that used in (23) and (24), but for implementation in the predictor-corrector mode, it is better to use the relation between both types of coefficient in the explicit and implicit formulas, respectively, given by *
and *
Stability
In the context of ordinary differential equations, the concept of stability refers to what extent a numerical scheme is appropriate for solving an initial-value problem. A given method can be said to be stable if small changes in the data result in small changes in the solution obtained.
A procedure commonly used to study stability (zero-stability) consists in writing the difference equation as a one-step recurrence in a space with high dimension and in an adequate norm to bound the product of the resulting matrices.
We shall proceed with the explicit method in (14) , but for the implicit one the procedure is similar. Let us have an interval [x 0 , b] with an unequally spaced grid points, x 0 < x 1 < · · · < x N = b and the maximum of the steps h = max j =1,...,N {h j }. To obtain the above one-step recurrence we introduce a new variable, given by
and the k + 1-vectors V n and E n , given by
Thus, the method given in (14) may be rewritten in the form
where A n is the (k + 1) × (k + 1) matrix given by
At this point, we introduce the stability definition in terms of a bounded product of matrices (see [4] ).
Definition 12. The method given by (27) is stable if
The next result allows the stability to be obtained.
Proposition 13. The product of k − 1 matrices of the above type A n results in
Proof. This may be obtained by induction arguments over k; for details see [10] .
From this point, it is very easy to prove that if we multiply more than k − 1 matrices of type A n we obtain a matrix of the form
Then, if we consider the norm · 1 given by
we have that
and hence, according to Definition 12, the method is stable.
Two particular cases
We present explicitly the formulas for methods of algebraic orders 2 and 4, both explicit and implicit.
Methods of order 2
For k = 2, the extended formulas in (14) read
the formula for the derivative being
where we have set c 1 = h n+1 /h n for the step size ratio. And, for the implicit case, for k = 1 the formulas in (22) result in
together with the corresponding formula for the derivative,
The expressions for the local errors for the above formulas in (28) and (29), obtained from Taylor expansions, respectively, result in 
Methods of order 4
For k = 4, the extended formulas in (14) read
where 
The corresponding formula for the derivative may be expressed as
where E is the same as before, anḋ
In the case of the implicit method (22), for k = 3, we obtain
together with the corresponding formula for the derivative
where E * is the same as before, anḋ
Local errors for the above formulas in (30) and (31), obtained from Taylor expansions, respectively, result in
, whereḣ = max{h n+1 , h n , h n−1 }.
Numerical results
In this section, we present the results of some numerical tests in order to illustrate the performance of the method. The variable-step Falkner method is referred to as FALK(n), where n denotes the algebraic order of the method used. 
Oscillation problem
The first problem we consider is nonlinear and was studied by Khiyal and Thomas [8] . This problem has the form y = sinh y, y(0) = 1, y (0) = 0, and its solution has a maximum amplitude of unity and a period of approximately six. We solve the problem numerically over the interval [0, 6] using the variable stepsize Falkner methods in predictor-corrector mode, PEC. The value at the final point t = 6 was obtained using cubic interpolation. Table 1 shows the results of the comparisons for the code of variable-order, variable-step (VOVS) in [8] , the variable stepsize Störmer method in [12] with orders n = 6, 8, and the Falkner method.
Bessel problem
We consider Bessel's differential equation It is well known that y(t) = J 1/2 (t) = √ 2/ t sin t is the exact solution. The problem was solved using the Falkner method of order eight in the predictor-corrector mode for different tolerances, TOL. The numerical solutions are compared with exact solutions, and the maximum of the absolute error values for the solution and the derivative, ABS.ERR. y(t) = |y n − y(t n )|, ABS.ERR. y (t) = |y n − y (t n )| are found for t = 8 and presented in Table 2 . 
Van der Pol oscillator
As a later application of the method presented in this paper, we consider the well-known Van der Pol oscillator, given by y − 2 (1 − y 2 )y + y = 0, y(0) = 0, y (0) = 0.5, where we take = 0.025. This problem has already appeared in the literature (see [1, 11] for example). The problem has been studied in [0, 400], and the results for different tolerances using the Falkner method of order eight are presented in Table 3 , with the same observations as for the above example. In [11] , the best result corresponds to a fixed step Runge-Kutta method with 2000 steps and a maximum absolute error of 6.5484 · 10 −4 . In both cases the accuracies are comparable, but the Runge-Kutta method is more timeconsuming owing to the higher number of function evaluations.
Conclusions
In this paper, we have developed a variable-step formulation for Falkner methods, both implicit and explicit. The formulation avoids the standard way of computing the coefficients and thus saves time. We should mention that this variable-step formulation may be extended in an easy way to differential equations of higher order of the form y (m) = f (x, y(x), y (x)), thus avoiding the computation of n-fold integrals.
We have shown that similar to the case of first-order equations thee variable-stepsize Falkner methods are competitive with the Runge-Kutta methods especially designed for second-order differential equations. Roughly speaking, we can say that if the behavior of the neighboring integral curves is similar to that of the unique solution of the well-posed IVP then we suggest the methods discussed in this article. However, if the behavior is not that of the unique solution, then Runge-Kutta type methods would obtain more information.
