Abstract. We present 4 new measurements of nitrogen abundances and one upper limit in damped Ly α absorbers (DLAs) obtained by means of high resolution (FWHM ≃ 7 km s −1 ) UVES/VLT spectra. In addition to these measurements we have compiled data from all DLAs with measurements of nitrogen and α-capture elements (O, S or Si) available in the literature, including all HIRES/Keck and UVES/VLT data for a total of 33 systems, i.e. the largest sample investigated so far. We find that [N/α] 
Introduction
Nitrogen is an important element when attempting to understand the chemical evolution of galaxies. The synthesis of N in the CNO cycle during hydrogen burning is reasonably well understood, but the characteristics of the stars which produce this element (range of masses, stage of evolution, etc.) are not completely clear. N is mostly a secondary element, produced in the CNO cycle from seed C and O nuclei created in earlier generation of stars. Primary N is produced when freshly synthesized C in the heliumburning shell penetrates into the hydrogen-burning shell where it will be converted in primary N by means of the CNO cycle. In evolution models of intermediate mass stars, thermal pulses occurring during the asymptotic gi- ant branch AGB phase are responsible for the transport of the He-burning products to the H-burning shell producing primary N (Marigo 2001) .
For massive stars a general consensus on the transport mechanism is lacking, and the primary N production is strongly dependent on the assumed treatment of convection in stellar interiors. Primary N might be produced in massive stars of low metallicities by adjusting convective overshooting (Woosley & Weaver 1995) . In addition, stellar models which include rotation and its effects on the transport of elements show that massive stars with high rotational velocity produce primary N at low metallicities (Meynet & Maeder 2002) .
In simple models of galactic evolution, if nitrogen has a secondary production, the increase of its abundance is proportional to the metal content of the galaxy. On the other hand, if nitrogen has a primary origin, then its abundance is expected to increase in lockstep with that of other primary elements. In the classical N/O versus O/H diagram, the secondary nitrogen production would be repre-sented by a straight line at 45 o slope, while in the case of a primary origin of N a horizontal line is expected in this diagram (Talbot & Arnett 1974) .
In order to obtain clues on the nucleosynthetic origin of nitrogen, a considerable number of works has been devoted to the comparison of the chemical evolution model predictions with the behavior of the observed N/O ratios as a function of metallicity measured by oxygen abundance (Edmunds & Pagel 1978; Pilyugin 1992; Marconi et al. 1994; Izotov & Thuan 1999; Henry et al. 2000; Chiappini et al. 2002; Calura et al. 2002; Pilyugin et al. 2002; among others) .
Since determination of nitrogen abundance in stars is relatively difficult to obtain, the bulk of the N/O data used for this purpose are measurements in H ii emitting regions of dwarf irregulars (Thuan et al. 1995; Kobulnicky & Skillman 1996; Izotov & Thuan 1999 ) and spiral galaxies (see Henry et al. 2000, and Pilyugin et al. 2002 , for a compilation of data).
In metal-poor H ii regions of dwarf galaxies ([O/H] 1 < ∼ -1), N/O ratios are roughly constant and independent of metallicity -a behavior which is interpreted as an evidence for primary production of N. However, at higher metallicities, N/O ratios increase with O/H, suggesting the secondary origin of N. In the low metallicity regime the observed N/O plateau in blue compact dwarf (BCD) galaxies, has been interpreted as either due to the primary production of N by massive stars (Izotov & Thuan 1999 , Izotov et al. 2001 or due to primary production of N by intermediate mass stars (Henry et al. 2000; Chiappini et al. 2002) . Determinations of N abundance in sites of low metallicities play an important role in understanding the origin of N production. In this framework N measurements in high redshift damped Ly α absorbers (DLAs) -the quasar absorbers with the highest neutral hydrogen column densities N (H i) > 2 × 10 20 cm −2 (Wolfe et al. 1986 ) -are of great importance since their metallicities extend over a much lower range than those of metal-poor H ii regions in dwarf galaxies, allowing to probe the early phases of galactic chemical enrichment.
After the very first studies of nitrogen in DLAs (Pettini et al.1995; Green et al. 1995; Vladilo et al. 1995) , systematic measurements and compilations of extant data have been presented by Lu et al. (1998) , Centurión et al. (1998) and, more recently, by Pettini et al. (2002) and Prochaska et al. (2002) . In these two latter works a total of 10 and 19 nitrogen measurements have been presented, respectively. Only in the data base of Pettini and collaborators, oxygen abundances have been considered, and are available for 6 DLAs. Oxygen measurements, which are difficult to obtain, have been often replaced by measurements of other α-capture elements for the purpose of investigating trends of the nitrogen abundances. N/O (or N/α) ratios in DLAs show, in general (see, however, Prochaska et al. 2002) , a large scatter, at variance with the near to constant value observed in BCD galaxies at comparable metallicities.
The N/O scatter observed in DLAs has commonly been ascribed to the time delay between the release of O by short-lived, massive stars and the release of N by intermediate mass stars, which takes place over larger time scales Pettini et al. 2002) . However, as pointed out by Centurión et al. (1998) , it is difficult to conciliate this interpretation with the absence of the expected enhancement of the α-elements over the Fe-peak elements in the lowest N/α DLAs. In order to probe the validity of the time delay interpretation, it is therefore important to add further observational constraints based on the relative abundances of other elements.
In this paper we describe new abundance determinations in 6 DLAs located in the direction of 4 QSOs. It was possible to determine the N abundance in only 4 of these systems. The measurements are generally based on the six lines of the N i multiplets at rest wavelengths λλ 1134 and 1200Å redshifted to the optical spectral region (the redshifts of the absorbers lie in the range 1.9 to 2.8).
Our results, together with the rest of the published data, are discussed in the framework of the time delay model of chemical evolution. We compare the trends of N/α ratios with α/Fe -a well known indicator of chemical evolution in galaxies. The comparison between the trends observed in different abundance ratios should yield significant constraints on the nucleosynthetic processes at work in DLAs and, eventually, on the nature of the associated galaxies.
The paper is organized as follows. In Sects. 2 and 3 we present our observations and column density measurements, respectively. In addition to N we present new measurements of the α-capture elements S and Si as well as of the iron-peak elements Fe and Zn. A compilation of abundance measurements for all DLAs with nitrogen detections, based on our data and on data from the literature, is presented in Sect. 4. The behavior of the ratios N/α and α/iron-peak as well as the implications for understanding the nature of DLAs are discussed in Sect. 5. We draw our conclusions in Sect. 6.
Observations and Data Reduction
Information on the targets and on the observations is given in Table 1 . The quasars PKS 0528-250 and HE 0940-1050 were observed in the framework of our own programmes for the study of chemical abundances at high redshifts, while the data for QSO 0841+129 and QSO 1232+0815 were taken from the UVES archive. Spectra of these QSOs were obtained with the Ultraviolet-Visual Echelle Spectrograph (UVES; see Dekker et al. 2000) on the Nasmyth focus of the 8.2m Kueyen telescope, second unit of the VLT at Paranal, Chile. For each target repeated exposures were taken in order to attain the spectral coverage of interest and to increase the final signal-to-noise ratio. A total of 93 spectra were collected and analyzed.
All the observations were carried out using dichroic filters to simultaneously observe two spectral ranges with the two arms of the spectrograph. Different setups allowed us to cover the spectral ranges listed in the 8 th column of Table 1 . The slit widths of both arms of UVES were set to 1 arcsec and the CCDs were read out in 2 x 2 binned pixels. The full width half maximum of the instrumental profile (∆λ instr ), measured from the emission lines of the arcs, gives a mean resolving power of R = λ/∆λ instr ≃ 42500 corresponding to a velocity resolution of 7 km s −1 . The data reduction was performed using the ECHELLE context routines implemented in the ESO MIDAS package. The flat-fielding, cosmic-ray removal, sky subtraction, extraction, and wavelength calibration were performed separately on the different spectra of each QSO. Internal errors in the wavelength calibrations lie in the range from 0.6 to 0.9 mÅ. After calibration, the observed wavelength scale was transformed into a vacuum, heliocentric wavelength scale. At this point the spectra of each QSO with same exposure time and spectral coverage were averaged using the continuum level as a weighting factor. The spectra of PKS 0528-250, obtained in different observing runs and with overlapping spectral regions issued from different spectrograph configurations, were added using the signal-to-noise ratio, S/N, as a weighting factor.
Finally, for each spectral range under study the local continuum was determined in the average spectrum by using a spline function to smoothly connect the regions free from absorption features. The final spectrum used for the analysis was obtained by normalizing the average spectrum to these continua. The signal-to-noise ratios of the final spectra, estimated from the rms scatter of the continuum near the absorptions under study are given in the last column of Table 1 .
Column densities
Column densities were obtained by fitting theoretical Voigt profiles to the observed absorption lines via χ 2 minimization. This was done using the routines FITLYMAN (Fontana & Ballester 1995) included in the MIDAS package. To reproduce the observed profiles, the theoretical profiles are convolved with the instrumental point-spread function modeled using the emission lines of the arcs. Portions of the profiles recognized as contaminated by intervening Ly α clouds were excluded from our analysis. The FITLYMAN routines determine the redshifts, column densities, and broadening parameters (b values) of the absorption components, as well as the formal fit errors for each of these quantities. The laboratory wavelengths of the transitions investigated are listed in Table 2 together with the oscillator strengths adopted for the computation of the theoretical profiles.
In the case where the absorber was fitted with a single component and several unsaturated transitions were detected for a given ion, the column density was estimated by applying the fit procedure both to the individual transitions and to the full set of available lines. No significant differences were found between the column densities of individual fits and the column density obtained from the simultaneous fit of all the lines. In these cases we adopted the dispersion of individual measurements as the estimate of the column density error. When a metal absorption was fitted with multiple components, errors in the total column density were estimated by taking the difference between the value obtained from the fit and a "maximum" and a "minimum" total column density computed by adding the N (X)+1σ and N (X)−1σ, respectively, of each component.
For saturated transitions, lower limits to the column density were estimated from the equivalent width obtained from the best fit to the absorption. For undetected transitions, upper limits were derived from 3σ upper limits of the equivalent width. In both cases the conversion from equivalent widths to column densities was performed in the optically thin regime (linear part of the curve of growth).
Nitrogen column densities were determined studying the six transitions of the two N i multiplets at λλ 1134 and 1200Å (see Table 2 ). These lines are located in the Ly α forest, but the identification of the absorptions is reliable because it is unlikely that each one of the six transitions is blended with a Ly α interloper. The oscillator strengths span about one order of magnitude offering a large dynamical range for the measurement of the column density. The detection of the faintest transitions of the λ 1134Å multiplet is particularly important to avoid saturation effects.
Comparison of N abundance with the one of other elements is necessary in order to give an insight into the nucleosynthetic origin of nitrogen. We therefore searched for transitions of important species such as O i, Si ii, S ii representative of α-capture elements, as well as Fe ii, and Zn ii, representative of Fe-peak elements. The comparison of Zn and Fe abundances is also important to assess possible effects of dust depletion (Vladilo 1998 (Vladilo , 2002a .
Oxygen is particularly important as a reference for nitrogen abundances. As nitrogen, this element is believed to be essentially undepleted onto dust grains. Unfortunately, accurate oxygen column density estimates are rare in DLAs since traditionally estimates are based on the strongly saturated O i 1302.2Å absorption and on the extremely weak O i 1355.6Å line (never detected). These measurements yield lower and upper limits, respectively, usually differing by over one order of magnitude. Only recently, and mainly thanks to the high resolution and the ultraviolet-visual coverage of the UVES spectrograph, accurate O i column densities have been obtained in DLAs by using O i lines which fall shortward of the Ly α absorption and have a large dynamical range in oscillator strengths (Lopez 1999; Molaro et al. 2000 Molaro et al. , 2001 Dessauges-Zavadsky et al. 2001; Prochaska et al. 2001; Levshakov et al. 2002; Pettini et al. 2002; Prochaska et al. 2002) . Unfortunately, the O i transitions at λ < 1302Å have not been detected for any of the DLAs studied here.
In order to estimate the absolute abundances of the elements, we also derived the H i column densities of the systems by fitting the Ly α absorptions and possibly other The slit was 1 ′′ and the CCD binning 2 × 2 for all the observations. Dates given in Table 1 correspond to the complete set of data for a single QSO. Intervals in the dates indicate that the spectra were obtained during all nights included in the interval.
lines of the Lyman series, as shown in Fig. 1 . The resulting column densities and abundances (log N (X), [X/H]) are given in Tables 3 to 8 . Through this paper we use N and O phostospheric solar values given by Holweger (2001) , and for the remaining elements the meteorite values from Grevesse & Sauval (1998) .
More details on the measurements performed in individual systems are given in the following sections.
DLAs towards PKS 0528-250
PKS 0528-250 has an emission redshift of z em = 2.779 determined from C iv and Si iv emission lines (Foltz et al. 1988) . Due to the presence of a damped Ly α absorption at z abs =2.811, the Ly α emission of the quasar is partially absorbed. There is an additional DLA at z abs =2.141 in the spectrum of this quasar. Metal abundances in both DLAs have been previously studied by Lu et al. (1996) using HIRES/Keck spectra. Our UVES/VLT spectra have higher S/N and extended wavelength coverage (see Table 1 ). By means of these UVES data a study of the molecular hydrogen H 2 in the z abs =2.811 DLA has been presented in Levshakov et al. (2003a) . The detailed study of metal abundances of both DLAs is given in . Here we present the total column densities of nitrogen, α-capture elements (S, Si) and Fe-peak element (Fe, Zn), in order to discuss the abundance ratios involving nitrogen.
The z abs =2.1410 system
The Lyα profile of the DLA is used to determine the neutral hydrogen column density, log N (H i) = 20.95±0.05. The fit to the observed profile is shown in Fig. 1 . No other absorptions of the Lyman series are observed since the quasar flux is completely absorbed at λ obs < 3500Å. Our derived H i column density is 0.25 dex larger than the one estimated by Morton (1980) and adopted by Lu et al. (1996) .
The metal lines associated with this system are fitted with 10 components. In this case, we use the numerous Fe ii lines to fix the redshift z and Doppler parameter b of each component. The derived z and b values are further used to fit N i, Si ii, and S ii. The fitted profiles are shown in Fig. 2 and the resulting total column densities are given in Table 3 .
The nitrogen abundance is derived for the first time in this system. Only two lines out of the two triplets are suitable for column density determination: λλ 1134.4 and 1134.9Å. The N i triplet around 1200Å is totally blended. The resulting fits are shown in Fig. 2 , corresponding to a total column density log N (N i) = 14.58±0.08.
The O i abundance cannot be derived since the 1302 A line is heavily saturated and blended. On the contrary, we can derive a reliable Si ii column density measurement from the 1808Å transition. The Si ii 1304 and 1526Å lines are heavily saturated. We obtain a total column density of log N (Si ii) = 15.22±0.05, slightly lower than the one derived by Lu et al. (1996) . In addition, we derive the column density of S ii from the 1253Å line, since the S ii 1250, and 1259Å transitions are completely blended. The last components fitted in Fe ii and other elements are too weak to be detected in S ii 1253Å. We derive for the first time the S ii column density in this system obtaining log N (S ii) = 14.83±0.04. Several Fe ii lines are at our disposal to derive the column density of this element. We use the λλ 1125, 1608, 1611, 2344, 2374, and 2586Å to deduce a total column density of log N (Fe ii) = 14.85±0.09. Taking into account differences in the adopted oscillator strengths, this result is in agreement with the one of Lu et al. (1996) . Finally, Zn ii 2026Å is heavily blended with Al ii 1670Å from the DLA at z abs =2.812. At the expected position for Zn ii 2062Å in the z abs =2.141 system, we observe a weak absorption extended over the three strongest components detected in the other metals. However, extra absorptions are located at both sides of this feature due to the Cr ii 2062Å and other unidentified lines (see Fig. 2 ). In this case we conservatively adopt the result of the fit as an upper limit since we cannot exclude that the fitted absorption is also contaminated.
The z abs =2.8120 system
In our UVES spectra, several lines down the Lyman series are available for determination of neutral hydrogen column density. We refer to Levshakov et al. (2003a) where a simultaneous analysis of the whole Ly β and the red wings of the Ly γ, Ly 5 -Ly 8 leads to the column density determination: log N (H i) = 21.11±0.04.
The velocity profiles of the metals are extremely complex but well fitted with 16 components for most species as it can be seen from Fig. 3 . We constrain the number of components by fitting simultaneously the profiles of S ii 1250Å and 1253Å absorptions and Ar i 1048 and P ii 1152 (see Péroux et al. 2003 and Vladilo et al. 2003) . As in the case of the z abs =2.141 DLA, we then fix the redshift z and Doppler parameter b of each component using S ii and Ar i to be equal for all elements. The resulting total column densities are presented in Table 4 .
We determine a conservative upper limit to the N i column density by considering the most constraining regions of the profiles of N i 953.4Å, together with the λλ 1134 and 1200Å multiplets. In this way we estimate the maximum N i column density log N (N i) ≤ 15.66, consistent with the observed profiles (see upper panel of Fig. 3) .
Unfortunately, the column densities of O i can not be determined in this absorber due to saturation and blending of the lines. However, accurate column densities of S ii have been derived thanks to the absorptions of two different transitions (λλ 1250 and 1253Å). The resulting total column density is log N (S ii) = 15.56±0.02. For Si ii only the λ 1808Å transition is not heavily saturated, but it is contaminated by few atmospheric absorption lines. We use the spectrum of a fast rotator standard star to correct from the telluric absorptions and we obtain log N (Si ii) = 16.01±0.03 in perfect agreement with the value reported by Lu et al. (1996) . Five Fe ii lines are used to measure the Fe ii abundance: λλ 1081, 1096, 1125, 1608 and 2374Å leading to log N (Fe ii) = 15.47±0.02. Finally, the Zn ii column density is estimated only from the transition λ 2026Å, since λ 2062Å is blended, giving log N (Zn ii) = 13.27±0.03. This column density is significantly larger than the value log N (Zn ii) = 13.09±0.07 given by Lu et al. (1996) and the difference is likely due to the different tracement of the continuum.
DLAs towards QSO 0841+129
The two damped systems in the spectrum of QSO 0841+129 have been previously studied at high resolution by Prochaska & Wolfe (1999) with HIRES/Keck spectra, by Pettini et al. (1997) and Centurión et al. (2000) with ISIS/WHT spectra of much lower resolution (R ≃ 2500 and 5000, respectively). Here we present the first N i measurements obtained for these systems and much more accurate column density determinations of S ii (in both systems) and Fe ii (in the bluest one), than previously determined from low resolution data .
The z abs =2.3745 system
Column densities and metal abundances are listed in Table 5 . Metal lines from which abundances are obtained are shown in Fig. 4 .
The Ly α absorption is used to derive the H i column density, log N (H i) = 21.00±0.10, which is in agreement with the value log N (H i) = 20.95±0.10 previously published by Pettini et al. (1997) , and Centurión et al. (2000) .
For N i we restrict the analysis to the λλ 1134.4, 1134.9 A lines, the only unsaturated and uncontaminated ones, and we obtain log N (N i) = 14.62±0.03. In Fig. 4 we show the synthetic spectrum built with the parameters obtained from the fit of these two N i transitions. The synthetic spectrum is in excellent agreement with the observed profiles of all the six N i absorptions.
The Si ii transitions λ λ 1190,1193,1260,1304Å present in our spectrum are heavily saturated. The most stringent lower limit we can obtain from the weakest λ 1304Å transition is log N (Si ii) ≥ 14.65. This is consistent with the measurement from Prochaska et al. (1999) , log N (Si ii) = 15.24±0.03, obtained from the unsaturated Si ii 1808Å transition, that we adopt in the rest of this paper.
The S ii column density is obtained from the S ii 1259 A transition which lies in the red wing of the z abs = 2.4762 Ly α absorption. The presence of this Ly α profile precludes the detection of the other two bluer absorptions of the z abs = 2.3745 S ii triplet. The present result, log N (S ii) = 14.77±0.03, is one order of magnitude more accurate than the one previously obtained from ISIS/WHT data, log N (S ii) = 14.92
The Fe ii transitions used to obtain the iron column density are shown in Fig. 4 . The redder Fe ii transitions at λλ 2260, 2344, 2374, 2382Å, not shown in the figure, are all saturated. The derived column density, log N (Fe ii) = 14.87±0.04 is in perfect agreement with the one obtained from ISIS/WHT spectra, log N (Fe ii) = 14.83±0.15, but again has an order of magnitude higher accuracy.
The Zn ii column density obtained here from the λ 2026Å transition -log N (Zn ii) = 12.20±0.05 -is in agreement, within the errors, with the result log N (Zn ii) = 12.12±0.05 obtained by Prochaska & Wolfe (1999) . We can not use the Zn ii λ2062Å absorption because it is contaminated by a sky emission line. The [Zn/Fe] abundance ratio are about solar, indicating the absence of dust depletion in this system (see Vladilo 2002a , and references therein).
The z abs =2.4762 system
Column densities and metal abundances in this system are given in Table 6 . The metal absorption lines from which elemental abundances are derived are shown in Fig. 5 .
The damped Ly α and Ly β absorptions are used to derive the H i column density, log N (H i) = 20.78±0.08, in perfect agreement with log N (H i) = 20.79±0.10 reported by Pettini et al. (1997) .
The N i column density is obtained from the analysis of the λλ 1134.2, 1200.2 and 1200.7Å transitions. The resulting parameters are used to build the synthetic spectrum for the six N i transitions shown in Fig. 5 .
The Si ii transitions λλ 1190, 1193, 1260, 1304Å are saturated. The weakest transition 1020Å has an asymmetric red wing which is not observed in any other feature of this absorber. In this case we fix the central wavelength at the redshift observed in the S ii triplet and we obtain log N (Si ii) = 14.95±0.10. Prochaska & Wolfe (1999) conservatively adopt the lower limit log N (Si ii) > 14.46, obtained from the saturated 1526Å line, arguing that the unsaturated Si ii 1808 line is blended with the Al iii 1862 line of the z abs = 2.3745 system. However, these two transitions are separated by about 1Å and they appear to be resolved in the spectrum of Prochaska & Wolfe (1999) . We therefore adopt our Si ii column density, which is in perfect agreement with the result obtained by Prochaska & Wolfe (1999) from the 1808Å line, log N (Si ii) = 14.96±0.02.
In the UVES spectrum, the lines of the sulphur triplet are clear from blending with other absorptions present in the spectrum. The derived column density, log N (S ii) = 14.59±0.03 is in agreement, within the errors, but much more accurate than the log N (S ii) = 14.81±0.21 value obtained from the ISIS/WHT spectrum, where the S ii triplet was not fully resolved.
The Fe ii column density, log N (Fe ii) = 14.55±0.07, is based on the analysis of the unsaturated and uncontaminated λλ 1081 and 1096Å transitions. Our value is consistent within the errors with the range of values 14.52 < log N (Fe ii) < 14.54 obtained by Prochaska & Wolfe (1999) from the saturated λ 1608Å and the undetected λ 1611Å transitions. Prochaska & Wolfe (1999) estimated a more stringent upper limit to the Zn ii column density than the one obtained here (see Table 6 ). The Lyα profile of this absorber is located blueward of a strong Lyman limit system (LLS) at z abs = 2.917, in a part of the spectrum which is thus strongly absorbed. A detailed analysis of this LLS is given in Levshakov et al. (2003b) , where the H i column density of the DLA at z abs =1.918 is also estimated. The Lyman series of the z abs = 2.917 LLS allows to establish a local continuum shortward of λ ∼ 3575Å and therefore to the damped Ly α profile at z abs = 1.918 (see upper panel of Fig. 1 ). This local continuum has then been used to derive the H i column density of the DLA system of log N (H i) ≃ 20.00. This system is strictly speaking a sub-DLA (Péroux et al. 2002) , nevertheless, for completeness, we present the results of the abundance determinations of metals associated with this absorber.
In this system at z abs = 1.9184, the N i 1134Å multiplet falls near the atmospheric cutoff and the N i 1200Å multiplet is heavily blended with Ly α interlopers. Therefore the column density determination of nitrogen is not possible.
O i and Si ii column densities are constrained by 11 components whose z and b have been priorly determined from the joint fit of four Fe ii unsaturated lines (Fig. 6) . O i 1302Å is saturated and we only derive an upper limit: log N (O i) > 16.89, by using the redshift and b-parameters of the 11 components obtained from the Fe ii transitions. The same procedure is applied to the saturated Si ii 1260 A transition since the weaker Si ii 1808Å transition is contaminated on its right wing, and we find log N (Si ii) > 15.42. S ii transitions (λλ 1250, 1253, 1259Å) are all heavily blended with numerous Ly α interlopers. Several Fe ii unsaturated lines are detected and have been used for the column density determination: λλ 2344, 2382, 2586 and 2600Å. The resulting column density is log N (Fe ii) = 14.44±0.02. The Zn ii 2026, 2062Å transitions are not detected and from the stronger λ 2026 transition we estimate for each component a 3σ limit to the column density of log N (Zn ii) < 11.44. Table 7 provides a summary of the fitting parameters and column density results.
The metallicity of this system as measured by iron is [Fe/H] = -1.06±0.20. Furthermore the α over Fe-peak ratio is high: we find [O/Fe] > 1.21 and [Si/Fe] > 0.92. Dust depletion may enhance the ratios involving iron, but not to the extent at which they are observed here (see Vladilo 2002a). Considering the low H i column density of the system (log N (H i) = 20.00±0.20), it is possible that the observed abundances are also affected by ionization corrections. If that is the case, the true [O/Fe] is expected to be lower than the observed one (e.g., . This could therefore explain our observational result. On the contrary, the true [Si/Fe] ratio, is expected to be higher than the one observed in the case where ionization is important. Nevertheless, it can be seen from Fig. 6 , that the Si ii profile is likely contaminated by interlopers. Indeed, several absorptions to the blue and the red of the profile are observed. Additional contaminations inside the profile itself can not be excluded, although it looks saturated at first sight.
3.4. DLA at z abs =2.3377 towards QSO 1232+0815
This DLA has been previously studied by Srianand et al. (2000) with the same UVES data, but they did not analyse the column densities of N i and S ii which are measured here for the first time.
Our derived neutral hydrogen column density, log N (H i) = 20.80±0.10 obtained from the Ly α absorption is slightly lower than log N (H i) = 20.90±0.10 given by Srianand et al. (2000) .
The metal profiles are well fitted by 6 components, three of them composing the main absorption around v = 0 km s −1 (relative to z = 2.3377), while the remaining three components are weaker and only observed in the strongest metal absorptions towards the blue, around v = -60 km s −1 (see Fig. 7 ). The simultaneous fit to the Fe ii and Si ii absorptions, shown in the right panel of Fig. 7 , is used to fix the redshift z and b-parameters of the six components. The derived z and b-values are further used to fit the N i and S ii absorptions. The resulting parameters of the fit for each component are given in Table 8 along with the total column densities and abundances.
The total column densities of Si ii and Fe ii are in agreement, within the errors, with those obtained by Srianand et al. (2000) . For nitrogen we determine a total column density log N (N i) = 14.63±0.08 only taking into account the components around v = 0 km s −1 , since the components at v ≃ -60 km s −1 are found to contribute at maximum 2% of the total column density (well inside the uncertainty interval of the column density). It is the first time that the S ii column density is measured by means of high resolution data, and we obtain log N (S ii) = 14.83±0.10 which is significantly larger (by 0.35 dex) than the value obtained by Ge et al. (2001) from low resolution spectra (FWHM ∼ 60 km s −1 ). In this work they measure the Zn ii column density and determine log N (Zn ii) = 12.71±0.14 which we adopt with some caution, since the Zn ii absorptions of this DLA fall outside the wavelength coverage of the UVES spectra analysed here. Using this Zn ii column density and our S ii column density, we obtain [S/Zn] = -0.41±0.17 which would be the lowest value ever measured in a DLA. It is worth noting that iron (from our analysis of the UVES data) is significantly underabundant with respect to Zn, [Fe/Zn] = -0.83, which would in turn indicates that iron is significantly depleted on dust. On the other hand, from our analysis of the UVES data we obtain a solar [Si/S] = -0.01 abundance ratio. If dust depletion is severe in this DLA, as indicated by the [Fe/Zn] abundance ratio, then we should expect an underabundance of Si with respect to S which is not observed. The apparent contradiction between these two results may reside in the Zn ii column density determination derived from low resolution spectra. For instance, if the Zn ii 2026 A absorption analysed by Ge et al. (2001) is contaminated by atmospheric features, then the derived Zn ii column density will be overestimated and consequently the [S/Zn] and [Fe/Zn] ratios underestimated. A new determination of Zn ii column density by means of high resolution data is required in order to assess the degree of dust depletion and the abundance ratios in this DLA.
The N/α abundance ratio in DLAs
In order to study the behaviour of the N/α abundance ratios in DLAs, we have collected all abundance measurements obtained from high resolution spectra. In addition to the 5 new systems investigated here, we have compiled the DLAs with nitrogen and α-capture element measurements available in the literature, from both HIRES/Keck and UVES/VLT. Our compilation, containing 33 systems, is listed in Table 8 .
In Fig When possible, we use O as the preferred α-capture element. An important advantage of this element is that the N/O and O/H ratios are unaffected by ionization corrections since they are derived from the observed N i/O i and O i/H i ratios, i.e. from ratios between column densities of neutral species which are not altered by an intervening H ii region, if present. In addition, oxygen, similarly to nitrogen, is not affected by dust depletion. The drawback is the difficulty in measuring accurate O i column densities from unsaturated lines, as we mentioned in Section 3. Unsaturated O i transitions lie inside the Lyα forest, where it is necessary to detect at least two of them in order to ascertain that they are not Lyα interlopers.
The 5 N/O measurements, shown in Fig. 8 , have been derived using accurate column densities of O i obtained from unsaturated or unblended transitions. Two stringent upper limits are also shown (see Table 8 for references).
When reliable O data are not available, we use sulphur or, alternatively, silicon as α-element indicators. Both are produced in the same massive stars which produce oxygen and they track each other over a wide range of metallicities in Galactic stars (Chen et al. 2002; Nissen et al. 2002, and refs. therein) and in dwarf galaxies, including blue compact galaxies (Garnettt 1989; Skillman & Kenicutt 1993; Skillman et al. 1994; Izotov & Thuan 1999) . One potential problem with S and Si in DLAs is that their abundances are obtained from S ii and Si ii ions which are dominant ionization states in H i clouds, but can also arise in intervening H ii gas. Izotov et al. (2001) argue that intervening H ii gas is inherent to the DLAs ionization structure, yielding an increase of the S ii and Si ii column densities without affecting the N i column densities. As a consequence, the low [N/S,Si] ratios observed in some DLAs could be an artifact of ionization effects rather than a genuine nucleosynthetic effect. However, the model proposed by Izotov et al. (2001) predicts an overabundance of [Si/O] which is not observed in DLAs and this gives a strong evidence against the general presence of intervening H ii regions (Vladilo et al. 2003) . In fact, relative abundances of low ionization species in DLAs, including those of Al iii, can be explained without invoking intervening H ii regions, in which case ionization correction for S ii and Si ii are in general negligible . As noted by Molaro (2003) In addition to ionization, dust depletion could alter the observed abundance ratios. Silicon can be mildly depleted in DLAs (Vladilo 2002b ). Sulphur is not depleted on dust and for this reason is preferred to silicon as an indicator of α-elements. If Si is depleted, the observed [N/Si] ratios are larger than the intrinsic ones. Unfortunately, only one of the six DLAs of the [N/Si] sample has iron and zinc abundances, which are required to estimate the effect of dust depletion. For this system, the DLA towards QSO 1223+178, we obtain a minimum possible intrinsic ratio of [N/Si] = -1.12 by using different dust-correction models considered in Vladilo (2002a) . The correction is inside the 1σ error of the observed ratio [N/Si] = -1.01±0.18. By applying the same method to all DLAs with Si, Zn and Fe measurements, we find that the Si/H depletion correction is generally small, with a mean value ≃ 0.1 dex and even lower median value. Therefore the Si depletion should not affect dramatically the [N/Si] plot.
In the bottom panel of Fig. 8 , we show the data based on Si (20 measurements and 7 useful limits), the α-capture element most widely measured in DLAs. By comparing the top and bottom panel of However, as it can be seen in Fig. 9 this DLA has a N abundance 2.5 times larger than the highest N abundance observed in the low-N group, and for that reason we include it in the high-N subsample.
We use the homogeneous sample of [N/Si] data to perform an analysis of the two groups. Considering only the 20 N/Si measurements, we find 16 high-N DLAs, with a mean value <[N/Si]> = -0.87 ± 0.16 (i.e., a standard deviation of 18% around the mean (<[N/Si]> = -0.84 ± 0.14, if we exclude the z=2.4 DLA in QSO 0841+129), and 4 low-N DLAs with <[N/Si]>= −1.45 ± 0.05 (i.e., a standard deviation of 3%). Therefore, the two groups differ in their [N/Si] ratios by ≈ 0.6 dex on the average. Both sub-samples are characterized by a low scatter of the [N/Si] ratios and, in particular, the scatter of the low-N DLAs sub-sample is essentially equal to the typical dispersion due to measurements errors. Even if the number of low-N DLAs is still small, it is worth noting that the increase from 2 measurements plus 1 upper limit (in Prochaska et al. 2002) to 4 measurements plus 3 upper limits (in the compilation presented here) still shows the [N/Si] ratios clustered around -1.5 dex with very low dispersion, confirming the existence of the low-N DLA sub-sample. We stress that with the available instrumentation (Keck+HIRES and VLT2+UVES) one should have been able to detect N i features at an abundance level [N/H] lower than that typical of low-N DLAs. For instance, the 3 − σ detection limit is [N/H] ≃ -3.9 at the average H i column density of the low-N DLAs for a S/N ≃ 25. This [N/H] limit is nearly a factor 2 times lower than the lowest value observed so far (the z abs =2.8 system in QSO 1946+765). Therefore the the lack of detection of DLAs at [N/H] < 3.6 dex probably reflects an intrinsic paucity of the population of DLAs at very low values of [N/H].
Discussion
To investigate the origin of N in DLAs we compare the observed abundance ratios involving this element with those measured in extragalactic metal-poor H ii regions and with predictions of galactic chemical evolution models.
Small dots in the top panel of Fig. 8 Kobulnicky & Skillman 1996; van Zee et al. 1996; van Zee et al. 1997 ; black dots: measurements in BCD galaxies by Izotov & Thuan 1999 ).
The horizontal dashed line in Fig. 8 
The high-N subsample of DLAs
In the framework of chemical evolution models the plateau at [N/O] ≃ -0.7/-0.9 is considered as an evidence of the primary production of N at low metallicities, since the N abundance increases in lockstep with that of the primary oxygen. Most chemical evolution models (Pilyugin 1999; Henry et al. 2000; Maynet & Maeder 2002; Chiappini et al. 2002; Calura et al. 2002) supports the idea that the intermediate mass stars (4 < M/M ⊙ < 8) are the dominant sites of this primary production of N (see, however, Izotov et al. 1999 Izotov et al. , 2001 . In these models galaxies with continuous, low star formation rates (Henry et al. 2000) as well as galaxies with star formation occuring in bursts separated by quiescent periods (Pilyugin 1999) can both reproduce the N/α ratios observed in high-N DLAs and BCD galaxies. In galaxies with low star formation rate (SFR), the O and N abundance can increase in lockstep, if the time required to achieve the low metallicity observed is comparable to the lag time of intermediate mass stars to eject N. In galaxies with bursts, the intermediate mass stars have enough time to deliver primary N in the same proportion as O delivered by massive stars, if the quiescent periods between bursts are significantly longer than the lag time of the intermediate mass stars for the ejection of N.
In the framework of these models, the high-N plateau can be interpreted as an indication that the intermediate mass stars have already ejected the primary nitrogen synthesized by them. Even if the above models can reproduce the [N/α] ≃ -0.9 plateau observed in DLAs, they predict a very steep increase of the N/α ratios, passing through the low-N DLAs ratios, but do not give a plateau at [N/α] ≃ -1.5.
The low-N subsample of DLAs
In previous works on N abundances in DLAs where few measurements of low N/α ratios were available, (Pettini et al. 1995; Lu et al. 1998; Centurión et al. 1998; Pettini et al. 2002) , the range between the few low N/α ratios and several high N/α values was considered to be a scatter due to the time-delay between the ejection of O by massive stars and the one of primay N by intermediate mass stars. The compilation of DLAs data presented here supports the idea of the existence of a sub-sample of DLAs with [N/α] values clustered around -1.5 dex with a very low scatter, as suggested by Prochaska et al. (2002) . As discussed in Sect. 4, we are now confident that the low N/α ratios in DLAs are real and not due to ionization effects.
These very low N/α ratios, only observed in DLAs, are a crucial evidence against the argument of Izotov et al. (1999 of Izotov et al. ( , 2001 , who proposed the primary production of N by massive stars to explain the plateau [N/α] ≃ -0.7/-0.9 dex observed in BCD galaxies and the majority of DLAs. In the case of primary N from massive stars, the measured N/O values must constitute a lower envelope to any N/O ratio observed in galaxies, because the intermediate mass stars can only increase the N/O at a later time (Pilyugin 1999; Pilyugin et al. 2002) . The present data suggest that the observational lower envelope is at [N/α] ≃ −1.5, the values found in low-N DLAs. Therefore, the primary production by massive stars cannot explain the values [N/α] ≃ -0.7/-0.9 dex measured in BCD galaxies and high-N DLAs, favouring the idea that this plateau is due to the primary production of N by intermediate mass stars.
In order to reproduce the low [N/α] ≃ −1.5 values for these DLAs, Prochaska et al. (2002) invoked a truncated initial mass function (IMF) at the low mass end (M > ∼ 7M ⊙ ). With such IMF, the galaxies would experience an initial burst of star formation where only massive stars are formed. Chiappini et al. (2002) have pointed out that a top-heavy IMF as proposed by Prochaska et al. (2002) should cause a strong enhancement of the α/Fepeak ratios in these low-N DLAs, which in general is not observed (see below). ratios appears at a particular value of the N abundance. To our knowledge, the separation of DLAs in two groups is not seen in other abundance measurements in these absorbers. The fact that the division between low-and high-N DLAs appears at a particular value of nitrogen abundance suggests that the separation may result from some peculiarity of the nitrogen enrichment history.
The [N/α] values versus nitrogen abundances
The very low ratios ([N/α] ≃ −1.5) observed in DLAs, together with their small scatter (±0.05 dex), have led Molaro (2003) to propose that this lower plateau could be due to primary production of nitrogen in massive stars. If massive stars produce primary nitrogen, no time delay is expected between the injection of nitrogen and that of oxygen and, as a consequence, a plateau with a small scatter of the N/O ratios is predicted (Pilyugin 1999) As mentioned in Sect. 1, the issue of primary production of nitrogen by massive stars is not settled. However, it is worth noting that the stellar models of Maynet & Maeder (2002) , predict N/O and O/H ratios in agreement with those observed in the low-N DLAs by using a simple closed-box model and taking the integrated yields of massive stars (between 8 and 120 M ⊙ ) with high rotational velocity over a Salpeter IMF. Stellar evolution models of Umeda et al. (2000) for massive, metal-free Population III stars, show that primary production of N may be significant. Their nitrogen yields as a function of metallicity give a [N/Mg] ≃ −1.5 for a 15M ⊙ star with zero metallicity, or for a 20M ⊙ star with a metallicity of Z/Z ⊙ ≃ 0.05. Even if these results from the literature do not provide a conclusive evidence that massive stars are responsible for a primary production of N in the low-N DLAs, at least they indicate that primary N production in massive stars is possible at the low level observed in the low-N DLAs, If future estimates of the yields of primary N in massive stars will be able to explain the observed low ratios, it will not be necessary to invoke a top-heavy IMF to explain the low-N DLAs. In this case, as Fig. 9 suggests, we might be seeing two different phases of the N enrichment in galaxies, rather than galaxies with a different way of creating stars. On the other hand, we cannot completely rule out the possibility that the lack of DLAs between the low-N and high-N values observed in Fig. 9 , results from the limited statistics of the sample. In this case we might be seeing the steep increase of N abundance in the course of evolution, due to the primary N production in intermediate mass stars as most of the current models predict. If new measurements in DLAs at very low N abundance will yield ratios lower than [N/α] ≃ -1.5 or will fill the separation between low-and high-N values, this would be a crucial evidence in favour of this interpretation. The problem with this scenario is the very short time scale (< 250 Myrs) predicted for the increase of the [N/α] ratios well above -1.5 dex (see for instance Fig. 3b in Henry et al. 2000) , which would make hard to detect low-N DLAs contrary to what observed.
[N/α] versus [α/Fe] ratios
The α/Fe ratios is a classical indicator of the galactic chemical evolution. The comparison of N/α versus α/Fe ratios can be used to probe models of nitrogen enrichment. Qualitatively, if primary production of N in massive stars is invoked to explain the very low N/α ratios, we would expect that these DLAs show an enhancement of the α-elements, -produced in the short-lived massive stars ending their lives as type-II supernovae (SNe) -relative to Fe-peak elements -ejected in longer time scales mainly by type-Ia SNe. It is worth keeping in mind that solar α/Fe ratios are expected at low metallicities (comparable with those observed in DLAs) when star formation proceeds in bursts with long quiescent periods, or when star formation rates are low. In both cases the metal enrichment is so slow that SNe Ia have enough time to evolve and enrich the medium with iron-peak elements balancing the α-elements previously produced by SNe II, when the overall metallicity is still low. If DLAs had a chemical evolution of this type, we could expect an enhancement lower than [Si/Fe] ≃ [S/Fe] ≃ +0.3, the value observed at [Fe/H] ≃ -1 (typically metallicity of DLAs as measured by Zn) in stars of our Galaxy (Chen et al. 2002) , where the star formation has been much faster.
In analysing the α/Fe ratios in DLAs care must be taken for dust depletion effects, which may alter the Fe abundance and the α/Fe ratio. Unfortunately, none of the low-N DLAs have abundance determinations of Zn, the iron-peak element free from dust depletion. In Fig. 10 , we plot [N/Si] versus [Si/Fe] for 6 of the low-N DLAs 2 (diamonds) and also the [N/Si] versus [Si/Zn] ratios available for the high-N DLAs (squares). At first glance, the low-N DLAs show larger α/Fe-peak ratios than the high-N DLAs. The observed enhancement, [Si/Fe] ≃ +0.2/ + 0.4, could include some contribution due to dust depletion. However, the low-N DLAs are all characterized by very low metallicities, typically [Si/H] < −1.5, in which case dust effects are expected to be less critical. Therefore, some of the enhancement of the [Si/Fe] ratios in low-N DLAs could be real. However, firm conclusions about the α-enhancement cannot be drawn with the present data, and measurements of Zn abundance in low-N DLAs are required in order to clarify this issue.
Summary and conclusions
The Nitrogen abundances in DLAs investigated here show the following characteristics:
1. The DLAs can be tentatively divided in two groups which differ in the [N/α] ratios by about 0.6 dex. 4. The low [N/α] ≃ −1.5 observed in DLAs is the lowest value ever observed in any astrophysical site. This is a crucial evidence against the primary production of N by massive stars, as responsible for the plateau at [N/α]≃ -0.7/-0.9 observed in BCD galaxies and in the majority of DLAs.
5. The origin of the two groups of DLAs appears to be related to their N abundance and therefore linked to the nucleosynthesis and enrichment history of this element. The transition between the two sub-samples occurs at [N/H] ∼ -2.8 6. Current standard models of chemical evolution can reproduce the [N/α] ≃ -0.7/-0.9 plateau observed in BCD galaxies and high-N DLAs. These models pass through the low [N/α] ratios, but do not give a plateau at -1.5 dex. If further measurements in DLAs will give more [N/α] values clustered at -1.5 dex, the models will need to take into account this feature. 7. A top heavy IMF has been invoked to explain the observed low-N subsample of DLAs. We argue that the [N/α] ≃ -1.5 ratios and their low dispersion may suggest a (modest) production of primary N in massive stars on top of which the primary production of N by intermediate mass stars is seen which rises the ratio to the value -0.9 dex observed in the majority of DLAs. In this scenario low-N DLAs would be very young objects, caught before the ejection of primary N by intermediate mass stars, while high-N DLAs will be older ones, caught after the lag time of the intermediate mass stars for the ejection of N.
Nitrogen in DLAs provides unique indications on the earlier stages of galactic evolution. The primary production of N deserves further investigation. Further constraints on our ideas of chemical evolution and origin of nitrogen could be possible thanks to a full set of abundance measurements of nitrogen, α-elements and Zn in individual DLA systems. In particular, observations towards higher redshift systems will allow us to observe more DLAs at earlier stages of their evolution, probably belonging to the low-N DLA class. Table 9 . N and α-elements abundance measurements in DLAs 2.465 21.50 ± 0.10 14.83 ± 0.18 -1.01 ± 0.18 -1.59 ± 0.10 Si -1.01 ± 0.18 -1.59 ± 0.10 2,11 1232+0815 2.337 20.80 ± 0.10 14.63 ± 0.08 -0.93 ± 0.13 -1.17 ± 0.14 S -0.92 ± 0.12 -1.18 ± 0.13 7 1331+170
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