We study a difficult problem of how to schedule complex workflows with precedence constraints under a limited budget in the cloud environment. We first formulate the scheduling problem as an integer programming problem, which can be optimized and used as the baseline of performance. We then consider the traditional approach of scheduling jobs in a prioritized order based on the upward-rank of each job. For those jobs with no precedence constraints among themselves, the plain upward-rank priority scheme assigns priorities in an arbitrary way. We propose a job prioritization scheme that uses the Markovian chain stationary probabilities as a measure of the importance of jobs. The scheme keeps the precedence order for the jobs that have precedence constraints between each other and assigns priorities according to the jobs' importance for the jobs without precedence constraints. We finally design a uniform spare budget-splitting strategy that splits the spare budget uniformly across all the jobs. We test our algorithms on a variety of workflows, including the Fast Fourier transform (FFT), the Gaussian elimination, typical scientific workflows, randomly generated workflows, and workflows from an in-production cluster of an online streaming service company. We compare our algorithms with state-of-the-art algorithms. The empirical results show that the uniform spare budget splitting scheme outperforms the splitting scheme in proportion to extra demand on average for most cases, and the Markovian-based prioritization further improves the workflow makespan.
I. INTRODUCTION
There is an increasing trend to use the cloud for complex workflows, such as scientific computing workflows and big-data analytics [1] , [2] . The customers submit their workflow processing requests together with their budget to the cloud. The workflow management system in the cloud assigns the processing requests to appropriate virtual machines (VM) by jointly considering the requests, the VM capability and the budget. Hopefully, the customers service level agreement will be met and the objective of the cloud provider will be optimized. However, the current workflow The associate editor coordinating the review of this manuscript and approving it for publication was Jun Huang. management systems are inadequate for scheduling complex workflows with diverse requirements and heterogeneous virtual machines. This has resulted in long processing latency, wasted cloud resources, and poor return on investment.
This paper investigates a workflow scheduling problem in the cloud with budget constraints. More specifically, a set of workflows is to be placed in the cloud. Each workflow has multiple computation jobs, with precedence constraints among themselves. For each workflow, we can use a directed acyclic graph (DAG) to represent the precedence constraints of the jobs. A job has an execution time, which depends on where the job is placed and how much computing resources are allocated to it. A job has a minimum computation resource requirement, including the CPU power and the memory requirements. The jobs are placed on a limited set of VMs. The customer is charged only for the period when a VM is used, i.e., on the pay-as-you-go basis. This describes the use cases of on-demand VMs in Amazon EC2. With respect to the jobs, the decision problem we consider in this paper is to decide where and when to place each job, i.e., which VM will execute each job and when the execution starts. The precedence constraints and the budget constraints must be satisfied. Furthermore, all the resource capacity constraints at the placement targets must also be respected. The optimization objective is to minimize the processing time of the set of workflows, i.e., the makespan of the workflows.
Scheduling of a workflow represented by a directed task graph is a well-known NP-complete problem in general [3] . The precedence constraints among jobs make the scheduling hard and many efforts have been made to find efficient heuristics in the area of parallel computing and grid computing. Topcuoglu et al. proposed the upward-rank based heuristic in [4] to tackle the precedence constraints. In the upwardrank based approach, each job computes its accumulated processing time from the exit job upward to itself along the critical (i.e., the longest) path as the upward rank. Jobs are then scheduled in the non-increasing order of their ranks. For the jobs with precedence constraints, the upward-rank based scheme assigns the priorities in a reasonable way; but, for those jobs with no precedence constraints among themselves, the upward-rank priority scheme assigns priorities in an arbitrary fashion. In this work, we propose to assign priorities for those unrelated jobs considering jobs' importance in the global DAG topology. We construct a random walk on the (extended) workflow DAG, and apply the random walk stationary distribution probabilities as jobs' importance (i.e., weights). The rationale is that the stationary probabilities are computed recursively across the global topology and carry the global information of all states (jobs) propagated back to each state (job), and therefore the resulted stationary probabilities reflect the jobs' importance in the global topology. The other issue is that in parallel computing and grid computing, workflow computing often aims to minimize the makespan without considering the cost of computing facility. In the era of the cloud, the leasing cost of the cloud facility brings a new challenge in scheduling DAG-based workflows in the cloud. Since jobs are scheduled in a prioritized order and often greedily, how the budget is split and reserved for each job remains a heuristic. In this work, we propose to reserve the minimum required budget for each job, and assign the spare budget uniformly across the jobs.
We summarize the contributions of our work.
• We formulate an integer programming model of the DAG-based workflow scheduling problem with budget constraints. The model can be evaluated by integer programming solvers such as Gurobi [5] and the solution can be used as the performance baseline of different heuristics.
• We propose a weighted upward-rank priority scheme that assigns the scheduling priorities to the jobs. It leads to improved performance in average when compared with the plain upward-rank priority scheme in [4] . The weights in our scheme are the stationary probabilities of a random walk on the workflow digraphs.
• We assign the spare budget uniformly across all the jobs. The empirical results show that for most cases, the uniform spare-budget-splitting scheme outperforms the scheme of splitting budget in proportion to extra demand in average. The remaining of the paper is organized as follows. In Section II, we discuss more related works. In Section III, we formulate the workflow scheduling problem as an integer programming problem. We discuss a motivating example in Section IV, then describe the weighted upward-rank priority scheme based on a random walk and the uniform spare budget splitting heuristic in Section V. We evaluate the heuristic on empirical test cases in Section VI. Finally, we draw the conclusion in Section VII.
II. RELATED WORKS
DAG-based workflow scheduling has been extensively studied in the literature of parallel computing and grid computing. In the survey paper [6] , the authors summarized on a wide spectrum of algorithms on DAG-based workflow scheduling in a multi-processor environment, including branchand-bound, integer-programming, searching, randomization, and genetic algorithms. Topcuoglu et al. proposed the Heterogeneous Earliest-Finish-Time (HEFT) algorithm in [4] . The HEFT algorithm first computes the upward-rank of each task by traversing the task graph; it then sorts tasks non-increasingly based on the upward-rank values, and assigns the tasks in the sorted list to the available fastest processor. Upward-rank based task prioritization achieves good performance and becomes an important solution in solving DAG-based workflow scheduling. Daoud and Kharma studied a similar problem in [7] and designed the longest dynamic critical path algorithm (LDCP). The LDCP algorithm introduces a DAG for each processor, named DAGP, with the sizes of all the tasks set to the computation costs of on each specified processor. It computes the upward-rank of each task within a DAGP to gain more precise task priorities. A task with the highest upward-rank among all DAGPs is assigned with a priority to the proper processor and all DAGPs will be updated after the assignment. The tie is broken by choosing the task with the largest number of outgoing edges. The LDCP has better scheduling performance than HEFT, but with higher complexity. The work in [8] studies the problem of minimizing the execution time of a workflow in heterogeneous environments and designs an ant-colony based heuristic algorithm. The heuristic generates task sequences considering both the forward and backward (i.e., global) dependency of tasks, where the forward dependency is defined as the number of predecessors, and the backward dependency is defined as the number of successors, respectively. The algorithm searches the suitable machine with a greedy minimum strategy in each round of searching.
The work in [8] aligns with our opinion that not only jobs on the critical path but also other jobs should be accounted when we compute the scheduling priority.
As more and more workflows are moved to the cloud, scheduling DAG-based workflows faces a new challenge of scheduling tasks under budget constraints. Recently, several studies have worked on the budget-constrained workflow makespan minimization problem in the cloud environment [1] , [9] , [10] . Wang and Shi [1] consider a special κ-stage MapReduce-like workflow where each stage consists of a batch of concurrent jobs. Their approach is to first greedily allocate budget to the slowest job of each stage across all the stages, hoping to minimize the execution time of each stage. It then gradually refines the budget allocation across the stages and schedules the concurrent jobs of each stage based on the budget. Shu and Wu [9] study a workflow mapping problem to minimize workflow makespan under a budget constraint in public clouds. The work assumes that a job consists of homogeneous tasks and there is an unlimited number of VMs in the cloud. It pre-computes the most expensive schedule and the cheapest schedule based on the concept of the critical path, and applies the binary search to find an approximate solution. Both the pipeline-structured workflows and the arbitrary workflows use the Fully Polynomial Time Approximation Scheme (FPTAS) algorithms as that in [11] to find a shortest path under some quality of service constraints. The work in [10] considers a budget-constrained workflow scheduling heuristic in a heterogenous cloud environment. The heuristic algorithm schedules the task in a prioritized order based on the upward-rank of each task [4] . The main idea of the algorithm is that it splits and reserves the budget to each individual task. It first assigns each task the minimum budget equal to the cost of using the cheapest VM; then, the remaining budget is split so that each task gets an additional share in proportion to the cost difference between using the cheapest VM and using the most expensive VM. Hence, by reserving the minimum budget to each task, the algorithm guarantees to find a feasible solution. By splitting the extra budget in proportion to each task's extra cost demand, the heuristic reserves more spare budget for the tasks with lower priorities. These jobs will enjoy more flexibility in selecting better VMs. Sakellariou et al. considered the facility cost in a grid environment [12] . It proposes two approaches to find a minimum makespan solution with budget constraint, LOSS and GAIN, respectively. The LOSS approach starts with the scheduling solution achieved by the HEFT algorithm, and keeps swapping tasks to cheaper machines until the budget constraint is satisfied. The GAIN approach starts with a solution with the cheapest cost, and keeps swapping tasks to faster machines whenever there is available budget. The work in [13] extends the HEFT algorithm in [4] and proposes a Budget-constrained HEFT algorithm (BHEFT). The BHEFT algorithm assigns scheduling priorities based on the upward rank. It splits the budget to each task based on its average cost over different resources; if there is additional spare budget, the spare budget will be assigned to each task in proportion to its demand. With the budget for each individual task, the BHEFT algorithm always assigns the affordable fastest resource to a task. Arabnejad and Barbosa worked on a similar DAG scheduling problem in [14] and proposed the HBCS algorithm. The task prioritization is also based on the upwardrank. The HBCS algorithm computes a worthiness indicator which jointly considers the cost, the remaining budget and the speed of each processor and assigns a task to the processor with the highest worthiness.
Some studies consider the min-cost workflow scheduling problem under the processing deadline constraint. Abrishami et al. proposed the IaaS cloud partial critical paths algorithm (IC-PCP algorithm) in [15] to minimize the execution cost of the workflow under a deadline constraint. The key idea is the critical parent and partial critical paths(PCPs). The critical parent of a task is its unassigned parent that has the latest finish time. The PCP consists of a task and its critical parents. The algorithm schedules tasks in a PCP as a pack, and assigns it to the cheapest VM which can meet the sub-deadline of the PCP. Sahni and Vidyarthi proposed the just-in-time (JIT-C) algorithm in a follow-up work of the IC-PCP [16] . It first checks the feasibility of the customer's deadline requirement. With a feasible deadline, the algorithm starts from the entry tasks and steps into a monitoring control loop. Within each control loop, it identifies the tasks whose parent tasks have been scheduled and are running, and assigns each of these tasks to the cheapest VM satisfying its sub-deadline requirement.
Regarding the scheduling of multiple workflows, several different scheduling strategies were proposed. The work in [17] focuses on how to schedule multiple workflows onto a set of heterogeneous resources and minimize the makespan. It proposes four policies to create a composite DAG, including common entry and common exit node, level-based ordering, alternating DAGs, and ranking-based composition. It defines a slowdown metric as the ratio of the finish time achieved when a workflow is scheduled individually and the finish time achieved when the workflow is scheduled together with other workflows. It aims to achieve fairness across workflows by minimizing the largest slowdown value when scheduling jobs. The work in [18] uses a heterogeneous priority rank value that includes the out-degree of a task as a weight in the evaluation of task priorities. It further proposes three scheduling strategies across multiple workflows including round-robin, priority-based, and trade off between round-robin and priority. Rodriguez and Buyya [19] proposed an elastic resource provisioning and scheduling algorithm for multiple workflows, which aims to minimize the overall cost of leasing resources while meeting the independent deadline constraint of workflows.
Wang and Xia explored using mixed integer programming (MIP) to formulate and solve complex workflow scheduling problems as building blocks of large-scale scheduling problems [20] . The scheduling problems considered in [20] are minimization of the cost under the deadline constraint. Meena et al. [21] aimed at finding schedules to minimize the execution cost while meeting the deadline in cloud computing environment. They employed a PerVar parameter to record the variation of performance of VMs and proposed a Cost Effective Genetic Algorithm (CEGA) to generate schedules. Li et al. [22] focused on a similar work of [21] and captured dynamic performance fluctuations of VMs by a time-series-based approach. With the VM performance forecast information, they designed a genetic algorithm that fulfills the Service-Level-Agreement. The work in [23] develops a scheduling system to minimize the expected monetary cost given the user-specified probabilistic deadline guarantees in IaaS clouds. It focuses on dealing with the price and performance dynamics in clouds and does not assume precedence constraints in workflows. Huang et al. [24] studied the selection of appropriate VMs under multiple constraints in cloud computing to achieve optimal end-to-end service performance. They formulated the problem as a variant of Multi-Constrained Optimal Path problem and designed a dynamic programming strategy to solve it. Champati and Liang considered the job-machine assignment problem in the setting where jobs have placement constraints, and machines are heterogeneous [25] , and there is no precedence constraints either. They developed an efficient algorithm to minimize the sum-cost.
III. PROBLEM FORMULATION
In this section, we describe the cloud system and the problem formulation. The formulation here overlaps with the one in [20] . Assume there is a set of cloud computing workflows denoted by W = {1, 2,. . . , W }. For each workflow w ∈ W , it contains one or more jobs. The total pool of jobs is denoted by J = {1, 2,. . . , J }. Each job j ∈ J can only belong to one workflow w ∈ W. Let J w denote the set of jobs belonging to workflow w. For job j, the minimum CPU requirement of job j is denoted by c j , and the minimum memory requirement of job j is denoted by m j . In a workflow, a job can depend on other jobs, i.e., a job cannot start until some other jobs finish execution. The job dependency is usually captured by a workflow DAG. Each job in the workflow is a node in the graph and the dependency relations are denoted by directed edges between two nodes. It is more convenient for us to represent the job dependency DAG as a matrix L = (l ij ), ∀i, j ∈ J . If job i depends on job j, we set l ij = 1; l ij = 0 means that job i does not depend on job j. If l ij = 1, then the start time of job i should be no earlier than the finish time of job j, which is a precedence constraint. For the cloud system resource, we consider a set of virtual machines (VMs) V = {1, 2, . . . , V }, possibly of different types and capabilities. Let C k represent the number of vCPUs of VM k, and M k represent the amount of memory of VM k. We assume a discrete time model, where time is divided into a sequence of time slots 1, 2, . . . , T , for instance, 5 minutes per time slot. At any time slot t, there can be at most one job allocated to any VM. We also assume non-preemptive scheduling of jobs. Let us characterize the amount of computation of job j in terms of vCPU-time-slots, and denote it by h j . Therefore when job j runs on VM k, the running time of job j, R jk , can be computed as R jk = h j /C k , which is measured in number of time slots. We consider the popular pay-as-yougo cloud computing that charges based on the operating time of VMs. Suppose after running VM k for a unit time, the user will be charged a cost of p k . Suppose all the workflows in question belong to the same user, which has a total budget of D. We consider the problem of minimizing the finish time of all the workflows, i.e., the makespan, subject to the budget constraint and various other constraints. More specifically, for each job, we decide the VM and the starting time slot to which the job is assigned. The goal is that the overall VM leasing cost is within the budget D and the makespan of all the workflows is minimized.
Next, we specify the various constraints. Let us denote the job-VM assignment decision by the binary variables x t jk . We set x t jk = 1 if and only if job j is assigned to VM k and it starts at time slot t. For each job j, only one of the x t jk is equal to 1.
k∈V t∈T
When we choose the appropriate VM for job j, job j' s minimum resource requirement must be satisfied.
Let us discuss the precedence constraint. We note that the precedence constraint is active only if l ij = 1. The start time of job i can be defined as k∈V t∈T tx t ik . The finish time of job j can be described as k∈V
The precedence constraint says that if job i depends on job j, then job i cannot start earlier than the finish time of job j.
There is one additional constraint that at most one job runs on a VM at any time.
We explain the constraint (5) in more details. If job i's execution occupies time slot t of VM k, then job i's start time is from the set {max(0, t − R ik + 1), . . . , t}. It is equivalent to saying that t r=max(0,t−R ik +1) x r ik = 1 for job i. According to the non-preemptive requirement, at any time slot t, for any VM k, there is at most one job that can start execution at time t. Therefore, we have (5) . We show that (5) is sufficient to guarantee the existence of an non-preemptive scheduling. Suppose for job j, x s jk = 1 for some time slot s and some VM k. For each time slot t from s to s + R jk − 1, together with (5) and x s jk = 1, we have i∈J t r=max(0,t−R ik +1)
We conclude that no other jobs can interfere with job j's execution.
Let the variable d denote an upper bound of the finish time of all the workflows. We have k∈V t∈T
The budget constraint of executing the workflows can be written as:
The workflow scheduling problem with the pay-as-you-go pricing model can be written as follows:
Note that data transfer costs between jobs are not directly considered in the formulation (9) . The delivery process of the network across datacenters may involve multiple parameters, which makes the scheduling problem more complicated [26] . So we assume that data transfer takes place in the internal network of a datacenter, and the transfer rate is stable. Therefore the data transferring time between each pair of jobs is a constant and can be included as a part of the job's running time R jk [16] , [21] , [27] .
A. SOLVE THE PROBLEM BY MIP SOFTWARE
The Min-Makespan problem (9) is a complex integer programming problem and is usually hard to solve. Gurobi is the state-of-art MIP software, and is capable of solving small to medium sized problems. We will use Gurobi to solve some instances of the Min-Makespan problem. But, the goal is to provide a baseline for performance comparison with the heuristic algorithm that we will propose in Section V.
IV. A MOTIVATING EXAMPLE
Consider a workflow with 12 jobs shown in Fig. 1 . There are 3 VMs and the leasing cost of each VM is shown in Table 1 . The execution time of each job on each VM is shown in Table 2 .
In the well-known priority-based greedy algorithm in [4] , each job is assigned an upward-rank, which is a value. The jobs are sorted in a non-increasing order according to the upward-rank, and the resulting ordered list gives the priorities to the jobs according to which the jobs are assigned to the VMs. 
A. JOB SCHEDULING PRIORITIES
The upward-rank of a job j is recursively defined as
In (10), V j = {k|k ∈ V and C k ≥ c j , M k ≥ m j } is the set of the VMs that has the capacity to accept job j. Then, R j is the average job processing time over the VM in the set V j . The set succ(j) is the set of all successor jobs of job j in the workflow DAG. The upward-rank of the exit job in the DAG, w j exit , is defined as its average processing time. The upward-rank of any other job, w j , can be computed recursively by traversing from the exit job upward as in (12) . In fact, the upward-rank of a job is the aggregated upward-ranks along the critical (the longest in terms of upward-rank) path from the exit job to the current job. In the upward-rank-based job scheduling in [4] , all the jobs are sorted according to the upward-rank non-increasingly; the job with the highest upward-rank is scheduled first, and will be assigned a VM by a separate job-VM matching algorithm, such as the HBCS algorithm in [14] . We will call the priority generation scheme in [4] the plain upward-rank priority scheme.
In the plain upward-rank priority scheme, equation (12) ensures that the upward-rank of a job is higher than all its successors (including the non-immediate successors). Therefore, a job is selected with a higher priority than all its successors for VM assignment. However, for the jobs that have no precedence constraints among each other, the upwardrank is not a good enough indicator of a job's scheduling priority.
For instance, in Fig. 1 , jobs n 3 , n 8 and n 9 do not depend on each other. As shown in Table 3 , the plain upward-ranks of n 3 , n 8 and n 9 are 38, 38 and 38, respectively. Thus, the tie across jobs n 3 , n 8 and n 9 needs to be broken arbitrarily in scheduling. But, based on the DAG in Fig. 1 , jobs n 8 and n 9 are more intricately related with other jobs in the workflow, and, to shorten the workflow makespan, it might be worthwhile to assign higher priorities to n 8 and n 9 . We will later propose a weighted upward-rank priority scheme in Section V. In Table 3 , we show the ranks and the corresponding order of the jobs. With the weighted ranks, jobs n 8 and n 9 have higher priorities than job n 3 , and will be scheduled earlier than n 3 . After generating the priority list, we apply the HBCS algorithm from [14] to assign each job to a VM. Tables 4 and 5 show the final scheduling results for the two priority generation schemes, respectively. In Table 4 , job n 3 is scheduled before n 8 and n 9 . Job n 3 occupies the faster VM 2 , and the final makespan is 78. In Table 5 , n 8 and n 9 are assigned higher priorities because of our new priority generation scheme. Job n 8 can choose the faster VM, which results in a makespan of 62.
Hence, in assigning job scheduling priorities, we need to evaluate the importance of a job by considering not only the jobs on its critical path but also its relationship with other jobs. 
B. BUDGET SPLITTING
In HBCS, the spare budget is preferentially assigned to the jobs with the higher priority. Because of the greedy nature of HBCS, the jobs with higher priorities tend to use more expensive and faster VMs, whereas the jobs with lower priorities often do not have too many options because the remaining balance is more limited.
From Table 4 and Table 5 , it can be seen that the available budget for the jobs with lower priorities is very limited under both priority generation schemes. If we split the spare budget evenly as shown in Table 6 , more budget will be allocated to jobs with lower priorities. These jobs will enjoy more flexibility in selecting better VMs, which results in shorter makespan, as shown in Table 6 . The conclusion is that the spare budget should be split across the jobs more evenly.
V. A HEURISTIC ALGORITHM
Motivated by the example in Section IV, we develop a heuristic algorithm to solve the Min-Makespan problem. The algorithm has two key components. One is the weighted upward-rank priority scheme, which uses the stationary distribution of a random walk on the DAG as the weights. The other is uniform spare budget splitting. For scheduling multiple workflows, we make an extended DAG by adding pseudo entry and exit nodes to connect multiple DAGs. The scheduling priorities of the jobs across all the workflows are computed based on the extended DAG. In Fig. 2 , we show two typical workflow DAGs. By adding pseudo entry and exit nodes, job n 0 and n 13 , we have an extended DAG shown in Fig. 3 .
A. WEIGHTED UPWARD-RANK PRIORITY SCHEME USING RANDOM WALK
According to the discussion in Section IV, when we compute a job's scheduling priority, it needs to consider both the jobs on the critical path and the other jobs as well. We follow the upward-rank based priority scheme originally proposed in [4] . We propose to construct a random walk on the (extended) workflow DAG, and extend the plain scheme by applying the random walk stationary distribution probabilities as weights to the plain ranks. More specifically, for each job j, the plain upward rank represents the accumulated processing time of successors on its critical path, and its weight (i.e., the stationary probability π j ) represents the importance of job j in the global DAG topology. The rationale behind is that if a job is more complicated related with other jobs in the topology, the job is more important and deserves a higher priority as discussed in Section IV. The stationary probability vector π of the random walk on the workflow DAG can be interpreted as the recurrence probability of each state in the limited distribution. Generally, if a state j's stationary probability π j is higher than other states, it implies that the system state prefers to transit from other states to state j and state j is more important. Hence the vector π is a good indicator of the importance of jobs and can be used as weights of the plain upward-rank.
We describe the detailed procedure of construction the random walk. Because the DAG is acyclic, we add directed edges to the DAG from each exit node to each entry node. In the new graph, the set of successors of any node j is not empty. The random walk is on this digraph. Let the transition probability from job (state) j to job (state) i be denoted by p ji . We set
Thus, from state j, the random walk will visit its immediate successors with equal probabilities. Note that, if job i does not depend on job j, then p ji = 0. We show the transition probabilities of an example DAG in Fig. 3 . Let π j denote the stationary probability for state j. The stationary probabilities can be computed by solving the following equations.
i p ij π i = π j , ∀j.
We use the stationary probability π j as a measure of importance of job j. The weighted upward-ranks are defined VOLUME 7, 2019 recursively as follows.
B. UNIFORM SPARE BUDGET SPLITTING
After the jobs' scheduling priorities are determined, we need to split the budget across the jobs. In order to guarantee that each job can rent a VM, a job j needs to receive a minimum budget, denoted by D min j , given by
Thus, a feasible budget D should be no less than the aggregate minimum budget of each job, i.e.,
For the spare budget D − j∈J D min j , we propose to split it evenly across the jobs. Hence, the reserved budget of each job j is computed as
We summarize the overall scheduling algorithm in Algorithm 1. Note that in Step 1(e), we can also use the plain upward-rank priority scheme. The resulting algorithm is still a new algorithm, compared with the algorithm in [4] , because of the new way of splitting the spare budget -uniform splitting.
VI. EXPERIMENTS
In this section, we present the comparative evaluation results of our algorithms, the algorithms of MSLBL [10] , HBCS [14] Algorithm 1 Multiple Workflow Scheduling With the Weighted Upward-Rank Priority Scheme and Uniform Spare Budget Splitting (16) and (17). • Step 2: Remove the job j with the highest w j from the sorted list.
• Step 3: Select a VM k from the VM set V j , where VM k is the fastest VM for job j within the budget limit as the follows, min R jk
and assign job j to VM k. If problem (21) has multiple solutions, we will choose the cheapest VM. Any further tie will be broken arbitrarily. and BHEFT [13] , and the optimal baseline solution generated by Gurobi. In Table 8 , we list the shorthands for these algorithms, which will be used throughout this section. We first describe a single workflow scenario, where various experimental cases and algorithms are tested and results are reported. Then, we move to a multiple workflow scenario, where we compare our algorithm with random and round-robin priority generation schemes. In the experiments, we use a broad range of workloads, including workflows from real applications and randomly generated workflows.
A. WORKFLOW SETUP
We use four types of real-world workflows including the Fast Fourier transform parallel application (FFT), Gaussian elimination parallel application [4] , scientific workflows, and real in-production workflows from an Internet streaming service company in China.
In generating the FFT workflows, we use a parameter m to set the size of the FFT application. The number of jobs is N = 2m−1+m log 2 m, where m = 2k for some integer k. Furthermore, an FFT workflow enjoys a symmetry. The aggregated execution time of the jobs on any path from the starting job to any of the exiting jobs is equal. Thus, any path in an FFT DAG is a critical path. For the Gaussion elimination workflows, the number of jobs is set to be N = n 2 +n−2 2 , where n is the number of rows of a square matrix. We also evaluate other scientific workflows including Montage, CyberShake, Epigenomics, LIGO Inspiral Analysis and SIPHT, which are by an open source scientific workflow generator [28] .
Finally, we obtained a 19-hour-long logs of an in-production cluster from an Internet streaming service company in China. The cluster carried 2347 workflows including MapReduce, Spark, Hive, Shell during the 19 hours. A workflow may contain multiple jobs, and a job may contain multiple parallel tasks. The logs show that 82.7% workflows only contain no more than 5 jobs; the remaining 17.3% workflows contain the number of jobs ranging from 6 to 375, and these workflows occupy more than 60% of the CPU and memory resources. We evaluate the algorithms on 5 typical workflows with different numbers of jobs.
B. OTHER PARAMETERS
We resort to simulation to compare the algorithms. All simulation experiments are conducted on a PC platform with an Intel Core i7 2.60 GHz CPU and 8 GB memory. We use 23 VM types as tabulated in Table 7 , which follow the VM setup in Amazon's EC2 as close as we can [29] . To see the influence of the number of available VMs, we test with three different levels of VM sufficiency: Scarce, Normal and Sufficient. In the Scarce case, the number of VMs is half of the number of jobs; in the Normal case, the two numbers are equal; in the Sufficient case, the number of VMs is 1.5 times of the number of jobs. In all the three cases, 2/3 of the VM instances are assigned to the VM types with no more than 8 vCPUs in Table 7 ; and the other 1/3 of the VM instances are assigned to the VM types with more than 8 vCPUs. Finally, the number of instances of each VM type is generated randomly. We also vary the budget as in (23) .
where D min is the cost of using the cheapest schedule, and D max is the cost obtained by the HEFT algorithm. The budget level factor ϕ ∈ {0, 0.25, 0.5, 0.75, 1.0} is used to vary the budget level. Finally, sometimes an algorithm may fail to find a feasible schedule, either because of the high complexity of the algorithm, or due to the greedy nature. When that happens, a failure is reported. We report the algorithm success rates in the results.
C. SUMMARY OF PERFORMANCE 1) SUMMARY OF PERFORMANCE RANKING
We first summarize the overall performance of Gurobi, BAVE, BAVE_M, MSLBL, MSLBL_M, HBCS and BHEFT by counting their ranks in terms of the obtained makespans. For each test case, we order the algorithms in the increasing order of makespans; then we count their ranks for each type of workflows. We also use an average ranked value (AR) proposed in [13] to evaluate the performance of algorithms. The value AR is defined as
where N cases is the number of test cases, and R i is the count for rank i. A smaller AR value of an algorithm stands for a better performance in average. In Table 9 -17, the results of rank counting and the associated AR values are reported. For brevity, only the counting of the first three places is shown in tables. For Gurobi, HBCS and BHEFT algorithms, because they sometimes fail to find feasible solutions, their AR values are not reported. By inspecting the AR values of all workflow types, we draw the following conclusion. • For FFT and randomly generated workflows, BAVE algorithm achieves the best performance in average. The uniform extra budget splitting scheme outperforms the scheme of splitting budget in proportion to extra demand. The weighted priority scheme cannot further improve the makespan when it combines with the uniform extra budget splitting scheme. For FFT workflows, the weighted scheme even results in longer makespans in several test cases. Anyway, when we apply the weighted priority scheme to MSLBL algorithm, the makespans are reduced.
• For Guassian and other scientific workflows, and the workflows obtained from the in-production cluster, BAVE_M algorithm achieves the best performance in average. Both the weighted priority and uniform extra budget splitting schemes help to improve the makespans. We conclude that the weighted priority scheme using random walk and the uniform spare budget splitting strategy help to improve the makespans in average for most of the test cases.
Finally, in order to separate out the improvement achieved by the weighted priority scheme and that by the uniform spare budget splitting scheme, we compare the algorithm ranking results between BAVE and MSLBL, and the results between BAVE and BAVE_M in Fig. 4 and Fig. 5 , respectively. In Fig. 4 , algorithm BAVE outperforms algorithm MSLBL on average for most workflow types except the workflow types CyberShake and Sipht. The results can be interpreted as showing the advantage of the uniform spare budget splitting scheme. Fig. 5 shows that the weighted priority scheme improves the average performance compared with the plain priority scheme by decreasing AR for most workflow types except the workflow types FFT and random.
2) SUMMARY OF PERFORMANCE BOUNDS
In order to compare the results among various DAG topologies, we use the metrics of schedule length ratio (SLR) and speedup proposed in [4] . For a DAG, the value SLR of the resulted makespan after scheduling is defined as
where CP min is the critical path with the minimum execution time of each node. As a lower bound, the SLR of any algorithms is no less than one, and a lower SLR value indicates the better performance. The original definition of speedup is the ratio of the sequential execution time to the parallel execution time. The sequential execution time is computed by assigning all jobs to a single machine that minimizes the schedule length. Since there may not exist a single VM that meets the resource requirements of all jobs, we define speedup as
where V * is the set of VMs which can host as many jobs as possible with the minimum execution time of jobs. J V * is the set of jobs that can be finished by V * . Since Gurobi, HBCS and BHEFT algorithms may fail to find feasible solutions, their average SLR and speedup values are not reported. Fig. 6 shows the BAVE_M outperforms the other algorithms. Both the weighted priority and uniform extra budget splitting schemes contribute significantly to the SLR improvement. In Fig. 7 , BAVE_M achieves the highest speedup values in most cases, and the speedup value grows quickly as the budget level ϕ increases. The BAVE shows a similar performance.
D. DETAILED EXPERIMENTAL RESULTS
In this section, we plot and discuss the detailed performance of each test case.
1) FFT
In Fig. 8 , we show the normalized makespans for the FFT workflows. In each test case, the makespans obtained by different algorithms are normalized with respect to the smallest one and are plotted to show the performance. For instance, In Fig. 8(a) , we show an FFT workflow with 15 jobs. All the algorithms are tested with different levels of VM sufficiency and budgets. Gurobi achieves the best makespan with sufficient VMs and budget level of ϕ = 1.0, and hence the makespans obtained by other algorithms and settings are normalized with respect to this specific optimal value in the plot shown in Fig. 8(a) . In the small experiment with N = 15 jobs, Gurobi always achieves the best makespan which can be used as the performance baseline. In the VM sufficiency case of Scarce, the results show that the budget level ϕ has a great impact on the resulted makespan, which drops quickly with the increased budget level ϕ. In the VM sufficiency case of Normal, the makespan improves with ϕ when ϕ is small.
The difference of makespans between ϕ = 0.0 and ϕ = 1.0 is significantly narrowed. When there are Sufficient supplies of VMs, the makespan is further reduced when the budget is plenty. We notice that Gurobi produces solutions with slightly better makespan only in the cases of Scarce, and the case of ϕ = 0.0 and VM sufficiency Normal. The algorithms BAVE and BAVE_M achieve almost the same performance as Gurobi. The makespans produced by MSLBL and MSLBL_M are slightly worse in the cases of Scarce. The HBCS and BHEFT algorithms cannot always find a solution.
When the size of workflow increases to N = 95 jobs, Gurobi fails to find a solution. There are 52, 448 binary variables in the problem formulation, which is extremely large for an integer programming problem. In the experiments with N = 95, 223, 1151 and 2559 jobs, the algorithms BAVE and BAVE_M achieve the best makespan in almost all the test cases. The algorithms HBCS and BHEFT cannot always find a solution.
2) GAUSSIAN ELIMINATION
For the Gaussian elimination workflows, the BAVE and BAVE_M algorithms always achieve the best makespan for all test cases with budget level at ϕ = 0.0 or ϕ = 1.0. For other budget levels, ϕ = 0.25, 0.5, 0.75, BAVE always outperforms MSLBL, and BAVE_M always outperforms MSLBL_M. The HBCS and BHEFT algorithms perform poorly in most cases. For most cases, the algorithms with the weighted upward-rank priority generation scheme achieve better makespan. Overall, the proposed BAVE and BAVE_M work well for Gaussian elimination workflows.
We also observe an unusual test case. In the test case of N = 1175, VM Sufficient and ϕ = 0.0, the makespans obtained by BAVE, BAVE_M, MSLBL, MSLBL_M are significantly larger than that of the test case where VM sufficiency is Normal. This is because that the set of VM instances are generated randomly and can be substantially different for different VM sufficiency. The increase in VM sufficiency does not necessarily lead to performance improvement. These kind of rare cases happen occasionally in the other tests.
3) OTHER SCIENTIFIC WORKFLOWS
We show the evaluation results of other scientific workflows in Fig. 10 . For the CyberShake workflow with N = 1000 jobs, the BAVE algorithm performs no better than MSLBL. When it is applied with the weighted priority scheme, the makespans are reduced and BAVE_M performs the best in average. For the Sipht workflow, though the BAVE and BAVE_M algorithms perform no better than MSLBL and MSLBL_M, the weighted priority scheme produces shorter makespans than the plain one in most cases. For other kinds of workflows, the BAVE and BAVE_M algorithms perform the best in most test cases. The performance of HBCS and BHEFT is poor when the budget is not sufficient.
4) RANDOMLY GENERATED WORKFLOWS
We tested various randomly generated workflows and the main results are shown in Fig. 11 . Both the BAVE and BAVE_M algorithms perform the best compared with other algorithms. There is no significant perfor- mance difference between the plain and weighted priority schemes.
5) WORKFLOWS FROM AN INTERNET STREAMING SERVICE COMPANY
Finally, we tested workflows obtained from an Internet streaming service company. The workflows obtained from the in-production cluster contain multiple jobs, and each job may contain multiple parallel tasks. Therefore, we evaluate the scale of each workflow by the number of tasks it carries. The workflow with N = 39 tasks is the largest test case that Gurobi can solve. The workflow with N = 1453 is a medium-sized one that has the highest occurrence rate among all medium-sized workflows. The workflow with N = 9113 is the largest workflow we obtained. The results in Fig. 12  FIGURE 13 . The scheduling success rates of different algorithms with FFT workflows.
show that BAVE and BAVE_M outperform other algorithms, and the weighted priority scheme achieves better performance than the plain one.
6) SUCCESS RATE OF FINDING A SCHEDULE
Algorithms HBCS and BHEFT cannot find solutions when the budget is limited or the available VMs are limited for all the workflows we tested. The other four algorithms can always produce a solution. In Fig. 13 , we plot the scheduling success rates for the FFT workflows. The success rates of other workflows have a similar pattern.
E. MULTIPLE WORKFLOWS
We conducted tests on multiple workflows. For each workflow type discussed in Section VI-A, we generate a workflow with at least 1000 jobs. All workflows are combined to create a mixed set with N = 9744 jobs. In the test, we vary the number of VMs and test four algorithms: BAVE, BAVE_M, round robin, and random. For the random strategy, we run 1000 random tests for each test case and report the average results. The achieved makespan is summarized in Table 18 , 19 and 20. The results show that with more flexible budgets, the BAVE and BAVE_M algorithms achieve better makespan than the round robin and random strategies. The BAVE_M algorithm outperforms the plain BAVE algorithm in most cases.
VII. CONCLUSION
DAG-based complex workflows are becoming significant workload in the cloud. In scheduling workflows, the budget constraint is an important factor of consideration due to the pay-as-you-go nature of the cloud. In this paper, we formulate the workflow scheduling problem with budget constraints as an integer programming model. Improving upon the plain upward-rank priority scheme, we propose a weighted scheme using the stationary probabilities of a random walk on the digraph as the weights. We further design a uniform spare budget splitting strategy, which assigns the spare budget uniformly across all the jobs. The empirical results show that the uniform spare budget splitting scheme outperforms the earlier scheme that splits the spare budget in proportion to extra demand, and the weighted priority scheme further improves the workflow makespan. The advantage of the weighted priority scheme is due to its ability to evaluate the jobs' global importance in the workflow, by considering not only the jobs on the critical path but also off the critical path. Because of the diversity and complexity of workflow types in production, there may be some other unknown factors yet to be studied. Deep analysis of the structural characteristics of different workflows may lead to some new discovery and help design a further improved task priority assignment strategy. For instance, we can borrow the idea proposed in LDCP [7] that assigns a higher priority to a job with more children whenever there is a tie. These kinds of refinement that relies on deep analysis of the workflow topologies will be a direction of future research. His main research interests include computer networking, including performance evaluation of network protocols and algorithms, resource allocation, wireless network scheduling, network optimization, and load balancing on peer-to-peer networks. He also works on cache organization and performance evaluation for chip multiprocessors. He is also interested in applying probabilistic models to the study of computer systems.
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