We develop Milstein-type versions of semi-implicit split-step methods for numeri-
Introduction
In this paper, we introduce new Milstein-type numerical procedures for a class of non-linear stochastic differential equations (SDE) that appear in various applications of science and engineering including thermal sciences. For example, stochastic versions of Ginzburg-Landau models are used to determine the effects of random thermal fluctuations and material defects on the vortex dynamics of certain superconductors. For details, one may refer to Deang et. al. [1] and the references there. When the coefficients of a non-linear homogeneous SDE of the form ( )
do not satisfy a global Lipschitz or linear growth condition, the standard explicit methods including Euler-Maruyama and Milstein procedures may not apply. In recent years, various numerical schemes have been developed to solve such non-linear equations. Among them, the (implicit) backward Euler, the split-step backward Euler (SSBE), tamed Euler, truncated Euler, stopped Euler, and semi-implicit split-step (SISS) methods are shown to converge strongly under a one-sided Lipschitz or one-sided linear growth condition on the drift term, and a linear growth condition on the diffusion term. See, for example, Higham et. al. [2] , Schurz [3] , Hutzenthaler et. al. [4, 5] , Mao and Szpruch [6] , Liu and Mao [7] , Hutzenthaler and Jentzen [8] , and Izgi and Cetin [9] [10] . The fully implicit Euler and SSBE schemes are known to be costly in computational time and complexity, especially in high dimensions since some non-linear vector equations are solved numerically at each iteration. The partially implicit, tamed and truncated Euler methods are more suitable for vector systems. The idea behind these methods is to approximate the drift term of the SDE (1) under a one-sided Lipschitz condition on the drift term.
The usual convergence order of 1/2 is obtained in the strong p L -sense if the diffusion term is also globally Lipschitz. One may also refer to Mao [11] for a modified version of the truncated method which can be applied to diffusion terms with superlinear growth in x, and to Hutzenthaler and Jentzen [8] for weak convergence results and applications to various non-linear SDE whose drift terms are not globally Lipschitz.
As a natural extension of these methods, some recent research has focused on their Milstein-type versions to improve the strong convergence rate of such schemes from 1/2 to the usual strong Milstein order of 1. The Milstein procedure is originally developed for SDE with differentiable and globally Lipschitz coefficients. For technical details and other versions of explicit Milstein schemes with also applications to stiff or commutative stochastic systems, one may also refer to Wang and Li [12] , Wang and Gan [13] and the references there. The implicit, semi-implicit, tamed and split-step extensions of these methods also apply to non-linear SDE whose drift term satisfies a one-sided linear growth or one-sided Lipschitz condition. For example, Wang and Gan [13] presented a tamed version of the Milstein method for SDE with commutative noise and locally Lipschitz drift terms. Guo et. al. [14] developed the truncated version of the Milstein method for a class of non-linear SDE and proved its convergence properties. In this paper, we discuss the Milstein-type extension of the SISS methods that are introduced by Izgi and Cetin [9, 10] , and compare their numerical convergence and computational cost properties with other Milstein-type schemes previously stated. For simplicity, our emphasis in this work is on 1-D case. In addition to being simple and tractable, the SISS methods appear to be one of the fastest algorithms to implement, especially in high dimensional applications. See, for example, Izgi and Cetin [10] . We leave the discussion of the Milstein-type methods for vector equations to a follow-up paper.
For T 0 > fixed, { (t) : 0 t T} W ≤ ≤ denotes Brownian motion with values in m  on a complete probability space ( , , )
x ∈  , we consider a non-linear SDE of the form (1) with 0 X(0) x = . Moreover, for p 0 > , the set of all real-valued t  -adapted processes
The notation | | ⋅ refers to the Euclidean norm for a vector and the Frobenius (or trace) norm for a matrix. The expression x, y 〈 〉 denotes the inner product of the vectors x and y. For simplicity, we consider the case d m = for the coefficients 
There is a constant 2 C 0 > such that for all 0 s t T ≤ < ≤ , the unique solution X of (1) satisfies
Split-step and semi-implicit split-step methods
In this section, we focus on the scalar case and assume that (x) σ is differentiable and satisfies the linear growth property as in Condition 1 (iii) for both σ and ′ σ σ . In other words, there is K 0 > such that:
for all x ∈ . Using a uniform step size of T/n ∆ = and 0 0 X x = ∈ , the standard Milstein numerical scheme consists of the iterations
This numerical procedure is known to blow up in a finite time when either the drift or the diffusion term has superlinear growth, as proved in Hutzenthaler et. al. [4] . When the coefficients satisfy some suitable monotonicity or growth conditions (e. g. one-sided linear growth condition), one can consider some alternate procedures, including the Milstein-type versions of the tamed Euler, truncated Euler, drift-implicit Euler, and the SSBE methods. These procedures are sometimes computationally challenging, especially in higher dimensions. One can consider their modified versions to improve the computational performance when non-linearity of the drift term is in a certain form. In this section, we introduce a class of procedures that are related to the split-step and partial drift-implicit methods.
Split-step method
The split-step methods and their variations can replace the explicit Euler-Maruyama discretizations when the drift coefficient a( ) ⋅ does not satisfy the usual linear growth or the
S4
THERMAL SCIENCE: Year 2019, Vol. 23, Suppl. 1, pp. S1-S12
global Lipschitz conditions. For each m 0, 1, 2, ... n 1 = − , the Milstein-type split-step approximation method consists of two steps:
where the step (3) is usually obtained approximately. If F (.)
∆ is a function that satisfies:
then we can rewrite (4) via explicit iterations:
as long as we can solve the eq. (5) analytically or numerically. If
is not an explicit function, then some numerical methods including the Newton's method can be applied at each iteration of the step (6), potentially increasing the computational cost and reducing the accuracy of the approximation. However, some efficient approximation procedures can be considered, including the tamed Euler methods (with adjustments on the drift term). We introduce some new procedures for a class of drift terms in the next subsection, whose implementation can even be faster than using the explicit function F (x) ∆ in (6). Below, we state a result for the split-step procedure (3) and (4). Then, we consider a family of SDE with certain drift terms, and introduce our alternate numerical procedures in the next subsection.
Lemma 2. Let ( ) a ⋅ and ( ) σ ⋅ be as in Lemma 1 and let Condition 1 hold. Then, there are positive constants R and C ∆ such that
where C is as in Condition 1 (i) and write
, for notational simplicity. Then, using step (3), it is not difficult to show that:
for all C 0 < ∆ ≤ ∆ (see, e. g., the proof of Lemma 2 (i) in Izgi and Cetin, [10] . Moreover, we know (2), (4), and (7), the following (conditional) moment property holds for all C 0 < ∆ ≤ ∆ and for all m:
inductively. Now, choose R to be a sufficiently large positive constant. For example, let:
Then, it is easy to verify that 0
The SISS and MSISS methods for stochastic Ginzburg-Landau equations
We first describe our Milstein-type method on a generalized logistic or Ginzburg-Landau SDE that was studied in Izgi and Cetin [10] . For 0 δ ≥ , A ∈  and an odd positive integer r 3 ≥ , we consider the SDE: σ , respectively. It is also easy to see that each i (x) a ∆ satisfies the monotonicity property (i) in Condition 1, thanks to the monotonicity of (x) a . We can obtain a few other alternatives by using some extra (approximate) iterations in the eq. (5) before solving for y but such additional versions are out of scope of this paper. Now, we introduce the following second order versions (Milstein-type counterparts) of these methods: -The Milstein-type SISS method 1 (MSISS1):
-The Milstein-type SISS method 2 (MSISS2):
-The Milstein-type SISS method 3 (MSISS3):
-The Milstein-type SISS method 4 (MSISS4):
Clearly, further versions of these methods can be obtained by using cross combinations of the diffusion choices, for example,
would be another option. Using the boundedness of the derivatives of the functions i (x) a Proof. These results are showed in Izgi and Cetin [10] for the expressions 1 a ∆ and 1 f ∆ . The steps involved in the proof are similar for 2 a ∆ and 2 f ∆ . Here, we provide the sketch of the proof of (i) for 2 f ∆ using bounds on its derivative. With 
by an appeal to the mean value theorem, the global Lipschitz property follows.
Moment estimates
We now consider the third and fourth MSISS methods for the eq. (8) 
Moreover, a few of their higher moments satisfy: 
Proof. We provide the proof for the MSISS4 method. The proof for the MSISS3 method is similar. For K as in (2), let 
for all m. Iterating this inequality backwards, we get the bound:
which is also dominated by
for all 1 m n ≤ ≤ . The proof of (10) is now complete.
For the fourth moment, by ignoring the terms with zero expectation, we consider the expansion:
Then, using the moments of 
where ( ) h ∆ is the polynomial function below: 
Then, it is trivial to verify that
, for all m and
Therefore, we get the estimate: 
Some numerical examples
We apply the MSISS methods to a few non-linear SDE, including stochastic flame propagation, Verhulst and Ginzburg-Landau equations. We compare the performance of MSISS methods with some other numerical procedures including the split-step backward Milstein, tamed Milstein and truncated Milstein methods. For ,
for 0 , t T < ≤ and consider the process
> and r = 3, X(t) satisfies the Ginzburg-Landau SDE (8) . We first show how MSISS methods apply to this equation on an example adapted from Izgi and Cetin [10] .
Example 1. We compare the convergence performance of the split-step backward Milstein, tamed Milstein, truncated Milstein, and MSISS methods on the SDE 
Conclusion
We introduce Milstein-type semi-implicit split-step methods for non-linear SDE whose drift terms satisfy a one-sided linear growth condition. In particular, we discuss their moment and empirical convergence properties, and apply these methods to solve some stochastic systems including generalized Ginzburg-Landau equations. Using repeated simulations, we compare the strong convergence performance of the MSISS methods with a few other Milstein-type procedures including backward Milstein, tamed Milstein and truncated Milstein methods. Our empirical results indicate that the MSISS methods perform -at least-as good as the other Milstein methods while they are also relatively simpler to implement.
