Introduction
This paper is partly concerned with the one-dimensional asymmetric problem with weight Lu = m(t)(au + − bu − ) in ]T 1 , T 2 [, u(T 1 ) = u(T 2 ) = 0.
(1.1)
Here Lu := −(p(t)u ′ ) ′ + q(t)u, p, q and m ∈ C[T 1 , T 2 ], p(t) > 0 on [T 1 , T 2 ], q(t) ≥ 0 on [T 1 , T 2 ], m(t) ≡ 0 and u ± := max{±u, 0}. The associated Fučik spectrum is defined as the set Σ of those (a, b) ∈ IR 2 such that (1.1) has a nontrivial solution u.
The description of this spectrum Σ is classical and explicit when Lu = −u ′′ and there is no weight, i.e. m(t) ≡ 1 (cf. [6] , [9] ). The same general picture for Σ remains valid when L is as above and m(t) > 0 on ]T 1 , T 2 [ (cf. [8] , [5] , [12] ) : Σ is made of the two lines IR × λ , Σ is made in each quadrant of a (non zero) odd or infinite number of hyperbolic like curves. These curves can again be classified according to the number of zeros of the corresponding solutions of (1.3). We also show that all cases can effectively happen with respect to the numbers of these curves : given K, L, M, N ∈ {0, 1, 2, . . . , +∞}, there exist weights m(t) and n(t) such that Σ exactly contains (2K + 1), (2L + 1), (2M + 1) and (2N + 1) hyperbolic like curves in
respectively. (Note that here as before some of these curves may be double and are then counted for two, cf. remark 3.9).
Section 3 deals with the two weights problem (1.3) and section 4 with the one weight problem (1.1). In section 5 we investigate for (1.3) the asymptotic behaviour of the first hyperbolic like curves of Σ (i.e. those which lie the closest to the trivial horizontal and vertical lines). It is known that if m(t) and n(t) are > 0 in ]T 1 , T 2 [, then these first curves are asymptotic to the line IR × λ n 1 as a → +∞ and to the line λ m 1 × IR as b → +∞ (cf. [12] ; cf. also [8] , [5] in the one weight problem). As observed in [7] , such an asymptotic behaviour is closely connected with the nonuniformity of the antimaximum principle. It turns out that this asymptotic behaviour may be affected by the presence of more general weights. We show in particular that if m(t) and n(t) have compact support in ]T 1 , T 2 [, then none of the first curves is asymptotic on any side to the trivial horizontal and vertical lines; the converse implication is also true. In remark 5.6, we briefly comment on the meaning of this result in the context of the antimaximum principle.
Our approach is based on the shooting method and in section 2, which has a preliminary character, we investigate various properties of the "zero-function". Given a nontrivial solution u of the linear equation Lu = am(t)u, this function sends one zero of u onto the following zero of u.
We finally mention that results analogous to those in the present paper can also be established for the Neumann problem (cf. [1] , [2] ). Moreover the study of the Fučik spectrum with indefinite weights in the P.D.E. case has been initiated recently in [3] .
The Zero-function
In this section we consider the zero-function for the linear equation Lu = am(t)u. Here L is as in the introduction and m ∈ C[T 1 , T 2 ], m(t) ≡ 0. It will be convenient to extend the coefficients of L and the weight m from [T 1 , T 2 ] to the whole of IR, preserving continuity as well as the inequalities p 1 ≤ p(t) ≤ p 2 , 0 ≤ q(t) ≤ q 2 and m 1 ≤ m(t) ≤ m 2 for some constants p 1 , p 2 , q 2 , m 1 , m 2 with p 1 > 0. We will assume below that such an extension has been carried out.
Writing the equation Lu = am(t)u as a first order system, it follows from standard ODE results (cf. e.g. ch. 5 of [11] ) that for each s ∈ IR, the initial value problem
has a unique solution u = u(t) = u(t; a, s). This solution is a C 1 function of (t, a, s) ∈ IR × IR × IR; moreover u and (pu ′ ) have second mixed derivatives with respect to t, a, and also with respect to t, s, which commute and are continuous.
Definition 2.1
The zero-function ϕ is defined by ϕ a (s) := min{t ∈ IR : t > s and u(t; a, s) = 0}, with ϕ a (s) = +∞ in case u(t) does not vanish for any t > s.
Thus ϕ a sends s onto the following zero of the solution u of (2.1). Since the zeros of u are isolated, this definition makes sense. Clearly ϕ a (s) > s. Note that ϕ a (s) is also the first zero following s of any nontrivial solution of Lu = am(t)u, u(s) = 0.
Some monotonicity and regularity properties of this function are collected in the following two lemmas. We call D the domain of ϕ, i.e. D := {(a, s) ∈ IR 2 : ϕ a (s) < +∞}.
Lemma 2.2 (i)
For each a, ϕ a (s) is increasing with respect to s, strictly on D.
(ii) For each s, ϕ a (s) is decreasing (resp. increasing) with respect to a for a ≥ 0 (resp. for a ≤ 0), strictly on D.
Proof. These monotonicity properties easily follow from the Sturm comparison theorem as given e.g. in ch. 11 of [11] . To apply this theorem in part (ii), it is useful to write first the equation
Proof. We start with (i). Let (a 0 , s 0 ) ∈ D. Applying the implicit function theorem, we get open neighbourhoods U of (a 0 , s 0 ) and V of ϕ a 0 (s 0 ) and a C 1 functionφ : U → V such thatφ (a, s) = t iff (t, a, s) ∈ V × U and u(t; a, s) = 0.
Sinceφ(a 0 , s 0 ) = ϕ a 0 (s 0 ) > s 0 , reducing U if necessary, we can assumeφ(a, s) > s on U.
The definition of ϕ a (s) then implies ϕ a (s) ≤φ(a, s). Consequently U ⊂ D and D is open.
We will now show that ϕ ≡φ near (a 0 , s 0 ), which will conclude the proof of (i). Assume by contradiction the existence of a sequence (a i , s i ) → (a 0 , s 0 ) such that
For a subsequence, ϕ a i (s i ) → some r which satisfies r ∈ [s 0 , ϕ a 0 (s 0 )] and u(r; a 0 , s 0 ) = 0. This implies r = s 0 or r = ϕ a 0 (s 0 ). By (2.2) we can apply Rolle's theorem to u(t; a i , s i ) between either s i and ϕ a i (s i ), or ϕ a i (s i ) andφ(a i , s i ). We deduce that either u ′ (s 0 ; a 0 , s 0 ) = 0 or u ′ (ϕ a 0 (s 0 ); a 0 , s 0 ) = 0, a contradiction. We now turn to the proof of (ii), (iii), (iv). These properties easily follow by derivating the relation u(ϕ a (s); a, s) ≡ 0 once we know that Multiplying by u and integrating from s to ϕ a (s), we obtain, after two integrations by part,
which implies (2.5). Q.E.D.
The behaviour of ϕ a (s) as a → ±∞ will be important in our study. Let us define 6) with the usual convention that inf φ = +∞. In the simplest cases, α > s (resp. α Proof. We will consider only the case a → +∞ (the other case can be reduced to this one by considering −m). We will also assume α 
all a ≥ a ǫ , where p 2 and q 2 are defined at the beginning of section 2. We will compare on [s, s + ǫ] our equation Lu = am(t)u with the equation
Since sin(π(t − s)/ǫ) is a solution of the latter which vanishes at s and s + ǫ, the Sturm comparison theorem implies that s < ϕ a (s) ≤ s + ǫ. The conclusion of the lemma then follows since α > s = s in the case under consideration. We now turn to the general case. Let ǫ > 0. By the definition of α > s , we can find
The case already treated then implies that for a sufficiently large,
On the other hand one has
Comparing on this interval our equation Lu = amu with the equation −p 1 v ′′ = 0v, where p 1 is defined at the beginning of section 2, we deduce from the Sturm comparison theorem that any solution v of the latter equation must have a zero in [s, ϕ a (s)], which is clearly false. Combining (2.7) and (2.8) finally yields the conclusion of the lemma. Q. E. D.
Proof. We consider only the case a ≥ 0 (the case a ≤ 0 can be reduced to this one by considering −m). Let R > 0. There exists a R > 0 such that am(t) ≤ p 1 (π/R) 2 for 0 ≤ a ≤ a R , where p 1 is defined at the beginning of section 2. We compare on [s, s + R] our equation Lu = am(t)u with the equation
Since sin(π(t − s)/R) is a solution of the latter which has s and s + R as consecutive zeros, the Sturm comparison theorem implies ϕ a (s) ≥ s + R. Q. E. D.
To conclude this section we return to our given interval [T 1 , T 2 ]. Clearly the restriction of the function ϕ a to the set {s ∈ [T 1 , T 2 ]; ϕ a (s) ∈ [T 1 , T 2 ]} does not depend on the extension of the datas carried out at the beginning of this section.
defined in (2.6) is < T 2 , and it follows from lemmas 2.2, 2.3, 2.4 and 2.5 that ϕ a (T 1 ) = T 2 for exactly one value of a > 0. Clearly this value of a is equal to the first positive eigenvalue λ
for exactly one value of a < 0, which is equal to λ m −1 . The zero-function ϕ a clearly depends on the weight m(t) and we will from now on denote it by ϕ m a .
The two weights problem
In this section we consider problem (1.3), with L as in the introduction and m, n ∈ C[T 1 , T 2 ], m(t) and n(t) ≡ 0.
Since the zeros of a nontrivial solution of (1.3) are isolated, one can classify these solutions according to the number of their zeros. This yields the following description of the Fučik spectrum Σ : 
Of course, as we will see later, some of these sets may be empty. Note that C The monotonicity properties of the zero-function imply that if for instance m(t) and n(t) change sign, then Σ * is contained in the four quadrants
In the case where for instance m(t) changes sign but n(t) is, say, ≤ ≡ 0, then Σ * is contained in the two quadrants
If m(t) and n(t) do not change sign, then Σ * is contained in one quadrant.
Remark 3.2 The sets C > k and C < k depend on the weights :
and similarly for C < k . It follows that by changing the sign of the weights, the study of the Fučik spectrum in IR × IR for the weights (m, n) can be reduced to the study of the intersection with IR + × IR + of the Fučik spectrum for the weights (±m, ±n). We will denote below C
, and similarly for C < k and for the other quadrants. So, for instance, C
and one has
As a consequence of this remark, we will often limit ourselves below to the study of the intersection of Σ * with IR + × IR + .
It will be convenient to introduce a notation for the functions which appear in the description (3.1) of the sets C 
). When considering these functions, we will generally assume that, as in section 2, the datas have been extended from [T 1 , T 2 ] to the whole of IR. So, with this notation
and similarly for C The following lemma will be used repeatedly. It characterizes the nonemptiness of the sets 
Similar result for C The next proposition gives some information on how these hyperbolic like curves are situated one with respect to the other. 
Let us suppose for instance k even. Then
and consequently, by (3.3), we get
which implies, by lemma 3.3, C >++ k = 0. Similar argument for k odd. Let us now prove that C <++ k is also non empty. The argument in fact is similar to the preceding one and is now based on the relations
It remains to see that f 
The rest of this section is mainly concerned with some results on the number of these hyperbolic like curves. Theorem 3.6 below is the converse of the first part of proposition 3.5. . We will use the notation (2.6) as well as a similar one for the weight n(t) : β > s := inf{t > s : n(t) > 0}. Since m + (t) ≡ 0 and n + (t) ≡ 0, we have α
. Consider case(i). By the definition of β
for any ǫ > 0. Since, by lemma 2.4, ϕ m a (T 1 ) converges to α
as a → +∞, we deduce from (3.4) and lemma 2.4 that 
We again distinguish two cases : (i) α ≤ β or (ii) β < α. Consider case (i) and let us first assume k odd. So
for any ǫ > 0. Indeed, for a, b sufficiently large, one has β < ϕ
, and (3.5) follows. Now, Φ > k (a, b)(T 1 ) converges to α ≤ β as a, b → +∞, and so we deduce from (3.5) and lemma 2.4 that
Consequently, by lemma 3. We will now give a sufficient (and almost necessary) condition on the weights m(t) and n(t) in order that Σ * ∩ (IR + × IR + ) contains an infinite number of hyperbolic like curves. are nonempty for all k and that, say, m(t) is > 0 on I 1 ∪I 2 ∪. . .∪I r and ≤ 0 outside this set, where I i is an interval of extremities s i , t i , with
Suppose by contradiction that m 4 and 3.3) . This latter construction of alternating bumps will be used repeatedly below.
To carry through the details of the proof, we will distinguish several cases according to the number of quadrants having to contain an infinite number of sets C > k and C < k with k ≥ 2.
Case 1 : four "infinite" quadrants, i.e. K = L = M = N = +∞. Applying theorem 3.10 and remark 3.2, one easily verifies that this situation occurs for instance on [0, 2π] if we take m(t) = sin t and n(t) = sin(t + π/2). Case 4 : three "finite" quadrants, one "infinite" quadrant. Applying remark 3.2, one sees that it suffices to construct an example with K = +∞ and L, M, N given in {0, 1, 2, . . . }. We will describe below the contsruction for L, M, N even = 0. The other cases can be treated along similar lines. The desired situation occurs for instance if we take m(t) = n(t) = sin t on [0, π], and then L alternating negative bumps for m and n (starting with m), followed by N alternating positive bumps for n and negative bumps for m (starting with n), followed by M alternating positive bumps for m and negative bumps for n (starting with m).
Case 5 : four "finite" quadrants, i.e. K, L, M, N given in {0, 1, 2, . . . }. We will describe below the construction for K, L, M, N even = 0. The other cases can be treated along similar lines. The desired situation occurs for instance if we take K alternating positive bumps for m and n (starting with m), followed by M alternating positive bumps for m and negative bumps for n (starting with m), followed by one positive bump for m, followed by L alternating negative bumps for m and n (starting with m), followed finally by N alternating positive bumps for n and negative bumps for m (starting with n). Q. E. D.
Example 3.13 If we take a positive bump for m, followed by a positive bump for n, followed by a negative bump for m, followed by a negative bump for n, (i.e., for instance, m(t) = (sin t) + , n(t) = (sin t) − on[0, 2π], and m(t) = −(sin t) + , n(t) = −(sin t) − on [2π, 4π]), then Σ * contains exactly one hyperbolic like curve in each quadrant.
Proposition 3.12 concerns weights which both change sign. Similar arguments lead to the following two propositions.
Proposition 3.14 Given a pair (A, B) of quadrants different from the diagonal pairs
, and given R, S ∈ {0, 1, 2, . . . , +∞}, there exist weights m(t) and n(t), one of them which changes sign and the other one which does not, such that the total number of nonempty sets C > k and C < k with k ≥ 2 in the quadrant A (resp. B) is equal to 2R + 1 (resp. 2S + 1), while no such sets appear in the other two quadrants.
Proposition 3.15 Given a quadrant and R ∈ {0, 1, 2, . . . , +∞}, there exist weights m(t) and n(t), which do no change sign, such that the total number of nonempty sets C > k and C < k with k ≥ 2 in the given quadrant is 2R + 1, while no such sets appear in the other three quadrants.
The one weight problem
We now consider problem (1.1) with L as in the introduction and m ∈ C[T 1 , T 2 ], m(t) ≡ 0.
In this case the Fučik spectrum Σ is symmetric with respect to the diagonal a = b in the (a, b) plane. In fact replacing u by −u in (1.1) shows that C
for all k (depending of course whether m is ≥ 0, ≤ 0 or changes sign); in particular the corresponding sets C Proof. Consider first the situation where N = +∞ and let s ∈ [T 1 , T 2 ] be a multiple point of change of sign of m. If s < T 2 , then one easily verifies, using lemma 2.4, that for any k = 2, 3, . . . ,
If s = T 2 , then one gets that the above limits are < s. So, in any case, lemma 3.3 implies that C >+− k and C
<+− k
are nonempty for all k. Consider now the situation where N is finite. Then there exist 
Consequently, lemma 3.3 implies that C . In fact, theorem 5.1 implies that these two curves have different asymptotic behaviours.
Asymptotic behaviour of the first curves
In this section we return to the two weights problem (1.3) with L as in the introduction and m, n ∈ C[T 1 , T 2 ], m(t) and n(t) ≡ 0. Our purpose is to investigate the asymptotic behaviour of the first hyperbolic like curves C
We recall that at least one such curve appears in Proof. Assume that m and n have compact support and, to fix the ideas that both m and n change sign (similar argument in the other cases). Then the quantities T 
Remark 5.6
When there is no weight, it was observed in [7] , [4] , under various boundary conditions, that a strong connexion (qualitative and quantitative) exists between on one side the asymptotic behaviour of the first curves of Σ * and on the other side the uniformity or nonuniformity of the antimaximum principle : the existence of an ǫ > 0 as in corollary 5.5 corresponds to the uniformity of the antimaximum principle, and moreover the largest ǫ admissible corresponds exactly to the largest interval of uniformity. In this context corollary 5.5 should be compared with the recent result of [10] where it is shown that in the Dirichlet problem, whatever the weight, the antimaximum principle is always non uniform. It follows that the connexion referred to above does not hold anymore in the presence of a weight with compact support, even ≥ ≡ 0.
