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Abstract
Reinforcement Learning (RL) algorithms allow artificial agents to improve their action se-
lections so as to increase rewarding experiences in their environments. The learning can
become intractably slow as the state space of the environment grows. This has motivated
methods like Q-learning to learn representations of the state by a function approximator.
Impressive results have been produced by using deep artificial neural networks. However,
deep RL algorithms require solving a nonconvex and nonlinear unconstrained optimization
problem. Methods for solving the optimization problems in deep RL are restricted to the
class of first-order algorithms, such as stochastic gradient descent (SGD). The major draw-
back of the SGD methods is that they have the undesirable effect of not escaping saddle
points and their performance can be seriously obstructed by ill-conditioning. Furthermore,
SGD methods require exhaustive trial and error to fine-tune many learning parameters.
Using second derivative information can result in improved convergence properties, but
computing the Hessian matrix for large-scale problems is not practical. Quasi-Newton
methods require only first-order gradient information, like SGD, but they can construct a
low rank approximation of the Hessian matrix and result in superlinear convergence. The
limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) approach is one of the most
popular quasi-Newton methods that construct positive definite Hessian approximations. In
this paper, we introduce an efficient optimization method, based on the limited memory
BFGS quasi-Newton method using line search strategy – as an alternative to SGD methods.
Our method bridges the disparity between first order methods and second order methods
by continuing to use gradient information to calculate a low-rank Hessian approximations.
We provide formal convergence analysis as well as empirical results on a subset of the classic
ATARI 2600 games. Our results show a robust convergence with preferred generalization
characteristics, as well as fast training time and no need for the experience replaying mech-
anism.
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1 Introduction
Reinforcement learning (RL) – a class of machine learning problems – involves learning
how to map situations to actions so as to maximize numerical reward signals received
during the experiences that an artificial agent has as it interacts with its environment
(Sutton and Barto, 1998). One of the challenges that arise in real-world RL problems is the
“curse of dimensionality”. Nonlinear function approximators coupled with reinforcement
learning have made it possible to learn abstractions over high dimensional state spaces
(Sutton, 1996; Rafati and Noelle, 2015, 2017; Melo et al., 2008). Successful examples of
using neural networks for reinforcement learning include learning how to play the game
of Backgammon at the Grand Master level (Tesauro, 1995). More recently, researchers
at DeepMind Technologies used deep Q-learning algorithm to play various ATARI games
from raw screen image stream (Mnih et al., 2013, 2015). The Deep Q-learning algorithm
(Mnih et al., 2013) employed a convolutional neural network (CNN) as the state-action
value function approximation. The resulting performance on these games was frequently at
or better than the human expert level. In another effort, DeepMind used deep CNNs and
a Monte Carlo Tree Search algorithm that combines supervised learning and reinforcement
learning to learn how to play the game of Go at a super-human level (Silver et al., 2016).
The majority of deep learning problems, including deep RL algorithms, require solving
an unconstrained optimization of a highly nonlinear and nonconvex objective function of
the form
min
w∈Rn
L(w) = 1
N
N∑
i
`i(w) (1)
where w ∈ Rn is the vector of trainable parameters of the CNN model. There are various
algorithms proposed in machine learning and optimization literature to solve (1). Among
those one can name first-order methods such as stochastic gradient descent (SGD) methods
(Robbins and Monro, 1951) and quasi-Newton methods (Le et al., 2011a). For instance,
a variant of SGD method was used in DeepMind’s implementation of deep Q-Learning
algorithm (Mnih et al., 2015).
Since both n and N are large in large-scale problems, the computation of the true gra-
dient, ∇L(w), is expensive and additionally, the computation of the true Hessian, ∇2L(w),
is not practical. At each iteration of learning, SGD methods use a small random sample of
data, Jk, to compute an approximate of the gradient of the objective function, ∇(Jk)L(wk)
and use the opposite of that vector as the search direction, pk = −∇(Jk)L(wk). The com-
putational cost-per-iteration of SGD algorithm is small, making them the most widely used
optimization method for the vast majority of deep learning and deep RL applications.
However, these methods require fine-tuning many hyperparameters, including the learn-
ing rates αk. The learning rates are usually chosen to be very small to decrease the unde-
sirable effect of the noisy stochastic gradient. Therefore, deep RL methods based on the
SGD algorithms require storing a large memory of the recent experiences into a experience
replay memory D and replaying this memory repeatedly. Another major drawback of the
SGD methods is that they struggle with saddle-points and the problem ill-conditioning that
occur in most of the nonconvex optimization and has the undesirable effect on the model’s
generalization of learning (Bottou et al., 2018).
On the other hand, using second-order curvature information can help with more robust
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convergence for nonconvex optimization problems (Nocedal and Wright, 2006; Bottou et al.,
2018). An example of a second-order method is Newton’s method where the Hessian matrix,
∇2L(w) and the gradient are used to find the search direction, pk = −∇2L(wk)−1∇L(wk),
and then line-search method is used to find the step length along the search direction. The
main bottleneck in second-order methods is the serious computational challenges involved
in computing the Hessian, ∇2L(w), for deep reinforcement learning problems, which is
not practical when n is large. Quasi-Newton methods and Hessian-free methods both use
approaches to approximate the Hessian matrix without computing and storing the true
Hessian matrix, ∇2L(w).
Quasi-Newton methods form an alternative class of first-order methods for solving the
large-scale nonconvex optimization problem in deep learning (Nocedal and Wright, 2006;
Erway et al., 2018; Rafati et al., 2018). These methods, like SGD, require only computing
the first-order gradient of the objective function. By measuring and storing the difference
between consecutive gradients, quasi-Newton methods construct quasi-Newton matrices,
{Bk}, which are low-rank updates to the previous Hessian approximations for estimating
∇2L(wk) at each iteration. They build a quadratic model of the objective function by using
these quasi-Newton matrices and use that model to find a sequence of search directions
that can result in superlinear convergence. Since these methods do not require the second-
order derivatives, they are more efficient than Newton’s method for large-scale optimization
problems (Nocedal and Wright, 2006).
There are various quasi-Newton methods proposed in literature. They differ in how
they define and construct the quasi-Newton matrices {Bk}, how the search directions are
computed, and how the parameters of the model are updated. The Broyden-Fletcher-
Goldfarb-Shanno (BFGS) method (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno,
1970) is considered the most popular quasi-Newton algorithm, which produces positive
semidefinite matrix Bk for each iteration.
The Limited-memory BFGS (L-BFGS) method constructs a sequence of low-rank up-
dates to the Hessian approximation and consequently solving pk = B−1k ∇L(wk) can be done
efficiently. Methods based on L-BFGS quasi-Newton have been implemented and employed
for the image classification task in the deep learning framework and impressive results have
been produced (Rafati et al., 2018; Rafati and Marcia, 2018; Berahas et al., 2016; Le et al.,
2011b).
These methods approximate second derivative information, improving the quality of each
training iteration and circumventing the need for application-specific parameter tuning.
Given that quasi-Newton methods are efficient in supervised learning problems (Bottou
et al., 2018), an important question arises: Is it also possible to use quasi-Newton methods
to learn the state representations in deep reinforcement learning successfully? We will
investigate this question in the remainder of this paper.
In this paper, we implement a limited-memory BFGS (L-BFGS) optimization method for
deep reinforcement learning framework. Our deep L-BFGS Q-learning method is designed
to be efficient for parallel computation in GPU. We experiment our algorithm on a subset
of the ATARI 2600 games, by comparing its ability to learn robust representations of the
state-action value function, as well as computation and memory efficiency. We also analyze
the convergence properties of Q-learning combined with deep neural network using L-BFGS
optimization.
3
2 Optimization Problems in RL
In an RL problem, the agent should implement a policy, pi, from states, S, to possible
actions, A, to maximize its expected return from the environment (Sutton and Barto,
2017). At each cycle of interaction, the agent receives a state, s, from the environment,
takes an action, a, and one time step later, the environment sends a reward, r ∈ R, and an
updated state, s′. Each cycle of interaction, e = (s, a, r, s′) is called a transition experience
(or a trajectory). The goal is to find an optimal policy that maximizes the expected value of
the return, i.e. the cumulative sum of future rewards, Gt =
∑T
t′=t γ
t′−trt′+1, where γ ∈ [0, 1]
is a discount factor, and T as a final step. It is often useful to define a parametrized value
function Q(s, a;w) to estimate the expected value of the return. Q-learning is a Temporal
Difference (model-free RL) algorithm that attempts to find the optimal value function by
minimizing the loss function L(w), which is defined over a recent experience memory D:
min
w∈Rn
L(w) , 12Ee∼D
[(Y −Q(s, a;w))2], (2)
where Y = r + maxa′ Q(s′, a′;w) is the target value for the expected return based on the
Bellman’s optimality equations (Sutton and Barto, 1998).
In practice, instead of minimization of the expected risk in (2) we can define an opti-
mization problem for the empirical risk as follows
min
w∈Rn
L(w) , 12|D|
∑
e∈D
[(Y −Q(s, a;w))2]. (3)
The most common approach for solving the empirical risk minimization problem (3) in
literature is using a variant of stochastic gradient decent (SGD) method (3). At each
optimization step k, a small set of experiences Jk are randomly sampled from the experience
replay memory D. This sample is used to compute an stochastic gradient of the objective
function, ∇L(w)Jk , as an approximate for the true gradient, ∇L(w)
∇L(w)(Jk) , −1|Jk|
∑
e∈Jk
[(Y −Q(s, a;w))∇Q]. (4)
The stochastic gradient then can be used to update the iterate wk to wk+1
wk+1 = wk − αk∇L(wk)(Jk), (5)
where αk is the learning rate (step size).
3 Line-search L-BFGS Optimization
In this section, we briefly introduce a quasi-Newton optimization method based on the line-
search strategy, as an alternative for SGD methods. Then we introduce the limited-memory
BFGS method.
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3.1 Line Search Method
Each iteration of a line search method computes a search direction pk and then decides how
far to move along that direction. The iteration is given by
wk+1 = wk + αkpk, (6)
where αk is called the step size. The search direction pk is obtained by minimizing a
quadratic model of the objective function defined by
pk = min
p∈Rn
qk(p) , gTk p+
1
2p
TBkp, (7)
where gk = ∇L(wk) ∈ Rn is the gradient of the objective function at wk, and Bk is an
approximation to the Hessian matrix ∇2L(wk) ∈ Rn×n. If Bk is a positive definite matrix,
the minimizer of the quadratic function can be found as
pk = −B−1k gk. (8)
The step size αk is chosen to satisfy sufficient decrease and curvature conditions, e.g. the
Wolfe conditions (Nocedal and Wright, 2006) given by
L(wk + αkpk) ≤ L(wk) + c1αk∇LTk pk, (9a)
∇L(wk + αkpk)T pk ≥ c2∇L(wk)T pk, (9b)
with 0 < c1 < c2 < 1.
3.2 Quasi-Newton Optimization Methods
Methods that use the Hessian for Bk, Bk = ∇2L(wk), in the quadratic model in (7) typically
exhibit quadratic rates of convergence. However, in large-scale problems (where n and N
are both large), computing the true Hessian explicitly is not practical. In this case, quasi-
Newton methods are viable alternatives because they exhibit super-linear convergence rates
while maintaining memory and computational efficiency. Instead of the true Hessian, quasi-
Newton methods use an approximation Bk, which is updated after each step to take account
of the additional knowledge gained during the step.
Quasi-Newton methods, like gradient descent methods, require only the computation of
first-derivative information. They can construct a model of objective function by measuring
the changes in the consecutive gradients for estimating the Hessian. The quasi-Newton
matrices, {Bk}, are required to satisfy the secant equation
Bk+1(wk+1 − wk) ≈ ∇L(wk+1)−∇L(wk). (10)
Typically, there are additional conditions imposed on Bk+1, such as symmetry (since the
exact Hessian is symmetric), and a requirement that the update to obtain Bk+1 from Bk
is low rank, meaning that the Hessian approximations cannot change too much from one
iteration to the next. Quasi-Newton methods vary in how this update is defined.
5
3.3 The BFGS Quasi-Newton Update
Perhaps, the most well-known among all of the quasi-Newton methods is the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) update (Liu and Nocedal, 1989; Nocedal and Wright,
2006), given by
Bk+1 = Bk − 1sTkBksk
BksksTkBk +
1
yTk sk
ykyTk , (11)
where sk = wk+1−wk and yk = ∇L(wk+1)−∇L(wk). The matrices are defined recursively
with the initial matrix, B0 = λk+1I, where the scalar λk+1 > 0. The BFGS method
generates positive-definite approximations whenever the initial approximation B0 is positive
definite and sTk yk > 0.
3.4 Limited-Memory BFGS
In practice, only the m most-recently computed pairs {(sk,yk)} are stored, where m n,
typically m ≤ 100 for very large problems. This approach is often referred to as limited-
memory BFGS (L-BFGS). Since we have to compute pk = −B−1k gk at each iteration, we
make use of the following recursive formula for Hk = B−1k :
Hk+1 =
(
I − yks
T
k
yTk sk
)
Hk
(
I − sky
T
k
yksTk
)
+ yky
T
k
yksTk
, (12)
where H0 = γk+1I, and common value for γk+1 is usually chosen to be yTk sk/yTk yk (Nocedal
and Wright, 2006; Rafati and Marcia, 2018). The L-BFGS two-loop recursion algorithm
given in Algorithm 1 can compute pk = −Hkgk in 4mn operations (Nocedal and Wright,
2006).
Algorithm 1 L-BFGS two-loop recursion.
q← gk = ∇L(wk)
for i = k − 1, . . . , k −m do
αi = s
T
i q
yTi siq← q − αiyi
end for
r← H0q
for i = k − 1, . . . , k −m do
β = y
T
i r
yTi si
r← r+ si(αi − β)
end for
return −r = −Hkgk
4 Deep L-BFGS Q Learning Method
In this section, we propose a novel algorithm for the optimization problem in deep Q-
Learning framework, based on limited-memory BFGS method within line search strategy.
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This algorithm is designed to be efficient for parallel computations on a single or multiple
GPU(s). Also the experience memory D is emptied after each gradient computation, hence
the algorithm needs much less RAM memory.
Inspired by Berahas et al. (2016), we use the overlap between the consecutive multi-batch
samples Ok = Jk ∩ Jk+1 to compute yk as
yk = ∇L(wk+1)(Ok) −∇L(wk)(Ok). (13)
The use of overlap to compute yk has been shown to result in more robust convergence in
L-BFGS since L-BFGS uses gradient differences to update the Hessian approximations (see
(Berahas et al., 2016; Erway et al., 2018)).
At each iteration of optimization we collect experiences in D up to batch size b and use
the entire experience memory D as the overlap of consecutive samples Ok. For computing
the gradient gk = ∇L(wk), we use the kth sample, Jk = Ok−1 ∪Ok
∇L(wk)(Jk) = 12(∇L(wk)
(Ok−1) +∇L(wk)(Ok)). (14)
Since ∇L(wk)(Ok−1) is already computed to obtain yk−1 in previous iteration, we only need
to compute ∇L(Ok)(wk), given by
∇L(wk)(Ok) = −1|D|
∑
e∈D
[(Y −Q(s, a;wk))∇Q]. (15)
Note that in order to obtain yk, we only need to compute ∇L(wk+1)(Ok) since ∇L(wk)(Ok)
is already computed when we computed the gradient in (14).
The line search multi-batch L-BFGS optimization algorithm for deep Q-Leaning is pro-
vided in Algorithm 2.
5 Convergence Analysis
In this section, we present convergence analysis for the deep Q-learning with multi-batch
line-search L-BFGS optimization method in Algorithm 2. We also provide analysis for
optimality of the state action value Q(., .;w) function. Then we provide comparison between
computation time of deep L-BFGS Q-learning (Algorithm 2) with DeepMind’s Deep Q-
learning algorithm (Mnih et al., 2015) that uses a variant of SGD method.
5.1 Convergence of empirical risk
To analyze the convergence properties of empirical risk function L(w) in (3) we assume that
L(w) is strongly convex, and twice differentiable. (16a)
∀w, ∃λ,Λ > 0 such that λI  ∇2L(w)L  ΛI, i.e. Hessian is bounded. (16b)
∀w, ∃η > 0 such that ‖∇L(w)‖2 ≤ η2, i.e. Gradient does not explode. (16c)
Lemma 1. ∃λ′,Λ′ > 0 such that λ′I  Hk  Λ′I.
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Algorithm 2 Line search Multi-batch L-BFGS Optimization for Deep Q Learning.
Inputs: batch size b, L-BFGS memory m, exploration rate 
Initialize experience memory D ← ∅ with capacity b
Initialize w0, i.e. parameters of Q(., .;w) randomly
Initialize optimization iteration k ← 0
for episode = 1, . . . ,M do
Initialize state s ∈ S
repeat for each step t = 1, . . . , T
compute Q(s, a;wk)
a←EPS-GREEDY(Q(s, a;wk), )
Take action a
Observe next state s′ and external reward r
Store transition experience e = {s, a, r, s′} to D
s← s′
until s is terminal or intrinsic task is done
if |D| == b then
Ok ← D
Update wk by performing optimization step
D ← ∅
end if
end for
========================================
Multi-batch line search L-BFGS Optimization step:
Compute gradient g(Ok)k
Compute gradient g(Jk)k ← 12g
(Ok)
k + 12g
(Ok−1)
k
Compute pk = −B−1k g(Jk)k using Algorithm 1
Compute αk by satisfying the Wolfe Conditions (9)
Update iterate wk+1 = wk + αkpk
sk ← wk+1 − wk
Compute g(Ok)k+1 = ∇L(wk+1)(Ok)
yk ← g(Ok)k+1 − g(Ok)k
Store sk to Sk and yk to Yk and remove oldest pairs
k ← k + 1
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Proof. Due to the assumptions (16a) and (16b), the eigenvalue of positive-definite matrix
Hk are also bounded (Byrd et al., 2016; Berahas et al., 2016).
Lemma 2. Let w∗ be minimizer of L, then for all w, we have 2λ(L(w)−L(w∗) ≤ ‖∇L(w)‖2.
Proof. For any convex function L, and for any two points w,w∗, one can show that (Nes-
terov, 2013)
L(w) ≤ L(w∗) +∇L(w∗)T (w − w∗)
+ 12λ‖∇L(w)−∇L(w
∗)‖2.
(17)
Since w∗ is minimizer of L then ∇L(w∗) = 0 in (17) and we have the proof.
Theorem 1. Let wk be iterates generated by Algorithm 2, and let’s assume that the step
length αk is fixed. The upper bound for the empirical risk offset from the true minimum
value is
L(wk)− L(w∗) ≤ (1− 2αλλ′)k[L(w0)− L(w∗)]
+[1− (1− 2αλλ′)k]α
2Λ′2Λη2
4λ′λ
(18)
Proof. By using Taylor expansion on
L(wk+1) = L(wk − αkH∇L(wk))
around wk we can have
L(wk+1) ≤ L(wk)− αk∇L(wk)THk∇L(wk)
+Λ2 ‖αk∇L(wk)
THk∇L(wk)‖2.
(19)
By applying assumptions (16) and Lemma 1 and 2 to above expression, we have
L(wk+1) ≤ L(wk)
− 2αkλ′λ[L(wk)− L(w∗)] + α
2
kΛ′2Λη2
4λ′λ
(20)
By rearranging above expression and recursion over k we have the proof. For more detailed
proof see Byrd et al. (2016); Berahas et al. (2016).
If the step size is bounded α ∈ (0, 1/2λλ′), we can conclude that the first term of the
bound given in (18) is decaying linearly to zero when k → ∞ and the constant residual
term α2Λ′2Λη24λ′λ is the neighborhood of convergence.
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5.2 Value Optimality
The Q-learning method is proved to converge to the optimal value function if the step sizes
satisfies ∑k αk = ∞ and ∑k α2k < ∞ (Jaakkola et al., 1994). Now we want to prove that
the Q-learning using the L-BFGS update also theoretically converges to the optimal value
function under extra condition on the step length αk.
Theorem 2. Let Q∗ be the optimal state-action value function and Qk is the Q-function
with parameters wk. Furthermore, assume that the gradient of Q is bounded ‖∇Q‖2 ≤ η′′2
and Hessian of Q functions satisfy λ′′  ∇2Q  Λ′′. We have
‖Qk+1 −Q∗‖∞ <
k∏
j=0
[
1− αjη′′2λ+ αjη
′′2Λ′2Λ′′
2
]k‖Q0 −Q∗‖∞. (21)
If step size αk satisfies
∣∣1− αkη′′2λ+ αkηη′Λ′2Λ′′2 ∣∣ < 1, ∀k, (22)
Q(., .;wk) ultimately will converge to Q∗, when k →∞.
Proof. First we derive the effect of parameter update from wk to
wk+1 = wk − αkHk∇L(wk)
on the optimality neighbor.
‖Qk+1 −Q∗‖∞ , max
s,a
∣∣Q(s, a, wk+1)−Q∗(s, a)∣∣ (23)
We approximate the gradient using only one experience (s, a, r, s′),
∇L(wk) ≈
(
Q(s, a;wk)−Q∗(s, a;wk)
)∇Qk(s, a;wk), (24)
We use the Taylor’s expansion to approximate Q(s, a, wk+1)
Q(s, a;wk+1) = Q(s, a;wk − αkHk∇L(wk))
= Q(s, a;wk)− αk∇LTkHk∇Qk +
α2k
2 ∇L
T
kHk∇2Q(ξk)Hk∇LTk
= Qk − αk(Qk −Q∗)∇QTkHk∇Qk +
α2k
2 (Qk −Q
∗)∇QTkHk∇2Q(ξk)Hk∇LTk ,
(25)
where wk < ξk < wk+1, Qk := Q(s, a;wk), ∇Qk := ∇Q(s, a;wk), and ∇Lk := ∇L(wk). We
can use the above expression to compute ‖Qk+1 −Q∗‖∞
‖Qk+1 −Q∗‖∞ =
max
s,a
∣∣∣(Qk −Q∗)[1− αk∇QTkHk∇Qk + α2k2 ∇QTkHk∇2Q(ξk)Hk∇Lk
]∣∣∣
(s,a)
.
(26)
10
If αk satisfies ∣∣∣1− αk∇QTkHk∇Qk + α2k2 ∇QTkHk∇2QkHk∇Lk
∣∣∣ < 1, (27)
then
‖Qk+1 −Q∗‖∞ < ‖Qk −Q∗‖∞. (28)
Therefore, Qk converges to Q∗ when k → ∞. Considering our assumptions on the bounds
of the eigenvalues of ∇2Qk and Hk, we can derive (22) from (27). Recursion on (26) from
k = 0 to k + 1 results in (21).
5.3 Computation time
Let us compare the cost of deep L-BFGS Q-learning in Algorithm 2 with DQN algorithm in
(Mnih et al., 2015) that uses a variant of SGD. Assume that the cost of computing gradient
is O(bn) where b is the batch size. The real cost is probably less than this due to the
parallel computation in GPU. Let’s assume that we run both algorithm for L steps. We
update the weights with frequency of every b steps, hence there is L/b maximum updates
in our algorithm. The SGD batch size in (Mnih et al., 2015) bs is smaller than b but the
frequency of the update is high f  b. Each iteration of L-BFGS algorithm update consists
of the cost of computing the gradient g(Ok)k which is bn, cost of computing the search step
pk = −Hkg(Ok)k using L-BFGS two-loop recursion (Algorithm 1) which is 4mn, and the cost
of satisfying the Wolfe conditions (9), to find step size where most of the times automatically
satisfies for α = 1 and in some steps require recomputing gradient for z times. Therefore
we have
Cost of Algorithm 1
Cost of DQN (Mnih et al., 2015) =
(L/b)(zbn+ 4mn)
(L/f)(bsn)
= fz
bs
+ 4fm
bbs
.
(29)
In our algorithm, we use quite large batch size to compute less noisy gradients. With
b = 2048, bs = 32, f = 4, z = 5, m = 20, the runtime cost ratio will be around 0.63 < 1.
Although per-iteration cost of SGD algorithm is lower than L-BFGS, but the total training
time of our algorithm is less than DQN (Mnih et al., 2015) for same number of RL steps
due to less frequent updates in L-BFGS method.
6 Experiments on ATARI 2600 Games
We performed experiments using Algorithm 2 on six ATARI 2600 games – Beam Rider,
Breakout, Enduro, Q*bert, Seaquest, and Space Invaders. We used OpenAI’s gym ATARI
environments (Brockman et al., 2016) which is a wrapper on Arcade Learning Environment
emulator (Bellemare et al., 2013). These games have been used by other researchers with
different learning methods (Bellemare et al., 2012, 2013; Hausknecht et al., 2014; Mnih
et al., 2015; Schulman et al., 2015), and hence they serve as benchmark environments for
evaluation of deep reinforcement learning algorithms.
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We used the DeepMind’s Deep Q-Network (DQN) architecture in Mnih et al. (2015)
as a function approximator for Q(s, a;w). The same architecture was used to train the
different ATARI games. The raw Atari frames, which are 210×160 pixel images with a 128
color palette are preprocessed by first converting their RGB representation to gray-scale
and then down-sampling it to a 110× 84 image. The final input representation is obtained
by cropping an 84 × 84 region of the image that roughly captures the playing area. The
stack of the last 4 consecutive frames was used to produce the input of size (4× 84× 84) to
the Q-function. The first hidden layer of the network consists of a 32 convolutional filters
of size 8× 8 with stride 4, followed by a Rectified Linear Unit (ReLU) for nonlinearity. The
second hidden layer consists of 64 convolutional filters of size 4 × 4 with stride 2, followed
by a ReLU function. The third layer consists of 512 of fully-connected linear units followed
by ReLU. The output layer is a fully-connected linear layer with a output, Q(s, ai, w), for
each valid joystick action, ai ∈ A.
We only used 2000× 1024 training steps for training the network on each game (instead
of 50 million steps that was used originally in Mnih et al. (2015)). The training was stopped
if the norm of gradient, ‖gk‖, was less than a threshold. We used -greedy for exploration
strategy, and similar to Mnih et al. (2015), the exploration rare, , annealed linearly from
1 to 0.1.
Every 10,000 steps, the performance of the learning algorithm was tested by freezing
the Q-network’s parameters. During the test time, We used  = 0.05. The greedy ac-
tion, maxaQ(s, a;w), was chosen by the Q-network 95% of the times and there was 5%
randomness similar to the DeepMind’s implementation in Mnih et al. (2015).
Inspired by Mnih et al. (2015), we also used separate networks to compute the target
values, Y = r + γmaxa′ Q(s′, a′, wk−1), which was essentially the network with parameters
in previous iterate. After each iteration of the multi-batch line search L-BFGS, wk was
updated to wk+1, and the target network’s parameter wk−1 was updated to wk.
Our optimization method was different than DeepMind’s RMSProp method used in
Mnih et al. (2015) (which is a variant of SGD). We used stochastic line search L-BFGS
method as the optimization method (Algorithm 2). There are few important differences
between our implementation of deep reinforcement learning method in comparison to the
DeepMind’s DQN algorithm in Mnih et al. (2015).
We used a quite large batch size b in comparison to Mnih et al. (2015). We experimented
our algorithm with different batch sizes b ∈ {512, 1024, 2048, 4096, 8192}. The experience
memory D had a capacity of b also. We used one NVIDIA Tesla K40 GPU with 12GB
GDDR5 RAM. The entire experience memory D could fit in the GPU RAM with a batch
size of b ≤ 8192.
After every b steps of interaction with the environment, the optimization step in Algo-
rithm 2 was ran. We used the entire experience memory, D, for the overlap, Ok, between
two consecutive samples, Jk and Jk+1, to compute the gradient in (15) as well as yk in
(13). Although the DeepMind’s DQN algorithm in Mnih et al. (2015) is using smaller batch
size of 32, but the frequency of optimization step is high (every 4 steps). We hypothesize
that using the smaller batch size make the computation of the gradient too noisy, and also
doesn’t save significant computational time, since the overhead of data transfer between
GPU and CPU is more costly than the computation of the gradient on a bigger batch size,
due to the power of parallelism in GPU. Once the overlap gradient, g(Ok)k , was computed,
we computed the gradient g(Jk)k for the current sample, Jk, in (14) by memorizing and us-
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ing the gradient information from the previous optimization step. Then the L-BFGS two
loop-recursion in Algorithm 1 was used to compute the search direction pk = −Hkg(Jk)k .
After finding the quasi-Newton decent direction, pk, the Wolfe Condition (9) was applied
to compute the step size, αk ∈ [0.1, 1], by satisfying the sufficient decrease and the curvature
conditions (Wolfe, 1969; Nocedal and Wright, 2006). In most of the optimization steps,
either the step size of αk = 1 satisfied the Wolfe conditions in (9), or the line search
algorithm iteratively used smaller αk until it satisfied the Wolfe conditions or reached to a
lower bound of 0.1. The original DQN algorithm used a small fixed learning rate of 0.00025
to avoid the execrable drawback of the noisy stochastic gradient decent step which makes
the learning to be very slow.
The vectors sk = wk+1 − wk and yk = g(Ok)k+1 − g(Ok)k was only added to the recent
collections Sk and Yk only if sTk yk > 0 and not close to zero. We applied this condition to
cautiously preserve the positive definiteness of the L-BFGS matrices Bk. Only the m recent
{(si,yi)} pairs were stored into Sk and Yk (|Sk| = m and |Yk| = m) and the older pairs
were removed from the collections. We experimented our algorithm with different L-BFGS
memory sizes m ∈ {20, 40, 80}.
All code is implemented in Python language using Pytorch, NumPy and SciPy libraries
and is available at http://rafati.net/quasi-newton-rl.
7 Results and Discussions
The average of the maximum game scores is reported in Figure 1 (a). The error bar
in Figure 1 (a) is the standard deviation for the simulations with different batch size,
b ∈ {512, 1024, 2048, 4096}, and different L-BFGS memory size, m ∈ {20, 40, 80}, for each
ATARI game (total of 12 simulations per each task). All simulations regardless of the batch
size, b, and the memory size, m, performed a robust learning. The average training time
for each task along with the Squared Temporal Difference (STD) error is shown in Figure 1
(b). We did not find a correlation between the training time versus the different batch size,
b, or the different L-BFGS memory size, m. In most of the simulations, the STD error for
the training time as shown in Figure 1 (b) was not significant.
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Figure 1: (a) Test scores (b) Total training time for ATARI games.
The test scores and the training loss, Lk, for the six ATARI 2600 environments is shown
in Figure 2 using the batch size of b = 2048 and L-BFGS memory size m = 40.
The results of the Deep L-BFGS Q-Learning algorithm is summarized in Table 1, which
also includes an expert human performance and some recent model-free methods: the Sarsa
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Figure 2: (a) – (f) Test scores and (g) – (l) training loss for six ATARI games — Beam Rider,
Breakout, Enduro, Q*bert, Seaquest, and Space Invaders. The results are form simulations
with batch size b = 2048 and the L-BFGS memory size m = 40.
algorithm (Bellemare et al., 2013), the contingency aware method from (Bellemare et al.,
2012), deep Q-learning (Mnih et al., 2013), and two methods based on policy optimization
called Trust Region Policy Optimization (TRPO vine and TRPO single path) (Schulman
et al., 2015). Our method outperformed most other methods in Space Invaders game. Our
deep L-BFGS Q-learning method consistently achieved reasonable scores in the other games.
Our simulations only was trained on about 2 million steps (much less than other methods).
The training time for our simulations were in the order of 3 hours, which outperformed all
other methods. For example, 500 iterations of the TRPO algorithm took about 30 hours
(Schulman et al., 2015).
8 Future Work
For future work, we will consider the optimization methods based on trust-region methods.
The trust-region methods require choosing some hyperparameters, like proper initial trust
region radius, but they might converge faster than line search since they do not require
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Table 1: Game Scores for ATARI 2600 Games with different learning methods. Beam Rider
(BR), Breakout (BO), Enduro (EO), Q*bert (Q*B), Seaquest (SQ), and Space Invaders (SI)
Method BR BO EO Q*B SQ SI
Random 354 1.2 0 157 110 179
Human 7456 31 368 18900 28010 3690
Sarsa (Bellemare et al., 2013) 996 5.2 129 614 665 271
Contingency (Bellemare et al., 2012) 1743 6 159 960 723 268
HNeat Pixel (Hausknecht et al., 2014) 1332 4 91 1325 800 1145
DQN (Mnih et al., 2013) 4092 168 470 1952 1705 581
TRPO, Single path (Schulman et al., 2015) 1425 10 534 1973 1908 568
TRPO, Vine (Schulman et al., 2015) 859 34 431 7732 7788 450
Our method 1380 18 49 1525 600 955
satisfying the curvature conditions, and sufficient decrease. Additionally the trust-region
algorithm can shrink or expand the trust-region radius based on the quality of the search
step. Also, since the true Hessian is indefinite, using indefinite quasi-Newton matrices, like
Symmetric Rank 1 (SR1), or Full Broyden Class (FBC) within trust-region methods might
lead to better convergence properties. We will study these methods as a future work.
9 Conclusions
We proposed and implemented a novel optimization method based on line search limited-
memory BFGS for deep reinforcement learning framework. We tested our method on six
classic ATARI 2600 games. The L-BFGS method attempts to approximate the Hessian ma-
trix by constructing positive definite matrices with low-rank updates. Due to the nonconvex
and nonlinear loss function in deep reinforcement learning, our numerical experiments show
that using the curvature information in computing the search direction leads to a more
robust convergence. Our proposed deep L-BFGS Q-Learning method is designed to be
efficient for parallel computations in GPU. Our method is much faster than the existing
methods in the literature, and it is memory efficient since it does not need to store a large
experience replay memory.
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