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Abstract
Let X be a separable Banach space with a separating polynomial. We show that there exists C  1
(depending only on X) such that for every Lipschitz function f : X → R, and every ε > 0, there exists a
Lipschitz, real analytic function g : X → R such that |f (x)− g(x)| ε and Lip(g) C Lip(f ). This result
is new even in the case when X is a Hilbert space. Furthermore, in the Hilbertian case we also show that C
can be assumed to be any number greater than 1.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Not much is known about the natural question of approximating functions by real analytic
functions on a real Banach space X. When X is finite dimensional, a famous paper of Whitney’s
[25] provides a completely satisfactory answer to this problem: a combination of integral con-
volutions with Gaussian kernels and real analytic approximations of partitions of unity allows
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there exists a real analytic function g such that ‖Djg(x) − Djf (x)‖ ε(x) for all x ∈ Rn and
j = 1, . . . , k.
In an infinite dimensional Banach space X, the lack of a translation invariant measure which
assigns finite, strictly positive volume to balls makes this question much more difficult to an-
swer, as integral convolutions cannot be directly used in order to regularize a given function. By
constructing a real analytic approximation of a partition of unity, Kurzweil was able to show in
his classic paper [19] that for every Banach space X having a separating polynomial, for every
Banach space Y , and for every continuous function f : X → Y , ε : X → (0,+∞), there exists a
real analytic function g : X → Y such that ‖f (x)− g(x)‖ ε(x) for all x ∈ X.
In the special case of norms (or more generally convex functions) defined on a Banach
space X, Deville, Fonf and Hajek [8,9], by introducing specific formulae suited to this prob-
lem, have proved two important results: first, in lp or Lp , with p an even integer, any equivalent
norm can be uniformly approximated on bounded sets by analytic norms. Second, in X = c0 or
X = C(K), with K a countable compact, any equivalent norm can be uniformly approximated
by analytic norms on X \ {0}.
These results leave at least three important questions open. Question one, is Kurzweil’s result
improvable? On the one hand, Nemirovski and Semenov [23] showed that it is not possible
to approximate uniformly continuous functions by polynomials uniformly on bounded sets of an
infinite dimensional Hilbert space. On the other hand, is it necessary for a Banach space X to have
a separating polynomial in order to enjoy the property that every continuous function defined on
X can be uniformly approximated by real analytic functions? Fry and, independently, Cepedello
and Hajek have proved that every uniformly continuous function defined on c0 (which fails to
have a separating polynomial) [14] and, more generally, on a Banach space with a real analytic
separating function [6], can be uniformly approximated by real analytic functions. However, the
approximating functions they construct (again, refining Kurzweil’s technique, by employing a
real analytic approximation of a partition of unity) are not uniformly continuous, and in any case
the problem of approximating continuous functions (not uniformly continuous) defined on c0 by
real analytic functions remains open.
Question two. Given a Ck function f defined on a Banach space X with a separating poly-
nomial, and a continuous ε : X → (0,+∞), is it possible to find a real analytic function g on
X such that ‖Djf − Djg‖ ε for j = 0,1, . . . , k? Nothing is known about this problem, even
in the case k = 1 and X being a Hilbert space. It is worth mentioning that if we replace real
analytic with C∞ and consider only k = 1, then the question has an affirmative answer, which
was found by Moulis [21] in the cases X = p, c0 and with range any Banach space (although
her proof can be adapted to every Banach space with an unconditional basis and a C∞ smooth
bump function, see [2]), and by Hajek and Johanis [17] very recently for certain range spaces in
the more general case of a separable Banach space X with a C∞ smooth bump function. And,
interestingly enough, in both cases the solution came as a corollary of a theorem on approxima-
tion of Lipschitz functions by more regular Lipschitz functions. This leads us to the following
natural question, which is the subject matter of the present paper.
Question three. Is it possible to approximate a Lipschitz function f defined on a Banach space
X having a separating polynomial by Lipschitz, real analytic functions g? And is it possible to
have the Lipschitz constants of the functions g be of the order of the Lipschitz constant of f
(that is Lip(g)  C Lip(g), where C  1 is independent of f )? In such case, does this hold
for any number C greater than one (that is, is it possible to get real analytic approximations
that almost preserve the Lipschitz constant of the given function)? It is worth noting that every
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in infinite dimensions (such as [19,14,6,18]) cannot work to give a solution to this problem, the
reason being that in order to make the supports of the functions forming the partition locally
finite one has to give up the idea of those functions having a common Lipschitz constant. That
is, even if we consider Cp smooth functions instead of real analytic functions in this question,
the standard approximation technique based on the use of Cp smooth partitions of unity does not
provide a solution to the problem.
A partial answer to this problem can be obtained by combining the Deville–Fonf–Hajek
results on real analytic approximation of convex functions with the following theorem of
M. Cepedello-Boiso [5]: a Banach space is superreflexive if and only if every Lipschitz function
can be approximated by differences of convex functions which are bounded on bounded sets,
uniformly on bounded sets. It follows that, for X = p or Lp , with p an even integer, and for ev-
ery Lipschitz function f : X → R there exists a sequence of real analytic functions gn : X → R
which are Lipschitz on bounded sets, and such that limn→∞ gn = f , uniformly on bounded sets.
However, this method has two important disadvantages: (1) the approximation cannot be made
to be uniform on X, and (2) even on a fixed bounded set B , we lose control on the Lipschitz
constants of the approximations gn: in fact, one has Lip(gn|B ) → ∞ as n → ∞.
A successful new approach to the question of approximating Lipschitz functions on infinite
dimensional Banach spaces was discovered by Fry in [15], with the introduction of what one
can call sup-partitions of unity (see the following section for a definition), a tool which has been
thoroughly exploited in [17].
Very recently, Fry and Keener [16] have constructed a real analytic approximation of a sup-
partition of unity and have employed it to show that, for every Banach space X having a sepa-
rating polynomial, for every bounded open subset U of X, for every bounded Lipschitz function
f : U → R, and for every ε > 0 there exists a Lipschitz, real analytic function g : U → R such
that |f − g| ε.
A disadvantage of the sup-partition approach to approximation is that it only works for
bounded functions. In this paper we will simplify the construction in [16], and we will com-
bine this with some new tools in order to eliminate these restrictions and obtain the following.
Theorem 1. Let X be a separable Banach space which admits a separating polynomial. Then
there exists a number C  1 such that for every Lipschitz function f : X → R, and for every
ε > 0 there exists a Lipschitz, real analytic function g : X → R such that |f (x) − g(x)| ε for
all x ∈ X, and Lip(g) C Lip(f ).
As a matter of fact the proof of this result works for any Banach space X having a separating
function with a Lipschitz holomorphic extension to a uniformly wide neighborhood of X in the
complexification X˜.
Definition 1. A separating function Q on a Banach space X is a function Q : X → [0,+∞) such
that Q(0) = 0 and there exist M,m> 0 such that Q(x)m‖x‖ whenever ‖x‖M .
It is clear that X has a real analytic Lipschitz separating function (with a holomorphic exten-
sion to a uniformly wide neighborhood of X in X˜) if and only if X has a real analytic Lipschitz
function Q which satisfies the above definition with M = m = 1 (and with a holomorphic exten-
sion to a uniformly wide neighborhood of X in X˜). So we also have the following.
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with a Lipschitz holomorphic extension Q˜ defined on a set of the form {x + iy ∈ X˜: x, y ∈ X,
‖y‖ < δ} for some δ > 0. Then there exists a number C  1 such that for every Lipschitz function
f : X → R, and for every ε > 0 there exists a Lipschitz, real analytic function g : X → R such
that |f (x)− g(x)| < ε for all x ∈ X, and Lip(g) C Lip(f ).
We will prove (see Lemma 2 below) that every Banach space with a separating polynomial
(that is a polynomial P : X → R such that P(0) = 0 < inf{P(x): ‖x‖ = 1}) also has a Lipschitz,
real analytic separating function with a holomorphic extension to a uniformly wide neighborhood
of X in X˜. We do not know if the converse is true. A natural related question is: does the space
c0 have such a Lipschitz separating function?
By using Theorem 1 and part of its proof (namely Lemma 3 below) one can also prove the
following.
Theorem 3. Let X be a separable Banach space which admits a separating polynomial. Let
f : X → R be bounded, Lipschitz, and C1 with uniformly continuous derivative. Then for each
ε > 0, there exists a real analytic function g : X → R with |g − f | < ε and ‖g′ − f ′‖ < ε.
We give a detailed proof of this result in [3].
Finally, by combining the Lasry–Lions sup–inf convolution regularization technique [20] with
the preceding theorem and with some of the techniques developed for the proof of Theorem 1,
we will obtain the following improvement of our main result in the most important case; namely,
if X is a Hilbert space, then the real analytic approximations g can be made to almost preserve
the Lipschitz constant of the given function f .
Theorem 4. Let X be a separable Hilbert space, and f : X → R a Lipschitz function. Then for
every ε > 0 there exists a Lipschitz, real analytic function g : X → R such that |f (x)−g(x)| ε
for all x ∈ X, and Lip(g) Lip(f )+ ε.
2. A brief outline of the proof
The proof of our main result is rather long, and very technical at some points so, for the
reader’s convenience, we will next explain the main ideas of our construction (which we here
intentionally oversimplify in order not to be burdened by important, but distracting precision and
notation).
As said in the introduction, we will show in Lemma 2 that every Banach space X with a
separating polynomial p of degree n has a Lipschitz, real analytic separating function. This is
done as follows: such a Banach space always has a 2n-degree homogeneous polynomial q such
that ‖x‖2n  q(x)K‖x‖2n for all x ∈ X. Then the function Q : X → [0,+∞) defined by
Q(x) = (1 + q(x)) 12n − 1
is real analytic, Lipschitz, and separating.
The next step will be taking a dense sequence {xn} in X and constructing an equi-Lipschitz,
real analytic analogue of a sup-partition of unity {ϕn}n∈N which is subordinated to the covering
X =⋃∞ DQ(xn,4), where DQ(xn,4) = {x ∈ X: Q(x−xn) < 4}. By this we mean a collectionn=1
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neighborhood V˜ of X in the complexification X˜ of X, such that:
(1) The collection {ϕn : X → [0,2] | n ∈ N} is equi-Lipschitz on X, with Lipschitz constant
L = 2 Lip(Q).
(2) For each x ∈ X there exists m = mx ∈ N with ϕm(x) > 1.
(3) For every x ∈ X the set {n ∈ N: ϕn(x) > ε} is finite.
(4) 0 ϕn(x) ε for all x ∈ X \DQ(xn,4).
(5) The function V˜  z 	→ {αnϕ˜n(z)}∞n=1 ∈ c˜0 is holomorphic for every sequence {αn} such that
1 αn  1001 for all n.
Next, there is a real analytic norm λ : c0 → [0,∞) which satisfies ‖y‖∞  λ(y) 2‖y‖∞ for
every y ∈ c0. Assuming f : X → [1,1001] is 1-Lipschitz, define a function g : X → R by
g(x) = λ({f (xn)ϕn(x)}
∞
n=1)
λ({ϕn(x)}∞n=1)
.
(The sup-partition of unity approach to approximation consists in replacing the usual locally
finite sum in a classical partition of unity by taking the norm λ. Since λ is equivalent to the supre-
mum norm of c0, the function g roughly behaves like supn{f (xn)ϕn(x)}/ supn{ϕn(x)}, which is
a Lipschitz function approximating f .) It can be checked that g is real analytic, 8518492 Lip(Q)-
Lipschitz, and |f − g|  8. Moreover, given δ > 0, there exists a neighborhood U˜δ of X in X˜,
independent of f but dependent on the interval [1,1001] and the functions ϕn, such that g has a
holomorphic extension g˜ : U˜δ → C satisfying
∣∣g˜(z)− g(x)∣∣ δ for all z = x + iy ∈ U˜δ.
Proving such independence of U˜δ from f is a delicate matter that will be tackled with the help of
a refinement of the main result of [7]: an estimation of the domain of existence of the holomorphic
solutions to a family of complex implicit equations depending on a parameter (see Proposition 1
below).
If we were only interested in approximating bounded functions by Lipschitz, real analytic
functions and we did not care about the Lipschitz constant of the approximations, a replacement
of the interval [1,1001] with a suitable translation of the range of f in the above argument
would finish our proof (up to scaling). However, as the size of the interval increases, so does the
Lipschitz constant of f , and inversely, the size of U˜δ decreases. In order to prove our main result
in full generality we have to work harder.
Up to scaling, the above argument shows the following: there exists C  1 (depending only
on X) such that, for every δ > 0 there is an open neighborhood U˜δ of X in X˜ such that, for
every Lipschitz function f : X → [0,1] with Lip(f )  1, there exists a real analytic function
g : X → R, with holomorphic extension g˜ : U˜δ → C, such that
(1) |f (x)− g(x)| 1/10 for all x ∈ X.
(2) g is Lipschitz, with Lip(g) C Lip(f ).
(3) |g˜(x + iy)− g(x)| δ for all z = x + iy ∈ U˜δ .
D. Azagra et al. / Journal of Functional Analysis 262 (2012) 124–166 129Now, given a 1-Lipschitz, bounded function f : X → [0,+∞), we can cut its graph into
pieces, namely we may define, for n ∈ N, the functions
fn(x) =
{
f (x)− n+ 1 if n− 1 f (x) n,
0 if f (x) n− 1,
1 if n f (x).
The functions fn are clearly 1-Lipschitz and take values in the interval [0,1], so, for δ > 0 (to be
fixed later on) there exist a neighborhood U˜δ of X in X˜ and C-Lipschitz, real analytic functions
gn : X → R, with holomorphic extensions g˜n : U˜δ → C, such that for all n ∈ N we have that gn
is C-Lipschitz, |gn − fn| 1/10, and |g˜n(x + iy)− gn(x)| δ for all z = x + iy ∈ U˜δ .
Observe that the function X  x 	→ {fn(x)}∞n=1 takes values in ∞, and more precisely in the
image of the path β : [0,+∞) → ∞ defined by
β(t) = (1, . . . ,1, t − n+ 1︸ ︷︷ ︸
nth place
,0,0, . . .
)= n−1∑
j=1
ej + (t − n+ 1)en if n− 1 t  n.
The path β is a 1-Lipschitz injection of [0,+∞) into ∞, with a uniformly continuous (but not
Lipschitz) inverse β−1 : β([0,+∞)) → [0,+∞).
Define a uniformly continuous (not Lipschitz) function h on the path β by h(β(t)) = t for all
t  0, that is h(y) = β−1(y) for y ∈ β([0,+∞)). Then we have f (x) = h({fn(x)}∞n=1).
We will construct an open tube of radius 1/8 (with respect to the supremum norm ‖ · ‖∞)
around the path β in ∞, and a real-analytic approximate extension (with bounded derivative)
H of the function h defined on this tube. Then, since |gn − fn|  1/10 and {fn(x)}∞n=1 takes
values in the path β , the function {gn(x)}∞n=1 will take values in this tube, and therefore g(x) :=
H({gn(x)}∞n=1) will approximate H({fn(x)}∞n=1), which in turn approximates h({fn(x)}∞n=1) =
f (x). Besides, since H has a bounded derivative on the tube and the functions gn are C-Lipschitz
then g will be CM-Lipschitz, where M is an upper bound of DH on the tube. Moreover, we will
show that there exist δ > 0 (this is the δ we had to fix) and a holomorphic extension H˜ of H so
that if v ∈ ∞ satisfies ‖v‖∞  δ then∣∣H(u+ iv)−H(u)∣∣ 1.
We will call H a real analytic gluing tube function.
Thus, resetting C to CM , we will deduce that, there exists an open neighborhood U˜ := U˜δ of
X in X˜ such that, for every 1-Lipschitz, bounded function f : X → R, there exists a real analytic
function g : X → R, with holomorphic extension g˜ : U˜ → C, such that
(1) |f (x)− g(x)| 1 for all x ∈ X.
(2) g is C-Lipschitz.
(3) |g˜(x + iy)− g(x)| 1 for all z = x + iy ∈ U˜ .
The last step of the proof consists in passing from bounded to unbounded functions. This
can be achieved by constructing a real analytic approximation θn(Q(x)) to a partition of unity
subordinated to a covering of X consisting of crowns Cn = {x ∈ X: 2n−1 < Q(x) < 2n+1} of
rapidly increasing diameter (so that ∑∞n=1 Lip(θn) < 3), and by approximating each restriction
of f to Cn by a real analytic C-Lipschitz function gn, in order to define
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∞∑
n=1
θn
(
Q(x)
)
gn(x),
which we will check is a 5C-Lipschitz real analytic approximation of f . Up to scaling, our main
theorem will then be proved.
3. Notation and basic definitions. Complexifications
Our notation is standard, with X denoting a Banach space, and an open ball with center x
and radius r denoted BX(x, r) or B(x, r) when the space is understood. If {fj }j is a sequence
of Lipschitz functions defined on X, then we will at times say this family is equi-Lipschitz if
there is a common Lipschitz constant for all j . A homogeneous polynomial of degree n is a
map, P : X → R, of the form P(x) = A(x,x, . . . , x), where A : Xn → R is n-multilinear and
continuous. For n = 0 we take P to be constant. A polynomial of degree n is a sum ∑ni=0 Pi(x),
where the Pi are i-homogeneous polynomials.
Let X be a Banach space, and G ⊂ X an open subset. A function f : G → R is called analytic
if for every x ∈ G, there are a neighborhood Nx , and homogeneous polynomials Pxn : X → R of
degree n, such that
f (x + h) =
∑
n0
Pxn (h) provided x + h ∈ Nx.
Further information on polynomials may be found, for example, in [24].
For a Banach space X, we define its (Taylor) complexification X˜ = X ⊕ iX with norm
‖x + iy‖
X˜
= sup
0θ2π
‖cos θx − sin θy‖X = sup
T ∈X∗,‖T ‖1
√
T (x)2 + T (y)2.
We will sometimes denote, for z = x+ iy ∈ X˜, x := Re z, y := Im z. If L : E → F is a continuous
linear mapping between two real Banach spaces then there is a unique continuous linear exten-
sion L˜ : E˜ → F˜ of L (defined by L˜(x + iy) = L(x)+ iL(y)) such that ‖L˜‖ = ‖L‖. For a contin-
uous k-homogeneous polynomial P : E → R there is also a unique continuous k-homogeneous
polynomial P˜ : E˜ → C such that P˜ = P on E ⊂ E˜, but the norm of P is not generally preserved:
one has that ‖P˜ ‖  2k−1‖P ‖. It follows that if q(x) is a continuous polynomial on X, there is
a unique continuous polynomial q˜(z) = q˜(x + iy) on X˜ where for y = 0 we have q˜ = q . It also
follows that if the Taylor series f (x + h) = ∑∞n=0 Dnf (x)(h)/n! of a real analytic function
f : X → R at a point x has radius of convergence rx then the series ∑∞n=0 D˜nf (x)(h)/n! has
radius of convergence rx/2e (see for instance [6, Lemma 0]). Consequently f has a holomorphic
extension f˜ to the neighborhood {x + iy: x, y ∈ X, ‖x + iy‖
X˜
< rx} of X in X˜.
We will also use the fact that for this complexification procedure the complexifications c˜0, ˜∞
of the real Banach spaces c0 and ∞ are just the usual complex versions of these spaces. That
is, we have c˜0 = {{zj }: zj ∈ C, limj→∞ zj = 0}, with norm ‖z‖c˜0 = ‖{zj }‖c˜0 = maxj {|zj |},
and similarly for l˜∞. For more information on complexifications (and polynomials) we recom-
mend [22].
In the sequel, all extensions of functions from X to X˜, as well as subsets of X˜, will be embel-
lished with a tilde. All smoothness properties of a norm or Minkowski functional are assumed
implicitly not to include the point 0. For any unexplained terms we refer to [10,12].
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4.1. The Preiss norm
As developed in [13], there is a real analytic norm on c0 (hereafter referred to as the Preiss
norm, ‖ · ‖) that is equivalent to the canonical supremum norm ‖ · ‖∞. Let us recall the construc-
tion. Let C : c0 → R be given by C({xn}) =∑∞n=1(xn)2n. Let W = {x ∈ c0: C(x) 1}. Then ‖·‖
is the Minkowski functional of W ; that is, ‖x‖ is the solution for λ to C(λ−1x) = 1. The Preiss
norm is analytic at all non-zero points in c0. To see this, let us define the function C˜ : V → C by
C˜({zn}) =∑∞n=1(zn)2n where V is the subset of l˜∞ for which the series converges. Then C˜ is
analytic at each z ∈ c˜0. Indeed, the partial sums are analytic as a consequence of the analyticity
of the (complex linear) projection functions pj ({zi}) = zj . Since the series in the definition of
C˜ converges locally uniformly at each z ∈ c˜0 the analyticity of C˜ on c˜0 follows. Also, for z ∈ c˜0
sufficiently close to c0 and λ ∈ C \ {0} sufficiently close to R \ {0} we have ∂C˜(λ−1z)∂λ = 0, hence
one can apply the complex Implicit Function Theorem (see e.g. [4], or [11, p. 265], where the
real result for Banach spaces is easily extended to the analytic case) to F(z,λ) = C˜(λ−1z) − 1
to obtain a unique holomorphic solution λ˜(z) to F(z,λ) = 0, with λ := λ˜|c0 = ‖ · ‖, defined on a
neighborhood of c0 \ {0} in c˜0. Now if x = {xn} satisfies ‖x‖∞ = 1, then ∑∞n=1(‖x‖−1xn)2n = 1
implies ‖x‖  1. On the other hand, if ‖x‖∞ = 1/2, then C(x) ∑∞n=1(1/2)2j < 1, imply-
ing ‖x‖ < 1. Hence, (1/2)‖x‖  ‖x‖∞  ‖x‖ for all x in c0. We shall use the above notation
throughout this article.
4.2. Separating polynomials and separating Lipschitz analytic functions
Let X be a Banach space. A separating polynomial on X is a polynomial q on X such that
0 = q(0) < inf{|q(x)|: x ∈ SX}. It is known [13] that if X is superreflexive and admits a C∞-
smooth bump function then X admits a separating polynomial. The following lemma makes
precise, observations of Kurzweil in [19].
Lemma 1. Let X be a Banach space with a separating polynomial of degree n. Then there
exist K > 1 and a 2n degree homogeneous separating polynomial q : X → [0,+∞) such that
‖x‖2n  q(x)K‖x‖2n for all x ∈ X.
Proof. We may suppose that p =∑ni=1 pi , where pi is i-homogeneous for 1  i  n. Define
q = p2n1 + p2n/22 + · · · + p2n. Note that q is 2n-homogeneous. As p is separating, there is some
η > 0 such that q(x) η for all x ∈ SX . By scaling, we may assume that η = 1. Then from the 2n-
homogeneity, q(x) ‖x‖2n. Now, as q is continuous at 0, there is δ > 0 with ‖x‖ δ implying
q(x) 1, so again from 2n-homogeneity, 1 q( δx‖x‖ ) = q(x) δ
2n
‖x‖2n , and we are done. 
Note that a separating polynomial, even though it is Lipschitz on every bounded set, is never
Lipschitz on all of X. In the proof of our main results we will require the existence of a globally
Lipschitz, real analytic separating function on X. The following lemma provides us with such
separating functions for every Banach space having a separating polynomial.
Lemma 2. Let X be a Banach space with a separating polynomial q as in the previous lemma.
Then the function Q : X → [0,+∞) defined by
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is real analytic, satisfies inf‖x‖1 Q(x) > 0 = Q(0), and is Lipschitz on all of X. Moreover, there
is some δQ > 0 such that Q has a holomorphic extension Q˜ to the open strip WδQ := {x + z: x ∈
X, z ∈ X˜, ‖z‖
X˜
< δQ} in X˜ such that Q˜ is still Lipschitz on WδQ . Finally, we have that
Q(x) < 4r ⇒ ‖x‖ < 8r, for all r  1, x ∈ X.
In particular Q(x) 12‖x‖ for ‖x‖ 8 and Q is separating.
Proof. Since the function w 	→ w1/2n is well defined (taking the usual branch of log) and holo-
morphic on the half-plane Rew  1/2 in C, it is clear that
Q˜(x + z) = (1 + q˜(x + z))1/2m
will be well defined and holomorphic on such a strip WδQ as soon as we find δ = δQ > 0 small
enough so that Re(1 + q˜(x + z)) 1/2 whenever x ∈ X, z ∈ X˜, ‖z‖ δ.
Let A (resp. A˜) denote a 2n-multilinear form on X (resp. X˜) such that q(x) = A(x, . . . , x)
(resp. q˜(w) = A˜(w, . . . ,w)). We have, for x ∈ X and z ∈ X˜ with ‖z‖  δ < 1 (δ = δQ is to be
fixed later),
Re q˜(x + z) = ReA(x + z, x + z, . . . , x + z)
= A(x,x, . . . , x)+ terms of the form ReA(y1, . . . , y2n),
where yj ∈ {x, z} for all j, and yk = z for at least one k
A(x, . . . , x)−
2n∑
j=1
‖A˜‖
(
2n
j
)
‖x‖2n−j‖z‖j
 ‖x‖2n − ‖A‖
2n∑
j=1
(
2n
j
)
‖x‖2n−j δj
 ‖x‖2n − δ‖A‖
2n∑
j=1
(
2n
j
)
‖x‖2n−j
 ‖x‖2n − δ‖A‖(‖x‖ + 1)2n.
Hence
Re
(
1 + q˜(x + z)) 1
2
+ 1
2
+ ‖x‖2n − δ‖A‖(‖x‖ + 1)2n.
Since the real function
f (t) =
1
2 + t2n
2n(|t | + 1)
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and therefore 1 + t2n − α(|t | + 1)2n  1/2 for all t ∈ R. If we set
δ = 1
2
min
{
1, α/‖A‖},
this implies that 1 + ‖x‖2n − δ‖A‖(‖x‖ + 1)2n  1/2 for all x ∈ X, and therefore
Re
(
1 + q˜(x + z)) 1
2
, for all x + z ∈ Wδ,
and the function Q˜ is holomorphic on Wδ .
Now let us check that Q˜ is Lipschitz on Wδ . By the same estimation as above, for x ∈ X,
z ∈ X˜ with ‖z‖ δ, we have∣∣1 + q˜(x + z)∣∣ Re(1 + q˜(x + z)) 1 + ‖x‖2n − δ‖A‖(‖x‖ + 1)2n  1/2,
and on the other hand, the derivative of q˜ being a (2n− 1)-homogeneous polynomial,∣∣q˜ ′(x + z)∣∣ ∥∥q˜ ′∥∥(‖x‖ + ‖z‖)2n−1  ∥∥q˜ ′∥∥(‖x‖ + δ)2n−1.
By combining these two inequalities we get, for x + z ∈ Wδ ,
∥∥Q˜′(x + z)∥∥= ‖q˜ ′(x + z)‖
|2n(1 + q˜(x + z))1− 12n |
 ‖q˜
′‖(‖x‖ + δ)2n−1
(1 + ‖x‖2n − δ‖A‖(‖x‖ + 1)2n) 2n−12n
.
Since the function
R  t 	→ ‖q˜
′‖(|t | + δ)2n−1
(1 + |t |2n − δ‖A‖(|t | + 1)2n) 2n−12n
∈ R
is bounded on R, it follows that the derivative Q˜′ is bounded on the convex set Wδ , and therefore
the function Q˜ is Lipschitz on Wδ .
Finally, assume that ‖x‖  8r , r  1. Since q(x)  ‖x‖2n and the function h(t) = (1 +
t2n)1/2n − 1 is increasing, we have
Q(x) h
(‖x‖) h(8r).
Now, for r  1 we have
(1 + 4r)2n  22n(4r)2n  1 + (8r)2n,
from which it follows that
h(8r) 4r,
and therefore Q(x) 4r . 
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In the sequel we will be using the following notation: for the real analytic and Lipschitz
separating function Q constructed in Lemma 2, and for every x ∈ X, r > 0, we define the Q-
bodies
DQ(x, r) =
{
y ∈ X: Q(y − x) < r}.
5.1. Real analytic sup-partitions of unity
The following lemma provides us, for any given r > 0, ε ∈ (0,1), with a real-analytic ana-
logue of sup-partitions of unity (see [15,17]) which, one could say, are ε-subordinated to a
covering of the form X =⋃∞j=1 DQ(xj ,4r).
Lemma 3. Let V˜ = WδQ be an open strip around X in X˜ in which the function Q˜ of Lemma 2
is defined. Given r,K,η > 0, ε ∈ (0,1), and a covering of the form X =⋃∞j=1 DQ(xj , r), there
exists a sequence of holomorphic functions ϕ˜n = ϕ˜n,r,ε : V˜ → C, whose restrictions to X we
denote by ϕn = ϕn,r,ε , with the following properties:
(1) The collection {ϕn,r,ε : X → [0,2] | n ∈ N} is equi-Lipschitz on X, with Lipschitz constant
L = 2 Lip(Q)/r (independent of ε).
(2) 0 ϕn,r,ε(x) 1 + ε for all x ∈ X.
(3) For each x ∈ X there exists m = mx,r ∈ N (independent of ε) with ϕm,r,ε(x) > 1. Further-
more, mx,s mx,r whenever r  s.
(4) 0 ϕn,r,ε(x) ε for all x ∈ X \DQ(xn,4r).
(4′) ‖ϕn,r,ε(x)‖ ε for all x ∈ X \DQ(xn,5r).
(5) For each x ∈ X there exist δx,r > 0, ax,r > 0, and nx,r ∈ N (independent of ε) such that∣∣ϕ˜n,r,ε(x + z)∣∣< 1
n!anxMn
for n > nx,r , z ∈ X˜ with ‖z‖X˜ < δx,r ,
where Mn := e2K2η(1 + ‖xn‖).
(6) For each x ∈ X there exist δx,r > 0 (independent of ε) and nx,r,ε ∈ N such that for ‖z‖X˜ <
δx,r and n > nx,r,ε we have |ϕ˜n,r,ε(x + z)| < ε.
(7) For each x ∈ X there exists δx,r,ε such that∣∣ϕ˜n,r,ε(x + z)∣∣ 1 + 2ε for n ∈ N, r  1, z ∈ X˜ with ‖z‖X˜  δx,r,ε.
Moreover, in the case when r  1, the numbers δx,r , ax,r , nx,r , δx,r,ε and nx,r,ε can be assumed
to be independent of r .
Proof. Define subsets A1,r = {y1 ∈ R: −1 y1  4r}, and, for n 2,
An,r =
{
y = {yj }nj=1 ∈ n∞: −1 − r  yn  4r, 2r  yj Mn,r + 2r for 1 j  n− 1
}
,
A′n,r =
{
y = {yj }nj=1 ∈ n∞: −1 yn  3r, 3r  yj Mn,r + r for 1 j  n− 1
}
,
where Mn,r = sup
{
Q(x − xj ): x ∈ DQ(xn,4r), 1 j  n
}
.
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bn(y) = (1 + ε)max
{
0,1 − 1
r
dist∞
(
y,A′n
)}
,
where dist∞(y,A) = inf{‖y − a‖∞: a ∈ A}.
In the sequel, in order not to be too burdened by notation, we will omit the subscripts r , ε
whenever they do not play a relevant role locally in the argument.
It is clear that support(bn) = An, that bn = 1 + ε on A′n, and that bn is (2/r)-Lipschitz (note
in particular that the Lipschitz constant of bn does not depend on n ∈ N or ε ∈ (0,1)).
Since the function bn = bn,r,ε is 2r -Lipschitz and bounded by 2 on Rn, it is a standard fact
that the normalized integral convolutions of bn with the Gaussian-like kernels y 	→ Gκ(y) :=
e
−κ∑nj=1 2−j y2j ,
x 	→ 1
Tκ
bn ∗Gκ(x) = 1∫
Rn
e
−κ∑nj=1 2−j y2j dy
∫
Rn
bn(y)e
−κ∑nj=1 2−j (xj−yj )2 dy,
where Tκ = Tκ,n =
∫
Rn
e
−κ∑nj=1 2−j y2j dy,
converge to bn uniformly on Rn as κ → +∞. Moreover, since bn = b′n = 0 on the open set
n∞ \An, we also have that
lim
κ→+∞
(
1
Tκ,n
bn,r,ε ∗Gκ
)′
(x) = b′n,r,ε(x)
uniformly in x ∈ {y ∈ n∞: dist∞(y,An)  r}. Therefore, for each n ∈ N we can find κn =
κn,r,ε > 0 large enough so that∣∣∣∣bn,r,ε(x)− 1Tκn,ε bn,r,ε ∗Gκn,ε (x)
∣∣∣∣ ε2 for all x ∈ Rn and (∗)
∥∥b′n(x)− (bn ∗Gκn)′(x)∥∥ ε2 whenever dist∞(x,An) r. (∗∗)
For reasons that will become apparent later on, we shall also take each κn,r,ε to be large enough
so that
κnn  2(
√
2)n(n!)2. (∗∗∗)
Also, note that when r  1 then the functions bn,r,ε are all 2-Lipschitz and therefore κn,r,ε can
be assumed to be independent of r .
Let us also define T˜n =
∫
Rn
e
−∑nj=1 2−j y2j dy, and
Tn := Tκn,n =
∫
n
e
−κn∑nj=1 2−j y2j dy = 1
κ
n/2
n
T˜n,R
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Tn =
∫
Rn
e
−κn∑nj=1 2−j y2j dy = ∫
Rn
e
−κn∑nj=1 2−j (Aj−yj )2 dy
for any Aj ∈ R.
Now define νn : n∞ → R by
νn(x) := 1
Tκn
bn ∗Gκn(x) =
1
Tn
∫
Rn
bn(y)e
−κn∑nj=1 2−j (xj−yj )2 dy.
Let us note that
νn(x) = 1
Tn
∫
Rn
bn(y)e
−κn∑nj=1 2−j (xj−yj )2 dy
= 1
Tn
∫
Rn
bn(x − y)e−κn
∑n
j=1 2−j y2j dy,
and so
∣∣νn(x)− νn(x′)∣∣= ∣∣∣∣ 1Tn
∫
Rn
(
bn(x − y)− bn
(
x′ − y))e−κn∑nj=1 2−j y2j dy∣∣∣∣
 1
Tn
∫
Rn
∣∣bn(x − y)− bn(x′ − y)∣∣e−κn∑nj=1 2−j y2j dy
 2
r
∥∥x − x′∥∥∞ 1Tn
∫
Rn
e
−κn∑nj=1 2−j y2j dy
= 2
r
∥∥x − x′∥∥∞.
Hence, νn is 2r -Lipschitz. Note also that ‖νn‖∞  ‖bn‖∞  2.
Next, consider the map λn : X → ln∞ given by
λn(x) =
(
Q(x − x1), . . . ,Q(x − xn)
)
,
where Q is the real analytic and Lipschitz separating function constructed in Lemma 2.
Then for n 1 we define (real) analytic maps ϕn = ϕn,r,ε : X → R by
ϕn(x) = νn
(
λn(x)
)= νn({Q(x − xj )}nj=1)
= 1
Tn
∫
n
bn(y)e
−κn∑nj=1 2−j (Q(x−xj )−yj )2 dy.R
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∣∣ϕn(x)− ϕn(x′)∣∣= ∣∣νn(λn(x))− νn(λn(x′))∣∣ 2
r
∥∥λn(x)− λn(x′)∥∥∞
= 2
r
∥∥{Q(x − xj )−Q(x′ − xj )}nj=1∥∥∞  2r Lip(Q)∥∥x − x′∥∥X,
hence the collection {ϕn,r,ε: n ∈ N} is uniformly Lipschitz on X, with constant 2r Lip(Q).
We can extend the maps ϕn,r,ε to complex-valued maps defined on WδQ (see Lemma 2),
calling them ϕ˜n,r,ε . Namely (where x ∈ X, z ∈ X˜),
ϕ˜n(x + z) = 1
Tn
∫
Rn
bn(y)e
−κn∑nj=1 2−j (Q˜(x−xj+z)−yj )2 dy.
Note that the ϕ˜n are well defined (as the bn have compact supports) and are holomorphic where Q˜
is (namely on V˜ ). Hence the above calculation establishes (1) as ϕ˜n|X = ϕn. Bearing in mind that
‖νn‖∞  ‖bn‖∞, it is also clear that 0 ϕn(x) 1 + ε for all x ∈ X, n ∈ N, which proves (2).
Let us show (3). For each fixed x ∈ X, there exists m = mx,r with x ∈ DQ(xnx ,3r) but with
x /∈ DQ(xi,3r) for i < m. Observe that if r  s then x /∈ DQ(xi,3s) for i < mx,r , so we neces-
sarily have mx,s mx,r for all r  s.
This implies that the point (Q(x − x1),Q(x − x2), . . . ,Q(x − xmx,r )) belongs to A′m,r , where
the function bmx,r takes the value 1 + ε. According to (∗), we have
∣∣1 + ε − ϕm(x)∣∣= ∣∣∣∣bm(x)−( 1Tκnx bm ∗Gκm
)(
Q(x − x1),Q(x − x2), . . . ,Q(x − xm)
)∣∣∣∣
 ε/2,
which yields ϕm(x) 1 + ε − ε/2 > 1.
Properties (4) and (4′) are shown similarly: if Q(x − xn)  4r then the point (Q(x − x1),
. . . ,Q(x − xn)) lies in a region of Rn where the function bn takes the value 0, and (∗) imme-
diately gives us ϕn(x) ε/2. And if Q(x − xn) 5r then (Q(x − x1), . . . ,Q(x − xn)) ∈ {y ∈
n∞: dist∞(y,An) r}, so (∗∗) implies that ‖ϕ′n(x)‖ ε/2.
We finally show the more delicate properties (5), (6) and (7). For x ∈ X and z ∈ X˜ with
‖z‖ < δQ, according to Lemma 2, we have
Q˜(x − xj + z) = Q(x − xj )+Zj , where Zj ∈ C with |Zj | C‖z‖X˜,
C being the Lipschitz constant of Q˜ on the strip WδQ .
Now
(
Q˜(x − xj + z)− yj
)2 = (Q(x − xj )− yj +Zj )2
= (Q(x − xj )− yj )2 + 2(Q(x − xj )− yj )Zj +Z2.j
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X˜
< δQ we have
Re
(
Q˜(x − xj + z)− yj
)2 = (Q(x − xj )− yj )2 + 2(Q(x − xj )− yj )ReZj + Re(Z2j )
= (Q(x − xj )− yj + ReZj )2 − (ReZj )2 + Re(Z2j )

(
Q(x − xj )− yj + ReZj
)2 − 2C2‖z‖2
X˜
.
Next, for each x ∈ X there exists nx,r so that Q(x − xnx,r ) < r (note that nx,r can be assumed
to be equal to nx,1 in the case r  1), and also for n > nx,r and y ∈ An = support(bn) we have
ynx,r  2r . Hence, ynx,r −Q(x −xnx,r ) > 2r − r = r . Thus, for ‖z‖X˜ < min{r/2C,δQ}, n > nx,r
and y ∈ An we have
(
Q(x − xnx,r )− ynx,r + Re(Znx,r )
)2 = (ynx,r −Q(x − xnx,r )− Re(Znx,r ))2

(
ynx,r −Q(x − xnx,r )−C‖z‖X˜
)2

(
r −C‖z‖
X˜
)2

(
r − r
2
)2
= r
2
4
.
It follows that for ‖z‖
X˜
< min{r/2C,δQ}, n > nx,r , and y ∈ An,
n∑
j=1
2−j Re
(
Q˜(x − xj + z)− yj
)2

n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2 − 2C2 n∑
j=1
2−j‖z‖2
X˜
= 1
2
n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2
+ 1
2
n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2 − 2C2 n∑
j=1
2−j‖z‖2
X˜
 1
2
n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2 + 1
2
2−nx,r r
2
4
− 2C2
n∑
j=1
2−j‖z‖2
X˜
 1
2
n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2 + 2−nx,r−3r2 − 2C2‖z‖2
X˜
.
Define δx,r = r
√
2−nx,r−4
C2
, ax,r = r22−nx,r−4 for 0 < r  1, and put ax,r := ax,1 and δx,r := δx,1
if r  1. For every n > nx,r , y ∈ An, and z ∈ X˜ with ‖z‖ ˜  δx,r , we haveX
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j=1
2−j Re
(
Q˜(x − xj + z)− yj
)2
 1
2
n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2 + 2−nx,r−3r2 − 2C2δ2x,r
= 1
2
n∑
j=1
2−j
(
Q(x − xj )− yj + ReZj
)2 + ax,r .
Therefore, for every n > nx,r and z ∈ X˜ with ‖z‖X˜  δx,r we can estimate
∣∣ϕ˜n,r,ε(x + z)∣∣= ∣∣∣∣ 1Tn
∫
Rn
bn(y)e
−κn∑nj=1 2−j (Q˜(x0−xj+z)−yj )2 dy
∣∣∣∣
= 1
Tn
∫
Rn
bn(y)e
−κn Re∑nj=1 2−j (Q˜(x0−xj+z)−yj )2 dy
 2
Tn
∫
An,r
e
−κnax,r− 12 κn
∑n
j=1 2−j (Q(x−xj )+Re(Zj )−yj )2 dy
 2e
−κnax,r
Tn
∫
Rn
e
− 12 κn
∑n
j=1 2−j (Q(x−xj )+Re(Zj )−yj )2 dy
= 2e
−κnax,r
Tn
∫
Rn
e
−κn∑nj=1 2−j u2j (√2)n du
= 2(√2)ne−κnax,r .
Now, by choice of κn = κn,r,ε (see (∗∗∗) above), we have
2(
√
2)ne−κnax,r  2(
√
2)nn!
κnna
n
x,r
 1
anx,rn!Mn
.
Hence ∣∣ϕ˜n,r,ε(x + z)∣∣ 1
n!anx,rMn
for all n > nx,r , ε ∈ (0,1), and z ∈ X˜ with ‖z‖ δx,r . This establishes (5).
In particular by taking nx,r,ε > nx,r sufficiently large, we can guarantee that for n > nx,r,ε and
‖z‖
X˜
< δx,r we have |ϕ˜n(x0 + z)| < ε, which proves (6).
As for (7), we can write, as above, Q˜(x − xj + z) = Q(x − xj ) + Zj , where Zj ∈ C with
|Zj | C‖z‖X˜  Cδx,r , and we have
Re
(
Q˜(x − xj + z)− yj
)2  (Q(x − xj )− yj + ReZj )2 − 2C2δ2x,r ,
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∣∣ϕ˜n,r,ε(x + z)∣∣= 1
Tn
∫
Rn
bn(y)e
−κn Re∑nj=1 2−j (Q˜(x0−xj+z)−yj )2 dy
 1 + ε
Tn
∫
Rn
e
−κn∑nj=1 2−j [(Q(x−xj )+ReZj−yj )2−2C2δ2x,r ] dy
= (1 + ε)e
2κnC2δ2x,r
Tn
∫
Rn
e
−κn∑nj=1 2−j (Q(x−xj )+ReZj−yj )2 dy
= (1 + ε)e2κnC2δ2x,r .
This is true for every n ∈ N, z ∈ X˜ with ‖z‖
X˜
 δx,r . On the other hand, for n > nx,r we already
know that
∣∣ϕ˜n,r,ε(x + z)∣∣ 1
ax,rn!
if ‖z‖
X˜
 δx,r , and since this sequence converges to 0 we can find mx,r,ε such that
∣∣ϕ˜n,r,ε(x + z)∣∣ 1
ax,rn! < 1 + 2ε for nmx,r,ε, ‖z‖W˜  δx,r .
Then we can define
δx,r,ε = min
{
δx,r ,
√
1
2κ1,r,εC2
log
(
1 + 2ε
1 + ε
)
, . . . ,
√
1
2κmx,r,ε,r,εC2
log
(
1 + 2ε
1 + ε
)}
,
so we get ∣∣ϕ˜n,r,ε(x + z)∣∣ 1 + 2ε
if ‖z‖
X˜
 δx,r,ε , for all n ∈ N and r > 0. In the case r  1 the numbers κn,r,ε , δx,r , ax,r are
independent of r , hence so are mx,r,ε and δx,r,ε . 
Remark 1. In this paper we will only use the above lemma in the case r  1, and we will not
need property (4′). The Mn can also be dropped from property (5). However, we use the full
power of this lemma in [3].
5.2. A refinement of the implicit function theorem for holomorphic mappings on complex
Banach spaces
We shall use the following refinement of [7, Theorem 1.1], which provides a lower bound
on the size of the domains of existence of the solutions to a family of complex analytic implicit
equations, in a uniform manner with respect to the equation, whenever appropriate bounds are
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dependent variable.
Proposition 1. Let ψ : E × C × P → C be a function, where E is a complex Banach space and
P is a set of parameters. Let (x0,μ0) ∈ E × C, R > 0, and suppose that for each p ∈ P the
function
(x,μ) 	→ ψp(x,μ) = ψ(x,μ,p)
is (complex) analytic on B = {(x,μ): ‖x − x0‖  R, |μ − μ0|  R}, and that there exist
M,A> 0 such that∣∣∣∣∂ψp∂μ (x0,μ0)
∣∣∣∣A, and ∣∣ψp(x,μ)∣∣M for all (x,μ) ∈ B, p ∈ P.
Then there exist 0 < r = r(A,R,M) < R and s = s(A,R,M) > 0 so that for each p ∈ P there
exists a unique analytic function μ = μp(x), defined on the ball B(x0, s), such that ψp(x,μ) = 0
for (x,μ) ∈ B(x0, s)×B(μ0, r) if and only if μ = μp(x) for x ∈ B(x0, s).
Proof. This is essentially a restatement of Theorem 1.1 in [7], where the result is proved (with
estimates for r and s) in the case when P is a singleton and E = Cn. The part of the proof in
[7] that does not follow directly from the implicit function theorem for holomorphic mappings
combines an estimation of the Taylor series of ψp at (x0,μ0) with respect to the variable μ ∈ C,
and an application of Rouche’s theorem to the functions C  μ 	→ ψp(x0,μ) ∈ C and C  μ 	→
ψp(x,μ) ∈ C. In these two steps the variable x ∈ E can be regarded as a parameter, so the same
argument applies, with obvious changes, to the present situation. 
5.3. Proof of the main result in the case of a 1-Lipschitz function taking values in [0,1]
Let us define
A = {α = {αn}∞n=1 ∈ ∞: 1 αn  1001 for all n ∈ N}.
For every α ∈ A and z = {zn}∞n=1 ∈ c˜0 \ {0}, let us denote αz := {αnzn}∞n=1, and observe that
αz ∈ c˜0 \ {0}. In fact the mapping α : c˜0 → c˜0, defined by α(z) = αz is a linear isomorphism
satisfying ‖z‖∞  ‖αz‖∞  1001‖z‖∞.
Lemma 4. Let r  1, and let ϕn = ϕn,r,ε , ϕ˜n = ϕ˜n,r,ε be the collections of functions defined in
Lemma 3. We have that:
(1) There exists an open neighborhood V˜1 ⊂ V˜ of X in X˜ such that the mapping Φ˜α,r,ε =
Φ˜ : V˜1 → c˜0 defined by
Φ˜(z) = {αnϕ˜n(z)}∞n=1
is holomorphic, for any α ∈ A, r  1, ε ∈ (0,1).
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α ∈ A, r  1, there is a holomorphic extension F˜α,r,ε of λ ◦ Φα,r,ε , defined on W˜ε , where λ
is the Preiss norm from Section 4.1, and such that∣∣F˜α,r,ε(x + iy)− λ ◦Φα,r,ε(x)∣∣ ε
for every x, y ∈ X with x + iy ∈ W˜ε .
Proof. Since r  1 we have ax,r = ax,1 and δx,r = δx,1 in Lemma 3, so we will simply de-
note these numbers by ax and δx , respectively. Because the numerical series
∑∞
n=1 1/(n!anx ) is
convergent, and bearing in mind property (5) of Lemma 3, we have that the series of functions
∞∑
n=1
∣∣αnϕ˜n(z)∣∣
is uniformly convergent on the ball B
X˜
(x, δx), which clearly implies that the series
∞∑
n=1
αnϕ˜n(z)en
is uniformly convergent for z ∈ B
X˜
(x, δx), for any {an}∞n=1 ∈ ∞. If we set V˜1 =
⋃
x∈X BX˜(x, δx)
and note that for each n ∈ N the mapping
V˜  z 	→ ϕn(z)en ∈ c˜0
is holomorphic, it is clear that Φ˜α,r,ε =∑∞n=1 ϕ˜n,r,εen, being a series of holomorphic mappings
which converges locally uniformly in V˜1, defines a holomorphic mapping from V˜1 into c˜0. Note
that V˜1 is independent of α, r , ε because so is δx .
Let us now prove (2). Define the function ψα,r,ε : V˜1 × C \ {0} → C by
ψ˜α,r,ε(w,μ) =
∞∑
n=0
(
αnϕ˜n,r,ε(w)
μ
)2n
− 1.
The function ψ˜α,r,ε is holomorphic on V˜1, because it is the composition of Φ˜α,r,ε : V˜1 → c˜0 with
the function C˜ : c˜0 ×C\{0} → C defined by C˜({zn}) =∑∞n=1 z2nn −1, which is also holomorphic
on c˜0 × C \ {0}.
For ε > 0 fixed and x ∈ X given, we are going to apply the preceding proposition to the
family of functions ψ˜α,r,ε indexed by P = {(α, r): α ∈ A, r  1}. So we have to find appropriate
bounds for ψ˜α,r,ε and ∂ψα,r,ε/∂μ.
For our given x ∈ X, we can apply properties (5) and (7) of Lemma 3 to find nx, ax, δx > 0
(independent of r , ε) and δx,ε > 0 (independent of r) such that
∣∣ϕ˜n,r,ε(w)∣∣< 1 n for n > nx, r  1, w ∈ X˜ with ‖w − x‖X˜ < δx,n!ax
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Let us fix 0 <Rx,ε < min{ε,1/6, δx, δx,ε}, and observe that V˜1 ⊃ BX˜(x,Rx,ε).
Note that λ(Φα,r,ε(x)) ‖{αnϕn(x)}∞n=1‖∞ > 1 by property (3) of Lemma 3, so in particular|μ| λ(Φα,r,ε(x))−Rx,ε  1 − 1/6 = 5/6 whenever |μ− λ(Φα,r,ε(x))|Rx,ε .
Then we have, for every (α, r) ∈ P , for ‖w − x‖
X˜
Rx,ε , and for |μ− λ(Φα,r,ε(x))|Rx,ε ,
∣∣ψ˜α,r,ε(w,μ)∣∣
∣∣∣∣∣
∞∑
n=1
(
αnϕ˜n,r,ε(w)
μ
)2n
− 1
∣∣∣∣∣
 1 +
nx∑
n=1
(
1001(1 + 2ε)
5/6
)2n
+
∞∑
n=nx+1
(
1
n!anx
)2n
:= Mx,ε
(observe that Mx,ε is independent of (r,α) ∈ P ).
On the other hand we can apply property (3) of Lemma 3 to find, for every r  1, numbers
mx,r mx,1 such that ϕmx,r ,r,ε(x) > 1.
Since λ 2‖ · ‖∞ on c0, and using property (2) of Lemma 3, we have
λ
(
Φα,r,ε(x)
)
 2
∥∥Φα,r,ε(x)∥∥∞  2002∥∥Φ1,r,ε(x)∥∥∞  4004.
So, if we set
Ax := 140042mx,1+1
(clearly independent of (r,α) ∈ P ), and we use the fact that mx,r  mx,1 for all r  1, we can
estimate∣∣∣∣∂ψα,r,ε∂μ (x,λ(Φα,r,ε(x)))
∣∣∣∣=
∣∣∣∣∣−
∞∑
n=1
2n
(
αnϕn(x)
λ(Φα,r,ε(x))
)2n
· 1
λ(Φα,r,ε(x))
∣∣∣∣∣

∞∑
n=1
2n
(
ϕn(x)
4004
)2n
· 1
4004
 2mx,r
4004
(
ϕmx,r (x)
4004
)2mx,r
 mx,r
4004
(
1
4004
)2mx,r
 1
4004
(
1
4004
)2mx,r
 1
4004
(
1
4004
)2mx,1
= Ax.
Therefore, according to the preceding proposition, we can find a number sx = sx,ε > 0 (in-
dependent of α, r) such that there is a holomorphic solution μ˜ = F˜α,r,ε(w) to the implicit
equation ψ˜α,r,ε(w,μ) = 0, defined on the ball B ˜ (x, sx), for every α ∈ A, r  1. Since theX
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of a point are equal to one another in the connected component of that point, and since the func-
tion w 	→ λ˜(Φ˜α,r,ε(w)) also solves the implicit equation ψ˜α,r,ε(w,μ) = 0 for μ in terms of w in
a neighborhood of x, one easily deduces that F˜α,r,ε can be defined on all of
W˜ε :=
⋃
x∈X
B
X˜
(x, sx,ε),
and that F˜α,r,ε is a holomorphic extension of λ ◦Φα,r,ε .
Besides, by the same proposition, we also have that for every α ∈ A, r  1 the function F˜α,r,ε
maps the ball B
X˜
(x, sx) into a disc BC(λ(Φα,r,ε(x)), rx), where 0 < rx = rx,ε < Rx,ε  ε. Hence
we have that ∣∣F˜α,r,ε(x + iy)− λ ◦Φα,r,ε(x)∣∣ ε
for every x, y ∈ X with x + iy ∈ W˜ε . 
Now we turn to the proof of Theorem 1. We shall first consider the case when f : X →
[1,1001] is L-Lipschitz with 0 < L  1. Define r = 1/L, so r  1, rename ε = δ ∈ (0,10−4),
and apply Lemma 3 to find a corresponding collection of functions ϕn = ϕn, 1
L
,δ
, n ∈ N. The
functions ϕn are thus 2C/r-Lipschitz, where we denote C = Lip(Q).
Define a function g : X → R by
g(x) = λ({f (xn)ϕn(x)}
∞
n=1)
λ({ϕn(x)}∞n=1)
= λ ◦Φα,r,δ(x)
λ ◦Φ1,r,δ(x)
where here we denote α = {f (xn)}∞n=1 ∈ A, and also 1 = (1,1,1, . . .) ∈ A ⊂ ∞.
The function g is well defined, is real analytic, and has a holomorphic extension g˜ defined on
the neighborhood U˜ := W˜δ of X in X˜ provided by Lemma 4, given by
g˜(w) = F˜α,r,δ(w)
F˜1,r,δ(w)
.
Since the functions ϕn are 2C/r-Lipschitz, the norm λ : c0 → R is 2-Lipschitz (with respect
to the usual norm ‖ · ‖∞ of c0), and 1 f  1001, we have∣∣λ({f (xn)ϕn(x)}∞n=1)− λ({f (xn)ϕn(y)}∞n=1)∣∣
 2
∥∥{f (xn)(ϕn(x)− ϕn(y))}∞n=1∥∥∞  2002∥∥{ϕn(x)− ϕn(y)}∞n=1∥∥∞
 4004C
r
‖x − y‖,
that is the function λ ◦ Φα,r,δ is 4004C/r-Lipschitz on X, and is bounded by 2002. Similarly,
since the function t 	→ 1/t is 1-Lipschitz on [1,∞) and λ ◦ Φ1,r,δ is bounded below by 1, we
have that the function 1/λ ◦ Φ1,r,δ is also 4004C/r-Lipschitz on X, and bounded above by 1.
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Lip(g) 2002 × 4004C
r
+ 1 × 4004C
r
= 8020012C
r
= 8020012C Lip(f ).
On the other hand, we have
∣∣g(x)− f (x)∣∣= ∣∣∣∣λ({f (xj )ϕj (x)})λ({ϕj (x)}) − f (x)
∣∣∣∣
=
∣∣∣∣λ({f (xj )ϕj (x)})λ({ϕj (x)}) − f (x)λ({ϕj (x)})λ({ϕj (x)})
∣∣∣∣
= 1
λ({ϕj (x)})
∣∣λ({f (xj )ϕj (x)})− λ({f (x)ϕj (x)})∣∣
 1
λ({ϕj (x)})λ
({
f (xj )ϕj (x)
}− {f (x)ϕj (x)})
= 1
λ({ϕj (x)})λ
({
ϕj (x)
(
f (xj )− f (x)
)})
.
Now recall that
λ
({
ϕj (x)
(
f (xj )− f (x)
)})
 2
∥∥{ϕj (x)(f (xj )− f (x))}∥∥∞
= 2 max
j
{
ϕj (x)
∣∣f (xj )− f (x)∣∣}.
Set J = {j : x ∈ DQ(xj ,4r)}. For j ∈ J , according to Lemma 2 we have ‖x − xj‖X < 8r and
so, because Lip(f ) = 1/r ,
ϕj (x)
∣∣f (xj )− f (x)∣∣ 8ϕj (x).
It follows that for j ∈ J
ϕj (x)|f (xj )− f (x)|
λ({ϕj (x)}) 
8ϕj (x)
‖{ϕj (x)}‖∞  8.
On the other hand, for j /∈ J we have by part (4) of Lemma 3, that
ϕj (x)
∣∣f (xj )− f (x)∣∣ 2002ϕj (x) 2002δ < 1.
Hence, given that λ({ϕj (x)}) 1, we have for j /∈ J
ϕj (x)|f (xj )− f (x)|
λ({ϕj (x)})  1.
It follows that ∣∣g(x)− f (x)∣∣ 8.
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[1,1001], Lip(f ) 1.
Moreover, according to property (2) of Lemma 4, we have∣∣F˜α,r,δ(x + iy)− λ(Φα,r,δ(x))∣∣ δ
for every x, y ∈ X with x + iy ∈ W˜δ , α ∈ A. Therefore, taking into account that λ(Φα,r,δ(x))
2002 and 1 λ(Φ1,r,δ(x)) 2, we have
∣∣g˜(x + iy)− g(x)∣∣= ∣∣∣∣ F˜α,r,δ(x + iy)
F˜1,r,δ(x + iy)
− λ(Φα,r,δ(x))
λ(Φ1,r,δ(x))
∣∣∣∣
=
∣∣∣∣ 1
F˜1,r,δ(x + iy)λ(Φ1,r,δ(x))
∣∣∣∣
· ∣∣λ(Φ1,r,δ(x))(F˜α,r,δ(x + iy)− λ(Φα,r,δ(x)))
+ λ(Φα,r,δ(x))(λ(Φ1,r,δ(x))− F˜1,r,δ(x + iy))∣∣
 1
1 − δ (2δ + 2002δ) =
δ
1 − δ 2004
for every x, y ∈ X with x + iy ∈ W˜δ , α ∈ A, r  1.
Up to scaling and subtracting appropriate constants we have thus proved the following inter-
mediate result.
Proposition 2. Let X be a Banach space having a separating polynomial, and let η ∈ (0,1/2).
Then there exists Cη  1 (depending only on X and η) such that, for every δ > 0 there is
an open neighborhood U˜δ,η of X in X˜ such that, for every Lipschitz function f : X → [0,1]
with Lip(f )  1, there exists a real analytic function g : X → R, with holomorphic extension
g˜ : U˜δ,η → C, such that
(1) |f (x)− g(x)| η for all x ∈ X.
(2) g is Lipschitz, with Lip(g) Cη Lip(f ).
(3) |g˜(x + iy)− g(x)| δ for all z = x + iy ∈ U˜δ,η .
Next we are going to see that this result remains true for all bounded, nonnegative functions
f with Lip(f ) 1 if we allow the constant in (2) to be slightly larger and we replace η by 1.
For a 1-Lipschitz, bounded function f : X → [0,+∞) we define, for n ∈ N, the functions
fn(x) =
{
f (x)− n+ 1 if n− 1 f (x) n,
0 if f (x) n− 1,
1 if n f (x).
Note that since f is bounded there exists N ∈ N such that fn = 0 for all nN . The functions fn
are clearly 1-Lipschitz and take values in the interval [0,1], so, for any given δ, η > 0 (to be fixed
later on), by what has been proved immediately above, there exist Cη  1, a neighborhood U˜δ,η
of X in X˜ and Cη-Lipschitz, real analytic functions gn : X → R, with holomorphic extensions
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|g˜(x + iy)− g(x)| δ for all z = x + iy ∈ U˜δ,η. Since fn = 0 for all nN , we may obviously
assume that gn = 0 for all nN , as well.
Now define a path β : [0,+∞) → ∞ by,
β(t) = (1, . . . ,1, t − n+ 1︸ ︷︷ ︸
nth place
,0,0, . . .
)= n−1∑
j=1
ej + (t − n+ 1)en if n− 1 t  n.
Clearly the path β is a 1-Lipschitz injection of [0,+∞) into ∞, with a uniformly continuous
(but not Lipschitz) inverse β−1 : β([0,+∞)) → [0,+∞).
Define a uniformly continuous (not Lipschitz) function h on the path β by h(β(t)) = t for all
t  0, that is h(y) = β−1(y) for y ∈ β([0,+∞)). Then we have f (x) = h({fn(x)}∞n=1).
5.4. The gluing tube function
Now we are going to construct an open tube of radius 2η (with respect to the supremum
norm ‖ · ‖∞) around the path β in ∞, and a real-analytic approximate extension (with bounded
derivative) H of the function h defined on this tube. This construction is meant to be used as
follows: since |gn − fn|  η and {fn(x)}∞n=1 takes values in the path β , then {gn(x)}∞n=1 will
take values in this tube, and therefore g(x) := H({gn(x)}∞n=1) will approximate H({fn(x)}∞n=1),
which in turn approximates h({fn(x)}∞n=1) = f (x). Besides, since H has a bounded derivative
on the tube and the functions gn are Cη-Lipschitz then g will be CηM-Lipschitz, where M is an
upper bound of DH on the tube.
Lemma 5. For every ε ∈ (0,1] there exist r, δ ∈ (0, ε/64) and a real-analytic mapping G : ∞ →
∞ with holomorphic extension G˜ : ˜∞ → ˜∞ such that:
(1) G diffeomorphically maps the straight tube S defined by {x ∈ ˜∞: |xn| < r for all n  2,
x1 > −r} onto a twisted tube T around the path β in such a way that{
x ∈ ∞: dist
(
x,β
([0,∞)))< r
2
}
⊆ T ⊆ {x ∈ ∞: dist(x,β([0,∞)))< 2r}.
(2) We have ‖x − β(t)‖∞  r/2 ⇒ |e∗1G−1(x)− t | ε.
(2′) There is a function α : R → R with a holomorphic extension α˜ : C → C such that the
function H := α ◦ e∗1 ◦G−1 : T → R satisfies∥∥DH(x)∥∥ (1 + ε), and∥∥x − β(t)∥∥∞ < r2 ⇒ ∣∣H(x)− t∣∣ ε.
(3) The derivatives of the maps G|S and (G|S )−1 are bounded by (2 + ε) on the sets S and T
respectively.
(4) ‖G˜(x + iy)−G(x)‖∞  ε for all x, y ∈ S with ‖y‖∞  δ.
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‖v‖∞ < δ} into ˜∞, with the properties that
∥∥G˜−1(u+ iv)−G−1(u)∥∥∞  ε, and∣∣H˜ (u+ iv)∣∣= ∣∣α˜(e˜∗1(G˜−1(u+ iv)))∣∣ 2(H(u)+ 1)
for all x ∈ S, u ∈ T and v ∈ ∞ such that u+ iv ∈ T˜δ .
Proof. Let r ∈ (0,1/8), and define S = [0,2] × [−r, r], T = [0,1 + r] × [−r, r] ∪ [1 − r,1 +
r] × [−r,1]. Consider the mapping F : S → T defined by
F(x, y) =
{
(x − yx, y) if 0 x  1, −r  y  r,
(1 − y, x − 1 + y(2 − x)) if 1 x  2, −r  y  r.
It is clear that F is a Lipschitz homeomorphism from S onto T , with inverse
F−1(u, v) =
{
( u1−v , v) if (u, v) ∈ [0,1 + r] × [−r, r], u+ v  1,
( 2u+v−1
u
,1 − u) if (u, v) ∈ [1 − r,1 + r] × [−r,1], u+ v  1.
Moreover, from these expressions it is immediately checked that F is C∞ smooth except on the
set {x = 1}, that F−1 is also C∞ smooth except on the set {u+ v = 1}, and that F,F−1 ∈ W 1,∞.
In fact, using the norm ‖ · ‖∞ in R2, the derivatives DF and DF−1 satisfy that
‖DF‖ 2 + r a.e. on S, and ∥∥DF−1∥∥ 2
(1 − r)2 a.e. on S.
This implies that F : S → T is (2 + r)-Lipschitz (because S is convex), and that F−1 is locally
2/(1 − r)2-Lipschitz (because intT is locally convex). Given ε ∈ (0,1/8), by using convolution
with mollifiers and observing that limr→0 2/(1− r)2 = 2 = limr→0(2+ r), for a given ε ∈ (0,1),
we can find r = ε/64 and F,G ∈ C∞(R2,R2) satisfying
‖F |S − F‖∞ <
ε
10
on S, ‖G|S − F‖∞ <
ε
10
on T ,
and such that F is a diffeomorphism from T onto F(T ) with inverse G|F(T ) , and F and G are
locally (2 + ε/4)-Lipschitz (with respect to the norm ‖ · ‖∞). Next, by scaling, translating and
appropriately gluing with the isometries (x, y) and (1 − y, x − 1) (allowing r to be smaller if
necessary), one can obtain a C∞ mapping Φ : R2 → R2 such that
(i) Φ is the identity on the rectangle [−2r,1 − ε] × [−2r,2r];
(ii) Φ maps isometrically the rectangle [1 + ε,2] × [−2r,2r] onto the rectangle [1 − 2r,1 +
2r] × [ε,1], and DΦ(s, t)(1,0) = (0,1) for all (s, t) ∈ [1 + ε,2] × [−2r,2r];
(iii) Φ is a diffeomorphism from [0,2] × [−2r,2r] onto Φ([0,2] × [−2r,2r]);
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(u, v) ∈ R2: dist((u, v),β([0,2]))< r
2
+ r
64
}
⊆ Φ([0,2] × [−r, r])
⊆
{
(s, t) ∈ R2: dist((s, t), β([0,2]))< r − r
64
}
,∥∥Φ(t,0)− β(t)∥∥ ε
5
for all t ∈ [0,2];
(v) Φ is (2 + ε/2)-Lipschitz on the set [0,2] × [−r, r], and Φ−1 is (2 + ε/2)-locally Lipschitz
on the set {(u, v) ∈ R2: dist((u, v),β([0,2])) < r};
(vi) Φ(u,v) = (0,0) if |u|, |v| 10.
Notice that the local isometry property in (ii) is provided by a π/2-rotation followed by a
translation, which is an affine isometry with respect to the norm ‖ ·‖∞ as well as to the Euclidean
norm in R2. In fact this local isometry is given by (x, y) 	→ (1 − y, x − 1).
Observe that such a mapping Φ also satisfies
(vii) |e∗1 ◦Φ−1(x)− t | 3ε whenever ‖x − β(t)‖∞  r , t ∈ [0,2].
Denote Φ = (ϕ,ψ). Since the coordinate functions ϕ, ψ have bounded support, their deriva-
tives (of all orders) are bounded, and in particular Φ is a Lipschitz mapping with a Lipschitz
derivative.
Now set
Φ(1,2)(x) = ϕ(x1, x2)e1 +ψ(x1, x2)e2 +
∑
k3
xkek,
and, for n 1, define Φ(n+1,n+2) : ∞ → ∞ by
Φ(n+1,n+2)(x) =
n∑
j=1
(1 − xj+1)ej + ϕ(x1 − n,xn+2)en+1
+ψ(x1 − n,xn+2)en+2 +
∑
kn+3
xkek.
One can check that the mappings Φ(n,n+1) are C∞ smooth on ∞, satisfy Φ(n,n+1)(x) =
Φ(n+1,n+2)(x) whenever n + 1/4 x1  n + 3/4 and |xj | < 1/6 for all j  2. Moreover, there
exists N > 0 such that ∥∥Φ(n,n+1)(x)∥∥∞ N for all x ∈ S, n ∈ N
and ∥∥DkΦ(n,n+1)(x)∥∥N for all x ∈ ∞, n ∈ N, k ∈ {1,2}.
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G(x) =
∞∑
n=0
θ(x1 − n)Φ(n+1,n+2)(x),
where θ : R → R is a C∞ function such that
(1) θ(t) = 0 if and only if t ∈ (−∞,−1/2] ∪ [3/4,+∞);
(2) θ(t) = 1 if and only if t ∈ [−1/4,1/2];
(3) θ ′(t) > 0 if and only if t (−1/2,−1/4);
(4) θ(t) = 1 − θ(t − 1) if t ∈ (1/2,3/4).
Note in particular that the collection of functions t 	→ θ(t − n), n ∈ N, forms a C∞ partition
of unity on R. Observe also that, for every x ∈ ∞ such that |xj |  2r for j  2, there exist
nx ∈ N and a neighborhood Ux of x so that G(y) = Φnx,nx+1(y) for all y ∈ Ux .
It is not difficult to check that the mapping G : S ⊂ ∞ → ∞ has properties (1), (2) and (3)
of the statement (with the slightly sharper bound 12 + 18 , instead of 34 , in (2)). In particular G−1
is uniformly continuous and there exists m> 0 such that∥∥DG(x)(h)∥∥m‖h‖ for all x,h ∈ ∞.
But of course G is not real analytic. In order to obtain a required real-analytic function G we shall
substitute ϕ,ψ and θ with real-analytic approximations of these functions defined by appropriate
integral convolutions with Gaussian kernels in R2 and R. Namely, let us define
(1) ϕ(s, t) = aκ
∫
R2 ϕ(u, v) exp(−κ[(s − u)2 + (t − v)2]) dudv,
(2) ψ(s, t) = aκ
∫
R2 ψ(u,v) exp(−κ[(s − u)2 + (t − v)2]) dudv,
(3) θ(t) = bκ
∫ +∞
−∞ θ(u)e
−κ(t−u)2 du,
(4) Φ(n+1,n+2)(x) = ∑nj=1(1 − xj+1)ej + ϕ(x1 − n,xn+2)en+1 + ψ(x1 − n,xn+2)en+2 +∑
kn+3 xkek ,
where
(1) aκ = 1/
∫
R2 exp(−κ[u2 + v2]) dudv, and
(2) bκ = 1/
∫ +∞
−∞ e
−κv2 dv.
By taking κ large enough we may assume that the functions ϕ, ψ , θ and their first and second
derivatives are as close to ϕ, ψ , θ and their first and second derivatives, respectively, as we want.
Therefore the mappings Φ(n,n+1) and their first and second derivatives can be taken as close as
needed to Φ(n,n+1) and their first and second derivatives, say∥∥D(k)Φ(n,n+1)(x)−D(k)Φ(n,n+1)(x)∥∥∞  ε/2
for all x ∈ ∞, k = 0,1,2. Moreover, it is easily checked that the holomorphic extensions ϕ˜, ψ˜
of ϕ, ψ to C2, as well as the holomorphic extension of θ to C (defined by the same formulae by
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∣∣ϕ(s + ir, t + iw)∣∣ eκ(r2+w2)∣∣ϕ(s, t)∣∣,∣∣ψ(s + ir, t + iw)∣∣ eκ(r2+w2)∣∣ψ(s, t)∣∣,∣∣θ(a + ib)∣∣ eκb2 ∣∣θ(a)∣∣
and in particular we have
∣∣ϕ(s + ir, t + iw)∣∣ (1 + ε)∣∣ϕ(s, t)∣∣,∣∣ψ(s + ir, t + iw)∣∣ (1 + ε)∣∣ψ(s, t)∣∣,∣∣θ(a + ib)∣∣ (1 + ε)∣∣θ(a)∣∣
provided that max{|r|2 + |w|2, |b|2} < log(1+ε)
κ
. It follows that the corresponding holomorphic
extension Φ˜(n,n+1) of Φ(n,n+1) to ˜∞ (defined by a similar formula just replacing ϕ, ψ with
ϕ˜, ψ˜ ) satisfies
∥∥Φ˜(n,n+1)(x + iz)∥∥∞  (1 + ε)∥∥Φ(n,n+1)(x)∥∥∞
for all x, z ∈ ∞ such that ‖z‖∞ 
√
log(1+ε)
2κ .
Now define
G(x) =
∞∑
n=0
θ(x1 − n)Φ(n+1,n+2)(x).
Let us see that G is real analytic and has a holomorphic extension G˜ to ˜∞ defined by
G˜(x + iz) =
∞∑
n=0
θ˜ (x1 − n+ iz1)Φ˜(n+1,n+2)(x + iz).
It is enough to check that the series of holomorphic functions defining G˜ is locally uni-
formly absolutely convergent. Taking into account that the mappings Φ˜(n,n+1) are clearly uni-
formly bounded on bounded sets (meaning that for every R > 0 there exists K > 0 such that
‖Φ˜(n,n+1)(x + iz)‖K for all x, z ∈ B(0,R) and all n ∈ N), this amounts to showing that
∞∑
n=0
∣∣θ˜ (t − n+ is)∣∣< +∞
locally uniformly for t+ is ∈ C. Assume |t |, |s| <R  n, u ∈ [−1/2,3/4]. Then we have −κ|t−
n|2 + 2κ(t − n)u−κ(n−R)2 + 3κ(n+R), hence2
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−∞ e−κv
2
dv
∞∫
−∞
θ(u)e−κ(t−n−u)2 du
 1∫∞
−∞ e−κv
2
dv
e−κ[(n−R)2−
3
2 (n+R)]
3/4∫
−1/2
e−κu2 du e−κ[(n−R)2− 32 (n+R)],
and consequently ∣∣θ˜ (t − n+ is)∣∣ θ(t − n)eκs2  e−κ[(n−R)2− 32 (n+R)−R2].
Since
∞∑
nR
e−κ[(n−R)2−
3
2 (n+R)−R2] < +∞,
it is then clear that the series
∑∞
n=0 |θ˜ (t − n + is)| < is bounded on {t + is: |t |, |s| < R} by an
absolutely convergent numerical series, and therefore it is locally uniformly convergent.
Now let us show that, given ε > 0, G satisfies ‖G(x) − G(x)‖∞  ε for all x ∈ S , provided
κ > 0 is large enough. Let us first observe that we can take κ > 0 sufficiently large so that
∞∑
n=0
∣∣θ(t − n)− θ(t − n)∣∣ ε
2(N + 1) .
Indeed, on the one hand, if |t − n|  2 we have θ(t − n) = 0, and |t − n|2 − 32 |t − n| = |t −
n|(|t − n| − 32 ) 12 |t − n|, hence
∣∣θ(t − n)− θ(t − n)∣∣= θ(t − n) = 1∫∞
−∞ e−κv
2
dv
∞∫
−∞
θ(u)e−κ(t−n−u)2 du
 1∫∞
−∞ e−κv
2
dv
e−κ(|n−t |2−
3
2 |t−n|)
3/4∫
−1/2
e−κu2 du e−κ|t−n|/2,
consequently
∑
|t−n|2
∣∣θ(t − n)− θ(t − n)∣∣ ∑
|t−n|2
e−κ|t−n|/2  2
∞∑
n=2
e−κn/2,
and because 2
∑∞
n=2 e−κn/2 → 0 as κ → +∞, we may assume κ is large enough so that∑ ∣∣θ(t − n)− θ(t − n)∣∣ ε
4(N + 1) .|t−n|2
D. Azagra et al. / Journal of Functional Analysis 262 (2012) 124–166 153On the other hand, we may also assume κ > 0 is large enough so that |θ(u) − θ(u)| 
ε/16(N + 1) for all u ∈ R, and clearly there are at most four integers n with |t − n| < 2, so
we have ∑
|t−n|<2
∣∣θ(t − n)− θ(t − n)∣∣ 4 ε
16(N + 1) =
ε
4(N + 1) .
By combining the two last inequalities we get
∞∑
n=0
∣∣θ(t − n)− θ(t − n)∣∣ ε
2(N + 1)
as required.
Now, for every x ∈ S we can estimate
∥∥G(x)−G(x)∥∥∞ 
∥∥∥∥∥
∞∑
n=0
(
θ(x1 − n)− θ(x1 − n)
)
Φn+1,n+2(x)
∥∥∥∥∥
+
∥∥∥∥∥
∞∑
n=0
θ(x1 − n)
(
Φn+1,n+2(x)−Φn+1,n+2(x)
)∥∥∥∥∥

∞∑
n=0
∥∥Φn+1,n+2(x)∥∥∣∣θ(x1 − n)− θ(x1 − n)∣∣
+
∞∑
n=0
θ(x1 − n)
∥∥Φn+1,n+2(x)−Φn+1,n+2(x)∥∥
 (N + 1)
∞∑
n=0
∣∣θ(x1 − n)− θ(x1 − n)∣∣+ ε2
∞∑
n=0
θ(x1 − n) ε2 +
ε
2
= ε.
By using the facts that the derivatives θ ′, θ ′′ of θ decrease exponentially at infinity and ap-
proximate θ ′, θ ′′, and by performing similar calculations, one can also show that∥∥DG(x)−DG(x)∥∥ ε and ∥∥D2G(x)−D2G(x)∥∥ ε, for all x ∈ S
provided κ > 0 is large enough.
Let us now see that G is a diffeomorphism from S onto T := G(S). We know that G is of class
C∞ with bounded derivatives of all orders; in particular G is Lipschitz and has a Lipschitz deriva-
tive. Moreover DG(x) is a linear isomorphism for all x ∈ S and the mapping x 	→ ‖DG(x)−1‖
is bounded above on S by a number M > 0. This implies that if L : ∞ → ∞ is a linear mapping
such that ‖L‖ < 1/M then DG(x) + L is a linear isomorphism as well, for every x ∈ S . Since
we may assume that ‖DG(x) − DG(x)‖ < 1/M for all x ∈ S , we have that DG(x) is a linear
isomorphism for all x ∈ S .
Now we recall that a standard proof of the inverse mapping theorem (the one that uses the
fixed point theorem for contractive mappings) shows that if a function F (defined on an open
set U of a Banach space X and taking values in X) has the property that DF(x) is a linear
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mapping x 	→ DF(x) is Lipschitz, then there exist uniform lower bounds r, s > 0 (depending
only on Lip(DF) and the bounds for DF , (DF)−1) such that F maps diffeomorphically each
open ball B(x, r) contained in U onto an open subset of X containing the ball B(F(x), s);
see for instance [1, Proposition 2.5.6]. Since DG,D2G are bounded, and DG,D2G are being
assumed to be close enough to these functions for large κ , it follows that DG,D2G are uniformly
bounded as well for all κ > 0 large enough, and we can apply the mentioned fact with F = G
to conclude that there exists r > 0 such that, for all κ > 0 large enough, G is a diffeomorphism
from each open ball B(x, r) ⊂ S onto an open subset of ∞, and in particular G is uniformly
locally injective (at distances less that r). The same property is of course true of G.
Thus, in order to prove that G maps S diffeomorphically onto its image it only remains to
be seen that G is globally injective as well (at distances greater than r , at least for κ > 0 large
enough). Clearly we have 0 < inf{‖G(v)−G(w)‖∞: v,w ∈ S, ‖v −w‖∞  r}, so we can take
ε with
0 < ε <
1
4
inf
{∥∥G(v)−G(w)∥∥∞: v,w ∈ S, ‖v −w‖∞  r},
and of course we may assume κ > 0 is large enough so that ‖G(x)−G(x)‖∞ < ε for all x ∈ S .
Now take x, y ∈ S with x = y. If G(x) = G(y) then necessarily ‖x − y‖∞  r , and we have∥∥G(x)−G(y)∥∥∞ = ∥∥G(x)−G(x)+G(y)−G(y)∥∥∞

∥∥G(x)−G(x)∥∥∞ + ∥∥G(y)−G(y)∥∥∞
 2ε < inf
{∥∥G(v)−G(w)∥∥∞: v,w ∈ S, ‖v −w‖ r},
a contradiction.
This proves the first part of (1). The second part of (1) follows easily from the definitions of
Φ , G and the fact that G approximates G (we may assume 0 < ε < 1/64 and κ > 0 large enough
so that ‖G(x)−G(x)‖ ε for all x ∈ S).
Now define, for t ∈ R, z ∈ C, the functions
α(t) =
⎧⎪⎨⎪⎩
0 if t  0,
n if t ∈ [n,n+ 2ε],
n+ 11−4ε (t − n− 2ε) if t ∈ [n+ 2ε,n+ 1 − 2ε],
n+ 1 if t ∈ [n+ 1 − 2ε,n+ 1], n = 0,1,2, . . . ,
α˜(z) =
∫
R
α(s)e−κ(z−s)2 ds∫
R
e−κs2 ds
,
and put α = α˜|R . Observe that the functions α and α are 11−4ε -Lipschitz. Also, we have |α(t) −
t | 2ε, and hence |α(t)− t | 3ε for all t  0, if κ is large enough. Besides α′(t) = 0 whenever
|t −n| < 2ε, hence we can also assume κ is large enough so that |α′(t)| ε/4 whenever |t −n|
3ε/2.
Set H := α ◦ e∗1 ◦G−1, and H = α ◦ e∗1 ◦G−1. From property (vii) above we get∣∣e∗ ◦G−1(x)− t∣∣ 4ε whenever ∥∥x − β(t)∥∥ r/2,1
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∣∣H(x)− t∣∣ ∣∣α(e∗1(G−1(x)))− e∗1(G−1(x))∣∣+ ∣∣e∗1(G−1(x))− t∣∣ 3ε + 4ε = 7ε.
By using the fact that G−1 approximates G−1 for κ > 0 large enough,1 we also deduce
∣∣H(x)− t∣∣= ∣∣α(e∗1(G−1(x)))− t∣∣ 8ε, whenever ∥∥x − β(t)∥∥∞  r/2.
Up to a change of ε and r , this shows the second part of property (2′).
Next, the bounds in (3) can be obtained from similar bounds for DG, (DG)−1, and the facts
that these derivatives are uniformly approximated by DG, (DG)−1, respectively, for κ > 0 large
enough.2 Then we can also show the first part of (2′): if |e∗1G−1(x)− n| 3ε/2 for some n ∈ N
then
∥∥DH(x)∥∥ ∣∣α′(e∗1G−1(x))∣∣∥∥DG−1(x)∥∥ ε4 (2 + ε) ε,
while, if |e∗1G−1(x) − n| 3ε/2 for all n ∈ N then we have that G−1 is an affine isometry on a
neighborhood of x, hence
∥∥DG−1(x)∥∥ ∥∥DG−1(x)∥∥+ ε = 1 + ε,
which implies that ‖DH(x)‖ 1+ε1−4ε . Since limε→0 1+ε1−4ε = 1, the first part of (2′) follows up to
a change of ε and r .
As for property (4), we shall first check that DG˜ is bounded on a neighborhood of S in ˜∞
of the form {x + iz: x ∈ S, z ∈ ∞, ‖z‖ 1}, so G˜ is Lipschitz on this set. Indeed, on the one
hand, if t, s ∈ R, |s| 1, we have
∣∣(θ˜)′(t + is − n)∣∣= ∣∣∣∣∣ 1∫∞−∞ e−κv2 dv
∞∫
−∞
θ(u)2(t + is − n− u)e−κ(t+is−n−u)2 du
∣∣∣∣∣
 1∫∞
−∞ e−κv
2
dv
2eκ
(
|t − n| + 3
4
+ 1
)
e−κ(|t−n|2−
3
2 |t−n|)
3/4∫
−1/2
e−κu2 du
 2eκ
(|t − n| + 2)e−κ(|t−n|2− 32 |t−n|).
1 This is a consequence of the following exercise: if fk is a sequence of diffeomorphisms which uniformly converges
to a diffeomorphism f with a uniformly continuous inverse f−1, then f−1
k
uniformly converges to f−1.
2 This is a consequence of the following (easy to prove) fact: if fk is a sequence of diffeomorphisms which uniformly
converges to a diffeomorphism f such that there exists m> 0 with ‖Df (x)(h)‖m‖h‖ for all x, h, then the sequence
of derivatives D(f−1) converges to D(f−1).k
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with |t − n| < 2 we have ∑
|t−n|<2
∣∣(θ˜)′(t + is − n)∣∣ 32e4κ .
And for |t − n| 2 we can estimate∑
|t−n|2
∣∣(θ˜)′(t + is − n)∣∣ ∑
|t−n|2
2eκ
(|t − n| + 2)e−κ(|t−n|2− 32 |t−n|)

∑
|t−n|2
2eκ
(|t − n| + 2)e−κ|t−n|/2  2eκ ∞∑
m=1
(m+ 2)e−κm/2 < +∞.
Therefore there exists 0 <C := 32e4κ + 2eκ∑∞m=1(m+ 2)e−κm/2 < +∞ such that
∞∑
n=0
∣∣(θ˜)′(t + is − n)∣∣ C
for all t, s ∈ R with |s| 1. We also have
∞∑
n=0
∣∣θ˜ (t + is − n)∣∣ C′ for all t, s ∈ R, |s| 1
for some C′ > 0.
On the other hand, it is easy to see that there exists C′′ > 0 such that∥∥DΦ˜(x + iz)∥∥ C′′ and ∥∥Φ˜(x + iz)∥∥ C′′
for all x ∈ S , z ∈ ∞, ‖z‖ 1. Therefore we get
∥∥DG˜(x + iz)∥∥ ∞∑
n=0
∣∣(θ˜)′(x1 + iz1 − n)∣∣∥∥Φ˜(n+1,n+2)(x + iz)∥∥
+
∞∑
n=0
∣∣θ˜ (x1 + iz1 − n)∣∣∥∥DΦ˜(n+1,n+2)(x + iz)∥∥

∞∑
n=0
∣∣(θ˜)′(x1 + iz1 − n)∣∣C′′ + ∞∑
n=0
∣∣θ˜ (x1 + iz1 − n)∣∣C′′  C′′(C +C′)
for all x ∈ S , z ∈ ∞, ‖z‖ 1.
Since DG˜ is bounded on the convex set {x + iz: x ∈ S, z ∈ ∞, ‖z‖  1}, it immediately
follows from the mean value theorem that for every ε > 0 there exists δ > 0 such that if x ∈ S ,
z ∈ ∞ and ‖z‖ δ then ‖G˜(x + iz)−G(x)‖ ε. This shows (4).
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And we already know that DG and (DG)−1 are bounded on S . Then, according to Proposi-
tion 2.5.6 of [1] (or rather, by an analogous statement for holomorphic mappings, which can be
proved in the same fashion by refining a standard proof of the inverse mapping theorem for holo-
morphic mappings), there exist r ′, s′ > 0 (depending only on the bounds for DG and (DG)−1
on S and on the bound of D2G˜ on {x + iz: x ∈ S, z ∈ ∞, ‖z‖ 1}) such that, for every x ∈ S ,
the mapping G˜ is a holomorphic diffeomorphism from the ball B˜∞(x, r
′) onto an open subset
of ˜∞ which contains the ball B˜∞(G(x), s
′). In particular, for every y = G(x) ∈ T there exists
a holomorphic extension (G˜−1)y of G−1 defined on the ball B˜∞(G(x), s
′) and which maps this
ball diffeomorphically within the ball B˜∞(x, r
′).
Now define G˜−1(u+ iv) = (G˜−1)y(u+ iv) if u+ iv ∈ B˜∞(y, s′) for some y ∈ T . This map-
ping is well defined. For, if w = u + iv ∈ B˜∞(y1, s′) ∩ B˜∞(y2, s′) with y1, y2 ∈ T , y1 = y2,
then there exist y3 = G(x3) ∈ T and t ∈ (0, s′) such that B˜∞(y3, t) ⊂ B˜∞(y1, s′)∩B˜∞(y2, s′),
and since G˜ maps diffeomorphically the ball B˜∞(x3, r
′) onto an open set containing B˜∞(y3, t),
and the mappings (G˜−1)y1 , (G˜−1)y2 , (G˜−1)y3 are local inverses of G˜ defined on B˜∞(y3, t) and
taking values in B˜∞(x3, r
′), we necessarily have (G˜−1)y1 = (G˜−1)y2 = (G˜−1)y3 on the open ball
B˜∞(y3, t), by uniqueness of the inverse. But then, by the identity theorem for holomorphic map-
pings, we must have (G˜−1)y1 = (G˜−1)y2 on the open connected set B˜∞(y1, s′) ∩ B˜∞(y2, s′),
and in particular (G˜−1)y1(w) = (G˜−1)y2(w). Therefore G˜−1 is a holomorphic extension of G−1
to the open neighborhood T˜s′ := {u + iv: y ∈ T , v ∈ ∞, ‖v‖ < s′} of T which maps T˜s into
S˜ ′r := {x + iz: x ∈ S, z ∈ ∞, ‖z‖ < r ′}. Hence∥∥G˜−1(u+ iv)−G−1(u)∥∥< r ′, (∗)
for all u ∈ T , v ∈ ∞ with ‖v‖ < s′. Obviously we can assume r ′ < ε, so the first part of (5) is
proved. Finally, in order to check the second part of (5), observe that, for all t, ν ∈ R, we have∣∣α˜(t + iν)∣∣ eκν2α(t).
Therefore, for all t + s + iν ∈ C, with |s| 1/Lip(α) we have∣∣α˜(t + s + iν)∣∣ eκν2α(t + s) eκν2(α(t)+ Lip(α)|s|) eκν2(α(t)+ 1).
We can also assume 0 < r ′ min{ 1Lip(α) ,
√
log 2
κ
}, so we get∣∣α˜(t + z)∣∣ 2(α(t)+ 1) if t ∈ R, z ∈ C, |z| r ′.
By combining this estimation with (∗) we obtain |α˜(e˜∗1(G˜−1(u+ iv)))| 2(α(e∗1(G−1(u)))+1)
for all u ∈ T , v ∈ ∞ with ‖v‖ < s′, which establishes the second part of (5). 
5.5. Proof of the main result in the case of a 1-Lipschitz, bounded function
Let us continue with the proof of our main result in the case of a nonnegative, bounded,
1-Lipschitz function. Fixing ε = 1, there exist δ1, r1 > 0 so that properties (4) and (5) of the
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(up to the addition of a constant) that f takes values in the interval [0,+∞). Let N ∈ N be
such that N  f (x) 0 for all x ∈ X. By Proposition 2, applied with η = r1/2 and this δ1, we
can find real analytic functions g1, . . . , gN , with holomorphic extensions g˜1, . . . , g˜N defined on
U˜ := U˜δ1,r1/2 ⊃ X, such that
(1) |fi(x)− gi(x)| r1/2 for all x ∈ X.
(2) gi is Cr1/2-Lipschitz.
(3) |g˜i (x + iy)− gi(x)| δ1 for all z = x + iy ∈ U˜ .
Now let us define g by g = α ◦ e∗1 ◦G−1 ◦ {gi}∞i=1 = H ◦ {gi}∞i=1, where we understand gi = 0
for all i > N .
Note that, in spite of G−1 having a bounded derivative, because T is not convex we cannot
deduce that G−1 is Lipschitz. As a matter of fact this mapping is not Lipschitz, though it is
uniformly continuous. Nevertheless, since X is convex and the derivative of the function H is
bounded by 1 + ε = 2, we do have that g is Lipschitz. And since the mapping
X  x 	→ (g1(x), . . . , gN(x),0,0, . . .) ∈ ∞
is obviously Cr1/2-Lipschitz, it follows that g = H ◦ {gi}∞i=1 is 2Cr1/2-Lipschitz.
Because (f1(x), . . . , fN(x),0,0, . . .) ∈ β([0,N]), and also |fi − gi |  r1/2, we have
(g1(x), . . . , gN(x),0,0, . . .) ∈ T and, by property (2) of the preceding lemma,
∣∣g(x)− f (x)∣∣= ∣∣H ({gn(x)}∞n=1)− h({fn(x)}∞n=1)∣∣ ε = 1.
The function g is clearly real analytic, with holomorphic extension g˜(z) = (α˜ ◦ e˜∗1 ◦ G˜−1)(g˜1(z),
g˜2(z), . . . , g˜N (z),0,0, . . .) defined on U˜ . And, because |g˜i (x + iy) − gi(x)| δ for all z = x +
iy ∈ U˜ , we have, using property (5) of the preceding lemma, that |g˜(x + iy)| 2(|g(x)| + 1) for
all x + iy ∈ U˜ .
By resetting Cr1/2 to C := 2Cr1/2, we have thus proved the following version of our main
result for bounded functions.
Proposition 3. Let X be a Banach space having a separating polynomial. Then there exist
C  1 and an open neighborhood U˜ of X in X˜ such that, for every 1-Lipschitz, bounded func-
tion f : X → R, there exists a real analytic function g : X → R, with holomorphic extension
g˜ : U˜ → C, such that
(1) |f (x)− g(x)| 1 for all x ∈ X.
(2) g is C-Lipschitz.
(3) |g˜(x + iy)| 2(|g(x)| + 1) for all z = x + iy ∈ U˜ .
5.6. Proof of the main result in the case of an unbounded Lipschitz function
Let ε ∈ (0,1) be fixed, and let f : X → R be an unbounded 1-Lipschitz function. For n ∈ N,
n 2, let us define the crowns
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{
x ∈ X: 2
n−1
ε
Q(x) 2
n+1
ε
}
,
and for n = 1 set C1 = Cε1 = {x ∈ X: Q(x) 4/ε}. Let fn denote a bounded, 1-Lipschitz exten-
sion of f|Cn to X (defined for instance by x 	→ max{−‖f|Cn ‖∞,min{‖f|Cn‖∞, infy∈Cn{f (y) +
‖x − y‖}}}). According to the preceding proposition there exist an open neighborhood U˜ = U˜ε
of X in X˜, and real analytic functions gn : X → R, with holomorphic extensions g˜n : U˜ → C,
such that
(1) |fn(x)− gn(x)| 1 for all x ∈ X.
(2) gn is C-Lipschitz.
(3) |g˜n(x + iy)| 2(|gn(x)| + 1) for all z = x + iy ∈ U˜ .
For n = 1, let θ1 : R → [0,1] be a C∞ function such that
(1) θ1(t) = 1 ⇔ t ∈ [0,2/ε];
(2) θ1(t) > 0 ⇔ t ∈ (−1/ε,4/ε);
(3) θ ′1(t) < 0 ⇔ t ∈ (2/ε,4/ε);
(4) Lip(θ1) 1.
Now let θn : R → [0,1], n ∈ N, n  2, be a sequence of C∞ functions with the following
properties:
(1) θn(t) > 0 ⇔ t ∈ (2n−1/ε,2n+1/ε);
(2) φ′n(t) > 0 ⇔ t ∈ (2n−1/ε,2n/ε);
(3) φ′n(t) < 0 ⇔ t ∈ (2n/ε,2n+1/ε);
(4) θn(2n/ε) = 1;
(5) θn(t) = 1 − θn−1(t) whenever t ∈ (2n−1/ε,2n/ε);
(6) Lip(θn) ε/2n−2.
The functions θn form a partition of unity on R, and
∞∑
n=1
Lip(θn) 3ε.
Then the functions x 	→ θn(Q(x)), n ∈ N also form a partition of unity subordinated to the
covering
⋃
n∈N Cn = X, and the sum of the Lipschitz constants of these functions is bounded by
3εLip(Q).
Define real analytic functions θn : R → [0,1] by
θ(t) = an
∫
R
θn(s)e
−κn(t−s)2 ds,
where an :=
∫
e−κns2 ds, and κn is large enough so thatR
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(2) |θn(t)− θn(t)| ε/2n+3(1 + ‖gn‖∞) for all t ∈ R;
(3) |θ ′n(t)− θ ′n(t)| ε/2n+3 Lip(Q)(1 + ‖gn‖∞) for all t ∈ R.
Also, Lip(θn) = Lip(θn), and hence ∑∞n=1 Lip(θn)  3ε. Let us define g : X → R and
g˜ : U˜ → C by
g(x) =
∞∑
n=1
θn
(
Q(x)
)
gn(x) and g˜(z) =
∞∑
n=1
θ˜n
(
Q˜(z)
)
g˜n(z),
where θ˜ (u+ iv) = an
∫
R
θn(s)e
−κn(u+iv−s)2 ds.
In order to see that g is well defined and real analytic, with holomorphic extension g˜ defined
on U˜ , it is enough to show that the series of holomorphic mappings defining g˜ is locally uni-
formly and absolutely convergent on U˜ . And, since |g˜n(z)|  2(‖gn‖∞ + 1) for all z ∈ U˜ , it is
sufficient to check that
∞∑
n=1
∣∣θ˜n(Q˜(z))∣∣(1 + ‖gn‖∞)< +∞
locally uniformly on U˜ .
We may assume that Lip(Q˜) C. Then, for each x ∈ X, according to Lemma 2, we can write
Q˜(x + z) = Q(x)+Zx, where Zx ∈ C, |Zx | C‖z‖X˜.
Fix x ∈ X. There exists nx ∈ N so that x ∈ Cnx and in particular Q(x) 2nx+1/ε.
Now, if n nx + 3 and s ∈ support(θn) = [2n−1/ε,2n+1/ε] we have s  2nx+2/ε and there-
fore, for ‖z‖
X˜
 1/2C,
Re
(
Q˜(x + z)− s)2 = (Q(x)− s)2 + 2(Q(x)− s)ReZx + Re(Z2x)
= (Q(x)− s + ReZx)2 − (ReZx)2 + Re(Z2x)

(
Q(x)− s + ReZx
)2 − 1
2
 1
2
(
s −Q(x)− ReZx
)2 + 1
2
(
2nx+2
ε
− 2
nx+1
ε
− 1
2
)2
− 1
2
 1
2
(
s −Q(x)− ReZx
)2 + 1.
Hence, for n nx + 3 and ‖z‖X˜  1/2C, we have, according to the choice of κn, that∣∣θ˜n(Q˜(x + z))∣∣ an ∫
R
θn(s)e
−κn Re(Q˜(x+z)−s)2 ds
 an
∫
e−κn(
1
2 (s−Q(x)−ReZx)2+1) dsR
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∫
R
e−κn
1
2 (s−Q(x)−ReZx)2 ds = e−κnan
∫
R
e−κnu2
√
2du
= √2e−κn √2 1
2n(1 + ‖gn‖∞) .
Then it is clear that the series
∞∑
n=1
∣∣θ˜n(Q˜(x + z))∣∣(1 + ‖gn‖∞)
is uniformly convergent for ‖z‖
X˜
 1/2C. Since we can obviously assume U˜ ⊂ {x + iy: x ∈
X, ‖y‖ 1/2C} (and in fact this is always the case, see the proof of Lemma 3), this argument
shows that the series
∞∑
n=1
θ˜n
(
Q˜(z)
)
g˜n(z)
defines a holomorphic function g˜ on U˜ .
Next let us show that the real analytic function g approximates f on X. Let us define an
auxiliary C∞ function g by
g(x) =
∞∑
n=1
θn
(
Q(x)
)
gn(x).
Since the functions θn(Q(x)) form a partition of unity subordinated to the covering⋃
n∈N Cn = X, |gn − fn| 1, and fn = f on Cn, it is immediately checked that∣∣g(x)− f (x)∣∣ 1 for all x ∈ X.
On the other hand we have
∣∣g(x)− g(x)∣∣= ∣∣∣∣∣
∞∑
n=1
(
θn
(
Q(x)
)− θn(Q(x)))gn(x)
∣∣∣∣∣

∞∑
n=1
‖gn‖∞
∣∣θn(Q(x))− θn(Q(x))∣∣

∞∑
n=1
1
2n
= 1.
By combining the last two estimations we get∣∣g(x)− f (x)∣∣ 2 for all x ∈ X.
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we can write, for every x, y ∈ X,
f (x) =
∞∑
n=1
f (x)θn
(
Q(y)
)= ∞∑
n=1
fn(x)θn
(
Q(y)
)
.
On the one hand, for every x, y ∈ X,
g(x)− g(y) =
∞∑
n=1
θn
(
Q(x)
)
gn(x)−
∞∑
n=1
θn
(
Q(y)
)
gn(y)
=
∞∑
n=1
(
gn(x)− fn(x)
)(
θn
(
Q(x)
)− θn(Q(y)))+ ∞∑
n=1
(
gn(x)− gn(y)
)
θn
(
Q(y)
)

∞∑
n=1
Lip(θn)Lip(Q)‖x − y‖ +
∞∑
n=1
C‖x − y‖θn
(
Q(y)
)

(
3εLip(Q)+C)‖x − y‖,
so g is (C + 3εLip(Q))-Lipschitz. And on the other hand,
Lip(g − g)
∞∑
n=1
Lip(Q)Lip(θn − θn)‖gn‖∞ +
∞∑
n=1
‖θn − θn‖∞2
 ε
2
+ ε
2
= ε,
which implies
Lip(g) Lip(g)+ ε  C + 4εLip(Q).
Up to a replacement of 4εLip(Q) with ε, we have thus shown that for every ε > 0 and every 1-
Lipschitz function f : X → R there exists a (C + ε)-Lipschitz, real analytic function g : X → R
such that |f − g| 2.
Finally, for arbitrary ε ∈ (0,2) and Lip(f ) := L ∈ (0,∞), we consider the function
F : X → R defined by F(x) = 2
ε
f ( ε2Lx), which is 1-Lipschitz so, by what we have just proved
there exists a (C + ε)-Lipschitz, real analytic function G : X → R such that |F − G|  2.
If we define g(x) = ε2G( 2Lε x), we get a real analytic function g : X → R with Lip(g) 
(C + ε)Lip(f ), and such that |g − f | ε. This concludes the proof of Theorem 4.
Remark 2. However, note that the neighborhood of X in X˜ on which a holomorphic extension
g˜ of g is defined is U˜L,ε := ε2LU˜ . In particular, as L = Lip(f ) increases to ∞ (or as ε decreases
to 0), the neighborhood U˜L,ε of X where a holomorphic extension of the approximation g of f
is defined shrinks to X.
This unfortunate dependence of U˜L,ε on L, ε (which, according to the Cauchy–Riemann equa-
tions, is an inherent disadvantage of any conceivable scaling procedure, not just the one we have
used) prevents our going further and combining our main result with a real analytic refinement
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defined on a Banach space having a separating polynomial can be C1-finely approximated by
real analytic functions.
It is no use, either, trying to avoid scaling by choosing r of the order of ε/L and reworking the
statements and the proofs of the results following Lemma 3 in order to allow r ∈ (0,1), because
in such case the neighborhood V˜ where the holomorphic extensions ϕ˜n of the functions ϕn are
defined and conveniently bounded will be contained in V˜r = {x + iy: x, y ∈ X, ‖y‖ < r}, which
also shrinks to X as r decreases to 0.
Despite this difficulty, the real analytic sup-partitions of unity constructed in Lemma 3 can
be used, together with Theorem 1, to prove Theorem 3, see [3]. In fact, an analysis of the proof
of [3] (in view of Proposition 1 and following the lines of Lemma 4 above) shows that the domain
where a holomorphic extension of the function g in Theorem 3 is defined and ε-close to g only
depends on ‖f ‖∞, on ε, and on the modulus of continuity of f ′. Namely, we have the following
sharp version of Theorem 3.
Theorem 5. Let X be a separable Banach space with a separating polynomial, and let
M,K,ε > 0 be given. Then there exists an open neighborhood U˜ of X in X˜, depending only
on M , K , ε, such that for every function f ∈ C1,1(X) with ‖f ‖∞ M and Lip(f ′)K there
exists a real analytic function g : X → R, with holomorphic extension g˜ : U˜ → C, such that
(1) |f (x)− g(x)| ε for all x ∈ X.
(2) |f ′(x)− g′(x)| ε for all x ∈ X.
(3) |g˜(x + iy)− g(x)| ε for all z = x + iy ∈ U˜ .
6. Proof of Theorem 4
Finally, by combining Theorem 5 with the Lasry–Lions sup–inf convolution regularization
technique [20] and with the above gluing tube function and crown arguments, we will prove
Theorem 4.
We start considering the special case when f is bounded.
6.1. Proof of Theorem 4 in the case of a function f : X → [0,M]
Given an L-Lipschitz function f : X → [0,M] defined on a separable Hilbert space X, set
fλ(x) = inf
{
f (u)+ 1
2λ
|x − u|2: u ∈ X
}
= inf
{
f (x − u)+ 1
2λ
|u|2: u ∈ X
}
,
f μ(x) = sup
{
f (u)− 1
2λ
|x − u|2: u ∈ X
}
= sup
{
f (x − u)− 1
2λ
|u|2: u ∈ X
}
.
Since the supremum (and the infimum) of a family of L-Lipschitz functions is L-Lipschitz, it is
clear that fλ and f μ are L-Lipschitz.
Now, since f is bounded and uniformly continuous, according to [20], the function
gλ,μ(x) := (fλ)μ(x) = sup inf
y∈X
{
f (y)+ 1
2λ
|z − y|2 − 1
2μ
|x − z|2
}
z∈X
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Lip
(
g′λ,μ
)
max
{
1
μ
,
1
λ−μ
}
,
for all 0 < μ < λ small enough, and converges to f (x), uniformly on X, as 0 < μ < λ → 0. In
fact, as noted in [20], the rate of convergence of gλ,μ to f only depends on Lip(f ), so for every
ε > 0 there exists λ0 > 0 (only depending on ε and K) so that |gλ,μ(x) − f (x)|  ε/2 for all
x ∈ X, 0 <μ< λ λ0.
Also, according to the above observations, this function is L-Lipschitz. Therefore we have
∥∥g′λ,μ(x)∥∥ L and ∣∣f (x)− gλ,μ(x)∣∣ ε2
for all x ∈ X, for some 0 <μ< λ small enough. Now fix λ, μ with
0 < λ< λ0, μ := λ2 ,
and apply Theorem 3 to obtain a real analytic function g : X → R such that
∣∣gλ,μ(x)− g(x)∣∣ ε2 and ∣∣g′λ,μ(x)− g′(x)∣∣ ε2
for all x ∈ X. By combining the last two inequalities we get |f (x)− g(x)| ε for all x ∈ X and
Lip(g)  L + ε. Moreover gλ,μ has a holomorphic extension to a neighborhood U˜ of X in X˜
which only depends on L, on Lip(g′λ,μ), on M , and on ε. Since Lip(g′λ,μ)max{1/μ,1/(λ −
μ)} = 2/λ and in turn λ only depends on ε and on Lip(f ) L, we have thus proved the follow-
ing.
Proposition 4. Let X be a separable Hilbert space. For every L,M,ε > 0 there exists a neigh-
borhood U˜ := U˜L,M,ε of X in X˜ such that, for every L-Lipschitz function f : X → [0,M] there
exists a real analytic function g : X → R, with holomorphic extension g˜ : U˜ → C, such that
(1) |f (x)− g(x)| ε for all x ∈ X.
(2) g is (L+ ε)-Lipschitz.
(3) |g˜(x + iy)− g(x)| ε for all z = x + iy ∈ U˜ .
In particular this establishes Theorem 4 in the case when f is bounded.
Now, fix L = M = 1 and ε > 0, and let r, δ ∈ (0, ε/64) be as in Lemma 5. Given a bounded
1-Lipschitz function f : X → R, we may assume that f takes values in the interval [0,+∞). Let
N ∈ N be such that N  f (x) 0 for all x ∈ X. By Proposition 4, we can find real analytic func-
tions g1, . . . , gN , with holomorphic extensions g˜1, . . . , g˜N defined on U˜ := U˜1,1,min{r/2,δ} ⊃ X,
such that
(1) |fi(x)− gi(x)| < r/2 for all x ∈ X.
(2) gi is (1 + ε)-Lipschitz.
(3) |g˜i (x + iy)− gi(x)| δ for all z = x + iy ∈ U˜ .
D. Azagra et al. / Journal of Functional Analysis 262 (2012) 124–166 165Let us define g = α ◦ e∗1 ◦ G−1 ◦ {gi}∞i=1 = H ◦ {gi}∞i=1, where we understand gi = 0 for all
i > N .
Since Lip(gi) 1 + ε for all i, and DH is bounded by 1 + ε, it follows that g = H ◦ {gi}∞i=1
is (1 + ε)2-Lipschitz.
Because (f1(x), . . . , fN(x),0,0, . . .) ∈ β([0,N]), and also |fi − gi | < r/2, we have (g1(x),
. . . , gN(x),0,0, . . .) ∈ T and, by property (2) of the preceding lemma,∣∣g(x)− f (x)∣∣= ∣∣H ({gn(x)}∞n=1)− h({fn(x)}∞n=1)∣∣ ε.
The function g is clearly real analytic, with holomorphic extension g˜(z) = (α˜ ◦ e˜∗1 ◦ G˜−1)(g˜1(z),
g˜2(z), . . . , g˜N (z),0,0, . . .) defined on U˜ . And, because |g˜i (x + iy) − gi(x)| δ for all z = x +
iy ∈ U˜ , we have, using property (5) of the lemma, that |g˜(x + iy)|  2(|g(x)| + 1) for all x +
iy ∈ U˜ .
Up to a change of ε we have thus proved the following.
Proposition 5. Let X be a separable Hilbert space. For every ε > 0 there exists an open neigh-
borhood U˜ = U˜ε of X in X˜ such that, for every 1-Lipschitz, bounded function f : X → R, there
exists a real analytic function g : X → R, with holomorphic extension g˜ : U˜ → C, such that
(1) |f (x)− g(x)| ε for all x ∈ X.
(2) g is (1 + ε)-Lipschitz.
(3) |g˜(x + iy)| 2(|g(x)| + 1) for all z = x + iy ∈ U˜ .
Then, by using exactly the same argument as in Section 5.6 above (just noting that now we
are lucky to have C = 1 + ε), one immediately obtains Theorem 4 in full generality.
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