A design optimization suite currently under development for arbitrary super-hypersonic vehicles is introduced. A brief review of literature on the subject is presented. Parameterization techniques utilized to obtain realistic geometries of various flying components are discussed. Well known engineering methods for the prediction of inviscid high speed aerodynamic coefficients are outlined, alongside implementation of streamline tracing and mesh interpolation for the calculation of viscous and local condition dependent approaches. Global optimization methods are employed, with detailed discussion on the specific characteristics chosen for this work. Validation cases are presented for the aerodynamic module, comparing computed results to wind tunnel tests gathered in previously published research. An overview of the optimization loop is provided, followed by an aerodynamic design optimization, demonstrating the potential of the combined methodologies.
I. Introduction
C concepts for reusable launch vehicles (RLV) vary drastically in their nature. Much of this can be explained by varying mission specifications and propulsive methods. However, differing experience between institutions, and a general lack of experience with respect to hypersonic lifting vehicles, certainly contribute to this large variation. With advancements in computer technology and optimization methods, it is no longer reasonable or time effective to create an initial design based on experience, and iterate once multi-disciplinary analysis has been carried out. Instead, a design optimization approach should be employed, in which analysis can be carried out on thousands of vehicle configurations at relatively small computational cost. To do this, engineering level tools are utilized. These methods do not paint the entire picture, and can potentially produce unrealistic or poorly analyzed designs. However, if they are implemented correctly for the problem, and their limitations known in advance, they can provide meaningful results in the hands of an experienced engineer. This a priori knowledge is critical, as it will guide the algorithm to truly optimal configurations, by imposing realistic boundaries for a given vehicle component, flight regime, or mission. Furthermore, it allows the most feasible designs to be selected, perhaps through means which cannot be readily measured at the engineering level.
This paper introduces the foundations of a design optimization framework for super-hypersonic vehicles, currently under development at the University of Glasgow, which presently combines rapid aerodynamic analysis with heuristic optimization techniques. Firstly, a brief review of the state-of-the-art in super-hypersonic vehicle optimization is presented, further demonstrating the motivation behind creating and combining such a methods. Next, the specific techniques implemented in terms of vehicle generation, aerodynamic prediction, and optimization algorithms are discussed. The combination of these modules in the context of an optimization loop is then outlined, with discussion of infeasible designs and violation parameters. Validation data is provided for the employed high speed aerodynamic module, accompanied by an aerodynamic shape optimization, with a pre-existing configuration being analyzed for comparative purposes.
A. Brief Review of Super-Hypersonic Vehicle Optimization
Previous research on the topic varies drastically by discipline or disciplines considered, fidelity of analysis, optimization method, objective functions and design variables. An optimization comprising of only one disciplinary analysis may result in ideal cost function values, but can be easily deemed infeasible by an experienced engineer. Increasing the number of accurately analyzed disciplines leads to further constraints placed on the optimizer, resulting in higher cost functions, but ultimately more feasible designs. However, no such analysis to date can be considered all-encompassing, and human experience remains the predominant factor in vehicle design. Analysis fidelity and number of design variables, constraints and objectives should be considered together based on computational resources, as well as the research scope. High-fidelity models may provide state-of-the-art results, but can also drastically increase computational cost. Couple this with the knowledge that increasing number of design variables has a large effect on the iterations required for convergence, and it is clear that limitations must be enforced from the outset.
If an existing configuration is sought to be optimized, it is reasonable to assume that the design space will be limited compared to that of a random start point design optimization; as this ensures that the optimal configuration will not vary significantly from that of the original. A close to optimal starting point makes gradient based optimization techniques coupled with high-fidelity analysis appealing, considering that a small design space may require relatively few iterations to converge. On top of this, in an optimization where only small alterations may be made to the configuration throughout, it is essential that the physics are captured as accurately as possible. Furthermore, assuming a basis design that is close to optimal exists, such an optimization may be aimed at a latter stage of the design process, where it is essential that computational resources are dedicated to state-of-the-art prediction methods.
In cases where a starting point is not available, perhaps in the early conceptual or design phases of a relatively new concept, global design optimization techniques combined with lower fidelity analysis methods are well suited to the problem. Taking full advantage of the optimization process requires a large design space, in which novel, optimal configurations can be found that may not be obvious to an experienced engineer. Utilizing a population based optimization algorithm with low-fidelity methods allows the broad search space to be explored for relatively cheap computational cost. If multiple objective functions are sought to be minimized, this approach also allows the creation of Pareto fronts, in which a set of optimal solutions are found. During the early phases of a design project, these fronts allow feasible configurations to be extracted from the results by experience, rather than being purely determined by the algorithm (single-objective optimization).
The majority of research focuses primarily on aerodynamic optimization. An early example of this is the work done by Landon et al [1] , in which the low-fidelity Supersonic/Hypersonic Arbitrary Body Program [2] was used as the prediction tool. Chiba et al [3] used evolutionary algorithms along with surrogate models to provide approximate analysis, before feeding the most promising configurations to a Navier-Stokes solver. Here the goal was to optimize a wing-body reusable launch vehicle for flight states around a Mach number of unity. Four objective functions were employed in this research, relating to aerodynamic properties at various flight states. A similar method was employed by Tatsukawa et al [4] , which utilized a genetic algorithm and a Navier-Stokes solver throughout, in this instance to optimize a body-only configuration. As with many hypersonic aerodynamic optimizations, L/D was used as an objective, together with zero-lift drag and RLV volume. Here a limited number of function evaluations was set, likely due to the computational requirements of the solver. Zhang et al [5] also used genetic algorithms to optimize hypersonic wings using local piston theory. Their method boasts low computational cost, however the force and moment inaccuracies when compared with higher fidelity solvers, along with piston theory being purely inviscid, show that it should only be used in the early design phases. Shen et al [6] also used a genetic algorithm, along with a simple modified Newtonian method, in optimization of the European EXPERT re-entry vehicle [7] . Again L/D was used as an objective function, alongside a reduction in optimum angle of attack. Another example of a modified Newtonian based optimization comes from the work of Sheffer and Dulikravich [8] , with drag being minimized for cone and hypersonic plane configurations.
Of course, many disciplines define a feasible hypersonic vehicle. With strong couplings at play, multi-disciplinary optimization has gained increasing popularity over the years. Bowcutt [9] provides an early example of multi-disciplinary design optimization (MDO) applied to hypersonic aircraft; combining aerodynamic, propulsive, and trim analysis. Here, a small number of design variables were used to define the vehicle, once more with the goal of maximizing L/D. A further study conducted by Bowcutt [10] added trajectory analysis to the optimization process, setting range as an objective function for a full flight path. A missile configuration was studied, operating between M = 4.5 − 7. Being a trajectory driven problem, stability and control also factored heavily in the overall framework. Utilizing MDO in this analysis found a 46% increase in range over the initial baseline, showing the methods potential when applied successfully. It should be noted that the few decision variables in these works require many translations to produce full configurations. Generally, a continuous design space that defines the vehicle as physically as possible is desired, since it may lead to improved convergence. Dirkx and Mooij [11] coupled local-inclination aerothermodynamic methods with trim analysis, for both capsule and winged vehicles. Various realistic constraints were enforced, such as negative stability derivatives; maximum structural loading; minimum and maximum control surface deflections and angle of attack; as well as maximum heating requirements, with three geometric based objective functions being employed. Wuilbercq et al. [12] use reduced-order models to compute aero-thermal, heat protection, and propulsive characteristics, with the inclusion of mass estimation for reusable hybrid vehicles in both ascent and re-entry flight regimes. Overall performance of hypersonic vehicles is taken into account by Deng et al [13] , coupling flight characteristics and geometric performance parameters within objective functions. Recently, Di Giorgio et al. [14] introduced an aerothermodynamic design optimization framework for hypersonic vehicles. Aimed at high speed passenger aircraft, engineering level prediction methods are utilized, with potential future extension to multi-fidelity and surrogate based techniques. Much of the reasoning behind creation of their framework is akin to the presently described research, and further demonstrates the necessity of developing these methods in relation to high speed vehicles.
II. Vehicle Generation
Before configurations in a given design space can be analyzed and optimized, a reliable vehicle generator is required. Such a program must be able to not only create a vehicle from any given parameters within the design space boundaries, but consistently discretize the various shapes to a high enough level that analysis can be considered accurate. On the other hand, it is important that the variables required for creation are kept to a minimum. If there are too many design variables within the optimization, or design variables that do not have a clear and consistent effect on creation, the algorithm may not properly converge on optimal values.
Considering the above, in conjunction with present work focusing on wing-body vehicles, greater detail is given to the creation of lifting surfaces than it is to the fuselage. Defining the entire body or main fuselage by splines or a similar method in the chord-wise direction is a costly task in terms of variables required. This is due to the fact that such methods rely on a multitude of control points. Studying previous high speed wing-body vehicles, such as the X-34 and space shuttle, the main fuselage can usually be approximated with a constant cross-section shape. Considerably fewer design variables are required for such a definition in contrast to a varying shape in the chord-wise direction. Because of this, and since lifting surface optimization variables will have a much larger effect on the configurations performance as a whole, a constant cross-section shape is deemed to be a worthy trade-off for a significantly less complex design space. The nose and fore-body can also be described simply with only a few parameters, such as nose radius and z-offset from the vehicle centreline, leaving only wing and tail sections to be defined.
An arbitrary number of separate wing partitions can be used to create a single wing. Each partition is defined by five parameters: dihedral, taper ratio, trailing edge sweep, span, and two-dimensional aerofoil section. Of course an initial root chord is required, which can be an optimization variable directly, or a ratio of fuselage length. The decision to use trailing edge sweep as a design parameter instead of defining it at the quarter chord or leading edge was to ensure that control surfaces were not made ineffective by high rearward sweep or large sweep discrepancies between partitions. Such a definition may result in undesirable sweep elsewhere on the wing chord (eg. negative sweep at the leading edge), which can be easily calculated and constrained in the analysis phase.
Various methods have been considered for 2D aerofoil creation, based on versatility and ease of implementation. Initially, preloaded data files of existing aerofoils were chosen simply by an integer variable. However, this is relatively inflexible and creates discontinuities in the design space, leading to convergence issues and sub-optimal results. These existing shapes were instead used as target aerofoils in a shape optimization framework, to benchmark more continuous creation methods.
Bézier spline techniques are commonly utilized in aerodynamic shape generation, with two methods being implemented in the current framework. Both utilize two Bézier curves, and their implementation allows an arbitrary number of control points to be defined. The first method creates upper and lower splines, which define the aerofoil surfaces directly. This requires some boundaries to be set on the leading edge control points, to avoid sharp edges and ensure that surfaces merge smoothly. The second method employs a thickness and camber curve approach, where thickness distribution is added equally in the normal directions of the two-dimension camber line, creating consistent leading edge radii. It should be noted that no purely Bézier method allows for direct control over the aerofoils physical properties, since the control points affect the full curve shape, rather than acting as curve points themselves. The well known PARSEC [15] method has also been implemented, which creates 6th order upper and lower polynomials based on geometric characteristics such as maximum thickness, leading edge radius and trailing wedge angle.
Parts are discretized into triangular or quadrilateral elements, depending on user specification or choice of analysis methods. A number of techniques are available to create a model that accurately captures the features of a given configuration, thus ensuring a realistic surface is output. The most consistent approach is to specify target panel dimensions. This means that regardless of two given structure sizes, they will be discretized into similar area panels. For the special case of lifting surfaces, where generally high curvature only occurs at the leading or trailing edges, accurate discretization can be achieved by cosine or half-cosine methods. In order to analyze a full vehicle and not individual parts, lifting surfaces must be merged with the body, and any interior sections discarded. This is accomplished by simple vector plane analysis; finding which panels interfere with one another, and creating joints at these sections. On completion, one continuous surface is output to be used for inviscid analysis. A separate component build-up method is also available for viscous methods, which will be discussed later. 
III. Hypersonic Aerodynamic Prediction

A. Overview
To ensure the algorithm is computationally efficient, any analysis that is independent of flight regime is calculated in a pre-processing phase. This discussion is restricted to vehicle specific parameters, with any broader elements being loaded prior to the aerodynamic evaluation phase. Panel centre points where aerodynamic loads will be applied, along with panel areas are computed first. Outward facing normals are defined next, using the vectors created by panel corner vertices (triangular) or diagonals (quadrilateral). It should be noted that the method in which vehicles are generated ensures normals are calculated in an outward direction, regardless of whether they are defined by triangular or quadrilateral panels. Some panels may collapse into lines or points, these are flagged but not removed, allowing a user-friendly 2D matrix visualization of surfaces. Next interpolation weights are calculated, if necessary, between or within meshes, as these remain unchanged regardless of deformations or inclination to the flow. Finally, reference area and mean aerodynamic chord are specified, completing the pre-processing phase.
Instead of rotating the body at every angle of attack iteration in a given set of flight states, the incoming velocity vector is rotated, allowing surface normals calculated in the pre-processing phase to be used throughout. Tangency vectors however must be computed every iteration, as these are dependent on the direction of incoming flow. The inclination that a given surface has to the incoming flow is calculated as follows:
Where θ is the inclination angle, i defines the specific panel on the surface, withV ∞ andn being the unit vectors of the freestream velocity and surface normal, respectively. In this sense, a positive angle means that the surface is inclined towards the flow, with a negative angle implying that it lies in the shadow region. Panels can then be flagged as impact, shadow or base, defining which methods will be used in calculating their aerodynamic properties. At this point streamlines can be integrated, for use in either viscous computations or shock-expansion methods. With freestream properties already defined and panel treatment flags in place, local conditions can be calculated, including viscous effects, and integrated to obtain the configurations aerodynamic performance at the defined flight state. This process is then repeated for every combination of desired angle of attack, Mach number and altitude, allowing large databases to be created with ease.
B. Inviscid Methods
At the conceptual or early design phases, flexibility and speed are desirable over high-fidelity accuracy. While Computational Fluid Dynamics (CFD) methods are state-of-the-art in aerodynamic prediction, the time required to analyze the thousands of configurations created in a typical large design space global optimization is unreasonable. On top of this, CFD is heavily reliant on discretization with respect to convergence and therefore accuracy. Designing an algorithm that can provide sufficient discretization not only of arbitrary vehicles, but of the complex flow domain presented by high speed flows, is far beyond the scope of this work.
Low-fidelity methods can provide rapid results purely based on vehicle geometry. While their accuracy is not up to CFD standards, it is more than acceptable for initial design optimizations covering a diverse population. Surface inclination methods such as Modified-Newtonian [16] , oblique shock-expansion [17] , and Tangent Wedge/Cone [18] were therefore chosen for this research. The latter two techniques assume an attached shock, which of course is not possible for certain Mach number and inclination angle combinations. All attached shock techniques therefore complete a check to ensure that they can be utilized in a given circumstance, with the use of a pre-loaded maximum θ-β-M database. In such cases where an attached shock is not possible, properties are calculated by the Modified-Newtonian method. This is due to Newtonian flow assuming a detached shock, and thus no inclination limits apply. In shadow regions, Prandtl-Meyer theory is utilized in a majority of cases, as it consistently provides increased accuracy over other methods. In special cases however, such as surfaces whose normals point in a similar direction to the freestream velocity vector (base regions); surfaces with a large expansion angle with respect to their previous panels; or in very high Mach number cases, different techniques must be applied. Here either Gaubeaud's base pressure formula [19] , which is constant for a given flight state, or the assumption of shadow region Newtonian flow (freestream conditions) is used. Once again checks are put in place to ensure these special cases are treated appropriately, for example setting all panels with an inclination θ < −45°to base pressure.
To ensure rapid and accurate calculation of Prandtl-Meyer and oblique shock angles, Brent's algorithm is employed [20] . Fast searching algorithms have also been experimented with, however their speed is of course dependent on the level of discretization used to generate lookup tables, risking a drop in accuracy for reduced computational load.
C. Streamline Tracing
Streamline tracing serves two purposes in high speed aerodynamic computations, with both viscous effects and the Shock-Expansion method requiring knowledge of the flow structure on the body, making it a powerful tool in increasing the accuracy of results. Given an inviscid flow field over the entirety of a given surface, streamlines are traced from the leading edge upstream until an edge or stagnation point is reached. This process is repeated until it is known for every panel, which panel or edge it expands or contracts into. To ensure that the streamlines remain constrained to the surface, tracing is performed in two-dimensions, with the third being defined by the corresponding value that lies on the panel plane.
Since the inviscid inclination methods do not provide information on the velocity vector of the upstream flow on a panels surface, a simple yet widely used assumption is employed:
Where ì V ∞ is the freestream velocity,n is the outward facing unit surface normal, and ì V sur f ace is the tangency velocity vector on the surface. This vector is calculated at the centre of each panel, and thus a method to provide a velocity field encompassing all corners of the surface is required. Once the flow field has been defined, a fourth order runge-kutta method is used to trace streamlines, with velocity being interpolated within individual panels. Tracing continues bound to the current panel surface until an edge is reached, where the new panel is determined and the process repeats. To ensure all panels are planar, a triangular surface is required, meaning that quadrilateral definitions will be automatically subdivided. In this form, barycentric interpolation can be utilized, allowing an accurate surface velocity to be calculated anywhere within a given panel.
D. Mesh Interpolation
Information exchange within or between meshes is a common necessity in single or multi-disciplinary analysis, thus requiring implementation of a robust and versatile method. Radial basis function (RBF) interpolation [21] has been successfully utilized in the aerospace field, particularly in cases where aero-structural coupling is sought [22, 23] . The problem is formulated as follows:
In this instance, s(x) is the function at x, j depicts the centre or node within the mesh, with N being the total number of nodes. The function φ represents a radial function with respect to Euclidean distance. Many options are available for this function, which can be found in [23] . By setting p(x) as a linear polynomial, the interpolation does not change, regardless of translation or rotation of the mesh. Coefficients α j are defined by the interpolation conditions:
Where y is the known positions of the centres or nodes. With the inclusion of the polynomial in equation 3, a second requirement states that:
For all polynomials q equal to or lesser degree than that of p. Importantly, this ensures that the total information transfer is equal within or between meshes, making it a conservative approach. In the presented work, only single mesh interpolation has been carried out; that is aerodynamic surface centre velocity to aerodynamic surface corner point velocity. However, considering that the method can be easily applied to aero-structural coupling, which is of interest in the current research, the radial basis function interpolation provides an ideal approach that is both consistent and conservative.
E. Skin-Friction Drag
Two methods can be selected to calculate the skin-friction contribution to the overall drag coefficient. The first uses a strip theory approach similar to that implemented by Jazra and Smart [24] , with the second utilizing previously integrated streamlines. A component build-up method is used, which is particularly necessary in the utilization of streamlines, as large discontinuities across components may result in inaccurate surface velocity interpolation. Both seek to compute local panel conditions, resulting in a skin-friction coefficient for each element, rather than a single full-body estimate. The main difference between these methods is thus in their calculation of characteristic length, defined from leading edge to panel. This is determined either by distance travelled along the strip in which the panel resides to its centre, or total streamline length at the exit point of the panel. The strip method allows viscous effects to be computed without streamline tracing, which decreases computational load significantly. Of course, a certain degree of accuracy may be lost, especially in high angle of attack cases. In either instance, an improved version [25] of Eckert's reference temperature method [26] is employed, along with the assumption of an adiabatic wall [27] . Options are available for laminar and turbulent flows, however at present this characteristic is user-defined, not calculated. Since this approximate method is based on two-dimensional flat plate flow, it is important that special treatment is given to conical surfaces, as viscous forces are increased due to decreased shock effects in three-dimensions. Once again specific treatment varies depending on the flow regime, with the constant Mangler fraction being applied in laminar flow, and van Driest's turbulent cone rule being utilized otherwise [28] .
IV. Optimization
A. Methodology
Optimization continues to grow in popularity across all forms of engineering, especially in early design phases. Generally this is because the analysis techniques at this stage can be approximate and therefore rapid. This means huge numbers of designs can be tested, with the end goal to find an ideal solution (single-objective) or a collection of ideal solutions known as a Pareto front [29] (multi-objective). The main issue facing such a problem is therefore deciding how to manipulate the process to find these optimal solutions, and do so in as few iterations (or cost function evaluations) as possible. In early phases, the design space is usually broad and may contain discontinuous variables, thus making gradient-based optimization techniques unsuitable. Heuristic algorithms on the other hand are designed for such problems, and while they are not mathematically guaranteed to find the global optimum for a given problem, they are considerably more efficient and versatile than other methods. The decision of which heuristic method to use was quickly narrowed down to the well-known genetic algorithm (GA) [30] , and the particle swarm optimization (PSO) [31] , which has gained popularity dramatically in recent years.
Many papers have shown particle swarm to be an improvement over the GA in terms of efficiency and optimal values found [32] [33] [34] [35] . On top of this, PSO algorithms have been updated to include characteristics found in evolutionary methods, such as mutation and ageing [36, 37] . For these reasons, it was decided that the particle swarm optimizer was the superior option, with the ability to incorporate most of the techniques found in genetic algorithms.
This work looks to incorporate multiple cost functions in a single simulation, while analyzing a broad design space. Thus the selection of PSO optimizer is of paramount importance, not only to ensure faster convergence, but to provide a diverse set of globally optimal solutions. The specific methodology adopted here is a variation of the OMOPSO algorithm [36] , which was chosen due to its superior performance against other multi-objective algorithms [35] . In a given optimization loop, optimality is defined by non-dominated solutions, which fill the Pareto front until a user-defined maximum is reached. Above this limit, Pareto front solutions are defined by crowding distance. Here, optimal particles are compared to their closest neighbours on the front in terms of cost function values, with the most similar solutions being discarded. Mutation is also implemented, with the swarm subdivided into three sets of equal size, and each subset having a different mutation scheme applied (no mutation, uniform mutation, non-uniform mutation).
The selection of global best plays a pivotal role in any PSO algorithms efficiency. Along with the best position that a given particle has experienced in terms of cost function, the global best defines which design variable sets that the swarm will tend towards during the current iteration. The previously described mutation and crowding distance techniques promote diversity within the swarm, and the selection of global best continues in this vein. Pareto front solutions are ranked by the number of particles that they dominate in the current iteration. Where dominance is defined by one solution having at least equal cost function values in all dimensions compared to another, with one or more of the cost function values being lesser. Particles with the highest dominating rank are often the most crowded, and selecting them as the global best can localize the search to a small section of the Pareto front. On the other hand, selecting Pareto front particles with the lowest dominating rank (those that lie on the extremities in each dimension), can ensure that a search remains sufficiently diversified, but may lack the convergence characteristics of the former method. Thus in this work, both approaches have been implemented, with either half of the population consistently selecting a high or low dominating global best throughout the optimization. In both cases, the decision of the global best particle for a given iteration should not be defined purely the highest or lowest number of dominated particles. Instead, a roulette wheel technique has been implemented, giving a particles with desirable dominance characteristics a higher chance of selection.
It should be noted that while Particle Swarm Optimization has been chosen for this work, a Genetic Algorithm has also been implemented into the framework. This allows continued comparison and increased confidence that the obtained results are in fact optimal. Additionally, future problems may be suited to a structured gene based algorithm, such as those involving multiple options for tailplane composition.
B. Design Loop
Initialization of the problem is completed as follows. Firstly, the structures to be included in the optimization are defined, allowing the correct set of design variables to be loaded. Differing variable sets exist for the available aerofoil creation methods, and thus must also be defined if they are to be included in the optimization. Angle of attack, Mach number, and altitude at which results are to be acquired must be stated. Multiple flight states are allowed, and either sequentially computed, or every combination of these three parameters can be analyzed. Disciplines to be included and analysis methods used are introduced next, along with objective functions and constraints. Problem specific parameters are loaded, such as maximum oblique-shock tables. The optimization technique is chosen; both particle swarm and genetic algorithm solvers are available. A baseline configuration can then be specified, which will be passed to the analysis phase, and its results can be used to constrain the configurations created throughout the design optimization process. Variables are defined next, along with their minimum and maximum boundaries, and any transformations that must take place before they can be passed to the vehicle generator. Many optimization variables are available to define the various parts of the vehicle, however in many circumstances, parameters may be fixed due to physical requirements or research scope. In such cases, the option is available to hold properties constant, assigning them user-defined standard values, or those of the baseline configuration.
Following initialization, the problem is passed to the selected optimizer. Before any analysis can be completed on the population, any constraints or transformations must be performed on the design variables. Constraining the configuration at the input stage allows undesirable or infeasible characteristics to be removed before they are transferred to the cost function, reducing the design space and computational expense. Some constraints are not enforceable during the input phase, and require further information provided by analysis of the configuration. The method used to impose these constraints is discussed in the proceeding paragraph. Transformations are applicable when a variable is dependent on one or more other variables, ensuring all inputs are provided to the analysis phase as physical properties.
Once the population has been constrained and any variable dependencies have been computed, the configurations can be analyzed, with their objective fitness values output. Initially, all costs are set to infinity, as certain problem set-ups can produce infeasible designs that cannot be analyzed. In scenarios where a successful design has been created and analyzed, these values will be replaced. However in the case of an infeasible design, the cost function is terminated early, resulting in an infinite cost for the given set of design parameters. As mentioned previously, the user may wish to place constraints on the optimization that can only be enforced after the analysis phase is complete. These may be relative to a baseline configuration; for example a requirement may be that the total wing area cannot be less than that of the baseline. Another example may be that negative stability derivatives are desired for a given flight state. For cases in which a configuration violates these given constraints, an exponential based penalty function is used, and its result is added to the configurations cost function values.
V. Results
A. Aerodynamic Validation
Before the aerodynamic module can be integrated into an optimization framework, it is critical that it has been shown to produce accurate results, and that any limitations are known. To do this, comparative analysis should be carried out on existing data found in literature. Here, such investigations are presented for six analytically defined body shapes, for which wind tunnel experiments were carried out by Landrum & Babb [38] . Two of the bodies replicated for this task are shown in Fig. 1 . Here, a total of 2000 panels make up each configuration. Note that a half-cosine spacing method has been employed, ensuring that the areas with highest curvature (nose) are properly captured. Usually, the aerodynamic module defines atmospheric values are defined by a set altitude. However, in cases where wind tunnel data is used for validation, the actual test case flow conditions provided in the references are input. It is important that the relative scale of the three aerodynamic properties shown in the figures have been taken into account before comparisons are drawn, as this may lead to incorrect assumptions about the overall accuracy of the methods displayed. Now, considering the results as a whole, it is clear that the axial force component is most accurately computed for both methods and all six cases, in terms of mean absolute error, followed by normal axial component for the Newtonian method, and pitching moment for the Tangent Cone approach.
In the majority of cases, Newtonian/Prantl-Meyer provides an accurate comparison for normal and axial forces. For configurations 2-6, there is a tendency for the normal component to be under-predicted as angle of attack increases. On the other hand, axial force is over-predicted at low inclination angles (with exception to configuration 5), falling towards or below the experimental data as inclination with respect to freestream flow is increased.
As mentioned, axial force prediction for the Tangent Cone/Prandtl-Meyer method is also shown to be relatively accurate in comparison to the test cases. In fact, for configurations 1-3, this method outperforms its Newtonian counterpart in almost every instance, with a clear reflection of the experimental data trends. However, there is a large over-prediction of normal force as angle of attack increases (or under-prediction as it decreases below zero). This can be seen across all configurations, resulting in a mean absolute error greater than ten times that of the Newtonian method in certain cases.
The discrepancies discussed are once again demonstrated in the prediction of pitching moment coefficient (measured from the nose). The Modified-Newtonian method generally over-predicts the experimental data, while the Tangent Cone approach represents a scaled-up prediction of the data with respect to angle of attack.
Configuration 6 demonstrates a particularly interesting case due to its flare structure at the rear (shown in Fig. 1 ). While this is not of particular interest in the presented research, this configuration produces polarizing results across the two methods. Most notably, both approaches significantly over-predict the axial force component with respect to any other configuration. Normal force and pitching moment coefficients show significantly higher error in the Newtonian case also, whereas the Tangent Cone method performs best here in terms of C N & C m . This is perhaps due to the attached shock introduced by the flare being appropriately captured on the impact side by the latter method. However, errors remain relatively high for the case, and further investigations required for parties interested in similar structures. 
B. Preliminary Optimization Results
With the aerodynamic module showing satisfactory results for an array of configurations, an aerodynamic shape optimization was performed. Designs created throughout the simulation were compared to that of a pre-existing reusable launch vehicle concept, to show the capability of the developed framework as a whole. Here, the previously described modules: design, analysis, and optimization, are implemented into a single simulation. An inviscid wing only design optimization is carried out using the X-34 [39] as a baseline configuration, with Fig. 4 displaying the overall wing-body structure. The flow conditions are equal to that of the Mach 2 experiment conducted by Brauckmann [40] , with multiple cases being considered for angles of attack −5°to 20°. The optimization problem is defined as follows:
In this instance two functions are used to define optimality: mean lift and mean drag coefficients across the defined angle of attack range. Clearly these could be combined as a single objective function. However, as previously mentioned, the methods employed are not all-encompassing, and in reality various fields define optimality. Thus it is preferable to generate a diverse Pareto front of optimal designs which can be visualized and analyzed by experienced engineers, rather than a single aerodynamically optimal configuration. In order to avoid any undesirable characteristics, and thus ensure that optimal designs found by the optimizer have an increased likelihood of being feasible, a variety of constraints have been put in place, with many coming directly from the baseline configuration. Since optimization of non-dimesionalized parameters could result in wings that are extreme in size (both small and large), Pareto front designs must have equal to or greater overall lift than the baseline; along with equal to or lower span, maximum wing thickness, and bending The Pareto front is shown in Fig. 5 . This simulation was run with 150 particles for 500 iterations, and a maximum Pareto front population of 100. In this instance, 89 optimal solutions were found, which outperform the X-34 configuration in terms of lift and/or drag coefficient, while also adhering to the constraints discussed above. Some examples of these configurations, along with their two-dimensional aerofoil shapes (from root to tip) are shown in Figs. 6 -8. Interestingly, the optimizer appears to have taken advantage of the aerofoil shape generator, and produced some undesirable traits, such as thick trailing edges and consistently thin aerofoils with a high degree of camber. Future work will seek to eradicate this phenomena, however it is important to note that any shape generator should be able to create a high percentage of pre-existing configurations, before being utilized in an optimization framework. Altering the boundaries due to optimization results alone may lead to a generator that has been over-constrained, and cannot create readily available geometries. Instead, quantifying undesirable characteristics and handling them appropriately should be of paramount importance. 
VI. Concluding Remarks
The aim of this paper was to introduce a global design optimization framework that is currently under development for arbitrary super-hypersonic vehicles. A vehicle generator has been presented, with a focus on versatility, to ensure that infeasible or undesirable configurations are flagged and dealt with appropriately. In terms of analysis, a low-fidelity, computationally efficient high speed aerodynamics module has been implemented. Various surface inclination methods have been included for inviscid calculations, with the option to specify separate approaches for differing vehicle components or individual panel orientations with respect to the freestream flow. Streamline integration alongside mesh interpolation have been successfully included for viscous and shock-expansion methods. An overview of the specific design optimization architecture has been provided, along with description and justification of the adopted multi-objective algorithm utilized. Validation of the aerodynamics methods has been shown, with further comparisons to existing data in literature and internal CFD computations to be carried out. Finally, an aerodynamic shape optimization was conducted, seeking to improve upon an existing wing-body configuration. Future work will look to extend the capabilities of the framework to multi-disciplinary optimization. Particular focus is on thermal and structural effects.
