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LARGE TIME ASYMPTOTICS FOR THE PARABOLIC ANDERSON
MODEL DRIVEN BY SPATIALLY CORRELATED NOISE
JINGYU HUANG, KHOA LÊ, AND DAVID NUALART
Abstract. In this paper we study the linear stochastic heat equation, also known as para-
bolic Anderson model, in multidimension driven by a Gaussian noise which is white in time
and it has a correlated spatial covariance. Examples of such covariance include the Riesz
kernel in any dimension and the covariance of the fractional Brownian motion with Hurst
parameter H ∈ (1
4
, 1
2
] in dimension one. First we establish the existence of a unique mild
solution and we derive a Feynman-Kac formula for its moments using a family of indepen-
dent Brownian bridges and assuming a general integrability condition on the initial data. In
the second part of the paper we compute Lyapunov exponents, lower and upper exponential
growth indices in terms of a variational quantity. The last part of the paper is devoted to
study the phase transition property of the Anderson model.
1. Introduction
In this paper we are interested in the stochastic heat equation
∂u
∂t
=
1
2
∆u+ uW˙ , (1.1)
where t ≥ 0, x ∈ Rℓ (ℓ ≥ 1) and W is a centered Gaussian field, which is white in time
and it has a correlated spatial covariance. More precisely, we assume that the noise W is
described by a centered Gaussian family W = {W (φ), φ ∈ S(R+ × Rℓ)}, with covariance
E[W (φ)W (ψ)] =
1
(2π)ℓ
∫ ∞
0
∫
Rℓ
Fφ(s, ξ)Fψ(s, ξ)µ(dξ)ds, (1.2)
where µ is a tempered positive measure and F denotes the Fourier transform in the spatial
variables. If the inverse Fourier transform of µ is a locally integrable function
γ(x) =
1
(2π)ℓ
∫
Rℓ
eiξ·xµ(dξ) , (1.3)
then, γ is positive definite and (1.2) can be written as
E[W (φ)W (ψ)] =
∫ ∞
0
∫∫
R2ℓ
φ(s, x)ψ(s, y)γ(x− y)dxdyds . (1.4)
If, in addition, γ is nonnegative, the existence of a mild solution for equation (1.1) is equiva-
lent to the following Dalang’s condition (see, for instance, [12,13]), which plays a fundamental
role in this theory, ∫
Rℓ
µ(dξ)
1 + |ξ|2 <∞. (1.5)
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Throughout the paper, we denote by | · | the Euclidean norm in Rℓ and by x · y the usual
inner product between two vectors x, y in Rℓ.
Recently, (see [2, 16]) one has considered the case where ℓ = 1 and W has the covariance
of a fractional Brownian motion with Hurst parameter H ∈ (1
4
, 1
2
) in the spatial variable.
In this case, γ is not well-defined as a function but a distribution, the right-hand side of
(1.4) is thus not well-defined. The spectral measure is, in this case, µ(dξ) = c1,H |ξ|1−2Hdξ,
where c1,H = Γ(2H + 1) sin(πH). The main aim of this paper is to consider a general class
of rough noises, with spatial dimension 1, that includes this example. For the solution of
equation (1.1) driven by these rough noises, we plan to derive Feynman-Kac formulas for
the moments, compute Lyapunov exponents and exponential growth indices and study the
phase transition property of Lyapunov exponents. For this purpose, introduce the following
conditions on the spectral measure.
(H.1) We assume that ℓ = 1, the spectral measure µ is absolutely continuous with respect
to the Lebesgue measure on R with density f , that is µ(dξ) = f(ξ)dξ, and f satisfies:
(a) For all ξ, η in R and for some constant κ > 0,
f(ξ + η) ≤ κ(f(ξ) + f(η)). (1.6)
(b) The spectral density f satisfies ∫
R
f 2(ξ)
1 + |ξ|2dξ <∞ . (1.7)
Hypothesis (H.1) is satisfied by the spectral density f(ξ) = |ξ|1−2H , when H ∈ (1
4
, 1
2
],
with a constant κ = 1. On the other hand, (1.7) in Hypothesis (H.1) clearly implies the
integrability condition (1.5).
On the other hand, our results also hold under the following hypothesis, which we formulate
for a general dimension ℓ ≥ 1:
(H.2) The inverse Fourier transform of µ(dξ) is a nonnegative locally integrable function γ
and µ satisfies Dalang’s condition (1.5). When ℓ = 1, γ can also be the Dirac delta function
δ0, which corresponds to the space-time white noise case.
Examples of covariance functions satisfying (H.2) are the Riesz kernel γ(x) = |x|−η, with
0 < η < 2 ∧ ℓ, the space-time white noise in dimension one, where γ = δ0, and the multi-
dimensional fractional Brownian motion, where γ(x) =
∏ℓ
i=1Hi(2Hi− 1)|xi|2Hi−2, assuming∑ℓ
i=1Hi > ℓ− 1 and Hi > 12 for i = 1, . . . , ℓ.
In this paper we assume that the initial condition u0 is a tempered measure satisfying the
condition
(pt ∗ |u0|)(x) <∞ for all t > 0 and x ∈ Rℓ , (1.8)
where pt ∗ |u0| denotes the convolution of the heat kernel pt and the total variation of u0,
denoted by |u0|. This condition is equivalent to∫
Rℓ
e−a|x|
2|u0|(dx) <∞, (1.9)
for all a > 0. Using the Wiener chaos expansion, we show in Theorem 3.2 that, under
hypotheses (H.1) or (H.2), there exists a unique mild solution to equation (1.1). Note that
hypothesis (1.8) is weaker than condition
∫
R
(1 + |ξ| 12−H)|Fu0(ξ)|dξ < ∞, imposed in [16]
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in the case ℓ = 1 and µ(dξ) = c1,H |ξ|1−2H. The existence of a unique solution for the
stochastic heat equation under Hypothesis (H.2) with a nonlinear coefficient σ, when the
initial condition u0 a measure satisfying (1.8), has been proved in [6] (the one-dimensional
case with space-time white noise was previously treated in [5]).
On the other hand, in Proposition 4.4 we show a Feynman-Kac formula for the moments
of the solution in terms of an independent family of Brownian bridges.
The second part of our paper is devoted to computing the speed of propagation of inter-
mittent peaks. The propagation of the farthest high peaks was first considered by Conus
and Khoshnevisan in [11] for a one-dimensional heat equation driven by a space-time white
noise (γ = δ0) with compactly supported initial condition, where it is shown that there are
intermittency fronts that move linearly with time as αt. Namely, for any fixed p ∈ [2,∞),
if α is sufficiently small, then the quantity sup|x|>αtE(|u(t, x)|p) grows exponentially fast as
t tends to ∞; whereas the preceding quantity vanishes exponentially fast if α is sufficiently
large. To be more precise, the authors of [11] define for every α > 0,
S(α) := lim sup
t→∞
1
t
sup
|x|>αt
logE(|u(t, x)|p) , (1.10)
and think of αL as an intermittency lower front if S(α) < 0 for all α > αL, and of αU as an
intermittency upper front if S(α) > 0 whenever α < αU . In [11] it is shown that for each
real number p ≥ 2, 0 < αU ≤ αL < ∞, and when p = 2, some bounds for αL and αU are
given. In a later work by Chen and Dalang [5], using the method of iteration, it is proved
that when p = 2, there exists a critical number α∗ = λ
2
2
such that S(α) < 0 when α > α∗
while S(α) > 0 when α < α∗ (this property was first conjectured in [11]).
In this paper, we will use methods from large deviations to give a more general treatment
of this problem. We will show that for a general class of covariance functions γ and any
positive integer p ≥ 2, the pth moment of the solution to (1.1) with certain initial condition
develops high peaks which travel at a constant speed when the time is large, and we are able
to express the speed, using the variation expression (see (1.12) below). In the particular case
when the initial condition u0(x) = 1, we are able to find the precise Lyapunov exponent of
the solution.
Our approach is based on the Feynman-Kac formula for the moments of the solution,
usually expressed in terms of independent Brownian motions. As is shown in Theorem
1.3, the propagation of high peaks largely depends on the initial condition, thus we use the
Brownian bridges in the Feynman-Kac moment formula, to isolate the initial condition, which
simplifies its analysis (see Proposition 4.4). The procedure is to first get some large deviation
results for the long term asymptotic of exponential functionals of Brownian bridges with the
regularized covariance function (see, for instance Lemma 5.1), then make some approximation
to treat general covariance functions. To do this we introduce the approximate covariance
γǫ(x) =
1
(2π)ℓ
∫
Rℓ
e−ǫ|ξ|
2
eiξ·xµ(dξ) . (1.11)
For each ǫ > 0, the spectral measure of γǫ is e
−ǫ|ξ|2µ(dξ), which has finite total mass because
µ is a tempered measure. Thus, γǫ is a bounded positive definite function. Most of our
results are obtained first for γǫ then for γ by the passage ǫ ↓ 0. The same methodology has
been used in [9].
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We denote by (Rℓ)n (or simply Rnℓ) the set of n-ples x = (x1, . . . , xn), such that, xj ∈ Rℓ
for each j = 1, . . . , n. For each ℓ ≥ 1, let Fnℓ be the collection of functions g ∈ H1(Rnℓ) :=
{f : Rnℓ → R | ∫
Rnℓ
|f(x)|2dx <∞ and ∫
Rnℓ
|∇f(x)|2dx <∞} such that ‖g‖L2(Rnℓ) = 1. For
appropriate Schwartz distributions φ ∈ S ′(Rℓ), we consider the functional
En(φ) = sup
g∈Fnℓ
(∫
Rnℓ
∑
1≤j<k≤n
φ(xj − xk)g2(x)dx− 1
2
∫
Rnℓ
|∇g(x)|2dx
)
. (1.12)
We can also represent En in Fourier mode
En(φ) = sup
h∈Anℓ
(
(2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
(h ∗ h)(ejk(ξ))Fφ(ξ)dξ − 1
2
∫
Rnℓ
|ξ|2|h(ξ)|2dξ
)
, (1.13)
where
Anℓ =
{
h : Rnℓ → C ∣∣ ‖h‖2L2(Rnℓ) = 1, ∫
Rnℓ
|ξ|2|h(ξ)|2dξ <∞ and h(ξ) = h(−ξ)
}
, (1.14)
and for each 1 ≤ j < k ≤ n and ξ ∈ Rℓ, ejk(ξ) := (ξ1jk, . . . , ξnjk) is the vector in Rnℓ with
all ξijk, 1 ≤ i ≤ n, equal to 0 except ξkjk = ξ and ξjjk = −ξ. For more details on the above
expression, we refer the readers to Lemma 5.3 and Proposition 5.4. Using the previous
expression, we can define the functional En(γ) assuming µ is a tempered measure, by
En(γ) = sup
h∈Anℓ
(
(2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
(h ∗ h)(ejk(ξ))µ(dξ)− 1
2
∫
Rnℓ
|ξ|2|h(ξ)|2dξ
)
. (1.15)
We will see later (Proposition 5.4) that En(γ) is a real positive number under hypotheses
(H.1) or (H.2).
Let u(t, x) be the solution of the stochastic heat equation (1.1) with initial condition u0 and
multiplicative noise corresponding to W˙ . We are interested in the asymptotic behavior as
t→∞ of the moments E
[∏n
j=1 u(t, x
j)
]
, where xj ∈ Rℓ, for general covariances γ satisfying
hypotheses (H.1) or (H.2) and nonnegative initial data u0 satisfying (1.8). In this direction,
we have obtained the following asymptotic results.
Theorem 1.1. We assume either (H.1) or (H.2). Let u0 be a nonnegative function satisfying
(1.8). Let u be the solution to the stochastic heat equation (1.1) with initial condition at u0.
Then for every integer n ≥ 2,
lim sup
t→∞
1
t
log sup
(x1,...,xn)∈(Rℓ)n
E
[∏n
j=1 u(t, x
j)
]
∏n
j=1(pt ∗ u0)(xj)
≤ En(γ) , (1.16)
and for every M such that the integral in the denominator of (1.17) below is positive and
M ′ > 0
lim inf
t→∞
1
t
log inf
(x1,...,xn)∈AM′
E
[∏n
j=1 u(t, x
j)
]
∫
AM
∏n
j=1 pt(y
j)u0(xj + yj)dy
≥ En(γ) , (1.17)
where AM is the set AM = {(y1, . . . , yn) ∈ (Rℓ)n : |yj − yk| ≤M for all 1 ≤ j < k ≤ n}(i.e.,
a diagonal strip in (Rℓ)n ) and AM ′ is defined analogously.
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The choice of AM and AM ′ guarantees that we can find the exact speed of propagation
of high peaks (see Theorem 1.3 below and the proof of Lemma 9.4). It is worth mentioning
that the techniques in proving Theorem 1.1 could be applied to prove the following result.
Theorem 1.2. Assume conditions (H.1) or (H.2). Let u be the solution to the stochastic
heat equation (1.1) with initial condition u0(x) = 1 for all x ∈ Rℓ. Then for every integer
n ≥ 2 and for every x1, . . . , xn ∈ Rℓ, we have
lim
t→∞
1
t
logE
[
n∏
j=1
u(t, xj)
]
= En(γ) . (1.18)
This theorem is a straightforward application of Proposition 5.6.
Inequalities (1.16) and (1.17) can be used to show the exact speed of propagation of
intermittent peaks. We recall the definition of lower and upper exponential growth indices
from [11]
λ∗(n) = sup
{
α > 0 : lim inf
t→∞
1
t
sup
|x|≥αt
logE|u(t, x)|n > 0
}
,
λ∗(n) = inf
{
α > 0 : lim sup
t→∞
1
t
sup
|x|≥αt
logE|u(t, x)|n < 0
}
.
Actually in [11] (and also in other works [5,6]), the above definitions are only for one dimen-
sion. However, the following result holds in any dimensions.
Theorem 1.3. We assume either (H.1) or (H.2). Let u0 be a nontrivial and nonnegative
function satisfying (1.8). Then for each n ≥ 2, the following estimates hold
λ∗(n) ≥
√
2En(γ)
n
(1.19)
and
λ∗(n) ≤ inf
β
(
β
2
+
En(γ)
nβ
)
(1.20)
where the infimum is taken over all β > 0 such that
∫
Rℓ
eβ|y|u0(y)dy <∞.
In addition, if u0 satisfies u0(y) ≥ Ce−β|y| for some constants β > 0 and C > 0, then
λ∗(n) ≥

β
2
+ En(γ)
nβ
if β <
√
2En(γ)
n√
2En(γ)
n
if β ≥
√
2En(γ)
n
. (1.21)
We discuss a few consequences of the previous theorem.
1. If u0 is nontrivial and supported on a compact set, then
λ∗(n) = λ∗(n) =
√
2En(γ)
n
. (1.22)
Indeed, since u0 has compact support, the infimum in (1.20) can be taken over all β > 0.
Hence both estimates (1.19) and (1.20) yield the same bound.
5
2. If u0 satisfies c1e
−β|y| ≤ u0(y) ≤ c2e−β|y| for some positive constants c1, c2 and β, then
λ∗(n) = λ∗(n) =

β
2
+ En(γ)
nβ
if β <
√
2En(γ)
n√
2En(γ)
n
if β ≥
√
2En(γ)
n
. (1.23)
This clearly follows from (1.20) and (1.21).
In the case of space-time white noise, i.e. µ is the Lebesgue measure on R and γ is the
Dirac mass at 0, En(δ) is computed explicitly in [7]. Namely,
En(δ) = n(n
2 − 1)
24
. (1.24)
When n = 2, we recover from (1.22) and (1.23) the result of Chen and Dalang [5].
For some covariances, if we tune the magnitude of the noise to be small enough, the En(γ)
above can actually be zero. This is called phase transition and is studied in the last part of
the paper. To be more precise, for each fixed λ > 0, let uλ be the solution to the stochastic
heat equation
∂u
∂t
=
1
2
∆u+
√
λuW˙ , (1.25)
with initial condition uλ(0, x) = 1 for all x ∈ Rℓ. We describe some notions of phase
transition. The following definition is based on [6, 11].
Definition 1.4. For each integer n ≥ 2, we say that weak phase transition occurs at order
n, if there exist critical values λ
c
n ≥ λcn > 0 such that
lim sup
t→∞
1
t
logEunλ(t, x) = 0
whenever λ < λcn and
lim inf
t→∞
1
t
logEunλ(t, x) > 0
whenever λ > λ
c
n.
Definition 1.5. For each integer n ≥ 2, we say that (strong) phase transition occurs at
order n, if there exists a critical value λcn > 0 such that
lim sup
t→∞
1
t
logEunλ(t, x) = 0
whenever λ < λcn and
lim inf
t→∞
1
t
logEunλ(t, x) > 0
whenever λ > λcn.
Phase transition is studied as early as [20]. Several stochastic processes possess phase
transition property, see for instance [6, 14].
We will see that when the magnitude of certain noise is small enough, the growth index
treated in Theorem 1.3 is 0, that is, there is no exponential high peaks propagating. We
collect a few useful observations in the following result.
Proposition 1.6. Under assumptions (H.1) or (H.2), the following statements hold:
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(i) Weak phase transition at an order implies (strong) phase transition at the same order.
(ii) If (strong) phase transition happens at an order then (strong) phase transition hap-
pens at all orders.
(iii) If phase transition happens then
λc2 ≤
ℓ(2π)ℓ
4 sups>0
∫
Rℓ
se−s|ξ|2µ(dξ)
. (1.26)
In other words, the function λ 7→ E2(λγ) is nontrivial and intermittency always
happens provided λ is sufficiently large.
(iv) If
sup
s>0
∫
Rℓ
se−s|ξ|
2
µ(dξ) =∞ , (1.27)
then there is no phase transition.
Because of the previous result, it makes sense to say “transition occurs” without specifying
the order.
Theorem 1.7. Assume condition (H.2). Phase transition occurs if and only if∫
Rℓ
µ(dξ)
|ξ|2 <∞ . (1.28)
In addition, if phase transition occurs, then for all n ≥ 2, we have
λcn ≤
(2π)ℓe
2
∫
Rℓ
µ(dξ)
|ξ|2
. (1.29)
Under hypothesis (H.1), the picture is less complete.
Theorem 1.8. Assuming condition (H.1), if∫
R
f(ξ) + f 2(ξ)
|ξ|2 dξ <∞ , (1.30)
then phase transition happens.
The paper is organized as follows. Section 2 quickly recalls some elements of stochastic
calculus. Section 3 discusses existence and uniqueness of the solution to (1.1). In Section
4, we obtain a Feynman-Kac formula for the moments of the solution, which is based on
Brownian bridges. In Section 5, we study large time asymptotics of exponential functionals
of Brownian bridges and Brownian motions. The proof of Theorem 1.1 is provided in Section
6. Section 7 discusses results about exponential growth indices. In particular, a proof of
Theorem 1.3 is given. Section 8 discusses results about phase transition. We present in
that section the proofs of Proposition 1.6, Theorem 1.7 and Theorem 1.8. Section 9 is an
appendix which contains some technical results.
2. Preliminaries
The space of Schwartz functions is denoted by S(Rℓ). The Fourier transform of a function
u ∈ S(Rℓ) is defined with the normalization
Fu(ξ) =
∫
Rℓ
e−iξ·xu(x)dx,
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so that the inverse Fourier transform is given by F−1u(ξ) = (2π)−ℓFu(−ξ).
2.1. Stochastic integration with respect to W . We can interpret W as a Brownian
motion with values in an infinite dimensional Hilbert space. In this context, the stochastic
integration theory with respect to W can be handled by classical theories. We briefly recall
the main features of this theory.
We denote by H0 the Hilbert space defined as the closure of S(Rℓ) under the inner product
〈g, h〉H0 =
1
(2π)ℓ
∫
Rℓ
Fg(ξ)Fh(ξ)µ(dξ). (2.31)
Then the Gaussian family W can be extended to an isonormal Gaussian process {W (φ), φ ∈
L2(R+,H0)} parametrized by the Hilbert space H := L2(R+,H0). For any t ≥ 0, let Ft be
the σ-algebra generated by W up to time t. An elementary process g is an adapted step
process with values in H0 given by
g(s) =
n∑
i=1
m∑
j=1
Xi,j 1(ai,bi](s)φj,
where n and m are finite positive integers, 0 ≤ a1 < b1 < · · · < an < bn < ∞, φj ∈ H0 and
Xi,j are Fai-measurable random variables for i = 1, . . . , n, j = 1 . . . , m. The integral of such
a process with respect to W is defined as∫ ∞
0
∫
Rℓ
g(s, x)W (ds, dx) =
n∑
i=1
m∑
j=1
Xi,j W
(
1(ai,bi] ⊗ φj
)
.
We use here the notation g(s, x), although g(s, ·) is not necessarily a function, but an element
of the Hilbert space H0. Let Λ be the space of H0-valued predictable processes g such that
E‖g‖2H < ∞. Then, it is not difficult so show that the space of elementary processes is
dense in Λ, and for g ∈ Λ, the stochastic integral ∫∞
0
∫
Rℓ
g(s, x)W (ds, dx) is defined as the
L2(Ω)-limit of Riemann sums along elementary processes approximating g. Moreover, we
have
E
(∫ ∞
0
∫
Rℓ
g(s, x)W (ds, dx)
)2
= E‖g‖2H. (2.32)
2.2. Elements of Malliavin calculus. We recall that the Gaussian family W can be
extended to H and this produces an isonormal Gaussian process. We refer to [21] for a
detailed account of the Malliavin calculus with respect to Gaussian processes. The smooth
and cylindrical random variables F are of the form
F = f(W (φ1), . . . ,W (φn)) ,
with φi ∈ H, f ∈ C∞p (Rn) (namely, f and all its partial derivatives have polynomial growth).
For this kind of random variable, the derivative operator D in the sense of Malliavin calculus
is the H-valued random variable defined by
DF =
n∑
j=1
∂f
∂xj
(W (φ1), . . . ,W (φn))φj .
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The operator D is closable from L2(Ω) into L2(Ω;H) and we define the Sobolev space D1,2
as the closure of the space of smooth and cylindrical random variables under the norm
‖DF‖1,2 =
√
EF 2 + E‖DF‖2
H
.
We denote by δ the adjoint of the derivative operator (or divergence) given by the duality
formula
E [δ(u)F ] = E [〈DF, u〉H] , (2.33)
for any F ∈ D1,2 and any element u ∈ L2(Ω;H) in the domain of δ. As in the one-dimensional
case, it can be proved that the space Λ is included in the domain of δ and for any u ∈ δ,
δ(u) coincides with the stochastic integral defined above, that is,
δ(u) =
∫ ∞
0
∫
Rℓ
u(s, x)W (ds, dx).
For any integer n ≥ 0 we denote by Hn the nth Wiener chaos of W . We recall that H0 is
simply R and for n ≥ 1, Hn is the closed linear subspace of L2(Ω) generated by the random
variables {Hn(W (φ)), φ ∈ H, ‖φ‖H = 1}, where Hn is the nth Hermite polynomial. For any
n ≥ 1, we denote by H⊗n (resp. H⊙n) the nth tensor product (resp. the nth symmetric
tensor product) of H. Then, the mapping In(φ
⊗n) = Hn(W (φ)) can be extended to a linear
isometry between H⊙n (equipped with the modified norm
√
n!‖ · ‖H⊗n) and Hn.
Consider now a random variable F ∈ L2(Ω) which is measurable with respect to the σ-field
F generated by W . This random variable can be expressed as
F = EF +
∞∑
n=1
In(fn), (2.34)
where the series converges in L2(Ω), and the elements fn ∈ H⊙n, n ≥ 1, are determined by
F . This identity is called the Wiener-chaos expansion of F .
The Skorohod integral (or divergence) of a random field u can be computed by using the
Wiener chaos expansion. More precisely, suppose that u = {u(t), t ≥ 0} is an H0-valued
adapted process such that for all t ≥ 0, E‖u(t)‖2H0 <∞. Then, for each t ≥ 0, the H0-valued
random variable u(t) has a Wiener chaos expansion of the form
u(t) = E [u(t)] +
∞∑
n=1
In(fn(t)), (2.35)
where the kernels fn(t) in the expansion (2.35) are symmetric functions in H
⊗n. In this
situation, u belongs to Λ, which is equivalent to say that u belongs to the domain of the
divergence operator, if and only if the following series converges in L2(Ω)
δ(u) =
∫ ∞
0
∫
Rℓ
u(t, x) dW (t, x) = W (Eu) +
∞∑
n=1
In+1(f˜n(·, t)), (2.36)
where f˜n denotes the symmetrization of fn in all its n + 1 variables.
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2.3. Brownian bridges. Throughout the paper, we denote by Ba,b = {Ba,b(s), s ∈ [a, b]} a
Brownian bridge inRℓ which starts and ends at 0. More precisely, Ba,b(s) = (B
1
a,b(s), . . . , B
ℓ
a,b(s))
where {Bja,b(s), s ∈ [a, b]}, j = 1, . . . , ℓ, are independent centered Gaussian processes in R
with covariance function
E[Bja,b(s)B
j
a,b(r)] = (r − a)(1−
s− a
b− a )
for all a ≤ r ≤ s ≤ b.
Lemma 2.1. Consider a Brownian bridge Ba,b in R
ℓ over the time interval [a, b] such that
Ba,b(a) = Ba,b(b) = 0. For every fixed c ∈ [a, b], we have the following decomposition
Ba,b(s) =
b− s
b− cBa,b(c) + B˜c,b(s) (2.37)
for all s ∈ [c, b], where B˜c,b is another Brownian bridge over [c, b] independent of {Ba,b(s), s ∈
[a, c]}.
Proof. Let a ≤ r ≤ c and c ≤ s ≤ b. Define B˜c,b(s) := Ba,b(s) − b−sb−cBa,b(c). Then direct
calculations show that {B˜(s), s ∈ [c, b]} has the law of a Brownian bridge over [c, b] and
E[B˜c,b(s)Ba,b(r)] = 0. These facts imply the result. 
For every t > 0 and fixed x, y ∈ Rℓ, the process Z = {B0,t(s) + sty + (1− st )x; 0 ≤ s ≤ t}
is a Brownian bridge which starts at x at time 0 and arrives at y at time t. Furthermore,
there exists a Brownian motion {B(s); s ≥ 0} starting at 0 so that Z is a solution of the
stochastic differential equation
dZ(s) = dB(s) +
y − Z(s)
t− s ds for 0 ≤ s < t
with boundary values Z(0) = x and Z(t) = y. Using Girsanov theorem, it can be shown
that away from the terminal time t, the law of Z admits a density with respect to B. More
precisely, for every λ ∈ (0, 1) and every bounded measurable function F on C([0, λt];Rd) we
have
E [F ({Z(s); 0 ≤ s ≤ λt})]
= (1− λ)− ℓ2E
[
exp
{ |y − x|2
2t
− |y − x− B(λt)|
2
2t(1− λ)
}
F ({x+B(s); 0 ≤ s ≤ λt})
]
. (2.38)
For a proof of this result, we refer to [19, Lemma 3.1].
3. Existence and uniqueness of a solution
We state the definition of the solution to equation (1.1) using the stochastic integral
introduced in the previous section.
Definition 3.1. Let u = {u(t, x), t ≥ 0, x ∈ Rℓ} be a real-valued predictable stochastic process
such that for all t ≥ 0 and x ∈ Rℓ the process {pt−s(x − y)u(s, y)1[0,t](s), 0 ≤ s ≤ t, y ∈ Rℓ}
is an element of Λ. Assume that u0 satisfies (1.8). We say that u is a mild solution of (1.1)
if for all t ∈ [0, T ] and x ∈ Rℓ we have
u(t, x) = (pt ∗ u0)(x) +
∫ t
0
∫
Rℓ
pt−s(x− y)u(s, y)W (ds, dy) a.s. (3.39)
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Theorem 3.2. Let u0 be a function satisfying condition (1.8). Suppose that the spectral
measure µ satisfies hypotheses (H.1) or (H.2). Then there exists a unique solution to equation
(1.1).
Proof. It can be proved that a solution u(t, x) admits the chaos expansion
u(t, x) =
∞∑
n=0
In(fn(·, t, x)) , (3.40)
where
fn(s1, x
1, . . . , sn, x
n, t, x)
=
1
n!
pt−sσ(n)(x− xσ(n)) · · ·psσ(2)−sσ(1)(xσ(2) − xσ(1))(psσ(1) ∗ u0)(xσ(1)) , (3.41)
and σ denotes the permutation of {1, 2, . . . , n} such that 0 < sσ(1) < · · · < sσ(n) < t (see, for
instance, formula (4.4) in [17] or formula (3.3) in [15]).
To prove the existence and uniqueness of the solution, it suffices to show the convergence
of the chaos expansion (3.40) in L2(Ω), that is,
∞∑
n=0
n!‖fn(·, t, x)‖2H⊗n <∞ . (3.42)
As in [16], we have, with the convention sσ(n+1) = t,
n!‖fn(·, t, x)‖2H⊗n
=
Cn
n!
∫
[0,t]n
∫
Rnℓ
∣∣∣ ∫
Rℓ
n∏
j=1
e−
1
2
(sσ(j+1)−sσ(j))|ξ
σ(j)+···+ξσ(1)−ζ|2e−ix·(ξ
σ(n)+···+ξσ(1)−ζ)
×Fu0(ζ)e−
sσ(1)|ζ|
2
2 dζ
∣∣∣2µ(dξ)ds
=
Cn
n!
∫
[0,t]n
∫
Rnℓ
∣∣∣ ∫
Rℓ
n∏
j=1
e−
1
2
(sσ(j+1)−sσ(j))|ξ
σ(j)+···+ξσ(1)−ζ|2eix·ζFu0(ζ)e−
sσ(1)|ζ|
2
2 dζ
∣∣∣2µ(dξ)ds
=
Cn
n!
∫
[0,t]n
∫
Rnℓ
∣∣∣ ∫
Rℓ
e−
t
2
|ζ|2−
∑n
j=1(sσ(j+1)−sσ(j))ζ·(ξ
σ(j)+···+ξσ(1))− 1
2
∑n
j=1(sσ(j+1)−sσ(j))|ξ
σ(j)+···+ξσ(1)|2
×eix·ζFu0(ζ)dζ
∣∣∣2µ(dξ)ds ,
for some constant C > 0, where µ(dξ) =
∏n
j=1 µ(dξ
j) and ds = ds1 · · ·dsn. Then by
Plancherel’s theorem, and the fact that
F(e−a|x|2−b·x)(y) =
(π
a
) ℓ
2
e
(b+iy)2
4a , (3.43)
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for every y ∈ Rℓ, we have
n!‖fn(·, t, x)‖2H⊗n
=
Cn
n!
∫
[0,t]n
∫
Rnℓ
∣∣∣ ∫
Rℓ
(
2π
t
) ℓ
2
exp
( 1
2t
(− n∑
j=1
(sσ(j+1) − sσ(j))(ξσ(j) + · · ·+ ξσ(1)) + iy
)2
−1
2
n∑
j=1
(sσ(j+1) − sσ(j))|ξσ(j) + · · ·+ ξσ(1)|2
)
u0(y + x)dy
∣∣∣2µ(dξ)ds
≤ C
n
n!
∫
[0,t]n
∫
Rnℓ
∣∣∣ ∫
Rℓ
(
2π
t
) ℓ
2
exp
( 1
2t
∣∣ n∑
j=1
(sσ(j+1) − sσ(j))(ξσ(j) + · · ·+ ξσ(1))
∣∣2 − |y|2
2t
−1
2
n∑
j=1
(sσ(j+1) − sσ(j))|ξσ(j) + · · ·+ ξσ(1)|2
)
|u0|(y + x)dy
∣∣∣2µ(dξ)ds.
As a consequence, we can write
n!‖fn(·, t, x)‖2H⊗n
≤ C
n(2π)2ℓ
n!
(pt ∗ |u0|(x))2
∫
[0,t]n
∫
Rnℓ
exp
(1
t
∣∣ n∑
j=1
(sσ(j+1) − sσ(j))(ξσ(j) + · · ·+ ξσ(1))
∣∣2
−
n∑
j=1
(sσ(j+1) − sσ(j))|ξσ(j) + · · ·+ ξσ(1)|2
)
µ(dξ)ds
= Cn(2π)2ℓ(pt ∗ |u0|(x))2
∫
[0,t]n<
∫
Rnℓ
exp
(1
t
∣∣ n∑
j=1
(sj+1 − sj)(ξj + · · ·+ ξ1)
∣∣2
−
n∑
j=1
(sj+1 − sj)|ξj + · · ·+ ξ1|2
)
µ(dξ)ds ,
where
[0, t]n< := {(t1, . . . , tn) : 0 < t1 < · · · < tn < t}. (3.44)
Finally, the convergence (3.42) follows from Lemma 9.3 in the appendix. 
4. Feynman-Kac formula for the moments in terms of Brownian bridges
We collect some auxiliary results which are needed to prove our main results.
Lemma 4.1. Let γ : Rℓ → R be a bounded function whose Fourier transform (spectral
measure µ) is a nonnegative tempered measure. Let G = (G1, . . . , Gn) ∈ (Rℓ)n be a centered
Gaussian process indexed by [0, t]. For every function y = (yjk)1≤j<k≤n : [0, t]→ (Rℓ)n(n−1)/2
and real number a ∈ R, we have
E exp
{∫ t
0
∑
1≤j<k≤n
aγ(Gjs −Gks + yjks )ds
}
≤ E exp
{∫ t
0
∑
1≤j<k≤n
|a|γ(Gjs −Gks)ds
}
. (4.45)
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Proof. It suffices to show that for every d ≥ 1,
E
[∫ t
0
∑
1≤j<k≤n
aγ(Gjs −Gks + yjks )ds
]d
≤ E
[∫ t
0
∑
1≤j<k≤n
|a|γ(Gjs −Gks)ds
]d
. (4.46)
Fix d ≥ 1. We can write
E
[∫ t
0
∑
1≤j<k≤n
γ(Gjs −Gks + yjks )ds
]d
= E
∫
[0,t]d
d∏
q=1
∑
1≤j<k≤n
γ(Gjsq −Gksq + yjksq )dsq
= E
∑
1≤jm<km≤n
1≤m≤d
∫
[0,t]d
d∏
q=1
γ(Gjqsq −Gkqsq + yjqkqsq )dsq .
Using formula (1.3), the right-hand side in the above equation is the same as
E
∑
1≤jm<km≤n
1≤m≤d
∫
[0,t]d
∫
(Rℓ)d
ei
∑d
q=1 ξ
q·(G
jq
sq−G
kq
sq )ei
∑d
q=1 ξ
q·y
jqkq
sq µ(dξ)ds ,
where µ(dξ) = µ(dξ1) · · ·µ(dξd) and ds = ds1 · · · dsd. It follows that
E
[∫ t
0
∑
1≤j<k≤n
aγ(Gjs −Gks + yjks )ds
]d
≤ |a|d
∣∣∣∣∣∣E
[∫ t
0
∑
1≤j<k≤n
γ(Gjs −Gks + yjks )ds
]d∣∣∣∣∣∣
= |a|d
∣∣∣∣∣∣∣∣
∑
1≤jm<km≤n
1≤m≤d
∫
[0,t]d
∫
(Rℓ)d
Eei
∑d
q=1 ξ
q·(G
jq
sq−G
kq
sq )ei
∑d
q=1 ξ
q·y
jqkq
sq µ(dξ)ds
∣∣∣∣∣∣∣∣ .
Applying the triangle inequality, noting that Eei
∑d
q=1 ξ
q·(G
jq
sq−G
kq
sq ) is strictly positive and
|ei
∑d
q=1 ξ
q·y
jqkq
sq | = 1, the above quantity is at most
|a|dE
∑
1≤jm<km≤n
1≤m≤d
∫
[0,t]d
∫
(Rℓ)d
ei
∑d
q=1 ξ
q·(G
jq
sq−G
kq
sq )µ(dξ)ds ,
which is the same as E
[∫ t
0
∑
1≤j<k≤n |a|γ(Gjs −Gks)ds
]d
, by our argument at the beginning
of the proof. Hence, we have shown (4.46) and the result follows. 
The next proposition is the key ingredient in the proof of the Feynman-Kac formula for
the moments using Brownian bridges. We recall that γε is defined in (1.11).
Proposition 4.2. Suppose that the spectral measure satisfies hypotheses (H.1) or (H.2). Let
κ be a real number. Then for each ǫ > 0, the function
Fǫ(x
1, . . . , xn) = E exp
{
κ
∫ t
0
∑
1≤j<k≤n
γǫ(B
j
0,t(s)−Bk0,t(s) + xj − xk)ds
}
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is well-defined and continuous. Moreover, as ǫ ↓ 0, Fǫ converges uniformly. We denote the
limiting function as
E exp
{
κ
∫ t
0
∑
1≤j<k≤n
γ(Bj0,t(s)−Bk0,t(s) + xj − xk)ds
}
.
Remark. Actually, for each 1 ≤ j < k ≤ n, the integral∫ t
0
γ(Bj0,t(s)− Bk0,t(s) + xj − xk)ds
converges in Lp(Ω) as ǫ tends to zero, for each p ≥ 1, and we can also denote the limit as∫ t
0
∫
Rℓ
eiξ·(B
j
0,t(s)−B
k
0,t(s)+x
j−xk)µ(dξ)ds.
Proof. We claim that for every κ ∈ R
sup
ǫ>0
E exp
{
κ
∫ t
0
∑
1≤j<k≤n
γǫ(B
j
0,t(s)− Bk0,t(s))ds
}
<∞ . (4.47)
By Hölder inequality, it suffices to show the previous inequality for n = 2. This is obtained
by noting that B10,t + B
2
0,t
law
=
√
2B0,t and the finiteness comes from Step 2 and 3 of Lemma
9.3.
We now show that Fǫ converges uniformly as ǫ ↓ 0. Applying Lemma 4.1 and the estimate
(4.47), we see that for all κ ∈ R
sup
ǫ>0
sup
x1,...,xn∈Rℓ
E exp
(
κ
∫ t
0
∑
1≤j<k≤n
γǫ(B
j
0,t(s)− Bk0,t(s) + xj − xk)ds
)
<∞.
As a consequence, applying the elementary inequality ea − eb ≤ 1
2
(ea + eb)(a − b), Cauchy-
Schwarz inequality and the previous estimate, we obtain
|Fǫ′(x)− Fǫ(x)| ≤ C
E( ∑
1≤j<k≤n
∫ t
0
(γǫ − γǫ′)(Bj0,t(s)−Bk0,t(s) + xj − xk)ds
)2
1
2
,
for all ǫ′ > ǫ > 0. Together with Minkowski inequality, we see that supx∈Rℓ |Fǫ′(x) − Fǫ(x)|
is at most a constant multiple of
sup
x∈Rℓ
∑
1≤j<k≤n
[
E
(∫ t
0
(γǫ − γǫ′)(Bj0,t(s)− Bk0,t(s) + xj − xk)ds
)2] 12
=
n(n− 1)
2
[
E
(∫ t
0
(γǫ − γǫ′)(B10,t(s)− B20,t(s))ds
)2] 12
,
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where the last line follows obviously from the proof of Lemma 4.1. For every ǫ′ > ǫ > 0, as
in the computation of (9.85), we have
E
(∫ t
0
(γǫ − γǫ′)(B10,t(s)−B20,t(s))ds
)2
= 2
∫
[0,t]2<
∫
(Rℓ)2
exp
{
2∑
j=1
−|ξ1 + · · ·+ ξj|2(sj+1 − sj) + 1
t
∣∣∣∣∣
2∑
j=1
(ξ1 + · · ·+ ξj)(sj+1 − sj)
∣∣∣∣∣
2}
×
2∏
j=1
(
e−ǫ|ξ
j|2 − e−ǫ′|ξj |2
)
µ(dξ1)µ(dξ2)ds1ds2 . (4.48)
Then from the proof of Lemma 9.3 and the dominated convergence theorem, we see that as
ǫ, ǫ′ ↓ 0, the right-hand side of (4.48) converges to 0. It follows that as ǫ ↓ 0, Fǫ converges
uniformly to a continuous function. 
Notice that the proof of Proposition 4.2 uses only the uniform exponential integrability
and the inequality |ex − ey| ≤ (ex + ey)|x − y|. As a consequence, the result still holds if
we replace Brownian bridges by Brownian motions, as it is shown in the next proposition,
which has its own interest.
Proposition 4.3. Suppose that the spectral measure satisfies hypotheses (H.1) or (H.2). Let
κ be a real number and {Bj(s), s ≥ 0}, j = 1, . . . , n, be independent Brownian motions in
R
ℓ. Then as ǫ ↓ 0, the random variables
Gǫ(x
1, . . . , xn) := exp
{
κ
∫ t
0
∑
1≤j<k≤n
γǫ(B
j(s)−Bk(s) + xj − xk)ds
}
converge in Lp(Ω) for every p ≥ 1 to a random variable which we denote by
exp
{
κ
∫ t
0
∑
1≤j<k≤n
γ(Bj(s)− Bk(s) + xj − xk)ds
}
.
Proof. Using similar arguments as Proposition 4.2 first claim that for every κ ∈ R,
sup
ǫ>0
E exp
{
κ
∫ t
0
∑
1≤j<k≤n
γǫ(B
j(s)− Bk(s) + xj − xk)ds
}
<∞ . (4.49)
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By Hölder inequality, it suffices to show the previous inequality for n = 2. For every d ∈ N,
we have
E
[∫ t
0
γǫ(B
1(s)− B2(s) + x1 − x2)ds
]d
= E
[∫ t
0
∫
Rℓ
eiξ·(B
1(s)−B2(s)+x1−x2)µǫ(dξ)ds
]d
≤ d!
∫
[0,t]d<
∫
(Rℓ)d
exp
{
d∑
j=1
−|ξ1 + · · ·+ ξj|2(sj+1 − sj)
}
µǫ(dξ)ds
≤ d!
∫
[0,t]d<
∫
(Rℓ)d
exp
{
d∑
j=1
−|ξ1 + · · ·+ ξj|2(sj+1 − sj)
}
µ(dξ)ds ,
using Taylor expansion and following the proof of Lemma 9.3 we prove the claim. Then we
follow the same lines of the proof of Proposition 4.2 to get, for any ǫ′ > ǫ > 0,∣∣Gǫ(x1, . . . , xn)−Gǫ′(x1, . . . , xn)∣∣
≤ C
[
E
(∫ t
0
(γǫ − γǫ′)(B1(s)−B2(s))ds
)2]1/2
≤ C
[ ∫
[0,t]2<
∫
(Rℓ)2
exp
{
2∑
j=1
−|ξ1 + · · ·+ ξj|2(sj+1 − sj)
}
×
2∏
j=1
(
e−ǫ|ξ
j|2 − e−ǫ′|ξj |2
)
µ(dξ1)µ(dξ2)ds1ds2
]1/2
,
then it follows from the proof of Lemma 9.3 and dominated convergence theorem that as
ǫ, ǫ′ ↓ 0, the above expression converges to 0, this completes the proof. 
In the sequel we will make use of the notations
Γ(x) =
∑
1≤j<k≤n
γ(xj − xk) and Γǫ(y) =
∑
1≤j<k≤n
γǫ(y
j − yk). (4.50)
As an application, we have the following Feynman-Kac formula based on Brownian bridges.
Proposition 4.4. Assume conditions (H.1) or (H.2). Suppose that the initial condition
satisfies condition (1.8). Suppose that {Bj0,t(s), s ∈ [0, t]}, j = 1, . . . , n are independent
Brownian bridges. Then for every x1, . . . , xn ∈ Rℓ,
E
[
n∏
j=1
u(t, xj)
]
=
∫
(Rℓ)n
E exp
{∫ t
0
∑
1≤j<k≤n
γ
(
Bj0,t(s)−Bk0,t(s) + xj − xk +
s
t
(yj − yk)
)
ds
}
×
n∏
j=1
[u0(x
j + yj)pt(y
j)]dy1 · · ·dyn . (4.51)
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Proof. For any ε > 0 we denote by uε(t, x) the solution to the stochastic heat equation
∂uε
∂t
=
1
2
∆uε + uεW˙ε , u(0, ·) = u0(·) ,
where Wε is a white noise in time and it has the spectral spatial measure e
−ε|ξ|2µ(ξ). From
the results of Conus [10] we have the following Feynman-Kac formula for the moments of uε
E
[
n∏
j=1
uε(t, x
j)
]
= E
(
n∏
j=1
u0(B
j(t) + xj) exp
{ ∑
1≤j<k≤n
∫ t
0
γε(B
j(s)− Bk(s) + (xj − xk))ds
})
, (4.52)
where Bj are independent ℓ-dimensional standard Brownian motions. We remark that in
[10] it is required that γ is a non-negative function, which is not necessarily true for γε.
However, γε is bounded, and, in this case, it is not difficult to show that (4.52) still holds.
For each j = 1, . . . , n and every fixed t > 0, the Brownian motion Bj admits the following
decomposition
Bj(s) = Bj0,t(s) +
s
t
Bj(t), (4.53)
where {Bj0,t(s), s ∈ [0, t]}, j = 1, . . . , n are Brownian bridges on Rℓ independent from
{Bj(t), 1 ≤ j ≤ n} and from each other. Thus, identity (4.52) can be written as
E
[
n∏
j=1
uε(t, x
j)
]
=
∫
(Rℓ)n
n∏
j=1
[u0(x
j + yj)pt(y
j)]E exp
{∫ t
0
Γǫ(B0,t(s) + x+
s
t
y)ds
}
dy ,
(4.54)
where Γε is defined in (4.50).
From Proposition 4.2 and the dominated convergence theorem, the right-hand side of
(4.54) converges to the right-hand side of (4.51). From the Wiener chaos expansion and the
computations in the proof of Theorem 3.2, it follows easily that uε(t, x) converges in L
2(Ω)
to u(t, x). On the other hand, from (4.54) it follows that the moments of all orders of uε(t, x)
are uniformly bounded in ε. As a consequence, the left-hand side of (4.54) converges to the
left-hand side of (4.51). This completes the proof. 
In fact, for regular function V , Feynman-Kac formulas based on Brownian bridges for the
solution of ∂u
∂t
− ∆u = uV are not new and we refer the readers to [18] and the references
therein for further details and other applications.
Remark 4.5. If the initial condition u0 is nonnegative, one can show that u(t, x) ≥ 0 a.s., for
all t ≥ 0 and x ∈ Rℓ. This follows from the fact that uε(t, x) is nonnegative for any ε, where
uε is the random field introduced in the proof of Proposition 4.4.
5. Large deviation and approximation of covariance function
In this section we give some key results that are need in proving Theorem 1.1. We first
give some results from large deviation theory, which can be applied to the case when our
covariance is a continuous and bounded function, see Lemma 5.1. Then for the general
covariance, we will approximate it using the regularized covariance function (1.11).
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Lemma 5.1. Let {B0,t(s), s ∈ [0, t]} be a Brownian bridge in Rn. Let F : Rn → R be a
bounded continuous function. Let o(1) be a quantity such that o(1) → 0 as t → ∞. Then,
for every fixed x0 ∈ Rn,
lim
t→∞
1
t
log sup
|y|≤o(1)t
E exp
{∫ t
0
F
(
B0,t(s) + x0 +
s
t
y
)
ds
}
= lim
t→∞
1
t
log inf
|y|≤o(1)t
E exp
{∫ t
0
F
(
B0,t(s) + x0 +
s
t
y
)
ds
}
= E(F ) , (5.55)
where
E(F ) = sup
g∈Fn
{∫
Rn
F (x)g2(x)dx− 1
2
∫
Rn
|∇g(x)|2dx
}
.
Proof. We note that E(F ) = E(F (·+ x0)). It suffices to show that
lim sup
t→∞
1
t
log sup
|y|≤o(1)t
E exp
{∫ t
0
F
(
B0,t(s) + x0 +
s
t
y
)
ds
}
≤ E(F (·+ x0)) (5.56)
and
lim inf
t→∞
1
t
log inf
|y|≤o(1)t
E exp
{∫ t
0
F
(
B0,t(s) + x0 +
s
t
y
)
ds
}
≥ E(F (·+ x0)) . (5.57)
Upper bound: Fix λ ∈ (0, 1). From (2.38), we see that
E exp
{∫ λt
0
F (B0,t(s) + x0 +
s
t
y)ds
}
≤ (1− λ)− ℓ2E exp
{∫ λt
0
F (B(s) + x0)ds+
|y|2
2t
}
,
where B is a Brownian motion. It is obvious that
E exp
{∫ t
λt
F (B0,t(s) + x0 +
s
t
y)ds
}
≤ e‖F‖∞(1−λ)t.
Together with [3, Theorem 4.1.6], we have
lim sup
t→∞
1
t
log sup
|y|≤o(1)t
E exp
{∫ t
0
F (B0,t(s) + x0 +
s
t
y)ds
}
≤ (1− λ)‖F‖∞ + lim sup
t→∞
1
t
logE exp
{∫ λt
0
F (B(s) + x0)ds
}
= (1− λ)‖F‖∞ + λE(F (·+ x0)).
By sending λ→ 1−, we obtain (5.56).
Lower bound: Fix λ ∈ (0, 1) and R > 0. Let {B(s); s ≥ 0} be a Brownian motion and A
be the event {sup0≤s≤λt |B(s)| ≤ R}. Again from (2.38) we see that
E exp
{∫ λt
0
F (B0,t(s) + x0 +
s
t
y)ds
}
≥ (1− λ)− ℓ2E
[
1A exp
{∫ λt
0
F (B(s) + x0)ds+
|y|2
2t
− |y − B(λt)|
2
2t(1− λ)
}]
.
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On the event A, we have for every |y| ≤ o(1)t,
|y|2
2t
− |y −B(λt)|
2
2t(1− λ) ≥ −o(1)C(R, λ, |x0|)t
for some deterministic positive constant C(R, λ, |x0|) depend only on R, λ and |x0|. We also
note that
E exp
{∫ t
λt
F (B0,t(s) + x0 +
s
t
y)ds
}
≥ e−‖F‖∞(1−λ)t.
Upon combining these estimates together with the argument of [8, Proposition 3.1], it follows
that
lim inf
t→∞
1
t
log inf
|y|≤o(1)t
E exp
{∫ t
0
F (B0,t(s) + x0 +
s
t
y)ds
}
≥ −‖F‖∞(1− λ) + lim inf
t→∞
1
t
logE
[
1A exp
{∫ λt
0
F (B(s) + x0)ds
}]
≥ −‖F‖∞(1− λ) + λ sup
{∫
D
F (x+ x0)g
2(x)dx− 1
2
∫
D
|∇g(x)|2dx
}
where D = {x ∈ Rℓ : |x| ≤ R} and the supremum is taken over all smooth functions g on
D such that ‖g‖L2(D) = 1 and g
∣∣
∂D
= 0. By sending λ → 1− and R → ∞, we arrive at
(5.57). 
We recall that, for any ε > 0, γε is the bounded covariance function defined in (1.11).
Lemma 5.2. Suppose that the spectral measure µ satisfies hypotheses (H.1) or (H.2). Then
for every a ∈ R, x0 = (x10, . . . , xn0 ) ∈ (Rℓ)n,
lim
ǫ↓0
lim sup
t→∞
1
t
log sup
yj∈Rℓ ;j=1,...,n
E exp
{
a
∫ t
0
∑
1≤j<k≤n
(γ − γǫ)(Bj0,t(s)− Bk0,t(s) + (xj0 − xk0) +
s
t
(yj − yk))ds
}
≤ 0.
Proof. Thanks to Lemma 4.1, we can assume that a > 0 and x = y = 0. In addition, by
applying Hölder inequality, we can assume that n = 2. By subadditivity (Lemma 9.2), we
see that
E exp
{
a
∫ t
0
(γ − γǫ)(B10,t(s)− B20,t(s))ds
}
≤ C
(
E exp
{
a
∫ 1
0
(γ − γǫ)(B10,1(s)−B20,1(s))ds
})⌊t⌋
,
where ⌊t⌋ is the integer part of t and
C = sup
ǫ>0
sup
0≤s<1
E exp
{
a
∫ s
0
(γ − γǫ)(B10,s(r)− B20,s(r))dr
}
.
We observe that by similar computations to (9.85),
C ≤ sup
0≤s<1
E exp
{
a
∫ s
0
γ(B10,s(r)−B20,s(r))dr
}
.
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The term on the right is finite by Lemma 9.3. To complete the proof, it remains to show
that
lim
ǫ↓0
E exp
{
a
∫ 1
0
(γ − γǫ)(B10,1(s)− B20,1(s))ds
}
= 0 . (5.58)
Indeed, by Taylor expansion and Tonelli’s theorem
E exp
{
a
∫ 1
0
(γ − γǫ)(B10,1(s)−B20,1(s))ds
}
=
∞∑
d=0
1
d!
E
(
a
∫ 1
0
(γ − γǫ)(B10,1(s)−B20,1(s))ds
)d
.
From the proof of Proposition 4.2, it follows that that the above series converges uniformly
in ǫ, because the spectral measure of γ − γǫ is uniformly bounded by the spectral measure
of γ, and that for each d, the expectation
E
(
a
∫ 1
0
(γ − γǫ)(B10,1(s)− B20,1(s))ds
)d
converges to 0 as ǫ tends to 0. Hence, an application of dominated convergence theorem
yields (5.58). 
Lemma 5.3. Under the assumptions (H.1) or (H.2),
0 ≤ inf
ǫ>0
En(γǫ) ≤ sup
ǫ>0
En(γǫ) <∞. (5.59)
Proof. Applying Jensen inequality, we see that
E exp
{∫ t
0
∑
1≤j<k≤n
γǫ(B
j
s − Bks )ds
}
≥ exp
{
E
∫ t
0
∑
1≤j<k≤n
γǫ(B
j
s − Bks )ds
}
.
By the same argument as in Lemma 4.1, the later term is at least 1. The first inequality
in (5.59) follows. The second inequality is trivial. We begin showing the last inequality in
(5.59). We first observe that by the Markov property of Brownian motion and Lemma 9.3,
the map
t 7→ logE exp
{∫ t
0
∑
1≤j<k≤n
γ(Bjs −Bks )ds
}
is finite and subadditive. As a result, the limit
lim
t→∞
1
t
logE exp
{∫ t
0
∑
1≤j<k≤n
γ(Bjs −Bks )ds
}
exists and is finite. We denote the limiting value as Λ. By standard result on Feynman-Kac
functional (see for instance [3, Proposition 4.1.6]), for each ǫ > 0 we have
En(γǫ) = lim
t→∞
1
t
logE exp
{∫ t
0
∑
1≤j<k≤n
γǫ(B
j
s − Bks )ds
}
.
On the other hand, reasoning as in Lemma 4.1, we have
E exp
{∫ t
0
∑
1≤j<k≤n
γǫ(B
j
s −Bks )ds
}
≤ E exp
{∫ t
0
∑
1≤j<k≤n
γ(Bjs −Bks )ds
}
.
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As a result, En(γǫ) ≤ Λ for all ǫ > 0, which concludes the proof. 
We need the following convergence result.
Proposition 5.4. Suppose that the spectral measure µ satisfies hypotheses (H.1) or (H.2).
Then,
(i) lim
ε↓0
En(γε) = En(γ) , (5.60)
(ii) 0 ≤ En(γ) <∞ . (5.61)
Proof. We claim that the following alternative representation of En(γε) holds
En(γε) = sup
h∈Anℓ
(
(2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
e−ε|ξ|
2
(h ∗ h)(ejk(ξ))µ(dξ)− 1
2
∫
Rnℓ
|ξ|2|h(ξ)|2dξ
)
,
(5.62)
where we recall that
Anℓ =
{
h : Rnℓ → C
∣∣∣‖h‖2L2(Rnℓ) = 1, ∫
Rnℓ
|ξ|2|h(ξ)|2dξ <∞ and h(ξ) = h(−ξ)
}
, (5.63)
and for each 1 ≤ j < k ≤ n and ξ ∈ Rℓ, ejk(ξ) := (ξ1jk, . . . , ξnjk) is the vector in Rnℓ with all
ξijk, 1 ≤ i ≤ n equal to 0 except ξkjk = ξ and ξjjk = −ξ. To show (5.62), for any 1 ≤ j < k ≤ n
and any g ∈ Fnℓ, we can write∫
Rnℓ
γε(x
j − xk)g2(x)dx = 1
(2π)ℓ
∫
Rnℓ
∫
Rℓ
e−ε|ξ|
2
eiξ·(x
j−xk)g2(x)µ(dξ)dx
=
1
(2π)ℓ
∫
Rℓ
e−ε|ξ|
2Fg2(ejk(ξ))µ(dξ).
Let us put h = 1
(2π)nℓ/2
Fg. Then, (5.62) follows from ‖∇g‖2
L2(Rnℓ)
=
∫
Rnℓ
|ξ|2|h(ξ)|2dξ and
Fg2 = h ∗ h. We note that the convolution h ∗ h is a continuous function, so the quantity
(h ∗ h)(ejk(ξ)) in (5.62) is well-defined.
We can now proceed to the proof of the convergence (5.60). First, notice that, for any
h ∈ Anℓ, |h| is also in Anℓ, thus
sup
ǫ>0
(2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
e−ǫ|ξ|
2
(|h| ∗ |h|)(ejk(ξ))µ(dξ) ≤ 1
2
∫
Rnℓ
|ξ|2|h(ξ)|2dξ + sup
ǫ>0
En(γǫ)
which is finite by Lemma 5.3. Then, it follows from monotone convergence theorem that the
integration
(2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
(|h| ∗ |h|)(ejk(ξ))µ(dξ)
is well-defined and finite for all h ∈ Anℓ. Hence, we can apply the dominated convergence
theorem to obtain
lim
ε↓0
En(γε) ≥ lim
ε↓0
(2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
e−ε|ξ|
2
(h ∗ h)(ejk(ξ))µ(dξ)− 1
2
∫
Rnℓ
|ξ|2|h(ξ)|2dξ
= (2π)−ℓ
∫
Rℓ
∑
1≤j<k≤n
(h ∗ h)(ejk(ξ))µ(dξ)− 1
2
∫
Rnℓ
|ξ|2|h(ξ)|2dξ.
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The converse inequality is obvious, because for any h ∈ Anℓ, |h| also belongs to Anℓ and∫
Rℓ
e−ε|ξ|
2
(h ∗ h)(ejk(ξ))µ(dξ) ≤
∫
Rℓ
(|h| ∗ |h|)(ejk(ξ))µ(dξ).
This completes the proof of (i).
Finally, (ii) is a direct consequence of (i) and Lemma 5.3. 
Proposition 5.5. Suppose that the spectral measure satisfies hypotheses (H.1) or (H.2) and
Bi0,t(s), 1 ≤ i ≤ n, are n independent ℓ-dimensional Brownian bridges. Denote B0,t(s) :=
(B10,t(s), . . . , B
n
0,t(s)) and x = (x
1, . . . , xn), y = (y1, . . . , yn) ∈ (Rℓ)n. For each M > 0, let
AM be the set defined in Theorem 1.1. Then for every x ∈ (Rℓ)n,
lim
t→∞
1
t
log sup
y∈(Rℓ)n
E exp
{∫ t
0
∑
1≤j<k≤n
γ
(
Bj0,t(s)− Bk0,t(s) + (xj − xk) +
s
t
(yj − yk)
)
ds
}
= lim
t→∞
1
t
log inf
y∈AM
E exp
{∫ t
0
∑
1≤j<k≤n
γ
(
Bj0,t(s)−Bk0,t(s) + (xj − xk) +
s
t
(yj − yk)
)
ds
}
= En(γ) . (5.64)
Proof. We recall that Γ and Γǫ are defined in (4.50). By Lemma 4.1 and Proposition 4.2, it
suffices to show
lim sup
t→∞
1
t
logE exp
∫ t
0
Γ(B0,t(s))ds ≤ En(γ) (5.65)
and
lim inf
t→∞
1
t
log inf
y∈AM
E exp
∫ t
0
Γ(B0,t(s) + x+
s
t
y)ds ≥ En(γ) (5.66)
Upper bound: For any p, q > 1, p−1 + q−1 = 1, applying Hölder inequality, we have
logE exp
{∫ t
0
Γ(B0,t(s))ds
}
≤ 1
p
logE exp
{
p
∫ t
0
Γǫ(B0,t(s))ds
}
+
1
q
logE exp
{
q
∫ t
0
(Γ− Γǫ)(B0,t(s))ds
}
.
From Lemma 5.1, we see that
lim
ǫ↓0
lim
t→∞
1
t
logE exp
{
p
∫ t
0
Γǫ(B0,t(s))ds
}
= En(pγǫ).
Moreover, by Proposition 5.4,
lim
ǫ↓0
En(pγǫ) = En(pγ).
On the other hand, it follows from Lemma 5.2 that
lim
ǫ↓0
lim sup
t→∞
1
t
logE exp
{
q
∫ t
0
(Γ− Γǫ)(B0,t(s))ds
}
≤ 0 .
Altogether we obtain
lim sup
t→∞
1
t
logE exp
{∫ t
0
Γ(B0,t(s))ds
}
≤ 1
p
En(pγ)
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for any p > 1. Since En(pγ) is monotone in p by its definition, we may send p ↓ 1 to get
(5.65).
Lower bound: We follow a similar argument. From Hölder inequality, we have
p log inf
y∈AM
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + x+
s
t
y)ds
}
≤ log inf
y∈AM
E exp
{∫ t
0
Γ(B0,t(s) + x+
s
t
y)ds
}
+
p
q
log sup
y∈AM
E exp
{
−q
p
∫ t
0
(Γ− Γǫ)(B0,t(s) + x+ s
t
y)ds
}
.
Using the previous arguments, we obtain (5.66). This completes the proof. 
With the same methodology, we have the following result whose proof is left to the readers.
Proposition 5.6. Suppose that the spectral density satisfies hypotheses (H.1) or (H.2). Let
{Bis, s ≥ 0}, 1 ≤ i ≤ n, be n independent Brownian motions in Rℓ. Then for every y =
(y1, . . . , yn) ∈ (Rℓ)n,
lim
t→∞
1
t
logE exp
{∫ t
0
∑
1≤j<k≤n
γ
(
Bjs − Bks + yj − yk
)
ds
}
= En(γ) . (5.67)
6. Proof of Theorem 1.1
We prove Theorem 1.1 in this section. For the sake of conciseness, we assume that ℓ = 1.
The case of higher dimension works out analogously. We recall the notation of Γ and Γǫ
defined in (4.50).
Proof of (1.16). For every fixed ǫ > 0 and x ∈ Rn, from Lemma 4.1, we see that
E exp
{∫ t
0
Γǫ(B0,t(s) + x)ds
}
≤ E exp
{∫ t
0
Γǫ(B0,t(s))ds
}
.
By passing through the limit ǫ ↓ 0, employing Proposition 4.2, we obtain
E exp
{∫ t
0
Γ(B0,t(s) + x)ds
}
≤ E exp
{∫ t
0
Γ(B0,t(s))ds
}
for all x ∈ Rn. Hence, applying the previous inequality in (4.51) yields
E
[
n∏
j=1
u(t, xj)
]
≤
n∏
j=1
(pt ∗ u0)(xj)E exp
{∫ t
0
Γ(B0,t(s))ds
}
. (6.68)
It follows that
sup
x∈R
E
[∏n
j=1 u(t, x
j)
]
∏n
j=1(pt ∗ u0)(xj)
≤ E exp
{∫ t
0
Γ(B0,t(s))ds
}
. (6.69)
Applying Proposition 5.5 yields (1.16). 
The lower bound requires a little bit more work.
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Proof of (1.17). We consider the map η : Rn → Rn(n−1)/2, η(x) = (xj − xk)1≤j<k≤n. For
every fixed M ′ > 0, clearly AM ′ = η
−1([−M ′,M ′]n(n−1)/2). Let δ be a positive number. Let
{Ih}Nh=1 be a finite disjoint partition of [−M ′,M ′]n(n−1)/2 such that for each 1 ≤ h ≤ N , Ih
is nonempty and diag(Ih) ≤ δ. For each h = 1, . . . , N , we choose an arbitrary xh = (xjh)nj=1
in η−1(Ih). It is useful to note that for every z ∈ Rn, the expression
E exp
{∫ t
0
Γ(B0,t(s) + z)ds
}
depends only on η(z).
For each ǫ > 0, p, q > 1 such that p−1 + q−1 = 1, applying Hölder inequality, then Lemma
5.2, we see that
E exp
{∫ t
0
Γ(B0,t(s) + x+
s
t
y)ds
}
≥
(
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + x+
s
t
y)ds
})p
×
(
E exp
{
−q
p
∫ t
0
(Γ− Γǫ)(B0,t(s) + x+ s
t
y)ds
})− p
q
≥
(
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + x+
s
t
y)ds
})p
(Φǫ(t))
− p
q ,
where Φǫ(t) = E exp
{
q
p
∫ t
0
(Γ− Γǫ)(B0,t(s))ds
}
. For each h = 1, . . . , N , x ∈ η−1(Ih), we have
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + x+
s
t
y)ds
}
= E
(
exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + xh +
s
t
y)ds
}
× exp
{
1
p
∫ t
0
[Γǫ(B0,t(s) + x+
s
t
y)− Γǫ(B0,t(s) + xh + s
t
y)]ds
})
≥ e− 1p‖∇Γǫ‖∞δtE exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + xh +
s
t
y)ds
}
.
Thus, for each x ∈ AM ′ and y ∈ AM ,
E
{
exp
∫ t
0
Γ(B0,t(s) + x+
s
t
y)ds
}
≥ (Φǫ(t))−
p
q e−
1
2
‖∇Γǫ‖∞δt
(
inf
1≤h≤N
inf
y∈AM
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + xh +
s
t
y)ds
})p
.
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Hence, it follows from (4.51) that for every x ∈ AM ′
E
[
n∏
j=1
u(t, xj)
]
≥
∫
AM
n∏
j=1
u0(y
j)pt(y
j − xj)E
(
exp
∫ t
0
Γ(B0,t(s) + x+
s
t
(y − x))ds
)
dy
≥ (Φǫ(t))−
p
q e−
1
2
‖∇Γǫ‖∞δt
× min
h∈{1,...,N}
(
inf
y∈AM
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + xh +
s
t
(y − xh))ds
})p
×
(∫
AM
n∏
j=1
u0(y
j)pt(y
j − xj)dy
)
.
The above estimate yields
lim inf
t→∞
1
t
log inf
x∈AM′
E
[∏n
j=1 u(t, x
j)
]
∫
AM
∏n
j=1 u0(y
j)pt(yj − xj)dy
≥ lim inf
t→∞
p
t
log min
h∈{1,...,N}
inf
y∈AM
E exp
{
1
p
∫ t
0
Γǫ(B0,t(s) + xh +
s
t
(y − xh))ds
}
− p
q
lim sup
t→∞
1
t
log Φǫ(t)− 1
2
‖∇Γǫ‖∞δ .
On the other hand, for every fixedM,M ′ and δ, N,N ′ are fixed finite numbers, thus applying
Lemma 5.1 we obtain
lim
t→∞
1
t
log min
h∈{1,...,N}
inf
y∈AM
E exp
{
1
p
∫ t
0
Γ(B0,t(s) + xh +
s
t
y)ds
}
= En(p−1Γǫ) .
Therefore, for every ǫ, δ > 0,
lim inf
t→∞
1
t
log inf
x∈AM′
E
[∏n
j=1 u(t, x
j)
]
∫
AM
∏n
j=1 u0(y
j)pt(yj − xj)dy
≥ pEn(p−1Γǫ)− p
q
lim sup
t→∞
1
t
log Φǫ(t)− 1
2
‖∇Γǫ‖∞δ .
Thanks to Lemma 5.2, we can send δ ↓ 0, then ǫ ↓ 0, and finally p ↓ 1 to obtain (1.17). 
7. Speed of propagation of high peaks - Proof of Theorem 1.3
Proof of Theorem 1.3. We first show the upper bound (1.20). We observe that
sup
|x|≥αt
Eun(t, x) ≤
(
sup
y∈Rℓ
Eun(t, y)
(pt ∗ u0)(y)n
)(
sup
|x|≥αt
(pt ∗ u0)(x)n
)
.
It follows from (1.16) that
lim sup
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≤ En(γ) + n lim sup
t→∞
1
t
log sup
|x|≥αt
∫
Rℓ
exp(−|y − x|
2
2t
)u0(y)dy .
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Let β be a positive number such that L :=
∫
Rℓ
eβ|y|u0(y)dy is finite. Then, using the inequality
exp{−|y − x|
2
2t
− β|y|} ≤ exp{β
2t
2
− β|x|},
we get
sup
|x|≥αt
∫
Rℓ
exp(−|y − x|
2
2t
)u0(y)dy ≤ L exp{β
2t
2
− βαt}
and, hence,
lim sup
t→∞
1
t
log sup
|x|≥αt
∫
Rℓ
exp(−|y − x|
2
2t
)u0(y)dy ≤ β
2
2
− βα .
It follows that
lim sup
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≤ En(γ) + nβ
2
2
− nβα .
The above inequality shows
λ∗(n) ≤ En(γ)
nβ
+
β
2
.
Since β can be chosen arbitrarily so that
∫
Rℓ
eβ|y|u0(y)dy <∞, we derive (1.20).
Next, we show (1.19). Fix M > 0. We start with the estimate
sup
|x|≥αt
Eun(t, x) ≥
(
inf
x∈Rℓ
Eun(t, x)∫
AM
∏n
j=1 u0(y
j)pt(yj − x)dy
)(
sup
|x|≥αt
∫
AM
n∏
j=1
u0(y
j)pt(y
j − x)dy
)
.
(7.70)
Since u0 is nontrivial, we can choose a positive number K sufficiently large so that the
integral
∫
[−K,K]ℓ
u0(y)dy is nonzero. We then choose M such that AM contains ([−K,K]ℓ)n.
From (7.70), applying (1.17), we obtain
lim inf
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≥ En(γ) + n lim inf
t→∞
1
t
log sup
|x|≥αt
∫
[−K,K]ℓ
u0(y)pt(y − x)dy .
For every |x| ≥ αt and y ∈ [−K,K]ℓ, by triangle inequality, exp{− |y−x|2
2t
} is at least
exp{− (K+αt)2
2t
}, thus
lim inf
t→∞
1
t
log sup
|x|≥αt
∫
[−K,K]ℓ
u0(y)pt(y − x)dy
≥ lim inf
t→∞
1
t
log
(
(2πt)−
ℓ
2 e−
(K+αt)2
2t
∫
[−K,K]ℓ
u0(y)dy
)
= −α
2
2
.
It follows that
lim inf
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≥ En(γ)− nα
2
2
,
which in turn, implies (1.19).
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Finally, we show the estimate (1.21). We put α¯ = (α, 0, . . . , 0) ∈ Rℓ. Applying (7.70),
(1.17) together with our current assumption on u0, we obtain
lim inf
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≥ En(γ) + lim inf
t→∞
1
t
log
(∫
A+M
n∏
j=1
e−β|y
j |pt(y
j − α¯t)dy
)
where we have set A+M = {y ∈ AM : yj ∈ [0,∞)ℓ, ∀j = 1, . . . , n}. Together with Lemma 9.4,
we have
lim inf
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≥ En(γ) +
{
nβ2
2
− nβα if α > β
−nα2
2
if α ≤ β .
In the case β2 < 2En(γ)/n, for every α in (β, En(γ)nβ + β2 ) it follows
lim inf
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) > 0 .
This shows λ∗(n) ≥ En(γ)nβ + β2 . In the case β2 ≥ 2En(γ)/n, for every α <
√
2En(γ)
n
we can
write
lim inf
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) ≥ En(γ)− nα
2
2
> 0 .
This shows λ∗(n) ≥
√
2En(γ)
n
. Summarizing the two cases, we obtain (1.21). This completes
the proof. 
We conclude the current section with a few observations. The proof of Theorem 1.3 indeed
yields more information. Let us consider two separate types of initial conditions.
1. u0 is nontrivial and compactly supported. Then, for every α > 0, we have
lim
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) = En(γ)− nα
2
2
. (7.71)
2. u0 satisfies c1e
−β|y| ≤ u0(y) ≤ c2e−β|y| for some positive numbers c1, c2 and β. Then,
for every α > 0, we have
lim
t→∞
1
t
log sup
|x|≥αt
Eun(t, x) = En(γ) +
{
nβ2
2
− nβα if α > β
−nα2
2
if α ≤ β . (7.72)
8. Phase transition
In the current section, we give the proofs of Proposition 1.6, and Theorems 1.7 and 1.8.
First, we need the following lemma.
Lemma 8.1. For all integers 1 < p ≤ q, the following inequalities hold
Ep(γ)
p
≤ Eq(γ)
q
, (8.73)
EH((q − 1)γ)
2
≤ Eq(γ)
q
≤
Ep( q−1p−1γ)
p
, (8.74)
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where for every λ > 0, EH(λγ) is defined as
EH(λγ) = sup
h∈Aℓ
{
λ(2π)−ℓ
∫
Rℓ
|(h ∗ h)(ξ)|2µ(dξ)−
∫
Rℓ
|h(ξ)|2|ξ|2dξ
}
.
Proof. The estimate (8.73) is obtained by applying Hölder’s inequality together with (8.80).
The first inequality in (8.74) is obtained by restricting the supremum in (1.15) to the set
{(x1, . . . , xn) 7→ h(x1) · · ·h(xn) : h ∈ Aℓ}. We will use hypercontractivity to show the second
inequality in (8.74). Let {Pτ}τ≥0 denote the Ornstein-Uhlenbeck semigroup in the Gaussian
space associated with the noise W . For a bounded measurable function f on RH, we have
the following Mehler’s formula
Pτf(W ) = E
′f(e−τW +
√
1− e−2τW ′) ,
where W ′ an independent copy of W , and E′ denotes the expectation with respect to W ′.
For each τ ≥ 0, let uτ,λ be the solution to equation (1.1) driven by the space-time Gaussian
field
√
λ(e−τW +
√
1− e−2τW ′), with initial condition u0 = 1. That is,
uτ,λ(t, x) = 1
+
√
λ
∫ t
0
∫
Rℓ
pt−s(x− y)uτ,λ(s, y)(e−τW (ds, dy) +
√
1− e−2τW ′(ds, dy)) .
From Mehler’s formula we see that Pτuλ = EW ′[uτ,λ] satisfies the equation
Pτuλ(t, x) = 1 +
√
λe−τ
∫ t
0
∫
Rℓ
pt−s(x− y)Pτuλ(s, y)W (ds, dy) .
In other words, Pτuλ is another solution of (1.25). By uniqueness, we conclude that Pτuλ =
ue−2τλ. On the other hand, it is well-known that the Ornstein-Uhlenbeck semigroup verifies
the following hypercontractivity inequality
‖Pτf‖q(τ) ≤ ‖f‖p (8.75)
for all 1 < p < ∞ and τ ≥ 0, where q(τ) = 1 + e2τ (p − 1). Hence, applying the hypercon-
tractivity property to our situation yields
‖ue−2τλ(t, x)‖q(τ) ≤ ‖uλ(t, x)‖p (8.76)
for all t > 0, x ∈ Rℓ and τ ≥ 0. We now choose τ so that q(τ) = q. Passing through the
limit t→∞ in (8.76), employing (8.80) and the relation e−2τ = p−1
q−1
, we obtain
1
q
Eq(p− 1
q − 1λγ) ≤
1
p
Ep(λγ),
which is clearly equivalent to (8.74). 
Remark 8.2. (i) In [1], the author uses hypercontractivity on each Wiener chaos to obtain
an upper bound for p-th moment of u. Comparing with the use of hypercontractivity in
proving (8.74), these two methods certainly share the same flavor. Here, we applied hyper-
contractivity directly on the solution instead of on each Wiener chaos. Our method avoids
some unnecessary constants and is therefore more transparent.
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(ii) It is interesting to observe that (8.74) implies that n 7→ En(
γ
n−1
)
n
is nonincreasing.
Thus, the limit limn→∞
En(
γ
n−1
)
n
always exists. In fact, it is shown in [9] that under our
current assumptions ((H.1) or (H.2))
lim
n→∞
En( γn−1)
n
=
EH(γ)
2
.
Suppose in addition that µ has a scaling property: there exists α 6= 2 such that µ(d(cξ)) =
cαµ(dξ) for all c > 0. This implies that E2 and EH have the scaling property E2(λγ) =
λ
2
2−αE2(γ) and EH(λγ) = λ
2
2−αEH(γ). Therefore, estimate (8.74) (with p = 2) becomes
1
2
q(q − 1) 22−αEH(γ) ≤ Eq(γ) ≤ 1
2
q(q − 1) 22−αE2(γ) . (8.77)
(iii) Finally, let us mention that in other situations, which are not considered in the current
paper, the Lyapunov exponent of Eun(t, x) can be computed explicitly. In fact, Chen have
recently proved in [4] that
lim
t→∞
1
t
4−α−2α0
2−α
logEun(t, x) = n
(
n− 1
2
) 2
2−α
E , (8.78)
assuming that ℓ ≥ 1,W is fractional in time with covariance γ0(t) = |t|−α0 and in space, it has
a covariance γ which is a nonnegative function satisfying (1.5), the scaling property γ(cx) =
c−αγ(x) for all c > 0 and x ∈ Rℓ and the structural property γ(·) = ∫
Rℓ
K(y − ·)K(y)dy,
where K(·) ≥ 0. Here E is the variational constant
E = sup
g
(∫ 1
0
∫ 1
0
∫
R2ℓ
γ(x− y)
|s− r|α0 g
2(s, x)g2(r, y)dxdydrds− 1
2
∫ 1
0
∫
Rℓ
|∇g(r, y)|2dydr
)
,
where the supremum is taken over all g such that g(s, ·) ∈ H1(Rℓ) and ∫
Rℓ
g2(s, x)dx = 1
for all 0 ≤ s ≤ 1. This result does not cover the case of white-in-time noise. Based on the
results in the case of space-time white noise (identity (1.24)), Chen conjectures in [4] that
if the noise is white in time and has spatial covariance γ satisfying the previously described
conditions, then for every n = 1, 2, . . . ,
lim
t→∞
1
t
logEun(t, x) = n(n
2
2−α − 1)E˜ (8.79)
for some constant E˜ . We believe that this is an interesting problem and the methods used
in Lemma 8.1 are not capable to yield such a precise statement.
Proof of Proposition 1.6. (i) We observe that under assumption (H.1) or (H.2), the result in
Theorem 1.2 gives
En(λγ) = lim
t→∞
1
t
logEunλ(t, x) (8.80)
for every λ > 0. We can restrict the supremum in (1.15) to nonnegative functions which
shows that the map λ 7→ En(λγ) is nondecreasing. It follows that weak phase transition at
order n implies (strong) phase transition at the same order.
(ii) It follows directly from Lemma 8.1, identity (8.80) and the fact that λ 7→ En(λγ) is
nondecreasing.
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(iii) It is evident that λc2 = sup{λ > 0 : E2(λγ) = 0}. Let λ be a positive number such
that E2(λγ) = 0. From the expression (5.62) we see that
λ ≤ (2π)
ℓ
∫
R2ℓ
|ξ|2|h(ξ)|2dξ
2
∫
Rℓ
(h ∗ h)(−ξ, ξ)µ(dξ) (8.81)
for all h ∈ A2ℓ. Fix s > 0. We choose h(ξ1, ξ2) =
(
2s
π
) ℓ
2 e−s(|ξ
1|2+|ξ2|2) for all ξ1, ξ2 ∈ Rℓ, so
that (h ∗ h)(−ξ, ξ) = e−s|ξ|2. Hence∫
Rℓ
(h ∗ h)(−ξ, ξ)µ(dξ) =
∫
Rℓ
e−s|ξ|
2
µ(dξ)
and ∫∫
R2ℓ
(|ξ1|2 + |ξ2|2)h2(ξ1, ξ2)dξ1dξ2 = ℓ
2s
.
It follows from (8.81) that
λ ≤ ℓ(2π)
ℓ
4 sups>0 s
∫
Rℓ
e−s|ξ|2µ(dξ)
.
Passing through the limit λ ↑ λc2 we obtain the result.
Finally, (iv) is a consequence of (iii). 
We now prove Theorem 1.7.
Proof of Theorem 1.7. This result is essentially due to [6]. However, since the set up in the
afore mentioned paper is a little bit different from ours, we sketch the idea here.
Theorem 1.3 of [6] shows that weak phase transition at order 2 happens if and only if
condition (1.28) is satisfied. Together with Proposition 1.6, this shows the first statement.
It remains to show (1.29). Following [6], we put
h1(r, y) =
1
(2π)ℓ
∫ r
0
∫
Rℓ
e−
s
2
|ξ|2µ(dξ)e−
4|y|2
s ds .
A further inspection of the proof of Theorem 1.3 in [6] reveals that for every r > 0 and a > 0,
E2(λγ) > 0 for all λ such that
λ ≥ e
h1(r, a)
.
Together with the estimate (8.73), we have
λcn ≤
e
h1(r, a)
for all r > 0 and a > 0. We can pass through the limits a → 0 and r ↑ ∞ to obtain
(1.29). 
Proof of Theorem 1.8. As in the proof of Theorem 3.2, uλ(t, x) admits the chaos expansion
uλ(t, x) =
∞∑
n=0
λ
n
2 In(fn(·, t, x)),
30
where fn is the function defined in (3.41) with u0 = 1. In addition, we also have
n!‖fn(·, t, x)‖2H⊗n = Cn
∫
[0,t]n<
∫
Rn
n∏
j=1
e−(sj+1−sj)|ξ
j+···+ξ1|2
n∏
j=1
f(ξj)dξds
for some constant C. Using the change of variables ηj = ξj + · · ·+ ξ1, we obtain
n!‖fn(·, t, x)‖2H⊗n = Cn
∫
[0,t]n<
∫
Rn
n∏
j=1
e−(sj+1−sj)|η
j |2
n∏
j=1
f(ηj − ηj−1)dξds
with the convention η0 = 0. Using the assumption (H.1) we see that
n∏
j=1
f(ηj − ηj−1) ≤ κn
n∏
j=1
(f(ηj) + f 2(ηj)) .
Hence, n!‖fn(·, t, x)‖2H⊗n is at most(
Cκ
∫ ∞
0
∫
R
e−s|η|2[f(η) + f 2(η)]dηds
)n
=
(
Cκ
∫
R
f(η) + f 2(η)
|η|2 dη
)n
.
It follows that
E|uλ(t, x)|2 ≤
∞∑
n=0
(
λCκ
∫
R
f(η) + f 2(η)
|η|2 dη
)n
<∞,
provided that
λ <
1
Cκ
∫
R
f(η)+f2(η)
|η|2
dη
.
Hence, E2(λγ) vanishes for all λ sufficiently small. On the other hand, item (iii) of Proposition
1.6 ensures that E2(λγ) > 0 for λ sufficiently large. These facts show that phase transition
happens. 
We conclude the current section with the following proposition.
Proposition 8.3. Suppose that phase transition occurs, then for all integers 1 < p ≤ q, we
have
p− 1
q − 1 ≤
λcq
λcp
≤ 1 . (8.82)
Proof. It is straightforward from Lemma 8.1. 
9. Appendix
In this section we state and prove several technical lemmas which are used along the paper.
Lemma 9.1. Let {B0,t(s), s ∈ [0, t]} be a Brownian bridge in Rℓ. Let 0 < s1 < · · · < sn <
sn+1 = t, then for any ξ
j ∈ Rℓ, 1 ≤ j ≤ n we have
E
(
n∑
j=1
ξj · B0,t(sj)
)2
=
n∑
j=1
|ξ1 + · · ·+ ξj|2(sj+1 − sj)− 1
t
∣∣∣∣∣
n∑
j=1
(ξ1 + · · ·+ ξj)(sj+1 − sj)
∣∣∣∣∣
2
.
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Proof. Using the covariance of the Brownian bridge, we can write
E
(
n∑
k=1
ξk · B0,t(sk)
)2
=
n∑
j,k=1
ξk · ξj(sk ∧ sj − 1
t
sksj)
=
1
t
[
n∑
j=1
|ξj|2sj(t− sj) + 2
∑
1≤j<k≤n
ξk · ξjsj(t− sk)
]
.
Let s0 = 0 and write ∆sj = sj+1 − sj. Then, the above expression can be written as
E
(
n∑
k=1
ξk · B0,t(sk)
)2
=
1
t
[
n∑
j=1
|ξj|2
∑
0≤p≤j−1
∆sp
∑
j≤q≤n
∆sq
+2
∑
0≤j<k≤n
ξk · ξj
∑
0≤p≤j−1
∆sp
∑
k≤q≤n
∆sq
]
=
1
t
[ ∑
0≤p<q≤n
(
q∑
j=p+1
|ξj|2 +
∑
p+1≤j<k≤q
2ξk · ξj
)
∆sp∆sq
]
.
Write ηq = ξ1 + · · ·+ ξq, η0 = 0. Then we obtain
E
(
n∑
k=1
ξk ·B0,t(sk)
)2
=
1
t
[ ∑
0≤p<q≤n
|ηq − ηp|2∆sp∆sq
]
=
1
2t
[
n∑
p,q=0
|ηp|2∆sp∆sq +
n∑
p,q=0
|ηq|2∆sp∆sq −
n∑
p,q=0
ηp · ηq∆sp∆sq
]
=
n∑
j=1
|ξ1 + · · ·+ ξj|2(sj+1 − sj)− 1
t
∣∣∣∣∣
n∑
j=1
(ξ1 + · · ·+ ξj)(sj+1 − sj)
∣∣∣∣∣
2
,
which proves the lemma. 
Lemma 9.2. Assume that γ satisfies conditions (H.1) or (H.2). For each r > 0, let B0,r be
a Brownian bridge in Rℓ. Then we have for any t1, t2 > 0, we have
E exp
(∫ t1+t2
0
γ(B0,t1+t2(s))ds
)
≤ E exp
(∫ t1
0
γ(B0,t1(s))ds
)
E exp
(∫ t2
0
γ(B0,t2(s))ds
)
.
In other words, the map t 7→ T (t) := logE exp
(∫ t
0
γ(B0,t(s))ds
)
is subadditive.
Proof. Thanks to Proposition 4.2, we can assume that γ : Rℓ → R is a bounded positive
definite function. Let Gr be the filtration generated by B0,t1+t2 from 0 to r, then we have
E exp
(∫ t1+t2
0
γ(B0,t1+t2(s))ds
)
= E
[
exp
(∫ t1
0
γ(B0,t1+t2(s))ds
)
E
(
exp
(∫ t1+t2
t1
γ(B0,t1+t2(s))ds
) ∣∣∣Gt1)] . (9.83)
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Applying Lemmas 2.1 and 4.1, we see that
E
(
exp
(∫ t1+t2
t1
γ(B0,t1+t2(s))ds
) ∣∣∣Gt1) ≤ sup
x∈Rℓ
E exp
(∫ t1+t2
t1
γ(Bt1,t1+t2(s) + x)ds
)
= T (t2) .
Observe that {B0,t1+t2(t1 + t2 − s), s ∈ [0, t1 + t2]} is also a Brownian bridge, thus together
with a change of variable, we have
E exp
(∫ t1
0
γ(B0,t1+t2(s))ds
)
= E exp
(∫ t1+t2
t2
γ(B0,t1+t2(s))ds
)
.
By the same argument as above, the above expectation is at most T (t1). Together with
(9.83), we obtain the result. 
Lemma 9.3. We assume either condition (H.1) or (H.2). For each t > 0 and n ≥ 1, we
define
In(t) = D
n
∫
[0,t]n<
∫
Rnℓ
exp
{
1
t
∣∣∣ n∑
i=1
(si+1 − si)(ξi + · · ·+ ξ1)
∣∣∣2
−
n∑
i=1
(si+1 − si)|ξi + · · ·+ ξ1|2
}
µ(dξ)ds ,
for some constant D ∈ R, where µ(dξ) =∏nj=1 µ(dξj) and ds = ds1 · · ·dsn. Then
∞∑
n=0
In(t) ≤ c1 exp(c2t) (9.84)
where c1 and c2 are two constants depending on D.
Proof. Fix ǫ > 0, let Iǫn(t) be defined as In(t) but with µ(dξ) being replaced by e
−ǫ|ξ|2µ(dξ).
Step 1: We claim that
∞∑
n=0
Iǫn(t) = E exp
{
D
∫ t
0
γǫ(
√
2B0,t)ds
}
.
Indeed, for each n ≥ 0, applying Lemma 9.1, we have
E
[∫ t
0
γǫ(
√
2B0,t)ds
]n
=
∫
[0,t]n
∫
(Rℓ)n
E exp
{
i
√
2
n∑
k=1
ξk ·B0,t(sk)
}
µǫ(dξ)ds
= n!
∫
[0,t]n<
∫
(Rℓ)n
exp
{
−Var
(
n∑
k=1
ξk · B0,t(sk)
)}
µǫ(dξ)ds
= n!
∫
[0,t]n<
∫
(Rℓ)n
exp
{
n∑
j=1
−|ξ1 + · · ·+ ξj|2(sj+1 − sj)
+
1
t
∣∣∣∣∣
n∑
j=1
(ξ1 + · · ·+ ξj)(sj+1 − sj)
∣∣∣∣∣
2}
µǫ(dξ)ds , (9.85)
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where [0, t]n< is defined in (3.44) and we use the notations µǫ(dξ) =
∏n
k=1 e
−ǫ|ξk|2µ(dξk) and
ds = ds1 · · ·dsn. Together with the Taylor expansion of ex, we obtain the claim.
Step 2: We show that for every t > 0
sup
ǫ>0
E exp
{
2D
∫ t
0
γǫ(
√
2B(s))ds
}
≤ c1ec2t
for some positive constant c1, c2. In fact, using Taylor’s expansion,
E exp
(
2D
∫ t
0
γǫ(
√
2B(s))ds
)
≤
∞∑
k=0
(2D)k
k!
∫
[0,t]k
∫
Rℓk
k∏
j=1
e−(sσ(i+1)−sσ(i))|ξ
σ(j)+···+ξσ(1)|2µ(dξ)ds,
where σ denotes the permutation of {1, 2, . . . , k} such that 0 < sσ(1) < · · · < sσ(k) < t, and
we denote sσ(k+1) = t. We treat conditions (H.1) and (H.2) separately.
Case 1: under the condition (H.2). Using the assumption that γ is positive and positive
definite and an argument similar to [15, estimate (3.7)] we conclude that the last expression
above is bounded by
∞∑
k=0
(2D)k
k!
∫
[0,t]k
∫
Rℓk
k∏
j=1
e−(sσ(i+1)−sσ(i))|ξ
σ(j)|2µ(dξ)ds
=
∞∑
k=0
(2D)k
∫
[0,t]k<
∫
Rℓk
k∏
j=1
e−(si+1−si)|ξ
j |2µ(dξ)ds
≤ ect
∞∑
k=0
(2D)k
∫
[0,t]k<
∫
Rℓk
k∏
j=1
e−(si+1−si)(c+|ξ
j |2)µ(dξ)ds
≤ ect
∞∑
k=0
(2D)k
∫
Rℓk
k∏
j=1
1
c+ |ξj|2µ(dξ) ,
the series is convergent when c is sufficiently large, which completes the proof.
Case 2: Under the condition (H.1). Then from the above we see that
E exp
{
2D
∫ t
0
γǫ(
√
2B(s))ds
}
≤
∞∑
k=0
(2D)k
∫
[0,t]k<
∫
Rk
k∏
j=1
e−(si+1−si)|ξ
j+···+ξ1|2µ(dξ)ds .
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Making the change of variables ξj + · · · + ξ1 → ηj for j = 1, . . . , k together with condition
(H.1), the above series is at most
∞∑
k=0
(2κD)k
∫
[0,t]k<
∫
Rk
k∏
j=1
e−(si+1−si)|η
j |2
k∏
j=1
f(ηj − ηj−1)dηds
≤
∞∑
k=0
(2D)k
∫
[0,t]k<
∫
Rk
k∏
j=1
e−(si+1−si)|η
j |2
k∏
j=1
f(ηj − ηj−1)dηds
≤
∞∑
k=0
(2κD)k
∫
[0,t]k<
∫
Rk
k∏
j=1
e−(si+1−si)|η
j |2f(η1)
∑
α∈Dk
k∏
j=1
f(ηj)αjdηds
≤ ect
∞∑
k=0
(2κD)k
∫
[0,t]k<
∫
Rk
k∏
j=1
e−(si+1−si)(c+|η
j |2)f(η1)
∑
α∈Dk
k∏
j=1
f(ηj)αjdηds
≤ ect
∞∑
k=0
(2κD)k
∫
Rk
k∏
j=1
1
c+ |ηj|2f(η
1)
∑
α∈Dk
k∏
j=1
f(ηj)αjdηds
where c is a positive constant to be chosen later, Dk is a subset of multi-indices of length
k − 1 and Card(Dk) = 2k−1 and for any α ∈ Dk, αi ∈ {0, 1, 2}, i = 2, . . . , k but α1 ∈ {0, 1}.
Using the inequality∫
R
f(η)
c+ η2
dη ≤
(∫
R
1
c+ η2
dη
)1/2(∫
R
f 2(η)
c+ η2
dη
)1/2
if necessary, we conclude that
∞∑
n=0
In ≤ ect
∞∑
k=0
(4κD)k
(∫
R
f 2(η)
c+ η2
dη
)k
,
we see that when c is sufficiently big, the above series is convergent.
Step 3: By Cauchy-Schwarz inequality and the fact that B0,t
law
= B0,t(t− ·) we have
E exp
{
D
∫ t
0
γǫ(
√
2B0,t(s))ds
}
≤ E exp
{
2D
∫ t
2
0
γǫ(
√
2B0,t(s))ds
}
.
Together with (2.38), we arrive at
E exp
{
D
∫ t
0
γǫ(
√
2B0,t(s))ds
}
≤ E exp
{
2D
∫ t
2
0
γǫ(
√
2B(s))ds
}
. (9.86)
It follows from previous steps and (9.86) that for all t > 0
sup
ǫ>0
∞∑
n=0
Iǫn(t) = sup
ǫ>0
E exp
{
D
∫ t
0
γǫ(
√
2B0,t(s))ds
}
≤ c1ec2t .
On the other hand, by monotone convergence theorem, it is evident that
sup
ǫ>0
∞∑
n=0
Iǫn(t) =
∞∑
n=0
In(t) .
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This completes the proof. 
Lemma 9.4. Let A+M = {(y1, . . . , yn) ∈ ([0,∞)ℓ)n : |yj − yk| ≤ M for all 1 ≤ j < k ≤ n}
and α¯ = (α, 0, . . . , 0) ∈ Rℓ. Then
lim
t→∞
1
t
log
∫
A+M
exp
{
−
n∑
j=1
( |yj − α¯t|2
2t
+ β|yj|
)}
dy =
{
nβ2
2
− nβα if α > β
−nα2
2
if α ≤ β . (9.87)
Proof. We first show the upper bound of (9.87). We observe that∫
A+M
exp
{
−
n∑
j=1
( |yj − α¯t|2
2t
+ β|yj|
)}
dy ≤
∫
(Rℓ)n
exp
{
−
n∑
j=1
( |yj − α¯t|2
2t
+ β|yj1|
)}
dy .
By a change of variables, the integral on the right hand side of the above inequality is the
same as
tnℓ
∫
(Rℓ)n
exp
{
−t
n∑
j=1
(
|yj1 − α|2
2
+ β|yj1|+
ℓ∑
k=2
|yjk|2
2
)}
dy .
Applying Laplace principle, we see that the limit
lim
t→∞
1
t
log
∫
(Rℓ)n
exp
{
−
n∑
j=1
( |yj − α¯t|2
2t
+ β|yj1|
)}
dy
equals to the right hand side of (9.87). This shows the upper bound in (9.87).
To show the lower bound, we consider two cases.
Case 1: ℓ = 1. We first notice that the integral in (9.87) can be written as
e(
nβ2
2
−nαβ)tI(t)
where
I(t) =
∫
A+M
exp
{
−
n∑
j=1
(yj − (α− β)t)2
2t
}
dy .
We consider the case α > β. For each j = 2, . . . , n, we have (yj − (α− β)t)2 ≤ 2(yj − y1)2 +
2(y1 − (α− β)t)2. We then write
I(t) ≥
∫ ∞
0
e−
n−1
t
(y1−(α−β)t)2
n∏
j=2
(∫
yj≥0,|yj−y1|≤M/2
e−
1
t
(yj−y1)2dyj
)
dy1
≥ e−M
2
4t
∫ ∞
0
e−
n−1
t
(y1−(α−β)t)2h(y1)dy1,
where
h(y1) =
(∫
y≥0,|y−y1|≤M/2
dy
)n−1
.
We continue to estimate
I(t) ≥ e−M
2
4t
∫ 2(α−β)t
(α−β)t
e−
n−1
t
(y1−(α−β)t)2h(y1)dy1
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On the region [(α−β)t, 2(α−β)t], assuming that t satisfies α−β ≥ M
2t
, we have h(y1) = Mn−1,
thus
I(t) ≥Mn−1e−M
2
4t
∫ 2(α−β)t
(α−β)t
e−
n−1
t
(y1−(α−β)t)2dy1
≥ tMn−1e−M
2
4t
∫ 2(α−β)
(α−β)
e−(n−1)t(z−(α−β))
2
dz.
It follows from Laplace principle that
lim inf
t→∞
1
t
log I(t) ≥ 0 .
We now consider the case α ≤ β. We write∫
A+M
exp
{
n∑
j=1
(
−(y
j − αt)2
2t
− βyj
)}
dy = e−
nα2
2
tJ(t),
where
J(t) =
∫
A+M
exp
{
− 1
2t
n∑
j=1
(|yj|2 + 2(β − α)tyj)
}
dy.
We can write
J(t) ≥
∫ t
0
e−
1
2t
((2(n−1))|y1 |2+2n(β−α)ty1)g(y1)dy1,
where
g(y1) =
(∫
y≥0,|y−y1|≤M/2
e−
1
2t
(2|y−y1|2+2(β−α)t(y−y1))dy
)n−1
On [0, t], g(y1) is at least (M
2
e−
1
2t
(M
2
2
+(β−α)Mt))n−1. Thus for every t ≥ 1,
J(t) ≥ (M
2
e−
1
2t
(M
2
2
+(β−α)Mt))n−1t
∫ 1
0
e−t((n−1)y
2+n(β−α)y)dy
As before, by the Laplace principle,
lim inf
t→∞
1
t
log J(t) ≥ 0 .
Case 2: ℓ ≥ 2. For each 1 ≤ j ≤ n, applying the inequality |yj| ≤∑ℓk=1 |yjk| we see that
exp
{
−∑nj=1 ( |yj−α¯t|22t + β|yj|)} is at least
exp
{
−
n∑
j=1
(
(yj1 − αt)2
2t
+ β|yj1|
)}
ℓ∏
k=2
exp
{
−
n∑
j=1
(
|yjk|2
2t
+ β|yjk|
)}
.
In addition, the domain A+M contains the region
{(y1, . . . , yn) ∈ ([0,∞)ℓ)n : |yjk − ypk| ≤M ′ for all 1 ≤ k ≤ ℓ and 1 ≤ j < p ≤ n}
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for some positive constant M ′. The above region can be written as Aℓ where A is the set
{z = (z1, . . . , zn) ∈ [0,∞)n : |zj − zp| ≤ M ′ for all 1 ≤ j < p ≤ n}. Therefore, the left hand
side of (9.87) is at least
lim inf
t→∞
1
t
log
∫
A
exp
{
−
n∑
j=1
(
(yj1 − αt)2
2t
+ β|yj1|
)}
dy1 · · ·dyn
+
ℓ∑
k=2
lim inf
t→∞
1
t
log
∫
A
exp
{
−
n∑
j=1
(
|yjk|2
2t
+ β|yjk|
)}
dy1 · · ·dyn .
We can apply the result in Case 1 to conclude the proof. 
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