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With amplified environmental damage caused by increased carbon dioxide levels in the 
atmosphere and the rising cost of energy, algae offer solutions to both world issues as 
well as many others. Microalgae naturally produce lipids (biofuels), carotenoids 
(antioxidant health supplements/nutraceuticals), proteins (pharmaceuticals), as well as 
many other products while removing carbon dioxide from the atmosphere through 
photosynthesis.  
The optimal carbon dioxide feed conditions were tested in a microalgae strain, Chlorella 
vulgaris, to fix the largest amount of carbon dioxide, provide the fastest growth, and 
produce the greatest concentration of desired components. Feeding 10% carbon dioxide 
led to the highest growth rate and had the greatest productivity of biomass, total protein, 
lipids, and lutein (carotenoid) in terms of time, volume of reactor, and cost.  
In addition to finding the optimal carbon dioxide feed concentrations, a microfluidic 
device (channels <70 µm) was utilized to create micro-scale bubbles to significantly 
increase mass transfer at low flow rates. The convergence of one gas and two liquid 
channels at a Y-junction generated bubbles via cyclic changes in pressure. At low flow 
rates, the bubbles had an average diameter of 114 µm, corresponding to a volumetric 
mass transfer rate (KLa) of 1.43 hr
-1
. Normalized KLa values demonstrated that the 
microbubbler had a 100-fold increase in mass transfer per flow rate compared to four 
other commonly used bubblers. The calculated percentage of oxygen transferred was 
90%, which was consistent with a separate off-gas analysis. The improved mass transfer 
was also tested in an algae bioreactor in which the microbubbler culture absorbed 
approximately 90% of the CO2 feed compared to 2% in the culture with an alternative 
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needle bubbling method. The microbubbler yielded a cell density only 82% of the cell 
density for the needle tip, but with an 800 fold lower flow rate (0.5mL/min versus 400 
mL/min) and a 700 fold higher ratio of biomass to fed gas. The application of the 
microfluidics may transform interfacial processing in order to increase efficiencies, 
minimize gas feeding, and provide for more sustainable multiphase processes. 
Finding the ideal carbon dioxide feed of 10% CO2 to vulgaris cultures allows for fast, 
efficient production of biofuels, nutraceuticals, pharmaceuticals, and many other products 
while helping the environment by fixing carbon dioxide. Through an exceptional 
improvement in mass transfer from a gas to a liquid, the microfluidic bubbler improved 
the carbon dioxide fixation and growth rate for microalgae, decreasing costs for 
bioreactors. This microbubbler can also be used to improve gas sequestration, 
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One of the most influential and harrowing problems of the world, climate change, stems 
from increased concentrations of greenhouse gases in the atmosphere. Greenhouse gases 
include carbon dioxide (CO2), methane, ozone, nitrous oxide, and others that all work to 
trap radiation in the atmosphere, raising the temperature of the planet. The gas that has 
had the biggest change in recent history is carbon dioxide, rising from 319 parts per 
million (ppm) in 1960 to approximately 400 ppm today (Dlugokencky & Tans, 2015).  
Even though approximately half of current carbon dioxide emissions are absorbed by 
natural land and ocean sinks, the decrease in future absorption, due to deforestation and 
other industries, coupled with rising emissions, will lead to further increased carbon 
dioxide levels (Ballantyne et al., 2012). Therefore, other possible sinks or uses for carbon 
dioxide must be utilized in order to keep carbon dioxide levels within safe concentrations 
for the environment. 
Photosynthetic organisms, such as algae, that uptake carbon dioxide naturally, provide a 
countermeasure to the rising carbon dioxide levels. Algae farms sequester several times 
more carbon dioxide per unit area than other photosynthetic organisms, such as trees or 
crops, making them an efficient choice for fixing carbon dioxide (Chelf et al., 1992). 
However, all plants, including algae, only mitigate approximately 3-6% of the carbon 
dioxide from fossil fuel emissions (Chinnasamy et al., 2009). 
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Microalgae can help control the carbon dioxide levels in the atmosphere two ways: a 
preventative method and a restorative treatment. Instead of releasing the off gases, or flue 
gases, into the atmosphere, large industrial plants can use these gases, rich in carbon 
dioxide from combustion reactions, as a feed to microalgae cultures. This way, the 
microalgae can absorb and utilize the carbon dioxide to increase growth rates, lowering 
the concentration of carbon dioxide in the flue gas before being emitted into the 
atmosphere.  
The other way microalgae cultures help the environment is through a restorative 
treatment, which acts to lower the concentration of carbon dioxide already in the 
atmosphere. This would occur with large algae farms using atmospheric air as a carbon 
dioxide source. Microalgae farming requires less land to absorb equivalent amounts of 
carbon dioxide than other photosynthetic organisms, plants, and crops; however, they 
require a larger amount of water than the other plants and food crops (Chinnasamy et al., 
2009). 
In either case, an improved mass transfer of carbon dioxide from the gas phase to the 
liquid improves carbon dioxide transfer and mitigation. The mass transfer rate can be 
increased by decreasing the bubble size of the gas flowing into the liquid. If the mass 
transfer from the gas to the liquid increases, the algae will have a faster growth rate due 
to the higher efficiency of the transfer.  
Having an increased mass transfer from a gas to a liquid also affects many other 
industries and chemical processes. In addition to algae utilizing carbon dioxide, bacteria, 
yeast, and mammalian cells utilize oxygen for aerobic growth, showing the importance of 
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gas to liquid transfer in cell cultures. Smaller bubbles, and therefore higher mass transfer, 
increase the speed and efficiency of chemical reactions and manufacturing in which the 
gas acts as a catalyst as well. Hydroformylation, alkylation, carboxylation, 
polymerization, and hydrometallurgy are all processes that benefit from smaller bubbles 
and increased mass transfer rates from a gas to a liquid (Shah et al., 1982).  
In addition to fixation of carbon dioxide from air, algae can grow and produce biofuels 
from intracellular lipids, providing a renewable source of fuel as an alternative to fossil 
fuels. Algal biofuels have shown promise because even though they release carbon 
dioxide when burned, they consume carbon dioxide in development, providing a much 
higher net energy release per carbon dioxide released.  
Algae cultures show benefits over other forms of biofuels due to algae farms having 
higher energy densities and requiring less land to make biofuels than other terrestrial 
crops such as corn, canola, and switchgrass (Clarens et al., 2010). In addition, algal farms 
do not compete for land with food crops, decreasing their opportunity cost (Sheehan et 
al., 1998). Even though algal farms have many benefits, there are a few downfalls such as 
they are slow growing organisms (~18 hour doubling time), providing nutrients can be 
costly, and growing algae uses a significant amount of fresh water. In order to minimize 
the problem of water usage, farms could utilize nutrient rich biofilms, which can reduce 
the water necessary. Growing algae in wastewater can also minimize the amount of water 
necessary as well as decrease the cost of providing additional nutrients.  
In addition to creating biofuels, algae naturally produce nutraceuticals and other health 
supplements in the form of carotenoids. These carotenoids, such as lutein, are 
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antioxidants that work to prevent aging, inflammation, and sun damage. They also 
improve ocular health and have been used as dietary supplements for fish farming. 
Lutein, the main carotenoid product of the microalgae Chlorella vulgaris, sells for $570-
790 per kilogram with a market nearing $1 billion a year with an annual increase of 2.2% 
(Prommuak et. Al, 2012; Del Campo & García-González, 2007). Algae cells also 
synthesize beta-carotene, other dietary supplements, polyunsaturated fatty acids, and 
phycoerythrin, and can be used in cosmetics, polymers, aquaculture feeds, and to make 
pharmaceutical proteins such as anticancer drugs (Rosenberg et al., 2008). 
This thesis addresses the issues of identifying the optimal carbon dioxide feed rate for the 
microalgae Chlorella vulgaris based on the growth rate and productivity of lipids, 
protein, and lutein. This thesis also addresses how the intracellular components of interest 
(lipids, lutein, proteins, etc.) change based on night/day growth conditions, mimicking 
outdoor, large-scale culture conditions. A microfluidic device to generate micro-scale 
bubbles was created and utilized to decrease bubble size and increase the mass transfer 
between a gas and liquid. The more efficient microbubbler system was also tested in 




Materials and Methods 
 
2.1 Strain Selection and Culture Conditions 
2.1.1 Strain Selection 
For all algal experiments, the strain Chlorella vulgaris (UTEX 395) was used. This strain 
was chosen because it is a commonly utilized strain with fast growth and high lipid 
content (Hallenbeck, 2012).  
2.1.2 Culture Media 
Cultures were grown with a liquid volume of 500 mL in a salt media commonly used for 
algae culture, Bold’s Basal Media (BBM) (Bischoff & Bold, 1963). BBM media contains 
250 mg/L sodium nitrate, 175 mg/L potassium phosphate monobasic, 75mg/L 
magnesium sulfate heptahydrate and potassium phosphate dibasic, 50 mg/L EGTA, 31 
mg/L potassium hydroxide, 25 mg/L calcium chloride dihyrdate and sodium chloride, 
11.42 mg/L boric acid, 8.82 mg/L zinc sulfate heptahydrate, 4.98 mg/L iron sulfate 
heptahydrate, 1.57 mg/L copper sulfate pentahydrate, 1.44 mg/L manganese chloride 
tetrahydrate, 0.71 mg/L molybdenum trioxide, 0.49 mg/L cobalt nitrate hexahydrate, and 
1 µL sulfuric acid. The media was supplemented with 20 mM Tris to prevent pH drops 
during high carbon dioxide feed conditions and the final pH was adjusted to 6.8. 
2.1.3 Culture Conditions 
Gas was fed at a flow rate of 400 mL/min (kept constant with a Cole Parmer flowmeter 
for air and carbon dioxide) via stainless steel, 19 gauge, 4” long, blunt end luer needles 
and an agitation rate of 200 rpm. Cultures were grown at room temperature (23° C). The 
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carbon dioxide trials were grown using 12h/12h night/day cycles with the light cycles 
having an intensity of 10,000 lux (~300 µE/m
2
/s).  
The microbubbler culture experiment was run with continuous lighting of 10,000 lux 
(~300 µE/m
2
/s) with a flow rate of 400 mL/min for the needle and 0.5 mL/min for the 
microbubbler. The gas supplied was 5% CO2 in air. 
The pH and carbon dioxide gas probes for monitoring cultures were from Vernier and 
were recorded every minute during trials by LoggerPro software. 
2.2 Cell Growth and Size Analysis 
2.2.1 Cell Density 
Flow cytometry was used to calculate cell density and to analyze the size distribution and 
color of the cells. A Millipore Guava Flow Cytometer was used to give accurate cell 
density measurements. The cultures were diluted with Phosphate Buffered Saline (PBS) 
to a range of 50-500 cells per µL and then sampled to obtain accurate readings. 
Hemocytometer counts were also used to verify the cell density using ruled 
hemocytometer counting chips from Electron Microscopy Sciences along with a Zeiss 
Axiovert 100 microscope. 
For the majority of trials, optical densities were measured for all growth conditions and 
correlated to cell density. The optical densities for the cultures were measured at a 
wavelength of 600 nm on a Promega Glomax multidetection spectrophotometer.  
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2.2.2 Cell Size 
The cell size and color were measured using a FlowCam flow cytometer. The cultures 
were diluted with PBS and run through the detection system, which also took images of 
each cell passing through the flow cell. The computer automatically computed the size, 
color, and cell density. 
2.3 Intracellular Component Analysis 
After lyophilizing frozen samples, the intracellular components were analyzed using 
various techniques. 
2.3.1 Lipid Analysis 
Lipid content was analyzed using dried algae biomass in a Dionex Automated Solvent 
Extractor (ASE) 150 using a 2:1 methanol:chloroform solvent. The solvent was flown 
through a cell containing the dried biomass at 120°C and a pressure of 200 psi. Three 
cycles of extraction occurred and then the solvent was evaporated under nitrogen and the 
dried lipids were weighed. 
2.3.2 Protein Analysis 
Proteins were extracted from a 2 OD600 pellet of algae resuspended in 1 mL of NaOH and 
heated for 5 minutes at 100°C. Cells were centrifuged for 10 minutes at 12,000 rpm and 
the supernatant was kept for protein analysis. Protein analysis was done using a BCA 
assay, measured at a wavelength of 562 nm. 
2.3.3 Pigment Analysis 
Total chlorophyll, chlorophyll a, and chlorophyll b were analyzed by dissolving 3 mg of 
dried algae into one mL of 80% acetone in water. They were vortexed on ice in the dark 
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for 15 minutes. The sample was then centrifuged at 12,000 rpm for 12 minutes and the 
supernatant was kept for analysis. The supernatant was analyzed at wavelengths of 647 
and 664.5 nm using an Ocean Optics SD2000 fiber optic spectrometer. The correlation 
between chlorophyll concentration and the absorbance at the two wavelengths is shown 












] = 20.47 ∗ 𝐴647 − 4.73 ∗ 𝐴664.5 [Equation 3] 
To analyze total pigments, approximately 40 mg of dried algae was dissolved in 5 mL of 
3:1 methanol:dichloromethane in the dark and grinded in a mortar by a pestle. This 
mixture was centrifuged at 10,000 rpm for 10 min at 4°C. The supernatant was collected 
and the process was repeated with the pellet two more times for a total of 15 mL. The 
supernatant was then dried under nitrogen and the remaining dried pigments were 
weighed. 
Afterwards, the dried pigments were resuspended in 5 mL of 3:1 
methanol:dichloromethane and filtered. The filtered sample was run using reverse phase 
– high pressure liquid chromatography (RP-HPLC) using a Poroshell 120 column with a 
pore size of 120 Å. The carrier solvent was 5:85:5.5:4.5 (v/v) 
dichloromethane:methanol:acetonitrile:water and the elution solvent was 22:28:45.5:4.5 
(v/v) dichloromethane:methanol:acetonitrile:water. A diode array detector (DAD) 
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measuring at a wavelength of 450 nm was used for analysis and lutein eluted at 
approximately 4 minutes (Figure 1). 
 
Figure 1. HPLC DAD graph for pigment analysis. The diode array detector (DAD) analyzed the 
separated HPLC sample at 450 nm. The peak at 4.067 minutes corresponds to lutein.    
 
2.4 Microfluidic Bubbler Construction and Operation 
2.4.1 Fabrication 
For the fabrication of the microfluidic flow-focusing devices (Figure 2), we used well-
developed soft lithography techniques. Negative photoresist (SU-8 3050, Microchem 
Corp.) was spin-coated onto a silicon wafer (Silicon Inc.) and exposed to a UV light 
source (KLOÉ) through a negative mask printed on a transparency (Figure 3). The result, 
after developing, was a silicon wafer with raised structures 60 µm high that act as the 
master mold. A 10:1 ratio of the elastomer and curing agent, PDMS, is poured over the 
wafer, cured, and peeled off. Biopsy punches (Ted Pella, Inc.) are used to create inlet 
ports for the fluid flow. The surface of both the PDMS and a cleaned microscope slide 
are treated with oxygen plasma and placed in contact to form a bond; the bonded devices 




Figure 2. Macroscopic view of microfluidic bubbler. The microfluidic bubbler device, made from 
PDMS, was attached to a microscope slide and shows the channels in the center of the device.  
 
 
Figure 3. Microfluidic bubbler channel and mask design. Liquid enters through the PDMS to the top 
port where it splits into two channels. The two liquid channels converge with the gas channel that enters at 
a central port. These channels combine to form bubbles that exit through the outlet port at the bottom. 
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Two inlet ports were created at the top and middle of the device. The top inlet port, for 
liquid, splits into two channels. These two channels converge with a third channel 
containing the gas, from the middle inlet port, at a 40° angle. These three channels are 25 
µm and the gas channel tapers to 10 µm at the junction. The outlet channel is 66.67 µm 
and leaves from the bottom outlet port. All channels had a height of 60 µm. 
2.4.2 Operation 
The liquid used for all tests was BBM supplemented with 0.5% pluronic F-68, which 
served as a surfactant to stabilize bubble formation. The addition of pluronic F-68 
showed no negative effects on algal cell growth and has been used in many other cell 
cultures, including insect and mammalian cultures (Murhammer & Coochee, 1988; 
Zhang et al., 1992). Air was used as the gas for all KLa testing and air with 5% CO2 was 
used in the culture operation of the microbubbler. 
Fluid and gas streams are delivered via pressurized cryogenic vials set at nearly identical 
pressures to deliver microbubbles at a constant flow rate. The bubbles in the microfluidic 
channels were analyzed with a Nikon TI-E confocal microscope to ensure stable bubbles 
were formed. To take pictures and videos of the bubbles in the liquid, a Sony Cybershot 
DSC-H20 camera was used and imageJ was used to analyze the bubble sizes in the liquid. 
2.4.3 Comparative Bubbling Equipment 
Four common additional methods of supplying gas to liquids for mass transfer were 
tested against the microfluidic bubbler: an open-tube, needle tips, a common aquatic 
stone sparger, and an industrial sparger used for bioreactors. The open-tube was a Bellco 
Glass straight sample metal pipe for a 10 mm port with an inner diameter of 0.5 cm and 
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an outer diameter of 0.625 cm. The needles used to supply the gas were stainless steel, 19 
gauge, 4” long, blunt end luer needles. The common aquatic sparger was the small air 
stone cylinder from Active Aqua with a diameter of 1.7 inches and a height of 2.0 inches. 
The industrial sparger was a Bioengineering aeration tube with sinter-metal microsparger 
for 5L vessel. 
2.5 KLa Determination 
Values for KLa are difficult to calculate and are usually determined experimentally. To 
determine the KLa values for different systems, 500 mL of BBM media at 25°C was 
placed in a beaker with a diameter of 10 cm, giving a liquid height of 6.36 cm. A 
dissolved oxygen (DO) probe (Vernier) was inserted into the liquid and the liquid was 
stirred with a magnetic stirrer at a constant agitation rate of 175 rpm. The computer 
captured and recorded DO readings every second. Initially, air was fed to the bottom of 
the liquid until the DO stayed constant at the saturation point. Then, nitrogen gas was fed 
into the culture to drop the DO. Once the DO dropped below 3 mg/L, the gas feed was 




Figure 4. Dissolved oxygen concentration over time for the calculation of KLa. Air was sparged into the 
system to obtain the baseline dissolved oxygen concentration, then nitrogen gas was sparged into the liquid 
to remove the dissolved oxygen. After the dissolved oxygen dropped, air was fed back into the liquid and 
the increase in dissolved oxygen was recorded. 
 
To calculate the KLa, the ln(Ca
*
-Ca) was plotted for the segment of interest after the 
switch back to air. In this case, Ca
*
 was the highest concentration of the DO (saturation), 
achieved at the beginning of the trial, and Ca is the DO for the rest of the trial. For the 
segment of interest, the resulting graph of the ln(Ca
*
-Ca) over time produced a straight 
line with a negative slope (Figure 5). The KLa is the slope multiplied by negative one and 




Figure 5. Plot of the natural log of the saturation dissolved oxygen concentration minus the dissolved 
oxygen levels for the area of interest. The area of interest is the section when air is sparged back into the 
system after nitrogen gas. The KLa is calculated as the negative slope of the line. 
 
The fraction of oxygen transferred calculations were verified utilizing an oxygen gas 
sensor with the KLa testing. The oxygen gas sensor was sealed in the off-gas of the liquid 
of the KLa tests and recorded the oxygen gas concentration every second. An outlet tube 
for the gas outlet of the system was placed into water to allow gas to flow out of the 
system without gas flowing from the room air into the system. As nitrogen gas was fed to 
the liquid, the DO and the oxygen gas concentration decreased. When air was bubbled 
into the system to test the KLa, the oxygen gas sensor recorded the change in oxygen 
concentration, which allowed for the calculation of oxygen gas concentration in the 
bubbles. 
The probes to measure dissolved oxygen and oxygen gas for KLa testing were from 





Identifying Optimal CO2 Feed 
 
3.1 Introduction 
Algae cells grow and proliferate by absorbing carbon dioxide through photosynthesis to 
create sugars for cell use. There are two different types of reactions that occur in 
photosynthesis – light-dependent and light-independent reactions. For the light-dependent 
reactions, chlorophyll (a pigment) in the thylakoid of the chloroplast absorbs one photon 
of light, releasing one electron to the electron transport chain, thus creating a H
+
 ion 
differential. This differential between the thylakoid and the stroma, or liquid in the 
chloroplast similar to the cytosol of a cell, leads to the activity of ATP synthase and 
NADP
+
 reductase. The enzymes generate ATP and NADPH in the stroma, which support 
the light-independent reactions of photosynthesis.  
Algal cells have two types of chlorophyll that absorb the light necessary for the light-
dependent reactions: chlorophyll a and b. The difference between these two types of 
chlorophyll is the wavelength of light they absorb and utilize for photosynthesis. 
Chlorophyll a mainly absorbs violet, blue, and red colors at the ends of the visible 
spectrum, reflecting green light. Chlorophyll b absorbs light more to the middle of the 
visible spectrum, blue and orange light, while still reflecting green light. 
Once the chlorophyll absorb light and create ATP and NADPH, ribulose-1,5-biphosphate 
carboxylase/oxygenase (RuBisCO) takes three molecules of carbon dioxide, 6 molecules 
of NADPH, 5 molecules of water, and 9 molecules of ATP and converts them to one 
molecule of the three carbon glyceraldehyde-3-phosphate (G3P), 6 NADP
+





and 8 inorganic phosphates (Pi). This process occurs in the chloroplast stroma and is light 
independent.   
Photosynthesis, therefore, depends on the amount of light and carbon dioxide the 
microalgae cells absorb since they are the two substrates that can be limited since the 
light dependent reactions create the energy needed for RuBisCO in the light-independent 
reactions. When exposed to sunlight or artificial lighting in labs, cells should be saturated 
with light, making carbon dioxide the limiting substrate. Many past papers have shown 
that algae cells have higher photosynthetic rates and faster growth with gases that have a 
higher percentage of carbon dioxide than ambient air (0.04%), showing carbon dioxide is 
the limiting substrate with enough light (Yun et al., 1996; Chinnasamy et al., 2009).  
Since algae cells grow better with higher levels of carbon dioxide, one sustainable 
practice has been to grow algae cultures using the flue gas from companies and industrial 
factories that have high fractions of carbon dioxide in their off-gases. The average flue 
gas composition is anywhere from 3 to 15% carbon dioxide depending on the type of 
system, with most systems operating around 12% (Packer, 2009). Knowing what levels 
of carbon dioxide provide the highest growth rates and CO2 fixation for algae allows for 
optimal usage of these flue gases in algal farms. 
 To compare algae growth rates under varying levels of carbon dioxide, the growth rate 
must be calculated using cell density. To calculate growth rate, plotting the natural log of 
the cell density against time yields a straight line. The slope of this line corresponds to 
the growth rate with units of inverse time.  
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Another common metric of growth is the dry cell weight, or biomass, and the biomass 
productivity. The dry cell weight comes from the mass of a set volume of algae after it is 
dried and the biomass productivity comes from dividing this dry cell weight by the time 











 [Equation 4] 
The final calculated parameter discussed is the weight of individual cells after being 
dried. This value comes from the dried biomass divided by the cell density at the time the 
dry cell weight was measured, yielding a mass per cell (Equation 5). 












  [Equation 5] 
3.2 Correlation Between Cell Density and Optical Density 
The two main methods for calculating cell density are flow cytometry and counting using 
a hemocytometer. Flow cytometry counts the cell density by flowing a diluted sample 
through a thin tube with a laser passing through the tube at a cross-section. Based on the 
optical properties of cells (the green color in the case of algae), cells will absorb some of 
the light from the laser, decreasing the intensity of the light passing through the tube. 
Every time a disruption in the intensity occurs, the computer registers it as an “event”. 
Based on the number of events that occur within the size range of algal cells (4-10 µm for 
Chlorella vulgaris) and the volume used by the system, the computer calculates the 
number of cells per volume (Ting et al., 1991).  
The other way to measure cell density, via hemocytometer, utilizes a microscope and 
specialized microscope slides. A diluted sample of the culture is placed on a gridded slide 
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and the number of cells within each grid is counted. Based on the average number of cells 
in all of the grids, the known dilution factor, and the known volume of each grid, the cell 
density can be calculated. 
However, many problems arise in the sampling of both measurements in terms of the 
method of measuring, repeatability due to clumping of cells, and manual errors in 
dilutions. Therefore, a common way to measure the growth and health of a culture is 
using optical density, which measures how much light is absorbed by the sample at a 
specific wavelength. Optical density provides a fast, efficient, and reproducible way to 
measure algal cultures. A common wavelength used to measure algal cultures is 600 nm 
(Estevez, 2001).  
To be able to know the cell density based on optical density, a standard curve was created 
using the optical density at 600 nm, flow cytometry using a Guava flow cytometer, and a 




Figure 6. Cell density dependence on optical density. The cell density was measured with a flow 
cytometer and hemocytometer at varying optical densities to determine a correlation. Both measurements 
showed strong correlations. The two correlations were averaged to a correlation of cell density = 78.0* 
OD600 – 6.2. 
 
As shown in Figure 6, the cell density, measured by flow cytometry and a 
hemocytometer, both show linear correlation with optical density at 600 nm. Due to the 
error of the sampling and measurements known to occur with cell density, an average 
trend line was calculated for use in calculating cell density from optical density from both 
methods, shown in Equation 6. 
𝐶𝑒𝑙𝑙 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 = 78.0 ∗ 𝑂𝐷600 − 6.2   [Equation 6] 
3.3 Growth Under Varying CO2 Conditions 
The cell density, calculated from optical density, helps to calculate the growth rates for 
the algae cultures tested under varying carbon dioxide feed rates to identify the optimal 
carbon dioxide concentration for fastest growth. The growth of Chlorella vulgaris was 
y = 74.891x - 7.2489 
R² = 0.9935 
y = 81.051x - 5.1192 

































tested under 0.04 (room air), 3, 5, 10, and 12.5% carbon dioxide to compare their growth 
and high value component production. Figure 7 shows the growth under these varying 
carbon dioxide concentrations, measured by optical density, using night and day cycles. 
All cultures underwent an approximately 100-hour lag phase followed by the standard 
exponential and stationary phases of algae growth (Yan & Pan, 2002). 
 
Figure 7. Growth curve for Chlorella vulgaris under varying carbon dioxide feeds. All cultures 
underwent an approximately 100-hour lag phase followed by an exponential phase. The 10% culture grew 
the fastest and all cultures only grew during light cycles and dropped slightly in optical density during the 
dark cycles (shaded bars). 
 
To compare the numerical differences of the growth, the total growth rates were 
calculated for all the cultures as well as the growth rate for only the light cycles, since the 
cells do not grow during the dark (Table 1). The drops in optical density during the dark 
periods are investigated and explained in section 3.5. The 10% carbon dioxide feed had 
the largest growth rate, followed by 12.5, 3, 5, and then 0.04%. In addition, the growth 
rates for only the light cycles were all approximately double the total growth rate, which 
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follows the trend of the cells spending exactly half of their time in the light and the other 
half in the dark. 
Table 1. Growth rates for Chlorella vulgaris under varying carbon dioxide feeds. The growth rates 
show that the 10% trial grew fastest followed by 12.5, 3, 5, and 0%. The growth rates for only the light 
cycles were approximately double that of the total growth rate, corresponding to a 12/12 light/dark cycle. 
 
There was an increase in growth rate with higher carbon dioxide feeds up to 10%. The 
12.5% culture had a lower growth rate due to a more significant drop in pH due to the 
higher carbon dioxide feed (Table 2). This pH drop caused the 12.5% culture to have a 
longer lag phase to allow the cells to acclimate and naturally adjust the pH because algae 
cultures prefer slightly basic conditions and typically increase the pH of a culture. Table 
2 also shows that the room air (0.04% CO2) culture increased in pH as did all of the other 
cultures once the media pH was changed due to the carbon dioxide feed. Once the pH of 
the 12.5% culture returned to normal, the cells grew fast, leading to the second highest 
growth rate.  
Even though these systems were buffered with tris, which is known to absorb and desorb 
CO2, it seems that the 12.5% provided more CO2 than the tris could absorb and buffer in 







0.04% 0.010 ± 0.001 0.019 ± 0.002
3% 0.017 ± 0.003 0.033 ± 0.004
5% 0.014 ± 0.002 0.029 ± 0.004
10% 0.032 ± 0.008 0.064 ± 0.017
12.5% 0.018 ± 0.002 0.036 ± 0.005
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leading to a longer lag phase for the cells to acclimate and adjust the pH back into the 
optimal range.  
Table 2. Initial and final culture pHs under varying carbon dioxide conditions. All cultures started at 
similar pHs and, except for the room air (0.04%), dropped in pH immediately after the addition of higher 
carbon dioxide concentrations. After the initial drop in pH, all cultures rose in pH. 
 
3.4 Cellular Component Differences in Different CO2 Conditions 
Based on the application, specific intracellular components of microalgae have relatively 
high value. The components of interest (lipids, protein, and lutein) were analyzed at the 
end of the culture to see what the optimal carbon dioxide feed would be depending on the 
downstream application of the culture. 
Figure 8 shows the comparison between the dry cell weight, biomass productivity, weight 
of each cell after being dried, protein concentration, and lipid content for each of the 
different carbon dioxide concentrations at the end of the culture. The dry cell weight and 
biomass productivity correlated with the growth rates, indicating the faster the growth, 




Figure 8. Dry cell weight, biomass productivity, cell weight, protein concentration, and lipid content 
for varying carbon dioxide concentrations. The dry cell weight and biomass productivity correlated with 
growth rate. Cell weight of individual cells and lipid content stayed approximately constant among carbon 
dioxide concentrations. The total protein concentration decreased with increasing flow rate of carbon 
dioxide. * indicates statistical significance with 95% certainty. 
 
The weight of each cell after lyophilizing stayed approximately equal for each 
concentration, indicating the extra carbon dioxide did not accumulate within the cell, but 
rather only increased growth. It has been shown that with increasing carbon dioxide 
concentration, algae cells, specifically Chlorella vulgaris, accumulate a higher percentage 
of carbohydrates within the cell and excrete larger amounts of carbohydrates to rid of 
excess carbon (Drake & Gonzàlez-Meler, 1997; Gordillo et al., 1999; Chinasamy et al., 
2009). 
Total protein concentration seemed to decrease with increasing carbon dioxide 
concentration, similar to the results of others (Drake & Gonzàlez-Meler, 1997; Gordillo 
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et al., 1999). Due to the lower protein content per cell, it seemed that the proteins left in 
the cell were more efficient, especially photosynthetic proteins. An alternative 
explanation would indicate that all proteins kept the same efficiency with some proteins 
not produced at all. From either explanation, the increased amount of carbon available 
drove down the protein concentration per cell since other intracellular components, such 
as carbohydrates, have a relatively larger carbon content and are more readily made and 
stored for energy. Cells want to utilize the larger concentration of carbon, so they shift 
from protein production, an inefficient means of storing the carbon, to a more efficient 
method of storage. 
The lipid content seemed to stay approximately constant except for the slight drop with 
12.5%. These results coincide with results from others showing slight decreases at high 
CO2 concentrations while not having significant differences in lipid content between 
lower concentrations (Lv et al., 2010).  
Additionally, the concentrations of chlorophyll and the carotenoid, lutein, which is used 
as a health supplement, were determined at the end of the culture (Figure 9). The 
concentration of total chlorophyll, chlorophyll a, and chlorophyll b all stayed 
approximately equal for every carbon dioxide concentration. Because there were higher 
growth rates for the higher carbon dioxide concentrations, there were higher rates of 
photosynthesis. The higher rates for photosynthesis coupled with equal amounts of 
chlorophyll indicate more efficient chlorophyll, rather than a larger number, to cope with 




Figure 9. Chlorophyll and lutein content for all carbon dioxide feeds. Chlorophyll concentration stayed 
approximately constant among all carbon dioxide concentrations. Lutein content increased with increasing 
carbon dioxide feed. * indicates statistical significance with 95% certainty. 
 
The relative lutein content increased with carbon dioxide concentrations, possibly to deal 
with the added stress of higher carbon dioxide in the media. Shown in Figure 10, CO2 gas 





), and carbonic acid (H2CO3) (Widjaja et al., 2009). Higher CO2 gas 
concentrations lead to higher concentrations of all other components (bicarbonate, 
carbonate, and carbonic acid) based on steady state kinetics. Carbonate and bicarbonate 
are free radicals due to unpaired electrons, which can cause oxidative damage to cells 
(Veselá & Wilhelm, 2002). Since lutein is a carotenoid, and therefore classified as an 
antioxidant, the increased lutein concentration could have helped prevent oxidative 
damage from the increased concentration of free radicals caused by higher CO2 levels. 
The increased lutein concentration could also be the component to counteract the drop in 




Figure 10. Carbon dioxide reactions in aqueous media. Carbon dioxide converts from gas to liquid CO2 
which than reacts and reaches a steady state with carbonic acid (H2CO3) and bicarbonate (HCO3
-
) in the 
liquid. Bicarbonate also reacts aqueously and reaches a steady state with carbonate (CO3
2-
).  Figure from 
Widjaja et al., 2009. 
 
3.5 Light Versus Dark Cycle Variations 
Even though the cells do not grow during the dark cycles, significant changes did occur 
within the cells. Figure 11 shows the dry cell weight, weight of individual dried cells, 
protein concentration, and the lipid content at the end of a light period compared to the 
end of a dark cycle. The dry cell weight decreased 31% from 0.64 g/L in the light to 0.44 
g/L in the dark. This drop in total dry cell weight stemmed from the 33% drop from 13 




Figure 11. Dry cell weight, individual cell weight, protein concentration, and lipid content for night 
and day cycles. The dry cell weight decreased during the dark cycle, stemming from decreases in 
individual cell weights. The decreased individual cell weight was due to drops in intracellular components, 
such as total protein and lipid, which were consumed to provide energy for the cells during the dark. * 
indicates statistical significance with 95% certainty. 
 
After seeing the drop in weight of each individual cell, the concentrations of the 
components of interest (lipids, total protein, and pigments) were investigated. The total 
protein concentration dropped 27% from 9.5 µg/cell  in the light to 6.9 µg/cell in the 
dark. The lipid content also dropped 14% from 500 to 430 mg/g dry cell weight.  
These drops help to explain the decreased individual cell weight and total dry cell weight, 
which could arise from diminishing concentrations of other intracellular components as 
well. In the light, cells require energy for growth, reproduction, metabolite production, 
and maintenance. However, during the dark, when photosynthesis and primary 
metabolism are inhibited, cells still require energy for maintenance for survival (Chen & 
Johns, 1996). This required energy likely came from the consumption of intracellular 
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components, such as carbohydrates, since the degradation of these components releases 
energy when they cannot create energy from photosynthesis. 
After seeing the drop in cell weight, the size of the cells was investigated as well. The 
FlowCam recorded the equivalent spherical diameter (ESD). The ESD estimates the cells 
as perfect spheres to calculate diameter since cells are rarely perfect spheres. These 
measurements were recorded at the end of the light and dark cycles, ignoring anything 
below 1.5 µm as probable debris from the media or cells. The light cycle cells averaged a 
diameter of 3.35 µm (Figure 12A) while the dark cycles averaged a diameter of 3.25 µm 
(Figure 12B). The diameters fell close to each other and show that the cells did not shrink 
in size during the dark cycles. This led to the assumption that the drop in individual cell 
weight came solely from a loss of intracellular components and not a decrease in cell size 
or membrane components. The light cycles had a wider distribution of cells, most likely 
because cells were dividing during the light cycle, giving rise to larger and smaller cells 
just before they divide and immediately after they divide, respectively. 
 
Figure 12. Cell size distribution of light and dark cycles for the 12.5% reactor. The light cycle cells 




The chlorophyll and lutein concentrations between the night and day cycles were also 
analyzed (Figure 13). The chlorophyll concentration (total, a, and b) all stayed 
approximately constant, indicating a drop in activity during the night cycle did not affect 
concentration. Previous studies have shown that cultures in constant darkness have 
significantly lower levels (~90%) of chlorophyll than in illuminated cultures; however, 
there was no drop between light and dark chlorophyll concentrations for these trials, 
suggesting 12 hour night/day cycles were not long enough to cause a decrease in 
chlorophyll content (El-Sheekh et al., 2012). The green color parameter measured by the 
FlowCam found that the light and dark cycles had approximately the same amount of 
green color, verifying similar amounts of chlorophyll. 
 
Figure 13. Chlorophyll and lutein concentration in night and day cycles. Chlorophyll levels stayed 
approximately equivalent while lutein concentration increased during the dark cycles. 
 
The relative lutein content increased 38% during the dark cycle as compared to light 

















prevent more free radical damage during the dark. There would have been more free 
radical damage in the dark than light because there would have been a higher carbon 
dioxide concentration in the media without the cells consuming the carbon dioxide since 
metabolism is disrupted in the dark without photosynthesis. The increase in lutein to 
protect against free radicals in the dark stays consistent with the results from increasing 
carbon dioxide feed, as previously discussed in section 3.4.  
The drops in OD most likely came from the loss of intracellular components and cell 
weight. These drops would make the cells less dense, absorbing less light and dropping 
the OD measurements at the end of the dark cycles. 
3.6 Economic Analysis 
An economic analysis was performed for each of the components of interest to find the 
optimal carbon dioxide feed depending on the downstream application of the culture 
(Table 3). The analysis included the cost of adding additional carbon dioxide, a more 
expensive gas than air, to the culture. These costs could be decreased and possibly 
eliminated if the algae cultures were set next to power plants to utilize cheap flue gases. 
The economic analysis yielded that the 10% carbon dioxide feed would be the most 







Table 3. Economic analysis of carbon dioxide feed concentrations. The 10% CO2 feed provided the 
highest biomass, protein, lutein, and lipid productivity per volume, time, and dollar spent on feed gases. 
 
3.7 Carbon Dioxide Feed Conclusions 
From the gathered results, specific culture conditions can be recommended based on the 
desired product of the culture. The growth rate of the cells affects the total amount of 
product as does the intracellular concentration of the product under the different 
conditions; therefore, both the growth and intracellular concentration will determine 
optimal conditions. These recommendations include specific carbon dioxide 
concentrations and whether the cultures will best produce what is desired in the light or 
dark. 
The dry cell weight and biomass productivity correlated with the growth rates, indicating 
faster growth yields faster biomass accumulation. Therefore, for biomass and dry cell 
weight, 10% carbon dioxide with continuous lighting provides the ideal culture condition, 
even with the increased cost of the gas. 
Protein concentration decreased slightly with increasing carbon dioxide concentration. 
Even though the 10% culture costs more than ambient air, which had the highest protein 
concentration, the 10% culture reached a higher cell density, and therefore total protein 
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content, much faster. Due to the faster growth, 10% carbon dioxide in continuous lighting 
should be the ideal condition for protein production. 
The lipid concentration stayed relatively constant among all carbon dioxide 
concentrations, making lipid production solely a decision of growth rate and cost. Similar 
results were found for chlorophyll concentrations. Thus, due to the fast growth rate and 
high cell density, lipid and chlorophyll production should be performed at 10% CO2 in 
continuous lighting, which outperforms the cost increase. 
Lutein concentration increased with increasing carbon dioxide concentration, making 
12.5% the ideal concentration for total production in terms of intracellular concentration. 
However, the 10% trial reached a higher cell density faster because there was not a large 
pH drop. Because of the faster growth rate and increased cost of the 12.5% condition, the 
10% carbon dioxide feed yielded the highest lutein production per time per dollar. The 
lutein concentration also increased during the dark cycles. Therefore, 10% carbon dioxide 
for growth in light followed by a night cycle would be the recommended conditions for 
lutein production. With a more buffered system or pH control, higher CO2 percentages 
could lead to more ideal conditions for lutein production. 
With increasing carbon dioxide concentration, there seemed to be a redistribution of 
intracellular components to accumulate carbohydrates and lutein while decreasing protein 
concentration and keeping other components, such as lipids, approximately equal. 
Between night and day cycles, there was likely a redistribution of components to 
accumulate antioxidants, such as lutein, to prevent damage from free radicals while 
consuming other components, such as proteins, carbohydrates, and lipids, to produce 
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energy while photosynthesis and metabolism were inhibited. The optimal feed of 10% 
came from large pH drops with concentrations above 10% and probably not an 
oversaturation of carbon dioxide. Algal cells could possibly consume more carbon 
dioxide if the pH drops were not present in the culture, as evidenced by the eventual 
growth of the 12.5% culture. Therefore, cultures could possibly grow better in higher 
CO2 feeds with a more buffered system (more than 20 mM Tris) or with a constant base 
addition to keep the pH from dropping. Another method to test higher CO2 percentages 
would be to find a way to increase the transfer of carbon dioxide to the culture so less 
carbon dioxide can be fed to avoid pH drops. An increased transfer would allow for 
higher carbon dioxide feed testing to identify the true optimal amount of carbon dioxide 





Microfluidic Bubbling Device 
 
4.1 Gas Transfer 
As previously mentioned, mass transfer from gases to liquids is a critical step in many 
processes and reactions, especially in industrial settings. Finding a more efficient transfer 
of carbon dioxide will also allow the determination of the true optimal amount of carbon 
dioxide algae cells can consume. In addition to improving algae growth, improved mass 
transfer also aids CO2 fixation, especially from flue gases before they are emitted into the 
atmosphere. Flue gases contribute to approximately 7% of the world’s carbon dioxide 
emissions, so lowering the concentration of carbon dioxide in flue gases would 
significantly lower this percentage (Kadam, 2002). Using a microfluidic bubbler to 
increase the mass transfer of carbon dioxide from gas to liquid will help fix more carbon 
dioxide, thus helping the environment by lowering carbon dioxide emissions from flue 
gases.  
Additionally, mass transfer from a gas to a liquid plays a critical role in many multiphase 
processes spanning multiple industries. Some example applications of gas to liquid 
transfer occur in biological processing in cell culture bioreactors and other applications 
such as gas sequestration, chemical manufacturing (hydroformylation, alkylation, 
carboxylation, and polymerization) and hydrometallurgy (Shah et al., 1982). In most 
cases, especially in industrial settings, companies and researchers desire an optimal 




Obtaining a high mass transfer rate is ideal for processes that occur rapidly, such as 
microbial fermentation, because the dissolved solute has to be replenished quickly. For 
other processes such as carbon sequestration or applications involving expensive gases, 
the goal is to achieve the highest fraction of the gas transferred to the liquid. For example, 
algal cells absorb carbon dioxide, which can then be converted to lipids for the 
production of biofuels. In addition, microbes can serve to capture carbon dioxide from 
the atmosphere as one potential approach to lower the carbon dioxide concentration in the 
atmosphere and reduce the accumulation of this greenhouse gas. Similarly, oxygen 
sparging is critical to aerobic respiration for bacteria producing biochemicals and 
mammalian cell lines generating biopharmaceuticals. However, much of the carbon 
dioxide or oxygen fed to the bioreactors is not successfully dissolved into the liquid broth 
and as a result, the undissolved gas can pass directly through the bioreactor unused. In 
these cases, the energetic output and costs associated with the gas sparging are wasted 
and must be repeated until sufficient solute is dissolved in the target liquid media.  
Alternatively, it would be highly desirable to deliver a higher fraction of the feed gas into 
the liquid solution as part of these multiphase processes, which can be accomplished by 
creating small, micro-scale bubbles. Microbubbles also have uses in flocculation for 
harvesting cells from bioreactors, such as algae (Hanotu et al. 2012).  
The process of the mass transfer from gas to a liquid occurs in three steps according to 
Whitman’s two-film theory of gas absorption (Whitman 1962). The first step involves the 
transfer of the component from the bulk of the gas, through the gas boundary layer, and 
to the phase boundary between the gas and liquid (Figure 14). Differences in partial 
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pressures provide the driving force for this first step.  The gas phase boundary layer is the 
thin layer of gas next to the phase boundary.  
 
Figure 14. Gas – liquid phase boundary. Mass, such as carbon dioxide, passes from the gas through the 
gas phase boundary layer, the phase boundary, and finally the liquid phase boundary layer to reach the final 
state as a dissolved component in the liquid. 
 
The second step involves the instantaneous transfer across the phase boundary between 
the liquid and gas; this step is assumed to be extremely rapid and in equilibrium relative 
to the other steps (Figure 14). 
The third step transfers the component from the phase boundary through the liquid 
boundary layer to the bulk liquid. This step depends on the difference in concentration of 
the component in the liquid for the driving force (Whitman, 1962). From the bulk liquid, 
the dissolved component can then undergo other steps through chemical reactions or 
transport into cells. The overall transfer rate (Na) from the bulk gas to bulk liquid depends 
on the volumetric mass transfer coefficient (KLa) and the concentration difference or 
driving force (Ca* - Ca) (Equation 7). 
37 
 
𝑁𝑎 = 𝐾𝐿𝑎 ∙ (𝐶𝑎
∗ − 𝐶𝑎)  [Equation 7] 
The overall driving force depends on the resistance of the component to diffuse through 
the gas boundary layer and the liquid boundary layer. For gases that are poorly soluble in 
liquids (e.g. oxygen and carbon dioxide in water) the gas will slowly diffuse through the 
liquid boundary layer to the bulk liquid. The slow diffusion leads to a large liquid phase 
resistance compared to the gas phase resistance, which diffuses quickly. Since the liquid 
phase resistance dominates, the overall driving force depends on the difference in 
concentration in the liquid. Because these tests were performed with oxygen in a salt 
media mainly composed of water and the results applied to carbon dioxide, the difference 
in concentration is used as the overall driving force.  
Alternatively, for gases that are highly soluble in liquid (e.g. ammonia in water), the gas 
will dissolve into the liquid and move through the liquid boundary layer much quicker 
relative to poorly soluble gases. This quick diffusion leads to low resistance from the 
liquid phase, making the gas phase resistance more dominant. Since the gas phase 
resistance dominates for highly soluble gases, the overall driving force would be 
differences in partial pressure. 
Therefore, the overall transfer rate depends on three factors: the overall mass transfer 
coefficient (KL [distance/time]), the driving force in terms of concentration difference 
between the solubility limit in the liquid (Ca
*
) and the dissolved solute concentration (Ca), 
and the ratio of surface area to volume for the gas-liquid interface (a [distance
-1
]). While 
the driving force (Ca* - Ca) can be increased by decreasing the temperature, increasing 
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the overall pressure of the system, or by feeding pure gas instead of diluted gas, these 
approaches may not be feasible and can add to the overall costs. 
Another option to increase mass transfer is to increase KL by increasing the mixing or 
turbulence, but this will also lead to increased energy input. Alternatively, the interfacial 
area contribution may have the largest impact on mass transfer and represents a 
significant opportunity to improve the overall transfer rate. One approach is to take 
advantage of the fact that surface area to volume ratio, a, depends inversely on the 
characteristic bubble length. In this way, improved control and reduction in the size or 
distribution of the size of bubbles can increase mass transfer effectiveness.  
By lowering the bubble size, one can also lower the bubble velocity and conversely 
increase the bubble rise time.  In this way, the overall time spent on interfacial gas 
exchange can be enhanced by decreasing bubbler diameter.  Given the importance of 
bubble size to mass transfer for biological and other processes, methods dedicated to 
greater control bubble size will become increasingly important in order to enhance 
chemical and biochemical interfacial process sustainability.    
Obtaining the highest possible mass transfer rate is important for faster growth of 
microalgae as well as the most efficient capture of carbon dioxide in the feed gas. For 
almost every process, the operators desire maximal transfer of the gas of interest to the 
system, especially if an expensive gas is used for the process.  
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4.2 Microfluidic Device Design 
Microfluidics is a useful tool for generating and controlling micron-scale gas bubbles and 
manipulating bubble interfacial area, rise time, and consequently the mass transfer rate 
and efficiency. 
Previous researchers have used microfluidic devices to generate bubbles and drops for a 
variety of different applications. For example, T-shaped channel junctions have been 
used to create micro-emulsifications of monodispersed bubbles, anisotropic particles in 
the microchannels, and to generate and control microbubbles in oil
 
(Garstecki et al., 
2005). A variety of different channel geometries have been utilized, including 2-D and 3-
D flow focusing devices, T-junctions, and parallel channels (Martinez, 2009; Garstecki et 
al., 2006). These tests have been performed for a variety of Reynolds numbers in 
different settings, primarily for bubble creation into liquids with high viscosities in 
microscopic settings
 
(Garstecki et al, 2005). 
Based on previous flow-focusing microfluidic devices to create small bubbles in oil, 
microchannels for microbubble production were created in polydimethylsiloxane 
(PDMS) for macroscopic use of transferring mass from a gas to liquid (Garstecki et al., 
2005). Fabrication details for these microbubblers can be found in section 2.4.1. 
Instead of using the common T-shaped junction in a flow-focusing microfluidic device, a 
slightly different, Y-shaped junction was utilized to produce micro-scale bubbles in liquid 
(Figure 15) (Garstecki et al., 2005). The Y-shape junction was chosen because it was 
found that the system reached steady state bubble production faster and produced more 




Figure 15.  Design and size specifications of the Y-junction of the microfluidic device. The inlet 
channels for the liquid and the gas are 25 µm and the gas channel tapers to 10 µm at the junction which 
forms at a 40° angle. The outlet channel is 66.67 µm. Bubbles form in the junction, cutting off flow from 
the liquid channels except for a thin, wetting strip along the walls of the channel. The liquid pressure builds 
up and cuts off the bubble at the orifice. This process causes a cyclic bubble generation. All channels had a 
height of 60 µm. 
 
In the microfluidic device, both liquid and gas are driven into the channels using an 
externally applied pressure gradient at near identical pressures. The liquid enters through 
the top inlet port and splits into two symmetric side channels. These two liquid channels 
combine, at a 40° angle, with a central gas channel, which tapers from 25 to 10 µm at the 
junction (Figure 3 and Figure 15). Bubbles are generated using hydrodynamic flow 
focusing; the gas stream is focused into an orifice using two side channel fluid flows. 
Upon entry, the gas stream is hydrodynamically pinched to create a steady stream of 
monodisperse gas bubbles. The dimensions of this device were experimentally optimized 
so each individual bubble displaces the two liquid streams at the junction, temporarily 
cutting off fluid flow except for a thin wetting stream along the walls of the outlet 
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channel. The wetting stream prevents the bubble from sticking to the sides of the channel 
and disrupting flow. As the bubble size and surface area increase, the influence of viscous 
drag from the two liquid streams eventually becomes larger than the interfacial forces 
holding the bubble at the nozzle, and the bubble detaches. When a continuous flow of 
liquid and gas are supplied, this process is repeated producing nearly identical bubbles at 
a constant frequency.  
Bubble size can be controlled by adjusting the ratio of the liquid and gas stream flow rate 
through the external pressure applied to the microfluidic device. Increasing the gas 
pressure relative to the liquid pressure creates larger bubbles because more gas enters the 
bubble before the liquid stream pinches off the bubble and vice versa. 
4.3 Bubble Sizes 
The purpose of using the microfluidic bubbler was to create micro-scale bubbles to 
increase the mass transfer from gases to the bulk liquid. As a representative case study, 
air was bubbled through the liquid algae growth medium, BBM, using the microchannel 
set-up illustrated in Figure 3. For bubble flow, the pressure of the liquid and gas streams 
were set at similar pressures and then adjusted to facilitate bubble formation in the 
channels. Next, the size and distribution of bubble sizes produced in the liquid were 
evaluated. Shown in Figure 16A is an image of the bubbles produced by the 
microbubbler in the liquid while Figure 16B shows the bubbles produced from a typical 
industrial sparger, the device with the second smallest bubbles. Shown in Figure 17 is the 
size distribution of the bubbles produced by the microbubbler following multiple trials. 
The distribution shows that the bubbles from the microfluidic device averaged 114.41 




Figure 16. Bubbles formed in liquid media. Bubbles were generated by (A) the microfluidic bubbler at a 
flow rate of 0.50 mL/min and by (B) the next smallest alternative, the industrial sparger at 500 mL/min. 
 
Figure 17.  Size distribution of bubbles created by the microfluidic bubbler. The average bubble size 
for a flow rate of 0.50 mL/min was 114.41 µm with a standard deviation of 29.35 µm, a maximum size of 
181.63 µm, and minimum size of 45.41 µm. 
 
In order to see how the bubble size of the microfluidic bubbler compared to a range of 
other devices for supplying gas, the microfluidic device was compared to an open-tube, a 
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needle tip, an aquatic sparger, as well as an industrial sparger gas feeding system. Shown 
in Figure 18 is the average bubble size determined for the other four methods as a 
function of gas flow rate. Firstly, the microfluidic bubbler operates at a much lower flow 
rate than the other methods, with the other methods operating at minimum flow rates of 
100, 400, 700, and 500 mL/min for the open-tube, needle, aquatic sparger, and industrial 
sparger, respectively. At lower flow rates, the other devices did not produce bubbles in 
the liquid media.  
At extremely low flow rates, below ~1 mL/min, the bubbles of the microfluidic bubbler 
were all well below 1000 µm in diameter with the lowest average diameter of 114.41µm 
at a flow rate of 0.50 mL/min. The microfluidic device, needle, and open tube exhibit the 
requirement of trailing gas being pinched off to form bubbles, showing an increase in 
bubble size with flow rate (Du et al., 2002; Sayyaadi & Nematollahi, 2013). The bubble 
size stays relatively constant for both spargers based on their pore size, leading to the 
industrial sparger having slightly smaller bubble diameters due to more consistent, 
smaller diameter pores. The spargers created no bubbles below 500 and 700 mL/min for 
the industrial sparger and the aquatic sparger, respectively, due to too low of a pressure to 




Figure 18. Bubble size dependence on flow rate for all devices. All bubble sizes increased with 
increasing flow rate except for both spargers, which remained constant. The microbubbler had the smallest 
bubbles, followed by the industrial sparger, aquatic sparger, the needle, and finally the open-tube. 
 
4.4 KLa Determination 
The goal of the microbubbler is to make gas solutes available in solution as effectively or 
more efficiently than conventional spargers. Therefore, the KLa was analyzed to see the 
mass transfer coefficient for the microbubbler, as shown in Figure 19A for the lower flow 
rates achieved. Interestingly, the KLa value for the microfluidic bubbler increased with 
increasing flow rate until 2.6 mL/min, corresponding to a KLa of 5.22 hr
-1
. It has been 
shown, by others as well as these experimental results, that increasing flow rate increases 
KLa, shown in Figure 20 for the other common bubbling methods (Prasad & Ramanujam, 
2009; Ying et al., 2013). After this peak, the KLa decreases gradually with increasing 
flow rate up to 8.2 mL/min, corresponding to a KLa of 4.16 hr
-1
. 
Because the flow rates of the systems were orders of magnitude apart and increasing flow 
rate increases KLa for most devices, the KLa values were normalized with flow rate and 
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the volume of the liquid tested (which remained constant), making this value 
dimensionless (Prasad & Ramanujam, 2009). Previous modelling studies have also 
normalized the KLa with the flow rate and volume (Badino Jr. et al., 2001). Shown in 
Figure 19B are the normalized KLa values for the microfluidic bubbler compared to the 
open-tube, needle, and sparger systems. According to the normalized KLa values, the 
microbubbler system is approximately 100 times more efficient in transferring mass from 
a gas to a liquid than the other aeration systems.  
 
Figure 19. KLa and normalized KLa values for the microbubbler and other bubbling methods. (A) 
KLa dependence on flow rate for the microfluidic bubbler. KLa increased with flow rate until it peaked at 
2.6 mL/min with a KLa of 5.22 hr
-1
. At flow rates above the peak, the KLa decreased with increasing flow 
rate up to a maximum flow rate of 8.2 mL/min. (B) The KLa values for all systems were normalized with 
flow rate and volume of liquid, showing that the microfluidic device is two orders of magnitude better at 
transferring mass from a gas to a liquid. * indicates statistical significance with 95% certainty. 
 
Lowering the flow rates of the other systems to create smaller bubbles and improve KLa 
values to compare to the microfluidic bubbler would not work for two reasons. The first 
comes from the fact that these other methods were operated at their lowest flow rate and 
lower flow rates will result in no bubbles. The other reason is that KLa decreased with 
decreasing flow rate, so decreasing the flow by two orders of magnitude would drop the 




Figure 20. KLa dependence on flow rate for all devices. KLa increased with increasing flow rate for all 
devices with the industrial sparger having the highest KLa at high flow rates. 
 
4.5 Fraction Transferred 
In order to test how much of a particular solute is transferred from the microbubbles into 
solution, the fraction of oxygen transferred to the liquid (δ) was calculated by utilizing 
the KLa, Ca*, height (h) and cross sectional area (Ac) of the liquid, perpendicular to the 
flow, flow rate of the gas (?̇?), and the density of the gas (j) (Equation 8) (Al-Ahmady, 
2006). 




   [Equation 8] 
Shown in Figure 21 are the values of fraction of oxygen transferred for different sparging 
devices. The fraction of oxygen transferred for the industrial sparger increases from 0.003 
to 0.011 for flow rates of 500 to 1100 mL/min and the aquatic sparger increases from 
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0.002 to 0.005 for flow rates of 700 to 1000 mL/min. Conversely, the fraction transferred 
for the open-tube decreases from a maximum of 0.01 to 0.004 for flow rates from 100 to 
1000 mL/min while the needle tip stays approximately constant at a fraction transferred 
of 0.002 for flow rates of 500 to 800 mL/min. In contrast, the microfluidic bubbler 
provides a significantly higher fraction of oxygen transferred of 0.91 and 0.90 at the 
lowest flow rates of 0.5 and 1.2 mL/min, respectively, indicating near complete transfer 
of oxygen.  
Unlike the other devices, the fraction of oxygen transferred increases with decreasing 
flow rate for both the microfluidic bubbler and the open-tube device (Figure 21). Both the 
spargers increased the fraction of oxygen transferred with higher flow rates. 
 
Figure 21. Fraction of oxygen transferred dependence on flow rate for all systems. For low flow rates 
(0.5 and 1.2 mL/min) of the microfluidic bubbler, the fraction oxygen transferred was approximately 0.90 
while the fraction transferred for the other systems was generally less than 0.01. 
 
This calculation utilizes information from the liquid to calculate the fraction of the gas 
transferred. As a secondary approach for evaluating the fraction of oxygen transferred, 
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the oxygen gas levels in the headspace were measured using an oxygen gas sensor 
throughout the KLa trials. The oxygen gas concentrations (CO), the volume of the head 
space (V), and the flow rate (Q), can be used to calculate the concentration of oxygen in 
the bubbles leaving the liquid (G)  using a modified dilution ventilation equation 






   [Equation 9] 
Integration of this equation can be used to calculate the concentration of oxygen in the 












   [Equation 10] 
The fraction of oxygen transferred using the off gas at any time t2 can be calculated by 
dividing the concentration of oxygen in the outlet bubbles (G) by the concentration of 
oxygen in room air (209 parts per thousand (ppt)). 
Shown in Figure 22 is the concentration of oxygen in the headspace for KLa testing of the 
microbubbler with a flow rate of 0.50 mL/min. The beginning of the oxygen transfer to 
the liquid (~17.5 minutes) began at the time at which nitrogen gas feeding was stopped 
and the microfluidic bubbler began flowing air into the media (see Section 2.5 KLa 
Determination). The oxygen gas concentration starts well below the concentration of 
oxygen in room air because nitrogen was previously fed to the system.  
The oxygen level in the headspace progressively declined after the feed gas was switched 
to air fed via the microbubbler because of the transfer of oxygen from the air into the 
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liquid, leading to the replacement of oxygen with nitrogen and the other components of 
air, except oxygen, in the headspace. The bubbles, stripped of oxygen, led to a continual 
decline of oxygen concentration in the headspace. The concentration of oxygen in the 
bubbles was calculated based on a line of best fit for the change in concentration from the 
beginning to the end of the bubbling period, using Equation 10. Calculations indicated 
that the bubbles contained approximately 38.06 ppt oxygen, which corresponds to about 
18% of oxygen in room air and a fraction of oxygen transferred of 0.82. Thus, the off gas 
fraction of oxygen transferred is similar in value to that calculated using Equation 8 
(0.91), at an equivalent flow rate. 
  
Figure 22. Oxygen gas concentration in the head space above the KLa testing. For a flow rate of 0.50 
mL/min, the drop over time corresponded to a transfer of 82% of the oxygen in air to the liquid. 
 
This system showed approximately 90% oxygen gas transfer to liquids at low flow rates 
from the dissolved oxygen calculation and around 82% from the oxygen gas calculations, 
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showing this high percentage of gas transferred was closely verified using two different 
methods.  
4.6 Frequency Analysis 
Once it was established that the microfluidic bubbler provided optimal conditions for 
transferring solutes from gas to a liquid, the frequency of bubble generation was 
measured over a range of liquid heights for various flow rates to see if it can be adjusted 
for larger reactor sizes (Figure 23). Below 30 cm in liquid height, the frequency of bubble 
generation stayed approximately constant at 2 to 18 bubbles per second for flow rates of 
0.22 to 0.98 mL/min.  
 
Figure 23. Bubble frequency dependence on height of liquid for a range of flow rates. Below 30 cm of 
liquid, the frequency stayed constant at approximately 2, 12, and 18 bubbles per second for 0.22, 0.49, and 
0.98 mL/min, respectively. 
 
The microbubbler can also work effectively at heights above 30 cm by increasing the 
pressure that drives the liquid and gas feeds. Increasing the flow rates also produces a 
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higher frequency of bubble generation, as verified by others as well as these results (Li et 
al., 1997; Olowson & Almstedt, 1990).  
One aspect of the microbubblers that could pose a challenge for industrial use is that the 
pressure drop required for generating gas and liquid feed scales linearly with the device 
dimensions.  In other words, a larger bubbler would require an equally larger pressure 
drop to produce the necessary bubble rate for industrial bioreactor use. These pressures 
could place new constraints on both the microfluidic device materials required to safely 
work under these pressures and the costs associated with continuously sustaining them in 
the bioreactor. While these devices can sustain 40 psi before the microfluidic channels 
rupture and debond from the glass substrate, future work will be needed to evaluate the 
feasibility of building devices at higher operating pressures as needed.  Alternatively, 
smaller devices can be deployed in parallel and these permit generation of the small 
bubble sizes. 
The flexibility of using different liquid operating heights provides a wide range of 
operating conditions and applications. For example, a microbubbler can be applied for 
bubbling gas to algal ponds in long raceways with shallow depths and bioreactors.  
4.7 Bubbler Test in Culture  
Next, the transfer of carbon dioxide, another sparingly soluble gas, was examined in 
growing algal cultures. The KLa value of carbon dioxide can be estimated by relating the 
measured KLa of oxygen in the system and applying the diffusivities of both gases, as 
described below in Equation 11 (Talbot et al., 1990).  
𝐾𝐿𝑎(𝐶𝑂2) = 𝐾𝐿𝑎(𝑂2) ∙ (
𝐷𝐶𝑂2
𝐷𝑂2
)0.5  [Equation 11] 
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A culture of Chlorella vulgaris was grown using the microbubbler and another culture 
with the needle tip using flow rates of 0.5 and 400 mL/min, respectively. The cells were 
grown for 240 hours and then growth and processing parameters were estimated and 
compared. 
As shown in Figure 24, the culture with the needle tip at a flow rate two orders of 
magnitude higher exhibited a slightly higher growth rate and a final OD600 of 0.84 
compared to 0.70 for the microbubbler. The difference corresponds to a biomass 
difference of 0.60 g/L for the needle tip versus 0.48 g/L for the microbubbler.  
 
Figure 24. Growth curve for Chlorella vulgaris comparing the microbubbler to needle tip for gas 
feed. The needle culture (400 mL/min flow rate) grew slightly faster than the microbubbler culture (0.5 
mL/min flow rate). 
 
In addition to calculating the growth rates, the carbon dioxide concentrations in the 
headspace of the reactors were compared. As shown in Table 4, the carbon dioxide 























concentration of that in the headspace of the culture utilizing the needle tip. Furthermore, 
given that the feed gas contained 5,000 parts per million (ppm) CO2, the microbubbler 
culture transferred more than 90% of the CO2 in the feed. In contrast to this finding, the 
headspace for the needle feed had 98% of the feed gas concentration, meaning only 2% 
of the CO2 in the feed gas was transferred to the culture. Overall, the total CO2 fed per 
gram of biomass generated was 2.9
 
g for the microbubbler compared to 1900g for the 
needle tip, an almost 700 fold improvement. 
Table 4. Flow and growth rates with CO2 concentration in headspace and CO2 fed per biomass for 
the microbubbler compared to needle bubbling. The 800 times lower flow rate of the microbubbler led 
to almost equivalent growth rates with a much lower carbon dioxide concentration in the headspace. 
 
The high fraction transferred of the microbubbler matched nearly identically to the 
calculations done for oxygen in previous sections. From the results, the microbubbler 
showed a much better fraction transferred and better overall growth and consumption of 
carbon dioxide in terms of total flow rate. 
4.8 Economic Analysis 
Another relevant consideration of the microfluidic bubblers is whether these devices are 
cost efficient for transferring solute at larger scales. As a first approximation, the cost of 
process inputs was compared for the devices based on the amount of mass transferred 
(Table 5). Input devices capital costs and additional costs due to pressure drops were 
ignored for this initial comparison but can be added in a more detailed comparison. In 
this analysis, the cost of media and gas needed per liter to run a typical microalgae 
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bioreactor with BBM media using 10% CO2 in air at a required absorption rate of 162 mL 
of CO2/minute/L culture were considered. An estimated required value of 162 mL of 
CO2/min/L culture is calculated from the maximum theoretical photosynthetic rates of 
algal cultures using an estimated average cell density of 1x10
8
 cells/mL and ignoring 
shading effects
 
(Lee & Palsson, 1994).  
The amount of gas input was estimated given the the fraction of the gas transferred for 
each input system, since all systems, except the microbubbler, will require much higher 
flow rates to transfer a sufficient amount of gas for cellular consumption. As shown in 
Table 5, the processing costs per liter culture per time were nearly 4 times lower for the 
microbubbler when compared to the next most efficient systems, the open-tube and 
industrial sparger. Other systems, such as the needle and aquatic sparger, exhibit 
processing costs that were orders of magnitude higher due to the high amounts of CO2 
that must be pumped through these spargers to provide for sufficient dissolved CO2 in the 
algal bioreactors. 
Table 5. Economic analysis of the microbubbler system against other methods of bubbling. The 
analysis shows the cost of operation of the various gas sparging systems, showing the microbubbler has the 
lowest total cost. 
 
However, final costs must also consider start-up costs of a microfabrication facility and 




Required CO2 Flow 
Rate (mL/min)
Total Cost/L culture/hour/fraction 
oxygen transferred ($/L/hr)
Microfluidic bubbler 0.908 178 1.76
Open tube 0.010 16532 7.56
Needle 0.002 75948 28.63
Aquatic Sparger 0.004 37767 15.09
Industrial Sparger 0.011 15139 7.07
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room and equipment used for microfabrication include negative photoresists, developer 
solution, transparency mask, spin coater, mask aligner with ultraviolet (UV) lamp, and a 
tesla coil or oxygen plasma. The largest of these cost come from the costs for a clean 
room and a mask aligner with UV lamp. However, smaller, mobile clean rooms can be 
significantly less expensive, which can dramatically decrease the up-front manufacturing 
costs. However, once the equipment and clean room are in place, the cost of 
manufacturing the microfluidic bubblers is extremely low because the materials for 
making the devices (PDMS and cover slips) are inexpensive.  
4.9 Microbubbler Conclusions 
In this thesis, it was demonstrated that Y-junction microfluidic devices are able to form 
stable, small bubbles for use in transferring mass from gas bubbles to liquid. The small 
standard deviation on the bubble size distribution and the fact that 85% of the bubbles fall 
within a 75 µm span (75-150 µm), show that the microfluidic bubbler creates near 
constant bubble sizes at constant, low flow rates. The ability to accurately control and 
reproduce bubble sizes becomes increasingly important in processes in which it is 
important to reliably control all parameters, such as in complex biological processes or 
chemical reactions. This ability to fine-tune the sizes of the microbubbles will be 
especially critical for modelling and control purposes. 
At low flow rates, the microfluidic bubbler generates bubbles much smaller (114.41 µm 
compared to >1000 µm) than the other systems, showing it outperforms the other system 
in creating small bubbles, especially at low flow rates. For the microfluidic bubbler, the 
open-tube, and the needle tip, the bubble diameter becomes larger with increasing flow 
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rate, as shown in Figure 18, consistent with findings from papers analyzing macroscopic 
bubble creation (Du et al., 2002; Sayyaadi & Nematollahi, 2013).  
Another benefit to the microfluidic bubbler system is the low flow rates for operation of 
the microfluidic bubbler compared to the other methods of bubbling. The low flow rate of 
the microfluidic bubbler allows for a smaller amount of feed gas to form bubbles, which 
can generate significant savings for processes that use expensive gases. Because many 
processes, especially in the industrial setting, need a large gas flow rate, combining 
multiple devices in parallel will increase the total flow rate and improve the overall KLa 
further. Combining devices rather than adjusting the flow rate is a preferable option 
because raising the flow rate increases bubble diameter and lowers the efficiency of the 
transfer. 
To verify that smaller bubbles improve mass transfer due to the larger surface area to 
volume ratio, the KLa was measured over a range of flow rates for the microfluidic 
bubbler. The KLa value for the microfluidic bubbler peaks at a flow rate of 2.6 mL/min. 
The peak occurs because as the flow rate starts to increase further, the bubble size 
increases. The larger bubble diameter gives the bubble a larger volume, increasing the 
buoyant force on the bubble, causing the faster rise velocity of the bubble (Talbot et al., 
1990). This increased buoyant force causes the bubbles to rise out of the liquid faster, 
giving less time for transfer. Below the peak rate, the KLa decreases because less oxygen 
is released into the liquid, causing the dissolved oxygen concentration to not increase as 
rapidly, lowering the overall KLa (Badino Jr. et al., 2001; Sivasubramanian, 2010; 
Haribabu & Sivasubramanian, 2013). The standard deviations of the KLa values of the 
microbubbler stem from fast flow as the bubbles form and leave the output channel 
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followed by relatively slower flow rates while the bubbles form and push back on the 
liquid streams, lowering the gas flow rate. This cyclic fast/slow flow rates give rise to a 
higher standard deviation. 
Comparing the microfluidic bubbler to the other devices in terms of the KLa normalized 
with flow rate demonstrates a 100 fold more efficient mass transfer for the microbubbler 
compared to other systems that have much higher flow rates. Using the microfluidic 
bubbler system, the most time efficient (highest KLa) system uses a flow rate of 2.6 
mL/min, while the most complete transfer with the highest KLa per flow rate occurs at 
low flow rates of 0.5 mL/min. 
The fraction of oxygen transferred decreases with increasing flow rate, similar to bubble 
size. The increased bubble size gives faster rise velocities and less time for the oxygen to 
transfer from the bubble to the liquid. At the lowest flow rates for the microfluidic 
device, the fraction of oxygen transferred is approximately 0.90, indicating almost 
complete transfer of the oxygen from the air to the liquid. This calculation was verified 
by analyzing the off-gas as part of the KLa measurements (Figure 22). By measuring the 
change in the headspace oxygen, the amount of oxygen transferred was estimated at 82%, 
which is similar to the value of 90% determined by Equation 8. More importantly, this 
high percentage of oxygen transfer shows the microfluidic bubbler improves gas mass 
transfer while minimizing the amount of feed gas necessary.  
Although these results are significant advancements at the laboratory scale, it will be 
important to demonstrate scalability for larger vessels and in commercial application. 
This work has shown that this bubbler system at such low flow rates works extremely 
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well in volumes of liquid with heights up to 30 cm (Figure 23). It can also work 
effectively at heights above this by increasing the pressure that drives the liquid and gas 
feeds.  
The frequency analysis revealed the large range of operating conditions and applications 
the bubbler can work at, such as in bioreactors. When implemented into an algal 
bioreactor, the microbubbler showed a much better fraction transferred and better overall 
growth and consumption of carbon dioxide than the needle tip in terms of total flow rate 
(Table 4). Obtaining nearly equivalent biomass with a flow rate 800 times lower 
demonstrates the substantial potential enhancements in mass transfer obtained using the 
microbubbler. Approximately 90% of the CO2 was transferred in the microbubbler 
compared to only 2% for the needle tip approach, a 45 fold improvement in CO2 transfer 
and utilization. The needle tip fed 1900g of CO2 per gram of biomass whereas the 
microbubbler only fed 2.9g per gram of biomass, an almost 700 fold improvement. 
Such an approach of using low flow rates with smaller bubbles for increased mass 
transfer can help provide significant cost savings by improving the efficiency of the 
transfer and limiting the amount of feed gas used (Table 5). From this analysis, the 
microfluidic bubbler is four times more cost efficient because of the lower requirement 
for feed gases. Furthermore, the savings of the microfluidic bubbler increase with larger 
systems and with extended use to suggest that this device will have value in a commercial 
setting.  
The benefits of increased mass transfer due to low flow rates and small bubbles help 
make this microfluidic bubbler a more efficient method of bubbling gases through a 
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liquid. Carbon dioxide, oxygen, and other important gases, such as helium, can be 
sequestered from the gas phase by dissolving them into liquids more efficiently, 
providing environmental, cost, and efficiency benefits. The approach will allow users to 
harness and control gas delivery to liquids more effectively for a wide spectrum of 
engineering applications that could transform interfacial processes in the coming decades. 
A range of applications, varying from biochemical and biotechnological applications to 
chemical manufacturing, hydrometallurgy, and gas sequestration/recycling, can benefit 
from a complete redesign of bubbling systems to take advantage of the enormous benefits 





Summary and Future Work 
 
5.1 Summary 
The field of algae has exponentially grown over the past few decades. However, there is 
still a vast amount of research to be done in order to fully utilize this algae potential. 
Algae currently fix carbon dioxide and produce biofuels, nutraceuticals, proteins, and 
other useful products. All of these are currently costly and not a valid industrial option. 
With more research, algae culture costs will come down and can be used for industrial 
applications. 
Cultures for one microalgae, Chlorella vulgaris, were tested under varying carbon 
dioxide levels to identify ideal gas flow rates to optimize growth and production of useful 
compounds. In terms of growth, biomass formation, lipid production, lutein production, 
and protein production, a 10% carbon dioxide feed to the cultures was ideal.  
The 10% feed led to the largest productivity in terms of time and the cost of the feed gas 
for biomass, lipids, protein, chlorophyll, and lutein. All intracellular components had the 
highest concentration during the light cycles except for lutein, which increased in the 
dark to prevent oxidative damage from free radicals. These results led to the 
recommendation of a 10% CO2 feed in continuous lighting for all intracellular 
components except for lutein, which should have a dark cycle at the end of the culture. 
This 10% feed correlates to 80 mL of CO2/min/L of culture. After analyzing the fraction 
of gases transferred using the needle tips used for these experiments, the fraction 
transferred was 0.002, corresponding to a usage of 0.16 mL of CO2/min/L by the algae 
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cells. This flow rate of algae corresponds closely to theoretical calculations for the max 
photosynthetic rates of algae based on chlorophyll concentration and activity. 
With so much of the gas wasted, a better system for transferring gas must be created. 
Therefore, a microfluidic device for generation of microbubbles was created. This 
microbubbler was able to create bubbles around 75-150 µm, more than 10 times smaller 
than other commonly used systems. The microbubbler also generated approximately 
equivalent KLa values to the other systems using 100 times lower flow rates, showing a 
100 fold improvement in mass transfer per flow rate. The low flow rates and high KLa 
values lead to a fraction of gas transferred around 0.90, an almost 500 time improvement. 
After showing the ability of the microbubbler to work in liquid heights up to 30 cm for 
macroscopic applications, the microbubbler was compared to a needle bubbler in algae 
cultures. The microbubbler improved the mass transfer rate of gas to liquid, improving 
the carbon dioxide consumption by algal cultures. At low flow rates, the microbubbler 
provided similar growth rates to other systems that use higher flow rates, showing it is 
applicable to macroscopic processes. The microbubbler culture used a flow rate 800 
times lower with equivalent biomass, provided over 90% transfer of CO2 compared to 
2%, and fed only 2.9 g of CO2 per gram of biomass compared to 1900 for the needle. 
An economic analysis revealed the microbubbler to be four times more cost efficient than 
the open-tube and industrial sparger while being an order of magnitude better than the 
aquatic sparger and needle tip. The increased cost efficiency comes from having to feed 
less gas for the same amount of gas transferred. 
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The microbubbler can be used for other industrial applications to sequester gas, catalyze 
reactions, and many other processes. Furthermore, the microbubbler provide a significant 
advance in making algae cultures less expensive and a more viable method for biofuels, 
nutraceuticals, and other industrial applications by feeding the ideal amount of carbon 
dioxide. 
5.2 Future Work 
There is still much work to be done to continually improve the field of algae and make it 
a viable industrial option. The experiments to determine the optimal conditions for algae 
cultures should be repeated using the microbubbler to see how the increased gas transfer 
will affect the cultures. Smaller changes in the CO2 feed should also be used to find the 
exact optimal conditions. Testing changes of 1% should elucidate the true ideal carbon 
dioxide feed conditions. 
Increasing the concentration of CO2 even further can provide insight on how CO2 and pH 
inhibit growth and the concentration of CO2 that will kill all cells. These concentrations 
can be tested with a more buffered system or with a pH control to see how higher CO2 
levels affect the cultures without the pH drops. 
The free radical concentration should also be tested over time in the cultures to see how 
the carbon dioxide concentration in the feed gas affects their production. They should be 
tested to see if they are the cause of increased lutein production, which could lead to set 
culture conditions to induce lutein production. 
Acclimating cells with lower CO2 has already been found to allow cells to survive in 
extremely high carbon dioxide conditions (Yun et al., 1996). Testing the optimal way to 
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acclimate the cells could allow the cells to reach higher carbon dioxide concentrations, 
which could affect the production of lipids, proteins, pigments, etc. For all of the carbon 
dioxide experiments, the CO2 gas in the head space should be analyzed to help determine 
the photosynthetic rates and optimal conditions. 
With these repeated experiments, all of the intracellular components should be tested, 
such as carbohydrates, DNA/RNA, lipids, proteins, pigments, etc. Pigments, other than 
chlorophyll and lutein, should be investigated to see if other valuable carotenoids are 
made. All components should be tested as a time course throughout the culture as well to 
see how they change in the different stages of growth under varying carbon dioxide 
levels. 
Another interesting experiment would be to feed small amounts of an organic carbon 
source, such as glucose, during the night cycles. This could prevent halts in growth and 
drops in cell weight during the dark cycles. These heterotrophic cycles could alter the 
percentages of intracellular components, such as lipids and lutein, and hopefully increase 
the desired products. The night cycle length could be altered to test the length at which 
cells start losing chlorophyll. 
These experiments should also be scaled-up to show their applicability in an industrial 
setting. The scale-up should also look to incorporate the microbubbles. The microbubbler 
should be tested on a wide range of industrial applications to see if it is a viable option. If 
so, the microbubbler could make immediate improvements on these processes. 
Once optimal feeds of carbon dioxide are found and are fed to the bioreactors with the 
microbubblers for high mass transfer, the limiting factor in photosynthesis will be the 
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cells. With enough light and carbon dioxide, the photosynthesis rates of the cells will 
limit the growth of the cells. Therefore, more enzymes, such as the ones involved in CO2 
uptake, photosynthesis, and the carbon capturing mechanism, can be added to the cells 
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