We consider the existence of singular limit solutions for a nonlinear elliptic system of Liouville type with Dirichlet boundary conditions. We use the nonlinear domain decomposition method.
Introduction and statement of the results
Let Ω ⊂ ℝ be a regular bounded domain in ℝ . We consider the following elliptic system:
in Ω,
Here i , ρ are real constants. We assume that , ∈ ( , ). The purpose of this paper is to prove the existence of solutions (u , u ) for the previous problem. More precisely, we are interested to the existence of solutions with singular limits as the parameter ρ tends to .
In [ ], Chanillo and Kiessling established a strict isoperimetric inequality and a Pohozaev-Rellich identity for the system − ∆u i (x) = exp j∈I i,j u j , x ∈ ℝ , i ∈ I = , . . . , N .
Under the finite mass conditions
and { i,j } ≡ ∈ GL N (ℝ) satisfying
they prove that all solutions u i are radial symmetric and decreasing about some point. This systems of nonlinear elliptic PDEs of Liouville type (called "L-systems") are natural generalization of Liouville's equation
Incidentally, ( . ) is the simplest special case of L-system, which is invariant under translation, rotation and dilatation in the Euclidean plane. The equation ( . ) is also invariant under the Kelvin transforms. Chen and Li [ ] proved the following important classification result.
Theorem . ([ ])
. Let u ∈ L loc (ℝ ) be a weak solution of ( . ) satisfying the finite-mass condition ℝ e u dx < ∞.
( . )
Then, u is radial symmetric and decreasing about some point in ℝ .
This result is decisive for solving ( . ) under ( . ) completely, because it reduces the problem to a simple ODE problem. Hence, Chen and Li conclude that all solutions of ( . ) verifying ( . ) are given by
with λ > and x ∈ ℝ . System ( . ), under slightly more general conditions, including ( . ) as a special case, finds some applications in physics of charged particle beams, see [ , ] . Moreover, like Liouville's equation, system ( . ) has an obvious geometrical significance. A solution N-tuple u i of ( . )-( . ) defines a set of N metrics, all of which are conformally equivalent to the Euclidean metric on ℝ .
System ( . )-( . ) poses some interesting problems. First of all, there always exists a solution family u i ≡ u for all i, if u is given by ( . ).
We consider the corresponding Dirichlet problem on a bounded domain in ℝ , i.e.,
It is well known that as the parameter ρ tends to , non-minimal solutions exist and they have singular limit.
In [ ], Baraket and Pacard proved the following theorem. 
Theorem . ([ ]
then there exist ρ > and (u ρ ) ρ∈( ,ρ ) , a one parameter family of solutions of ( . ), such that
Some generalizations can be found in [ , , , ] . The blow-up analysis for equation ( . ) is well understood thanks to the work of Suzuki [ ], which permits to localize the blow-up set of singular limit solutions (up to a subsequence) as critical point of a functional given by Green's function. In contrast, the blow-up analysis for the Liouville system ( . ) is almost open. As far as we know, the only result in this direction is mentioned in [ ]. In this paper, we will prove the existence of some singular solution, a kind of converse for that in [ ]. More precisely, we prove the following theorem.
Theorem . . Let Ω be a regular bounded domain of ℝ and z , . . . , z n ∈ Ω be given disjoint points. Let
be the regular part of G, where the Green function G, defined on Ω × Ω, is given by
Suppose that (z , . . . , z n ) is a nondegenerate critical point of the function
Then, there exist ρ > and (u ρ i ) ρ≤ρ , a one parameter family of solutions of ( . ), such that
To facilitate the presentation, we will look at the special case where we have only two singular points. 
Using similar arguments as in the proof of Theorem . , we prove also the following theorem. 
Proof of Theorem .
.
Construction of the approximate solution
We first describe the rotationally symmetric approximate solutions of
Here and in the following, B r (a) denotes the ball of center a and radius r in ℝ . Given ε > , let
which is a solution of
in ℝ . We denote by ε the smallest positive parameter satisfying
Hence, for all τ > the function
is also solution to ( . ).
. . Linearized operators
First we introduce some definitions and notations.
is finite. Similarly, for givenr ≥ , let C k,α μ (B̄r) be the space of function in C k,α (B̄r) for which the norm
is finite.
We define the linear second order elliptic operator by
which is the linearized operator of −∆u − ρ e u = about the radial symmetric solutions u ε= ,τ= defined by ( . ).
and
Proposition . ([ ]). All bounded solutions of w
Moreover, for μ > , μ ̸ ∈ ℤ, we have that :
In the following, by G μ we denote a right inverse of . Similarly, using the fact that any bounded harmonic function in ℝ is constant, we claim the following.
We denote by
We recall the following proposition.
We denote byG ν :
. . Ansatz and first estimates
For all σ ≥ , we denote by
Here χ is a cut-o function over ℝ + , which is equal to for t ≤ and equal to for t ≥ . It easy to check that there exists a constant c =c (μ) > , independent of σ ≥ , such that
Now we define an ansatz for solution of ( . ), i.e.,
Therefore, in B(z , r ε ), there holds
Then, for r = |z − z |, we have
where
. Harmonic extensions
Next, we will study the properties of interior and exterior harmonic extensions. Given φ,φ ∈ C ,α (S ), we define, respectively, H int = H int (φ; ⋅ ) and H ext = H ext (φ; ⋅ )) to be the solution of
We denote by e (θ) = cos θ, e (θ) = sin θ.
Lemma . ([ ]). There exists c > such that if
be a subspace, we denote F ⊥ to be the subspace of F which are L (S )-orthogonal to e , e . We will need the following lemma.
Lemma . ([ ]). The mapping
is an isomorphism.
. The nonlinear interior problem
Here, we are interested in studying system ( . ) near z , that is,
Using the transformation
the previous system can be written as
Here τ > is a constant which will be fixed later. Let φ := (φ , φ ) ∈ (C ,α (S )) satisfying ( . ). We denoteū = u ε= ,τ= and write
Using the fact that H int is harmonic and the fact that eū = ( +r ) , this amounts to solving the equations
Fix μ ∈ ( , ) and δ ∈ ( , min{ , ( − ), ( − )}). To find a solution of ( . ), it is enough to find a fixed point (h , h ) in a small ball of C ,α
Here ξ σ is defined in ( . ), K δ and G μ are defined after Propositions . and . , respectively, and
We denote by N(= N ε,τ,φ j ) and M(= M ε,τ,φ j ) the nonlinear operators appearing on the right-hand side of equations ( . ).
Given κ > (whose value will be fixed later on), we further assume that the functions φ j satisfy
Then, we have the following lemma.
Lemma . . For a given κ > , there exists ε κ > and c κ > such that for all ε ∈ ( , ε κ ), μ ∈ ( , ) and δ ∈ ( , min{ , ( − ), ( − )}), we have
Proof. The first estimate follows from Lemma . together with the assumption on the norms of φ j , we have
On the other hand,
Making use of Proposition . together with ( . ), for μ ∈ ( , ), we get that there existsc κ such that
For the second estimate, we have
Therefore,
Using the same argument as above, we get
To derive the third estimate, for h i , k i verifying ( . ), we have
We conclude that
Similarly, we get the estimate for
Reducing ε κ if necessary, we can assume that c κ r ε ≤ for all ε ∈ ( , ε κ ). Therefore, ( . ) and ( . ) are enough to show that
is a contraction from the ball
δ (ℝ ) ≤ c κ r ε into itself and hence a unique fixed point (h , h ) exists in this set, which is a solution of ( . ). That is, the following proposition holds.
Proposition . . For a given κ > , there exists ε κ > and c κ > such that for all ε ∈ ( , ε κ ), for all τ in some fixed compact subset of [τ − , τ + ] ⊂ ( , ∞) and for a given φ satisfying ( . ) and ( . ), there exists a unique
Similarly, we get the following proposition.
Proposition . . For a given κ > and τ in some fixed compact subset of
, there exists ε κ > and c κ > such that for any ε ∈ ( , ε κ ), any φ satisfying ( . ) and ( . ), there exists a unique
Note that the functions (h i ,ε,τ,φ , h i ,ε,τ,φ ), for i ∈ { , }, obtained in the above proposition, depend continuously on the parameter τ.
. The nonlinear exterior problem
Letz := (z ,z ) ∈ Ω be close to z := (z , z ), λ := (λ , λ ) ∈ ℝ be close to , andφ := (φ ,φ ) ∈ (C ,α (S )) , φ := (φ ,φ ) ∈ (C ,α (S )) satisfy ( . ). For k = , , definẽ
Here χ r is a cut-o function identically equal to in B r / and identically equal to outside B r . We would like to find a solution of the system
This amounts to solve in Ω r ε (z ), the system − ∆ṽ = ρ ew +ṽ + (w +ṽ ) + ∆w , −∆ṽ = ρ ew +ṽ + (w +ṽ ) + ∆w .
For all σ ∈ ( , r ) and all Y = (y , y ) ∈ Ω such that ‖Z − Y‖ ≤ r , where Z = (z , z ), we denote bỹ
Hereχ is a cut-o function over ℝ + which is equal to for t ≥ and equal to for t ≤ . Obviously, there exists a constantc =c (ν) > , only depending on ν, such that
We fix ν ∈ (− , ), to solve ( . ), it is enough to find
Given κ > (whose value will be fixed later on), assume that for i, j ∈ , , the functionsφ i j , the parameters λ i and the pointz = (z ,z ) satisfy
Then, the following lemma holds.
Lemma . . Under the above assumptions, there exists a constant c κ > such that
Proof. As for the interior problem, the two first estimates follow from the asymptotic behavior of H ext together with the assumption on the norm of the boundary dataφ i j given by ( . ). Indeed, let c κ denote a constant depending only on κ, by Lemma . ,
On the other hand,S ( , ) = ρ ew + w + ∆w andS ( , ) = ρ ew + w + ∆w .
We will estimateS ( , ) in di erent subregions ofΩ * (z).
In B r / (z )\B r ε (z ), we have χ r (z −z ) = , χ r (z −z ) = and ∆w = , so thatS ( , ) = ρ ew + w . Then,
Hence, for ν ∈ (− , ) and λ small enough, we get
In B r (z )\B r / (z ), using estimate ( . ), there holds
where [∆, χ r ]w = ∆wχ r + w∆χ r + ∇w ⋅ ∇χ r .
Similarly, we can prove that in B r / (z )\B r ε (z ), for ν ∈ (− , ) and λ small enough, we have
and |S ( , )| ≤ c κ (ε + r − r ε ) in B r (z )\B r / (z ).
In Ω\ ⋃ i= , B r (z i ), we have χ r (z −z i ) = for i = , and ∆w = . Thus,
So for ν ∈ (− , ), we have
Making use of Proposition . together with ( . ), we conclude that
For the proof of the third estimate, letṽ ,ṽ ,ṽ ὔ andṽ ὔ ∈ C ,α ν (Ω * ) satisfy ( . ). Then, we have
Thus, for λ i small enough, using the estimate ( . ), there exist c κ (depending on κ) such that
The proof is completed.
parameters and the boundary data in such a way that the function equal to u int in ⋃ j= , B r ε (z j ) and equal to u ext inΩ r ε (z ) is a smooth function. This amounts to finding the boundary data and the parameters so that for i = , ,
on ∂B r ε (z ) and ∂B r ε (z ). Suppose that ( . ) is verified, this provides that for each ε small enough, u ε ∈ C ,α (which is obtained by patching together the functions u int and the function u ext ), a weak solution of our system and elliptic regularity theory implies then this solution is in fact smooth. That will complete our proof since, as ε tends to , the sequence of solutions we obtain satisfies the required singular limit behaviors, namely, u ε converges to G ( ⋅ , z i ) .
Before we proceed, the following remarks are due. First it will be convenient to observe that the function u ε,τ i can be expanded as
on ∂B r ε (z i ). Thus, for z on ∂B r ε (z ), we have
Next, even though all functions are defined on ∂B r ε (z ) in ( . ), it will be more convenient to solve on S the following set of equations:
Since the boundary data are chosen to satisfy ( . ) or ( . ), we decompose
where φ , ,φ , ∈ = ℝ are constant on S , φ , ,φ , belong to = Span{e , e }, and φ ,⊥ ,φ ,⊥ are L (S ) orthogonal to and . Using ( . ), we have, for z ∈ ∂B r ε (z ), that
= − log τ + λ log r ε − E (z ,z) + O(ε) + O(r ε ) = − log τ + λ log r ε − E (z ,z) + O(r ε ), where E ( ⋅ ,z) := H( ⋅ ,z ) + G( ⋅ ,z ).
Then, the projection of equations ( . ) over yields − log τ + λ log r ε − E (z ,z) + O(r ε ) = , λ + O(r ε ) = .
System ( . ) can be simply written as log r ε [ log τ + E (z ,z)] = O(r ε ) and λ = O(r ε ).
We are now in a position to define τ − and τ + . In fact, according to the above analysis, as ε tends to , we expect thatz i will converge to z i for i ∈ { , } and τ will converge to τ * satisfying log τ * = − E (z , z).
Hence, it is enough to choose τ − and τ + in such a way that log(τ − ) < − E (z , z) < log(τ + ). 
