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WEAK AND STRONG TYPE ESTIMATES FOR THE
MULTILINEAR LITTLEWOOD-PALEY OPERATORS
MINGMING CAO, MAHDI HORMOZI, ZENGYAN SI, AND KOˆZOˆ YABUTA
Abstract. Let Sα be the multilinear square function defined by means of the
cone in Rn+1+ with aperture α ≥ 1. In this paper we prove that the estimate
||Sα(~f)||Lp(ν~w) ≤ Cn,m,ψ,~pαmn[~w]
max{ 1
2
,
p′
1
p
,··· ,
p′m
p
}
A~p
m∏
i=1
||fi||Lpi(wi)
is sharp in α for all ~w ∈ A~p, where 1p = 1p1 + · · · + 1pm with 1 < p1, . . . , pm < ∞.
On the other hand, by using some pointwise estimates, we obtain bump con-
jecture, mixed weak type estimates, local decay estimates, multilinear version of
Fefferman-Stein inequality with arbitrary weights for multilinear square functions
respectively. Some results are new even in linear case.
1. Introduction
Let Sα be the square function defined by means of the cone Γα in R
n+1
+ of aperture
α, and a standard kernel ψ as follows
Sα(f)(x) =
(¨
Γα(x)
|f ∗ ψt(f)(y)|2dydt
tn+1
)1/2
,
where α > 1 and ψt(x) = t
−nψ(x/t). In [17], Lerner by applying intrinsic square
function, introduced in [24], proved sharp weighted norm inequalities for Sα,ψ(f).
Later on, Lerner himself improved the result in the sense of determination of sharp
dependence on α in [18] by using the local mean oscillation formula. More precisely,
(1.1) ‖Sα‖Lp(w)→Lp(w) . αn[w]max (
1
2
, 1
p−1)
Ap
, 1 < p <∞.
Let us recall the definition of multilinear square functions considered in this paper.
The standard kernel for multilinear square functions was introduced in [23]. For any
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t ∈ (0,∞), let ψ(x, ~y) := ψ(x, y1, . . . , ym) be a locally integrable function defined
away from the diagonal x = y1 = · · · = ym in (Rn)m+1. We assume that there are
positive constants δ and A so that the following conditions hold.
Size condition:
|ψ(x, ~y)| ≤ A
(1 +
∑m
i=1 |x− yi|)mn+δ
.
Smoothness condition: There exists γ > 0 so that
|ψ(x, ~y)− ψ(x′, ~y)| ≤ A|x− x
′|γ
(1 +
∑m
i=1 |x− yi|)mn+δ+γ
,
whenever |x− x′| < 1
2
maxj |x− yj|, and
|ψ(x, ~y)− ψ(x, y1, . . . , y′i, . . . , ym)| ≤
A|yi − y′i|γ
(1 +
∑m
i=1 |x− yi|)mn+δ+γ
,
whenever |yi − y′i| < 12 maxj |x− yj| for i = 1, 2, . . . , m.
For t > 0, we denote ψt as
ψt(~f)(x) =
1
tmn
ˆ
(Rn)m
ψ
(x
t
,
y1
t
, · · · , ym
t
) m∏
j=1
fj(yj)dyj,
for all x /∈ ⋂mj=1 supp fj and ~f = (f1, . . . , fm) ∈ S(Rn)× · · · × S(Rn).
Let λ > 2m and α > 0. The multilinear square functions g∗λ and Sα associated to
ψ(x, ~y) are defined by
g∗λ(
~f)(x) =
(¨
Rn+1+
( t
t+ |x− y|
)nλ
|ψt(~f)(y)|2dydt
tn+1
)1/2
and
Sα(~f)(x) =
(¨
Γα(x)
|ψt(~f)(y)|2dydt
tn+1
)1/2
,
where Γα(x) = {(y, t) ∈ Rn+1+ : |x− y| < αt}.
These two mutilinear square functions were introduced and investigated in [4,
23, 25]. The study on the multilinear square functions has important applications
in PDEs and other fields. For further details on the theory of multilinear square
functions and their applications, we refer to [5, 6, 7, 12, 13, 14, 25, 4] and the
references therein.
Hereafter, we assume that for λ > 2m there exist some 1 ≤ p1, . . . , pm ≤ ∞
and some 0 < p < ∞ with 1
p
= 1
p1
+ · · · + 1
pm
, such that g∗λ maps continuously
Lp1(Rn)× · · ·×Lpm(Rn) to Lp(Rn). Under this condition, it was proved in [25] (see
also [23]) that maps continuously L1(Rn) × · · · × L1(Rn) → L1/m,∞(Rn) provided
λ > 2m. Moreover, since Sα is dominated by g
∗
λ, we also get that maps continuously
L1(Rn)× · · · × L1(Rn)→ L1/m,∞(Rn).
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In this paper, borrowing some ideas from Fefferman’s celebrated paper [11], we
first prove the sharpness of (1.2). Secondly, based on the sparse domination (3.6)
and (3.7), we get the bump conjecture, mixed weak type estimates, local decay esti-
mates, and multilinear version of Fefferman-Stein inequality with arbitrary weights
for multilinear square functions respectively.
The main results of this paper can be stated as follows
Theorem 1.1. Let α ≥ 1 and 1
p
= 1
p1
+ · · · + 1
pm
with 1 < p1, . . . , pm < ∞. If
~w ∈ A~p, then
(1.2) ||Sα(~f)||Lp(ν~w) ≤ Cn,m,~pαmn[~w]
max{ 1
2
,
p′1
p
,··· ,
p′m
p
}
A~p
m∏
i=1
||fi||Lpi(wi).
Moreover, (1.2) is sharp in α on all class A~p.
Given Young functions A and ~B = (B1, . . . , Bm), we denote
||(u,~v)||A, ~B, ~p :=

sup
Q
‖u 1p‖p,Q
∏m
j=1 ‖v
− 1
pj
j ‖Bj ,Q, if 1 < p ≤ 2,
sup
Q
‖u 2p‖
1
2
A,Q
∏m
j=1 ‖v
− 1
pj
j ‖Bj ,Q, if 2 < p <∞.
Theorem 1.2. Let α ≥ 1, λ > 2m, and 1
p
= 1
p1
+· · ·+ 1
pm
with 1 < p1, . . . , pm, p <∞.
If the pair (u,~v) satisfies ||(u,~v)||A, ~B, ~p < ∞ with A¯ ∈ B(p/2)′ (2 < p < ∞) and
B¯j ∈ Bpj , then
‖Sα(~f)‖Lp(u) ≤ Cn,m,~pαmnN~p
m∏
j=1
‖fj‖Lpj (vj),(1.3)
‖g∗λ(~f)‖Lp(u) ≤
Cn,m,~pN~p
2n(λ−2m) − 1
m∏
j=1
‖fj‖Lpj (vj),(1.4)
where
N~p :=

||(u,~v)||A, ~B, ~p
∏m
j=1[B¯j]
1
pj
(Bj )pj
, if 0 < p ≤ 2,
||(u,~v)||A, ~B, ~p[A¯]
1
2
− 1
p
B(p/2)′
∏m
j=1[B¯j ]
1
pj
(Bj)pj
, if 2 < p <∞.
Theorem 1.3. Let α ≥ 1 and λ > 2m. Let ~w = (w1, . . . , wm) and u =
∏m
i=1w
1/m
i .
If ~w and v satisfy
(1) ~w ∈ A~1 and uv1/m ∈ A∞, or (2) w1, . . . , wm ∈ A1 and v ∈ A∞,
then we have ∥∥∥∥Sα(~f)v
∥∥∥∥
L1/m,∞(uv1/m)
.
m∏
i=1
‖fi‖L1(wi),(1.5)
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∥∥∥∥
L1/m,∞(uv1/m)
.
m∏
i=1
‖fi‖L1(wi),(1.6)
In particular, both Sα and g
∗
λ are bounded from L
1(w1)×· · ·×L1(wm) to L1/m,∞(ν~w)
for every ~w ∈ A~1.
Theorem 1.4. Let α ≥ 1 and λ > 2m. Let Q be a cube and every function
fj ∈ L∞c (Rn) with supp(fj) ⊂ Q, j = 1, . . . , m. Then there exist constants c1 > 0
and c2 > 0 such that∣∣{x ∈ Q : Sα(~f)(x) > tM(~f)(x)}∣∣ ≤ c1e−c2β1t2 |Q|,(1.7) ∣∣{x ∈ Q : g∗λ(~f)(x) > tM(~f)(x)}∣∣ ≤ c1e−c2β2t2 |Q|,(1.8)
for all t > 0, where β1 = α
−2mn and β2 = (1− 2−n(λ−2m)/2)2.
Theorem 1.5. Let α ≥ 1 and λ > 2m. Then for for all exponents 1
p
= 1
p1
+ · · ·+ 1
pm
with 0 < p ≤ 2 and 1 < p1, . . . , pm <∞, and for all weights ~w = (w1, . . . , wm),
‖Sα(~f)‖Lp(ν~w) . αmn
m∏
i=1
‖fi‖Lpi(Mwi),(1.9)
‖g∗λ(~f)‖Lp(ν~w) .
1
2n(λ−2m) − 1
m∏
i=1
‖fi‖Lpi (Mwi),(1.10)
where ν~w =
∏m
i=1w
p/pi
i .
2. Preliminaries
2.1. Multiple weights. The multilinear maximal operators M are defined by
M(~f)(x) = sup
Q∋x
m∏
j=1
 
Q
|fj(yj)|dyj,
where the supremum is taken over all the cubes containing x. The corresponding
theory of weights for this new maximal function gives the right class of multiple
weights for multilinear Caldero´n-Zygmund operators.
Definition 2.1. Let 1 ≤ p1, . . . , pm <∞.Given a vector of weights ~w = (w1, · · · , wm),
we say that ~w ∈ A~p if
[~w]A~p := sup
Q
(  
Q
~w dx
) 1
p
m∏
i=1
(  
Q
w
1−p′i
i dx
) 1
p′
i
<∞,
where 1
p
= 1
p1
+ · · · + 1
pm
and ν~w =
∏m
i=1w
p/pi
i . When pi = 1,
( ffl
Q
w
1−p′i
i dx
)1/p′i is
understood as (infQwi)
−1.
The characterizations of multiple weights were given in [19] and [3].
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Lemma 2.2. Let 1
p
= 1
p1
+ · · ·+ 1
pm
with 1 ≤ p1, . . . , pm < ∞, and p0 = min{pi}i.
Then the following statements hold :
(1) Ar1~p ( Ar2~p, for any 1/p0 ≤ r1 < r2 <∞.
(2) A~p =
⋃
1/p0≤r<1
Ar~p.
(3) ~w ∈ A~p if and only if ν~w ∈ Amp and w1−p
′
i
i ∈ Amp′i, i = 1, . . . , m. Here, if
pi = 1, w
1−p′i
i ∈ Amp′i is understood as w
1/m
i ∈ A1.
2.2. Dyadic cubes. Denote by ℓ(Q) the sidelength of the cube Q. Given a cube
Q0 ⊂ Rn, let D(Q0) denote the set of all dyadic cubes with respect to Q0, that is,
the cubes obtained by repeated subdivision of Q0 and each of its descendants into
2n congruent subcubes.
Definition 2.3. A collection D of cubes is said to be a dyadic grid if it satisfies
(1) For any Q ∈ D, ℓ(Q) = 2k for some k ∈ Z.
(2) For any Q,Q′ ∈ D, Q ∩Q′ = {Q,Q′, ∅}.
(3) The family Dk = {Q ∈ D; ℓ(Q) = 2k} forms a partition of Rn for any k ∈ Z.
Definition 2.4. A subset S of a dyadic grid is said to be η-sparse, 0 < η < 1, if for
every Q ∈ S, there exists a measurable set EQ ⊂ Q such that |EQ| ≥ η|Q|, and the
sets {EQ}Q∈S are pairwise disjoint.
By a median value of a measurable function f on a cube Q we mean a possibly
non-unique, real number mf (Q) such that
max
{|{x ∈ Q : f(x) > mf (Q)}|, |{x ∈ Q : f(x) < mf (Q)}|} ≤ |Q|/2.
The decreasing rearrangement of a measurable function f on Rn is defined by
f ∗(t) = inf{α > 0 : |{x ∈ Rn : |f(x)| > α}| < t} (0 < t <∞).
The local mean oscillation of f is
ωλ(f ;Q) = inf
c∈R
(
(f − c)1Q
)∗
(λ|Q|) (0 < λ < 1).
Given a cube Q0, the local sharp maximal function is defined by
M ♯λ;Q0f(x) = sup
x∈Q⊂Q0
ωλ(f ;Q).
Observe that for any δ > 0 and 0 < λ < 1
(2.1) |mf(Q)| ≤ (f1Q)∗(|Q|/2) and (f1Q)∗(λ|Q|) ≤
(
1
λ|Q|
ˆ
Q
|f |δdx
)1/δ
.
The following theorem was proved by Hyto¨nen [15, Theorem 2.3] in order to improve
Lerner’s formula given in [17] by getting rid of the local sharp maximal function.
Lemma 2.5. Let f be a measurable function on Rn and let Q0 be a fixed cube. Then
there exists a (possibly empty) sparse family S(Q0) ⊂ D(Q0) such that
(2.2) |f(x)−mf (Q0)| ≤ 2
∑
Q∈S(Q0)
ω2−n−2(f ;Q)1Q(x), a.e. x ∈ Q0.
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2.3. Orlicz maximal operators. A function Φ : [0,∞)→ [0,∞) is called a Young
function if it is continuous, convex, strictly increasing, and satisfies
lim
t→0+
Φ(t)
t
= 0 and lim
t→∞
Φ(t)
t
=∞.
Given p ∈ [1,∞), we say that a Young function Φ is a p-Young function, if Ψ(t) =
Φ(t1/p) is a Young function.
If A and B are Young functions, we write A(t) ≃ B(t) if there are constants
c1, c2 > 0 such that c1A(t) ≤ B(t) ≤ c2A(t) for all t ≥ t0 > 0. Also, we denote
A(t)  B(t) if there exists c > 0 such that A(t) ≤ B(ct) for all t ≥ t0 > 0. Note
that for all Young functions φ, t  φ(t). Further, if A(t) ≤ cB(t) for some c > 1,
then by convexity, A(t) ≤ B(ct).
A function Φ is said to be doubling, or Φ ∈ ∆2, if there is a constant C > 0 such
that Φ(2t) ≤ CΦ(t) for any t > 0. Given a Young function Φ, its complementary
function Φ¯ : [0,∞)→ [0,∞) is defined by
Φ¯(t) := sup
s>0
{st− Φ(s)}, t > 0,
which clearly implies that
st ≤ Φ(s) + Φ¯(t), s, t > 0.(2.3)
Moreover, one can check that Φ¯ is also a Young function and
(2.4) t ≤ Φ−1(t)Φ¯−1(t) ≤ 2t, t > 0.
In turn, by replacing t by Φ(t) in first inequality of (2.4), we obtain
(2.5) Φ¯
(Φ(t)
t
)
≤ Φ(t), t > 0.
Given a Young function Φ, we define the Orlicz space LΦ(Ω, µ) to be the function
space with Luxemburg norm
‖f‖LΦ(Ω,u) := inf
{
λ > 0 :
ˆ
Ω
Φ
( |f(x)|
λ
)
dµ(x) ≤ 1
}
.(2.6)
Now we define the Orlicz maximal operator
MΦf(x) := sup
Q∋x
‖f‖Φ,Q := sup
Q∋x
‖f‖LΦ(Q, dx
|Q|
),
where the supremum is taken over all cubes Q in Rn. When Φ(t) = tp, 1 ≤ p <∞,
‖f‖Φ,Q =
(  
Q
|f(x)|pdx
) 1
p
=: ‖f‖p,Q.
In this case, if p = 1, MΦ agrees with the classical Hardy-Littlewood maximal
operator M ; if p > 1, MΦf = Mpf := M(|f |p)1/p. If Φ(t)  Ψ(t), then MΦf(x) ≤
cMΨf(x) for all x ∈ Rn.
The Ho¨lder inequality can be generalized to the scale of Orlicz spaces [9, Lemma 5.2].
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Lemma 2.6. Given a Young function A, then for all cubes Q,
(2.7)
 
Q
|fg|dx ≤ 2‖f‖A,Q‖g‖A¯,Q.
More generally, if A, B and C are Young functions such that A−1(t)B−1(t) ≤
c1C
−1(t), for all t ≥ t0 > 0, then
‖fg‖C,Q ≤ c2‖f‖A,Q‖g‖B,Q.(2.8)
The following result is an extension of the well-known Coifman-Rochberg theorem.
The proof can be found in [16, Lemma 4.2].
Lemma 2.7. Let Φ be a Young function and w be a nonnegative function such that
MΦw(x) <∞ a.e.. Then
[(MΦw)
δ]A1 ≤ cn,δ, ∀δ ∈ (0, 1),(2.9)
[(MΦw)
−λ]RH∞ ≤ cn,λ, ∀λ > 0.(2.10)
Given p ∈ (1,∞), a Young function Φ is said to satisfy the Bp condition (or,
Φ ∈ Bp) if for some c > 0, ˆ ∞
c
Φ(t)
tp
dt
t
<∞.(2.11)
Observe that if (2.11) is finite for some c > 0, then it is finite for every c > 0. Let
[Φ]Bp denote the value if c = 1 in (2.11). It was shown in [9, Proposition 5.10] that
if Φ and Φ¯ are doubling Young functions, then Φ ∈ Bp if and only if
ˆ ∞
c
(
tp
′
Φ¯(t)
)p−1
dt
t
<∞.
Let us present two types of Bp bumps. An important special case is the “log-
bumps” of the form
A(t) = tp log(e+ t)p−1+δ, B(t) = tp
′
log(e+ t)p
′−1+δ, δ > 0.(2.12)
Another interesting example is the “loglog-bumps” as follows:
A(t) = tp log(e+ t)p−1 log log(ee + t)p−1+δ, δ > 0(2.13)
B(t) = tp
′
log(e+ t)p
′−1 log log(ee + t)p
′−1+δ, δ > 0.(2.14)
Then one can verify that in both cases above, A¯ ∈ Bp′ and B¯ ∈ Bp for any 1 < p <
∞.
The Bp condition can be also characterized by the boundedness of the Orlicz
maximal operator MΦ. Indeed, the following result was given in [9, Theorem 5.13]
and [16, eq. (25)].
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Lemma 2.8. Let 1 < p <∞. Then MΦ is bounded on Lp(Rn) if and only if Φ ∈ Bp.
Moreover, ‖MΦ‖Lp(Rn)→Lp(Rn) ≤ Cn,p[Φ]
1
p
Bp
. In particular, if the Young function A is
the same as the first one in (2.12) or (2.13), then
(2.15) ‖MA¯‖Lp′ (Rn)→Lp′(Rn) ≤ cnp2δ−
1
p′ , ∀δ ∈ (0, 1].
Definition 2.9. Given p ∈ (1,∞), let A and B be Young functions such that
A¯ ∈ Bp′ and B¯ ∈ Bp. We say that the pair of weights (u, v) satisfies the double
bump condition with respect to A and B if
[u, v]A,B,p := sup
Q
‖u 1p‖A,Q‖v−
1
p‖B,Q <∞.(2.16)
where the supremum is taken over all cubes Q in Rn. Also, (u, v) is said to satisfy
the separated bump condition if
[u, v]A,p′ := sup
Q
‖u 1p‖A,Q‖v−
1
p‖p′,Q <∞,(2.17)
[u, v]p,B := sup
Q
‖u 1p‖p,Q‖v−
1
p‖B,Q <∞.(2.18)
Note that if A(t) = tp in (2.17) or B(t) = tp in (2.18), each of them actually
is two-weight Ap condition and we denote them by [u, v]Ap := [u, v]p,p′. Also, the
separated bump condition is weaker than the double bump condition. Indeed, (2.16)
implies (2.17) and (2.18), but the reverse direction is incorrect. The first fact holds
since A¯ ∈ Bp′ and B¯ ∈ Bp respectively indicate A is a p-Young function and B is
a p′-Young function. The second fact was shown in [1, Section 7] by constructing
log-bumps.
Lemma 2.10. Let 1 < p <∞, let A, B and Φ be Young functions such that A ∈ Bp
and A−1(t)B−1(t) . Φ−1(t) for any t > t0 > 0. If a pair of weights (u, v) satisfies
[u, v]p,B <∞, then
‖MΦf‖Lp(u) ≤ C[u, v]p,B[A]
1
p
Bp
‖f‖Lp(v).(2.19)
Moreover, (2.19) holds for Φ(t) = t and B = A¯ satisfying the same hypotheses. In
this case, A¯ ∈ Bp is necessary.
The two-weight inequality above was established in [9, Theorem 5.14] and [10,
Theorem 3.1]. The weak type inequality for MΦ was also obtained in [9, Proposi-
tion 5.16] as follows.
Lemma 2.11. Let 1 < p <∞, let B and Φ be Young functions such that t 1pB−1(t) .
Φ−1(t) for any t > t0 > 0. If a pair of weights (u, v) satisfies [u, v]p,B <∞, then
‖MΦf‖Lp,∞(u) ≤ C‖f‖Lp(v).(2.20)
Moreover, (2.20) holds for M if and only if [u, v]Ap <∞.
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3. Proof of the main results
3.1. Sharpness in aperture α.
Lemma 3.1. ψ(x, ~y) is continuous at (x0, y1,0, . . . , ym,0) with x0 6= yj,0, j = 1, 2, . . . , m.
Proof. Let x0 6= yj,0 for j = 1, 2, . . . , m, and let
|x− x0| < 1
4
min
1≤i≤m
{|x0 − yi,0|}, |yj − yj,0| < 1
2
min
1≤i≤m
{|x0 − yi,0|}.
Then we get
|yj − yj,0| < 1
2
|x0 − yj,0|
and
|x0 − yj,0| ≤ |x0 − yj|+ |yj − yj,0| < |x0 − yj|+ 1
2
|x0 − yj,0|
and so
|x0 − yj,0| < 2|x0 − yj|, j = 1, . . . , m,
which implies
|x− x0| < 1
4
|x0 − yj,0| < 1
2
|x0 − yj|, j = 1, . . . , m,
Therefore, we have
|ψ(x, y1, . . . , ym)− ψ(x0, y1,0, . . . , ym,0)|
≤ |ψ(x, y1, . . . , ym)− ψ(x0, y1, . . . , ym)|
+
m∑
j=1
|ψ(x0, y1,0, . . . , yj−1,0, yj, yj+1, . . . , ym)
− ψ(x0, y1,0, . . . , yj−1,0, yj,0, yj+1, . . . , ym)|
≤ A|x− x0|
γ
(1 +
∑m
i=1 |x− yi|)mn+δ+γ
+
m∑
j=1
A|yj − yj,0|γ
(1 +
∑m
i=1 |x0 − yi|)mn+δ+γ
.
This shows ψ(x, ~y) is continuous at (x0, y1,0, . . . , ym,0) ∈ Rn(m+1) with x0 6= yj,0,
j = 1, 2, . . . , m. 
Lemma 3.2. There exist x0 ∈ Rn, r0 > 0, t0 > 1 and fj ∈ S(Rn), j = 1, . . . , m,
such that
(3.1) A0 :=
¨
Ω0
|ψt(~f)(y)|2dydt ∈ (0,∞),
where Ω0 := B(0, |x0|+ r0)× [1, t0].
Proof. Since ψ is a non-zero function in Rn(m+1), there exist x0, y1,0, . . . , ym,0 ∈ Rn
such that x0 6= yi,0(i = 1, . . . , m) and ψ(x0, y1,0, . . . , ym,0) 6= 0. By Lemma 3.1,
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there exists r0 > 0 such that ψ(x, ~y) > 0 or ψ(x, ~y) < 0 for all x ∈ B(x0, r0) and
yj ∈ B(yj,0, r0), j = 1, . . . , m. Keeping these notation in mind, we set
t0 =
(
1− r0
2max{|x0|, |y1,0|, . . . , |ym,0|}
)−1
,
if max{|x0|, |y1,0|, . . . , |ym,0|} ≥ r0, and t0 = 2 otherwise. Then, one has∣∣∣x
t
− x0
∣∣∣ < r0 and ∣∣∣yi
t
− yi,0
∣∣∣ < r0, i = 1, . . . , m,(3.2)
for all 1 < t < t0, |x − x0| < r02 and |yi − yi,0| < r02 , i = 1, . . . , m. Indeed, if
max{|x0|, |y1,0|, . . . , |ym,0|} < r0, it follows |xt − x0| < |x−x0|t + (1 − 1t )|x0| < |x −
x0| + |x0|2 < r0, and similarly we get |yit − yi,0| < r0, i = 1, . . . , m. In the case
yj0,0 := max{|x0|, |y1,0|, . . . , |ym,0|} ≥ r0, we have
|y − yi,0|
t
< |y − yj0,0| <
(
1− 1
t0
)
|yj0,0| =
(
1−
(
1− r0
2|yj0,0|
))
|yj0,0| =
r0
2
.
These show that ∣∣∣yi
t
− yi,0
∣∣∣ < r0, i = 1, . . . , m.
Similarly, we get |x
t
− x0| < r0. This shows (3.2).
We may assume that ψ(x, ~y) > 0 for 1 < t < t0 and |x− x0| < r02 , |yi− yi,0| < r02 ,
i = 1, . . . , m. Pick fj ∈ S(Rn), j = 1, . . . , m such that supp fj ∈ B(yj,0, r02 ) and
fj(yj) > 0 for yj ∈ B(yj,0, r04 ), j = 1, 2, . . . , m. Then it follows from (3.2) that
ψt(~f)(x) =
1
tmn
ˆ
B(y1,0,
r0
2
)×···×B(ym,0,
r0
2
)
ψ(
x
t
,
y1
t
, . . . ,
ym
t
)
m∏
j=1
fj(yj)d~y > 0
for all 1 < t < t0 and |x− x0| > r02 . In particular,
A0 =
¨
B(0,|x0|+r0)×[1,t0]
∣∣ψt(~f)(y)∣∣2dydt > 0.(3.3)
On the other hand, by using the size condition of ψ, we obtain for every (y, t) ∈ Ω0,
|ψt(~f)(y)| ≤ 1
tmn
ˆ
Rmn
∣∣∣∣ψ(yt , y1t , · · · , ymt )
∣∣∣∣ m∏
j=1
|fj(yj)|dyj
≤ 1
tmn
ˆ
Rmn
∏m
j=1 |fj(yj)|dyj(
1 + |y−y1|
t
+ · · ·+ |y−ym|
t
)mn+δ ≤
∏m
j=1 ||fj||L1
tmn
.
This immediately yields that
(3.4) A0 ≤
¨
Ω0
∏m
j=1 ||fj||2L1
t2mn
dydt .
m∏
j=1
||fj||2L1 <∞.
Consequently, the desired result follows from (3.3) and (3.4). 
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Lemma 3.3. Let 0 < λ < 2m and 1
m
< p < 2
λ
. Then g∗λ is not bounded from
Lp1 × · · · × Lpm to Lp, where 1
p
= 1
p1
+ · · ·+ 1
pm
with 1 ≤ p1, . . . , pm <∞.
Proof. By Lemma 3.2, there exist x0 ∈ Rn, r0 > 0, t0 > 1 and fj ∈ S(Rn), j =
1, . . . , m, such that 0 < A0 < ∞, where A0 is defined in (3.1). Write R0 :=
2(|x0|+ r0 + t0). Then for all |x| > R0 and (y, t) ∈ Ω0,
|x|
2
< |x| − |y| ≤ t+ |x− y| ≤ |x|+ |y|+ t0 ≤ 2|x|.
Thus, t+ |x− y| ≃ |x|. This gives that for all |x| > R0,
g∗λ(
~f)(x)2 ≥
¨
Ω0
tnλ−n−1
|x|nλ |ψt(
~f)(y)|2dydt
&
1
|x|nλ
¨
Ω0
|ψt(~f)(y)|2dydt = A0|x|nλ .
Therefore, for any λ ≤ 2
p
,
‖g∗λ(~f)‖pLp & A
p
2
0
ˆ
|x|>R0
dx
|x|nλp2
=∞.
On the other hand, for ~f ∈ S(Rn)× · · · × S(Rn), we have ∏mj=1 ||fj||Lpj <∞. As a
consequence, g∗λ is not bounded from L
p1 × · · · × Lpm to Lp whenever λ ≤ 2
p
.
Finally, for 0 < λ < 2m (equivalently 1
m
< 2
λ
), one can choose p ∈ ( 1
m
, 2
λ
),
1 < p1, . . . , pm < ∞ with 1p = 1p1 + · · · + 1pm such that g∗λ is not bounded from
Lp1 × · · · × Lpm to Lp. 
Proof of Theorem 1.1. From [2], we get for any 1 < p1, . . . , pm < ∞ and 1p =
1
p1
+ · · ·+ 1
pm
,
||Sα(~f)||Lp(ν~w) ≤ Cn,m,ψ,~p αmn[~w]
max{ 1
2
,
p′1
p
,··· ,
p′m
p
}
A~p
m∏
i=1
‖fi‖Lpi(wi).(3.5)
Now, we seek for γ(α) = αr such that
||Sα(~f)||Lp(ν~w) ≤ Cn,m,ψ,~pγ(α)[~w]
max{ 1
2
,
p′1
p
,··· ,
p′m
p
}
A~p
m∏
i=1
‖fi‖Lpi(wi).
We follow Lerner’s idea to show r ≥ mn for any 1/m < p <∞. In fact, for the case
r < mn we can reach a contradiction as follows. This means that the power growth
γ(α) = αmn in (3.5) is sharp.
Using the standard estimate
g∗λ(
~f)(x) ≤ S1(~f)(x) +
∞∑
k=0
2−
kλn
2 S2k+1(~f)(x).
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We get for some fixed 1 < q1, . . . , qm <∞, 1q = 1q1 + · · ·+ 1qm and γ(α) = αr0
‖g∗λ(~f)‖Lq(ν~w) ≤ Cn,m,ψ,~q
(
∞∑
k=0
2−
kλn
2 2kr0
)
[~w]
max{ 1
2
,
q′1
q
,··· ,
q′m
q
}
A~q
m∏
i=1
‖fi‖Lqi (wi).
This means that if λ > 2r0
n
, g∗λ is bounded from L
q1(w1)× · · · ×Lqm(wm) to Lq(ν~w).
From this, by extrapolation(see [20]), we get g∗λ is bounded from L
p1 × · · · × Lpm
to Lp for any p > 1/m, whenever λ > 2r0
n
. But by Lemma 3.3, we know g∗λ is not
bounded from Lp1 × · · · × Lpm to Lp for λ < 2m and 1
m
< p < 2
λ
. If r0 < mn, we
would obtain a contradiction to the latter fact for p sufficiently close to 1/m. 
3.2. Bump conjecture.
Proof of Theorem 1.2. Given a sparse family S, we denote
A2S(~f)(x) :=
(∑
Q∈S
m∏
i=1
〈fi〉2Q1Q(x)
)1/2
,
The sparse domination below will provide us great convenience:
Sα ~f(x) ≤ cnαmn
3n∑
j=1
A2Sj(|~f |)(x), a.e. x ∈ Rn,(3.6)
g∗λ
~f(x) ≤ cn
2n(λ−2m) − 1
3n∑
j=1
A2Sj(|~f |)(x), a.e. x ∈ Rn,(3.7)
where Sj is a sparse family for each j = 1, . . . , 3n. These results are explicitly proved
in [2]. By (3.6) and (3.7), the inequalities (1.3) and (1.4) follow from the following
‖A2S(~f)‖Lp(u) . Np
m∏
j=1
‖fj‖Lpj (vj),(3.8)
for every sparse family S, where the implicit constant does not depend on S.
To show (3.8), we begin with the case 1 < p ≤ 2. Actually, the Ho¨lder inequality
(2.7) gives that
‖A2S(~f)‖pLp(u) =
ˆ
Rn
(∑
Q∈S
m∏
j=1
〈fj〉2Q1Q(x)
) p
2
u(x)dx ≤
∑
Q∈S
m∏
j=1
〈|fj|〉pQu(Q)
.
∑
Q∈S
m∏
j=1
‖fjv
1
pj
j ‖pB¯j ,Q‖v
− 1
pj
j ‖pBj ,Q‖u
1
p‖pp,Q|Q|
. ||(u,~v)||p
A, ~B, ~p
∑
Q∈S
m∏
j=1
(
inf
Q
MB¯j (fjv
1
pj
j )
)p
|EQ|
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≤ ||(u,~v)||p
A, ~B, ~p
m∏
j=1
(ˆ
Rn
MB¯j (fjv
1
pj
j )(x)
pjdx
)p/pj
≤ ||(u,~v)||p
A, ~B, ~p
m∏
j=1
‖MB¯j‖pLpj (Rn)‖fj‖pLpj (vj),(3.9)
where Lemma 2.8 is used in the last step.
Next let us deal with the case 2 < p <∞. By duality, one has
‖A2S(~f)‖2Lp(u) = ‖A2S(~f)2‖Lp/2(u) = sup
0≤h∈L(p/2)
′
(u)
‖h‖
L(p/2)
′
(u)=1
ˆ
Rn
A2S(~f)(x)2h(x)u(x)dx.(3.10)
Fix a nonnegative function h ∈ L(p/2)′(u) with ‖h‖L(p/2)′(u) = 1. Then using Ho¨lder’s
inequality (2.7) and Lemma 2.8, we obtain
ˆ
Rn
A2S(~f)(x)2h(x)u(x)dx .
∑
Q∈S
m∏
j=1
〈|fj|〉2Q〈hu〉Q|Q|
.
∑
Q∈S
m∏
j=1
‖fjv
1
pj
j ‖2B¯j ,Q‖v
− 1
pj ‖2Bj ,Q‖hu1−
2
p‖A¯,Q‖u
2
p‖A,Q|Q|
. ||(u,~v)||2
A, ~B, ~p
∑
Q∈S
m∏
j=1
(
inf
Q
MB¯j (fjv
1
pj
j )
)2(
inf
Q
MA¯(hu
1− 2
p )
)
|EQ|
≤ ||(u,~v)||2
A, ~B, ~p
ˆ
Rn
m∏
j=1
MB¯j (fjv
1
pj
j )(x)
2MA¯(hu
1− 2
p )(x)dx
≤ ||(u,~v)||2
A, ~B, ~p
‖
m∏
j=1
MB¯j (fjv
1
pj
j )
2‖Lp/2(Rn)‖MA¯(hu1−
2
p )‖L(p/2)′(Rn)
≤ ||(u,~v)||2
A, ~B, ~p
m∏
j=1
‖MB¯j (fjv
1
pj
j )‖2Lpj (Rn)‖MA¯(hu1−
2
p )‖L(p/2)′(Rn)
≤ ||(u,~v)||2
A, ~B, ~p
m∏
j=1
‖MB¯j‖2L(Lpj (Rn))‖fj‖2Lpj (vj)‖MA¯‖L(L(p/2)′ (Rn))‖h‖L(p/2)′(u),(3.11)
where
‖MB¯j‖L(Lpj (Rn)) = ‖MB¯j‖Lpj (Rn)→Lpj (Rn)
and
‖MA¯‖L(L(p/2)′ (Rn)) = ‖MA¯‖L(p/2)′ (Rn)→L(p/2)′(Rn).
Therefore, (3.8) immediately follows from (3.9), (3.10) and (3.11). 
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3.3. Mixed weak type estimates.
Lemma 3.4. For every 0 < p <∞ and w ∈ A∞, we have
‖Sα(~f)‖Lp(w) . ‖M(~f)‖Lp(w),(3.12)
‖g∗λ ~f‖Lp(w) . ‖M(~f)‖Lp(w).(3.13)
Proof. Let w ∈ A∞. Then, it is well known that for any α ∈ (0, 1) there exists
β ∈ (0, 1) such that for any cube Q and any measurable subset A ⊂ Q
|A| ≤ α|Q| =⇒ w(A) ≤ βw(Q).
Thus, for the sparsity constant ηj of Sj there exists βj ∈ (0, 1) such that for Q ∈ S,
we have
(3.14) w(EQ) = w(Q)− w(Q \ EQ) ≥ (1− βj)w(Q),
since |Q \ EQ| ≤ (1− ηj)|Q|. It follows from (3.6) and (3.14) thatˆ
Rn
Sα(~f)(x)
2w dx .
3n∑
j=1
∑
Q∈Sj
m∏
i=1
〈|fi|〉2Qw(Q) .
3n∑
j=1
∑
Q∈Sj
(
inf
Q
M(~f)
)2
w(EQ)
.
3n∑
j=1
∑
Q∈Sj
ˆ
EQ
M(~f)(x)2w dx .
ˆ
Rn
M(~f)(x)2w dx.(3.15)
This shows the inequality (3.12) holds for p = 2.
To obtain the result (3.12) for every p ∈ (0,∞), we apply the A∞ extrapolation
theorem from [9, Corollary 3.15]. Let F be a family of pairs of functions. Suppose
that for some p0 ∈ (0,∞) and for every weight v0 ∈ A∞,
‖f‖Lp0(v0) ≤ C1‖g‖Lp0(v0), ∀(f, g) ∈ F .(3.16)
Then for every p ∈ (0,∞) and every weigh v ∈ A∞,
‖f‖Lp(v) ≤ C2‖g‖Lp(v), ∀(f, g) ∈ F .(3.17)
From (3.15), we see that (3.16) holds for the exponent p0 = 2 and the pair (Sα(~f),M(~f)).
Therefore, (3.17) implies that (3.12) holds for the general case 0 < p <∞. Similarly,
we get (3.13). 
Proof of Theorem 1.3. In view of Lemma 3.4, we just present the proof for Sα.
We use a hybrid of the arguments in [8] and [21]. Define
Rh(x) =
∞∑
j=0
T juh(x)
2jKj0
,
where K0 > 0 will be chosen later and Tuf(x) := M(fu)(x)/u(x) if u(x) 6= 0,
Tuf(x) = 0 otherwise. It immediately yields that
h ≤ Rh and Tu(Rh) ≤ 2K0Rh.(3.18)
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Moreover, we claim that for some r > 1,
Rh · uv 1mr′ ∈ A∞ and ‖Rh‖Lr′,1(uv 1m ) ≤ 2‖h‖Lr′,1(uv 1m ).(3.19)
The proofs will be given at the end of this section.
Note that
(3.20) ‖f q‖Lp,∞(w) = ‖f‖qLpq,∞(w), 0 < p, q <∞.
This implies that∥∥∥∥Sα(~f)v
∥∥∥∥ 1mr
L
1
m,∞(uv
1
m )
=
∥∥∥∥(Sα(~f)v
) 1
mr
∥∥∥∥
Lr,∞(uv
1
m )
= sup
‖h‖
Lr
′,1(uv
1
m )
=1
∣∣∣∣ ˆ
Rn
|Sα(~f)(x)| 1mrh(x)u(x)v(x) 1mr′ dx
∣∣∣∣
≤ sup
‖h‖
Lr
′,1(uv
1
m )
=1
ˆ
Rn
|Sα(~f)(x)| 1mrRh(x)u(x)v(x) 1mr′ dx.
Invoking Lemma 3.4 and Ho¨lder’s inequality, we obtainˆ
Rn
|Sα(~f)(x)| 1mrRh(x)u(x)v(x) 1mr′ dx
.
ˆ
Rn
M(~f)(x) 1mrRh(x)u(x)v(x) 1mr′ dx
=
ˆ
Rn
(M(~f)(x)
v(x)
) 1
mr
Rh(x)u(x)v(x) 1mdx
≤
∥∥∥∥(M(~f)v
) 1
mr
∥∥∥∥
Lr,∞(uv
1
m )
‖Rh‖
Lr′,1(uv
1
m )
≤
∥∥∥∥M(~f)v
∥∥∥∥ 1mr
L
1
m,∞(uv
1
m )
‖h‖
Lr′,1(uv
1
m )
,
where we used (3.20) and (3.19) in the last inequality. Here we need to apply the
weighted mixed weak type estimates forM proved in Theorems 1.4 and 1.5 in [21].
Consequently, collecting the above estimates, we get the desired result∥∥∥∥Sα(~f)v
∥∥∥∥
L
1
m,∞(uv
1
m )
.
∥∥∥∥M(~f)v
∥∥∥∥
L
1
m,∞(uv
1
m )
.
m∏
i=1
‖fi‖L1(wi).
It remains to show our foregoing claim (3.19). The proof follows the same scheme
of that in [8]. For the sake of completeness we here give the details. Together with
Lemma 2.2, the hypothesis (1) or (2) indicates that u ∈ A1 and v 1m ∈ A∞. The
former implies that
(3.21) ‖Tuf‖L∞(uv 1m ) ≤ [u]A1‖f‖L∞(uv 1m ).
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The latter yields that v
1
m ∈ Aq0 for some q0 > 1. It follows from Ap factorization
theorem that there exist v1, v2 ∈ A1 such that v 1m = v1v1−q02 .
Additionally, it follows from Lemma 2.3 in [8] that if u1, u2 ∈ A1, then there
exists ǫ0 = ǫ0([u1]A1 , [u2]A1) ∈ (0, 1) such that u1vǫ1 ∈ Ap1 and u2vǫ2 ∈ Ap2 for any
0 < ǫ < ǫ0, v1 ∈ Ap1 and v2 ∈ Ap2 , 1 ≤ p1, p2 < ∞. Then uv
q0−1
p0−1
2 ∈ A1 if we set
p0 > 1 + (q0 − 1)/ǫ0. Thus, we have
u1−p0v
1
m = v1
(
uv
q0−1
p0−1
2
)1−p0 ∈ Ap0 .
It immediately implies that
‖Tuf‖Lp0(uv 1m ) = ‖M(fu)‖Lp0(u1−p0v 1m ) ≤ c1‖f‖Lp0(uv 1m ).(3.22)
By (3.21), (3.22) and Marcinkiewicz interpolation in [8, Proposition A.1], we have
Tu is bounded on L
p,1(uv
1
m ) for all p ∈ (p0,∞) with the constant
K(p) = 2
1
p
(
c1
( 1
p0
− 1
p
)−1
+ c2
)
,
and c2 := [v]A1 . Note that K(p) is decreasing with respect to p. Hence, we obtain
(3.23) ‖Tuf‖Lp,1(uv 1m ) ≤ K0‖f‖Lp,1(uv 1m ), ∀p ≥ 2p0
where K0 := 4p0(c1 + c2) > K(2p0) ≥ K(p).
The inequality (3.18) indicates that Rh · u ∈ A1 with [Rh · u]A1 ≤ 2K0. Let
0 < ǫ < min{ǫ0, 12p0}, and r = (1ǫ )′. Then (Rh ·u)vǫ1 ∈ A1, and the second inequality
in (3.19) follows from (3.23). By Ap factorization theorem again, we obtain
Rh · uv 1mr′ = [(Rh · u)vǫ1] · v1−[(q0−1)ǫ+1]2 ∈ A(q0−1)ǫ+1 ⊂ A∞.
The proof is complete. 
3.4. Local decay estimates. To show Theorem 1.4, we need the following Carleson
embedding theorem from [16, Theorem 4.5].
Lemma 3.5. Suppose that the sequence {aQ}Q∈D of nonnegative numbers satisfies
the Carleson packing condition∑
Q∈D:Q⊂Q0
aQ ≤ Aw(Q0), ∀Q0 ∈ D.
Then for all p ∈ (1,∞) and f ∈ Lp(w),(∑
Q∈D
aQ
( 1
w(Q)
ˆ
Q
f(x)w dx
)p) 1p
≤ A 1pp′‖f‖Lp(w).
Compared with Lemma 3.4, the result below allows us to track the precise Ap
norm.
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Lemma 3.6. For every 1 < p <∞ and w ∈ Ap, we have
‖Sα(~f)‖L2(Q,w) ≤ cn,pαmn[w]
1
2
Ap
‖M(~f)‖L2(Q,w),(3.24)
‖g∗λ(~f)‖L2(Q,w) ≤
cn,p
1− 2−n(λ−2m)/2 [w]
1
2
Ap
‖M(~f)‖L2(Q,w),(3.25)
for every cube Q and fj ∈ L∞c with supp fj ⊂ Q (j = 1, . . . , m).
Proof. Let w ∈ Ap with 1 < p <∞. Fix a cube Q ⊂ Rn. Let Φ be a fixed Schwartz
function such that 1B(0,1)(x) ≤ Φ(x) ≤ 1B(0,2)(x). We define
S˜α(~f)(x) :=
(¨
Rn+1+
Φ
(x− y
αt
)
|ψt(~f)(y)|2dydt
tn+1
)1/2
.
It is easy to verify that
Sα(~f)(x) ≤ S˜α(~f)(x) ≤ S2α(~f)(x).(3.26)
We note here that
‖S˜α(~f)‖L1/m,∞(Rn) ≤ Cαmn
m∏
j=1
‖fj‖L1(Rn).
In fact, by lemma 3.1 in [2] and the endpoint estimate for S1, we get
‖S˜α(~f)‖L1/m,∞(Rn) ≤ C‖S2α(~f)‖L1/m,∞(Rn)
≤ C(2α)mn‖S1(~f)‖L1/m,∞(Rn)
≤ C(α)mn
m∏
j=1
‖fj‖L1(Rn).
Pick 0 < ǫ < 1
2m
. By (2.1), Kolmogorov’s inequality, the endpoint estimate for S˜α
and fj ∈ L∞c with supp fj ⊂ Q, j = 1, . . . , m, we have
mS˜α(~f)2(Q) . ‖S˜α(~f)2‖Lǫ(Q, dx|Q| ) . ‖S˜α(~f)‖
2
L1/m,∞(Q, dx
|Q|
)
. α2mn
( m∏
i=1
 
Q
|fi|dx
)2
≤ α2mn inf
x∈Q
M(~f)(x)2,
which implies that
mS˜α(~f)2(Q)w(Q) . α
2mn
ˆ
Q
M(~f)(x)2w(x)dx.(3.27)
On the other hand, from [2, Proposition 4.1], one has for every cube Q′,
ωλ(S˜α(~f)
2;Q′) . α2mn
∞∑
j=0
2−jδ0
( m∏
i=1
 
2jQ′
|fi(yi)|dyi
)2
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. α2mn
∞∑
j=0
2−jδ0 inf
Q′
M(~f)2 . α2mn inf
Q′
M(~f)2,(3.28)
where 0 < δ0 < min{δ, 12}. Thus, together with (3.27) and (3.28), the estimate (2.2)
applied to Q0 = Q and f = S˜α(~f)
2 gives that
‖S˜α(~f)‖2L2(Q,w) . mS˜α(~f)2(Q)w(Q) +
∑
Q′∈S(Q)
ω2−n−2(S˜α(~f)
2;Q′)w(Q′)
. α2mn‖M(~f)‖2L2(Q,w) + α2mn
∑
Q′∈S(Q)
inf
Q′
M(~f)2w(Q′).
From this and (3.26), we see that to obtain (3.24), it suffices to prove∑
Q′∈S(Q)
inf
Q′
M(~f)2w(Q′) . [w]Ap‖M(~f)‖2L2(Q,w).(3.29)
Recall that a new version of A∞ was introduced by Hyto¨nen and Pe´rez [16]:
[w]′A∞ := sup
Q
1
w(Q)
ˆ
Q
M(w1Q)(x)dx.
By [16, Proposition 2.2], there holds
cn[w]
′
A∞ ≤ [w]A∞ ≤ [w]Ap.(3.30)
Observe that for every Q′′ ∈ D,∑
Q′∈S(Q):Q′⊂Q′′
w(Q′) =
∑
Q′∈S(Q):Q′⊂Q′′
〈w〉Q′|Q′| .
∑
Q′∈S(Q):Q′⊂Q′′
inf
Q′
M(w1Q′′)|EQ′|
.
ˆ
Q′′
M(w1Q′′)(x)dx ≤ [w]′A∞w(Q′′) . [w]Apw(Q′′),
where we used the disjointness of {EQ′}Q′∈S(Q) and (3.30). This shows that the
collection {w(Q′)}Q′∈S(Q) satisfies the Carleson packing condition with the constant
cn[w]Ap. As a consequence, this and Lemma 3.5 give that∑
Q′∈S(Q)
inf
Q′
M(~f)2w(Q′) ≤
∑
Q′∈S(Q)
(
1
w(Q′)
ˆ
Q′
M(~f) 1Qw dx
)2
w(Q′)
. [w]Ap‖M(~f)1Q‖2L2(w) = [w]Ap‖M(~f)1Q‖2L2(Q,w),
where the above implicit constants are independent of [w]Ap and Q. This shows
(3.29) and completes the proof of (3.24).
Finally, the estimate (3.25) immediately follows from (3.24) and the fact that
g∗λ(
~f)(x) ≤ S1(~f)(x) +
∞∑
k=0
2−
kλn
2 S2k+1(~f)(x).
This completes the proof. 
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Proof of Theorem 1.4. Let p > 1 and r > 1 be chosen later. Define the Rubio
de Francia algorithm:
Rh =
∞∑
k=0
Mkh
2k‖M‖k
Lr′→Lr′
.
Then it is obvious that
h ≤ Rh and ‖Rh‖Lr′(Rn) ≤ 2‖h‖Lr′(Rn).(3.31)
Moreover, for any nonnegative h ∈ Lr′(Rn), we have that Rh ∈ A1 with
[Rh]A1 ≤ 2‖M‖Lr′→Lr′ ≤ cn r.(3.32)
By Riesz theorem and the first inequality in (3.31), there exists some nonnegative
function h ∈ Lr′(Q) with ‖h‖Lr′(Q) = 1 such that
F
1
r
Q := |{x ∈ Q : Sα(~f)(x) > tM(~f)(x)}|
1
r
= |{x ∈ Q : Sα(~f)(x)2 > t2M(~f)(x)2}| 1r
≤ 1
t2
∥∥∥∥(Sα(~f)M(~f)
)2∥∥∥∥
Lr(Q)
≤ 1
t2
ˆ
Q
Sα(~f)
2 hM(~f)−2dx
≤ t−2‖Sα(~f)‖2L2(Q,w),(3.33)
where w = w1w
1−p
2 , w1 = Rh and w2 = M(~f)2(p′−1). Recall that the m-linear
version of Coifmann-Rochberg theorem [22, Lemma 1] asserts that
[(M(~f))δ]A1 ≤
cn
1−mδ , ∀δ ∈ (0,
1
m
).(3.34)
In view of (3.32) and (3.34), we see that w1, w2 ∈ A1 provided p > 2m + 1. Then
the reverse Ap factorization theorem gives that w = w1w
1−p
2 ∈ Ap with
[w]Ap ≤ [w1]A1[w2]p−1A1 ≤ cn r.(3.35)
Thus, gathering (3.24), (3.33) and (3.35), we obtain
F
1
r
Q ≤ cnt−2α2mn[w]Ap‖M(~f)‖2L2(Q,w)
= cnt
−2α2mn[w]Ap‖Rh‖L1(Q)
≤ cnt−2α2mn[w]Ap‖Rh‖Lr′(Q)|Q|
1
r
≤ cnt−2α2mn[w]Ap‖h‖Lr′(Q)|Q|
1
r
≤ cnrt−2α2mn|Q| 1r .
Consequently, if t >
√
cne α
mn, choosing r > 1 so that t2/e = cnα
2mnr, we have
FQ ≤ (cnα2mnrt−2)r|Q| = e−r|Q| = e−
t2
cneα2mn |Q|.(3.36)
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If 0 < t ≤ √cneαmn, it is easy to see that
(3.37) FQ ≤ |Q| ≤ e · e−
t2
cneα2mn |Q|.
Summing (3.36) and (3.37) up, we deduce that
FQ = |{x ∈ Q : Sα(~f)(x) > tM(~f)(x)}| ≤ c1e−c2t2/α2mn |Q|, ∀t > 0.
This proves (1.7).
To obtain (1.8), we use the same strategy and (3.25) in place of (3.24). 
3.5. Fefferman-Stein inequalities.
Proof of Theorem 1.5. Fix exponents 1
p
= 1
p1
+· · ·+ 1
pm
with 1 < p1, . . . , pm <∞,
and weights ~w = (w1, . . . , wm). Note that vi(x) := Mwi(x) ≥ 〈wi〉Q for any dyadic
cube Q ∈ S containing x. For each i, let Ai be a Young function such that A¯i ∈ Bpi.
By Lemma 2.8, we have
‖MA¯i(fiv
1
pi
i )‖Lpi(Rn) . ‖fi‖Lpi(vi), i = 1, . . . , m.(3.38)
Thus, using sparse domination (3.6), Ho¨lder’s inequality and (3.38), we deduce that
‖Sα(~f)‖pLp(ν~w) . αpmn
3n∑
j=1
∑
Q∈Sj
m∏
i=1
〈|fi|〉pQν~w(Q)
≤ αpmn
3n∑
j=1
∑
Q∈Sj
m∏
i=1
‖fiv
1
pi
i ‖pA¯i,Q‖v
− 1
pi
i ‖pAi,Qν~w(Q)
≤ αpmn
3n∑
j=1
∑
Q∈Sj
m∏
i=1
‖fiv
1
pi
i ‖pA¯i,Q〈wi〉
− p
pi
Q 〈ν~w〉Q|Q|
. αpmn
3n∑
j=1
∑
Q∈Sj
m∏
i=1
(
inf
Q
MA¯i(fiv
1
pi
i )
)p
|EQ|
. αpmn
ˆ
Rn
m∏
i=1
MA¯i(fiv
1
pi
i )(x)
pdx ≤
m∏
i=1
‖MA¯i(fiv
1
pi
i )‖pLpi(Rn)
. αpmn
m∏
i=1
‖fi‖pLpi(vi) = αpmn
m∏
i=1
‖fi‖pLpi (Mwi).
This shows (1.9). Likewise, one can obtain (1.10). 
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