We present the first results from our survey of intervening and proximate Lyman limit systems (LLSs) at z∼2.0-2.5 using the Wide Field Camera 3 on-board the Hubble Space Telescope. The quasars in our sample are projected pairs with proper transverse separations R ⊥ ≤150 kpc and line of sight velocity separations 11,000 km/s. We construct a stacked ultraviolet (rest-frame wavelengths 700-2000Å) spectrum of pairs corrected for the intervening Lyman forest and Lyman continuum absorption. The observed spectral composite presents a moderate flux excess for the most prominent broad emission lines, a ∼30% decrease in flux at λ=800-900Å compared to a stack of brighter quasars not in pairs at similar redshifts, and lower values of the mean free path of the HI ionizing radiation for pairs (λ 70 Mpc) at the average redshift z 2.44. From the modelling of LLS absorption in these pairs, we find a higher (∼20%) incidence of proximate LLSs with log N HI ≥ 17.2 at δv<5,000 km/s compared to single quasars (∼6%). These two rates are different at the 5σ level. Moreover, we find that optically-thick absorbers are equally shared between foreground and background quasars. Based on these pieces of evidence, we conclude that there is a moderate excess of gas absorbing Lyman continuum photons in our closely-projected quasar pairs compared to single quasars. We argue that this gas arises mostly within large-scale structures or partially neutral regions inside the dark matter haloes where these close pairs reside.
INTRODUCTION
Quasars represent the brightest phase of the active galactic nuclei (AGN) population, with opticalultraviolet luminosities in the range ∼ 10 44 − 10 48 erg/s. To support these luminosities, a significant mass of gas must flow from kilo-parsec scales to the centre of the if the bright and short-lived quasar phase within the galaxy lifetime is triggered by mergers (see Alexander & Hickox 2012 and references therein).
Pair 1 (or dual) quasars at (projected) separation at tens of Mpc to several hundreds of kpc have become particularly interesting in the last decade as these systems could reside in the same cosmological structure, thus tracing the large-scale quasar environment (e.g. Hennawi et al. 2006a Hennawi et al. , 2010 Sandrinelli et al. 2014; Eftekharzadeh et al. 2017; Sandrinelli et al. 2018) . The detection of these systems in the optical and midinfrared, mostly from the Sloan Digital Sky Survey (SDSS) and the Wide-field Infrared Survey Explorer (WISE), down to a few tens of kpc reinforce the idea of gas-rich mergers mutually triggering the active nuclear phase likely in both quasars (e.g. Myers et al. 2008; Foreman et al. 2009; Satyapal et al. 2014 Satyapal et al. , 2017 Weston et al. 2017) . Quasar pairs at similar redshifts, with projected separations less than a few hundreds of kpc, are thus ideal probes of the large-scale environment, since this is where mergers are more likely to occur, thereby providing possible tracers of massive proto-clusters (e.g. Djorgovski et al. 2007; Liu et al. 2011; Farina et al. 2013; Deane et al. 2014; Hennawi et al. 2015) .
In this paper, we further investigate the large-scale quasar environment by analysing the spectral properties (e.g. ionizing continuum, emission line fluxes) and associated absorbers of quasar pairs with proper transverse separation R ⊥ ≤ 150 kpc and line of sight velocities <11,000 km/s in the redshift interval z 2.0 − 2.5. Our sample consists of 47 relatively close quasar pairs at similar redshifts observed during our survey for Lyman limit systems (LLSs, i.e. optically-thick absorption line systems) using the Wide Field Camera 3 onboard the Hubble Space Telescope (HST ; Proposal ID: 14127). Our survey also includes 6 lensed quasars, 2 field single quasars (SDSS J133905.25+374755.3 and SDSS J154815.42+284452.6), and a projected pair (i.e. the system SDSS J172855.24+263449.1 and SDSS J172855.31+263458.1 with a line of sight velocity separations >11,000 km/s) which will be discussed in a separate paper, leading to a total of 104 single sources (111 observations). By comparing the ionising spectral continuum of quasar pairs at z > 2 as a function of luminosity to similar quantities of single quasars at comparable redshifts, we can provide constraints on the structure of the intergalactic medium (IGM) at 10-100 kpc scale (in the transverse direction) where these systems reside.
From modelling the associated absorbers (LLSs and damped Lyα systems, DLAs, with log N HI ≥ 20.3), we investigate the interplay between quasars and their environment, as well as constrain the evolution of the ultraviolet background. Quasars indeed provide significant flux of ionising photons that regulate both the ionisation state and the temperature of the IGM at z ∼ 3 (e.g. Haardt & Madau 1996 Meiksin & White 2003; Faucher-Giguère et al. 2009 ). Whilst not numerous enough at z 6 to have significantly contributed to the H i reionisation (e.g. Meiksin 2005; Jiang et al. 2008; Shankar & Mathur 2007; Willott et al. 2010; Fontanot et al. 2012 Fontanot et al. , 2014 , they are the main sources responsible for the reionisation of He ii at z ∼ 3 (MiraldaEscudé et al. 2000; Faucher-Giguère et al. 2008; Furlanetto 2009; McQuinn et al. 2009; Haardt & Madau 2012; Compostella et al. 2013) . The common denominator of all these studies is that they rely upon the parameterizations of the quasar continuum at rest-frame UV wavelengths.
The composite spectrum of quasars also provides a wealth of additional information. Observationally, composite spectra of AGN were previously constructed by taking advantage of major surveys, covering a relatively large range of redshifts: the Large Bright Quasar survey (LBQS, Francis et al. 1991) , Faint Images of the Radio Sky at Twenty-cm (FIRST, Brotherton et al. 2001) , Sloan Digital Sky Survey (SDSS, Vanden Berk et al. 2001) , Hubble Space Telescope (HST , Zheng et al. 1997; Telfer et al. 2002; Shull et al. 2012; Stevans et al. 2014; Lusso et al. 2015; Tilton et al. 2016) , and the Far Ultraviolet Spectroscopic Explorer (FUSE , Scott et al. 2004 ). The composites in these studies indicate that the optical continuum can be described by a power law of the form f ν ∝ ν αν , with a slope spanning a rather wide range of values (e.g. −0.83 α ν −0.61 in the rest-frame wavelength range 1200-2000Å; Telfer et al. 2002; Shull et al. 2012; Stevans et al. 2014; Lusso et al. 2015) .
The quasar composites also show a softening in the far-ultraviolet (blueward of Ly α), which is interpreted as comptonization of the thermal disc emission in a soft X-ray corona above the disc (Czerny & Elvis 1987; Laor et al. 1997; Zheng et al. 1997 ). However, Scott et al. (2004, S04 hereafter) , who considered more than 100 AGN at z < 0.1 observed with FUSE , found that the quasar composite does not display any break and/or softening of the continuum, but a significantly hard slope with α ν = −0.56 at the rest-frame wavelength range 630−1100Å. Stevans et al. (2014) investigated possible reasons for this difference (see their Figs. 7 and 8) , concluding that the FUSE spectral stack was affected by quasar broad emission lines in the wavelength range covered by FUSE . Additionally, the FUSE survey considered low-redshift quasars, and the rest-frame wavelengths longer than 1100Å were not covered.
The observed quasar spectra can also be used to trace the evolution of the ionization state of the IGM through the estimate of the effective opacity in the Lyman continuum (τ λ,eff ), which is often represented by the mean free path, λ 912 mfp . The λ 912 mfp parameter is defined as the physical distance a packet of ionizing photons can travel before encountering an e −1 attenuation (e.g. Worseck et al. 2014 ). As such, the λ 912 mfp should approach zero as the redshift increases towards the epoch of reionization. The redshift evolution of the λ 912 mfp is thus a key cosmological parameter that constrains the distribution of neutral hydrogen in the Universe, whilst the estimates of the attenuation τ λ,eff (∝ 1/λ 912 mfp ; Prochaska et al. 2009 ) is a key parameter in constraining the extragalactic UV background (e.g. Madau & Haardt 2015 , and references therein). Direct estimates of the mean free path have been obtained through the analysis of composite quasar spectra in the rest-frame at z 4.4 using high signalto-noise, low-resolution spectra taken from the Gemini Multi Object Spectrometers (Worseck et al. 2014) , and at z = 2 − 4 with both space and ground-based facilities (Prochaska et al. 2009; Fumagalli et al. 2013; O'Meara et al. 2013 ). These studies find that the mean free path increases with decreasing redshift, from ∼ 10 h 4. Yet, only two direct λ 912 mfp estimates are available in the redshift range z = 2−3 (i.e. Fumagalli et al. 2013; O'Meara et al. 2013) , due to the fact that, at z < 2.5, one must consider spaced-based spectroscopy to cover the restframe wavelength bluewards of 912Å.
The structure of this paper is as follows. We discuss the sample, the selection criteria, and the data reduction of the quasar pairs in our HST survey in Section 2. In Section 3 we describe the technique to construct the stacked spectrum, and the IGM transmission curves adopted to correct the observed average spectrum are presented in Section 4, where we also describe our IGM corrected stack along with its uncertainties. The formalism considered in the estimate of the mean free path to ionising photons is presented in Section 5. Section 6 describes how we model absorbers in our sample, and the discussion on the implications of our analysis and conclusions are presented in Section 7.
We adopt a concordance flat Λ-cosmology with H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3, and Ω Λ = 0.7. Unless noted otherwise, we will distinguish between the ionizing and non-ionizing part of the spectrum as λ < 912Å and 912-2000Å, respectively.
THE DATA SET
The sample of quasars observed in our HST programme is drawn from a compilation of quasar pairs with g * < 21 mag (Hennawi et al. 2006b (Hennawi et al. , 2010 Findlay et al. 2018) , selected from the SDSS/BOSS footprints in the redshift range z 2.0 − 2.5. Six quasar lenses with comparable magnitudes and redshifts are also observed during our campaign but excluded for this analysis. Our HST programme includes 47 quasar pairs and four additional single quasars observed within the survey, leading to a total of 104 quasars (111 observations 2 ). Roughly 50% of the quasars within the survey have a spectroscopic redshifts from SDSS, whilst the rest have redshift measurements from our follow-up optical campaign. Table 1 lists the 111 observations for the whole WFC3 sample of 104 quasars. In the present analysis, we will focus on the properties of the 47 quasar pairs only. We will present further results on the properties of the intervening absorbers, including their autocorrelation function, from the entire survey in a forthcoming publication.
To compare our new WFC3 quasar pair sample with previous works in the literature, we computed the absolute i−band magnitude, M i (z = 2), from the observed SDSS i * , normalized at z = 2, and K−corrected following Richards et al. 2006 . Figure 1 shows the distribution of M i (z = 2) as a function of redshift for several single quasar samples from the literature, from which the composite AGN spectra were constructed. We also plotted indicative values of the black hole masses (in units of M ) on the y−axis on the right, where M BH is estimated via λ Edd = L bol /L Edd assuming an average λ Edd = 0.35. The relation between L bol and M i (z = 2) has been estimated to be log L bol = −10.03 M i (z = 2)/26 + 36.33 by fitting the quasars in the SDSS-DR7 quasar catalog . The samples included in this comparison are the Lusso et al. (2015, L15 hereafter) WFC3 sample (blue diamond), Stevans et al. (2014, S14 hereafter) (magenta star), Shull et al. (2012, S12 hereafter) (green triangle), Telfer et al. (2002, orange pentagon) , and Scott et al. (2004, S04 hereafter) (red square). Shaded areas indicate the redshift and magnitude ranges for the different samples, estimated from the 16 th and 84 th percentiles. Our new WFC3 quasar pair data-set is at a similar redshift range (1.961 ≤ z ≤ Absolute i-band magnitude (normalized at z = 2, K-corrected following Richards et al. 2006 ) as a function of redshift. Symbols represent different literature samples: T02 (orange pentagon), S04 (red square), S12 (green triangle), S14 (magenta star), L15 WFC3 sample (blue diamond), and our new WFC3 quasar pair sample (black circle et al. 2011, 2013) , with a mean (median) redshift of z 2.256 (2.237), while probing a lower luminosity quasars.
Data reduction
Each quasar pair was observed with HST WFC3/UVIS for one orbit between September 2016 and March 12 2017 (Cycle 23, program ID 14127, PI: Fumagalli) . Every visit consisted of one F300X direct images of 100 seconds and two G280 dispersed images of 1200 seconds each, to enable cleaning the images of cosmic rays. The only exceptions are J224136+230909 and J210329+064653, which have just one direct image of 240 seconds each. To correct for the charge transfer efficiency (CTE) degradation of the detector, the raw images were processed with wfc3uv ctereverse 3 for a pixel-based CTE correction based on modelling of hot pixels (Anderson & Bedin 2010; Massey et al. 2010) .
We created custom dark reference files to correct for dark current structure and to mitigate hot pixels. Specifically, for optimal dark subtraction and hot pixel identification we created super dark files as detailed in Rafelski et al. (2015) and Vasei et al. (2016) . These super dark files are similar to those currently produced at the Space Telescope Science Institute (STScI, WFC3 3 http://www.stsci.edu/hst/wfc3/tools/cte tools ISR 2016-08), but they also include the use of concurrent darks as the observations and improved hot pixel rejection, which is important for our program due to the small number of exposures obtained. In particular, our methodology models the dark background with a 3 rd order polynomial to remove the background gradient temporarily before identifying hot pixels, enabling the detection of a uniform number of hot pixels both far and close to the readout of each chip. The resultant science files are CTE corrected with reduced background gradients, blotchy patterns, and appropriate hot pixel flagging (Rafelski et al. 2015) .
Cosmic ray rejection was performed by building an association table for each pair of exposures and using the calwf3 built-in cosmic ray rejection called wf3rej. No cosmic ray rejection was done for the direct images of J224136+230909 and J210329+064653, and centers of the pairs for these two targets were identified manually to avoid issues related to cosmic rays. The resultant calibrated and cosmic ray cleaned images are utilised in the extraction described below.
Wavelength and Flux calibration
To extract 1D spectra from the G280 dispersed images, we used an updated version of the pipeline discussed in O'Meara et al. (2011) . The pipeline makes use of the latest calibration files provided by the aXe team 4 . Major changes to the pipeline include the use of both ±1 orders (which we will refer to as beam A and beam C in accordance with the nomenclature used in the literature), improved wavelength and trace solutions away from the chip center, and an improved extraction algorithm. The pipeline is provided as part of the publicly available XIDL software package 5 . In detail, the pipeline first considers the direct image to find the center of the emission around a user-supplied right ascension and declination using the IDL routine cntrd. The position of the center of emission is then employed to calculate an initial trace and wavelength solution for the individual beams using the updated calibrations supplied by the aXe team. These solutions are 6 th and 4 th order polynomial functions that vary smoothly as a function of position on the chip.
After finding these initial trace solutions, the pipeline calculates the offset between this trace and the Gaussian centroid of the data for each individual column. The median offset for each individual beam is calculated and the trace is offset by this amount. wavelength of ∼ 3000Å, we found significant deviations between the centroid of the data and the adjusted trace. For these data columns, we fit the residual offsets with a 3 rd order polynomial and apply this offset. We note that this step produces errors in the wavelength calibration on the order of ∼10 %, and when co-adding the beams we use beam C mainly as a substitute when the primary beam A is affected by chance superposition with other sources or detector artifacts.
Sky subtraction is performed on a 20 pixel wide region of blank sky above and below the trace of each of the individual beams. In case of close quasar pairs or lensed quasars, only a single sky region (the region not containing the spectrum of the other sightline) is used. All features above 2.5σ in the sky region are clipped and the 1D sky spectrum is smoothed by a zeroth-order SAVGOL filter. This sky model is then subtracted from all pixels in the corresponding beam.
A variance image is created, assuming Gaussian statistics and a read noise of 3.3 electrons per exposure. The final 1D spectrum for each of the beams is extracted from this sky-subtracted image using optimal extraction, which assumes a Gaussian profile for the spectrum. The resultant 1D spectrum for each of the individual beams is then fluxed using the calibration files supplied by the aXe team.
Next, the two fluxed 1D spectra of the individual beams are visually inspected, and regions of the spectra containing bad pixels or interloping zeroth order emission from unrelated galaxies are masked. Finally, the two beams are combined using the XIDL routine long combspec. This routine interpolates the data onto a common wavelength grid, clips any outliers and performs an average of the two beams weighting by the signal-to-noise (S/N) ratio. Figure 2 presents the 2D spectral image (sky-subtracted) and the fluxed 1D spectrum for beam A and beam C for one source. The fluxed 1D spectrum for the combined beams is also shown.
To further check our flux calibration, we have estimated the observed g * band magnitude from the WFC3 spectra and compared this value with the one obtained from either the SDSS or the BOSS survey for all quasars with an optical spectrum 6 (53 quasars). The difference between these magnitudes (∆g * = g * WFC3 − g * ) does not display strong systematics with a mean (median) ∆g * of about 0.05 (0.03), and a dispersion around the mean of 0.16 dex. SDSS/BOSS observations have been carried out between 2002 and 2013, therefore part of this scatter may be due to intrinsic long-term UV variability (MacLeod et al. 2012 ).
Redshift estimates
Optical spectra were obtained for a fraction of our quasar pair from a variety of instruments and thus have different wavelength coverage and resolution. High S/N spectra were taken for 27 quasars using the Echellette Spectrograph and Imager (ESI) at the Keck II telescope, and the moderate-resolution Magellan Echellette (MagE) optical spectrograph. Twelve quasars have medium/low resolution optical spectroscopy from several telescopes, such as the 6.5m Multiple Mirror Telescope (MMT), Calar Alto Observatory (CAHA), Keck, the 2.1m telescope at the Kitt Peak National Observatory (KPNO), and Gemini (see Table 1 ). All of the observed quasars have both the Ly α and C iv lines covered. The ESI spectra are always considered for redshift determination when available, otherwise we use BOSS/SDSS redshifts (50% of the sample) or the low S/N spectra. Details on the observations and data reduction will be provided in a separate paper, as here we only use these spectra for redshift determination of the quasars and the absorbers. At the time of writing, eleven quasars do not have any other spectra than those taken with HST WFC3/UVIS. The redshifts of these objects were determined from the C iv line observed by WFC3, thus these have the least precise measurements (σ z 800 − 1000 km s −1 ). For the two lensed quasars HE0230−2130 and Q1017−207, the redshift was taken from the literature (Claeskens et al. 1996; Surdej et al. 1997; Anguita et al. 2008) .
To compute the redshift, we have followed a similar procedure as the one described by Hennawi et al. (2006b) . Lines were fitted as the sum of a Gaussian plus a linear local continuum using a custom made IDL code. Strong absorption and/or noisy features were masked. For the majority of the sources, the redshift was estimated from the C iv line only 7 , but there were cases (19 quasars) in which that line was used in combination with other emission lines, like the Si iv and the semiforbidden C iii] lines. For six quasars in which the Mg ii broad emission line was also covered, we have computed the redshift from that line only, as this is considered a better tracer of the systemic redshift (Richards et al. 2002) .
The distribution of radial velocity differences between the foreground and background quasars in the pair (∆v fg/bg = c|z fg − z bg |) as a function of their proper transverse separations is shown in Figure 3 . Given the sample selection (i.e. we observed the closest projected pairs with similar spectroscopic redshift), the bulk of the quasar pair sample is clustered at small velocity differences (∆v fg/bg < 4, 000km/s), which translates into physical distances of < 15Mpc. The redshifts and the emission lines considered for their estimates are listed in Table 1 along with the associated (statistical) uncertainties. 
COMPOSITE QUASAR SPECTRUM
The spectral stack for the WFC3 quasar pairs is constructed following a similar approach to the one in L15. In the WFC3 data, the observed wavelengths shorter than ∼ 2100Å and longer than 6500Å are trimmed because the sensitivity of the G280 detector declines rapidly at those wavelengths, leading to complicated systematic effects and artifacts. To construct the quasar spectral stack, we use the observed spectrum obtained combining the two beams as the reference. The procedure we follow is outlined below.
1. We correct the quasar flux density 8 (f λ ) for Galactic reddening by adopting the E(B − V ) estimates from Schlafly & Finkbeiner (2011) , whose median reddening value is E(B − V ) 0.03 mag, and the Galactic extinction curve from Fitzpatrick (1999) with R V = 3.1. We do not correct the spectra for intrinsic dust absorption, as this is a relatively high redshift (z > 2), optically-selected quasar sample, and thus intrinsic reddening is expected to be small.
2. We generate a rest-frame wavelength array with fixed dispersion ∆λ. The dispersion value was set to be large enough to include at least one entire pixel from the WFC3/UVIS-G280 spectra at rest wavelengths λ < 1215Å (i.e. ∆λ 6.2Å).
3. Each quasar spectrum was shifted to the restframe and rebinned over the common rest-frame wavelength array 9 . Given our adopted masking (2100 < λ obs < 6500Å), the final rest-frame wavelength range where almost all objects are contributing in each flux bin is restricted to 700-2000Å.
4. We normalized individual spectra by their flux at rest wavelength λ = 1450Å.
5. All the flux values at each wavelength were then averaged (mean) to produce the stacked spectrum normalized to unity at λ = 1450Å.
Uncertainties on the observed stack are estimated through a bootstrap resampling technique. We created 10000 random samples of the quasar spectra with replacement, and we applied the same procedure as described above.
8 In the following we will use the word "flux" to mean the flux density (i.e. flux per unit wavelength).
9 Wavelengths are divided by (1 + z) to shift the spectra into the source rest frame, while fluxes in f λ are multiplied by (1 + z).
Comparison to the L15 WFC3 composite for single quasars
The quasar sample employed by L15 was drawn from a similar survey performed with HST using the lowresolution WFC3/UVIS-G280 grism. HST observations and reduction procedures are described in detail in O'Meara et al. (2011) .5 mag, with an average redshift of z 2.44. These data were taken specifically for the scientific goal of surveying the abundance of strong H i Lyman limit absorption features at z 1.5. The WFC3/UVIS-G280 spectra utilized in L15 have relatively high signal-to-noise ratio (S/N∼20) per pixel down to λ obs ∼ 2000Å 10 (with a full width at half-maximum F W HM ∼ 60Å at λ obs = 2500Å). In comparison, our new survey has been designed to characterize the small-scale structure of optically-thick gas in the cirumgalactic medium (CGM) by observing 54 double sightlines at impact parameters in the range of 10-250 kpc . Whilst both the L15 and the quasar pair sample are selected based on a similar SDSS optical colour selection, the pair sample is roughly two magnitudes fainter (g * = 18.3 − 21.6) and spans a wider redshift range (1.9 < z < 2.7, with z 2.3) than the L15 single quasar sample. Our quasar pair spectra also have by comparison lower signal-to-noise on average, with S/N<10 per pixel down to λ ∼ 2000Å than the L15 sample.
The spectral quasar composite (not corrected for IGM absorption) obtained with our new WFC3 quasar pair sample (94 objects) is presented in Figure 4 together with the one published by L15 for single quasars. The new WFC3 quasar pair composite is shown as the solid black line, while the resulting uncertainties on the stacked spectrum are plotted with a shaded area.
The shapes of the two composites are similar overall, yet the new quasar pair stack shows (i) a moderate emission line flux excess and (ii) a ∼30% decrease in flux at λ = 800 − 900Å with respect to the L15 one. The latter may be due to relatively small differences in the ionising continua of quasar pairs with respect to single quasars, differences in the environment, or a combination of the two. We will discuss this in detail in Sections 4.1 and 5.
Regarding the first point, the observed flux excess can be ascribed to the classical Baldwin effect, i.e., the anti-correlation between the rest-frame equivalent width (EW) of a broad-emission line and the continuum quasar (157 objects) is plotted with the green solid line. All spectra are normalized to unit flux at 1450Å. The new WFC3 to the L15 spectral stack ratio is shown in the bottom panel with the black solid line. We also show the ratio between the stack obtained with the whole WFC3 sample (157 objects) and the L15 stack (green solid line) for completeness. Right panel: Zoom-in of the mean IGM corrected quasar spectrum at short wavelengths with uncertainties from bootstrap (shaded area) for the WFC3 pair sample (black solid line), for the L15 (blue dashed line) sample, and considering all WFC3 quasars (157 objects).
luminosity (Baldwin 1977) . This anti-correlation becomes steeper toward higher quasar luminosities and for broad-emission lines with higher ionization potentials (Dietrich et al. 2002) . Such behaviour is also consistent with the shape of the ionizing continuum becoming softer for more luminous quasars (e.g., Malkan & Sargent 1982; Netzer et al. 1992; Zheng & Malkan 1993; Green 1996; Zheng et al. 1997; Lusso et al. 2015) .
Finally, we also constructed for completeness the composite considering all the WFC3 quasars: L15 + the WFC3 quasars presented here considering lenses and the two field quasars, as well as the projected pair, for a total of 157 sources. For the lenses, we only considered the spectrum with the higher S/N . The resulting stack obtained from 20,000 bootstraps is plotted in Figure 4 with the red solid line. This composite, as expected, has a similar shape to the one resulting from the new WFC3 quasar pair sample, with only a few minor differences in the emission line flux. By including the additional WFC3 single quasars from L15, the S/N at 700Å of the resulting stack is improved by roughly a factor of 2.
Stack in redshift intervals
We further investigate how the spectral shape changes by splitting the new WFC3 quasar pair sample in two almost equally populated redshift bins: 48 quasars for the low redshift sample (1.96 ≤ z ≤ 2.24, with a mean z 2.09), and 46 quasars for the high redshift sample (2.26 ≤ z ≤ 2.67, z 2.44). The resulting composites are presented in Figure 5 . Interestingly, the most notable difference between these two stacks at λ < 912Å, where the low redshift stack shows roughly a factor of two increase in flux compared to the high redshift one.
Given that the higher redshift interval is similar in both source statistics and average redshift with respect to the L15 sample, one may expect to observe similar levels of absorption and shape of the composites. Yet, the high redshift quasar pair composite presents significant absorption (fluxes are dimmed by up to a factor of 2 at 700Å) compared to the L15 one. On the other hand, the level of absorption of the pair composite in the lowz stack at z ∼ 2.09 is overall similar to the L15 one, which is however at an average redshift of z 2.44.
IGM ABSORPTION CORRECTION
Absorption from intergalactic H i attenuates the quasar flux at wavelengths blueward of Ly α, both in the Lyman series (creating the so-called Lyman forest) and in the Lyman continuum at rest λ < 912Å (e.g. Moller & Jakobsen 1990) . The significant abundance of neutral gas at z > 2 is clear in our average quasar spectrum shown in the left panel of Fig. 4 .
To recover the IGM corrected quasar emission, we considered the IGM transmission functions (T λ ) published by Prochaska et al. (2014, P14 and references therein) along with their uncertainties. These functions have been computed through a cubic Hermite spline model which describe the H i absorber distribution function that, in turn, depends upon both redshift and column density (f (N H i , z) = ∂ 2 n/ (∂N HI ∂z)). P14 then performed a Monte Carlo Markov Chain (MCMC) analysis of existing constraints on f (N H i , z) to derive the posterior probability distribution functions of seven spline points spaced at irregular logarithmic intervals in the range N HI = 10 12 -10 22 cm −2 . Here we consider 10,000 realizations of f (N H i , z), and calculated T λ in the observed wavelength range with a semi-analytic technique (see Fig. 3 in L15) . This modelling assumes that the H i forest is composed of discrete "lines" with Doppler parameter b = 24 km s −1 and that the normalization of f (N H i , z) evolves as (1 + z) 2.0 (Prochaska et al. 2009 ). This redshift evolution is somewhat faster than what it has been found at lower redshifts. Danforth et al. (2016) presented a COS survey of Ly α forest absorbers (log N HI > 13) at z < 0.47 finding γ = 1.24 ± 0.04, whilst Shull et al. (2017) found γ = 1.14 ± 0.89 from a survey of LLSs and partial LLSs (15.0 ≤ log N HI ≤ 17.5) at 0.24 < z < 0.48. From an HST survey extended to higher redshifts, Ribaudo et al. (2011) obtained γ = 1.19 ± 0.56 for LLSs with τ LLS ≥ 1, also including partial LLSs, at 0.25 ≤ z ≤ 2.59 (γ = 1.33 ± 0.61 with τ LLS ≥ 2). Our assumed redshift evolution is somewhat consistent, within the uncertainties, with the γ values obtained in high redshift surveys, and it is a reasonable value for the Lyα forest of quasars at z 2, as it implies an increasing transmission for the lower-redshift Lyman series (Prochaska et al. 2009 . Opacity due to metal line transitions was ignored since they contribute negligibly to the total absorption in the Lyman continuum.
The technique we followed is similar to the one described in L15. We briefly summarize the main steps below:
1. We first generate a set of 20,000 mock quasar stacks, following the same procedure as in Section 3, by drawing randomly from the 94 quasar spectra to assess sample variance (allowing for duplications).
2. We then randomly draw one IGM transmission function from our suite of 10,000. We smoothed this to the WFC3 grism resolution (5 pixels), and we resampled the transmission function onto the rest-frame wavelength grid of our stacked quasar spectrum. This is repeated for each mock quasar stack.
3. We divide the observed spectral flux (f λ,obs ) by the IGM transmission curve, f λ,corr = f λ,obs /T λ .
4. The 20,000 mock stacks corrected from IGM absorption are then averaged to produce the stacked spectrum (normalized to unity at λ = 1450Å).
5. The uncertainties on the corrected WFC3 stacked spectrum are estimated from the dispersion of these 20,000 mock stacks.
The resulting stack for our WFC3 quasar pair sample is shown in right panel of Figure 4 , along with its 1σ uncertainties and the WFC3 composite published by L15 as a comparison. The stacked spectra show somewhat similar shapes, with a softening at wavelengths λ < 912Å and several (mostly blended) emission lines. The average IGM corrected WFC3 composites for the full WFC3 quasar sample (157 quasars) and for the pairs only (94 quasars) are tabulated in Table 2 .
Spectral fit
We measured the properties of the most prominent emission lines and the spectral continuum by employing QSFit (Quasar Spectral Fitting package; Calderone et al. 2017 ) that automatically performs the analysis of quasar spectra. This software provides, amongst other parameters, FWHM values, velocity offsets, and equivalent widths (EWs) of a number of emission lines. QSFit fits all the components simultaneously considering a single power law to describe the quasar continuum over the entire (rest-frame) wavelength coverage. We defer the interested reader to Calderone et al. (2017) for details, here we briefly summarise the main features of this software which are relevant for our analysis. We fitted the broad component of several emission lines such as Ly α, Si iv, C iv, and the semi-forbidden line of C iii], as well as a combination of templates for the optical and UV iron emission (Vestergaard & Wilkes 2001; Véron-Cetty et al. 2004) . We also considered a list of weaker lines that are not identified by QSFit (i.e. lines not associated with any known line, Section 2.7 in Calderone et al. 2017) . These additional components account for asymmetric profiles in known emission lines. Lines and blends at λ < 1216Å from high-ionisation states such as O iv 608, O v 630, N iii 685, O iii 702, Ne Viii+O iv 772 and Ly γ+C iii] 873, may also be present, but it is impossible to reliably measure their strengths given the noise in our stacked spectrum at blue wavelengths. We thus fit our quasar composite only at λ > 1100Å. At the redshift and wavelength ranges probed by our WFC3 sample, the emission from the hosting galaxies and the Balmer continuum are negligible, we thus neglected both components in the fit. Figure 6 (left panel) shows the rest-frame stacked spectrum for the 94 quasars extending from 1100Å to 2000Å and the power-law fit to the continuum of the form f λ ∝ λ α λ , where the best-fit power law index is α ν = −0.61 ± 0.08 11 (dot-dashed line), in good agreement with previous works in the literature. A summary of the spectral properties (i.e. full width at halfmaximum, velocity offset, and equivalent widths) for the most prominent lines with no quality flag raised (i.e. "good", whose quality flag is 0) is provided in Table 3 .
To compare these findings with the ones of L15, we re-fitted their composite (WFC3 + SDSS) for single quasars using QSFIT with the same set-up. We find the same quasar continuum slope of α ν = −0.61 ± 0.10, whilst the FWHM, v obs , and EW are reported in Table 3.
The ionising slope is estimated by modelling continuum+lines with a simple single power-law in a similar fashion as done by L15. We computed the bestfit slope of the composite at λ < 912Å results from a χ 2 minimization in a each bootstrap realization as described in Section 4. The final value we quote for the spectral slope (along with the 1σ uncertainties) is estimated from the mean (and standard deviation) of all the bootstrap realizations.
The resulting ionising slope is α ion = −2.48 ± 0.77. Figure 7 presents a zoom-in of the ionizing part of the composite with the resulting best-fit. We caution that, given the low WFC3 resolution and the high level of noise in the ionising region, we cannot identify weak lines that should be present at λ < 912Å, including Ne Viii 775, O iv 787.7, O ii+O iii 834.5, and Ly γ+C iii 873. Blended lines from high-ionisation states such as O iv 608, O v 630, N iii 685, and O iii 702 (fundamental diagnostics for studying the physical conditions of broad emission line regions) may also be present, although it is impossible to reliably measure their strengths. For example, the "dip" at λ 730 − 750Å could also be a line-free region instead of a trough. However, the same dip is observed in the geometric mean (regarded as the better characterization of the AGN composite) by S14 (see the top panel of their Fig. 5 ) and the stack has a ionising slope of −1.41 ± 0.15, whilst this dip disappears in their median (bottom panel of their Fig. 5 , showing a slope of −1.32 ± 0.15). This further highlight the challenge in estimating the ionising slope in quasar spectra. Our ionising slope of the spectral fit shown in Figure 7 , although uncertain, should only be considered represen-tative of the combined contribution of both continuum and emission lines of quasars at z > 2 given the IGM transmission functions employed (possible caveats are discussed in § 4.2).
We also computed the non-ionizing and ionizing spectral slopes by considering the IGM corrected spectral stack of the combined WFC3 sample from our previous survey (i.e. O11, O13, L15; 53 quasars) and the whole HST quasar sample from our new WFC3 program (104 quasars): 157 quasar spectra in total. We find spectral slopes of α ν = −0.52 ± 0.04 and α ion = −1.98 ± 0.50 for the non-ionizing and ionizing part of the spectrum, respectively, in statistical agreement with the values obtained considering only the WFC3 quasar pair sample.
As discussed by L15, our analysis supports the results that a single power law does not seem to be a satisfactory description of the region below 912Å, where the continuum exhibits a break with a flatter (softer) spectrum (see also Telfer et al. 2002) . The shape of our new WFC3 stacks present a 20% flux decrement around 912Å and a very faint O ii+O iiiλ834.5Å blend. Additionally, it is not trivial to interpret the feature at ∼ 730Å as intrinsic continuum or absorption. Therefore, given the poor spectral resolution and the difficulties in fitting the ionizing spectral region, we refrain from employing more complicated models.
Caveat on the IGM trasmission function employed
The new WFC3 spectral stack (see Figures 4 and 7) , corrected for the IGM absorption following the procedure outlined at the beginning of this Section, implicitly assumes that our employed T λ functions are, on average, representative of the IGM of quasar pairs. In other words, the environment of quasars pairs is not expected to be statistically different from the one of single quasars. Nonetheless, the T λ function critically depends upon the parametrization of f (N H i , z) (Madau 1995; Meiksin 2006; Inoue et al. 2014 ) and its statistical nature is due to the stochasticity of Lyman limit systems (Bershady et al. 1999; Inoue & Iwata 2008; Worseck & Prochaska 2011) . Our approach takes into account the stochasticity of Lyman limit absorption (Worseck & Prochaska 2011) , therefore this is the best way to correct for Lyman series and Lyman continuum absorption of low-column density absorbers that cannot be identified and corrected by eye. In addition, LLSs could perhaps be masked by the low spectral resolution of WFC3, which prevents an unambiguous identification of weak partial Lyman limit systems in individual spectra without knowledge of the underlying quasar continuum.
The new WFC3 quasar pair spectral composite (with α ν −2.5 ± 0.8) is thus representative of the intrin- b Velocity offset with respect to the reference wavelength (only broad component).
sic shape (which we argue is in range α ν −1.4, −1.7) plus any additional contribution of absorption associated with the quasar pair environment, which is not captured by our T λ functions. To investigate this further, in the following sections we will focus our attention on the ionizing region of the spectral composite to provide a better modelling of the IGM properties in proximity of these pairs.
THE MEAN FREE PATH
The most notable absorption features in quasar spectra are optically-thick absorption line systems, namely LLSs and damped Ly α absorbers (DLAs). These systems have a higher neutral hydrogen fraction than the IGM, and have column densities of N HI > 10 17.2 cm −2 (i.e. they are optically-thick to Lyman continuum photons). They play a major role in modulating the intensity of the extragalactic UV background, and in the determination of the mean free path to ionising photons in the IGM (e.g., Rauch et al. 1997; Fardal et al. 1998; Shull et al. 1999; Haardt & Madau 2012; FaucherGiguère et al. 2008 FaucherGiguère et al. , 2009 ). Our previous analysis has focused on the spectral properties of the quasar pairs once corrected for an average IGM absorption. We now assess more quantitatively the properties of the UV composite at < 910Å to investigate whether the quasar pair sample displays differences compared to single quasars, which could be ascribed to a different environment and/or a different ionization state of the IGM near these quasars. The first measurement we perform to this end is quantifying the mean free path of ionizing photons.
Formalism
To estimate the mean free path to ionising radiation λ 912 mfp we consider and review the model presented by O'Meara et al. (2013 , O13 hereafter, see also O'Meara et al. 2011 Worseck & Prochaska 2011; Fumagalli et al. 2013; Worseck et al. 2014; Prochaska et al. 2014) . The observed stacked quasar SED blueward of Ly α, i.e. λ < 1216Å, can be modelled as
where the term af λ,SED λ −α accounts for the intrinsic quasar ionising continuum (f λ,intr ) and it will be discussed in detail in Section 5.2. The τ λ,eff parameter is the effective optical depth due to intervening absorbers and includes the contribution of absorption in the hydrogen Lyman series (τ 
where z 912 is the redshift at which a photon emitted at the redshift of the quasar (z qso ) is absorbed at the Lyman limit
As already discussed by Fumagalli et al. (2013) and Worseck & Prochaska (2011) , one could consider both τ Ly eff (λ 912 ) and γ τ as free parameters, but the data between 700 and 912Å do not constrain them independently. To account for the Lyman series opacity we have Figure 8. Our adopted Lyman series opacity as defined in equation (4), where the employed f (NHI, z) function is taken from Prochaska et al. (2014) , and extrapolated at zqso 2.26 for a fixed Doppler parameter b = 24 km s −1 (black solid line). The green line represents τ Ly eff for a redshift z 3 , while the red dashed line is the bestfit Lyman series opacity obtained by O13 given equation (2) (4) where τ ν is the optical depth due to the incidence of the Ly series (n = 1, 2, 3, ... corresponds to Ly α, Ly β, Ly γ, etc; Madau et al. 1999) , and f (N HI , z) is the column density distribution function from Prochaska et al. (2014) . We have fixed the Doppler parameter b for the Ly series to 24 km s −1 and z qso to the average redshift of the quasar sample (z qso 2.26). The resulting Lyman series opacity is plotted in Figure 8 . As a comparison, we also plotted the best-fit Lyman series opacity obtained by O13 given equation (2), with τ Ly eff (λ 912 ) = 0.3 and γ τ = 1.64 (see their eq. (4) and Table 7) , and the one employed by Fumagalli et al. (2013) for z 3 quasars. The characteristic sawtoothed behaviour is due to the incidence of the Ly series lines (τ ν ), while the shape at wavelengths bluer than 912Å depends upon the adopted f (N HI , z). Such a correction is anyways minor compared to the Lyman limit opacity, of the order of ∼ 10 − 15% in the wavelength range of interest.
The last parameter we need to model is the Lyman limit optical depth, which is set by the opacity κ LL seen at each redshift by the ionising photons emitted at λ < 912Å over a path-length r from the quasar redshift to z,
Following Fumagalli et al. (2013) (see their Section 4), the opacity κ LL (r, λ) can be re-written as a function of redshift
, (6) which is defined by the product of the redshiftdependent opacity κ LL 912 (z qso ) and the H i photoionization cross-section (σ ph ∝ λ 2.75 ). The dependence of κ LL 912 (z) with redshift can be parametrised as follows
but since κ LL 912 (z) is only weakly-dependent on redshift (γ κ 0.4 at z 2.4, O13), we assume γ κ = 0 for our analysis. For a given cosmology,
where we neglect the contribution of Ω Λ given the redshift range probed by our quasar sample, resulting in error on the order of 3-5% in our measurement. By combining the above equations, we can now define the final expression for the Lyman limit opacity as
(9) The final model for the normalized observed quasar SED is thus constructed by combining equations (4) and (9) in equation (1).
The intrinsic quasar SED
To quantify the "extra" absorption observed in the quasar pair composite, we need to model the shape of the intrinsic quasar SED. This is a key assumption in our estimate of the mean free path and a necessary step in order to probe the foreground IGM. Previous works in the literature have found very similar slopes in the 1200 − 2000Å wavelength range, with spectral indexes roughly around α ν −0.61, −0.83 (e.g. L15; Stevans et al. 2014) , while the situation changes at much shorter wavelengths (e.g. the rest-frame range 500 − 1200Å) where the slope may vary significantly, from α ν −0.56, −0.72 (Scott et al. 2004; Tilton et al. 2016) , to α ν −1.41, −1.70 (Shull et al. 2012; Stevans et al. 2014; L15) . 
Normalised Counts
L15 S14
L15 (800-905Å) S14 (800-905Å) Figure 9 . Distributions of the best-fit λ 912 mfp values derived by modelling the 700-911.76Å wavelength range of 15,000 composite spectra via the bootstrap technique described in §5. We considered two different models for the intrinsic quasar SED: the IGM corrected L15 spectral stack (blue histogram) and the Stevans et al. (2014) composite (orange histogram). The same analysis has also been performed over a narrower wavelength range (i.e. 800-905Å).
However, given the similarity of the redshift range between our quasar sample and the one presented by L15, we assume that the underlying intrinsic quasar SED is the L15 (corrected for IGM absorption) modulated with a power-law α = 0.3, i.e. α ν = −1.7, we assumed that the intrinsic continuum slopes are the same for both pairs and singles quasars (the differences arise in the large-scale environment),
where a allows for an offset between the assumed intrinsic SED and the WFC3 composite, which is a free parameter. Even though the quasar SED is normalised to 1450Å, there may be some non-trivial difference in the flux measurement or emission line strength. Given the different nature of our sample (i.e. ∼ 90% are close quasar pairs versus single field quasars), and the fact that the observed SED seems to show a mild level of absorption at ∼ 800 − 850Å (see Figure 4 ), we will discuss how our results change if we assume different intrinsic quasar SEDs in the following section.
Estimating the mean free path
We apply the formalism described in §5 to the observed WFC3 composite to obtain an estimate of λ 912 mfp . We proceed by first building a set of stacked spectra with a standard bootstrap technique (allowing for repetition). For each quasar stack we then applied a maxi- mum likelihood analysis in the wavelength interval 700-911.76Å where the free parameters are a and κ LL 912 (z qso ). The wavelength range for the model fit is chosen to be consistent with the one defined by O13 for comparison purposes, nonetheless we have also investigated how the slope changes if we consider a more conservative (narrower) wavelength range, 800-905Å. The higher wavelength is chosen to avoid the quasar proximity region at > 905Å, while the lower bound is set to avoid the possible contribution of noisy data Worseck et al. 2014) .
Given the wide range of ionising spectral slopes published in the literature, we have also further examined the dependence of λ 912 mfp on the assumed intrinsic spectral shape. As our quasar pair sample is at z > 2, one possibility is to consider the composite SED published by Telfer et al. (2002) . However, as already discussed by L15 and Scott et al. (2004) , the IGM correction considered by Telfer et al. (2002) is basically negligible at λ ≤ 1200Å, even if z > 2 quasars are the main contributors at these wavelengths. The more recent spectral composites published by Shull et al. (2012) and S14 are identical, with ionising spectral slopes (500-1000Å) of α ν = −1.41 ± 0.21 and −1.41 ± 0.15, respectively. These slope values are more precise than the ones we can compute from our WFC3 data, as they have been estimated by taking advantage of the higher spectral resolution of COS, which allows the authors to fit the local continua (correcting for identified LLSs and pLLSs), taking into account the contribution of quasar emission lines (see also Shull et al. 2017) . The S14 spectral stack (covering the rest-frame range 475-1875Å) has been obtained from 159 AGNs at redshifts 0.001 < z < 1.476 (with an average redshift of z = 0.34), and probes both lower redshifts and optical magnitudes (see Fig. 1 ) with respect to the objects analysed here. Nonetheless, be- ing their composite at much higher resolution than our WFC3 one and directly corrected for both LLSs and pLLSs, which we do statistically, we decided to consider also the intrinsic quasar SED published by S14. We scaled and tilted the COS composite considering their observed spectral slope at λ < 912Å as
The COS stack is also rebinned to the dispersion solution of our stacked spectrum and smoothed to the WFC3 spectral resolution. The best estimate of the mean free path (λ 912 mfp ∝ 1/κ LL 912 (z qso )) is derived by the mean (median) of 15,000 different realizations along with its uncertainties.
The normalised distribution of the best fit λ 912 mfp values for the 15,000 different realizations of our quasar pair sample computed by assuming the L15 and S14 stacks as the underlying continua and the 700-911.76Å The black solid line is the observed WFC3 quasar pair composite, normalized to unity at λ = 1450Å. The dashed curve is the IGM corrected quasar stack by L15 assumed to be the underlying intrinsic quasar SED. The purple curve shows the best estimate of the intrinsic quasar continuum (f λ,intr ), i.e., the scaled and tilted L15 spectrum as in equation (10), where the best-fit a value is provided in Table 4 . The solid red curve is the complete model that includes both τ Table 4 .
The best-fit models are shown in Figure 11 . The left and right panels are obtained by fitting the observed quasar pair composite in the [700, 911.76]Å and [800, 905]Å, respectively, whilst the top and bottom panels present our findings by assuming the IGM corrected L15 and the S14 composites as the underlying intrinsic quasar SED. The purple curve shows the best estimate of the intrinsic quasar continuum (f λ,intr ), i.e., the scaled and tilted L15 and S14 spectra as defined in equation (10). The solid red curve represents the complete model, which includes both τ Ly eff and τ LL eff in the rest-frame wavelength range considered.
The quasar SED defined in equation (11) seems to be a better representation of the observed WFC3 stack, which is probably mainly due to the lower contribution of the O ii+O iiiλ834.5Å blend (see Figure 4 ). Yet, in the 800-905Å interval, the extrapolation of the model to bluer wavelengths clearly shows that it significantly un- Figure 12 . The green and orange solid lines are the observed WFC3 quasar pair composites for the low-( z = 2.09) and high-z ( z = 2.44) subsamples, respectively. Keys as in Fig. 11 .
der predicts the observed quasar flux. We thus consider the SED that includes the broader wavelength range as the most representative. Overall, we find that the λ values we found are sensitive to the adopted underlying continuum as well as the contribution of prominent emission lines. Given the results of our analysis, we cannot favour a scenario for quasar pairs having a different ionising continuum with respect to single quasars in a similar redshift range. We thus argue that the most representative λ , which is in good agreement with our findings within the uncertanties. We stress here that the formalism considered by O13 for the λ 912 mfp measurement is rather different from ours (see their Section 5). Our adopted Lyman series opacity is a factor of ∼ 12% lower than O13 (see Fig. 8 ), and O13 considered the Telfer et al. (2002) as the intrisic quasar template spectrum. The O13's model has six free parameters: two for the quasar SED (i.e. the tilt and normalization), two for the Lyman series opacity (γ τ and τ Ly eff (λ 912 )), and two to model the Lyman limit opacity (γ κ and κ LL 912 (z qso )); whilst ours has only two (i.e. the slope of the intrinsic SED, a, and κ LL 912 (z qso )). We have thus re-fitted the O13 WFC3 quasar sample using our formalism to establish possible systematics amongst different assumptions. By assuming the intrinsic L15 quasar SED with no tilt, as this stack was constructed with the same data, and fit the spectra in the same wavelength interval as the one adopted by O13 (i.e. 700-911.76Å), we find λ From this comparison we could conclude that quasar pairs and single quasars seem to trace similar IGM distributions. Nonetheless, our sample covers a broad redshift range (see Fig. 1 ), thus the τ Ly eff function employed (see §5.1) may have a tendency to over(under) estimate the correction for quasars at low (high) redshifts with respect to the mean redshift of the sample (i.e. z 2.26). We have thus performed the whole analysis by assuming the 700-911.76Å wavelength range, the tilted L15 SED, and the τ 70 Mpc for the low and high-z samples respectively, and the best fit models are presented in Figure 12 .
The difference between the λ 912 mfp value of O13 and the one we measured for the high-z quasar pair subsample is at the 2σ level. Despite the large uncertainties, our analysis of the λ 912 mfp suggests a possible difference in the environment of pairs with respect to single quasars at similar redshifts, in line with the comparisons of the observed UV stacks we have discussed in previous sections.
The redshift evolution of the mean free path
The evolution of the mean free path as a function of redshift provides insights on the cosmological distribution of gas around galaxies that dominates the hydrogen Lyman limit opacity. The most comprehensive collection of direct λ 912 mfp measurements is provided by Worseck et al. (2014, W14 hereafter, see their Rudie et al. 2013). They found that λ 912 mfp increases by an order of magnitude from z = 5 to 2.5, where most of the measurements are at z > 3 and only two λ 912 mfp values are currently being estimated at z = 2.0 − 2.5. Our survey adds two additional data points on the λ 912 mfp − z relation at z < 3, and allows us to directly compare the distribution of H i LL absorbers of quasars pairs with the ones of single quasars. Figure 13 shows the mean free path to ionising photons as a function of redshift with our additional measurements at z = 2.0 − 2.5. For a comparison, we overplot the complete set of λ Overall, we find that our λ 912 mfp estimates are systematically lower with respect to the best fit relation by W14 and that the λ 912 mfp value of the high redshift quasar pair sample is statistically different at the 2σ level with respect to the one for single quasar obtained by O13 when using the same fitting technique. By considering a two-parameter model in a similar fashion to the one adopted by W14, λ 70 Mpc (dashed line in Fig. 13 ), which is different at the 2σ level with respect to the slope found by W14.
Estimates of the λ 912 mfp are very sensitive to the spectral shape at λ < 910Å. Given that our WFC3 spectral composite displays a somewhat steeper slope at λ < 912Å compared to the L15 one, our low λ 912 mfp values can be due to either a different evolution of the optically-thick gas on cosmological scales, i.e. changes in the gas accretion rate on to galactic haloes at z < 3, or a different CGM/IGM distribution for pairs with respect to single quasars (i.e. a more dense or neutral environment for quasar pairs). We regard the first scenario unlikely, as a change in the relative contribution of optically-thick absorbers to the mean free path would show as a break in the λ 912 mfp − z relation at z < 3 ). Yet, our data do not require a break in the power law presented in Figure 13 . To explore the latter scenario, in the next section we analyse the WFC3 spectra together with the high-resolution ones (when available) to study the incidence of optically-thick absorbers along the line of sight.
FITTING FOR LLS ABSORBERS
To further investigate whether the quasar pairs in our survey tend to live in a denser and/or more neutral environment than single quasars, we fit for absorbers by modelling each quasar spectrum using a similar approach as the one adopted by O13. We summarise the main steps. First, we need to estimate the level of continuum and the slope at λ > 1200Å. For comparison purposes, we considered the same template as the one employed by O13, i.e. a Telfer et al. (2002) quasar template spectrum, modulated by a scaled normalization and a tilt. The values of the normalization and the tilt have been determined utilising a custom GUI that allows one to visually compare the quasar template for each WFC3 spectrum 12 . We then add one or more systems to model any drop in the observed flux at λ < 912Å yielding significant opacity. To robustly identify absorption systems using low resolution spectroscopy, spectral data with high S/N and quasars without complex ionising continua are usually preferred. As our dataset has relatively modest S/N, we also considered the additional SDSS data and the high resolution spectroscopy from our on-going follow-up campaign (at the time of writing, ∼ 50% of the sample has additional spectroscopy from ground-based facilities, see Section 2.3) to identify and/or confirm strong (log N HI ≥ 17.2 or τ LL 912 ≥ 1) absorbers through the presence of saturated H I absorption lines, and narrow absorption line doublets such as C ivλλ1548,1551. The analysis for each quasar spectrum was performed independently by E. L. and M. F., then the models were visually inspected and compared. This exercise is meant to provide an indicative (but quantitative) estimate of the incidence of absorbers in our sample that we can then compare with the results from single quasars using similar data. A more in depth analysis of the absorbers in our sample is not the purpose of this paper and will be presented in a forthcoming publication.
An example of this analysis is shown in Figure 14 , where we present the final adopted model superimposed to the WFC3 spectrum (the redshift of the identified absorbers are also displayed). As already discussed by O13, χ 2 −minimization algorithms usually assign unrealistically small statistical errors (< 2%), we thus considered an uncertainty which is based upon the comparison between the values for the redshift of the absorbers, z abs , and the column density obtained from the different authors.
For systems with log N HI > 17.2, the uncertainty on the z abs is in the range ∼ 0.02 − 0.05 ( 1, 745 − 4, 400 km/s). Our survey is not complete for multiple absorbers with log N HI < 17.2 in the range 5,000-10,000km/s from the Lyman limit. Our main aim is however to identify strong LLSs, and only use weak absorbers (log N HI < 17.2) to model the continuum.
When two absorbers are located within |δv| <10,000 km/s (δz 0.1) and the redshifts are based on WFC3 spectra only (∼ 40% of the quasars in our sample), we tend to consider such complexes as a single LLS with a summed optical depth, similar to what is done in the O13 analysis. This choice over-estimates the incidence of systems with τ LL 912 1 by roughly 10% (see discussion in O13 and Prochaska et al. 2010) , and it affects both quasar samples. Yet, whilst in our study we also based our identification on additional spectra with higher resolution data (e.g. ESI, Mage, BOSS, LIRIS) when available, the O13 analysis was based on WFC3 spectra only. Therefore, we may find more systems especially at log N HI 17.2 or lower with respect to O13. As this may introduce biases in our comparison, we believe that considering only those absorbers with log N HI ≥ 17.2 at |δv| < 5, 000 km/s is a conservative choice that minimises possible systematics.
During our search, we identified 28 (20) systems having log N HI ≥ 17.2 with |δv| =10,000 km/s (5,000 km/s), 14 (9) of which with log N HI ≥ 17.5 and |δv| =10,000 km/s (5,000 km/s). Figure 15 presents the N HI dis-tributions of the absorbers for |δv| <5,000 km/s and 10,000 km/s for our WFC3 quasar pair sample and for the O13 sample of single quasars, where they identified 109 absorbers overall (see their Table 2 ). The bins have been normalised to the total numbers of quasars in each sample (i.e. 53 sources for O13 and 94 in our analysis). Six percent of the O13 total quasar sample have log N HI ≥ 17.2 within |δv| =5,000 km/s (3 absorbers), which is roughly a factor of 3 lower compared to our 20% (20 absorbers). If we assume an uncertainty on the identification of ±2 in both samples (as we cannot resolve multiple strong absorbers within 10,000 km/s, see also Section 4.1 in O13), these two rates are different at the 5σ level. This result further suggests that the quasar pair at 10-150 kpc (projected) separation observed in our survey tend to live in environments with denser/more neutral gas than single quasars, in line with the results of our mean free path analysis.
DISCUSSION AND CONCLUSION
In this study we characterize the spectral shape and environmental properties of close (R ⊥ ≤ 150 kpc) quasar pairs at z = 2.0 − 2.5, and compare the results to studies of single quasars at similar redshifts. Below we summarise our main findings.
1. Our quasar pair sample leads to an ionizing powerlaw index of α ion −2.5 ± 0.8 (see §4.1), which, taken at face value, is softer (i.e. steeper) than the one obtained by L15 for single, much brighter, quasars (α ion = −1.7±0.6), although both characterized by high uncertainties. This result assumes that the IGM distribution for the pair quasar sample is the same as that of single quasars at a similar redshift range. As our WFC3 quasar pair sample spans a broad redshift range, the assumption of an average IGM absorption function at the mean redshift of the sample may over(under) estimate the correction for quasars at low (high) redshifts with respect to the mean redshift of the sample (i.e. z 2.26). To check this point, we analysed the quasar pair sample in two redshifts bins.
2. When we create two composite samples binned by redshift, we find that the high redshift quasar pair composite ( z 2.44) shows a factor of ∼2 lower fluxes at rest-wavelengths below ∼900Å compared to the L15 one, which consider quasars at the same average redshift. On the other hand, the level of absorption of the pair composite in the low redshift interval ( z 2.09) is overall similar to the L15 stack (see Figure 5 ). We thus conclude that our assumption of a similar IGM distribution for the two samples at similar average redshift is likely incorrect and uncover differences in the gas distribution between pairs and single quasars. 70 Mpc) at similar redshifts. Yet, uncertainties are large given current data (the difference is at the 2σ level). As a result of our λ 912 mfp analysis and its evolution with time, we cannot rule out a difference in the relative contribution of absorbers (DLAs, LLSs) along the line of sight.
4. When we search the spectra for strong absorbers, we find that 6% of the O13 total quasar sample have absorbers with log N HI ≥ 17.2 within |δv| =5,000 km/s (3 absorbers), which is roughly a factor of 3 lower compared to our 20% (20 absorbers). These two rates are significantly different at the 5σ level.
Implication for the quasar environment
Studies of quasar environments at various scales (from a few kpc to Mpc) and at different cosmic epochs are fundamental to understand the role of the large-scale environment in driving matter into the centre of galaxies, possibly triggering the quasar activity. One way to investigate quasars' environment is to measure the incidence of strong H i absorbers in quasar sightlines, which trace the distribution of cool, dense gas that forms structures.
In the case of a single quasar, the expectation for the incidence of Lyman limit absorption systems per unit path length (i.e. the number density of LLS per unit redshift), N (z), is 0.96 Table 5 ). In other words, a quasar will hit on average roughly one absorber within a path ∆z = 1 along the line of sight (see also Shull et al. 2017 for similar results at z < 0.5). As absorbers along the line of sight are often found to be intervening, optically-thick absorbers tend to be located at relatively large distances from luminous quasars, and not in close proximity to the quasars themselves. This effect can be attributed to the elevated radiation field near quasars. Indeed, Hennawi et al. (2006b) argued that for a quasar at z = 2.5 with an r-band magnitude of r = 19, the continuum ionizing flux is 130 times higher than that of the extragalactic UV background at an angular separation of 60 , which corresponds to a proper distance of 340h −1 kpc (see also Hennawi & Prochaska 2007) . This enhanced ionization of clouds near the quasar gives rise to the proximity effect (Bajtlik et al. 1988 Figure 15 . Absorber column density distribution for our quasar pair sample (blue filled histogram) and the one by O13 of single quasars (red open histogram) for a velocity cut of |δv| =10,000 km/s and |δv| =5,000 km/s, for the left and right panel respectively. Each bin has been normalized to the total number of quasars in the two samples, i.e. NTOT =94 and 53 for our sample and the O13 one, respectively. All NHI values higher than 10 17.5 cm −2 should be considered lower limits.
The effects of ionization, however, are expected to be non-isotropic due to quasar beaming. Indeed, Hennawi et al. (2006b) presented a technique for studying the clustering of absorbers near luminous quasars in the transverse direction, perpendicular to the direction in which the quasar is radiating. To this end, they made use of alignments of background quasar sight lines to search for optically-thick absorption in the vicinity of foreground quasars at 1.9 < z fg < 4.0, finding a highincidence of optically-thick gas in the circumgalactic medium of the quasar host, much in excess with observations along the line of sight. This result provides significant evidence that these absorbers are, indeed, strongly clustered around quasars (see also Hennawi et al. 2006a; Hennawi & Prochaska 2007; Hennawi et al. 2010) , but likely photoionized along the line of sight. By using a background quasar sightline to study the foreground quasar's environment in absorption (where the pairs are thus at different redshift), Prochaska et al. (2013) also found an excess of H i Ly α absorption in the 30kpc < R ⊥ ≤ 1Mpc environment transverse of 650 projected quasar pairs at z ∼ 2. In agreement with previous studies, their analysis is consistent with quasars being hosted by massive dark matter halos M halo 10 12.5 M at z ∼ 2.5, where the transverse direction is much less likely to be illuminated by ionizing radiation than the line-of-sight (see also White et al. 2012) .
The synergy between these two effects (quasar photoionization vs excess of H i absorption surrounding the quasars) is complex and depends upon many factors, such as the mass of the host galaxy (i.e. the mass of the halo), and the luminosity and opening angle of the quasar (e.g. Faucher-Giguere et al. 2008) . The case of closely separated quasar pairs (R ⊥ ≤ 150 kpc) at similar redshifts (∆z ≤ 10Mpc, Figure 3) is thus of particular interest as, differently from projected pairs, these systems are excellent tracers of the environment of quasars that share the same large-scale structure, or in some cases even the same dark matter halos.
Our WFC3 pair sample shows an enhancement of LLSs with log N HI 17.2 at |δv| <5,000 km/s compared to single quasars at the 5σ level along the line of sight. This higher incidence of optically-thick gas along the pairs' sightlines explains the softer shape of the composite quasar pair stack when compared to the one of single quasars at similar redshift (see left panel of Figure 4 and Figure 5 ). Amongst the 20 strong absorbers we found, six of them lie in correlated pairs (all in the low redshift bin), while the rest is equally shared between the low and high redshift bin (see Figure 3) . Moreover, we find that the location of these 20 absorbers is equally shared between foreground and background quasars, with 9 absorbers identified in background quasars and 11 absorbers in foreground sources. We still retrieve an equal fraction of strong absorbers in the foreground and background quasar if we consider absorbers at |δv| <3,000 km/s (14 absorbers). There is no obvious trend with magnitudes, as these 20 absorbers are located in quasars having average r * magnitudes typical of the overall sample (r * 20). Despite the small statistics, this implies that both foreground and background quasars are embedded in the same, and equally dense and (partially) neutral, environment at < 15Mpc (Figure 3 ). This is different from what seen in single quasars, and also from the results of the projected pairs, where the background sightlines show a clear excess of absorbers at the redshift of the foreground quasars. Given that the mean luminosity is about a factor of 3 fainter than the typical quasars considered by Hennawi et al. (2006b) , we argue that the higher fraction of optically-thick absorbers in quasar pairs is not primarily driven by a lower radiation field. Instead, based on this analysis, we argue that the gas absorbing Lyman limit photons in our WFC3 sample of closely-projected quasar pairs is likely to arise mostly within structures located in denser regions within the CGM or IGM where both quasars reside.
We are grateful to the referee, Prof. Michael Shull, for his thorough reading and for useful comments and suggestions which have significantly improved the clarity of the paper. E.L. thanks G. (Foreman-Mackey2016) ,matplotlib(Hunter2007), emcee (Foreman-Mackey et al. 2013) , QSFit (Calderone et al. 2017 In Figure 16 we present the mean observed and corrected for IGM absorption composite normalized to unity at 1450Å for the background (mean/median redshift is 2.275/2.249) and foreground (mean/median redshift is 2.255/2.236) quasar samples separately. It is clear from this comparison that both samples have very similar ionizing continua, whilst differences arise in the most prominent broad emission lines (C iv and Ly α), in the form of a ∼ 20−25% emission line flux increase for the background quasar stack compared to the foreground one. Such a feature is likely due to a mild Baldwin effect as the foreground quasars are, on average, somewhat brighter (mean/median g * = 20.10/20.24) than the background (mean/median g * = 20.21/20.35) sources. Moreover, a ∼ 20% flux decrement at λ 760−880Å in the background composite with respect to the foreground one is also present, falling in the midst of prominent quasar emission lines (i.e. NeVIIIλλ775, OIVλ788, OII+OIIIλλ834.5). We note that this is not highly significant as uncertainties on the average spectra are of the order of ∼ 10 − 12% at λ 800Å. We should also point out that our estimates of the quasar redshifts can be fairly uncertain (σ z ∼ 500 − 1000 km/s), as they have been evaluated from C iv for the majority of the sources in the sample ( thus subject to offsets from the systemic; e.g. 500-1000 km/s; Corbin 1990), while only a few cases Mg ii (σ z ∼ 200 − 500 km/s) was available 13 . Given that the pair separations are very small, it is then possible to confuse a background with a foreground pair, and vice versa.
