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Abstract
An algorithm for computing the topology of a real algebraic space curve C, implicitly defined as
the intersection of two surfaces, is presented. Given C, the algorithm generates a space graph which
is topologically equivalent to the real variety on the Euclidean space. The algorithm is based on
the computation of the graphs of at most two projections of C. For this purpose, we introduce the
notion of space general position for space curves, we show that any curve under the above conditions
can always be linearly transformed to be in general position, and we present effective methods for
checking whether space general position has been reached.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
The problem of computing the topological graph of algebraic curves plays an
important role in many applications such as plotting (see Mittermaier et al. (2000)) and
sectioning in computer aided geometric design (see Bajaj and Hoffmann (1988) and
Keyser (2000)). Many authors have addressed the problem for the plane curve case (see
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Arnon and MacCallum (1988), Gianni and Traverso (1983), González-Vega and Necula
(2002) and Hong (1996)) and theoretical complexity analysis and practical improvements
have been presented in several papers (see González-Vega and El Kahoui (1996), Hong
(1996) and Roy and Szpirglas (1990)). In addition, in Gianni et al. (2002) and in
Fortuna et al. (2004) the computation of the topological type of a surface has been
addressed. However, the computation of the topological graph of algebraic space curves
has not been treated so extensively.
One may approach this problem by projecting the space curve onto the XY plane,
afterwards lifting the plane graph associated with this projection to obtain a space graph of
the curve. In the presence of points with multiple fiber, one needs additional information,
which is then taken from a second projection of the space curve onto the XZ plane. In
order to carry out the lifting process, the correspondence between the edges of the graph
associated with the first projection and the edges of the space graph has to be 1:1. This
requires the curve to be placed in a “sufficiently good” position; more precisely, we need
to ensure that:
(1) No component of the space curve is normal to the XY plane or to the XZ plane.
(2) Projections onto XY and XZ of different branches of the curve do not overlap, i.e. the
projections of the space curve onto the XY plane and the XZ plane are injective up to
finitely many points.
(3) Any edge of the plane graph associated with the first projection comes from a real
branch of the space curve, i.e. any edge of the plane graph lifts to an edge of the space
graph.
If the above conditions are fulfilled, then all the significant topological information
about the space curve can be recovered from the planar graphs of its projections, so the
space graph can be reconstructed from the planar graphs of the projections.
In this paper, we consider these difficulties for the case of real, algebraic space curves
implicitly defined as the intersection of two surfaces. Thus, we introduce the notion of
space general position in order to denote that a space curve is in that “sufficiently good
position”. One can show that almost all rotations place the curve in space general position.
Nevertheless, from an algorithmic point of view one needs to certify whether this general
position has really been achieved. Hence, we provide techniques for algorithmically
certifying space general position.
Once that space general position is obtained, the algorithm for computing the space
graph of the curve can be applied. Furthermore, since in general two projections of the
curve may be needed, we also present some techniques that make easier the computation
of the graph of the second projection, once the graph of the first projection has been
constructed.
The paper is structured as follows. In Section 2, we briefly recall the general strategy
for computing the topology of a plane curve. Section 3 is devoted to the notion of space
general position, and to developing algorithmic criteria to certify it. Finally, in Section 4
we present the algorithm for computing the topology of the space curve, and a detailed
example.
Throughout this paper, we will use the following notation and terminology. In the
following, C is a real, algebraic space curve implicitly defined as the intersection of two
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surfaces of equations f, g ∈ R[x, y, z], without common components; i.e. gcd( f, g) = 1
and
C = V ( f, g) = {(x, y, z) ∈ C3 | f (x, y, z) = g(x, y, z) = 0}.
Also, πz denotes the projection
πz : C3 −→ C2
(x, y, z) −→ (x, y),
and πz(C) denotes the projection of C onto the XY plane; similarly for πx and πy .
Furthermore, for P(z) ∈ πz(C), FP(z) denotes the fiber of the restriction mapping πz |C
at P(z); i.e.
FP(z) = {P ∈ C |πz(P) = P(z)}.
Similarly for πy(C) or πx(C).
2. Preliminaries
In this section, we recall some basic notions and techniques for dealing with the
topology of real plane curves. The topology of a real plane curve is approached by
means of the so-called graph associated with the curve. This is a concept that has been
addressed by several authors; see for instance Arnon and MacCallum (1988), Hong (1996)
and González-Vega and Necula (2002). In this section, we briefly describe the standard
strategy for computing it, and we also recall some aspects of the algorithm described in
González-Vega and Necula (2002), which is the algorithm that we will use for computing
the graphs associated with the projections of C.
Here, we assume that H is a real plane curve defined by an square-free polynomial
h(x, y) ∈ R[x, y]. In this situation, the notion of critical point is introduced as follows.
Definition 2.1. P ∈ R2 is a critical point of H if h(P) = 0, and ∂h
∂y (P) = 0. P is a
singular point ofH if it is critical, and ∂h
∂x
(P) = 0. P is a ramification point of H if it is
a non-singular critical point of H. Also, P is a regular point of H if h(P) = 0 and it is
not critical.
Then, the graph associated with H, that we represent by Graph(H), is essentially
introduced as the graph whose vertices are the critical points of H and some additional
real simple points on the curve, and where every edge of the graph corresponds to a branch
ofH joining two vertices. In fact, this notion can be extended to algebraic plane curves with
multiple components by defining the graph of such a curve as the graph of its square-free
part.
In order to determine Graph(H), one assumes that the curve is in planar general position
w.r.t. the OX axis. More precisely, one has the following definition.
Definition 2.2. We say that the curveH is in planar general position w.r.t. the OX axis
if the leading coefficient of h w.r.t. y has no real roots, and the x-coordinates of the critical
points ofH are different.
722 J.G. Alcázar, J.R. Sendra / Journal of Symbolic Computation 39 (2005) 719–744
Note that the condition on the leading coefficient of h w.r.t. y in Definition 2.2 ensures
that no component ofH is a real vertical line, and thatH has no vertical asymptotes. Also,
we observe that almost all affine linear transformations put H in planar general position
(see González-Vega and Necula (2002)). In fact, in González-Vega and El Kahoui (1996),
it is shown that almost all linear transformations of the type {X = x + µy, Y = y},
with µ ∈ R, transform H to be in planar general position. Thus, one may always
consider a random affine linear transformation, and then use the techniques provided in
González-Vega and Necula (2002) for checking general position. An alternative approach
is to apply the deterministic algorithm described in Farouki and Sakkalis (1990), that
directly leads a plane curve to planar general position.
The graph of H can be computed by performing the following steps (see
González-Vega and Necula (2002) for further details):
(S-1) [Critical Points] Compute the square-free part of the discriminant of h(x, y) w.r.t. y,
and approximate its real roots, α1 < · · · < αr (i.e. the x-coordinates of the critical
points). For each αi , compute the y-coordinates βi, j of the points of H lying on the
line x = αi .
(S-2) [In–Out Edges] For each critical point (αi , βi ), compute the number of half-branches
to the right and to the left of (αi , βi ). In order to do this, consider two auxiliary lines
x = δi and x = δi+1 verifying that αi−1 < δi < αi < δi+1 < αi+1, and let
V (δi ), V (αi ), V (δi+1) denote the number of real points of H belonging to the lines
x = δi , x = αi , x = δi+1, respectively. Then, the number of half-branches to the
left of (αi , βi ) is V (δi ) − V (αi ) + 1, and the number of half-branches to the right of
(αi , βi ) is V (δi+1) − V (αi ) + 1.
(S-3) [Graph] Construct Graph(H) by appropriately joining the points obtained in (S-1);
more precisely, note that the way to join the points is uniquely determined since any
incorrect way of joining them leads to at least one intersection of two edges at a
point that is not critical.
An alternative for computing the number of half-branches to the right and to the left of
each critical point is the following: in order to construct the part of the graph lying between
x = αi−1 and x = αi , we explicitly compute the points of H belonging to the line x = δi .
Then, in order to connect the points in the lines x = αi−1 and x = αi , we first join the
points of x = αi−1 and x = δi , and then we join the points of x = δi and x = αi . Repeating
the same process for all the critical points, the graph is constructed. Furthermore, note that
we can always get that the intersection points ofH with any vertical line x = xs appear as
vertices of the graph by setting xs as one of the δi . We will use this technique for computing
planar graphs in Section 4. In Fig. 1, we illustrate these ideas.
3. Space general position
The method described above requires that the plane curve is in planar general position,
and therefore the curve has to be previously prepared under a linear change of coordinates.
In our algorithm, in order to analyze the topology of a space curve, we also need the input
curve to satisfy certain properties that will lead to the notion of space general position, and
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Fig. 1. Construction of the planar graph.
that are also satisfied in general after a random linear change of coordinates. In this section,
we introduce these properties, and we provide computational techniques for certifying that
space general position has really been achieved.
The properties we impose on the curve C in order for it to be in general position are the
following:
Property P1. The curve C satisfies property P1 if the leading coefficient of either f or g
w.r.t. z, and the leading coefficient of either f or g w.r.t. y are non-zero constants.
Essentially, Property P1 will be used to guarantee that the z-projection and y-projection
of C behave properly. More precisely, it is easy to prove that if C satisfies P1, then it holds
that no component of C is a line perpendicular to the plane z = 0 or to the plane y = 0,
and that the projections πz(C) and πy(C) are real plane curves defined by the square-free
parts of the resultants Resz( f, g) and Resy( f, g), respectively (this last statement can be
deduced, for instance, by applying Theorem 4.3.3. p. 98 in Winkler (1996)).
The second property we impose on the curve C relates to the injectivity of the projections
πz and πy . More precisely, one has the following property:
Property P2. The curve C satisfies property P2 if the projections πz and πy of C are
injective up to a finite number of exceptions.
This property implies that the projections of the branches of C onto the XY plane or the
XZ plane do not overlap.
Furthermore, as we will see in Section 4, in order to determine the graph of the space
curve C we need, in the worst case, to know the behavior of two projections. For this reason,
we will also require that the projected curves are in planar general position w.r.t. the OX axis
(see Definition 2.2). This requirement allows one to compute the graphs associated with
the projections by means of the technique presented in Section 2. Moreover, in Section 4
we will also see that, essentially, the graph of C is constructed by “lifting” the graph of the
projection πz(C), i.e. by determining, for each edge of the graph of the projection πz(C), the
space edge it comes from. Furthermore, in order to do this, some information on the graph
of the other projection πy(C) may be needed. In this sense, the more difficult situation
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Fig. 2. Here P3 does not hold.
(which is addressed in Section 4; see the third subsection there) appears when there exist
at least two points P, Q ∈ C, P = Q, whose πz-projections coincide, i.e. πz(P) = πz(Q);
in this case, we say that the projection of P onto XY (and also of Q) is multiple. Similarly
for the XZ plane. Later, in Section 4, we will see that this notion is directly related to the
concept of B-type vertex of the planar graph of the projected curve. Thus, in order to carry
out the lifting process, we also need that C verifies the following property.
Property P3. The curve C satisfies property P3 if C has no point whose projections onto
the XY and the XZ planes are both multiple.
Therefore, this last property ensures that if a point has multiple projection onto, say, the
XY plane, then its projection onto the XZ plane is not multiple, and conversely (see Fig. 2).
Now, we have the following definition.
Definition 3.1. We say that C is in space general position if it satisfies P1, P2 and P3,
and πz(C) and πy(C) are in planar general position w.r.t. the OX axis.
It may happen that C is not in space general position. However, it is not hard to see that
almost all rotations set C into space general position. Nevertheless, from an algorithmic
point of view, in order to be able to assume w.l.o.g. that C is in space general position, one
needs a method for checking whether a given curve satisfies the conditions. This difficulty
is analyzed in the following subsection.
3.1. Checking space general position
In this subsection, we see how to algorithmically check space general position. For
this purpose, the subsection is structured as follows. First, we show that using standard
computer algebra techniques, in combination with well known results from algebraic
geometry, one may always check general position. We will see that P2 can be tested by
using the Gröbner basis, which may be costly. In the second part of this subsection we
present a new alternative approach for checking P2 that only requires resultants and gcds.
This approach uses techniques similar to those introduced in Pérez-Dïaz et al. (2002) and
Pérez-Díaz and Sendra (2004). The subsection ends with a pair of examples that illustrate
the method.
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Let us start by showing how standard computer algebra techniques can be applied to
check general position.
Checking P1 and planar general position. Observe that checking P1 is straightforward.
Furthermore, once C verifies P1, we have that the implicit equations of the projections
πz(C) and πy(C) can be computed by means of resultants, and therefore the planar general
position of these plane curves can also be checked.
Checking P2. One can check whether C satisfies P2 by using the Gröbner basis (see for
instance Schicho (1998)).
Checking P3. Once P1 and P2 have been checked and they hold, we proceed to test
P3. For this purpose, first we analyze the points of C with multiple projection onto the
XY plane. Note that these points can be determined by taking into account the following
observation: if there exist P, Q ∈ C such that P = Q and πz(P) = πz(Q), then πz(P) is
a singular (and therefore critical) point of the plane curve πz(C), whose implicit equation
can be computed, namely the resultant. The fact that πz(P) is a singularity of πz(C) can
be deduced as follows. From Shafarevich (1994) (see Section 6.2 in Vol. I), one gets that
all the components of C are one-dimensional over C. Hence, for every point of C there
exists at least one (real or complex) branch of C passing through it. In particular, we have
a branch of C passing through P , and another one passing through Q. Furthermore, since
P2 holds, these branches are projected as different branches of πz(C), both of them passing
through πz(P). Now, since πz(P) has two different branches of πz(C) passing through it,
we deduce that it is a singular point of πz(C).
Hence, in order to compute the points with multiple projection onto the XY plane, it
suffices to determine the critical points of πz(C), and then inspect the cardinality of their
fibers. Finally, in order to checkP3 we study, for each point P of C with multiple projection
onto XY, whether there exists another point P ′ ∈ C such that πy(P) = πy(P ′). Note that
if P = (x0, y0, z0), this can be done by analyzing gcd( f (x0, y, z0), g(x0, y, z0)).
On the other hand, one may observe that if P3 does not hold then πz(C) and πy(C)
have a real affine singularity with the same x-coordinate. Therefore, the following easy
criterion may be applied. Let h denote the square-free part of Resz( f, g), and let m denote
the square-free part of Resy( f, g); then, if
gcd
(
gcd
(
Resy
(
h,
∂h
∂x
)
, Resy
(
h,
∂h
∂y
))
,
gcd
(
Resz
(
m,
∂m
∂x
)
, Resz
(
m,
∂m
∂z
)))
= 1
then P3 holds. Note that the roots of the internal gcds, in the above formula, are the x-
coordinates of the singularities of πz(C) and πy(C), respectively.
In the previous process, Property P2 is checked by means of the Gröbner basis, which
may be costly. In this second part of this subsection, we propose an alternative new method
for testing P2. For this purpose, we assume that P1 is already satisfied. We start with
the following technical lemma on resultants of homogeneous polynomials. It is a natural
extension of Theorem I.10.9 in Walker (1950), and its proof can be easily deduced from
there.
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Lemma 3.1. Let D be a unique factorization domain, and let F, G ∈ D[x1,. . .,xs ] be
two homogeneous polynomials of degrees m and n, respectively. Assume that F has the
form
F(x1, . . . , xs) = A0xms + A1(x¯)xm−1s + · · · + Am(x¯)
where A0 is a non-vanishing constant and x¯ = (x1, . . . , xs−1). Then, the resultant R(x¯) of
F and G w.r.t. xs , is either R = 0 or homogeneous of degree m · n.
Now, let fˆ , gˆ denote the homogenization of f, g, respectively, w.r.t. a new variable w.
Also, let hˆ = Resz( fˆ , gˆ), and let Hˆ be the curve defined by hˆ over C. Furthermore, let
m, n, r denote the total degrees of fˆ , gˆ, hˆ, respectively. Note that, if C satisfies P1, by
Lemma 3.1 we get that r = m · n. We still need another previous lemma:
Lemma 3.2. Let hˆ be square-free, and let (a : b : c) ∈ Hˆ be regular. Then, there are
finitely many projective lines L passing through (a : b : c) and verifying at least one of
the following conditions:
(i) L is a component of Hˆ.
(ii) L is a factor of the homogeneous form of maximum degree of f or g.
(iii) L contains at least one singular point of Hˆ.
(iv) L is tangent to Hˆ.
Proof. The number of irreducible components of an algebraic plane curve is finite, so it is
clear that there are finitely many lines satisfying (i). Similarly for (ii). Furthermore, since
hˆ is square-free, the number of singularities of Hˆ is finite, so there are only finitely many
lines passing through (a : b : c) that also pass through a singularity of Hˆ. For condition
(iv) we refer to Lemma VI.3 in Sendra and Winkler (1989). 
In this situation, we state the following result.
Theorem 3.1. Let C satisfy P1. If there are infinitely many points where the projection πz
is not injective, then the polynomial Resz( fˆ , gˆ) is not square-free.
Proof. Assume that hˆ(x, y, w) is square-free. Then, the curve Hˆ has finitely many singular
points. By hypothesis, we have that there are infinitely many points where the projection
πz is not injective. Thus, there exists a simple and affine point Q = (a : b : c) ∈ Hˆ,
whose fiber π−1z (a : b : c) consists of at least two points of C . Also, let L = (a : b : c)s
+ t (v0 : v1 : v2) be the parametric expression of a projective line passing through Q
and not verifying any of the conditions (i)–(iv) of Lemma 3.2 (note that, by Lemma 3.2,
there are infinitely many lines L fulfilling this). Then, by Bezout’s Theorem, the number
of intersections of Hˆ and L, is r ; in fact, since L does not verify any of the conditions
(i)–(iv) in Lemma 3.2, these intersections correspond to r distinct simple points of Hˆ.
Therefore, the polynomial Rˆ(t, s) = hˆ(as + tv0, bs + tv1, cs + tv2) has r simple distinct
roots (t1 : s1), . . . , (tr : sr ) ∈ P(C), and each root (ti : si ) corresponds to a point Pi of
Hˆ. Observe also that since Q belongs both to Hˆ and L, we get that (0 : 1) is a root of Rˆ.
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Thus, w.l.o.g. we can assume that (t1 : s1) = (0 : 1), and so P1 = Q. Now, let us consider
the following polynomials:
Fˆ(t, s, z) = fˆ (as + tv0, bs + tv1, z, cs + tv2),
Gˆ(t, s, z) = gˆ(as + tv0, bs + tv1, z, cs + tv2).
Note that Fˆ and Gˆ are homogeneous polynomials of degrees m and n, respectively.
Therefore, Fˆ and Gˆ define plane curves of degrees m and n, that are denoted as F and G,
respectively. Moreover, one can easily check that Resz(Fˆ, Gˆ) = Rˆ. In addition, since P1
holds, the leading coefficient of either fˆ or gˆ w.r.t. z is constant, so the leading coefficient
of, say, Fˆ , is also constant. Thus, for each (ti : si ) such that Rˆ(ti , si ) = 0, one gets at
least one point (ti : si : zi ) belonging to F ∩ G. Moreover, if (ti : si ) corresponds to
an affine point Pi , we have that zi is the z-coordinate of a point of C whose projection
onto the XY plane is Pi . Now, since P1 is an affine point with multiple fiber (i.e., there are
at least two different points of C projecting onto P1), we get that (0 : 1) gives rise to at
least two different points of F⋂G. Hence, since the polynomial Rˆ has r simple distinct
roots, we have that F⋂G consist of at least r + 1 = mn + 1 points. Thus, by Bezout’s
Theorem, Fˆ and Gˆ must have a factor in common, so Resz(Fˆ, Gˆ) = 0. Therefore, Rˆ = 0,
and consequently L is a component of Hˆ, which is impossible. 
An analogous theorem can be established for the projection πy . Thus, one has the
following corollary, which allows one to certify P2 in certain cases:
Corollary 3.1. If C verifies P1 and it holds that Resz( fˆ , gˆ), Resy( fˆ , gˆ) are square-free,
then C also verifies P2.
The converse of Corollary 3.1 is not true (see Example 3.1). Hence, Theorem 3.1 is not
a characterization for Property P2; nevertheless, it provides a fast test that allows one to
certify P2 in many cases.
If there exists a resultant with a multiple factor, the hypotheses of Theorem 3.1 do not
hold, so we cannot decide whether P2 holds by means of Corollary 3.1. For these cases
we see how P2 can also be checked by means of gcds. More precisely, let M be any
irreducible component of πz(C) over C. Note that we are taking irreducible components
of the projection, and therefore we only need to factor the resultant. In order to do that,
we can use the algorithm provided in Galligo and Rupprecht (2002), where the factors of
Resz( f, g) can be obtained without a previous computation of Resz( f, g); in fact, using
this algorithm, Resz( f, g) may be computed a fortiori by multiplying its factors. Now, let
C(M) denote the field of rational functions of M (see e.g. Chapter V.3 in Walker (1950)
for the definition of field of rational functions on a curve). Then, we can consider f and g
as elements of C(M)[z], which is an Euclidean domain. Hence, the gcd( f, g) in C(M)[z]
can be computed by means of the Euclidean algorithm. Now, we have the following result:
Theorem 3.2. The projection πz (similarly for πy) is injective up to finitely many
exceptions if and only if for every irreducible component M of πz(C) the polynomial
gcdC(M)[z]( f, g) has only one root as a univariate polynomial in C(M)[z].
Proof. If (x0, y0) ∈ M, then the z-coordinates of the points of C that project onto
(x0, y0) are the roots of gcd( f (x0, y0, z), g(x0, y0, z)). Now, if there are only finitely
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many points where πz is not injective, then for almost all (x0, y0) ∈ M one has that
gcd( f (x0, y0, z), g(x0, y0, z)) has only one different root. Thus, the left–right implication
follows. Conversely, if G(z) = gcdC(M)[z]( f, g) has only one root in C(M), then G(z) =
(a(x, y)z − b(x, y))s , where a(x, y), b(x, y) ∈ C(M). Therefore, b(x, y)/a(x, y) is the
inverse of πz over the corresponding component of C. In other words, if (x0, y0) ∈ M,
then (x0, y0, b(x0, y0)/a(x0, y0)) is the point of C that projects onto it. Consequently, we
have that for all the points of M except perhaps those ones where the polynomial a(x, y)
vanishes, the projection πz is injective. Finally, since a(x, y) ∈ C(M), one gets that there
are only finitely many points ofMwhere a(x, y) vanishes, and so there are infinitely many
points where πz is injective. Therefore, the right–left implication holds. 
We finish this subsection illustrating the method by means of two examples. The first
one shows how to apply the results in Corollary 3.1 and Theorem 3.2. The second example
illustrates the whole process.
Example 3.1. Let C be defined by the polynomials
f (x, y, z) = z2y + 6 xy − 1, g(x, y, z) = z2xy + 2 z2.
First, we observe that P1 is not fulfilled. Thus, we apply a linear change, for instance
{x = x, y = y − z, z = y + z}, where for sake of simplicity we use the same notation
x, y, z also for the new variables. We also use the same notation f, g for the transformed
polynomials. We get
f = y3 + y2z − z2y − z3 + 6xy − 6xz − 1,
g = xy3 + xy2z − z2xy − xz3 + 2y2 + 4yz + 2z2.
Now, the leading coefficients of f w.r.t. z and w.r.t. y are 1 and −1, respectively. Therefore,
the transformed curve, that we also call C, verifies P1. In order to check P2, we compute
Resz( fˆ , gˆ) where fˆ (x, y, z, w) and gˆ(x, y, z, w) are the homogenizations of f and g:
Resz( fˆ , gˆ) = −w4
(
13 wx3 + 8 x2y2 + 16 yw2x + 8 w4
) (
12 xy − w2
)2
.
Since the resultant is not square-free, Corollary 3.1 cannot be applied to check P2. So
we try to apply Theorem 3.2. In order to do this, we consider each of the two irreducible
components of the affine plane curve defined by Resz( f, g). One of the components, say
M1, is defined by m1(x, y) = 12xy − 1, and applying the Euclidean algorithm over
C(M1) to f and g one gets that
gcd
C(M1)[z]
( f, g) = y + z.
Considering the second irreducible component M2, whose defining polynomial is
m2(x, y) = 13 x3 + 8 x2y2 + 16 xy + 8, one gets
gcd
C(M2)[z]
( f, g) = z − −3 x
3 + 18 x4y + 11 xy − 2
x
(
11 + 24 xy + 18 x3) .
Since the two gcds are linear in z, by Theorem 3.2 we conclude that πz is injective up
to finitely many points. In fact, taking into account the previous gcds, one has explicit
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Fig. 3. C (center), πz(C) (left box), πy(C) (right box).
formulas for the inverse of πz for points in M1, and for points in M2. Proceeding in a
similar way with πy , one finally checks that C satisfies P2. 
Example 3.2. Let C be the space curve defined by the polynomials
f (x, y, z) = y + z − z3, g(x, y, z) = x + 1 − z2.
First, we observe that P1 is fulfilled. Therefore, one may ensure that the implicit equations
of πz(C) and πy(C) are, respectively,
h(x, y) = Resz( f, g) = x3 + x2 − y2, m(x, z) = Resy( f, g) = x + 1 − z2.
In this situation, it is easy to check that both plane curves are in planar general position w.r.t.
the OX axis (see Definition 2.2). Indeed: the condition on the leading coefficient clearly
holds, the critical points of πz(C) are (0, 0) and (−1, 0), and πy(C) has only one critical
point, namely (−1, 0).
Now, we study Property P2. Using the Gröbner basis, one sees that both projections are
injective. In fact, one gets the following inverse maps:
π−1z (x, y) =
(
x, y,
x2 + x
y
)
, π−1y (x, z) = (x, xz, z).
Therefore, P2 holds. Let us also check this by using Corollary 3.1 and Theorem 3.2. The
injectivity of πy is trivial to check since
Resy( fˆ , gˆ) = xw + w2 − z2,
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which is square-free (see Corollary 3.1). For the injectivity of πz , Corollary 3.1 does not
apply, but (note that h is irreducible)
gcd
C(πz(C))[z]
( f, g) = y − zx .
Therefore, by Theorem 3.2, one gets that πz is also injective. In fact, the root w.r.t. z of the
above gcd provides its inverse:
π−1z (x, y) =
(
x, y,
y
x
)
.
Note that this inverse agrees with the one generated by the Gröbner basis, since over πz(C)
one has that x2+x = y2/x . Finally, let us check thatP3 holds. Indeed, this follows directly
from
gcd
(
gcd
(
Resy
(
h,
∂h
∂x
)
, Resy
(
h,
∂h
∂y
))
,
gcd
(
Resz
(
m,
∂m
∂x
)
, Resz
(
m,
∂m
∂z
)))
= 1.
This was to be expected since one of the two plane curves is smooth, namely πy(C).
However, let us analyze the points with multiple projection. πz(C) has only one
singular point, namely (0, 0). Hence it is the only candidate. This point is, in fact,
the multiple z-projection of the points (0, 0, 1) ∈ C and (0, 0,−1) ∈ C. However,
πy(0, 0, 1) = (0, 1) and πy(0, 0,−1) = (0,−1), and gcd( f (0, y, 1), g(0, y, 1)) =
gcd( f (0, y,−1), g(0, y,−1)) = 1.
4. Topology of space curves
In this section, we finally deal with the problem of computing the topology of space
curves. For this purpose, and taking into account the results in Section 3, in the following
we assume that C is in space general position. Hence, our aim is to compute a space graph
Graph(C) from where one can derive the shape of C and its main topological features. More
precisely, we consider a graph verifying the following properties:
(1) The vertices of Graph(C) are the real points in the fibers of the vertices of
Graph(πz(C)).
(2) Every edge of Graph(C) corresponds to a real branch of C connecting the points of C
associated with the vertices of Graph(C).
This section is structured as follows. The main ideas of the strategy for the computation
of Graph(C) are exposed in the first subsection; there, we will see that in general we
need to know the behavior of two projections of the curve. In the next two subsections,
vertices and edges of Graph(C) are analyzed. Then, in a new subsection, we will examine
the relationship between the critical points of the two projections. More precisely, we will
present some techniques that make easier the computation of the plane graph associated
with the second projection, once that the graph associated with the first projection has been
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Fig. 4. Just one projection may not be enough.
computed. Finally, we will present the whole algorithm for computing the space graph.
The section ends with a complete example that illustrates the algorithm.
4.1. The strategy
Let us see that, in general, just one projection is not enough for computing Graph(C).
Fig. 4 shows that a same planar graph over the XY plane may correspond to different space
graphs. Thus, since we derive the space graph from the planar graph, we cannot decide
what the space graph looks like (i.e., in Fig. 4 we cannot decide how to connect P , Q and
R, S). Note that this possibility occurs only when two or more different points of the space
curve are projected over the same point of the XY plane (the points R and S in Fig. 4), i.e.
when there exists any point of C whose projection onto the XY plane is multiple (recall this
term from the definition of Property P3 in Section 3). In fact, the problem in that case is
how to construct the space edges that contain any of these points.
However, the problem disappears if, in addition, one also looks at the projection of C
over the XZ plane. Indeed, because of Property P3, the points that have multiple projection
onto XY do not have multiple projection onto XZ. Thus, we can construct the space
edges that contain these points according to the information provided by this second
projection. This process is explained in more detail in the subsection concerning the edges
of Graph(C).
4.2. The vertices
The vertices of Graph(C) are the real points in the fibers of the vertices of Graph(πz(C)).
Thus, in order to compute the vertices of Graph(C), one proceeds as follows. First,
the vertices of Graph(πz(C)) are computed (see e.g. González-Vega and Necula (2002)).
Afterwards, for each vertex Pi = (xi , yi ) of πz(C), one determines the fiber FPi . Note that
these fibers consist of the points P(i j )i = (xi , yi , z
(i j )
i ), where the z
(i j )
i are the real roots
of gcd( f (xi , yi , z), g(xi , yi , z)). Observe that, if the coordinates xi , yi are approximate
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numbers, this gcd might also be approximate, and therefore one may need to compute
approximate gcds (see for instance Rupprecht (1999)).
Furthermore, in the following we distinguish two types of critical points of the
projection, or equivalently two types of vertices of Graph(πz(C)):
• A-type: if the corresponding fiber consists of only one point.
• B-type: if the corresponding fiber consists of more than one point.
Note that B-type vertices correspond to points of C with multiple projection onto XY.
Furthermore, from Property P3 we have that if a point P ∈ C gives rise to a B-type
vertex of Graph(πz(C)), then its projection onto the XZ plane is not a B-type vertex of
Graph(πy(C)).
4.3. The edges
Once the vertices of Graph(C) have been computed, we proceed to construct the edges
by appropriately connecting them. In order to do this, we observe the following facts:
(i) Due to the fact that C is in space general position, it can be proven (see Theorem 4.1)
that each edge of Graph(πz(C)) comes from only one edge of Graph(C) (i.e. for
each edge e of Graph(πz(C)) there is only one, real, branch of C projecting onto the
branch of πz(C) that corresponds to the edge e; furthermore, this branch of C joins
two vertices of Graph(C) and therefore corresponds to an edge of Graph(C)).
(ii) Therefore, in order to compute the edges of Graph(C), it suffices to construct, for
each edge of Graph(πz(C)), the edge of Graph(C) that it comes from. We call this
process lifting of the plane edges, i.e. the edges of Graph(πz(C)). By carrying out
this computation, we connect the vertices of Graph(C) (that have been previously
computed) in a proper way, and thus we construct the edges of Graph(C).
(iii) In order to lift the plane edges, we must distinguish between the edges with A-type
vertices, and the edges with some B-type vertex. The first ones are easy to lift just
using the information of Graph(πz(C)), but for the second ones the projection onto
XZ will be also required.
Thus, we have to prove first that the edges of Graph(πz(C)) are in one-to-one
correspondence with the edges of the space graph, so every plane edge can be lifted to
a space edge. In order to do this, we start with the following lemma:
Lemma 4.1. Let P = (x p, yp, z p) be an isolated point of C. Then, πz(P) is a singular
point of πz(C), and similarly for πy.
Proof. We will prove the result for the projection πz . Similar ideas can be applied for the
projection πy . Now, if πz(P) is an isolated point of πz(C), then it is a singular point of
πz(C) (see e.g. p. 83 in Gibson (2001)), and the statement is true. So let us assume that
πz(P) is not an isolated point of πz(C). Then, we distinguish two cases depending on
whether Fπz(P) has more than one point. Let us assume that there exists P ′ = P on C such
that πz(P) = πz(P ′). We have that for each point of C, there is a (real or complex) branch
of C passing through it. In particular, there exists a complex branch of C passing through
P . Furthermore, since P1 is fulfilled, the projection of any branch of C passing through
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a point Q of C is a branch of πz(C) that passes through πz(Q). Thus, in our case, the
projections of the branches of C passing through P and P ′, respectively, are both branches
of πz(C) passing through πz(P). Furthermore, since P2 is satisfied, there are at least two
different branches of πz(C) passing through πz(P). Thus we get that πz(P) is a singular
point of πz(C). Now, let us assume that Fπz(P) = {P}. Then the space line L p , defined by
the intersection of the planes x − x p = 0 and y − yp = 0, is an asymptote of C. In this
case, we also have two different branches of πz(C) passing through πz(P), which are the
projections of the branch of C passing through P , and of the branches of C that have the
line L p as an asymptote, respectively. By Property P2, the projections over XY of these
two branches of C are different. Therefore, reasoning like in the previous case, we get that
πz(P) is a singular point of πz(C). 
Now, we can prove the result about the edges of Graph(πz(C)).
Theorem 4.1. The edges of Graph(πz(C)) correspond to the projections of the real
branches of C.
Proof. Let (t0, t1) be any point on an edge e of Graph(πz(C)) that is not a vertex, and let
(x0, y0) be the associated point to (t0, t1) on the corresponding real branch of πz(C). Then,
there exists only one point on C that projects onto (x0, y0), since otherwise reasoning as
in Lemma 4.1 one would deduce that (x0, y0) is a singular point of πz(C), in which case
it corresponds to a vertex. Thus, the square-free part of gcd( f (x0, y0, z), g(x0, y0, z)) is
linear, and since gcds do not extend the ground field, it is real. Hence, if z0 is its root,
then (x0, y0, z0) ∈ R3 is the point on C that is projected as (x0, y0). Repeating this process
for all the points on the edge that are not vertices, we obtain an infinite number of real
space points. Let us see that all of them belong to the same branch of C. For that purpose,
note that, since P2 holds, in particular one has that the projection πz is birational over
every irreducible component of C. Thus, π−1z is a rational real function and therefore it
is continuous at almost all points of the corresponding component of πz(C). Now, let A
be the (open in the usual Euclidean topology induced over πz(C)) set formed by all the
points of πz(C) that correspond to the points of the edge e, except for the vertices. Then,
we have that A can be expressed as A = A1 ⋃{Q1}⋃ · · ·⋃{Q p−1}⋃ A p , where the
Q j = (xQ j , yQ j ) are points of A where π−1z is not defined, and the A j are connected
subsets of A. Since π−1z is continuous over each A j , and A j is connected, then for all j
we have that π−1z (A j ) is connected. Therefore, for all j , π−1z (A j ) corresponds to a real
branch of C. Furthermore, since C is an algebraic curve, no Q j is B-type, and there is only
one branch of C passing through π−1z (Q j ) (otherwise Q j would have been a vertex); for
each pair π−1z (A j ), π−1z (A j+1) with j = 1, . . . , p − 1, we only have two possibilities: (a)
π−1z (A j ) and π−1z (A j+1) correspond to a same real branch of C; (b) the line defined as the
intersection of the planes x − xQ j = 0, y − yQ j = 0 is an asymptote of C. However, let us
see that in our case (b) cannot happen. Indeed, assume that case (b) occurs, and let Qj ∈ C
be the real point such that πz(Qj ) = Q j . Then, Qj has to be an isolated point of C, since
otherwise reasoning like in Lemma 4.1 we would get that there are two branches of πz(C)
passing through Q j , so Q j would be a singular point of πz(C). Nevertheless, if Qj is an
isolated point of C, by Lemma 4.1 we also conclude that Q j is a singular point of πz(C),
and this is a contradiction because Q j is not a vertex of the graph associated with πz(C).
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Therefore, the case (b) cannot happen and hence we get that the π−1z (A j ) all correspond
to the same real branch of C. Furthermore, since C is an algebraic curve, we deduce that
the Qj also belong to this branch, and therefore all the points corresponding to the edge e
belong to the same real branch of C. 
From the previous theorem, and if one ensures that P1 and P2 are satisfied (note that P1
and P2 are the only conditions of space general position that have been used in the proof of
Theorem 4.1), one may derive the following criterion for the reality of a space curve given
as the intersection of two surfaces.
Corollary 4.1. Let C be an algebraic space curve implicitly defined as the intersection of
two surfaces of equations f, g ∈ R[x, y, z] without common components. Let C satisfy
properties P1 and P2. Then C is real if and only if πz(C) is real.
Observe that Corollary 4.1 provides a criterion for checking the reality of space curves.
In order to do that one needs to check the reality of a plane algebraic curve; this can
be done, for instance, by applying results in Sendra and Winkler (1999). Note also that
Theorem 4.1 is not true in the case that C does not fulfill P2. For example, consider the
following curve:
D ≡
{
x2 + y2 + z2 + 5 = 0
2x2 + 2y2 + z2 + 1 = 0.
It is easy to check thatD consists of two circles contained in the complex planes z = 3i and
z = −3i, so it is not real. However, its projection onto the XY is the curve (x2 + y2 −4)2 =
0, which is real. One can also check that the projections over XY of the two circles overlap,
so D does not verify P2.
Furthermore, note that in the proof of Theorem 4.1 the point to be lifted (x0, y0) belongs
to an edge of the graph of πz(C), so it is not an isolated singularity of πz(C); in fact, an
isolated vertex of the graph associated with πz(C) is not necessarily lifted to a real vertex
of Graph(C) (see the example in the last subsection).
Therefore, from Theorem 4.1 one deduces that, since space general position has been
assumed, every edge of the graph associated with πz(C) can be lifted to a space edge of
Graph(C). Let us see how to do this algorithmically.
4.3.1. Lifting the plane edges
We consider two different situations, depending on whether any of the vertices of the
edge to be lifted is B-type or not. Furthermore, in our analysis, we will use the term
partition process, applied to an edge e of Graph(πz(C)) (similarly, for Graph(πy(C))),
to denote the addition of new vertices in Graph(πz(C)) corresponding to the intersection
points of πz(C) with a vertical line x = x¯ , where x¯ lies between the x-coordinates of the
vertices of e. Thus, by means of the partition process, the edge e is divided into two new
edges, e¯1 and e¯2. Of course, other edges of Graph(πz(C)) are also affected (i.e. divided) by
the partition process. In order to visualize this notion of partition process; see Fig. 7. Here,
we apply a partition process to the edge defined by P1 and Q1 (see the graphic on the left
of the figure) by means of the vertical line x = x¯ (see the graphic on the right of the figure).
This partition process generates the new vertices T1 and U1, so the edge initially defined
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Fig. 5. Lifting a plane edge with A-type vertices.
by P1 and Q1 is now divided into two new edges, one of them defined by P1 and T1, and
the other defined by T1 and Q1.
Now, let us analyze in detail the two cases that may appear:
(1) Edges of Graph(πz(C)) whose vertices are A-type. In this case, the edge can be lifted
to a space edge of Graph(C) whose vertices are the elements of their simple fibers (see
Fig. 5).
(2) Edges of Graph(πz(C)) with at least one B-type vertex. Here, let P1 = (x p, yp) and
Q1 = (xq, yq) correspond to the vertices of an edge e of the graph Graph(πz(C)),
and let FP1 = {P(1), . . . , P(i p )}, and FQ1 = {Q(1), . . . , Q(iq )}, where iq > 1.
Observe that we can always assume w.l.o.g. that i p = 1 (i.e. P1 is of type A), because
otherwise it suffices to apply an appropriate partition process. Thus, we assume that
this is the case, and we write P(1) = P . Now, since P2 holds, there is only one point
of {Q(1), . . . , Q(iq )} that is connected to P . In order to lift the edge e, we have to
find that point. Hence, consider the projections P2, Q(1)2 , . . . , Q
(iq )
2 of the space points
P, Q(1), . . . , Q(iq ) onto the XZ plane. Note that these points are all distinct, because
from PropertyP3 it holds that no point in the fiber of Q1 gives rise to a B-type vertex of
Graph(πy(C)). Furthermore, recall from Section 2 that we can always make all these
points appear as vertices of Graph(πy(C)). Now, we distinguish two situations:
(2.1) If there exists an edge of Graph(πy(C)) whose vertices are P2 and Q(k)2 , with
k ∈ {1, . . . , iq}, then P and Q(k) are connected. Therefore, the edge e can
actually be lifted by connecting P and Q(k). For example, in Fig. 6, in order
to lift the edge defined by P1 and Q1, we observe that P2 and Q(1)2 are connected
in Graph(πy(C)). Thus, the edge defined by P1 and Q1 is lifted to the space edge
that joins the space points P and Q(1).
(2.2) If the above case does not occur, then it means that there are some vertices of
Graph(πy(C)) whose x-coordinates lie between the x-coordinates of P and the
Q(k) (for example, see Fig. 7; here, we intend to lift the edge defined by P1
and Q1 but in Graph(πy(C)) we observe that there is a vertex, namely S2, that
lies between P2 and the Q(k)2 ). In this case, we apply a new partition process so
this situation is avoided. More precisely, let xk be the x-coordinate of the Q(k),
and let xs be the maximum of the x-coordinates of the vertices of Graph(πy(C))
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Fig. 6. Lifting a plane edge with one B-type vertex (I).
that lie between P2 and the Q(k)2 . Furthermore, let x¯ verify that xs < x¯ < xk .
Then, we consider the intersections of πz(C) and πy(C) with the line x = x¯
also as vertices of Graph(πz(C)), Graph(πy(C)). Hence, the edges resulting in
Graph(πz(C)) from this partition process can now be lifted as in (2.1).
In order to make the ideas provided in the analysis of the case (2.2) clearer, let us
examine Fig. 7 in some detail. Now, in order to lift the edge defined by P1 and Q1, the
following steps are performed: (1) we detect a B-type vertex, say Q1, and we determine
the points Q(1) and Q(2) in its fiber; (2) we inspect Graph(πy(C)), and we detect that there
is a vertex (namely, S2) lying between the point P2, which is the projection onto XZ of the
point P in the fiber of P1, and the points Q(1)2 and Q(2)2 , which are the projections of Q(1)
and Q(2), respectively; (3) we apply a partition process to the edge defined by P1 and Q1;
more precisely, we introduce new vertices in Graph(πz(C)), Graph(πy(C)) by considering
the intersections with the line x = x¯ ; (4) the edge of Graph(πz(C)) initially defined by P1
and Q1 is now divided in two distinct edges, one of them defined by P1 and T1, and the
other defined by T1 and Q1; (5) these two edges can now be lifted by applying preceding
ideas; indeed, since P1 and T1 are both A-type, the edge defined by them can be easily
lifted; furthermore, in order to lift the edge defined by T1 and Q1 we observe that T2 and
Q(2)2 are connected by an edge of Graph(πy(C)). Hence, we connect the space points T
(i.e. the point in the fiber of T1) and Q(2).
On carrying out the lifting process for all the edges of Graph(πz(C)), the vertices of
the space graph of C are connected, and therefore all the edges of Graph(C) are obtained.
Once the lifting process has finished, it may happen that some vertices of Graph(C) are not
connected to any other vertex, but in that case it means that those vertices correspond to
isolated points of C.
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Fig. 7. Lifting a plane edge with one B-type vertex (II).
4.4. Relationship between the critical points of the projections
In the case that Graph(πz(C)) has some vertex with several real points in its fiber, we
need to compute the planar graphs of both πz(C) and πy(C). This involves the computation
of the critical points of both projections. However, in this section, we will see that once
the critical points of πz(C) have been computed, we can easily find many of the critical
points of πy(C) by examining the points in the fibers of the critical points of πz(C). More
precisely, we provide sufficient conditions for deciding which of these points project onto
the XZ plane as critical points of πy(C). These results will be useful when both πz(C) and
πy(C) lack multiple components; i.e. when the resultants of f and g w.r.t. z and w.r.t.
y are square-free. Therefore throughout this subsection, we assume that Resz( f, g) and
Resy( f, g) are square-free.
Throughout this subsection, h will denote the resultant Resz( f, g). In addition, ∇ will
denote the gradient operator, and × the vectorial product. Moreover, let {
i, 
j, 
k} be the
canonical basis of R3. Let 
T (x, y, z) = ∇ f × ∇g and let U, V , W ∈ R[x, y, z] be the
coordinates of 
T (x, y, z) w.r.t. {
i, 
j, 
k}; i.e. 
T (x, y, z) = U(x, y, z)
i + V (x, y, z) 
j +
W (x, y, z)
k. Also, the partial derivative of a polynomial g(x, y, z) w.r.t. the variable
v ∈ {x, y, z} will be denoted as gv . Moreover, JP ( f, g) denotes the Jacobian matrix of
( f, g) at P ∈ R3.
We start with the following lemma:
Lemma 4.2. Let P = (x0, y0, z0) ∈ C be such that rank(JP( f, g)) = 2. If U(P), V (P) do
not simultaneously vanish, then πz( 
T (P)) is a non-zero vector tangent to πz(C) at (x0, y0).
Proof. Since rank(JP( f, g)) = 2, one has that P is non-singular, and 
T (P) is a non-
zero tangent vector of C at P (see Theorem 9, p. 480, in Cox et al. (1997)). Let us
assume that U(P) = 0 (similarly for V (P)). By the Implicit Function Theorem, y
and z are defined as differentiable functions of x around P . Therefore, there exists a
local parameterization C(x) = (x + x0, y(x), z(x)) of C around P , where C(0) = P ,
and ∇C(0) = 
T (P). Furthermore, since there exist M, N ∈ R[x, y, z] such that h =
M f + Ng, we get that πz(C(x)) is also a local parameterization of πz(C) around πz(P).
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Thus, πz(C ′(0)) = πz( 
T (P)) is tangent to πz(C) at πz(C(0)) = (x0, y0). Furthermore,
since C ′(x) = (1, y ′(x), z′(x)), we get that πz(C ′(0)) = (1, y ′(0)) = 
0. 
Substituting V by W in Lemma 4.2, a similar result for πy(C) is achieved; we will refer
to this also as Lemma 4.2.
Lemma 4.3. Let P ∈ C be such that U(P) = 0 and V (P) = 0, and assume that fz, gz do
not simultaneously vanish at P. Then, the projection πz(P) is a singular point of πz(C).
Proof. We have that U = fy gz − gy fz , and V = − fx gz + gx fz . Thus, if U(P) = 0 and
V (P) = 0, after simple algebraic manipulations, one gets that
( fx (P), fy(P)) · gz(P) = (gx(P), gy(P)) · fz(P). (4.1)
Let M, N ∈ R[x, y, z] be such that h = M f + Ng; note that since h is a resultant,
the existence of M and N is guaranteed. Then, differentiating h w.r.t. the variables x, y, z
respectively, and evaluating the derivatives in P , we get that
hx(P) = M(P) fx (P) + N(P)gx (P)
hy(P) = M(P) fy (P) + N(P)gy(P)
hz(P) = M(P) fz(P) + N(P)gz(P).
In this situation, note that, since h does not depend on z, it holds that hz = 0. Therefore,
M(P) fz (P) = −N(P)gz(P). Now, assume w.l.o.g. that gz(P) = 0 (similarly for fz), and
multiply by M(P) the expression (4.1); then, using the last equality, we get that
[( fx(P), fy (P)) · M(P) + (gx(P), gy(P)) · N(P)] · gz(P) = 0.
Since gz(P) = 0, we conclude that ( fx (P), fy(P)) · M(P)+ (gx (P), gy(P)) · N(P) = 0,
and consequently hx (P) = 0, hy(P) = 0. Since h does not depend on the variable z,
hx (P) = hx (πz(P)) and similarly for hy . Thus, hx , hy vanish at πz(P), so it is a singular
point of πz(C). 
Similarly, one can prove that if U(P) = 0, W (P) = 0 and fy, gy do not simultaneously
vanish at P , then πy(P) is a singular point of πy(C); we will also refer to this as
Lemma 4.3.
In this situation, we are ready to state the result relating the critical points of both
projections. In order to do this, consider the critical points P(z) of πz(C) that verify one
of the following conditions:
(I) P(z) is a ramification point (see Definition 2.1), and there exists P ∈ FP(z) satisfying
one of the following properties:
(I.a.) W (P) = 0,
(I.b.) W (P) = 0 and fy, gy do not simultaneously vanish at P .
(II) P(z) is a singular point, and there exists P ∈ FP(z) satisfying one of the following
properties:
(II.a.) U(P) = 0, W (P) = 0,
(II.b.) U(P) = 0, W (P) = 0 and fy, gy do not simultaneously vanish at P .
(III) P(z) is a singular point and there are at least two different branches of C passing
through a point P ∈ FP(z) , i.e. P is a self-intersection of C.
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(IV) P(z) is a singular point and there exists P ∈ FP(z) such that P is an isolated point of
C.
If P(z) verifies one of the above conditions, we will refer to the corresponding point
P ∈ FP(z) as an associated space point of P(z). In this situation, one has the following
result.
Theorem 4.2. Let P(z) be a critical point of πz(C) satisfying one of the conditions (I)–(IV).
Then, the y-projection of an associated space point of P(z) is a critical point of πy(C).
Proof. Assume that P(z) verifies (I) and let P ∈ FP(z) be associated with P(z). Since P(z) is
a ramification point, the tangent L to πz(C) at P(z), is vertical. We distinguish two cases:
(i) Let V (P) = 0. Then rank(JP ( f, g)) = 2, and by Lemma 4.2 one deduces that
(U(P), V (P)) is a non-zero tangent vector to πz(C) at P(z). Thus, since P(z) is a
ramification point of πz(C), one has that in this case U(P) = 0. Now if (I.a.) holds,
since W (P) = 0 and U(P) = 0, reasoning as above one may apply Lemma 4.2 to get
that πy(P) is a ramification point of πy(C) and hence it is critical. On the other hand,
if case (I.b.) holds, since W (P) = 0, U(P) = 0, and fy, gy do not simultaneously
vanish, by Lemma 4.3 we get that πy(P) is a singular point of πy(C) and hence it is
critical.
(ii) Let V (P) = 0. We distinguish two cases depending on whether or not the rank of
JP ( f, g) is 2. If rank(JP ( f, g)) = 2, we first observe that U(P) must be zero, because
if this is not the case, by Lemma 4.2, one would get that the vector (U(P), 0) is tangent
to πz(C) at P(z), and so the tangent to πz(C) at P(z) would not be vertical. Thus,
U(P) = 0. Then, since the rank is 2, one has that W (P) = 0, and reasoning as in (i)
one gets that πy(P) is a ramification point of πy(C) and hence it is critical. On the other
hand, if rank(JP ( f, g)) = 2, then ∇( f )×∇(g) = 
0, so U(P) = V (P) = W (P) = 0,
and the only case that may arise is (I.b.). Then, reasoning as in (i) we get that πy(P) is
a singular point of πy(C) and hence it is critical.
In the cases (II.a.) and (II.b.), reasoning as above, the result follows from Lemma 4.2, and
Lemma 4.3, respectively. In case (III), since P2 holds, every branch of C through P is
projected as a different branch of πy(C) through πy(P). Hence, the number of branches of
C passing through P and the number of branches of πy(C) passing through πy(P) are the
same. Hence, there are at least two branches of πy(C) passing through πy(P). Thus πy(P)
is a singular, and consequently critical, point of πy(C). In case (IV), the result follows from
Lemma 4.1. 
In order to algorithmically analyze the conditions (I)–(IV), we may proceed as follows.
The points verifying the cases (I.a.), (I.b.), (II.a.) and (II.b.) can be found by directly
checking the conditions over the points belonging to the fibers of the critical points of
πz(C). In order to detect (III) and (IV), sufficient conditions can be given. For this purpose,
let P(z) be a critical point of πz(C) verifying (III) or (IV). Moreover, let r denote the
maximum of the number of edges of Graph(πz(C)) on the right of P(z) and the number of
edges of Graph(πz(C)) on the left of P(z), and let q1, q2 denote the number of real points
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of FP(z) verifying that rank(JP( f, g)) = 2 and rank(JP( f, g)) < 2, respectively. Observe
that if P ∈ C is an isolated point, or a self-intersection of C, then rank(JP( f, g)) < 2 (in
the first case, this is a consequence of the Implicit Function Theorem; in the second case,
it can be deduced from Theorem 9, p. 480, in Cox et al. (1997)), so any space point P
associated with a point P(z) verifying (III) or (IV) satisfies that rank(JP( f, g)) < 2. Thus,
if P(z) verifies (III) or (IV), we get that q2 ≥ 1. Now, note the following:
(1) If r > q1 + q2, then P(z) satisfies (III).
(2) If r < q1 + q2, then P(z) satisfies (IV). In addition, if q2 = 1, then P(z) verifies (IV)
if and only if r = q1 + q2 − 1.
We can take advantage of Theorem 4.2 for efficiently computing critical points of πy(C).
For this purpose, we compute the critical points P1,. . .,Ps ,Ps+1,. . . ,Pr of πz(C), with
Pi = (αi , βi ), where the first s points verify some of the conditions (I)–(IV); then, we
compute their fibers. For each Pi verifying that q2 = 1, we project the associated space
point over the XZ plane. In the case of the points Pi such that q2 > 1, the associated space
points are difficult to distinguish from the non-associated ones. Thus, in this case, instead
of determining the associated space points of Pi and then projecting them over XZ, we
directly compute the critical points of πy(C) belonging to the vertical line L(z) of the XZ
plane defined by the x-coordinate of P(z).
Observe that there may be critical points of πy(C) that are not found by means of the
preceding method (for example, B-type points of πy(C)). In order to compute them, we
compute the square-free part m(x) of the discriminant of j (x, z) = Resy( f, g), and we
approach the roots of
m˜(x) = m(x)
(x − α1) · · · (x − αs) .
Finally, we determine the corresponding z-coordinates.
4.5. The algorithm
Taking into account all the previous results and ideas, we derive the following algorithm
for the computation of Graph(C). Here, we continue assuming that the curve C is in space
general position. Recall that this can be checked by using the techniques given in Section 3.
Algorithm: TOPSPACE
Input: C = V ( f, g), with f, g ∈ R[x, y, z], gcd( f, g) = 1, where C is in space general
position.
Output: Graph(C)
(1) [Graph of main projection] Compute Graph(πz(C)) (see Section 2).
(2) [Vertices of space graph] For each vertex of Graph(πz(C)), compute the real points in
its fiber. These will be the initial vertices of Graph(C).
(3) [Detection of B-type vertices] Detect the B-type vertices of Graph(πz(C)) by
inspecting the points in their fibers. If there is no vertex of this kind, then go to (6.1).
(4) [Graph of auxiliary projection] Compute Graph(πy(C)). In order to do this, if
Resz( f, g) and Resy( f, g) are both square-free, then compute the critical points of
πy(C) as shown in the preceding subsection (i.e. using Theorem 4.2).
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(5) [Preparation of the lifting process] Perform the following tasks:
(5.1) Check whether there are edges of Graph(πz(C)) containing a B-type vertex such
that the other vertex is also B-type. If this is the case, then apply partition
processes to all the edges of this kind.
(5.2) For each edge e of Graph(πz(C)) defined by vertices K A and K B where K B
is B-type (and K A is not), check whether there exists an edge of the graph
Graph(πy(C)) joining the πy-projection of the point in the fiber of K A, with
the πy-projection of some point in the fiber of K B . If this does not happen, then
apply a partition process to the edge e.
(6) [Lifting process] Join the vertices of Graph(C) by lifting the edges of the graph
Graph(πz(C)). In order to do this, we proceed in the following way:
(6.1) The edges of Graph(πz(C)) whose vertices are both A-type are directly lifted by
connecting the points in their fibers.
(6.2) The edges of Graph(πz(C)) with one B-type vertex are lifted by joining the points
in the fibers of their vertices according to the way their projections onto the XZ
plane are connected.
4.6. A detailed example
Let C be the space curve defined by the polynomials f and g, where
f (x, y, z) = 16z − 10xz + 2zy − 3x2 + xy − 8z2.
g(x, y, z) = −12x2y2 − 192z3y − 1024z3x − 34x3y − 484x3z − 704xz2 + 40zy2 −
64z2y −132yx2 −1048z2x2 −40z2y2 −808zx2 −24xy2 +4zy3 +2xy3 +4y3 −44zy2x −
320z2xy −160x +32y−128xy−392x2 −288xyz +384z −296x3+8y2 −256−128z2−
128z3 − 85x4 − 384z4 + y4 − 448xz + 128zy − 180zyx2.
First, we check that C is in space general position. For this purpose, one immediately
sees that Property P1 holds. Furthermore, applying Corollary 3.1 one gets that P2 also
holds. In order to check Property P3, we compute hz = Resz( f, g) and hy = Resy( f, g),
both of which are square-free, and one gets that
gcd
(
gcd
(
Resy
(
hz,
∂hz
∂x
)
, Resy
(
hz,
∂hz
∂y
))
,
gcd
(
Resz
(
hy,
∂hy
∂x
)
, Resz
(
hy,
∂hy
∂z
)))
= 1.
In addition, one can check that πz(C) and πy(C) are in planar general position (see
Figs. 8 and 9). Therefore we conclude that C is in space general position. Thus, in this case
no change of coordinates is needed. Now, let us see how the different steps of TOPSPACE
work in this example.
(1) We compute Graph(πz(C)), which is shown in Fig. 8. Here, we have written in capital
letters the vertices corresponding to critical points of πz(C) (namely A, B , etc.), so the
rest of the vertices (namely c1, d1, etc.) are not critical. Furthermore, since the graph
corresponds to a real plane curve, by Corollary 4.1 we deduce that C is real. Observe also
that there are three isolated vertices, H , I , J , corresponding to three isolated singular points
of πz(C).
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Fig. 8. Graph of πz(C).
Fig. 9. Graph of πy(C).
(2) We compute the points in the fiber of the vertices of Graph(πz(C)). For example,
consider the point C , whose coordinates are
C = (−7.68837448497,−7.668006658).
Then, we compute the real roots of
gcd( f (−7.68837448497,−7.668006658, z),
g(−7.68837448497,−7.668006658, z))
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Fig. 10. Graph of C.
which are 1.898263633 and 7.795202813. Thus, C is a B-type vertex of Graph(πz(C)) and
its fiber consists of the points
C1 = (−7.68837448497,−7.668006658, 1.898263633),
C2 = (−7.68837448497,−7.668006658, 7.795202813).
Similarly for the rest of the vertices. Moreover, we get that H , I and J come from complex
points of C, so they do not give rise to any vertex of Graph(C).
(3) We detect that the B-type vertices of Graph(πz(C)) are B , C and E .
(4) Since there are B-type vertices in Graph(πz(C)), the second projection is needed.
Furthermore, we get that both resultants Resz( f, g) are Resy( f, g) are square-free, so in
order to compute the critical points of πy(C) we use Theorem 4.2. In this sense, the points
A, D, F, G verify the condition (I.a.), so all of them give rise to critical points of πy(C)
(namely, the projections onto XZ of the points of C that they come from). In order to
determine the rest of the critical points of πy(C) we approximate the roots of
m˜ = m
(x − x A)(x − xD)(x − xF )(x − xG)
where m is the square-free part of the discriminant of Resy( f, g), and x A, xD, xF , xG are
the x-coordinates of A, D, F , G respectively. The resulting m˜ has only one real root, which
is 0, and that corresponds to the vertex K¯ (see Fig. 9). Also in Fig. 9, we denote as A¯ the
vertex of Graph(πy(C)) corresponding to the vertex A in Graph(πz(C)) (i.e. A and A¯ are
the projections onto different coordinate planes of a same space point). Similarly for the
other vertices.
(5) Since B and C are both B-type, a partition process must be applied to the edge that they
define. This partition process corresponds to the intersection with the line L that appears
in Fig. 9. Afterwards, we proceed to check whether the condition stated in the step (5.2)
of TOPSPACE holds for all the edges of Graph(πz(C)). We find that K¯ lies between the
πy-projections E¯1, E¯2 of the points in the fiber of E , and G¯. Thus, we introduce a new
partition process corresponding to the intersection with the line L ′ that is shown in Fig. 9
(i.e. L ′ is the vertical line passing through K¯ ). Now, we are ready to start the lifting process.
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(6) Let us see, for example, how to lift the edge that connects C and D. Since C is B-type,
we look at Graph(πy(C)). Here, we see that C¯2 is connected to D¯. Therefore, we connect
the space point C2 to the point in the fiber of D. Similarly for the rest of the edges.
Finally, Graph(C) is computed. This graph is shown in Fig. 10; here, we have kept only
the vertices corresponding to A, . . . , G. Thus, we get that C consists of three connected,
non-intersecting components, two of which are non-bounded.
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