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Source and Channel Polarization over Finite Fields
and Reed-Solomon Matrices
Ryuhei Mori Member, IEEE and Toshiyuki Tanaka Member, IEEE
Abstract—Polarization phenomenon over any finite field Fq
with size q being a power of a prime is considered. This problem
is a generalization of the original proposal of channel polarization
by Arıkan for the binary field, as well as its extension to a prime
field by S¸as¸og˘lu, Telatar, and Arıkan. In this paper, a necessary
and sufficient condition of a matrix over a finite field Fq is shown
under which any source and channel are polarized. Furthermore,
the result of the speed of polarization for the binary alphabet
obtained by Arıkan and Telatar is generalized to arbitrary finite
field. It is also shown that the asymptotic error probability of
polar codes is improved by using the Reed-Solomon matrices,
which can be regarded as a natural generalization of the 2 × 2
binary matrix used in the original proposal by Arıkan.
Index Terms—Polar code, channel polarization, source polar-
ization, Reed-Solomon code, Reed-Muller code.
I. INTRODUCTION
ARIKAN introduced the method of source and channelpolarization which gives efficient capacity-achieving bi-
nary source and channel codes, respectively [3]. S¸as¸og˘lu et al.
generalized the polarization phenomenon to non-binary alpha-
bets whose size is a prime [4]. They showed an example of a
quaternary channel which is not polarized by Arıkan’s 2 × 2
matrix. Although there are channels not polarized by Arıkan’s
2× 2 matrix for non-prime alphabets, one can argue that any
channel is polarized in a weaker sense, as discussed in [5].
From this observation, the symmetric capacity of any non-
binary channel is efficiently achievable by directly using the
channel polarization phenomenon [4], [5], [6], [7]. In [8], a
sufficient condition for a matrix over a ring Z/qZ is shown on
which any q-ary channel is polarized. In this paper, we study
the polarization phenomenon caused by matrices over finite
fields.
The contributions of this paper are threefold. The first
contribution is that we give a complete characterization as
to whether an ℓ × ℓ matrix over a finite field gives rise
to polarization. This extends the result on the binary field
by Korada et al. [9] to a general finite field. The second
contribution is that we characterize the asymptotic speed of
polarization in terms of the matrix used. This is again an
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extension of the result on the binary field by Korada et al. [9] to
a general finite field. The third contribution of this paper is that
we provide an explicit construction of an ℓ× ℓ matrix, which
is based on the Reed-Solomon matrix, with asymptotically the
fastest polarization for ℓ ≤ q.
The organization of this paper is as follows. In Section II,
notations and definitions used in this paper are introduced.
In Section III, the basic transform of a source and polar-
ization phenomenon by an ℓ × ℓ matrix over a finite field
are introduced. In Section IV, an equivalence relation of q-
ary source is defined for showing equivalence among several
polarization problems. On the concept of equivalence among
sources, equivalence of matrices is considered as well. Using
the equivalence of matrices, the main theorem of this paper is
stated, which is a necessary and sufficient condition of matrix
under which any source or channel is polarized. In Section V,
the Bhattacharyya parameter and its properties are shown.
They are useful for proving the main theorem in Section VI
and speed of the polarization in Section VII. In Section VI,
a proof of the main theorem is shown. In Section VII,
the speed of the polarization for a general ℓ × ℓ matrix is
proved similarly to the binary case. In Section VIII, the Reed-
Solomon matrices are introduced, which yield asymptotically
the fastest polarization in the sense discussed in Section VII. In
Section IX, the quaternary polar codes using a Reed-Solomon
matrix are compared numerically with the original binary polar
codes. Finally, Section X summarizes the paper.
II. PRELIMINARIES
Let p be a prime number and q := pm where m is a natural
number. Let Fq be a finite field of size q. Let F×q be Fq \ {0}
and Fp(γ) be the simple extension of Fp generated by the
adjunction of γ ∈ Fq. Similarly, for A ⊆ Fq and a matrix
G over Fq , Fp(A) and Fp(G) denote the field extensions of
Fp generated by the adjunction of all elements of A and G,
respectively. Let ∆q := {[p1, . . . , pq] ∈ Rq≥0 | p1+ · · ·+ pq =
1} denote the set of all q-dimensional probability vectors. For
random variables X on a finite set X of size q and Y on a
discrete set Y , entropy H(X) of X and conditional entropy
H(X | Y ) of X conditioned on Y are defined as
H(X) := −
∑
x∈X
PX(x) logPX(x)
H(X | Y ) := −
∑
x∈X ,y∈Y
PX,Y (x, y) logPX|Y (x | y).
In this paper, the base of the logarithm is assumed to be q
unless otherwise stated, and hence H(X) and H(X | Y ) are
2in [0, 1]. If a quantity A((X,Y )) determined from PX,Y has
the form E[f([PX|Y (x | Y )]x∈Fq)] for some f : ∆q → R,
where E denotes the expectation, we write it as A(X | Y )
(Here, PX|Y (x | Y ) means the random variable g(x, Y ) where
g(x, y) := PX|Y (x | y)). It should be noted that the arguments
in this paper are directly applicable to the case where Y is a
continuous alphabet such as R, by replacing the summation∑
y∈Y with the integral
∫ +∞
−∞ dy. The notation u
ℓ−1
0 denotes
the row vector [u0, u1, . . . , uℓ−1].
III. SOURCE AND CHANNEL POLARIZATION
A. Source and channel polarization phenomenon
In this paper, we consider source polarization on an ℓ × ℓ
invertible matrix G over Fq. Let a q-ary source (X,Y )
be defined as a pair of random variables on Fq × Y .
We first introduce a basic transform of source, (X,Y ) →
{(X(i), Y (i))}i=0,...,ℓ−1.
Definition 1 (Basic transform). Let {(Xi, Yi)}i=0,...,ℓ−1 be
ℓ independent drawings of (X,Y ). Let U ℓ−10 be a random
vector defined by the equation Xℓ−10 = U
ℓ−1
0 G. Letting
(X(i), Y (i)) := (Ui, (U
i−1
0 , Y
ℓ−1
0 )) for i = 0, . . . , ℓ−1 defines
the basic transform (X,Y )→ {(X(i), Y (i))}i=0,...,ℓ−1 where
the σ(Xℓ−10 , Y
ℓ−1
0 )-measurable random pair (X(i), Y (i)) takes
values in Fq × (Fiq × Yℓ).
From the chain rule for the entropy, one has
ℓH(X | Y ) = H(Xℓ−10 | Y ℓ−10 ) = H(U ℓ−10 | Y ℓ−10 )
=
ℓ−1∑
i=0
H(Ui | U i−10 , Y ℓ−10 ) =
ℓ−1∑
i=0
H(X(i) | Y (i)). (1)
By starting with a source (X,Y ) and recursively ap-
plying the basic transform to depth n, we obtain ℓn ran-
dom pairs {(X(b1)···(bn), Y (b1)···(bn))}(b1,...,bn)∈{0,...,ℓ−1}n1.
Let B1, . . . , Bn, . . . be independent uniform random variables
on {0, . . . , ℓ − 1}. The random process {(Xn,Yn)}n=0,1,...
defined via the recursive applications of the basic transform
as follows puts the foundation of whatever will be discussed
in this paper.
Definition 2. Let (Xn,Yn) := (X(B1)···(Bn), Y (B1)···(Bn)) be
a σ(Xℓ
n−1
0 , Y
ℓn−1
0 , B1, . . . , Bn)-measurable random variable
for n ∈ {0, 1, . . .}.
A random sequence {Hn : σ(B1, . . . , Bn)-measurable}n=0,1,...
is defined as Hn := H(Xn | Yn) where the conditional entropy
does not take account of randomness of (B1, . . . , Bn).
From the chain rule (1) for the entropy, the random
sequence {Hn}n=0,1,... is shown to be a martingale i.e.,
E[Hn | B1, . . . , Bn−1] = Hn−1. Then, noting that the
sequence {Hn}n=0,1,... is bounded in the interval [0, 1], from
the martingale convergence theorem, there exists a random
variable H∞ such that Hn converges to H∞ almost surely.
The source polarization is defined in terms of H∞ as in the
following definition.
1Joint distribution of these random pairs is not considered in this paper.
Definition 3 (Polarization). A source (X,Y ) is said to be
polarized by G if and only if
H∞ =
{
0, with probability 1−H(X | Y )
1, with probability H(X | Y ).
It should be noted that if H∞ is {0, 1}-valued, the probabil-
ity of H∞ = 1 is necessarily equal to H(X | Y ) because of
the martingale property E[Hn | H0] = H0 = H(X | Y ). Note
also that Park and Barg [6] have adopted a different, weaker
definition of polarization, in which H∞ may take more than
two values. In this paper, such cases are regarded as not being
polarized.
When the marginal distribution of X is uniform, the source
polarization is called the channel polarization. As shown in
Section IV, the source polarization problem is also translated
into the channel polarization problem. We therefore use the
terms “source” and “channel” almost interchangeably, unless
otherwise stated. As the first and main contribution of this
paper, we show a necessary and sufficient condition of G under
which any source or channel is polarized. Let Gγ :=
[
1 0
1 γ
]
over Fq where γ ∈ F×q . Arıkan proved for the case q = 2
that the matrix G1 polarizes any source/channel [3], [10].
S¸as¸og˘lu et al. generalized the result for prime fields [4]. They
also showed that for the matrix G1 over the ring Z/qZ where
q is not a prime, there is a counterexample of non-polarizing
q-ary channel. Their counterexample also works for Fq whose
size q is not a prime. A purpose of this paper is to generalize
these results to any matrix over any finite field.
B. Construction of source and channel codes
The polar code for source/channel coding is based on the
polarization phenomenon. In this subsection, a rough sketch of
construction of the polar code for channel coding is described.
Given an ℓ× ℓ invertible matrix G which appears in the pre-
vious section, we first consider an ℓn× ℓn matrix G⊗n where
⊗n denotes the Kronecker power. For i ∈ {0, 1, . . . , ℓn − 1},
inin−1 · · · i1 denotes the ℓ-ary expansion of i. Then, the
generator matrix of a polar code is, roughly speaking, obtained
from G⊗n by choosing rows with indices2 in the set
{i ∈ {0, . . . , ℓn − 1} | H(X(i1)···(in) | Y (i1)···(in)) < ǫ}
with some threshold ǫ > 0. If a channel (X,Y ) is polarized by
G, the ratio of chosen rows is asymptotically 1−H(X | Y ) for
any fixed ǫ ∈ (0, 1). For detailed descriptions of encoding and
decoding algorithms, see [3] for the channel coding and [10]
and [11] for the source coding.
IV. EQUIVALENCE RELATION ON SOURCES AND MAIN
THEOREM
In order to deal with a source (X,Y ) in terms of po-
larization phenomenon, it is useful to define an equivalence
relation up to which we do not have to distinguish sources.
2Row and column indices of matrices start with 0 rather than 1.
3An equivalence relation (X,Y ) ∼ (X ′, Y ′) which is desirable
for our purpose has to satisfy the following two conditions.
(X,Y ) ∼ (X ′, Y ′) =⇒ H(X | Y ) = H(X ′ | Y ′) (2)
(X,Y ) ∼ (X ′, Y ′) =⇒ (X(i), Y (i)) ∼ (X ′(i), Y ′(i))
for i = 0, 1, . . . , ℓ− 1 (3)
The second condition (3) should be satisfied for any ℓ × ℓ
invertible matrix G. The significance of these two conditions
is that sources which are equivalent in the above sense yield
the same random sequence {Hn}n=0,1,..., thereby behaving
exactly the same as for the polarization phenomenon.
Given a source (X,Y ), the a posteriori distribution
[PX|Y (x | y)]x∈Fq ∈ ∆q plays a fundamental role, in par-
ticular in determining the conditional entropy H(X | Y ) and
other relevant quantities. We first introduce two equivalence
relations on probability vectors.
Definition 4. For pq−10 ∈ ∆q and p′q−10 ∈ ∆q , we say pq−10
p∼
p′q−10 if and only if there exists a permutation matrix σ such
that pq−10 = p′
q−1
0 σ. For any s ∈ N, [px]x∈Fsq ∈ ∆qs and
[p′
x
]x∈Fsq ∈ ∆qs , we say [px]x∈Fsq
q(s)∼ [p′
x
]x∈Fsq if and only if
there exists z ∈ Fsq such that px = p′x+z for all x ∈ Fsq.
It is straightforward to see that
[px]x∈Fsq
q(s)∼ [p′
x
]x∈Fsq ⇐⇒ [pxH ]x∈Fsq
q(s)∼ [p′
xH ]x∈Fsq (4)
holds for any s×s invertible matrix H since px = p′x+z ⇐⇒
pxH = p
′
xH+zH for any z ∈ Fsq .
The q-dimensional random vector [PX|Y (x | Y )]x∈Fq ∈ ∆q
induces a probability measure on ∆q . If two random vec-
tors [PX|Y (x | Y )]x∈Fq and [PX′|Y ′(x | Y ′)]x∈Fq defined
from sources (X,Y ) on Fq × Y and (X ′, Y ′) on Fq × Y ′,
respectively, induce the same probability measure on ∆q,
we say (X,Y ) i∼ (X ′, Y ′). In this case, A(X | Y ) =
A(X ′ | Y ′) holds for any quantity of the form A(X | Y ) =
E[f([PX|Y (x | Y )]x∈Fq )], and hence the condition (2) is
satisfied. Furthermore, the equivalence relation i∼ obviously
satisfies (3). However, a weaker equivalence relation than
i∼ exists which satisfies both of the conditions (2) and (3).
First, a weak equivalence relation which only satisfies the
condition (2) is defined as follows.
Definition 5. For sources (X,Y ) on Fq × Y and (X ′, Y ′)
on Fq × Y ′, we say (X,Y ) s∼ (X ′, Y ′) if and only if the
q-dimensional random vector [PX|Y (x | Y )]x∈Fq induces the
same distribution on ∆q/
p∼ as the random vector [PX′|Y ′(x |
Y ′)]x∈Fq . For a function f : ∆q → R which is invariant under
any permutation of its arguments, a quantity E[f([PX|Y (x |
Y )]x∈Fq)] is said to be invariant under any permutation of
symbols in the a posteriori distribution.
The equivalence (X,Y ) s∼ (X ′, Y ′) implies A(X | Y ) =
A(X ′ | Y ′) for any quantity A(X | Y ) invariant under any
permutation of symbols in the a posteriori distribution, includ-
ing the conditional entropy H(X | Y ). Hence, the equivalence
relation s∼ satisfies the first condition (2). However, the equiv-
alence relation s∼ does not satisfy the second condition (3).
The equivalence relation a(s)∼ defined in the following is weaker
than i∼ and satisfies both of the conditions (2) and (3). It plays
an essential role in the following argument.
Definition 6. Let s ∈ N. For pairs of random variables (X,Y )
on Fsq × Y and (X ′, Y ′) on Fsq × Y ′, we say (X,Y )
a(s)∼
(X ′, Y ′) if and only if there exists r ∈ F×q such that the qs-
dimensional random vector [PX|Y (rx | Y )]x∈Fsq induces the
same distribution on ∆qs/
q(s)∼ as [PX′|Y ′(x | Y ′)]x∈Fsq .
It is not hard to confirm the properties (X,Y ) i∼
(X ′, Y ′) =⇒ (X,Y ) a(1)∼ (X ′, Y ′) and (X,Y ) a(1)∼
(X ′, Y ′) =⇒ (X,Y ) s∼ (X ′, Y ′). From the latter property,
it holds that (X,Y ) a(1)∼ (X ′, Y ′) =⇒ H(X | Y ) = H(X ′ |
Y ′), implying that the equivalence relation a(1)∼ satisfies the
first condition (2). The equivalence relation a(1)∼ also satisfies
the second condition (3).
Lemma 7.
(X,Y )
a(1)∼ (X ′, Y ′) =⇒ (X(i), Y (i)) a(1)∼ (X ′(i), Y ′(i))
for i = 0, 1, . . . , ℓ − 1 and for an arbitrary ℓ × ℓ invertible
matrix G.
Proof: For a source (X,Y ), let Xℓ−10 , Y ℓ−10 and U ℓ−10 be
what appear in the definition of the basic transform of it. The
random variables X ′ℓ−10 , Y ′
ℓ−1
0 and U ′
ℓ−1
0 are defined in the
same way for (X ′, Y ′). The equivalence relation (X,Y ) a(1)∼
(X ′, Y ′) between sources (X,Y ) and (X ′, Y ′) immediately
leads to the equivalence (Xℓ−10 , Y ℓ−10 )
a(ℓ)∼ (X ′ℓ−10 , Y ′ℓ−10 )
between their ℓth-order extensions. From (4) and the identity
(rx)G−1 = r(xG−1) for any r ∈ F×q and x ∈ Fℓq, it
holds that (Xℓ−10 G−1, Y
ℓ−1
0 )
a(ℓ)∼ (X ′ℓ−10 G−1, Y ′ℓ−10 ), or
equivalently, (U ℓ−10 , Y
ℓ−1
0 )
a(ℓ)∼ (U ′ℓ−10 , Y ′ℓ−10 ). One therefore
obtains (Ui, (U i−10 , Y
ℓ−1
0 ))
a(1)∼ (U ′i, (U ′i−10 , Y ′ℓ−10 )).
The equivalence relation a(1)∼ gives rise to the following
several useful lemmas.
Lemma 8 (Source-channel equivalence [12]). Let (N,Z) be a
random pair on Fq×Y and X be a uniform random variable
on Fq which is independent of (N,Z). Then, it holds that
(N,Z)
a(1)∼ (X, (X +N,Z)).
Proof: One has (X, (X + N,Z)) a(1)∼ (−X + (X +
N), (X + N,Z)) = (N, (X + N,Z))
i∼ (N,Z), where the
last equivalence relation is due to the assumptions on X .
The channel (X, (X +N,Z)) in Lemma 8 is a symmetric
channel in the following sense.
Definition 9 (Symmetric channel). A channel (X,Y ) on
Fq × Y is said to be symmetric if and only if there exists
a permutation σx on Y for each x ∈ Fq such that PY |X(y |
x) = PY |X(σx′−x(y) | x′) for any y ∈ Y and x, x′ ∈ Fq .
The symmetricity is preserved under the basic transform.
Lemma 10. For a symmetric channel (X,Y ), (X(i), Y (i)) is
symmetric for any i ∈ {0, . . . , ℓ− 1}.
4Proof: The statement holds since
PUℓ−10 ,Y
ℓ−1
0
((ui−10 , ui, u
ℓ−1
i+1), y
ℓ−1
0 ) =
PUℓ−10 ,Y
ℓ−1
0
((ui−10 , u
′
i, u
ℓ−1
i+1), w
ℓ−1
0 ) where wj =
σGi,j(u′i−ui)(yj).
The following technical lemma implies that one can ignore
effects of addition of a known constant to input of symmetric
channels. It will be used in the proof of the main theorem.
Lemma 11. For any channel (X,Y ) and any symmetric chan-
nel (X ′, Y ′), let (Z, (Y, Y ′)) and (Z ′, (Y, Y ′)) be the channels
defined by letting Z = X = X ′ and Z ′ = X = X ′ + a for
any fixed a ∈ Fq , respectively. For these channels, it holds
that (Z, (Y, Y ′)) i∼ (Z ′, (Y, Y ′)).
Proof: The equality PZ,(Y,Y ′)(z, (y, y′)) =
PZ′,(Y,Y ′)(z, (y, σ
−1
a (y
′))) implies (Z, (Y, Y ′)) i∼
(Z ′, (Y, Y ′)).
We next introduce an equivalence relation on matrices on
the basis of the equivalence relation a(1)∼ on sources/channels.
We say that ℓ× ℓ invertible matrices Gˆ and G¯ are equivalent
when (Xˆ(i), Yˆ (i)) a(1)∼ (X¯(i), Y¯ (i)) for i = 0, . . . , ℓ− 1 where
{(Xˆ(i), Yˆ (i))}i=0,...,ℓ−1 and {(X¯(i), Y¯ (i))}i=0,...,ℓ−1 are two
sets of ℓ random pairs generated from an arbitrary common
source (X,Y ) via the basic transform using matrices Gˆ and
G¯, respectively.
Lemma 12. Let G and V be an ℓ × ℓ invertible matrix and
an ℓ× ℓ invertible upper triangular matrix, respectively. Then,
G and V G are equivalent.
Proof: Since Xℓ−10 = U ℓ−10 V G ⇐⇒ Xℓ−10 G−1 =
U ℓ−10 V =: U
′ℓ−1
0 , the equivalence (Ui, (U i−10 , Y
ℓ−1
0 ))
a(1)∼
(U ′i , (U
′i−1
0 , Y
ℓ−1
0 )) implies the lemma.
Obviously, a permutation of columns of G does not change
(X(i), Y (i)) up to the equivalence i∼ for i = 0, . . . , ℓ − 1,
so that G and its column permutation are equivalent. Hence,
without loss of generality, one can assume that G is a lower
triangular matrix.
Definition 13 (Standard form). Lower triangular matrices with
unit diagonal elements equivalent to G are called standard
forms of G.
A standard form of G is not generally unique. For example,
the standard forms of Gγ are
[
1 0
γ−1 1
]
and
[
1 0
γ 1
]
. If there
exists the identity matrix as a standard form of G, it is the
unique standard form of G. In this case, one obviously has
the identity (X(i), Y (i)) a(1)∼ (X,Y ) for all i ∈ {0, . . . , ℓ− 1},
implying that G does not polarize any source. For other cases,
the following main theorem shows necessary and sufficient
conditions of G under which any source is polarized.
Theorem 14. The followings are equivalent for an ℓ × ℓ
invertible matrix G over Fq with a non-identity standard form.
• Any q-ary source is polarized by G.
• It holds Fp(G¯) = Fq for any standard form G¯ of G.
• It holds Fp(G¯) = Fq for one of the standard forms G¯ of
G.
Corollary 15. Any q-ary source is polarized by the 2 × 2
matrix Gγ over Fq with γ ∈ F×q if and only if Fp(γ) = Fq.
Note that the identity matrix is the standard form of an
invertible matrix G if and only if there exists an upper trian-
gular matrix as a column permutation of G. Thus, Theorem 14
includes the known results that an invertible matrix G is
polarizing if and only if any column permutation of G is not
upper triangular for q = 2 [9, Lemma 1] and for q prime [4].
V. BHATTACHARYYA PARAMETER
Bhattacharyya parameter is useful both for proving the
polarization phenomenon, and for evaluating asymptotic speed
of polarization. In this section, it is shown that polarization
of Bhattacharyya parameter and polarization of the condi-
tional entropy are equivalent. Let (Ω := {1, . . . , q}, 2Ω, P )
be a probability space. The probability measure P can be
represented by the vector [
√
P (1), . . . ,
√
P (q)] ∈ Sq where
Sq := {[p1, . . . , pq] ∈ Rq≥0 | p21+ · · ·+p2q = 1}. The Lp norm
of x ∈ Cq is defined as Lp(x) := (|x1|p + · · ·+ |xq|p)1/p for
any p ≥ 1. The L1 norm of p ∈ Sq attains the minimum 1 at
the deterministic distributions i.e., the distributions of the form
[0, . . . , 0, 1, 0, . . . , 0], and the maximum √q at the uniform
distribution, represented by u := [1/√q, . . . , 1/√q] ∈ Sq . On
the other hand, the deterministic and uniform distributions also
minimize and maximize the entropy H(p) := −∑i p2i log p2i
of p ∈ Sq , respectively.
The following lemma states that closeness of a probability
distribution to determinism or uniformity measured in terms
of its entropy value is equivalent to that measured in terms of
its L1-norm value.
Lemma 16. For any ǫ > 0, there exists δ > 0 such that
{p ∈ Sq | H(p) < δ} ⊆ {p ∈ Sq | L1(p)− 1 < ǫ}
(5)
{p ∈ Sq | L1(p)− 1 < δ} ⊆ {p ∈ Sq | H(p) < ǫ} (6)
{p ∈ Sq | 1−H(p) < δ} ⊆ {p ∈ Sq | √q − L1(p) < ǫ}
(7)
{p ∈ Sq | √q − L1(p) < δ} ⊆ {p ∈ Sq | 1−H(p) < ǫ}.
(8)
Proof: Since
L2(u− p)2 =
q∑
i=1
(
1√
q
− pi
)2
= 2− 2√
q
q∑
i=1
pi
=
2√
q
(
√
q − L1(p))
(8) is a consequence of continuity of H(p). The relationship
(7) follows from
1−H(p) = 1 +
q∑
i=1
p2i log p
2
i = −2
q∑
i=1
p2i log
1√
qpi
≥ 2
loge q
q∑
i=1
p2i
(
1− 1√
qpi
)
=
2√
q loge q
(
√
q − L1(p)) .
Since H(p) = 2
∑
i p
2
i log(1/pi) ≤ 2 log
∑
i pi =
2 logL1(p), the relationship (6) holds. Since H(p) loge q =
5−∑i p2i loge p2i ≥ − logemaxi p2i ≥ 1−maxi p2i ≥ (L1(p)−
1)2/(q − 1) (see (18) for the last inequality), the relationship
(5) holds.
Hence, the entropy is close to 0 and 1 if and only if the L1
norm is close to 1 and √q, respectively.
The above argument is applied to random pairs (X,Y )
to establish the relationship between the conditional en-
tropy and Bhattacharyya parameter. The expectation of the
squared L1 norm of the a posteriori probability vector
[
√
PX|Y (x | Y )]x∈Fq ∈ Sq satisfies
1 ≤
∑
y∈Y
PY (y)

∑
x∈Fq
√
PX|Y (x | y)

2 ≤ q
⇐⇒
0 ≤ 1
q − 1
∑
x∈Fq,x′∈Fq
x 6=x′
∑
y∈Y
PY (y)
√
PX|Y (x | y)PX|Y (x′ | y)
≤ 1 (9)
for any random pair (X,Y ). From Lemma 16 and (9), the
conditional entropy H(X | Y ) is close to 0 and 1 if and only
if the Bhattacharyya parameter Z(X | Y ) ∈ [0, 1] for (X,Y ),
defined as follows, is close to 0 and 1, respectively.
Definition 17 (Bhattacharyya parameter).
Z(X | Y )
:=
1
q − 1
∑
x∈Fq,x′∈Fq
x 6=x′
∑
y∈Y
PY (y)
√
PX|Y (x | y)PX|Y (x′ | y).
Obviously, Z(X | Y ) is invariant under any permutation of
symbols in the a posteriori distribution of (X,Y ). For d ∈ F×q ,
we define Zd(X | Y ) ∈ [0, 1] as
Zd(X | Y ) :=
∑
x∈Fq
∑
y∈Y
PY (y)
√
PX|Y (x | y)PX|Y (x+ d | y).
The Bhattacharyya parameter Z(X | Y ) can be expressed as
the average of Zd(X | Y )
Z(X | Y ) = 1
q − 1
∑
d∈F×q
Zd(X | Y ).
Hence, Z(X | Y ) is close to 0 and 1 if and only if Zd(X | Y )
is simultaneously close to 0 and 1 for all d ∈ F×q , respectively.
VI. PROOF OF THE MAIN THEOREM
A. Sketch
In this section, the proof of Theorem 14 is shown. In
Section VI-B, it is proved that if there exists a standard form
G¯ of G such that Fp(G¯) 6= Fq, there exists a source which is
not polarized by G. It means that if any source is polarized
by G, any standard form G¯ of G satisfies Fp(G¯) = Fq . In
Section VI-C, it is proved that if there exists a standard form
G¯ of G such that Fp(G¯) = Fq, any source is polarized by G.
This completes the proof of Theorem 14.
B. Necessity
Let G¯ be an arbitrary standard form of G. Assume Fp(G¯) 6=
Fq. Let M := [Fq : Fp(G¯)] be a degree of a field exten-
sion Fq/Fp(G¯). Since Fq/Fp(G¯) is an M -dimensional linear
space over Fp(G¯), there is an isomorphism ψ : Fq/Fp(G¯) →
Fp(G¯)
M
. Let [V0, . . . , VM−1] ∈ Fp(G¯)M be the random
vector ψ(X) for X ∈ Fq. If one takes a source (X,Y )
for which V0, . . . , VM−1 are independent conditioned on Y ,
recursive application of the basic transform to the source
(X,Y ) affects Vi separately for i ∈ {0, . . . ,M − 1}, i.e., one
can regard the polarization process of the source (X,Y ) as a
collection of M distinct polarization processes {(Vi,n,Yn) :=
(V
(B1)···(Bn)
i , Y
(B1)···(Bn))}n=0,1,..., i = 0, . . . ,M − 1. In
this case, if H(Vi | Y ) is not constant among all i ∈
{0, . . . ,M − 1}, the source ([V0, . . . , VM−1], Y ) cannot be
polarized in principle, in the sense defined in Definition 3.
Note that the situation is essentially equivalent to the polar
coding for the M -user multiple access channel [5].
C. Sufficiency
In the proof of sufficiency, (X,Y ) is assumed to be a
symmetric channel. From Lemma 8 we do not lose generality
by this assumption. For any j ∈ {0, . . . , ℓ − 1}, it holds via
the chain rule for the entropy that
ℓ−1∑
i=j
H(X(i) | Y (i)) = H(U ℓ−1j | U j−10 , Y ℓ−10 )
=
ℓ−1∑
i=j
H(Ui | U j−10 , U ℓ−1i+1 , Y ℓ−10 ) (10)
for any (X,Y ). Let G¯ be an arbitrary standard form of G,
and assume that U ℓ−10 and (X(i), Y (i)) for i ∈ {0, . . . , ℓ −
1} are defined with G¯. All the terms in the rightmost side
of (10) are at most H(X | Y ) for any standard form G¯. It
also holds that |H(X(i)n | Y(i)n ) − H(Xn | Yn)| → 0 with
probability 1 as n → ∞ for all i ∈ {0, . . . , ℓ − 1} since
{H(Xn | Yn)}n=0,1,... converges almost surely. Combining
these two facts, one observes that each of the terms in the
sum on the rightmost side of (10) evaluated with (X,Y ) =
(Xn,Yn) must be close to H(Xn | Yn) with probability 1 as
n→∞. In particular,
H(Xn | Yn)−H(Uj | U j−10 , U ℓ−1j+1 , Y ℓ−10 )
∣∣∣
(X,Y )=(Xn,Yn)
→ 0
holds with probability 1. Hence, it also holds
H(Xn | Yn)−H(Uj | U j−10 , U ℓ−1j+1 , Yk, Yj)
∣∣∣
(X,Y )=(Xn,Yn)
→ 0
(11)
for any 0 ≤ k < j ≤ ℓ − 1. From Lemmas 10
and 11, the effects of U j−10 and U ℓ−1j+1 can be ignored,
i.e., it holds (Uj , (U j−10 , U ℓ−1j+1 , Yk, Yj))
i∼ (Uj , (Yk, Yj))
where the channel on the right-hand side is defined from
(Uj , (U
j−1
0 , U
ℓ−1
j+1 , Yk, Yj)) by fixing U
j−1
0 and U
ℓ−1
j+1 to the
all-zero vectors. Assume that the (j, k)-element of G¯ is γ 6= 0.
Let {(X¯(0)n , Y¯(0)n ), (X¯(1)n , Y¯(1)n )} be the random pairs obtained
from (Xn,Yn) via the basic transform with the 2 × 2 matrix
6(X0,Y0)
Gγ→ {(X¯(0)0 , Y¯(0)0 ), (X¯(1)0 , Y¯(1)0 )}
G↓
(X1,Y1)
Gγ→ {(X¯(0)1 , Y¯(0)1 ), (X¯(1)1 , Y¯(1)1 )}
G↓
.
.
.
(Xn,Yn)
Gγ→ {(X¯(0)n , Y¯(0)n ), (X¯(1)n , Y¯(1)n )}
G↓
.
.
.
Fig. 1. The relationships of (Xn,Yn) and (X(1)n ,Y(1)n ). In the vertical
arrows, the basic transform defined in Section III based on the matrix G is
applied. In the horizontal arrows, the basic transform based on the matrix Gγ
is applied.
[
1 0
γ 1
]
, which is a standard form of Gγ . Then, from (11), it
holds that H(Xn | Yn)−H(X¯(1)n | Y¯(1)n )→ 0 with probability
1. The relationships of random variables are described in
Fig. 1. In the rest of the proof, we do not use the relationship
between (Xn,Yn) and (Xn−1,Yn−1), and only use the fact
that H(Xn | Yn) − H(X¯(1)n | Y¯(1)n ) → 0 with probability 1
for Gγ where γ is an arbitrary off-diagonal non-zero element
of G¯. The following proposition implies the sufficiency of the
main theorem.
Proposition 18. Let A be a non-empty subset of F×q . Let
{(X(n), Y(n))}n=0,1,... be a sequence of random pairs. Assume
H(X(n) | Y(n)) − H(X(1)(n) | Y
(1)
(n) ) → 0 for all Gγ where
γ ∈ A. Then, for any ǫ > 0, there exists n0 ∈ N such that
Ztd(X(n) | Y(n)) < ǫ, for all t ∈ Fp(A)×
or Ztd(X(n) | Y(n)) > 1− ǫ, for all t ∈ Fp(A)×
for any n ≥ n0 and any d ∈ F×q .
When Fp(G¯) = Fq , Proposition 18 states that the random
sequence Hn = H(Xn | Yn) is close to 0 or 1 for sufficiently
large n with probability 1. Hence, H∞ must be {0, 1}-valued,
i.e., any source (X,Y ) is polarized by G.
What remains is to prove Proposition 18. It is equivalent to
the following proposition, which will be proved in the rest of
this section.
Proposition 19. Let A be a non-empty subset of F×q . Let
{(X(n), Y(n))}n=0,1,... be a sequence of random pairs. Assume
H(X(n) | Y(n)) − H(X(1)(n) | Y
(1)
(n) ) → 0 for all Gγ where
γ ∈ A. Then, for any ǫ > 0, there exists n0 ∈ N such that
(p0) Zd(X(n) | Y(n)) < ǫ or Zd(X(n) | Y(n)) > 1− ǫ,
(p1) (Zd(X(n) | Y(n)) > 1 − ǫ ⇒ Zγd(X(n) | Y(n)) > 1− ǫ)
for any γ ∈ A,
(p2) ((Zd(X(n) | Y(n)) > 1 − ǫ and Zd′(X(n) | Y(n)) >
1− ǫ)⇒ Zd+d′(X(n) | Y(n)) > 1− ǫ) for any d′ ∈ F×q ,
for any n ≥ n0 and any d ∈ F×q .
Note that from (p0), γq−1 = 1 and
p times︷ ︸︸ ︷
d′ + d′ + · · · d′ = 0, the
conditions (p1) and (p2) imply
(p’1) (Zd(X(n) | Y(n)) < ǫ ⇒ Zγd(X(n) | Y(n)) < ǫ) for any
γ ∈ A,
(p’2) ((Zd(X(n) | Y(n)) < ǫ and Zd′(X(n) | Y(n)) < ǫ) ⇒
Zd+d′(X(n) | Y(n)) < ǫ
)
for any d′ ∈ F×q ,
respectively, for any n ≥ n0 and any d ∈ F×q . It is easy to
confirm that Proposition 18 implies Proposition 19. The other
direction also holds since Fp(A) = {γi11 + γi22 + · · · + γimm |
m ∈ N, ij = 0, 1, . . . , q − 2, γj ∈ A, ∀j = 1, 2, . . . ,m}.
Remark 1. Note that among the three conditions (p0), (p1)
and (p2), only (p1) uses the set A. Indeed, (p0) and (p2)
hold for any matrix as shown in [4]. When q is a prime, the
conditions (p0) and (p2) are sufficient to prove Proposition 18
since F×p = {1, 1 + 1, 1 + 1 + 1, . . . ,
p−1 1s︷ ︸︸ ︷
1 + · · ·+ 1} [4]. When
A includes a primitive element γ of Fp(A), i.e., Fp(A)× =
{1, γ, γ2, . . . , γq−2}, the conditions (p0) and (p1) are also
sufficient to prove Proposition 18 [1]. However, generally, we
need all of (p0), (p1) and (p2) for proving Proposition 18.
The following lemma implies (p0) and (p1) to hold under
the assumptions of Proposition 19.
Lemma 20. Let {(X(n), Y(n))}n=0,1,... be a sequence of
random pairs. Assume H(X(n) | Y(n))−H(X(1)(n) | Y
(1)
(n) )→ 0
for Gγ where γ ∈ F×q . Then, for any ǫ > 0 there exists n0 ∈ N
such that
Zγid(X(n) | Y(n)) < ǫ, for all i = 0, . . . , q − 2
or Zγid(X(n) | Y(n)) > 1− ǫ, for all i = 0, . . . , q − 2
for any n ≥ n0 and any d ∈ F×q .
The proof of Lemma 20 is in Appendix A. The following
lemma and (p0) imply (p2) to hold under the assumptions of
Proposition 19, completing the proof of sufficiency of the main
theorem.
Lemma 21 ([4]). For any d1 and d2 in F×q satisfying d2 6=
−d1, √
1− Zd1+d2(X | Y )
≤
√
1− Zd1(X | Y ) +
√
1− Zd2(X | Y ).
Proof: Since
1− Zd(X | Y )
=
1
2
∑
x∈Fq
∑
y∈Y
(√
PX,Y (x, y)−
√
PX,Y (x+ d, y)
)2
the statement is obtained from the triangle inequality of the
Euclidean distance.
VII. ERROR PROBABILITY, TOTAL VARIATION DISTANCE
TO THE UNIFORM DISTRIBUTION AND SPEED OF
POLARIZATION
A. Preliminaries
In this section, we consider speed of polarization by an ℓ×ℓ
invertible matrix G over Fq. Let
Pe(X | Y ) := 1−
∑
y∈Y
PY (y)max
x∈Fq
PX|Y (x | y).
7This is the average error probability of the maximum a
posteriori estimator xˆ(y) := argmaxx∈Fq PX|Y (x | y) of X
given Y . The random quantity Pe(Xn | Yn) plays a key role in
studying speed of polarization. It provides a bound of the block
error probability of polar codes with successive cancellation
decoding applied to channel coding [3]. More precisely, if one
has
Pr(Pe(Xn | Yn) < ǫ) ≥ R
then it implies existence of a polar code for channel coding
with blocklength ℓn, rate R, and the block error probability
at most ℓnRǫ. Obviously, Pe(X | Y ) is invariant under any
permutation of symbols in the a posteriori distribution of
(X,Y ). The average error probability Pe(X | Y ) takes a
value in [0, (q− 1)/q]. As it has been the case in the study of
the binary case [9], the Bhattacharyya parameter is useful for
bounding the error probability.
Lemma 22.
q − 1
q2
(√
1 + (q − 1)Z(X | Y )−
√
1− Z(X | Y )
)2
≤ Pe(X | Y )
≤ min
k=1,2,...,q−1
{
(q − 1)Z(X | Y ) + k(k − 1)
k(k + 1)
}
.
Proof of Lemma 22 is in Appendix B.
Another quantity which we study in this section is the
expected total variation distance T (X | Y ) between the a
posteriori probability and the uniform distribution, defined as
T (X | Y ) :=
∑
y∈Y
PY (y)
∑
x∈Fq
∣∣∣∣PX|Y (x | y)− 1q
∣∣∣∣ .
Properties of the random quantity T (Xn | Yn) is important in
polar codes for lossy source coding [13], [14]. More precisely,
if one has
Pr(T (Xn | Yn) < ǫ) ≥ R
for the test channel (X0,Y0) = (X,Y ), then there exists a
polar code for source coding with blocklength ℓn(1−R), rate
1−R and the average distortion at most D+dmaxℓnRǫ where
D denotes the average distortion for the test channel and where
dmax is the maximum value of the distortion function [13],
[14]. Note that T (X | Y ) is invariant under any permutation
of symbols in the a posteriori distribution. The total variation
distance T (X | Y ) takes a value in [0, 2(q − 1)/q]. The
following lemma establishes a relationship between the total
variation distance T (X | Y ) and the average error probability
Pe(X | Y ).
Lemma 23.
2
(
q − 1
q
− Pe(X | Y )
)
≤ T (X | Y ) ≤ 2(q − 1)
q
− 2
q
max
k=1,...,q−1
{
k(k + 1)Pe(X | Y )− k(k − 1)
}
.
The proof is in Appendix C.
The Fourier transform of the a posteriori probability is
defined for analyzing T (X | Y ).
Definition 24 (Character). Let ωp ∈ C be a primitive complex
p-th root of unity. Define χ(x) := ωTr(x)p for any x ∈ Fq where
Tr : Fq → Fp is defined as x 7→
∑m−1
j=0 x
pj
. Here, Tr(x) ∈ Fp
appearing in the exponent should be regarded as an integer via
the natural correspondence between Fp and Z/pZ.
From the definition of χ(x), it satisfies the following
properties.
χ(0) = 1
|χ(x)| = 1, for any x ∈ Fq
χ(x+ z) = χ(x)χ(z), for any x, z ∈ Fq∑
x∈Fq
χ(x) = 0.
In this paper, we only use χ(x) through these properties.
Definition 25 (Fourier transform). For any fixed y ∈ Y , the
Fourier transform of the a posteriori probability PX|Y of a
source (X,Y ) is defined as
P ∗X|Y (w | y) :=
∑
z∈Fq
PX|Y (z | y)χ(wz)
for w ∈ Fq.
Note that P ∗X|Y (0 | y) = 1 for any y ∈ Y . Like the role
of Z(X | Y ) in studying Pe(X | Y ), the auxiliary quantity
S(X | Y ), defined as
S(X | Y ) := 1
q − 1
∑
w∈F×q
∑
y∈Y
PY (y)
∣∣∣P ∗X|Y (w | y)∣∣∣
can be used for analyzing T (X | Y ). The quantity S(X | Y )
takes a value in [0, 1]. Note that, although S(X | Y ) is
identical to T (X | Y ) (and 1 − 2Pe(X | Y )) when q = 2,
S(X | Y ) is in general different from T (X | Y ). In this
regard, consideration of the quantity S(X | Y ) is a novel idea
that comes into play when one considers non-binary cases.
Although S(X | Y ) is not invariant under arbitrary permuta-
tions of symbols in the a posteriori distribution, S(X | Y ) is
invariant under a permutation of symbols in the a posteriori
distribution when the permutation is addition or multiplication
on the finite field i.e., S(X | Y ) = S(r(Y )X + d(Y ) | Y )
for any d : Y → Fq and r : Y → F×q . Hence, if
(X,Y )
a(1)∼ (X ′, Y ′), it holds that S(X | Y ) = S(X ′ | Y ′).
The following lemma relates the quantity S(X | Y ) with
the average error probability Pe(X | Y ).
Lemma 26.
1− q
q − 1Pe(X | Y ) ≤ S(X | Y )
≤ min
k=1,...,q−1
{
k(k + 1)
·
[(
k
k + 1
− Pe(X | Y )
)√
1− q
q − 1
k − 1
k
+
(
Pe(X | Y )− k − 1
k
)√
1− q
q − 1
k
k + 1
]}
.
8The proof is in Appendix D.
We now define the following equivalence relation for es-
tablishing relationship among several quantities for a source
(X,Y ) defined so far.
Definition 27. For A(X | Y ) ∈ [0, 1] and B(X | Y ) ∈ [0, 1],
we say A(X | Y ) e∼ B(X | Y ) if and only if there exists
ǫ > 0 and c ∈ (0, 1] such that if B(X | Y ) < ǫ,
B(X | Y ) 1c ≤ A(X | Y ) ≤ B(X | Y )c
and if 1−B(X | Y ) < ǫ,
(1 −B(X | Y )) 1c ≤ 1−A(X | Y ) ≤ (1 −B(X | Y ))c
for any source (X,Y ).
From Lemmas 22, 23 and 26, the following corollary is
obtained.
Corollary 28. (q/(q − 1))Pe(X | Y ) e∼ Z(X | Y ) e∼ 1 −
(q/(2(q − 1)))T (X | Y ) e∼ 1− S(X | Y ).
The following four quantities are used in the derivation of
the speed of polarization in the next subsection.
Definition 29. For any channel (X,Y ), Zmax(X,Y ) and
Zmin(X,Y ) are defined as
Zmax(X,Y ) := max
x∈Fq,x′∈Fq
x 6=x′
∑
y∈Y
√
PY |X(y | x)PY |X(y | x′)
Zmin(X,Y ) := min
x∈Fq,x′∈Fq
∑
y∈Y
√
PY |X(y | x)PY |X(y | x′).
For any source (X,Y ), Smax(X,Y ) and Smin(X,Y ) are
defined as
Smax(X,Y ) := max
w∈F×q
∑
y∈Y
PY (y)
∣∣∣P ∗X|Y (w | y)∣∣∣
Smin(X,Y ) := min
w∈F×q
∑
y∈Y
PY (y)
∣∣∣P ∗X|Y (w | y)∣∣∣ .
The quantities Zmax(X,Y ) and Zmin(X,Y ) are invariant
under any permutation of symbols in the a posteriori distribu-
tion. Although Smax(X,Y ) and Smin(X,Y ) are not invariant
under any permutation of symbols in the a posteriori distribu-
tion, it holds that Smax/min(X,Y ) = Smax/min(rX+d(Y ), Y )
for any d : Y → Fq and r ∈ F×q . Hence, if (X,Y )
a(1)∼
(X ′, Y ′), it holds that Smax/min(X,Y ) = Smax/min(X ′, Y ′).
It is also straightforward to see the inequalities Zmin(X,Y ) ≤
Z(X | Y ) ≤ Zmax(X,Y ) and Smin(X,Y ) ≤ S(X | Y ) ≤
Smax(X,Y ) to hold.
B. Speed of polarization
In this subsection, we assume that H(X | Y ) ∈ (0, 1), and
also assume in view of Lemma 8, without loss of generality,
that (X,Y ) is a channel. The exponents for channel coding
and source coding are introduced in [9], [15] for expressing
the speed of polarization.
Definition 30. The exponent of G for channel coding is
defined as
Ec(G) :=
1
ℓ log ℓ
ℓ−1∑
i=0
logD(i)c (G)
where D(i)c (G) denotes the Hamming distance between the i-
th row of G and the linear space spanned by (i + 1)-th row
to (ℓ− 1)-th row of G. The exponent of G for source coding
is defined as
Es(G) :=
1
ℓ log ℓ
ℓ−1∑
i=0
logD(i)s (G)
where D(i)s (G) denotes the Hamming distance between the i-
th column of G−1 and the linear space spanned by 0-th column
to (i − 1)-th column of G−1.
The following theorem holds, which was shown by Arıkan
and Telatar [16], Korada et al. [9] and Korada [15] for the
binary case with an additional condition.
Theorem 31. If a channel (X,Y ) is polarized by G, it holds
that for any ǫ > 0,
lim
n→∞
Pr
(
Pe(Xn | Yn) < 2−ℓ
(Ec(G)−ǫ)n
)
= 1−H(X | Y )
lim
n→∞
Pr
(
Pe(Xn | Yn) < 2−ℓ
(Ec(G)+ǫ)n
)
= 0.
(12)
Furthermore, it holds that for any ǫ > 0,
lim
n→∞Pr
(
T (Xn | Yn) < 2−ℓ
(Es(G)−ǫ)n
)
= H(X | Y )
lim
n→∞
Pr
(
T (Xn | Yn) < 2−ℓ
(Es(G)+ǫ)n
)
= 0.
(13)
Remark 2. Korada proved (13) for the binary case with the
aid of the condition D(i)s (G) ≥ D(i+1)s (G) for i = 0, . . . , ℓ−
2 [15]. In this paper, (13) is proved without any additional
condition for both binary and non-binary cases.
From Theorem 31, the error probability of polar codes as
channel codes of rate smaller than I(W ) and the distortion gap
to the optimal distortion of polar codes as source codes are
asymptotically bounded by 2−ℓ(Ec(G)−ǫ)n and 2−ℓ(Es(G)−ǫ)n , re-
spectively [15]. From Corollary 28, it is sufficient to prove (12)
and (13) for Z(Xn | Yn) and S(Xn | Yn) instead of
Pe(Xn | Yn) and T (Xn | Yn), respectively. The general proof
shown in [17], [18] can be used for our purpose.
Lemma 32 ([17], [18]). Let {Zn}n=0,1,... be a random
process ranging in [0, 1] and {Dn}n=0,1,... be i.i.d. random
variables ranging in [1,∞). Assume that the expectation of
logD0 exists. Four conditions (c0)–(c3) are defined as follows.
(c0) Zn ∈ (0, 1] with probability 1.
(c1) There exists a random variable Z∞ such that Zn → Z∞
almost surely.
(c2) There exists a positive constant c0 such that Zn+1 ≤
c0Z
Dn
n with probability 1.
(c3) ZDnn ≤ Zn+1 with probability 1.
If (c0), (c1) and (c2) are satisfied, it holds that
lim
n→∞
Pr
(
Zn < 2
−ℓ(E[logℓ D0]−ǫ)n
)
= Pr(Z∞ = 0).
9If (c0), (c1) and (c3) are satisfied, it holds that
lim
n→∞
Pr
(
Zn < 2
−ℓ(E[logℓ D0]+ǫ)n
)
= 0.
In the above, ℓ is any constant greater than 1.
Remark 3. We do not assume the condition Zn < 1 to hold in
Lemma 32, although it was assumed to hold with probability 1
in the arguments in [17] and [18]. The condition is not needed
in our argument here because we have only to deal with the
case Zn → 0.
From the assumption of Theorem 31, the channel is polar-
ized by G. From Lemma 16 and Corollary 28, Zmax(Xn | Yn),
Zmin(Xn | Yn), Smax(Xn | Yn) and Smin(Xn | Yn) converge
almost surely to {0, 1}-valued random variables. From this
observation, Lemma 32 implies:
• If the pair of {Zn = Zmax(Xn,Yn)}n=0,1,... and {Dn =
D
(Bn)
c (G)}n=0,1,... satisfies (c0) and (c2), then the first
equation of (12) holds.
• If the pair of {Zn = Zmin(Xn,Yn)}n=0,1,... and {Dn =
D
(Bn)
c (G)}n=0,1,... satisfies (c0) and (c3), then the sec-
ond equation of (12) holds.
• If the pair of {Zn = Smax(Xn,Yn)}n=0,1,... and {Dn =
D
(Bn)
s (G)}n=0,1,... satisfies (c0) and (c2), then the first
equation of (13) holds.
• If the pair of {Zn = Smin(Xn,Yn)}n=0,1,... and {Dn =
D
(Bn)
s (G)}n=0,1,... satisfies (c0) and (c3), then the sec-
ond equation of (13) holds.
The following lemma shows that the pair of {Zn =
Zmax(Xn,Yn)}n=0,1,... and {Dn = D(Bn)c (G)}n=0,1,... sat-
isfies the condition (c2), and that the pair of {Zn =
Zmin(Xn,Yn)}n=0,1,... and {Dn = D(Bn)c (G)}n=0,1,... sat-
isfies the condition (c3).
Lemma 33 ([9]). For i ∈ {0, . . . , ℓ − 1}, it holds for any
channel (X,Y ) that
Zmax(X
(i), Y (i)) ≤ qℓ−1−iZmax(X,Y )D
(i)
c (G)
Zmin(X,Y )
D(i)c (G) ≤ Zmin(X(i), Y (i)).
The proof is omitted since the same proof for the bi-
nary alphabet in [9] applies to the non-binary cases as
well. The following lemma shows that the pair of {Zn =
Smax(Xn,Yn)}n=0,1,... and {Dn = D(Bn)s (G)}n=0,1,... sat-
isfies the condition (c2), and that the pair of {Zn =
Smin(Xn,Yn)}n=0,1,... and {Dn = D(Bn)s (G)}n=0,1,... sat-
isfies the condition (c3).
Lemma 34. For i ∈ {0, . . . , ℓ − 1}, it holds for any source
(X,Y ) that
Smax(X
(i), Y (i)) ≤ qiSmax(X,Y )D
(i)
s (G)
Smin(X,Y )
D(i)s (G) ≤ Smin(X(i), Y (i)).
The proof is in Appendix E.
Finally, we should prove that all the four processes satisfy
(c0). If the channel (X,Y ) satisfies the two inequalities
Zmin(X,Y ) > 0 and Smin(X,Y ) > 0, (c0) obviously holds
for the four processes since the property (c0) is inherited in the
processes i.e., if Zmin(X,Y ) > 0, then Zmin(X(i), Y (i)) > 0
for i = 0, . . . , ℓ− 1. In the following, we deal with the other
cases. It is sufficient to prove the following lemma.
Lemma 35. Assume that (X,Y ) is polarized by G. Then,
lim
n→∞
Pr
(
Zmin(Xn,Yn) > 0
)
= 1
lim
n→∞
Pr
(
Smin(Xn,Yn) > 0
)
= 1.
The proof is in Appendix F. Lemma 35 implies Theorem 31
for the cases Zmin(X,Y ) = 0 or Smin(X,Y ) = 0 due to the
following reason. For any δ > 0, there exists n0 such that
Pr
(
Zmin(Xn,Yn) > 0
) ≥ 1− δ
Pr
(
Smin(Xn,Yn) > 0
) ≥ 1− δ
for any n ≥ n0. Theorem 31 can be applied to
each of the channels (X(b1)···(bn0), Y (b1)···(bn0 )) satisfying
the inequalities Zmin(X(b1)···(bn0), Y (b1)···(bn0)) > 0 and
Smin(X
(b1)···(bn0), Y (b1)···(bn0)) > 0. As a consequence, it
holds that for any δ > 0 and ǫ > 0
(1−H(X | Y )) (1− δ)
≤ lim inf
n→∞
Pr
(
Pe(Xn | Yn) < 2−ℓ
(Ec(G)−ǫ)n
)
,
lim sup
n→∞
Pr
(
Pe(Xn | Yn) < 2−ℓ
(Ec(G)−ǫ)n
)
≤ (1−H(X | Y )) (1 − δ) + δ,
lim sup
n→∞
Pr
(
Pe(Xn | Yn) < 2−ℓ
(Ec(G)+ǫ)n
)
≤ δ.
Similar inequalities corresponding to (13) also hold. By letting
δ → 0, Theorem 31 is obtained.
A more detailed asymptotic analysis depending on the rate
can also be performed as shown in [19], [20], [17], [18] for the
binary case. For example, under the condition that G polarizes
(X,Y ), one can prove that for R ∈ (0, 1−H(X | Y )),
lim
n→∞
Pr
(
Pe(Xn | Yn)
< 2−ℓ
Ec(G)n+
√
Vc(G)nQ
−1( R1−H(X|Y ))+f(n)
)
= R
holds for an arbitrary function satisfying f(n) = o(
√
n),
where
Vc(G) :=
1
ℓ
ℓ−1∑
i=0
(logℓD
(i)
c (G) − Ec(G))2
and where Q−1(·) is the inverse function of the error function
Q(t) :=
∫∞
t
e−z
2/2 dz/
√
2π.
In the binary case, any source is polarized by G if and only
if Ec(G) > 0 [9]. The property also holds when q is a prime
since the condition Ec(G) > 0 is equivalent to the condition
that a standard form of G is not the identity matrix. However, it
no longer holds when q is not a prime, in which case there may
be sources which are not polarized by G even if Ec(G) > 0, as
shown in Section VI-B. Since non-zero scalar multiplication
of a column does not change the exponent Ec(G), even if
there are non-polarizing sources for G satisfying Ec(G) > 0,
appropriate scalar multiplication of a column of G gives a
matrix with the same exponent Ec(G) which polarizes any
source.
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VIII. REED-SOLOMON MATRIX AND ITS EXPONENT
Let Fq = {x0, . . . , xq−1}. Let a = [a0, . . . , ak−1] ∈ Fkq
and pa(X) = a0 + a1X + · · · + ak−1Xk−1. The encoder of
the q-ary extended Reed-Solomon code is defined as ϕ(a) :=
[pa(x0), pa(x1), . . . , pa(xq−1)]. Let α be a primitive element
of Fq. When xq−1 = 0 and xi = α−i for i = 0, . . . , q− 2, the
generator matrix of the q-ary extended Reed-Solomon code is
a lower submatrix of the q × q matrix GRS(q) over Fq which
we call the Reed-Solomon matrix
GRS(q) :=


1 1 1 · · · 1 0
1 α α2 · · · αq−2 0
1 α2 α4 · · · α2(q−2) 0
.
.
.
.
.
.
.
.
. · · · ... ...
1 αq−2 α2(q−2) · · · α(q−2)(q−2) 0
1 1 1 · · · 1 1


.
From Theorem 14, any source is polarized by the Reed-
Solomon matrix. Since extended Reed-Solomon codes are
maximum distance separable (MDS) codes, one has D(i)c =
i + 1 for i = 0, . . . , q − 1, and therefore the exponent of the
Reed-Solomon matrix for channel coding is Ec(GRS(q)) =
log(q!)/q. The inverse matrix of the Reed-Solomon matrix
GRS(q) is

1 1 1 · · · 1 0
1 α−1 α−2 · · · α−(q−2) 0
1 α−2 α−4 · · · α−2(q−2) 0
.
.
.
.
.
.
.
.
. · · · ... ...
1 α−(q−2) α−2(q−2) · · · α−(q−2)(q−2) 0
1 0 0 · · · 0 −1


.
Hence, the exponent of the Reed-Solomon matrix for source
coding is also Es(GRS(q)) = log(q!)/q. Note that both of the
exponents log(q!)/q monotonically increase in q and converge
to 1 as q →∞.
For i ∈ {0, 1, . . . , qn − 1}, inin−1 · · · i1 denotes the q-ary
expansion of i. For polar codes constructed on the basis of the
matrix GRS(q), rows of GRS(q)⊗n whose indices are in the
set
{i ∈ {0, . . . , qn − 1} | H(X(i1)···(in) | Y (i1)···(in)) < ǫ}
with some threshold ǫ > 0 are chosen, as mentioned in
Section III-B. For the Reed-Muller codes, on the other hand,
rows of GRS(q)⊗n whose indices belong to
{i ∈ {0, . . . , qn − 1} | i1 + · · ·+ in > n0}
are chosen for some threshold n0 ∈ {0, 1, . . . , n(q − 1)}3. In
order to maximize the minimum distance, rows of GRS(q)⊗n
with indices in the set
{i ∈ {0, . . . , qn − 1} | (i1 + 1) · · · (in + 1) > n0}. (14)
with some threshold n0 ∈ {1, 2, . . . , qn} should be chosen.
Hence, unless q = 2, the selection rule for the Reed-Muller
codes does not maximize the minimum distance. Codes based
3Here, i1, . . . , in are treated as integers in the additions.
on the selection rule (14) are sometimes called Massey-
Costello-Justesen codes [21] and hyperbolic cascaded Reed-
Solomon codes [22]. Note that the minimum distance of
Reed-Muller codes grows like qn/2+o(n) while the minimum
distance of polar codes and hyperbolic codes grows like
qEc(GRS(q))n+o(n). From the above observation, the Reed-
Solomon matrices can be regarded as a natural generalization
of the matrix
[
1 0
1 1
]
in the binary case.
We now consider the maximum exponent Emax(q, ℓ) :=
maxG∈Fℓ×ℓq Ec(G) for channel coding on given size q of a
finite field and size ℓ of a matrix. For q = 2, Korada et
al. [9] show that Emax(2, ℓ) < 0.55 for ℓ ≤ 31, and also
show a method of construction of binary matrices with large
exponents using the Bose-Chaudhuri-Hocquenghem (BCH)
codes. For q ≥ 2 and ℓ ≤ q, the ℓ × ℓ lower-right sub-
matrix of the q-ary Reed-Solomon matrix gives the largest
exponent so that Emax(q, ℓ) = log(ℓ!)/(ℓ log ℓ) for ℓ ≤ q
since the Reed-Solomon code is an MDS code [23]. Thus,
the Reed-Solomon matrices with q > 2 can be regarded as
providing a systematic means to construct polar codes with
larger exponents for the case ℓ ≤ q. For example, for q = 4,
Emax(4, 4) = Ec(GRS(4)) ≈ 0.573 12, which is larger than
the upper bound 0.55 of Emax(2, ℓ) for ℓ ≤ 31. For ℓ > q > 2,
on the other hand, algebraic geometry codes are considered to
be useful since they have a large minimum distance and the
nested structure which are plausible in making D(i)c s larger.
The examples using the Hermitian codes are shown in [2], in
which q = pm and ℓ = p3m/2 for an even integer m. The
q-ary ℓ × ℓ matrix constructed on the basis of the Hermitian
code has a yet larger exponent than the Reed-Solomon matrix
GRS(q) for q > 4.
IX. NUMERICAL RESULTS
In Fig. 2, performance of the original binary polar codes
with G1 and quaternary polar codes using the Reed-Solomon
matrix GRS(4) are compared on the binary-input additive-
white-Gaussian-noise (AWGN) channel with capacity about
0.5. Instead of the actual error probability, the upper bound∑
i∈A Pe(X
(i1)···(in) | Y (i1)···(in)) is plotted where A denotes
the set of chosen row indices in constructing polar codes. This
bound is accurate for rates not close to the capacity [24]. A
significant improvement by the quaternary polar codes over
the binary counterparts is observed in terms of the block error
probability, although the error probability of the quaternary
polar codes is still larger than that of (3,6)-regular low-density-
parity-check (LDPC) codes except in a low-rate region.
X. SUMMARY
We have shown that a necessary and sufficient condition
for a q-ary ℓ × ℓ invertible matrix G over Fq with a non-
identity standard form G¯ to polarize any source/channel is
Fp(G¯) = Fq. The result about speed of polarization for the
binary alphabet has been generalized to non-binary cases. We
have also explicitly given q-ary ℓ × ℓ matrices with ℓ ≤ q
on the basis of the q-ary Reed-Solomon matrices, which have
the largest exponent Emax(q, ℓ) = log(ℓ!)/(ℓ log ℓ) among all
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Fig. 2. Numerical results on the upper bound of the block error probability
of polar codes over an AWGN channel, for which the standard deviation of
noise is set equal to 0.978 65. The capacity of the AWGN channel is about
0.5. Results of binary polar codes and quaternary polar codes using GRS(4)
are shown by dotted curves and solid curves, respectively. Blocklengths are
27, 29, 211 , and 213 viewed as binary codes.
ℓ × ℓ matrices. Performance of non-binary polar codes based
on Reed-Solomon matrices are found via numerical evaluation
to be significantly better than the performance of the original
binary polar codes.
APPENDIX A
PROOF OF LEMMA 20
In order to relate the entropy and the Bhattacharyya param-
eter, the following lemma is useful.
Lemma 36 ([25, Sec. 5.6]). For any random variables X , Y
and Z on sets X , Y and Z , respectively,∑
x∈X ,y∈Y
PX,Y (x, y) log
PX,Y (x, y)
PX(x)PY (y)
≥ − log
∑
y∈Y
(∑
x∈X
PX(x)
√
PY |X(y | x)
)2
∑
x∈X ,y∈Y,z∈Z
PX,Y,Z(x, y, z) log
PX,Y |Z(x, y | z)
PX|Z(x | z)PY |Z(y | z)
≥ − log
∑
y∈Y,z∈Z
PZ(z)
·
(∑
x∈X
PX|Z(x | z)
√
PY |X,Z(y | x, z)
)2
.
The second inequality is an immediate consequence of the
first inequality and Jensen’s inequality. The first inequality is
obtained in [25, Sec. 5.6]. In Lemma 36, the quantities on
the left-hand sides are the mutual information between X and
Y , and the conditional mutual information between X and Y
given Z , respectively. The quantities on the right-hand sides
are the cutoff rate and the conditional cutoff rate, respectively.
Given a source (X,Y ), let (U0, U1, X0, X1, Y0, Y1) be the
random variables defined by applying the basic transform with
Gγ to the source (X,Y ), as described in Section III. Then,
one obtains
H(U1 | Y1)−H(U1 | U0, Y0, Y1)
=
∑
u0∈Fq,u1∈Fq,y0∈Y,y1∈Y
PU0,U1,Y0,Y1(u0, u1, y0, y1)
· log PU0,U1,Y0|Y1(u0, u1, y0 | y1)
PU1|Y1(u1 | y1)PU0,Y0|Y1(u0, y0 | y1)
≥ − log
[∑
y1∈Y
PY (y1)
∑
u0∈Fq,y0∈Y[ ∑
u1∈Fq
PU1|Y1(u1 | y1)
√
PU0,Y0|U1,Y1(u0, y0 | u1, y1)
]2]
= − log
[∑
y1∈Y
PY (y1)
∑
u0∈Fq,y0∈Y[ ∑
u1∈Fq
PU1|Y1(u1 | y1)
√
PX0,Y0(u0 + u1, y0)
]2]
= − log
[∑
y1∈Y
PY (y1)
·
∑
u1∈Fq,u′1∈Fq
PX|Y (γu1 | y1)PX|Y (γu′1 | y1)
·
∑
u0∈Fq,y0∈Y
√
PX,Y (u0 + u1, y0)
√
PX,Y (u0 + u′1, y0)
]
= − log
[
1−
∑
y1∈Y
PY (y1)
·
∑
u1∈Fq,u′1∈Fq
PX|Y (γu1 | y1)PX|Y (γu′1 | y1)
(
1
−
∑
u0∈Fq,y0∈Y
√
PX,Y (u0 + u1, y0)
√
PX,Y (u0 + u′1, y0)
)]
= − log
[
1− q
∑
d∈Fq
∑
y1∈Y
PY (y1)
·
∑
u1∈Fq
1
q
PX|Y (γu1 | y1)PX|Y (γu1 + γd | y1)
(
1
−
∑
u0∈Fq,y0∈Y
√
PX,Y (u0 + u1, y0)
·
√
PX,Y (u0 + u1 + d, y0)
)]
≥ − log
[
1− q
∑
d∈F×q
( ∑
u1∈Fq,y1∈Y
1
q
PY (y1)
·
√
PX|Y (γu1 | y1)PX|Y (γu1 + γd | y1)
)2
·
(
1−
∑
u0∈Fq,y0∈Y
√
PX,Y (u0, y0)
√
PX,Y (u0 + d, y0)
)]
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= − log
[
1− 1
q
∑
d∈F×q
Zγd(X | Y )2(1− Zd(X | Y ))
]
.
The first and second inequalities are obtained by Lemma 36
and Jensen’s inequality, respectively.
The assumption of Lemma 20 implies that the above for-
mula evaluated for (X,Y ) = (X(n), Y(n)) approaches 0 as
n → ∞, or equivalently, that for any ǫ > 0, there exists n0
such that
Zγd(X(n) | Y(n))(1 − Zd(X(n) | Y(n))) < ǫ
for any n ≥ n0 and any d ∈ F×q . Fix ǫ ∈ (0, 1/2). Then, there
exists n0 such that
Zγd(X(n) | Y(n))(1 − Zd(X(n) | Y(n))) < ǫ2
for any n ≥ n0 and any d ∈ F×q , which in turn implies
Zγd(X(n) | Y(n)) < ǫ or 1− Zd(X(n) | Y(n)) < ǫ
for any n ≥ n0 and any d ∈ F×q . Assume 1 − Zd′(X(n′) |
Y(n′)) < ǫ for fixed n′ ≥ n0 and fixed d′ ∈ F×q . Then, from
Zd′(X(n′) | Y(n′))(1 − Zγ−1d′(X(n′) | Y(n′))) < ǫ2
one obtains 1 − Zγ−1d′(X(n′) | Y(n′))) < ǫ2/(1 − ǫ) < ǫ.
By iterating this procedure, one proves that 1−Zγid′(X(n′) |
Y(n′))) < ǫ holds for all i ∈ {0, . . . , q− 2}. In the same way,
when Zd′(X(n′) | Y(n′)) < ǫ is assumed for fixed n′ ≥ n0 and
fixed d′ ∈ F×q , one can prove that Zγid′(X(n′) | Y(n′))) < ǫ
holds for all i ∈ {0, . . . , q − 2}. This completes the proof of
Lemma 20.
APPENDIX B
BHATTACHARYYA PARAMETER AND ERROR PROBABILITY
In this appendix, an unconditional version of Lemma 22
is proved. Lemma 22 itself is then proved straightforwardly
by Jensen’s inequality. For the proof of the unconditional
version, one can regard X as any finite set whose size q is not
necessarily a power of a prime. Let X be a random variable on
X . The optimum estimator for X minimizing the probability
of error is given by xˆ := argmaxx PX(x), with the error
probability
Pe(X) := 1−max
x∈X
PX(x).
The Bhattacharyya parameter is defined as
Z(X) :=
1
q − 1
∑
x∈X ,x′∈X ,
x′ 6=x
√
PX(x)PX (x′).
The following lemma gives an upper bound of the error
probability in terms of the Bhattacharyya parameter.
Lemma 37.
Pe(X) ≤ min
k=1,2,...,q−1
{
(q − 1)Z(X) + k(k − 1)
k(k + 1)
}
.
Proof: Noting that PX(xˆ) = 1 − Pe(X) holds by the
definition, one has∑
x
√
PX(x) =
√
1− Pe(X) +
∑
x 6=xˆ
√
PX(x).
In order to prove the lemma, we first find the extremal
distribution of X for which Z(X) is minimized with Pe(X)
fixed. As we will show, this amounts to minimizing the second
term on the right-hand side with respect to PX(x) under the
constraint that the error probability is Pe(X). We thus consider
the following minimization problem for {pi}i=0,1,...,q−2.
minimize:
∑
i
√
pi
subject to:
∑
i
pi = Pe(X)
0 ≤ pi ≤ 1− Pe(X).
Let {p∗i }i=0,1,...,q−2 be the optimum solution of the minimiza-
tion problem. Since
√
x is a concave function, p∗i is 0 or
1−Pe(X) except for at most one i [26]. Let t−1 be the number
of p∗i s which are equal to 1−Pe(X), then t = ⌊1/(1−Pe(X))⌋
holds. The value of p∗i which is not 0 or 1− Pe(X) is equal
to 1− t(1 − Pe(X)). Hence,∑
x
√
PX(x) ≥ t
√
1− Pe(X) +
√
1− t(1− Pe(X)). (15)
By squaring both sides of (15), one obtains the inequality
1 + (q − 1)Z(X) ≥ 1 + t(t− 1)(1− Pe(X))
+ 2t
√
(1− Pe(X))(1 − t(1− Pe(X))
which implies the minimum achievable value of the Bhat-
tacharyya parameter for a given error probability. The right-
hand side of the above inequality is further lower bounded by
applying the inequality 1−Pe(X) ≥ 1− t(1−Pe(X))⇔ t ≥
1/(1− Pe(X))− 1 to the last term, yielding
(q − 1)Z(X) ≥ t(t− 1)(1− Pe(X)) + 2t(1− t(1− Pe(X)))
= −(1− Pe(X))t2 + (1 + Pe(X))t. (16)
Since the quadratic function −(1−Pe(X))x2+(1+Pe(X))x
is concave and takes a maximum at x = (1+Pe(X))/(2(1−
Pe(X)), which is the center of the unit interval [Pe(X)/(1−
Pe(X)), 1/(1−Pe(X))] containing t, the inequality (16) still
holds even if t is replaced by any integer k = 1, 2, . . . , q− 1.
By replacing t by 1/(1 − Pe(X)) in (16), one obtains a
looser but smooth bound
Pe(X) ≤ (q − 1)Z(X)
(q − 1)Z(X) + 1 . (17)
This bound is also obtained from the monotonicity of the
Re´nyi entropy i.e., H1/2(X) ≥ H∞(X) where Hα(X) :=
(1−α)−1 log∑x PX(x)α. These upper bounds are plotted in
Fig. 3 for q = 5.
The next lemma provides a lower bound of the error
probability in terms of the Bhattacharyya parameter.
Lemma 38.
Pe(X) ≥ q − 1
q2
(√
1 + (q − 1)Z(X)−
√
1− Z(X)
)2
.
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Proof: We start with the same formula as that used as the
starting point of the proof of Lemma 37.∑
x
√
PX(x) =
√
1− Pe(X) +
∑
x 6=xˆ
√
PX(x)
=
√
1− Pe(X) + (q − 1)
∑
x 6=xˆ
1
q − 1
√
PX(x)
≤
√
1− Pe(X) + (q − 1)
√
1
q − 1Pe(X)
=
√
1− Pe(X) +
√
(q − 1)Pe(X). (18)
The above inequality is obtained from Jensen’s inequality.
This proof is the same as the proof of Fano’s inequality for
the Re´nyi entropy [27]. By squaring both sides of the above
inequality, one has
1 + (q − 1)Z(X) ≤
[√
1− Pe(X) +
√
q − 1
√
Pe(X)
]2
⇐⇒ Z(X)
≤ (q − 2)Pe(X) + 2
√
q − 1
√
Pe(X)(1− Pe(X))
q − 1 .
The function
f(x) :=
(q − 2)x+ 2√q − 1
√
x(1 − x)
q − 1
defined for x ∈ [0, (q − 1)/q] is continuous and strictly
increasing since
f ′(x) =
q − 2
q − 1 +
1− 2x√
q − 1
√
x(1 − x)
f ′′(x) = − 1
2
√
q − 1(x(1 − x))3/2 < 0
and f ′((q − 1)/q) = 0. Hence, f−1(Z(X)) ≤ Pe(X) where
the inverse function f−1(x) of f(x) is
f−1(x) =
q − 1
q2
(√
1 + (q − 1)x−√1− x
)2
.
Lemma 22 is obtained from Lemmas 37 and 38 by applying
Jensen’s inequality. The lower and upper bounds are plotted
in Fig. 3 for q = 5. The bounds given in Lemma 22
are the tightest among those which are given in terms of
the Bhattacharyya parameter only. Tight examples are shown
below. The lower bound in Lemma 22 is tight for the q-ary
symmetric channel, defined by X = Y = {0, . . . , q − 1} and
PY |X(y | x) =
{
1− ǫ, if y = x
ǫ/(q − 1), if y 6= x
for ǫ ∈ [0, (q − 1)/q]. In this case,
Pe(X | Y ) = ǫ
Z(X | Y ) = q − 2
q − 1 ǫ+ 2
√
ǫ(1− ǫ)
q − 1
which satisfies the lower bound with equality. The upper
bound in Lemma 22 is tight for the following channel. Let
X = {0, . . . , q − 1}. For fixed k ∈ {1, . . . , q − 1}, let
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Fig. 3. The upper and lower bounds of error probability for q = 5.
Y = Ak ∪Ak+1 where Ak := {A ⊆ X | |A| = k}, and
let
PY |X(y | x) =


(1− ǫ)/(q−1k−1), if |y| = k and x ∈ y
ǫ/
(
q−1
k
)
, if |y| = k + 1 and x ∈ y
0, otherwise
for ǫ ∈ [0, 1]. That is, the output of the channel is a subset
of X containing the input x and with size k or k + 1. This
channel satisfies the upper bound with equality since it holds
Pe(X | Y ) = k
2 − 1 + ǫ
k(k + 1)
Z(X | Y ) = k − 1 + ǫ
q − 1 .
APPENDIX C
PROOF OF LEMMA 23
Similarly to Appendix B, it is sufficient to prove an uncon-
ditional version of the inequalities in Lemma 23. Let X be a
finite set of size q, and let X be a random variable on X . Let
T (X) :=
∑
x∈X
∣∣∣∣PX(x)− 1q
∣∣∣∣
be the total variation distance between PX and the uniform
distribution over X .
Let t := ⌊1/(1 − Pe(X))⌋. The same argument as that of
minimizing the concave function in Appendix B applies to
minimizing −T (X) given Pe(X), yielding the upper bound
T (X) ≤ t
(
1− Pe(X)− 1
q
)
+
∣∣∣∣1− t(1− Pe(X))− 1q
∣∣∣∣
+ (q − t− 1)1
q
=
q − 1
q
+ t
(
1− Pe(X)− 2
q
)
+
∣∣∣∣q − 1q − t(1− Pe(X))
∣∣∣∣
=: fT (Pe(X)).
We now derive the concave hull of fT (x) for obtaining the
upper bound of T (X | Y ). Let k be a positive integer smaller
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than q. When x satisfies (k− 1)/k ≤ x < k/(k+1), one has
k ≤ 1/(1−x) < k+1, so that the value of t = ⌊1/(1−x)⌋ is
equal to the constant k. The function fT (x) is hence a convex
function of x in the interval (k − 1)/k ≤ x < k/(k + 1),
and the linear interpolation of the values of fT (x) at the two
endpoints x = (k − 1)/k and x ↑ k/(k + 1) thus gives the
concave hull of fT (x) for (k − 1)/k ≤ x < k/(k + 1). One
therefore obtains the inequality
fT (x) ≤ (k + 1)k
[(
k/(k + 1)− x)fT ((k − 1)/k)
+
(
x− (k − 1)/k) lim
x↑k/(k+1)
fT (x)
]
for x satisfying (k − 1)/k ≤ x < k/(k + 1). By substituting
fT ((k − 1)/k) = 2
q
(q − k)
lim
x↑k/(k+1)
fT (x) =
2
q
(q − k − 1)
one obtains
fT (x) ≤ 2
q
(q − k − 1) + 2
q
k
[(
k − (k + 1)x)]
=
2(q − 1)
q
− 2
q
[−(1− x)k2 + (1 + x)k]
and therefore
T (X) ≤ 2(q − 1)
q
− 2
q
[−(1−Pe(X))k2+(1+Pe(X))k] (19)
for Pe(X) satisfying (k − 1)/k ≤ Pe(X) < k/(k + 1). As
shown in the proof of Lemma 37, the inequality (19) is correct
for any Pe(X) ∈ [0, (q − 1)/q]. Note that by replacing k by
1/(1−Pe(X)), one obtains a looser but smooth upper bound
fT (Pe(X)) ≤ 2
1− Pe(X)
(
q − 1
q
− Pe(X)
)
.
The unconditional version of the other inequality in
Lemma 23 is obtained by applying the triangle inequality, as
T (X) =
(
1− Pe(X)− 1
q
)
+
∑
x 6=xˆ
∣∣∣∣PX(x)− 1q
∣∣∣∣
≥
(
1− Pe(X)− 1
q
)
+
∣∣∣∣∣∣
∑
x 6=xˆ
(
PX(x)− 1
q
)∣∣∣∣∣∣
=
(
1− Pe(X)− 1
q
)
+
q − 1
q
− Pe(X)
= 2
(
q − 1
q
− Pe(X)
)
.
APPENDIX D
PROOF OF LEMMA 26
As before, it is again sufficient to prove an unconditional
version of the inequalities in Lemma 26. The unconditional
version S(X) of S(X | Y ) is defined as
S(X) :=
1
q − 1
∑
w∈F×q
|P ∗X(w)|
where P ∗X(w) denotes the unconditional version of P ∗X|Y (w |
y) defined as
P ∗X(w) :=
∑
z∈Fq
PX(z)χ(wz).
For the upper bound, one obtains
(q − 1)S(X) =
∑
w∈F×q
|P ∗X(w)| ≤
√
q − 1
√ ∑
w∈F×q
|P ∗X(w)|2
=
√
q(q − 1)
√√√√∑
x∈Fq
∣∣∣∣PX(x)− 1q
∣∣∣∣2.
Here, the inequality is obtained from the Cauchy-Schwarz
inequality ‖pq−10 ‖1 ≤
√
q‖pq−10 ‖2 which holds for pq−10 ∈ Cq.
The last equality holds via Perseval’s identity, i.e., since the
Fourier transform is unitary up to the constant factor √q. Let
t := ⌊1/(1− Pe(X))⌋.√√√√∑
x∈Fq
∣∣∣∣PX(x)− 1q
∣∣∣∣2 ≤
(
t
∣∣∣∣1− Pe(X)− 1q
∣∣∣∣2
+
∣∣∣∣1− t(1 − Pe(X))− 1q
∣∣∣∣2 + (q − t− 1) 1q2
) 1
2
=
(
(1− Pe(X))t ((1− Pe(X))t− Pe(X))
− t(1− Pe(X)) + q − 1
q
) 1
2
(20)
Since (20) is piecewise convex with respect to Pe(X), its
concave hull is
t(t+ 1)
[
(t/(t+ 1)− Pe(X))
√
q − 1
q
− t− 1
t
+ (Pe(X)− (t− 1)/t)
√
q − 1
q
− t
t+ 1
]
for Pe(X) ∈ [0, (q− 1)/q). Since this is piecewise linear and
convex, t can be replaced by any k = 1, . . . , q − 1. Note that
the following smooth upper bound is obtained by replacing
the first (1− Pe(X))t in (20) by 1.
S(X) ≤
√
1− q
q − 1Pe(X).
The unconditional version of the lower bound in Lemma 26
is obtained via the triangle inequality, as
(q − 1)S(X) + 1 =
∑
w∈Fq
|P ∗X(w)| =
∑
w∈Fq
∣∣∣∣∣∣
∑
z∈Fq
PX(z)χ(wz)
∣∣∣∣∣∣
= max
a∈Fq
∑
w∈Fq
∣∣∣∣∣∣
∑
z∈Fq
PX(z)χ(w(z − a))
∣∣∣∣∣∣
≥ max
a∈Fq
∣∣∣∣∣∣
∑
z∈Fq
PX(z)
∑
w∈Fq
χ(w(z − a))
∣∣∣∣∣∣
= qmax
a∈Fq
PX(a) = q(1 − Pe(X)).
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APPENDIX E
PROOF OF LEMMA 34
As in the argument for the binary case in [15, Chapter 5],
MacWilliams identity is useful for the proof. Let H := G−1
and H〈i〉 := [h0, . . . , hi] where hi is the i-th column of H .
Furthermore, we let the Fourier transform of the joint proba-
bility PX,Y be defined as P ∗X,Y (w, y) := PY (y)P ∗X|Y (w | y).
The generalized MacWilliams identity is obtained as follows.
PX(i),Y (i)(ui, (u
i−1
0 , y
ℓ−1
0 ))
=
∑
xℓ−10 ∈Fℓq
I{xℓ−10 H〈i〉 = ui0}
ℓ−1∏
j=0
PX,Y (xj , yj)
=
∑
xℓ−10 ∈Fℓq
i∏
j=0
[
1
q
∑
wj∈Fq
χ
(
wj
( ℓ−1∑
k=0
Hkjxk − uj
))]
·
ℓ−1∏
j=0
[
1
q
∑
zj∈Fq
χ(−zjxj)P ∗X,Y (zj, yj)
]
=
1
qℓ+i+1
·
∑
zℓ−10 ∈Fℓq,wi0∈Fi+1q
ℓ−1∏
j=0
[ ∑
xj∈Fq
χ
(
xj
( i∑
k=0
Hjkwk − zj
))]
·
ℓ−1∏
j=0
P ∗X,Y (zj, yj)
i∏
j=0
χ(−wjuj)
=
1
qi+1
∑
zℓ−10 ∈Fℓq,wi0∈Fi+1q
I
{
wi0H
t
〈i〉 = z
ℓ−1
0
}
·
ℓ−1∏
j=0
P ∗X,Y (zj, yj)
i∏
j=0
χ(−wjuj).
Hence, the Fourier transform P ∗
X(i),Y (i)
of the joint probability
PX(i),Y (i) is given by
P ∗X(i),Y (i)(wi, (u
i−1
0 , y
ℓ−1
0 )) =
1
qi
·
∑
zℓ−10 ∈Fℓq,wi−10 ∈Fiq
I
{
wi−10 H
t
〈i−1〉 + wih
t
i = z
ℓ−1
0
}
·
ℓ−1∏
j=0
P ∗X,Y (zj , yj)
i−1∏
j=0
χ(−wjuj).
Then, one can derive the first inequality in Lemma 34 as
Smax(X
(i), Y (i))
= max
wi∈F×q
∑
yℓ−10 ∈Yℓ,ui−10 ∈Fiq
|P ∗X(i),Y (i)(wi, (ui−10 , yℓ−10 ))|
= max
wi∈F×q
∑
yℓ−10 ∈Yℓ,ui−10 ∈Fiq
∣∣∣∣∣ 1qi
·
∑
zℓ−10 ∈Fℓq,wi−10 ∈Fiq
I
{
wi−10 H
t
〈i−1〉 + wih
t
i = z
ℓ−1
0
}
·
ℓ−1∏
j=0
P ∗X,Y (zj, yj)
i−1∏
j=0
χ(−wjuj)
∣∣∣∣∣
≤ max
wi∈F×q
∑
zℓ−10 ∈Fℓq,wi−10 ∈Fiq
I{wi−10 Ht〈i−1〉 + wihti = zℓ−10 }
·
ℓ−1∏
j=0
∑
y∈Y
∣∣P ∗X,Y (zj , y)∣∣
≤ qiSmax(X,Y )D
(i)
s (G). (21)
The last inequality in the above is obtained by observ-
ing that zℓ−10 satisfying w
i−1
0 H
t
〈i−1〉 + wih
t
i = z
ℓ−1
0
should contain at least D(i)s (G) nonzero elements, and that∑
y∈Y |P ∗X,Y (0, y)| = 1 holds.
As for the second inequality in Lemma 34, one has
Smin(X
(i), Y (i))
= min
wi∈F×q
∑
yℓ−10 ∈Yℓ,ui−10 ∈Fiq
|P ∗X(i),Y (i)(wi, (ui−10 , yℓ−10 ))|
= min
wi∈F×q
∑
yℓ−10 ∈Yℓ,ui−10 ∈Fiq
∣∣∣∣∣ 1qi
·
∑
zℓ−10 ∈Fℓq,wi−10 ∈Fiq
I{wi−10 Ht〈i−1〉 + wihti = zℓ−10 }
·
ℓ−1∏
j=0
P ∗X,Y (zj , yj)
i−1∏
j=0
χ(−wjuj)
∣∣∣∣∣
= min
wi∈F×q
max
ai−10 ∈Fiq
∑
yℓ−10 ∈Yℓ,ui−10 ∈Fiq
∣∣∣∣∣ 1qi
·
∑
zℓ−10 ∈Fℓq,wi−10 ∈Fiq
I{wi−10 Ht〈i−1〉 + wihti = zℓ−10 }
·
ℓ−1∏
j=0
P ∗X,Y (zj , yj)
i−1∏
j=0
χ((aj − wj)uj)
∣∣∣∣∣
≥ min
wi∈F×q
max
ai−10 ∈Fiq
∑
yℓ−10 ∈Yℓ∣∣∣∣∣ ∑
zℓ−10 ∈Fℓq,wi−10 ∈Fiq
I{wi−10 Ht〈i−1〉 + wihti = zℓ−10 }
·
ℓ−1∏
j=0
P ∗X,Y (zj , yj)
i−1∏
j=0
(
1
q
∑
u∈Fq
χ
(
(aj − wj)u
))∣∣∣∣∣
= min
wi∈F×q
max
ai−10 ∈Fiq
ℓ−1∏
j=0
∑
y∈Y
∣∣∣P ∗X,Y ((ai−10 Ht〈i−1〉 + wihti)j , y)∣∣∣
≥ min
wi∈F×q
max
ai−10 ∈Fiq
ℓ−1∏
j=0
Smin(X,Y )
I{(ai−10 Ht〈i−1〉+wihti)j 6=0}
= Smin(X,Y )
D(i)s (G) (22)
where the last equality in the above is obtained by noting that
the maximization with respect to ai−10 amounts to making the
number of nonzero elements in ai−10 Ht〈i−1〉 + wihti to be as
small as possible.
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For the first equation, let us consider a σ(B1, . . . , Bn)-
measurable random process {ξn := ξ(Xn,Yn)}n=0,1,... where
ξ(X,Y ) :=
{
(x, x′) ∈ F2q | Zx,x′(X | Y ) = 0
}
and where
Zx,x′(X | Y ) :=
∑
y∈Y
√
PY |X(y | x)PY |X(y | x′).
Then, {ξn}n=0,1,... is obviously a Markov chain. The Markov
chain {ξn}n=0,1,... has the empty set φ as the absorbing
state, i.e., Pr(ξn = φ | ξn−1 = φ) = 1. Since any source
accessible from the original source (X,Y ) by G is also
polarized by G, φ is the unique accessible absorbing state.
Hence, limn→∞ Pr(ξn = φ) = 1, proving the first equation
of the lemma.
The second equation is obtained in the same way. Let us
define
Sw(X | Y ) :=
∑
y∈Y
PY (y)
∣∣∣P ∗X|Y (w | y)∣∣∣
and let {ηn := η(Xn,Yn)}n=0,1,... be a σ(B1, . . . , Bn)-
measurable random process where
η(X,Y ) := {w ∈ Fq | Sw(X | Y ) = 0} .
Then, {ηn}n=0,1,... is a Markov chain since one obtains from
the derivations of (21) and (22) in Appendix E that
max
zℓ−10 ∈Ci(w)
ℓ−1∏
j=0
Szj (X | Y ) ≤ Sw(X(i) | Y (i))
≤ qi max
zℓ−10 ∈Ci(w)
ℓ−1∏
j=0
Szj (X | Y )
for any w ∈ F×q and i = 0, . . . , ℓ − 1 where Ci(w) is the
affine space {∑i−1j=0 ajhtj + whti | ai−10 ∈ Fiq} defined on
the basis of the columns of G−1 := [h0, h1, . . . , hℓ−1]. The
superscript t here denotes transpose of a vector. Then, it holds
that limn→∞ Pr(ηn = φ) = 1 due to the same reason as
that for {ξn}n=0,1,..., which proves the second equation of
the lemma.
REFERENCES
[1] R. Mori and T. Tanaka, “Channel polarization on q-ary discrete mem-
oryless channels by arbitrary kernels,” in Proc. 2010 IEEE Int. Symp.
Inf. Theory, Austin, TX, Jul. 13–18, 2010, pp. 894–898.
[2] ——, “Non-binary polar codes using Reed-Solomon codes and algebraic
geometry codes,” in Proc. 2010 IEEE Information Theory Workshop,
Dublin Ireland, Aug. 30–Sep. 3, 2010.
[3] E. Arıkan, “Channel polarization: A method for constructing capacity-
achieving codes for symmetric binary-input memoryless channels,” IEEE
Trans. Inf. Theory, vol. 55, no. 7, pp. 3051–3073, Jul. 2009.
[4] E. S¸as¸og˘lu, E. Telatar, and E. Arıkan, “Polarization for arbitrary
discrete memoryless channels,” in Proc. 2009 IEEE Information Theory
Workshop, Taormina, Italy, Oct. 11–16, 2009, pp. 144–148. [Online].
Available: http://arxiv.org/abs/0908.0302
[5] E. Abbe and E. Telatar, “Polar codes for the m-user multiple access
channel,” IEEE Trans. Inf. Theory, vol. 58, no. 8, pp. 5437–5448, Aug.
2012.
[6] W. Park and A. Barg, “Polar codes for q-ary channels, q = 2r ,” IEEE
Trans. Inf. Theory, vol. 59, no. 2, pp. 955–969, Feb. 2013.
[7] A. G. Sahebi and S. S. Pradhan, “Multilevel polarization of polar codes
over arbitrary discrete memoryless channels,” in 2011 49th Annual Aller-
ton Conference on Communication, Control, and Computing (Allerton),
Sep. 28–30, 2011, pp. 1718–1725.
[8] E. S¸as¸og˘lu, “Polar codes for discrete alphabets,” in Proc. 2012 IEEE
Int. Symp. Inf. Theory, Cambridge, MA, Jul. 1–6, 2012, pp. 2137–2141.
[9] S. Korada, E. Sasoglu, and R. Urbanke, “Polar codes: Characterization of
exponent, bounds, and constructions,” IEEE Trans. Inf. Theory, vol. 56,
no. 12, pp. 6253–6264, 2010.
[10] E. Arikan, “Source polarization,” in Proc. 2010 IEEE Int. Symp. Inf.
Theory, Austin, TX, Jul. 13–18, 2010, pp. 899–903.
[11] H. Cronie and S. Korada, “Lossless source coding with polar codes,” in
Proc. 2010 IEEE Int. Symp. Inf. Theory, Austin, TX, Jul. 13–18, 2010,
pp. 904–908.
[12] N. Hussami, R. Urbanke, and S. Korada, “Performance of polar codes
for channel and source coding,” in Proc. IEEE Int. Symp. Inf. Theory,
Seoul, South Korea, Jun. 28–Jul. 3 2009, pp. 1488–1492.
[13] S. Korada and R. Urbanke, “Polar codes are optimal for lossy source
coding,” IEEE Trans. Inf. Theory, vol. 56, no. 4, pp. 1751–1768, 2010.
[14] M. Karzand and E. Telatar, “Polar codes for q-ary source coding,” in
Proc. 2010 IEEE Int. Symp. Inf. Theory, Austin, TX, Jun. 13–18, 2010,
pp. 909–912.
[15] S. Korada, “Polar codes for channel and source coding,” Ph.D.
dissertation, Ecole Polytechnique Federale de Lausanne, 2009. [Online].
Available: http://library.epfl.ch/theses/?nr=4461
[16] E. Arıkan and E. Telatar, “On the rate of channel polarization,” in Proc.
IEEE Int. Symp. Inf. Theory, Seoul, South Korea, Jun. 28–Jul. 3 2009,
pp. 1493–1495.
[17] R. Mori, “Properties and construction of polar codes,”
Master’s thesis, Kyoto University, 2010. [Online]. Available:
http://arxiv.org/abs/1002.3521
[18] S. Hassani, R. Mori, T. Tanaka, and R. Urbanke, “Rate-dependent
analysis of the asymptotic behavior of channel polarization,” IEEE
Trans. Inf. Theory, vol. 59, no. 4, pp. 2267–2276, Apr. 2013.
[19] T. Tanaka and R. Mori, “Refined rate of channel polarization,” in Proc.
2010 IEEE Int. Symp. Inf. Theory, Austin, TX, Jun. 13–18, 2010, pp.
889–893.
[20] S. Hassani and R. Urbanke, “On the scaling of polar codes: I. the
behavior of polarized channels,” in Proc. 2010 IEEE Int. Symp. Inf.
Theory, Austin, TX, Jun. 13–18, 2010, pp. 874–888.
[21] J. Massey, D. Costello, and J. Justesen, “Polynomial weights and code
constructions,” IEEE Trans. Inf. Theory, vol. 19, no. 1, pp. 101–110,
Jan. 1973.
[22] K. Saints and C. Heegard, “On hyperbolic cascaded Reed-Solomon
codes,” Applied Algebra, Algebraic Algorithms and Error-Correcting
Codes, vol. 673, pp. 291–303, May 1993.
[23] F. MacWilliams and N. Sloane, The Theory of Error-Correcting Codes.
North-Holland Amsterdam, 1977.
[24] R. Mori and T. Tanaka, “Performance and construction of polar codes
on symmetric binary-input memoryless channels,” in Proc. 2009 IEEE
Int. Symp. Inf. Theory, Seoul, South Korea, Jun. 28–Jul. 3, 2009, pp.
1496–1500.
[25] R. Gallager, Information Theory and Reliable Communication. John
Wiley & Sons, Inc. New York, NY, USA, 1968.
[26] M. Feder and N. Merhav, “Relations between entropy and error proba-
bility,” IEEE Trans. Inf. Theory, vol. 40, no. 1, pp. 259–266, Jan. 1994.
[27] M. Ben-Bassat and J. Raviv, “Renyi’s entropy and the probability of
error,” IEEE Trans. Inf. Theory, vol. 24, no. 3, pp. 324–331, May 1978.
Ryuhei Mori received the B.E. degree from Tokyo Institute of Technology,
Tokyo, Japan in 2008, and the M.Inf. and D.Inf. degrees from Kyoto
University, Kyoto, Japan in 2010 and 2013, respectively. His research interests
include information theory, computer science and statistical physics.
17
Toshiyuki Tanaka received the B.E., M.E., and D.E. degrees in electronics
engineering from the University of Tokyo, Tokyo, Japan, in 1988, 1990, and
1993, respectively. From 1993 to 2005, he was with the Department of Elec-
tronics and Information Engineering at Tokyo Metropolitan University, Tokyo,
Japan. He is currently a professor at the Graduate School of Informatics,
Kyoto University, Kyoto, Japan. He received DoCoMo Mobile Science Prize
in 2003, and Young Scientist Award from the Minister of Education, Culture,
Sports, Science and Technology, Japan, in 2005. His research interests are
in the areas of information and communication theory, statistical mechanics
of information processing, machine learning, and neural networks. He is a
member of the IEEE, the Japanese Neural Network Society, the Acoustical
Society of Japan, the Physical Society of Japan, and the Architectural Institute
of Japan.
