Semilinear hyperbolic stochastic partial differential equations have various applications in the natural and engineering sciences. From a modelling point of view the Gaussian setting can be too restrictive, since phenomena as porous media, pollution models or applications in mathamtical finance indicate an influence of noise of a different nature. In order to capture temporal discontinuities and allow for heavy-tailed distributions, Hilbert space valued-Lévy processes (or Lévy fields) as driving noise terms are considered. The numerical discretization of the corresponding SPDE involves several difficulties: Low spatial and temporal regularity of the solution to the problem entails slow convergence rates and instabilities for space/time-discretization schemes. Furthermore, the Lévy process admits values in a possibly infinitedimensional Hilbert space, hence projections into a finite-dimensional subspace for each discrete point in time are necessary. Finally, unbiased sampling from the resulting Lévy field may not be possible. We introduce a fully discrete approximation scheme that addresses these issues. A discontinuous Galerkin approach for the spatial approximation is coupled with a suitable time stepping scheme to avoid numerical oscillations. Moreover, we approximate the driving noise process by truncated Karhunen-Loéve expansions. The latter essentially yields a sum of scaled and uncorrelated one-dimensional Lévy processes, which may be simulated with controlled bias by Fourier inversion techniques.
Introduction
In many applications in the natural sciences and financial mathematics partial differential equations (PDEs) are utilized to model dynamics of the underlying system. Often, the dynamical systems are subject to uncertainties for instance due to noisy data, measurement errors or parameter uncertainty. A common approach to capture this behavior is to model the source of uncertainty by continuous Gaussian processes, which are analytically tractable and straightforward to simulate. It turns out, however, that Gaussian random objects are unfit to capture the impact of spatial and temporal discontinuities, for example in flows through fractured porous media or composite materials. Furthermore, Gaussian distributions notoriously underappreciate rare events, thus heavy-tailed, discontinuous Lévy-processes are better suited to model stock returns, interest rate dynamics and energy forward markets. However, replacing Gaussian distributions by a more general class of random objects comes at the cost of lower regularity (both, path-wise and in a mean-square sense) and more advanced sampling techniques are required.
In this article we consider semilinear first order stochastic partial equations (SPDEs) with a random source term. The noise is modeled by a space-time Lévy process taking values in some infinite-dimensional Hilbert space U. Existence and uniqueness of weak solutions to this type of equations is ensured but in general no closed formulas or distributional properties are available. Thus, we need to rely on numerical discretization schemes to estimate moments or statistics of the solution. The numerical approximation of SPDEs has been an active field of research in the last decade, see for instance [7, 8, 16, 21, 22, 25, 27, 28, 31] and the references therein. Lévy fields as driving noise of the SPDE have been investigated, among others, in [6, 10, 13, 18, 29, 34] . Most of these works consider second order PDEs with colored random fields or white noise as perturbation term, i.e. stochastic versions of the heat or Allen-Cahn equation. To model the dynamics in financial markets, however, it is more common to consider first order hyperbolic SPDEs, for example in the Heath-Jarrow-Morton model with Musiela parametrization for interest rate forwards, see [12, 14, 23] . Another example can be found in [5, 11] , where the authors motivate a stochastic framework to model energy forward markets pertubed by infinite-dimensional noise. The underlying SPDE then is a semilinear hyperbolic transport problem, where the nonlinearity stems from a no-arbitrage condition and directly depends on the volatility in the market, meaning the diffusion term of the SPDE. Naturally, the numerical treatment then becomes more involved than in the parabolic case, as we face lower regularity of the solution and the transport semigroup is not analytic. Consequently, there is very little literature on the numerical analysis of stochastic transport problems as for example [4, 30] .
Our contribution is a rigorous regularity analysis and a fully discrete approximation scheme for a stochastic transport equation driven by trace class Lévy noise L. We derive mean-square temporal continuity and spatial regularity in terms of fractional Sobolev norms of the solution under mild assumptions. The degree of spatial smoothness depends on the regularity of L and is made explicit and outlined in detail for the important special case that L is associated to a Matérn covariance function. Furthermore, we consider the transport problem on a bounded domain with suitable inflow boundary conditions rather than on R d . This is of more practical interest in terms of modeling and simulation, but the boundary naturally limits the maximal regularity of the solution even for smooth noise and initial conditions. To approximate the solution, we couple a stable time stepping scheme with a discontinuous Galerkin approach for the spatial domain. This method has been proven to be more suitable for deterministic hyperbolic problems than continuous finite elements, but, to the best of our knowledge, has not yet been applied in the discretization of SPDEs. Finally, to sample the paths of L and to obtain a fully discrete scheme, we combine truncated Karhunen-Loève expansions with an arbitrary approximation algorithm for the one-dimensional marginal Lévy processes. In each step we provide bounds on the strong mean-squared error and give an estimate of the overall error between the unbiased solution and its fully discrete numerical approximation.
In Section 2 we introduce SPDEs with Lévy noise in a rather general setting and state existence and uniqueness results for mild/weak solutions. The next section deals with the stochastic transport equation as a special case in the framework from Section 2. We introduce the stochastic transport problem corresponding to a first order differential operator and formulate the necessary assumptions to ensure well-posedness. Thereafter, we establish the spatial Sobolev-regularity as well as the mean-square temporal regularity of the solution, which enables us to provide a rigorous error control in the forthcoming sections. In Section 4 we then introduce an Euler-type time stepping scheme which we combine with a discontinuous Galerkin spatial discretization in Section 5. Thereafter, we derive the weak problem with respect to the spatiotemporal discretization, estimate the approximation error and outline the advantages of the discontinuous Galerkin approach over regular finite elements. The next part contains the sampling process of the infinitedimensional driving noise and we provide an overall mean-squared error containing temporal, spatial and noise approximation. Finally, we discuss several numerical examples in Section 7 to confirm our theoretical results.
Stochastic partial differential equations with Lévy noise
Let (Ω , F , (F t ,t ≥ 0), P) be a filtered probability space satisfying the usual conditions and T = [0, T ] be a finite time interval for some 0 < T < +∞. Furthermore, let (U, (·, ·) U ) and (H, (·, ·) H ) be two separable Hilbert spaces and let L(U, H) and L(H) denote the set of linear operators O : U → H and O : H → H, respectively. The space of Hilbert-Schmidt operators on U is given by
is an arbitrary orthonormal basis of U. The Lebesgue-Bochner space of all squareintegrable, H-valued random variables is defined as
For the remainder of this article, we omit the stochastic argument ω ∈ Ω for notational convenience. Unless stated otherwise, all appearing equalities and estimates involving stochastic terms are in the pathwise sense, i.e. for some fixed ω ∈ Ω . We denote by C a generic positive constant which may change from one line to another. Whenever necessary, the dependency of C on certain parameters is made explicit. Our focus is on stochastic partial differential equations with Lévy noise, meaning the driving noise is modeled by a (possibly infinite-dimensional) square-integrable Lévy process defined as follows.
Definition 2.1 A U-valued stochastic process L = (L(t),t ∈ T) is called Lévy process if
-L has stationary and independent increments, -L(0) = 0 almost surely and -L is stochastically continuous, i.e. for all ε > 0 and t ∈ T holds
U ) < +∞ holds for any t ∈ T. We consider the SPDE dX(t) = (AX(t) + F(t, X(t)))dt + G(t, X(t))dL(t), X(0) = X 0 , (2.1) on T, where X 0 is a H-valued random variable and A : D(A) ⊂ H → H is an unbounded, linear operator generating a semigroup S = (S(t),t ≥ 0) ⊂ L(H) on H. The driving noise is modeled by a square-integrable, U-valued Lévy process L with non-negative, symmetric and trace class covariance operator Q ∈ L(U), satisfying the identity
By the Hilbert-Schmidt theorem, the ordered eigenvalues η 1 ≥ η 2 ≥ · · · ≥ 0 of Q are non-negative and have zero as their only accumulation point. Moreover, the corresponding eigenfunctions (e i , i ∈ N) ⊂ U form an orthonormal basis of U and we may define the square-root of Q via
Since Q 1/2 is not necessarily injective, the pseudo-inverse of Q is given by
With this, we are able to define the reproducing kernel Hilbert space associated to L.
Definition 2.2 Let L be a square-integrable, U-valued Lévy process with non-negative, symmetric, trace class covariance operator Q ∈ L(U). Then, the set U := Q 1/2 (U) equipped with the scalar-product
is called the reproducing kernel Hilbert space (RKHS) of L.
Note that ( √ η i e i , i ∈ N) forms an orthonormal system in the RKHS U and hence the norm on the space of Hilbert-Schmidt operators L HS (U , H) is given by
The drift-and diffusion-term in Eq. (2.1) are given by possibly non-linear measurable mappings F : T × H → H and G : T × H → L HS (U , H), respectively. Sufficient conditions to ensure that G is actually an admissible integrand for L are discussed below.
is some bounded spatial domain for d ∈ N and Q is the Matérn covariance operator with parameters ν, ρ > 0 given by
Above, Γ is the Gamma function, K ν is the modified Bessel function of the second kind with ν degrees of freedom and · is an arbitrary norm on R d , usually the Euclidean norm. We refer to ρ > 0 as the correlation length of Q, while ν > 0 controls the spatial regularity of the paths generated by Q. To be more precise, it holds that L(t)(·) ∈ C ⌈ν⌉−1 (D) almost surely for each t ∈ T.
To characterize solutions of Problem (2.1), we follow the definitions from [34] :
where A ∈ F s and s,t ∈ T with s < t, also called predictable σ -algebra. The set of all squareintegrable, H-valued predictable processes is denoted by
A process X ∈ X T is called a mild solution to Eq. (2.1) if In the definition of weak solutions, we use the identification L HS (U ; R) = U . Hence, the integrand s → G * (s, X(s)) * v may be interpreted as a L HS (U ; R)-valued process and we obtain [34, Chapter 9.3] . The solutions to Problem (2.1) are infinite-dimensional processes, i.e. X :
Therefore, in general U = L 2 (D) and H is a suitable subset of L 2 (D) equipped with the L 2 (D)-scalar product to account for given boundary conditions. To ensure that mild resp. weak solutions to (2.1) as in Definition 2.4 are well-defined and unique, we fix the following set of assumptions. 
holds for all v, w ∈ H and t ∈ T.
Remark 2.6
-We focus on mean-square type convergence results in this article and hence only consider squareintegrable processes L. As seen in Lemma 2.9 below, this enables us to use a version of the Itô isometry for stochastic integrals with respect to Hilbert space-valued Lévy processes. Details on non-square integrable martingales as integrator can be found in [34, Section 8.8 ].
-If L is of non-zero mean, then E(L(t)) = tφ for some mean function φ ∈ U. Hence, we can always assume that E(L(t)) = 0 and incorporate φ as part of the nonlinearity F if desired. -Under Assumption 2.5, the Bochner integrals and stochastic integrals appearing in Definition 2.4 are well-defined, see [34, Remark 9.6 ]. -The Lipschitz-type condition (iv) with respect to the second argument is necessary to ensure existence and uniqueness of mild solutions. Throughout the literature (e.g. in [32] , [34] ), often slightly weaker assumptions of the form
for some square-integrable function b F are imposed. For the numerical analysis in the forthcoming chapters, however, it is convenient to assume Lipschitz continuity of F and G as above. We note that this condition on F and G implies the linear growth bound
Theorem 2.7 Under Assumption 2.5, there exists a unique mild solution X ∈ X T to Problem (2.1). Furthermore, X is also the unique weak solution and there exists C = C(T) > 0, independent of X 0 , such that
Proof The proof of existence and uniqueness of a mild solution as in Eq. (2.3) is based on a contraction argument on a suitably chosen Banach space, see [34, Theorem 9.29] , and the time dependency of the coefficients F and G does not alter the proof. Equivalence of weak and mild solutions follows from [34, Theorem 9.15 ].
⊓ ⊔
To conclude this section, we record some results on C 0 -semigroups and an infinite-dimensional version of the Itô isometry.
Lemma 2.9 (Itô isometry, [34, Corollary 8.17] ) Let ( H, (·, ·) H ) be a separable Hilbert space, let κ : Ω × T → L HS (U ; H) be a predictable, square integrable process and let L satisfy Assumption 2.5(i). Then, κ is an admissible integrand for L and
So far, all results of this section hold in a rather general setting, namely that A is the generator of an arbitrary C 0 -semigroup. In the remainder of this article, we investigate the case when A is a first order differential operator and Eq. (2.1) becomes a (hyperbolic) transport equation with Lévy noise. The next section establishes the spatial and temporal regularity of X in this scenario to pave the way for a numerical analysis of the stochastic transport problem in Sections 4-6.
The Stochastic transport equation
Let us regard Eq. (2.1) with respect to a convex spatial domain D ⊂ R d with d ∈ N, i.e. the solution X is a H-valued process with H being an appropriate subspace of L 2 (D). To this end, we denote for k ∈ N the standard Sobolev space H k (D) equipped with the norm resp. seminorm
where the last term is the the Gagliardo seminorm, see [17] . Now let A = a · ∇, a ∈ R d in Eq. (2.1) be the first order differential operator such that we obtain the stochastic transport problem
The inflow boundary of D is given by
where #» n is the exterior normal vector to ∂ D and the outflow boundary is ∂ D − := ∂ D \ ∂ D + . We equip Eq. (3.1) with homogeneous inflow boundary conditions and define the suitable solution space as
Note that (H, (·, ·) H ) is a separable Hilbert space and the restriction to v ∈ H 1/2+ε (D) (for any ε > 0) ensures that the trace v| ∂ D : ∂ D → R is well-defined and v| ∂ D ∈ L 2 (∂ D).
Remark 3.1 The restriction to solutions which vanish at ∂ D + is merely for notational convenience. Sufficiently smooth non-homogeneous boundary conditions can always be obtained by a simple transformation:
Given X 0 , F, G and L, let X : Ω × T → H be a solution to Eq. (3.2) and assume we want to incorporate some inflow boundary condition given by g :
It is then readily verified that
To derive a weak formulation of Eq. (3.1), we note that for any v, w ∈ H 1 (D) ∩ H Green's identity yields
Thus, D(A * ) = H 1 (D) and A induces the bilinear form
Note that B is positive semi-definite on H and defines the seminorm
Hence, the weak formulation of the stochastic transport problem is to find X :
The numerical schemes to approximate X and corresponding error estimates in this article are mainly based on the weak formulation from Eq. (3.2), however, as we will see in Theorem 3.5, mild solutions to Eq. (3.1) are convenient to investigate the spatial regularity of X. The operator A = a · ∇ is the infinitesimal generator of a semigroup S on H, namely the shift semigroup given by
Above, ξ a (x) is defined as the (unique) intersection point of the half line {at + x,t ≥ 0} and the inflow boundary ∂ D + (its uniqueness for given x ∈ D is due to the convexity of D). For any v ∈ H ∩ C 0 (D), we have by Eq. (3.3) and the continuity of ξ (·, x) :
The interchange of limit and integral is justified, since
, it follows that S is actually a C 0 -semigroup on H and the mild solution to Eq. (3.3) reads
In Eq. (3.3), the cutoff function ξ restricts the characteristic lines at + x to D and dictates the spatial regularity of X. To see this, note that u(t) := S(t)u 0 is the solution to the deterministic, homogeneous transport equation
For instance, if D = (0, 1) and a > 0, we have that ξ (t, x) = min(at + x, 1) and u(t, ·) is at most Lipschitz continuous on D for some t > 0, even if u 0 is smooth. The following Lemma establishes this result for arbitrary domains and gives an estimate in the H 3/2−ε -norm.
Then, for any t ∈ T it holds that ξ (t, ·) ∈ H 3/2−ε (D) for any ε > 0 and d ∈ N. Moreover, for any v ∈ C 1 (D)
Proof For fixed t, the first order partial weak derivatives of ξ (t, x) are given (up to modifications on a nullset) by
We define for arbitrary z > 0 and q ∈ (0, 1) the set
By the definition of fractional Sobolev norms and the layer cake representation we obtain
As |x − y| ≤ |D| it follows that |x − y| −d−2q ≥ |D| −d−2q =: z q > 0 and hence
We now estimate the measure of
This means at + x has to be located in an area of measure δ z around the boundary ∂ D. Furthermore, y has to be located in a (d-dimensional) ball with radius δ z around x, which yields the estimate
and the last integral is finite if and only if q < 1/2. Now, since ξ : D → D and v ∈ C 1 (D) by assumption, we may use the chain rule and Hölder's inequality to obtain
which proves the assertion. ⊓ ⊔ Lemma 3.2 indicates that the solution to Eq. (3.4) is at most H 3/2−ε (D)-regular, even if we assume a smooth initial condition and noise term. To derive more precise results on the regularity, we need to slightly sharpen Assumption 2.5. 
iv) There exists q ∈ (1/2, 3/2) and β > 0, independent of q, such that qβ < 3 4 (1 − 1 α ) and for all v ∈ H ∩C 1 (D) and s ∈ T it holds that
as well as 
By [20, Proposition 9] , α = 1 + 2ν/d > 1 in part (i) as well as
Therefore, in order to satisfy Assumption 3.3(iv), we need that
Thus, in the Matérn case, we may derive the spatial regularity of X by Theorem 3.5 directly from the smoothness parameter ν and dimension d, provided that ν > d/2.
We are now ready to investigate the spatial and temporal regularity of X. 
Proof Existence, uniqueness and equivalence of a weak resp. mild solution X : Ω × T → H follow by Theorem 2.7 since Assumption 3.3 implies Assumption 2.5. To derive the spatial regularity, we rewrite X as the fixed-point limit of the iteration
with initial value X 1 := Ψ (X 0 ). Since q < 3/2, we obtain by Lemma 3.2 and Assumption 3.3(ii),(iv)
Moreover, the Itô isometry from Lemma 2.9 yields
By interpolation between L 2 (D) and H 3/2−ε (D) with θ := q 3/2−ε and arbitrary small ε > 0 we get
We have used Lemma 3.2 in the second step, Lemma 2.8, e i U = 1 and Assumption 3.3 in the third inequality and
where the last estimate is finite by Assumption 3.3(iv) on qβ since θ > 2q 3 . Hence, X 1 takes values in H q (D) and we have the estimate
where C > 0 is independent of t. We now assume for the moment that X 1 , X 2 , · · · ∈ C 1 (D) and iterate the estimate from Ineq. (3.6) for n ∈ N to obtain
≤ Ce CT (1 + X 0 2 L 2 (Ω ;C 1 (D)) ).
(3.7)
As the last bound is uniform with respect to n and t, we obtain by the dominated convergence theorem
This estimate holds for (X n , n ∈ N) ⊂ C 1 (D) and by a density argument also in H q (D), since the last step in Ineq. (3.7) only involves the norm X 0 2 L 2 (Ω ;C 1 (D)) < +∞. ⊓ ⊔ Theorem 3.6 Let Assumption 3.3 hold with q ≥ 1. Then, there is a C > 0 such that for all s,t ∈ T
We first show the claim with respect to · H . To this end, consider the weak formulation (3.2) to obtain for fixed
By Theorem 3.5, X(t) ∈ H 1 (D) almost surely for each t ∈ T since q ≥ 1. Thus, we test against v = X(t) − X(s) ∈ H 1 (D) and take expectations to obtain By definition, B(v, w) = (−a·∇v, w) for v, w ∈ H 1 (D) and we estimate the first term with Hölder's inequality and Theorem 3.5 via
Similarly, we obtain with Assumption 3.3(iii)
The last term is bounded by Lemma 2.9 and Assumption 3.3(iii)
For the second part, let (X n (t) − X n (s), n ∈ N) ⊂ C ∞ (D) be a smooth approximating sequence of X(t) − X(s) ∈ H 1 (D). By density of C ∞ (D) in H 1 (D), this implies in particular
and by Ineq.
where the constant C > 0 is in each case independent of n ∈ N. As X n (t) − X n (s) is smooth, we may now
(3.10)
It follows immediately by Theorem 3.5, Assumption 3.3(iii) and Ineq. (3.9) that
as well as
To bound the last term, we use Green's identity to rewrite V I as ( t s (G(r, X(r)))dL(r), a · ∇(X n (t) − X n (s))) H = − (a · ∇ t s (G(r, X(r)))dL(r), X n (t) − X n (s)) H
which yields together with Young's inequality and Lemma 2.9
For the bound ( * ), we have used Assumption 3.3(iv) on G and interpolation between H and H 3/2−ε (D) with θ = q 3/2−ε and q = 1 as in Theorem 3.5. The last estimate then follows since θ = 1 3/2−ε < 2/3, β ≤ 3 4 (1 − 1 α ) by Assumption 3.3(iv) and from Ineq. (3.9) . We now substitute the estimates on IV − V I in Eq. (3.10) and rearrange terms obtain
where we emphasize that the constant C > 0 on the right hand side is independent of n. Therefore, the claim follows with a density argument by taking the limit n → +∞ and the identity
⊓ ⊔
In most cases, it is impossible to access X analytically as the paths of X are time-dependent random functions taking values in the infinite-dimensional Hilbert space H. The time dependency of each sample may be reflected in the coefficients of a suitable basis expansions, but in general no tractable representations are available. Even if closed form solutions with respect to X 0 and a given path of L were known, it would still be unclear how to sample the infinite-dimensional Lévy process L. We address these issues by introducing suitable time stepping schemes and a discontinuous Galerkin spatial discretization in Sections 4 and 5, respectively. Moreover, we show in Section 6 how to obtain approximate samples of L which finally yields a fully discrete approximation scheme for the stochastic transport problem.
Temporal discretization
To discretize T, we use m + 1 equidistant time points 0 = t 0 < · · · < t m = T and define ∆t := T /m > 0. We employ a backward Euler (BE) approximation for the linear part of Eq. (3.2), i.e.
The nonlinear part with respect to F and the stochastic integral are approximated by the forward differences
. As the stochastic integral on the left hand side in Eq. (4.1) is an Itô integral, it is crucial to use a forward difference in order to preserve the martingale property of the driving noise. For the nonlinearity F on the other hand, we could have chosen a backward difference or midpoint rule, but with the scheme (4.1) we avoid solving a nonlinear system in every time step and do not affect the overall order of convergence. The time-discrete version of the weak problem is then to find (X (i) , i = 0, . . . , m) ⊂ H such that X (0) = X 0 and for any v ∈ D(A * ) and i = 1, . . . , m
We are able to bound the error of the time-stepping scheme with the results from the previous section: 
Proof Let ψ (i) := X(t i ) − X (i) and observe that by Eqs. (3.2) and (4.2) for all v ∈ H 1 (D)
We now test against v = ψ (i) , take expectations and regroup some terms to obtain
The first term is bounded by Young's inequality and Theorem 3.6
For the second term, we obtain similarly
and we split the first term once more by Jensen's inequality to obtain
We have used Assumption 3.3(iii, iv) together with ψ (i−1) = X(t i−1 ) − X (i−1) for the second inequality and Theorem 3.6 for the last estimate. Hence,
To bound III, we observe that by Young's inequality, the independent increments of L and Lemma 2.9
In the second equality, the third term has vanished since the Itô integral is of zero mean. The last estimate follows analogously to II using the Lipschitz-and Hölder-type conditions on G from Assumption 3.3. We then substitute the estimates on I − III into Eq. (4.3) and sum over i to obtain with ψ (0) = 0 that
The claim then follows for sufficient small ∆t by the discrete Grönwall inequality. 
Under the additional requirement that F and G are also Lipschitz continuous on T, meaning
we would then expect faster convergence with respect to ∆t. Intuitively, the mean-squared error should be of order O(∆t γ ) for this discretization, where γ = γ(q) is increasing in q with γ(q) ∈ [ 1 2 , 1] for any q ≥ 1. The derivation of γ under suitable assumptions is subject to future work, our numerical experiments in Section 7 suggest, however, that γ(q) ≈ 2q 3 is possible.
Discontinuous Galerkin spatial discretization
We now discretize Eq (4.2) with respect to the spatial domain. To this end, let h > 0 be a refinement parameter and K h be a uniform triangulation of D with maximum diameter h. For simplicity, we assume that D is a polygonal domain and may thus omit errors due to the piecewise linear approximation of ∂ D.
As a suitable finite-dimensional subspace of H, we choose the corresponding discontinuous Galerkin (DG) space V h ⊂ H of piecewise linear polynomials given by
The elements of V h are piecewise continuous on the simplices K, but allow for jumps at the interfaces of the triangulation. Hence, the space of continuous, piecewise linear finite elements is contained in V h , and, as we will see throughout this section, the DG approach yields additional stability with a suitably chosen numerical flux over the discontinuities. In contrast to standard finite element spaces, the weak derivatives
. Thus, we need to work with the "broken version" of the H-scalar product and the induced norm with respect to K h given by
and, moreover, (·, ·) H,h and (·, ·) H coincide on H. Analogously, we define the broken Sobolev norms and semi-norms for any
On each K ∈ K h , the spatially discrete weak solution X h = (X (i)
for any v h ∈ V h and i = 1, . . . , m. As X (i) h and v h are not uniquely defined on ∂ K, we need to introduce a numerical flux across each boundary ∂ K and denote by E h the set of all faces of K h . Now, let two simplices K + , K − share a common interior face E ∈ E h with E ∩ ∂ D = / 0. We denote the jump [[·]] resp. average {{·}} across E of any scalar\vector-valued function ψ :
As numerical flux on E, we then use the upwind flux given by
and define the scalar product
Summing over all K in Eq. (5.1) and using v h | ∂ D + = 0, we obtain the problem to find a weak solution X h : Ω × {t 0 , . . . ,t m } → V h such that for v h ∈ V h and i = 1, . . . , m
where we have introduced the discrete bilinear form
For simplicity, we assume that X (0) h := P h X 0 , where P h : H → V h denotes the orthogonal projection with respect to (·, ·) H,h onto V h . Using once more partial integration in Eq. (5.3) for the first term on the right hand side yields the alternative representation
We record an interpolation result in DG spaces and an inverse estimate for V h as central tools for our error analysis. For a proof we refer to [24, Chapter 4] and the references therein.
Lemma 5.1 Let v ∈ H q (K) for q > 1/2 and any K ∈ K h . Then, for some C > 0 independent of h and v it holds
Moreover, there is some C > 0 independent of h and v h such that for any v h
which already gives us an indication of the spatial convergence rate with respect to h. 
The term ∆t ∑ m i=0 X(t i ) − X (i) h 2 E h ,a above represents the additional stability that we achieve by the DG approach with upwind flux in contrast to continuous finite elements. In the latter case, the jump integrals over the interior edges in E h vanish, leaving only the outflow boundary term X(t i ) − X 
To estimate ψ (i) , note that for any v h ∈ V h it holds by Eqs. (3.2) and (5.2)
taking expectations and rearranging terms yields
To bound I, we use Young's inequality to together with Theorem 3.6 and Ineq. (5.4)
We now proceed in the same fashion as in the proof of Theorem 4.1 and bound the remaining terms by Assumption 3.3(iii) via
Hence, summing over i and the discrete Grönwall inequality show that for sufficiently small ∆t
The claim follows by substituting the estimates (5.5), (5.6) in the right hand side of
using that X (0) h = P h X 0 with Lemma 5.1 and applying once more the discrete Grönwall inequality. ⊓ ⊔ Remark 5.3 To conclude this section we remark that the estimate of order O(h q−1/2 ) in Theorem 5.2 corresponds to the rate of convergence for the linear DG method applied to a deterministic transport problem, first shown in [26] for d = 2. In fact, for a general triangulation of the domain, this is the best result one may achieve. In [15] , however, the authors show that for deterministic transport problems a rate of O(h k ) is possible, provided the solution is in H k (D) with k ∈ N and the meshes satisfy certain conditions with respect to the flow vector a. If d = 1, these conditions are automatically fulfilled, hence, we expect to see mean-squared errors of order O(h q ) for q ∈ (1/2, 3/2), which is confirmed by our numerical experiments in Section 7.
Noise approximation
After discretizing the temporal and spatial domain of Problem (3.2), it is in general necessary to derive a numerically tractable approximation of the infinite-dimensional driving noise L. For this, we will utilize a series representation of L and truncate the expansion after a finite number of terms. Since the covariance operator Q of L is a symmetric and of trace class, L then admits the Karhunen-Loève expansion
where the scalar products (L(t), e i ) H are one-dimensional uncorrelated, but not independent, Lévy processes with zero mean and variance η i (see [34] ). In general, infinitely many of the eigenvalues η i will be strictly greater than zero, hence we truncate the series in Eq. (6.1) after N ∈ N terms to obtain the truncated Karhunen-Loève expansion
It can be shown, see for example [9] , that L N converges to L in mean-square uniformly on T with truncation error bounded by
When simulating L N , it is vital to generate (L(t), e 1 ), . . . , (L(t), e n ) as uncorrelated, but stochastically dependent Lévy processes for fixed N. Besides the truncation, another bias may occur when sampling the one-dimensional processes ((L(t), e i ) H ,t ∈ T). For η i > 0, consider the normalized processes
with unit variance such that the identity
holds with respect to probability law of L N (t). For a general ℓ i , it is not possible to sample from the exact distribution of ℓ i (t) for arbitrary t ∈ T. There are a few important exceptions, for instance normal-inverse Gaussian (NIG) or variance Gamma (VG) processes (see [37] ), in any other case, however, one is forced to use approximate simulation algorithms. The most popular technique is the compound Poisson approximation (CPA), see for instance [1, 18, 19, 36] , which usually guarantees weak convergence. A drawback of the CPA methods is that it requires rather strong assumptions on the one-dimensional Lévy process ℓ to bound the approximation error in a mean-square sense and is difficult to implement. Another approach is to use the Fourier inversion (FI) technique introduced in [9] , which ensures error control in a L p -sense under relatively weak assumptions on ℓ. With the FI method, we are able to approximate very general types of Lévy noise and control the mean-squared error, for instance if L stems from the important class of generalized hyperbolic (GH) Lévy processes introduced in [2, 3] . To allow for arbitrary approximation techniques, we formulate the following assumption. Assumption 6.1 Let ℓ i be arbitrary approximations of ℓ i (based on CPA, FI,. . . ) such that the processes ( ℓ i , i ∈ N) are jointly uncorrelated, but stochastically dependent, and let
be the approximated U-valued Lévy field. There is a constant ε L > 0 such that for all i ∈ N and t ∈ T
Remark 6.2 Assumption 6.1 yields that the overall noise approximation error is bounded by
hence we have a separation between the truncation error with respect to N and the simulation bias ε L . Often, an arbitrary small error ε L may be achieved with sufficient computational effort and it is possible to reduce the noise approximation error in Eq. (6.3) to any desired amount by increasing the number of terms in the expansion and decreasing ε L . This is for instance the case for GH Lévy fields approximated by FI as in [9] . Moreover, we are also able to achieve an equilibration between both types of errors in the sense that
Substituting L by L N in Eq. (5.2) yields the fully discrete problem to find ( X 
Proof We start by estimating the error E( X 
Now, we use Assumption 3.3(iii) and Young's inequality to bound the first term by
Similar to Theorem 4.1, we use for II that ∆ L (i) and ∆ L 
Then, the independence of X 
Summing over i and the discrete Grönwall inequality then give the final estimate
and the claim follows with the triangle inequality and Theorem 5.2. ⊓ ⊔
Numerical results
For our numerical examples we consider the spatial domain D = (0, 1) with time interval T = [0, 1], take U = L 2 ((0, 1)) and let Q be given by the Matérn covariance operator
from Example 2.3. We fix the correlation length to ρ = 1/8 and vary the smoothness parameter ν > 0 throughout our experiments. The eigenpairs ((η i , e i ), i ∈ N) of Q may be approximated by solving a discrete eigenvalue problem and interpolation, see [35, Chapter 4.3] . By Remark 2.6, we know that q = ν − ε for arbitrary ε > 0 in Assumption 3.3 can be achieved for any ν > 1/2 . We consider GH Lévy fields, i.e. the one-dimensional processes (ℓ i , i ∈ N) from Eq. 6.2 are uncorrelated GH Lévy processes. More importantly, for each N ∈ N the vector-valued process (GH N (t),t ∈ T) := ((ℓ 1 (t), . . . , ℓ N (t)),t ∈ T) is a N-dimensional GH Lévy process with parameters λ ∈ R, α > 0, δ > 0, β ∈ R n , µ ∈ R N and Γ ∈ R N×N , where α 2 > β · Γ β and the matrix Γ is symmetric, positive definite with unit variance. The characteristic function of GH N is then given for u ∈ R N by
We achieve a zero-mean process by setting β = µ = (0, . . . , 0). An important class of the GH family are normal inverse Gaussian (NIG) processes, where λ = −1/2. For more details on multidimensional GH distributions and the simulation of GH Lévy fields we refer again to [9] and the references therein. In all subsequent experiments, we use a NIG Lévy field with α = 10, δ = 1, β = µ = (0, . . . , 0) and Γ = 1 N for each truncation index N. We are able to simulate multidimensional NIG processes without bias, i.e. Assumption 6.1 holds with ε L = 0 . To measure the error in each example, we generate a reference solution X re f on a very fine spatio-temporal resolution and with sufficiently high cutoff index N, and then sample approximations X (m) h,N based on the same path of L. The overall root-mean-squared error (RMSE) from Theorem 6.3 is estimated by averaging 500 independent samples of X re f (T ) − X
where the subscript k denotes the k-th Monte Carlo sample. The actual approximation parameters ∆t, h and N for X (m) h,N and X re f vary for each example and are given below. As our first experiment, we consider the stochastic transport problem
with X 0 (x) := sin(2πx) and inflow boundary condition X(t, 1) = sin(2πt). According to Remark 3.1, this problem is readily transformed into an equation with homogeneous inflow boundary conditions. As this SPDEs has multiplicative noise, we couple the DG spatial discretization with a BE time stepping scheme. We use ν ∈ {0.5, 0.75, 1, 1.1} and recall from Remark 3.4 that Assumption 3.3 is fulfilled with q = min(3/2, ν − ε) for any ε > 0 if ν > 1/2. Therefore, we also investigate cases in which Assumption 3.3 is violated or only holds for q ∈ ( 1 2 , 1). A sample of the driving noise and the corresponding approximation of X for ν = 0.5 is given in the top row of Figure 7 .1. In the lower left plot in Figure 7 .1, we see clearly the discontinuities in time if we plot X at the outflow boundary, in contrast to the (spatially) continuous paths of X(T, ·) : D → R.
Remark 5.3 suggests that the overall discretization error is bounded by
since we gain additional convergence of order h 1/2 as d = 1. We equilibrate all errors for given ∆t using q ≈ min(3/2, ν) and by choosing h and N such that
The time steps are of size ∆t = 2 −m , m = ⌈2 log 2 (10) min(3/2, ν)⌉, . . . , min(⌊16 min(3/2, ν)⌋, 14) , and we use ∆t re f = 2 −min(⌊20 min(3/2,ν)⌋, 17) with N re f , h re f according to Eq. (7.2) for the reference solution.
To measure the actual rate of convergence q, we observe that with Eq. Thus, we estimate q by a linear regression with response variable log(E( X(T ) − X (m) h,N 2 H,h ) 1/2 ) and log(h) as regressor, the results are depicted in Figure 7 .1 (right bottom). First of all, for ν ∈ {1, 1.1}, we observe converge rates of q = 0.99 and q = 1.05 respectively, which confirms our theoretical findings from Section 5 as well as Remark 5.3. More surprisingly, we also observe convergence rates close to q ≈ ν for ν ∈ {0.5, 0.75}, meaning that the BE Euler scheme also seems to converge with rate ∆t 1/2 in practice if q < 1. As G is multiplicative, we cannot expect better temporal convergence by using CN times stepping instead of BE, but only if we were to use a higher order approximation of the stochastic integral, for instance a Milstein scheme as in [6] . To investigate an example with additive noise, we use the energy forward model from [5] given by dX(t, x) = ∂ x X(t, x) + e −2αx σ (x,t) 2 dt + e −αx σ (x,t)dL(t, x), x ∈ D,t ∈ T. (7.3)
We set α = 2, choose the volatily function
and matching initial/inflow boundary conditions given by
Samples of the driving noise and the approximated solution for ν = 1 and ν = 2 are given in Figure 7 .2. We use the CN scheme as in Remark 4.2 in order to achieve a convergence rate of O(∆t γ(q) ) with γ(q) > 1/2 for varying ν ∈ {0.5, 0.75, . . ., 4}, time steps ∆t = 2 −4 , . . . , 2 −9 and ∆t re f = 2 −12 . As we cannot (yet) adjust the DG discretization to ∆t to obtain equilibrated errors, we use a fixed spatial grid with h = h re f = 2 −11 in every scenario. Furthermore, the maximal rate of convergence is expected to be γ(q) ≈ 1, thus we choose the truncation index N such that ∑ i>N η i ≤ ∆t 2 for each ∆t and ν. The decay rate γ is estimated by linear regression of the RMSE against ∆t as in the first example and we plot the RMSE vs. the inverse temporal reinfinment ∆t −1 as well as the estimated γ vs. ν in Figure 7 . 3 We see that γ(q) seems to growing linearly in q with roughly γ(q) ≈ 2/3q ≈ max( 2ν 3 , 1). This confirms our expectations from Remark 4.2, where we stated that γ should be increasing in q with maximum of one Again, the error decay with respect to h is of order q ≈ min( 3 2 , ν) as in the first example with multiplicative noise. Hence, for problems with additive noise it is advantageous to use a CN-DG discretization scheme to reduce computational complexity. If, for instance, q = 1 and we want to achieve an RMSE of magnitude ε, we need to employ a DG grid with roughly ε −2d nodal points and choose N such that ∑ i>N η i ≤ ε 2 , regardless of the time stepping scheme. In the BE method, however, the number of timesteps needs to be of order ε −2 , while we require only ε −3/2 time steps in the CN method. In addition, this number can be further reduced if we have higher spatial regularity of q > 1, whereas we are bound to order ∆t 1/2 for any q ≥ 1 in the BE scheme.
