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Abstract— Growing penetration of Plug-in Electric Vehicles 
(PEVs) in the transportation fleet and their subsequent charging 
demands introduce substantial intermittency to the electric load 
profile which imposes techno-economic challenges on power 
distribution networks. To address the uncertainty in demand, a 
novel deep learning-based approach equipped with a hybrid 
classification task is developed which can take into account the 
travel characteristics of the PEV owners. The classification 
structure helps us scrutinize the PEVs demand by allocating a 
specific forecasting network to each cluster of travel behavior 
patterns. In our hybrid classification task, first, an unsupervised 
classifier discerns hidden travel-behavior patterns between the 
historical PEVs data by clustering them; then, a supervised 
classifier directs each new PEV data to its appropriate cluster-
specific forecasting network. The deep learning-based forecasting 
and classification networks are constructed based on the Long 
Short-Term Memory networks to investigate long- and short term 
features in PEV behaviors. The data-driven structure of our 
proposed method enables us to observe and preserve the correlation 
between PEV travel data parameters (departure time, arrival time 
and traveled distance) and avoid the generation of unrealistic travel 
samples found in scenario-based approaches. To verify the 
effectiveness of the proposed method in practical environments, we 
have studied the impact of the precise forecasting of the PEVs 
demand in an aggregator’s financial profit in the energy market of 
the California Independent System Operator market. The 
numerical results confirm the outstanding performance of our 
proposed deep learning-based method in forecasting PEVs demand 
against benchmark approaches in this field such as Monte Carlo, 
Quasi-Monte Carlo, and Copula with only a 6.77% error in 
comparison with real data. 
Index Terms—Deep learning; Classification; Plug-in Electric 
Vehicles; Travel behavior; Energy market.  
NOMENCLATURE 
Sets 
𝒜 Set of sample vector of each cluster, indexed by 𝑎  
𝒢 Set of output layer sample, indexed by 𝑔 
𝒦 Set of Cluster, indexed by 𝑘, ?̂? 
ℒ Set of hidden layers, indexed by 𝑙 
𝒫 Set of Plug-in electric vehicles (PEVs), indexed by 𝑝 
𝒮  Set of state, indexed by 𝑠 
𝒯 Set of bidding time intervals (hour), indexed by 𝑡 [1,24] 
?̂? Set of fifteen-minute market time intervals, indexed by ?̂? [1,4] 
𝐴𝑝 Set of time intervals in which PEV 𝑝 is connected to charger,  𝐴𝑝 ⊂  𝑡, ?̂?  
𝑇𝑎𝑝
  Arrival time of PEV p, 𝑝 ∈  𝒫 and 𝑇𝑎𝑝
 ⊂  𝑡, ?̂? 
Parameters 
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αp Minimum state of charge PEV p in departure time (%) 
∆t̂ Length of fifteen minutes time interval (hour) 
ηp
  Charger efficiency of PEV p charger 
ρt
DA Day-ahead energy market (DAM) price in hour t ($/kWh) 
ρ 
EENC,DA/ρ 
EENC,RT 
Expected energy not charged (EENC) penalty cost in  
day-ahead/real-time market ($/kWh) 
ρ 
PEN,RT 
Penalty value of not honoring DAM bids in real-time 
energy market (RTM) ($/kWh) 
ρ𝑡,?̂?
RT RTM energy price in hour t and time interval ?̂?  ($/kWh) 
BCp
  Battery capacity of PEV p (kWh) 
CRp Rated charger capacity of PEV p (kW) 
𝑒𝑝𝑜𝑐ℎ𝑚𝑎𝑥  Total number of training epochs 
Kmax Maximum number of clusters 
Nk The number of members in cluster k 
no Total number of outputs 
nh  Total number of hidden layers 
𝑃𝑣  Patient factor of the validation task 
r  Dimension of each input data sequence 
SOCp
ini Initial state of charge (SOC) of PEV p (kWh) 
Variables 
𝑏𝑜𝑢𝑡  Bias vector of output layer 
𝑏𝑐𝑙, 𝑏𝑓𝑙, 𝑏𝑖𝑙 , 𝑏𝑜𝑙 
Bias vector for cell block, forget, input, and output gates of 
layer 𝑙 
𝐶𝑘 Centroid of cluster k 
𝑐𝑠
𝑙 , 𝑓𝑠
𝑙
 , 𝑖𝑠
𝑙  
Data vector of cell block, forget and input gates of layer 𝑙 at 
state s 
𝐶𝑜𝑠𝑡𝐶𝐻,𝐷𝐴 Day-ahead charging cost ($) 
𝐶𝑜𝑠𝑡𝐷𝐴/𝐶𝑜𝑠𝑡𝑅𝑇 Total day-ahead/real-time aggregator cost ($) 
𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝐷𝐴/
𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝑅𝑇 
Day-ahead/real-time EENC cost ($) 
𝐶𝑜𝑠𝑡𝐼𝑁𝐶,𝑅𝑇  Cost of placing incremental bids in RTM ($) 
𝐶𝑜𝑠𝑡𝑃𝐸𝑁,𝑅𝑇  Penalty cost of not honoring DAM bids in RTM ($) 
𝑑𝑘𝑘 Dispersions of the cluster k 
𝑑𝑘?̂? Distance between mean value of the cluster k and ?̂? 
𝐷𝑘?̂?  Within-to-between distance ratio of cluster k and ?̂? 
𝐾𝑜𝑝𝑡𝑖𝑚𝑎𝑙 Optimal number of clusters 
𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ  Training loss of each epoch at state s 
𝑜𝑠
𝑙, 𝑜𝑠
nh Data vector of output gate at state s of layer 𝑙 and last layer 
𝑂𝑢𝑡𝑠  Output vector at state s 
𝑃𝑡,?̂?
𝐼𝑁𝐶,𝑅𝑇 
Incremental energy bids in RTM in hour t and time interval 
?̂? (kW) 
𝑃𝑡,?̂?
𝑃𝐸𝑁,𝑅𝑇 
Amount of DAM awarded bid not consumed in RTM in 
hour t and time interval ?̂?  (kW) 
𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴 /𝑝𝑐ℎ𝑝,𝑡,?̂?
𝑅𝑇  
Day-ahead/real-time demand of PEV p in hour t and time 
interval ?̂? (kW) 
𝑃𝐶𝐻𝑡
𝐷𝐴 Day-ahead demand of PEV fleet in hour t (kW) 
𝑃𝐶𝐻𝑡,?̂?
𝑅𝑇 
Real-time demand of PEV fleet in hour t and time interval ?̂? 
(kW) 
𝑆𝑠
𝑙  State vector of layer l at state s 
𝑆𝑂𝐶𝑝,𝑡,?̂?
𝐷𝐴 /𝑆𝑂𝐶𝑝,𝑡,?̂?
𝑅𝑇  
Day-ahead/real-time SOC of PEV p in hour t and time 
interval ?̂? (kWh) 
𝑡𝑎𝑟𝑔𝑒𝑡𝑠  Target vector at state s 
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𝑊ℎ𝑖 
𝑙
, 𝑊ℎ𝜑𝑙 , 
𝑊ℎ𝛾𝑙,  𝑊ℎ𝑜𝑙  
Weight vector for output of previous state input gate, forget 
gate, cell block, and output gate of layer 𝑙 
𝑊𝑖 
𝑙, 𝑊𝑖𝜑𝑙
 
, 
𝑊𝑖𝛾𝑙, 𝑊𝑖𝑜𝑙 
Weight vector for input of current state input gate, forget 
gate, cell block, and output gate of layer 𝑙 
𝑊𝑜𝑢𝑡  Weight vector of output layer 
𝑦𝑎𝑘 Sample vector of cluster k 
𝑌𝑔 Output vector of sample g 
?̂?𝑔 Desired vector of sample g 
?̅? Mean value of desired vector  
𝑧𝑘 Mean vector of cluster k 
I.  INTRODUCTION 
A.  Background and motivations 
ransportation electrification in the form of plug-in electric 
vehicles (PEVs) is growing in popularity and is considered 
a promising approach to alleviate the impact of carbon emission 
on global sustainability [1]. From the viewpoint of the power 
system, the uncontrolled charging patterns of PEV owners 
demonstrate that the electrical demand imposed by PEVs has a 
high tendency to concur with the peak load of traditional 
electrical consumption and introduces substantial uncertainty 
and sharp variations to the expected load profile. To address the 
undesired effects of uncontrolled PEV charging, an intermediary 
body called an aggregator is proposed in the literature. Through 
charging plans and contracts, the aggregators aim to deliver 
charging demand of their contracted PEVs considering technical 
and economic perspectives. Each aggregator needs to devise 
plans that are lucrative for PEV owners and at the same time 
ensure its profit margin in competition with other aggregators 
[2]. The cornerstone of the aggregators’ decisions is the quality 
of its PEVs demand forecasts [3]. The real-world travel data 
indicate that, in comparison with the traditional residential 
demand, the expected electrical demand of PEVs exhibits higher 
levels of individuality which is reflected in the diversity of their 
travel patterns. As the fraction of PEVs grows in the 
transportation fleet, the aggregators will encounter a “big-data” 
problem whose analytical modeling can become a formidable 
task. Problems of this size require new tools that can 
autonomously identify patterns and behaviors in the large 
number of samples [4].  
B.  Literature survey 
The previous researches on PEV travel behavior modeling fall 
into two main categories: scenario-based approaches [2], [5]–
[13] data-driven approaches [14]–[19]. The majority of scenario-
based approaches adopt the Monte Carlo (MC) simulation 
method, which relies on the generation of a large number of 
random samples from a search space defined by the probability 
distribution of travel parameters (i.e. PEV departure time, arrival 
time, and traveled distance). The authors in [2], [5]–[7] have 
employed the well-known probability distribution functions such 
as Normal and Gaussian to generate samples for each travel 
parameter. The authors in [8] have employed a joint probability 
distribution function to generate the departure time and arrival 
time of the PEVs. In [9], to investigate the dynamic effects of the 
PEVs demand and wind energy in the power system stability, the 
Quasi-Monte Carlo (QMC) method has been employed. In 
QMC, unlike the MC method where the samples are randomly 
selected, the low discrepancy sequences criterion is utilized to 
select the samples that can cover all the solution space in a 
homogeneous manner. Although the QMC is a modified version 
of the MC and presents a better sampling procedure than the MC 
[20], none of them are able to factor the correlation between the 
travel parameters in their models. The studies in [10], [11] 
improved MC-based models by incorporation of Copula 
functions to account for the dependencies between travel 
parameter data sets. However, there are two fundamental 
shortcomings in MC-based approaches: first, they impose high 
computational costs; second, in these methods, the generated 
PEV demands are meaningful only when considered in bulk. The 
individual travel samples can be impossible in reality, for 
instance, travels with short departure and arrival timespans that 
correspond to long traveled distances (e.g. 15-minute commute 
that corresponds to 50 miles traveled distance). The authors in  
[12] and [13]  developed a hybrid MC and Markov model to 
predict PEV travel behaviors. The Markov-chain method 
simulates travels by predefined states and possible transitions 
between these states which are defined based on expert-decision 
and experience. Moreover, this method is unable to observe the 
correlation between travel parameters; and, similar to MC 
methods, the Markov-chain method also relies on voluminous 
sample generation to cover the problem search space. 
In the data-driven approaches, some studies have investigated 
the PEVs demand forecasting task using time series forecasting 
tools such as the autoregressive integrated moving average 
(ARIMA) models. For instance, in [14], the PEVs’ historical 
travel behavior data were used to find their consequent demand, 
afterward, an ARIMA model was fitted to the PEVs demand 
profiles to forecast their future evolution. In the same manner, 
the authors in [15], have utilized the fractional ARIMA 
(fARIMA) to investigate the seasonal trends in the PEVs 
demand. In their approach, the daily driving patterns of the PEV 
owners were only analyzed in the process of calculating the 
historical demand fed to the fARIMA model, and they were not 
directly reflected in the forecasting stage. This approach in PEVs 
demand forecast entails large uncertainty in the possible 
behavior of the PEV fleet and the temporal characteristics of 
individual PEV demand—which would ultimately render such 
approaches ineffective solutions in high PEVs penetration 
scenarios. Recently, a limited number of studies have utilized 
data-driven approaches based on neural networks (NNs) to 
overcome the aforementioned deficiencies in PEVs travel 
behavior forecasting [16]–[19]. In [16], a hybrid NN-based 
approach with limited layers based on nonlinear autoregressive 
model with exogenous inputs (NARXI) has been presented. In 
this study, the general travel behavior of the PEVs according to 
the road data has been modeled, however, the proposed method 
employed shallow NN which has low performance in feature 
extraction task and PEVs effect on the distribution power system 
is not considered. In this way, in [17] the authors employed a 
MC-based sample generation method to train their shallow NN. 
However, using the samples generated by MC would undermine 
the accuracy of NN training and, consequently, the final results. 
To improve the accuracy of training, the study in [18] used 
real-world driving data to train their shallow rough NN which, in 
T 
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comparison to basic NN, is able to handle the noise in input travel 
data more efficiently. Authors in [19] have employed a 
data-driven approach to cluster the PEVs travel data constructed 
based on the correlation between different travel behaviors. 
Their approach only divided travels based on the statistical 
parameters and did not predict the travel behavior of the PEV 
owners. The mentioned studies have employed shallow NNs, 
which by the structure are incapable of extracting the main 
features of large data sets such as PEV travel data [21]. Also, 
they did not investigate the possible hidden travel patterns in 
their PEV electric demand calculations. 
C.  Paper contributions 
In this paper, we introduce an artificial intelligence solution 
founded on deep-learning concepts to fill the mentioned 
deficiencies in PEV travel behavior forecasting. The deep 
learning has proven to be a powerful tool in large-dimension 
problems with complex interrelations such as video and image 
pattern recognition, audio processing [4], time-series forecasting 
[22], classification tasks [23], etc. The key factor that 
distinguishes the deep learning concept from the rest of the data-
driven approaches lies in its outstanding ability to autonomously 
extract the main features of a large dimension phenomenon 
entirely from its historical data [24]. In essence, in our approach, 
we feed real-world PEV data to a deep classifier to autonomously 
cluster the data based on the hidden travel behavior patterns 
existing among them. Then, a deep network is allocated to each 
cluster to capture and forecast the unique behavior of each 
cluster. Moreover, to further improve the accuracy of the 
forecasting results, we utilize a deep Long Short-Term Memory 
(LSTM) network which is able to model both short-term 
variations in travel behavior as well as long-term trends in 
characteristics of PEV travel patterns thanks to its various 
operation gates [23]. The detailed steps of our proposed approach 
are outlined as follows (Fig.1):  
• In the initial step, the travel data samples are clustered based 
on their corresponding departure time. The departure time is 
selected as the classification criterion because it is plausible to 
assume it will be readily available to the aggregators under the 
premise that the PEV owners declare their desired departure 
time to the aggregator in advance at the end of their last daily 
trip [25]. (However, concerns regarding PEV owners' privacy 
and its impact on their participation in aggregators scheduling 
plans [26], [27] lie out of the scope of this paper.) 
• Then, a deep forecasting network is earmarked to each 
travel pattern cluster. This discretization helps us to capture 
the behavioral subtleties of each travel behavior pattern in a 
more efficient manner. 
• In the final step, the arrival time in each cluster is forecasted 
based on its corresponding departure time, then the forecasted 
arrival time and the observed departure time are fed to another 
cluster-specific deep network to forecast their corresponding 
travel distance.  
In this work, the core concepts of deep learning are exploited 
to devise a novel solution for precise PEV forecasting tailored to 
the needs of power system aggregators. Particularly, from the 
perspective of an aggregator aiming to enter electricity markets. 
Our proposed solution attempts to address the knowledge gap in 
the existing body of literature: over-simplistic data-driven 
models that cannot identify hidden travel behavior patterns [16]–
[19] and lack of proper correlation modeling between travel 
parameters [5]–[7], [10]–[13]. To verify the robustness of our 
proposed approach, its performance against real data in terms of 
accuracy of the forecasting results, modeling the correlation 
between travel parameters, and the profit margin of aggregators’ 
energy bids in a day-ahead market (DAM) of California 
Independent System Operator (CAISO) is compared with the 
performance of benchmark methods in this field such as MC, 
QMC, and Copula models. Indeed, our results illustrate the 
crucial role that forecast accuracy plays in aggregators’ financial 
gains and ensuring their viability in the electricity market. The 
overview of this study including the proposed method and 
energy market framework is illustrated in Fig. 1. In this study, to 
find the global optimal solution, the optimal charging task is 
formulated as a mixed-integer linear programming (MILP) 
problem, which also incorporates a linear form of the AC load 
flow to enforce the voltage and current limits of our host 
distribution network [28]. 
D.  Organization of the paper 
The rest of the paper is organized as follows: Section II 
presents the proposed deep learning approach with details. 
Section III defines the PEV optimal charging procedure 
Historical Data PEVs Behavior Estimation (The Proposed Method) Participation in Electricity Markets 
               
Time scale
Day-ahead Real-time
Cluster 1 Cluster n
Deep LSTM
Forecasted 
traveled distance
Forecasted 
arrival time
Deep LSTM
Classification
Departure time
Deep LSTM
Forecasted 
arrival time
Deep LSTM
Forecasted 
traveled distance
Outputs:
• DAM bids
• Total DAM charging cost
    - Estimated expected 
       energy not charged cost
    - Day-ahead charging cost
Outputs:
• RTM bids 
• Total aggregator s cost
    - Penalty cost of not honoring  
       DAM bids in RTM
    - Real expected energy not 
      charged cost
    - Cost of placing incremental 
       bids in RTM
    - Day-ahead charging cost
Run RTM optimization  
(Section III Part B) 
Run DAM optimization           
(Section III Part A)
Input data:
• Forecasted PEVs travel 
data
• DAM prices
Input data:
• Real PEVs travel data
• RTM prices
• DAM bids
 
Fig. 1. Overall structure of the proposed method and energy market framework 
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according to the CAISO energy market rules. The case study 
definition and numerical results are described in Section IV. 
Section V concludes the finding of this paper. 
II.  PROBLEM STATEMENT 
To manage the PEVs' optimal charging procedure, 
aggregators first need to estimate the day-ahead (DA) travel 
behavior of their contracted PEVs with a high degree of 
precision. Afterward, they need to optimize PEVs charging 
schedules considering techno-economic indices of the host 
power distribution network and the welfare of PEV owners—the 
latter two constitute the main responsibilities of the aggregators. 
Fig. 1 depicts the general layout of our proposed PEV forecasting 
solution which employs deep LSTM networks for classification 
and prediction tasks. This section first provides a general 
description of LSTM networks, and then delves into the details 
of our classification task, forecasting task, and the overall 
structure of our proposed method, respectively. 
A.  LSTM network 
The Recurrent Neural Network (R-NN) is an improved form 
of NNs which exploits previous information of its input data by 
making connections (recurrent weights) between its output and 
hidden layers. However, the R-NNs have a gradient vanishing 
problem (a steep decline in the gradient norm for long-term 
components during training) which poses a serious obstacle in 
forecasting profiles with complex behavior such as PEVs travel 
patterns [22]. To overcome this problem, in this paper, we 
employ a more sophisticated version of the R-NNs known as an 
LSTM block (Fig. 2). Every LSTM block is equipped with three 
operation gates namely input, output, and forget gates. To 
construct a deep LSTM network, we need to stack several LSTM 
blocks in an order that the input data of each LSTM block at state 
s is the output of the same network at state s-1 and the output of 
the preceding network at state s. The input gate’s responsibility 
is to remember the information of the new and previous steps, 
and the forget gate is designed to expurgate the trivial 
information from the memory unit, and the output gate is 
employed to elicit advantageous information from the memory 
unit [29]. In deep LSTM networks, hidden features will be 
propagated among different LSTM blocks in the training task; 
this learning aptitude makes deep LSTM networks a promising 
tool for learning the behavior of complex phenomena with high 
precision. The general equations of an LSTM block at layer 𝑙 are 
presented as follows [30]: 
(1) 𝑖𝑠
𝑙 = 𝜎(𝑊𝑖  𝑙  𝑆𝑠
(𝑙−1)) + 𝑊ℎ𝑖  𝑙  𝑆(𝑠−1)
𝑙 + 𝑏𝑖𝑙
 
   
(2) 𝑓𝑠
 𝑙 = 𝜎(𝑊𝑖𝜑𝑙
 
𝑆𝑠
(𝑙−1)) + 𝑊ℎ𝜑𝑙
 
 
𝑆(𝑠−1)
𝑙 + 𝑏𝑓𝑙
 
 
  
(3) 
𝑐𝑠
𝑙  = 𝑓𝑠
𝑙  𝑐(𝑠−1)
𝑙 + 𝑖𝑠
𝑙  𝑡𝑎𝑛ℎ (𝑊𝑖𝛾𝑙
 
 
𝑆𝑠
(𝑙−1) +
𝑊ℎ𝛾𝑙
 
 
𝑆(𝑠−1)
𝑙 + 𝑏𝑐𝑙  
 
)  
(4) 𝑜𝑠
𝑙  = 𝜎 (𝑊𝑖𝑜𝑙
 
 𝑆𝑠
(𝑙−1)) + 𝑊ℎ𝑜𝑙
 
 𝑆(𝑠−1)
𝑙 + 𝑏𝑜𝑙
 
   
(5) 𝑆𝑠
𝑙  = 𝑜𝑠
𝑙  𝑡𝑎𝑛ℎ (𝑐𝑠
𝑙 )  
Here, the LSTM block variables are defined as 𝑊𝑖 
𝑙, 𝑊𝑖𝜑𝑙
 
, 
𝑊𝑖𝛾𝑙
 
 
 ϵ ℜ𝑟×𝑛ℎ , 𝑊ℎ𝑖  𝑙  , 𝑊ℎ𝜑
𝑙  
 
, 𝑊ℎ𝛾𝑙
 
 ϵ ℜ𝑛ℎ×𝑛ℎ, 
𝑏𝑖𝑙
 
, 𝑏𝑓𝑙
 
 
, 𝑏𝑐𝑙  , 𝑏𝑜
𝑙  ϵ ℜ1×𝑛ℎ which will be tuned in the training 
task. In the proposed method, every deep LSTM network is 
constructed by stacking the LSTM blocks; each LSTM block 
(Fig. 2) is defined as a layer and the training procedure is 
implemented in a holistic manner. In this study, deep LSTM 
networks are employed in both the classification and forecasting 
tasks; the overall structure of the networks in both tasks are the 
same as each other except for the configuration of their last layer. 
In the forecasting networks, Rectified Linear Unit (ReLU) is 
defined as the activation function of the last layer and Mean 
Squared Error (MSE) function is implemented to calculate the 
training error; whereas, in the classification procedure, the 
SoftMax activation function—turns numbers into probabilities 
that collectively sum to one—and Categorical Cross-Entropy 
(CCE) function are implemented as activation function of the last 
layer and error calculation function, respectively. Further 
information regarding the SoftMax and the CCE functions can 
be found in [31]. To improve the robustness and stability of the 
proposed method and avoid overfitting problems in the training 
procedure, we append the L2 regularization term in the loss 
function and apply the dropout technique with 0.001 and 0.5 
rates, respectively. The L2 regularization term adjusts the 
variations of the weights during the training procedure and 
prevents sharp fluctuations that cause convergence problems in 
the training task [22], [32]. Dropout is deemed as a promising 
technique in the deep learning concept; by dropping a neuron in 
the training procedure, it is temporarily eliminated from the total 
network with all of its connections, in this process, the overall 
robustness of the network is improved [33]. The training 
procedure is controlled by the validation technique along with 
the maximum iteration number as shown in Algorithm 1. In the 
same vein, the values for maximum epochs, validation 
frequency, and validation patience rate are considered as 1000, 
10, and 10, respectively. Also, the initial weights of deep LSTM 
networks are selected based on the Glorot method which offers 
significant improvements on the convergence of the deep-
learning based networks [34]. Furthermore, we employ a 
piecewise learning rate with a 0.95 dropping factor to improve 
the learning procedure and avoid local optimal points; in this 
way, we can have an adaptive learning rate in proportion to the 
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Fig. 2. The LSTM block with different operation gates 
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epoch number, which helps us reach a more stable training 
procedure. 
B.  Classification task 
To discern the hidden travel patterns in the PEVs travel data, 
our approach relies on a hybrid classification task based on K-
means (unsupervised) and deep LSTM network (supervised). As 
mentioned earlier, according to the existing communication 
capabilities of PEVs charging infrastructure, it is plausible to 
assume that the departure time of PEVs can be accessed by the 
aggregators. Therefore, we construct our classification task upon 
departure-time data of PEVs, which we envision to be adopted 
in practical scenarios. The overall procedure of the classification 
task is demonstrated in Algorithm 2. In the first step (Algorithm 
2: Part A), we cluster departure-time data based on the K-means 
algorithm in an unsupervised manner for 1 to 𝐾𝑚𝑎𝑥  number of 
clusters. The optimal number of clusters is then determined 
according to Davies-Bouldin (DB) index [35], which is defined 
as a ratio of within-cluster and between-cluster distances. In fact, 
DB index is calculated based on the worst-case separation for 
each cluster and averaging them as follows [35]: 
(6) 𝐷𝑘?́? =
𝑑𝑘𝑘+𝑑?̂??̂?
𝑑𝑘?̂?
  
(7) 𝑑𝑘𝑘 = [
1
𝑁𝑘
∑ ‖𝑦𝑎𝑘 − 𝑧𝑘‖
2𝑁𝑘
𝑎=1 ]
0.5
  
(8) 𝑑𝑘?̂? = ‖𝑧𝑘 − 𝑧?̂?‖  
(9) 𝐷𝐵 =
1
𝐾𝑚𝑎𝑥 
∑ 𝑀𝑎𝑥𝑘≠?̂? 𝐷𝑘?̂?
 𝐾𝑚𝑎𝑥 
𝑘=1   
In the next step (Algorithm 2: Part B), after finding the 
optimal number of clusters using DB, the centroid of each cluster 
is used as its label for the supervised classification task in which 
we construct a deep LSTM classification network to match new 
departure-time data samples to their appropriate clusters.  
C.  Forecasting task 
The main motivation behind classifying PEV data is to reduce 
the data size that each deep network is required to learn and 
forecast, which in turn increases the accuracy of the overall 
forecasts. In the previous step, we used a hybrid classifier to 
autonomously cluster PEVs travel data based on their departure 
time. In this step, to forecast the two remaining travel parameters 
i.e. arrival time and traveled distance, we allocate two deep 
LSTM networks to each cluster—one learns the mapping 
between departure time and arrival time to forecast arrival time 
Algorithm 2 
Classification Task 
Part A: Unsupervised Classification 
1: Begin operation 
 
  
Clustering travel data based on departure time 
(Unsupervised with K- means) 
Input: Departure time data 
Output: Optimal number of the clusters & centroid of each cluster 
Define Kmax 
k=1; 
while k ≤ Kmax  do 
2: 
3: 
4: 
5: 
 
6: 
7: 
    
Unsupervised clustering the departure time with K-means 
algorithms by k Clusters 
Calculate DB index  
k=k+1; 
8: 
9: 
 
10: 
  
end while 
Find the optimal number of the clusters with the lowest DB index 
(K optimal) 
Designate centroid of each cluster as its label (Ck). 
11: End operation 
Part B: Supervised Classification 
12: Begin operation 
  
13: 
 
 
 
 
14: 
 
 
 
  
Classify each travel based on its departure time data and allocate  
a specific forecasting network to each cluster 
(Supervised with deep LSTM network) 
Input: Departure time data 
Target: Centroid of clusters 
Match every input departure time data sample to its cluster with deep    
classification LSTM network based on centroid of each cluster as 
target  
15:  End operation 
 
Algorithm 1 
Training process of the Deep LSTM  
 Define: number of hidden layers (𝑛ℎ), maximum epoch number 
𝑒𝑝𝑜𝑐ℎ𝑚𝑎𝑥, and patience factor for validation task (𝑃𝑣) 
Initialize: 𝑊𝑖  𝑙 , 𝑊𝑖𝜑
𝑙 , 𝑊𝑖𝛾𝑙 , 𝑊𝑖𝑜𝑙, 𝑊ℎ𝑖  𝑙, 𝑊ℎ𝜑𝑙
 
, 𝑊ℎ𝛾𝑙 , 𝑊ℎ𝑜𝑙 , 𝑊𝑜𝑢𝑡,
𝑏𝑖𝑙 , 𝑏𝑓𝑙
 
 
, 𝑏𝑐𝑙  
 
, 𝑏𝑜𝑙, 𝑏𝑜𝑢𝑡 
1: Begin operation Back-Propagation 
2: Define: k = 0 
3:  while Validation criterion is not satisfied (k<𝑃𝑣) do 
4:    for epoch = 1 to 𝑒𝑝𝑜𝑐ℎ𝑚𝑎𝑥 do 
5:      for Each input sequence 𝑆𝑠
  in training data do 
6:        for l = 1 to 𝑛ℎ do 
7:          Dropout neurons  
8:          Forward propagation: (Equations 1-5) 
9:        end for 
10:        Find output vector:  
11: 
12: 
13: 
14: 
    
 
 
  if Forecasting task do 
  𝑂𝑢𝑡𝑠
  = 𝑅𝑒𝐿𝑈(𝑊𝑜𝑢𝑡  𝑜𝑠
𝑛ℎ + 𝑏𝑜𝑢𝑡)  
 else if Classification task do 
  𝑂𝑢𝑡𝑠
  = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑜𝑢𝑡  𝑜𝑠
𝑛ℎ + 𝑏𝑜𝑢𝑡)  
15:        end if 
16:        for l = 1 to 𝑛ℎ do 
17:          Update weights: 
18: 
19: 
    
 
 
 
 
     if Forecasting task do 
  𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
= 𝑀𝑆𝐸(𝑡𝑎𝑟𝑔𝑒𝑡𝑠, 𝑂𝑢𝑡𝑠) 
20: 
21: 
22: 
    
 
 
 
 
     else if Classification task do 
  𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
=𝐶𝐶𝐸(𝑡𝑎𝑟𝑔𝑒𝑡𝑠, 𝑂𝑢𝑡𝑠) 
    end if 
23:           𝑊𝑖  𝑙  ← 𝑊𝑖  𝑙  −  ∇
𝑊𝑖 𝑙
(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
24:           𝑊ℎ𝑖  𝑙  ← 𝑊ℎ𝑖  𝑙  −  ∇𝑊ℎ𝑖 𝑙(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
25:           𝑊𝑖𝜑𝑙  ← 𝑊𝑖𝜑𝑙  −   ∇𝑊𝑖𝜑𝑙((𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
26:           𝑊ℎ𝜑𝑙  ← 𝑊ℎ𝜑𝑙  −  ∇𝑊ℎ𝜑𝑙(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
27:           𝑊𝑖𝛾𝑙  ← 𝑊𝑖𝛾𝑙  −  ∇𝑊𝑖𝛾𝑙(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
28:           𝑊ℎ𝛾𝑙   ← 𝑊ℎ𝛾𝑙  −  ∇𝑊ℎ𝛾𝑙(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
29:           𝑊𝑖𝑜𝑙  ← 𝑊𝑖𝑜𝑙      −  ∇𝑊𝑖𝑜𝑙(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
30:           𝑊ℎ𝑜𝑙  ← 𝑊ℎ𝑜𝑙  −  ∇𝑊ℎ𝑜𝑙(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
31:           𝑊𝑜𝑢𝑡  ← 𝑊𝑜𝑢𝑡  −  ∇𝑊𝑜𝑢𝑡(𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
) 
32:          Update biases same as weights 
33:        end for 
34:      end for 
35:      for Each input sequence 𝑆𝑠
   in validation data do 
36:        Run forward propagation: (line 8) 
37: 
38: 
39: 
40: 
41: 
42: 
    
 
  
Calculate the validation loss: 
if Forecasting task do 
  𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
= 𝑀𝑆𝐸(𝑡𝑎𝑟𝑔𝑒𝑡𝑠, 𝑂𝑢𝑡𝑠) 
else if Classification task do 
  𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
=𝐶𝐶𝐸(𝑡𝑎𝑟𝑔𝑒𝑡𝑠, 𝑂𝑢𝑡𝑠) 
end if 
43:      end for 
44:        If  𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ
> 𝐿𝑜𝑠𝑠𝑠
𝑒𝑝𝑜𝑐ℎ−1
  
45:          𝑘 = 𝑘 + 1   
46:          else 𝑘 = 0  
47:        end if 
48:    end for 
49:  end while 
50: end operation 
 
Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on June 08,2020 at 06:32:40 UTC from IEEE Xplore.  Restrictions apply. 
1949-3053 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2020.2998072, IEEE
Transactions on Smart Grid
 6 
(Algorithm 3: Part A), and the other one learns the mapping 
between departure time, arrival time, and traveled distance to 
forecast traveled distance (Algorithm 3: Part B).  
In the test procedure, the two deep LSTM networks perform 
in the following sequence: the first deep LSTM network takes as 
input the departure-time data provided by the deep classifier and 
forecasts the corresponding arrival times. Then, the forecasted 
arrival times in conjunction with corresponding departure times 
are fed to the second deep LSTM network to forecast the traveled 
distance pertaining to each data pair. In this way, the correlation 
between departure time, arrival time and traveled distance is 
preserved in the forecasted travel parameters, thus the possibility 
of forecasting unrealistic travels is eliminated. Observing the 
correlation between travel parameters greatly affects the 
accuracy of forecasts which is demonstrated and verified in 
Section IV.  
III.  PEVS CHARGING IN ENERGY MARKET FRAMEWORK  
The main goal of the optimal charging procedure is to 
minimize the charging cost of the PEV owners in order to 
facilitate both the integration of PEVs into the power system and 
their adoption. In our work, it is assumed that the aggregator tries 
to minimize the PEVs charging costs by utilizing their demand 
flexibility and procuring their expected charging demand in 
DAM and real-time market (RTM)—here, we adopt the market 
rules of the CAISO to regularize market interactions. In the 
CAISO energy market, the awarded DAM bids are binding and 
the market participants are required to consume their awarded 
bids in the following day. Nevertheless, the participants may opt 
to adjust their submitted DAM bids in the RTM, however, they 
can only submit incremental bids. If the participants fail to honor 
their DAM awards they would incur payment recession and 
penalty costs [28]. Within this market context, the aggregator 
first needs to estimate its DA energy demand and submit DAM 
energy bids accordingly. Therefore, the accuracy of demand 
forecasts, in particular, PEVs’ demand in our study, plays a 
crucial role in the economic gains of the aggregator in the energy 
market.  Furthermore, to include the welfare of the PEV owners 
in the aggregators' objective function, we formulate the PEVs 
expected energy not charged (EENC) as a penalty cost for the 
aggregator.   
A.  DAM optimization 
The aggregator solves the optimization problem (10) to 
determine its DAM energy bids, subjected to the constraints 
(10e)–(10j): 
(10) 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐶𝑜𝑠𝑡𝐷𝐴
𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴  
  
(10a) 𝐶𝑜𝑠𝑡𝐷𝐴 = 𝐶𝑜𝑠𝑡𝐶𝐻,𝐷𝐴 + 𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝐷𝐴 
(10b) 𝐶𝑜𝑠𝑡𝐶𝐻,𝐷𝐴 = ∑ 𝑃𝐶𝐻𝑡
𝐷𝐴ρt
DA
 𝑡
  
(10c) 𝑃𝐶𝐻𝑡
𝐷𝐴 = ∑ ∑ 𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴
?̂?𝑝  ∆t̂ 
(10d) 
𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝐷𝐴 = ∑ (BCp
 − SOCp
ini
𝑝 −
∑ ∑ 𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴
?̂?𝑡 ηp
 ∆t̂)ρ 
EENC,DA
 
  
(10e) 0 ≤ 𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴 ≤ CRp        𝑡, ?̂? ∈ 𝐴𝑝 
(10f) 𝑆𝑂𝐶𝑝,𝑡,?̂?
𝐷𝐴 = 𝑆𝑂𝐶𝑝,𝑡,?̂?−1
𝐷𝐴 + (𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴  ηp
 )∆t̂ 
(10g) 𝑆𝑂𝐶𝑝,𝑡,0
𝐷𝐴 = 𝑆𝑂𝐶𝑝,𝑡−1,4     
𝐷𝐴      ∀ 𝑡 > 𝑇𝑎𝑝
   
(10h) 𝑆𝑂𝐶𝑝,𝑡,0
𝐷𝐴 = SOCp
ini     ∀ 𝑡 = 𝑇𝑎𝑝
  
(10i) 𝑆𝑂𝐶𝑝,𝑡,?̂?
𝐷𝐴 ≤ BCp
  
(10j) SOCp
ini + ∑ ∑ 𝑝𝑐ℎ𝑝,𝑡,?̂?
𝐷𝐴
?̂?𝑡 ηp
 ∆t̂ ≥ αp BCp
   
The objective function (10) aims to minimize the total 
aggregator DAM charging cost (10a), which consists of the 
DAM energy cost for energy bids submitted to meet PEVs 
charging demand (10b) and the EENC cost which is defined as a 
penalty cost that the aggregator is obliged to reimburse PEV 
owners for its inability to fully charge their PEV batteries as 
calculated by (10d). Equations (10e)–(10j) show the PEVs 
technical charging constraints. The maximum PEVs charging 
rate in each time step is enforced by (10e). The state of charge 
(SOC) of PEVs calculated based on (10f)–(10h), and its 
maximum value is limited by (10i). The welfare of PEV owners 
is observed (10j) in which the aggregator is required to bring the 
SOC of PEVs at departure to at least αp% of their battery 
capacity.  
B.  RTM optimization 
In the second part of our formulation, we have introduced 
another optimization problem (11), inspired by the CAISO RTM 
rules, to evaluate the performance of the aggregator on the day 
of bid deployment where it is exposed to real PEV travel 
parameters and has to make adjustments to its energy bids in 
order to meet PEVs demands while honoring its awarded DAM 
bids. The main goal of the problem (11) is to form a judgment 
about the overall performance of the aggregator in the energy 
market and the role that PEV demand forecasts play in thereof. 
(11) 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐶𝑜𝑠𝑡𝑅𝑇
𝑃𝑡,?̂?
𝐼𝑁𝐶,𝑅𝑇 , 𝑃𝑡,?̂?
𝑃𝐸𝑁,𝑅𝑇 ,  𝑝𝑐ℎ𝑝,𝑡,?̂?
𝑅𝑇  
 
(11a) 𝐶𝑜𝑠𝑡𝑅𝑇 = 𝐶𝑜𝑠𝑡𝐼𝑁𝐶,𝑅𝑇 + 𝐶𝑜𝑠𝑡𝑃𝐸𝑁,𝑅𝑇 + 𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝑅𝑇 
Algorithm 3 
Forecasting Task 
Part A 
1: Begin operation 
 
 
 
2: 
  
Forecasting arrival time data for each cluster 
Input: Departure time data 
Output: Arrival time data 
k=1; 
while k ≤ K optimal  do 3: 
4: 
 
5: 
    
Forecast the arrival time for k-th cluster with allocated LSTM  
network based on departure time data 
k=k+1; 
6:   end while 
7: End operation 
Part B 
8: Begin operation 
 
 
 
9: 
10: 
  
Forecasting traveled distance data for each cluster 
Input: Departure time data & arrival time data 
Output: Traveled distance data 
k=1; 
while k ≤ K optimal  do 
11: 
 
12: 
    
Forecast the traveled distance data for k-th cluster with allocated  
LSTM network based on departure and arrival time data 
k=k+1; 
13:   end while 
14: End operation 
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(11b) 𝐶𝑜𝑠𝑡𝐼𝑁𝐶,𝑅𝑇 = ∑ ∑ 𝑃𝑡,?̂?
𝐼𝑁𝐶,𝑅𝑇
?̂?𝑡 ∆t̂ ρ𝑡,?̂?
RT  
(11c) 𝐶𝑜𝑠𝑡𝑃𝐸𝑁,𝑅𝑇 = ∑ ∑ 𝑃𝑡,?̂?
𝑃𝐸𝑁,𝑅𝑇
?̂?𝑡 ∆t̂ ρ 
PEN,RT  
(11d) 
𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝑅𝑇 =  ∑ (BCp
 − SOCp
ini
𝑝 −
∑ ∑ 𝑝𝑐ℎ𝑝,𝑡,?̂?
𝑅𝑇
?̂?𝑡 ηp
 ∆t̂)ρ 
EENC,RT
 
  
(11e) 𝑃𝐶𝐻𝑡
𝐷𝐴 − 𝑃𝑡,?̂?
𝑃𝐸𝑁,𝑅𝑇 + 𝑃𝑡,?̂?
𝐼𝑁𝐶,𝑅𝑇 = 𝑃𝐶𝐻𝑡,?̂?
𝑅𝑇   
(11f) 0 ≤ 𝑃𝑡,?̂?
𝐼𝑁𝐶,𝑅𝑇 , 0 ≤ 𝑃𝑡,?̂?
𝑃𝐸𝑁,𝑅𝑇 ≤ 𝑃𝐶𝐻𝑡
𝐷𝐴 
  The objective function (11) aims to minimize the aggregators' 
costs in RTM, 𝐶𝑜𝑠𝑡𝑅𝑇 , which itself consists of three costs (11a): 
cost of procuring additional energy demand from RTM, 
𝐶𝑜𝑠𝑡𝐼𝑁𝐶,𝑅𝑇 (11b); the cost of not being able to consume the 
awarded DAM bids, 𝐶𝑜𝑠𝑡𝑃𝐸𝑁,𝑅𝑇(11c); and, the EENC for the 
PEVs on the day of bid deployment, 𝐶𝑜𝑠𝑡𝐸𝐸𝑁𝐶,𝑅𝑇(11d). Equation 
(11e) reflects the biding nature of the awarded DAM bids. Also, 
the problem (11) includes the same constraints expressed in 
equations (10e)–(10j), which we omitted for the sake of 
brevity—please note that in the counterpart equations of the 
problem (11) all the DA superscripts are substituted with real-
time(RT) superscripts. The total aggregator’s cost is calculated 
by the sum of the DAM (10a) and RTM (11a) costs. Lastly, we 
incorporate a linear form of AC load flow in both problems (10) 
and (11) to observe the voltage and current limit of our host 
distribution network. We strongly encourage our reader to see 
reference [28] for detailed formulation.  
IV.  NUMERICAL RESULTS 
A.  Data description 
 For our numerical simulations, we used 10000 travel data of 
PEVs obtained from the 2017 National Household Travel Survey 
(NHTS) [36] to train our proposed deep learning-based approach 
(80% for training, 10%  for validation, and 10% for test); it 
should be noted that the data segmentation is done according to 
the vehicle samples. After the training task, to investigate the 
robustness of the proposed method, a case study with 1000 PEVs 
is considered. To develop the proposed optimal charging task a 
medium voltage distribution network with 21 buses is considered 
whose data and topology are presented in [28]. Moreover, to 
model our inflexible residential load in the network, we obtained 
a real load profile within CAISO market. Similarly, the DA and 
RT energy prices are also obtained from CAISO, for October 30, 
2018 [37]. Also, the penalty price for consumption lower than 
the awarded DA bids, ρ 
PEN,RT, is set to 30% of the maximum 
energy price of the given day. In addition, to incorporate the 
welfare of the PEV owners in our objective function we set the 
minimum PEV departure SOC to 75%.  Also, the penalties for 
the amount of EENC to PEVs in DA and RT markets (i.e. 
ρ 
EENC,DA and ρ 
EENC,RT) are set to 50% of the maximum energy 
price of their respective markets. The value of ∆t̂ is defined as 
1
|?̂?|
 
. Finally, to match the granularity of PEV travel parameters to 
the bidding interval of the RTM of CAISO, we model PEVs 
arrival and departure time in 15-minute intervals. CPLEX 
(version 12.9) in GAMS optimization software was used to solve 
the MILP market optimization problems.  
B.  Training framework 
Classification Learner and Deep Network Designer toolboxes 
of MATLAB 9.6 were used to perform the classification tasks 
and the training procedure of the LSTM networks, respectively 
[38]. Our deep LSTM networks in classification and forecasting 
tasks are constructed based on 100 and 300 LSTM blocks (nh), 
respectively, which are stacked together to build a deep LSTM 
network, and 𝐾𝑚𝑎𝑥 is set as 15.  
C.  Evaluation criterion 
To evaluate the accuracy of the proposed method against real 
data we used the R-squared criterion which is defined as the 
square of the correlation between the target and the forecasted 
values. The R-squared value is between [0,1] in which higher 
values imply higher forecasting quality [22]. 
𝑅2 = 1 −
∑ (𝑌𝑔−?̂?𝑔)
2𝑛0
𝑔=1
∑ (𝑌𝑔−?̅?)
2𝑛0
𝑔=1
  (12) 
D.  Simulation results 
In this part, we want to illustrate the two main features of our 
proposed deep-learning based method which distinguish it from 
the existing literature: autonomous travel pattern identification 
(travel data classification) and accounting for correlation 
between travel data parameters (observing the realistic 
relationship between traveled distance, arrival time, and 
departure time in forecasting task). Therefore, in the first part of 
simulation results, we demonstrate the accuracy of the 
classification task and then draw a comparison between our 
proposed method with and without classification task (hereafter, 
the classified and unclassified cases are called C-Deep and 
UC-Deep, respectively), in terms of R-squared indices of the 
forecasted arrival time and traveled distance. Afterward, in the 
second part of simulation results, we discuss the effectiveness of 
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accounting for correlation in forecasting task by drawing a 
comparison between the performance of our proposed method 
and other benchmark methods in the literature. The overall 
classification results are illustrated in Fig. 3. As shown in Fig. 3, 
by clustering the PEVs travel data based on the departure time, 
we have five different clusters which present five general hidden 
travel patterns in our data set. It should be mentioned that the 
optimal number of clusters and centroids of each cluster are 
determined based on DB index and K-means algorithms, 
respectively, and this procedure is done autonomously with the 
unsupervised classification task according to the hidden pattern 
of the input data (Algorithm 2 Part A). To evaluate the 
supervised classification task, which is done by deep LSTM 
network, the confusion matrix of the classification result is 
presented in Fig. 4. As shown in Fig. 4, the classification 
precision in each cluster is between 95.3% to 100%, and the 
overall accuracy of the supervised classification task is 97.6% 
which verifies the robustness of the classification procedure 
(Algorithm 2 Part B). After the classification task, a specific 
deep LSTM network is allocated for each cluster to forecast 
arrival time (Algorithm 3 Part A), and traveled distance 
(Algorithm 3 Part B), separately. To verify the effectiveness of 
the classification task we demonstrate the forecasted results of 
our proposed method C-Deep (Fig. 5(a)–(b)), and UC-Deep 
(Fig. 5(c)–(d))—in the UC-Deep we simply bypass (Algorithm 
3 Part A) and directly feed the unclassified travel data to 
Algorithm 3 Part B. According to Fig. 5, the effect of 
classification on the forecast accuracy is more pronounced in the 
traveled distance than arrival time. While the forecast accuracy 
of arrival time is acceptable in both cases (R-squared value of 
0.99 for C-Deep and 0.98 for UC-Deep), there is a substantial 
improvement in the forecast accuracy of the traveled distance (R-
squared value of 0.93 in C-Deep and 0.77 in UC-Deep). In fact, 
with classification task (C-Deep), for each travel-pattern cluster, 
a specific forecasting network is allocated; in this way, each 
forecasting network is only responsible for a limited area of the 
problem space and is trained in a more exclusive way in 
comparison with UC-Deep that a single forecasting network is 
responsible for the entire problem space. The significance of this 
improvement in the performance of the aggregator is further 
scrutinized at the end of this section. To verify the performance 
of our proposed method in accounting for the correlation 
between travel parameters, we compare our forecasted results 
against the real travel data and benchmark methods including 
MC, QMC, and Copula.  Fig. 6 summarizes the performance of 
all four methods in the bulk generation of PEVs travels data 
against real travel data. The key difference between the 
generated samples of our proposed method and that of the 
benchmark methods is its ability to generate realistic travel 
patterns. In Fig. 6, the travel samples that fall into the rear ends 
of arrival time, departure time, and traveled distance axes are 
either infeasible or unrealistic. In contrast, Fig. 6 shows that our 
proposed method follows the trend of real-world travel data 
effectively. To investigate the financial ramification of the 
forecast errors for the aggregators, we have evaluated the 
performance of different approaches in real market conditions. 
In the real market, the aggregators first need to submit their DA 
energy bids, which they must honor in the following day 
otherwise they would incur penalties for not doing so. Fig. 7 
depicts the DA energy bids (kW) calculated by all five cases (i.e. 
C-Deep, UC-Deep, Copula, QMC, and MC), and DAM price 
($/kWh). The results demonstrate that our proposed method 
(C-Deep) outperforms other benchmark methods in predicting 
the PEVs DA load demand. Fig. 7 shows the intuitive behavior 
that in all cases the aggregator aims to meet its PEV demand in 
the cheapest hours, however, the realization of thereof requires 
accurate demand predictions. In order to evaluate the 
consequences of demand prediction errors in practical scenarios, 
we have calculated the penalties (for lower consumption than 
awarded DAM bids) that each method would incur in the day of 
bid deployment when they deal with the real PEV demand (Fig. 
8(a) – Fig. 8(e), and Table I. Ideally, it is desirable for the 
aggregator to not deviate from its awarded DA bids. Comparing 
the performance of C-Deep and UC-Deep (Fig.8(a) and Fig. 8(b), 
respectively) in terms of RTM costs (i.e. underconsumption 
penalty and incremental RT adjustment bids) further 
demonstrates the effectiveness of classification. In comparison 
to UC-Deep, C-Deep results in 3.9% less overall aggregator cost; 
TABLE I. TOTAL CHARGING COST OF THE PEVS IN A DAY 
Different costs 
 Methods 
Real data C-Deep UC-Deep Copula QMC MC 
DA PEVs charging cost 
($) 
392.11 406.85 416.02 443.54 450.35 456.20 
Penalty cost ($) 3.21 17.27 24.38 47.72 51.12 56.45 
RT PEV charging cost 
($) 
23.11 23.11 23.60 19.76 16.94 16.72 
RT EENC cost ($) 4.08 3.92 3.63 2.14 0.80 0.72 
Total PEVs charging cost 
($) 
422.51 451.15 467.63 513.16 519.21 530.09 
Accuracy of charging 
cost estimation (%) 
------ 93.23 89.33 78.55 77.11 74.54 
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Fig. 5. Regression plots of forecasted PEV travel parameters in classified 
case (C-Deep) and in unclassified case (UC-Deep): (a) arrival time of C-
Deep, (b) traveled distance of C-Deep, (c) arrival time of UC-Deep, and (d) 
traveled distance of UC-Deep 
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Fig. 6. PEVs travel behavior forecasting results based on different approaches 
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this improvement is derived from less overestimation in DA bids, 
which yields lower underconsumption penalty cost. Drawing a 
comparison between the performance of our proposed method 
with Copula, QMC and MC methods underlines the 
effectiveness of considering correlation in prediction accuracy.  
The Copula, QMC and MC methods greatly overestimated the 
DA PEV demand, so they incurred heavier penalties in contrast 
to C-Deep, and UC-Deep for not being able to consume the bids 
they submitted to the DA market—Fig. 8(c), Fig. 8(d), and Fig. 
8(e), respectively. On the other hand, since our proposed method 
took into account the correlation between travel parameters and 
did not generate unrealistic travels, it is able to submit more 
realistic bids, which only incurs a minor penalty in comparison 
to the other benchmark methods. Table I, summarizes the 
performance of the investigated methods in DA and RT energy 
markets. The total PEVs charging cost which is the summation 
of DA energy cost, RT penalty, RT energy cost, and EENC cost 
proves the superiority of our proposed method. Table I also 
shows that the Copula method outperforms QMC and MC 
methods, which can be attributed to its ability to model statistical 
dependencies between travel parameter datasets; this outcome 
further underlines the importance of accounting correlation 
between travel parameters. As demonstrated in Table I, the QMC 
method, which is equipped with a modified sampling procedure, 
presents 77.11% accuracy in the charging cost estimation that 
verifies its superior performance against MC with 74.54 % 
accuracy. In summary, the ability of our proposed method to 
discern hidden travel patterns and utilize cluster-specific deep 
LSTM networks to estimate traveled distance based on its 
corresponding departure and arrival times and correlation of 
thereof enables it to ensure the feasibility of the estimated travel 
samples. The numerical results of this study underline the 
dependency of aggregator’s financial profit margin on the 
accuracy of its PEVs demand prediction. If we assume a market 
where each of the mentioned methods was adopted by an 
aggregator it is clear that the aggregator employing our proposed 
deep learning approach would dominate the market with its 
superb performance and strong profit margin over the long term.  
 
V.  CONCLUSION 
In this study, a novel deep learning-based approach with a hybrid 
classification task based on LSTM networks is presented to 
forecast the PEVs travel behavior and their electrical demand. 
The charging cost of the PEVs from the aggregator’s perspective 
was investigated in DAM and RTM to verify the robustness of 
the proposed method in comparison with benchmark methods in 
this field i.e. Copula, QMC, and MC. In fact, the hybrid 
classification task was employed to autonomously discern the 
hidden travel patterns of the PEV owners (with 97.6% accuracy), 
so that an exclusive deep LSTM forecasting network could be 
allocated to each behavior cluster that resulted in $16.48  
improvement of aggregator’s daily cost employing the proposed 
method (C-Deep) in comparison with the unclassified case (UC-
Deep). The numerical results also substantiated that our 
proposed approach with 93.23% accuracy in forecasting the 
PEVs’ charging cost outperformed the scenario-based methods 
in our study i.e. Copula, QMC, and MC with 78.55%, 77.11%, 
 
Fig. 7. Day-ahead demand bids of different cases (kW) with DAM price ($/kWh) 
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Fig. 8. Day-ahead bids, real-time bids, and penalty of different cases (kW): (a) 
classified deep-learning case (C-Deep), (b) unclassified deep-learning case (UC-
Deep), (c) Copula case, and (d) Quasi-Monte Carlo case, (e) Monte Carlo case. 
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and 74.54% accuracy levels, respectively. The superior 
performance of the proposed method can mainly be attributed to 
its strong memory and feature extraction ability that enables it to 
capture the correlation between the different travel parameters 
(departure time, arrival time and traveled distance) and avoid the 
generation of unrealistic and infeasible travel samples. Our 
findings suggest that deep learning-based approaches offer great 
performance in PEV demand modeling and will substitute legacy 
scenario-based approaches in this filed. For future works, other 
energy markets such as ancillary services can be considered. 
Furthermore, by gathering person by person information of the 
PEV owners in a region over a long term, more details can be 
investigated in the clustering task such as weekdays, traffic 
condition, and so on. 
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