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ivAbstract
This work presents the application of several important concepts of digital
communications, i.e., serial concatenation, turbo principle, temporal and an-
tenna diversity, in a wireless system. It has been shown that employing each
of the above concepts gives an improvement in performance of the system.
We expect that by employing all of them in a framework properly, we achieve
a system with better performance than a system employing each concept in-
dividually. Serial concatenation of a turbo code with a space-time block
code is considered and turbo principle (iterative demodulation/decoding) is
applied. Simulation results show the gain in performance as we expected.
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Introduction
Today's growing interest for higher data rates wireless communications has
led communication engineers to develop techniques to provide high speed
data communications while trying to keep backward compatibility with the
existing systems in the sense that they are trying to deploy standards that
have been developed at cellular frequencies such as CDMA, TDMA or GSM
for high data rate communications.
Destructive additions of multipaths in the wireless channels and other
user's interference cause attenuation of the received signal in wireless channel.
To detect the signal, it is necessary for the receiver to receive less-attenuated
replica of the transmitted signal if the channel su®ers from high attenuation.
The resource for this, is called diversity. There are several kinds of diver-
sity techniques such as: Temporal diversity (channel coding used with time
interleaving), frequency diversity (using the fact that waves transmitted on
di®erent frequencies induce di®erent multipath structure) and space diversity
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or antenna diversity (using spatially separated or di®erently polarized anten-
nas). It is ideal to employ all forms of diversity in wireless systems. However
not all forms of diversity can be achievable at all times. For example, in slow
fading channels, temporal diversity is not a proper choice for delay-sensitive
applications. Implementation of antenna diversity at a mobile handset is
more di±cult because of electromagnetic interaction of antenna elements on
small platforms. Employing as much as diversity forms as possible motivates
the new technique of coding: Joint design of coding, modulation, transmit
and receive diversity, the so called space-time codes.
Turbo coding, another revolution in coding theory in 1993, deploys the
trellis structure of the code for iterative decoding and achieves near Shannon
capacity in additive white Gaussian noise (AWGN) channels. It uses the con-
cepts of concatenation and iterative decoding to achieve a better performance
and performs pretty well in fading channels.
This thesis presents a new scheme of concatenation of space-time block
codes and turbo coded modulation scheme with iterative demodulation-
decoding to achieve both coding and antenna diversity gains as well as the
better performance of iterative demodulation. The remainder of this chap-
ter is organized as follows. Section 1.1 presents a literature survey on turbo
codes and space-time codes. Section 1.2 gives the motivation of doing this
research. Section 1.3 gives the layout of the thesis.CHAPTER 1. INTRODUCTION 3
1.1 Overview and Literature Review
Claude Shannon proved in 1948 that it is possible to transmit data with
arbitrarily low probability of error if the communication system operates
below channel capacity and if the very large block length of data is trans-
mitted. The Shannon theorems for capacity and error probability are based
on some information theoretic de¯nitions. Recall from information theory
[1] that Entropy is de¯ned as the average measure of randomness of a source
of information and is expressed as
H(X) = Eflog(
1
P(X)
)g = ¡
M¡1 X
i=0
Pixi (1.1)
where source X chooses its elements from the set fx0;:::;xM¡1g with prob-
ability of occurrence Pi; i = 0;:::;M ¡ 1. Considering X as the channel
input random variable and Y as the channel output random variable, the mu-
tual information between X and Y is de¯ned as the measure of uncertainty
remaining in X after observation of Y and de¯ned as
I(X;Y ) = H(X) ¡ H(XjY ): (1.2)
Channel capacity is de¯ned as the maximum of I(X;Y ) with respect to the
source probability distribution Pi; i = 0;:::;M ¡1. So the channel capacity
is a representation of the maximum capability of data transmission of the
channel. The Shannon theorem for capacity describes that
Theorem 1 If the source symbols encoded into N-bit words, and Pw(e) de-
notes the probability of decoding a binary N-bit word in error, then, if trans-CHAPTER 1. INTRODUCTION 4
mission is done with rate R and R < C, there exists a channel code such that
Pw(e)!0 as N!1.
Although the theorem says that with large enough block length of data
arbitrarily low error probability is achievable, the decoding complexity of the
system increases exponentially with the block length. Turbo coding is an e±-
cient method of increasing block length, while keeping the overall complexity
linear.
Turbo codes were originally introduced by Berrou et. al. [2] as binary
error correcting codes with a near Shannon performance (only 0:7dB from
Shannon limit) which are built from the parallel concatenation of two re-
cursive systematic convolutional (RSC) codes employing powerful iterative
decoding algorithm. In fact turbo codes are based on two concepts: Con-
catenated coding and iterative decoding. Iterative decoding is actually the
"turbo-principle", which is the real reason behind remarkable performance
of turbo code.
The concatenation principle is based on the fact that the correction power
of forward error correcting (FEC) codes increase with the length of the block
of a block code, or the constraint length of a convolutional code, and ap-
proaches Shannon bound at very large block or constraint length. The fact
that the decoding complexity increases exponentially with increase of the
block length, leads to design of a long complex code from much shorter eas-
ily decodable component codes. Concatenation is to feed the output of one
encoder to the input of another encoder. This concatenation can be done
for more than two encoders. The ¯rst encoder is called the outer encoderCHAPTER 1. INTRODUCTION 5
and the last one is called the inner encoder. The resulting code is much
more complex than each of the component codes. However, its decoding is
easy since the decoders will be applied for each of the component codes in
turn from the inner decoder to the outer decoder. The concatenation scheme
will be completed with the application of interleaver between the outer and
the inner codes to prevent error propagation between the component codes.
Concatenation approach has been well known in coding community for long
time as iterated codes [3], product codes [4], concatenated codes [5], and
their generalized version [6].
In turbo codes, the same sequence of data is applied to two RSC encoders
in parallel, with an interleaver (a pseudo random interleaver) between them.
If a given data sequence happens to terminate the ¯rst encoder fast, it is
likely that after interleaving it will not terminate the second encoder and
as the result at least one of the encoders has a large Hamming distance,
which satis¯es the requirements for design of good FEC. More importantly,
they use turbo-principle which is in fact the iterative decoding principle. It
is based on the re-application of the decoded word information not only to
the inner code, but also to the outer code and repeat the process as many
times as necessary. The information that passes between decoders is a soft
information and the decoder is a soft input-soft output decoder. The soft
information is the log likelihood ratio (LLR) of each bit. The LLR is a
measure of total information about a speci¯c bit. This information comes
from two sources. Some part of this information comes from the received
data bits which is called the intrinsic information. The other part comes
from another decoder when the code is decoded in one of the decoders. ThisCHAPTER 1. INTRODUCTION 6
part of information is called extrinsic information and it is this part which
should be passed between decoders. The intrinsic information is already
available to the next decoder and should not be passed through iterations.
The coding community received turbo codes with dubiety at the begin-
ning until the results were reproduced by other researchers [7], [8]. Since
then, there have been extensive attempts on the code construction and weight
distribution [9], [10], performance bounds [11], [12], [13], and specially on it-
erative decoding algorithm [14], [15].
Later on turbo principle turned out to be used in many detection and de-
coding problems such as serial concatenation [16], [17], [18] and coded mod-
ulation. Coded modulation principle was introduced by Ungerboeck [19]. In
[19], Ungerboeck integrated a convolutional code with a bandwidth-e±cient
modulation scheme, and showed that signi¯cant coding gain can be achieved
compared to the uncoded schemes without sacri¯cing data rate or band-
width. The technique, called Trellis-Coded Modulation (TCM), attracted
many interests for further research. After introduction of turbo codes, turbo
coded modulation schemes, combination of turbo codes and TCM to improve
spectral e±ciency of the transmission, have been brought to the picture of
communication systems [20], [21],[22], [23], [24] on the basis of Ungerboeck's
TCM.
The work of S. Le Go®, A. Glaviux, and C. Berrou [20] presented a rate
R = (m ¡ ~ m)=m turbo code in conjunction with M-ary Phase Shift Key-
ing (PSK) or Quadrature Amplitude Modulation (QAM) schemes. The codes
process m¡ ~ m bits from the three parallel data streams of the turbo encoder,CHAPTER 1. INTRODUCTION 7
and after proper puncturing, map the codeword to a 2m-point modulation
scheme (based on Ungerboeck's [19]). The codes are decoded by soft demod-
ulation and turbo decoding. Turbo Trellis Coded Modulation (TTCM) in
[23] consists of a parallel concatenation of two rate m=(m + 1) codes which
have m systematic bits and 1 parity bit generated by RSC encoders. The
output of each RSC encoders are punctured to obtain the desired code rate.
The applied modulation schemes are 8-PSK, 16-QAM, or 64-QAM. The per-
formance of 1 dB of the Shannon limit is reported for both 2 bits/s/Hz and
4 bits/s/Hz bandwidth e±ciencies.
The history of employing multiple transmit and multiple receive antennas
or Multiple Input-Multiple Output (MIMO) systems goes back to 1995 and
1996 and the independent works of Telatar [25] and Foschini [26]. They
provided a measure of capacity for MIMO systems and showed that the
achievable rates on fading channels will be increased greatly by the use of
these systems if the channel parameters can be estimated at the receiver and
if the propagation coe±cients between pairs of transmitter/receiver antennas
can be considered statistically independent. It has been shown that the
assumption of independent fade coe±cient will be correct if the antennas at
each transmitter and receiver side are separated by a few carrier wavelength.
The major result of their work is that the capacity of a multi-antenna system
far exceeds that of a single-antenna system in fading environment. In fact
fading is not a disturbing phenomenon anymore and MIMO wireless channels
are capable of increasing capacity as well as introducing diversity gains.
The initial idea of combining coding and antenna diversity, the delay
diversity scheme was proposed by Wittenben [27]. The scheme used twoCHAPTER 1. INTRODUCTION 8
transmit antennas and transmitted the same information from both antennas
simultaneously but with a delay of one symbol interval.
In 1998, the innovation in wireless communication proposed by Tarokh,
Seshadri and Calderbank [28]. They invented a new family of codes called
space-time codes for transmission using multiple transmit antennas over
Rayleigh or Rician wireless channels. This family of code is actually space-
time trellis code that combines signal processing at the receiver with coding
technique appropriate to multiple transmit antennas [29]. It is focused on
merging antenna diversity with proper channel coding in order to employ
both coding and antenna diversity. The coding is achievable through expan-
sion of the channel signal in antenna space. Since then, lots of work have
been done on how to design the coding and modulation schemes to improve
the performance of the system. There are more mathematical analysis on
trellis space-time codes in [30]. A new modem technology for high data rate
wireless communication based on the use of concatenated space-time coded
modulation with multiple transmit and/or multiple receive antennas was pro-
posed in [31]. A general construction of PSK space-time coded modulation
is developed in [32]. Some codes for space-time trellis coded modulation are
derived in [33]. Space-time trellis codes can also be combined with turbo
codes [34, 35].
All the above works are dealing with space-time trellis codes. Space-time
trellis codes perform extremely well in slow fading environment and reach to
the outage capacity [25, 26]. However, for the ¯xed number of transmit an-
tennas, the decoding complexity of this scheme increases exponentially with
transmission rate. Some e®orts have been done in reducing the complexityCHAPTER 1. INTRODUCTION 9
of decoding using sphere decoding algorithm [36]. The algorithm of [36] is
applicable for integer constellations.
In October 1998, Alamouti [37] discovered a simple transmit diversity
scheme using two transmit antennas. The scheme is much less complex than
space-time trellis codes but it has a loss in performance compared to space-
time trellis codes due to the lack of coding gain of the scheme. The simplicity
and still good performance of Alamouti's scheme was the motivation of the
work by Tarokh, Jafarkhani, and Calderbank . The work is the generalization
of the idea to introduce space-time block codes [38],[39]. They introduced the
theory of generalized orthogonal designs and constructed space-time block
codes for any number of transmit antennas. However they showed that gen-
eralization of Alamouti's codes to more than two transmit antennas is not
always possible. These codes have a very simple maximum-likelihood decod-
ing algorithm which is only based on linear processing. They exploit the full
diversity given by transmit and receive antennas.
The approach of space-time block code has been the basis of the extensive
research on design of high performance codes for wireless channels in the ab-
sence of channel state information . When the fading is fast or there is high
mobility there is no time for estimation of channel coe±cients. Therefore
in many situations the receiver does not have the channel state information
(CSI). Information-theoretic aspects of a mobile multiple antenna communi-
cation link in the absence of channel state information is analyzed in [40]. It
is shown in [40] that there is no point in making the number of transmitter
antennas greater than the length of the coherence interval in systems without
CSI. The transmitted signals that achieve capacity are mutually orthogonalCHAPTER 1. INTRODUCTION 10
with respect to time among the transmitter antennas. When the coherence
interval becomes large compared with the number of transmitter antennas,
the capacity approaches to the capacity of the case of known propagation
coe±cients. Using these results, Hochwald and Marzetta [41] introduced uni-
tary space-time modulation over Rayleigh °at fading channels, a category of
space-time block codes which are well tailored for piecewise-constant fading
models. Unitary space-time code uses the constellations of T £M space-time
signals f©l;l = 1;:::;Lg, where T represents the coherence interval for which
the fading coe±cients are approximately constant and M < T is the number
of transmitter antennas. The challenge job is how to design unitary space-
time constellations. A method of designing unitary space-time constellation
is introduced in [42]. Unitary space-time modulation is a non di®erential
approach to the problem of transmit diversity without channel information.
The di®erential approach to the problem of transmit diversity with unknown
channel information is the focus of [43],[44],[45],[46],[47], and [48]. In [43]
two equivalent di®erential detection scheme for the simple transmit diversity
of [37] are proposed. It can be thought of as a joint channel and data estima-
tion. It su®ers from error propagation because it uses the detected sequence
at time t ¡ 1 for channel estimation and these estimates are used to detect
the data at time t. A di®erential encoding and decoding method on the ba-
sis of [37] is proposed in [44]. It is based on the orthogonal design of block
codes. The encoding and decoding algorithm is simple and it has a 3 dB loss
compared to [37]. The extension of the method to more than two transmit
antennas is nontrivial and it uses the theory of generalized orthogonal de-
sign. Di®erential unitary space-time modulation is a modi¯cation of unitaryCHAPTER 1. INTRODUCTION 11
space-time codes to work in the continuously changing fading environment
which is proposed independently in [45] and [47]. In [48], Hughes character-
ized all optimal di®erential space-time modulation techniques that ¯t within
the framework of [45] and [47] as unitary group codes. The complexity of
the maximum likelihood decoder for di®erential unitary space-time codes is
exponential both in the number of antenna and the rate [45]. An algorithm
for fast decoding of the di®erential unitary codes is proposed in [46]. The
complexity of this method is polynomial in the number of antennas and the
rate, while its error performance is very close to the maximum likelihood al-
gorithm. The branch of works on space-time codes without CSI is evaluated
as a possible future research direction and is not the concern of this thesis.
This thesis is focused on the case of perfect channel state information and
deals with other aspects of space-time coding.
Recently, there has been growing interest in combining all the above men-
tioned concepts in coding theory, including space-time codes, turbo principle,
serial and parallel concatenation, and TCM to get more improvement in the
performance of wireless communication systems. The codes in [49] employ a
serial concatenation coding scheme with a space-time trellis code as the outer
code, a simple rate-1 recursive code (a di®erential code) as the inner code
and an interleaver in between. The system has a rate 1=N space-time trellis
encoder (N transmit antennas), N individual block interleavers, and N sep-
arate rate-1 recursive code. The output of the inner encoders will be mapped
into a set of signal constellation points by a modulator mapping. The de-
coder is made of N soft input-soft output inner decoders, N de-interleavers
at the output of each inner decoder and the output of de-interleavers are fedCHAPTER 1. INTRODUCTION 12
to the soft input soft output outer decoder and the iterative decoding will be
done between the set of inner decoders and outer decoder. It is shown that
the system outperforms the normal space-time trellis code for applications
that can tolerate delay. In [50] the serial concatenation of the outer code (a
block code) and an inner recursive space-time trellis code is considered and
the performance bounds are calculated.
Turbo space-time coded modulation scheme is proposed in [51]. Cui and
Haimovich applied the original form of turbo codes to space-time codes. In
their work two systematic space-time trellis codes are concatenated in parallel
and connected to N = 2 transmit antennas. At the receiver there may be M
receive antennas. The decoder has an iterative structure and the outperfor-
mance of the approach in comparison to the ordinary space-time trellis code
is due to the application of turbo principle. The performance analysis of the
approach is given in [52]. The performance bounds in [52] are based on the
union bounds. In [53] two scenarios are considered by Tajkovic. The ¯rst one
similar to [51], is the concatenation of two recursive space-time trellis codes
in parallel and sending the coded data through two transmit antennas. The
second one is the serial concatenation of a convolutional code with a recur-
sive space-time trellis code with an interleaver between them. It is shown by
simulation that the ¯rst structure outperforms Tarokh's about 1dB at frame
error rate of 10¡2 and the second one outperforms Tarokh's approach only at
high SNRs. In [54] serial concatenation of three di®erent turbo codes with
space-time block codes are considered and their performance are compared
over Rayleigh fading channels. It is shown that concatenation of space-time
block codes with turbo codes results a coding gain and the possible achievedCHAPTER 1. INTRODUCTION 13
gain depends on the turbo coding scheme, since di®erent turbo codes with
di®erent modulations have di®erent level of error protections for the bits.
In [55], the concatenation of turbo codes and unitary space-time codes is
studied and a coding gain of 10 dB at a bit error rate of 10¡5 is achieved
compared to the uncoded unitary space-time codes.
1.2 Research Motivation
The extensive gain of turbo principle, the bandwidth e±ciency of TCM, and
the very good performance of space-time codes motivated us to bring all
the ideas together to approach to serial concatenation of turbo codes with
space-time block codes employing iterative demodulation/decoding. During
our work we found out about other researchers in the area who have applied
the same approach, for example [54], [56], [57].
1.3 Thesis Layout
The outline of this thesis is as follows: The focus of Chapter 2 is on turbo
codes and turbo coded modulation schemes with application of turbo prin-
ciple to demodulation as well as decoding. Chapter 3 presents the theory
of space-time codes with emphasis on space-time block codes and concate-
nation of space-time block codes with turbo coded modulation scheme over
Rayleigh fading channel. Numerical results are given in Chapter 5. Chapter
6 presents concluding remarks and possible future research directions.Chapter 2
Turbo Codes
Turbo codes are constructed from the parallel concatenation of two RSC
codes with a pseudo random interleaver between them. Figure 2.1 shows
the block diagram of a turbo encoder of rate 1=3. In the diagram xs
k is the
systematic bit, and x
p1
k , and x
p2
k are the parity check bits. The overall weight
of the code is the sum of the weights of the xs
k, x
p1
k , and x
p2
k sequences over a
block. The decoder is a feedback decoder consists of two serially concatenated
decoders with a de-interleaver in between which decodes the data iteratively.
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Figure 2.1: General Structure of a Turbo Code.
2.1 Parallel Concatenation of Recursive Sys-
tematic Convolutional (RSC) Codes
The building blocks of turbo codes are Recursive Systematic Convolutional
(RSC) codes. The parallel concatenation of two RSC codes of ¯gure 2.3 gives
the turbo encoder of ¯gure 2.4. The switch between the parity bits of two
encoders in ¯gure 2.4 is used for puncturing to achieve the overall rate of 1=2
for the turbo encoder.
Convolutional codes are distinguished from block codes for their encoding
process that has memory. Convolutional codes can be recursive or non-
recursive, systematic or non-systematic. Figure 2.2 shows a non-recursive,
non-systematic and ¯gure 2.3 shows a recursive, systematic convolutional
code. The free distance, the weight distribution and the trellis structures
with respect to state transitions and corresponding output bits are identicalCHAPTER 2. TURBO CODES 16
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Figure 2.2: A nonsystematic nonrecursive convolutional code
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Figure 2.3: A systematic convolutional codeCHAPTER 2. TURBO CODES 17
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Figure 2.4: Parallel concatenation of two RSC encoders (turbo encoder)
for two encoders. However, the mapping between the input sequences and
the output sequences are di®erent for recursive and non-recursive codes. The
constraint length of the convolutional encoder is de¯ned as the number of
shifts over which a single message bit can in°uence the encoder output. If
the encoder has M shift registers, the memory of the code is equal to M
messages and K = M + 1 shifts are needed for a message bit to enter the
code and ¯nally come out. De¯ning the contents of the shift registers as a
state, the code in ¯gure 2.5a can be considered as a ¯nite state machine.
Therefore the convolutional code can be described by a trellis diagram or a
state diagram of ¯gure 2.5b.
The performance of a code depends on both decoding algorithm and the
distance properties of the code. The most important measure and key point
in designing a good code is the free distance of the code, which plays an
important role in performance of the code. For a convolutional code this
free distance is de¯ned as the weight of the minimum-weight codeword ofCHAPTER 2. TURBO CODES 18
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any length produced by a nonzero information sequence or the minimum
Hamming distance between any two codewords in the code. It is also the
minimum weight of all paths in the state diagram of the code that diverge
and remerge with all-zero state, and is the lowest power of D in the code
transfer function T(D). The free distance can be obtained simply from the
state diagram of the code. Any nonzero code sequence can be thought of as a
path beginning from all-zero state and ending at the all-zero state. Therefore
we can split the all-zero node (a) in ¯gure 2.5b into two states (a0 and a1)
and have the modi¯ed state diagram as a signal °ow graph of ¯gure 2.6. In
signal °ow graph of ¯gure 2.6, the exponent of the dummy variable D de¯nes
the Hamming weight of the encoder output corresponding to that branch. If
we de¯ne T(D) as the transfer function of the signal °ow graph, applying
Mason's gain formula [58] will give the distance transfer function of the code
as follows:
T(D) = D
5 + 2D
6 + 4D
7 + ::: (2.1)CHAPTER 2. TURBO CODES 20
Since the free distance is the minimum Hamming distance between any two
codewords, according to the de¯nition of the exponent of the variable D the
minimum exponent of D de¯nes the free distance. Therefore the example
code has dfree = 5. Larger free distance dfree results a better performance.
It can be shown that the covolutional code with a free distance dfree > 2t
can correct t errors. Therefore, for the example code, up to two errors in the
received sequence are correctable. By de¯ning two more dummy variables
with one indicating the branch and the other indicating the nonzero informa-
tion block with its power as the weight of the information block, the transfer
function of the code can be modi¯ed and it can give more information about
the structure of the code [58].
The goal in designing turbo codes is to choose the best component codes
by maximizing the e®ective free distance of the code. At large values of
Signal to Noise Ratio (SNR), it turns out to maximizing the minimum weight
codeword. For low SNR values (which are the values of most interest) the
goal of the design becomes optimizing the weight distribution of the codeword
rather than maximizing the minimum weight codeword.
The weight distribution of the overall codewords depends on the combina-
tion of component codes' codewords. It can be seen by intuition that pairing
of low-weight codeword from two encoders should be avoided. The pseudo
random interleaver between the two component codes, that permutes the
data sequence randomly, can avoid most of such pairings. With the presence
of the interleaver, if there is a low-weight input pattern xs
k which results a
low-weight output sequence x
p1
k , the pattern of xs
k will be modi¯ed such that
the output sequence of the second encoder will be of a large weight and viceCHAPTER 2. TURBO CODES 21
versa. If the component codes are chosen to be non-recursive the unit weight
input will always produce a low weight codeword at the input of the second
encoder. In fact the interleaver has no e®ect on the weight distribution of the
overall codeword in the case of non-recursive component codes. However, re-
cursive codes have In¯nite Impulse Response (IIR) property which causes the
encoder to generate an in¯nite-weight output, thus the unit weight sequence
will not generate a low or minimum weight output codewords. Therefore the
IIR property of RSC codes as the building block of turbo codes protects the
overall code from producing low-weight codes that can not be corrected by
interleaver. For keeping output weight of the encoder ¯nite, trellis termina-
tion is used which forces the coded sequence to terminate in such a way that
the encoder returns to zero state. Trellis termination concept converts con-
volutional code to a block code. For low-weight input sequences other than
unit weight sequence which generates in¯nite weight output sequences, the
rare generation of low-weight output sequences can be prevented by proper
interleaver. Therefore, design of a proper interleaver is crucial in the design
of good performance turbo codes [59],[10], [8], [60], and [61].
2.2 Iterative Decoding
The name of turbo code is derived from the analogy of its decoding algorithm
to turbo engine principle. Turbo principle, the iterative decoding used in
turbo codes, is the main reason behind the high performance of turbo code
as an FEC. The iterative decoding is mainly involved in iterative calculation
of Log Likelihood Ratio (LLR). Therefore the de¯nition of LLR and its roleCHAPTER 2. TURBO CODES 22
in decoding seems to be necessary before going through the iterative decoding
principle.
The likelihood functions are de¯ned on the basis of Bayes' theorem. If the
data u = i is transmitted from a set of M di®erent signals through an AWGN
channel, then the a posteriori probability (APP) of a decision on u = i given
that the continuous-value noisy signal y is received can be expressed as
P(u = ijy) =
p(yju = i)P(u = i)
p(y)
; i = 1;:::;M (2.2)
and
p(y) =
M X
i=1
p(yju = i)P(u = i) (2.3)
where P(u = ijy) is the APP, p(yju = i) is the probability density function
(pdf) of the received signal y given that signal u = i is transmitted, P(u = i)
is the probability that the ith signal in the signal set is transmitted (a priori
probability), and p(y) is the pdf of the received signal. p(y) is a scaling factor
for each speci¯c observation. It can be shown using Bayes' decision rule that
the optimum decision that minimizes the probability of error in detection of
the signal is the decision on maximum a posteriori probability (MAP) which
may be expressed as [62]:
u = i i® P(u = ijy) > P(u = kjy); 8k = 0;:::;M;k 6= i (2.4)
From (2.2), the APP's in (2.4) can be replaced by the following equivalent
expressions canceling common term, p(y) from both sides:
u = i i® p(yju = i)P(u = i) > p(yju = k)P(u = k); 8k 2 f0;:::;Mg;k 6= i
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Now consider the case of binary alphabet data (M = 2). Let the binary
data, 0 and 1, be represented by ¡1 and +1 respectively by using a BPSK
modulator. Then the equations (2.4) and (2.5) can be written as
P(u = +1jy)
H1
?
H2
P(u = ¡1jy) (2.6)
and
p(yju = +1)P(u = +1)
H1
?
H2
p(yju = ¡1)P(u = ¡1) (2.7)
which means that one should decide in favor of hypothesis H1, u = +1, if the
left hand side of equation (2.6) is greater than the right hand side. Otherwise
one should choose hypothesis H2, u = ¡1. Equations (2.6) and (2.7) can be
written in a ratio format to give the likelihood ratio test:
P(u = +1jy)
P(u = ¡1jy)
H1
?
H2
1 (2.8)
and
p(yju = +1)P(u = +1)
p(yju = ¡1)P(u = ¡1)
H1
?
H2
1 (2.9)
By taking the logarithm of of the likelihood ratio, the a posteriori log likeli-
hood ratio is obtained as
L(ujy) = log
³P(u = +1jy)
P(u = ¡1jy)
´
: (2.10)
The MAP decoding rule can now be translated to
^ u = sign[L(ujy)] (2.11)
where ^ u is the detected signal.
The iterative decoding is based on the BCJR algorithm, introduced in
1974 by Bahl, et al.[63]. The algorithm was proposed to estimate the APPCHAPTER 2. TURBO CODES 24
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Figure 2.7: A general block diagram of a turbo decoder
probabilities of the states and transitions of a Markov source observed in
memoryless noise. A general block diagram of an iterative decoder for turbo
code is given in ¯gure 2.7.
Assuming an input block of N-bit to the encoder, xs = (xs
1;xs
2;:::;xs
N) =
(u1;u2;:::;uN) is the encoder input as well as its systematic output, xp =
(x
p
1;x
p
2;:::;x
p
N) is the overall parity output (may be punctured), y = yN
1 =
(y1;y2;:::;yN) is the noisy received codeword where yk = (ys
k;y
p
k). Then
using Bayes' rule and the fact that only one transition between states of the
trellis can be occurred at a time, the LLR of the received bit k would be
L(ukjy) = log
³P
S+ p(sk¡1 = ¶ s;sk = s;y)=p(y)
P
S¡ p(sk¡1 = ¶ s;sk = s;y)=p(y)
´
(2.12)
where sk is the state of the encoder at time k, S+ is the set of ordered pairs
(¶ s;s) corresponding to all state transitions due to data input uk = +1 and
S¡ is the set of pairs (¶ s;s) for input uk = ¡1. Canceling the common term
p(y) in (2.12), the BCJR algorithm only needs to calculate p(¶ s;s;y). TheCHAPTER 2. TURBO CODES 25
received sequence y can be divided into three parts: the received codeword
corresponding to the present transition yk, the received sequence prior to the
present transition yj<k and the received sequence after the present transition
yj>k. Thus p(¶ s;s;y) can be written as
p(¶ s;s;y) = p(¶ s;s;yj<k;yk;yj>k)
= p(¶ s;s;yj<k;yk)p(yj>kjs)
= p(¶ s;yj<k)p(s;ykj¶ s)p(yj>kjs)
= p(¶ s;y
k¡1
1 )p(s;ykj¶ s)p(yN
k+1js)
= ®k¡1(¶ s)°k(¶ s;s)¯k(s) (2.13)
assuming that the channel is memoryless so that the future received sequence
only depends on the present state and not on the previous states or the
previous and present received sequences. Replacing (2.13) in (2.12) will result
in the following equation
L(ukjy) = log
³P
S+ ®k¡1(¶ s)°k(¶ s;s)¯k(s)
P
S¡ ®k¡1(¶ s)°k(¶ s;s)¯k(s)
´
: (2.14)
It can be shown that the term ®k(s) , p(sk = s;yk
1) satis¯es the following
forward recursion
®k(s) =
X
¶ s2S®k¡1(¶ s)°k(¶ s;s) (2.15)
with initial conditions
®0(0) = 1 and ®0(s 6= 0) = 0 (2.16)
with the assumption that trellis is initially at state s0 = 0. Similarly ¯k(s) ,
p(yN
k+1jsk = s) , can be computed using the backward recursion
¯k¡1(¶ s) =
X
s2S¯k(s)°k(¶ s;s) (2.17)CHAPTER 2. TURBO CODES 26
and if the code is designed to have tail bits to terminate the trellis at zero
state the boundary conditions will be
¯N(0) = 1 and ¯N(s 6= 0) = 0: (2.18)
The term °k(¶ s;s) is calculated as
°k(¶ s;s) = p(s;ykj¶ s) = p(ykj¶ s;s)P(sj¶ s) = p(ykjuk)P(uk) (2.19)
where uk corresponds to the information bit that causes transition from
sk¡1 = ¶ s to sk = s and P(uk) is the a priori probability of this bit. For
a memoryless AWGN channel with BPSK modulation p(ykjuk) can be calcu-
lated as
p(ykjuk) = 1
2¼¾2exp
³
¡
(ys
k¡uk)2
2¾2 ¡
(y
p
k¡x
p
k)2
2¾2
´
= 1
2¼¾2exp
³
¡
ys
k
2+uk
2+y
p
k
2+x
p
k
2
2¾2
´
exp
³
ukys
k+x
p
ky
p
k
¾2
´
/ exp
³
¡
ys
k
2+uk
2+y
p
k
2+x
p
k
2
2¾2
´
exp
³
ukys
k+x
p
ky
p
k
¾2
´
, Bkexp
³
ukys
k+x
p
ky
p
k
¾2
´
: (2.20)
where ¾2 = 1
Ec
N0=2
and for BPSK modulation, Ec = Eb is the energy of the bit.
The basis of iterative decoding can be explained using Bayes' rule i.e.,(2.9).
Equation (2.10) can be written as
L(ukjy) = log
³p(yjuk = +1)
p(yjuk = ¡1)
´
+ log
³P(uk = +1)
P(uk = ¡1)
´
: (2.21)
The ¯rst term in (2.21) is obtained from the measurement of the channel
output at the receiver and de¯ned as Lc(y) , log
³
p(yjuk=+1)
p(yjuk=¡1)
´
. The sec-
ond term in (2.21) represents the a priori information. For conventional
decoding schemes, typically P(uk = +1) = P(uk = ¡1) and the a prioriCHAPTER 2. TURBO CODES 27
term is usually zero. However for iterative decoders (¯gure 2.7), each de-
coder (DEC2) provides soft information of each bit uk to the other decoder
(DEC1) using information which is not available to that decoder (DEC1).
This soft information is used as the a priori information in that decoder and
is called extrinsic information. The decoding iteration proceeds as follows:
DEC1 receives extrinsic information from DEC2 as a priori information, sim-
ilarly DEC2 gets extrinsic information from DEC1 and the decoding iteration
proceeds between DEC1 and DEC2, with the previous decoder passing soft
information to the next decoder at each half iteration except for the ¯rst one.
Therefore the a priori term in (2.21) is not zero in iterative decoding and is
de¯ned as extrinsic information as follows
Le(uk) , log
³P(uk = +1)
P(uk = ¡1)
´
: (2.22)
To show how the extrinsic information is extracted from the log likelihood
ratio of the APP (2.14), rewrite P(uk) in equation (2.19) as
P(uk) =
³
exp(¡Le(uk)=2)
1+exp(¡Le(uk)
´
exp(ukLe(uk)=2)
, Akexp(ukLe(uk)=2) (2.23)
Then from (2.19), (2.20), and (2.23) we have
°k(¶ s;s) / AkBkexp(ukLe(uk)=2)exp
³ukys
k + x
p
ky
p
k
N0=2
´
(2.24)
The factors Ak and Bk are independent of uk, and they appear in both
numerator and denominator of (2.14) when they replace °k(¶ s;s). Therefore
they can be canceled out. By de¯ning Lc , 4Ec
N0 , replacing ¾2 by 1
Ec
N0=2
andCHAPTER 2. TURBO CODES 28
canceling common factors Ak and Bk we have
°k(¶ s;s) » exp
³
1
2ukLe(uk) + ukys
k
2Ec
N0 + x
p
ky
p
k
2Ec
N0
´
= exp
³
1
2uk(Le(uk) + Lcys
k)
´
exp
³
1
2Lcy
p
kx
p
k
´
, Ck°e
k(¶ s;s) (2.25)
Using equations (2.14), (2.25), factoring out the term Ck = exp
³
1
2uk(Le(uk)+
Lcys
k)
´
of the summations of the numerator and denominator and using nat-
ural logarithm for AWGN channel LLR, we have:
L(ukjy) = ln
³
exp( 1
2(Le(uk)+Lcys
k))
P
S+®k¡1(¶ s)°e
k(¶ s;s)¯k(s)
exp(¡ 1
2(Le(uk)+Lcys
k))
P
S¡®k¡1(¶ s)°e
k(¶ s;s)¯k(s)
´
= Lcys
k + Le(uk) + ln
³P
S+®k¡1(¶ s)°e
k(¶ s;s)¯k(s) P
S¡®k¡1(¶ s)°e
k(¶ s;s)¯k(s)
´
: (2.26)
The ¯rst term in equation (2.26) is related to channel and is called channel
value. The second term contains a priori information about uk provided
by previous decoder and the third term is the extrinsic information that is
provided by the decoder itself. Therefore the second and third terms are the
parameters that passed through the iterative decoding. For next iteration
the channel value and the a priori information from the previous decoder will
be subtracted from the LLR of the APP of the present decoder and the result
will pass to the next decoder as the extrinsic information for next iteration.
2.3 Turbo Trellis Coded Modulation
FEC coding as a technique to improve performance of communication system
introduces bandwidth expansion to the signaling system and as a result it is
not suitable for bandlimited communication channels. For a binary code ofCHAPTER 2. TURBO CODES 29
rate k=n, every k information bits are appended by n ¡ k parity check bits
and hence the rate of transmission of information is decreasing in compari-
son to uncoded system. There are two possible ways to compensate the rate
degradation: increasing the modulation rate which causes bandwidth expan-
sion, and enlarging the modulation system signal set (i.e., use of nonbinary
modulation) for bandlimited channels.
Trellis coded modulation (TCM) as a coding method that combines muti-
level/multi-phase modulation schemes with any trellis code can achieve the
performance improvement of FEC without any bandwidth expansion. The
trellis code should be any FEC code with memory so that can be presented
by a trellis diagram. The simple form of a TCM consists of a redundant
2m+1 signal set transmit m bits in each signaling interval. The m input bits
are encoded by a rate m
m+1 trellis encoder to m + 1 coded bits which are the
input of a 2m+1-ary signal constellation. The signal constellation is a one-to-
one mapper which assigns every m + 1 bits to a point in the signal set in a
way that the minimum Euclidean distance, rather than Hamming distance,
between channel signal sequences is maximized.
The very simple way to do TCM is to appropriately group the trellis code
output bits and map the group of bits to a signal from a bandwidth e±cient
modulation constellation. In this simple concept, the bandwidth e±ciency
of the multi-phase/multi-amplitude modulation and the performance gain of
trellis coding deployed in a framework while the method treats the encoder
and the modulator as separate entities. In this method the mapping of the
group of coded bits (coded symbols) to the constellation point plays a crucial
role in the performance of the scheme.CHAPTER 2. TURBO CODES 30
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Figure 2.8: Block Diagram of the ¯rst approach of turbo TCM
Turbo codes are FEC codes with trellis structure. Therefore TCM ap-
proach can be implemented to make them appropriate for bandlimited ap-
plications. There are basically three approaches to bandwidth e±cient turbo
coding
² The ¯rst approach originally used in [20], simply groups the output of
the turbo encoder into blocks of M bits and then selects a point from
an M-ary constellation using these M bits (¯gure 2.8).
² In the second approach, as its general form is shown in ¯gure 2.9,
the output of each of parallel encoders is modulated ¯rst by an M-
ary signaling scheme and then the selector chooses the symbols among
them. The approach has a structure of turbo code component encoders
as a parallel concatenation of two recursive TCM. In fact, at each trellis
interval a symbol from an M-ary constellation is transmitted. The
interleaver is a groupwise interleaver which groups the sequence of dataCHAPTER 2. TURBO CODES 31
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to a group of m¡1 bits that should pass together with the systematic
bit to an M = 2m-ary mapper. The de-interleaver at the output of the
second encoder/modulator is a symbol de-interleaver which is placed
to cause an overall systematic code. In the original form in [22] the
scheme does not allow parallel transitions to ensure that the number
of nearest (and other close) neighbors from a given codeword can be
diminished by interleaving. However, in [24], the authors show that
this restriction can be relaxed due to the higher operating SNR for
very high bandwidth-e±cient schemes that they use.
² In the third bandwidth e±cient approach suggested in [23], modulation
symbol from a 2m+1-ary constellation is formed from the parity stream
of a rate m
m+1 encoder and a subset of the systematic information. The
symbols are then sent either by using in-phase and quadrature modu-
lation to form a composite symbol or by sending two PSK symbols in
serial. Figure 2.10 shows a typical form of this approach. The scheme
uses two di®erent interleavers for two portions of systematic informa-
tion as can be seen in ¯gure 2.10. With proper interleaver design,CHAPTER 2. TURBO CODES 32
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Figure 2.10: Block Diagram of the third approach of turbo TCM
parallel transition constituent codes with small memory order can be
used, while the free distance of the entire system is not limited by a
single one-step error event in each trellis.
This thesis deals with the ¯rst approach which is simple, bandwidth e±cient,
and easy to implement.
2.4 Summary
Turbo codes perform near the Shannon capacity due to the use of turbo prin-
ciple or iterative decoding. Trellis coded modulation as a combined design
of FEC and bandwidth e±cient modulation technique has been extensively
applied in communication systems for bandlimited applications.
The good performance of turbo codes, the bandwidth e±ciency of trellis
coded modulation schemes, and the turbo principle in joint demodulation
and decoding are collected in the system to have a very high performance
system for bandlimited channels.CHAPTER 2. TURBO CODES 33
The joint iterative demodulation-decoding will be discussed in details in
Chapter 4.Chapter 3
Space-Time Codes
3.1 Mathematical Preliminaries
This section establishes the notations and mathematical backgrounds re-
quired for this chapter using the results from probability theory and linear
algebra.
Let x = (x1;x2;:::;xk) and y = (y1;y2;:::;yk) be complex random vec-
tors in Ck and A be a matrix in Cn£n. Then the following de¯nitions and
results are useful for the later analysis
² The inner product of x and y is given by x : y =
Pk
i=1 xi¹ yi where ¹ yi
denotes the complex conjugate of yi.
² For any matrix A, the Hermitian (transpose conjugate) of A is denoted
by A¤. Furthermore the matrix A is said to be Hermitian if A = A¤.
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² The matrix A is nonnegative de¯nite if for any 1£n complex vector x,
xAx¤ ¸ 0.
² The n £ n matrix V is said to be unitary if V V ¤ = I where I is the
identity matrix.
² The n £ l matrix B is a square root of n £ n matrix A if BB¤ = A.
² Eigenvector v corresponds to eigenvalue ¸ of n £ n matrix A is a unit
1 £ n vector that satis¯es vA = ¸v.
² If B is the square root of A, then A is nonnegative de¯nite. If A is
nonnegative de¯nite Hermitian matrix, there exists a lower triangular
square matrix as its square root.
² By singular value decomposition theorem, any matrix H 2 Cn£m can
be written as H = U¤DV where U 2 Cn£n and V 2 Cm£m are unitary
matrices and D 2 Rn£m is a nonnegative de¯nite diagonal matrix with
diagonal entries equal to the nonnegative square root of the eigenvalues
of H¤H, the rows of U are the eigenvectors of H¤H and the rows of V
are the eigenvectors of HH¤. If A is Hermitian, then the the singular
value decomposition of A becomes A = V ¤DV where V is a unitary
matrix and the rows of V are unit eigenvectors of A and orthonormal
basis for Cn. The diagonal elements of D are the eigenvalues of A
counting mutiplicity. Therefore, the eigenvalues of a Hermitian matrix
are real. Furthermore, if the Hermitian matrix is also nonnegative
de¯nite, then its eigenvalues are nonnegative real numbers.CHAPTER 3. SPACE-TIME CODES 36
² For vector z 2 Cn and matrix A 2 Cn£m de¯ne ^ z , (<(z) =(z)) and
^ A ,
0
@ <(A) =(A)
¡=(A) <(A)
1
A. The random vector x 2 Cn is said to be
Gaussian if the real random vector ^ x 2 R2n is Gaussian. The com-
plex Gaussian random vector x is circularly symmetric if its covariance
matrix de¯ned as E[(x ¡ E[x])¤(x ¡ E[x])] satis¯es:
E[(x ¡ E[x])
¤(x ¡ E[x])] = Q (3.1)
where Q 2 Cn£n is a nonnegative de¯nite Hermitian matrix.
² The probability density of a circularly symmetric complex Gaussian
random vector with mean vector ¹ and covariance matrix Q is given
by °¹;Q(x) = det(¼Q)
¡1 exp(¡(x ¡ ¹)Q¡1(x ¡ ¹)¤).
² The di®erential entropy of a complex Gaussian random vector x with
covariance matrix Q is given by
H(°Q) = E°Q[¡log(°Q(x))]
= log(det(¼eQ)) (3.2)
It can be shown that the circularly symmetric complex Gaussians are
entropy maximizers.
² If x 2 Cn is a circularly symmetric complex Gaussian, then so is y = xA
for any A 2 Cn£m. For independent circularly symmetric complex
Gaussian random vectors x and y, the random vector z = x+y is also
circularly symmetric Gaussian.CHAPTER 3. SPACE-TIME CODES 37
3.2 Capacity of Systems with Antenna Diver-
sity
Antenna diversity is a technique used in wireless channels in order to over-
come the attenuation in received signal due to the destructive addition of
multipaths in wireless environment. Antenna diversity can be implemented
by multiple transmitter antennas and/or multiple receiver antennas. The ca-
pacity formulas for multiple transmit/receive antennas system over Rayleigh
fading channels are derived independently by Telatar in [25] and Foschini and
Gans in [26]. To derive the capacity formulation, consider the system with
n transmit antennas and m receive antennas. The transmitted signal from n
transmit antennas is denoted by a 1£n vector s. The 1£m vector r denotes
the received signal from receiver antennas, and the zero-mean complex Gaus-
sian noise at receivers is denoted by a 1 £ m vector n. The complex noise
is assumed to have independent real and imaginary parts. Furthermore, it
is assumed that di®erent receivers are corrupted by independent noises, i.e.,
E[n¤n] = Im. The system is modeled as
r = sH + n (3.3)
where H is an n £ m complex matrix to model the fading. There is a
constraint in total power of transmitter
E[ss
¤] · P: (3.4)
Since ss¤ = tr(s¤s), by commuting expectation and trace, (3.4) can be written
as
tr(E[s
¤s]) · P: (3.5)CHAPTER 3. SPACE-TIME CODES 38
Consider H to be a random matrix independent of both s and n. It is
assumed that the realization of H is known to the receiver but not to the
transmitter. Thus, the channel input will be s and the channel output will be
(r;H) = (sH+n;H). The entries of H are assumed to be independent zero
mean complex Gaussians with independent real and imaginary parts each
having variance 0:5. This is equivalent to having uniform phase and Rayleigh
magnitude distribution of H entries, which is in fact the mathematical model
of Rayleigh fading channel, where the antennas in each transmit or receive
side are separated with enough spatial distance to have independent fading.
The following lemma taken from [25] shows that H is invariant under unitary
transformation.
LEMMA 1 Consider H 2 Cn£m as a complex Gaussian matrix with inde-
pendent identically distributed entries, each entry with independent real and
imaginary parts with zero-mean and equal variance. Assume U 2 Cn£n,
and V 2 Cm£m are arbitrary unitary matrices. Then UHV ¤ has the same
distribution as H.
There are di®erent de¯nitions for channel capacity of fading channels
which depend on the fading environment. They may be categorized to
² H is generated from an ergodic source and only the ¯rst order statistics
are required to determine the channel capacity, or the channel is mem-
oryless so that the capacity can be calculated as the maximum mutual
information between channel input and output for both cases. This
de¯nition is useful for fast fading environment. Since the receiver has
the knowledge of the channel (realization of H), the channel output isCHAPTER 3. SPACE-TIME CODES 39
the pair (r;H) = (sH+n;H). The mutual information between input
and output is
I(s;(r;H)) = I(s;H) + I(s;rjH)
= I(s;rjH)
= E[I(s;rjH = H)] (3.6)
where the expectation is done over H. For a speci¯c realization of H,
it is deterministic and shown by H. Then the mutual information can
be written as
I(s;rjH = H) = H(r) ¡ H(rjs)
= H(r) ¡ H(n)
Therefore maximizing I(s;r) is equivalent to maximizing H(r). With-
out loss of generality, the evaluation is restricted to zero mean signals
s. If s is zero mean with covariance matrix E[s¤s] = Q, then r is zero
mean with covariance matrix
E[r
¤r] = E[(H¤s¤ + n¤)(sH + n)]
= E[H¤s¤sH] + E[n¤n]
= H¤QH + Im
Since the circularly symmetric complex Gaussian is entropy maximizer,
the maximum mutual information will be calculated using (3.2) and the
power constraint of the transmitter as
I(s;rjH = H) = log(det(Im + H
¤QH)) (3.7)CHAPTER 3. SPACE-TIME CODES 40
De¯ning ª(Q;H) , log(det(Im+H¤QH)), equation (3.6) can be writ-
ten as
I(s;(r;H)) = E[ª(Q;H)] = E[log(det(Im + H
¤QH))]: (3.8)
Using (3.8) the capacity can be written as
C = max
Q
E[log(det(Im + H¤QH))] (3.9)
s.t.: tr(Q) · P & Q is nonnegative de¯nite
By singular value decomposition of Q in (3.9), using LEMMA 1, and
doing some algebra, the following theorem is derived for capacity [25]
Theorem 2 The capacity of the channel with n transmit antennas and
m receive antennas, is achieved when the transmitted signal vector s is a
circularly symmetric complex Gaussian with zero mean and covariance
matrix (P=n)In and is given by
C = max
Q
E[log(det(Im + H¤QH))]
= E[log(det(Im + (P=n)H¤H))] (3.10)
which after doing more algebra can be calculated as
Theorem 3 The capacity of the channel with n transmit antennas and
m receive antennas under power constraint P is equal to
Z 1
0
log(1 + P¸=n)
i¡1 X
k=0
k!
(k + l ¡ i)!
[L
l¡i
k (¸)]
2¸
l¡ie
¡¸d¸ (3.11)
where i = minfm;ng and l = maxfm;ng and Lr
j(x) = 1
j!exxr dk
dxk(e¡xxr+k)
is the associated Laguerre polynomials.CHAPTER 3. SPACE-TIME CODES 41
Capacity curves of [25] driven from equation (3.11) shows that the
capacity increases remarkably with increase in the number of receive
antennas. However there is not such an increase in capacity with in-
crease of the number of transmit antennas and the capacity will be
saturated after speci¯c number of transmitters.
² H is randomly chosen at the beginning and is held ¯xed for all channel
uses. In this case which is applicable for slow fades, the maximum mu-
tual information is not equal to channel capacity anymore and Shannon
capacity is zero. In other words, there is a non zero probability that
the chosen rate for data transmission can not be supported by channel
H. This probability is the so called outage probability. Thus the outage
capacity Cout at bit error rate Pe is de¯ned as
inf
tr(Q)·P & Q:nonnegative de¯nite
Pr(I(s;rjH) < Cout) = Pe: (3.12)
Replacing I(s;rjH) by its equivalent from equation (3.8) gives
inf
tr(Q)·P & Q:nonnegative de¯nite
Pr(log(det(Im + H
¤QH)) < Cout) = Pe:
(3.13)
Assuming E[n¤n] = N:Im and ½ = P=N, and using the analysis used
by Foschini and Gans in [26], the capacity of Rayleigh fading channel
can be written as
C = log(det(Im + (½=n)H
¤H)) (3.14)
where C is a function of the random variable H¤H which has a Â2
distribution with its degrees of freedom as a function of diversity gain
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According to the mathematical model of outage capacity (3.14), there
is a limitation on the outage capacity. Considering n transmit and
1 receive antennas the capacity will be the random variable log(1 +
(½=n)Â2
2n), where Â2
2n has 2n degrees of freedom. In fact Â2
2n is a ran-
dom variable formed by summation of the squares of 2n independent
Gaussian random variables with mean zero and variance one. Then by
strong low of large number Â2
2n ! 1 in distribution. In practice, for
n = 4, Â2
2n ' 1 and the capacity is the familiar Shannon capacity for
Gaussian channels. Therefore, using more than 4 transmit antennas
won't give any gain in terms of outage capacity.
In an overall view, the capacity analysis of both above categories shows
that the capacity of the systems with antenna diversity increases dramatically
compared to the single antenna systems as a function of the diversity gain
which is itself a function of the number of transmit and receive antennas.
However, for both models of fading channel, there is a limitation on the
capacity of multiple antennas, as it is explained above. For axample the
analysis of [25] and [26] shows that for two receive antennas, using more
than 6 transmit antennas does not give any gain in capacity. Taking all the
limitations of the multi-antenna systems into account, the gain in capacity
is considerably large that gives a motivation for applying them in wireless
communication by introducing space-time codes. The following section gives
the space-time codes overview as introduced in [28].CHAPTER 3. SPACE-TIME CODES 43
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Figure 3.1: Space-Time Coding
3.3 Space-Time Trellis Codes
Space-time code as was introduced in a paper published by Tarokh, Seshadri
and Calderbank [28], has the follwoing structure: Consider a mobile commu-
nication system with n transmit and m receive antennas as shown in ¯gure
3.1. Data is encoded by the channel encoder, the encoded data goes through
a serial to parallel converter, and is divided into n streams of data. Each
stream of data is used as the input of a pulse shaper. The output of each
shaper is then modulated. At each time slot t, the output of the modulator i
is a signal ct
i that is transmitted using transmit antenna i for 1 · i · n. The
n signals are transmitted simultaneously each from a di®erent antenna and
all of them have the same transmission period T. The signal at each receive
antenna is a noisy superposition of the n transmitted signals corrupted by
Rayleigh or Rician fading. It is assumed that the elements of the signal con-
stellation are contracted by a factor of
p
ES to get the average energy of the
constellation as 1. The received signal at receive antenna j for 1 · j · m isCHAPTER 3. SPACE-TIME CODES 44
r
j
t and is given by
rt
j =
n X
i=1
®i;jct
ip
Es + ´t
j (3.15)
where the noise ´
j
t at time t is modeled as independent samples of zero-mean
complex Gaussian random variable with variance N0=2 per dimension. The
fading coe±cient ®i;j is the path gain from transmit antenna i to receive
antenna j. The coe±cients ®i;j are modeled as independent samples of com-
plex Gaussian random variables with possibly nonzero complex mean E®i;j
and variance 0:5 per dimension, or equivalently the signals transmitted from
di®erent antennas undergo independent fading. The probability of error is
considered as the probability that the maximum likelihood receiver decides
in favor of a signal
e = e1
1e2
1 :::en
1e1
2e2
2 :::e1
le2
l :::en
l
assuming that
c = c1
1c2
1 :::cn
1c1
2c2
2 :::c1
lc2
l :::cn
l
was transmitted. Assuming ideal channel state information (CSI), the prob-
ability of transmitting c and deciding in favor of e at the decoder can be
approximated as
P(c ! e j ®i;j; i = 1;2;:::;n; j = 1;2;:::;m) · exp(¡d
2(c;e)Es=4N0)
(3.16)
where N0=2 is the noise variance of each dimension and
d
2(c;e) =
m X
j=1
l X
t=1
j
n X
i=1
®i;j(ct
i ¡ et
i) j
2
: (3.17)CHAPTER 3. SPACE-TIME CODES 45
Setting ­j = (®1;j;:::;®n;j) and Apq = xp ¢ xq where xp = (c1
p ¡ e1
p;c2
p ¡
e2
p;:::;cl
p ¡ el
p) for 1 · p;q · n and after some manipulations
d
2(c;e) =
m X
j=1
­jA­j
¤: (3.18)
Therefore
P(c ! e j ®i;j; i = 1;2;:::;n; j = 1;2;:::;m) ·
m Y
j=1
exp(¡­jA(c;e)­j
¤Es=4N0)
(3.19)
where Apq =
Pl
t=1(c
p
t ¡ e
p
t) ¹ (c
q
t ¡ e
q
t). It can be easily seen that the matrix
A(c;e) is Hermitian. Thus there exists a unitary matrix V and a real diagonal
matrix D such that V A(c;e)V ¤ = D. The rows of V are formed a complete
orthonormal basis of Cn given by the eigenvectors of A. Then, the matrix
B(c;e) constructed as
B(c;e) =
0
B B B B B B
@
e1
1 ¡ c1
1 e1
2 ¡ c1
2 ¢¢¢ ¢¢¢ e1
l ¡ c1
l
e2
1 ¡ c2
1 e2
2 ¡ c2
2 ¢¢¢ ¢¢¢ e2
l ¡ c2
l
. . .
. . . ... ... . . .
e1
n ¡ c1
n e2
n ¡ c2
n ¢¢¢ ¢¢¢ el
n ¡ cl
n
1
C C C C C C
A
(3.20)
clearly satis¯es A(c;e) = B(c;e)B¤(c;e). Thus, B(c;e) is a square root of
A(c;e). Therefore the eigenvalues of A(c;e) are nonnegative real numbers.
Set (¯1;j;:::;¯n;j) = ­jV ¤, then
­jA(c;e)­j
¤ =
n X
i=1
¸ij¯i;jj
2: (3.21)
Replacing (3.21) in (3.19) results
P(c ! e j ®i;j; i = 1;2;:::;n; j = 1;2;:::;m) ·
m Y
j=1
³ n Y
i=1
exp(¸ij¯i;jj
2Es=4N0)
´
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De¯ne Kj = (E®1;j;E®2;j;:::;E®n;j) and the rows of V as fv1;v2;:::;vng.
Since ®i;j are samples of complex Gaussian random variable with mean E®i;j
and V is a unitary matrix, ¯i;j's are independent complex random variables
with variance 0:5 per dimension and mean Kj : vi. Therefore, j¯i;jj's are
independent Rician distributed. Thus, averaging the upper bound of the
probability of error in equation (3.22) with respect to independent Rician
distributed random variables j¯i;jj gives
P(c ! e) ·
m Y
j=1
³ n Y
i=1
1
1 + Es
4N0¸i
exp
³
¡
Ki;j
Es
4N0¸i
1 + Es
4N0¸i
´´
(3.23)
where Ki;j = jE¯i;jj2.
For Rayleigh fading channel, E®i;j = 0. Thus, Ki;j = 0 and (3.23) can be
written as
P(c ! e) · (
1
Qn
i=1(1 + ¸iEs=4N0)
)
m
: (3.24)
If r denotes the rank of matrix A, then there are r nonzero eigenvalues of A
which are ¸1;¸2;:::;¸r. Hence
P(c ! e) · (
r Y
i=1
¸i)
¡m
(Es=4N0)
¡rm: (3.25)
From inequality (3.25) the diversity advantage is the negative of the power
of Es=4N0 which is equal to rm, where r is the rank of matrix A(c;e) and m
is the number of receivers. It can easily be shown that A(c;e) and B(c;e)
have equal ranks. The coding advantage of the system is (¸1¸2 :::¸r)1=r.
From equation (3.25) and the above investigation the following design
criteria is derived.
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² The Rank (Diversity) Criterion: To achieve the maximum diversity
mn the matrix B(c;e) has to be full rank for any codewords c and e.
If B(c;e) has minimum rank r over the set of two tuples of distinct
codewords, then the achieved diversity is rm.
² The Determinant Criterion: For a diversity gain of rm, the minimum
of rth roots of the sum of determinants of all r £ r principal cofactors
of A(c;e) = B(c;e)B¤(c;e) taken over all pairs of distinct codewords
c and e corresponds to the coding advantage, where r is the rank of
A(c;e). The goal of the design is making this sum as large as possible.
Clearly in designing space-time trellis code as above, diversity gain should be
maximized (Diversity Criterion) as well as coding gain (Determinant Crite-
rion). However there is a tradeo® between the data rate, diversity, constel-
lation size and trellis complexity of the designed cods. This tradeo® can be
expressed by the following theorem
Theorem 4 For an n transmit, m receive antenna wireless communication
system with Rician channel model and diversity gain of rm, and the 2b-
element signal constellation Q, the transmission rate satis¯es
R ·
log[A2bl(n;r)]
l
(3.26)
where R is in bits/Sec/Hz, l is the size of the frame of data, A2bl(n;r) is upper
bound of the number of codewords with length of n and minimum Hamming
distance of r, de¯ned over an alphabet of size 2bl.
The above theorem shows the limitations of the system in the sense of com-
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a space-time trellis code is mainly in designing the FEC trellis code which
satis¯es the rank and determinant criterion. Furthermore, assuming perfect
CSI, the receiver computes the decision metric as
l X
t=1
m X
j=1
jrt
j ¡
n X
i=1
®i;jct
jj
2
(3.27)
over all codewords c = c1
1c2
1 :::cn
1c1
2c2
2 :::c1
lc2
l :::cn
l and decides in favor of the
codewords that minimizes this sum. It can be seen that the knowledge of the
channel is required for decoding of space-time trellis codes. Therefore the
receiver should estimate the channel either blindly or by using pilot/training
signals. The decoding complexity of the space-time trellis code can be ex-
pressed by the number of trellis states at the decoder. For a ¯xed number
of transmit antennas, the decoding complexity increases exponentially as a
function of the diversity level and transmission rate.
3.4 Space-Time Block Codes
In October 1998, the preliminary form of space-time block code was intro-
duced by Alamouti [37]. The system has two transmit antennas and one
receive antenna (generalization to M receive antennas is straight forward).
Denoting the signal transmitted from antenna one by s1 and from antenna
two by s2 in a given symbol period, during the next symbol period signal
¡s2
¤ is transmitted from antenna one and s1
¤ is transmitted from antenna
two where ¤ is the complex conjugate operation. Assuming that the fading is
constant across two consecutive symbol interval, the fading coe±cient from
transmit antenna one to the receive antenna can be considered as h1 andCHAPTER 3. SPACE-TIME CODES 49
from antenna two to the receive antenna as h2 both as complex numbers
which are ¯xed within two consecutive symbol intervals and can be written
as
h1(t) = h1(t + T) = h1 = ®1ejµ1
h2(t) = h2(t + T) = h2 = ®2ejµ2 (3.28)
The received signal can then be expressed as
r1 = r(t) = h1s1 + h2s2 + n1
r2 = r(t + T) = ¡h1s2
¤ + h2s1
¤ + n2 (3.29)
where r1 and r2 are the received signals at time t and t+T respectively, and
n1 and n2 are representing complex Gaussian noise. The signals s1 and s2
can be chosen from any complex constellation.
After reception of signal, the combiner scheme builds the following two
combined signals
~ s1 = h1
¤r1 + h2r2
¤
~ s2 = h2
¤r1 ¡ h1r2
¤ (3.30)
Substituting (3.28) and (3.29) into (3.30) results in
~ s1 = (®2
1 + ®2
2)s1 + h1
¤n1 + h2n2
¤
~ s2 = (®2
1 + ®2
2)s2 ¡ h1n1
¤ + h2
¤n2 (3.31)
The combined signals ~ s1 and ~ s2 are then sent to the maximum likelihood
detector. The maximum likelihood decision rule can be expressed as theCHAPTER 3. SPACE-TIME CODES 50
minimum squared Euclidean distance decision. In other words the decoder
decides in favor of signal si if and only if
d
2(r1;h1si) + d
2(r2;h2si) · d
2(r1;h1sk) + d
2(r2;h2sk); 8i 6= k (3.32)
where d2(x;y) is the squared Euclidean distance between signals x and y and
calculated by
d
2(x;y) = (x ¡ y)(x
¤ ¡ y
¤) (3.33)
Using (3.31),(3.32), and (3.33), the decision rule can be expressed as
choose si if and only if
(®1
2 + ®2
2 ¡ 1)jsij
2 + d
2(~ s1;si) · (®1
2 + ®2
2 ¡ 1)jskj
2 + d
2(~ s1;sk); 8i 6= k:
(3.34)
The extension of the equations to more than one receive antennas is straight-
forward.
Alamouti's two transmit antenna diversity scheme provides full diver-
sity gain since the matrix B(c;e) as de¯ned in section 3.3 is nonsingular (it
has an orthogonal form) and full rank matrix. Therefore the diversity gain
of 2 for 1 receive antennas and 2M for M receive antennas is achievable.
However, it has a 3-dB disadvantage because of the simultaneous transmis-
sion of two distinct symbols from two antennas with the ¯xed total radiated
power. In spite of this fact, transmit diversity is an appealing technique to
implement in wireless fading channels because of its simplicity to implement
and feasibility of multiple antennas at the base station. The simplicity and
performance gain of Alamouti's scheme of two transmit diversity motivated
Tarokh, Jafarkhani, and Calderbank to generalize it to more than two trans-
mit antennas to derive another branch of space-time codes called space-timeCHAPTER 3. SPACE-TIME CODES 51
block codes [38]. To settle the theory for space-time block codes the theory of
orthogonal design and generalized orthogonal design are applied. It is shown
in [38] and its references that real orthogonal design exists for an n £ n or-
thogonal matrix if and only if n = 2,4, or 8. Given an orthogonal design for
space-time block code it can be shown that it satis¯es the rank criterion of
section 3.3 (the matrix B(c;e) is full rank). Thus the full diversity gain of
mn is achievable with this scheme. A complex orthogonal design of size n
exists only if n = 2 or n = 4. For speci¯c cases of two, three, and four trans-
mit antennas, space-time block codes that achieve all, 3=4, and 3=4 of the
maximum possible rate respectively can be designed using arbitrary complex
constellations. Although space-time block codes do not provide any coding
gain, the very simple maximum likelihood decoding scheme of space-time
block codes compared to the trellis decoding of space-time trellis codes as
well as their provision of full diversity gain attracts communication designers
to employ them in practice.
3.5 Summary
Space-time block codes provide a remarkable performance advantage employ-
ing antenna diversity. The performance advantages of joint demodulation
and decoding of turbo trellis coded modulation scheme were evaluated in
Chapter 2. The concatenation of the above two schemes seems to provide a
very high performed system as it is evaluated through the next two chapters
of this thesis.Chapter 4
Turbo Space-Time Codes
The main contributions of the thesis are discussed in this chapter. It deals
with the design of a serial concatenated turbo code and a space-time block
code in a Rayleigh fading channel. The application of turbo principle in
demodulation scheme of both turbo codes and turbo space-time codes is also
discussed.
4.1 Serial Concatenation of FEC with Space-
Time Block Code
Space-time block codes operate on a block of input symbols and produce a
matrix which represents the output over transmit antennas and time. Unlike
the block coding for single antenna systems, block coding over space and
time (space-time block coding) does not provide any coding gain. However,
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Alamouti's block code, as a simple block code, can acheive the full diversity
gain due to transmission of orthogonal signals from two transmit antennas.
In fact B(c;e) for two consequtive time slots has the form of
B(c;e) =
0
@e1 ¡ c1 ¡(e2 ¡ c2)¤
e2 ¡ c2 (e1 ¡ c1)¤
1
A (4.1)
where the ¯rst column indicates the di®erence between the detected signal ei
and the transmitted signal ci from antenna i;i = 1;2 ,e.g., ^ si and si, for time
slot t, and the second column shows the di®erence for time slot t + T. We
deleted the subscript of ei and ci for simplicity. Due to the orthogonallity of
the rows of B(c;e), it has a full rank (its rank is equal to 2).
From section 3.3 of Chapter 3, A(c;e) = B(c;e)B¤(c;e). Hence, it can
be wirtten as
A(c;e) =
0
@je1 ¡ c1j2 + je2 ¡ c2j2 0
0 je1 ¡ c1j2 + je2 ¡ c2j2
1
A (4.2)
for two consequtive time slots and its eigenvalues are ¸1 = ¸2 = je1 ¡ c1j2 +
je2 ¡ c2j2. Replacing the corresponding eigenvalues into the pairwise error
probability equation (3.25), gives
P(c ! e) · (je
1 ¡ c
1j
2 + je
2 ¡ c
2j
2)
¡2(Es=4N0)
¡2: (4.3)
Equation (4.3) can be easily extended to more than two consequtive time
slots as
P(c ! e) ·
³ l X
i=1
(je
i ¡ c
ij
2)
´¡2
(Es=4N0)
¡2 (4.4)
where l = 2k is the total number of time slots.CHAPTER 4. TURBO SPACE-TIME CODES 54
In equation (4.3), je1 ¡ c1j2 + je2 ¡ c2j2 represents the coding gain of
the system which is the sum of the squared Euclidean distance of the trans-
mitted and received pairs over time frames. If c1 and c2 denoted to be the
codewords of an outer code concatenated to Alamouti's scheme, then the
maximum coding gain is achievable through the design of an outer code with
maximum Euclidean distance. Therefore, both coding gain and diversity gain
are achievable by serial concatenation of an FEC with Alamouti's space-time
block code. From equations (4.3) or (4.4), design of the concatenated FEC is
decomposed from the design of the space-time block code, which is much sim-
pler than the design criteria of space-time trellis code of section 3.3, Chapter
3.
A variety of FEC can be used as the outer code for the system. Concate-
nation of TCM with space-time block code provides the coding advantage
and bandwidth e±ciency of TCM, and diversity advantage of space-time
block codes in one framework. In investigation for TCM, concatenation of
turbo coded modulation scheme as a high performance bandwidth e±cient
coding scheme with space-time block code is expected to have a remarkable
performance as can be seen in the simulation results of the next chapter.
4.2 System Model
The block diagram of the proposed system transmitter is shown in ¯gure
4.1. The input information bits are ¯rst encoded using the turbo-coded
modulation (TCM) block as chosen in Chapter 2. The encoded symbolsCHAPTER 4. TURBO SPACE-TIME CODES 55
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Figure 4.1: Concatenated Turbo Space-Time Code Transmitter.
are then passed to Alamouti's space-time block code which is a space-time
block code with orthogonal signals. At each symbol duration, two orthogonal
signals are transmitted through two transmit antennas.
The channel is modeled to be Rayleigh fading with AWGN at receiver.
The fading coe±cients between each pair of transmit-receive antennas are
assumed to be indepenedent. The additive noise terms are assumed to be
independent samples of a zero-mean complex Gaussian random variable with
variance No=2 per dimension, for di®erent symbol intervals.
The received signal during each symbol interval is the superposition of two
faded transmitted symbols disturbed by additive white Gaussian noise. The
detection scheme consists of Alamouti's linear combiner scheme concatenated
by an iterative turbo decoder. The demodulator uses combiner scheme to
detect the symbols and the detected symbols are used in the decoder to
recover the information bits using soft iterative MAP algorithm. The block
diagram of the receiver is shown in ¯gure 4.2.CHAPTER 4. TURBO SPACE-TIME CODES 56
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Figure 4.2: Concatenated Turbo Space-Time Code Receiver.
4.3 Joint Iterative Demodulation and Decod-
ing
As mentioned in Section 2.3 of Chapter 2, the turbo TCM that is used in this
thesis deploys serial concatenation of a turbo code and an M-ary modulator
which can be viewed as a rate-1 inner code. Hence, turbo principle can be
applied in this scenario as iterative soft demodulation and decoding (¯gure
4.3).
The system works as follows: at the receiver, the detector ¯rst demod-
ulates the received signal (probabilities of the received symbol to be each
of the constellation symbols) and then probabilities of coded bits construct-
ing the symbol (soft values) extracted from the symbol probabilities. The
bit probabilities for each bit position in a symbol is calculated based on the
labeling used for the modulation (mapping) and it plays a crucial role in
the performance of the system. Soft values of the bits are passed to the ¯rst
decoder and decoding process proceeds. The extrinsic information of the sec-
ond decoder is fed back to the demodulator, grouped to log2 M-bit groups of
probabilities and is used in demodulation as a priori knowledge for the next
iteration. Joint iterative demodulation and decoding of turbo trellis codedCHAPTER 4. TURBO SPACE-TIME CODES 57
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Figure 4.3: Joint Iterative Demodulator and Decoder.
modulation uses the updated APP probabilities of the bits. These APP
probabilities are fed to the decoder with an equally probable assumption in
the ¯rst iteration. APP probabilities will be updated using the following
equation for next iterations of the demodulator
P(ul = ijy) =
X
s2Â(l;i)
p(yjs)P(s) (4.5)
where l is the bit index and l 2 f1;:::;log2 Mg for an M-ary mapping, e.g.,
l 2 f1;2;3;4g for 16-QAM modulation, i is the bit value,i.e., i 2 f0;1g,
and Â(l;i) = fm(u1;u2;:::;ulog2 M)jul = i;uj 2 f0;1g;j 6= lg is a subset of
constellation points contains all the signals with the bit in lth position equal
to i, m(:) is the mapping that de¯nes the modulator, and y is the received
signal at a speci¯c time. All time indices are omitted for simplicity. In the
second pass from decoder to demodulator, the bit probabilities are interleaved
and fed back to the demodulator, which are considered to be independent
with the use of proper interleaver. By grouping log2 M bits together theCHAPTER 4. TURBO SPACE-TIME CODES 58
probability of constellation symbols can be updated as
P(s) = P(m(u1;u2;:::;ulog2 M)) =
log2 M Y
j=1
P(uj = uj(s)) (4.6)
where P(uj = uj(s)) denotes the probability of the jth bit in symbol s.
Denoting the updated APP bit probability by P(uAPP
l = i), the bit proba-
bility from decoder by P(ul = ul(s)), we can write the APP bit probabilities
(output of the demodulator) as
P(u
APP
l = i) = P(ul = ijy)=P(ul = ul(s)) =
X
s2Â(l;i)
³
p(yjs)
Y
j6=l
P(uj = uj(s))
´
(4.7)
using equations (4.5) and (4.6). In equation (4.7) l 2 f1;:::;log2 Mg is the
bit position in a symbol, and i 2 f0;1g is the bit value. As can be seen
from equation (4.7), in recalculation of the bit probabilities to input of the
decoder, only the APP probabilities of the other log2 M ¡1 bits in the same
channel symbol are used as the a priori probabilities.
This approach is implemented to both turbo coded modulation scheme
and turbo space-time modulation scheme. The simulation results are given
in the next chapter.Chapter 5
Simulation Results
5.1 Simulation Setup
This chapter presents the simulation results of using iterative demodulation
and decoding in turbo trellis coded modulation, and serial concatenation of
turbo code with space-time block code that have been discussed in the pre-
ceding chapters. The conventional method of bit error probability calculation
was used in simulations. The method uses hard decision on the LLR values
to decide upon a bit value, and the bit error performance is determined by
the accumulation of errors.
The simulation was performed with a turbo code composed of two RSC
encoders with M = 4 memory elements, and the generator polynomials
(23;35)octal as forward and backward generators respectively. To investi-
gate the e®ect of the block length on turbo code performance with iterative
demodulation, turbo code systems with block length of 500, 1000, and 4096
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bits were tested. Di®erent rates were generated by applying puncturing to
the original turbo code. The output data stream of the encoder for a speci¯c
rate can be constructed by grouping systematic bits with parity bits of the
RSC encoders in a speci¯c manner. For example, rate 1=2 is achieved by
grouping the systematic bit of odd position in the block of data with the odd
position of the ¯rst encoder and the systematic bit of even position with the
parity bit of even position of the second encoder. Rate 2=3 is achieved by
grouping two systematic bits with one of the parity bits of the one of the
encoders in turn.
The turbo codes used in simulations employ S-random interleaver. This
interleaver maps the bits that are at a distance of less than or equal to S
from each other in the original data block to positions that are at least S
away from each other in the interleaved block. The interleaver for block
length of 500 has S = 12, for block length of 4096 has S = 25 and for
other block lengths S = 15 was used. Rate 1=2 turbo code was used in
simulations of turbo codes. 16-QAM was used as the modulation scheme for
turbo trellis coded modulation and Gray labeling was applied. Turbo codes
were simulated over an AWGN channel, where the noise samples are complex
Gaussians with zero mean and variance N0=2 per dimension. The values of
the noise variance were independent parameters in simulations, and the bit
error probabilities in simulations were plotted against the SNR (Eb=N0), in
dB.
8-PSK with gray labeling was applied to the concatenation of turbo code
and space-time block code. The rate 2=3 turbo code was used in simulation
of turbo space-time code, to match with the 8-PSK modulation.CHAPTER 5. SIMULATION RESULTS 61
The channel model for space-time code and turbo space-time code consid-
ered as a °at slow fading channel which was simulated by using Jakes' model
[64] with velocity of 20 mile/hour. See Appendix A for more discussion on
fading models.
For space-time block code, Alamouti's approach applied for simulation
using two transmit and one receive antennas. The fading coe±cients were
considered to be independent and known to the receiver.
5.2 Turbo Code with Iterative Demodulation
and Decoding Results
Based on the simulation set up described in Section 5.1, and the iterative a
priori probabilities calculation of bits for demodulation as described in Sec-
tion 4.3 of Chapter 4, the performance of the turbo code with and without
iterative demodulation were simulated. Figures 5.1,5.2, and 5.3 show the
simulation results for turbo trellis coded modulation with iterative demod-
ulation/decoding for block lengths of 4096, 500, and 1000 respectively. The
solid lines show the performance without a priori knowledge of the bit prob-
abilities (systematic and parity bits) in the demodulator after six decoder
iterations and the lines with circle show the e®ect of iteration between de-
coder and demodulator (when after three iteratons the a priori knowledge of
the bit probabilities are fed back to the demodulator and then the decoding
proceeds for three iterations).
As can be seen from the simulation results, there is a slight improvementCHAPTER 5. SIMULATION RESULTS 62
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Figure 5.1: Bit Error Performance of Turbo Trellis Coded Modulation for
Rate 1=2 Code with 16-QAM Modulation and Block Length 4096.CHAPTER 5. SIMULATION RESULTS 63
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Figure 5.2: Bit Error Performance of Turbo Trellis Coded Modulation for
Rate 1=2 Code with 16-QAM Modulation and Block Length 500.CHAPTER 5. SIMULATION RESULTS 64
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Figure 5.3: Bit Error Performance of Turbo Trellis Coded Modulation for
Rate 1=2 Code with 16-QAM Modulation and Block Length 1000.CHAPTER 5. SIMULATION RESULTS 65
in the performance of the system in terms of reduction in required SNR (dB)
by use of iterative demodulation and decoding. Figure 5.1, 5.2 and 5.3 shows
about 0:06 dB improvement in SNR at BER of 10¡3. However the overall
performance of the turbo code is reduced by reduction of the block length as
was expected and can be seen through the simulation results.
5.3 Concatenated Turbo Space-Time Block
Code Results
On the basis of the simulation setup explained in section 5.1, the perfor-
mance of turbo space-time code was simulated using iterative demodulation.
Alamouti's model was used for space-time block code and 8-PSK modulation
applied. For PSK constellations, where all the constellation points have equal
magnitude and only their phases are di®erent, equation (3.34) in Chapter 3
can be written equivalently as
choose si if and only if d
2(~ s1;si) · d
2(~ s1;sk); 8i 6= k (5.1)
where d is the Euclidean distance of two vectors. The above decision rule
were implemented in simulation at the receiver. Equation (4.7) was applied
for feed back demodulation. The simulation results for block length of 2000
and 4096 are shown in ¯gures 5.4 and 5.5. The lines with circle show the
performance of the system after 6 decoder iterations without feedback to
demodulator and the lines with stars show the performance when after three
deocder iterations the a priori knowledge of the bit probabilities are fed back
to the demodulator and then the decoding proceeds for three iterations.CHAPTER 5. SIMULATION RESULTS 66
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Figure 5.5: Bit Error Performance of Turbo Space -Time Code, N=4096, iter-
ative demodulation-decoding, three decoder iterations, and two demodulator
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As can be seen from simulation results there is a gain of about 1 dB due
to the use of APP of the bits as a priori knowledge in demodulator after
the second demodulator iteration and the third decoder iteration for block
length of 2000, compared to six decoder iterations. The gain of about 2 dB is
achievable in the same scenario for the block length of 4096 as it is shown in
¯gure 5.5. On the other hand, a gain of about 4:5 dB is achievable compared
to Alamouti's uncoded space-time block code for block length of 4096 and a
gain of about 3 dB can be achieved for block length of 2000.
5.4 Summary
This chapter presented the results of the simulation of the performance of
turbo codes with iterative demodulation/decoding, as well as turbo space-
time codes. It was shown that using iterative demodulation gives a remark-
able gain in performance of both turbo codes as well as turbo space-time
codes. It was also shown that with concatenation of space-time block code
with a proper turbo TCM scheme both the diversity gain of space-time block
code and the coding gain of a turbo TCM are achievable. The complexity of
the algorithm can be de¯ned with the complexity of turbo TCM.Chapter 6
Conclusion and Future
Research
This thesis has presented two major concepts : analysis of turbo principle
and its use in turbo trellis coded modulation decoding, i.e., iterative demod-
ulation/decoding; and analysis of space-time block coding, its concatenation
with turbo codes, and their performance evaluation. In the next two sections
the conclusion of the above works are presented. The last section gives the
future research direction of the work.
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6.1 Conclusion
6.1.1 Turbo Trellis Coded Modulation with Iterative
Demodulation and Decoding
Throughout the thesis the turbo principle in coding theory was revisited.
Turbo principle is in fact an iterative process of calculation of bit probabil-
ities using updated APP probabilities from the last iteration. The resulting
updated probabilities are better approximations of the actual probabilities.
This approach can be applied to di®erent communication system building
blocks to improve the performance of that module. The application of turbo
principle to the turbo decoding was explained. It was shown that the itera-
tive approach can be applied to demodulation as well as decoding of a turbo
coded system. The updated probabilities of both systematic and parity bits
of the output of decoder were fed back to the demodulator as the APP prob-
abilities. The probabilities of the constellation symbols were updated by the
assumption of independent bit probabilities due to the use of interleaver. The
recalculated symbol probabilities were then used in the next decoding step.
Simulation results were shown for 16-QAM bandwidth e±cient constella-
tion. Two parallel concatenated RSC codes were used as building blocks of
turbo code in simulation. Puncturing was used to achieve the desired rate for
the code. Simulation results showed about 0:8 dB improvement in SNR value
by using the soft-output feed back from the decoder to the demodulator.CHAPTER 6. CONCLUSION AND FUTURE RESEARCH 71
6.1.2 Concatenation of Space-Time block Code and
Turbo Code
Another contribution made by this thesis is the serial concatenation of turbo
codes and space-time block codes. Space-time block code was ¯rst introduced
by Alamouti for wireless channels with two transmit and an arbitrary number
of receive antennas. The scheme employs the space diversity and it achieves
the diversity gain. However, Alamouti's approach doesn't have any coding
gain, since it doesn't use any FEC coding to get temporal diversity gain. In
this thesis serial concatenation of the space-time block code with turbo code
as a very high performance FEC was proposed. With this approach both
bene¯ts of turbo code and space-time code were implemented in a single
framework. The space-time block code is attractive because of its very simple
maximum likelihood decoding algorithm which only uses linear combining at
the receiver. This simplicity comes from the orthogonality of the signals
that are transmitted from two transmit antennas. Therefore the complexity
of the concatenation scheme comes from the complexity of turbo decoding
which is equal to the number of states of the trellis diagram of the code.
In this method of coding for wireless channels, with the knowledge of the
channel state information, the communication system can enjoy the high
performance bene¯t of the turbo code as well as the space diversity gain of
space-time code.
The system was simulated for two transmit and one receive antennas and
the results showed about 4 dB improvement of performance with respect to
the original Alamouti's approach. The extension of the results to more thanCHAPTER 6. CONCLUSION AND FUTURE RESEARCH 72
one receive antenna is straight forward.
6.2 Future Research
The contributions of this thesis, open many roads to researchers in commu-
nications for future work. There are di®erent directions for extension of the
research of this thesis. These can include:
² evaluation of the e®ects of the constellation labeling on the performance
of turbo space-time code;
² using constellation shaping to improve the performance of the combined
turbo space-time coding scheme;
² investigation of performance bounds and bounding techniques;
² use of di®erent fading channel models and evaluate the e®ects of channel
modeling on the performance specially when the fading is considered
to be correlated; and
² evaluation of the e®ect of channel state estimation on the performance
of the combined turbo space-time code.Appendix A
Fading Channel De¯nitions and
Modeling
This appendix gives a brief overview of fading channel de¯nitions and mod-
eling. In a wireless mobile communication system, a signal can travel over
multiple re°ective paths from transmitter to receiver (multipath propaga-
tion). This phenomenon can cause °uctuations in amplitude, phase and
arrival angle of the received signal, which is called fading. Fading e®ects can
generally be categorized to large-scale and small-scale fadings. Large-scale
fading represents the average signal power attenuation or path loss due to
motion over large areas. Small-scale fading refers to the dramatic changes
in signal amplitude and phase that can be experienced as a result of small
motions. In this thesis only the small-scale e®ect of fading is modeled for
analysis of the mobile system.
Small-scale fading can be a result of time-spreading of the signal or time-
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variance of the channel. Time spreading mechanism de¯nes two types of
fading, i.e., frequency selective fading and frequency nonselective (°at) fad-
ing. In frequency selective fading, the received multipath components of a
symbol extend beyond the symbol time duration, however the received mul-
tipath components of a symbol arrive within the symbol duration for the °at
fading. In other words the spectral components of the signal are not a®ected
equally by the channel in frequency selective fading channel, while they will
be a®ected in a similar manner in the °at fading channel. Therefore the
frequency selective channel introduces Intersymbol Interference (ISI) to the
communication system. Time-variance of the channel is the result of motion
between transmitter and receiver which results in propagation path changes.
The time-variance mechanism de¯nes two types of fading with respect to
the fading rate, fast fading and slow fading. In fast fading channel the time
duration in which the channel behaves in a correlated manner (coherence
time) is less than the symbol duration. Therefore the fading character of the
channel changes several times in a symbol propagation duration leading to
distortion of the baseband pulse shape of the signal. Slow fading channel
has a coherence time larger than symbol duration. Thus, the channel state
remain unchanged during a symbol transmission.
The following section describes Jakes' model for Rayleigh fading channel,
which can model a slow °at fading channel for simulation purposes.APPENDIX A Fading Channel De¯nitions and Modeling 75
A.1 Jakes' Fading Model
Rayleigh fading model which describes the multipath propagation behavior
of the wireless channel is modeled by sum-of-sinusoids (SOS) simulator as
derived by Jakes' in [64]. The simulated model by Jakes meet the following
statistical properties of Rayleigh °at fading narrow band signal
² The probability density function (pdf) of the envelope of Rayleigh fad-
ing is given by Rayleigh distribution
fA(a) = aexp(¡a
2=2); a ¸ 0: (A.1)
² The phase pdf is given by the uniform distribution
f£(µ) =
1
2¼
; 0 · µ < 2¼: (A.2)
² The autocorrelation function of the fading signal is represented by
Ra(¿) = cos(!c¿)J0(!m¿) (A.3)
where !c is the carrier radian frequancy, !m is the maximum Doppler
radian frequancy shift, and J0(:) is the zero order Bessel function.
Jakes' signal modeling starts with an expression representing the received
signal A(t) as a superposition of cosine waves, which can be represented after
normalization as
A(t) =
p
2
N X
n=1
Cn cos(!ct + !mtcosAn + ©n): (A.4)APPENDIX A Fading Channel De¯nitions and Modeling 76
Therefore the stochastic signal A(t) can be speci¯ed by N triples (Cn;An;©n),
which assumed to have independent components. The signal is in fact simu-
lated by using N oscillators, for Doppler frequencies ­n = !m cosAn. Then
Jakes makes following assumptions to reduce the number of oscillators
Cn =
1
p
N
; n = 1;:::;N (A.5)
and
An =
2¼n
N
; n = 1;:::;N: (A.6)
Furthermore, in Jakes' model N is chosen to be
N = 2(2M + 1): (A.7)
Thus using equations (A.4)-(A.7), the realization of the signal can be reduced
to
A(t) = Ac(t)cos!ct + As(t)sin!ct (A.8)
where
Ac(t) =
2
p
N
¡p
2cosBM+1 cos!mt + 2
M X
n=1
cosBn cos!nt
¢
(A.9)
and
As(t) =
2
p
N
¡p
2sinBM+1 cos!mt + 2
M X
n=1
sinBn cos!nt
¢
: (A.10)
Now it is required to evaluate that the above model has the same statis-
tical behavior as the Rayleigh fading channel. It can be shown that the pdf
of the magnitude of the sum of N random vectors can be calculated by
fA(a) = a
Z 1
0
N Y
n=1
hZ 1
0
fAn(an)J0(anq)dan
i
£ J0(ra)qdq; a ¸ 0: (A.11)APPENDIX A Fading Channel De¯nitions and Modeling 77
Applying (A.11) to equation (A.4) and considering the constrains of (A.5)
and (A.6) gives the envelope pdf of the signal model as
fA(a) = a
Z 1
0
J
N
0
³
q
r
2
N
´
J0(aq)qdq; a ¸ 0: (A.12)
It can be seen that the envelope pdf of (A.12) tends to the standard Rayleigh
pdf as N increases. It can also be shown that the phase of the sum of sinusoids
£, is uniformly distributed over [0;2¼) as required by (A.2) for the Rayleigh
fading channel. The autocorrelation function of the signal can be calculated
as
RA(¿) =
1
N
cos!ct
N X
n=1
cos(!mtcos
2¼n
N
): (A.13)
With the assumption of uniformly scattered ¯eld, the arrival angles An are
allowed to be uniform independent identically distributed over [0;2¼) and
then the autocorrelation function can converge to equation (A.3) for large
N. Therefore the Jakes' model meets the statistical behavior requirements
of Rayleigh fading channel for N su±ciently large.Bibliography
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