Stabilizer codes obtained via CSS code construction and Steane's enlargement of subfieldsubcodes and matrix-product codes coming from generalized Reed-Muller, hyperbolic and affine variety codes are studied. Stabilizer codes with good quantum parameters are supplied, in particular, some binary codes of lengths 127 and 128 improve the parameters of the codes in http://www.codetables.de. Moreover, non-binary codes are presented either with parameters better than or equal to the quantum codes obtained from BCH codes by La Guardia or with lengths that can not be reached by them.
INTRODUCTION
Q UANTUM computers are supported on the principles of quantum mechanics and use subatomic particles (qubits) instead of transistors to hold memory. Algorithms at extremely quick speeds could be run with these computers and so some consequences as the breaking of some well-known cryptographical schemes could happen [40] . Nowadays, there is no efficient computer of this type, however a Canadian company, D-Wave Systems, has built a quantum computing device which was able to calculate unknown Ramsey numbers for certain configurations [2] . There exists a controversy on whether this device is truly a quantum computer [42] and, although the answer seems to be negative, important advances can be expected in the future. Quantum mechanical systems are very sensitive to disturbances and, as a consequence, arbitrary quantum states cannot be replicated. Nevertheless, this does not alter the ability of using error correction [41] .
Along this paper, we will consider finite fields F q where q is a power p r , p being a prime number and r a positive integer. The states of a quantum mechanical system can be represented by the q-dimensional complex vector space C q and we will set |x , for x ∈ F q , the vectors of a distinguished orthonormal basis of C q . A quantum error-correcting code is an s-dimensional subspace of the tensorial product C q n = C q ⊗ C q ⊗ · · · ⊗ C q . For a, b ∈ F q , consider unitary operators X(a) and Z(b) on C q defined as X(a)|x = |x + a and Z(b)|x = β tr(bx) |x , where tr : F q → F p is the trace operation and β is a primitive pth root of unity. Set a = (a 1 , a 2 , . . . , a n ) ∈ F n q and write X(a) = X(a 1 ) ⊗ · · · ⊗ X(a n ) and Z(a) = Z(a 1 ) ⊗ · · · ⊗ Z(a n ). Then, consider a nice error basis on C q n defined as {X(a)Z(b)|a, b ∈ F n q } and set G n the finite group that it spans. A stabilizer code C is a non-vanishing subspace of C q n defined by some subgroup ∆ of G n , called its stabilizer, as follows: C = ∩ H∈∆ {v ∈ C q n |Hv = v}. Define the weight of an element β tr(c) X(a)Z(b) (which is in G n ) as the number of nonidentity tensor components. Then, we say that a stabilizer code C with stabilizer ∆ has minimum distance d if, and only if, it can detect all errors in G n of weight less than d but not all those of weight d, and it is pure to d if, and only if, ∆ does not contain non-scalar matrices of weight less than d. Finally, we add that an [[n, k, d] ] q code will be a stabilizer code with minimum distance d and dimension s = q k , over the field F q .
Stabilizer codes can be derived from classical ones. A way to do it uses the symplectic or Hermitian inner product [7] , [3] , [1] , [28] , although this can also be done with the Euclidean inner product by using the so-called CSS code construction [8] , [43] . The following results [28, Lemma 20 and Corollary 21] show the parameters of the stabilizer codes that one gets by using the above mentioned code construction. The reader can consult [28, Theorem 13 ] to see how stabilizer codes are obtained from classical ones. Note that we use the symbol ⊂ to indicate subset, in particular C ⊂ C holds. Next, we state the Hamada's generalization of the Steane's enlargement procedure [45] , which will be useful for us. Given two suitable codes C and C ′ , the code obtained by applying this procedure will be called their Steane's enlargement and denoted by SE(C, C ′ ). In this paper, we provide new families of algebraically generated stabilizer codes derived essentially from the Euclidean inner product and containing a number of codes with good parameters. In fact we are able to improve some of the binary quantum codes given in [18] . Moreover we supply stabilizer codes with parameters better than or equal to those given in [30, Table III] and [32] , together with others whose lengths cannot be reached in [30] , [32] but exceed the Gilbert-Varshamov bound [12] , [28, Lemma 31] or improve those in [11] or satisfy both conditions.
Corollary 2. [19] Let
Our stabilizer codes are supported in three families of linear codes: the so-called (generalized) Reed-Muller codes [27] , [10] , hyperbolic (or hyperbolic cascaded Reed-Solomon) codes [13] , [26] , [34] , [38] , and affine variety codes [14] , [16] . Stabilizer codes obtained with Reed-Muller codes have been studied in [44] and [39] . In the first case, the codes used were classical binary Reed-Muller ones and, in the second case, generalized Reed-Muller ones. In addition, subfieldsubcodes of affine variety codes have been also used by the first two authors to get stabilizer codes [15] .
The families mentioned above allow us to easily get nested sequences of codes that contain their dual ones and determine stabilizer codes by applying the CSS code construction. This set of stabilizer codes can be enlarged with another techniques. One of them consists of considering the so-called matrix-product codes. They were introduced in [4] (see also [35] ) as a generalization of some previously known constructions of longer codes from old ones, as the Plotkin u|u + v construction. For getting matrix-product codes, we shall consider several linear codes (named constituent ones) and construct another ones with the help of a suitable matrix of elements in the supporting field. Good choices of this matrix and of the constituent codes produce better codes and in some cases a decoding procedure [4] , [21] . Together with this construction, we also consider subfield-subcodes of our codes, which allows us to get codes over small fields from codes defined over larger ones, always within the same characteristic. We complement the mentioned techniques with Steane's enlargement (Corollary 2) which improves the obtained parameters.
Tables with parameters of our codes are distributed along the paper and testify their goodness. As mentioned, several of them improve the parameters available in the literature. These tables are presented as a complement of the different procedures described for obtaining our families of stabilizer codes. Reed-Muller and hyperbolic codes have the advantage that all their parameters are known and, as a consequence, we are able to obtain, with a simple calculation, parameters for the corresponding stabilizer codes. Affine variety codes give a broader spectrum of codes and their dimensions and lengths can be computed. Unfortunately, there is no known general formula for their distances. In this paper, we have computed them by using the computational algebra system Magma [5] .
We finish this introduction with a description of each section in the paper. Section 2 reviews the concept of matrix-product code and recalls two useful results for us, Theorem 2 and Corollary 3. It is worthwhile to mention that using non-singular by columns matrices is a key point for obtaining good minimum distances of the matrix-product codes and that, by Corollary 1, this will bound the distance of the directly provided stabilizer codes. Our supporting families of codes are introduced in Section 3. Parameters for them and conditions for self-orthogonality are the main facts we state there. Subfield-subcodes of the mentioned families allow us to obtain long codes over small fields. They will also be an important tool for constructing our stabilizer codes and we devote Section 4 to give our main results in this line. The main theoretical results in this paper can be found in Section 5. Indeed, Theorems 10 and 11 together with Remark 2 give parameters for the stabilizer codes obtained from the previous constructions. The remaining sections of the paper show tables with quantum parameters of codes obtained as we have described. For certain small sizes, there are no non-singular by columns orthogonal matrices over the fields F 2 and F 3 . To avoid this difficulty, Theorems 13 and 14 in Sections 6 and 7 look for clever matrices that allow us to get self-orthogonal matrix-product codes. Codes over F 3 , improving some ones in [32] , are treated in Section 7 while Section 6 is devoted to binary ones, where, together with codes derived from Theorem 13, in Table 2 we show stabilizer codes of lengths 127 and 128 improving [18] . The last section in the paper, Section 8, contains a number of stabilizer codes over the fields F 4 , F 5 and F 7 . In Table 16 and comparing with [30, Table III] , the reader will find a code improving that table, another one with a new distance and some more with the same parameters; in fact our codes can reproduce most parameters in the mentioned Table III . In addition Table 16 shows stabilizer codes either improving [11] or exceeding the Gilbert-Varshamov bound and with lengths that cannot be reached in [30] , [32] .
MATRIX-PRODUCT CODES
Along this paper, p will be a prime number, q = p r a positive integer power of p and F q the finite field with q elements. Let C 1 , C 2 , . . . , C s be a family of s codes of length m over F q and A = (a ij ) an s × l matrix with entries in F q . Then, the matrix-product code [4] , given by the above data and denoted [C 1 , C 2 , . . . , C s ] · A, is defined as the code over F q of length ml whose generator matrix is
where G i , 1 ≤ i ≤ s, is a generator matrix for the code C i . Given a matrix A as above, let A t be the matrix consisting of the first t rows of A. For 1 ≤ j 1 < · · · < j t ≤ l, we denote by A(j 1 , . . . , j t ) the t × t matrix consisting of the columns j 1 , . . . , j t of A t . A non-singular by columns matrix over F q is a matrix A satisfying that every sub-matrix A(j 1 , j 2 , . . . , j t ) of A, 1 ≤ t ≤ s, is non-singular [4] . Some of the codes in this paper will be supported on matrix-product codes, being useful for our purposes the following result. Theorem 2. [21] , [35] The matrix-product code 
We also notice that if one considers non-singular by columns matrices A and nested sequences of codes C i , then there exists a decoding (respectively, list decoding) algorithm for the code [C 1 , C 2 , . . . , C s ] · A if we assume the existence of suitable decoding (respectively, list decoding) algorithms for the codes C i [21] , [22] , [20] , [23] .
In this paper we are interested in stabilizer codes obtained by applying the CSS code construction. The following result concerning duality will be useful for us. Theorem 3. [4] Assume that {C 1 , C 2 , . . . , C s } is a family of linear codes of length m and A a nonsingular s × s matrix, then the following equality of codes happens
where, as usual, B t denotes the transpose of the matrix B.
Theorem 3 shows that the CSS code construction can be applied to matrix-product codes if one uses orthogonal matrices over F q .
Corollary 3.
Let A be an orthogonal s × s matrix (i.e., a matrix such that A −1 t = A) and assume that for i = 1, 2, . . . , s, it holds that
SOME FAMILIES OF CODES AND THEIR DUAL ONES
Next, we introduce some known families of codes which we will use for our purposes.
Reed-Muller codes
Consider the ring of polynomials F q [X 1 , X 2 , . . . , X m ] in m variables over the field F q and its
. . , X m ]/I the corresponding F q -algebra and write Z(I) = F m q = {P 1 , . . . , P n }, the set of zeroes in F q of the ideal I. We will use the evaluation map ev : R → F n q defined by ev(f ) = (f (P 1 ), . . . , f (P n )) for classes of polynomials f ∈ R. It is well-known that ev is, in this case, an isomorphism of F q -vector spaces. For a positive integer r, the (generalized) Reed-Muller code of order r on F q [X 1 , X 2 , . . . , X m ] (or the (r, m) Reed-Muller code) is defined as RM (r, m) = {ev(f ) | f ∈ R, deg(f ) ≤ r}. Notice that we always choose a canonical representative of f without powers X j i , j ≥ q, and deg means total degree of this polynomial. Thus, the length of the codes is n = q m . The following result summarizes known results for Reed-Muller codes (see [24] , [39] , for instance). 2) The minimum distance of the code
In order to consider matrix-product codes with Reed-Muller ones, suitable for the CSS code construction, we will consider a positive integer r such that 2r + 1 ≤ m(q − 1). Now, writing E = RM (r, m) and C = RM (m(q − 1) − (r + 1), m), the equality E = C ⊥ happens. From the above equality, the code inclusion C ⊥ ⊂ C holds and setting r + 1 = c(q − 1) + e by Euclidean division, one gets that the minimum distance of the code C is d = (e + 1)q c and its dimension is 
Hyperbolic codes
The first part of this section is based on [17] . Consider the same F q -algebra R defined in the previous subsection and fix a positive integer t, 0 ≤ t ≤ q m . Define the linear code, Ξ(t, m), on F n q generated by the vectors obtained by applying the map ev to the set of monomials:
The t-th hyperbolic code (on
is, by definition, the dual code of the code Ξ(t, m) above given. Therefore, the length of the codes is again n = q m . For simplicity's sake, we set
For each element α of this type, we define
and n α = cardD α . For our purposes and without loss of generality, we can assume that the values t used in the definition of hyperbolic codes are of the form n α for some α such that 0 ≤ α i < q for all i. This will be assumed in the rest of the paper. To make clear the previous assumption, note that if one picks any positive integer 0 ≤ s ≤ q m , then there exists a positive integer t ≥ s of the form t = n α , for some α as above, such that Hyp(s, m) = Hyp(t, m).
Theorem 5. [17]
Consider the hyperbolic code Hyp(t, m) above defined, with t = n α , for some α. Then, 1) Hyp(t, m) is generated by the set of vectors in F n q obtained by applying ev to the set of monomials X α such that n α is less than or equal to t.
Bearing Theorem 5, it is not difficult to deduce that the code Hyp(t, m) is generated by those vectors obtained after applying ev to the set of monomials X α , where α runs over the set
One may consider that, given a designed minimum distance q m − t, hyperbolic codes are defined by set (3) for maximizing its dimension. It is worth to mention that the dual of an hyperbolic code is not an hyperbolic code. For our purposes, we need to know for which values t the inclusion (Hyp(t, m)) ⊥ ⊂ Hyp(t, m) holds. To decide it, we need the following lemma.
Lemma 1. With the above notation, assume that
holds the following equality of minimum weights:
Proof: The first assertion follows simply by taking into account the sets of monomials determined by the tuples in (4) and involved in the construction of both codes. For the second one, w(Hyp(t 2 , m))
, what concludes the proof. The following result shows when C ⊥ ⊂ C for a hyperbolic code C. Proof: Firstly we are going to prove that, in each one of the three cases in the statement, the codes' inclusion (Hyp(t, m)) ⊥ ⊂ Hyp(t, m) does not hold when the corresponding inequality does not happen. To do it, we will provide a m-tuple a = (a 1 , a 2 , . . . , a m ) attached to a monomial in the set (3) which is not in the set (4) .
With respect to the first case, assume that m is even and t < q m − (q)
Therefore a is not in the set (4) . Now, consider the second case and suppose that m and q are odd and t < q m − (q)
2 . Then, the m-tuple a defined as a i = q − 1 for i = 1, 2, . . . , (m − 1)/2, a m = (q − 1)/2 and a i = 0 otherwise satisfies the requirements. Finally, in our third case, the facts m odd and q even show that if
, an m-tuple a satisfying the desired condition is defined by a i = q − 1 for 1 ≤ i ≤ (m − 1)/2, a m = q/2 and a i = 0 otherwise, which concludes this part of the proof.
It remains to prove that, in each one of the previous cases, when t is larger than or equal to the bounds above indicated, the inclusion Hyp(t, m) ⊥ ⊂ Hyp(t, m) holds. Before carrying on with the technical details, we notice that Lemma 1 proves that if t 1 ≤ t 2 , then Hyp(t 1 , m) ⊂ Hyp(t 2 , m) and, moreover,
Therefore it is enough to prove the remaining part of our theorem in the mentioned cases and when t coincides with our bounds.
Consider the hypercube H of rational points (
m , and the varieties on R m , H 1 and H 2 , defined, respectively, by the equations
From the above considerations, it is clear that to prove our result, we must check the following condition that we denote by (*): All rational point in H under the variety H 1 must be under or on the variety H 2 . Notice that the expression under (respectively, under or on) H means rational points in the space bounded by the hyperplanes X i = 0 and H and containing the zero vector, which also can belong to the hyperplanes but not to (respectively, and) the variety H.
The conjugation map is defined on the closure H of H as ϕ :
. . , q − 1 − x m ) and will help us in our reasoning. For a start, it is straightforward to check that ϕ(H 1 ) = H 2 . Now, as we announced, we are going to prove Condition (*) for each case.
In case (1), it happens that on H, the hyperplane π with equation
is invariant under conjugation and both varieties H 1 and H 2 intersect π at the same set S of points. S is the set of points in Z m where m/2 coordinates are equal to zero and the remaining ones equal q − 1. The facts that the points in S belong to the faces of H, H 1 is convex and H 2 concave on H determine a geometric configuration that proves the result. Case (2) can be proved in a similar way although in this case H 1 and H 2 meet π at the set of points where (m − 1)/2 coordinates equal zero, (m − 1)/2 coordinates equal q − 1 and the remaining one is equal to (q − 1)/2.
To finish the proof, assume we are in case (3) and consider the hyperplanes π 1 :
Both hyperplanes are conjugated one of each other and the same happens with the varieties H i . In addition, within H, H 1 meets π 1 at the set of points satisfying that (m − 1)/2 coordinates are equal to zero, (m − 1)/2 coordinates equal q − 1 and the remaining one is q/2. With respect to H 2 and π 2 , a similar situation happens but the remaining coordinate must be (q/2) − 1. This fact shows that although one can find nonrational points of H under H 1 which are not under H 2 , this fact cannot happen with rational points because the terms of the right hand of the equations for π 1 and π 2 differ in one unit. As a consequence, condition (*) holds and the result is proved.
Affine variety codes
Consider again the ring of polynomials F q [X 1 , X 2 , . . . , X m ] and, in this case, choose m positive integers N i , 1 ≤ i ≤ m, satisfying that N i divides q − 1. Now the ideal I defining R = F q [X 1 , X 2 , . . . , X m ]/I will be that spanned by the set of polynomials {X . As above, we will use the morphism of vector spaces ev : R → F n q . Consider the cartesian product
and for any nonempty subset ∆ ⊂ H, we define the affine variety code given by ∆, E ∆ , as the vector subspace over F q of F n q spanned by the evaluation by ev of the classes in R of the set corresponding to monomials
Note that the length of these codes is n = N 1 N 2 · · · N m .
For a set ∆ as above, we define the subset of H, ∆ ⊥ = H \ {α|α ∈ ∆}, whereα denotes the elementα = (α 1 ,α 2 , . . . ,α m );α i , 1 ≤ i ≤ m, being 0 whenever α i = 0 andα i = N i − α i otherwise. One can also defineα as −α in Z N1 × · · · × Z Nm . Concerning duality, the main result is the following one that is an extension of one in [6] , [37] . Proposition 1. The dimension of an affine variety code E ∆ , defined by a set ∆ as above, is the cardinality of the set ∆. Moreover, the dual code E ⊥ ∆ of E ∆ is the affine variety code E ∆ ⊥ . Proof: Let ξ i ∈ F q with order N i , for i = 1, 2, . . . , m, the existence is guaranteed by N i |q − 1. One has that ξ i = {ξ
On account of the dimension of E ∆ and E ∆ ⊥ and the linearity of the codes the result holds.
SUBFIELD-SUBCODES
Section 3 provides codes, including their derived matrix-product ones, suitable to get stabilizer codes via the CSS code construction and the Steane's enlargement procedure. However, stabilizer codes with better parameters can be obtained by considering subfield-subcodes. Next, we are going to give some details with respect to their dimensions.
Recall that q = p r , assume r > 2 and pick a positive integer s < r such that s divides r.
Consider the trace type maps: tr . We must add that, according to the code used, we consider f ∈ R given by a linear combination of monomials with exponents in the hypercube H = ({0, 1, . . . , q − 1}) m in Subsections 3.1 and 3.2, and H as defined in (5), in Subsection 3.3. In the rest of this section, we will set N i = q, 1 ≤ i ≤ m, when we are working with either Reed-Muller or hyperbolic codes. Otherwise, N i will be the corresponding values for affine variety codes.
Remark 1.
To define the codes in the previous section, we have considered the algebra R = F q [X 1 , . . . , X m ]/I, where I is spanned by the set of polynomials {X Therefore, the algebra R is slightly different for affine variety codes in this work, the only difference residing in the fact that we are only evaluating at points with nonzero coordinates. Although the literature usually considers affine variety codes using the first ideal, we have decided to consider the second ideal in order to compare some of our codes with the ones in [30] , [32] , whose length is a power of q minus one. Anyhow, any results, such as Proposition 1, can be easily extended for both definitions of the ideal I.
For each index i as above, set Z Ni the quotient ring Z/N i Z. A subset I of the cartesian product Z N1 × Z N2 × · · · × Z Nm is a cyclotomic set if it satisfies I = {p · α | α ∈ I}, where p·α = (pα 1 , pα 2 , . . . , pα m ). Moreover, a cyclotomic set I will be called minimal (for the exponent s above introduced) whenever every element in I can be expressed as p sj · α for some fixed α ∈ I and some nonnegative integer j. Fixing a representant a ∈ I for each minimal cyclotomic set, one gets a set of representatives A. Then, we will set I = I a for some a ∈ A. The family of minimal cyclotomic sets, with respect to s, will be {I a } a∈A and we will denote i a := card(I a ). In addition, r is a multiple of i a and, setting a = (a 1 , a 2 , . . . , a m ), the congruence a i · p sia ≡ a i mod N i holds.
The main advantage of considering cyclotomic sets is that any element f ∈ R can be uniquely decomposed in the form f = a∈A f a , where f a are classes of polynomials in R whose support (that of its canonical representative), supp(f a ), is included in I a . Furthermore, it holds supp(T (f a )) ⊂ I a .
Our aim in this section consists of describing subfield-subcodes of the families of codes introduced in Section 3. Afterwards, we will use that description to give parameters for stabilizer codes. Therefore, we desire to study the intersection of our codes, generically expressed as E (and its dual code C), with the vector space F n p s , setting E σ = E ∩ F n p s and C σ = C ∩ F n p s . We will need the concept of element f ∈ R evaluating to F p s . This means that f (α) ∈ F p s for all α ∈ Z(I). This happens if and only if f = T (g) for some g ∈ R. Then, the following result, proved in [15] , will be useful.
Theorem 7.
Let β a be a primitive element of the finite field F p sia and set T a : R → R the mapping defined as
a basis of the vector space of elements in
As a consequence of the above development, we get the following results involving subfieldsubcodes of codes in Section 3. To state them, denote by ∆ any of the sets generating (by applying ev to the monomials that represent) any of the codes E described in the mentioned section. ∆ is clear in case we have an affine variety code. For Reed-Muller codes, ∆ will be the exponents set of the monomials in R of total degree less than or equal to certain positive integer r. Finally, when we consider a hyperbolic code, ∆ will be the set of exponents appearing in the monomials in (3) for some value t as above mentioned. Consider the set E σ = E ∩ F n p s . E σ will be defined by the traces T (g) of elements g ∈ R such that T (g) is in the vector space generated by monomials with exponents in ∆. As a consequence, one gets
Theorem 8. The vector space E σ is generated by the images under the evaluation map ev of the elements in
With respect to the dual code C σ of E σ , one can consider the following diagram:
where we notice that the equality at the bottom right holds by Delsarte Theorem [9] . When we are dealing with affine variety codes E ∆ , we have defined in Subsection 3.3 the set ∆ ⊥ attached with ∆ and defined the corresponding dual code. Analogously, for Reed-Muller codes, defined by the set ∆, corresponding to monomials in R of degree less than or equal to r, we can define ∆ ⊥ as the set of exponents of monomials in R of degree less than or equal to m(q + 1) − (r + 1). Finally, for the case of hyperbolic codes Hyp(t, m), the set ∆ ⊥ is showed in (4). The above diagram allows us to state the equality of subfield-subcodes
⊥ and thus C σ ∆ is the vector space generated by tr ev(∆ ⊥ ) , that is the vector space generated by ev T (∆ ⊥ ) , where ∆ ⊥ is defined as above. As a consequence, one gets the following result: 
Finally we state the next result which extends to Reed-Muller and hyperbolic codes Theorems 5 and 6 in [15] . 2) The inclusion E σ ∆ ⊂ C σ ∆ holds if, and only if, I a ∩ ∆ ⊥ = ∅ whenever I a ⊂ ∆, which in case of affine variety codes can be expressed as {α | α ∈ I a } ⊂ ∆ whenever I a ⊂ ∆.
QUANTUM STABILIZER CODES
This section is devoted to state results concerning quantum stabilizer codes by using results in previous sections. In this paper, using only Euclidean inner product, we will get good stabilizer codes from the above studied codes and their matrix-product codes. A nice way to do it employs orthogonal matrices over finite fields. By using a computer, it is not difficult to obtain such matrices for fields of small cardinality. We are especially interested in this situation because, in most cases, we will use subfield-subcodes. For larger fields, one can use the so-called orthogonal circulant matrices. An s × s matrix A over a field F q of the form
is named circulant. We can attach with A a polynomial class
which makes easy to decide when A is orthogonal. The specific result, proved in [25] (see also [33] ), states that A is circulant if and only in p A (X)p T A (X) = 1 where the product is made on the ring F q [X]/ X s − 1 and the polynomial p
which corresponds with the first column of the matrix A. Notice that the previous result reduces from s 2 to s the number of unknowns for computing certain type of orthogonal matrices. Now we are ready to state our main results. A q will be an orthogonal s × s matrix over a finite field F q with attached code distances {δ i } 1≤i≤s as defined in Section 2. For subfield-subcodes, we get 
Consider the dual sequence of codes
Proof: It follows from Theorems 10 and 11 and Corollaries 3 and 1.
Remark 2. The families of codes considered in this paper allow us to construct sequences of nested codes C
These sequences contain either codes as in Section 3 or subfield-subcodes or even matrix-product codes coming from the previous mentioned codes. Results in Section 3 and Theorems 11 and 12 give parameters [n, k i , d i ] for the above codes and one can get stabilizer codes by using Corollary 2. Indeed, consider two suitable
We devote the rest of the paper to provide new stabilizer codes over different base fields by using the results above stated.
QUANTUM STABILIZER CODES OVER F 2
Along this section we will assume that our field is F 2 . Firstly, we are going to show several quantum binary codes that improve the best known parameters given in [18] . Afterwards we will show some good stabilizer obtained with matrix-product codes coming from three constituent codes.
6.1
We get codes improving [18] by applying Corollary 2 to suitable subfield-subcodes of certain affine variety codes an also from some subcodes and extended codes of them. Indeed, with ideas and notation as in Section 4, set p = 2, r = 7, s = 1 and N 1 = 127. The following table shows parameters and defining sets ∆ of stabilizer codes obtained with the CSS code construction of subfield-subcodes of the mentioned affine variety codes. Notice that, from Corollary 1, it is straightforward to get the parameters of the originally used linear codes. Steane's enlargement (in short, SE), Corollary 2, applied to the codes C 2 and C 1 (respectively, C 4 and C 3 ) provides stabilizer codes C 5 and C 6 . Next table shows parameters of these codes and some of their modifications. According [18] , parameters of these codes improve the best known records. 
6.2
With respect to matrix-product codes, there is no non-singular by columns orthogonal matrix of size 3 × 3 over F 2 , however matrix-product codes suitable by providing quantum codes with s = 3 can be obtained by using the following matrix over F 2 , whose transpose inverse is also displayed.
Theorem 13. Let C 1 and C 2 be linear codes over F 2 with parameters [n,
If A is the matrix showed in (6) , then the following inclusion involving matrix-product codes holds:
Moreover, the previous constructed code yields a stabilizer code with parameters
Proof: The definition of matrix-product code and Theorem 3 show that a generic codeword of
⊥ is of the form (c 1 +c 
By Theorem 2, the parameters of the matrix-product code
Hence applying Corollary 1, it is obtained a stabilizer code with parameters
To finish this section, we are going to give some examples of stabilizer codes given by matrixproduct codes as showed in Theorem 13. We will use use the notation as in Subsections 3.1 and 3.2 and consider two cases: m = 4 and m = 6. In each case, we show firstly a table containing parameters of stabilizer codes obtained from Reed-Muller or hyperbolic ones by using Corollary 1. Later, we present a second table of codes which are obtained with the matrix A in (6) and following Theorem 13; in one case, we have used the Steane's enlargement procedure. With respect to the case m = 4, we set: Matrix-Product Code Quantum Parameters Codes with these parameters are known, however this is a sample that good codes can be obtained with our techniques because our quantum code [[48, 34, 4] ] 2 is as good as the best known quantum code with that length and dimension [18] . In addition, the parameters of the remaining codes in Table 4 cannot be improved. Finally, with respect to m = 6, we give the following two tables:
64 62 2 C 6 64 50 4 C 7 64 20 8 Matrix-Product Code Quantum Parameters Note that the first two codes in Table 6 exceed the Gilbert-Varshamov bound [12] , [28, Lemma 31] .
QUANTUM STABILIZER CODES OVER F 3
As in the previous section, we desire to give parameters for some stabilizer codes over the field F 3 . We would also like use matrix-product codes, however, again in this case, there is no nonsingular by columns orthogonal matrix over F 3 of size either 2 × 2 or 3 × 3. A way to avoid this problem consists of using matrix-product codes with only two constituent codes. To do it, we consider the following matrix and its transpose inverse.
Theorem 14. Let C 1 , C 2 be two linear codes over F 3 with parameters [n,
If A is the matrix given in (7) , then the following codes inclusion happens
Moreover, the above given matrix-product code yields a stabilizer quantum code with parameters
Taking into account that multiplication by 2 gives an isomorphism of the field F 3 and
it corresponds to the words in [C 1 , C 2 ] · A given, generically, by the elements 2c 1 ∈ C 1 and 2c 2 ∈ C 2 .
The same reasoning as in Theorem 13 proves that [12] , [28, Lemma 31] . Note that the Gilbert-Varshamov bound in [12] , [28, Lemma 31] assumes that n ≡ k (mod 2). In this paper, we will say that an We conclude this section giving parameters of several stabilizer codes over F 3 obtained from subfield-subcodes of affine variety codes. As we have mentioned, we essentially consider Euclidean inner product and our parameters improve some of those given in [32] , where the same inner product is used. With notations as in Section 4, setting p = 3, r = 4, s = 1 and N 1 = 80 and using suitable sets ∆ To finish, we show quantum parameters and defining sets of a couple of codes over F 3 of length 242, improving [32] , for which we do not know stabilizer codes better than them. Consider p = 3, r = 5, s = 1 and N 1 = 242 and the corresponding tables for the supporting affine variety stabilizer codes and the codes improving [32] are the following: 8 QUANTUM STABILIZER CODES OVER F q : q = 2, 3
Matrix-Product Code Quantum Parameters
In this section, we are going to show parameters for some new and good stabilizer codes over certain finite fields F q , with q = 2, 3. To get orthogonal non-singular by columns matrices of small size, we have developed a MAGMA function to look for matrix-product codes that produce good stabilizer codes. For a start we are going to consider matrices of size 3 × 3 over the fields F 4 , F 5 and F 7 .
Set q = 4, there are 52 orthogonal 3×3 matrices over F 4 , but only four of them are non-singular by columns. They are
a being a primitive element of the field F 4 . For q = 5 (respectively q = 7), we can say that one can find 104 (respectively, 304) orthogonal matrices over F 5 (respectively, F 7 ), 64 (respectively, 96) of them are non-singular by columns. As an example of a matrix over F 5 (respectively, F 7 ) of the last type, we have
In addition, it is not difficult to check that the only non-singular by columns orthogonal matrices of size 2 × 2 over F 4 are:
The following table contains parameters of stabilizer codes obtained with matrix-product codes of Reed-Muller or hyperbolic ones with m = 2. These codes are supported on the fields F 4 , F 5 or F 7 and we have used any suitable non-singular by columns matrix as those above given. Theorem 11 and Corollary 2 have allowed us to get the parameters. Finally, we look for good new stabilizer codes over the mentioned fields obtained from selforthogonal subfield-subcodes of affine variety codes. In order to produce matrix-product codes, we also need to consider codes with different dimensions and the same length. Table 12 shows quantum parameters we have obtained from certain affine variety codes C i . The defining subsets ∆ i are showed in Tables 13 and 14. Table 15 contains parameters obtained as described in Theorem 11 of stabilizer codes defined by using matrix-product codes with the self-orthogonal constituent codes in Table 12 and matrices as in the beginning of this section. [30] . Generally speaking we get the same parameters as in [30, Table III ] and, occasionally, improve them. Futhermore, we also show good codes with lengths that cannot be reached in [30] and they either exceed the Gilbert-Varshamov or improve [11] or satisfy both conditions. 
CONCLUSION
We present new quantum stabilizer codes, our codes are obtained from algebraic linear codes using the CSS code construction and Steane's enlargement. We improve some binary codes of lengths 127 and 128 given in [18] and provide non-binary codes with parameters better than or equal to those in [30, Table III ] and others whose lengths cannot be attained with the procedures in [30] , [32] . In a future paper, we expect to obtain good codes using the same construction with respect to the Hermitian inner product.
