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We introduce p-equivalence by asymptotic probabilities, which is a weak almost-equivalence based
on zero-one laws in finite model theory. In this paper, we consider the computational complexities
of p-equivalence problems for regular languages and provide the following details. First, we give an
robustness of p-equivalence and a logical characterization for p-equivalence. The characterization
is useful to generate some algorithms for p-equivalence problems by coupling with standard results
from descriptive complexity. Second, we give the computational complexities for the p-equivalence
problems by the logical characterization. The computational complexities are the same as for the
(fully) equivalence problems. Finally, we apply the proofs for p-equivalence to some generalized
equivalences.
1 Introduction
The study of the equivalence problem of regular languages dates back to the beginning of formal language
theory. This problem is a fundamental problem and regular languages have many applications (see e.g.,
[1]). Regular expressions (REG), nondeterministic finite state automaton (NFA), and deterministic finite
state automaton (DFA) are normally used to represent regular languages. Both the equivalence problem
for NFAs and REGs are known as PSPACE-complete [15] and the equivalence problem for DFAs is
known as NL-complete [12].
In recent years, some almost-equivalences for regular languages were introduced. These equiva-
lences are weaker than the (fully) equivalence. For example, two languages, L1 and L2, are f -equivalent
[2, 3] if their symmetric difference, L1 △ L21, is a finite set; and two languages, L1 and L2, are E-
equivalent [8] if their symmetric difference, L1 △ L2, is a subset of E , where E is a regular language.
In [8], it is pointed out that both f -equivalence problems and E-equivalence problems for NFAs are
PSPACE-complete; and both f -equivalence problems and E-equivalence problems for DFAs are NL-
complete, where the regular language E is given by a DFA AE as an input. In this paper, we define
another almost-equivalence (p-equivalence). p-equivalence is defined as follows. Let µn(L) be
µn(L) =
the number of strings of length n that are in L
the number of strings of length n .
That is, µn(L) is the probability that a randomly chosen string of length n is in a language L. The
asymptotic probability of L, µ(L), is defined as µ(L) = limn→∞ µn(L) if the limit exists. Then, we define
that two languages, L1 and L2, are p-equivalent if µ(L1△L2) = 0.
1L1 △ L2 = (L1 \L2)∪ (L2 \L1)
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The definition is based on the asymptotic probabilities in finite model theory, which are defined as
follows. Let µn(Φ) be
µn(Φ) =
the number of finite graphs with n nodes that satisfy Φ
the number of finite graphs with n nodes
.
That is, µn(Φ) is the probability that a randomly chosen graph with n nodes satisfies a first-order sen-
tence Φ. (Note that this definition can be extended to any finite σ -structures from finite graphs.) The
asymptotic probability of Φ, µ(Φ), is defined as µ(Φ) = limn→∞ µn(Φ) if the limit exists. Then, we
define that Φ is almost surely valid if µ(Φ) = 1.
In finite model theory, the next two theorems are some interesting results in decidability between
validity and “almost surely” validity.
Theorem 1.1 (Trakhtenbrot [26]). For any vocabulary σ with at least one binary relation symbol, it is
undecidable whether a first-order sentence Φ of vocabulary σ is valid over finite σ -structures.
Theorem 1.2 (see e.g., Corollary 12.11 [13]). There is an algorithm that given as input a finite σ -
structure and a first-order sentence Φ of vocabulary σ , decides whether Φ is almost surely valid.
Relative to finite σ -structures, Theorem 1.2 tells us that it is decidable whether a sentence is almost
surely valid, whereas Theorem 1.1 tells us that it is undecidable whether a sentence is valid. One of our
main motivation to consider p-equivalence is as follows: Does there exist some differences in decidability
or in computational complexity between equivalence and p-equivalence?
(In this paper, however, in the class of regular languages, we prove that there is no differences in
computational complexity between equivalence and p-equivalence, e.g., the p-equivalence problem for
REGs is also PSPACE-complete.)
Our results and contributions.
In this paper, we give the computational complexities of the p-equivalence problems for regular lan-
guages. Moreover, we also give these complexities of some generalized equivalence problems.
First, we give a simple characterization of p-equivalence, coupled with standard results from descrip-
tive complexity [11], which is used to decide the p-equivalence problem for various representations of
regular languages.
Second, we prove the computational hardness for the p-equivalence problems by modifying the
proofs of the computational hardness for (fully) equivalence problems.
Finally, we give the computational complexities for equivalence problems for some generalized
equivalences based on the proofs for the p-equivalence problems. These results give a robustness of
equivalence problems for regular languages in terms of the computational complexities when the equiv-
alence is generalized.
Paper outline.
The remainder of this paper is organized as follows: Section 2 gives the necessary definitions and ter-
minology for languages, automaton, and p-equivalence; Section 3 shows some fundamental results of
p-equivalence; Section 4 describes the computational complexity upper bounds of both the p-equivalence
problems and some generalized equivalence problems; Section 5 describes the computational complexity
lower bounds of both the p-equivalence problems and some generalized equivalence problems; Section
6 remarks about the problem to decide whether a given regular language obeys zero-one law [20] based
on previous sections.
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2 Preliminaries
In this paper, we consider three well-known standard models for regular languages, regular expression
(REG), deterministic finite state automaton (DFA), and nondeterministic finite state automaton (NFA).
Let A be a finite alphabet and let A∗ [An] be the set of all strings [of length n] over A.
REG The syntax for REG is defined as follows:
α := 0 | 1 | a ∈ A | α1 ·α2 | α1∪α2 | α∗1
Then, L(α) (the language of REG α) is inductively defined as follows:
(1) L(0) = /0; (2) L(1) = {ε}; (3) L(a) = {a}; (4) L(α1 ·α2) = L(α1) ·L(α2); (5) L(α1 ∪α2) =
L(α1)∪ L(α2); and (6) L(α∗1 ) =
⋃
n≥0
n times︷ ︸︸ ︷
L(α1) · . . . ·L(α1), where the concatenation operation · is
defined as L(α1) · L(α2) = {s1s2 | s1 ∈ L(α1),s2 ∈ L(α2)}. We may omit · (i.e., α1α2 denotes
α1 ·α2). ε denotes the empty string.
DFA A DFA A is a 5-tuple (Q,A,δ ,q0,F), where (1) Q is a finite set of states; (2) A is a finite alphabet;
(3) δ : Q×A → Q is a transition function; (4) q0 ∈ Q is the initial state; and (5) F ⊆ Q is a set of
acceptance states. We inductively define δ (q,s) by using the definition of δ (q,a) as follows. If
s = ε , then δ (q,s) = q. Otherwise (i.e, s = as′), δ (q,s) = δ (δ (q,a),s′).
Then, L(A ) = {s ∈ A∗ | δ (q0,s) ∈ F}.
NFA A NFA A is a 5-tuple (Q,A,δ ,q0,F), where (1) Q is a finite set of states; (2) A is a finite alphabet;
(3) δ : Q×A→ 2Q is a transition function; (4) q0 ∈ Q is the initial state; and (5) F ⊆ Q is a set of
acceptance states. Let δ (Q′,a) = ⋃q∈Q′ δ (q,a), where Q′ ⊆ Q and we inductively define δ (Q′,s)
by using the definition of δ (Q′,a) as follows. If s = ε , then δ (Q′,s) = Q′. Otherwise (i.e, s = as′),
δ (Q′,s) = δ (δ (Q′,a),s′).
Then, L(A ) = {s ∈ A∗ | ∃q ∈ δ (q0,s).q ∈ F}.
Reachable(q,q′) in DFA[NFA] means that there exists a string s such that δ (q,s) = q′[q′ ∈ δ ({q},s)].
2.1 The almost equivalence by asymptotic probabilities and the zero-one law for formal
language theory
The zero-one law in finite model theory is a property which means “almost surely true” or “almost surely
false” (see e.g., [13, Section 12]). In formal language theory, zero-one law is investigated by Sin’ya [20]
as follows; A language L obeys zero-one law if almost all strings are in L or almost all strings are not in
L. In other words, a language L obeys zero-one law if L is “almost empty” or “almost full”. Formally,
“almost empty” and “almost full” are defined by asymptotic probabilities. Let L be a language. We
define
µn(L) =
|{s ∈ An | s ∈ L}|
|An|
That is, µn(L) is the probability that a string of n length given by uniform randomly is in L. We then
define the asymptotic probability of L as µ(L) = limn→∞ µn(L) if the limit exists. We say that L is almost
empty if µ(L) = 0 and L is almost full if µ(L) = 1. We say that L obeys zero-one law if L is almost empty
or almost full.
In this paper, we now define p-equivalence by asymptotic probabilities as follows; we say that two
languages, L1 and L2, are p-equivalent if µ(L1∆L2) = 0. L1 ≃p L2 denotes that L1 and L2 are p-equivalent
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and α1 ≃p α2 denotes that L(α1) ≃p L(α2) for two regular expressions, α1 and α2. Note that whether
two languages are p-equivalent is relative to a given alphabet A.
Example 2.1. We first consider a few simple examples about the asymptotic probabilities µ .
• Obviously, µ(A∗) = 1 and µ( /0) = 0.
• Let α1 = (AA)∗. Then, µn(L(α1)) =
{
1 (if n is even)
0 (if n is odd)
. Hence, µ(L(α1)) does not exist.
• Let A = {a1,a2} and α2 = a∗1. Then, µn(L(α2)) = 12n . Hence, µ(L(α2)) = 0.
• Let A = {a1} and α3 = a∗1. Then, µn(L(α3)) = 1. Hence, µ(L(α3)) = 1.
Example 2.2. We now consider a few simple examples about p-equivalence.
• Let A = {a1,a2}, α1 = A∗ and α ′1 = a1A∗. Then, µn(L(α1) △ L(α ′1)) =
|a2An−1|
|An| =
1
2 .
Hence, α1 ≃p α ′1 does not hold (by that µ(L(α1) △ L(α ′1)) = 12 ).
• Let A = {a1,a2,a3}, α2 = (a1∪a2)∗, and α ′2 = 0. Then, µn(L(α2) △ L(α ′2)) = 2
n
3n .
Hence, α2 ≃p α ′2 holds (by that µ(L(α2) △ L(α ′2)) = 0).
• Let A = {a1,a2}, α3 = (a1∪a2)∗, and α ′3 = 0. Then, µn(L(α3) △ L(α ′3)) = 1.
Hence, α3 ≃p α ′3 does not hold (by that µ(L(α3) △ L(α ′3)) = 1).
Remark. The numerator of the definition of µn(L), |{s ∈ An | s ∈ L}|, is called the density of L, denoted
dL(n) [17, Chapter IX Section 2.2]. In particular, it is said that L has polynomial density [24] if dL(n) =
O(nk) for some integer k > 0. This property is similar to p-equivalence. Actually, when |A| ≥ 2, if L
has polynomial density, then µ(L) = 0 holds. However, these properties are not equivalent because the
converse does not clearly hold.
Remark. The asymptotic probability over finite strings is like a concrete example of the asymptotic
probability over finite σ -structures. Precisely, these are different in that the former is for languages
and the latter is for formulas. As for regular languages, regular languages are precisely those definable in
monadic second-order logic over finite strings (MSO[<]) [6]. Thus, the asymptotic probability for regular
languages is regarded as a concrete example of the asymptotic probability over finite σ -structures. In
additon, the zero-one law considered in this paper is not about “without order”, but about “with order”.
(This difference is important. For example, first-order logic without order (FO) has zero-one law, while
first-order logic with order (FO[<]) does not [13].)
2.2 Descriptive Complexity
In this paper, we use the following results from descriptive complexity.
Theorem 2.1 ([11, Corollary 9.22]). FO(TC) = NL
Theorem 2.2 ([11, Theorem 9.11]). FO(DTC) = L
Theorem 2.3 ([11, Corollary 10.29]). SO(TC) = PSPACE
TC is a special function such that, for any binary relation R, TC(R) is the transitive closure of R. DTC
is also a special function such that, for any deterministic binary relation R (i.e, (q,q′)∈ R∧(q,q′′)∈ R→
q′ = q′′), DTC(R) is the transitive closure of R.
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3 Fundamental results of p-equivalence
In this section, we give some fundamental results of p-equivalence.
First, p-equivalence is an equivalence relation (i.e., ≃p is (1) reflective : L1 ≃p L1, (2) symmetric
: L1 ≃p L2 ⇒ L2 ≃p L1, and (3) transitive : L1 ≃p L2 ∧ L2 ≃p L3 ⇒ L1 ≃p L3. ). 1 and 2 obviously
hold. 3 is proved by the following inequality. 0 ≤ |(L1△L3)∩A
n|
|An| ≤
|(L1△L2)∩An|
|An| +
|(L2△L3)∩An|
|An| = µn(L1 △
L2)+ µn(L2 △ L3). On the right hand side, by the assumption, limn→∞ µn(L1 △ L2)+ µn(L2 △ L3) = 0.
Therefore, by the squeeze theorem, µ(L1 △ L3) = 0. Hence, L1 ≃p L3.
3.1 p-equivalence and f -equivalence
In this subsection, we show a relationship between p-equivalence and f -equivalence.
Proposition 3.1.
(1) =⊆≃ f ⊆≃p.
(2) When |A| ≥ 2, ≃ f (≃p.
(3) When |A|= 1, ≃ f is equal to ≃p.
Proof. (1) ≃ f ⊆ ≃p is followed by that, if L1 △ L2 is a finite set, then µ(L1 △ L2) = 0. (2) It is proved
by that α2 ≃p α ′2 holds, whereas α2 ≃ f α ′2 does not hold, where α2 and α ′2 are the regular expressions in
Example 2.2. (3) We are enough to prove that ≃ f ⊇≃p. We prove the contraction , i.e., if L1 6≃ f L2, then
L1 6≃p L2. Note that µn(L1 △ L2) is 0 or 1 because |A|= 1 and then |An|= 1. If L1 6≃ f L2, then L1 △ L2
is an infinite set, i.e., µn(L1 △ L2) = 1 occurs infinitely. Therefore, limn→∞ µn(L1 △ L2) 6= 0. Hence,
L1 6≃p L2.
3.2 A robustness of p-equivalence
We have defined the asymptotic probability of L as (1) µn(L) = |{s∈A
n|s∈L}|
|An| . However, some other defi-
nitions of the asymptotic probability of L have been considered, for example, (2) µ∗n (L) = |{s∈A
<n|s∈L}|
|A<n|
and (3) δn(L) = ∑
n−1
k=0 µk(L)
n
, where A<n =
⋃
0≤k<n Ak. (µn is used by [4], Salomaa and Soittola [19], Sin’ya
[20], and us; µ∗n is used by Berstel [4]; δn is used by Berstel et al. [5]. More details are written in [21].)
Let µ∗(L) = limn→∞ µ∗n (L) and δ (L) = limn→∞ δn(L) in the same way as µ(L).
Proposition 3.2 says that the three almost equivalences defined by µ , µ∗, and δ are all equivalent
over regular languages. To prove it, we recall the following two theorems.
Theorem 3.1 (Stolz-Cesa`ro theorem (See e.g., [16])). If limn→∞ an+1−anbn+1−bn = l, then limn→∞ anbn = l, where
{an}
∞
n=0 is a sequence of integers, {bn}∞n=0 is a sequence of integers and strictly monotone, and l is a real
number.
Theorem 3.2 (Lynch [14]). For any regular language L, there exists a positive integer a such that, for
any integer 0 ≤ b < a, limn→∞ µan+b(L) exists. (Let lb be limn→∞ µan+b(L).)
Proposition 3.2. For any regular language L, the following three conditions are all equivalent. (1) µ(L)=
0; (2) µ∗(L) = 0; and (3) δ (L) = 0.
Proof. 1. ⇒ 2. and 1. ⇒ 3. are proved directly by Theorem 3.1. (This part holds even if L is not a
regular language.)
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Conversely, 3. ⇒ 1. is proved by the following inequality.
δn(L) =
n−1
∑
k=0
µk(L)
n
≥
a−1
∑
b=0
∑m−1k′=0 µak′+b(L)
am
×
am
n
,where m = ⌊n
a
⌋ and a is an integer enjoying the properties stated in Theorem 3.2. Then, by Theorem
3.1 (Let am = ∑m−1k′=0 µak′+b(L) and bm = am), the limit of the above formula as n approaches infinity is
∑a−1b=0 lba . By limn→∞ δn(L) = 0 and the squeeze theorem, lb = 0 for every b. Hence, limn→∞ µn(L) = 0.
Moreover, 2. ⇒ 1. is proved by the following inequality.
µ∗n (L) =
n−1
∑
k=0
µk(L)×|A|k
∑n−1k=0 |A|k
≥
a−1
∑
b=0
∑m−1k′=0 µak′+b(L)×|A|ak
′+b
∑m−1k′=0 |A|ak′+b
×
∑m−1k′=0 |A|ak
′+b
∑a−1b′=0 ∑m−1k′=0 |A|ak′+b′
×
∑a−1b′=0 ∑m−1k′=0 |A|ak
′+b′
∑n−1k=0 |A|k
=
a−1
∑
b=0
∑m−1k′=0 µak′+b(L)×|A|ak
′+b
∑m−1k′=0 |A|ak′+b
×
|A|b
∑a−1b′=0 |A|b′
×
∑a−1b′=0 ∑m−1k′=0 |A|ak
′+b′
∑n−1k=0 |A|k
,where m = ⌊n
a
⌋ and a is an integer enjoying the properties stated in Theorem 3.2. Then, by Theorem
3.1 (Let am = ∑m−1k′=0 µak′+b(L)× |A|ak
′+b and bm = ∑m−1k′=0 |A|ak
′+b), the limit of the above formula as n
approaches infinity is ∑a−1b=0 lb × |A|
b
∑a−1b′=0 |A|b
′ . By limn→∞ µ∗n (L) = 0 and the squeeze theorem, lb = 0 for
every b. Hence, limn→∞ µn(L) = 0.
3.3 The DFA condition
In [20], the zero-one law regarding the above asymptotic probabilities is introduced and some algebraic
characterizations are given. We now give the DFA condition, which is different from the characterisations
in [20, Theorem 1]. This condition is very useful to construct the algorithms in the following section.
(This condition can be proved via [20, Theorem 1]. However, in this paper, we give a proof more directly
and simply.)
Lemma 3.1. For any DFA A = (Q,A,δ ,q0,F),
µ(L(A )) 6= 0 ⇐⇒ ∃q ∈ F.(Reachable(q0,q)∧∀q′ ∈ Q.(Reachable(q,q′)→ Reachable(q′,q)))
µ(L(A )) 6= 0 means that either the limit does not exist, or the limit exists and is not equal to 0.
Proof. Let µn(q) = {s∈A
n|δ (q0,s)=q}
|A|n and let µn(Q′) = ∑q∈Q′ µn(q). (Note that µn(L(A )) = µn(F).)
(⇒) We prove the contraposition. (i.e., if ∀q ∈ F.(Reachable(q0,q) → ∃q′ ∈ Q.(Reachable(q,q′)∧
¬Reachable(q′,q))), then µ(L(A )) = 0.)
Let Rq = {q′ ∈ Q | Reachable(q′,q)}. Then,
0 ≤ µk(F) = ∑
q∈F
µk(q)≤ ∑
q∈F
µk(Rq)≤ ∑
q∈F
(1−
1
|A||Q|
)×µk−|Q|(Rq) (1)
≤ . . .
≤ ∑
q∈F
(1−
1
|A||Q|
)
⌊ k
|Q| ⌋×µ(k mod |Q|)(Rq)
(by using (1) repeatedly)
≤|F |× (1−
1
|A||Q|
)
⌊ k|Q| ⌋
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(1) is proved as follows. It is enough to prove that, for any q′′ ∈ Rq, there exists a string s′ such
that the length is |Q| and δ (q′′,s′) 6∈ Rq. First, there exists a string s′1 such that δ (q′′,s′1) 6∈ Rq by
the assumption. We can assume that the length of s′1 is at most |Q| because the shortest length of
string s′1 satisfying δ (q′′,s′1) 6∈ Rq is at most |Q|. Second, δ (q′′,s′1s′2) 6∈ Rq for any string s′2 by the
definition of Rq. Then, s′ = s′1s′2 satisfies the above condition by choosing a string s′2 whose length
is |Q|− |s′1|.
Hence, by that limk→∞ |F|× (1− 1|A||Q| )
⌊ k|Q| ⌋ = 0 and the squeeze theorem, µ(L(A )) = µ(F) = 0.
(⇐) Let s0 be a string such that δ (q0,s0) = q and let Sq be the SCC (Strongly Connected Compo-
nent) containing q. Note that Sq is a sink SCC by the assumption (∀q′ ∈ Q.(Reachable(q,q′)→
Reachable(q′,q))). Then, by that Sq is a sink SCC, µk(Sq)≥ 1|A||s0| for any k ≥ |s0|. By the pigeon
hole principle and that Sq is a sink SCC, for any k ≥ |s0|, there exists a state q′ ∈ Sq such that
µk(q′) ≥ µk(Sq)|Sq| . Let s
′ be a string such that δ (q′,s′) = q and |s′| ≤ |Sq| (note that we can reach q
from any state q′ ∈ Sq at most |Sq| steps.). Then,
µk+|s′|(q) ≥µk(q′)×
1
|A||s′|
(by δ (q′,s′) = q)
≥
µk(Sq)
|Sq|
×
1
|A||s′|
≥ (
1
|A||s0|
×
1
|Sq|
)×
1
|A||Sq|
≥ (
1
|A||Q|
×
1
|Q|)×
1
|A||Q|
for any k ≥ |s0|. We can prove that µ(L(A )) = 0 (i.e., ∀ε > 0.∃N.∀n > N.|µn(F)|< ε) is not true
by the above inequality. (ε = 1
|A||Q| ×
1
|Q| ×
1
|A||Q| is a counter example.) Therefore, µ(L(A )) 6= 0.
We now introduce the xor automatons of two DFAs.
Definition 3.1. Let A1 = (Q1,A,δ1,q01,F1) and A2 = (Q2,A,δ2,q02,F2) be DFAs. Then, the xor automa-
ton of A1 and A2, A1⊕A2, is the DFA (Q1×Q2,A,δ ′,(q01,q02),F ′), where
(1) δ ′((q1,q2),a) = (δ1(q1,a),δ2(q2,a)); and
(2) F ′ = {(q1,q2) | q1 ∈ F1 xor q2 ∈ F2}.
Then, the next proposition easily follows.
Proposition 3.3. For any DFAs A1 and A2, L(A1⊕A2) = L(A1) △ L(A2).
Moreover, note that we can construct A1⊕A2 from A1 and A2 in logarithmic space.
4 The computational complexity upper bounds of p-equivalence prob-
lems
In this section, we show the computational complexity upper bounds of p-equivalence problems. In
particular, in terms of the (fully) equivalence problems for REGs, some algorithms have already been
developed. One approach is to transform two regular expressions into two equivalent NFAs by Meyer
and Stockmeyer [22, Proposition 4.11]. We now give algorithms for the p-equivalence problems by
using standard results from descriptive complexity [11]. These algorithms are given by the condition in
Lemma 3.1. We prove the next theorem.
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Theorem 4.1.
1. The p-equivalence problem for DFAs is in NL.
2. The p-equivalence problem for unary DFAs is in L.
3. The p-equivalence problem for NFAs is in PSPACE.
4. The p-equivalence problem for unary NFAs is in coNP.
Proof.
1. We first give a reduction from a DFA to a first-order structure. Let M A = 〈Q,{Ra}a∈A,R−,q0,F〉 be
the first-order structure corresponding to a DFA A = (Q,A,δ ,q0,F), where (1) Ra ⊆ Q2 is a binary
relation such that (q1,q2) ∈ Ra ⇐⇒ δ (q1,a) = q2 for any a ∈ A; and (2) R− ⊆Q2 is a binary relation
such that (q1,q2) ∈ R− ⇐⇒ ∃a ∈ A.(q1,q2) ∈ Ra. (Note that we can construct M A from A in
logarithmic space.)
Let A1 = (Q1,A,δ1,q01,F1) and A2 = (Q2,A,δ2,q02,F2) be two given DFAs. Then, the first-order
structure M A1⊕A2 can be constructed in logarithmic space. The DFA condition in Lemma 3.1, ∃q ∈
F ′.Reachable(q0,q)∧∀q′ ∈ Q1×Q2.Reachable(q,q′)→ Reachable(q′,q), can be written in FO(TC)
as ∃q.(F(q)∧R∗−(q0,q)∧∀q′.(R∗−(q,q′)→ R∗−(q′,q))), where R∗−2 is the reflective transitive closure
of R−. Thus, by NL = FO(TC) (Theorem 2.1), the p-equivalence problem for DFAs is in NL.
2. In the case of |A| = 1, the sentence written in FO(TC), ∃q.(F(q) ∧ R∗−(q0,q) ∧ ∀q′.(R∗−(q,q′) →
R∗−(q′,q))), is also written in FO(DTC) because R− is deterministic by that A1 ⊕A2 is also unary
DFA. Therefore, by L = FO(DTC) (Theorem 2.2), the p-equivalence problem for unary DFAs is in L.
3. Let A1 = (Q1,A,δ1,q01,F1) and A2 = (Q2,A,δ2,q02,F2) be two given NFAs. Then, we construct
a second-order structure from these NFAs. Let M A1⊕A2 = 〈Q1 ⊎Q2,{Ra}a∈A,R−,Q0,F ′〉 be the
second-order structure, where (1) Ra ⊆℘(Q1 ⊎Q2)2 is a binary second-order relation such that
(Q′,Q′′) ∈ Ra ⇐⇒ δ1(Q′ ∩Q1,a)∪ δ2(Q′ ∩Q2,a) = Q′′ for any a ∈ A; (2) R− ⊆℘(Q1 ⊎Q2)2 is
a binary second-order relation such that (Q′,Q′′) ∈ R− ⇐⇒ ∃a.(Q′,Q′′) ∈ Ra; (3) Q0 = {q01,q02}; and
(4) F ′ ⊆℘(Q1 ⊎Q2) is a unary second-order relation such that Q′ ∈ F ′ ⇐⇒ (∃q1 ∈ Q′ ∩Q1.q1 ∈
F1) xor (∃q2 ∈ Q′ ∩Q2.q2 ∈ F2). (Note that we can construct M A1⊕A2 from A1 and A2 in polyno-
mial space.) This structure corresponds to the xor automaton of the two DFAs given by powerset
construction of these NFAs.
Then, the DFA condition in Lemma 3.1 can be written in SO(TC) as ∃Q.(F(Q) ∧ R∗−(Q0,Q) ∧
∀Q′.(R∗−(Q,Q′)→ R∗−(Q′,Q))), where R∗− is the reflective transitive closure of R−. Therefore, by
PSPACE = SO(TC) (Theorem 2.3), the p-equivalence problem for NFAs is in PSPACE.
4. In this case, we give a coNP algorithm for the p-equivalence problem directly because it may be easier
than using Fagin’s Theorem [11].
Let A be the n×n adjacency matrix generated from a unary NFA A = ({1, . . . ,n},{0},δ ,1,F ). More
precisely, A is an adjacency matrix such that (1) (A)i, j = 1 if j ∈ δ (i,0), and (2) (A)i, j = 0 if j 6∈ δ (i,0).
It is immediate that 0n ∈ L(A ) if and only if there exists a number j ∈ F such that (An)1, j = 1. The
following algorithm (Algorithm 1) is based on the next lemma.
Lemma 4.1. For any unary NFAs, A1 and A2, L(A1) 6≃p L(A2) ⇐⇒ there exists n such that
1. 2|Q1|+|Q2| ≤ n < 21+|Q1|+|Q2|; and
2. 0n ∈ L(A1) △ L(A2).
2R∗−(q,q′) denotes TC(R−)(q,q′)∨q = q′.
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Proof. Note that L(A1)≃p L(A2) if and only if L(A1)≃ f L(A2) by that these NFAs are unary NFAs
and Proposition 3.1. Then, it is enough to prove that L(A1) △ L(A2) is a infinite set if and only
if there exists n such that (1) 2|Q1|+|Q2| ≤ n < 21+|Q1|+|Q2|; and (2) 0n ∈ L(A1) △ L(A2). Let vk =
(Ak1 ·e1,Ak2 ·e1), where A1 and A2 are the adjacency matrices generated from A1 and A2, respectively;
and e1 is the unit vector (1,0, . . . ,0). It is immediate that, for any k ≥ 2|Q1|+|Q2|, vk occurs infinitely in
the sequence {vk}∞k=0 because the number of the pattern of vk is at most 2|Q1|+|Q2|. Moreover, for any
v occurring infinitely in the sequence {vk}∞k=0, there exists k′ such that 2|Q1|+|Q2| ≤ k′ < 2×2|Q1|+|Q2|
and v = vk′ because the period of the sequence {vk}∞k=0 is at most 2|Q1|+|Q2|. Hence, this Lemma is
proved.
Then, we give an algorithm (Algorithm 1) to search a number n such that satisfies the condition 1 and
the condition 2 in Lemma 4.1. Nondeterministically “guess” the binary representation of n, and test
whether there is a path in the adjacency matrix of A1 and A2 of length n to accepting states. This idea
is based on [15, Theorem 6.1] that states that the equivalence problem for unary NFAs is in coNP. The
algorithm runs in nondeterministically polynomial time.
Algorithm 1 p-equivalence Problem for unary NFA
Ensure: L(A1)≃p L(A2)? (True or False)
(A′1,A′2)⇐ (A1,A2), where A1 and A2 are the adjacency matrices generated from two unary NFAs, A1
and A2, respectively.
d ⇐ 1
while d < 1+ |Q1|+ |Q2| do
(A′1,A′2)⇐ (A′1×A′1,A′2×A′2) or (A′1,A′2)⇐ (A′1×A′1×A1,A′2×A′2×A2) (nondeterministically)
d ⇐ d+1
end while
if (∃ j.(A′1)1, j = 1) xor (∃ j.(A′2)1, j = 1) then
return False
else
return True
end if
In Algorithm 1, if any process in the algorithm returns True, it is shown that L(A1) ≃p L(A2). Oth-
erwise (i.e., if there exists a process such that returns False), it is shown that L(A1) 6≃p L(A2).
Therefore, the p-equivalence problem for unary NFAs is in coNP.
4.1 Some generalized equivalence problems
We conclude this section with a result for some generalized equivalence problems.
Corollary 4.1. Let x-equivalence problem be an equivalence problem satisfying that the x-equivalence
problem for DFAs is logarithmic space reducible to the Φx-model-checking problem (i.e, the problem to
decide whether M satisfies Φx for a given model M , where Φx is a first-order sentence with transitive
closure). Then,
1. The x-equivalence problem for DFAs is in NL.
2. The x-equivalence problem for unary DFAs is in L.
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3. The x-equivalence problem for NFAs is in PSPACE.
For example, f -equivalence [2, 3] and E-equivalence [8] satisfy the condition of x-equivalence,
where E is a finite set. The DFA conditions of these equivalences can be easily written in a first-order
sentence with transitive closure.
5 The computational complexity lower bounds of p-equivalence problems
In this section, we show the computational complexity lower bounds of p-equivalence problems.
Theorem 5.1.
1. The p-equivalence problem for DFAs is NL-hard.
2. The p-equivalence problem for unary REGs is coNP-hard.
3. The p-equivalence problem for REGs is PSPACE-hard.
Proof. 1. We reduce the GAP (Graph Accessibility Problem) to these problems, where GAP = {G |
is an n×n adjacency matrix that has a path from node 1 to node n}. (This proof is based on [12, The-
orem 26].) Note that GAP is NL-hard [12]. We define the DFA AG = ({−1,1, . . . ,n},{1, . . . ,n},δ ,1,
{n}), where (1) δ (i, j) = j if (i, j) is an edge of G and 1≤ i < n; (2) δ (n, j) = n; and (3) δ (i, j) =−1
for all other values of i, j. In this reduction, once you visit at n, you will not get out from n. Then,
it is immediate that G ∈ GAP ⇐⇒ L(AG) 6≃p /0 and note that this reduction is in logarithmic space.
Hence, the p-equivalence problem for DFAs is coNL-hard. By NL = coNL [10, 23], the p-equivalence
problem is also NL-hard.
2. This part can be solved by the same reduction as [15, Theorem 6.1]. This is a reduction from the
complement of the equivalence problem to 3-SAT. Note that 3-SAT is a well-known NP-hard problem
[7]. Let the regular expression E and the k-th prime number pk be the same as [15, Theorem 6.1].
Intuitively, a string 0i corresponds to an assignment in 3-SAT whose k th variable is True[False] if and
only if i ≡ 1[0](mod pk) and E corresponds to a given formula. 0i 6∈ L(E) means that the assignment
corresponding to 0i satisfies the formula corresponding to E .
Then, we can easily show that L(E) = A∗ ⇐⇒ L(E)≃ f A∗ because, for any two numbers, i1 and i2,
such that i1 ≡ i2(mod ∏nk=1 pk), 0i1 ∈ L(E) ⇐⇒ 0i2 ∈ L(E) holds. Therefore, by Proposition 3.1,
L(E) = A∗ ⇐⇒ L(E)≃p A∗. Hence, the p-equivalence problem for unary REGs is coNP-hard.
3. It is enough to prove that the p-equivalence problem for REGs is NLINSPACE-hard because a lan-
guage that is CSL-hard (i.e, NLINSPACE-hard) is also PSPACE-hard [9, Lemma 1.10.(1)]. The
reduction of this proof is based on [9, Proposition 2.4], which is about that the equivalence problem
for REGs is PSPACE-hard. Intuitively, in these two reductions, a regular expression αsM corresponds
to a given nondeterministic linear-space bounded Turing machine M and a given input string s and a
string s′ 6∈ L(αsM) corresponds to an accepting sequence of M on input s.
Let M =(Q,AM,δ ,q0,qa) be a nondeterministic linear-space bounded Turing machine and s= a1 . . .an
be an input string, where (1) Q is a finite set of states; (2) AM is a finite alphabet, where AM always
contains the blank symbol  ; (3) δ : Q×AM →℘(Q×AM×{L,R}) is a transition function; (4) q0 ∈Q
is the initial state; and (5) qa ∈Q is the acceptance state. We also require that once the machine enters
its acceptance states, it never leaves it. M accepts an input s if the machine can reach an acceptance
state qa from the initial configuration (i.e, the header is at the leftmost position, the state is q0, and the
tape is a1 . . .an) by finitely transitions. Then, we construct the REG αsM = α1∪α2∪α3 as follows3;
3A finite set {s1, . . . ,sn} denotes the regular expression s1∪·· ·∪ sn and A\c denotes A\{c}.
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(a) A = {#}∪AM ∪ (Q×AM),
(b) (input error) α1 = ((A\#)∪#((A\ (q0,a1))∪ (q0,a1)((A\a2)∪a2((A\a3)∪a3(. . . )))))A∗,
(c) (acceptance error) α2 = (A\ (
⋃
{qa}×AM))∗,
(d) transition error) α3 =
⋃
c1,c2,c3∈A(A\ (
⋃
{qa}×AM))∗c1c2c3An−2(A3 \ fM(c1,c2,c3))A∗, and
(e) fM : A3 →℘(A3) is the transition function for M. Formally, each fM(c1,c2,c3) is the smallest
set that satisfies the following conditions:
(i.) If c1 = (q,a1), c2 = a2, and (q′,a′1,R) ∈ δ (q,a1), then (a′1,(q′,a2),c3) ∈ fM(c1,c2,c3);
(ii.) If c1 = (q,a1) and (q′,a′1,L) ∈ δ (q,a1), then (a′1,c2,c3) ∈ fM(c1,c2,c3);
(iii.) If c2 = (q,a2), c3 = a3, and (q′,a′2,R) ∈ δ (q,a2), then (c1,a′2,(q′,a3)) ∈ fM(c1,c2,c3);
(iv.) If c2 = (q,a2), c1 = a1, and (q′,a′2,L) ∈ δ (q,a2), then ((q′,a1),a′2,c3) ∈ fM(c1,c2,c3);
(v.) If c3 = (q,a3), c2 = a2, and (q′,a′3,L) ∈ δ (q,a3), then (c1,(q′,a2),a′3) ∈ fM(c1,c2,c3);
(vi.) If c3 = (q,a3) and (q′,a′3,R) ∈ δ (q,a3), then (c1,c2,a′3) ∈ fM(c1,c2,c3);
(vii.) If c1 = a1, c2 = a2, and c3 = a3, then (c1,c2,c3) ∈ fM(c1,c2,c3).
Note that the regular expression αsM can be constructed in polynomial time. Then, we prove the next
Lemma. This Lemma gives a relationship between L(αsM) and acceptance runs of M on the input s.
Lemma 5.1. For any regular expression αsM constructed in the above manner and for any string s′,
s′ 6∈ L(αsM) if and only if s′ is in the form of
#(q0,a01) . . .a0n# . . .#ai1 . . . (qi,aiki) . . .a
i
n# . . .#am1 . . .(qm,amkm)cm+1 . . .cl
, where (a) s = a01 . . .a0n; (b) q0 is the initial state in M; (c) qm is the acceptance state in M; and
(d) for each i (1 ≤ i < m), #ai1 . . . (qi,aiki) . . .ain denotes the i th configuration (i.e., in step i, each j-th
(1≤ j≤ n) character is aij, the state is qi, and the header is at the ki-th position) and this configuration
is obtained from the i−1 th configuration by a transition.
Proof.
(only if) (a) and (b) are followed by (input error); (c) (i.e., qa occurs in s′) is followed by (acceptance
error); (d) is followed by (transition error).
(if) First, s′ 6∈ L(α1) is followed by that s′ is form of #(q0,a01) · · ·a0n · · · . Second, s′ 6∈ L(α2) is followed
by that qa occurs in s′. Third, s′ 6∈ L(α3) is followed by that s′ represents valid configurations
until qa does not occur in s′. Therefore, s′ 6∈ L(αsM).
It is immediate that any s′ satisfying the conditions in Lemma 5.1 corresponds to an acceptance run
of M on the input s; and, for any acceptance run of M on the input s, there exists a string s′ such that
satisfies the conditions in Lemma 5.1. Then, we can prove the next Lemma.
Lemma 5.2. For any nondeterministic linear-space bounded Turing machine M and for any string s,
the following three conditions are equivalent.
(a) M does not accept the input s.
(b) L(αsM) = A∗.
(c) L(αsM)≃p A∗.
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Proof. (a) ⇔ (b) is followed by Lemma 5.1 and the above consideration. (b) ⇒ (c) is easily followed
by =⊆≃p. We only prove (c) ⇒ (b). We prove the contraposition.
When L(αsM) 6= A∗, let s′ be a string not in L(αsM). It is immediate that, for any string s′′, s′s′′ is also
in the form of #(q0,a01) . . .a0n# . . .#ai1 . . . (qi,aiki) . . .a
i
n# . . .#am1 . . . (qm,amkm)cm+1 . . .cl . (Note that any
string matches cm+1 . . .cl .)
Therefore, µn′(L(αsM)) ≤ 1− 1|A||s′ | and µn′(L(α
s
M) △ A∗) = 1− µn′(L(αsM)) ≥ 1− (1− 1|A||s′ | ) =
1
|A||s′ |
hold, where n′ ≥ |s′|. Hence, by µn′(L(αsM) △ A∗) 6= 0, L(αsM) 6≃p A∗.
Thus, we can reduce the membership problem for nondeterministic linear-space bounded Turing ma-
chine to the p-equivalence problem for REGs. Therefore, the p-equivalence problem for REGs is
PSPACE-hard.
Remark. The principal difference between this reduction and the reduction of [9, Proposition 2.4] is only
(transition error). By this modification, L(α)≃p A∗ ⇐⇒ L(α) = A∗ holds.
The next theorem is obtained from Theorem 4.1 and Theorem 5.1.
Theorem 5.2.
1. The p-equivalence problem for DFAs is NL-complete.
2. The p-equivalence problem for unary DFAs is in L.
3. The p-equivalence problems for NFAs and REGs are PSPACE-complete.
4. The p-equivalence problems for unary NFAs and unary REGs are coNP-complete.
Proof. We can transform any regular expression α into an NFA Aα such that L(α) = L(Aα) in poly-
nomial time (e.g., Thompson’s construction [25, 18]). For example, it is an easy consequence that the
p-equivalence problem for REGs is in PSPACE by the construction and Theorem 4.1. It is also an easy
consequence that the p-equivalence problem for NFAs is PSPACE-hard by the construction and Theorem
5.1.
5.1 Some generalized equivalence problems
We conclude this section with a result for some generalized equivalence problems.
Corollary 5.1. Let x-equivalence problem be an equivalence problem satisfying that = ⊆ ≃x ⊆ ≃p.
Then,
(1) The x-equivalence problems for REGs and NFAs are PSPACE-hard.
(2) The x-equivalence problem for DFAs is NL-hard.
(3) The x-equivalence problems for unary REGs and unary NFAs are coNP-hard.
Proof. We first show that L(αsM)≃x A∗ ⇐⇒ L(αsM)≃p A∗.
(⇒) It is followed by that ≃x ⊆≃p.
(⇐) By L(αsM) = A∗ ⇐⇒ L(αsM)≃p A∗ (Lemma 5.2), L(αsM) = A∗. Then, L(α)≃x A∗ is followed by
=⊆≃x.
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Therefore, we can reduce the membership problem for nondeterministic linear-space bounded Turing
machine to the x-equivalence problem for REGs by using the same reduction in Theorem 5.1. Hence, (1)
is proved.
(2) and (3) are also proved in the same way as (1). (2) is followed by that L(AG) 6≃p /0 ⇐⇒ L(AG) 6=
/0 is described in Theorem 5.1. (3) is followed by that L(E) ≃p A∗ ⇐⇒ L(E) = A∗ is described in
Theorem 5.1.
Moreover, the next corollary is obtained from Corollary 4.1 and Corollary 5.1
Corollary 5.2. Let x-equivalence problem be an equivalence problem satisfying that (1) the x-equivalence
problem for DFAs is logarithmic space reducible to the Φx-model-checking problem; and (2) =⊆≃x ⊆
≃p. Then,
(1) The x-equivalence problems for REGs and NFAs are PSPACE-complete.
(2) The x-equivalence problem for DFAs is NL-complete.
For example, f -equivalence and E-equivalence satisfy the condition of x-equivalence, where E is a
finite set. Hence, for any finite set E , the E-equivalence problem for NFAs [8] is also PSPACE-complete,
whereas E is fixed.
6 The computational complexities of zero-one law
We define the zero-one problem as the problem to decide whether a given language L obeys zero-one law
[20] (i.e., µ(L) = 0 or µ(L) = 1). (In terms of time complexity, the zero-one problem for DFA is O(|A|n)
[20], where |A| is the size of alphabet and n is the number of states.)
In this section, we show that the zero-one problem and the p-equivalence problem are the same in
terms of the computational complexities.
Corollary 6.1.
1. The zero-one problem for REG and NFA are PSPACE-complete.
2. The zero-one problem for DFA is NL-complete.
3. The zero-one problem for unary REG and unary NFA are coNP-complete.
4. The zero-one problem for unary DFA is in L.
Proof. First, each zero-one problem can be solved by two p-equivalence problems as L ≃p /0∨ L ≃p
A∗. Therefore, the zero-one problems are not harder than p-equivalence problems. For example, if
p-equivalence problem for REGs is in PSPACE, then zero-one problem for REG is also in PSPACE.
It is also proved that the computational hardness of the zero-one problems are given in the almost
same way as the computational hardness for the p-equivalence problems as follows.
REG and NFA In Theorem 5.1, for any regular expression αsM constructed from M and s, L(αsM) 6≃p /0 is
easily followed by that L(##A∗)⊆ L(αsM). Therefore, L(αsM) has zero-one law ⇐⇒ L(αsM)≃p A∗.
DFA In Theorem 5.1, we intentionally create a path to 0 by a new character e. More precisely, we
define the DFA AG = ({0,1, . . . ,n},{e,1, . . . ,n},δ ,1,{n}), where (1) if i 6= n, then δ (i,e) = 0;
(2) if i = n, then δ (i,e) = n; and (3) otherwise, δ (i, j) is the same as δ (i, j) in Theorem 5.1. Then,
L(AG) 6≃p A∗ is easily followed by that, for any string s ∈ L(eA∗), s 6∈ L(AG). Therefore, L(AG)
has zero-one law ⇐⇒ L(AG)≃p /0.
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unary REG and unary NFA We can use the reduction in [15, Theorem 6.1]. In [15, Theorem 6.1.], E
is always an infinite set. Therefore, L(E) 6≃ f /0. By Lemma 4.1, L(E) 6≃p /0. Hence, E has zero-one
law ⇐⇒ L(E)≃p A∗.
7 Conclusion and Future Work
We have got the following results (Table 1). In regular languages, the p-equivalence problems and the
(fully) equivalence problems are the same in terms of the computational complexities. Moreover, we
have got the same complexity computational results for some generalized equivalence problems.
One of the possible future works is to study about p-equivalence for more complex language classes
(e.g., context free languages). In connection with almost-equivalence, it is also interesting to characterize
hyper-minimization based on p-equivalence like [3, Theorem 3.4].
unary alphabet (|A|= 1) general case
REG DFA NFA REG DFA NFA
equivalence coNP-c in L coNP-c PSPACE-c NL-c PSPACE-c
[15] [12] [15] [15] [12] [15]
p-equivalence coNP-c in L coNP-c PSPACE-c NL-c PSPACE-c
(Th.5.2) (Th.4.1) (Th.5.2) (Th.5.2) (Th.5.2) (Th.5.2)
zero-one coNP-c in L coNP-c PSPACE-c NL-c PSPACE-c
(Cor.6.1) (Cor.6.1) (Cor.6.1) (Cor.6.1) (Cor.6.1) (Cor.6.1)
Table 1: The computational complexities of some problems for regular languages
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