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UNRECTIFIABLE NORMAL CURRENTS IN EUCLIDEAN
SPACES
ANDREA SCHIOPPA
Abstract. We construct in Rk+2 a k-dimensional simple normal current
whose support is purely 2-unrectifiable. The result is sharp because the sup-
port of a normal current cannot be purely 1-unrectifiable and a (k + 1)-
dimensional normal current can be represented as an integral of (k + 1)-
rectifiable currents. This gives a negative answer to the (revised version) of a
question of Frank Morgan (1984).
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1. Introduction
1.1. Results. This paper is a continuation of [Sch15] to which we refer for more
background and notation. The main motivation behind [Sch15] was to provide new
examples of Ambrosio-Kirchheimmetric currents [AK00a] and to prove that higher-
dimensional analogues of some results in [Sch16a, Sch14] do not hold. Specifically, in
[Sch16a] it was shown that in metric measure spaces vector fields can be concretely
described as a superposition of partial derivative operators associated with curve
fragments. In particular, the background measure µ appearing in the definition of
vector fields (see for example Subsec. 2.1 in [Sch15] about Weaver derivations) has
to admit Alberti representations or, more precisely, has to be 1-rectifiably rep-
resentable; this means that µ can be represented as an integral of 1-dimensional
Hausdorff measures associated with curve fragments γ: µ =
∫
H
1 γdQ(γ). In the
case in which a higher order representation exists, i.e. µ =
∫
H
k σdQ(σ) where
σ is a k-rectifiable compact set (see [AK00b] for the theory of rectifiable sets in
metric spaces) we will say that µ is k-rectifiably representable.
In [Sch14] it was later shown that 1-dimensional metric currents admitted an in-
tegral representation in terms of 1-rectifiable metric currents T =
∫
[[γ]] dQ(γ) ([[γ]]
being the current associated to an oriented fragment) and that k-dimensional met-
ric currents could be canonically associated to k-dimensional vector fields obtaining
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a parallel between the metric theory of Ambrosio-Kirchheim [AK00a] and the clas-
sical theory of Federer and Fleming [Fed69, Ch. 4]. A natural question we had at
the time was whether a 2-dimensional metric current T could be represented as an
integral of 2-rectifiable currents T =
∫
[[σ]] dQ(σ). Some specific examples of non-
simple (i.e. the associated vector fields are not simple) 2-dimensional currents with
2-purely unrectifiable supports had been obtained by Marshall Williams [Wil12] in
Carnot groups. In [Sch15] we obtained a general negative answer constructing for
each k a simple k-dimensional normal metric current whose support is purely 2-
unrectifiable. Unfortunately, those currents could not be constructed in Euclidean
spaces. In this paper we complete the treatment by:
Construction 1.1. In Rk+2 there is a k-dimensional normal current whose support
is purely 2-unrectifiable.
Note that our normal currents are also classical normal currents, thus providing
examples of normal currents which live on 2-unrectifiable subsets.
1.2. Relation to previous work. Even though I came across this problem while
finishing my dissertation in 2014, I later found that other researchers had previ-
ously considered it. I learned from Giovanni Alberti that he had considered also
this problem, and later found out the following question of Frank Morgan [mor86,
Problem 3.8, pg. 446]:
(Q-Morgan): Question of Frank Morgan. “Can every normal current in Rs
be decomposed as a convex integral combination of integral currents? In
codimension one the answer is yes if ∂T = 0, see [Fed69, # 4.5.9(13)]”. (In
my own words): Is a k-dimensional normal current T in Rs representable
as an integral
∫
[[σ]] dQ(σ) of k-integral currents enforcing the mass con-
straint (here is what “convex” probably means) ‖T ‖ = ∫ ‖[[σ]]‖ dQ(σ)?
Here ‖T ‖ denotes the mass measure of T .
The answer to (Q-Morgan) for k = 1 is positive by the beautiful work of Stanislav
Smirnov [Smi93], and recently we have learned from Alberti and Massacesi that
this is also the case for k = s − 1 as a consequence of the coarea formula for BV
functions [Mas14, AFP00]: essentially they find a “good filling” for the boundary of
the normal current to reduce the problem to the case ∂T = 0 sketched by Morgan.
In general the answer to (Q-Morgan) is negative: Zworski [Zwo88] gives as
counterexample T = ξHs where ξ is a suitable non-involutive k-field (a small
gap in his argument is pointed out and fixed in [Mas14, Chap. 2]). However, these
examples are still representable as integrals of integral currents if one drops the mass
constraint, and if one wants to keep the mass constraint, one can use a remarkable
Theorem of Alberti [Alb91] to obtain an integral decomposition into rectifiable
currents by finding rectifiable sets tangent to the non-involutive distribution. This
suggests the following revised version of (Q-Morgan):
(Q-MorganRev): Is a k-dimensional normal current T in Rs representable
as an integral
∫
[[σ]] dQ(σ) of k-rectifiable currents without necessarily sat-
isfying the mass constraint?
Our result answers (Q-MorganRev) in the negative for all k ≤ s− 2: the support
of a k-current does not need even to intersect a 2-rectifiable set in positive area.
Our work has also applications to the recent structure theory for measures
developed in [ACP10]. In particular, this answers the problem of whether mea-
sures that admit a k-tangent field (this essentially gives the directions along which
UNRECTIFIABLE NORMAL CURRENTS IN EUCLIDEAN SPACES 3
a Rademacher Theorem on the differentiability of Lipschitz functions holds) in
the sense of [ACP10] are k-rectifiably representable. Following [Sch14, DR16] we
rephrase the problem in the language of normal currents:
(Q-ACP): Question of Alberti, Cso¨rnyei and Preiss [ACP10, Sec. 2]. If µ
is a Radon measure on Rs and for 1 < k ≤ s there are k 1-dimensional
normal currents {Ni}ki=1 with µ ≪ ‖Ni‖ and such that at µ-a.e. point the
vector fields associated to the Ni are independent, is then µ k-rectifiably
representable?
For k = s (Q-ACP) has a positive answer by the recent work of de Philippis and
Rindler [DR16]. For s = 3 and k = 2 a negative result has been been announced
by Andras Mathe [Ma´t]. Our construction answers (Q-ACP) in the negative for
all k ∈ {2, · · · , s− 2}. It is likely that modifications to our approach can also yield
the negative answer for k = s − 1, but we do not pursue it further because it is
likely to follow also from the announced results of [Ma´t].
1.3. Organization. In the paper we follow the same approach in which we discov-
ered the result: there are the following 3-layers:
Layer 1: A 2-normal current in the Hilbert space l2 whose support is purely
2-unrectifiable.
Layer 2: A 2-normal current in R4 whose support is purely 2-unrectifiable.
Layer 3: A k-normal current in Rk+2 whose support is purely 2-unrectifiable.
Layer 1 (Sec. 2) is already non-trivial because the Hilbert space has the Radon-
Nikodym property, i.e. Lipschitz Hilbert-valued functions are differentiable a.e. It
is not hard to show that this implies that the examples in [Sch15] cannot be bi-
Lipschitz embedded in Hilbert space. However, we are able to find a topological
embedding of those examples which is Lipschitz; an examination of the construc-
tion allows to find a “rate of collapse” of the fibers of the double covers used in
[Sch15] which allows to prove 2-unrectifiability. Unfortunately, the Radon-Nikodym
property prevents the use of a simple blow-up argument as in [Sch15] and we must
resort to a quantitative estimate based on holonomy.
In Layer 2 (Sec 3) we pass from Hilbert space to R4 by resorting to kernel meth-
ods (see for example [MRT12, Ch. 5], [GBV93]) which are well-known in the SVMs
literature. Essentially the kernel trick allows to train an SVM on an∞-dimensional
implicit set of features even though the data set has (obviously) only features liv-
ing in a finite dimensional space. For example, in R4 we can fabricate something
like the Hilbert space l2 (countable sequences) using kernel functions. Unfortu-
nately, this approach destroys the approximate “self-similarity” of the construction
in Hilbert space making the details more technical and lengthy. In particular, we
must resort to curvilinear (1+ ε)-Lipschitz projections to resolve the fine structure
of the support of the current at a given scale.
In Layer 3 (Sec 4) we obtain the general case using a simple idea from [Sch15] (I
am indebted to Bruce Kleiner for it) which consists in destroying Lipschitz surfaces
which are graphs on any pair of coordinate axes.
1.4. Notational conventions. For notational conventions, background and ter-
minology we refer the reader to [Sch15, Sec. 2]. Here we use a more general notion
of weak* convergence for Lipschitz functions.
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Definition 1.2 (Weak* convergence for Lipschitz maps). Let {fn}n be a sequence
of Lipschitz maps fn : X → Y . We say that fn converges to a Lipschitz map
f : X → Y in the weak* sense (and write fn w*−−→ f) if fn → f pointwise and
supn L(fn) <∞, where L(fn) denotes the Lipschitz constant of fn.
Assume that the sets Xn ⊂ Z converge to the set X ⊂ Z in the Hausdorff
sense. For x ∈ X we say that {xn}n ⊂ Z with xn ∈ Xn represents x ∈ X if
xn → x. Let {fn}n be a sequence of Lipschitz maps fn : Xn → Y . We say that fn
converges to a Lipschitz map f : X → Y in the weak* sense (and write fn w*−−→ f)
if supn L(fn) <∞, and whenever {xn}n represents x, fn(xn)→ f(x).
Note that in the previous definition one may check, for each x, that fn(xn) →
f(x) just for one sequence {xn}n representing x, thanks to the uniform bound on
the Lipschitz constants of the functions fn.
Now assume also that the sets Yn ⊂ W converge to the set Y ⊂ W in the
Hausdorff sense. We say that a squence fn : Xn → Yn converges to a Lipschitz
map f : X → Y in the weak* sense (and write fn w*−−→ f) if supn L(fn) <∞, and
whenever {xn}n represents x, fn(xn) represents f(x).
In this paper there are only a couple of points where we use measured Gromov-
Hausdorff convergence. For background and notational conventions we refer to
[Sch16b, Subsec. 3.1]. However, here we always reduce to the classical case by
assuming that convergence takes place in a container Z: if (Xn, µn) converges to
(X,µ) in the measured Gromov-Hausdorff sense, we assume that Xn and X are
isometrically embedded in Z, and then that Xn → X in the Hausdorff sense and
µn → µ in the weak* sense for Radon measures (i.e. as functionals on continuous
functions defined on Z which are bounded and have bounded support).
Finally, we use the convention a ≃ b (or a ≈ b) to say that a/b, b/a ∈ [C−1, C]
where C is a universal constant; when we want to highlight C we write a ≃C b. We
similarly use notations like a . b and a &C b.
Acknowledgements. This work has been partially supported by by the “ETH
Zurich Postdoctoral Fellowship Program and the Marie Curie Actions for People
COFUND Program”.
2. 2-current in Hilbert space
Let {Xi}i denote the inverse system of square complexes in [Sch15, Sec. 4], denote
by X∞ the corresponding inverse limit, and for m ≤ n (n = ∞ being allowed) let
πn,m : Xn → Xm denote the corresponding 1-Lipschitz projection. We let δn ց 0
denote a sequence with
∑
n δn =∞ and
∑
n δ
2
n <∞: the precise form of δn will be
determined later.
We briefly recall how Xi+1 is obtained out of Xi. Let Sqi(Xi) denote the set
of squares of generation i of Xi, whose side length is li = 5
−i. To get Xi+1 one
subdivides each squareQ ∈ Sqi(Xi) and applies the following operation. The square
Q is subdivided into squares of generation i + 1; there are 52 such squares that,
up to idenfying Q with [0, 5]2, can be indexed by the location of their south-west
corner by pairs (j1, j2) ∈ {0, · · · , 4}2. These squares are grouped into three pieces:
• The central square Qc corresponding to (j1, j2) = (2, 2).
• The outer annulus Qo corresponding to the squares where either j1 ∈ {0, 4}
or j2 ∈ {0, 4}.
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• The middle annulus Qa consisting of the squares neither in Qc nor in Qo.
We make the simple observation H2(Qa) ≥ 825H2(Q) and replace Qa by a double
cover Q˜a, split the Lebesgue measure on Qa in half and glue Q˜a back to Qc and Qo
by collapsing the fibers of the cover on the boundary ∂Q˜a to match ∂Qc and the
inner component of ∂Qo. Let Q˜ denote the square-complex thus obtained.
Construction 2.1 (A map Ψ : Q˜ → R2 depending on a parameter δ). Fix δ > 0
small. Let Qˆa ⊂ Qa be the central annulus of the first subdivision of Qa consisting
of those squares in Sqi+2(Qa) which are at distance ≥ 5−i−2 from ∂Qa. We observe
that: H2(Qˆa) ≥ 35H2(Qa).
Choose a 1-cell σ in the 1-skeleton of Sqi+1(Qa) which joins the two components
of ∂Qa. Note that σ can be used to choose an “origin” of the angles for a polar
coordinate system (r, θ) on Qa. Formally, we identify Qa ≃ [0, 5−i−1]× S1 and on
Qa \ σ we have polar coordinates (r, θ) : Qa \ σ → [0, 5−i−1] × (0, 2π). Moreover,
the set Qˆa \ σ is determined by the condition r ∈ [5−i−2, 5−i−1 − 5−i−2].
Let π˜ : Q˜ → Q denote the double cover and note that on Σ = π˜−1(Qa \ σ)
we get a polar coordinate system (r, θ) : Σ → [0, 5−i−1] × [(0, 4π) \ {2π}], and
that the map π˜, in polar coordinates, assumes the form π˜(r, θ) = (r, θ mod 2π).
In particular, π˜−1(σ) divides Σ in two sheets: Σ+ where θ ∈ (2π, 4π), and Σ−
where θ ∈ (0, 2π). We let χ denote the characteristic function of Σ+; the following
observation is crucial in the following:
(ShSep): If p, q ∈ Σ, dQ˜(p, q) ≤ 5−i−3 and π˜(p) and π˜(q) are on opposite
sides of σ (i.e |θ(π˜(p))− θ(π˜(q))| ≥ π), then χ(p) 6= χ(q).
We now define two helper functions h1, h2 : [0, 4π]→ R:
h1(θ) =
δ
2π
(2π − |θ − 2π|) ,(2.2)
h2(θ) =


− δpi θ if θ ∈ [0, π],
−δ + δpi (θ − π) if θ ∈ [π, 3π],
δ − δpi (θ − 3π) if θ ∈ [3π, 4π].
(2.3)
Note that the global Lipschtiz constants of h1 and h2 are: L(h1) = δ/(2π) and
L(h2) = δ/π. One also has the lower bound:
(2.4) inf
θ∈[0,2pi]
[
(h1(θ)− h1(θ + 2π))2 + (h2(θ) − h2(θ + 2π))2
]1/2 ≥ δ
2
,
which is proven in three cases; case θ ∈ [0, π/2]: then h1(θ) ≤ δ/4 and h1(θ+2π) ≥
3δ/4; case θ ∈ [π/2, 3π/2]: then h2(θ) ∈ [−δ,−δ/2] and h2(θ + π) ∈ [δ/2, δ]; case
θ ∈ [3π/2, 2π]: then h1(θ) ≥ 3δ/4 and h1(θ + 2π) ≤ δ/4.
We now define the 5-Lipschitz cut-off function φ : [0, 5−i−1]→ R:
(2.5)
φ(r) =


5r if r ∈ [0, 5−i−2],
5−i−1 if r ∈ [5−i−2, 5−i−1 − 5−i−2],
5−i−1[1− 5i+2(r − 5−i−1 + 5−i−2)] if r ∈ [5−i−1 − 5−i−2, 5−i−1],
and note that ‖φ‖∞ ≤ 5−i−1.
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We now define Ψ using polar coordinates:
(2.6)
Ψ : Σ→ R2
(r, θ) 7→ (φ(r)h1(θ), φ(r)h2(θ)),
and find the unique continuous extension Ψ : Q˜→ R2 with Ψ = 0 on Qc ∪Qo. We
now collect the important properties of Ψ. First, if p1, p2 ∈ π˜−1(q) for q ∈ Qa \ σ
and |θ(p1)− θ(p2)| = π, then (2.4) implies:
(2.7) ‖Ψ(p1)−Ψ(p2)‖R2 ≥
δ
2
φ(r(p1)).
Second from the upper bound on φ we get:
(2.8) ‖Ψ‖R2 ≤ δ diamQ,
and third, from computing dΨ and using the standard Riemannian metric r2dθ2 +
dr2 on Σ, we estimate the global Lipschitz constant of Ψ:
(2.9) L(Ψ) ∈ [δ, 7δ].
In the following we let {ei}∞i=1 denote the standard orthonormal basis of l2.
Construction 2.10 (Construction of maps Fi : Xi → l2). The map F0 : X0 → l2
is just an isometric embedding of the square X0 in the plane e1 ⊕ e2. To get
F1 : X1 → l2 we modify F0 ◦ π1,0 by adding to it Ψδ1 ⊗ (e3 ⊕ e4): this notation
means that we take the map Ψ from Construction 2.1 with δ = δ1 and with Q˜ the
unique square {Q} = Sq0(X0), and then we identify the codomain of Ψ with the
plane e3 ⊕ e4. In particular note that:
‖F0 ◦ π1,0 − F1‖∞ . δ15−1(2.11)
L(F1) . (1 + δ
2
1)
1/2.(2.12)
For i ≥ 1, the map Fi+1 is defined by induction. We first have that ImFi is a
subset of the hyperplane of l2 spanned by the vectors {eα}1≤α≤2i+2; then for each
Q ∈ Sqi(Xi) we choose Ψδi,Q : Q˜ → R2 as in Construction 2.1 setting δ = δi+1,
and we then let:
(2.13) Fi+1 = Fi ◦ πi+1,i +
∑
Q∈Sqi(Xi)
Ψδi,Q ⊗ (e2i+3 ⊕ e2i+4).
As we have inserted the new contributions in a plane orthogonal to ImFi we con-
clude that:
(2.14) L(Fi+1) . (1 + δ
2
1 + · · ·+ δ2i )1/2,
and moreover:
(2.15) ‖Fi ◦ πi+1,i − Fi+1‖∞ . δi5−i−1.
Lemma 2.16 (Convergence of the maps Fi◦π∞,i). The pull-backs Fi◦π∞,i converge
uniformly to a map F∞ : X∞ → l2 whose Lipschitz constant satisfies:
(2.17) L(F∞) .
(
1 +
∑
i
δ2i
)1/2
.
UNRECTIFIABLE NORMAL CURRENTS IN EUCLIDEAN SPACES 7
Let Pi : l
2 → l2 denote the orthogonal projection of l2 onto the hyperplane spanned
by {e1, e2, · · · , e2i+1, e2i+2} and let i ≤ j where j = ∞ is admissible. Defining
Yj = Fj(Xj) we have a commutative diagram:
(2.18)
Xj Yj
Xi Yi
//
Fj
//
Fi

πj,i

Pi
Proof. By (2.15) the Fi ◦ πi+1,i converge uniformly and the limit map F∞ satisfies
the Lipschitz bound (2.17) as (2.14) implies a uniform bound on the Lipschitz con-
stants of the {Fi}i. When j <∞ the commutativity of the diagram (2.18) follows
from the definition of the maps {Fi}i; for j = ∞ one passes the commutativity to
the limit. 
In the following we letN∞ be the 2-normal current canonically associated toX∞:
details and the precise definition of N∞ are in [Sch15, Sec. 3]. Recall also that, even
though N∞ is a metric current, the calculus on X∞ is similar to the classical one in
R2, and N∞ admits a “classical” 2-vector-field representation: N∞ = ∂x∧∂y dµX∞ .
Lemma 2.19 (Existence and nontriviality of the 2-current). The push-forward
F∞#N∞ is a nontrivial 2-normal current in l
2 supported on Y∞.
Proof. As F∞ is Lipschitz (actually it is a Lipschitz embedding, but not biLipschitz
as the biLipschitz constants of the Fi degrade as i ր ∞), we only have to show
that F∞#N∞ is nontrivial. Let x, y denote the standard “coordinate” functions on
e1 ⊕ e2, and assume that Y0 is normalized to be a unit square in that plane. Using
the commutativity of the diagram (2.18) for j =∞ and i = 0 we get:
(2.20) P0#F∞#N∞(dx ∧ dy) = (F0 ◦ π∞,0)#N∞(dx ∧ dy) = F0#N0(dx ∧ dy) = 1,
where N0 denotes the current associated to X0, i.e. the anticlockwise-oriented unit
square with the Lebesgue measure. 
Theorem 2.21 (2-unrectifiability of Y∞). Y∞ is purely 2-unrectifiable in the sense
that whenever K ⊂ R2 is compact and Φ : K → l2 is Lipschitz, H2(Φ−1(Y∞)∩K) =
0.
Proof. We will argue by contradiction assuming that K ⊂ Φ−1(Y∞) and that
H
2(K) > 0.
Step 1: Reduction to the case in which Φ is a graph over Y0.
Let Φn = Pn ◦ Φ and, using the Radon-Nikodym property of l2, note that at
each point p ∈ K of differentiability of Φ one has that each Φn is also differentiable
at p and that:
(2.22) lim
n→∞
dΦn(p) = dΦ(p),
where the limit is in the norm-topology of linear maps R2 → l2. Following the
notation of [AK00b, Sec. 4&5], we let J2 denote the Jacobian appearing in the area
formula; by dominated convergence we then have:
(2.23) lim
n→∞
∫
K
χEJ2(dΦn) dH
2 =
∫
K
χEJ2(dΦ) dH
2
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whenever E ⊂ K is a Borel set.
We now consider the Borel set E ⊂ K consisting of those points which are
Lebesgue density points of the set of points where Φ is differentiable and where
dΦ0 has rank < 2, and our goal is to show that:
(2.24) H2(ImΦ ∩ P−10 (Φ0(E))) = 0.
Note that the area formula [AK00b, Thm. 5.1] gives H2(Φ0(E)∩Y0) = 0. For each
n ≥ 1, using the square complex structure of {Xi}i≤n, the set Yn can be partitioned
into finitely many closed sets {Sα}α such that each restriction P0|Sα : Sα → P0(Sα)
is biLipschitz, thus giving:
(2.25) H2(Φn(E) ∩ Yn) = 0.
In particular, the area formula implies that:
(2.26)
∫
K
χEJ2(dΦn) dH
2 = 0.
Therefore, by (2.24) we conclude that:
(2.27)
∫
K
χEJ2(dΦ) dH
2 = 0
and then (2.24) follows from the area formula.
Therefore by (2.24) we can assume that dΦ0 has full rank 2 on the set of Lebesgue
density points of the set of differentiability points of Φ. Using [Kir94, Thm. 9],
which is essentially a Lipschitz version of the Inverse Function Theorem, up to
further partitioning K and throwing away a set of null measure, we can assume
that Φ is C-biLipschitz and that Φ0 ◦ Φ = IdΦ0(K). In particular, we can assume
that K ⊂ Y0 and that Φ0 is just the identity map.
Step 2: Existence of square holes at scale 5−n.
Note that the square-complex structure of Xn induces a square-complex struc-
ture on Yn via the homeomorphism Fn; in the following for i ≥ n we will implicitly
identify Sqi(Yn) with Sqi(Xn).
Fix now n and a square Q ∈ Sqn−1(Y0). Let Qˆa and σ be as in Construction 2.1
and recall that Qˆa consists of squares of Sqn+2(Y0).
We now fix a small parameter c to be determined later in function of the bi-
Lipschitz constant C of Φ and the Lipschitz constant of F∞. Let
(2.28) in = ⌈− log5(5−n−2cδn)⌉
and partition Qˆa into ≈ 5in−n annuli consisting of squares of Sqin(Y0). We consider
one such an annulus A. Our goal is to show that K has to miss the interior of one
of the squares in A.
We first order the squares {Rα}1≤α≤t of A anticlockwise so that Rα+1 follows
Rα, and R1 follows Rt, and R1 and Rt meet along a subsegment of σ. Assume that
K intersects each Int(Rα) and let pα ∈ K ∩ Int(Rα).
We first show that for 0 ≤ j ≤ n the points Φj(pα) and Φj(p(α+1) mod t) belong
to the same square of Sqj(Yj). In the following we use β to denote α or (α + 1)
mod t and we will just write α+ 1 for (α+ 1) mod t.
For j = 0 by construction Φ0(pα) and Φ0(pα+1) belong to the same square of
Sq0(Y0), and for j ≥ 1 we assume by induction that Φj−1(pα), Φj−1(pα+1) belong to
the same Q
(j−1)
j−1 ∈ Sqj−1(Yj−1). Let Q(j)j,β ∈ Sqj(Yj) denote the square containing
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Φj(pβ) and assume by contradiction that Q
(j)
j,α 6= Q(j)j,α+1. In the following we
will use the decorators a, o, c andˆas in Construction 2.1: for example Qˆ
(j−1)
j−1,a is
obtained as Qˆa if we let Q = Q
(j−1)
j−1 . In particular, as Q
(j)
j,α 6= Q(j)j,α+1 we must have
Pj−1(Q
(j)
j,β) ⊂ Q(j−1)j−1,a. Let now Q(0)in,β ∈ Sqin(Q
(0)
n−1) denote the square containing
pβ, let q
(0)
β be its center, set Q
(j)
in,β
= P−10 (Q
(0)
in,β
) ∩ Q(j)j,α and let q(j)β denote its
center.
As Φ is C-Lipschitz,
(2.29) d(Φj(pα),Φj(pα+1)) ≤ 4C × c5−nδn;
as Fj is L(F∞)-Lipschitz,
(2.30) d(q
(j)
β ,Φj(pβ)) ≤ 2L(F∞)× c5−nδn,
so that:
(2.31) d(q(j)α , q
(j)
α+1) ≤ 4(C + L(F∞)) × c5−nδn.
Let S
(j−1)
j−1 = F
−1
j−1(Q
(j−1)
j−1 ) and S
(j)
j,β = F
−1
j (Q
(j)
j,β); we must have S
(j)
j,α 6= S(j)j,α+1 and
πj−1(F
−1
j (q
(j)
β )) ∈ S(j−1)j−1,a . Note that F−1j (q(j)β ) must be at distance ≥ 5−n from
∂S
(j−1)
j−1,a if j ≤ n − 1 and at distance ≥ 5−n−3 if j = n (in this case we use that
pβ ∈ Qˆ(0)n,a), so that:
(2.32) φ(r(F−1j (q
(j)
β ))) ≥ 5−n−3.
As F−1j (q
(j)
α ) 6= F−1j (q(j)α+1), they belong to different sheets of the double cover, and
as πj−1(S
(j)
j,α) and πj−1(S
(j)
j,α+1) are adjacent, we let qˆ
(j)
α be the center of the square
of Sqin(Yj) adjacent to Q
(j)
in,α+1
and such that πj−1(F
−1
j (qˆ
(j)
α )) = πj−1(F
−1
j (q
(j)
α )).
We now have:
r(F−1j (q
(j)
α )) = r(F
−1
j (qˆ
(j)
α ))(2.33) ∣∣∣θ(F−1j (q(j)α ))− θ(F−1j (qˆ(j)α ))∣∣∣ = π,(2.34)
and invoking (2.7) we get:
(2.35) d(q(j)α , qˆ
(j)
α ) ≥
5−n−3
2
δj ≥ 5
−n−3
2
δn.
But as qˆ
(j)
α is the center of the square of Sqin(Yj) adjacent to Q
(j)
in,α+1
, from (2.31)
we get:
(2.36) d(q(j)α , qˆ
(j)
α ) ≤ 8(C + L(F∞))× c5−nδn.
Now, combining (2.36) and (2.35) and choosing c ≤ 10−6/(C + L(F∞)) we get a
contradiction and conclude that Q
(j)
j,α = Q
(j)
j,α+1.
A consequence of the previous discussion, specialized to j = n, is that Φn(p1) and
Φn(pt) belong to the same sheet of the double cover P
−1
n−1(Qˆ
(n−1)
n−1,a) ∩ Yn → Qˆ(n−1)n−1,a,
while the choice of c gives:
(2.37) d(F−1n (Φn(p1)), F
−1
n (Φn(pt))) ≤ 5−n−3,
which contradicts (ShSep).
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Let now RA denote the interior of the/a square of A that K misses. For each of
the ≈ 5in−n annuli we can find such a square and group them in a set Holes(Q(0)n−1),
and we have that:
(2.38) H2
(
Holes(Q
(0)
n−1)
)
≥ γδnH2(Q(0)n−1)
for a constant γ > 0 which does not depend on n or Q
(0)
n−1. We thus conclude that
(2.39) H2(K) ≤ H2

Y0 \ ⋃
Q
(0)
n−1∈Sqn−1(Y0)
Holes(Q
(0)
n−1)

 ≤ (1− γδn)H2(Y0).
Step 3: Cumulating the effects of holes and the choice of {δn}.
Let Q0 denote the unique square of Sq0(Y0). By Step 2 we have:
(2.40) H2(K) ≤ H2(Y0 \
⋃
Holes(Q0)) ≤ (1− γδ1)H2(Y0).
Now Holes(Q0) consists of squares of generation < k2 = 1+ ⌊G log(1/δ1)⌋ where G
is an appropriate constant which depends on c and C. As squares are nested, if we
apply Step 2 on each of the squares of Sqk2(Y0) which do not intersect the interior
of
⋃
Holes(Q0) we get:
(2.41) H2(K) ≤ (1− γδ1)(1− γδk2).
In general, we can reiterate, and get:
(2.42) H2(K) ≤
∏
j
(1− γδkj ),
where k1 = 1 and kj+1 = kj + ⌊G log(1/δi)⌋. If we had
(2.43)
∑
j
δkj =∞
we would finish obtaining the contradiction H2(K) = 0.
We show that (2.43) holds if δn =
1
10+n . For simplicity we assume that logarithms
are in base 10. We use the estimate:
(2.44)
10t+1∑
j=10t
1
j
≥ log 10
t+1 − log 10t
16
=
1
16
.
If ki ∈ (10t, 10t+1) then ki and ki+1 are separated by a distance ≤ 23(t+1). Hence
we have:
(2.45)
∑
10t≤ki<10t+1
δki ≥
1
42(t+ 1)
.
We thus have:
(2.46)
∑
j
δkj ≥ lim
T→∞
T∑
t=2
1
42(t+ 1)
=∞.

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3. 2-current in R4
In R4 we have both to construct the metric spaces Xn and the embeddings as
the construction cannot be self-similar.
Construction 3.1 (2-Normal current in R4). Step 1: Affine approximation
of Ψδ.
Let Q, Q˜, Ψδ, etc... be as in Construction 2.1. Thee maps h1, h2 and φ are
piecewise-affine, while θ and r, which are defined on Σ, are not so. However, by
taking iterated subdivisions of Q and Q˜, we can approximate θ and r by maps which
are affine on each square of Σ(N); letting N →∞ one can take the approximations
as close as one wants in the uniform topology while keeping the Lipschitz constants
bounded. Thus, there are an N ∈ N, independent of δ, and a piecewise-affine map
(3.2) Φδ : Q˜
(N) → R2
such that the corresponding of (2.7), (2.8) and (2.9) hold:
L(Φδ) ∈
[ δ
16
, 23δ
]
(3.3)
‖Φδ(p1)− Φδ(p2)‖R2 ≥
δ
3
φ(r(p1))(3.4)
‖Φδ‖R2 ≤ 2δ diamQ.(3.5)
Step 2: Construction of F1.
Let X0 = [0, 1]
2 and F0 : X0 → e1 ⊕ e2 ⊂ R4 be the standard isometric embed-
ding; X1 is obtained by applying to X0 Construction 2.1 as in the l
2-case and then
we let:
(3.6) F1 = F0 ◦ π1,0 +Φδ1 ⊗ (e3 ⊕ e4).
Note that we have bounds on the Lipschitz constant of F1:
(3.7) L(F1) ∈
[ (1 + δ21)1/2
16
, 23(1 + δ21)
1/2
]
and that because of (3.4) F1 is a topological embedding, being injective. Let Sq(X1)
denote the set of squares of X1 and let Y1 = F1(X1). As F1 is piecewise affine, each
Q ∈ Sq(X1) determines a unique affine 2-plane τ(Q) ⊂ R4 which contains F1(Q);
the corresponding unique 2-plane parallel to τ(Q) and passing through the origin
will be denoted by τ0(Q); we finally let:
Th(1) =
⋃
Q∈Sq(X1)
τ(Q)(3.8)
Th0(1) =
⋃
Q∈Sq(X1)
τ0(Q),(3.9)
and note that both sets are finite.
Step 3: The Radial Basis Neighbourhood.
For Q ∈ Sq(X1) we let πτ(Q) denote the orthogonal projection onto τ(Q) and
define the radial-basis function:
(3.10)
ϕQ(x) =
{
exp
(
− σ1dist(piτ(Q)(x),F1(∂Q))
)
× 46 diam(F1(Q)) if πτ(Q) ∈ Int(F1(Q))
0 otherwise,
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where σ1 > 0 is a parameter to be chosen later. We then define the radial basis
neighbourhood:
(3.11) RN(1) =
{
p ∈ R4 : there is a Q ∈ Sq(X1) : p = x+ y, x ∈ F1(Q),
y ⊥ τ(Q), and ‖y‖ ≤ ϕQ(x)
}
.
RN(1) is not a neighbourhood of Y1 as about each point of F1(∂Q) it has empty
interior; however, it is close to being a neighbourhood of Y1 as it contains a neigb-
hbourhood of:
(3.12)
⋃
Q∈Sq(X1)
Int(F1(Q)).
We define P1 : RN(1)→ Y1 by p = x + y 7→ x. Note that if σ1 is sufficiently large
P1 is well-defined (see Lemma 3.37), and that:
(Claim1): For each ε1 > 0 there is a σ1 > 0 such that P1 is (1+ε1)-Lipschitz.
Step 4: The adaptative subdivision of X1 and the construction of X2.
Let Sk1(X1) denote the 1-skeleton of X1 (i.e. the union of 1-and-0-dimensional
cells) and Sqk(X1) the set of squares obtained by subdividing the squares of Sq(X1)
k-times (i.e. we get 52k-isometric subsquares from each Q ∈ Sq(X1)). Let
(3.13) Sq∞(X1) =
⋃
k≥1
Sqk(X1);
we say thatQ ∈ Sq∞(X1) is adapted to RN(1) if the (23δ1 diamF1(Q))-neighborhood
of F1(Q) is contained in RN(1) and if, denoting by PAR(Q) ∈ Sq(X1) the unique
square containing Q, one has:
(3.14) max
x∈Q
dist(x, ∂Q) ≤ δ1max
x∈Q
dist(x, ∂PAR(Q)).
Now the set of adapted squares is partially ordered by inclusion and we let Sqad(X1)
denote the set of its maximal elements. Note that the elements of Sqad(X1) must
have pairwise disjoint interia and:
(3.15) X1 \ Sk1(X1) =
⋃
Q∈Sqad(X1)
Q.
We obtain X2 from X1 by applying Construction 2.1 to each Q ∈ Sqad(X1), and
subdividing the resulting squares N -times as in Step 1. Now X2 is not a square
complex, but it is almost so. First, X2 is the limit on an admissible inverse system
in the sense of Definition 3.1 in [Sch15]. As on X0 and X1 we considered the
canonical measures constructed in Section 2, we obtain a canonical measure µ2 on
X2 so that (X2, µ2) is a (1, 1)-PI space (see Theorem 3.8 in [Sch15]). As the metric
on X2 we will consider the length metric and we observe that X2 is doubling with
doubling constant ≤ 15. We also obtain a 1-Lipschitz map π2,1 : X2 → X1 as the
inverse limit system associated to X2 is built on top of X1. By Theorem 3.20 in
[Sch15] we obtain a 2-dimensional simple normal current N2 with ‖N2‖ = µ2 and
π2,1#N2 = N1, N1 being the canonical normal current associated to X1.
Second Sk1(X1) embedds isometrically in X2 and, away from Sk1(X1), X2 has
a square complex structure. In fact, each Q ∈ Sqad(X1) gives rise to at most
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10× 5N+7 squares in X2; we thus denote the set of such squares by Sq(X2) and let:
(3.16) Sk1(X2) = Sk1(X1) ∪
⋃
Q∈Sq(X2)
Sk1(Q).
Step 5: The construction of F2.
To get X2 we have applied to each Q ∈ Sqad(X1) Construction 2.1 and we have
further subdivided N -times the squares of the branched cover Q˜ → Q so that we
can define ΦQ,δ2 : Q˜ → R2 as in Step 1. However, we need a bit extra care to
get finitely many possibilities for the tangent space of Y2: this will be useful in the
proof of Lemma 3.37.
First, forQ1 6= Q2 ∈ Sqad(X1) the maps ΦQ1,δ2 and ΦQ2,δ2 can be taken to be the
same up to composition with translations and dilations. Second, eachQ ∈ Sqad(X1)
belongs to a unique parent PAR(Q) ∈ Sq(X1). As Th0(1) is finite, we can choose
a finite set of pairs {(e1,Q, e2,Q)}Q∈Sqad(X1) such that each pair (e1,Q, e2,Q) is an
orthonormal basis of the 2-plane orthogonal to τ0(PAR(Q)). We let:
(3.17) F2(x) = F1 ◦ π2,1(x) +
∑
Q∈Sqad(X1)
ΦQ,δ2(x) ⊗ (e1,Q ⊕ e2,Q),
and observe that by (3.4) F2 is a topological embedding. As X2 is a length space
and as ΦQ,δ2 adds a contribution to the gradient of F1 orthogonally to τ0(PAR(Q)),
we get:
(3.18) 16−1(1 + δ21 + δ
2
2)
1/2 ≤ L(F2) ≤ 23(1 + δ21 + δ22)1/2,
and we also have:
(3.19) ‖F1 ◦ π2,1 − F2‖∞ ≤ 56× 5−2δ2.
Let Y2 = F2(X2) and note that F2 is affine when restricted to each Q ∈ Sq(X2).
We let τ(F2(Q)) denote the affine 2-plane containing F2(Q) and τ0(F2(Q)) the
corresponding 2-plane passing through the origin. We finally let
Th(2) =
⋃
Q∈Sq(X2)
τ(Q)(3.20)
Th0(2) =
⋃
Q∈Sq(X2)
τ0(Q),(3.21)
and note that Th0(2) is finite by the choice of {(e1,Q, e2,Q)}Q∈Sqad(X1) (while Th(2)
is not finite). By construction we also have the commutative diagram:
(3.22)
X2 Y2
X1 Y1
X0 Y0
//F2
//F1
//
F0

π2,1

π1,0

P1

P0
Step 6: The general iteration.
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Assume we have constructed {Xk}k≤j , {RN(k)}k≤j−1 and {Fk}k≤j ; for Q ∈
Sq(Xj) we define the radial basis function:
(3.23)
ϕQ(x) =
{
exp
(
− σjdist(piτ(Q)(x),Fj(∂Q))
)
× 46 diam(Fj(Q)) if πτ(Q) ∈ Fj(Int(Q))
0 otherwise,
where σj > 0 is a parameter to be chosen later. We then define the radial basis
neighbourhood:
(3.24) RN(j) =
{
p ∈ R4 : there is a Q ∈ Sq(Xj) : p = x+ y, x ∈ Fj(Q),
y ⊥ τ(Q), and ‖y‖ ≤ ϕQ(x)
}
.
As for RN(1), RN(j) is not a neighbourhood of Yj but it is a neighbourhood of
(3.25)
⋃
Q∈Sq(Xj)
Int(Fj(Q)).
We define Pj : RN(j) → Yj by p = x + y 7→ x and will later show that if σj is
sufficiently large, Pj is well-defined (see Lemma 3.37), and that:
(Claim j): For each εj > 0 there is a σj > 0 such that Pj is (1+εj)-Lipschitz.
We then define as above:
(3.26) Sq∞(Xj) =
⋃
k≥1
Sqk(Xj);
we say thatQ ∈ Sq∞(Xj) is adapted to RN(j) if the (23δj diamFj(Q))-neighborhood
of Fj(Q) is contained in RN(j) and if, denoting by PAR(Q) ∈ Sq(X1) the unique
square containing Q, one has:
(3.27) max
x∈Q
dist(x, ∂Q) ≤ δj max
x∈Q
dist(x, ∂PAR(Q)).
As above we let Sqad(Xj) be the set of maximal adapted squares, which must then
have pairwise disjoint interia and satisfy:
(3.28) Xj \ Sk1(Xj) =
⋃
Q∈Sqad(Xj)
Q.
We obtain Xj+1 from Xj by applying Construction 2.1 to each Q ∈ Sqad(Xj) and
subdividing the obtained squares other N -times. As discussed above, Xj+1 is not
a square complex, but it is almost so. In fact, Xj+1 is the limit of an admissible
inverse system in the sense of Definition 3.1 of [Sch15]. We get a 1-Lipschitz map
πj+1,j : (Xj+1, µj+1)→ (Xj , µj) and Xj+1 is a doubling length space with doubling
constant ≤ 50 (the projection of a square of Sqad(Xj) contains at most 50 squares
of 1/5-the side length). As in Step 4 we find that to Xj+1 is canonically associated
a normal metric current Nj+1 with πj+1,j#Nj+1 = Nj and ‖Nj+1‖ = ‖Nj‖. We let
Sq(Xj+1) be the corresponding set of squares of Xj+1, which has a square-complex
structure away from:
(3.29) Sk1(Xj+1) =
⋃
k≤j
Sk1(Xj) ∪
⋃
Q∈Sq(Xj+1)
Sk1(Q);
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note also that:
(3.30) Xj+1 \
⋃
k≤j
Sk1(Xj) =
⋃
Q∈Sq(Xj+1)
Q.
To construct Fj+1 we proceed as for F2: for Q ∈ Sqad(Xj) we choose ΦQ,δj+1 : Q˜→
R2 such that for Q1 6= Q2 the maps ΦQ1,δj+1 and ΦQ2,δj+1 can be taken to differ
up to composition with translations and dilations. Secondly, each Q ∈ Sqad(Xj)
belongs to a unique parent PAR(Q) ∈ Sq(Xj) and Th0(j) is finite. Thus we can
choose a finite set of pairs {(e1,Q, e2,Q)}Q∈Sqad(Xj) such that each (e1,Q, e2,Q) is an
orthonormal basis of the orthogonal complement of τ0(PAR(Q)). We define:
(3.31) Fj+1(x) = Fj ◦ πj+1,j(x) +
∑
Q∈Sqad(Xj)
ΦQ,δj+1(x)⊗ (e1,Q ⊕ e2,Q),
and observe that by (3.4) Fj+1 is a topological embedding. As Xj+1 is a length
space and as ΦQ,δj+1 adds a contribution to the gradient of Fj orthogonally to
τ0(PAR(Q)), we get:
(3.32) 16−1(1 +
j+1∑
l=1
δ2l )
1/2 ≤ L(Fj+1) ≤ 23(1 +
j+1∑
l=1
δ2l )
1/2,
and we also have:
(3.33) ‖Fj ◦ πj+1,j − Fj+1‖∞ ≤ 56× 5−jδj+1.
Let Yj+1 = Fj+1(Xj+1) and note that Fj+1 is affine when restricted to each
Q ∈ Sq(Xj+1); as in Step 5 we define τ(Fj+1(Q)), τ0(Fj+1(Q)), Th(j + 1) and
Th0(j + 1), and observe that Th0(j + 1) is finite.
Finally for j ≤ k one has the following commutative diagrams:
(3.34)
Xj+1 Yj+1
Xk Yk
//
Fj+1
//Fk

πj+1,k

Pk ◦ Pk−1 ◦ · · · ◦ Pj
Lemma 3.35 (Convergence of the spaces and currents). The metric measure spaces
(Xn, µn) converge in the mGH-sense to (X∞, µ∞); having arranged convergence in
a container, the normal currents Nn converge weakly to a normal current N∞
supported in X∞ with ‖N∞‖ = µ∞; the maps πn,i : Xn → Xi also converge to
1-Lipschitz maps π∞,i : X∞ → Xi as n ր ∞ and, for each pair l < i, one has
commutative diagrams:
(3.36)
(X∞, µ∞, N∞) (Xi, µi, Ni)
(Xl, µl, Nl)
//
π∞,i

π∞,l
ww♦♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
πi,l
Proof. The proof is routine as (X∞, µ∞) is an inverse limit of the metric measure
spaces (Xk, µk). Even though here we work with a slightly more general cube
16 ANDREA SCHIOPPA
complexes (in Xk we allow cells of of different diameters), the same arguments as
in [Sch15, Sec. 3] go through. 
Lemma 3.37 (Proof of (Claimj)). If the δk’s are chosen so that:
(3.38) 4 · 103

1 +∑
k≥1
δ2k


1/2
∑
k≥1
δ2k

 < 1
8
,
then (Claim j) holds.
Proof. Step 1: The case j = 1.
As Th(1) is finite and F1 is an isometric embedding plus a small Lipschitz per-
turbation, we can find an α > 0 such that if {Q1, Q2} ⊂ Sq(X1) are distinct and
xt ∈ F (Qt) (t = 1, 2) then:
(3.39) ‖x1 − x2‖ ≥ αmax
t=1,2
dist(xt, F1(∂Qt)).
Let x1 + y1, x2 + y2 ∈ RN(1); then
(3.40) ‖yt‖ ≤ c(σ1) dist(xt, F1(∂Qt)),
where limσ1→∞ c(σ1) = 0. Therefore,
(3.41) ‖(x1 + y1)− (x2 + y2)‖2 ≥ ‖x1 − x2‖ − c(σ1)(‖y1‖+ ‖y2‖),
from which we get:
(3.42)(
1 +
2
α
c(σ1)
)
‖(x1 + y1)− (x2 + y2)‖ ≥ ‖x1 − x2‖ = ‖P1(x1 + y1)− P1(x2 + y2)‖.
Choosing σ1 sufficiently small we obtain that P1 is well-defined and (1+ε1)-Lipschitz
(note that for the case in which Q1 = Q2 we have α = 1 in (3.42)).
Step 2: The case j > 1.
By induction we assume the existence of η > 0 such that if k ≤ j−1, xt ∈ Fk(Qt)
(t = 1, 2 and Qt ∈ Sq(Xk)) where Q1 6= Q2, then:
(3.43) ‖x1 − x2‖ ≥ η max
t=1,2
dist(xt, Fk(∂Qt)).
We want to establish an analogue of (3.42), but we will need to consider 3 possibil-
ities; we define:
(3.44) Pi,k = Pk ◦ · · · ◦ Pi−1 ◦ Pi (compare (3.58)),
and we let Qk,t denote the square of Sq(Xk) containing F
−1
k (Pj−1,k(xt)).
First assume thar for some k ≤ j − 1 Qk,1 6= Qk,2 and let k0 be the minimal
value of k such that this happens. Then:
(3.45) ‖Pj−1,k0(x1)− Pj−1,k0 (x2)‖ ≥ η max
t=1,2
dist(Pj−1,k0 (xt), Fk0(∂Qk0,t)).
By induction we will assume that Pj−1,k0 is well-defined with L(Pj−1,k0 ) <∞. Let
qt ∈ Fk0(∂Qk0,t) be a closest point to xt. As Fk0 |Qk0,t is affine satisfying (3.32),
we conclude that:
(3.46)
‖Pj−1,k0(xt)− qt‖
d(F−1k0 (Pj−1,k0 (xt)), F
−1
k0
(qt))
∈

 (1 +∑k≤k0 δ2k)1/2
16
, 23(1 +
∑
k≤k0
δ2k)
1/2

 .
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For k0 < k ≤ j−1 letQ(par)k,t denote the square of Sqad(Xk−1) containing πk,k−1(Qk,t).
From the definition of Fk we get:
(3.47)
xt − Pj−1,k0 (xt) =
∑
k0+1≤k≤j
Φ
Q
(par)
k,t
,δk
(πj,k ◦ F−1j (xt))⊗ (e1,Q(par)
k,t
⊕ e
2,Q
(par)
k,t
).
From the bound on the Lipschitz constant of Φ
Q
(par)
k,t
,δk
we get:
(3.48) ‖Φ
Q
(par)
k,t
,δk
(πj,k ◦ F−1j (xt))‖R2 ≤ 28δk dist(πj,k ◦ F−1j (xt), ∂Q(par)k,t );
recall from Step 6 in 3.1 that ∂Qk0,t is isometrically embedded in Xk for k ≥ k0;
as geodesic paths joining a point p ∈ Xk to a point q ∈ Sk1(Xk) can be taken not
to pass through different sheets of the double covers and, minding (3.27), we have
for k0 < k ≤ j − 1:
(3.49) dist(πj,k ◦ F−1j (xt), ∂Q(par)k,t ) ≤ δk dist(πj,k0 ◦ F−1j (xt), ∂Qk0,t).
Commbining (3.47), (3.48) and (3.49) we get:
(3.50) ‖xt − Pj−1,k0(xt)‖R2 ≤ 28

 ∑
k0<k≤j
δ2k

 dist(πj,k0 ◦ F−1j (xt), ∂Qk0,t).
Recalling (3.47)
(3.51) ‖xt − qt‖ ≤ ‖Pj−1,k0(xt)− qt‖+ 28× 16(1 +
∑
k≤k0
δ2k)
1/2‖Pj−1,k0 (xt)− qt‖,
and the choice (3.38) of the sequence {δk}k, we get:
(3.52) ‖xt − qt‖ ≤ 9
8
‖Pj−1,k0(xt)− qt‖.
Now:
‖x1 − x2‖ ≥ 1
L(Pj−1,k0 )
‖Pj−1,k0(x1)− Pj−1,k0 (x2)‖
≥ η
L(Pj−1,k0 )
max
t=1,2
dist(πj,k0 ◦ F−1j (xt), ∂Qk0,t)
≥ 8η
9L(Pj−1,k0 )L(Fk0 )
dist(xt, Fk0(∂Qk0,t)).
(3.53)
If xt + yt ∈ RN(j) then
(3.54) ‖(x1 + y1)− (x2 + y2)‖ ≥ ‖x1 − x2‖ − c(σ2)(‖y1‖+ ‖y2‖),
where limσ2→∞ c(σ2) = 0, and we can conclude as in Step 1.
In the second case assume that Qj−1,1 = Qj−1,2 but Q
(par)
j−1,1 6= Q(par)j−1,2. Then
Pj−1(x1) and Pj−1(x2) lie on the same affine plane of Th(j − 1) and thus:
(3.55) ‖Pj−1(x1)− Pj−1(x2)‖ ≥ max
t=1,2
dist(Pj−1(xt), Fj−1(∂Qk0,t)),
and we can then argue as in the first case.
Third, if Q
(par)
j−1,1 = Q
(par)
j−1,2 we can argue as in Step 1. In fact, by Step 6 in
Construction 3.1 the set Th0(j − 1) is finite and, up to translations and dilations,
there are only finitely many possibilities for the subcomplexes of Yj which project
via Pj−1 onto some Fj−1(Q) for Q ∈ Sqad(Xj−1). Thus we can find an α > 0 such
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that if {Q1, Q2} ⊂ Sq(Xj) are distinct, xt ∈ F (Qt) (t = 1, 2) and πj,j−1(Q1) and
πj,j−1(Q2) belong to the same square of Sqad(Xj−1) then
(3.56) ‖x1 − x2‖ ≥ αmax
t=1,2
dist(xt, Fj(∂Qt)),
and then argue as in Step 1. 
Lemma 3.57 (Compositions of Pi are uniformly Lipschitz). Assume that
∑
t εt <
∞; then the Lipschitz maps Pi : RN(i) → Yi can be composed to give uniformly
Lipschitz maps; specifically, for k < i let:
(3.58) Pi,k = Pk ◦ · · · ◦ Pi−1 ◦ Pi;
then:
(3.59) L(Pi,k) ≤
∏
t
(1 + εt).
Let Fi(Xi) = Yi (i =∞ is admissible); then the maps
(3.60) Pi,k : RN(i)→ Yk
as iր∞ converge weak* to a map:
(3.61) P∞,k : Y∞ → Yk
which satisfies L(P∞,k) ≤
∏
t(1 + εt). For k < l ≤ i (i or l can be ∞ with P∞,∞
being taken to be the identity of Y∞) one has:
(3.62) Pl,k ◦ Pi,l = Pi,k;
as k ր∞ P∞,k converges weak* to P∞,∞.
Proof. Assuming that
∑
t εt < ∞ we have a uniform bound on the Lipschitz con-
stants of the maps Pi,k:
(3.63) sup
i,k
L(Pi,k) ≤
∏
t
(1 + εt) <∞.
From the definition of RN(i) we get that if σi > 1 (note that the σi’s are chosen
very large in Lemma 3.37) we have:
(3.64) sup
x∈RN(i)
‖Pi(x)− x‖ ≤ 100 · 5−i.
In particular, for a universal constant C > 0 we have:
(3.65) sup
l
sup
x∈RN(i+l)
‖Pi+l,k(x) − Pi,k(x)‖ ≤ C5−i.
Therefore, on Y∞ the maps Pi,k converge, uniformly as i ր ∞ to a map P∞,k
which must be Lipschitz because of (3.63); the uniform bound (3.63) also ensures
that convergence is in the weak* sense.
From the definition of Pi,k we have that (3.62) holds when all of {i, l, k} are finite.
For l = ∞ or i = ∞ we establish the result by a limiting argument setting P∞,∞
equal to the identity of Y∞. We are thus only left to show that P∞,k converges on
Yk uniformly to the identity. But this is immediate observing that (3.64) gives:
(3.66) sup
x∈Y∞=
⋂
k
RN(k)
‖Pk,∞(x) − x‖ ≤ 103 × 5−k.

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Lemma 3.67 (Convergence of the Embeddings). The topological embeddings Fi :
Xi →֒ R4 converge, as i ր ∞, to a topological embedding F∞ : X∞ →֒ R4 such
that:
(3.68) 16−1
(
1 +
∑
i
δ2i
)1/2 ≤ L(F∞) ≤ 23(1 +∑
i
δ2i
)1/2
.
For each k < i (i =∞ being admissible) one has a commutative diagram:
(3.69)
Xi Yi
Xk Yk
//Fi
//
Fk

πi,k

Pi,k
Proof. Note that from (3.33) we have:
(3.70) sup
x∈Xi+k
‖Fi+k(x) − Fi(πi+k,i(x))‖ ≤ 200 · 5−i,
and so the embeddings Fi : Xi →֒ R4 converge uniformly to a map F∞ : X∞ → R4
which must satisfy (3.68) because of (3.32).
The diagram (3.69) commutes because of (3.34) (the case i = ∞ is handled by
a limiting argument).
Finally, as X∞ is compact, in order to conclude that F∞ is an embedding it
suffices to establish that it is injective. Let x, y be distinct points of X∞; then for
some k: π∞,k(x) 6= π∞,k(y) and, as Fk is an embedding:
(3.71) Fk(π∞,k(x)) 6= Fk(π∞,k(y));
but as the diagrams (3.69) commute:
(3.72) P∞,k(F∞(x)) 6= P∞,k(F∞(y)).

Lemma 3.73 (Existence and nontriviality of the 2-current). The pushforward
F∞#N∞ is a nontrivial normal current in R
4 supported on Y∞; in fact:
(3.74) P∞,0#F∞#N∞ = F0#N0.
Proof. One just needs to prove (3.74) and might argue from the commutative di-
agram (3.69) for (i, k) = (∞, 0). But some sleight of hand is concealed in this
approach and for the Apprehensive Analyst we provide a direct computation which
uses weak* continuity of normal currents:
(3.75)
P∞,0#F∞#N∞(fdg1∧df2) = N∞(f ◦P∞,0◦F∞d(g1◦P∞,0◦F∞)∧d(g2◦P∞,0◦F∞));
but Pi,0 ◦ Fi ◦ π∞,i w*−−→ P∞,0 ◦ F∞ as iր∞ and thus:
P∞,0# ◦ F∞#N∞ = lim
i→∞
N∞
[
(Pi,0 ◦ Fi ◦ πi,∞)∗fdg1 ∧ dg2
]
= lim
i→∞
Ni((Pi,0 ◦ Fi)∗fdg1 ∧ dg2)
= lim
i→∞
Pi,0#Fi#Ni(fdg1 ∧ dg2) = F0#N0(fdg1 ∧ dg2).
(3.76)

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Theorem 3.77 (2-unrectifiability of Y∞). Y∞ is purely 2-unrectifiable in the sense
that whenever K ⊂ R2 is compact and Φ : K → R4 is Lipschitz, H2(Φ−1(Y∞) ∩
K) = 0.
Proof. We will argue by contradiction assuming that K ⊂ Φ−1(Y∞) and that
H
2(K) > 0. The main difference from the proof of Theorem 2.21 is Step 1 where
we resort to a weak* (approximate) lower-semicontinuity argument.
Step 1: Reduction to the case in which Φ is a graph over Y0.
Let Φn = P∞,n◦Φ, which are well-defined and uniformly Lipschitz. By Lemma 3.57
we also have that Φn converges weak* to Φ.
We now consider the Borel set E ⊂ K consisting of those points which are
Lebesgue density points of the set of points where Φ and each Φn is differentiable
and where dΦ0 has rank < 2; our goal is to show that
(3.78) H2(ImΦ ∩ P−1∞,0(Φ0(E))) = 0.
First, the area formula [AK00b, Thm. 5.1] gives H2(Y0 ∩Φ0(E)) = 0. Secondly, for
each n, using the square complex structure of {Xi}i≤n, the set Yn\Fn(Sk1(Xn)) can
be partitioned into countably many closed sets {Sα}α (e.g. taking each Fn(Q) for
Q ∈ Sqad(Xn)) such that each restriction Pn,0|Sα : Sα → Pn,0(Sα) is biLipschitz,
thus giving:
(3.79) H2(Yn ∩ P−1n,0(Φ0(E))) = 0.
In particular, the area formula implies that:
(3.80)
∫
K
χEJ2(dΦn) dH
2 = 0.
We want to uset the lowersemicontinuity of the area functional (see for exam-
ple [AFP00, Subsec. 2.6]), but we need the domain of the maps Φn, Φ∞ to be open.
Fix ε > 0 and choose U ⊂ E open with H2(U \ E) < ε. By McShane’s Lemma we
can extend each Φn to a 7C-Lipschitz map Φ˜n : U → R4 which coincides on E with
Φn. Up to passing to a subsequence we can assume Φ˜n
w*−−→ Φ˜∞ were Φ˜∞|E = Φ∞.
We can now invoke lower-semicontinuity of area:
∫
K
χEJ2(dΦ∞) dH
2 ≤
∫
U
J2(dΦ˜∞) dH
2 ≤ lim inf
n→∞
∫
U
J2(dΦ˜n) dH
2
≤ lim sup
n→∞
∫
U\E
J2(dΦ˜n) dH
2 + lim sup
n→∞
∫
E
J2(dΦn) dH
2
≤ 49C2ε,
(3.81)
and (3.78) follows letting εց 0 and applying the area formula.
Step 2: Existence of square holes.
The same argument as in Step 2 of Theorem 2.21 goes through with minor
modifications.
First, the (generalized) square-complex structure of Xn \ Sk1(Xn) induces a
generalized square-complex structure on Yn \Fn(Sk1(Xn)) via the homeomorphism
Fn: thus, in the following, we will implicitly identify Sqk(Xn) (resp. Sqad(Xn))
with Sqk(Yn) (resp. Sqad(Yn)).
Second, compared to the l2-case there are differences in indexing the Sq∗(Yn),
Sq∗(Xn). In fact, as the construction is no longer self-similar, Sqk(Xn) does not
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represent the set of squares of Xn of generation k (and side length 5
−k), but the
set of squares obtained by subdividing each square of Sq(Xn) k-times (and so the
side length is 5−k-times the side length of the parent square in Sq(Xn)). Moreover,
we need a notation for the set of squares obtained by subdividing each square of
Sqad(Xn) k-times: we will use Sqad,k(Xn).
Third, in Step 1 of Construction 3.1 we took a piecewise-affine approximation
of Ψδ which involved subdividing squares N -extra times. We must thus modify the
definition of in (2.28) letting:
(3.82) in = ⌈− log5(5−n−N−5cδn)⌉.
Fourth, we have to consider a square Q ∈ Pn−1,0(Sqad,in−n(Yn−1)) and partition
Qˆa into ≃ 5in−n annuli consisting of squares of Pn−1,0(Sqad,in−n(Yn−1)). Having
fixed such an annulus A, the goal is again to show that K = domΦ ⊂ Y0 (we have
reduced to the case in which Φ is a graph over a subset of Y0 in the previous Step
1) has to miss one of the squares of A.
Then the proof follows the same logic as in Step 2 of Theorem 2.21 with some
minor notational modifications:
• Sqj(Yj) becomes Sq(Yj), compare the previous discussion about idexing.
• Sqin(Q
(0)
n−1) becomes Sqin−n(Q
(0)
n−1), where Sqk(Q) denotes the set of sub-
squares of Q obtained by taking k-iterated subdivisions.
• We cannot simply use the projejction P0, but must use Pj,0 when projecting
points from Yj to Y0. In particular, instead of writing Q
(j)
in,β
= P−10 (Q
(0)
in,β
)∩
Q
(j)
j,α, we need to consider Q
(j)
in,β
= P−1j,0 (Q
(0)
in,β
) ∩Q(j)j,α.
Step 3: The choice of the δk’s.
Here we have to guarantee that (3.38) holds; this can be achieved by shifting the
sequence we used in Theorem 2.21 to the right:
(3.83) δk =
1
109 + k
.

4. k-current in Rk+2
The k-current in Rk+2 is constructed resorting to a trick that was already em-
ployed in [Sch15, Sec. 4]: once one is able to construct a 2-current which meets all
Lipschitz surfaces which are graphs over a coordinate plane in a H2-null set, one
can iterate over all planes parallel to a pair of coordinate axes. In the following we
let {eξ}1≤ξ≤l denote the standard orthonormal basis of Rl (where l = k or l = k+2)
and for ξ < ζ we let eξ⊕ eζ denote the plane spanned by eξ and eζ . Finally, we will
identify the set of planes {eξ ⊕ eζ}1≤ξ<ζ≤k with Z(k2) and we will write equations
like s = eξ ⊕ eζ mod
(
k
2
)
or eξ ⊕ eζ = 2 mod
(
k
2
)
.
Construction 4.1 (Modifications to Construction 2.1). Now Construction 2.1 is
generalized adding an additional parameter: a 2-plane eξ ⊕ eζ . Let k be a k-
cube isometric to [0, 5−i] and let pjξ,ζ denote the projection onto eξ ⊕ eζ and set
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Q = pjξ,ζ(K). Let Qa, Qc, Qo, Q˜, etc. . . as in Construction 2.1 and set:
(4.2)
Ka = pj
−1
ξ,ζ(Qa)
Ko = pj
−1
ξ,ζ(Qo)
Kc = pj
−1
ξ,ζ(Qc).
We use standard covering theory to find a double cover π˜ : K˜a → Ka, and a lift
p˜jξ,ζ : K˜a → Q˜a such that the following diagram commutes:
(4.3)
K˜a Ka
Q˜a Qa
//π˜
//
π˜Q

p˜jξ,ζ

pjξ,ζ
where π˜Q : Q˜a → Qa is the double cover from Construction 2.1. We then glue K˜a
back to Ko ∪Kc by gluing together the pair of points of ∂K˜a that are mapped to
the same point by π˜. If K˜ denotes the resulting cube-complex, then π˜ extends to
a branched covering π˜ : K˜ → K and we also obtain an extension p˜jξ,ζ : K˜ → Q˜ of
p˜jξ,ζ | Int(K˜a) which makes the following diagram commute:
(4.4)
K˜ K
Q˜ Q
//π˜
//
π˜Q

p˜jξ,ζ

pjξ,ζ
we then obtain Ψ : K˜ → R2 as the composition Ψ = ΨQ˜ ◦ p˜jξ,ζ where ΨQ˜ : Q˜→ R2
is the map we built in Construction 2.1.
Construction 4.5 (Modification to Construction 3.1). Step 1: Piecewise affine
approximation.
For fixed δ, ξ, ζ, let Ψδ : K˜ → R2 be as in Construction 4.5 using the parameters
δ, eξ ⊕ eζ . If K˜(m) denotes the m-th iterated subdivision of K˜, we can find N ∈ N
and a piecewise affine approximation Φδ : K˜
(N) → R2 of Ψδ such that the following
analogs of (3.3), (3.4) and (3.5) hold:
L(Φδ) ∈
[
δ
16
, 23δ
]
(4.6)
‖Φδ(p1)− Φδ(p2)‖ ≥ δ
3
φ(r(pjξ,ζ(p1)))(4.7)
‖Φδ‖ ≤ 2δ diamK.(4.8)
We let X0 = [0, 1]
k and F0 : X0 →
⊕
1≤ξ≤k eξ ⊂ Rk+2 denote the standard
isometric embedding. We obtain X1 from X0 by applying Construction 4.1 with
eξ ⊕ eζ = 0 mod
(
k
2
)
and then let
(4.9) F1 = F0 ◦ π1,0 +Φδ1 ⊗ (ek+1 ⊕ ek+2).
Step 2: Construction of Xj+1 and Fj+1.
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We need first to generalize the notation. We let Cell(Xj) denote the set of k-
dimensional cells of Xj ; while X1 is a k-cube complex, as in Construction 3.1, Xj
does not have a k-cube complex structure, but it is a union of its k-cells Cell(Xj)
away from the (k− 1)-skeleton Skk−1(Xj−1) of Xj−1, where Skk−1(Xj−1) embedds
isometrically in Xj. Moreover, we let Skk−1(Xj) = Skk−1(Xj−1)∪
⋃
K∈Cell(Xj)
∂K;
in particular:
(4.10) Xj \ Skk−1(Xj) =
⋃
K∈Cell(Xj)
Int(K).
For K ∈ Cell(Xj) we define the radial basis function
(4.11)
ϕK(x) =
{
exp
(
− σjdist(piτ(K)(x),Fj(∂K))
)
× 46 diam(Fj(K)) if πτ(K) ∈ Fj(Int(K))
0 otherwise,
where πτ(K) denotes the orthogonal projection onto the affine k-plane τ(K) con-
taining Fj(K). We then define the radial basis neighbourhood RN(j) as:
(4.12) RN(j) =
{
p ∈ Rk+2 : there is a K ∈ Cell(Xj) : p = x+ y, x ∈ Fj(K),
y ⊥ τ(K), and ‖y‖ ≤ ϕK(x)
}
.
We then define Pj : RN(j)→ Yj by p = x+ y 7→ X and, as in Section 3, it follows
that:
(Claim j): For each εj > 0 there is a σj > 0 such that Pj is (1+εj)-Lipschitz.
Let Cellm(Xj) denote the set of cells obtained by subdividing each cell of Cell(Xj)
m-times, and let:
(4.13) Cell∞(Xj) =
⋃
m≥1
Cellm(Xj).
Now a cellK ∈ Cell∞(Xj) is adapted to RN(j) if the (23δj diamFj(K))-neighborhood
of Fj(K) is contained in RN(j) and if, denoting by PAR(K) ∈ Cell(Xj) the unique
cell containing K, one has:
(4.14) max
x∈K
dist(x, ∂K) ≤ δj max
x∈K
dist(x, ∂PAR(K)).
We let Cellad(Xj) denote the set of maximal adapted k-cubes of Cell∞(Xj); the
elements of Cellad(Xj) have pairwise disjoint interia and satisfy:
(4.15) Xj \ Skk−1(Xj) =
⋃
K∈Cellad(Xj)
Int(K).
Fix eξ ⊕ eη = j mod
(
k
2
)
and apply Construction 4.1 to each K ∈ Cellad(Xj) to
get ΦK,δj+1 : K˜ → R2. As in Construction 3.1 we can ensure that if K1 6= K2
ΦK1,δj+1 and ΦK2,δj+1 can be taken to differ up to composition with translations
and dilations. Let Th0(j) =
⋃
K∈Cell(Xj)
τ0(K) where τ0(K) denotes the k-plane
parallel to τ(K) and passing through the origin. By induction we assume Th0(j)
to be finite and choose a finite set of pairs {(e1,K , e2,K)}K∈Cellad(Xj) such that each
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(e1,K , e2,K) is an orthonormal basis of the orthogonal complement of τ0(PAR(K))
where PAR(K) ∈ Cell(Xj) is the k-cell containing K. We can then define:
(4.16) Fj+1(x) = Fj ◦ πj+1(x) +
∑
K∈Cellad(Xj)
ΦK,δj+1(x) ⊗ (e1,K ⊕ e2,K),
and get
(4.17) L(Fj+1) ∈

16−1(1 + ∑
l≤j+1
δ2l )
1/2, 23(1 +
∑
l≤j+1
δ2l )
1/2

 .
As in the R4-case we let Yi = Fi(Xi) and Y∞ = F∞(X∞).
Theorem 4.18 (2-unrectifiability of Y∞ ⊂ Rk+2). Y∞ is purely 2-unrectifiable
in the sense that whenever K ⊂ R2 is compact and Φ : K → Rk+2 is Lipschitz,
H
2(Φ−1(Y∞) ∩K) = 0.
Proof. We will focus on the differences with the proof of Theorem 3.77.
Step 1: Reduction to the case in which Φ is a graph over Y0.
Let Φ : K ⊂ [0, 1]2 → Y∞ be Lipschitz with H2(K) > 0. Let Φn = P∞,n ◦ Φ
and E ⊂ K be the set of differentiability points p of {Φn}n,Φ such that for each
pair (ξ, ζ) with 1 ≤ ξ < ζ ≤ k (note the k, not k+2! Our construction has already
screwed-up the behavior in the last two coordinates):
(4.19) det
(〈eξ, dΦ0(∂x)〉 〈eξ, dΦ0(∂y)〉
〈eζ , dΦ0(∂x)〉 〈eζ , dΦ0(∂y)〉
)
(p) = 0.
As Y0 lies in
⊕
ξ≤k eξ the area formula gives:
(4.20) H2(Y0 ∩ Φ0(E)) = 0.
Now, using that Φn
w*−−→ Φ and the weak* lower-semicontinuity of the area functional
as in Step 1 of Theorem 3.77 we conclude that:
(4.21) H2(Y∞ ∩Φ(E)) = 0.
Thus, up to passing to a countable partition of K and throwing away an H2-null
set we can assume that there are 1 ≤ ξ0 < ζ0 ≤ k such that for each p ∈ K:
(4.22) det
(〈eξ0 , dΦ0(∂x)〉 〈eξ0 , dΦ0(∂y)〉
〈eζ0 , dΦ0(∂x)〉 〈eζ0 , dΦ0(∂y)〉
)
(p) 6= 0.
Using [Kir94, Thm. 9] in, which is essentially a measurable and Lipschitz version
of the Inverse Function Theorem, up to further partioning and throwing away an
H
2-null set we are reduced to the case K ⊂ πeξ0⊕eζ0 (Y0) where πeξ0⊕eζ0 denotes
the orthogonal projection onto eξ0 ⊕ eζ0 .
Step 2: Existence of square holes.
The proof now proceeds as in Step 2 of Theorems 3.77, 2.21 but we spell out
more details because we deal both with squares and k-dimensional cells.
Let n−1 = eξ0⊕eζ0 mod
(
k
2
)
and let Q ∈ πeξ0⊕eζ0 (Pn−1,0(Cellad(Yn−1))) where
(4.23) in = ⌈− log5(5−n−N−5cδn)⌉;
let Qˆa be as in Construction 2.1 and partition Qˆa into ≈ 5in−n annuli consisting
of squares of Sqin−n(Q) (i.e. subdivide Q into 25 subsquares (in − n)-times). We
consider one such an annulus A. Our goal is to show that K has to miss the
interior of one of the squares in A. Let pα, pα+1 be as in Step 2 of the proof
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of Theorem 3.77, and we will show that Φj(pα) and Φj(pα+1) belong to the same
cell of Cellad(Yj). This is true by construction when j = 0 and for j ≥ 1 we
assume by induction that Φj−1(pα), Φj−1(pα+1) belong to the same K
(j−1)
j−1 ∈
Cellad(Yj−1). Let K
(j)
j,β ∈ Cellad(Yj) denote the cell containing Φj(pβ) and assume
by contradiction thatK
(j)
j,α 6= K(j)j,α+1. In the following we will use the decorators a, o,
c andˆas in Constructions 2.1 and 4.1: for example Kˆ
(j−1)
j−1,a is obtained as Kˆa if we let
K = K
(j−1)
j−1 . In particular, as K
(j)
j,α 6= K(j)j,α+1 we must have Pj−1(K(j)j,β) ⊂ K(j−1)j−1,a .
Let now Q
(0)
in,β
∈ πeξ0⊕eζ0 (Pj−1,0(Cellin−j+1(Yj−1))) be the square containing pβ.
Note that Q
(0)
in,β
⊂ Q can be identified with a square of an iterated subdivision of
Q, more precisely, Q
(0)
in,β
∈ Sqin−n(Q). Let K
(j)
in,β
= P−1j,0 (Q
(0)
in,β
)∩K(j)j,β , and let q(j)β
denote the center of the cell K
(j)
in,β
. As Φ is C-Lipschitz:
(4.24) d(Φj(pα),Φj(pα+1)) ≤ 4
√
kC × cδn diamQ.
As Fj is L(F∞)-Lipschitz and as diamF
−1
j (K
(j)
j,β) ≤ 2cδn
√
k diamQ,
d(q
(j)
β ,Φj(pβ)) ≤ 2
√
kL(F∞)× cδn diamQ(4.25)
d(q(j)α , q
(j)
α+1) ≤ 4(
√
kC + L(F∞))× cδn diamQ.(4.26)
Let S
(j−1)
j−1 = F
−1
j−1(K
(j−1)
j−1 ) and S
(j)
j,β = F
−1
j (K
(j)
j,β); we must have S
(j)
j,α 6= S(j)j,α+1 and
πj−1(F
−1
j (q
(j)
β )) ∈ S(j−1)j−1,a . Note that F−1j (q(j)β ) must be at distance≥ 5−3 diam(∂S(j−1)j−1,a)
from ∂S
(j−1)
j−1,a so that
(4.27) φ(r(pjξj ,ζj (F
−1
j (q
(j)
β )))) ≥ 5−3 diam(∂S(j−1)j−1,a),
where eξj ⊕ eζj = j − 1 mod
(
k
2
)
. As F−1j (q
(j)
α ) 6= F−1j (q(j)α+1), they belong to dif-
ferent sheets of the double cover, and as πj−1(S
(j)
j,α) and πj−1(S
(j)
j,α+1) are adjacent,
we let qˆ
(j)
α be the center of the cell of Cellin−j(Xj) adjacent to K
(j)
in,α+1
and such
that πj−1(F
−1
j (q
(j)
α )) = πj−1(F
−1
j (qˆ
(j)
α )). We now have:
r(pjξj ,ζj (F
−1
j (q
(j)
α )) = r(pjξj ,ζj (F
−1
j (qˆ
(j)
α ))(4.28) ∣∣∣θ(pjξj ,ζj (F−1j (q(j)α ))− θ(pjξj ,ζj (F−1j (q(j)α ))∣∣∣ = π.(4.29)
Invoking (2.7) we get:
(4.30) d(q(j)α , qˆ
(j)
α ) ≥
5−3
2
δj diam(∂S
(j−1)
j−1,a) ≥
5−3
2L(F0)
δn diamQ,
where we used that F∞ and the maps P∞,n are Lipschitz and that Q lies in the
F0-image of S
(j−1)
j−1,a . But as qˆ
(j)
α is the center of the cell of Cellin−j(Xj) adjacent to
K
(j)
in,α+1
we get:
(4.31) d(q(j)α , qˆ
(j)
α ) ≤ 16(
√
kC + L(F∞))× cδn diamQ.
Thus, if c is chosen sufficiently small in function of
√
k, C,L(F∞) we obtain a
contradiction and conclude that K
(j)
j,α = K
(j)
j,α+1. A consequence of this discussion,
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specialized to j = n, is that Φn(p1) and Φn(pt) belong to the same sheet of the
double cover P−1n−1(Kˆ
(n−1)
n−1,a) ∩ Yn → Kˆ(n−1)n−1,a while the choice of c gives:
(4.32) d(F−1n (Φn(p1)), F
−1
n (Φn(pt))) ≤ 5−3 diamQ.
Note, however, that as n − 1 = eξ0 ⊕ eζ0 mod
(
k
2
)
, from the definition of Ψ in
Construction 4.1 and (ShSep) in Construction 2.1 we get a contradiction. Thus K
misses one of the squares of the annulus A. 
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