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Resumen
En los algoritmos ACO (del ingle´s Ant Colony
Optimization) las hormigas artificiales iterativa-
mente construyen soluciones a un problema de op-
timizacio´n combinatorio. La construccio´n de dichas
soluciones esta´ guiada por rastros de feromona los
cuales actu´an como un mecanismo de adaptacio´n
que permite sesgar la muestra de nuevas soluciones
hacia regiones prometedoras del espacio de bu´sque-
da. Adicionalmente, el sesgo de la bu´squeda esta´ in-
fluenciado por informacio´n heur´ıstica dependiente
del problema.
En este trabajo, que describe parte de la l´ınea de
investigacio´n relacionada al uso de memoria exter-
na en algoritmos ACO, se propone la incorporacio´n
de conceptos de la metaheur´ıstica Tabu Search
(TS) en el proceso de construccio´n de soluciones.
Estos conceptos se refieren espec´ıficamente a la
forma en la que TS utiliza la historia del proceso
de bu´squeda para evitar visitar soluciones ya
analizadas.
Palabras Clave: Ant Colony Optimization, Tabu
Search, Quadratic Assignment Problem.
1. Introduccio´n
Los algoritmos ACO generan soluciones can-
didatas para un problema de optimizacio´n con
un mecanismo de construccio´n donde la eleccio´n
de la componente de solucio´n a ser agregada en
cada paso de la construccio´n esta´ influenciada
probabil´ısticamente por rastros de feromona e
informacio´n heur´ıstica [3]. En este trabajo, se
examina la posibibilidad de alternar la forma en la
que se eligen las componentes de solucio´n, intro-
duciendo una memoria externa como mecanismo
auxiliar para tomar las decisiones en cada paso de
la construccio´n de una solucio´n. Esta modificacio´n
esta´ inspirada en la metaheur´ıstica Tabu Search1,
la cual usa expl´ıcitamente la historia de la bu´sque-
da, para escapar de o´ptimos locales e implementar
una estrategia explorativa. Este tipo de enfoque
pertenece a una de las tendencias actuales en
algoritmos ACO, en los cuales se incorpora una
memoria externa como alternativa al mecanismo
de eleccio´n de componentes de soluciones [1, 16, 17].
El algoritmo Tabu Search simple aplica bu´sque-
da local con el criterio de “best-improvement” co-
mo componente ba´sico y usa una memoria de cor-
to plazo, para poder escapar de o´ptimos locales y
evitar ciclos en la bu´squeda. La memoria de corto
plazo esta´ implementada como una lista tabu´ que
mantiene registro de las soluciones visitadas ma´s
recientemente y prohibe movimientos hacia ellas.
De esta forma, se restringe la vecindad de la solu-
cion actual a soluciones que no pertenecen a la
1El significado de la palabra tabu´ designa a una conduc-
ta, actividad o costumbre prohibida por una sociedad, grupo
humano o religio´n, es decir, es la prohibicio´n de algo natural,
de contenido religioso, econo´mico, pol´ıtico, social o cultural
por una razo´n de utilidad social. La bu´squeda tabu´ no se re-
fiere obviamente a ninguna de estas tema´ticas, sino al hecho
de imponer restricciones para guiar un proceso de bu´squeda
con el objetivo de superar regiones del espacio de bu´squeda.
Estas restricciones operan de varias formas, como por ejem-
plo mediante la exclusio´n directa de alternativas de bu´sque-
da clasificadas como “prohibidas”.
lista tabu´, previniendo de ciclos infinitos y forzan-
do a la bu´squeda a aceptar movimientos que in-
cluso pueden generar soluciones peores. Sin embar-
go, la implementacio´n de la memoria a corto plazo
como una lista que contiene soluciones completas
puede no ser efectiva, por lo que en lugar de alma-
cenar soluciones, se almacenan atributos de solu-
ciones (e.g., componentes de soluciones, movimien-
tos o diferencias entre dos soluciones).
La lista tabu´, identificada usualmente con el uso
de memoria a corto plazo, es solo una de las man-
eras posibles de aprovechar la historia de la bu´sque-
da. La informacio´n recolectada durante todo el pro-
ceso de bu´squeda tambie´n puede ser muy u´til, espe-
cialmente para una gu´ıa estrate´gica del algoritmo.
Este tipo de memoria a largo plazo generalmente se
agrega a TS de acuerdo a cuatro principios: lo re-
ciente, frecuencia, calidad e influencia. La memoria
basada en lo reciente registra para cada solucio´n (o
atributo) la iteracio´n ma´s reciente en la que estuvo
involucrada. En contraposicio´n, la memoria basada
en frecuencia mantiene registro de cua´ntas veces
cada solucio´n (o atributo) ha sido visitada (usado).
Esta informacio´n identifica las regiones del espa-
cio de soluciones donde la bu´squeda estuvo con-
centrada o donde permanecio´ por mayor nu´mero
de iteraciones. Es decir, es informacio´n que repre-
senta la memoria del proceso de bu´squeda y que
puede ser explotado para diversificar la bu´squeda.
Por su parte, el atributo calidad hace referencia a
la habilidad para diferenciar la bondad de las solu-
ciones visitadas a lo largo del proceso de bu´sque-
da. De esta forma, la memoria puede ser utilizada
para la identificacion de elementos comunes a solu-
ciones buenas o a ciertos caminos que conducen a
ellas. La calidad constituye un fundamento para el
aprendizaje basado en refuerzos, donde se premian
las acciones que conducen a buenas soluciones y se
penalizan aquellas que, por el contrario, conducen
a soluciones pobres. Por u´ltimo, la cuarta dimen-
sion de memoria, referida a la influencia, consid-
era el impacto de las decisiones tomadas durante
la bu´squeda, no solo en lo reference a la calidad
de las soluciones, sino tambie´n en lo referente a la
estructura de las mismas.
2. Uso de memoria externa
en algoritmos ACO
El enfoque abordado agrega un mecanismo
con caracter´ısticas determin´ısticas en la con-
struccio´n de soluciones, en contraposicio´n con
la filosof´ıa presente en los algoritmos ACO, los
cuales construyen soluciones en forma totalmente
probabil´ıstica (basada en los rastros de feromona
y en la informacio´n heur´ıstica). Las estructuras de
memoria utilizada permiten que las hormigas en
ciertas ocasiones2 no tomen decisiones en forma
aleatoria sino que eligan componentes de solu-
ciones, de manera determin´ıstica, influenciadas por
los valores registrados en dicha memoria. Como
esta memoria almacena informacio´n espec´ıfica
de la historia de la bu´squeda desde el comienzo
del algoritmo, permite efectivamente enfocarse
en regiones del espacio de bu´squeda no visitadas
(no registradas en la memoria y con valores que
reflejen e´sto) o por el contrario concentrarse en
regiones ya visitadas y que sean prometedoras
(tambie´n registradas en la memoria y con valores
que lo reflejen). Estos usos de la memoria reflejan
los mecanismos de intensificacio´n y diversificacio´n
que, aunque ya este´n presentes en los algoritmos
ACO, son de utilidad para evitar convergencia
prematura y lograr un mayor rendimiento frente
a problemas de optimizacio´n con caracter´ısticas
particulares.
Se debe recalcar que aunque el mecanismo en es-
tudio esta´ inspirado en Tabu Search, existen cier-
tas diferencias en cuanto al uso de la memoria y
tambie´n tiene sus diferencias respecto de otros al-
goritmos ACO que utilizan el enfoque de memoria
expl´ıcita[1, 16, 17]. En este sentido, cabe destacar
por un lado, que en TS las memorias basadas en lo
reciente y en frecuencia se complementan la una a
la otra para lograr el balance entre intensificacio´n
y diversificacio´n. As´ı, la memoria basada en lo re-
ciente es utilizada como memoria a corto plazo y
aquella basada en frecuencia, como memoria a largo
plazo (en el enfoque propuesto no existe esta distin-
cio´n). Por otro lado, en los algoritmos ACO citados
previamente, se propone almacenar en la memo-
2Para esto se utilizan para´metros que indican el nivel de
exploracio´n que tiene el algoritmo en determinados instantes
de tiempo
ria partes de soluciones que pueden estar constitu-
idas por las mejores soluciones encontradas durante
la bu´squeda (en el enfoque propuesto la memoria
almacena atributos de soluciones recolectados du-
rante el proceso de la bu´squeda, los cuales repre-
sentan indirectamente patrones interesantes de las
soluciones). En lo que sigue de describen los prin-
cipios considerados en nuestra propuesta.
2.1. Memoria basada en lo reciente
Este tipo de memoria almacena componentes de
las soluciones que han cambiado en el pasado re-
ciente. La forma habitual de explotar este tipo
de memoria es etiquetando las componentes selec-
cionadas de soluciones visitadas recientemente. Lo
que se intenta lograr es “prohibir” o “incentivar”
ciertas elecciones, que impidan o favorezcan a que
las hormigas construyan soluciones ya evaluadas en
el pasado reciente y con lo cual se logra abarcar
una mayor regio´n del espacio de bu´squeda o con-
centrarse en una regio´n particular. Es importante
tener en cuenta que en algunas instancias, un buen
proceso de bu´squeda resultara´ en volver a visitar
una solucio´n encontrada anteriormente. El objetivo
ma´s general es continuar estimulando el descubrim-
iento de nuevas soluciones de alta calidad.
2.2. Memoria basada en frecuencia
Este tipo de memoria almacena componentes de
las soluciones que forman parte de una solucio´n con
mayor frecuencia, i.e., la mayor cantidad de veces
presentes en una solucio´n y en una posicio´n partic-
ular de la solucio´n. La forma habitual de explotar
este tipo de memoria es etiquetando las compo-
nentes seleccionadas de soluciones ma´s frecuente-
mente escogidas. Esta memoria, permite “prohibir”
que una hormiga escoja una componente de solu-
cio´n porque es muy frecuentemente escogida en las
soluciones. Se busca a trave´s de la “prohibicio´n”,
generar soluciones que efectivamente se diferencien
de las ya generadas, extendiendo de esta manera, la
exploracio´n del espacio de bu´squeda. Inversamente,
se puede usar esta informacio´n para “promover” su
eleccio´n por considerarla atractiva ya que una gran
mayor´ıa de las hormigas la han elegido como parte
de sus soluciones y por lo tanto, se considera de-
seable de que forme parte de una nueva solucio´n.
3. Trabajos realizados
Como parte de la evaluacio´n emp´ırica de la prop-
uesta, se ha implementado el enfoque de memoria
expl´ıcita en el algoritmo MAX −MIN Ant
System [12] hibridado con aplicacio´n de bu´squeda
local. Para la realizacio´n de los experimentos se
ha considerado como caso de estudio, el problema
de asignacio´n cuadra´tica [5] (QAP, del ingle´s,
Quadratic Assignment Problem). La formulacio´n
general de QAP describe las distancias entre n
ubicaciones y los flujos entre n objetos. El objetivo
es encontrar una asignacio´n de objetos a ubica-
ciones, de manera tal de minimizar el producto de
la distancia entre cada par de ubicaciones por el
flujo entre el par de objetos asignados a ese par de
ubicaciones. Distintos algoritmos ACO han sido
aplicados a QAP [7, 9, 15, 4, 6]. Uno de los motivos
de la eleccio´n de QAP como caso de estudio
es que muchos tipos de instancias del mismo
tienen caracter´ısticas interesantes para estudiar
el beneficio del enfoque de memoria expl´ıcita. En
cuanto a la eleccio´n del algoritmo MAX −MIN
Ant System, se debe a que actualmente es uno
de los mejores algoritmos ACO [3] para resolver
QAP. Cabe destacar adema´s, que dicho enfoque de
memoria expl´ıcita puede ser fa´cilmente adaptado
para ser aplicado a otros problema de optimizacio´n.
Las instancias utilizadas son las disponibles en
QAPLIB3, una librer´ıa de instancias de benchmark
para QAP. Los algoritmos ACO esta´n actualmente
entre los mejores algoritmos aproximados para
resolver QAP, en particular para instancias estruc-
turadas presentes en la vida real (ver [14] para una
descripcio´n detallada de los tipos de instancias).
Sin embargo, en instancias no estructuradas (gen-
eradas aleatoriamente), su performance es inferior
a me´todos de mejora iterativa tales como bu´squeda
local iterada [10, 11], bu´squeda tabu´ [13, 8], entre
otros.
Las instancias de QAPLIB de tipo no estruc-
turadas, generadas aleatoriamente tienen carac-
ter´ısticas que hacen que los algoritmos ACO ini-
cialmente propuestos para este problema no sean
competitivos. Una de estas caracter´ısticas es que


























Figura 1: Instancia tai50a tomada de QAPLIB
locales es muy grande. Aqu´ı asumimos que la dis-
tancia d(φ, φ′) entre dos soluciones φ y φ′ para el
QAP es:




Si la distancia entre dos soluciones que son
o´ptimos locales es grande, significa que esas
soluciones tienen pocas componentes en comu´n. La
dificultad que este tipo de caracteristica plantea
a los algoritmos ACO, es que necesitan de un
mecanismo de diversificacio´n que le permita a las
hormigas elegir (en ocasiones) componentes de
soluciones que difieran de manera significativa de
las componentes de otras soluciones ya construidas;
y de esta manera adaptarse a las grandes distancias
entre las soluciones que implica esta caracter´ıstica.
La Figura 1 muestra 10000 soluciones generadas
por el algoritmo MAX −MIN Ant System para
la instancia tai50a de QAPLIB. Las soluciones
con distancias grandes respecto del o´ptimo tienen,
en general, valores objetivo bajos; y las soluciones
con distancias cercanas al o´ptimo tienen, en
general, valores objetivo ma´s altos. Por lo tanto
para hacer frente a este tipo de instancias, se
incorpora el uso de la memoria como mecanismo
de diversificacio´n adicional.
Los resultados obtenidos hasta el momentos han
sido alentadores, tanto si se compara el algoritmo
MAX −MIN Ant System con y sin la memoria
externa. Igualmente, cuando se compara nuestra
propuesta con otros algoritmos ACO que utilizan
otro tipo de memoria externa.
4. Conclusio´n y Trabajo fu-
turo
Los trabajos futuros a corto plazo involucran un
estudio detallado de la mejor configuracio´n de los
para´metros que el enfoque de memoria requiere;
as´ı como la implementacio´n paralela del algoritmo
MAX −MIN Ant System para resolver el QAP,
con instancias de mayor taman˜o.
Una de las l´ıneas a seguir es la aplicacio´n de algo-
ritmos ACO con el enfoque de memoria, aplicados
a otros problemas de optimizacio´n combinatoria.
Asimismo, se planea la aplicacio´n del enfoque de
memoria a otros algoritmos ACO eficientes, como
el algoritmo Ant Colony System [2].
5. Recursos Humanos
La propuesta particular planteada aqu´ı junto con
los estudios derivados de la misma han dado lugar
a la formacio´n de becarios de grado y posgrado.
En particular se pretende continuar en este y otros
temas relacionados a trave´s del contacto realizado
por los autores con grupos de la Universidad de
Ma´laga (Espan˜a) y del INRIA, Lille (Francia).
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