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Abstract
In the bootstrap approach to integrable quantum field theories in the (1 + 1)-
dimensional Minkowski space, one conjectures the two-particle S-matrix and tries to
study local observables. The massless sine-Gordon model is conjectured to be equiva-
lent to the Thirring model, and its breather-breather S-matrix components (where the
first breather corresponds to the scalar field of the sine-Gordon model) are closed under
fusion. Yet, the residues of the poles in this breather-breather S-matrix have wrong
signs and cannot be considered as a separate model.
We find CDD factors which adjust the signs, so that the breather-breather S-matrix
alone satisfies reasonable assumptions. Then we propose candidates for observables in
wedge-shaped regions and prove their commutativity in the weak sense.
Dedicated to Karl-Henning Rehren on the occasion of his 60th birthday
1 Introduction
Recently there have been progresses in the construction of (1+1)-dimensional quantum field
theories with factorizing S-matrices in the operator algebraic approach [Lec03, Lec08, DT11,
Tan12, BT13, LST13, LS14, Tan14, Ala14, BT15, AL16]. The basic idea is the following
[Sch97]: while pointlike local observables are hard to construct, observables localized in an
infinitely extended wedge-shaped region might be tractable and have simple expressions. It
has been first implemented for a scalar analytic factorizing S-matrix [Lec08, Ala14, AL16]
and strictly local observables have been shown to exist using a quite indirect proof that
relies on properties of the underlying modular operators (for double cones above the minimal
size). In this construction, the input is the particle spectrum of the theory, together with the
S-matrix with certain properties. Construction of observables in wedges has been extended
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to theories with several particle species by Lechner and Schu¨tzenhofer [LS14], including the
O(N)-invariant nonlinear σ-models.
Recently, in [CT15, CT16, Tan16], we further generalized this construction to scalar
models with S-matrices which have poles in the physical strip. The poles in the S-matrix are
believed to correspond to the presence of bound states (e.g. the Bullough-Dodd model). We
also extended this construction to models with several particle species, where the S-matrix
is “diagonal” in a certain sense. They include, e.g. the Z(N)-Ising model and the AN -affine
Toda field theories.
In this work, we extend this last mentioned class of S-matrices to those which are modi-
fications of the S-matrix of the massless sine-Gordon model by a CDD factor, and moreover
restricted to a certain range of values for the coupling constant. This is again of diagonal
type.
The massless sine-Gordon model has been conjectured to be equivalent to the Thirring
model in a certain sense (Coleman’s equivalence). In [BFM09] Benfatto, Falco and Mat-
ropietro proved the equivalence between the massless sine-Gordon model with finite volume
interaction and the Thirring model with a finite volume mass term. The Thirring model has
been also constructed by the functional integral methods [BFM07]. On the other hand, the
massless sine-Gordon model has been expected to be integrable and its S-matrix has been
conjectured [ZZ79]. Yet, in the rigorous constructions, the factorization of the S-matrix has
not been proved (c.f. [BR16], where the perturbative S-matrix with IR cutoff is shown to
converge, yet its factorization has not been proved).
The conjectured S-matrix of the massless sine-Gordon model has been studied in the form
factor programme [BFKZ99, BK02]. Certain matrix components of the pointlike local fields
(“form factors”) have been computed, yet the existence of the Wightman field are currently
out of reach, because the expansion of the n-point functions in terms of form factors is not
under control. Here, we are not dealing with the massless sine-Gordon model itself, but with
a new model with the same fusion structure, that has not been considered before. It arises as
a deformation of the “breather-breather” S-matrix of the massless sine-Gordon model by the
multiplication of a CDD factor. The coupling constant is restricted here to a certain range
of values, where there are only two species of particles involved (two breathers).
Our goal is to attain a realization of this model associated with this new S-matrix in the
operator-algebraic framework, i.e. the Haag-Kastler axioms. In this framework, we construct
candidates for wedge-local observables by extending the construction carried out in [CT16].
The question of strong commutativity remains open also in this model.
With the presence of poles in the S-matrix, the construction of wedge-local observables
must be studied in a case-by-case approach, in contrast to the homogeneous construction for
the analytic S-matrices [LS14]. This is due to the idea that simple poles in the S-matrix
correspond to the bound states in the model, therefore, the wedge-local observables must
reflect such fusion processes. We do this by introducing the operators which we call the
bound state operators. Furthermore, higher order poles bring further complications and we
need the existence of what we call elementary particles. Our proof of wedge-locality is based
on a number of properties of the two-particle scattering function, and there is actually a
infinite family of examples satisfying them, therefore, we have correspondingly an infinite
family of candidates for quantum field theories.
The paper is organized as follows. In Sec. 2, we will introduce the model and fix the input
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scattering data, including the properties of the S-matrix. In Sec. 3, we exhibit our general
notation for multi-particle Fock space, partially following Lechner-Schu¨tzenhofer [LS14]. In
Sec. 4 we introduce the bound state operators χ(f), χ′(g), we analyse their domains and
symmetry properties as quadratic forms. In Sec. 5 we construct the fields φ˜(f) and φ˜′(g) and
show the weak wedge-commutativity between the components for “elementary particles”. In
Sec. 6 we conclude our paper with some remarks.
2 The deformed integrable sine-Gordon model
2.1 The factorizing S-matrix
In the conjectured integrable sine-Gordon model, the particle spectrum consists of a family
of finitely many particles called breathers {bℓ} [BK02]. It is also conjectured that, the sine-
Gordon model is equivalent to the Thirring model, where the breathers are the bound states
of soliton and the anti-soliton (the anti-particle of the soliton).
In the sine-Gordon model, the number of breathers depends on the coupling constant
0 < ν < 1 in the expression of the Lagrangian [BK02]. We will consider the coupling
constant in the interval 2
3
< ν < 4
5
, and differently from the sine-Gordon model, we do
not consider solitons and interpret that there are only two breathers b1, b2, by taking the
maximal analyticity (see below) in a strict sense.1 The masses of the breathers are given
by mbℓ = 2m sin
ℓνπ
2
, where m > 0 and ℓ = 1, 2. These particles are neutral and hence the
charge conjugate of bℓ (denoted with b¯ℓ in literature) is bℓ itself.
In this case, the elastic two-particle scattering processes are characterized by a matrix-
valued function with only non-zero components Sb1b1b1b1 (θ), S
b1b2
b2b1
(θ), Sb2b1b1b2 (θ) and S
b2b2
b2b2
(θ), where
θ is the difference of the rapidities of the incoming particles. We will give explicit expressions
for them in Section 2.2. They are the breather-breather S-matrix components of the sine-
Gordon model multiplied by so-called CDD factors.
The particles b1, b2 may form a bound state in a scattering process. We declare that the
possible fusion processes are only of three types, (b1b1) → b2, (b1b2) → b1 and (b2b1) → b1.
On the other hand, (b2b2) is not a fusion. The corresponding imaginary rapidities of the
fusing particles are denoted by θb2(b1b1) for the first fusion, and θ
b1
(b1b2)
, θb1(b2b1) for the second
two types of fusion. Correspondingly, we do not specify the rapidity θ(b2b2), since there is no
fusion (b2b2). The actual values will be given in Section 2.2.
In the same way as in [CT16], to these fusion processes there correspond the so-called
fusion angles, which determine the position of the simple poles in the components Sb1b1b1b1 (ζ),
Sb2b1b1b2 (ζ) and S
b1b2
b2b1
(ζ) in the physical strip 0 < Im ζ < π. Specifically, for the fusion (b1b1)→
b2, S
b1b1
b1b1
(ζ) has a simple pole at ζ = iθb2b1b1 , where
θb2b1b1 := θ
b2
(b1b1)
+ θb2(b1b1) (= 2θ
b2
(b1b1)
).
Similarly, Sb2b1b1b2 (ζ), corresponding to the fusion process (b2b1) → b1, has a simple pole at
1In the form factor programme [BFKZ99], for a given 0 < ν < 1, there are K breathers, where K is the
largest integer such that Kν < 1. Especially, if 12 < ν < 1, there is only one breather b1, differently from our
case (we are indeed not considering the Thirring model).
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ζ = iθb1b1b2 , where
θb1b1b2 := θ
b1
(b1b2)
+ θb1(b2b1),
and the same holds for the S-matrix component Sb1b2b2b1 (ζ). In our construction, the poles in the
component Sb2b2b2b2 (ζ) do not matter. We will indeed introduce the additional concept of ele-
mentary particle in analogy with [CT16], and we assume the so-called “maximal analyticity”
only for the elementary particle b1.
These angles correspond to s-channel poles and in the model under investigation they
are explicitly given in Table 1. The S-matrix components Sb1b1b1b1 , S
b2b1
b1b2
, Sb1b2b2b1 and S
b2b2
b2b2
are
meromorphic functions on C, which we present below. In addition, we will introduce the
bound state intertwiners ηb2b1b1 , η
b1
b2b1
and ηb1b1b2 (there is no corresponding matrix element for
(b2b2), as this is not a fusion.) In a general non-diagonal case, they formally diagonalize
the S-matrix components above at the corresponding pole, and their eigenvalues correspond
to the residues. They were also defined in [BFKZ99] and more explicitly in [Que99, before
Eq.(1.13)] and here we adopt a slightly modified convention, as below.
2.2 Scattering data
The input which specifies the S-matrix of our model is the following.
• The coupling constant ν, which is a parameter such that 2
3
< ν < 4
5
and the mass
parameter m > 0 which determines the masses of the breathers (see below). For the
value of ν in the range above, we consider two breathers, b1, b2. Indeed, K = 2 is the
largest integer such that Kν < 2.
• The S-matrix components: Sbℓbkbkbℓ (ζ) = SSGbℓbkbkbℓ(ζ)SCDDbℓbkbkbℓ(ζ), where
SSG
b1b1
b1b1
(ζ) =
tan 1
2i
(ζ + iπν)
tan 1
2i
(ζ − iπν) ,
SSG
b2b1
b1b2
(ζ) = SSG
b1b2
b2b1
(ζ) =
tan 1
2i
(
ζ + 3iπν
2
)
tan 1
2i
(
ζ − 3iπν
2
) tan 12i (ζ + iπν2 )
tan 1
2i
(
ζ − iπν
2
) ,
SSG
b2b2
b2b2
(ζ) =
tan 1
2i
(ζ + 2iπν)
tan 1
2i
(ζ − 2iπν)
(
tan 1
2i
(ζ + iπν)
)2(
tan 1
2i
(ζ − iπν))2 .
are the breather-breather S-matrix components of the sine-Gordon model (see [BK02,
Que99]), and SCDD
bℓbk
bkbℓ
are introduced as follows:
SCDD
b1b1
b1b1
(ζ) :=
sinh 1
2
(θ − iπ(ν − ν−))
sinh 1
2
(θ + iπ(ν − ν−))
· sinh
1
2
(θ − iπ(ν + ν+))
sinh 1
2
(θ + iπ(ν + ν+))
× sinh
1
2
(θ − iπ(1− ν + ν−))
sinh 1
2
(θ + iπ(1− ν + ν−))
· sinh
1
2
(θ − iπ(1− ν − ν+))
sinh 1
2
(θ + iπ(1− ν − ν+))
, (1)
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and expecting the bootstrap equation (see condition (S6) below), we also define
SCDD
b2b1
b1b2
(ζ) = SCDD
b1b2
b2b1
(ζ)
:= SCDD
b1b1
b1b1
(ζ + iθb2(b1b1))SCDD
b1b1
b1b1
(ζ − iθb2(b1b1))
=
sinh 1
2
(
θ − iπ(3
2
ν − ν−)
)
sinh 1
2
(
θ + iπ(1
2
ν − ν−)
) · sinh 12 (θ − iπ(32ν + ν+))
sinh 1
2
(
θ + iπ(1
2
ν + ν+)
)
× sinh
1
2
(
θ − iπ(1− 1
2
ν + ν−)
)
sinh 1
2
(
θ + iπ(1− 3
2
ν + ν−)
) · sinh 12 (θ − iπ(1− 12ν − ν+))
sinh 1
2
(
θ + iπ(1− 3
2
ν − ν+)
)
× sinh
1
2
(
θ − iπ(1
2
ν − ν−)
)
sinh 1
2
(
θ + iπ(3
2
ν − ν−)
) · sinh 12 (θ − iπ(12ν + ν+))
sinh 1
2
(
θ + iπ(3
2
ν + ν+)
)
× sinh
1
2
(
θ − iπ(1− 3
2
ν + ν−)
)
sinh 1
2
(
θ + iπ(1− 1
2
ν + ν−)
) · sinh 12 (θ − iπ(1− 32ν − ν+))
sinh 1
2
(
θ + iπ(1− 1
2
ν − ν+)
) , (2)
SCDD
b2b2
b2b2
(ζ) := SCDD
b2b1
b1b2
(ζ + iθb2(b1b1))SCDD
b2b1
b1b2
(ζ − iθb2(b1b1))
= SCDD
b1b1
b1b1
(ζ + iθb2b1b1)SCDD
b1b1
b1b1
(ζ)2SCDD
b1b1
b1b1
(ζ − iθb2b1b1).
We do not need an explicit expression for SCDD
b2b2
b2b2
, and we omit computing it. ν− and
ν+ are parameters satisfying the following set of conditions:
(i) ν−, ν+ > 0.
(ii) ν− ∈
(
3
2
ν − 1, 1
2
ν
)
.
(iii) ν+ ∈ (0, 1− ν).
(iv) 1− ν = ν− + ν+.
For 2
3
< ν < 4
5
, there are such ν−, ν+. Indeed, by rewriting every condition (i)–(iii)
only in terms of ν+ through (iv) which is equivalent to ν− = 1 − ν − ν+, we obtain
0 < ν+ < 1−ν and 1− 32ν < ν+ < 2− 52ν, which have always a nontrivial intersection for
2
3
< ν < 4
5
(on the other hand, in the interval 4
5
< ν < 1 there is no such intersection).
Let us take such ν−, ν+. (iv) is equivalent to −
(
1
2
ν − ν−
)
= 1 − 3
2
ν − ν+, therefore,
from (2) and sinh 1
2
(ζ + 2πi) = − sinh 1
2
ζ we have
SCDD
b2b1
b1b2
(ζ) = SCDD
b1b2
b2b1
(ζ)
=
sinh 1
2
(
θ − iπ(3
2
ν − ν−
)
)
sinh 1
2
(
θ + iπ(1
2
ν − ν−
)
)
· sinh
1
2
(
θ − iπ(3
2
ν + ν+
)
)
sinh 1
2
(
θ + iπ(1
2
ν + ν+
)
)
× −1
sinh 1
2
(
θ + iπ(1− 3
2
ν + ν−
)
)
· sinh
1
2
(
θ − iπ(1− 1
2
ν − ν+
)
)
1
× 1
sinh 1
2
(
θ + iπ(3
2
ν − ν−
)
)
· sinh
1
2
(
θ − iπ(1
2
ν + ν+
)
)
1
× sinh
1
2
(
θ − iπ(1− 3
2
ν + ν−
)
)
sinh 1
2
(
θ + iπ(1− 1
2
ν + ν−
)
)
· sinh
1
2
(
θ − iπ(1− 3
2
ν − ν+
)
)
sinh 1
2
(
θ + iπ(1− 1
2
ν − ν+
)
)
,
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processes rapidities of particles fusion angles
(b1b1) −→ b2 θb2(b1b1) = πν2 θb2b1b1 = πν
(b2b1) −→ b1, (b1b2) −→ b1 θb1(b1b2) = π(1− ν), θb1(b2b1) = πν2 θb1b2b1 = θb1b1b2 = π
(
1− ν
2
)
(b2b2) not a fusion
Table 1: Fusions and angles
and it is straightforward to see that these S-matrix components have no pole in the
physical strip 0 < Im ζ < π.
• There are only three possible fusion processes (b1b1)→ b2, (b2b1)→ b1 and (b1b2)→ b1.
Note that (b2b2) is not a fusion. The corresponding rapidities of particles θ
b2
(b1b1)
, θb1(b1b2)
and θb1(b2b1) are presented in the fusion table (Table 1). We define the fusion angles by
θγαβ := θ
γ
(αβ) + θ
γ
(βα) if (αβ)→ γ is a two fusion process, where α, β, γ = b1 or b2.
The data collected above satisfy the following “axioms” (in general, these axioms involve
the charge conjugation, but for breathers it is trivial, b¯1 = b1 and b¯2 = b2). In the
following, k, ℓ = 1, 2.
(S1) Meromorphy. The functions Sbℓbkbkbℓ (ζ) are meromorphic on C.
(S2) Parity symmetry. Sbℓbkbkbℓ (ζ) = S
bkbℓ
bℓbk
(ζ).
(S3) Unitarity. Sbℓbkbkbℓ (ζ)
−1 = Sbkbℓbℓbk (ζ¯).
(S4) Hermitian analyticity. Sbℓbkbkbℓ (ζ) = S
bℓbk
bkbℓ
(−ζ)−1.
(S5) Crossing symmetry. Sbℓbkbkbℓ (iπ − ζ) = Sbkbℓbℓbk (ζ).
(S6) Bootstrap equation. Let α, β, γ, µ = b1 or b2. If (αβ) → γ is a fusion process
in Table 1, there holds
Sγµµγ (ζ) = S
αµ
µα(ζ + iθ
γ
(αβ))S
βµ
µβ (ζ − iθγ(βα)).
(S7) Value at zero. Sbkbkbkbk (0) = −1.
(S8) Regularity. The components Sbℓbkbkbℓ have only finitely many zeros in the physical
strip and there is κ > 0 such that ‖S‖κ := sup
{
|Sbℓbkbkbℓ (ζ)| : ζ ∈ R + i(−κ, κ)
}
<∞
(the value of κ depends on the parameters ν, ν−, ν+).
(S9) Maximal analyticity (for b1).
2 The component Sb1b1b1b1 (ζ) has only two simple
poles in the physical strip. They are at iθb2b1b1 = iπν (called s-channel pole) and
iθ′b2b1b1 := iπ − iθb2b1b1 = iπ(1 − ν) (called t-channel pole, whose existence follows
from crossing symmetry). Similarly, the component Sb2b1b1b2 (ζ) has also only two
2We call this “maximal analyticity” because each s-channel pole at iθbℓb1bk has a corresponding entry
(b1bk)→ bℓ in the fusion Table 1. It should be noted that this is required only for the S-matrix components
containing b1, the “elementary particle” defined below.
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simple poles, i.e. an s-channel pole at iθb1b1b2 = iπ
(
1− ν
2
)
and a t-channel pole at
iθ′b1b1b2 := iπ − iθb1b2b1 = iπν2 .
Furthermore, Sbkb1b1bk have no double or higher poles in the physical strip, k = 1, 2.
(S10) Positive residue (for b1). If (b1bk)→ bℓ is a fusion process, then
Rbℓb1bk := Res ζ=iθbℓ
b1bk
Sbkb1b1bk (ζ) ∈ iR+.
Proof of the axioms.
• (S1)–(S6) and (S8). These properties are already satisfied by the S-matrix with com-
ponents SSG
bℓbk
bkbℓ
of the sine-Gordon model (and well-known in the literature). It is also
straightforward to check that SCDD
bℓbk
bkbℓ
(ζ) satisfy (S1)–(S5) and (S8). As for (S6), we
have by construction
SCDD
b2b1
b1b2
(ζ) = SCDD
b1b1
b1b1
(
ζ +
iπν
2
)
SCDD
b1b1
b1b1
(
ζ − iπν
2
)
.
By the properties mentioned above (in particular, hermitian analyticity), we have
SCDD
b1b1
b1b1
(ζ) = SCDD
b2b1
b1b2
(
ζ +
iπν
2
)
SCDD
b1b1
b1b1
(ζ − iπ(1 − ν))
Similarly, the bootstrap for b2 can be satisfied by construction.
Therefore, the products Sbℓbkbkbℓ(ζ) = SSG
bℓbk
bkbℓ
(ζ)SCDD
bℓbk
bkbℓ
(ζ) satisfy them as well.
• (S7). It is easy to see that SSGbkbkbkbk(0) = −1, while SCDD
bkbk
bkbk
(0) = 1, therefore, we have
SCDD
bkbk
bkbk
(0) = −1.
• (S9). The expression of SCDDbkb1b1bk(ζ) does not have poles in the physical strip, so the pole
structure of Sbkb1b1bk (ζ) is determined by SSG
bkb1
b1bk
(ζ), which is easy to check (and known in
the literature).
• (S10) is violated in the sine-Gordon model, indeed
RSG
b2
b1b1
:= Res
ζ=iθ
b2
b1b1
SSG
b1b1
b1b1
(ζ) = 2i tan(πν) ∈ −iR+,
for our range of ν ∈ (2
3
, 4
5
).
On the other hand, by counting the zeros on the imaginary line and by recalling
that SCDD
b1b1
b1b1
(0) = 1, one can see that SCDD
b1b1
b1b1
(iπν) < 0, hence we obtain Rb2b1b1 =
Res ζ=iπνS
b1b1
b1b1
(ζ) ∈ iR+ as desired. From this it follows that Rb1b1b2 ∈ iR+ as well, since
we will see below that Rb1b1b2 = R
b2
b1b1
.
The residues of Sbkb1b1bk (ζ) will play an important role, so we give them symbols.
Rbℓb1bk := Resζ=iθbℓ
b1bk
Sbkb1b1bk (ζ), R
′bℓ
b1bk
:= Res
ζ=iθ
′bℓ
b1bk
Sbkb1b1bk (ζ)
Rbℓbkb1 := Resζ=iθbℓ
bkb1
Sb1bkbkb1 (ζ), R
′bℓ
bkb1
:= Res
ζ=iθ
′bℓ
bkb1
Sb1bkbkb1 (ζ)
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and it follows that Rbℓb1bk = R
bℓ
bkb1
.
As before, we also introduce3 the symbols ηb2b1b1 and η
b1
b2b1
by the following formula:
ηb2b1b1 = i
√
2π
∣∣Rb2b1b1∣∣, ηb1b1b2 = i√2π ∣∣Rb1b1b2∣∣, ηb1b2b1 = i√2π ∣∣Rb1b2b1∣∣. (3)
Furthermore, by convention, we set to zero any residues and matrix elements of the above
type which do not correspond to a fusion in Table 1. From the properties (S2)–(S7) of the
S-matrix, there is a number of other properties of the fusion angles and of the residues that
follow, and we refer for the proofs to [CT16, Sec. 2.1]. We would mention here only the
following. The residue of the t-channel pole is related to the residue of the s-channel pole
by R′b2b1b1 = −Rb2b1b1 and R′b1b2b1 = −Rb1b1b2 , and that by (S2), Rb1b1b2 = Rb1b2b1 . (S6) and (S7) imply
that Rb2b1b1 = R
b1
b1b2
. Furthermore, if (b1bk)→ bℓ is a fusion process, the fusion angles are also
related by
π − θbℓb1bk = θbk(b1bℓ), θ
bk
(bℓb1)
= θbℓ(bkb1). (4)
From the equality Rb2b1b1 = R
b1
b1b2
and the parity Rb1b1b2 = R
b1
b2b1
, it also holds that ηb2b1b1 =
ηb1b1b2 = η
b1
b2b1
.
Particle spectrum. Given the mass parameterm > 0, we define the masses of the particles
as
mb1 = 2m sin
νπ
2
, mb2 = 2m sin
2νπ
2
.
They satisfy the following “fusion” rule:
mb2 = mb1 cos θ
b2
(b1b1)
+mb1 cos θ
b2
(b1b1)
, mb1 = mb1 cos θ
b1
(b1b2)
+mb2 cos θ
b1
(b2b1)
. (5)
As b1 plays a special role in our methods, we call it an elementary particle as in [CT16,
Sec. 2.1].
3 The physical Hilbert space
From the scattering data of Section 2.2, we construct basic mathematical structures for
the wedge-observables in the quantum field theory on the S-symmetric Fock space. The
construction can be thought of as a kind of deformation of a free field theory with the input
given by the S-matrix. The single-particle Hilbert space accommodates the two species of
particles:
H1 =
⊕
k=1,2
H1,bk , H1,bk = L2(R, dθ).
An element Ψ1 ∈ H1 can be identified as a vector valued function with components θ 7→
Ψbk1 (θ). On the unsymmetrized n-particle space H⊗n1 , there is a unitary representation Dn of
the symmetric group Gn which, with θ := (θ1, · · · , θn), acts as
(Dn(τj)Ψn)
bk (θ) = S
bkj bkj+1
bkj+1bkj
(θj+1 − θj)Ψ
bk1 ···bkj+1bkj ···bkn
n (θ1, · · · , θj+1, θj, · · · , θn),
3We use a slightly different convention from [Que99]: For a fusion process (αβ) → γ, we have ηγαβ =√
2pi ηγαβ
(Quella).
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where k1, . . . , kn ∈ {1, 2}, θ := (θ1, . . . , θn), bk := (bk1 , . . . , bkn) and τj ∈ Gn is the transposi-
tion (j, j + 1)→ (j + 1, j).
The full Hilbert space H is H := ⊕∞n=0Hn with H0 = CΩ, where Hn = PnH⊗n1 and
Pn :=
1
n!
∑
σ∈Gn
Dn(σ) is an orthogonal projection. The elements of H are L2-sequences
Ψ = (Ψ0,Ψ1, . . .), where Ψn are S-symmetric functions, namely invariant under the action
of Gn. Finally, we denote by D the linear hull (without closure) of {Hn}.
There is a unitary representation U of the proper orthochronous Poincare´ group P↑+ on
H which preserves each Hn,
U :=
⊕
n
Un, (U(a, λ)Ψ)
bk
n (θ) := exp
(
i
n∑
l=1
pbkl (θl) · a
)
Ψbkn (θ1 − λ, · · · , θn − λ),
where pbkl (θ) = (mbkl cosh θ,mbkl sinh θ). Additionally, there is an antiunitary representation
of the CPT operator on H:
J :=
⊕
n
Jn, (JΨ)
bk
n (θ) := Ψ
bkn ...bk1
n (θn, . . . , θ1).
We consider test functions with multi-components and are chosen as g ∈⊕2k=1 S (R2) with
gbk ∈ S (R2), and we adopt the following convention:
g±bk(θ) :=
1
2π
∫
d2x gbk(x)e
±ipbk (θ)·x.
We note that4 if gbk is supported in WR, then g
+
bk
(θ) has a bounded analytic continuation
in R + i(−π, 0) and |g+bk(θ + iλ)| decays rapidly as θ → ±∞ in the strip for λ ∈ (−π, 0).
Moreover, g+bk(θ − iπ) = g−bk(θ).
There is a natural action of the proper Poincare´ group on R2 and on the space of test
functions, denoted by g(a,λ), and it is compatible with the action on the one-particle space:
(g(a,λ))
±
bk
= U1(a, λ)g
±
bk
.
The CPT transformation acts also on multi-components test functions, which we denote
by j, as g 7→ gj, (gj)bk(x) := gbk(−x), and this is again compatible with J1: (gj)±bk(θ) =
J1g
±
bk
(θ) = g±bk(θ).
Moreover, we introduce the complex conjugate of a multi-component test function by
(g∗)bk(x) := gbk(x) and if g = g
∗, then we say that g is real and it follows that g±bk(ζ) = g
∓
bk
(ζ)
(c.f. [LS14, Proposition 3.1]).
Zamolodchikov-Faddeev algebra
Similarly to [LS14], creators and annihilators z†bk(θ), zbk(θ) are introduced in the S-symmetric
Fock space H. For ϕ ∈ H1, their actions on vectors Ψ = (Ψn) ∈ D are given by
(z(ϕ)Ψ)bkn (θ) =
√
n+ 1
∑
l=1,2
∫
dθ′ϕbl(θ′)Ψblbkn+1(θ
′, θ),
z†(ϕ) = (z(ϕ))∗
4Our convention of the Lorentz metric is a · b = a0b0 − a1b1.
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(see [LS14, Proposition 2.4]) and they formally fulfill the following Zamolodchikov-Faddeev
algebra:
z†bk(θ)z
†
bl
(θ′) = Sblbkbkbl (θ − θ′)z
†
bl
(θ′)z†bk(θ),
zbk(θ)zbl(θ
′) = Sblbkbkbl (θ − θ′)zbl(θ′)zbk(θ),
zbk(θ)z
†
bl
(θ′) = Sbkblblbk (θ
′ − θ)z†bl(θ′)zbk(θ) + δbkblδ(θ − θ′)1H.
They are opereator-valued distributions defined on D and bounded on each n-particle space
Hn when smeared by a test function.
Let f ∈⊕k=1,2 S (R2), we define
φ(f) := z†(f+) + z(J1f
−)(
=
∑
k=1,2
∫
dθ
(
f+bk(θ)z
†
bk
(θ) + (J1f
−)bk(θ)zbk(θ)
))
.
This multi-component quantum field5 is defined on the subspace D of H of vectors with finite
particle number and the properties listed in [LS14, Proposition 3.1] are fulfilled, as long as
the analyticity in the physical strip is not used. We also introduce φ′, the reflected field
defined for g ∈ S (R2),
φ′(g) := Jφ(gj)J = z
′†(g+) + z′(J1g
−),
where z′, z′† are the reflected creators and annihilators z′bk(θ) := Jzbk(θ)J and z
′†
bk
(θ) :=
Jz†bk(θ)J .
For the class of two-particle S-matrices S(θ) with components which are not analytic in the
physical strip θ ∈ R+ i(0, π), we have [φ(f), φ′(g)] 6= 0, namely, even the weak commutativity
fails for φ, φ′. The goal of the present paper is to find alternative wedge-observables for the
S-matrix of the sine-Gordon model.
4 The bound state operator
We introduce an operator χ(f) similarly to [CT16], which we again call the “bound state
operator”, whose mathematical structure corresponds to our fusion table, which is same as
the breather-breather fusion processes in the sine-Gordon model with two breathers. In this
model, the “elementary particle” is b1, and we restrict ourselves to the case where fb1 is the
only non-zero component of a test function f .
4.1 Definitions and domains
We define it as an unbounded operator on the S-symmetric Fock space H. Recall that for
s < t, H2(Ss,t) is the Hardy space of analytic functions Ψ in Ss,t := R + i(s, t) such that
5If the S-matrix S(ζ) were analytic in the physical strip, φ(f) could be considered as an observable localized
in the standard left wedge WL and if furthermore S is diagonal with additional regularity conditions, one
would be able to obtain a Haag-Kastler net with minimal length [LS14, AL16]. In contrast, our S-matrix has
poles in the physical strip.
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Ψ(θ + iλ) is L2(R) as a function of θ for each λ ∈ (s, t) and their L2-norm is uniformly
bounded for λ. For a multi-component test function f whose only non-zero component is fb1
and is supported in WL, its action on H1 is given as follows:
Dom(χ1(f)) := H
2
(
S
−θ
b2
(b1b1)
,0
)
⊕H2
(
S
−θ
b1
(b2b1)
,0
)
(χ1(f)ξ)bk(θ) :=

−iηb1b1b2f+b1(θ + iθb1(b1b2))ξb2(θ − iθb1(b2b1)) if k = 1,
−iηb2b1b1f+b1(θ + iθb2(b1b1))ξb1(θ − iθb2(b1b1)) if k = 2.
(6)
where ηb2b1b1 , η
b1
b1b2
are the matrix elements introduced in Sec. 2.2, see Eq. (3). Actually,
θb1(b2b1) = θ
b2
(b2b1)
= πν
2
, hence Dom(χ1(f)) = H
2
(
S−πν
2
,0
)⊕2
, but we often keep the notation
above for homogeneity.
The full operator χ(f) is the direct sum of its components χn(f) on Hn:
χn(f) := nPn(χ1(f)⊗ 1⊗ · · · ⊗ 1)Pn, χ(f) =
∞⊕
n=0
χn(f). (7)
Similarly, and as in [CT16], we introduce the reflected bound state operator χ′(g) for a test
function g supported in the right wedge WR. Again, its one particle projection for g having
only one non-zero component gb1 is given by
Dom(χ′1(g)) := H
2
(
S
0,θ
b2
(b1b1)
)
⊕H2
(
S
0,θ
b1
(b2b1)
)
(χ′1(g)ξ)bk(θ) :=

−iηb1b1b2g+b1(θ − iθb1(b1b2))ξb2(θ + iθb1(b2b1)) if k = 1,
−iηb2b1b1g+b1(θ − iθb2(b1b1))ξb1(θ + iθb2(b1b1)) if k = 2.
The full operator on H is given by
χ′n(g) := nPn(1⊗ · · · ⊗ 1⊗ χ′1(g))Pn, χ′(g) =
⊕
n
χ′n(g). (8)
This operator is related to χ by the CPT operator J :
χ′(g) = Jχ(gj)J.
To see this, let us consider the one-particle components. By recalling the expression (6),
(Jχ1(gj)Jξ)bℓ(θ) = (χ1(gj)Jξ)bℓ(θ)
= −iηbℓb1bk(gj)+b1(θ + iθbℓ(b1bk))(Jξ)bk(θ − iθ
bℓ
(bkb1)
)
= −iηbℓb1bkg+b1(θ − iθ
bℓ
(b1bk)
)ξbk(θ + iθ
bℓ
(bkb1)
)
= (χ′(g)ξ)bℓ(θ),
where l = 1 or 2 and k = 2 or 1, respectively, and we used that −iηγαβ ∈ R. As Jn commutes
with Pn, we have χ
′
n(g) = Jnχn(gj)Jn. Since the whole operators χ(g) and χ
′(g) are defined
as the direct sum, the desired equality follows.
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We give some more explicit expressions of Eq.ns (7) and (8) by applying them to a n-
particle vector which we assume to be S-symmetric and in the domain of χ1(f)⊗1⊗· · ·⊗1
and of 1 ⊗ · · · ⊗ 1 ⊗ χ′1(g), respectively. We have, from (S6), (S2) and (S4) exactly as in
[CT16, Section 3.2],
(χ(f)Ψn)
bk1 ···bkn (θ1, . . . , θn)
= −i
∑
1≤ℓ≤n, αℓ=b1,b2
η
bkℓ
b1αℓ
( ∏
1≤j≤ℓ−1
S
bkj b1
b1bkj
(θℓ − θj + iθbkℓ(b1αℓ))
)
× f+b1(θℓ + iθ
bkℓ
(b1αℓ)
)Ψ
bk1 ...bkℓ−1αℓbkℓ+1 ...bkn
n
(
θ1, · · · , θℓ−1, θℓ − iθbkℓ(αℓb1), θℓ+1, · · · θn
)
, (9)
where k1, . . . , kn = 1, 2 and we applied our convention that η
γ
αβ = 0 if (αβ) → γ is not a
fusion, and terms containing such ηγαβ should be ignored (even if it contains expressions such
as Ψ(· · · , θ − iθγ(βα), · · · ) which can be meaningless, as it might be outside the domain of
analyticity).
We have a similar expression for χ′(g):
(χ′(g)Ψn)
bk1 ...bkn (θ1, . . . , θn) =
= −i
∑
1≤ℓ≤n, αℓ=b1,b2
η
bkℓ
b1αℓ
( ∏
ℓ+1≤j≤n
S
b1bkj
bkj b1
(θj − θℓ + iθbkℓ(b1αℓ))
)
× g+b1(θℓ − iθ
bkℓ
(b1αℓ)
)Ψ
bk1 ...bkℓ−1αℓbkℓ+1 ...bkn
n
(
θ1, · · · , θℓ−1, θℓ + iθbkℓ(αℓb1), θℓ+1 · · · θn
)
.
(10)
4.2 Some properties
We remark here on some of the properties of χ(f), noting that analogous properties hold
by construction for χ′(g). For a multi-component real test function f whose only non-zero
component is fb1 which is real, we can prove that χ(f) is densely defined and symmetric as
follows.
By construction, χ1(f) is clearly densely defined. To show that χ1(f) is symmetric,
we take two vectors ξ, ψ ∈ Dom(χ1(f)) whose components have compact inverse Fourier
transform. One can show that these vectors form a core for χ1(f). By recalling that η
bℓ
b1bk
= 0
unless k = 1, ℓ = 2 or k = 2, ℓ = 1, we compute on vectors ξ, ψ from the core:
〈ψ, χ1(f)ξ〉 = −
∑
k,ℓ
iηbℓb1bk
∫
dθ ψbℓ(θ)f+b1(θ + iθ
bℓ
(b1bk)
)ξbk(θ − iθbℓ(bkb1))
= −
∑
k,ℓ
iηbℓb1bk
∫
dθ f+b1(θ + iπ − iθbℓ(b1bk))ψbℓ(θ)ξbk(θ − iθ
bℓ
(bkb1)
)
= −
∑
kℓ
iηbℓb1bk
∫
dθ f+b1(θ + iπ − iθbℓb1bk)ψbℓ(θ − iθbℓ(bkb1))ξbk(θ)
= −
∑
kℓ
iηbkb1bℓ
∫
dθ f+b1(θ + iθ
bk
(b1bℓ)
)ψbℓ(θ − iθbk(bℓb1))ξbk(θ) = 〈χ1(f)ψ, ξ〉,
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where in the second equality we used the property f+(θ + iλ) = f+(iπ − θ − iλ) explained
at the end of Sec. 3. In the third equality we used Cauchy theorem and performed the
shift θ → θ + iθbℓ(bkb1), since the integrand is analytic, bounded and rapidly decreasing in the
strip R + i(0, π) due to ξ, ψ being the Fourier transforms of compactly supported functions
and the properties of f+. In the fourth equality we used the properties π − θb2b1b1 = θb1(b1b2),
θb2(b1b1) = θ
b1
(b2b1)
and ηb2b1b1 = η
b1
b1b2
from Sec. 2.2.
We can show that χn(f) is densely defined and symmetric by arguing as in [CT16, Propo-
sition 3.1].
Furthermore, the operator χ(f) is covariant with respect to the action U of the Poincare´
group P↑+ on H that we introduced in Section 3 in the following sense. For a test function f
supported in WL and (a, λ) ∈ P↑+ such that a ∈ WL, we can show that AdU(a, λ)(χ(f)) ⊂
χ(f(a,λ)). The key to the proof are the relations (5), see [CT16, Proposition 3.2] for details.
5 Weak commutativity
We introduce the field
φ˜(f) = φ(f) + χ(f)
and its reflected field φ˜′(g) = φ′(g) + χ′(g) = Jφ˜(gj)J in a similar manner as in [CT16]. For
f with support in WL and such that f
∗ = f , the field φ˜(f) fulfills the properties listed in
[CT16, Proposition 4.1], and a similar result also holds for the reflected field φ˜′(g). Regarding
the domain of φ˜, we note that, since the domain of χ(f) contains vectors with finite particle
number and with certain analyticity and boundedness properties (see Sec. 4), its domain is
included in the domain of φ(f), and therefore Dom(φ˜(f)) = Dom(χ(f)).
As already mentioned in [CT16], the field φ˜(f) has very subtle domain properties. In
particular, because of the poles of S, after applying this operator to a vector (not the vacuum)
in its domain, it generates a vector which is no longer in the domain of φ˜′(g). For this reason,
products of the form φ˜(f)φ˜′(g) and φ˜′(g)φ˜(f) are not well defined, and we need to compute
the commutator [φ˜(f), φ˜′(g)] between arbitrary vectors Φ,Ψ from a suitable space (see below).
Moreover, the commutator is smeared with test functions f, g with only nonzero components
corresponding to b1.
We start by considering vectors Ψbkn in the domain discussed in Sec. 4.2. These vectors
admit analytic continuation in the first variable, and actually a meromorphic continuation
in each variable, to ±iπν
2
. We also note that for certain components Ψ
bk1 ···bkn
n (θ1, · · · , θn),
specifically in the case where two of the indices are equal, bkj = bkℓ = α, we can infer the
existence of zeros by the following computation:
Ψ
bk1 ···α···α···bkn
n (θ1, · · · , θj , · · · , θℓ, · · · , θn)
=
(
ℓ−1∏
p=j+1
S
αbkp
bkpα
(θp − θj)Sbkpααbkp (θℓ − θp)
)
Sαααα(θℓ − θj)
×Ψbk1 ···α···α···bknn (θ1, · · · , θℓ, · · · , θj, · · · , θn).
Hence, by (S7) and (S4), Ψbkn has a zero at θj−θℓ = 0. However, this does not imply existence
of zeros for other components. Furthermore, in the proof of Theorem 5.1, we will encounter
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certain poles of S in the computation. Hence, we consider vectors from the following space:
D0 :=
Ψ ∈ D :
Ψbkn is analytic in R
n + i(−πν
2
, πν
2
)n,
Ψbkn (θ + iλ) ∈ L2(Rn) for λ ∈ (−πν2 , πν2 )n, with a uniform bound and
has a zero at θj − θℓ = 0,±iπ(1− ν),±iπ(3ν2 − 1),± iπν2 for all j, ℓ
 ,
(11)
where kj = 1, 2. Note that D0 ⊂ Dom(φ˜(f)) ∩Dom(φ˜′(g)).
One can see that D0 is dense as follows: we take
Cn(θ) :=
∏
λ∈Λ
∏
1≤j<k≤n
(θk − θj − iλ)(θj − θk − iλ)
(θk − θj − 2πi)(θj − θk − 2πi) , Λ =
{
0, π(1− ν), π(3ν
2
− 1), πν
2
}
,
and consider the set
{MCnPn(ξ1 ⊗ · · · ⊗ ξn), ξj ∈ Dom(χ1(f)) ∩Dom(χ′1(g))} .
As Cn is symmetric and it has zeros at the poles of S, the set above is a subset of D0.
Furthermore, as Cn is bounded and invertible on R
n, MCn maps a dense set to a dense
set. The set {Pn(ξ1 ⊗ · · · ⊗ ξn), ξj ∈ Dom(χ1(f)) ∩Dom(χ′1(g))} is dense, therefore, so are
its imageMCn
(
Dom(φ˜(f)) ∩Dom(φ˜′(g))
)
and D0. Thanks to (S8), [Tan16, Proposition E.7]
and the properties of D0, we can safely use analytic continuations in the proof of our main
theorem.
Theorem 5.1. Let f and g be test functions supported in WL and WR, respectively, and with
the property that f = f ∗ and g = g∗. Furthermore, assume that f, g have components fbk = 0
and gbk = 0 for k 6= 1. Then, for each Φ,Ψ in D0, we have
〈φ˜(f)Φ, φ˜′(g)Ψ〉 = 〈φ˜′(g)Φ, φ˜(f)Ψ〉.
Proof. As in our previous works, we may assume that the vectors Φ and Ψ are already S-
symmetric. Furthermore, we recall that the domains of φ˜(f), φ˜′(g) coincide with those of
χ(f), χ′(g), respectively, hence we have the following equalities as operators:
φ˜(f) = φ(f) + χ(f) = z†(f+) + χ(f) + z(J1f
−),
φ˜′(g) = φ′(g) + χ′(g) = z′†(g+) + χ′(g) + z′(J1g
−).
Therefore, the (weak) commutator [φ˜(f), φ˜′(g)] expands into several terms that we will com-
pute individually.
The commutator [φ(f), φ′(g)]
This commutator has been computed in [LS14] and then simplified in the case where S
is diagonal in [CT16]. Here, we briefly recall its expression:
([φ′(g), φ(f)]Ψn)
bk (θ1, · · · , θn)
=
∫
dθ′
(
g−b1(θ
′)
(
n∏
p=1
S
bkpb1
b1bkp
(θ′ − θp)
)
f+b1(θ
′)− g+b1(θ′)
(
n∏
p=1
S
bkpb1
b1bkp
(θ′ − θp)
)
f−b1(θ
′)
)
× (Ψn)bk (θ1, . . . , θn).
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By (S5) and the analytic properties of f±, g± explained in Section 3, the first term in the
integrand is equal to the second term up to a shift of +iπ in θ′. Since S has some poles in
the physical strip, we obtain residues from this difference.
We are considering test functions f, g whose only non-zero components correspond to b1.
In this case, the factor Sbkb1b1bk appearing in the expression of the commutator have exactly two
simple poles at ζ = iθ
bk′
b1bk
, iθ
′bk′
b1bk
with k = 1, k′ = 2 and k = 2, k′ = 1, as seen in the fusion
table in Sec. 2.2.
With the notation R
bk′
b1bk
, R
′bk′
b1bk
which are nonzero only for k = 1, k′ = 2 and k = 2, k′ = 1,
by applying the Cauchy theorem, we get the contributions from the above-mentioned poles:
1
2πi
([φ′(g), φ(f)]Ψn)
bk (θ1, . . . , θn)
=
∑
k=1,2
 n∑
j=1
Rbkb1bkj
g−b1(θj + iθ
bk
b1bkj
)f+b1(θj + iθ
bk
b1bkj
)
 n∏
p=1
p 6=j
S
bkpb1
b1bkp
(θj + iθ
bk
b1bkj
− θp)

+
n∑
j=1
R′bkb1bkj
g−b1(θj + iθ
′bk
b1bkj
)f+b1(θj + iθ
′bk
b1bkj
)
 n∏
p=1
p 6=j
S
bkpb1
b1bkp
(θj + iθ
′bk
b1bkj
− θp)


× (Ψn)bk1 ...bkn (θ1, . . . , θn).
More explicitly, the possible terms from the above expression are given by the following.
1
2πi
([φ′(g), φ(f)]Ψn)
bk (θ1, . . . , θn)
=
n∑
j=1
Rb2b1b1g
−
b1
(θj + iθ
b2
b1b1
)f+b1(θj + iθ
b2
b1b1
)
 n∏
p=1
p 6=j
S
bkpb1
b1bkp
(θj + iθ
b2
b1b1
− θp)

× (Ψn)bk1 ...b1...bkn (θ1, . . . , θj , . . . , θn) (12a)
+
n∑
j=1
R′b1b1b2g
−
b1
(θj + iθ
′b1
b1b2
)f+b1(θj + iθ
′b1
b1b2
)
 n∏
p=1
p 6=j
S
bkpb1
b1bkp
(θj + iθ
′b1
b1b2
− θp)

× (Ψn)bk1 ...b2...bkn (θ1, . . . , θj , . . . , θn) (12b)
+
n∑
j=1
Rb1b1b2g
−
b1
(θj + iθ
b1
b1b2
)f+b1(θj + iθ
b1
b1b2
)
 n∏
p=1
p 6=j
S
bkpb1
b1bkp
(θj + iθ
b1
b1b2
− θp)

× (Ψn)bk1 ...b2...bkn (θ1, . . . , θj , . . . , θn) (12c)
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+n∑
j=1
R′b2b1b1g
−
b1
(θj + iθ
′b2
b1b1
)f+b1(θj + iθ
′b2
b1b1
)
 n∏
p=1
p 6=j
S
bkpb1
b1bkp
(θj + iθ
′b2
b1b1
− θp)

× (Ψn)bk1 ...b1...bkn (θ1, . . . , θj , . . . , θn). (12d)
The commutator [χ(f), χ′(g)]
We compute this commutator between vectors Ψ,Φ with only n-particle components
and with f, g having only non-zero components of type b1. Recall the expressions of χ(f)
and χ′(g) in Sec. 4, where they are written as the sum of n operators acting on different
variables, therefore, there are n2 terms in each of the scalar products 〈χ′(g)Φ, χ(f)Ψ〉 and
〈χ(f)Φ, χ′(g)Ψ〉. Of these, one can show that the n(n−1) terms in which the above-mentioned
operators act on different variables give exactly the same contribution, exactly as in [CT16]
(this time the operators χ1(f) and χ
′
1(g) are not positive, but χ(f) ⊗ 1 ⊗ · · · ⊗ 1 and
1⊗· · ·⊗1⊗χ′1(g) are strongly commuting, hence we may consider their polar decomposition),
which we denote by C, therefore, they cancel in the commutator and hence are irrelevant.
Following [CT16, P. 35], we exhibit the relevant parts (k := k1, . . . , kn where each kj can
take 1, 2. Furthermore, if kj = 1, then we put k
′
j = 2 and if kj = 2, then k
′
j = 1):
〈χ′(g)Φ, χ(f)Ψ〉 − C
=
n∑
j=1
∑
k
αj ,βj=1,2
∫
dθ1 . . . dθn η
bkj
b1bαj
(
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp + iθ
bkj
(b1bαj )
))
f+b1
(
θj + iθ
bkj
(b1bαj )
)
× (Ψn)bk1 ...bαj ...bkn
(
θ1, . . . , θj − iθ
bkj
(bαj b1)
, . . . , θn
)
η
bkj
b1bβj
(
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq + iθ
bkj
(b1bβj )
))
× g+b1
(
θj + iθ
bkj
(b1bβj )
− iπ
)
(Φn)
bk1 ...bβj ...bkn
(
θ1, . . . , θj + iθ
bkj
(bβj b1)
, . . . , θn
)
=
n∑
j=1
∑
k
∫
dθ1 . . . dθn η
bkj
b1bk′
j
(
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp + iθ
bkj
(b1bk′
j
)
))
f+b1
(
θj + iθ
bkj
(b1bk′
j
)
)
× (Ψn)bk1 ...bk′j ...bkn
(
θ1, . . . , θj − iθ
bkj
(bk′
j
b1)
, . . . , θn
)
η
bkj
b1bk′
j
(
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq + iθ
bkj
(b1bk′
j
)
))
× g+b1
(
θj + iθ
bkj
(b1bk′
j
) − iπ
)
(Φn)
bk1 ...bk′j
...bkn
(
θ1, . . . , θj + iθ
bkj
(bk′
j
b1)
, . . . , θn
)
=
n∑
j=1
∑
k
∫
dθ1 . . . dθn η
bkj
b1bk′
j
(
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp + iθ
bkj
b1bk′
j
))
f+b1
(
θj + iθ
bkj
b1bk′
j
)
× (Ψn)bk1 ...bk′j ...bkn (θ1, . . . , θj, . . . , θn)η
bkj
b1bk′
j
(
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq + iθ
bkj
bk′
j
b1
))
× g+b1
(
θj + iθ
bkj
b1bk′
j
− iπ
)
(Φn)
bk1 ...bk′j
...bkn (θ1, . . . , θj , . . . , θn),
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where we used (9) and (10), exploited that ηb2b1b1 , η
b1
b1b2
are the only nonzero combinations,
then performed the shift θj → θj + iθ
bkj
(bk′
j
b1)
in the third equality and used θγαβ = θ
γ
(αβ)+ θ
γ
(βα).
This shift in θj is allowed by the analyticity and decay properties of f
+, g+ at infinity in
the strip, [CT15, Lemma B.2] and the property of Ψ,Φ ∈ D0 explained before Theorem 5.1:
more precisely, depending on whether bkp = b1 or b2 (respectively for bkq), S
bkpb1
b1bkp
(ζ) has a
pole at iπν and iπ(1 − ν), or at iπν
2
and i(1 − πν
2
). As θj → θj + iθ
bkj
(bk′
j
b1)
= θj + i
πν
2
(this
does not depend on bkj : see Table 1), the integral contour might move across the pole when
θj → θj + iπ(1 − ν), θj → θj + iπ(3ν2 − 1) or θj → θj + iπν2 , depending on the combination
of bkp and bkj . But these poles are cancelled by the zeros of Ψn,Φn ∈ D0, hence the shift is
legitimate and the result is L1 (the integral is the inner product of two L2-functions).
Similarly, we can compute the other term 〈χ(f)Φ, χ′(g)Ψ〉 in the commutator [χ(f), χ′(g)]
and obtain:
〈χ(f)Φ, χ′(g)Ψ〉 − C
=
n∑
j=1
∑
k
αj ,βj=1,2
η
bkj
b1bαj
∫
dθ1 . . . dθn
(
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp + iθ
bkj
(b1bαj )
))
× f+b1
(
θj + iθ
bkj
(b1bαj )
)
(Φn)
bk1 ...bαj ...bkn
(
θ1, . . . , θk − iθ
bkj
(bαj b1)
, . . . , θn
)
× ηbkjb1bβj
(
n∏
q=j+1
S
b1bkq
bkq b1
(
θq − θj + iθ
bkj
(b1bβj )
))
× g+b1
(
θj − iθ
bkj
(b1bβj )
)
(Ψn)
bk1 ...bβj ...bkn
(
θ1, . . . , θj + iθ
bkj
(bβj b1)
, . . . , θn
)
=
n∑
j=1
∑
k
η
bkj
b1bk′
j
∫
dθ1 . . . dθn
(
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp − iθ
bkj
bk′
j
b1
+ iπ
))
× f+b1
(
θj − iθ
bkj
bk′
j
b1
+ iπ
)
(Φn)
bk1 ...bk′j
...bkn (θ1, . . . , θj , . . . , θn)
× ηbkjb1bk′
j
(
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq − iθ
bkj
b1bk′
j
+ iπ
))
g+b1
(
θj − iθ
bkj
b1bk′
j
)
× (Ψn)bk1 ...bk′j ...bkn (θ1, . . . , θj , . . . , θn),
where we used (9), (10) and θγαβ = θ
γ
(αβ)+ θ
γ
(βα), we performed the shift θj → θj− iθ
bkj
(bk′
j
b1)
and
we used properties (S3)–(S5). As before, we can perform the shift in θj using the analyticity
and decay properties of f+, g− at infinity in the strip, [CT15, Lemma B.2] and the zeros of
the vectors Ψ,Φ ∈ D0. This also guarantees the fact that the result is still L1.
Since there are only two types of fusion processes (b1b1) → b2 and (b1b2) → b1 in the
model, the possible contributions to the expectation values above are
〈χ′(g)Φ, χ(f)Ψ〉 − C
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=n∑
j=1
∑
k
ηb2b1b1η
b2
b1b1
∫
dθ1 . . . dθn
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp + iθb2b1b1
)
× f+b1
(
θj + iθ
b2
b1b1
)
(Ψn)
bk1 ...b1...bkn (θ1, . . . , θj , . . . , θn)
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq + iθb2b1b1
)
× g+b1
(
θj + iθ
b2
b1b1
− iπ) (Φn)bk1 ...b1...bkn (θ1, . . . , θj , . . . , θn) (13a)
+
n∑
j=1
∑
k
ηb1b1b2η
b1
b1b2
∫
dθ1 . . . dθn
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp + iθb1b1b2
)
× f+b1
(
θj + iθ
b1
b1b2
)
(Ψn)
bk1 ...b2...bkn (θ1, . . . , θj , . . . , θn)
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq + iθb1b2b1
)
× g+b1
(
θj + iθ
b1
b1b2
− iπ) (Φn)bk1 ...b2...bkn (θ1, . . . , θj , . . . , θn), (13b)
and similarly,
〈χ(f)Φ, χ′(g)Ψ〉 − C
=
n∑
j=1
∑
k
ηb2b1b1η
b2
b1b1
∫
dθ1 . . . dθn
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp − iθb2b1b1 + iπ
)
× f+b1
(
θj − iθb2b1b1 + iπ
)
(Φn)
bk1 ...b1...bkn (θ1, . . . , θj, . . . , θn)
×
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq − iθb2b1b1 + iπ
)
g+b1(θj − iθb2b1b1)(Ψn)bk1 ...b1...bkn (θ1, . . . , θj , . . . , θn) (14a)
+
n∑
j=1
∑
k
ηb1b1b2η
b1
b1b2
∫
dθ1 . . . dθn
j−1∏
p=1
S
bkpb1
b1bkp
(
θj − θp − iθb1b2b1 + iπ
)
× f+b1(θj − iθb1b2b1 + iπ)(Φn)bk1 ...b2...bkn (θ1, . . . , θj , . . . , θn)
×
n∏
q=j+1
S
bkq b1
b1bkq
(
θj − θq − iθb1b1b2 + iπ
)
g+b1(θj − iθb1b1b2)(Ψn)bk1 ...b2...bkn (θ1, . . . , θj , . . . , θn).
(14b)
Now, the commutator [φ′(g), φ(f)] cancels the commutator [χ(f), χ′(g)]: more precisely, (12a)
cancels (13a), (12b) cancels (14b), (12c) cancels (13b), (12d) cancels (14a). This uses the
following properties:
• The properties of fusion angles and residues, such as θb1b1b2 := θb1(b1b2) + θb1(b2b1), θ′b2b1b1 =
π − θb2b1b1 , θ′b1b1b2 = π − θb1b2b1 , R′b2b1b1 = −Rb2b1b1 and R′b1b2b1 = −Rb1b1b2 .
• Eq. (3) and Rb2b1b1 , Rb1b1b2 ∈ iR+, hence (ηb2b1b1)2 = −2πiRb2b1b1 and (ηb1b1b2)2 = −2πiRb1b1b2 .
• f+b1(θ + iπ) = f−b1(θ), g+b1(θ − iπ) = g−b1(θ).
Most of these properties are from Section 2.2.
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The commutators [χ(f), z′(J1g
−)] and [z(J1f
−), χ′(g)]
Using the expressions of χ(f) and χ′(g) in (9) and (10), we can also compute these com-
mutators as in [CT16]. Noting that ηb2b1b1 , η
b1
b1b2
are the only possible non-zero combinations,
we find
([χ(f), z′(J1g
−)]Ψn)
bk1 ...bkn−1 (θ1, · · · , θn−1)
=
√
n iηb1b1b2
∫
dθ′ g−b1(θ
′)f+b1(θ
′ + iθb1(b1b2))(Ψn)
b2bk1 ...bkn−1 (θ′ − iθb1(b2b1), θ1 . . . θn−1)
×
(
n−1∏
j=1
S
bkj b1
b1bkj
(θ′ − θj)
)
,
which it can be rewritten by shifting θ′ → θ′ + iθb1(b2b1) as follows
([χ(f), z′(J1g
−)]Ψn)
bk1 ...bkn−1 (θ1, · · · , θn−1)
=
√
n iηb1b1b2
∫
dθ′ g−b1(θ
′ + iθb1(b2b1))f
+
b1
(θ′ + iθb1b1b2)(Ψn)
b2bk1 ...bkn−1 (θ′, θ1 . . . θn−1)
×
(
n−1∏
j=1
S
bkj b1
b1bkj
(θ′ + iθb1(b2b1) − θj)
)
. (15)
For the shift in θ′, as it is based on an application of the Cauchy Theorem, it uses the
analyticity and decay properties of f+, g− at infinity in the strip, [CT15, Lemma B.2] and
the fact that the poles of the S-factors in the product above are cancelled by the zeros of the
vector Ψn ∈ D0. More precisely, for bkj = b1, Sb1b1b1b1 (ζ) has a pole at ζ = iπ−iθb2b1b1 = iπ(1−ν).
Noting that π(1 − ν) < θb1(b2b1) = πν2 for 23 < ν < 45 , the zero of the factor Cn at iπ(1 − 3ν2 )
becomes relevant here (see below (11)), while the pole at ζ = iθb2b1b1 = iπν is not reached by
the shift by iπν
2
in θ′. The pole of Sb2b1b1b2 (ζ) at ζ = i
πν
2
= iθb1(b2b1) is cancelled by the zeros of
Ψn arising from S-symmetry (see the observations above (11)), as in this case bkj = b2, while
the pole at ζ = iπ(1− ν
2
) is not reached by the shift by iπν
2
in θ′.
This also guarantees the fact that the result is still L2. Similarly, we have
([z(J1f
−), χ′(g)]Ψn)
bk1 ...bkn−1 (θ1, · · · , θn−1)
= −√n iηb1b1b2
∫
dθ′ f−b1(θ
′)g+b1(θ
′ − iθb1(b1b2))(Ψn)b2bk1 ...bkn−1 (θ′ + iθb1(b2b1), θ1 . . . θn−1)
×
(
n−1∏
j=1
S
b1bkj
bkj b1
(θj − θ′ + iθb1(b1b2))
)
,
and by shifting θ′ → θ′ − iθb1(b2b1) we can rewrite this expression as
([z(J1f
−), χ′(g)]Ψn)
bk1 ...bkn−1 (θ1, · · · , θn−1)
= −√n iηb1b1b2
∫
dθ′ f−b1(θ
′ − iθb1(b2b1))g+b1(θ′ − iθb1b1b2)(Ψn)b2bk1 ...bkn−1 (θ′, θ1 . . . θn−1)
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×
(
n−1∏
j=1
S
b1bkj
bkj b1
(θj − θ′ + iθb1b1b2)
)
= −√n iηb1b2b1
∫
dθ′ f+b1(θ
′ + iπ − iθb1(b2b1))g−b1(θ′ + iπ − iθb1b1b2)(Ψn)b2bk1 ...bkn−1 (θ′, θ1 . . . θn−1)
×
(
n−1∏
j=1
S
b1bkj
bkj b1
(θ′ − θj + iπ − iθb1b1b2)
)
, (16)
where we used the property of f−, g+ under π-translation and (S5). As before, the shift in
θ′ is allowed as the poles of the S-factors in the product above are cancelled by the zeros of
Ψn ∈ D0. More precisely, Sb1b2b2b1 (ζ) has a pole at iπν2 and this is crossed as θ′ is shifted by
iπ(1 − ν
2
), hence the zero of the factor Cn at iπ(1 − ν) becomes relevant, while the pole at
ζ = iπ(1 − ν
2
) is cancelled by the zeros of Ψn arising from S-symmetry. The pole of S
b1b1
b1b1
(ζ)
at ζ = iπ(1 − ν) is crossed when θ′ is shifted by iπ(1 − ν
2
), hence we need the zero of the
factor Cn at i
πν
2
to compensate it, while the pole at ζ = iπν is not reached by the shift.
The commutators (15) and (16) cancel each other due to the property π − θb1b1b2 = θb1(b2b1)
(see Eq. (4)).
The commutators [z†(f+), χ′(g)] and [χ(f), z′†(g+)]
These commutators are the adjoints of the previous ones, therefore, they cancel weakly
by the above computations.
This shows the weak-commutativity property of the fields φ˜(f) and φ˜′(g). While being
already a major step towards the construction of the model in the algebraic setting, it would
be important to obtain a proof of strong commutativity of these fields in order to construct
the corresponding wedge-algebras and to prove the existence of strictly local observables
through intersection of a shifted right and left wedge. The proof of strong commutativity
is however a hard task because of the subtle domain properties of φ˜(f) as mentioned at the
beginning of Sec. 5. We are in fact able to show that φ˜(f) is a symmetric quadratic form
on a suitable domain of vectors, but it is not self-adjoint. Therefore, for the proof of strong
commutativity, we would need not only to prove existence of self-adjoint extensions of the
two fields, but also to select the ones that strongly commute. Some results in this direction
are recently available in [Tan15, Tan16] in the case of scalar S-matrices with bound states
(e.g. the Bullough-Dodd model), but these techniques are hard to extend to more general
S-matrices.
Remark 5.2. Our proof depends only on the axioms and properties summarized in Section
2.2 and not on the specific expressions of the S-matrix. This implies that our construction
and the proof of weak commutativity work as well if one considers S-matrix such as
Sbℓbkbkbℓ(ζ) = SSG
bℓbk
bkbℓ
(ζ)
N∏
j=1
Sj,CDD
bℓbk
bkbℓ
(ζ),
where Sj,CDD
bℓbk
bkbℓ
(ζ) is a factor as in (1) with (possibly different) parameters νj,±, and N is an
odd number (this is necessary to maintain (S10)). Therefore, we have abundant candidates
for integrable QFT with the fusion structure considered in this paper.
20
6 Concluding remarks
We have investigated the construction of integrable models with bound states in a series
of two papers [CT15, CT16]. In the second paper the construction methods introduced
in [CT15] are extended to a class of models with several particle species and “diagonal” S-
matrices with poles in the physical strip, which includes the Z(N)-Ising model and the affine-
Toda field theories as examples. This construction is based on finding observables localized
in unbounded wedge-shaped regions to avoid infinite series that characterize strictly local
operators. These strictly local observables, with some regularity condition on S, should be
recovered by taking intersection of the algebras generated by observables in right and left
wedges (c.f. [Lec08, AL16]).
Here we considered a model which arises as a deformation of the massless sine-Gordon
model with a parameter ν which corresponds to a certain range of the coupling constant,
2
3
< ν < 4
5
, with an additional CDD factor. As for the proof of weak wedge-locality, we need
only some properties of the S-matrix components, and there are abundant examples, as we
pointed out in Remark 5.2. As far as we know, that QFTs with such S-matrices have never
appeared in the literature. It is an interesting problem to find (or exclude) a Lagrangian
description of them (note that the CDD factors appearing here are necessary and our S-
matrix cannot be considered as a perturbation of the sine-Gordon model in the sense of, e.g.,
[SZ16]). In this respect, let us observe that we could find the sign-adjusting CDD factor only
for the interval 2
3
< ν < 4
5
, while ν = 1 corresponds to the (doubled) Ising model. As there
is a gap 4
5
≤ ν < 1, this casts doubt that a naive perturbation argument should work.
The resulting theory describes two breathers b1, b2 subject to elastic scattering and with
the property that they can also fuse to form a bound state (the fusion processes are (b1b1)→
b2, (b1b2) → b1 and (b2b1) → b1). This model falls again into the class of “diagonal” S-
matrices, and in this sense, it can be regarded as an extension of the previous techniques
investigated in [CT16]. This fusion table is the same as the restriction of the table of the
Thirring model [Smi92, BFKZ99] to the breather-breather sector (note that it is called “the
sine-Gordon model” in the literature in the form factor programme, e.g. [BFKZ99], assuming
the equivalence between them). Yet, the original breather-breather S-matrix of the Thirring
model does not satisfy the positivity of residues (see Section 2.2), hence cannot be considered
as a separate model. In this sense, the present paper highlights the really necessary properties
of the S-matrix for wedge-locality and contains a new hint in the construction of interacting
quantum field theories in the algebraic framework.
An interesting problem would be an extension of such a construction to integrable models
with “non-diagonal” S-matrices, e.g. the Thirring model [BFKZ99] or SU(N)-invariant S-
matrices [BFK08]. It would be interesting to show that weak wedge-commutativity holds at
least for some of these models. They are currently under investigation. It should be noted
that commutation relations of pointlike fields have not been proved for these models6. Our
methods represent a complementary way of proving existence of local observables, which
may work if the S-matrix components concerning elementary particles (solitons in the case
of the Thirring model) have only simple poles, yet here several analytic questions (such as
the domains of unbounded operators and the modular nuclearity) must be addressed.
6Michael Karowski, private communication.
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Range of ν The residue of pole of S1111 Comment
4/5 < ν < 1 −iR+ No adjusting CDD factor found
2/3 < ν < 4/5 −iR+ Adjusting CDD factors found
1/2 < ν < 2/3 −iR+ There are three breathers if one requires the
maximal analyticity within breathers.
No adjusting CDD factor found
0 < ν < 1/2 iR+ There is a breather bK for which
Res
ζ=iθ
bK+1
b1bk
SbKb1b1bK (ζ) ∈ −iR+
Table 2: Ranges of the coupling constant ν in the sine-Gordon model
As we mentioned in Section 2.2, the S-matrix studied in the present paper is a deformation
of the S-matrix of the sine-Gordon model in the range of the coupling constant 2
3
< ν < 4
5
by a CDD factor. The reason for the CDD factor is the following: while the fusion table of
the breather-breather S-matrix is closed under fusions, these S-matrix components cannot
be considered as a separate model because the residues of some poles in the physical strip
are on −iR+ (see comment before Eq. (3)), which is not compatible with our proof. We note
that also in the proof of local commutativity theorem in the form factor programme [Que99]
this property is used, therefore, it must be adjusted in some way. Varying the range of the
coupling constant ν, the situation is as pictured in Table 2. In particular, as explained in
Sec. 2.2, for 4
5
< ν < 1 there are no values of ν− and ν+ which fulfill the required conditions
after Eq. (2), and our simplest form for a CDD factor does not work. For 1
2
< ν < 2
3
there
are three breathers in the model (if we take the maximal analyticity literally), and both
SSG
11
11 and SSG
21
12 have s-channel poles with residues in −iR+. We could not find a suitable
CDD factor adjusting all the residues. Finally, in the range 0 < ν < 1
2
there is an increasing
number of breathers by maximal analyticity, and while Res
ζ=iθ
b2
b1b1
SSG
11
11(ζ) ∈ iR+, there are
other S-matrix components whose residues are in −iR+. We could not find a suitable CDD
factor for this range as well.
Finally, the domain of the operator χ(f) is considerably small, one can not only show that
even the one-particle components χ1(f) is not self-adjoint, see [Tan15], but the domains of
χn(f) must be somehow enlarged compensating the factor Cn. We believe that these domain
issues are fundamentally related with the complicated fusion processes of the models, hence
deserve a separate study.
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