EM algorithm is a very popular iterationbased method to estimate the parameters of Gaussian Mixture Model from a large observation set. However, in most cases, EM algorithm is not guaranteed to converge to the global optimum. Instead, it stops at some local optimums, which can be much worse than the global optimum. Therefore, it is usually required to run multiple procedures of EM algorithm with different initial configurations and return the best solution. To improve the efficiency of this scheme, we propose a new method which can estimate an upper bound on the logarithm likelihood of the local optimum, based on the current configuration after the latest EM iteration. This is accomplished by first deriving some region bounding the possible locations of local optimum, followed by some upper bound estimation on the maximum likelihood. With this estimation, we can terminate an EM algorithm procedure if the estimated local optimum is definitely worse than the best solution seen so far. Extensive experiments show that our method can effectively and efficiently accelerate conventional multiple restart EM algorithm.
Introduction
Gaussian Mixture Model (GMM) (McLachlan & Peel, 2000) is a powerful tool in unsupervised learning to model unlabelled data in a multi-dimensional space. However, given an observation data set, estimating the parameters of the underlying Gaussian Mixture Model of the data is not a trivial task, especially when the dimensionality or the number of components is large. Usually, this model estimation problem is transformed to a new problem, which try to find parameters maximizing the likelihood probability on the observations from the Gaussian distributions. In the past decades, EM algorithm (Dempster et al., 1977) has become the most widely method used in the problem of learning Gaussian Mixture Model (Ma et al., 2001; Jordan & Xu, 1995; McLachlan & Krishnan, 1996) .
Although EM algorithm can converge in finite iterations, there is no guarantee on the convergence to global optimum. Instead, it usually stops at some local optimum, which can be arbitrarily worse than the global optimum. Although there have been extensive studies on how to avoid bad local optimums, it is still required to run EM algorithm with different random initial configurations and the best local optimum is returned as final result. This leads to a great waste of computation resource since most of the calculations do not have any contribution to the final result.
In this paper, we propose a fast stopping method to overcome the problem of trapping into bad local optimums. Given any current configuration after an EM iteration, our method can estimate an upper bound on the final likelihood of the local optimum current configuration is leading to. Therefore, if the estimated local optimum is definitely not better than the best local optimum achieved in previous runs, current procedure can be terminated immediately.
To facilitate such local optimum estimation, we first prove that a region in the parameter space can definitely cover the unknown local optimum. If a region covers the current configuration and any configuration on the boundary of the region gives lower likelihood than the current one does, we can show that the local optimum is "trapped" in the region; and we call such region as a maximal region. In this paper, we adopt a special type of maximal region, which can be computed efficiently. Since the best likelihood of any configuration in a maximal region can be estimated in relatively short time, it can be decided immediately on whether current procedure still has potential to achieve a better local optimum. In our experiments, such method is shown to greatly improve the efficiency of original EM algorithm for GMM, on both synthetic and real data sets.
The rest of the paper is organized as follows. We first introduce the definitions and related works on Gaussian Mixture Model and EM algorithm in Section 2 . Section 3 proves the local trapping property of EM algorithm on GMM; and Section 4 presents our study on maximal region of local optimum. We propose our algorithm on estimating the likelihood of a local optimum in Section 5 . Section 6 shows some experimental result. Finally, section 7 concludes this paper.
Model and Related Works
In this section, we review the basic models of Gaussian Mixture Model, EM algorithm, and some acceleration method proposed for a special type of Gaussian Mixture Model (K-Means Algorithm).
Gaussian Mixture Model
In GMM model (McLachlan & Peel, 2000) , there exist k underlying components {ω 1 , ω 2 , . . . , ω k } in a ddimensional data set. Each component follows some Gaussian distribution in the space. The parameters of the component
is the center of the Gaussian distribution, Σ j is the covariance matrix of the distribution and π j is the probability of the component ω j . Based on the parameters, the probability of a point coming from component ω j appearing at
Thus, given the component parameter set Θ = {Θ 1 , Θ 2 , . . . , Θ k } but without any component information on an observation point x, the probability of observing x is estimated by
The problem of learning GMM is estimating the parameter set Θ of the k component to maximize the likelihood of a set of observations D = {x 1 , x 2 , . . . , x n }, which is represented by
Based on the parameters of the GMM model, the posterior probability of x i from component ω j (or the weight of x i in component j), τ ij , can be calculated as follows.
To simplify the notations, we use Φ to denote the set of all τ ij for any pair of i, j, and use Ψ(Θ) to denote the corresponding Φ based on current configuration Θ.
For ease of analysis, the original optimization problem on equation (1), is usually transformed to an equal maximization problem on the following variable, called log likelihood.
L is actually a function over Θ and Φ, the latter of which is usually optimized according to Θ. Thus, the problem of learning GMM is finding an optimal parameter set Θ * which can maximize the function L(Θ * , Ψ(Θ * )).
EM Algorithm
EM algorithm (Dempster et al., 1977 ) is a widely used technique for probabilistic parameter estimation. To estimate Θ = {Θ 1 , . . . , Θ k }, it starts with a randomly chosen initial parameter configuration Θ 0 . Then, it keeps invoking iterations to recompute Θ t+1 based on Θ t . Every iteration consists of two steps, E-step and M-step. In E-step, the algorithm computes the expected value of τ ij for each pair of i and j based on Θ t = {Θ t 1 , . . . , Θ t k } and equation (2). In M-step, the algorithm finds a new group of parameters Θ t+1 to maximize L based on Φ t = {τ t ij } and {x 1 , x 2 , . . . , x n }. The details of the update process for µ j , Σ j and π j are listed below.
The iteration process stops only when
after N iterations. We note that both E-step and M-step always improve the objective function, i.e.
. Based on this property, EM-algorithm will definitely converge to some local optimum. The convergence properties of EM algorithm over GMM have been extensively studied in (Xu & Jordan, 1996; Ma et al., 2001 ).
K-Means Algorithm and Its Acceleration
K-Means algorithm can be considered as a special problem of GMM learning with several constraints. First, the covariance matrix for each component must be identity matrix. Second, the posterior probability τ ij can only be 0 or 1. Therefore, in E-step of the algorithm, each point is assigned to the closest center under Euclidean distance; whereas in M-step, the set of geometric center of each cluster is used to replace the old set.
With the problem simplification from GMM to KMeans, there have been many methods proposed to accelerate the multiple restart EM algorithm for KMeans. In (Kanungo et al., 2002) , for example, Kanungo et al. applied indexing technique to achieve a much more efficient implementation of E-step. In (Elkan, 2003) , Elkan accelerated both E-step and Mstep by employing triangle inequality of Euclidean distance to reduce the time for distance computations. In (Zhang et al., 2006) , Zhang et al. introduced a lower bound estimation on the k-means local optimums to efficiently cut the procedures not leading to good solutions. However, all these methods proposed for kmeans algorithm cannot be directly extended to the general GMM. As far as we know, our paper is the first study on acceleration of the multiple restart EM algorithm with robustness guarantee.
To improve the readability of the paper, we summarize all notations in Table 1 .
Local Trapping Property
In this section, we prove the local trapping property of EM algorithm on GMM. To derive the analysis, we first define a solution space S, containing (d 2 + d + 1)k dimensions where d is the dimensionality of the original data space. Any configuration Θ, either valid 
ith point in the data τ ij posterior probability Pr(ω j |x i ) Φ the set of all τ ij Ψ(Θ) the optimal Φ with Θ S solutions space for configurations L(Θ, Φ) objective log likelihood function ∆ a parameter for a maximal region or invalid, can be represented by a point in S. Without loss of generality, we use Θ to denote the configuration as well as the corresponding point in solution space S. The rest of the section will be spent to prove the following theorem.
Theorem 1 Given a closed region R in the solution space S covering current configuration Θ t , EM algorithm converges to a local optimum in R if every con-
Given two configurations Θ t and Θ t+1 across one EM iteration, we define a path between Θ t and Θ t+1 in S as follows. This path consists of two parts, called P 1 and P 2 respectively. P 1 starts at Θ t and ends at Θ # , where
When α increases from 0 to 1, we can move from Θ t to Θ # in the solutions space S. The second part of the path starts at Θ # and ends at Θ t+1 . Any intermediate configu-
Similarly, a continuous movement from Θ # to Θ t+1 can be made by increasing β from 0 to 1. The following lemmas prove that any intermediate configuration on the path is a better solution than Θ t .
Lemma 1 Given any intermediate configuration
Proof: By the optimality property of Ψ(
By the definition of Θ α and the property of Θ # above, the following equations can be easily derived.
Therefore, it is straightforward to reach the conclusion that
Therefore, for any Θ β , we only need to consider the
By the definition of π
Therefore,
On the other hand, based on the definition of Σ β j , we can prove that
Since β 2 −2β ≤ 0 for any β between 0 and 1, ln |Σ 
On the other hand, any Θ α or Θ β is better than Θ t by the definition of R. This leads to the contradiction, since
Maximal Region
Based on Theorem 1, we define the concept of Maximal Region in GMM as follows. Given the current configuration Θ t , a region R in S is the maximal region for Θ t , if (1) R covers Θ t , and (2) any boundary configuration Θ of R has L(Θ, Ψ(Θ)) < L(Θ t , Φ t ), by Theorem 1, EM algorithm converges to some local optimum in R.
Given the current configuration Θ t , there are infinite number of valid maximal regions in the solution space, most of which are hard to verify and manipulate. To facilitate efficient computation, we further propose a special class of maximal regions. Given Θ t and a positive real value ∆ < 1, we define a closed region R(Θ t , ∆) ⊆ S as the union of any configuration Θ, each θ j = {µ j , Σ j , π j } of which satisfies all of the conditions below:
where tr(M ) denotes the trace of the matrix M and I is the identity matrix of dimension d.
Theorem 2 Any configuration
Proof: Given any R(Θ t , ∆), any configuration on the boundary must satisfy one of the following conditions for at least one j (1 ≤ j ≤ k):
If Θ satisfies condition (1) 
The second inequality from the bottom is achieved by applying Taylor expansion on ln(1 − ∆). By iterating l with all k components, we have L(Θ,
If Θ satisfies condition (2) for some component l, L(Θ, Φ t−1 ) can be maximized similarly. We have
Again, the third inequality from the bottom is due to Taylor expansion of ln(1 + ∆). The last inequality is because ∆ 3 ≤ ∆ 2 for any 0 ≤ ∆ ≤ 1.
If Θ satisfies condition (3) for some component l, L is maximized if all other parameters remain the same. Thus,
The fourth equality is derived by the definitions of Σ t l and π t l . And the second inequality from bottom is due to the taylor expansion on the logarithm matrix.
Finally, if Θ satisfies condition (4) for some component
Thus, the only difference on the log likelihood function L stems from the change on the determinant of the covariance matrix.
The fourth inequality applies the property of positive definite matrices that |A + B| > |A| + |B| (Lutkepohl, 1996) .
In all of the four cases, the reduction on the likelihood function L is at least − n minj π . This completes the proof of the theorem.
2
Last theorem implies that Θ will reduce the log likelihood function by at least n min
The following question is how much we can increase the likelihood if we use the optimal Ψ(Θ) instead of Φ t−1 .
is no larger than (1 + ∆)
The proofs of Lemma 3 and Lemma 4 are available in (Zhang et al., 2008) .
Lemma 5 Given a region R(Θ t , ∆) as defined above, an upper bound, U ij , on τ ij ∈ Ψ(Θ) for any Θ ∈ R(Θ t , ∆) can be calculated in constant time.
Proof: For any configuration Θ on the boundary of R(Θ t , ∆), the optimal value of τ ij can be calculated by equation (2). By Lemma 3 and Lemma 4, we can compute max Θ Pr(x i |ω j )π j and min Θ Pr(x i |ω j )π j . Therefore,
The calculations can be finished in constant time with the two sums pre-computed. 2
By Lemma 5, the increase upper bound from L(Θ, Φ t−1 ) to L(Θ, Ψ(Θ)) can be calculated by the following equation.
The following theorem gives a sufficient condition on a maximal region R(Θ t , ∆) for some positive value ∆.
For each point and each component, l ij , s ij and U ij are collected according to Lemma 3, Lemma 4 and Lemma 5 respectively. With the information collected from each point, the condition of Theorem 1 can be tested. If this condition is satisfied, we can assert that current local optimum can never be better than L * , leading to the termination of the current procedure.
Experiments
In this section, we report the experimental results on the comparison of our accelerated EM algorithm (AEM) and the conventional EM algorithm (OEM). We note that in our implementation, either AEM or OEM will be stopped if it does not converge after 100 iterations.
We employ both synthetic and real data sets in our empirical studies. The synthetic data sets are generated in a d-dimensional unit cube. There are k components in the space. Each component follows some Gaussian distribution. The center, size and covariance matrix Two performance measurements are recorded in our experiments, including CPU time and number of iterations. An algorithm is supposed to be better if it spends less CPU time and invokes less time of iterations. All of the experiments are compiled and run on a Fedora Core 6 linux machine with 3.0 GHz Processor, 1GB of memory and GCC 4.1.2.
In the experiments on the data sets, we test the performances of the algorithms with varying dimensionality D, number of components k, and the number of points in the data S. The default setting of our experiments is D = 20, k = 20, and S = 100K. The time of EM restart is fixed at 100 in all tests. More experimental results are available in the technical report (Zhang et al., 2008) .
Results on Synthetic Data
In Figure 1 (a) and Figure 1(b) , we present the experimental result by varying the dimensionality from 10 to 40. The results show that AEM is much more efficient than OEM. On data set with low dimensionality, AEM is almost two times faster than OEM, both on the CPU time and the number of iterations. The advantage is very obvious, even on high dimensional space.
The results of our experiments on varying component As is shown in Figure 3 (a), Figure 3 (b) AEM has much better performance than OEM when we increase the data size from 50K to 200K. AEM can detect those worse local optimums much earlier, if there are more data available. The number of iterations invoked by AEM is almost the same, even when the data has been doubled. The ratio of CPU time is more stable when the data size is larger.
Results on Real Data
On Spam data set, AEM also show great advantage over OEM, on CPU time (Figure 4(a) ) and on the number of iterations (Figure 4(b) ). AEM is more efficient than OEM by one magnitude, independent to the number of components k.
However, the experiments on Cloud data set show quite different results than the pervious results, where AEM has very limited advantage. We believe the difference on the results stems from normalization problem.
Conclusion
In this paper, we propose a new acceleration method for multiple restart EM algorithm over Gaussian Mixture Model. We derive an upper bound on the local optimum of the likelihood function in the solution 
