In this paper, the problem of constructing an efficient quantum circuit for the implementation of an arbitrary quantum computation is addressed. To this end, a basic block based on the cosine-sine decomposition method is suggested which contains l qubits. In addition, a previously proposed quantumlogic synthesis method based on quantum Shannon decomposition is recursively applied to reach unitary gates over l qubits. Then, the basic block is used and some optimizations are applied to remove redundant gates. It is shown that the exact value of l affects the number of one-qubit and CNOT gates in the proposed method. In comparison to the previous synthesis methods, the value of l is examined consequently to improve either the number of CNOT gates or the total number of gates. The proposed approach is further analyzed by considering the nearest neighbor limitation. According to our evaluation, the number of CNOT gates is increased by at most a factor of 5 3 if the nearest neighbor interaction is applied.
In [17] uniformly controlled one-qubit gates were used by Bergholm et by improving the results of [18] . By using the idea of quantum Shannon decomposition (QSD) and some circuit identities, the authors of [20] reached the same number of CNOT gates. In [21] , an algorithm was proposed that translated a unitary matrix into a quantum circuit according to the KAK decomposition in Lie group theory. Their results showed that any matrix decomposition corresponding to type-AIII KAK decompositions could be derived according to the given Cartan involution by applying the method of [21] . Most recently, Drury and Love placed the QSD into a Lie algebraic context. Their results showed that QSD is an alternating series of Cartan decompositions [22] .
Besides the significant attempts made in improving the worst-case number of CNOT gates and one-qubit gates required to implement an arbitrary unitary matrix, efforts have been made to improve the number of one-qubit gates and CNOTs for specific matrices with applications in the synthesis of an arbitrary matrix. It has been shown that three CNOT gates are necessary and sufficient to implement an arbitrary 2-qubit unitary matrix in the worst case [23] , [24] , [25] . In addition, seven one-qubit gates are reported to be sufficient by three CNOT gates for implementing an arbitrary 2-qubit unitary matrix [23] . In [26] , a new quantum gate, B, was introduced and applied to synthesize a generic two-qubit operation. It has been shown that two B gates with at most six single-qubit gates implement any arbitrary two-qubit quantum operation [26] . On the other hand, a decomposition algorithm which leads to 40 CNOT gates was proposed in [27] for an arbitrary quantum circuit with 3 qubits. Currently, it appears that the best known quantum circuit for a 3-qubit matrix requires 20 CNOTs [20] whereas the lower bound is 14 [14] . The synthesis of an n-qubit Toffoli gate was studied in [28] where the authors showed that an n-qubit Toffoli gate requires at least 2n CNOT gates and for n = 3, their CNOT-cost (i.e., 6) is optimal. On different directions, synthesis of a diagonal matrix and optimal realization of controlled unitary gates were studied in [29] and [30] , respectively. The problem of preparing an arbitrary quantum state starting from a given state was discussed in some papers [17, 20, 31] .
In this paper, the synthesis of an arbitrary unitary matrix over n qubits is addressed. To this end, the QSD method is used to synthesize a given unitary transformation first. Then, by determining an appropriate decomposition level, unstructured unitary matrices in the resulted decomposed circuit are replaced with blocks synthesized by CSD method equipped by some optimizations. We show that the decomposition level can be selected to trade off the number of CNOT gates against one-qubit gates in the proposed decomposition method.
The remainder of the paper is organized as follows. In Section 2 basic concepts are explained. The proposed synthesis approach is introduced in Section 3 followed by considering the number of CNOT and one-qubit gates resulted from the proposed approach in Section 4. The nearest neighbor implementation of our synthesis method is evaluated in Section 5 and finally, Section 6 concludes the paper.
Preliminaries
In this section, the basic concepts and notations used in the rest of the paper are introduced and explained.
Quantum Bits
A quantum bit, qubit in short, like its classical counterpart can be realized by a physical system such as a photon. In this paper, we treat a qubit as a mathematical object which represents a quantum state with two basic states |0 and |1 . A qubit can get any linear combination of its basic states, called superposition, as shown in (1) where α and β are complex numbers.
Although a qubit can get any linear combination of its basic states, when a qubit is measured, its state collapses into the basis |0 and |1 with the probability of |α| 2 and |β| 2 , respectively and we have |α| 2 +|β| 2 = 1. It is also common to denote the state of a single qubit by a 2 × 1 vector as [α β]
T in Hilbert space H where superscript T stands for the transpose of a vector. A quantum system which contains n qubits is often called a quantum register of size n in the context of quantum computation. More precisely, an n-qubit quantum register can be described by an element |ψ = |ψ 1 ⊗ |ψ 2 ⊗ . . . ⊗ |ψ n in the tensor product Hilbert space
Quantum Gates and Circuits
An n-qubit quantum gate is a device which performs a specific 2 n × 2 n unitary operation on selected n qubits in a specific period of time. A matrix U is unitary if U U † = I where U † is the conjugate transpose of U and I is the identity matrix. An arbitrary unitary gate over n qubits with a generic 2 n × 2 n matrix is represented as U (2 n ) in this paper. Previously, various quantum gates with different functionalities have been introduced. For example, the θ rotation gates (0 ≤ θ ≤ 2π) around the x, y and z axes acting on one qubit are defined as:
A square matrix is called diagonal if the entries outside the main diagonal are all zero. In other words, an n × n matrix ∆ = (δ i,j ) is diagonal if δ i,j = 0, i = j, 1 ≤ i, j ≤ n. For example, R z (θ) gate is a diagonal 2 × 2 matrix. A generic diagonal gate over n qubits is represented by a 2 n × 2 n unitary diagonal matrix. A diagonal gate over n qubits is denoted as ∆ n throughout this paper.
A block matrix is a partition of a matrix into rectangular smaller matrices called blocks. A block diagonal matrix is a block square matrix whose main diagonal blocks are square matrices. Hence, the blocks outside the main diagonal are zero matrices. A block diagonal matrix has the form shown in (2) where each
The inverse of a block diagonal matrix is also block diagonal which is composed of the inverse of each block. A quantum gate B s τ (U (2 m )) over n qubits with m targets denoted by the set τ and s = n − m select qubits on the most significant qubits has a block diagonal matrix [20] represented by B(U (2 m )) in this paper. In the case of only one target line (i.e., m = 1), the specific target line is shown instead of the set τ . From the quantum circuit point of view, for a gate B s τ (U (2 m )) over n qubits with matrix
is applied to the target qubits where the index i depends on the values of s = n − m select qubits [20] . In this paper, a select qubit in a circuit is denoted by 2 as in [20] .
The unitary matrix implemented by several gates acting on different qubits independently can be calculated by the tensor product ⊗ of their matrices. Two or more quantum gates can be cascaded to construct a quantum circuit. For a set of k gates g 1 , g 2 , ..., g k cascaded in a quantum circuit C in sequence, the matrix of C can be calculated as M k M k−1 ...M 1 where M i is the matrix of the i th gate (1 ≤ i ≤ k). Quantum circuits are often synthesized using a "basic gate" library [9] which contains CNOT and onequbit gates. In contrast, an "elementary gate" library was used in [29] which contains CNOT and one-qubit rotation gates. The gate CNOT acts on two qubits (control and target) where the state of the target qubit is inverted if the control qubit holds the state |1 . A CNOT gate with control c and target t is denoted as C c,t in this paper. Since every gate in the elementary library is a basic gate and every basic gate can be decomposed into at most three elementary gates (see Section 2.3), the Ω(gate count), O(gate count), and Θ(gate count) in either gate library are identical. In this paper, the basic gate library is applied to synthesize a given unitary matrix as discussed in Section 3.
Quantum Circuit Decomposition
Two quantum circuits are equivalent if matrix products of their gates are identical. In order to synthesize a given unitary matrix, equivalent circuits may be applied to simplify the circuit. To do this, various quantum circuit identities have been proposed in recent years (for examples see [32] , [11] , [33] , [20] ).
An arbitrary one-qubit gate U (2) can be decomposed into R z and R y rotation gates (called ZYZ decomposition) as shown in (3) [9] . Hence, a one-qubit computation from the basic gate library can be implemented as a sequence of at most three gates from the elementary gate library.
Cosine-sine decomposition [34] for a 2 n × 2 n unitary matrix U can be expressed by (4) where L 1 , L 2 , R 1 , and R 2 are unitary 2 n−1 × 2 n−1 matrices and C and S are unitary 2 n−1 × 2 n−1 diagonal matrices with real elements such that C 2 + S 2 = I n−1 (I n−1 is the identity matrix over n − 1 qubits).
In the following, two quantum synthesis algorithms which are based on the cosine-sine decomposition method are described and used in the rest of the paper.
CSD
In [16] , a decomposition algorithm, called CSD, was proposed which uses the cosine-sine decomposition to decompose a generic U (2 n ). The CSD decomposition was further improved in [17] where the cosine-sine decomposition is recursively applied on each block diagonal gate. This process is stopped when there are only one-qubit block diagonal gates. More precisely, the CSD decomposition of a generic U (2 n ) matrix can be expressed by (5) where γ(i) is the ruler function introduced in [35] (γ(i)+1 is the position of the least significant nonzero bit in the binary representation of i).
Each block diagonal gate that appears in (5) can also be decomposed into a circuit which contains three block diagonal gates of smaller sizes and one CNOT gate [17] . Equation (6) shows the decomposition for a B n−1 n
Applying the recursive decompositions given in (6) leads to a circuit with 2 n−1 − 1 CNOTs and 2 n−1 one-qubit gates followed by a diagonal gate ∆ n where ∆ n can also be decomposed into 2 n − 2 CNOTs [29] . Figure 1 illustrates the result of [17] for a block diagonal circuit with 4 qubits. Figure 1 : Decomposition of a block diagonal gate of size 4 [17] . Each U is a generic U (2) gate.
In addition, the authors of [17] used the notation given in (7) and converted (5) to (8) by replacing (7) in (5) and merging each ∆ n with its next block diagonal gate. Note that the notation ∼ over a block diagonal gate means that this gate can be implemented up to a diagonal gate. Doing this could reduce the number of gates resulted from the decomposition of a unitary gate.
QSD
Since the left and the right matrices in (4) are block diagonals, they can be represented as block diagonal gate B 1 τ (U (2 n−1 )). In addition, the middle matrix in (4) can be represented by B 1 n−1 (R y ). Therefore, (4) can be rewritten as (9) .
The authors of [20] showed that each block diagonal gate B 1 τ (U (2 n−1 )) in (9) can be decomposed into two generic unitary matrices and a specific block diagonal matrix as illustrated in (10) and (11) .
By using (9) and (11), the method of [20] applies the quantum Shannon decomposition (QSD) shown in (12) to synthesize a given unitary matrix. The recursion is continued till U (4). Next, an optimal decomposition of U (4) with three CNOT gates [23] is used.
The complete circuit diagram of (12) is shown in Fig. 2 where B n−1 1 (R z ) and B n−1 1 (R y ) gates are illustrated by dashed lines. In this paper, we use slash to denote that a given line may carry an arbitrary number of qubits. In addition, for a circuit with n qubits, circuit lines are numbered from 1 (top) to n (bottom). 
The Proposed Synthesis Method
In this section, a synthesis approach for quantum circuits is introduced. The proposed approach is based on the CSD and QSD methods.
The Basic Block
In this part, a basic block is introduced which is used in the proposed decomposition method. Consider a generic unitary matrix over l qubits and the CSD method is used to synthesize it as discussed in Section 2.3.1. The resulted circuit without the last ∆ l gate is considered as the basic block in the proposed decomposition method. The proposed basic block is shown in (13) denoted as Q(2 l ). The complete equation for Q(2 l ) is given in (14) . The CSD decomposition for U (2 3 ) and our basic block are illustrated in Fig. 3 . The rightmost sequence of block diagonal R z gates corresponds to a single ∆ 3 gate. 
Block-Based Quantum Decomposition (BQD)
In this subsection, the proposed decomposition method is introduced. The following proposition is used in the rest of this section to remove unnecessary gates.
where l ≤ n − 1 and k = z,y.
As there is no overlap between the target line of B n−1 1 (R k ) and ∆ l for l ≤ n − 1 and k = z,y, Proposition 1 is held. Figure 4 illustrates the result of Proposition 1 on n qubits for ∆ n−1 . Reconsider the QSD method shown in (12) . It can be verified that the recursive application of (12) up to l qubits leads to (15) where each U (2 l ) is denoted as U to save space.
Based on (13), each U (2 l ) in (15) can be replaced by ∆ l Q(2 l ). The result is given in (16) where each Q(2 l ) is denoted as Q.
Now, direct applying of Proposition 1 on (16) moves all ∆ l gates to the right side of block diagonal gates. Then, each ∆ l gate can be merged with its adjacent Q(2 l ) gate which leads to a U (2 l ) gate. The resulted U (2 l ) gate can also be replaced by ∆ l Q(2 l ). Continuing this process leads to (17) .
Based on the above equations, the proposed block-based quantum decomposition (BQD) method is given in (18) where each Ç (2 i ) is denoted as (19) . The circuit diagrams of (18) and (19) are illustrated in Fig. 5 and Fig. 6 , respectively. Figure 7 shows the result of BQD method for U (2 6 ) where l = 4.
Note that only one ∆ l exists after final decomposition stopped at level l. To determine l, i.e., decomposition
The proposed decomposition method level, number of CNOT gates and one-qubit gates should be evaluated as done in the following subsections. Figure 6 : The circuit diagram of (19)
Figure 7: Decomposition of a U (2 6 ) using BQD method. Q( 2 4 ) is denoted as Q.
Synthesis Cost

CNOT cost
Equation (20) shows the recursion formula for the number of CNOT gates for the circuit of (19) where 2
is the number of CNOT gates for each R z gate [20] . In addition, the block diagonal R y gate in Fig. 6 can be transformed in the decomposition into a block diagonal U (2) rotation gate up to a diagonal gate. As a result, it can be implemented by one less CNOT compared with the block diagonal R z gate [19] , [20] .
Applying the recursion formula of (20) leads to (21) .
Now consider the proposed BQD method shown in (18) . Equation (22) shows the number of CNOT gates in the proposed method where 2 l − 2 is the number of CNOT gates for ∆ l [29] .
One more CNOT gate can be eliminated in Q(2 l ) ∆ l [17] . This comes from the fact that Q(2 l ) ∆ l can be written as a sequence ofB l−1 i (U (2)) gates, where i ∈ {l, l + 1, ..., n − 1, n}, followed by a chain of block diagonal R z gates (see Fig. 3 ). The single rotation gate in the chain can be absorbed into a U (2) gate appeared after the decomposition ofB l−1 n (U (2)) gate. Then, the sub-circuit I ⊗ U (2)C 1,2 I ⊗ U (2), resulted from the decomposition ofB l−1 n (U (2)) gate, followed by a B 1 n−1 (R z ) gate constructs a B 1 n (U (2)) gate, which can be implemented by two CNOT gates [20] , one less than the number of CNOT gates required for the implementation of I ⊗ U (2)C 1,2 I ⊗ U (2)B 1 n−1 (R z ) sub-circuit. Equation (23) shows the final result.
The number of CNOT gates for Q(2 l ) (see (14) ) can be computed by (24) where 2 l − 1 is the number of block diagonal gates in Q(2 l ) each of which can be implemented by 2 l−1 − 1 CNOT gates [17] .
Altogether, the number of CNOT gates for the proposed BQD method is shown in (25) for the decomposition level l.
One-qubit cost
To count the number of one-qubit gates in the proposed decomposition method, an analysis similar to the one performed for CNOT cost can be used. Equation (26) shows the number of one-qubit gates for the proposed BQD method where 2 ×
is the number of one-qubit gates merged between B(R y ) and B(R z ) gates at each recursion step. 2 l − 1 is the number of one-qubit gates needed for diagonal gate ∆ l . Besides, l more gates can be eliminated at the last U (2 l ) gate decomposed using CSD method [19] .
Number of one-qubit gates for Q(2 l ) is computed by (27) .
Replacing (27) in (26) and doing some simplifications lead to (28) for decomposition level l.
Result Comparison
In this section, the results of the proposed decomposition approach is presented. To this end, the effect of the decomposition level on the synthesis cost in the BQD method is discussed first. Table 1 and Table 2 show the number of CNOT gates and one-qubit gates for 4 ≤ n and 3 ≤ l ≤ n up to n = 12, respectively. Additionally, the total number of gates in BQD method for each decomposition level is shown in Table 3 . Note that the synthesis results for l = n in the proposed decomposition method (gray cells) are the same as the ones produced by the improved CSD method (i.e., [17] ). The results of the QSD method [20] are also shown in these tables. The results given in Table 1, Table 2 and Table 3 reveal the following facts regarding the behavior of the BQD method compared to the other approaches:
• In terms of the number of CNOT gates, QSD and [19] work always better than BQD and BQD works better than CSD.
• In terms of the number of one-qubit gates, improved CSD is better than BQD and BQD is better than QSD and [19] all the time. Similar result is obtained in terms of total number of gates.
• As can be seen in Table 3 , in l = n − 1, the total number of gates produced by BQD is one gate more than the number of gates produced by improved CSD. However, in those cases, BQD produces fewer CNOT gates. Since CNOT cost is usually much more than the cost of one-qubit gates, BQD produces better circuits compared to the other methods as far as the total number of gates and technological limitations are concerned. The appropriate l is n − 1 for this case. • While QSD and [19] lead to better CNOT cost compared to improved CSD and BQD, if one-qubit gate count is also concerned, BQD produces about 5% more CNOT gates and about 28% fewer one-qubit gates compared to QSD on average. Altogether, the total number of gates is improved by about 16% in BQD compared to QSD on average. The best results in terms of the number of CNOT gates for each n are boldfaced in all tables. In some cases, there are two different decompositions which have the same number of CNOT gates and different numbers of one-qubit gates. In those cases, decompositions with fewer one-qubit gates are selected. Percentages of improvement (BQD vs. QSD) for CNOT gates, one-qubit gates, and total gates are shown in Fig. 8 for this case.
A comparison of the results produced by BQD and improved CSD reveals that for this case, BQD leads to fewer CNOT gates with the penalty of more one-qubit gates. Percentages of improvement (BQD vs. improved CSD) for CNOT gates and one-qubit gates are almost equal (with a negative sign). However, fewer CNOT gates is more desirable as discussed.
• Producing fewer CNOT gates leads to better quantum circuits considering the current technological limitations. To find the exact gate counts in the proposed method, we set derivation of (25), i.e., the number of CNOT gates for BQD method, with respect to l to zero which leads to l = 2n+log2(4/3) 3 . According to the results given in Table 1 and Table 2 , it can be verified that l = 2n/3 leads to the achieved results. Therefore, the number of CNOT gates and one-qubit gates in the proposed BQD method can be calculated as (29) and (30), respectively. Original CSD [16] implementation of ∆ l can be computed as (34) where C ∆ l shows the number of CNOT gates in ∆ l for LNN architectures. Equation (34) reveals that C ∆ l is of O( An exact evaluation of the above costs shows that applying LNN constraints increases CNOT count by at most a factor of 
Conclusions and Future Directions
In this paper, a decomposition approach for quantum-logic synthesis was proposed which is based on the previous CSD and QSD methods. To do this, a basic block based on CSD method was constructed which contains l qubits. Next, the proposed circuit for a generic unitary gate over l qubits was used as a basic block to present our quantum synthesis method. In doing so, the previously proposed QSD method for quantum-logic synthesis was recursively applied to reach unitary gates over l qubits. Then, the proposed basic block was used and further optimizations were applied to remove redundant gates. To evaluate the proposed method, number of CNOT and one-qubit gates with and without the nearest neighbor constraint was analyzed. According to our analysis, the decomposition level l can be selected to trade off the number of one-qubit gates against CNOT gates. Since producing fewer CNOT gates is more desirable, the decomposition level is set to 2n/3 in the proposed decomposition method.
Due to the potential of the proposed decomposition method in consideration of the number of CNOT and one-qubit gates, it is our hope that the proposed synthesis method may lead to further improvement in the number of CNOT and one-qubit gates simultaneously in future.
