The fight against social exclusion is at the heart of the Europe 2020 strategy: 120 million people are at risk of suffering this condition in the EU. Risk prediction models are widely used in insurance companies and health services. However, the use of these models to allow an early detection of social exclusion by social workers is not a common practice. This paper describes a data analysis of over 16K cases with over 60 predictors from the Spanish region of Castilla y León. The use of machine learning paradigms such as logistic regression and random forest makes possible a high precision in predicting chronic social exclusion. The paper is complemented with a responsive web available online that allows social workers to calculate the risk of a social exclusion case to become chronic through a smartphone.
Introduction
Social exclusion is a complex and multi-dimensional process involving the lack of resources, rights, goods and services, and the inability to participate in the normal relationships and activities, available to most people in a society, whether in economic, social, cultural or political scopes [8] . Social exclusion affects not only the quality of life of individuals, but also the equity and cohesion of society as a whole. The economic crisis is undermining the sustainability of social protection systems in the EU [1] : 24% of all the EU population (over 120 million people) are at risk of poverty or social exclusion [1] . The fight against poverty and social exclusion is at the heart of the Europe 2020 strategy for smart, sustainable and inclusive growth.
In chronic medical diseases, there is strong evidence supporting that early detection results in less severe outcomes. This paper intends to provide social workers with methods and tools to bring this early detection, which is so beneficial in the medical field, to the challenging problem of chronic social exclusion. To this purpose, the paper contributes with (1) an analysis of the social services data of Castilla y León (CyL), which is the largest region in Spain and counts with around two and a half million inhabitants. This analysis allows getting insights into why social exclusion can become chronic. Furthermore, a (2) machine learning model capable of quantifying the risk of chronic social exclusion is build. Finally, a (3) a responsive web is deployed to allow queries by social workers through a number of devices such as smartphones, tablets, or laptops. A RESTful web service is also provided to integrate the predictive capabilities into other software applications.
The paper outline is as follows. After revising some of the most relevant related works in section 2, the process used to analyze the data is explained in section 3. Section 4 reports the outcomes of the experiments conducted. Section 5 explains, analyzes, and compares the results. Section 6 introduces the web service implemented. Finally, section 7 concludes and offers future works.
Related works
Risk prediction models are widely used in insurance companies to allow customers to estimate their policies cost. Manulife Philippines [2] offers a number of online tools to calculate the likelihood of disability, critical illness, or death before the age of 65; based on age, gender, and smoking status. Health is another application field where risk estimations are undertaken for preventive purposes. More specifically, the risk of heart disease can be estimated at different websites such as at the Mayo clinic web [3] .
There are a number of data analysis works in social exclusion that are detailed enough to extrapolate some of their methods to the research presented here. Ramos and Valera [12] use the logistic regression (LR) model to study social exclusion in 384 cases labeled by social workers through a heuristic procedure. Lafuente-Lechuga and Faura-Martínez [7] undertake an analysis of 31 predictors based on segmentation methods and LR. Haron [6] studies the social exclusion in Israel and proposes the linear regression as a better alternative to the LR. Suh et al. [13] analyze over 35K cases of 34 European countries using LR. Although these works are significant contributions to the social exclusion problem; they do not provide social workers with an online tool or an implemented machine learning model to cope with social exclusion as presented here. Moreover, the use of linear classifiers exclusively such as LR may hinder models from achieving a better predictive power.
Methodology
The methodology employed for this data analysis research is the widely used Knowledge Discovery in Databases (KDD) process described by Fayyad et al. [5] . This includes the following steps: Selection, Preprocessing, Transformation, Data Mining, and Evaluation and/or Interpretation. Although the KDD is an iterative and incremental process, some of the decision made in the different steps are presented unlooped here for the shake of clarity.
Selection
Eleven databases (DBs) with social services information were available to select relevant data. More specifically, the DBs were implemented with the Oracle object-relational database management system.
After several meetings with the social workers experts, 63 relevant variables from those DBs were selected to further study and preprocess. The predictors were identified by their use in different applications by the social workers. Nonetheless, locating these variables in the DBs to select them was specially challenging: a mapping from the variables to the DB (schema, table, and column) was not available. For example, the SAUSS application 1 has a schema with over 800 tables under the hood, plus a large number of tables shared among other applications.
Another important decision made in this step, after several iterations in the methodology, was the class definition to represent a chronic social exclusion sate. Several prediction services were outlined but the main class to study was defined as "having received social aid during 60 months or more", not necessarily continuously.
Preprocessing
The preprocess phase included among others: (1) the data integration where multiple data sources from the selection are combined; (2) the data cleaning removing noise and inconsistent data such as negative income or dates of birth in the year 1900; (3) managing missing values; and, (4) dealing with the temporal dimension.
Regarding the missing values, a number of variables whose values are missing in over 90% instances were not considered. Moreover, a clear positive correlation between missing data and non-chronic social exclusion was observed in the exploratory data analysis. This supports the idea that these missing values are not random but indicate that the social worker has decided not to log a particular measurement. Therefore, a special value of "NR" (not registered) has been included. As Witten et al. [14] explain, people analyzing medical databases have noticed that cases may be diagnosed simply from the missing values indicating tests that a doctor has decided not to make. Imputing values in these cases would result in an information loss.
Transformation
In this phase, data are transformed into forms appropriate for mining. This includes, among others: (1) standardization of numeric variables; (2) transforming internal numerical codes into interpretative nominal values; (3) aggregation for the multi-instance learning (where each labeled case in the data comprises several different instances); and, (5) dealing with the imbalanced classification problem.
The result of this process is a dataset with 63 predictors (some of the most important ones are described in section 5) and 16535 instances: 4205 of the positive class and 12330 of the negative class. This situation is known as imbalanced classification: a high accuracy is achieved by just predicting always the negative class. Some approaches to cope with this situation include: (1) penalized models; (2) undersampling the over represented class (negative);(3) oversampling the underrepresented class (positive); and, (4) generating synthetic samples. Section 4 shows several experiments in these lines.
Data mining
In this phase, machine learning paradigms are applied to create a hypothesis that explains the observations. The logistic regression (LR) is widely use to predict the risk of social exclusion as explained in related works, section 2. Furthermore, it is an intuitive solution when a class prediction is wanted with a degree of confidence. Experiments were also conducted, although not shown in this paper, using decision trees (which typically tolerate imbalanced data) and rule-based classifiers (whose hypotheses are highly interpretable for social workers). Metaclassifers such as Boosting and Random Forests (RF) were also considered given their higher predictive power. Besides, these are good of the box solutions that improve the maintenance when rebuilding new machine learning models in the light of new cases.
Evaluation
For the evaluation of the models, the cross validation is typically considered when the performance allows it. Using 10 folds involves rebuilding the machine learning model for the data 11 times. Nonetheless, when oversampling methods are applied, the cross validation method leads to overoptimistic results since the testing fold considers instances that are also present in the training folds. Thus, the classic partition between training and testing data was undertaken ensuring:
the splitting (80/20% is considered) preserves the overall class distribution of the data (25% of positive cases); and, the oversampling is performed after this splitting both in the training and the testing data. Table 1 details the accuracy, precision, and recall for LR and RF. For the logistic regression, the experiments use a multinomial logistic regression model with a ridge estimator implemented in Weka [14] . This model requires adjusting the ridge parameter for underfitting or overfitting situations. For the random forest, the randomForest package of R [9] is employed with its defaults parameters, which include the use of 500 decision trees.
Results
The table shows 9 different experiments including classification: (1) with the imbalanced data; oversampling the positive class with random sampling with replacement (2) before and (3) after splitting the testing data; oversampling the positive class with SMOTE [4] (4) before and (5) after separating the testing data; oversampling the positive class with ROSE [10] (6) before and (7) after splitting the testing data; and, undersampling the nagative class (8) by random sampling with replacement and by (9) the K-medioids [11] 
Discussion
The results show that for the imbalanced dataset the accuracy is reasonable but precision and recall are very low. This situation is known as accuracy paradox : the accuracy is only reflecting the underlying class distribution. Besides, the precision, considering the chronic social exclusion as positive class, is the most interesting metric because it allows social workers to find hazardous cases and to focus limited resources on them. Precision is a measure of quality as recall is a measure of quantity. High precision means: when the prediction says positive, the social worker can be very confident that it will be a chronic case.
Another clear result is that, as expected, the oversampling methods offer better results when the validation instances are extracted after oversampling the positive class. In "oversampling 1" this happens because several instances that are exactly the same are considered both for training and testing. When more advanced methods are employed such as SMOTE and ROSE, instead of duplicating cases, new instances are created by generalizating the points where the minority class is valid. Therefore, splitting a validation set after using SMOTE and ROSE is possible although it leads to optimistic results. Considering this, the two machine learning models selected are "oversampling 2" as a conservative prediction, and "SMOTE 1" as an optimistic prediction.
As explained above, the precision is the most interesting metric for the models purpose. In this vein, the selected conservative and optimistic models achieve a high precision: 88.6% and 96.1%, respectively. These results are especially remarkable when compared to the imbalanced alternatives.
Implementation
A web service for predicting the risk of suffering chronic social exclusion based on the machine learning models explained has been deployed at: http://webpact. oeg-upm.net/. Due to usability reasons, instead of considering all the 63 predictors, only the ten most important variables are asked by the web service: Limiting the attributes to 10, the accuracy, precision and recall of the model are 86.3%, 89.9% and 81.9%, respectively. More information about the model is provided online at http://webpact.oeg-upm.net/info.html. Figure 1 shows, on the left, the presentation website and, on the right, the form to query the service about a case. The Bootstrap front-end web framework has been employed for designing the website and web application. This ensures the web responsiveness and allows social workers to access the service from a number of devices such as: computers, tablets, and smartphones.
The prediction returns a risk percentage for chronic social exclusion and it is considered a positive case when the risk is over 50%. The same queries may be conducted via RESTful service by introducing the query string parameters in the URL. 
Conclusion and future works
This paper introduces a service to predict the risk of suffering chronic social exclusion with machine learning. With a precision around 90% in the most conservative predictions, it offers a quick rule of thumb that can detect citizens who are in danger of been excluded of the society beyond a temporary situation. The application is available online via web and RESTful web service and can be consulted by social workers from their smartphones. An early detection is possible thanks to this service and hence, as in medical diseases, the recovery process can be accelerated. This service is based on an intelligent model that is fed with data from a whole Spanish region: eleven databases from the social services of Castilla y León. The classical Knowledge Discovery in Databases (KDD) process has been used and instantiated to the particularities of the data and application field. The results of the analysis reveal the age as the most relevant factor for chronic social exclusion. Besides, five of the top ten predictors are work or education related.
The future works in this research include but are not limited to: the use of deep learning techniques for feature extraction, the consideration of unlabeled cases to train supervised neural networks, the inclusion of more potentially relevant predictors in the studied observations, and the generation of new prediction models.
