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Résumé
Modéliser l’intention permet d’expliquer les décisions
prises par des agents. Dans ce travail, nous proposons
une modélisation de l’intention dans des jeux épisté-
miques représentés en logique épistémique dynamique.
Étant données une propriété et une suite d’actions déjà
réalisée par un joueur dans un tel jeu, nous proposons
une méthode capable de déterminer si le joueur a eu
l’intention d’obtenir cette propriété. Un exemple de
l’utilisation de cette méthode est donné en utilisant
une version simplifiée du jeu collaboratif Hanabi.
Mots Clef
Logique épistémique dynamique, intention, jeux épis-
temiques.
Abstract
Modeling intention is essential to explain decisions
made by agents. In this work, we propose a model of
intention in epistemic games, represented in dynamic
epistemic logic. Given a property and a sequence of ac-
tions already performed by a player in such a game, we
propose a method able to determine whether the player
had the intention to obtain the property. An example
of the method is given using a simplified version of the
collaborative game Hanabi.
Keywords
Dynamic epistemic logic, intention, epistemic games.
1 Introduction
Pouvoir déterminer le but poursuivi par un agent ou
par un groupe d’agents à partir de ses connaissances
aurait un intérêt certain dans des domaines tels que
l’économie, les jeux et, bien sûr, l’intelligence artifi-
cielle. Notre objectif dans cet article est d’être capables
de découvrir l’intention des agents à partir, d’une part,
des connaissances de ceux-ci sur les actions à leur dis-
position et, d’autre part, des actions qu’ils ont finale-
ment réalisées. Nous avons choisi de nous restreindre
aux jeux épistémiques. L’univers des jeux permet de
travailler dans un cadre défini et d’avoir un contrôle
total sur les connaissances des joueurs et des actions
qu’ils peuvent effectuer. Les jeux épistémiques dési-
gnent des jeux à information incomplète où la réussite
au jeu dépend essentiellement des connaissances des
joueurs sur l’état du jeu et sur les connaissances des
autres joueurs. Des exemples de ce type de jeux sont
le Cluedo ou encore Hanabi.
La logique épistémique dynamique est une logique qui
traite de la connaissance d’agents et de son évolu-
tion à la suite d’événements [1, 2, 4]. Elle apparaît
ainsi comme un formalisme adapté à la modélisation
logique de l’intention dans les jeux épistémiques, en
l’occurrence dans Hanabi, jeu sur lequel s’est porté
notre choix pour évaluer nos travaux.
Dans la suite de cet article, nous présenterons tout
d’abord la logique épistémique dynamique, puis le jeu
Hanabi, avant de détailler nos travaux de modélisation
de l’intention dans ce jeu.
2 Logique épistémique dyna-
mique
2.1 Logique modale
La logique modale [3] s’appuie sur les connecteurs de
la logique propositionnelle (⊤,⊥,¬,∧,∨,→,↔) aux-
quels sont ajoutés deux nouveaux connecteurs repré-
sentant la possibilité ♢ et la nécessité □. Par exemple,
la formule ♢¬(ϕ ↔ ψ) signifie « il est possible que ϕ
et ψ ne soient pas équivalents ». L’opérateur ♢ peut
s’écrire ¬□¬.
Une des sémantiques les plus utilisées pour la logique
modale est celle proposée par Kripke [8]. Un modèle
de Kripke se base sur la notion de mondes possibles.
On note chaque monde Mn (où n est un entier), M
représente l’ensemble des mondes Mn. Un cadre de
Kripke est défini comme l’ensemble formé de M et de
R, où R est une relation binaire sur M . Cette relation
est appelée relation d’accessibilité et définit les mondes
accessibles depuis chacun des mondes. Par exemple,
dans le système que nous allons utiliser, la relation
lie les mondes envisageables pour un joueur. Un cadre
de Kripke est souvent représenté sous forme de graphe
orienté où les sommets sont les mondes et où les arêtes
relient les mondes accessibles.
Enfin, soit P l’ensemble de propositions, un modèle de
Kripke est un triplet formé de M , de R et de h, où h
est la fonction de valuation des propositions. La fonc-
tion de valuation associe à chaque proposition de P un
sous-ensemble de mondes. Un monde peut alors être
vu comme un modèle au sens de la logique proposi-
tionnelle. Le triplet U = (M,R, h) est aussi appelé
Univers.
La sémantique de la logique modale est régie par les
dix règles suivantes :
1. |=UMj ⊤
2. ̸|=UMj ⊥
3. |=UMj p ssi Mj ∈ h(p)
4. |=UMj ¬ψ ssi ̸|=
U
Mj
ψ
5. |=UMj ϕ ∧ ψ ssi |=
U
Mj
ϕ et |=UMj ψ
6. |=UMj ψ ∨ ϕ ssi |=
U
Mj
ψ ou |=UMj ϕ ou les deux
7. |=UMj ψ → ϕ ssi |=
U
Mj
ψ implique |=UMj ϕ
8. |=UMj ψ ↔ ϕ ssi, |=
U
Mj
ψ ssi |=UMj ϕ
9. |=UMj □ψ ssi pour tous les mondes Mi de U tels
que MjRMi |=UMi ψ
10. |=UMj ♢ψ ssi pour au moins un des mondes Mi
de U tels que MjRMi |=UMi ψ
La règle 3 stipule qu’une variable propositionnelle p
est vraie dans un monde si et seulement si ce monde
appartient à h(p). Les règles 9 et 10 concernent les
modalités : □ϕ est vraie dans un monde si et seulement
si tous les mondes accessibles vérifient ϕ et ♢ϕ est vraie
si au moins un monde accessible vérifie ϕ.
Une formule est valide dans un univers U si et seule-
ment si elle est vraie dans tous les mondes de U . Une
formule est valide si et seulement si elle est valide dans
tous les univers.
Du fait de la sémantique qui vient d’être définie, cette
logique modale est dite normale puisqu’elle admet les
axiomes et règles d’inférence suivants :
1. les tautologies de la logique propositionnelle
2. Kripke (K) : □(ψ → ϕ) → (□ψ → □ϕ)
3. axiome Df : ¬♢¬ψ ↔ □ψ
4. Modus Ponens (MP) : ψ→ϕ,ψϕ
5. Nécessitation (RN) : ψ□ψ
La règle RN signifie que si ϕ est valide dans un uni-
vers, alors □ϕ est aussi valide dans l’univers (et par
extension si ϕ est valide alors □ϕ est valide).
2.2 Logique épistémique
La logique épistémique est un type de logique modale
qui traite de la notion de connaissance et de croyance
d’agents [6]. L’agent croit certaines choses et n’a pas
d’information sur d’autres. Il imagine alors plusieurs
mondes possibles. Appelons N l’ensemble des agents.
Pour chaque agent α, nous introduisons un opérateur
(ou connecteur) de croyance/connaissance que l’on
peut noter Bα. Pour se situer par rapport à la sous-
section précédente, l’opérateur de croyance correspond
à l’opérateur □. En effet, ce qu’un agent croit doit
être vrai dans tous les mondes qu’il imagine. L’opéra-
teur ♢ est souvent représenté B̂α. Par ailleurs, chaque
opérateur se voit attribuer une relation binaire Rα. La
relation Rα lie alors des mondes indistinguables pour
l’agent α, c’est-à-dire des mondes dont les propositions
communes sont crues par l’agent α. La sémantique de
la logique modale ne change pas pour la logique épis-
témique sauf pour les règles 9 et 10 qui deviennent
simplement pour chaque agent α :
— |=UMj Bαψ ssi pour tous les mondes Mi de U
tels que MjRαMi |=UMi ψ
— |=UMj B̂αψ ssi pour au moins un monde Mi de
U tel que MjRαMi |=UMi ψ
Enfin, les agents peuvent raisonner sur les connais-
sances des autres agents. En d’autres termes, les
agents ont des croyances sur les croyances des autres
agents. Et pour aller plus loin, ils peuvent imaginer
des mondes qu’ils savent faux mais potentiellement
vrais pour d’autres agents. Par exemple, la formule
B1B2p ∧ ¬B2B1B2p signifie que l’agent 1 croit que
l’agent 2 croit p mais que l’agent 2 ne croit pas que
l’agent 1 croit que l’agent 2 croit p.
2.3 Système S5
La logique épistémique présente deux familles
d’axiomes fréquemment utilisées, le système KD45 et
le système S5. Le système KD45 traite de croyances,
c’est-à-dire, de connaissances qui pourraient être
fausses. Le système S5 traite de connaissances vraies
et c’est celui que nous allons utiliser.
En effet, dans les jeux, si l’on respecte les règles, les
joueurs ne peuvent croire que des vérités, même pour
les jeux où le mensonge est autorisé. Dans ce dernier
cas, les joueurs, sachant que les autres peuvent mentir,
ne prennent pas pour vérité les affirmations des autres
joueurs. Le seul moyen pour qu’une connaissance soit
fausse est que les règles n’aient pas été respectées.
Le système S5 est un système normal augmenté de
deux axiomes :
— axiome 5 : ¬Bαψ → Bα(¬Bαψ)
— axiome T : Bαψ → ψ
L’axiome 5 stipule que l’agent sait ce qu’il ne sait
pas. L’axiome T implique que si un agent sait quelque
chose, cette chose est forcément vraie. L’ensemble des
axiomes du système S5 implique alors que les mondes
reliés entre eux par une même relation forment des
cliques, que les mondes se relient eux-mêmes et que
toutes les relations sont dans les deux sens.
2.4 Actions
On peut rendre la logique épistémique dynamique en
y ajoutant des actions. Celles-ci permettent de décrire
des changements d’état du monde ou bien l’appren-
tissage de nouvelles connaissances, pour plus de dé-
tails, se référer à [11, 7, 1, 2, 4]. Par exemple, les ac-
tions permettent de représenter la pioche d’une carte
ou bien l’ouverture d’une porte. L’action transforme
un univers en un autre univers. Elle se compose d’une
pré-condition et d’une post-condition et fonctionne de
la manière suivante : chaque monde du modèle véri-
fiant la pré-condition est modifié par la post-condition,
les autres mondes sont supprimés et les liens entre les
mondes restants sont gardés.
Définition 1 Une action est un couple formé d’une
pré-condition et d’une post-condition, noté a =
(pre(a), post(a)). La pré-condition est définie comme
une formule du langage. La post-condition est une
fonction qui, à chaque proposition p ∈ P, associe un
élément de {⊤,⊥, p,¬p}.
En particulier, l’action “nop” est définie comme le
couple nop = (pre(nop), post(nop)), où pre(nop) = ⊤
et post(nop)(p) = p pour tout p ∈ P. Cette action re-
présente l’action de « ne rien faire », qui n’a pas de
pré-condition (i.e., peut être exécutée à tout moment)
et ne change pas l’état du monde (i.e., la valeur de
chaque proposition p reste la même).
On note A l’ensemble des actions possibles et U =
(M,R, h) le modèle épistémique courant. L’exécution
de l’action a ∈ A, dans U engendre le modèle U|a =
(M|a, R|a, h|a) où :
— M|a = {Mi ∈ M tel que |=UMi pre(a)} est la
restriction à l’ensemble des mondes vérifiant la
pré-condition de a.
— R|a = R ∩ (M|a × M|a) est la restriction des
relations aux mondes de M|a.
— h|a(p) = {Mi ∈ M tel que |=UMi post(a)(p)} ∩
M|a est la restriction de la valuation aux
mondes de M|a et réaffectation de la valeur des
variables propositionnelles.
Exemple. Soit l’exemple présenté dans la figure 1,
l’état épistémique initial U est présenté à gauche. Il
y a trois mondes, et une variable propositionnelle p.
Le monde M0 présente un double cerclage : il s’agit
du monde réel. Le monde réel est celui qui représente
la réalité (c’est-à-dire ce qui est vrai à l’instant ac-
tuel). Les mondes M0 et M2 appartiennent à h(p), le
monde M1 n’appartient pas à h(p). Soit l’action a défi-
nie par la pré-condition pre(a) = p et la post-condition
post(a)(p) = ⊥, l’exécution de l’action a sur l’univers
U est présentée à droite : les mondes M0 et M2 vé-
rifient la pré-condition, ils sont donc conservés et la
variable propositionnelle acquiert une nouvelle valeur,
celle de la post-condition.
p=T
p=T
T=d
T=d
T=d
M
0
M
1
M
2
M
0
M
2
pre(a)=p
post(a)(p)=
U
|a
U
T
Figure 1 – Exemple d’action
3 Hanabi
Hanabi est un jeu de cartes coopératif au tour par tour
de 2 à 5 joueurs dont le but est de gagner le plus de
points (voir figure 2). Les cartes sont de 5 couleurs
différentes (rouge, jaune, bleu, vert, blanc) et de 5 va-
leurs différentes (de 1 à 5). Pour chaque couleur, il
y a trois cartes 1, deux 2, deux 3, deux 4 et une 5.
Pour gagner des points, il faut reconstituer les 5 piles
de cartes de couleur identique, dans l’ordre croissant
des valeurs. On marque 1 point par carte posée, soit
un maximum de 25 points. Les joueurs ont en main
4 ou 5 cartes (suivant le nombre de joueurs) ; la par-
ticularité de Hanabi est que les joueurs ne voient pas
leurs propres cartes mais peuvent voir celles des autres.
Pendant son tour, un joueur peut effectuer l’une des
trois actions suivantes : donner un indice, défausser
une carte, poser une carte. Il existe une pioche, une
table, une défausse, ainsi que 8 jetons indices et 3 je-
tons de vie. Chaque joueur ne pouvant utiliser que ses
propres cartes, la difficulté réside donc dans la capa-
cité à donner de bons indices et à poser les bonnes
cartes.
Figure 2 – Présentation jeu Hanabi
Donner un indice. Un joueur ne peut donner un
indice qu’à un seul joueur. Cet indice porte sur l’en-
semble de ses cartes, doit être complet et ne peut
concerner qu’une seule des 10 caractéristiques que
peuvent avoir les cartes (couleur ou valeur). Par
exemple, si le joueur 1 dit au joueur 3 “tes 1ère et
4ème cartes sont bleues” alors les autres cartes ne le
sont pas. Enfin, lorsqu’un joueur donne un indice, un
jeton indice est consommé. Cette action n’est donc
possible que s’il reste des jetons indices.
Défausser une carte. Le joueur prend une carte
de sa main et la pose sur la table, face visible. Cette
action permet de piocher une nouvelle carte, s’il en
reste, et de regagner un jeton indice.
Poser une carte. Lorsque le joueur choisit de poser
l’une de ses cartes, il existe deux cas de figure, soit la
carte permet d’alimenter l’une des piles, soit elle ne le
permet pas et finit dans la défausse, face visible, en-
traînant la perte d’un jeton de vie. Une carte peut être
posée sur la pile de sa couleur si la carte au sommet
de cette pile est la carte précédente (de valeur immé-
diatement inférieure). Une carte de valeur 1 peut être
posée si elle permet de débuter une pile d’une nouvelle
couleur. Enfin, poser une carte de valeur 5 permet de
compléter une pile et de gagner un jeton de vie.
Fin de la partie. La partie se termine s’il ne reste
plus de jeton de vie, si le nombre maximal de points
est atteint ou après un tour complet suivant la pioche
de la dernière carte de la pioche.
4 Intention
4.1 Principes
L’objectif de notre travail est de déterminer a poste-
riori les intentions qu’un joueur a eues au cours d’une
partie. En d’autres termes, nous souhaitons expliquer
les actions effectuées par un joueur lors d’une partie.
Notre idée se base sur le principe suivant : par rapport
à tous les résultats potentiels imaginés par le joueur,
a-t-il effectué l’action qui le menait vers le meilleur
résultat espéré ? Dans la suite, nous allons expliquer
cette idée plus en détail.
Soit un joueur et une propriété p, exprimée comme
une formule en logique propositionnelle.
Premier principe. Nous associons à un univers U
une valeur v(U, p) appelée fréquence de la propriété p
qui, comme son nom l’indique, est égale à la fréquence
des mondes vérifiant p, indistinguables du monde réel
pour le joueur (voir figure 3). Cette idée a été initia-
lement proposée par Markus Eger dans sa thèse [5].
Deuxième principe. Supposons que le joueur
n’imagine qu’un monde possible, le monde réel, et qu’il
a deux actions possibles a et b (voir figure 4). L’action
a mène vers un univers de valeur 0 et l’action b vers un
univers de valeur 1. La meilleure action pour la pro-
priété p est donc l’action b. Si le joueur a effectué l’ac-
tion b, alors il avait l’intention d’obtenir la propriété p,
p
p
Monde réel
Univers
Valeur de l’univers 
v=2/3
Figure 3 – Illustration du premier principe
dans le cas contraire, il n’en avait pas l’intention. En
outre, on affecte à l’univers initial la valeur de l’univers
obtenu par la meilleure action.
a bU
U
|a
U
|b
v=0 v=1
v=1
p
Figure 4 – Illustration du deuxième principe simple
Supposons maintenant que le joueur imagine deux
mondes possibles, avec toujours deux actions a et b
(voir figure 5). Dans le premier monde, l’action a mène
vers un univers de valeur 0,5 et l’action b vers un uni-
vers de valeur 1. Dans le second monde, l’action amène
vers un univers de valeur 0,5 et l’action b vers un uni-
vers de valeur 0. Les mondes étant équivalents pour le
joueur, il y a autant de chance pour lui de se trouver
dans l’un que dans l’autre. On associe donc aux actions
la moyenne des valeurs des univers vers lesquels elles
mènent. La valeur de a est donc de 0,5 et la valeur
de b est de 0,5 également. Comme auparavant, nous
affectons à l’univers initial la valeur de la meilleure
action (ou des meilleures actions comme ici). Dans le
cas présent, peu importe quelle action a été exécutée,
l’obtention de la propriété p ne peut pas être consi-
dérée comme intentionnelle puisque toutes les actions
permettent de l’obtenir avec autant de chance.
En revanche, l’intention d’obtenir une propriété est
claire dans le cas où il n’y a qu’une seule meilleure
action pour cela. Pour d’autres pourcentages de
meilleures actions parmi l’ensemble des actions, il est
U
1
U
2
U
3
U
4
a a b b
v=0,5 v=1v=0,5 v=0
v
a
=0,5
v
b
=0,5
v=0,5
U
Figure 5 – Illustration du deuxième principe
plus difficile de mesurer l’intention . Ainsi s’il semble
toujours pertinent de parler d’intention lorsqu’il y a
2 meilleures actions parmi 10 actions pour obtenir
une propriété, pour 5 meilleures actions parmi 10 on
pourrait parler d’aléatoire. Et à 9 actions parmi 10,
il est difficile de parler d’intention d’obtenir la pro-
priété. Cependant, dans ce dernier cas, nous avons
alors une meilleure action parmi 10 pour obtenir la
non-propriété. Établir des seuils d’intention fait par-
tie de nos réflexions actuelles.
Troisième principe. Dans un troisième exemple, le
joueur imagine de nouveau deux mondes, mais cette
fois-ci, c’est à un autre joueur de jouer et celui-ci a trois
actions possibles : a, b et c (voir figure 6). Le second
joueur ayant ses propres objectifs, les différentes ac-
tions sont plus ou moins intéressantes au regard de ses
objectifs personnels et on appelle utilité la mesure de
cet intérêt. Cependant ici, ce qui sera pris en compte
n’est pas l’utilité définie par le second joueur mais ce
que le premier joueur imagine être l’utilité pour le se-
cond joueur.
Supposons d’abord que le premier monde est le monde
réel, le premier joueur imagine l’utilité des actions,
par exemple u(a) = 0,6, u(b) = 0,6 et u(c) = 0,3.
Le premier joueur suppose que le second joueur est
rationnel et qu’il va donc effectuer une action d’uti-
lité maximale. Les deux actions a et b ayant une uti-
lité maximale, le premier joueur pense que le second
joueur effectuera l’une de ces deux actions avec une
équiprobabilité. Ces deux actions mènent vers deux
univers différents dont les valeurs sont de 0,8 et 0,6.
La moyenne de la valeur de ces deux actions, qui est
0,7, est affectée au premier monde. Nous effectuons à
présent le même raisonnement avec le second monde.
Les actions ont des utilités différentes, les univers ainsi
générés ont des valeurs différentes et, finalement, nous
trouvons, pour ce second monde, une valeur de 0,3.
Pour terminer, nous faisons la moyenne des valeurs
U
1
U
2
v=0,8 v=0,6
v
M0
=0,7
v
M1
=0,3
v=0,5
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a
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1
Figure 6 – Illustration du troisième principe
des deux mondes, ce qui donne 0,5 et nous affectons
cette valeur à l’univers.
La méthode de détermination de l’intention d’un
joueur que nous proposons s’appuiera sur ces 3 prin-
cipes.
Exemple. Soient 3 joueurs et une propriété p arbi-
traire. On souhaite déterminer la meilleure action pour
le joueur 1 pour obtenir la propriété p en 3 tours. On
commence par développer l’arbre des univers comme
décrit précédemment mais sur 3 tours ; cet arbre com-
porte 4 niveaux. Le 1er niveau est composé de l’univers
initial. Le 2me niveau est composé de l’ensemble des
univers imaginés par le joueur 1 après son tour. Le 3me
niveau est composé de l’ensemble des univers possibles
pour le joueur 1 après son tour et celui du joueur 2.
Le 4me niveau est composé de l’ensemble des univers
possibles pour le joueur 1 après le tour des joueurs
1, 2 et 3. On calcule la valeur des univers du 4me ni-
veau à l’aide du premier principe. Ceci nous permet
de calculer ensuite la valeur des univers du 3me et du
2me niveaux grâce au troisième principe. Enfin, la va-
leur de l’univers du 1er niveau est calculée au moyen
du deuxième principe. Ceci permet de vérifier si l’ac-
tion effectuée par le joueur 1 est celle qui, du point de
vue du joueur en question, avait une meilleure chance
d’obtenir la propriété p.
Remarque. La notion de valeur d’un univers est
proche de celle d’utilité. En effet, pour les exemples
les plus simples, la valeur de l’univers est simplement
la fréquence d’apparition de la propriété recherchée au
sein de l’univers, en d’autres termes, la probabilité de
l’obtenir. Étant donné qu’un univers est lié à l’action
qui permet de l’atteindre, on peut attribuer à chaque
action une mesure de son utilité pour obtenir la pro-
priété. Cela définit donc une utilité. Cependant, nous
préférons ne pas utiliser ce terme car nous donnons
des valeurs à des états et non pas à des actions.
4.2 L’intention dans les jeux épisté-
miques
La notion d’agent devient ici plus importante, puis-
qu’elle n’est plus seulement caractéristique des rela-
tions d’accessibilité entre les mondes mais également
des actions possibles. En effet, dans la présentation de
la logique épistémique dynamique, la notion d’agent
apparaît uniquement pour donner une signification
aux différentes relations d’accessibilité (par exemple,
la relation d’accessibilité R3 représente les connais-
sances de l’agent 3). Il n’est pas utile de préciser la
relation qui se rapporte à un agent en particulier, les
raisonnements sur la relation suffisent. Ce que nous
allons faire ici est d’associer à la fois un agent à sa re-
lation et aux actions qu’il va entreprendre. Il est donc
important de construire un système possédant un lien
entre l’ensemble des agents, l’ensemble des relations
et l’ensemble des actions. On s’attarde donc à séparer
les entités, il faut donc ré-associer les agents et leurs
relations d’accessibilité, c’est ce qui est décrit dans les
deux définitions suivantes :
Définition 2 Soit M un ensemble de mondes, N un
ensemble d’agents et RM un ensemble de relations
d’accessibilité sur M vérifiant Card(RM ) = Card(N).
On appelle fonction d’association des relations entre N
et RM toute fonction bijective de N vers RM .
La définition 2 permet d’associer une relation d’acces-
sibilité à tout agent et inversement.
Définition 3 Soit P un ensemble de propositions, M
un ensemble de mondes, N un ensemble d’agents, h
une fonction de valuation, RM un ensemble de re-
lations d’accessibilité sur M tel que Card(RM ) =
Card(N) et fr une fonction d’association des rela-
tions entre N et RM . On appelle univers le 6-uplet
U = (M,N,RM , fr,P, h).
Pour des raisons de lisibilité, on notera indifféremment
fr(α) et Rα la relation d’accessibilité liée à l’agent α.
Pour rappel, dans ce système, la relation Rα lie les
mondes indistinguables pour le joueur α, pour qui ils
ont donc tous autant de chances d’être le monde réel.
Attribuer le concept de tour de jeu à la logique épisté-
mique peut se révéler compliqué et contraignant pour
les définitions. Introduire les actions simultanées de
tous les joueurs (action jointe) a été préféré. La no-
tion de tour de jeu est alors modélisée en utilisant l’ac-
tion nop : à chaque tour, un joueur joue pendant que
les autres effectuent l’action nop (ne font rien). La dé-
finition suivante d’action jointe se base sur la logique
ATDEL [10].
Définition 4 Soit P un ensemble de propositions et A
un ensemble d’actions sur P. On note An l’ensemble
formé par An = ×n1A. On appelle an = (a1, a2, ..., an)
action jointe un élément de An défini par une pré-
condition jointe et une post-condition jointe noté
an = (pre(an), post(an)). La pré-condition jointe vé-
rifie pre(an) =
∧n
i=1 pre(ai). La post-condition jointe
vérifie, pour chaque élément p de P :
post(an)(p) =

⊤ si ∀ai , post(ai)(p) = ⊤
⊥ si ∀ai , post(ai)(p) = ⊥
¬p si ∀ai , post(ai)(p) = ¬p
sinon p
Pour simplifier, nous emploierons a à la place de an
lorsqu’il n’y aura pas d’ambiguïté.
Définition 5 Soit un univers U =
(M,N,RM , fr,P, h), un ensemble A d’actions et
une action jointe a ∈ An où n = card(N). L’uni-
vers U|a = (M|a, N,RM|a , fr,P, h|a) engendré par
l’exécution de l’action jointe a vérifie :
— M|a = {Mi ∈ M tel que |=UMi pre(a)} est la
restriction à l’ensemble des mondes vérifiant la
pré-condition de a.
— ∀α ∈ N on a Rα|a = Rα ∩ (M|a ×M|a) est la
restriction des relations aux mondes de M|a
— h|a(p) = {Mi ∈ M tel que |=UMi post(a)(p)} ∩
M|a est la restriction de la valuation aux
mondes de M|a et réaffectation de la valeur des
variables propositionnelles
Vient ensuite le concept de l’utilité des actions des
autres joueurs vu par le joueur qui nous intéresse. On
définit donc une fonction d’utilité qui va associer à
chaque monde et à chaque joueur une valeur.
Définition 6 Soit A un ensemble fini d’actions et
U = (M,N,RM , fr,P, h) un univers. On appelle fonc-
tion d’utilité u toute fonction qui associe à un triplet
(a,α,Mi) ∈ A×N×M un réel x ∈ R. On appelle Ω Uni-
vers Actionnable Mesuré (UAM) tout triplet (U,A, u).
Définition 7 Soit Ω = (U,A, u), un monde Mi ∈ M
et un agent α ∈ N . On note AΩMi,α l’ensemble des
actions les plus utiles pour α pour le monde Mi où
AΩMi,α = {a ∈ A | ∀b ∈ A, u(a, α,Mi) ≥ u(b, α,Mi)}
Proposition 1 Soit Ω = (U,A, u) et α ∈ N . ∀Mi ∈
M , l’ensemble AΩMi,α est non vide et fini.
Preuve : Nous avons AΩMi,α ⊆ A. Comme A est
fini, alors AΩMi,α est fini. De plus, comme A est fini,
∀α ∈ N , ∀Mi ∈ M , {u(a, α,Mi) où a ∈ A} est fini
et possède donc un plus grand élément. De ce fait,
AΩMi,α est non vide. QED.
À présent, nous allons définir formellement le premier
principe, c’est-à-dire le calcul de la fréquence d’une
variable propositionnelle au sein des mondes indistin-
guables du monde réel pour le joueur.
Définition 8 Soit U = (M,N,RM , fr,P, h) un uni-
vers, M0 ∈M et α ∈ N . On note UM0 l’univers tel que
M0 est le monde réel et on appelle IU
M0
α ensemble des
mondes envisageables de 1er degré pour α l’ensemble
de tous les mondes Mi ∈M tel que M0RαMi.
Définition 9 Soit un univers UM0 , une formule p et
un agent α. On appelle prUM0α (p) rapport de présence
de p pour α le rapport : prUM0α (p) =
Card(IU
M0
α ∩h(p))
Card(IU
M0
α )
si IUM0α ̸= ∅ sinon prU
M0
α (p) = 0
Ce qui nous permet de calculer la valeur de l’univers
suivant une propriété pour k tours de jeu à l’avance.
Définition 10 Soit un univers actionnable mesuré
Ω = (UM0 , A, u), un agent α ∈ N , une formule p et un
entier positif k. On appelle v(UM0 , A, u, α, p, k) valeur
de l’univers UM0 pour l’agent α à l’ordre k le réel sui-
vant, avec AαMi = A
Ω
Mi,1
×AΩMi,α−1×A
Ω
Mi,α+1
×AΩMi,n :
v(UM0 , A, u, α, p, k ≥ 1) = maxa∈A(moymonde)
où moymonde =
∑
Mi∈IU
M0
α
moyaction × 1||IUα ||
où moyaction =
∑
(a1,..,an−1)∈AαMi
valeur × 1||AαMi ||
où valeur = v(UMi|(a1,..,an), A, u, α, p, k − 1)
et v(UM0 , A, u, α, p, 0) = prUM0α (p)
Le maximum caractérise le deuxième principe, tan-
dis que la double somme caractérise le troisième prin-
cipe. Lorsque c’est le tour du joueur qui nous inté-
resse, la seule action exécutée par les autres joueurs
est l’action nop. La deuxième somme ne possède alors
qu’un seul élément, il n’y a donc pas de moyenne sur
les actions des autres joueurs, ce qui correspond au
deuxième principe. Lorsque c’est le tour de l’un des
autres joueurs, la seule action maximum pour le joueur
est l’action nop, ses autres actions donnant des uni-
vers vides et donc des valeurs nulles. Il y a donc une
moyenne sur les actions et sur les mondes, ceci corres-
pond au troisième principe.
Définition 11 Soit un univers actionnable mesuré
Ω = (UM0 , A, u), un agent α ∈ N , une formule p,
une action a ∈ A et un entier strictement positif
k. On appelle va(UM0 , A, u, α, p, k) valeur de l’uni-
vers UM0 pour l’agent α à l’ordre k suivant l’action
a ∈ A le réel suivant, avec AαMi = A
Ω
Mi,1
×AΩMi,α−1 ×
AΩMi,α+1 × A
Ω
Mi,n
: va(UM0 , A, u, α, p, k ≥ 1) =
moymonde où moymonde =
∑
Mi∈IU
M0
α
moyaction ×
1
||IUα ||
où moyaction =
∑
(a1,..,an−1)∈AαMi
valeur× 1||AαMi ||
où valeur = v(UMi|(a1,..,an), A, u, α, p, k − 1)
Définition 12 Soit un univers actionnable mesuré
Ω = (UM0 , A, u), un agent α ∈ N , une va-
riable propositionnelle p ∈ P et un entier stric-
tement positif k, on appelle Best(Ω, p, α, k) en-
semble des meilleures actions pour obtenir une pro-
priété p au k-ième tour pour le joueur α l’en-
semble suivant : Best(Ω, p, α, k) = {a ∈ A | ∀b ∈
A, va(U
M0 , A, u, α, p, k) ≥ vb(UM0 , A, u, α, p, k)}
Ces deux dernières définitions permettent de caracté-
riser les meilleures actions suivant le joueur pour ob-
tenir une propriété k tours de jeu à l’avance. Ainsi, en
se donnant une propriété p, nous pouvons vérifier si
le joueur a effectué la meilleure suite d’actions pour
l’obtenir. Si tel est le cas, alors l’obtention de p est
intentionnelle, sinon nous considérons que p a été ob-
tenue par accident. Par exemple, si l’agent α a effectué
l’action a et si a ∈ Best(Ω, p, α, k) alors cela était in-
tentionnel. Cela devient faux si toutes les actions font
partie des meilleures actions (Best(Ω, p, α, k) = A),
dans ce cas aucune action n’est intentionnelle.
4.3 Utilité
Le calcul de la meilleure action demande de définir une
utilité pour les actions, ou plus exactement, une utilité
du point de vue du joueur pour les actions des autres
joueurs. Trouver la meilleure façon de modéliser l’uti-
lité pour un jeu est un travail de recherche en lui-même
et ce n’est pas celui que nous avons voulu effectuer
ici. Nous proposons donc une définition d’utilité basée
sur la récompense de fin de partie qui est calculable
par n’importe quel joueur pour n’importe quel autre
joueur dès lors que l’information sur la récompense de
fin de partie est accessible à tous les joueurs.
Le joueur imagine plusieurs mondes possibles et pour
chaque monde qu’il imagine, les autres joueurs peuvent
imaginer d’autres mondes. Dans la figure 7, pour le
joueur 1, le monde M0 et le monde M1 sont indis-
tinguables du monde réel M0. Pour le joueur 2, les
mondes M0 et M5 sont indistinguables et les mondes
M1 et M2 sont indistinguables.
Nous commençons par définir l’utilité des actions pour
le joueur 2 d’après le joueur 1. Le joueur 1 sait que le
joueur 2 hésite soit entre la clique de mondes M0 et
M5, soit entre la clique de mondes M1 et M2. Il faut
donc traiter ces deux cliques séparément. Nous nous
focalisons d’abord sur la première clique. Pour calculer
l’utilité d’une action du joueur 2 suivant le monde de
la clique, on effectue le raisonnement suivant :
— on suppose que ce monde est le monde réel ;
— on regarde le score maximum que l’on pourrait
atteindre à la fin du jeu après avoir effectué
l’action jointe du joueur 2 et des autres joueurs
(ici le joueur 1 seulement) ;
— on calcule la moyenne sur l’ensemble des actions
des autres joueurs (ici le joueur 1 seulement) ;
— on définit cette moyenne comme l’utilité de l’ac-
tion pour ce monde.
Comme les joueurs envisagent ces mondes de manière
équiprobable, pour comparer les actions, il faut calcu-
ler la moyenne des utilités sur l’ensemble des mondes
de la clique. On obtient l’utilité de l’action pour cette
clique. Enfin, on définit l’utilité d’une action du joueur
2 d’un monde possible pour le joueur 1 comme étant
égale à l’utilité de la clique qu’elle génère pour le
joueur 2. Pour les autres mondes, la valeur de l’utilité,
n’ayant pas d’importance, est fixée arbitrairement.
Pour ce qui concerne les utilités du joueur 1 pour le
joueur 1 elles n’ont pas d’importance, elles sont donc
aussi fixées arbitrairement.
Pour les jeux au tour par tour, seule l’action nop ne
donne pas un univers vide lorsque ce n’est pas au
joueur de jouer. On ne peut donc pas à priori donner
de valeurs à l’utilité pour les autres actions. Donner
une valeur identique à chaque univers vide ne chan-
gerait pas l’ordre des valeurs des utilités des actions.
On peut aussi sauter cette étape de calcul de moyenne
sur les actions des autres joueurs. Dans les deux cas,
l’action de plus grande utilité sera la même.
4.4 Exemple
Nous allons utiliser le jeu Hanabi dans une version sim-
plifiée pour illustrer l’utilisation des définitions précé-
demment données. Dans le jeu simplifié, il n’y a plus
que les cartes 1, 2 et 3 rouges et deux joueurs, il y a
toujours 8 jetons indices et 3 jetons de vie. Il n’y a
plus que trois actions (D, P et I) : défausser sa carte,
poser sa carte, donner un indice (qui correspond ici
à donner la valeur de la carte de l’autre). Lors de la
donne, le joueur 1 avait reçu la carte 1, le joueur 2
avait reçu la carte 2 et la pioche contenait donc le 3.
La figure 7 présente l’univers initial. La partie s’est
déroulée, le joueur 1 a commencé par donner un in-
dice “tu as la carte 2” et après le tour du joueur 2, le
joueur 1 connaît sa carte et la carte 2 n’est pas défaus-
sée. Nous allons donc vérifier si la propriété « le joueur
2 n’a pas défaussé et le joueur 1 connaît sa carte », noté
p = ¬D : 2 ∧ (B1J1 : 1 ∨ B1J1 : 2 ∨ B1J1 : 3) a été
obtenue intentionnellement.
J1 : 1 
J2 : 2
P  : 3
J1 : 1 
J2 : 3
P  : 2
J1 : 3 
J2 : 2
P  : 1
J1 : 3 
J2 : 1
P  : 2
J1 : 2 
J2 : 3
P  : 1
J1 : 2 
J2 : 1
P  : 3
1
2
1
1
2 2
UM0
M
0
M
1
M
2
M
3
M
4M5
Figure 7 – Univers initial
À partir de l’univers initial, figure 7, le joueur 1 ima-
gine deux mondes possibles : M0 et M1. Nous de-
vons donc considérer deux cas de figure : l’un où le
J1 : 1 
J2 : 2
P  : 3
J1 : 3 
J2 : 2
P  : 1
1
M
0 M1
Défausser Indice PoserDéfausser Indice Poser
Figure 8 – Initialisation du calcul de la valeur des
actions du joueur 1
monde réel est M0 et l’autre où le monde réel est M1
(voir figure 8). Nous calculons la valeur de l’action
« donner un indice ». Le joueur 1 va déclarer « tu
as la carte de valeur 2 » ceci a pour conséquence que
les mondes ne vérifiant pas « le joueur 2 à la carte
de valeur 2 » disparaissent. Dans cet exemple, effec-
tuer cette action depuis le monde M0 (respectivement
le monde M1) donne l’univers UM0|I (respectivement
UM1|I , seul le monde dit ”réel” diffère) présenté en fi-
gure 9. Dans cet univers UM0|I , le joueur 2 a les trois
mêmes actions possibles. Si le monde M0 est le monde
réel, l’action D et P ont une utilité de 1 et l’action I a
une utilité de 3. Le joueur 1 pense donc que le joueur 2
va effectuer cette action, qui permettra d’obtenir la
propriété avec une fréquence de 1. Si le monde M1 est
le monde réel, les trois actions D, P et I ont une utilité
de 1. Pour le joueur 1, le joueur 2 va effectuer équipro-
bablement l’une de ces trois actions. Les actions D et
P ne permettent pas d’obtenir la propriété, l’action I
permet d’obtenir la propriété avec une fréquence de 1.
La valeur de cet univers est donc :
1
1+
1
3
2 .
On effectue le même raisonnement pour UM1|I , qui,
dans cet exemple, présente les mêmes calculs que UM0|I .
En calculant la moyenne de la valeur de ces deux uni-
vers on obtient la valeur de l’action « donner un in-
dice » :
vIndice(U
M0 , A, u, 1, p, 2) =
1
1+
1
3
2 +
1
1+
1
3
2
2
=
2
3
De même, on trouve vDefausser(UM0 , A, u, 1, p, 2) = 13
et vPoser(UM0 , A, u, 1, p, 2) = 23 . Les meilleures actions
sont donc l’action de donner un indice et l’action de
poser. Le joueur avait donc bien l’intention d’obtenir
la propriété « je connais ma carte, et le joueur 2 n’a
pas défaussé » au bout de deux tours.
J1 : 1 
J2 : 2
P  : 3
J1 : 3 
J2 : 2
P  : 1
1
M
0
M
1
J1 : 3   D : 2
J2 : 1     
J1 : 3   D : 2
J2 : 1   V=1 
J1 : 1   D : 2 
J2 : 3       
J1 : 1   D : 2 
J2 : 3   V=1 
I : Donner 
indice
D : Défausser
P : Poser
V=1 : perte de 
1 jeton vie
D
P
I
D
P
I
J1 : 1 
J2 : 2
P  : 3
J1 : 3 
J2 : 2
P  : 1
u=1        
pr
1
U(p)=0
u=1        
pr
1
U(p)=0
u=3        
pr
1
U(p)=1
u=1        
pr
1
U(p)=0
u=1        
pr
1
U(p)=0
u=1        
pr
1
U(p)=1
Utilité maximum : D, P, I 
Utilité maximum : I
U
|I
M0
Figure 9 – Calcul de la valeur de l’action « donner
un indice »pour le monde M0
5 Conclusion
Nous avons défini une première modélisation de l’in-
tention puisqu’il nous est à présent possible de vérifier
si une propriété donnée a été obtenue intentionnelle-
ment ou non.
Ceci n’est pas le premier travail qui intègre intention et
logique épistémique. Le travail de Lorini et Herzig [12]
modélise l’intention via des opérateurs de tentatives
réussies ou échouées. Toutefois, leur logique modélise
le passage du temps avec une ligne droite (c’est-à-dire
qu’il n’y a qu’un seul futur possible), il n’y a pas d’em-
branchements. Il est donc beaucoup moins naturel de
capturer une sémantique de jeu.
Dans notre approche, il est à noter que plus on prend
une formule spécifique à l’univers dans lequel on est
arrivé, plus il est certain que les actions seront considé-
rées comme intentionnelles. Une formule plus générale
permettrait donc a priori de mieux caractériser l’in-
tention. La définition de la généralité d’une formule
au sein d’un ensemble d’univers est une des voies pour
continuer le travail présenté dans cet article.
Par ailleurs, les mondes sont ici considérés comme
équiprobables, il pourrait être intéressant, dans des
travaux futurs, d’intégrer des logiques pondérées
comme celle présentée par Legastelois [13].
Notre modélisation prend en compte des joueurs ca-
pables d’imaginer tous les mondes possibles et tous les
univers qui en découleraient suivant les actions qu’ils
pensent les plus pertinentes. Si une machine a déjà des
ressources limitées, ce même travail pour un humain
est encore plus difficile. L’une des pistes envisagées
pour tenir compte de cette limitation serait de consi-
dérer une action comme meilleure à partir du moment
où sa valeur dépasse un seuil donné (par exemple, 80%
de la véritable valeur maximale).
Un logiciel est en cours de développement, il nous
permettra de confronter les concepts que nous avons
construits à la réalité du jeu Hanabi. Il permettra éga-
lement de tester l’utilité que nous avons définie et de
voir s’il est possible de retrouver des stratégies telles
que celles définies dans [14].
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