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Analyzing the correlation between brain volumetric/morphometry features and
cognition/behavior in children is important in the field of pediatrics as identifying
such relationships can help identify children who may be at risk for illnesses. Un-
derstanding these relationships can not only help identify children who may be at
risk of illnesses, but it can also help evaluate strategies that promote brain devel-
opment in children. Currently, one way to do this is to use traditional statistical
methods such as a correlation analysis, but such an approach does not make is easy
to generalize and predict these how brain volumetric/morphometry will impact
cognition/behavior. One of the cognition behaviors that can be predicted is the
IQ score. In the age of artificial intelligence and machine learning, it has become
fundamental to be able to exploit techniques such as deep learning to automate
and improve tasks. One of the types of data that is used to make such assessments
is mean diffusivity data (MD). In this paper I propose using a machine learning ap-
proach and use the MD data to predict the IQ score of healthy 8-year old children.
These predictions will provide insight into how well MD represents the IQ score of
healthy 8-year old children and they will allow experts better understand how a
child’s neuropsychological score is affected by volumetric/morphometry data. In
this paper I examine five different neural network models for predicting the IQ
score of healthy 8-year old children. Each model is different in either the architec-
ture and how the data is processed before it is fed to into the neural network. After
analyzing these models, I found that the best performing neural network for the
data set we are working with consists of using the Principal Component Analysis
(PCA) for feature reduction and standardization of the data. On average, this
model’s IQ score predictions deviate from the true IQ score by 8.09%. Given the
small data set and the high dimensionality of the data, it is concluded that this
model’s IQ score predictions are reasonable and well modeled IQ scores for healthy
8-year old children.
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1 Introduction
This paper focuses on a study [1] that assesses how volumetrics and morphometry
data correlates with the neurophsychological scores in healthy 8-year old children.
The data acquisition process is descried in the paper [1] and this research project
is a joint collaboration with UAMS and Dr. Xiawei Ou, Rajikha Raja, and Xiaoxu
Na. This research project emphasizes using mean diffusivity (MD) data to predict
the IQ scores of healthy 8-year old children. For this project, we will also assume
the data collected was appropriately assessed.
Machine learning techniques, such as deep learning, have surged past academic
settings and are being put to use in real world settings to solve real world prob-
lems. For example, Netflix uses recommendation systems to suggest their user
base new shows or movies that they might enjoy based on their viewership-history
[2]. Machine learning is also used to optimize learning and teaching experiences.
Language learning is one prime example of this. Duolingo, a language learning
application, has access to billions of statistics regarding language learning through
their user base. This data has allowed Duolingo to create a new statistical model
called half-life regression (HLR) to estimate the half-life of a word in a user’s
memory by analyzing their users’ error patterns [3]. Another practical and more
impactful application is Google’s recent deep learning model that assists patholo-
gists in detecting cancer in patients [4].
It is clear that machine learning techniques are practical for statistical analysis in
different fields. However, building machine learning models can be a convoluted
process as the correct statistical model, and hyperparameters must be meticulously
selected to create an efficient and reliable model. A machine learning model for
learning, such as the Duolingo model mentioned above, is usually not applicable
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outside its specified domain, therefore, each problem that is to be tackled using a
machine learning approach must be researched and properly understood to create
the most efficient and reliable model possible.
In this thesis I will analyze different machine learning models and techniques to
predict the neuropsychological scores of healthy 8-year old children using volumet-
rics and morphometry data. We will be using data provided by Dr. Xiawei Ou at
the University of Arkansas Medical School (UAMS).
2
2 Related Works
2.1 Working with Small Medical Data Sets
Machine learning has found its way into the medical field due to its ability to find
numerical correlations between features faster than a human as it aids physicians
when making diagnoses. My research focuses on brain volumetrics and morphom-
etry data on healthy 8-year old children and although there exists no prior work
that involves volumetrics and morphometry data for healthy 8-year old children
(excluding the paper this research project is based on [1]) we can use similar
approaches to try and tackle our problem at hand. One of the first and most
challenging problems about working with medical data sets is that they come in
relatively small sizes. For example, the data set we have for this particular project
contains volumetrics and morphometry data for only 72 patients. This can be a
problem as machine learning models are usually used in contexts where larger data
sets are available. It has been shown that small or insufficient training data can
negatively impact the performance of a machine learning algorithm [5].
Thankfully, there have been a number of research projects that have aimed at
tackling this problem. It has been shown that regression models such as neu-
ral networks can have a high accuracy for for data sets as small as 35 samples.
In [6], the authors used a neural network with a data set of physico-mechanical
properties of trabecular bone of only 35 samples and they were able to reach a
regression factor of 0.96. This allowed the researches to asses that age is a factor
in how the physical properties of the bone is affected by severe osteoarthritis [6].
In another study [7], it is discussed that bio-engineering data sets are usually small
in size. The authors of this research project were able to craft a neural network
for osteoarthritic bone fracture risk stratification and reached an accuracy of high
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98.3% [7]. This biomedical engineering research project used focused on leveraging
multiple runs of different neural network configurations to determine the most op-
timal architecture for their goals [7]. This research project demonstrates that small
data sets are not necessarily detrimental for a machine learning model. However,
it is important to note that the data used in this study consisted of only 5 features
per sample, thus the dimensionality of their data set was not a problem. Our data
for volumetrics and morphometry alone contains 279 features per sample. The
implication is as follows: as the dimensionality of a data set grows, the amount
of data to create reliable statistical analyses will grow exponentially [8]. This is
otherwise known as ”the curse of dimensionality”.
2.2 PCA for High Dimensional Data
One of the known methods to reduce the dimensionality of a data set is called the
Principal Component Analysis (PCA). The PCA is a popular approach to dealing
with high dimensional data as it is able to reduce the dimensionality of a data set
while at the same time reducing information loss [9]. This allows for easier inter-
pretability of the data and in many cases, visualization. The data is transformed
into a feature space where a smaller feature space represents the original feature
space through the creation of uncorrelated features whose variance has been maxi-
mized [9]. The PCA’s uses and effectiveness has been used in different applications
to reduce dimensionality and perform a more thorough analysis of the data at hand
It has been used in medical image processing with for feature extraction [10], noise
reduction in high spectral resolution atmospheric sounding data [11], and image
classification [12]. Because the PCA has been applied in different applications with
resilient results, we will use PCA as one of our methods in our attempt to build a
machine learning model to predict the neuropsychological scores of healthy 8-year
old children.
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2.3 Previous Analyses on Intelligence Using Brain Imaging Data
Analyzing brain image date to asses and predict intelligence features is not new.
Multiple studies have attempted to use different types of brain imaging data and
find a correlation between between them and intelligence scores such as the intel-
ligent quotient (IQ).
One example of these studies is the study conducted by Liye Wang Et al. ti-
tled ”MRI-Based Intelligence Quotient (IQ)Estimation with Sparse Learning” [13].
This study primarily focuses on a novel approach for estimating IQ scores based
on Magnetic Resonance Imaging (MRI) data. Their implementation focuses on
using a multi-kernel Support Vector Regression (SVR) and a single-kernel SVR in
order to estimate the IQ scores. Their novel approach yields a root-mean square
error of 8.695 [13].
The study mentioned above is not the only of its kind. Agoston Mihalik Et al.
focused on applying a probabilistic segementation and kernel ridge regression to
predict individual fluid intelligence based on T1-weighted MRI scans as apart of
the ABCD Neurocognitive Prediction Challenge in 2019 [14]. Their appraoch of
using a Kernel Ridge egression yielded a mean-squared error of 69.7204 [14] which
placed the group in fifth place on the validation leaderboard and first place on the
test leader board [14].
A study that relates more to our work was conducted by Kirsten Hilger Et al.
where brain gray matter volume was used to predict IQ scores using machine
learning models. The data used for this analysis was voxel-based morphometry
[15]. Their goal was to determine whether whether region-specific anatomical dif-
ferences were responsible for the overall intelligence or an individual, however,
their models’ mean absolute errors were significantly high, by more than ten IQ
points [15]. This lead the team to conclude that general intelligence may not be
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attributed to specific regions in gray matter volume [15].
These studies show us that there is still much work left to be done when it comes to
brain image data analysis for either the evaluation of intelligence or the prediction
of intelligence factors such as IQ. Different methodologies and data can help us
build better predictive models that allow us to better understand how intelligence
factors relate to specific types of brain image data.
6
3 Preliminaries
Before we delve into the implementation of our machine learning model for pre-
dicting IQ scores, we must first discuss and clarify what the input and outputs of
our model. Since the data shared with us by UAMS cannot be freely disclosed due
to proprietary rights, we will simply give an overview of the type of data we will be
working with and some basic general features about the data. It is also important
to clearly state what our methodology will be and the types of approaches that
will be taken to create the predictive models.
3.1 An Explanation of the Data and Its Uses
Although UAMS gave us five data sets to initially work with, our focus for now
was on using one particular data set to predict IQ scores. We will be building our
model based on information provided by the mean diffusivity (MD) data set. Mean
diffusivity, or MD, characterizes the mean-squared displacement of molecules to
diffusion [16]. The MD data set contains 66 samples and 68 features per sample,
where each sample in the MD data set corresponds to a healthy 8-year old child.
We will use a separate data set that contains the neuropsychological scores for all
healthy 8-year children who were tested. However, it is important to note that the
data containing the neuropsychological score contains data for 81 subjects whereas
the MD data contains data set contains data for 66 subjects. This means that out
of the 81 subjects for whom we have neuropsychological test scores, 15 of those
subjects will not have MD data. This means that in total, we will have both MD
and neuropsychological test scores data for only 66 subjects. The inputs of our
predictive model will be the MD data and the outputs will be one particular fea-
ture of the neuropsychological data set, the IQ score.
This gap in the data sets is due to certain subjects not showing up for the later
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parts of the study conducted by X. Ou Et al. [1]. Decreasing the size of the data
makes it more challenging to build a robust predictive model as fewer data means
that the predictions will be less accurate and our model will be limited in terms of
error minimization. However, since medical data tends to come in small sizes, our
goal is to try and extract as much information as possible from the data available
and create predictive models that can give us a good estimate of neuropsychological
scores, in our case IQ, given the MD data.
3.2 A General Overview of the Models
For this research project, I will be using one general model, a neural network (NN).
However, the architecture and hyperparameters of the model will differ from model
to model in search of the best performing model. As a reminder, the data set being
used for this project is small in sample size but high dimensional. Therefore, we
are testing different models in an attempt to find the best performing model either
by feature reduction or by hyperparameter modifications.
Figure 3.1: The general structure of our neural networks
Figure 3.1 above gives a general overview of what each of our models will look like.
We will have an input layer, a hidden layer, and an output layer. As a reminder,
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in a neural network, the input layer will have n neurons. The number of neurons
will match the dimensionality (number of features) of our data. The hidden layer
will have have an ’arbitrary’ number of neurons, however, this number will not be
completely arbitrary. For some of our models we will use the proposed number
of neurons by Jeff Heaton [17]. The number of neurons used and the method will
be discussed in their respective sections. An introduction to the models that were
implemented and a brief description of the has been included below.
Basic NN Architecture: The first model that will be tested using the
MD data provided by UAMS will be a simple neural network architecture.
Our goal is to use this network and compare the other models to this one to
show that the proposed modifications and data pre-processing yield a better
result than a ’vanilla’ architecture. No data pre-processing is applied here
because the MD input data is between 0 and 1. Therefore, normalizing the
data would not do much in this case. However, we will explore different data
pre-processing techniques.
A NN and Breaking Data into Percentiles: The second model will
follow the architecture of the the first (a basic neural network), however, we
will break up the data into 2 smaller data sets. Since we will be predicting
the IQ score using the MD data, we will run a simple statistical analysis
on the data and subset the data that contains our neuropsychological scores
and group all healthy 8-year old children who had an IQ score lower than
50th percentile score, and those who had an IQ score greater than the 50th
percentile score.
NN and Using A Correlation Matrix for Feature Reduction: For
this neural network, we will modify some of the hyperparameters and, in an
attempt to increase the accuracy of the model, a correlation matrix will be
used to identify those features that have high correlation and remove one of
the features. The idea is that only those feature that represent most of the
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data relevant information will be left and the model will yield better IQ score
estimations.
NN, Correlation Matrix and Standardization: This approach is very
similar to the one explained above, using a a correlation matrix for feature
reduction. However, after applying the feature reduction technique, the data
will be standardized before running it through the neural network. Ideally,
this should yield better approximations for the IQ score.
NN, PCA, and Standardization: For this neural network, we will use
the principal component analysis (PCA) for feature reduction and then the
data will be standardized. The idea behind this approach is that the PCA is
a better approach dimensionality reduction and this in turn should convert
the features into components that preserve the most relevant information
(variability).
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4 Implementation of the Models
Now, we will take a closer look at our models and their implementations. To recap,
our models will all be neural networks that will have some input layer, hidden layer,
and output layer. Although our general definition of our neural network models
in figure 3.1 contains only one hidden layer, the neural networks may have more
than one hidden layer. As stated in the previous section, the input layer for the
models will differ in the number of neurons, however, every neural network model
will only have one neuron for the output layer. This is because we are always only
predicting one value, the IQ score.
4.1 Basic NN Architecture
The first model that was created was a simple neural network architecture. This
model consisted of four layers: one input layer, two hidden layers, and one output
layer. The first layer consisted of 68 neurons for the 68 features of our data set.
Meaning, for this model there was no feature reduction. The two hidden layers in
our model have 46 neurons and 31 neurons, respectively. The output layer consists
of only one output neuron.
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Figure 4.1: Basic NN Architecture
Although the number of neurons may seem arbitrary, I have followed the proposed
number of neurons per hidden layer as outlined by Heaton [17], where he states
that ”The number of hidden neurons should be 2/3 the size of the input layer,
plus the size of the output layer”. Note that the model was fed all 68 features of
the data. The MD and neuropsychological scores data were paired based on the
patient IDs and 70% of the data was used as training data and the remaining was
used as validation data. This model was trained over 1,000 epochs using the Adam
optimizer, and the Mean Squared Error (MSE) as the criterion. The definition for







The advantage of using the MSE for this model was that highly inaccurate pre-
dictions will be highly penalized while ensuring that our predictions are also not
outliers with too much error introduced into them.
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The activation function used for the hidden layers was the Rectified Linear Units
(ReLu). I decided to use the ReLu activation function for the models because of
the results presented by Koutsoukas Et al. [18] where it was concluded that the
ReLu activation function has an overall better performance than the Sigmoid or
Tanh activation functions.
Figure 4.2: Representation of the ReLu activation function.
4.1.1 Evaluating the Results
Now that the architecture of the model and hyperparameters for the model have
been stated, predictions of the model can be analyzed. After training the model
for 1,000 epochs, the model yielded the following results. The Predicted column
represents the predicted IQ scores by the neural network and the True column rep-
resents the true IQ score. The Pct diff column represents the percent difference
between the predicted and true IQ scores.
The final training MSE loss for the model above was 187.16 and the final testing
MSE loss was 111.22. The average absolute percent difference for the model was
13
Figure 4.3: Results of the NN architecture
7.83%. At first glance, it seems like the model performed phenomenally, however,
a closer look at the predicted values will explain why average absolute percent
difference is so low. The average IQ score for the training data was 111.63 and
most of the predicted IQ scores are very close to this value. This tells us that the
model has a very low average percent difference because the model is over fitting.
This is also explained by the nature of the size of the data set. There are not
enough samples for the model to learn appropriately and the lack of outliers does
not help on penalizing the model as it is learning. Therefore, as the model learns
over 1,000 epochs, MSE loss function is converging the model to the average of the
training set.
Figure 4.4 gives an overview of the distribution of the predicted IQ scores and
the true IQ scores. The distribution of IQ scores helps visualize how the model
was making very over fitted predictions. Overall, it is clear that the model makes
unreliable predictions, even if they seem accurate. It is important to note although
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Figure 4.4: Distribution of predicted and true IQ scores.
this approach may work for data sets that have 10 times more samples than our
data set, our model cannot learn what features influence the IQ score the most
because of the high dimensional data and the small number of samples.
4.2 A NN and Breaking the Data into Percentiles
The second model that was created is very similar to the first model. However,
there are some small differences that will be pointed out. In terms of the model
itself, we use a neural network with the same amount of input features as the first,
68 features, but we will use only one hidden layer. The hidden layer will follow
the number of neurons per hidden layer proposed by Heaton [17]. This means
that with a 68 neuron input layer, the hidden layer will contain 46 neurons. As
stated previously, the output layer will only contain one neuron for the prediction
of the IQ score. The model will use the Adam optimizer, as well as the MSE as
the criterion. The model will be trained over 500 epochs as this model will have
to learn from an even smaller data set since we are breaking up our data set into
two smaller sets, all IQ scores above the 50th percentile and all IQ scores below
15
the 50th percentile.
Figure 4.5: Model to train with data above/below 50th percentile
As stated previously, the data will be split up into two smaller sets in order that
will represent all IQ scores above the 50th percentile and all IQ scores below the
50th percentile. However, before we can do this, we must first verify that the IQ
scores are normally distributed. This approach only makes sense if we are working
with data that follows a Gaussian distribution, therefore, we will use the empirical
rule to verify that we are in fact dealing with normal IQ scores. The empirical
has many uses, including calculating the probability of randomly observing a given
variable, given that the variable comes from a normal distribution [19]. The process
to use the empirical rule is as follows:
1. Convert the data to a standard score.
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2. Verify that about 68% of the data is within 1 standard deviation from the
mean.
3. Verify that about 95% of the data is within 2 standard deviations from the
mean.
4. Verify that about 99.7% of the data is within 3 standard deviations from the
mean.
Figure 4.6: Visualizing the empirical rule. Image taken from Dr. McLeod [19]
Per Dr. Saul McLeod, the empirical rule tells one that data is normally distributed
if it follows points 2-4 above. The empirical rule is also referred to as the three
sigma rule because it is often defined as the 68-95-99.7 rule [19]. Figure 4.7 repre-
sents the distribution of the IQ scores, and the probability density function (PDF)
of the IQ scores has been added for easier interpretability.
In order to compute the whether the IQ scores data follows a normal distribution,
we will need to first understand the PDF for continuous random variables. The
variables µ and σ to represent the sample mean and sample standard deviation,
respectively. The PDF represents the distribution of probability of observing a
value less than some random variable X [20]. The goal is to use the PDF to figure
out whether the IQ scores follow a random distribution. In order to accomplish
this, the upper and lower bound Z-scores are first computed and then they are used
17
Figure 4.7: Distribution of IQ scores.
to find what percentage of the data lies between those two points. The formula







2σ2 ,−∞ < x <∞
The IQ scores have a sample mean of µ = 110.95 and a standard deviation of σ =
12.56. Using these two pieces of information, we can now use the R programming
language to find if our data is normal based on the empirical rule.
Percent of data is one σ from µ? The lower and upper IQ scores one
standard deviation away from the mean are 98.39 and 123.50, respectively.
Calculating how much data is in between these two values yields a value of
.679, which we can choose to round to .68. Thus, 68% of the data is within
one standard deviation form the mean.
Percent of data is two σ from µ? The lower and upper IQ scores two
standard deviations away from the mean are 85.83 and 136.02, respectively.
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Calculating how much data is in between these two values yields a value of
.9506, which we can choose to round to .95. Thus, 95% of the data is within
two standard deviations form the mean.
Percent of data is three σ from µ? The lower and upper IQ scores three
standard deviations away from the mean are 73.28 and 148.62, respectively.
Calculating how much data is in between these two values yields a value of
1. In other words, 100% of the data is within three standard deviations form
the mean. This is close enough to the the third rule of the empirical rule
that states that 99.7% of the data is within 3 standard deviations from the
mean.
Because the data is is normally distributed, we can go ahead and split the data
into two subsets, all data above and below the 50th percentile. This results in two
data sets:
Data Below 50th Percentile: 36 samples where 60% is used as training
data and the rest as testing data.
Data Above 50th percentile: 30 samples where 60% is used as training
data and the rest as testing data.
The idea behind this approach is that since we are using a small data set, dividing
the data into these two percentiles will allow the model to learn the most important
features of each data set (below and above the 50th percentile). The predictions
should be more representative of their respective percentiles, as opposed to the first
model introduced that was over fitted to predict the average IQ score. Because we
have a small data set and because we are breaking into two smaller data sets, it is
expected that these models will be over fitted as well. However, evaluating these
models is important as they will be compared to the future models.
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4.2.1 Evaluating the Results for the Predictions Below the 50th Per-
centile
As stated previously, the model was trained over 500 epochs using the data that
is below the 50th percentile.
Figure 4.8: Predictions below the 50th percentile
Figure 4.8 shows how the model is predicting IQ scores for IQ scores below the 50th
percentile. The average absolute error for the model is 7.95%. The final MSE loss
for the validation samples was 85.04. Although the model has a very low absolute
percent difference for the predictions, it is easy to see that it is over fitting. The
predictions for the IQ score are all very close to 102, and although there is slight
variation in the decimal part of the IQ score predictions, it is clear that the model
is predicting the average IQ score below the 50th percentile. The slight variation in
the decimal part of the predictions tells us that the model is learning from the data,
however, the number of samples (36) that is being fed into the model is not enough.
20
Figure 4.9: Distribution of predicted and true IQ scores.
Figure 4.9 helps visualize how the true and predicted distributions vary. As stated
previously, the model has over fitted the data below the 50th percentile and is
predicting an IQ score that is an average of the IQ scores below the 50th percentile.
However, the IQ scores below the 50th percentile vary from about 85 to 110.
Virtually, we can say that the IQ score predictions are exclusively 102.
4.2.2 Evaluating the Results for the Predictions Above the 50th Per-
centile.
The architecture that makes the predictions for the IQ scores above the 50th per-
centile is the same as the architecture that makes the predictions for the IQ scores
below the 50th percentile. The only difference between the two models is the data
that is being fed into them. That is, we are feeding into the model the input data
that corresponds to the IQ scores above the 50th percentile.
Figure 4.10 shows the predicted IQ scores versus the true IQ scores and their re-
spective percent differences. The average absolute percent difference is 5.71%. The
validation MSE loss was 99.02. As in our result for the model that predicted IQ
scores below the 50th percentile, it is clear that the model is over fitted to the data
above the 50th percentile. Again, the model predictions are the average of the IQ
21
Figure 4.10: Predictions for data above the 50th percentile.
scores above the 50th percentile. However, just as in the previous implementation,
there is some variation in the decimal of the predictions. This indicates that the
model has learned from the data it was fed. However, the amount of samples (30)
that was fed to the model is not enough and more data would help the model make
more reliable predictions.
Figure 4.11: Distribution of predicted and true IQ scores.
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Figure 4.11 gives an overview of the distribution of the predicted and true IQ
scores. It is easy to see that virtually all IQ score predictions were 119, but the
true IQ scores range from just above 115 to just below 140.
4.3 A NN and Using a Correlation Matrix for Feature Reduction:
The third model that was implemented during this research project follows a very
similar architecture to that of the first two, however, the data pre-processing is dif-
ferent in that we attempt a feature reduction technique to improve the reliability
and generalization of the model. The idea behind this approach is that reduc-
ing the number of features while keeping the most influential ones will result in a
neural network that is able to learn better from the data than the first two, and
make more generalized and reliable predictions instead of over fitting as the first
two did. As mentioned earlier, the data set we are dealing with is small in sample
size but large in dimensionality, therefore, reducing the number of features we feed
into the neural network should allow the model to make more insightful predictions.
For this model, a correlation matrix will be used to find the most highly correlated
features, and one of them will be dropped in an attempt to remove redundant infor-
mation, thus reducing the amount of noise that the data contains. This approach
was inspired through its uses in omics data as outlined by Yasset Perez-Riverol
Et al. [21]. In this paper, it is discussed that a simple yet powerful approach
is to remove feature redundancy is to use a correlation matrix filter [21]. For
this approach, a correlation coefficient 0.85 or more was considered to be highly-
correlated. This correlation coefficient was chosen in an attempt to get rid of highly
correlated features and the logic as to why this exact cutoff (0.85) was chosen will
be discussed later. As mentioned previously, the data we are working with consists
of 68 features and the goal here is to reduce the number of features that will be fed
into the model by dropping one of the features that belong to the set of features
that have a correlation coefficient of 0.85 or more.
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The method that we will use to find features that have a correlation of 0.85 or
more is the Pearson Correlation Coefficient (PCC). The PCC is is a feature with
no specific dimension that quantifies covariance, which ranges from +1 to -1, in-
clusive [22]. The values +1 and -1 represent the positive and negative correlation
that exsits between two variables, respectively [23]. The PCC is defined as follows
[24]:
r = correlation coefficient
xi = values of xth term in variable X
x̄ = mean of values in variable X
yi = values of yth term in variable Y
ȳ = mean of values in variable Y
r =
∑




It is important to note that the variable r used in the definition of PCC above is is
often used to describe the mentioned relationship amongst two continuous random
variables [25].
In order to eliminate those features which are considered to be redundant and,
therefore, unnecessary, a PCC of 0.85 or more was chosen. This specific value
may seem arbitrary but there is a reason as to why this value was chosen. It has
often been discussed that in research that certain PCCs are inarguably ’strong’
or ’negligible. For example, it has been discussed that PCCs of less than 0.1 can
be considered to be negligible while PCCs or more than 0.90 are very strong [22].
Although there is no established method to concretely interpret these correlation
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coefficients, a rule of thumb can be used to interpret the correlation coefficients.
Figure 4.12 shows the rule of thumb to be used when interpreting correlation co-
efficients, taken from [26].
Figure 4.12: Rule of Thumb for the interpretation of correlation coefficients,
taken from [26].
Using figure 4.12 as our basis for interpreting correlation coefficients and given
that we want to get rid of as many redundant features as possible, the correlation
coefficient of 0.85 was chosen as it is close to the ’very high positive correlation’
and within the ’high positive correlation’ rule.
With the logic behind this approach in place, the method that was used to reduce
the number of features can be explained. The first step is to find the feature pairs
that have PCC of 0.85 or greater. Once these feature pairs have been identified,
one of them will be removed from the data set in, this is the feature reduction part
of this approach.
Figure 4.13 gives an overview of the feature pairs in the MD data set that a PCC
of 0.85 or greater. Although it is difficult to see how many feature pairs are at or
above this PCC, it is easy to see that there in fact are feature pairs that have a
PCC of 0.85 or more. To get a better understanding of the figure 4.13, an analysis
was performed on the correlation matrix in figure 4.13 and a total of 78 feature
pairs were found. Of these 78 feature pairs, it was found that 28 of them were
unique and all other features correlated with these features. These 28 unique fea-
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Figure 4.13: All features that have PCC of 0.85 or greater.
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tures are the features that will be dropped from the data set.
Dropping these features creates a new data set with a smaller dimensionality than
the original data set. The features in this new data set will have a correlation of less
than 0.85. Figure 4.14 gives an overview of the correlations between the remaining
set of features in the MD data set after dropping the 28 features mentioned above.
Although it may be difficult to read due to the size of the correlation matrix, no
feature pairs in the reduced MD data set have a PCC of more than 0.85. In other
words, all correlations are now less than 0.85.
Now that a data set with reduced dimensionality has been created, the model
that is to be used with this data set can now be explained. The total number
of features that will be fed into the neural network will be 40, substantially less
than the original 68. Therefore, the first layer of the neural network (the input
layer) will have 40 neurons. The method proposed method by Heaton [17] for the
number of neurons per hidden layer is employed here once gain. Thus, our only
hidden layer will consists of 27 neurons. The output layer is simply one neuron.
The model is trained for 500 epochs, however, for this model the L1 loss function
as the criterion. The L1 loss function is otherwise known as the mean absolute







The advantage of using the L1 loss function is that we are now using linear criterion
that does not penalize the model too harshly on outliers, thus this will create a
model that makes more generic predictions as opposed to over fitted ones.After
training the model over 500 epochs the model converged to a validation loss of
9.60 and a training loss of 10.33. The ReLu activation function is once again used
for the hidden layer of this neural network.
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Figure 4.14: Correlation matrix after dropping 28 features.
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Figure 4.15: Model to be used after employing correlation matrix feature reduc-
tion technique.
4.3.1 Evaluating the Results
As stated previously, the model was trained over 500 epochs. Figure 4.16 gives an
overview of the results. Again, it is clear that the model has over fitted from the
data once again. The model is once again only predicting the average IQ score.
There is some slight variation in the decimal part of the predictions, however, it is
not nearly enough and a better model can surely be constructed.
If there is one thing that is obvious from the models that have been created so
far is that they are all over fitting, and figure 4.17 confirms this claim by clearly
showing that the true IQ scores range from just below 90 to below 150. However,
the predicted IQ scores can be summarized as 109. Although the average absolute
percent difference for the predictions is 8.24%, this is not a good predictive model
as we know the predictions are simply the average IQ score.
The data set that is being used is small and the over fitting can be primarily
attributed to the size of the data set, but there must be a different approach that
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Figure 4.16: Predictions for NN and using a correlation matrix for feature
reduction.
yields better results. Given that we know that the data is normally distributed,
instead another approach is to lever this property and use it to our advantage. A
good approach is the the Z-score.
Figure 4.17: Distribution of predicted and true IQ scores.
30
4.4 NN, Correlation Matrix and Standardization
Up until now, the models that have been developed have yielded over fitted predic-
tions that represent the average IQ score of the training data. That is a problem as
we are not interested in ’predicting’ the average IQ score for all healthy 8-year old
children. This would be a simple calculation otherwise. It is true we are dealing
with a small data set with high dimensionality, but one factor that has yet to be
considered is the data itself. Because we are dealing with MD data, the data values
themselves are very small.
Patient Feature 1 Feature 2 Feature 3
patient x 0.000384 0.000507 0.000741
Table 4.1: Abstraction of the data, showing 3 of 68 features for some patient x
Table 4.1 gives an overview of 3 of the 68 features for some random patient in the
MD data set. It is clear that the features the model is learning from are relatively
small in terms of scale. This could be another factor that is negatively influencing
the generalization of the predictions. Therefore, scaling the data to values that
are described in terms of the population mean and population standard deviation
should yield better results as the scaled values will now contain ’new’ information.
However, since we do not have the population mean or population standard de-
viation for the type of data we are working with, we will use sample means and
sample standard deviation. Therefore, in this section the methodology will consist
of using using the Z-score to standardize the data and then a correlation matrix
will be used for feature reduction in an attempt to reduce the dimensionality of
the data.
Before diving into specifics, the Z-score shall be explained. The Z-score essentially
describes how many standard deviations a given value lies above or below the pop-
ulation mean [27]. The Z-score is formally defined as follows:
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µ = population mean
n = sample size








Using the Z-score gives the added advantage that it has been shown that stan-
dardized data yields better results in neural networks [28]. The data will be stan-
dardized and then the same method as the section above, using correlation matrix
for feature reduction, will be used.
Now that the standardization methodology and the reasoning behind it has been
explained, the model itself can be analyzed. After applying standardization to
all 68 features of the data set, all feature pairs that had a correlation coefficient
greater than 0.70 were found and then one of those features was dropped. In total
398 feature pairs were found and 56 unique features were dropped. This resulted
in a new data set with only 12 features. The input layer of the neural network
will have 12 neurons for the 12 features of the data set. As previously stated, we
will use the method proposed by by Heaton [17] for the number of neurons in the
hidden layer, thus our model has 9 neurons for the hidden layer. The output layer
will consist of only one neuron. The model will use he L1 loss function, the Adam
optimizer and it will be trained over 900 epochs. Figure 4.18 gives an over view of
the model to be used for this method.
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Figure 4.18: Model to be used after feature reduction and standardization
4.4.1 Evaluating the Results
As mentioned previously, the model was trained over 500 epochs. After training
was complete, the training loss was 2.99 and the validation loss was 12.99.
It is clear from figure 4.19 that this model performs much better than he first 3
models. At first glance, there is no obvious over fitting. However, that does not
mean that over fitting is non-existent in this model, it is just not as obvious as in
the previous 3 models where the models predicted the average IQ of the training
data set. This model yield better results and is learning valuable information from
the training data. Although the predictions are not perfect, it can be observed
that it does a good job of predicting a wide range of values with small errors. For
example, the third IQ score prediction of 112.15 is very close to the true IQ score
of 110 for that particular sample. Another observation that can be made is by
looking at the 10th and 11th IQ score predictions of 92.07 and 92.38, respectively.
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Figure 4.19: Predicted and true IQ scores for this method.
Their respective true IQ scores are 93 and 91. Again, the error between the pre-
dicted IQ score and the true IQ score is fairly low.
Just as there are IQ score predictions that highlight the model’s ability to general-
ize, there are also a few IQ score predictions that yield a large error. For example,
observe the predicted and true IQ scores with a percent difference of 30.20. Here
the predicted IQ score was 97.66 but the true IQ score was 140. These two are
clearly on opposite sides of a distribution. This tells us that the either some im-
portant features were dropped that would have helped the model better estimate
this IQ score, or that we simply need more data to create a more robust predictive
model. It can be observed that there are a few other IQ scores that were predicted
that have a large deviation from their respective true values.
Although these large deviations between predicted and true IQ scores exist, the
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Figure 4.20: Distribution of predicted IQ scores and true IQ scores for this model
model performed relatively well. The average absolute percent difference in pre-
dicted IQ scores was 11.23%. Figure 4.20 gives an overview of the distribution
between the predicted IQ scores and the true IQ scores. As opposed to the first
3 models, it is visibly clear that this model is able to generalize IQ scores a lot
better and the range of the predicted IQ scores have a similar range to that of the
true IQ scores.
4.5 NN, PCA and Standardization
In the previous section, it was stated that the model was fed the standardized
features performed much better than the first 3 approaches that did not make use
of standardization. The previous approach also makes use of a correlation matrix
for feature reduction. These two techniques led to the neural network being able
to make better and more generalized predictions as opposed to the neural networks
from the first 3 approaches. However, using a correlation matrix for feature reduc-
tion is more of a ’blind’ feature-reduction approach. This is because feature pairs
above a specified correlation coefficient are identified, and then one of the features
is dropped. However, this does not take into consideration what information is lost
when these features are dropped from the data set. Therefore, in this section a new
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feature reduction technique is employed. For this approach, we will continue to
standardize the features of the data set, but instead of using a correlation matrix
as our feature reduction technique, the principal component analysis will instead
be used.
The principal component analysis (PCA) is a technique that is often used to re-
duce the dimensionality of a data set [9]. The method for the PCA is somewhat
complex, so it is recommended that the reader reference [9] and [29] for a deeper
understanding of the PCA. However, when we apply the PCA as a feature reduc-
tion technique, it must be explained that features are not actually dropped and
some are kept, instead what happens is that the features are used to transform
that data into a new feature space where the ’new’ features are actually principal
components that each hold some variance (information) about the original fea-
tures. Therefore, from now on, the ’new’ features will be referred to as principal
components as that is their appropriate name.
Researchers have used the PCA in to interpret high dimensional data in order in
real world applications [29], and this has inspired the idea to use the PCA for
feature reduction to analyze the MD data that has been used throughout this
project. The PCA is such a powerful technique that researchers have used it as
the basis for feature selection techniques. One of these techniques is the Feature
Selection for Classification using Principal Component Analysis and Information
Gain technique developed by Erick Odhiambo Omuya Et al [30].
Note that for this approach, the data will be first standardize using the methodol-
ogy explained in the previous section. Once that standardization of each feature
has been completed, the PCA will then be applied as the feature reduction tech-
nique. The PCA will yield 8 principal components that will represent our ’features’,
but remember that these are not directly related to the original features. Figure
4.21 gives an overview of some of the input data that will be used for the for the
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model, however note that this is before joining the input data with its correspond-
ing label for the IQ scores. Notice that the ’features’ of the data set do not have
specific names, instead the feature names are ’p1’, ’p2’ and so on. These ’features’
are the principal components that that resulted from using the PCA as a feature
reduction technique.
Figure 4.21: An overview of some of the data samples and their respective prin-
cipal components
The model will be fed these 8 principal components as the features, therefore, the
input layer of the neural network will have 8 neurons. Again, we will use the
proposed number of neurons by Heaton [17] for the hidden layer. Therefore, the
hidden layer will contain 6 neurons. The output layer of the model will contain 1
neuron. The model will use the Adam optimizer, and the L1 loss function. The
ReLu activation function will also be used for the hidden layer. The model will
also be trained over 1,000 epochs. Figure 4.22 gives a general overview of the
architecture of this model.
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Figure 4.22: Model to be used after standardizing the data and employing the
PCA as a feature reduction technique.
4.5.1 Evaluating the Results
After training the neural network over 1,000 epochs, the model converged to train-
ing MAE loss of 5.13 and a validation loss of 8.08.
Figure 4.23 shows the predicted IQ scores from the model and their respective true
IQ scores. The figure also shows the percent difference between the predicted and
the true IQ scores. At first glance it is once again clear that this model has not
over fit the training data, unlike the first 3 models/methods that were used. This is
good news once again because this demonstrates that the model was learned from
the input data that was used. However, now the question remains, how well did it
learn and how accurate are the predictions? Observe the first IQ score prediction
of 150.16, its respective true IQ score is 147. Straight away it is impressive that
the model was able to predict a score that seems to be above the 90th percentile of
the IQ scores. This tells us that the standardizing the data and using the PCA for
feature reduction both created information (standardization) and created principal
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Figure 4.23: Predicted and true IQ scores for this model.
components that are useful to predicting high IQ scores. However, it is not enough
to be able to predict high IQ scores, how does the model do with IQ scores in the
lower percentiles? Observe the second to last IQ score prediction of 98.51 and its
corresponding true IQ score of 82. It is once again impressive that the model was
able to extract information from the principal components that allows it to make
either high IQ score percentile predictions or lower percentile predictions. As a
matter of fact, most IQ score predictions are actually very close to their corre-
sponding true IQ scores. There are only 4 predictions where the percent difference
between the predicted IQ score and the true IQ score is greater than 20%. Those
predictions’ percent differences are 37.90%, 13.80%, 25.50%, and 20.10%. All other
predictions have a percent difference between the predicted IQ score and true IQ
score of less than 7%. This is quite impressive given the amount of data that was
available. The average absolute percent difference between the predicted IQ scores
and true IQ scores is 8.09% for this model. This average lower that of the previous
approach where the data was standardized and where a correlation matrix was
used as the feature reduction technique.
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Figure 4.24: Distribution of predicted and true IQ scores.
Figure 4.24 gives an over view of the distribution of IQ score predictions and
the true IQ scores. This figure allow one to visualize the breadth of the model
when it comes to making predictions and it shows that the model is not over
fitted as the predicted IQ scores have a decent range in relation to the true IQ
scores. Overall, this model yields very well generalized predictions and it shows
that standardizing the data and the PCA are methodologies that yield satisfactory
IQ score predictions. It is possible that with even more data the model will only
improve and make better IQ score predictions.
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5 Conclusion
In this thesis, 5 different approaches for analyzing brain image data of healthy 8-
year old children were discussed. The first approach was a vanilla neural network.
The second method consisted of breaking the data into two smaller data sets, IQ
scores above the 50th percentile and IQ scores below the 50th percentile. The third
approach consisted of using a correlation matrix to try and reduce the number of
features that were being red into the model in order to minimize the noise being
fed into the model. The fourth approach was using a correlation matrix once again
for feature reduction and standardizing the data. The last approach consisted of
standardizing the data and using the PCA as our feature reduction technique. It
was found that the first three methods were not good because they over fitted to
the training data and were simply predicting the average IQ score of the training
data.
Although the first three models yielded a low average percent difference between
the predicted IQ scores and the true IQ scores, the predictions were useless and
not insightful as they were simply an average with little to no deviation from the
average IQ score. However, the fourth and fifth approaches yielded much more
promising results. The fourth approach demonstrated that standardizing the data
was a crucial step in making a more robust predictive model. The average absolute
percent difference between the predicted IQ scores and the true IQ scores was
11.23%. Although this average absolute percent difference was higher than that
of the first three approaches, it was a better predictive model as it was not over
fitted to the training data and the predictions were more insightful. The fifth
approach proved to be the best approach in predicting the IQ scores. For the fifth
approach, the data was once again standardized and the PCA was used as the
feature reduction technique. This approach led to much better predictions than
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the fourth approach and had an average absolute percent difference between the
predicted IQ scores and true IQ scores of 8.90%. This is lower than the fourth
model’s average absolute percent difference of 11.23%. It was also demonstrated
that most of the predictions of the fifth approach were very close to their true
values, except for a few, but the large error in those predictions can be attributed
to the small data set being used. A larger sample set would yield better results.
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