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Introduction
In clinical practice, hemodynamic monitoring during anesthesia and in intensive care units is of paramount importance. The goal of hemodynamic monitoring is to guide interventions as well as to ensure adequate end organ perfusion and oxygen delivery by optimizing stroke volume (SV) and cardiac output (CO). Conventional hemodynamic variables such as arterial blood pressure, central venous pressure, and urine output are frequently used as surrogates for adequate end organ perfusion. [1] However, these parameters are not able to directly measure SV and hence CO. Although the pulmonary artery catheter (PAC) is still considered the gold standard to monitor SV and CO, its invasive nature and potential for life-threatening complications largely restrict its use in the modern era. [2] [3] Recently, multiple non or minimally invasive SV/CO monitoring devices were introduced into clinical practice, such as pulse contour analysis devices, esophageal Doppler devices, the partial carbon dioxide rebreathing technique, and transthoracic electrical bioimpedance measurements. However, they have not yet replaced PACs due to poor trending ability and inadequate agreement with the clinical standard (PAC). [4] Meanwhile, echocardiography either, transesophageal (TEE) or transthoracic (TTE), has become a frequently utilized monitor, especially in the cardiac operating rooms and intensive care units. TEE based SV/CO has been validated against PAC based values with good limits of agreement. [5] [6] While ultrasound based techniques have a number of advantages, they have several important limitations, such as the difficulty of continuous real time monitoring, interference from electric cautery, and operator dependence. [7] Moreover, TEE is an invasive technique and is poorly tolerated by un-sedated patients. There have been reports of continuous CO measurements based on pulse transit time, which is inexpensive and easy to use but showed poor agreement with gold standard. [8] [9] To overcome these disadvantages, we focused on developing a real time, continuous, non-invasive technique to estimate SV and CO. Pulse wave velocity (PWV) is a surrogate measure of vascular properties in general and vascular stiffness in particular. [10] We hypothesize that SV and CO estimated from PWV are comparable to SV and CO derived from TEE. Hence, the aim of this present proof of concept study is to compare the accuracy and the trending ability of SV, estimated from PWV utilizing the Bramwell-Hill equation, with SV measured using TEE in patients undergoing cardiac surgery.
Materials and Methods Subjects
This retrospective observational study utilized data from cardiac surgery patients who underwent surgery at The Johns Hopkins Hospital between October 2011 and September 2013. The protocol was approved by the Johns Hopkins Medicine Institutional Review Boards (IRB00088711). The requirement for written informed consent was waived by the IRB.
The study included patients, 18 years of age or older undergoing cardiac surgery who had TEE images stored in the database on which the radial arterial waveform was superimposed on the continuous wave (CW) Doppler waveform of the left ventricular outflow tract (LVOT). All images were obtained before the initiation of cardiopulmonary bypass (CPB). Values of blood pressure (BP) at the time of image acquisition was recorded simultaneously. Patients with severe aortic valve stenosis, severe aortic valve insufficiency, arrhythmias, or an implanted device for cardiac rhythm management were excluded.
Measurements
Intraoperative care was similar in all patients, each of whom received general anesthesia with most patients receiving a combination of midazolam (2-10 mg), fentanyl (750-2000 μg), vecuronium (10-20 mg), and isoflurane (0.5-1%) after placement of a right sided 20 gauge radial arterial catheter for continuous BP measurements. A TEE probe was inserted after the induction of general anesthesia, and a comprehensive TEE examination performed by a cardiac anesthesiologist with advanced echocardiography certification using a Philips iE33 ultrasound machine (Philips Medical Systems, Amsterdam, Netherlands). The arterial pressure and electrocardiogram (ECG) waveforms were recorded and simultaneously projected onto the LVOT CW Doppler waveform by connecting the clinical monitor (GE Healthcare, Chicago, IL) to the TEE machine, at the identical speed of 75mm/s (Fig 1) . The CW Doppler images were obtained from either the deep trans-gastric or the trans-gastric long axis view of the aortic valve. All images were stored on the hospital server and the offline measurements were performed using the software "Synapse Cardiovascular" (FUJIFILM, Tokyo, Japan) by two independent readers who were blinded to the intraoperative management and to the cardiac anesthesiologist who obtained the images.
Stroke volume (SV PWV ) was calculated using the transformed Bramwell-Hill equation. The Bramwell-Hill equation was introduced in 1922 allowing the estimation of PWV from an increase in the arterial volume (dV), an increase in blood pressure (dP), the arterial tree volume (V), and blood density (ρ). [11] PWV ¼ p ðV=½r Â dV=dPÞ ð1Þ
We simplified dV and dP to SV and pulse pressure (PP) respectively since arterial compliance (dV/dP) is linearly related to SV/PP: . We used aortic to radial PWV, which was estimated by dividing the predicted vascular path length (a distance from the aortic valve to the site of the radial artery catheter) by pulse transit time. We assumed the vascular path length to be a demi-span (distance from sternal notch to the tip of the fingers). Demi-span was estimated from height, age, and gender as described previously. [18] We defined pulse transit time (Δt) as the time from the foot of the CW Doppler waveform (start of ejection) to the origin of the upstroke on the arterial waveform (Fig 1) .
SV of the reference method (SV TEE ) was calculated using the formula: SV = LVOT CSA × LVOT VTI, where CSA is the cross sectional area of the LVOT and VTI is the velocitytime integral across the LVOT. LVOT VTI was measured by tracing the CW Doppler waveform across the aortic valve. Calculation of the LVOT CSA was performed by measuring the LVOT diameter from the mid esophageal long axis view, assuming a circular LVOT. In cases where more than one beat per image was captured, Δt and LVOT VTI were averaged across all beats.
Statistical analysis
We report continuous variables as mean (± standard deviation: SD) and categorical variables as proportions. All continuous variables were normally distributed. The sample size (at least 189 measurements) was calculated for an equivalence trial with a range of equivalence of ±4.5 ml (5% of a mean SV equal to 89 ml) and acceptable limits of agreement of ±27 ml (i.e. 30% of a mean SV equal to 89 ml), with a two-sided significance of 0.05 and a power of 0.80. [19] [20] SV PWV was compared with SV TEE using simple linear regression to obtain a coefficient of determination (R 2 ) and an equation defining the relation. Agreements of absolute values between the paired SV PWV and SV TEE were examined by Bland-Altman analysis. The bias (the mean difference between SV TEE and SV PWV ), limits of agreement, and percentage error (PE) were calculated. The percentage error was calculated using the formula, PE = 2 SD of bias / mean value of the reference method. SV PWV was evaluated as interchangeable with SV TEE when the PE was 30% or less. [21] Trending ability was assessed by analyzing ΔSV values on a four-quadrant plot and a polar plot analysis using the percentage changes in ΔSV (%ΔSV). ΔSV was the difference between consecutive SV measurements. We used standard exclusion zones of 15% in the four-quadrant plot and 10% in the polar plot as suggested by Critchley.
[22] The use of the exclusion zone was suggested as a way to limit measurement noise when the changes are small. In the four-quadrant plot analysis the concordance rate was defined as the percentage of data points lying in the upper right or lower left quadrant after excluding the central zone. We used a concordance rate ! 92% as an indicator of good trending ability in the four-quadrant plot analysis as suggested by Critchley. [22] In the polar plot analysis, a mean angular bias (i.e. a mean polar angle) of within ± 5 degrees was considered to represent a good calibration. We used the radial limits of agreement (i.e. the radial zone containing 95% of the all data points) within ±30 degrees and the angular concordance rate (i.e. the percentage of data points within ±30 degrees of the radial zone) of more than 95% as an indicator of good trending ability as suggested by Critchley. [23] Inter-observer variability for SV PWV was assessed by calculating the coefficient of variability (CoV = SD of repeated measures as % of their mean). We used CoV of less than 15% as an acceptable range. SigmaPlot 13.0 (Systat Software, Inc., San Jose, California, USA) was used to construct the polar plot. The rest of the analysis was performed with GraphPad Prism version 6.0 (GraphPad Software, San Diego, California, USA). Statistical significance was set at P < 0.05.
Results
We identified 37 patients who had images of the radial arterial waveforms superimposed on the CW Doppler waveforms of the LVOT. We excluded 8 patients with severe aortic valve stenosis and 1 patient with severe aortic valve insufficiency.
A total of 190 pairs of SV data from 28 patients were included in the analysis. The mean (SD) number of SV pairs per patient was 7 (6) . No arrhythmias were present in the beats analyzed. The baseline characteristics of the patients are outlined in Table 1 . None of the patients required a continuous infusion of an inotropic drug or mechanical cardiopulmonary support during image acquisition.
The correlation between SV PWV and SV TEE is shown in Fig 2A . Since analysis of the trending ability (concordance rates from four-quadrant and polar plots) requires calculation of the difference between consecutive SV measurements (ΔSV), only patients who had multiple images at different hemodynamic states could be included in this analysis. Hence 8 patients who had only one pair of SV data were excluded from the trending analysis. 162 pairs of ΔSV (%ΔSV) data were analyzed and depicted from 182 pairs of SV data from 20 patients. The four-quadrant plot for %ΔSV data is shown in Fig 3. Out of 162 depicted pairs 102 pairs were located within the 15% exclusion zone (shaded grey area). Out of 60 pairs included in the calculation of concordance rate, 51 pairs were located in either the upper right or lower left quadrant, hence the calculated concordance rate from the four-quadrant plot was 85.0% (51 / 60 × 100%). The polar plot for the %ΔSV data is shown in Fig 4. Out of 162 depicted pairs, 98 pairs were located within the 10% exclusion zone (shaded grey area). The mean (SD) angular bias was 1.38 (20.73) degrees with the radial limits of agreement of ±41.5 degrees. Out of 64 pairs included in the calculation of angular concordance rate, 55 pairs were located within ±30 degrees, hence the calculated concordance rate for the polar data points was 85.9% (55 / 64 × 100%).
Discussion
The most important finding of our proof of concept study is that SV as estimated from PWV is in good agreement with SV measured by TEE in patients undergoing cardiac surgery. Our PWV based SV calculation produced a very small and clinically insignificant bias (3.70ml) with a percentage error of 27.4%, indicating that the agreements of absolute values between SV PWV and SV TEE are clinically acceptable. Critchley et al. suggested using percentage errors of 30% or less between a novel technique and the current gold standard as clinically acceptable for showing that a new technique is clinically comparable to the gold standard. This percentage error of ± 30% arises from the assumption that the commonly used reference technique has a precision of ± 20% or less. The combination of two precisions of ± 20% equates to a total error of ± 28.3% (
, which is commonly rounded up to ± 30%. [24] In order to accept the new technology the level of accuracy and precision should at the very least be equal that of the reference technique. 21 TEE is now widely accepted as a reliable minimally invasive method for SV and CO measurements with a reported precision of 15.6% and has been validated in comparison with the thermodilution method which has 20% precision. [5] [25] Therefore, we were assured that the SV measured using TEE Doppler was appropriate as a reference method in our study. As suggested by Cecconi we used the same 30% percentage error threshold to compare SV PWV to SV TEE in this study. It has been suggested that the reliable real time tracking of changes in CO is more important than the ability to deliver a highly accurate single measurement. [4] [26] To assess the trending ability of different technologies, the four-quadrant and polar plot analysis have been developed. The initial studies of Critchley used the thermodilution method as a reference and have reported concordances rate of 92% with an exclusion zone of 15% (four-quadrant plot analysis) and 95% with an exclusion zone of 10% (polar plot analysis), and radial limits of agreement of within ± 30 degrees as threshold values of good trending ability. [23] Since no other threshold values have been reported, the threshold values proposed by Critchley have become the only ones used to compare methods for CO estimation regardless of the technique used. However, there are no universally accepted thresholds to describe the trending ability for studies that use TEE as a reference. [27] In our tests of trending ability, PWV based SV estimation showed promising results reaching a concordance rate of 85.0% in the four-quadrant plot analysis and radial limits of agreement of ±41.5 degrees in the polar plot analysis when compared to a TEE based SV estimation. Trending analysis is most robust when there are significant changes present in the measured parameter. In our study the majority of data points for trending analysis were within the exclusion zone indicating that there were only small variations in SV and CO. Out of the initially available 190 pairs of SV data only 60 were used in the four quadrant concordance rate calculation and only 64 in the polar plot concordance rate calculation. That might explain why our method of SV calculation did not reach the suggested thresholds for trending ability.
Our present study serves, as a proof of principle to determine if it is feasible to accurately estimate SV from PWV-using invasive monitors. Clinically, one can obtain pulse transit time and PWV by using only noninvasive or minimally invasive techniques. [28] Pulse transit time can be estimated from the peak of the R wave on ECG or from the beginning of the S1 sound of phonocardiogram to the initiation of the upstroke on the radial arterial tonometry waveform (or the plethysmograph waveform). Hence the major potential benefit of our method as a clinical monitor of CO is its ability to estimate SV and CO in a noninvasive continuous way. Moreover this technique has a strong potential to being automated by real time computerized signal analysis of the ECG, phonocardiogram, and pulse plethysmogram waveforms-which would make it non-invasive and continuous. There are several prior studies comparing SV measured by TEE to SV measured by minimally invasive devices. Castro et al compared SVs measured by the axillary calibrated artery pulse-contour method (PiCCO monitor, Pulsion Medical Systems, Munich, Germany) to SVs measured by TEE Doppler in patients undergoing aortic surgery. [29] The percentage error of both minimum and maximum SV was 26%, which is similar to our percentage error of 27.4%. Chin et al compared the SV derived by a radial artery uncalibrated pulse-contour method (the third generation FloTrac/Vigileo system, Edwards Lifesciences, Irvine, California, USA) with the SV derived by TEE Doppler in patients undergoing laparoscopic prostatectomy. [30] The percentage errors of the absolute values was 53.8%, with a concordance rate of 69.2% (fourquadrant plot), and the mean angular bias 20.6 degrees with radial limits of agreement of ± 51.5 degrees in the polar plot. They concluded that the third-generation FloTrac/Vigileo system was not reliable in measuring SV or in tracking changes in the SV after fluid administration in the high systemic vascular resistance state. Recently, a novel CO monitoring, esCCO (Nihon Kohden, Tokyo, Japan), became available for clinical practice and the accuracy of esCCO has been evaluated thoroughly. [8] [9] [20] [31] [32] The principle of esCCO estimation is based on the assessment of pulse wave transit time after first calibrating it using patient specific parameters including height, weight, gender, and age as well as heart rate and pulse pressure. Biais et al compared the ability of esCCO with CO measured by transthoracic echocardiography to track cardiovascular responses in critically ill patients. [32] The percentage error was 61% before and 59% after therapeutic interventions. The concordance rate of the four-quadrant plot was 84%, and polar plot analysis revealed a mean angular bias (SD) of −11 (24) degrees with a radial limits of agreement of ± 50 degrees and angular concordance rate of 70%. Their results are comparable with a study by Bataille et al, who found a percentage error of 49%, a concordance rate (four-quadrant analysis) of 73%, and a mean angular bias of -9 degrees with radial limits of agreement of ± 45 degrees and angular concordance rate of 82% in the polar plot analysis. [20] Our results (percentage error of 27%, the concordance rate of 85% in four-quadrant plot analysis, a mean angular bias of 2 degrees with a radial limits of agreement of ±41 degrees and angular concordance rate of 86% in the polar plot analysis) appear superior to the previously published results. This may be attributable to the homogeneity of our patient population or the difference in the formula for estimating SV. The esCCO derives SV proportionally, depending on the time interval from the peak of the R-wave of the electrocardiogram to the upstroke of the pulse oximetry waveform. The esCCO then estimates SV by linear approximation and hence does not provide reliable measurements when changes in arterial compliance or peripheral resistance occur. [20] We estimated SV from PWV using Bramwell-Hill equation. Our method does not need calibration but it requires knowledge of the patients height, weight, gender, and measurements of pulse wave velocity and pulse pressure.
There are several limitations to our study. The greatest downsides of our technique are inaccuracies in estimating the vascular path length and arterial tree blood volume. Vascular path length was calculated from height, age and gender, however, we did not measure it directly in each patient. The arterial tree blood volume was estimated from the predicted total circulating blood volume (TBV) as we could not measure it directly. These inaccuracies do not affect individual tracking of changes in SV under constant TBV, though they affect overall agreement and might be pronounced in states of hemodynamic disturbances. (e.g. acute blood loss). Nevertheless, we have previously published the relationship between SV, HR, BP, and PWV and found that PWV was negatively correlated with SV at the level of the single heartbeat. [33] This suggests that the changes in PWV and PWV based SV are able to capture the changes in SV at the level of single heartbeat. Using a pig model, Kamoi et al. demonstrated that PWV variability can accurately capture the changes in SV if the main cause of fluctuations in SV resulted from changes in preload. [34] This suggests that PWV based SV estimation might be reliable even in states of acute blood loss. Clearly further studies are needed to validate the performance of the present method after volume infusion or in the setting of acute hemorrhage. Further methodological limitations are that the Bramwell-Hill equation is under modeling assumptions such that the vessel wall thickness is small compared to the diameter and that the circulating fluid within the vessel is incompressible and nonviscous. [35] In addition, the simplification of the Bramwell-Hill equation using dV and dP extrapolation to SV and PP is accurate only in patients with no or only minor amplifications of PP from the aorta to the periphery. [12] Since we used aortic to radial PWV to calculate SV, these assumptions may affect the accuracy of our PWV based SV estimation. Also, our study subjects represent a small and homogenous group of overweight and primarily male patients with cardiovascular diseases, who were studied under relatively stable hemodynamic conditions. It is unclear how this method would work in any other setting, or patient cohort.
Another limitation is that we used TEE instead of a PAC as our reference method. As such we cannot extrapolate the agreement and trending ability of our test method with the thermodilution technique. It should also be noted that we performed all measurements manually and hence our results dependent on individual observer judgment. However, two independent readers extracted data and inter-observer variability of SV PWV was acceptable. Moreover, there are timing and bandwidth issues that arise when comparing disparate types of waveforms (flow and pressure) and there is always the potential for hardware-related temporal lags on the two data streams (flow and pressure), which we did not account for in our study. Lastly, a potential for a hardware related confounder is the presence of bubbles in the manometer tubing which could well have damped the signal and distorted the waveform.
Conclusions
SV estimated from PWV was clinically acceptable and interchangeable with SV measured by TEE. Although the trending ability didn't reach the defined acceptable range, our PWV based SV/ CO monitor shows clinical promise since its real time, non-invasive and continuous. Further studies in patient population with rapid changes in volume status such as hemorrhage are required to investigate the clinical utility of the proposed methodology.
