To classify is to organize the particulars in a body of information according to some meaningful scheme. Difficulty recognizing metaphor, synonyms and homonyms, and levels of generalization renders those applications of artificial intelligence that are currently in widespread use at a loss to deal effectively with classification. Indexing conveys nothing about relationships; it pinpoints information on particular topics without reference to anything else.
Some years ago I wanted to use, as the epigraph for a chapter I was writing on vocational interest testing, a passage by Mark Twain: "A round man cannot be expected to fit a square hole right away. He must have time to modify his shape." My source indicated that the passage occurred in Twain's book Following the Equator, but I needed to verify it. I went to the library and pulled the thick volume off the shelf. Unfortunately it had no index, so I began scanning each page. After nearly an hour of eye-breaking tedium, I finally found it. Had the full text of that book been available in electronic form, I could have conducted a keyword search for, say, "round man," and I would have found the passage in a matter of seconds. 1 Essentially what I was doing by scanning the pages, and also what I would have been doing in the keyword search, was constructing an index for the book. A funny kind of index perhaps, having but a single entry, but an index nonetheless.
The point of this little story is that indexing with the aid of artificial intelligence has important advantages over print indexes, which are exclusively the product of human intelligence. But there is an equally important counterpoint: artificial intelligence is inferior to human intelligence when it comes to classification. The following pages explore this point/counterpoint with the objective of establishing the more general point that our growing reliance on automated means of accessing information has brought an increase in indexing and a corresponding decrease in classification. This has significant consequences for how we think and how we view the world. The consequence I am especially concerned to explore is that automation erodes the clear structures, permanence, and profundity characteristic of the modernist worldview and is conducive to a worldview that is compatible with the fluidity, indeterminacy, and lack of depth characteristic of postmodernism.
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Please note that the discussion is largely limited to applications of artificial intelligence that are currently in general use. My concern is not with the research and development dimension of artificial intelligence, but with its cultural consequences, and these are discernable only for those applications that are widely used.
Classifying and indexing
The first order of business is to distinguish classifying from indexing. To classify is to organize the particulars in a body of information according to some meaningful scheme. The body of information may be as small as the contents of a single article or as large as the entire corpus of recorded knowledge. The classification scheme involved may be as unique and focused as the table of contents of a book or as general and widespread as the Dewey Decimal
System for cataloging all materials in libraries. In all cases, the distinctive feature of classification is that it reflects ideas about meaningful relationships among the components of the body of information being classified: that some of them are more general or more specific than others, that they are related in various ways, and so on.
An index, on the other hand, is a finding device that connects a symbol for a topic (usually in the form of an image or a word) with whatever material is pertinent to that topic in a body of information stored in human memory, in print, or electronically. Indexing conveys nothing about relationships that may exist among different topics. It simply pinpoints information on particular topics. Automated keyword searching, which locates words or phrases in a database that match the query, is an outstanding example of indexing, and it is the one of particular interest in this essay.
In non-automated contexts the distinction between classification and indexing is not particularly prominent because human intelligence conjoins the two functions comfortably, and information on a large variety of particular topics, arranged in alphabetical order (Dolby 1979:167-8) . That is, their primary function shifted from classification to indexing.
When it comes automated information management, however, the distinction between indexing and classifying becomes more pronounced, because those applications of artificial intelligence in general use are very good at the one and very bad at the other. Classifying, as I have said, is based on meaningful relationships. Artificial intelligence is poor at classifying because it can deal only with meanings that are expressed in utterly explicit, unambiguous terms.
It is at a loss to deal with the many meanings that are couched in metaphor, satire, or double entendre, or that depend on context or delicate nuances. Indexing, on the other hand, operates by locating matches for particular topics or queries. This is where artificial intelligence excels. It is fast: contemporary search engines search millions of documents in less than a second. It is general: most printed documents lack indexes, but any digitalized text or database is subject to The next three sections discuss why artificial intelligence is so good at indexing and so bad at classifying. That will put us in a position to address the cultural consequences of the difference. 6 
How automated indexing works
When computers were first coming into common use, automated systems engineers found it impracticable to design information retrieval on the basis of subject classification or any other method except free text retrieval of words, commonly known as keyword searching (Bintliff 1996:346-7). When it comes to text management, what artificial intelligence does exceptionally well is to find matches. Especially when combined with Boolean operators (AND, OR, NOT) and proximity controls (instructions that the keywords must not be separated by more than a specified number of words), keyword searching becomes a powerful tool for locating occurrences of particular words or combinations of words in one or more documents. That is to say, it indexes the documents for those words or word combinations.
Automated indexing works differently depending on the kind of search program used and the number of documents to be searched. The simplest is the "find" function of a word processor such as WordPerfect or Microsoft Word, which is limited to searching single documents. The user enters a string of characters (part of a word, a single word, a sequence of words, numbers) and the word processor scans through the document to locate matches with the search string.
These are presented one at a time, in the order they appear in the document, it being necessary to click the "find next" button to move from one match to another. Less than exact matches can be found with "wildcards." "?" represents any single character, so a search for "th?s" will return both "this" and "thus." "*" is used for any number and combination of characters, so a search for "th*s" produces "otherwise" and "the purpose," among many others. Microsoft Word also has a "sounds like" option for searching. It seems, however, only to return results with the same initial sound. Thus a search for "thing" produces "think" but not "bring," while a search for "bring" in the same document produces "brings" and "Berring" but not "thing." They accomplish this by visiting all the hyperlinks found in one site, all the hyperlinks in each of the linked sites, and so on through an indefinite number of generations of links until millions of sites have been located. The discovery robot alphabetizes the addresses (URLs) of the sites it has found and eliminates duplicates. A harvester robot then visits each of those sites and develops a list of the words (except "stop words" such as "and," "the," "of" and so on) that appear in it. A few search engines, such as Altavista, include all the non-stop words in each site, but most limit their lists in one way or another, such as to title, abstract, or first one hundred words in the site. For each word on the list, the harvester robot also records information about how many times it appears in the site, where it appears, and so on. A database consisting of a master list of words is created, with each web site entered under each word found in it. When someone enters a query in a search engine, the words in the query are compared with those in the database. Still, the way that search engines achieve their ranking is related to how human beings use print indexes. Searching for a topic in the index of a book, one is likely to go first to places where several successive pages are indexed for it, because an extended discussion of the topic is more likely to satisfy the user's need than just a mere mention. Or, looking in an index to periodical literature, one is likely to go first to those periodicals that have many articles on the subject rather than just one or two, because publications in periodicals with a particular interest in a topic probably contain the most important articles on it. Similarly, search engines rank sites automatically by frequency and location of keywords. That is, the more often terms in the search query occur in a site, and the more they occur in strategic places (the title, section headings), the higher the ranking of that site (Kustron 1997 For instance, a list of potential subjects could be presented by Scorpion to a human cataloger who could then choose the most appropriate subject" (Shafer 1997 ).
Scorpion has remained an experimental project. Being unavailable to the public, one cannot evaluate how it works in practice. Northern Light (www.northernlight.com), however, seems to work on similar principles. This is a once-popular search engine that has fallen on hard times. 4 The following refers to Northern Light as it was in late 2002, when anyone could search it. As with other search engines, Northern Light retrieves documents on the basis of matches with the terms in users' queries, presented in order of relevance to the query. Northern Light's distinctive feature is that it then sorts the results into subject categories and presents them in Results of a search are returned in up to eighty folders. They bear the names of categories in the Northern Light classification scheme, and they are intended to enable searchers to identify by subject the located documents that are most likely to satisfy their needs. Clicking a subject folder produces the search results classified under that subject plus a new set of folders that represent subtopics of that subject. For example, clicking a folder named "psychology"
produces a screen with folders labeled "social psychology" and other divisions of psychology.
Opening one of them produces the results classified under that subtopic together with a new set of folders at the next lower level. One can continue that process until the hierarchical levels are exhausted.
Numerous trials that I ran showed that documents with high relevance ratings contained in the first folders presented tended to be quite germane to the query. However, major differences from how a human classifier would proceed become increasingly evident as one plunges deeper in the list of folders. For example, the twenty-first folder presented in a search
for "Social anthropology" on December 14, 2002 was "British pound." That folder contained fourteen items, most of which are reviews of anthropological books. They are classified in the folder "British pound" because those reviews all specify the cost of the books in pounds sterling.
Clearly, Northern Light's automated classifier does not have the capacity to weed out similarities between documents that would be deemed irrelevant by a human classifier.
14 On the other hand, Northern Light often fails to classify items in categories that human classifiers would certainly select. A search for "lemurs" on December 11, 2002 produced 1175 items. One of the folders generated by that search is "lemurs." This and other trials suggest than when a search query is identical with a category in the Northern Light classification scheme, one of the folders produced will be for that category. But the "lemurs" folder generated by the search query "lemurs" contains only nineteen items, under 2% of the total found in the search.
Obviously the vast majority of items returned for the search query "lemurs" do not qualify for inclusion in the folder of the same name. Indeed, of the first twenty items listed as most relevant to the search query, only three of them are found in the folder "lemurs" generated by that search.
The omission of five others is understandable because they concern the New York software company Lemur Networks, but the other twelve obviously pertain to the animal and would unquestionably be included in the category "lemurs" by a human classifier. These trials demonstrate that, in practice, Northern Light's automated classification function is severely limited when measured by human standards.
The reason, as with Scorpion, is that artificial intelligence is limited to the indexing procedures of specific matches and cannot recapitulate the judgments relating specifics to generalities that are the stuff of human classification. Northern Light inappropriately delivers "British pound" as a category of "social anthropology" because the terms that appear in a certain number of documents returned in a search for "social anthropology" match terms in the controlled vocabulary or concept document for "British pound" in Northern Light's classification scheme. It fails to include many documents appropriately found in a search for the keyword "lemurs" in the folder named "lemurs" because the number or location of the terms in those 15 documents do not sufficiently match the terms in the controlled vocabulary or concept document for "lemurs" in the classificatory scheme.
Another problem is that artificial intelligence has difficulty dealing with synonyms, homonyms, metaphor, and meanings carried more by context than particular words. To computers, words such as "plant" and "tree" are simply strings of symbols while to human beings they are meaningful signs. For humans, "plant" has several distinct meanings, one being "factory," another being a certain category of biological organisms, and a third being a verb meaning to place a seed in the ground (or, by metaphorical extension, an idea in someone's mind, etc.). "Tree" too has multiple meanings, one of them being a subcategory of "plant" in the second sense. Numerous techniques for sorting out such differences in automated contexts have been devised, such as examining other nearby words to determine the probability of which meaning of a homonym is intended. For instance, if "plant" occurs in close textual proximity with "industrial" it is likely that it means "factory," while proximity with "tropical" indicates that its meanings as a biological organism is in play. This is not a sure bet, however, for some texts speak of the shrubs, trees and other plants in industrial parks, while others discuss the special challenges of heating, ventilation and air conditioning in (industrial) plants located in the tropics.
If, however, computers could be "taught" the meanings of words and phrases and ways to know when a term is used metaphorically or which homonym is intended, then they could manipulate them more effectively. Such is the intention of certain projects now in the research and development stage. The Cyc Project is engaged in building a knowledge base of millions of common sense propositions, initially articulated by human analysts and then stored so as to be accessible by computers (Reed and Lenat 2002). Among those propositions are many dealing 16 with the taxonomic relations among things, such as that carrots and beans are kinds of vegetables, jellybeans are a kind of candy (and not a kind of vegetable), and so on. 6 In a related area of development, the Semantic Web aims to enable computers to recognize differences between all kinds of things and concepts by labeling each with its unique "Uniform Resource Indicator" (URI). The familiar Uniform Resource Locators (URLs) for web sites and email addresses are kinds of URIs, so the URI for the University of Kansas can be www.ku.edu and the URI for the author of this article can be hanson@ku.edu. Everything else would have its own URI: one for "plant" in the sense of "factory," another for "plant" in the sense of a kind of biological organism, one for "tree" in the sense of a hierarchical, taxonomic structure, and so on. URIs would also be given to relationship terms such as "is larger than," "is a kind of," and "is married to." Then expressions called Resource Description Framework (RDF) "triples" could be devised to specify relationships among URIs, much as subjects and predicates do in ordinary sentences. When written in an appropriate machine-readable language such as XML (eXtensible Markup Language), expressions such as "The Middle Ages preceded the Scientific Revolution," "Russia is larger than Liechtenstein," or "a tree is a kind of plant" could be processed by and communicated between computers. It would also be possible for computers to conduct inferences based on such expressions. For example, from the propositions "an oak is a kind of tree" and "a tree is a kind of plant", the computer could automatically 
Can artificial intelligence create classificatory schemes?
Classification, as noted above, involves two distinct tasks. One is to design or devise classificatory schemes, and the other is to allocate particular items to the categories of such schemes after they have been devised. In their efforts to mirror human intelligence, applications such as Scorpion and Northern Light attempt to automate the second task but not the first. Two other approaches initially seem to automate both tasks. What is especially interesting about them is that they do so while holding fast to the unique capabilities of artificial intelligence and make no attempt to emulate human intelligence.
HITS (Hyperlink-Induced Topic Search) operates specifically with web sites. This ingenious technique was devised by Jon Kleinberg to avoid ambiguity in automatic web searches. To explain how it works by example, a web search for the keyword "jaguar" produces, among others, many sites about a brand of automobile, others about a kind of feline mammal, and still others about an Apple Mac operating system. 7 As with Google's technique for ranking the results of a web search, HITS keys off of hyperlinks between sites. The reasoning behind HITS is that sites about the computer operating system are more likely to link to each other than they are to sites about the car or the cat. Automatically assessing all the links among web sites located with the search query "jaguar" reveals three groupings defined by frequency of reciprocal citations, corresponding to the these three meanings of the term. The groupings or categories generated by analyzing hyperlinks can be sorted at several levels of similarity, thus Vivisimo, the only one to describe its procedure, generates its clusters using the two to three line summaries of each site provided by the several search engines it consults to locate them. 9 There is some hierarchy, but not particularly deep. In most cases the clusters contain web sites with no subcategories. Some clusters are further divided at one level, a few at two, and I found one at three levels in a Vivisimo search for "psychology" on February 24, 2004.
Unlike HITS, which relies on hyperlinks and is therefore limited largely to web sites, clustering can be used to sort digitalized documents of any sort. Anyone can use Vivisimo, for example, to get clustered search results of the PubMed database of medical literature, the New York Times, eBay, and several other databases. It also markets its clustering engine as a way to help corporations and other organizations bring order to their large volumes of poorly organized memos, files and reports.
As techniques to sort documents at several hierarchical levels of similarity, clustering and HITS seem to bear all the markings of taxonomic classification. However, a crucial difference divides them from human-devised, taxonomic schemes. And it is precisely that: the latter are schemes. That is to say, they are structured categories that have been laid down in advance and into which documents, web sites, things of any description are classified. Clustering and HITS do not use predefined categories. They begin with a concrete array of documents and sort them into ad hoc categories according to their degrees of similarity to each other. 10 
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This may not seem to be fundamentally different from human classification. After all, taxonomic schemes have to begin somewhere, and their beginnings are not unlike clustering.
One or more human beings observe an array of objects, perceive degrees of similarity among them, and sort them into categories accordingly. But the difference is this: the human scheme becomes a taxonomic framework into which new items are subsequently slotted, and if its categories seem to make good sense and it can successfully accommodate quite a lot of new items, then it becomes institutionalized and considerable pressure is exerted to fit more and more items into it. HITS and clustering never form lasting taxonomic schemes. Their categories are created afresh with each inspection of an array.
Anyone can observe this with their own eyes by watching the metasearch engines listed above at work. On February 24, 2004, I ran two searches for "American civil war generals" on Dogpile, within minutes of each other. Although the queries were identical, the first search returned fifty-five web sites and the second sixty-four. The explanation is that different numbers of findings were reported from some of the search engines consulted, because the allotted time ran out or for some other reason. Most interesting, not only do the numbers of results change, but so do the categories into which they are clustered. Both of the searches returned clusters titled "Soldiers," "Pictures," and several others. But "Confederate," which with seven sites was the largest cluster to emerge from the first trial, did not appear at all in the second trial. Nor did "Reenactment, Gettysburg," a cluster with three sites in the first trial. In revenge, the three-site cluster "Army, Major" appeared in the second trial but not the first. The same sort of thing happened when I performed the identical search with Vivisimo.
The reason for variations such as this is that clustering and HITS do not attempt to mimic the kind of classification born of human intelligence that subsumes specifics under generalities. 21 Instead, they utilize artificial intelligence's strong point, most obvious in keyword searching, of matching specifics. In HITS the specifics are hyperlinks to and from web sites; in clustering they are the contents of documents. The same principles operate in both, but it will be simpler to confine this brief analysis of how they work to clustering. Keyword searching is a kind of indexing. Its aim is to locate items in a database that match the terms of a search query. The query may be as short as a single number or word, it may be a set of terms conditioned by Boolean operators and proximity controls, or it may be indefinitely long: a sentence, an entire page of text, or whatever. Clustering, we have seen, works by comparing all documents in a data set, two by two. This too is a form of matching, or indexing. It is as if each document in the data set were considered to be a keyword query used to search all the others. But the critical difference is that in an ordinary keyword search, only documents having exact matches with the query will be returned. With clustering, because an entire document is used as a search query, no other document in the data set will be an exact match for it. But some documents will be closer to it than others. Thus in clustering the search is for approximate rather than exact matches. The more closely another document in the data set approaches the document used as the query (as determined by the familiar ranking criteria such as number of shared words and the importance and location of those words), the greater the similarity between them. Clustering uses the degrees of similarity among documents in the set to group them into categories, often with hierarchical levels. And yet, because there are no predetermined categories, it is not really classifying. At bottom both keyword searching and clustering depend on weighted matching, and therefore they should be understood as variations on the single technique of indexing.
What I wish to stress about HITS and clustering is that, unlike the other applications we have examined, their use of artificial intelligence does not attempt to mimic human intelligence. 
Classificatory and indexical worldviews
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Most people are not like anthropologists and other social scientists. They do not say that the worldview they hold is merely one of many constructions that human cultures in different times and places have imposed on reality. Instead, they believe that their worldview is the selfevidently accurate representation of things as they are; they think the world really is the way the information they have about it says it is. Information presented in terms of classification is structured and received differently than when it is presented in terms of indexing, and this distinguishes two types of worldview. We will call them classificatory and indexical.
To assemble information in terms of classification is to seek the place of one's interest in a pre-existing scheme. Readers of a book, for example, may not be interested in the specific way the author presents a body of information but still anticipate that something in the work is relevant to their interests.
In that event they decline to read the full text, going instead only to those pages that the index indicates may be useful to them. This has important implications for the meaning of the text. 
The cultural impact of indexing
Evidence of the flexible, contingent, open-minded quality of indexical worldview is visible in many sectors of contemporary society. We will briefly review a few of them. I make no claim that automation is the sole cause of this; indeed, some of the changes to be discussed began before widespread computing. Nevertheless, in every case it is possible to identify automation as an important contributing factor
The law.-About a quarter of a century ago American law began a major transformation with the introduction of the computerized legal research services LEXIS and WESTLAW.
Previously legal research had been conducted with a set of print resources such as legal encyclopedias, Restatements, treatises, and the "key number system." All of these provided access to legal information via classificatory schemes that divided the law into a number of categories. The key number system in particular classified the points of law addressed in appellate level judicial opinions according to a scheme of over 400 categories, each with its subcategories. This enabled attorneys to locate cases of interest to them from any time period and jurisdiction. 13 LEXIS and WESTLAW automated legal research by placing case law, legal journals and other resources online, where they were subject to powerful electronic keyword searching strategies.
The impact of automation on legal research has been immense. Manual research using "the books" was made obsolete as it became possible to do in minutes what had previously 27 required hours of tedious work. Hyperlinks allow attorneys searching for favorable precedent instantly to move from one opinion to another as they review cases similar to the one they are working on. Hyperlinked footnotes in law review articles enable readers to go directly to other relevant works as they build a knowledge base for their own work. Certainly the ease of following hyperlinks in both of these situations results in lawyers actually consulting more cited cases and publications than they would have done when it required finding the relevant volumes in the library. However, the impact of computerized legal research is more fundamental than just doing the same kind of things as before, only more faster and more thoroughly. The transformation in how information is located has important consequences for what that information means.
The law looks different depending on the means used to research it (Berring 1986:29, 33). Non-automated techniques such as encyclopedias, treatises and the key number system are classified indexes. Much as other encyclopedias and library cataloging systems, they organize the law in a hierarchical system of categories that also serve as devices for finding legal information. For those imbued with such research techniques, the classificatory scheme underlying them reveals what the structure of the law really is. A good example is legal positivism: the view that the law exists in its own right and is out there, waiting to be discovered.
In contrast, lawyers who regularly use LEXIS and WESTLAW can design highly customized searches that pinpoint and juxtapose information in ways that would be impossible with the key number system or any other classified index. An attorney wanting to learn about cases involving a particular kind of factual situation would be able to search for that using LEXIS or WESTLAW more easily than in the print reference sources, which are organized 28 according to legal principles rather than factual circumstances. Or the attorney might be interested what happens in cases where two or more points of law are simultaneously in play.
Automated searching would allow them to be found directly, while using the traditional tools would involve a more tedious process of separately noting down cases and articles that involve each of the relevant points and then manually comparing the resulting lists for overlaps. Legal research of any sort, be it in case law, regulatory law, or the academic literature, is being weaned away from the hierarchical categories embedded in the traditional research tools. As a result, lawyers are coming to think of the law as a collection of facts and principles that can be and computation in an integrated fashion over four semesters. The sequence will feature a "justin-time" approach that, in common with manufacturing procedures that provide materials only when they are needed, will introduce concepts and methods at the moment they will be used to address specific questions rather than presenting them at the beginning with the assurance that they will come in handy later.
In common with other instances of indexical worldview, interdisciplinary learning and research amplify human intelligence because they throw up unanticipated combinations of information upon which the human mind is called to exercise its peculiar powers of interpretation. Knowledge-seekers and knowledge itself are liberated from classificatory assumptions that assign a place for everything in advance. The flexibility of interpretation is joined by a flexibility of evaluation, as novel and alternative ways of thinking and behaving are considered on their own merits instead of being measured against pre-existing standards.
Business and manufacturing.-Finally, interdisciplinary research teams find their counterparts in ad hoc groups that form specifically to accomplish certain tasks in many business and manufacturing enterprises. Often these are "virtual teams" with members located in many 
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The organizational structure of business firms is also changing. "Hierarchy is an approach to Organization that is beginning to lose its once unquestionable authority where it exists in its more extreme form; in a multilevel hierarchy, which gives to rise to multilevel bureaucracy, and absolute hierarchy, where all work is determined by downward assignment and where peers play no part in distributing work among themselves" (Belbin 1996:vi). Vertically- 
From modernity to postmodernity
The contrast between the classificatory and indexical worldviews, with their emphases on established structures vs flexibility and indeterminacy, is another way of expressing the difference between modern and postmodern epistemologies. My argument has been that increasing reliance on automation entails the expansion of the indexical worldview at the expense of the classificatory worldview. If this is correct, it follows that postmodern epistemology is on the rise in contemporary culture.
The intriguing aspect of this is that it is not because the intellectual arguments in favor of postmodernism have been that persuasive. In fact, the case for postmodernism has fared poorly within the academy, and worse with the general public. The reason is that theoretical presentations of postmodernism usually corrode all systems of belief. Their claims about flexibility and indeterminacy often take the form of a frontal assault against the notion that anything can be accepted as true. This cuts all anchors and sets everything adrift. In just one of many passages expressing his belief that contemporary culture has come to a state of utter exhaustion, for example, Jean Baudrillard wrote: "we have nothing else now but objects in which not to believe" (1998:3). That smacks of a nihilism from which most people recoil.
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The indexical worldview that flows from the automation of information also features flexibility and indeterminacy, but in a matter that is less threatening and more effective than In the case before us, the technological innovation of computers led to changes in habitual behavior as their use became general, and those behavioral changes are producing changes in how people think. In the simplest possible terms, thinking about a problem or issue consists of assembling information relevant to it, and subjecting that information to interpretation or analysis. Prior to the introduction of automated technology, both of these tasks were carried out by human intelligence. Human intelligence organizes large bodies of information by classifying them into a manageable number of categories. The classificatory schemes are not invented by each individual from whole cloth; they are acquired from, shared with, and passed on to other individuals. That is, they are cultural in nature. The information needed to address a particular issue or problem is assembled from the cultural categories most relevant to it. 35 Therefore, by determining what information will be presented to human intelligence for interpretation and analysis, cultural categories play an important role in the thought process.
With the invention and widespread dissemination of automated information technology, the part of the thinking process that consists of assembling information relevant to a problem or issue is being assumed by artificial intelligence. Habitual behavior changes as people become accustomed to using computers to assemble information: learning how to formulate automated search queries and how to assess the results. Artificial intelligence assembles information by means of indexing, the prime example we have considered being the retrieval of textual information by searching for keywords and phrases. A keyword query is customized to the precise issue or problem under investigation, and matches for the query are sought in one or more databases without regard to any classification of the material in those databases. As before, once assembled, the information is presented to human intelligence for interpretation and analysis. But information assembled by artificial intelligence is less conditioned and constrained by culture's classificatory categories than information retrieved with preautomated techniques.
Therefore it is more likely to include unanticipated contents and juxtapositions. These stimulate human intelligence to develop interpretations that are not prefigured by the received categories of culture. The result is greater flexibility and creativity of thought, similar in many respects to what happens when artists free themselves from standardized ways of looking and thinking.
With the retreat of fixed certainties and the rise of flexibility and indeterminacy, culture is inexorably moving from a condition of modernity to postmodernity. Not, however, in the sense that people are becoming philosophical nihilists, with no incentive to believe anything. Instead, it is a more positive version of postmodernity, grounded in habitual behavior that features greater flexibility and creativity in many sectors of daily life, including interdisciplinary approaches to 36
