In spite of many applications of evolutionary algorithms in optimisation, theoretical results on the computation time and time complexity of evolutionary algorithms on different optimisation problems are relatively few. It is still unclear when an evolutionary algorithm is expected to solve an optimisation problem efficiently or otherwise. This paper gives a general analytic framework for analysing first hitting times of evolutionary algorithms. The framework is built on the absorbing Markov chain model of evolutionary algorithms. The first step towards a systematic comparative study among different EAs and their first hitting times has been made in the paper.
more general case and provide a new and shorter proof; the other is to show that an EA with crossover can solve a problem in polynomial time while the EA without crossover can't.
The rest of this paper is organised as follows. Section II reviews some existing results on the first hitting time of Markov chains and also derives some new results on estimating their bounds. Section III introduces the absorbing Markov chain model of EAs used in this paper and some definitions. Section IV discusses (1+1) EAs using different selection strategies and analyse what kinds of problems are difficult for them. Comparisons among these EAs are given. Section V analyses population-based EAs without and with crossover, and compares them with (1 + 1) EAs. Finally, Section VI concludes the paper with a short discussion of the results obtained in this paper.
II. ANALYTIC APPROACH TO FIRST HITTING TIME OF MARKOV CHAINS
This section introduces some fundamental results on the first hitting times of Markov chains by the analytic approach. Details on this topic can be found in [26] for Markov chains with a discrete time parameter and in [25] for Markov processes with a continuous time parameter.
Our objective here is to obtain explicit expressions and bounds of the first hitting time of a Markov chain from its transition matrix. Such expressions and bounds will be used to analyse the first hitting time of EAs in later sections of this paper.
Let (X t ; t = 0, 1, · · · ) be a homogeneous absorbing Markov chain defined on a probability space with a discrete state space S and a discrete time parameter with a canonical transition matrix [26] ,
where T denotes the set of transient states and H = S − T the set of absorbing states. Definition 1: Given a Markov chain (X t ), define its first hitting time to the absorbing set H when starting from transient state i to be:
with the infimum of the empty set taken to be ∞. We are interested in the expectation E[τ i ] of the first hitting time. Since it always holds: τ i = 0 for any i ∈ H, we only need to concentrate on the states outside set H. 
where 1 denotes the vector (1, · · · , 1) t .
Proof:
The theorem is part of Theorem 3.2 in [26] . For most transition matrices P, it is difficult or even impossible to determine the inverse of matrix I − T. We can obtain an explicit expression of m only for some simple transition matrices, e.g., when T is a tridiagonal matrix or a lower triangular matrix. It is important to estimate the bounds of m in practice. Here we give some new results based on Theorem 1 and drift analysis [29] , [20] .
First we introduce some notations [30] . For a Markov chain (X t ) and for each state i ∈ S, a function d(i) or d i : S → R is called a metric function if
For any state i ∈ S, we call
the mean one-step drift of state i towards set H [29] , [20] . The theorems below give an analytic way to estimate the bounds of the mean hitting time of an absorbing Markov chain from its transition matrix. −1 a. Since the cardinality of state space S is often very large, it is not easy to choose a proper d i for each i ∈ S. We often decompose S into subspaces and use a common d for the states in the same subspace.
Corollary 3: Assume that state space S is decomposed into L + 1 subspaces: 
then for any i ∈ S l (l = 0, · · · , L), it holds:
According to Theorems 2 and 3 and the above corollaries, we do not need to solve the linear systems when we estimate the bounds of the first hitting time.
III. EVOLUTIONARY ALGORITHM, MARKOV CHAIN MODEL AND FIRST HITTING TIME
A combinatorial optimisation problem can be described as follows [31] : Given a problem instance, i.e., a pair (S, f ), where S is the set of feasible solutions (a discrete state space) and f is an objective function f : S → R, the problem is to find an x ∈ S such that f (x) ≥ f (y), ∀y ∈ S, where x is called a global optimal (maximum) solution to the given instance. Although not a requirement, the objective function will (or can be made to) take on only non-negative values. Minimisation problems can be defined similarly.
A. Absorbing Markov Chain: A Model of Evolutionary Algorithms
In EAs, a solution x in S is represented by an individual. A population is a collection of individuals. We always use (x 1 , · · · , x N ) to indicate a population of N individuals. The population space E consists of all possible populations. In a (1 + 1) EA, the population space E is the same as the state space S.
An EA for solving a combinatorial optimisation problem can be described as follows. Given an initial population X 0 , let X t = (x 1 , · · · , x N ) in E be the population at time t (i.e., generation t). Offspring can then be reproduced as follows:
Recombination Individuals in population X t are recombined, denoted by
yielding an intermediate population X 
Survival Selection
Each individual in the original population X t and mutated population X (m) t is assigned a survival probability. N individuals will then be selected to survive into the next generation X t+1 . This operation can be denoted by
For most EAs, the state of population X t+1 depends only on population X t . In this case, the stochastic process (X t ; t = 0, 1, · · · ) is a Markov chain [8] , [32] , [33] whose state space is the population space. If no self-adaptation is used in EAs, the chain will be homogeneous. In this paper, we do not consider self-adaptation in EAs. In other words, all EAs discussed in this paper can be modeled by homogeneous Markov chains.
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The transition probabilities of Markov chain (X t ) are different from those of chain (X t ) only in set H. By using the new absorbing Markov chain, it is more convenient for us to study the first hitting time [25] . In the reminder of the paper, we only consider the absorbing Markov chain. Without any confusion, we will still use (X t ) to represent the absorbing chain.
If the chain is homogeneous, i.e., p(i, j; t) is independent of t, we write p(i, j) in short.
B. First Hitting Time of Evolutionary Algorithms
Let (X t ; t = 0, 1, · · · ) be the absorbing Markov chain associated with an EA, we can define its first hitting time to find an optimal solution as follows.
Definition 2: Let H ⊆ E be the set of populations that contain at least one optimal solution for a given instance of a combinatorial optimisation problem. Then
is defined as the first hitting time to H starting from state i, and
. m i indicates the average number of generations needed for an EA to find an optimal solution starting from initial population i.
Denote m = [m i ] i∈E . For vector m, we can define a norm for it. Assume the initial population distribution is µ 0 (i) = P(X 0 = i), the norm will be
Two special norms are
Norms m 1 and m ∞ represent two different performance measures used in the analysis of EAs: m 1 is related to the average-case analysis, and m ∞ to the worst-case analysis. Starting from these vector norms, we can define the natural matrix norm induced to the vector norm m . The time complexity of an EA can be measured by m .
Based on m, we can obtain the total number of operations used by an EA to find an optimal solution. Let n be the encoding length of an individual. For the binary representation, n is the string length. Assume that during one generation of an EA,
, and N O e (n) are the number of operations in recombination, mutation, selection, and fitness evaluation, respectively, then the mean number of operations for the EA to find an optimal solution will be
and starting from state i, the mean number of operations
, and N O e (n) are not difficult to estimate and are polynomial in n (if one of them was exponential in n, the EA would be exponential in n; this EA should never be used in practice).
So m is the decisive factor in analysing the time complexity of an EA. In this paper, we focus on estimating the first hitting time m rather than the total number of operations used by an EA.
Definition 3: Given a combinatorial optimisation problem, an EA is said to be of polynomial time (or exponential time ) in n under norm m if m is polynomial (or exponential) in n.
Based on the mean first hitting time we can divide the states in E into two different classes: E(P ): State i in space E belongs to class E(P ) if m i is polynomial in n; and E(N P ):
Assume the initial input is selected at random. Based on this classification, we come to two useful measures for the performance of EAs, that is,
which is the probability of an EA to find an optimum in polynomial time, and
which is the mean first hitting time of an EA to find an optimum in polynomial time. Wegener et al. [11] , [19] , [10] analysed some Pseudo-Boolean optimisation problems using these two measures and showed that some multi-start EAs had a higher probability | E(P ) | / | E | and a much shorter time i∈E(P ) m i than (1 + 1) EAs for certain problems. A fundamental question in the analysis of EAs is: For a given combinatorial optimisation problem, what is the mean first hitting time of an EA when it is used to solve the problem?
The following two sections provide an unified general framework to analyse the mean first hitting time of EAs. The framework enables us to derive both old and new results about EA's mean first hitting time in a systematic way. It also enables us to see the big picture and gain insights into future directions for analysing EA's mean first hitting time for other optimisation problems than those discussed here.
Since the number of entries in the transition matrix is often huge (exponential in individual and population sizes), an effective technique is to decompose the state space E into L + 1 subspaces,
In this paper we always assume E[τ i ] < ∞ for any state i ∈ E, that is, the EA can find an optimal point in finite time (number of generations). This is an important assumption in our analysis. In other words, we don't consider EAs which can't find the optimal solution in finite time. Such EAs have no practical use in optimisation.
IV. ANALYSIS OF (1 + 1) EVOLUTIONARY ALGORITHMS
In this section, we restrict our discussion to the binary space S = {0, 1} n . Denote D(i, j) as the Hamming distance between two states i and j.
A. Elitist Selection: Accepting Only Higher Fitness Individuals
Let's consider a (1 + 1) EA which uses following operators: Mutation I:
Any proper mutation operator applied to population X t = {x}. After mutation we get an intermediate population
A proper mutation operator often used in EAs is Mutation II: Given a population X t = {x}, flip each of its bits with probability p m > 0. We start our analysis from this simple EA with the simple selection strategy. Since S is a finite state space, fitness f (x) takes only a finite number of values. Without the loss of generality, assume that there are L + 1 values. Let's sort them according to the descending order,
Define S l to be
Then the state space S can be decomposed into L + 1 sub-spaces:
For the absorbing Markov chain (X t ) associated with the EA, the transition probability p(i, j) between i ∈ S l and j ∈ S k (l, k = 0, · · · , L), satisfies
else.
In matrix form, we have
where T is a lower-triangular matrix. Theorem 4: For an EA using Mutation I and Selection I, its first hitting time is given by m = (I − T) −1 1, and in more details
Proof: It comes directly from Theorem 1 and the fact that T is a lower-triangular matrix. The theorem gives the explicit expression of the first hitting time of (1 + 1) EAs using Selection I. As an example, let's consider the EA using Mutation II and Selection I for the ONE-MAX problem.
Decompose the state space into n + 1 subspaces:
Let any i ∈ S l and any j ∈ S k (l, k = 0, 1, · · · , n), and define
then the transition probability a l,k (i) is known [15] as,
where u ∧ v = min{u, v}. Since a l,k (i) is only dependent on l and k, we denoted it in short as a l,k . Now we can give the explicit expression of the mean first hitting times using Theorem 4,
and m i = m l for any i ∈ S l (l = 0, · · · , n). It now becomes straightforward, albeit still complex, to compare first hitting times using different mutation rates and determine which mutation rate p m is optimal.
From a more practical point of view, it is interesting to study the conditions under which the mean first hitting time of an EA is polynomial in its input size. Two immediate corollaries are of interest to us.
Corollary 5:
−1 1 is polynomial in n, then m 1 is also polynomial in n. Theorem 5: For the absorbing Markov chain associated with an EA using Mutation I and Selection I, if L is polynomial in n, then m ∞ is polynomial in n if and only if for any l (l = 1, · · · , L) and for any i ∈ S l ,
is polynomial in n.
Proof: First we prove the necessary condition.
and m i is polynomial in n, we arrive at the necessary condition. Secondly we prove the sufficient condition. For l = 1 and any i ∈ S 1 , since 1/ j∈S0 p(i, j) is polynomial in n, we know that for any i ∈ S 1 , m i is polynomial in n. Now assume for an l ≥ 1 and for any i ∈ S l , m i is polynomial in n. Since L is polynomial in n, from (6) we get for l + 1 and for any i ∈ S l+1 , m i is polynomial in n too. By induction, we have shown for l = 0, · · · , L and i ∈ S l , m i is polynomial in n.
Now we investigate the conditions under which m ∞ is exponential in n. From Theorem 4, it is easy to see that there are only two cases which can lead to an exponential m ∞ .
Theorem 6: For the absorbing Markov chain associated with an EA using Mutation I and Selection I, m ∞ is exponential in n if and only if 1) For some l(1 ≤ l ≤ L) and some state i : i ∈ S l ,
and for some state i : i ∈ S, d i is exponential in n. Proof: First we prove the sufficient conditions. (1) Assume that Condition 1 holds. Then for some l(1 ≤ l ≤ L) and some i : i ∈ S l , 1
is exponential in n. According to Theorem 5, m i is exponential in n.
(2) Assume that Condition 2 holds. We use induction to prove that for all
Now assume that given some l(l ≥ 0), and for all k = 0, · · · , l, we have, for any i ∈ S k : m i ≥ d i . In the following, we will prove that for l + 1, we also have, for any i ∈ S l+1 :
For any i ∈ S l+1 , we know from Theorem 4 that
So we have proven that for l + 1, m i ≥ d i for any i ∈ S l+1 . By induction, we get for l = 0, 1, · · · , L and for any i ∈ S l , we have m i ≥ d i . Since for some state i, d i is exponential in n, so m ∞ is also exponential in n. We now prove the necessary conditions of the theorem. Assume m ∞ is exponential in n. There exist only two cases.
(1) For some l : 1 ≤ l ≤ L and some state i : i ∈ S l , 1
is exponential in n. This is Condition 1.
(2) For all l = 0, 1, · · · , L and all states i ∈ S l , 1
is polynomial in n. This is the first part of Condition 2. Now we prove the remaining part of Condition 2.
According to Theorem 5, L must be exponential in n.
Since m ∞ is exponential in n, we know that for some i ∈ S, d i = m i is exponential in n. The above theorem implies an classification of hard functions with respect to the worst-case analysis of EAs. Intuitively, we can understand the above two conditions from a "geometric" point of view.
Condition 1 means that starting from some state in a subspace S l , the probability for the EA to move to upper subspaces with higher fitness is very small. The EA is "trapped" in the subspace S l , because there is a "wide gap" between the current subspace and upper subspaces with higher fitness. Condition 2 means that starting from each subspace S l , the probability for the EA to move to upper subspaces with higher fitness is reasonably large, but the length L (i.e., the number of subspaces) is exponential in n. The EA has to take a "long path" to reach the optimum. A similar classification according to the average-case analysis is much more difficult to achieve. Some initial results are given here, which we hope will lead to a complete classification in the future.
Corollary 7: For the absorbing Markov chain associated with an EA using Mutation I and Selection I, denote S 1 (N P ) as the set consisting of all following states i:
Proof: From Theorem 6, we know that for each state i in S 1 (N P ), m i is exponential in n. Since
is exponential in n, and thus m 1 is exponential in n.
Corollary 8: For the absorbing Markov chain associated with an EA using Mutation I and Selection I, assume that for all
and for some state i : i ∈ S, d i is exponential in n. Denote S 2 (N P ) as the set of all these states i.
Theorem 6 gives us a powerful and useful tool to characterise problems that are hard for the (1 + 1) EA using Mutation II with mutation rate p m = 1/n and Selection I under the maximum norm. In the following, some examples are given to illustrate how the theorem can be applied in practice.
First we consider a class of hard functions related to Condition 1 in Theorem 6. This class of hard functions, f (x), can be described as follows.
Hard Function I State space S is decomposed into L + 1 subspaces S 0 , S 1 , · · · , S L based on fitness, and
The distance between S 0 and S 1 satisfies
where k is a linear function of n, then n k is exponential in n.
It is easy to verify that the above functions satisfy Condition 1 of Theorem 6. For any i ∈ S 1 , the transition probability
will be exponential. This implies that Condition 1 of Theorem 6 holds.
Such functions are what we called "wide gap" problems because the "gap" between S 0 and S 1 is wide. If | S 1 | / | S | is reasonably large, i.e., an inverse polynomial of n, then Hard Function I is also hard in terms of the average norm. An example of Hard Function I is the deceptive function.
Second, according to Condition 2 of Theorem 6, we consider another class of hard functions, which is hard for the (1 + 1) EA using Mutation II and Selection I in the maximum norm.
Hard Function II Space S is decomposed into L + 1 subspaces S 0 , S 1 , · · · , S L based on fitness, where L is exponential in n and
.
We can verify that Hard Function II satisfies Condition 2 of Theorem 6. For
Here we don't need to give any definition of the metric function to states
We can ignore them. It is easy to see that for all
Hence, Condition 2 of Theorem 6 holds. An example of Hard Function II is the long k-path problem given in Definition 25 in [10] with k = √ n − 1. Finally, we consider two concrete examples, i.e., the bit-sum function and the linear function, to illustrate the application of our general results.
Example 2:
Consider the (1 + 1) EA with Mutation II and Selection I for solving the problem. First we give an explicit expression of the first hitting time of the EA. The analysis is similar to that of Example 1. We sort {c k ; k = 0, · · · , n} based on their values from large to small. Without loss of generality, assume c β0 > c β1 > · · · > c βn , where {β 0 , · · · , β n } is a permutation of {0, · · · , n}.
Define subspace S β k = {x; f (x) = c β k }, k = 0, 1, · · · , n. Let i ∈ S β l and j ∈ S β k , where l, k = 0, 1, · · · , n, and define
then the transition probability a β l ,β k (i) is given by
Because a β l ,β k (i) is only dependent on β l and β k , we denote them in short by a β l ,β k . Now we can give the explicit expression of the mean first hitting time according to Theorem 4,
and
Since the function takes only n + 1 values, we can apply Theorem 5 to it. According to Theorem 5, m ∞ is polynomial in n if and only if for all l (l = 1, · · · , n) and i ∈ S β l ,
is polynomial in n. Let's examine the case of mutation rate p m = 1/n. In this case, m ∞ is polynomial in n if and only if for all l
is a linear function of n, then m ∞ is exponential in n. Now we consider another example. We can generalise the O(n log n) bound for the linear function [10] to a more general non-negative coefficient function as described below.
Example 3:
where c k > 0, k = 1, · · · , n, c 0 ≥ 0, and c I ≥ 0.
Here we give a new and shorter proof than that used in [10] based on Corollary 3. Decompose the space S into n + 1 subspaces: let x = (s 1 · · · s n ),
where e is the base of the natural logarithm.
First we estimate transition probabilities among different subspaces. For l = 1, · · · , n and for any i ∈ S l , let j be its offspring.
Event j ∈ S l−k (k = 1, · · · , l) happens if k of the zero-valued bits in i are flipped and other bits in i are kept unchanged. Since f (j) > f (i), j is always selected. Then we have, for the given k,
happens only if the following event happens: k (k = 1, · · · , l) of the zero-valued bits in i are flipped; k + v of the one-valued bits in i are also flipped; other bits in i are kept unchanged. Since f (j) may be smaller than f (i), j is not always selected to survive. Then we have, for the given v,
Hence we get n k=0 j∈S k
Since for any l ≥ 1, n − 1 ≥ n − l, we have
In the above, we use the infinite sum: e = ∞ v=0 1/v!. Finally, we obtain n k=0 j∈S k
According to Corollary 3, we know that m i ≤ d i = d l for any i ∈ S l where l = 0, · · · , n.
B. Elitist Selection: Accepting Equal-valued Individuals
We consider a general (1 + 1) EA using Mutation I and the following selection:
For the absorbing Markov chain (X t ) associated with the EA, its transition probability between i ∈ S l and j ∈ S k (l,
otherwise.
However, T is not a lower triangular matrix in this case.
Theorem 7:
For an EA using Mutation I and Selection II, its first hitting time is given by m = (I − T) −1 1. We can obtain the explicit expression of m only for some matrices T of very simple forms. In the following we give an example to show that when T is a tridiagonal matrix, we can get the explicit expression of m. 
, where x = {s 1 · · · s n } and n is assumed to be an odd integer. This is a constraint optimisation problem, which can be regarded as a simple maximum matching problem [31] : Let G = (V, E) be a graph, where node set V = {v 0 , · · · , v n } and edge set
Consider an EA for solving this problem. If the EA employs Mutation I, it will generate more infeasible than feasible solutions. Instead, we use the following mutation, which can generate feasible solutions more efficiently: Choose a position k from {1, · · · , n} at random and generate an offspring x ′ = (s
Since the EA adopts an elitist selection strategy and f (X 0 ) ≥ (n − 1)/2, the behaviour of Markov chain (Xi t , t = 0, 1, · · · ) is restricted in the following state space:
S can be divided into two subspaces:
S 0 = {x; f (x) = (n + 1)/2}, and S 1 = {x; f (x) = (n − 1)/2}, where S 1 can be decomposed further based on the length of augmenting paths [31] :
SH k = {x; x ∈ S 1 and its minimum length of augmenting path is k}, k = 1, 3, · · · , n.
The transition probabilities among different subspaces can be computed exactly:
Obviously the behaviour of the EA could be regarded as a random walk. Since the transition matrix P is a tridiagonal matrix, it is easy to obtain an explicit solution to the linear system (I − T)m = 1 and obtain the expected first hitting time:
In the following, we will prove that for any fitness function, given any subspace S l (l > 0), if the initial individual is taken from S l , then the EA using Selection II will arrive at a subspace with higher fitness not slower than the EA using Selection I, both in terms of worse case and average case.
Given a subspace S l (l = 1, · · · , L) for the Markov chain (X t ) associated with an EA, let S
0 S l be the subspaces with higher fitness. Denote τ
to
For simplicity, we ignore the subscript l in the following discussion. Theorem 8: Given any fitness function, for the Markov chain (X Ht ) associated with the EA using Mutation I and Selection I and the Markov chain X Et associated with the EA using Mutation I and Selection II, let their mean first hitting times be m
Proof: In the following we use the subscript H to represent the EA using Mutation I and Selection I, and the subscript E to represent the EA using Mutation I and Selection II.
For the Markov chain (X Ht ), the EA uses elitist selection strategy. If the initial individual is taken from S l , then its offspring always belongs to S + ∪ S l . So we only need to consider its behaviours in the space {S + , S l }. Since we only consider the first hitting time m + , the transition probability is given by
In matrix form,
where T H is a diagonal matrix. For the Markov chain (X Et ), we only need to consider its behaviours in the space {S + , S l }. The transition probability is given by
Since these two EAs use the same mutation, for any i ∈ S l and j ∈ S
(1) Since the entries of (I − T H ) −1 are non-negative, we have
and since T H is a diagonal matrix, we have
Since the entries of (I − T E ) −1 are non-negative, we have
Because
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Therefore, m
Since T H is a diagonal matrix and T E is symmetric, we have
If we can prove that the eigenvalue of matrix
is not more than 1, then we will get our conclusion: m
In the following we only need to prove that the eigenvalue of matrix (I − T E )(I − T H ) −1 is not less than 1. Denote
Since the two EAs use the same mutation, we have R E = R H , and b ii = k j=1 c ij . Let λ(Q t ) be the eigenvalue of Q t . According to Geršgorin's theorem [30] , we know that λ lies in at least one of the disks:
We obtain λ(Q t ) ≥ 1 and then λ(Q) ≥ 1. Hence m
C. Non-elitist Selection Strategies
Consider the following non-elitist selection strategy. Selection III: Assign the survival probabilities of the better and worse individuals between X (m) and X t to be p and q = 1 − p, respectively. The fitness proportional (roulette wheel) selection scheme is a well-known example of Selection III: Assume f 1 is higher between f (X (m) ) and f (X t ), then
As we have discussed in the previous section, we only consider the behaviour of the chain up to the first hitting time. The EA can still be modeled by an absorbing Markov chain (X t ):
Here the first hitting time is still the number of generations when the EA first encounters an optimal solution. However, the found optimal point may be lost in the future.
The following result can be established from Theorem 1.
Theorem 9: For the EA using Mutation I and Selection III, its first hitting time is given by m = (I − T) −1 1. The first question which we are interested in is whether we can give an explicit solution to the above linear system. Since T is no longer a lower-triangular matrix, we can't get an explicit solution to the linear system in most cases. But for some simple functions and mutation operators, we are able to derive an explicit solution to m. Here we give such an example.
Example 5: In the bit-sum function (8) , assume c n is the largest among all c l where l = 0, · · · , n. Consider a (1 + 1) EA using Selection III and the following mutation: Mutation III: Given an individual X t = (s 1 · · · s n ) at time t, choose one bit from (s 1 · · · s n ) uniformly at random and flip it. We can decompose space S into n + 1 subspaces:
The transition probabilities among the subspaces can be summarised as follows. 1) For any i ∈ S 0 ,
where a k and b k are
Construct an auxiliary Markov chain (Y t ; t = 0, 1, · · · , ), which is defined on state space {0, 1, · · · , n} with the transition matrix
where the subscript Y here and below is used to distinguish Markov chain (Y t ) from Markov chain (X t ). 
For the original Markov chain (X t ), for any state i ∈ S k , we have m i = m Y k . For this example, we discuss how to choose p and q. Assume p = p(n) and q = q(n) are functions of n, there are two interesting cases: (i) For all integer n, q(n)/p(n) ≥ C, where C > 0 is a constant, and (ii) lim n→∞ q(n)/p(n) = 0.
The first choice will not be a good selection strategy for some problems. We can prove that for the ONE-MAX problem, which satisfies: c 0 < c 1 < · · · < c n , m ∞ is exponential if q/p ≥ C, where C > 0 is a constant.
Substituting a k and b k into the solutions given previously, we have
For any small constant ǫ ∈ (0, 1) and for the fixed q/p = C > 0, when n is sufficiently large, there exists some integer j 0 ∈ (0, n/3] such that for any i ≤ j 0 ,
In fact, we can choose j 0 to be the integer below closest to (when n is sufficiently large)
Then we have
Note that j 0 is a linear function of n and ǫ is a constant in (0, 1). So m Y1 is an exponential function of n. The second choice, lim n→∞ q(n)/p(n) = 0, is much better for the ONE-MAX problem. For example, let p = 1 − 1/n and q = 1/n, then m ∞ is polynomial in n for the ONE-MAX problem.
It is interesting to compare EAs using Selection I (elitist) and those using Selection III (non-elitist). Intuitively a non-elitist selection strategy appears to be worse than an elitist one. However, for some functions belonging to Hard Function I, a nonelitist selection strategy might be better, because it can "climb" out of the absorbing area of a local optimal solution. In the following, we will compare two EAs: one uses Mutation I and Selection I, and the other uses Mutation I and Selection III.
Example 6: Assume L is a linear function of n, the state space S is decomposed into L + 1 subspaces as follows:
where
In the following we use subscripts O and H to represent the EA with a non-elitist selection strategy and that with accepting only higher-fitness individuals.
For the EA using Mutation I and Selection I, its transition matrix can be written as
Deonote r = j∈S0 p(i, j). For the EA using Mutation I and Selection III, its transition matrix can be written as
Since the two EAs use the same mutation, we have for any
for any integer v > 0. The strict inequality "<" holds if v is greater than some positive.
From the above we can obtain for any integer v > 0:
As a result, we have
The strict inequality "<" holds for v being greater than some positive.
V. ANALYSIS OF POPULATION-BASED EVOLUTIONARY ALGORITHMS
We analysed (1+1) EAs in previous sections. This section concentrates on EAs with population size greater than 1. EAs with and without crossover will be studied. In this section, we still limit our discussions to the binary representation of individuals.
A. Population-Based Evolutionary Algorithms Without Crossover
Let's consider the following population-based EAs without crossover: Mutation IV:
Any proper mutation operator. After mutation we get an intermediate population
Any elitist selection strategy which always keeps the best individual among populations X t and X (m) .
For a population X = {x 1 , · · · , x N } with N individuals, define its fitness to be f (X) = max{f (x); x ∈ X}. Similar to the analysis of (1 + 1) EAs in previous sections, we can decompose the population space E into L + 1 subspaces, i.e.,
The transition matrix P of Markov chain (X t ) associated with an EA has a matrix form:
According to Theorem 1, the following can be established easily. Theorem 10: For an EA using Mutation IV and Selection IV, its first hitting time is given by
Since the matrix T kk (k = 1, · · · , L) usually is not in a simple form, we can't get an explicit solution to the linear system. This is different from the situation for (1 + 1) EAs.
In the remaining part of this subsection, we will compare population-based EAs and (1 + 1) EAs. Although it appears to be a common sense that for a population-based EA, its first hitting time (the number of generations) is shorter than that of (1 + 1) EAs, no formal proof is available so far.
In the following we use subscript H to represent the (1 + 1) EA and P to indicate the population-based EA. Since population space E has higher dimensions than individual space S, if we want to compare two EAs as fair as possible, we have to restrict the behaviour of Markov chain (X P t ) on the states of S during the comparison.
Let I be a population, we assume individuals in I are sorted in a descend order (the individual with the same fitness are arranged in a random order among them). We pay our attention only to the first and also the best individual in a population. Denote E(i#) to be the set of populations in E whose first individual is i. For a metric function d i in the individual space, we can define a metric function d I in the population space E as follows: d I = d i where i is the first individual in population I.
Theorem 11:
, and m P be the first hitting time of the population-based EA using Mutation IV and Selection IV, and for any I ∈ E(i#), d I = d i . If for l = 1, · · · , L and k = 0, · · · , l − 1, for any i ∈ S l and for any I ∈ E(i#),
then for any individual i ∈ S l (l = 1, · · · , L) and any population I ∈ E(i#),
We only prove the case of "≥". The case of ">" can be proven in a similar way. For the absorbing Markov chain (X Ht ) associated with the (1 + 1) EA, since d i = m H (i), according to Theorem 4, we know for l = 1, · · · , L, and any i ∈ S l ,
For any population I ∈ E(i#), from (15), we have for k = 0, · · · , l − 1,
Then we get
By applying Corollary 3, we get d I ≥ m H (I).
Condition (15) means that for the population-based EA, its transition probability towards the subspaces with a higher fitness is greater than that of the (1 + 1) EA using the same mutation. Many population-based EAs satisfy this condition. The simplest example is the population-based EA which runs N copies of (1 + 1) EA simultaneously.
If a function is easy for (1 + 1) EAs, it is still easy for the corresponding population-based EA. For both Hard Functions I and II, a population can shorten the mean first hitting times according to Theorem 11. However, for Hard Function I, if the function is hard for the (1 + 1) EA, it is still hard for the population-based EA. Assume that, for any i ∈ S 1 and for the (1 + 1) EA using Mutation I and Selection I, m H (i) = 1 j∈S0 p H (i, j) is exponential in n. For the simplest population-based EA, which runs N (1 + 1) EAs simultaneously, Hard Function I is still hard under m ∞ .
Obviously, if the initial population starts from state i ∈ S 1 , then m P (I) = 1 J∈E0 p P (I, J) is still exponential in n if N is a linear function of n. This implies that m P (i) and m P ∞ are still exponential in n. However, the probability of the population-based EA to find an optimum in a polynomial time may be improved significantly, because the following decreases significantly as N increases if | S(P ) | / | S | is reasonably large:
Some examples have already been given to show the improvement [10] . Since the population-based EA always allows individuals with a lower fitness to survive in the next generation with a probability greater than 0, an individual with a lower fitness would behave the same as that in a (1 + 1) EA using non-elitist selection. Similar to a (1 + 1) EA using a non-elitist selection strategy, a population-based EA is able to "climb out" of the absorbing area of a local optimum.
B. Population-Based Evolutionary Algorithms With Crossover
In many EAs, crossover is used before mutation and selection. This subsection analyses EA with crossover, which is applied before Mutation IV and Selection IV. A general form of crossover can be described as follows.
Crossover I: Choose a set of individual pairs, (x, y), from population X t , and recombine them with probability p c > 0. A new intermediate population X (c) is formed after crossover (i.e., recombination).
The first hitting time of an EA with crossover is defined below, which is slightly different from the previous definition: Given an initial population X 0 = i, τ i is defined as
Assume population space E is decomposed into L + 1 subspaces based on fitness, then the transition matrix P of Markov chain (X t ) has the following form:
Theorem 12: For an EA using Crossover I, Mutation IV and Selection IV, its first hitting time is given by
Like Theorem 11, we can show that a population-based EA with crossover is better than a (1 + 1) EA under some some conditions.
Let I be a population whose individuals are sorted in a descend order (the individual with the same fitness are arranged in a random order among them). Denote E(i#) to be the set of populations in E whose first (and best) individual is i. , and m C be the first hitting time of the population-based EA using Mutation IV and Selection IV, and for any I ∈ E(i#), d I = d i . If for l = 1, · · · , L and k = 0, · · · , l − 1, for any i ∈ S l and j ∈ S k , and for any I ∈ E(i#),
An important question is: When will EAs with crossover perform better than those without for hard functions? While the comparison between (1 + 1) EAs and population-based EAs with crossover is interesting. It does not reveal a full picture of the exact role of crossover. It is important to compare theoretically EAs with and without crossover. We will use Hard Function I as an example in our comparison. The two EAs we are comparing will have the same mutation and selection. They differ only in crossover.
For Hard Function I, some EAs without crossover spend a long time trying to jump over a "wide gap" between E 1 and E 0 . In the following we will focus on analysing the first hitting time from E 1 to E 0 . Now let's examine what will happen when crossover is added to the EA. If an EA uses crossover, then for some pairs of individuals in populations I in E 1 , the crossover may bring some shortcuts for the individuals to reach a higher fitness subspace. That is,
where p C and p P are the transition probabilities of the EAs with and without crossover, respectively. For these populations, we would have m C (I) > m P (I). However, not all populations have such shortcuts. If we decompose E 1 further into K non-overlapping subspaces EH k (k = 1, · · · , K), then in different subspaces there are different number of shortcuts. The following corollary summarises this informal argument formally.
Corollary 9: Given any instance of Hard Function I, let m P be the first hitting time of the EA using Mutation IV and Selection IV, and m C be the first hitting time of the EA using Crossover I, Mutation IV and Selection IV. Assume subspace E 1 is decomposed into K non-overlapping subspaces, EH 1 , EH 2 , · · · , EH K , and there exist
1) for any l = 1, · · · , K, and for any i ∈ EH l , j∈E0
2) for any l = 1, · · · , K, and for any i ∈ EH l , j∈E0
Proof: This is a direct result of Corollaries 3 and 4. In the following we will present an example of comparing EAs with and without crossover. A bit-sum function, called the "jump" problem, was given in [19] to show that crossover was useful in reducing the first hitting times of EAs. However, their discussion only gave a total upper bound for all states based on m 1 . We will show here that a more detailed result can be established to separate upper or lower bounds for different states using our approach.
Example 7: A simple "wide gap" function is given by:
where, for convenience, we assume n/20 is an integer.
Consider a population based EA using the following Mutation V and Selection V but without crossover. We will show that its mean first hitting time is exponential in n.
Mutation V: Given a population X t , for each individual in it, flip each of its bits with probability 1/n. Selection V:
Any elitist selection strategy that always abandons infeasible solutions. The population space can be divided into two subspaces: E 0 which consists of populations with at least one individual being the optimal solution, and E 1 which includes all other populations. Let
Given a population i in E 1 , the transition probability for each individual to the subspace E 0 will be less than a(n). We have
We have now shown that, for any i ∈ E 1 : m i = d i , m i is exponential in n if population size N is a constant or a linear function of n. Consider the EA with crossover, which employs only two individuals. It uses the same Mutation V and Selection V as given before and the following Crossover II.
Crossover II: Let x and y be the two individuals in population X t . Their offspring are given by x ′ = (x AND y) = (x k AND y k , k = 1, · · · , n) and y ′ = (x OR y) = (x k OR y k , k = 1, · · · , n). If x ′ or y ′ is infeasible, then replace it by x or y.
Decompose E 1 further into subspaces based on the Hamming distance between x and y, EH 2l = {(x, y) ∈ E 1 : D(x, y) = 2l}; 2l = 0, 2, · · · , n.
For any 2l (n/20 ≤ 2l ≤ n) and for any population i ∈ EH 2l , individuals x and y satisfy D(x, y) ≥ n/20. Their offspring j will be in E 0 after crossover, i.e., j∈E0 p(i, j) = 1, So we have
For any 2l (0 ≤ 2l < n/20) and for any i ∈ E 2l , j∈E0
We now need to estimate the following for 2k = 2, · · · , 2l:
(1) The case of 2k = 2.
For any population i = (x, y) ∈ E 2l , since D(x, y) = 2l, there are 2l bit positions where x and y have different values and n − 2l bit positions they share the same values. More precisely, the bit position set {1, . . . , n} can be grouped into four classes: P C 0 (x, y): the set of positions where both x and y take the common value of 0; P C 1 (x, y):
the set of positions where both x and y take the common value of 1; P D 0 (x, y):
the set of positions where x takes the value of 0 but y takes the value of 1; P D 1 (x, y):
the set of positions where x takes the value of 1 but y takes the value of 0. Since 0 ≤ 2l < n/20, the cardinalities of these four sets satisfy
First, let's examine the role of crossover. Assume x ′ and y ′ are offspring of x and y after crossover. If 2l = 0, then x = y, the crossover plays no role. If 0 < 2l < n/20, that is, 0 < D(x, y) < n/20, then the offspring are two infeasible solutions. We must replace them by their parents. The crossover plays no role either. No matter what 2l (0 ≤ 2l < n/20) may be, we always have x ′ = x and y = y ′ . Second, let's examine the role of mutation. Assume x ′ and y ′ are offspring of x and y after mutation (mutation is performed after crossover). During mutation, if both x and y change their values at the same bit position, there is no impact on Hamming distance D(x, y). Only when an individual changes its values at some bit positions and another individual keeps its corresponding values unchanged will Hamming distance D(x, y) be changed. So in the discussion below, we will use the term "a bit being flipped" in the following sense: x changes its value at this bit position but y does not, or y changes its value at this bit position but x does not.
We also notice that if a bit in set P C 0 and a bit in P C 1 are flipped, then Hamming distance D(x ′ , y ′ ) will increase. But if a bit in set P D 0 and a bit in P D 1 are flipped, then Hamming distance D(x ′ , y ′ ) decreases. The event of D(x ′ , y ′ ) = 2l + 2 consists of the following events:
1) One bit in P C 0 and one bit in P C 1 are flipped, and others are kept unchanged. The event's probability is
2) Two bits in P C 1 and two bits in P C 0 are flipped. One bit in P D 0 and one bit inP D 1 are flipped. Others are kept unchanged. This event's probability is and
For any 2l (2l = 0, · · · , n) and for any population i = (x, y) ∈ EH 2l , we analyse the first hitting time in two steps.
(1) First we estimate the probability of event X (c) or X (m) entering E 0 . If 2l satisfies 0 ≤ 2l < n/20, similar to the previous analysis for Crossover II, crossover has no impact on Hamming distance D(x, y). We only need to analyse mutation.
Let x ′ and y ′ be the offspring of x and y after mutation, then event x ′ ∈ E 0 happens if k of the zero-valued bits in x is flipped (k must be greater than n/20) and v = 0, · · · , k − n/20 of the one-valued bits in x is flipped. The probability of x ′ being in E 0 is b(n).
The event of either x ′ or y ′ being in E 0 after mutation happens with a probability
If 2l satisfies 2l ≥ n/20, we can divide the bit position set {1, · · · , n} into four classes: P C 0 (x, y), P C 1 (x, y), P D 0 (x, y) and P D 1 (x, y), similar to the analysis of the EA with Crossover II.
We first analyse the role of crossover. Let x ′ and y ′ be the offspring of x and y after crossover. It is clear that if any bits in P C 0 and P C 1 are exchanged by crossover, x ′ and y ′ will not be changed. If the bits in P D 0 or P D 1 are exchanged by crossover, and the number of exchanged bits is greater than n/20, then one of x ′ or y ′ may enter set E 0 . The probability of the event satisfies the bivariate binomial distribution, that is, a(n, l), l = n/20, · · · , n.
We then analyse the role of mutation. If after crossover, one of the offspring enters set E 0 , we say that the chain has already first-hit E 0 . We only need to consider the case of neither x ′ nor y ′ in E 0 . In this case, x ′ and y ′ are infeasible solutions. They will be replaced by x and y. For population (x, y), we know from (25) that its offspring enter set E 0 with probability
Hence, we can obtain j∈E0 p(i, j) ≤ a(n, l) + (1 − a(n, l))(1 − (1 − b(n)) 2 ).
(2) Second we estimate the probability of event X (c) or X (m) entering EH 2l+2k (2k = 2, · · · , n − 2l). We first consider the role of crossover. Since the crossover always generates infeasible solutions in this case, it has no impact on D(x, y). We will examine mutation's role.
Similar to the analysis of the EA with Crossover II, we know that this event happens only if at least k bits in P C 0 and k bits in P C 1 are flipped by mutation. The probability of this event is no more than j∈EH 2l+2k p(i, j) ≤ n/2 − l k
According to ( 25) , ( 26) and ( 27), we get 1) For 2l = n, and any population i ∈ EH 2l , since for any k (k < l) and j ∈ S 2k , d i < d j , then
≤ 1 2 a(n, n/2) + (1 − a(n, n/2))(1 − (1 − b(n)) 2 ) a(n, n/2) + (1 − a(n, n/2))(1 − (1 − b(n)) 2 ) < 1.
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≤ 1 2 a(n, l) + (1 − a(n, l))(1 − (1 − b(n)) 2 ) a(n, n/2) + (1 − a(n, n/2))(1 − (1 − b(n)) 2 ) + n/2−l k=1 1 4e(k − 1)! < 1.
3) For any 2l (0 ≤ 2l < n/20) and for any population i ∈ E 2l , when n is sufficiently large, Hence, from Corollary 4 we can obtain an estimation of the lower bound of the first hitting time:
VI. CONCLUSIONS AND DISCUSSIONS In spite of some successful applications of EAs in combinatorial optimisation, theoretical analyses of EA's computation time and time complexity are few. The existing approaches used to analysed EA's computation time appear to be ad hoc and do not seem to be easily generalisable to different problems. This paper gives a general framework for analysing EA's computation time on different problems. It enables us to derive both new and old results about EA's computation time under a unified framework.
Under this framework, conditions under which an EA will need polynomial (or exponential) mean computation time to solve a problem are studied. A number of case studies are given to illustrate how different results can be established by verifying these conditions. The general framework also helps us to understand better what causes an EA to have a polynomial (or exponential) time behaviour.
The general framework we gave is based on the linear equations (2) and its bounds of the first hitting time of an EA's Markov chain model. Once the transition matrix of an Markov chain is known, the first hitting time for the Markov chain will satisfy Equation (2) . In particular, we can obtain explicit solutions to these equations when the transition matrix is a lower triangular or a tridiagonal matrix. (1 + 1) EAs using elitist selection which accepts only higher fitness and some (1 + 1) EAs using non-elitist selection can be analysed in this way.
However, it may not be practical (or even possible) sometimes to solve these equations explicitly due to the huge number of them. Fortunately, Theorems 2 and 3 enable us to derive bounds of the first hitting time without solving the linear system.
In our framework, we have systematically investigated (1 + 1) EAs using different selection strategies and population-based EAs with and without crossover. We have proved that hard problems to a simple (1 + 1) EA can be classified into two classes: "wide gap" problems (e.g. Hard Function I) and "long path" problems (e.g. Hard Function II). We have shown that how some (1 + 1) EAs and population-based EAs could deal with these hard problems better than others. These results give some interesting insights into the fundamental question: what makes a problem hard for an EA?
Within the same framework, we have also investigated the application of the analytic method to some special cases: we have generalised the O(n log n) bound on the linear function to a class of general positive coefficient functions and provided a new and shorter proof. An example that an EA with crossover is much better than that without one was also given. This paper represents the first step toward analysing EAs in a greater depth and detail. One of our future work is to study EAs on some well-known combinatorial optimisation problems, rather than just some artificial binary problems.
