Abstract: Procedure for the synthesis of decentralized controllers for delayed bilateral teleoperation systems is proposed, based on the analytical solution of a global H 2 optimization. Explicit state-space formulae for the optimal controller are presented. The controller possesses a neat structure, which preserves closed-loop stability regardless of the delay length. The behavior of the resulting teleoperation system is illustrated in simulations and verified by experiments.
proposed a decentralized controller by solving an LQG problem for each of the sites. This method, however, results in a step-wise design procedure, and does not guarantees stability of the overall system.
In this work we propose a method for decentralized controller synthesis based on the analytical solution for the associated global H 2 optimization problem. This results in an easily implementable control architecture, which naturally preserves closed-loop stability regardless of the delay length. It can be considered as an alternative for the structures induced by scattering transformation. Our approach, however, does not restrict the system to be passive. It does not require a priory assumptions on the controller structure and results in a globally optimal controller. We illustrate the use of the proposed method by simulations and demonstrate the behavior of the resulting system in experiments.
The remainder of this paper is organized as follows. In Section 2, the problem is described and formulated in the H 2 optimization framework. The solution for the problem is presented in Section 3. Finally, simulations and experimental setup and results are described in Section 4.
PROBLEM FORMULATION
We assume that in some vicinity of a given operating point dynamics of both master and slave devices are linear and can be given by standard motion equations In this work we assume that only the position vectors can be measured. We define the master and slave measurement signals as y m = ξ m +n m , y s = ξ s +n s , where n m , n s represent measurement noises.
To facilitate problem formulation in the framework of optimal control, we adopt the concept of virtual mass Shahdi and Sirouspour (2009b) . Namely, we introduce an artificial virtual system
governed by the external master and slave forces. For further use, we will define ξ v,m as the position of the virtual system due to the influence of f m only, i.e. under assumption that f s = 0. Similarly, we will define ξ v,s as the position of the virtual system under assumption that f m = 0. Clearly, ξ v = ξ v,m + ξ v,s due to the superposition principle for linear systems. The control goal can now be naturally defined as making the master and slave motions close to the motion of the virtual system. In other words, we would like to mimic a situation in which the operator and the environment are interacting by applying forces to the virtual mass. The signal to be minimized can be defined now as
Notice that we penalize not only the position error between the virtual and the real systems, but also the mutual error between the master and slave. This is important for obtaining adequate behavior, especially in the cases when tracking after the virtual system is difficult to achieve.
The bilateral teleoperation control setup is depicted in Figure 1 , where w
Note that, using these definitions, the signal to be minimized can be expressed as z = z m + z s . The system G m represents dynamics of the master device, the operator arm and the part of the virtual system governed by f m . It can be given byw Fig. 2 . Standard control setup 
where the state vector is defined as x
The system G s represents dynamics of the slave device, the modeled part of the environment and the part of the virtual system governed by f s . It can be given by 
As shown in Figure 1 , the control signals u m and u s are calculated based on the measurements from both master and slave devices. It is assumed, however, that the remote measurements are delayed. This setup can naturally be considered as a distributed control problem, where the master and slave devices are viewed as two independent agents, the aim is to couple their behavior and the communication is constrained by time delays. Remark 1. Even though it is assumed throughout this work that the delay length does not depend on the communication direction, all the results in this paper can easily be extended for the case with different delay lengths.
Rewriting the problem in a standard form
Let us define the composite signals
At this point, our control problem can be cast as a standard setup depicted in Figure 2 , where the unweighted generalized plant is given by
contain weights for each of the components of the external input and controlled output signals. Absorbing the weights into G we get a weighted generalized plant which admits state-space realization of a form
In this realization A m corresponds to the master dynamics and the associated dynamical weights, while A s corresponds to the master dynamics and weights. Notice that in order to construct a realization having the form of (1), the dynamics of W ξm,s has to be implemented twice to participate both A m and A s .
The set of admissible controllers is constrained by
where K 11 , K 12 , K 21 , K 22 are proper but otherwise arbitrary transfer matrices and h > 0 is the length of communication delay. Choosing the H 2 norm of closed loop the system from w to z as a performance criteria, the problem can be formulated as follows.
∞ such that K given in (2) internally stabilizes the system depicted in Figure 2 and minimizes the H 2 norm of T = F l (G, K).
We will consider this problem under the assumptions.
and G s yw (s) have no transmission zeros on the imaginary axes.
This rules out redundancy and singularity of the local control problems for each of the agents. We will assume also that D
which is a matter of problem normalization.
PROBLEM SOLUTION
As a first step, we show that OK belongs to a favorable class of distributed control problems usually referred to as quadratically invariant Rotkowitz and Lall (2006) . This facilitates the use of Youla parameterization
which reduces our problem to the following affine optimization.
OQ: Given the transfer matrices G 11 , G 12 , G 21 ∈ RH ∞ as in (1), find Q 11 , Q 12 , Q 21 , Q 22 ∈ H ∞ such that
The formulation above falls into a wide class of model matching optimization problems with structural constraints on the design parameter Swigart and Lall (2010) ; Kristalny and Shah (2012) ; Lessard and Lall (2012) ; Lamperski and Doyle (2011) . Although, generally, OQ may constitute a substantial theoretical challenge, the blockdiagonal structure of G 21 in (1) facilitates the soluiton by splitting the problem column-wise into two independent parts denoted hereafter as OQ i for i = 1, 2. Defininḡ
and
where the partitioning for i = 1, 2 is compatible with that ofQ i in (5), the column-wise portions of OQ can be formulated in a unified fashion as follows.
For the first entity of this problem, i.e., for i = 1
, while for the second entity of the problem
Each of the OQ i problems can be considered as a special case of the generalized feedback control problem with multiple delays Moelja and Meinsma (2005) ; Kojima and Ishijima (2006) and can be handled, for example, using the loop shifting techniques Mirkin et al. (2011) . Using the result from (Mirkin et al., 2011, Theorem 3 .1), we can always construct an FIR systems Π i , such that the change of variablesQ
reduces OQ i to a finite-dimensional problem that can be formulated as follows.
The solution procedure can now be concluded by noticing that OQ i is a standard problem that can be solved using existing methods Zhou et al. (1996) . Note that, via the relation in (8),Q inherits the partitioning fromQ and let us denoteQ
Using (8) and the definition ofQ * in (5), the solution of OQ can be given by
Finally, using (3), the solution to the original problem can be inferred from
The solution given in the form of (11) may look difficult to implement. Indeed, rewriting (11) in an explicit form leads to a rather bulky formulae for each of the components in K, which might be misleading. Below we demonstrate that the controller given by (11) admits a neat and easy to implement structure. First, note that K = T n (Q, G 22 ) can be implicitly represented by Figure 3 . It is worth emphasizing that once the controller is implemented this way, stability of the system is maintained regardless the delay length. This, in a sense, is similar to the results obtained by applying scattering transformation Anderson and Spong (1989) ; Niemeyer and Slotine (1991) . Note, however, that unlike the passivity based methods, in our approach the controller structure follows naturally from the Youla parameterization and does not restrict the controller choice. In other words, the proposed approach does not require any a priory assumptions on the controller structure and, as a result, allows to derive a globally optimal controller.
State-Space Formulae
In this subsection, we present explicit state-space formulae of the optimal controller, derived following the solution procedure described above. To this end, for i = 1, 2 we define the the following matrices 
where symbolic indices should be interpreted as 20Di, 2h . For i = 1, 2 we introduce the following Hamiltonian and symplectic matrices
Finally, we definẽ
, where P i,0 :=D i,20D ′ i,20 and P i,h := I −P i,0 . The following theorem can now be formulated. Theorem 1. Assuming that A 1 hold, the unique solution of OK is given by (11) and can be implemented as shown on Figure 3 , where for i = 1, 2
are given bỹ
The gain matricesF i andL i are given for i = 1, 2 bȳ
C i,1 , whereX i andȲ i for i = 1, 2 are stabilizing solutions of the following algebraic Riccati equations
The result of Theorem 1 concludes this section by providing us with an explicit state-space solution of OK. The proofs and detailed discussion on the properties of the solution presented above can be found in Kristalny and Cho (2012) .
SIMULATIONS AND EXPERIMENTS

Experimental Setup
The proposed control scheme is tested in both numerical simulation and experiments with following details. Omega 7 haptic device from Force Dimension is used as a master haptic device. For simplicity, virtual slave robot which has same dynamics with the master device is considered and the motion is restricted to 1 DOF. The transmission communication delays between the master and the slave devices are virtually imposed and the delay length of each direction is equal to 40 ms.
The proposed decentralized controllers are implemented with MATLAB Simulink and Real-Time Workshop so that u m , which is the computed torques for the master, can be generated in real-time. The master device is controlled by a standalone C++ program and the information exchanges between the master device and the Simulink are executed in real-time. The sampling time of the overall system is set to 250 Hz for stable communication between Simulink and C++ program. 
Results
Let us start with considering a controller obtained from optimization with simple static weights:
To assess teleoperation system behavior we consider its response to a rectangular pulse in the external master force with 5 N amplitude and 0.2 sec duration. Simulation results for systems with no communication delay (h = 0) and with delay of h = 0.04 sec are presented in Fig. 4 respectively. We can see that in the delay-free case both master and slave devices tightly follow the virtual system. Communication delay, however, deteriorates slave tracking performance, as we can see in Fig. 4 . It is important to notice that not only the slave but also the master behavior changes as a result of delay. Taking the delay and the inevitable deterioration of slave performance into account, the controller brakes the master device as it clearly seen on Fig 4 . This can be interpreted as an attempt to compromise tracking after the virtual system with coupling to the slave device. Obviously this tradeoff can be easily influenced by changing the coefficients of W ξm,s , W ξv,m and W ξv,s .
The simulations described above illustrate behavior of the system with H 2 optimal controller. Yet, the controllers used in these simulations can not be used for experiments. It turns out that in order to get adequate system behavior the character of measurement noises and discretization errors should be accounted for by proper choice of dynamical weights. Let us consider a controller obtained from optimization with the following weights: 
