Abstract--Magnetic source imaging is the reconstruction of the current source distribution inside an inaccessible volume from magnetic field measurements made outside the volume. It is possible in many applications to estimate, from prior physiological and anatomical knowledge, the source positions, amplitudes, and correlations, as well as the noise amplitudes and correlations. The optimal constrained linear inverse method (OCLIM) uses this prior knowledge to obtain a minimum meansquare error estimate of the current distribution. OCLIM can be efficiently computed using the Cholesky decomposition, taking about a second on a workstation-class computer for a problem with 64 sources and 144 detectors. Any source and detector configuration is allowed as long as their positions are fixed a priori. Correlations among source and noise amplitudes are permitted. OCLIM reduces to the optimally weighted pseudoinverse method of Shim and Cho if the source amplitudes are independent and identically distributed and to the minimum-norm leastsquares estimate in the limit of no measurement noise or no prior knowledge of the source amplitudes. In the general case, OCLIM has better mean-square error than either previous method. OCLIM appears well suited to magnetic imaging, since it exploits prior information, provides the minimum reconstruction error, and is inexpensive to compute.
opposed to the forward problem of determining the magnetic field measurements from a known current distribution. The biomedical applications of magnetic source imaging include functional imaging of the brain and heart (23, 28) .
A variety of reconstruction algorithms have been used for this problem. One approach is to model the unknown current distribution as one or more current dipoles with unknown position, orientation, and magnitude, and then to find the unknown parameters by a least-squares fit to the observed measurements (14) . This method is computationally expensive because it is nonlinear in the unknowns and iterative solution is required. Worse, the method is often numerically unstable for two or more dipoles.
A more recent approach models the unknown distribution as an array of dipoles with fixed positions but unknown magnitudes (11, 22, 26, 30, 31) . Then the magnetic field measurements, b, can be written as a linear function b = Fq + w of the unknown current distribution, q, and measurement noise, w. The forward transfer matrix, F, is determined by solving the forward problem for unit sources. The inverse problem in this form can be solved directly, without iteration.
The reconstruction problems of transmission and emission tomography can be written in the same linear form; the unknown distribution is radionuclide concentration. Emission tomography and magnetic source imaging both provide functional information (tracer concentration or neural activity) but the resolution and accuracy are limited by the poor signal-to-noise ratio. Transmission tomography and magnetic resonance imaging have higher resolution but generally provide anatomic rather than functional images.
A major theme of this paPer is the use of prior information, obtained by anatomic imaging or other methods, to improve the resolution and accuracy of functional imaging by constraining the set of possible solutions.
The prior knowledge must define at least the possible spatial locations of the sources and the locations of the detectors. This provides sufficient information to solve the forward problem and define the matrix, F. Given only this much prior information, the natural method for the inverse problem is the least-squares or minimum-norm leastsquares (MNLS) method (30, 31) . This method (also known as Moore-Penrose inverse or pseudoinverse method) finds the current distribution that minimizes the squared difference between the measured fields and the fields generated by the reconstructed current distribution. A. S. Ferguson et al. (personal communication) have developed a preconditioned pseudoinverse using a priori source amplitudes which, in their tests, gave better results than either truncation or Tikhonov regularization.
If the statistics of the measurement noise are available, maximum-likelihood (ML) methods are appropriate (24) . These methods maximize the likelihood of obtaining the measured fields given the reconstructed current distribution; if the noise is jointly Gaussian, they also minimize the squared difference between the measured and reconstructed fields, weighted to reflect the a priori noise variance.
If prior anatomical information is available from transmission tomography or magnetic resonance imaging, then it may be possible to define the a prior source amplitude as a function of position. Then minimum mean-square error (MMSE) methods are appropriate; they minimize the mean (average) squared difference between the true and reconstructed current distributions. Shim and Cho (25) have developed methods using a weighted pseudoinverse but their methods are optimal and useful only when the a priori source variance is constant. Helstrom (9) has developed and applied an MMSE method for image restoration; Smith et al. (27) have developed and tested an MMSE method for magnetic source imaging with general a priori source variances; Franklin (6) has developed an MMSE estimator in the general context of Hilbert spaces.
The present paper presents a unified development of the MNLS, ML, weighted pseudoinverse, and MMSE methods and shows that the weighted pseudoinverse, Gaussian maximum likelihood, and MNLS methods can all be obtained as special cases of the MMSE method by an appropriate choice of priors. Formulas for the mean reconstruction error, mean residual, and a posteriori variance (or confidence limits) are derived. The paper also discusses efficient computer algorithms for the MMSE method and presents simulation results. The problems of estimating the a priori variances and verifying that a given set of measurements is consistent with the priors are not considered.
Most of the examples in this paper are taken from magnetoencephalography, but the methods should apply to magnetocardiography and geophysics as well. Furthermore, the methods should generalize to other reconstruction problems including positron emission tomography (PET) and single photon emission computed tomography (SPECT).
AN APPROACH TO THE PROBLEM
The choice of the mathematical model used to represent the prior knowledge is a compromise between several desiderata: first, the model should lead to an analytical or numerical solution method for the inverse problem; second, the method should involve an objective criterion for correctness or optimality; third, the parameters of the model should be physically meaningful, so that the user has some useful intuition about them; fourth, the required parameters should be directly measureable (at least in principle) by some calibration experiment; and fifth, the solution method should admit some statistical test of goodness of fit between the model found and the measurements made. This paper considers one particular model that satisfies at least the first three requirements.
It is useful to exploit the fact that the magnetic field is a linear function of the current distribution. That is, the field due to a weighted sum of current sources is equal to the same weighted sum of the fields due to the individual sources. Thus, it is convenient to represent the unknown current distribution as a weighted sum of elementary sources. The sources are chosen in advance to reflect a priori knowledge as to the location and orientation of the source currents; the weights are to be found by the inverse computation. If there is some prior information as to the magnitude of each source, it can be expressed as a probability distribution on the corresponding weight.
For example, in magnetoencephalography a set of current dipoles may be chosen as the elementary sources. The position and orientation of these dipoles are chosen to match the anatomy determined by magnetic resonance imaging. The volume currents induced by these dipoles may be included or ignored in computing the magnetic field due to each dipole.
More generally, a detailed electromagnetic finite element model (17) of the brain and head could be used, choosing as the elementary sources a dipole current in each element that might contribute to the field. The volume currents are computed with the finite element model, as are the magnetic fields due to the elementary source and volume currents.
The measurements of the generated magnetic field will not be exact but will contain some measurement noise. We will assume that this noise has mean zero and that its covariance matrix is known.
Thus, the prior knowledge used to constrain the reconstruction is expressed as (i) a set of elementary current sources which are consistent with the known anatomy and physiology; (ii) a probability distribution for the source amplitudes; and (iii) a probability distribution for the detector noise.
This approach provides both strong and weak constraints on the sources. The strong constraint is that the reconstruction will use only the selected set of elementary sources. The weak constraint is that the reconstruction will put most of the power into the more probable sources, unless the measurements clearly indicate that a less probable source is responsible. That is, a strong constraint will never be violated by the reconstruction, but a weak constraint will be, if the data support the violation.
The remainder of this paper divides roughly into three parts. The first part defines the source model and prior information and shows how to solve the forward problem of determining the field measurements from the source amplitudes. The second part defines several criteria for choosing the "best" approximate reconstruction for given measurements, derives the reconstruction methods corresponding to the different criteria, and investigates the relationships between the methods. The last part of the paper discusses the computer implementation of the methods and includes the results from a simulation study.
SOURCE MODEL
The unknown current distribution, J(~), is modeled as a weighted sum of N known elementary sources, J~@), in the form: N
J(?) = s qnJ,(?).
(1) n=l Each elementary source, in(r), is a vector-valued function giving the vector current density at any position, ~. Note that the sources are at positions fixed a priori; their positions are not free parameters to be estimated. Only the source amplitudes are unknown and must be estimated.
There are many possibilities for the set of elementary sources, ]n(~), depending on the assumptions made about the unknown distribution, J(~).
If the unknown distribution is assumed to be well described by a few localized sources, then it is reasonable to use a few current dipoles whose positions, magnitudes, and orientations are to be determined. The magnetic field measurements are nonlinear functions of the source positions and iterative solution is generally necessary. The methods described in this paper assume positions fixed a priori and are not directly useful; they could possibly be used to find optimal source amplitudes at each step of an iterative scheme for improving the source position estimates. If, however, the source locations are known a priori and only the amplitudes are unknown, the methods of this paper would be applicable.
If the unknown distribution is assumed to be smooth, it is reasonable to expand it in a set of basis functions; these basis functions are the elementary current sources. A grid of current dipoles (31) or a finite element mesh (17) define localized elementary sources; lead fields (31), multipole expansions (29) , or Fourier basis functions define nonlocalized elementary sources. Another possible basis set particularly well suited to finite element models is described later. Provided that the sources have fixed positions, the magnetic field measurements are linear functions of the source amplitudes and the linear methods developed in this paper can be used to solve the inverse problem. Any of the above basis functions could be used, though this paper focuses on current dipoles.
The vector q of source amplitudes qn is assumed to be a random vector with mean zero and covariance matrix A = Eqq T with entries a 2 = Eqiqj. If the expected amplitudes are not zero-mean, the shifted vector tl = q -Fq is zero-mean and can be used instead. Since A is a covariance matrix, it is symmetric and positive z semidefinite. The diagonal entries ann are non-negative and Otnn is the root-mean-square (RMS) amplitude of the nth source. The off-diagonal entries oL/~, i # j are the correlations between sources and may be positive, negative, or zero. Electrical activity in the brain and heart is spatially coherent and sources separated by less than the coherence length will be correlated; these correlations correspond to non-zero off-diagonal elements in A.
THE FORWARD PROBLEM
Using the Biot-Savart Law (13) , the magnetic field due to J is:
where I~0
--fR3
Jn(/9) X (F --p)
is the magnetic field at position 7 due to the nth source. It is assumed that the permeability is constant and equal to the permeability of vacuum Ix o = 4"rr • 10 -7 H/m. Now suppose that there are M detectors, the mth of which measures the component of the field in direction ~,n at position 7m. Furthermore, the measurement is contaminated by some noise wm. Then that measurement b m can be written as:
is the response of the mth detector to the nth source. The forward transfer coefficient Fmn can also be regarded as the lead field (31) of the mth detector integrated over the current distribution of the nth source. Rewriting these equations for bm in matrix form yields:
The noise vector, w, is assumed to be a random vector with mean zero and covariance matrix ~ = Eww r with entries cr/~ = Ewiwj. Since ~ is a covariance matrix, it is symmetric and positive semidefinite. Each diagonal entry 2 is the expected noise power of the ruth detector and is
I~ mm
non-negative; (r,~,~ is the RMS noise amplitude of the ruth detector. The off-diagonal entries (r/~, i ~ j are the noise covariances and may be positive, negative, or zero. If the noise is uncorrelated between sensors, then ~ is diagonal. The cross-covariance between the source and noise amplitude vectors is F = Eqw ~" with entries ~/~,, = Eq~w,n.
In many applications, there will be no source-noise correlation and I" will be zero.
Given these definitions, the measurement covariance is: B = Ebb r=FAF r+FF + FrF r+~.
In the case that F = 0, this simplifies to B = FAF r + 2s The expected signal power at the ruth detector is (where e m is the vector with one in the mth position and zeros elsewhere):
which is just the mth diagonal element of FAF r. The total signal power over all detectors is E,nl3~ = Tr(FAFr). The total noise power is EmCr2,~m = Tr(~) and so it is reasonable to define the signal-to-noise (power) ratio as:
Dividing the numerator and denominator by the number of detectors M yields the equivalent definition: O' avg are the average expected signal and noise power per detector. The signal-to-noise ratio expressed in decibels (dB) is 10 loglo SNR. The SNR for a particular system and experiment will depend on the signal sought (cardiogram, encephalogram, or evoked potential), instrument configuration (magnetometer or gradiometer), ambient magnetic noise, shielding, and signal averaging. Most practical experiments should fall in the range 0-40 dB.
Dipole Sources
In the particular case that each source Jn is a current dipole with moment qn at position Pn (and ignoring the volume currents), the field is: ~o 0,, x (7 -p,,) = --9 (11) Bn (7) 4'rr 117 -P. [I 3 and the forward transfer matrix F has entries:
[,1, 0 Sm " qn X (r m --Pn)
A "rotating" dipole of unknown orientation at a given position may be represented as two or three orthogonal fixed dipoles. The fixed dipoles may be oriented along the coordinate axes; normal and tangential to the cerebral cortex; or along the principal axes of the assumed probability density for the rotating dipole. In the last case, the fixed dipoles will be uncorrelated.
In magnetoencephalography, a dipole source will ordinarily be oriented normal to the cerebral cortex and the direction of J. may be chosen to match. If the surface is strongly curved, a normal dipole with large expected amplitude and two tangential dipoles with smaller expected amplitude may be used.
Sources for a Finite Element Model
The total current distribution consists of two distinct components (8): a nonohmic primary current JP(?) directly related to neural activation and an ohmic volume current jvff) required by charge conservation. The volume current in realistic head (5) and torso (28) geometries contributes significantly to the total magnetic field and must be included in the forward model; it can be computed by finite element (17) or boundary element (21) methods. Given such a finite element mesh, a natural choice for the elementary sources consists of an orthogonal triplet of dipole or distributed currents JPff) in each mesh element plus the corresponding volume currents jvff). That is, the elementary sources are the total currents:
j,,(~) = jP(~) + Jn(r). (13)
The total current due to all sources is then by superposition:
and so the primary current alone is:
n That is, given estimates of qn by some inverse method, it is possible to reconstruct either the total or the primary current. This is useful because the primary current is more directly related to the physiology of interest.
ASSUMPTION A
We pause here to introduce a technical assumption--to be called assumption A--that will be useful later. Precisely stated, we will assume hereafter that that none of the source amplitudes qn or the noise amplitudes Wm is (almost surely) equal to a linear combination of the remaining source and noise amplitudes. That is, every source and noise amplitude has some non-zero residual variance even after the effect of every other source and noise amplitude has been accounted for.
Assumption A is unlikely to be an issue in practice.
About the only way to violate it is to set some a priori source variance to zero or to use some field measurement twice; the problem is easily fixed by omitting the source with zero variance (since it is known a priori), choosing a nonzero variance, or omitting the redundant measurement. The value of assumption A is mathematical; it authorizes some algebraic manipulations that would otherwise be questionable. Specifically, the appendix derives the following consequences to be used later: (ii) The form EllDb][ 2 is strictly greater than zero for every non-zero matrix D.
THE INVERSE PROBLEM
The inverse problem is to find a "best" estimate r of the unknown source amplitude vector q from given values for the forward transfer matrix F, the field measurements b, and perhaps other information such as the noise covariance Z and source covariance A. This paper considers only linear inverse methods. That is, the best estimate c] is always computed in the form:
where H is a linear operator depending on F, A, Z, and F. The simple solution (] = F-lb does not work in general for inverse problems; F is rarely invertible and usually rectangular. The inverse problem is often both overdetermined in the sense that no solution r exactly solves Fq = b and underdetermined in that many different values of el provide equally close approximations. Different criteria for the "best" approximation lead to different inverse methods.
MINIMUM-NORM LEAST-SQUARES METHODS
The least-squares (LS) criterion is to minimize the residual:
which is a measure of the discrepancy between the measured and reconstructed field values. The least-squares solution is not necessarily unique; there may be many different solutions that achieve the minimum ~2. The minimum-norm least-squares (MNLS) criterion chooses from all these minimum-residual solutions the unique solution with smallest norm I1~112 No prior information is necessary and the value of I~ 2 can be computed for any given b.
The maximum likelihood (ML) criterion is, assuming that w is jointly Gaussian, to minimize the weighted residual:
which is a measure of the discrepancy between the measured and reconstructed field values, weighted by the a priori noise variance. As with least squares, the solution is not necessarily unique. Noise statistics are required, but source statistics are not.
If the noise amplitudes are assumed to be independent and identically distributed (1s = cr2I), then the MNLS solution minimizes the • statistic and is also the maximum likelihood solution.
The Moore-Penrose generalized inverse (sometimes known simply as the pseudoinverse) is a generalization of the matrix inverse to arbitrary rectangular matrices. It was first reported by Moore (18) in 1920 as the unique matrix satisfying certain algebraic conditions not relevant here, and rediscovered by Penrose (20) in 1955 using different but equivalent algebraic conditions. Of importance to the present paper is the fact (3) that it computes the MNLS solution.
The Moore-Penrose inverse can be computed from the singular value decomposition (SVD) (7) of the forward transfer matrix F. To fix notation, the SVD theorem states that the M • N matrix F can be decomposed in the form: The Moore-Penrose inverse of F is then:
and is equal to the ordinary matrix inverse if F is nonsingular. If F is singular, the system Fq = b is ill-posed and has infinitely many possible solutions; ~ = Fib is the particular solution with the smallest norm, or the minimum-norm least-squares (MNLS) solution. The Moore-Penrose inverse in its pure form is not generally suitable for inverse problems with measurement noise. Suppose that b = Fq + w and consider the estimate t] = Fib = FtFq + Ftw. The error due to noise is:
M#O which grows without bound as the singular values k k decrease toward zero. The error in ~] is roughly proportional to the reciprocal of the smallest singular value and can easily swamp the correct answer.
One simple cure is to drop all singular values less than a threshold ~, defining a truncated pseudoinverse:
Wang, Williamson, and Kaufman (30,31) have used a truncated pseudoinverse for magnetic source imaging, although they do not state their truncation criterion. The threshold ~ must be chosen with care, as is illustrated later in this paper; the weighted pseudoinverse method discussed below provides one systematic approach.
WEIGHTED PSEUDOINVERSE METHODS
The minimum mean square error (MMSE) or mean square criterion is to minimize the average reconstruction error:
which is a measure of the discrepancy between the reconstructed and the true current distributions. The error eZ = IIq -~11 e depends on the true distribution and cannot be computed for any specific b; only its mean value .qZ can be determined. The mean-square error ~12 depends on the source and noise statistics, so both of these must be known (or assumed) a priori.
To avoid the numerical problems of MNLS, Shim and Cho (25) have defined a weighted pseudoinverse (which they call the stochastic SVD pseudoinverse):
hk#O where the weights c k are chosen to yield the minimum mean-square error. Restricting the weights to zero and one yields a truncated pseudoinverse. Their derivation and resuits unfortunately contain some typographical errors; the following derivation hopefully corrects those errors without introducing any new ones, and generalizes their result by allowing correlations between noise and source amplitude (r ~ 0). Shim and Cho have applied the optimal truncated pseudoinverse method (OTPIM) and optimal weighted pseudoinverse method (OWPIM) to PET reconstruction; Jeffs, Leahy, and Singh (11) have used the optimal truncated pseudoinverse for magnetic source imaging of the brain.
To determine the optimal ck, write the source and noise vectors in terms of the singular vectors of F to obtain: N M q = E akvk and w = E skuk. (27) which are the diagonal entries of the rotated covariance matrices V~AV, UTs and VrFU, respectively. The no-2 0.2, tation here may be a bit confusing; the symbols ot 0, and ~/ij with two subscripts denote the entries of the unrotated covariance matrices A, 1~, and I'.
The optimal estimate of q is ~ = FWb with error: 
Then the mean-square error is:
for the optimal weighted pseudoinverse of F. Note that the off-diagonal covariances Eat, a~, Eskst, and Eaksl with k ~ I do not appear in the above expression. In effect, they are assumed to be zero. Equivalently, the covariance matrices VrAV, Ur~U, and vTFu are assumed to be diagonal. This is called the case of "coaxial" priors and will be discussed later.
If the weights are restricted to c k = 0 or c k = 1, the weighted pseudoinverse becomes a truncated pseudoinverse. Thus, any truncated pseudoinverse is a special case of the weighted pseudoinverse and will, in general, have a larger error than the optimal weighted pseudoinverse.
To obtain the optimal truncated pseudoinverse, consider the kth error term:
The minimum error is achieved when the smaller of the two possible values is taken; that is, the kth term should be retained if 2 2 O~2 ~:~ hk o-fib k < > 0-fl~ and dropped otherwise. Thus the optimal truncated pseudoinverse is:
M > Ok/ak 2 2 2
The ratio %hfl% can be interpreted as the signal-to-noise ratio for the source vector v k, so that the optimal truncated pseudoinverse retains exactly those terms for which the SNR exceeds one. Setting 0-2/h2 = ot 2 in equation (30) yields c k = 1/2, so rounding ck to 0 or 1 in the optimal weighted pseudoinverse yields the optimal truncated pseudoinverse. Note that the optimally truncated pseudoin-
Finding the minimum by the usual procedure yields the coefficients: 
OPTIMAL CONSTRAINED LINEAR

INVERSE METHOD
The Shim-Cho weighted pseudoinverse is optimal (in the MMSE sense) over all possible weighted pseudoinverses but is not, in general, optimal over all possible linear estimators of the form ~ = Hb.
The optimal constrained linear estimator is given by the matrix H that minimizes: for scalars c o, Cl, and c 2, which depend on ~H. Now H can minimize .q2 only if c 1 is zero for any value of 8H. To see this, assume on the contrary that there is some non-zero ~H such that c is not zero. Assumption A ensures that C 2 = EII~H(Fq + w)ll 2 = Ell~nbll / is positive whenever gH is not zero. Then .q2 has a unique minimum at ~'min : --C1/(2C2)" But this means that .q2 is smaller for H + r gH than for H. Thus, contrary to our assumption, H is not the minimum. Therefore, c I must be zero for every 8H.
The positivity of c2 also guarantees that .q2 has a minimum rather than a maximum. Furthermore, since .q2 is quadratic in e, the minimum is unique and there is no maximum. That is, the optimal H exists and is unique. 
which can be solved to yield:
where assumption A guarantees the existence of the inverse. Franklin (6) has developed essentially the same formula in the more general context of Hilbert space.
USEFUL SPECIAL CASES
There are several special cases in which the OCLIM filter reduces to previously known inverse methods.
Noise Uncorrelated with Sources
If the noise is uncorrelated with the sources, then F = 0 and the filter simplifies to:
This mean square estimator has been previously used by Helstrom (9) for image restoration and by Smith et al. (27) for magnetic source imaging. 
which is exactly the preconditioned pseudoinverse. The OCLIM filter as given in Eq. 37 is also related to the filtered backprojection algorithm for emission tomography (12) . The factor (FAF r + X) 1 filters the projections b, the factor F r backprojects, and A weights the result according to the a priori probabilities.
Furthermore, observe that: 
Thus the optimal filter can also be written in the form:
This form represents a variant backprojection algorithm in which filtering is done after backprojection; Budinger et al. call this the "filter of the backprojection algorithm" (2). The factor 2-~ corrects for noise variance in the projections, F r backprojects, and (A-1 + Fr2-1F)-1 filters the backprojected image.
Coaxial Priors
Suppose that the covariance matrices A, 2, and F all become diagonal when they are rotated into the U and V coordinates defined by the singular vectors of F. That is, suppose that the rotated matrices VrAV, Ur~U, and VrI'U are all diagonal. Then the matrices F, A, 2, and F can all be written in terms of the singular vectors u k and v k defined by the singular value decomposition of F. That is, Then the OCLIM filter can be expressed in the same axes as:
2 ~k VkUk,
which is exactly the optimal weighted pseudoinverse of F. That is, the optimal weighted pseudoinverse is obtained as a special case of the optimal constrained linear filter when the covariance matrices are coaxial with the forward transfer matrix; it is inferior to OCLIM otherwise. Except for the special case of uniform priors (discussed below), coaxial priors seem unlikely to occur in practice.
The truncated pseudoinverse can also be obtained as a special case of coaxial priors, although the assumptions required are rather perverse: cr k = 0 = ~k implies 
Pq(k)F*(k) H(k) = iF(k)lepq(k) + Pw(k) '
(44) which is the Wiener deconvolution filter (4).
Uniform Priors
In the case of "uniform priors," the approximate amplitude of the elementary sources is known but there is no basis for believing that any one is more active than any other; and the same is true of the noise amplitudes. That is, the source amplitude are independent and identically distributed; so are the noise amplitudes. Then every source has the same expected activity c~ 2, the covariance matrix A takes the form azI; the noise covariance ~ takes the form crzI and the cross-covariance F is zero. It follows that A, 2, and I' are all coaxial with any forward transfer matrix F. Then both OCLIM and OWPIM simplify to:
where we have used the fact that h k = 0 whenever k > K to reduce the upper limit from K' to K. Since FF r is positive semidefinite, the indicated matrix inverse exists whenever cr2/a 2 > 0. The only prior knowledge required is the ratio ~2/~2; thus this special case is useful for noisetolerant reconstruction given only rough estimates of source and noise amplitude.
This form can be regarded as a Marquardt (15, 16) regularization of the pseudoinverse F* = Fr(FF r)-l. One important difference is that the value of the regularization parameter is determined by the given value of ~2/~2 and need not be determined by experiment.
No Prior Information
The case of "no priors" may be approached by letting ot 2 go to infinity. In this case, the OCLIM filter goes to the limit:
which is just the Moore-Penrose inverse or the MNLS estimator. Taking the limit as the noise goes to zero (cr 2 ---> 0) yields the same result.
A POSTERIORI VARIANCE AND CONFIDENCE LIMITS
Given the additional assumption that q and w are jointly Gaussian, it is possible to determine the a posteriori variance and hence confidence limits on the estimate ~.
Suppose that x and y are zero-mean, jointly Gaussian random vectors with covariance matrices ~xx and ~yy and cross-covariance ~xy = ~yrx. Then (19) , for given y,x is normally distributed with mean:
and variance
Xxly : ~xx --~xy~;yl~yx 9
In the present problem, b is given and q is sought. Thus, we evaluate: 
which is exactly the MMSE estimate derived above for q and w with arbitrary distributions. Furthermore, the variance of q given b is: 
The reconstruction error ,q2 for the weighted or truncated pseudoinverse may be computed using the formula (29) for coaxial priors; for general priors, the general priors, the general formula (59) just given must be used instead.
For OCLIM with F = 0, using the fact that:
and substituting into (59) yields the mean square error:
. 
where A is defined by equation (52).
Much research effort has been devoted to the efficient computer implementation of operations in linear algebra. The following three paragraphs briefly summarize the most useful results for the present purpose; more extensive discussions may be found in Golub (7) or another textbook on numerical linear algebra. Many of these algorithms are available in the LAPACK and BLAS libraries (1) , which are written in FORTRAN 77; these two libraries were used to implement OCLIM.
The operations of computing the product of a matrix and a vector, the product of two matrices, the sum or difference of two matrices or vectors, and the product of a scalar and a vector or matrix can all be implemented in the obvious fashion from their definitions. A product of the form y = ATx can be directly implemented as yg = EjAjix j without explicitly computing the transpose;
similarly, products such as XrX and AFr can be done directly.
The operation of solving the linear system Ay = x for given A and x benefits from a less direct approach. If A is symmetric and positive definite (which holds for all the linear systems considered in this paper), it has a Cholesky decomposition A = RR r where R is lower triangular. Efficient algorithms for computing the Cholesky decomposition are known and may be found in any textbook on numerical linear algebra. Furthermore, there are efficient algorithms, known as back substitution and forward substitution, for computing expressions of the form A-~x, R-ix, and R-1S once the Cholesky decomposition is known.
The operations of computing the norm of a vector and the Frobenius norm of a matrix can also be implemented in the obvious fashion from their definitions and are included in BLAS. Computing the trace of a matrix is not included but can be done trivially from the definition.
The implementation of OCLIM breaks into two parts: a setup or initialization which is independent of the measured values b and can be done in advance, and the computation of the estimate ~ for one or more measurement vectors b. Only the case F = 0 is considered here; that is, the noise is assumed to be uncorrelated with the sources. 
Reconstruction
all singular values less than 10-lO times the largest singular value were forced to zero. Figure 1 shows one of the test configurations. The sources are arranged in a 4 • 4 cm 2 planar array perpendicular to the detector plane, and centered below that plane with its nearest edge 1 cm away. The source plane contains an 8 • 8 array of current dipoles directed perpendicular to the plane. For nonuniform priors, the 28 sources in the central cruciform region are assigned a source variance ot 2 = 1.0; the remaining sources are assigned a different source variance ot 2 = 0.01. For uniform priors, all 64 sources are assigned the same source variance (X 2 = 1. Figure 2 shows the detector array, which has a 12 x 12 cm 2 planar array of 144 detectors arranged in a 12 x 12 grid. Each detector measures the magnetic field perpendicular to the plane of the array. Noise amplitudes taken from independent normal distributions with mean zero and variance O "2 are added to each field measurement.
This test configuration does not accurately model any real magnetometer or clinical application; it is intended to provide a fair comparison of the methods but not to demonstrate the results possible in any particular application. 
SIMULATION RESULTS AND DISCUSSION
The four reconstruction methods discussed in this paper have been implemented in FORTRAN 77 for noise uncorrelated with sources (F = 0) and independent priors (A and ~ diagonal). The LAPACK and BLAS libraries (1) were used for linear algebra computations. All computations were done in double precision.
This computer implementation was used in a Monte Carlo simulation to verify the theoretical results above.
Three different geometrical configurations were tested, each at five different signal-to-noise ratios. All sources were modeled as current dipoles. In the MNLS method, retained (denoted hm). Curves are shown for SNR = 127 dB (leftmost), 87 dB, 47 dB, and 7 dB (rightmost); the corresponding noise variances are (rz = 10 -z~ 10 -16, 10 -;~, and 10 -8. The error rises sharply as h,, is decreased below the optimal value (r/a; thus it is generally better to retain too few terms than too many. Figure 4 shows the reconstruction error with non- Signal-to-noise ratio (dB) FIGURE 4. Reconstruction error (log scale). The reconstruction error ~z is plotted as a function of signal-to-noise ratio for all four reconstruction methods with nonuniform priors. The source variance is held constant while the noise variance is changed. MNLS has by far the worst reconstruction error; the other three methods are barely distinguishable on this plot. Figure 5 shows the other three methods in an expanded plot.
uniform priors for the four inverse methods as the SNR varies from -37 dB to 123 dB (and noise variance (r2 from 10 -20 to 10-4). The MNLS method is much worse than the other three, with reconstruction error orders of magnitude larger than the true solution. Figure 5 shows the reconstruction error for OTPIM, OWPIM, and OCLIM only. The optimally truncated and weighted pseudoinverses give similar results, with OWPIM slightly better. OCLIM is definitely better than either, with the difference increasing as the SNR increases. Figure 6 shows the mean residual E• 2 for all four methods under the same conditions. MNLS has the smallest residual, which is independent of the SNR. The other three methods have a moderately larger residual which decreases as the SNR increases; differences among OTPIM, OWPIM, and OCLIM are slight.
Uniform priors give similar results, except that OCLIM and OWPIM become identical in this case.
Note that the knowledge of approximate source and noise amplitudes provided by the priors has allowed OCLIM, OWPIM, and OTPIM to generate much better solutions than MNLS. That is, knowing the expected signal and noise amplitudes regularizes the pseudoinverse and tames an otherwise ill-conditioned problem.
In summary, MNLS provides the best mean residual EX 2 but does so only by allowing an extremely large reconstruction error ,q2. Truncating the pseudoinverse reduces the error but increases the residual. For uniform priors, OTPIM, OWPIM, and OCLIM all give similar errors and residuals. For nonuniform priors, OCLIM has smaller error than any of the other methods, with residuals similar to OTPIM and OWPIM.
For this test configuration, initialization (steps 1.0-1.9) and reconstruction (steps 2.1-2.4) for a hundred data sets take about a second on a workstation class computer. There are only minor differences in the execution time required for the four different reconstruction methods. dipole was active with amplitude 8 and all other sources were zero. The lefthand plot of each pair was reconstructed with OCLIM; the righthand plot with OWPIM. The dipole is at the position indicated by the dot and is pointing out of the page. Grey shading indicates areas of current flow into the page. Figure 7 shows three reconstructions of sources consistent with the priors (i.e., sources in region A). The top pair shows a source relatively near the detector array. Both reconstructions correctly localize the true source, but the OCLIM reconstruction has higher peak amplitude and is more narrowly localized in space. The artifacts in the OCLIM reconstruction are all less than the a posteriori standard errors.
The middle pair shows a source further from the detectors. Both reconstructions are displaced toward the detectors. OCLIM is still higher and narrower than OWPIM. The bottom pair shows a source distant from the detector array. Neither method gives a good reconstruction. OCLIM appears to localize the source but the amplitudes are less than the standard error. OWPIM hardly localizes the source at all.
In some additional simulations done at a high SNR (83 dB), both shallow and deep sources were accurately localized without any displacement toward the surface. One of the reviewers commented that displacements toward the surface have been seen by other researchers; it appears that this effect occurs only for certain combinations of source depth and signal-to-noise ratio. Figure 8 shows two reconstructions of sources inconsistent with the priors. OCLIM forces the reconstruction to fit the assumed priors and incorrectlY localizes both shallow and deep sources. OWPIM produces a reasonable reconstruction for a shallow source but again hardly localizes a deep source.
CONCLUSIONS
If the unknown current distribution is expressed as a linear combination of elementary current distributions in fixed positions, the magnetic field measurements are linear in the unknown source amplitudes. If, in addition, the cost function to be minimized is either the mean-square error (reconstructed minus true currents) or the square residual (measured minus reconstructed fields), the unknown source amplitudes may be found by solving a linear problem. This offers several advantages: the problem is well understood theoretically, and software for its solution is readily available, there is only a single, global minimum; and efficient and reliable computer codes for linear algebra are readily available.
The minimum-norm least-squares (MNLS) method, also known as the Moore-Penrose inverse and the generalized inverse, provides a lower residual than any other method but does not exploit prior knowledge. However, if the problem is poorly conditioned and there is measurement noise, its reconstruction error can be orders of magnitude larger than the true current distribution. Magnetic imaging is both noisy and poorly conditioned, so MNLS is not generally suitable. Truncating the pseudoinverse can yield better results, but it is usually still inferior to the newer methods described in this paper.
The weighted pseudoinverse developer by Shim and Cho generalizes MNLS by including an arbitrary weight in each term of the outer product or spectral expansion of the Moore-Penrose inverse; a truncated pseudoinverse is obtained by restricting the weights to zero and one. Choosing the weights to minimize the mean-square error yields an optimally weighted pseudoinverse method (OWPIM) or optimally truncated pseudoinverse method (OTPIM). The source and noise covariance matrices determine the optimum but only the diagonal entries are used; that is, no account is taken of spatial correlations between sources. Prior knowledge of the source and noise covariance is required but nonuniform priors are permitted only in special cases. OWPIM and OTPIM generally have meansquare error larger than OCLIM and residuals larger than MNLS.
The optimal constrained linear inverse method (OCLIM) derived in this paper uses prior knowledge to obtain a minimum mean-square error estimate of the current distribution; OCLIM can be efficiently computed using a Cholesky decomposition. Any source and detector configuration is allowed as long as their positions are fixed a priori. Any correlations between source and noise amplitudes are permitted, including spatial correlations between sources or between detectors. OCLIM locates point sources more precisely than OWPIM but is prone to artifacts when the true sources are inconsistent with the priors.
OCLIM reduces to the optimally weighted pseudoinverse method when the source amplitudes are independent and identically distributed and to the minimum-norm least-squares estimate in the limit of no measurement noise or no prior knowledge of the source amplitudes.
All four methods are fast to compute, taking about a second on a workstation for a problem with 64 sources and 144 detectors.
Of these methods, OCLIM appears the best suited to magnetic imaging, since it exploits prior information, provides the minimum reconstruction error, and is no more expensive to compute than the others.
APPENDIX
Assumption A states that that none of the source amplitudes qn or the noise amplitudes w m is almost surely equal to a linear combination of the remaining source and noise amplitudes. That is, every source and noise amplitude has been accounted for. This appendix derives certain useful consequences of that assumption. If the set x~ ..... x n is not linearly dependent, it is linearly independent.
Definition:
Proposition: Assumption A implies that the set {q,w} is linearly independent.
Proof:
Suppose that q and w are linearly dependent. Then there exist vectors u and v, not both zero, such that 
A most surely. But at least one component of u or v is non-zero. Say that component is u;. Then solving for q; yields a linear expression in the remaining components that is almost surely equal to qi. Thus, assumption A must be false. Suppose that a set of random vectors is linearly dependent. Then adding any additional random vector to the set yields a linearly dependent set. Set the coefficient of the added vector to zero. Any subset of a linearly independent set is linearly independent. The vector q is linearly independent. So is w. The measurement vector b = Fq + w is linearly independent. Suppose that b is linearly dependent. Then there exists a non-zero constant u such that urb = 0 almost surely. But this implies that urFq + uTw = 0 almost surely. Thus q and w must be linearly dependent. Suppose that the random vector x is linearly independent. Then the correlation matrix ~ = Exx T is nonsingular. 
