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Abstract
In recent years, emerging hardware storage technologies have
focused on divergent goals: better performance or lower cost-
per-bit of storage. Correspondingly, data systems that employ
these new technologies are optimized either to be fast (but
expensive) or cheap (but slow). We take a different approach:
by combining a heterogeneous set of fast and low-cost storage
technologies within the same system, we can achieve a Pareto-
efficient balance between performance and cost-per-bit.
This paper presents the design and implementation of Pris-
mDB, a novel log-structured merge tree key-value store that
exploits the full spectrum of heterogeneous storage tech-
nologies simultaneously. We introduce the notion of “read-
awareness” to log-structured merge trees, which allows hot
objects to be pinned to faster storage, achieving better tiering
and hot-cold separation of objects. Compared to Mutant, a
prior key-value store for heterogeneous storage, and RocksDB,
PrismDB can achieve up to 5.8× and 5.1× higher throughput
(respectively), reduce read tail latency by 10× and 10.7×, and
reduce update latency by 10.3× and 9×.
1 Introduction
Several new hardware storage technologies have emerged over
the past few years, expressing the competing goals of improv-
ing the performance and reducing the cost of storage. On one
side, high performance non-volatile memory (NVM) technolo-
gies, such as 3D XPoint [4, 65] and Z-NAND [8], provide la-
tencies of 100s of nanoseconds to 10 µs, making them suitable
as DRAM replacement for different workloads [23, 24, 58].
On the other end of the spectrum, cheap and dense storage
such as QLC NAND [42, 44] enables applications to store
vast amounts of data on flash at a low cost-per-bit. Yet with
this lower cost, QLC has a higher latency and is significantly
less reliable than less dense flash technology.
Table 1 compares the wide range of cost and performance
across three representative storage technologies, showing the
tradeoffs between their reliability (P/E cycle lifetime), nor-
malized cost, and read and write latency.
In short, each of these emerging hardware technologies
introduces its own set of benefits, trade-offs, and limitations
related to performance, cost, and endurance. As an example,
Table 1 illustrates the read latency of Optane (NVM), TLC,
and QLC, using the fio [3] benchmark. There is a roughly 15×
performance difference between Optane and QLC on random
reads, and sequential reads show a similar trend (not shown
here). Yet this performance comes at a steep cost: Optane
costs nearly 10× per GB compared to QLC. Endurance also
varies widely: dense flash technologies such as QLC NAND
impose a limitation on how many times they can be written
to before they get worn out [43].
It is hard for system architects to reason about these
unique performance, cost, and endurance characteristics when
developing software data systems, and many studies have
shown that simply running existing software systems on
new hardware storage technologies often leads to poor re-
sults [22–24, 40]. Therefore, significant recent effort has
sought to build new databases, file systems, and other soft-
ware storage systems that are architected specifically for these
new technologies [22, 23, 33, 38, 40, 54, 71].
However, we argue that these new architectures do not
go far enough in rethinking the use of emerging hardware
technology, as they continue to take the legacy perspective
of the storage substrate as a homogeneous and monolithic
layer. They choose one point in the design space: very fast
but expensive [23, 38, 71] (e.g., by using 3D XPoint), or very
cheap but slow [54] (e.g., by using QLC NAND).
Conversely, this paper explores how a key-value store can
simultaneously leverage multiple new storage technologies
to realize more optimal trade-offs between performance, en-
durance and cost. In particular, we investigate combining
heterogeneous storage technologies within a Log-structured
Merge Tree [50] (LSM), a widely-used data structure that
powers many modern flash-based databases and key-value
stores (e.g., Google’s BigTable [15] and LevelDB, Apache
Cassandra [37], Facebook’s RocksDB [21] and MySQL stor-
age backend [41], MongoDB [45], and PebbleDB [51]).
At a high-level, LSM trees maintain high write rates by
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NVM TLC QLC
Lifetime (P/E cycles) 18,000 540 200
Cost ($/GB) $1.3 $0.4 $0.1
Avg Read Latency (4KB) 26µs 195µs 391µs
Avg Write Latency (64MB) 121µs 216µs 456µs
Table 1: Comparison of representative lifetime, cost, and read
and write latency of new storage technologies: Optane SSD
(NVM), and two generations of flash (TLC and QLC NAND,
which have three and four bits per cell, respectively). The
cost numbers are based on the cost of consumer devices as
of July 25, 2019 on Amazon (Intel’s Optane SSD 900P, 750
Series and 760P), and the lifetime numbers are based on pub-
licly available information [20, 31, 64]. Latency numbers are
computed using Fio [3] benchmark.
buffering multiple updates in memory, then sorting the up-
dates’ keys before writing the new keys and values as a block
to disk to the first level of the LSM tree. Multiple blocks from
one level are then merged into lower levels, ensuring that
blocks at each lower level are sorted and disjoint. As these
sorted blocks can be written as large sequential writes, they
are thought to be a good fit for flash-based storage, which
requires large contiguous writes for maintaining performance
and endurance.
Existing LSM tree-based databases assume all levels are
stored on a homogeneous storage medium. However, the ac-
cess patterns to these levels are not homogeneous. Objects
stored in the higher levels of the LSM are read and updated
much more often than objects stored at the bottom layers.
Therefore, the upper levels of the LSM tree (e.g., L0, L1, L2)
would benefit from using a high performance, high endurance
(and more expensive) storage medium such as NVM. On the
other hand, the lower levels (e.g., L3, L4, or the last couple of
layers of the LSM tree), which store 90% or more of the data,
can use a much cheaper form of storage such as QLC NAND.
In addition, since they are updated much less frequently, these
lower levels can meet the lower endurance requirements of
cheaper flash storage (i.e., fewer P/E cycles). To summarize,
this heterogeneous LSM tree design would allow an LSM tree
to enjoy the performance benefit of using fast storage (e.g.,
Optane) to speed up frequently read objects from high levels,
while maintaining a low cost-per-bit, since over 90% of data
would be stored in the lower, less frequently accessed levels
on cheaper storage (e.g., QLC).
Yet, we have found that this observation cannot be naively
applied to LSM trees. We show that a straightforward het-
erogeneous implementation, where different LSM levels are
mapped to different storage technologies, performs only
marginally better than an LSM tree fully mapped on the
slowest storage. We make the observation that LSM trees
by default are “write-aware”, i.e., the key layout in the tree
is dictated by the order of the writes. This fundamentally re-
stricts the ability of LSM implementations to fully exploit the
performance benefits of heterogeneous storage.
In this paper, we introduce the notion of “read-awareness”
to LSM trees. In read-aware LSM trees, the key layout within
the tree is influenced by both the write order as well as the
read order of keys. Existing LSM implementations always
compact all the keys down from upper to lower levels. We pro-
pose a new compaction algorithm called pinned compaction,
in which keys that are read more often are retained in the
same level. Unlike traditional compaction, our compaction al-
gorithm also allows for keys to rise up the tree levels towards
faster storage, while maintaining consistency.
We present the design and implementation of PrismDB, a
key-value store built on top of RocksDB that implements
read-awareness via pinned compactions. In order to add
read awareness to the LSM tree, PrismDB needs to decide
which objects to pin during compaction time. To this end,
it uses a lightweight object popularity mechanism based on
the CLOCK algorithm. In order to convert the CLOCK value
to a pinning policy, PrismDB dynamically estimates the dis-
tribution of CLOCK values across different keys, and uses
that distribution to determine which objects to pin during
compaction.
Our paper makes the following contributions:
1. We introduce the first holistic evaluation of LSM trees on
heterogeneous storage technologies taking cost, perfor-
mance, as well as endurance into account.
2. We identify limitations of deploying existing LSM tree
key-value stores on heterogeneous storage.
3. We propose a new LSM tree variant—the read-aware
LSM—and a new compaction algorithm that unlocks the
full benefit of heterogeneous storage.
4. We compare PrismDB to Mutant, a prior key-value store
for heterogeneous storage, and RocksDB running on het-
erogeneous storage, and show that PrismDB achieves up
to 5.8× and 5.1× higher throughput (respectively), re-
duces read tail latency by 10× and 10.7×, and reduces
update latency by 10.3× and 9×.
2 Background
We provide a brief background on new storage technologies,
as well as on log-structured merge (LSM) trees.
2.1 Trends in Storage
In recent years, storage devices have evolved in two orthogo-
nal directions: faster (and more expensive) non-volatile mem-
ory and cheaper (and slower) dense flash. New fast and per-
sistent memory technologies, such as 3D XPoint [4, 44] and
Z-NAND [8], which we refer to collectively throughout the
paper as Non-Volatile Memory (NVM), provide low random
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Figure 1: Elements of a Log Structured Merge Tree.
read and write latencies of 10s µs or less. Due to their low la-
tency and high throughput, and since they are cheaper per bit
than DRAM, they have the potential to serve as a replacement
for DRAM in datacenter use cases [23, 24, 65, 66].
On the other end of the spectrum, flash technology has
become ever more dense and cheap. Flash manufacturers
have been able to pack more bits in each device, both by
stacking cells vertically (3D flash), and by packing more bits
per memory cell. However, making devices denser also causes
their latency to increase and makes them less reliable [29, 44,
49,54,64]. The latest QLC technology, which packs 4 bits per
memory cell, can only tolerate 100–200 write cycles before
it becomes unusable [49, 55, 64]. For this reason, the main
current use case for QLC is for applications that issue a small
number of writes [54, 56].
2.2 Log-Structured Merge (LSM) Trees
In LSMs (Figure 1), data is written first into DRAM, where it
is stored in Memtables, which are in-memory data structures
based on Skiplists [7]. Once a Memtable becomes full, its
data is written into a Sorted String Table (SST). An SST is
a file on disk that contains sorted variable-sized key-value
pairs that are partitioned into a sequence of data blocks. In
addition to data blocks, the SST stores meta blocks, which
contain Bloom filters and the metadata of the file (e.g., data
size, index size, number of entries).
SST files are stored in flash in multiple levels, called L0,
L1, and so forth. L0 contains files that were recently flushed
from the Memtable. After L0, each level is comprised of SSTs
that are disjoint (in keyspace) from other SSTs on the same
level, and the LSM maintains a sort order over each level’s
SSTs. To find a key, a binary search is first done over the start
key of all SST files to identify which file contains the key.
Only then, an additional binary search is done inside the file
(using its index block) to locate the exact position of the key.
Each level also has a target size that specifies the volume
of data that should be stored in the level, typically with an
exponentially increasing capacity (e.g., in Figure 1, the level
size multiplier is 8). Once a level reaches its target size, a
compaction is triggered. During compaction, at least one SST
file is picked and merged with its overlapping key range in
the next level.
The motivation for the original LSM Tree [50] was to de-
sign an indexing data structure for higher write throughput,
targeting for storage devices that require large contiguous
writes to exhibit good performance (initially magnetic disks
to avoid seeks and later flash for full-page-sized writes). An
LSM tree inherently trades off read performance for most
efficient writes. Due to its relatively efficient handling of
writes, even with the shift in workloads becoming more read-
heavy—which has led to the introduction of some auxiliary
data structures such as SST fence pointers, bloom filters, and
read caches to improve read performance [5, 7, 21]—the core
structure of the LSM tree has stayed largely unchanged over
the past 25 years.
In short, the order of write operations dictates the organiza-
tion of keys at the tree levels, and so we refer to LSM trees
as “write aware”. In particular, read operations do not change
the key layout in the LSM tree, i.e., an LSM tree does change
the placement of particular objects based on the frequency
that they are read. As we shall see, however, this distinction
becomes crucial for achieving better read performance when
employing LSM over heterogeneous storage.
Read Optimizations in LSM Trees. As mentioned, LSM
trees have introduced several auxiliary data structures to im-
prove read performance. Recall that a key can be located in
any level in the LSM tree (and in fact, in multiple levels si-
multaneously in the case of updates or deletions). To avoid
reading a potential on-disk SSTable per level, LSM trees such
as RocksDB [7] employ in-memory Bloom filters [1] per SST
to check whether the key possibly exists in the SST before
reading it from disk.
LSM trees additionally cache LSM blocks in memory for
accelerating reads. The block cache caches entire SST file
blocks using the least-recently-used (LRU) algorithm. In ad-
dition, the LSM trees may rely on the operating system’s
page cache, which also caches at the block level. These block
and page caches operate at the block level because storage
is typically block addressable and reads happen at a page
granularity (commonly 4 KB). Since key-value objects can be
as small as tens of bytes [14], caching at an individual object
granularity would mean discarding the rest of the page data,
which would reduce I/O utilization. This creates a mismatch
between the granularity of caching (4 KB blocks) and object
sizes (10s-100s of bytes), which we analyze in §3.3.
3 LSM Performance on Modern Storage
In this section, we present an evaluation of LSM tree perfor-
mance on both homogeneous and heterogeneous storage, and
highlight the shortcomings of existing LSM tree design when
attempting to utilize heterogeneous storage. Throughout the
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Figure 2: RocksDB throughput utilizing homogeneous and
heterogeneous storage (Fig. 2a). Throughput measured us-
ing the YCSB benchmark, with a 95:5 read-update ratio and
Zipfian 0.99 distribution of requests to keys. Heterogenous
storage is configured as Optane for L0-L2, TLC for L3, and
QLC for L4 (Fig 2b).
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Figure 3: Comparing the distribution of writes and reads
across LSM tree levels (L0-L4) and block cache (bc), using
YCSB to generate workloads.
paper, we use RocksDB, an open-source key-value store used
by Facebook [14] and others [46], as our baseline LSM tree
implementation.
3.1 Homogeneous Storage
We first evaluate RocksDB on a homogeneous, single-disk
setup using the YCSB benchmark. We compare its perfor-
mance on three homogeneous configurations: Optane, TLC,
and QLC. Figure 2a shows the throughput and read latency of
running RocksDB on these varying technologies. RocksDB
running on Optane has roughly 2.7× and 4× higher through-
put compared to TLC and QLC, respectively.
We make the observation that while an LSM tree is a single
logical data structure, each one of its levels has very differ-
ent performance and endurance requirements, as depicted in
Figure 12. Objects stored in the upper levels of the LSM are
read and updated much more often than objects stored at the
bottom layers. Therefore, the higher levels would benefit from
using a high performance and high endurance (and more ex-
pensive) storage medium such as NVM. The lower levels on
the other hand, which store 90% or more of the data, can use
a much cheaper form of storage such as QLC NAND. In ad-
dition, since they are updated much less frequently, they may
Benchmark Memtable L0 L1 L2 L3 L4
YCSB 25% 3% 2% 5% 16% 49%
Table 2: Distribution of point read queries across LSM levels
with block cache disabled. Block cache is only effective at
caching objects present in upper levels (Figure 3b).
meet the endurance requirements of cheaper flash storage. On
the other hand, QLC has much slower read latency, so query
latency can suffer if a high fraction of reads are served from
L4 (as in Figure 3b).
3.2 Heterogeneous Storage
We next examine how well the LSM tree performs on a het-
erogeneous setup. The LSM tree running on heterogeneous
storage is referred to as LSM-het for the remainder of the
paper. We use a 5-level LSM tree, where each level is mapped
to a different storage tier. In Figure 4, we simulate the cost
vs. performance trade off of different configurations, by simu-
lating the read latency and cost of each level, when they are
placed on different storage technologies.
In order to simulate endurance constraints, we assume the
storage devices need to last for at least 3 years, which is a
typical lifetime for storage devices. Therefore, if a particular
storage technology has been written to too much to last 3
years, we add additional spare storage capacity to that tech-
nology until we reach enough storage to achieve the 3 year
limit. This method follows the same principle used by enter-
prise flash devices, which are provisioned with spare capacity
to achieve higher endurance for write-heavy workloads.
The ideal points on the Pareto frontier of the curve, as
expected, are those where upper levels use the same or a
faster storage technology than the lower levels. In the paper,
we examine one of the points on the Pareto frontier, NNNT Q,
(depicted in Figure 2b), which maps LSM levels L0-L2 to
NVM, L3 to TLC, and L4 to QLC, which contains the key
space of the entire database.
We modified RocksDB to map different levels onto differ-
ent storage types, and again evaluate its performance with the
YCSB [18] benchmark. We observed that even though LSM-
het has faster storage components, it performs only marginally
better than an LSM that is fully mapped to the slowest stor-
age QLC (Figure 2a), and it has about 3× worse throughput
compared to the LSM running fully on Optane. In short: a
heterogeneous RocksDB configuration pays the extra cost
of faster storage but does not achieve any significant perfor-
mance boost.
Why the lack of performance improvement? Table 2 shows
that roughly 65% of read queries for specific keys are served
from either L3 and L4 levels, which are mapped on slower
storage. This completely diminishes the impact that the faster
4
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Figure 4: Simulation of the trade-off between average read latency (in µs) and storage cost (cents per GB) when storing data in
an LSM tree, with a minimum storage lifetime constraint of 3 years. Percentages of reads and writes across LSM levels are based
on RocksDB production data [21] for a total database size of 223 GB. The result of each possible hardware configuration is
shown in the figure. The hardware configuration is represented by a five-tuple, corresponding to each level of the LSM tree,
where N is Optane SSD (NVM), T is TLC SSD, and Q is QLC SSD. Blue represents homogeneous configurations, and the red
configuration (NNNT Q) is used as the default one in this paper.
storage tier would have on read latency. In particular, optimiz-
ing LSM trees for heterogeneous storage can be thought of a
multi-tiered storage problem, where the first tier is DRAM,
the second is NVM, and the remaining are one or more types
of flash devices (or even HDDs). Yet we cannot rely on LSM’s
traditional design to organize the tree into an efficient multi-
tiered storage system, since it does not try to keep popular
objects in higher levels of the LSM tree. In §4, we show how
we can transform the existing LSM data structure to account
for the read performance of different storage technologies.
3.3 Caching Efficiency
Single and multi-disk experiments show that it is critical to
consider LSM level dynamics while deploying LSM trees
over heterogeneous storage. We now turn to another crucial
aspect: the caching dynamics of LSM tree systems.
As discussed in §2.2, LSM trees cache at a block granularity
(4 KB or more) to maximize I/O utilization. However, typical
key-value pairs in production workloads are on the order of
tens to hundreds of bytes [14,21,47]. Since the layout of keys
within blocks is only dependent on writes, SST blocks contain
objects with different read popularity.
Therefore, LSM tree block-level caching turns out to be
less effective, as a significant percentage of the objects in the
block cache may not be popular. This general limitation of
LSM trees affects both the homogeneous and heterogeneous
storage setups and is a key aspect of our design.
Figure 5: PrismDB system diagram.
4 PrismDB Design
In this section, we introduce PrismDB, a read-aware LSM tree.
We first discuss design challenges, and then detail PrismDB’s
main design components.
PrismDB is comprised of three main components. The
tracker is responsible for tracking which objects are popular.
The mapper keeps track of the distribution of object popularity
across the entire LSM tree and translates that distribution to
an actionable algorithm for selecting which objects to pin,
so that the placer can ensure that popular objects remain on
higher levels of the LSM tree, where they will be stored on
faster storage when employing heterogeneous hardware.
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4.1 Tracker: Lightweight Tracking of Keys
The first component in PrismDB, the tracker, is responsible for
tracking which objects are frequently read at a low overhead.
There is a large body of work on how to track and estimate
object popularity [12, 53, 57, 61, 62]. However, many of the
existing mechanisms require a relatively large amount of data
per object, in order to track various access statistics (number
of prior accesses, frequency, relationships with other objects,
etc.) [12, 53]. Given that key-value objects are often small
(e.g., less than 1 KB [14, 16, 47], we need to limit the amount
of metadata we use for tracking purposes per object, yet main-
tain an accurate prediction on how “hot” the object is, or how
likely it is to be read or updated in the near future. In addition,
LSM tree implementations support a high number of con-
current write and read operations to the database [5, 7]. This
requires a high performing popularity tracking mechanism
that can track millions of small objects at high throughput.
CLOCK [19] is a well-known classical approach that ap-
proximates least recently used (LRU) while offering better
space efficiency and concurrency [22, 26]. Using a single
CLOCK bit only captures recency, and employing multiple
clock bits can be used to also track frequency. This makes
CLOCK an attractive option for estimating the relative popu-
larity of different keys, in order to group more popular keys
into higher levels of the LSM tree.
PrismDB’s tracker implements the multi-bit CLOCK al-
gorithm for lightweight object tracking. The tracker uses a
concurrent hash map that maps keys to their CLOCK bits.
Each LSM read requires the tracker to update the CLOCK
bits of the object that was read. Since setting the CLOCK
bits is on the critical path of reads, the set operation needs to
be lightweight. This leads us to make several performance
optimizations in the tracker.
First, in order to save space, the tracker does not store
CLOCK bits of all key-value pairs in the system, only the
most recently read ones. Second, the tracker is optimized for
concurrent key insertions and evictions. Traditional CLOCK
implementations use a doubly linked list or a circular buffer
that contains the CLOCK bits along with a hash map that
contains the mapping from key to CLOCK bits, which re-
quires that insertion and eviction operations be serialized. In
contrast, PrismDB’s tracker does not keep a separate buffer
from the hash table. Therefore, it does not require any extra
synchronization for those operations, and relies on the syn-
chronization provided by the concurrent hash map. Third, the
tracker conducts eviction offline, in a background process, so
that when a key-value read causes a new key to be inserted
into the tracker, that doesn’t trigger eviction of an older key
in the critical path.
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Figure 6: Clock value distributions of PrismDB using the
YCSB working with a Zipfian 0.99 distribution.
4.2 Mapper: Enforcing the Pinning Threshold
Ideally, we would like to be able to set a “pinning” threshold
on the popular keys; i.e., at each pass of the compactor, Pris-
mDB should pin some percent (e.g., 10%) of the most popular
objects that are being tracked by the tracker to the same level.
However, the actual relative popularity of the object de-
pends on the CLOCK bit distribution. For example, if Pris-
mDB wants to enforce a pinning threshold of 10%, and exactly
10% of keys have all their CLOCK bits set to 3 (using a two
bit CLOCK), then PrismDB should pin all the items with
a CLOCK value of 3. However, if 50% of the keys have a
CLOCK value of 3, then PrismDB should not pin all items
with the CLOCK value 3, otherwise it will significantly ex-
ceed the desired pinning threshold. To illustrate, Figure 6
shows an example of the CLOCK distribution over YCSB,
using the default Zipfian distribution (0.99).
To this end, the mapper is responsible for keeping track
of the CLOCK value distribution, and uses the distribution
to enforce the pinning threshold. In order to maintain the
CLOCK value distributions, the mapper maintains the aggre-
gate number of keys that have a particular CLOCK value in
an array. The array gets updated during insertion and eviction.
During eviction, the tracker keeps count of the CLOCK val-
ues of all the items it decremented and the item it evicted and
updates the mapper with the new distribution. It also updates
the mapper when a new item is inserted into the hash map.
Pinning Threshold Algorithm. In order to enforce the pin-
ning threshold, the mapper uses the following algorithm,
which is best illustrated with an example. Suppose the
CLOCK distribution is similar to the one depicted in Fig-
ure 6 (after the distribution stabilizes), where the percentage
of keys with a CLOCK value of 3 is about 10%, the percent-
age of those with a value of 2 is 10%, the ones with a value
of 3 is 30%, and the remaining 50% have a CLOCK value of
0. Suppose the desired pinning threshold is 15%. If the placer
encounters an item with a CLOCK value of 3, it will always
pin it. If it encounters an item with a CLOCK value of 2, it
will flip a coin whether to keep it or not (in this example, with
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weight 0.5). If it encounters an item with CLOCK value of 1
or 0, or an item that is not currently being tracked (recall the
tracker does not track all items in the database), that item will
be compacted down.
To summarize, the mapper satisfies the pinning threshold
using the highest-ranked CLOCK items by descending rank,
and if need be, randomly samples objects that belong to the
lowest CLOCK value that is needed to satisfy the threshold.
Note that as Figure 6 shows, it takes the CLOCK value dis-
tribution a few seconds to converge. The distribution initially
fluctuates because there are a relatively small number of keys
in the tracker, so each eviction cycle of the CLOCK hand
changes the distribution. Thus, by default, PrismDB starts
pinning objects only after the tracker is full.
4.3 Placer: Pinning Keys to Levels
The third component in our system, the placer, is responsible
for pinning popular keys to LSM levels residing on different
storage mediums.
Ideally, given our tiered storage design, we would like to
keep all hot keys at the top of the LSM tree. However, we need
to take into account LSM tree level sizing. Write amplification
in LSM trees is minimized when the ratio between the sizes
of each subsequent level is fixed across all levels, namely, that
level Li is k-times larger than the level Li−1, where k = 10
typically [21,50]. This imposes a size constraint on each level,
and means that we cannot indiscriminately pin all the hot
objects to the top levels that reside on fast storage. Deviating
from the LSM tree sizing rule can increase the overall write
amplification and reduce overall performance, which we also
confirmed experimentally.
Another design goal for the placer is that it must not vio-
late the consistency guarantees of the LSM tree. LSM trees
typically maintain consistency by always storing newer ver-
sions of objects in upper levels and older versions in the lower
levels. Naively pinning hot keys to top levels can break the
consistency guarantee of LSM trees. (We discuss this further
in §4.4.)
The placer also needs to be lightweight, since it is compet-
ing with reads, writes, and background compaction jobs for
resources. It should avoid adding any locks on the database
since reads and writes are being served concurrently. The tim-
ing of when to trigger the pinning process is also important.
Ideally, it should be done during periods of reduced database
activity to avoid resource contention.
Pinned Compactions. To achieve the above stated goals,
we combine the pinning logic with the compaction process
of LSM. We introduce a new compaction algorithm called
pinned compaction. Compaction by default moves the keys
towards the bottom levels of the tree. Compaction does a
merge sort on the SST files between two adjacent levels. In
the process, it reads every single key from the SST files and
Figure 7: Example of pinned compaction
writes them in the sorted order into the output level. We extend
the new compaction process to not just retaining the popular
keys, but also “pull up” popular keys stuck in the lower level,
possibly on slower storage. We call this process, not found in
traditional LSM trees, “up-compaction.”
Figure 7 shows an example of how pinned compactions
work on files under compaction. Keys shown in red and gray
are present in the tracker; keys in white are not in tracker.
Keys 40, 60, 35, and 64 (shown in red) are keys with clock
value 3. Keys in gray have clock value 2. Assume that the
pinning threshold pins all keys with clock value 3. During the
merge process, instead of compacting everything down, keys
40 and 60 are retained in Li−1. Also, popular keys, 35 and 65,
from the lower level Li are compacted up and stored in Li.
Choosing Which SST File to Compact. When a com-
paction job is triggered, it first chooses a level and then an
SST file in that level for compaction. With traditional LSM
trees, picking the candidate SST file is based on some system
level objective like reclaiming storage space, reducing write
amplification, and so forth.
For PrismDB, we introduce a new SST file selection cri-
teria, which better aligns with the high-level goal of pinning
keys to appropriate levels. When the SST file is created, a pop-
ularity score is assigned to it, based on the CLOCK values of
objects present in that file. Objects not present in the tracker
get a default score of -1. Since by default CLOCK values
range between [0,3], using them directly is problematic, since
the difference between a highly popular key (CLOCK value
3) and an unpopular key (CLOCK value -1) is just 4, i.e., it
only take 3 un-popular keys to negate the contribution of a
highly popular key. We devise a workaround to this problem
by using a weight parameter n to boost the contributions of
popular keys towards the SST popularity score. The SST file
popularity score is computed as follows:
score = Σ(ob jecti CLOCK value)n
where i is the ith key in the SST file. In our experiments, we
use n = 3.
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Figure 8: PrismDB component interaction
During compaction, each SST file in a level is sorted in
the ascending order of popularity score, and the file with the
lowest score is selected for compaction.
4.4 Maintaining Consistency
LSM-backed databases like RocksDB ensure that database
clients will always read the latest version of the object commit-
ted to that database. LSMs ensure this behavior by versioning
all writes (inserts, updates, or deletes) to a key, where newer
versions of the key reside on upper levels of the LSM tree and
older versions towards the tree’s bottom. In this regard, when
a read query traverses the tree from memtables, to L0, and
then on downwards, the first version of the key it encounters
is the latest (including a "tombstone" record for deletes). Even
during compactions, this guarantee is maintained.
PrismDB’s read-aware LSM tree maintains the same con-
sistency guarantees. If a pinned compaction retains a set of
objects in the same level, they will always be the more recent
versions of objects than present in the lower levels. Even when
objects rise up a level during a pinned compaction, they don’t
break the LSM guarantee: if the same key is encountered
when merging SST files from levels Li−1 and Li, the merge
process preserves the (newer) key from level Li−1. In doing
so, read-aware LSM trees continue to ensure the ordering of
key versions down the tree.
5 Implementation
We implemented PrismDB1 on top of RocksDB v6.2.0, which
is written in C++. The tracker is built on the concurrent hash
map implementation from Intel’s TBB library [30].
Intel’s TBB concurrent hash map internally implements
a hash table with chaining. Chained hashing offers constant
time insert operations, however lookup and delete operations
may be slower. In our system, inserts to the hash table happen
on the read critical path and lookups and deletes happen in
the background. Additionally, the tracker’s workload is insert
1GitHub link elided for anonymity purposes.
heavy; the ratio of inserts to lookup is 18:1, which makes
hash chaining a reasonable choice for this workload.
The hash map index is the object key and each index stores
a 1 byte value. The top two bits are used for storing the
CLOCK value, while the bottom six bits store the last six bits
of the hash of the key version. Multiple versions of the same
client key can exist in the LSM. Only the latest version is
useful for pinning objects. The tracker ideally should cache
the most recent key version. LSM versions can be up to 8
bytes in size. Storing six bits of the hash value of the version
provides sufficient resolution to distinguish between versions.
Figure 8 shows the interaction between PrismDB’s differ-
ent design components. When a database client calls the get
API, the key is inserted into the tracker. Typically an insert
operation also invokes an eviction. However, since the tracker
insert is on the critical path of reads for PrismDB, we defer
the evictions to a background thread. If the key is not present
in tracker, insert inserts the key with an initial CLOCK
value of 1. Setting the initial value to 3 can result in keys that
are accessed only once to stay in tracker for a long time, since
the CLOCK value needs to get decremented down to 0 before
the key is evicted. For a key that is already present in tracker,
if its version matches the tracker’s version, then the CLOCK
value is set to max value i.e. 3; otherwise it is treated as a new
key and the CLOCK value is initialized to 1.
A background eviction thread implements the CLOCK
hand movement using an iterator over the hash table. Note
that new inserts into tracker can happen concurrently while
the background iterator is running, by relying on TBB’s con-
current hash map guarantee [32] that as long as erase oper-
ations are serialized, an iterator running in one thread does
not conflict with insert operations happening in other threads.
The limitation of running concurrently is that the iterator may
either miss visiting some items or visit them more than once
within a full iteration. This makes our implementation an
approximation of the CLOCK algorithm. In the context of
our system, such approximate behavior does not affect system
performance. Finally, the CLOCK value is stored in the hash
table as an atomic variable, thus lookup does not need to be
serialized with eviction.
Each client get call updates the CLOCK value distribution
in the mapper. Mapper is implemented as an array of four
atomic integers; each keeps track of the number of keys with a
particular CLOCK value.While running pinned compactions,
placer calls the lookup API to check if the key is present in
tracker. If so, it queries mapper to determine whether to pin
the key to the current level.
6 Evaluation
We evaluate PrismDB by answering the following questions:
1. How does PrismDB on heterogeneous storage compare
to the more common deployment of RocksDB on homo-
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Figure 9: Throughput comparison between PrismDB, Mutant
and RocksDB under YCSB zipfian-0.99 distribution.
Configuration QQQQQ NNNTQ TTTTT NNNNN
Storage Cost $22 $37 $89 $289
Table 3: Estimates of cost in homogeneous configurations in
comparison to our default heterogeneous configuration for
a 223 GB database on a 5-level LSM tree, using the same
notations and parameters from Figure 4.
geneous storage? What are the cost, performance and
endurance trade-offs between the two?
2. What is the gap between PrismDB, RocksDB and Mutant
running on a heterogeneous storage configuration?
3. Does the hot-cold object separation in PrismDB result in
better block cache hit rate?
4. What is the impact of pinned compactions on read and
write amplification for different LSM tree levels?
5. How effective is PrismDB in placing the right objects on
different levels and how does pinning affect performance?
Configuration: We performed our experiments on a 32-core,
64 GB RAM machine running Ubuntu 18.04.2 LTS 32. Three
heterogeneous storage devices were locally attached to this
machine, all running over PCIe3.1: an Optane SSD (Intel
900p), which uses 3D XPoint, a TLC SSD (Intel 760p), and a
QLC SSD (Intel 660p).
Baselines: We compare PrismDB against two baselines: a)
RocksDB and b) Mutant. Mutant is a storage layer for LSM
backed key-value stores that assigns SST files to heteroge-
neous storage based on the access frequency of SST files.
It uses a background process called migration to move files
between storage types. We implemented Mutant on top of
RocksDB. We set Mutant’s SST file cooling coefficient α to
0.999 and optimization epoch to 1 second. We did not im-
plement Mutant’s “migration resistance” optimization as it
trades off storage space for lesser number of migrations. To
do a fair comparison, we want the storage sizes to be fixed.
For all systems, pending compaction byte limit was set to 0
so that LSM levels strictly adhere to their storage allocations.
Workload: We use the popular open source benchmark
YCSB [18] to compare the performance across the PrismDB,
RocksDB and Mutant. All experiments are run using 8 concur-
rent database clients, unless otherwise specified. By default,
we use YCSB with 95% reads and 5% with a Zipfian pa-
rameter of 0.99. We load each one of the databases with 8
million keys and the benchmarks generate a total of 50 mil-
lion requests. Unless otherwise specified, all the databases we
compare in this section use a 1:10 ratio between DRAM and
storage, where 20% of the DRAM is dedicated to block cache
(a common production configuration [21]). In the heteroge-
neous configurations, the storage is divided roughly in a ratio
of 1:9:90 between NVM, TLC, and QLC respectively, in the
“NNNTQ” configuration as shown in Figure 2b. By default,
PrismDB sets the tracker size to 10% of database key space
and uses a pinning threshold of 10%.
6.1 Homogeneous vs. Heterogeneous
Figure 9a compares the throughput of PrismDB with
RocksDB and Mutant under four different configurations:
three homogeneous configurations (NVM, TLC, and QLC)
and one heterogeneous configuration, where we combine all
three technologies. We make a few observations. First, as
expected, NVM provides higher throughput than TLC, which
is better than QLC. When we use vanilla RocksDB in the
heterogeneous storage configuration, since its LSM tree is not
read-aware, it provides only a small performance benefit over
the pure QLC setup.
Second, PrismDB’s heterogeneous configuration is able to
outperform homogeneous configurations of TLC and QLC.
PrismDB with heterogeneous storage exhibits 70% higher
throughput than homogeneous TLC, which is the standard
flash-based LSM tree setup used today. In Table 3 we compare
the storage cost of all four configurations, using the same
methodology we employed for the simulation in §3.2. Based
on our simulation results, our heterogeneous configuration is
almost 2.4× cheaper than a pure TLC setup, since about 90%
of PrismDB’s storage (the lowest level) is stored on QLC. To
summarize, we believe there are many datacenter operators
that would benefit from the cost-performance trade off offered
by PrismDB’s heterogeneous storage configuration.
6.2 Heterogeneous Storage: PrismDB vs.
RocksDB and Mutant
Figure 9b compares the throughput of the PrismDB to
RocksDB and Mutant under the heterogeneous setup with
different read/write ratios and shows that PrismDB signifi-
cantly outperforms the other systems under any read-write
ratio. Interestingly, PrismDB’s benefit is lowest under a 100%
read workload. The reason for this is that object pinning oc-
curs during compaction, and a 100% read workload does not
generate any compactions, which leads to suboptimal place-
ment. Due to PrismDB’s design, even a small amount of
writes improves PrismDB’s read performance.
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Figure 10: Average read and update latencies. Figures 10a and 10b use YCSB 95/5.
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Figure 11: Performance with different YCSB distributions: “z” signifies Zipfian with its corresponding parameter, “latest” is the
similar to Zipfian 0.99, where newly inserted objects are the most popular ones [18].
Figures 10a and 10b present the read and update latencies
of PrismDB compared to RocksDB and Mutant. PrismDB im-
proves the average, 95th percentile (p95), and 99th percentile
(p99) read (update) latencies of RocksDB by 2.1× (1.9×),
1.7× (1.7×) and 8.8× (6.2×) respectively. However, it only
improves the median read and update latency by 8% and
11%. The reason for this is that the median read and update
are likelier to be cached both by RocksDB and by PrismDB
in DRAM or in the NVM device. Therefore, unsurprisingly,
PrismDB’s performance improvements stem primarily from
queries that would hit lower storage tiers under RocksDB, and
are likelier to hit faster storage tiers with PrismDB.
The reason PrismDB is able to significantly outperform Mu-
tant, is because Mutant does not take LSM tree level read and
write dynamics into account [72]. It simply tries to migrate
data on an SST file granularity based on access frequency.
Therefore, it does not create hot-cold separation within blocks.
In addition, its migrations induce I/O and require entire files
to be locked, both of which degrade throughput and cause
latency to spike, even when compared to RocksDB.
We also present the average latencies under varying read
and update ratios in Figures 10c and 10d. Similar to the
throughput results, PrismDB’s read latency actually benefits
from some level of writes to generate compaction.
We compare PrismDB to RocksDB under different YCSB
distributions in Figures 11a, 11b and 11c. PrismDB outper-
Config RocksDB Mutant PrismDB Overall Data Block
Improvement Improvement
Optane 54.1% n/a 79.0% 1.45× 2.28×
TLC 60.1% n/a 78.8% 1.31× 2.00×
QLC 49.7% n/a 78.5% 1.58× 2.67×
Het 49.9% 49.6% 78.6% 1.57× 2.46×
Table 4: DRAM hit rate improvement over RocksDB. SST
data, index and filter block accesses are counted in hit rate
calculation.
forms RocksDB in all distributions, except for Zipfian with a
parameter of 1.4 (and above). The reason for this is that the
higher the Zipfian parameter, the more skewed the workload.
Once the workload becomes very skewed, almost all of its
working set fits in RocksDB’s block cache in DRAM. At
that point, since PrismDB has a slightly higher overhead for
point queries in DRAM due to its tracker, which needs to
be updated at every read operation, RocksDB would slightly
outperform PrismDB.
6.3 Impact of Hot-Cold Separation
Since PrismDB pins hot objects to their levels, it naturally
creates SST blocks that contain blocks with a similar level of
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Figure 12: Comparing I/O usage of PrismDB to Mutant and RocksDB. PrismDB significantly reduces the amount of compaction
I/O and as a result the write amplification.
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Figure 13: Throughput with DRAM caching disabled.
read popularity. Since LSM trees cache data at the block level,
this leads to a higher percentage of popular keys being read
into DRAM, and therefore to higher hit rates. Hot-cold sepa-
ration is the primary reason PrismDB outperforms RocksDB
even under homogeneous setups, as shown in Figure 9a.
To demonstrate for the effect of PrismDB’s hot-cold sep-
aration, Table 4 measures the hit rate of the block cache for
data, index and filter blocks. We also show individual im-
provement of data block hit rates2. The table demonstrates
that PrismDB significantly increases the data block hit rate
for both homogeneous and heterogeneous configurations.
6.4 Impact on Read and Write Amplification
We analyze the impact of PrismDB on I/O usage in Figure 12.
The subfigures show that PrismDB significantly reduces the
amount of read and write I/O. In particular, in the YCSB trace,
PrismDB conducts only 1135 total compactions, compared to
RocksDB, which does 2602 compactions.
There are two primary reason for the reduced I/O. The
first is due to PrismDB’s improved hot-cold separation, which
results in a higher DRAM block hit rate as we showed above.
Therefore, reads as well as updates are more likely to be
cached in DRAM, and less likely to be read and written from
disk. The second reason is that by pinning more popular
2Note that as mentioned in §2.2, LSM trees make extensive use of OS the
page cache, for which it is difficult to measure the exact data block hit rate.
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Figure 14: Effect of pinning threshold on throughput
objects in upper levels of the LSM tree, and by prioritizing
the compaction of SST files with fewer popular objects (as
described in §4.3), PrismDB reduces read amplification. The
reason for this is that when looking up an object in storage,
LSM trees sequentially look up the object in level 0, then
level 1, etc. Therefore, since PrismDB keeps more popular
objects in upper levels, it reduces overall read amplification.
To demonstrate the interplay between these two behaviors,
we compare PrismDB to RocksDB with and without DRAM
caching. Figure 13 shows that, even when caching is disabled
and even under a homogeneous setup (TLC), PrismDB has
higher throughput than RocksDB, since it reduces read am-
plification by pinning popular objects in upper levels, which
require a fewer number of reads to fetch.
6.5 Effectiveness of Pinned Compaction
We analyze the affect of setting different pinning thresholds
on the overall throughput of PrismDB in Figure 14. The figure
shows that setting the threshold too low or too high is detri-
mental to performance. If the threshold is set too low, very few
objects will be pinned and PrismDB will converge to a similar
throughput of RocksDB. If it is set too high, the compactor
will be less effective in compacting SST files (since many ob-
jects will be pinned), leading to higher I/O consumption and
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reduced throughput3 We also microbenchmarked the tracker
insertion, and found it took less than 2µs to insert a new key
to the hash map.
7 Related Work
We split related work into three parts: recent prior work that
incorporates emerging storage technologies into databases,
key-value caches and file systems.
Databases and Key-value Stores. KVell [38], SLM-
DB [34] and uDepot [35] are databases specifically designed
for NVM. They observe that unlike flash, NVM supports fast
writes to small amounts of data. Therefore, they can avoid
costly compactions and do not need to sort keys on disk.
However, since these databases are optimized for NVM, they
would not perform well under a hetrogeneous storage setting
that includes traditional flash, which requires large contiguous
writes for performance and endurance.
Arulraj et al. have explored in several papers how to incor-
porate databases to use byte-addressable NVM [9, 10], and
in particular show how to re-architect the WAL to more effi-
ciently take advantage of NVM. Several other recent papers
further explore logging and recovery for byte-addressable
NVM [48, 59]. In the same vein, HiKV [69] and work by van
Renen et al. [58] propose key-value stores that improves the
latency of requests using persistent memory.
In addition, there is a very large body of work on improv-
ing the performance of LSM trees. For example, TRIAD [11]
employs several strategies to reduce write amplification, such
as keeping frequently updated objects in memory, and delay-
ing compaction until the overlap between files is high. Other
examples include PebblesDB [51], LSM-Trie [68] and Wis-
cKey [39], each of which use different techniques to minimize
compaction I/O and write amplification, and thereby signifi-
cantly improve overall LSM tree performance. Other systems
include EvenDB [27], which groups together key-value pairs
that are likely to be accessed together, and CLSM [28] and
LOCS [63] that improve the concurrency of LSM trees. The
techniques employed by all of these systems are largely or-
thogonal to our work, and can be incorporated into PrismDB.
Unlike the systems mentioned above, Mutant [72] is a
key-value store that tries to comprehensively explore the
performance-cost trade-off by using hetrogeneous storage
devices. Note that it does not consider storage endurance
aspects in its design. Mutant ranks the LSM tree SST files
based on their access frequencies and then places them on
appropriate storage devices through a process called migra-
tion. However, as we showed in §6.2, Mutant performs poorly
because migrations are expensive; during migration of SST
files the read latencies can spike by an order of magnitude (as
3This effect is reminiscent of the trade off between disk capacity utiliza-
tion and write costs in log-structured file systems [52].
also reported in the Mutant paper). SST file migrations also
increase background I/O significantly.
MyNVM [23] and Wu et al. [66] incorporate NVM into
SQL databases as a first-level cache ahead of flash, but unlike
PrismDB, do not integrate the heterogeneous storage tech-
nologies into the basic LSM structure. Since neither of these
systems are open source, we cannot compare to them directly.
However, since these systems cache at the block granularity,
we expect that similar to Mutant, their performance would be
lower than PrismDB since they do not do hot-cold separation
of objects within the LSM levels.
Caches. Flashield [22] is a hybrid memory and flash key-
value cache that uses a CLOCK-based algorithm to filter
which objects should be stored in memory and which on flash.
Similarly, RIPQ [57] uses segmented LRU to co-locate ob-
jects that have similar priorities. Fatcache [2], McDipper [6]
and Tao [13] are all caches that use flash as a last level
cache to replace DRAM. Persistent Memcached [40] is a
key-value cache based on memcached, implemented fully in
byte-addressable NVM. All of these systems use some com-
bination of storage and memory, but do not take advantage of
both fast and cheap storage technologies.
File Systems. There are several recent works on using
NVM to increase up file system performance. Most promi-
nently, ext4 DAX is Linux’s officially supported file system
extension for byte-addressable NVM. Other examples that ei-
ther build on top of ext4 DAX or propose entirely new file sys-
tems include SplitFS [33], NOVA [71], Aerie [60], Quill [25],
Flex [70], SCMFS [67] and BPFS [17]. The main research
challenge tackled by these systems is how to accelerate the
performance of the file system using NVM, while maintain-
ing consistency after file system crashes. On the other end of
the spectrum, DIRECT [54] enables the adoption of cheap
and unreliable storage, such as QLC, in distributed file sys-
tems, by repairing local errors using remote replicas. While
these file systems all utilize new storage technologies, such as
NVM or QLC, they all have an assumption of a homogeneous
storage medium and do not consider using the full spectrum
of available hardware capabilities.
Strata [36] is a file system that uses different types of
storage (NVM, normal SSD and HDD) to navigate the cost-
performance trade off. For example, similar to our design data
is asynchronously flushed down to cheaper storage devices.
However, Strata focuses exclusively on the file system and
its interactions with the kernel. As our results demonstrate,
managing storage placement at the file level misses that a file
may contain hundreds or thousands of objects.
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8 Summary
By combining multiple storage storage technologies within
the same system we can enable both fast and cost-effective
data systems. In this paper, we demonstrate that by making
LSM trees read-aware using pinned compactions, PrismDB
is able to achieve the Pareto frontier of the performance and
cost trade off of hetrogeneous storage. In addition, as a side
effect of pinning popular objects to higher levels of the LSM
tree, and achieving hot-cold object separation on disk, Pris-
mDB can significantly outperform other LSM tree key-value
stores even in homogeneous storage setups. To conclude, we
believe that the concept of using a wide spectrum of storage
technologies within the same system can also be applied in
other contexts, and is an exciting area for future research.
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