We characterize the edges of two classes of 0/1-polytopes whose vertices encode the "independent sets" of a relation on a finite set. The first class includes poset chain polytopes, the vertex packing polytopes from graph theory, some instances of matroid independence polytopes, as well as newly-defined polytopes whose vertices correspond to noncrossing set partitions. In analogy with matroid basis polytopes, the second class is obtained by considering the independent sets of maximal cardinality.
Introduction
We associate two 0/1-polytopes to each binary relation R on a finite set. The vertices of the first polytope IP(R) are indexed by the "independent sets" of the relation, which are natural generalizations of antichains for posets or independent sets of matroids. This includes interesting known families of polytopes like poset chain polytopes, the vertex packing polytopes from graph theory, some instances of matroid independence polytopes, as well as newly-defined polytopes whose vertices correspond to noncrossing set partitions. In analogy with the relationship between matroid independence polytopes and matroid basis polytopes, we study the polytope BP(R) whose vertices are indexed by independent sets of R that are of maximal cardinality. This construction includes the Birkhoff polytopes as a special case. Our main result is a new characterisation of the edges and 1-skeleta of these polytopes, and a description of some facets of the polytope of noncrossing set partitions.
Independent set polytope of a relation
Let X be a finite set and let R X denote a real vector space with a basis {e x : x ∈ X} indexed by the elements of X. We associate an element e A of R X to each subset A ⊆ X as follows. Set e ∅ = 0 ∈ R X and, for ∅ ⊂ A ⊆ X, let e A ∈ R X be the indicator vector
It is often convenient to identify R X with R |X| . To do so, fix a total order (x 1 , x 2 , . . . , x n ) on X and identify the basis vector e x i ∈ R X with the standard basis vector e i ∈ R |X| .
We will also make use of the usual inner product ·, · on R X for which {e x : x ∈ X} is an orthonormal basis. Thus, e x , e A = δ x∈A , where δ x∈A is 1 if x ∈ A and 0 if x / ∈ A. Independent sets. Let R ⊆ X 2 be a relation on a finite set X, and define I(X, R) = {A ⊆ X : (x, y) / ∈ R and (y, x) / ∈ R for all distinct x, y ∈ A}.
If A ∈ I(X, R), then we say that A is independent for R. By requiring x and y to be distinct in the above condition, we have that {x} ∈ I(X, R) for every x ∈ X. Note also that if A is independent for R, then every subset of A is also independent for R.
The polytope of independent sets for a relation R on a finite set X is the convex hull of the indicator functions of the independent sets for R:
and IP(R) = conv{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 1)}.
Connection with the vertex packing problem from graph theory. It turns out that the independent sets polytopes have been studied in the graph theory literature in connection with the vertex packing problem, which we now describe. Let G = (V, E) be a graph with no loops and no multiple edges. A subset A of the vertices V is independent for G if no two vertices in A are adjacent in G. One aspect of the vertex packing problem (VPP) consists of finding the largest possible size of an independent set of vertices. This problem has a long history and is known to be NP-hard [3] .
One approach to the vertex packing problem consists of maximizing a linear function on a polytope whose vertices are indexed by the independent sets of the graph:
where e I = v∈I e v ∈ R V . The similarity between the definitions of IP(R) and VPP(G) is not coincidental. To every relation R on a finite set X one can associate a simple graph G R with vertex set X and edge set containing {x, y} iff (x, y) ∈ R or (y, x) ∈ R. Then A ⊆ X is independent for G R iff A is independent for R. Consequently, IP(R) = VPP(G R ).
Examples
Part of the motivation for studying this family of polytopes is the variety of polytopes that can be realized as the independent set polytope of a relation R. n-cube. Let X = [n] and let R be the empty relation on X. Then every subset of X is independent for R, and the associated polytope is the n-cube; i.e., IP(∅) = conv({0, 1} n ). Chain polytope of posets. Let (X, ) be a finite poset and let R = {(x, y) ∈ X 2 : x ≺ y}. In other words, R is the largest non-reflexive relation contained in the partial order . Then A ⊆ X is independent for R iff A is an antichain of the poset. Hence, IP(R) is the chain polytope of the poset that was originally defined by Stanley in [5] . Therefore, our Theorem 4 gives a description of the 1-skeleton of the chain polytope of a finite poset. To our knowledge this description is new.
Bell polytopes. Let R be the relation on X n = {(i, j) : 1 ≤ i < j ≤ n} defined by (2) (i, j), (k, l) ∈ R iff i = k and j = l or i = k and j = l.
The vertices of IP(R) can be identified with set partitions of [n], as follows. Identify e (i,j) ∈ R Xn with the upper triangular n × n matrix whose (i, j) entry is 1 and whose other entries are 0. Then e A , for A ⊆ X n , is identified with a strictly upper triangular 0/1 matrix. If A is independent for R, then the matrix has at most one 1 in each row and column. We can encode such a matrix by a set partition S = {S 1 , . . . , S ℓ } of [n] by placing i and j in the same set S r if the (i, j) entry of the matrix is 1. This polytope, which we call the Bell polytope, is a special case of the unipotent polytopes introduced in [7, 6] . Nonnesting (partition) polytope. The nonnesting polytope NN n is the polytope arising from the root poset of type A n , which we think of as
As above, the independent sets for this relation are also encoded by certain strictly upper triangular matrices with at most one 1 in each row and column, or equivalently, by certain set partitions of [n]. It turns out that we obtain the nonnesting partitions of [n]. Noncrossing (partition) polytope. The noncrossing polytope NC n is the independent set polytope of the relation R on
The independent sets for this relation are also encoded by certain strictly upper triangular matrices with at most one 1 in each row and column, or equivalently, by certain set partitions of [n]. It turns out that we obtain the noncrossing partitions of [n].
Example 3. For n ≤ 3, the Bell polytope B n , the nonnesting polytope NN n and the noncrossing polytopes NC n coincide as every set partition of [n] is noncrossing and nonnesting. For example, when n = 3 we have The independent sets of a relation R satisfy (I1), but not necessarily (I2). When it also satisfies (I2), the polytope IP(R) is the independent set polytope of a matroid. In this case, results about matroid polytopes can be used to describe various aspects of IP(R). Matroid basis polytopes. The bases of a matroid M are the independent sets of M that are maximal with respect to inclusion. Let BP(M) be the polytope whose vertices are the indicator vectors for the bases of M. By (I2), all bases of M have the same cardinality, which is called the rank of M. Then BP(M) is the facet of the independent set polytope of M supported by the hyperplane of vectors whose coordinates sum to the rank of M.
Matroid independence polytopes. A matroid
In Section 5, we consider a generalization of this construction: the face of IP(R) supported by the hyperplane of vectors whose coordinates sum to the maximal cardinality of an independent set of R. This includes the Birkhoff polytopes as a special case.
The 1-skeleton of IP(R)
Recall that the 1-skeleton of a polytope P is the graph whose vertices correspond to the 0-dimensional faces of P ; and there is an edge connecting two vertices of the graph iff they are the vertices of a 1-dimensional face of P . One of our main results is the following description of the 1-skeleton of the independent set polytope of a relation R. Proof of Theorem 4, Part (1). Note that e A is not a nontrivial convex combination of the other e B , for otherwise we would would have a nontrivial convex combination of the vertices of the |X|-cube (since each e A is a vertex of the |X|-cube).
Below, we break down the proof of (2) into several intermediate results. We will make use of the following characterisation of the edges of a polytope.
Lemma 5. Two distinct vertices a and b of a polytope P are not the vertices of an edge of P iff there exist vertices v 1 , . . . , v k of P , distinct from a, b, and coefficients γ 1 , . . . , γ k > 0 such that
Proof. Let F be the smallest face containing a and b, and H a supporting hyperplane of F .
Since
Thus, v 1 , . . . , v k also belong to F , and so a and b are not the vertices of an edge of P .
Suppose a and b are not the vertices of an edge of P , and let v 1 , . . . , v k be the other vertices of the smallest face F of P containing a and b. Note that there exists a point in the interior of the segment between a and b that lies in conv(v 1 , . . . , v k ). Otherwise, by the hyperplane separation lemma, there exists a hyperplane that separates conv(v 1 , . . . , v k ) and conv(a, b), which cannot happen since F = conv(a, b, v 1 , . . . , v k ) is a planar polygon and a, b are not the vertices of one of its edges.
Therefore, there exists 0 < t < 1 such that ta+(1−t)b is a convex combination of v 1 , . . . , v k . Explicitly, there exist λ 1 , . . . , λ k ≥ 0 with λ 1 + · · · + λ k = 1 and
Discarding the terms satisfying λ i = 0, we have
for some 1 ≤ i 1 < · · · < i l ≤ k. Moving b to the right hand side, we have
Dividing by t yields the desired expression.
We now apply this lemma to our situation. Lemma 6. If e A , e B , e C 1 , . . . , e C k are distinct vertices and
, which implies e C i , e x = 1 for all i ∈ [k], since e C i , e x − 1 ≤ 0 and γ i > 0. Hence, x ∈ C i .
To prove C i ⊆ A ∪ B, suppose x / ∈ A ∪ B. Since 0 = e A − e B , e x = k i=1 γ i e C i , e x , each e C i , e x ≥ 0, and γ 1 , . . . , γ k > 0, it follows that e C i , e x = 0 for all i ∈ [k]. To prove the converse, argue by contradiction. Suppose {e A , e B } is not an edge and (H) there do not exist distinct A, B, C, D ∈ I(X, R) with e A + e B = e C + e D . By Lemma 5, there exist e C 1 , . . . , e C k different from e A and e B and γ 1 , . . . , γ k > 0 such that
By Lemma 6, we have, for all i ∈ [k],
We consider several cases. Hence, (5b) Next, we prove that
Also, e A , e B , e A∪{b ′ } , e B\{b ′ } are distinct: otherwise, A = B \{b ′ }, contradicting the assumption that A ′ = ∅. But then e A + e B = e A∪{b ′ } + e B\{b ′ } contradicts (H).
(5c) We show that for each x ∈ A ′ = A \ B and each C i appearing in (3),
Hence, b and x cannot both belong to the same independent set. So, if
∈ B and so by Equation (3), (3) and (5), together with the fact that x
Since each γ i > 0, it follows that b ∈ C i for all i such that x / ∈ C i . Hence, B ′ x ⊆ C i for all 1 ≤ i ≤ k such that x / ∈ C i .
(5d) Fix i such that 1 ≤ i ≤ k, and write A ′ = {x 1 , . . . , x m , y 1 , . . . , y l }, with x 1 , . . . , x m ∈ C i and y 1 , . . . , y l / ∈ C i . (We allow m = 0 and l = 0, but see (5e).) By (5b) and (5c), we have
(5e) We prove that we can assume l ≥ 1 and m ≥ 1 in (7) ; that is, that there exists an element x s ∈ A ′ ∩ C i and an element y t ∈ A ′ \ C i .
If l = 0, that is, if A ′ = {x 1 , . . . , x m }, then C i = (A∩B)∪A ′ = A, contradicting that C i and A are distinct. Similarly, if m = 0, that is, if A ′ = {y 1 , . . . , y l }, then C i = (A ∩ B) ∪ B ′ = B, contradicting that C i and B are distinct.
(5f) We claim that the following two sets are independent.
First, we prove that C is independent. Suppose u and v are distinct elements of C.
-Since (A ∩ B) ∪ {x 1 , . . . , x m } ⊆ A and B ′ y 1 ∪ · · · ∪ B ′ y l ⊆ B are subsets of independent sets, we have (u, v) / ∈ R and (v, u) / ∈ R if u and v both belong to any one of these sets.
Next, we prove that D is independent.
-As above, it suffices to show ( This contradicts our hypothesis (H) unless {A, B} = {C, D}. If C = A, then A ′ = {x 1 , . . . , x m } since B ′ yt contains elements that do not belong to A, which contradicts (5e). If A = D, then A ′ = {y 1 , . . . , y l } since B ′ xs contains elements that do not belong to A, which also contradicts (5e).
Birkhoff polytope of a relation
The Birkhoff polytope is defined as the convex hull of the n × n permutation matrices, where we view each permutation matrix as a vector in R n 2 . This polytope is a face of an independent set polytope of a relation, as we now describe.
Let X = {(i, j) : 1 ≤ i, j ≤ n} and define a relation R on X by
The independent sets of R correspond to selecting entries of an n×n matrix with at most one entry from each row and each column. Equivalently, they correspond to partial permutations of [n], or to non-attacking rook placements on an n × n board.
Since the indicator vectors for the maximal independent sets of R are the permutation matrices, the Birkhoff polytope is the face of IP(R) supported by the hyperplane consisting of the vectors whose coordinates sum to n. This is similar to the relationship seen in Section 3 between the basis polytope and the independence polytope of a matroid M. This suggests the following definition that simultaneously generalizes these two constructions. This follows from the fact that BP(R) is a face of IP(R): it is the intersection of IP(R) with the hyperplane consisting of the vectors whose coordinates sum to r.
Remark 9. It turns out that Theorem 8 does not hold for the polytope constructed using the maximal independent sets of R (with respect to set inclusion). Here is an example. Consider the following relation on [9]: R = (1, 7), (1, 4) , (2, 8) , (2, 5) , (3, 9) , (3, 6), (7, 5), (7, 6) , (8, 4), (8, 6), (9, 4), (9, 5) . By Lemma 5, e A and e B are not adjacent. However, there are no other maximal independent sets A ′ and B ′ distinct from A and B such that e A + e B = e ′ A + e ′ B . In this example, the Birkhoff polytope BP(R) is the convex hull of the vectors e D , e E and e F , which is a triangle.
On the facets of IP(R)
In this section, we present partial descriptions of the facets for some of the families of polytopes described in Section 3.
Vertex Packing Polytopes. Recall from Section 3 that IP(R), for a relation R ⊆ X 2 , coincides with the vertex packing polytope VPP(G R ) associated with the graph G R whose vertex set is X and whose edge set contains {x, y} iff (x, y) ∈ R or (y, x) ∈ R.
Padberg [4] proved the following two families of inequalities define facets of VPP(G):
where Cliq(G) is the set of cliques of a graph G. Chvátal proved that these two families consitute a complete description of the facets iff G is the perfect graph [1, Theorem 3.1]. Chain Polytopes, and the Nonnesting Partition Polytopes. When R is a partial order, IP(R) is the poset chain polytope introduced by Stanley [5] (see Section 3). Stanley described the facets by noting that the graph G R is perfect, and so the facets are given by (8): there is one facet for each x ∈ X; and one facet for each maximal chain C ⊆ X of the poset. In particular, this gives a complete description of all the facets of the Nonnesting partitions polytope NN n defined in Section 3. Noncrossing partition polytopes. The inequalities in Equation (8) are not sufficient to describe all the facets of the noncrossing partition polytopes NC n (see Section 3). For example, when n = 6, the two families in (8) account for 15 facets and 16 facets, respectively, whereas NC 6 has 32 facets. The missing inequality is 
