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ABSTRACT 
Characterization of aquifer heterogeneity is inherently difficult because of the 
insufficiency of data, the inflexibility of parameterization methods, and non-uniqueness of 
parameterization methods. Groundwater predictions are greatly affected by multiple 
interpretations of aquifer properties and the uncertainties of model parameters. This study 
introduces a Bayesian model averaging (BMA) method along with multiple generalized 
parameterization (GP) methods to identify hydraulic conductivity and along with multiple 
simulation models to predict groundwater head and quantify the prediction uncertainty. Two 
major issues about BMA are discussed. The first problem is with using Occam’s window in usual 
BMA applications. Occam’s window only accepts models in a very narrow range, tending to 
single out the best method and discard other good methods. A variance window is proposed to 
replace Occam’s window to cope with this problem. The second problem is with using the 
Kashyap information criterion (KIC) in the approximation of posterior model probabilities, 
which tends to prefer highly uncertain model by considering the Fisher information matrix. The 
Bayesian information criterion (BIC) is recommended because it is able to avoid controversial 
results and it is computationally efficient.  
Numerical examples are designed to test the Bayesian model averaging method on 
hydraulic conductivity identification and groundwater head prediction. The proposed 
methodologies are then applied to the hydraulic conductivity identification of the Alamitos Gap 
area, and the hydraulic conductivity estimation and groundwater head prediction of the “1,500-
foot” sand in East Baton Rouge Parish, Louisiana. The results show that the GP method provides 
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great flexibility in parameterization with small conditional variance.  The use of the variance 
window is necessary to avoid a dominant model when many models perform equally well. 
Compared to KIC, BIC is able to give an unbiased posterior model probability. It is also 
concluded that the uncertainty increases by including multiple models under the BMA 
framework, but risks are reduced by avoiding overconfidence in the solution from one model.  
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CHAPTER 1. INTRODUCTION 
1.1 Hydraulic Conductivity Identification  
Hydraulic conductivity is one of the essential hydrogeologic parameters in groundwater 
modeling due to its wide spatial variability and its influential impact on groundwater 
management. Inverse techniques together with conditional and unconditional estimation methods 
have been extensively studied during recent decades to improve hydraulic conductivity 
estimation (McLaughlin and Townley, 1996). However, natural aquifer heterogeneity is 
extremely complex. Using limited data to estimate spatially-distributed hydraulic conductivity 
remains a challenging inverse problem to groundwater modelers. The difficulties arise from (1) 
the lack of flexible parameterization methods, (2) multiple interpretations of the data, and (3) 
high computational demand in gradient evaluations. 
In the literature, there are two ways to implement parameterization in hydraulic 
conductivity: zonation methods and interpolation methods, which include geostatistical methods 
(Yeh, 1986). The first approach divides the hydraulic conductivity field into a number of sub-
regions, or zones and has a constant hydraulic conductivity value each zone. The second 
approach calculates the hydraulic conductivity value at unsampled locations in the flow region 
using basis functions. Generally speaking, the hydraulic conductivity heterogeneity estimation 
from zonation methods is piece-wise and from interpolation methods is smooth. Unfortunately, it 
has been questioned for a long time why the parameterization has to be completely smooth or 
completely discontinuous (Hill et al., 1998) while the aquifer formation process does not 
constrain the hydraulic conductivity to be a smooth distribution or a zonation structure. 
Presumption of either type of distributions is unrealistic and can mislead the estimation results. 
Increasing the flexibility of parameterization is necessary for better heterogeneity estimates 
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(Keidser et al., 1990; Amidror, 2002; Keidser and Rosbjerg, 1991; Sun and Yeh, 1985; Tsai and 
Yeh, 2004). 
To deal with the inflexibility problem in the parameterization methods, researchers have 
designed new structures to increase the flexibility of parameterization (Sun and Yeh, 1985; 
Keidser and Rosbjerg, 1991). Tsai and Yeh (2004) developed a generalized parameterization (GP) 
method that fuses a zonation structure and an interpolation method through a set of weighting 
coefficients. Through inverse technology, GP has the potential to identify the smoothness and 
non-smoothness (Tsai and Yeh, 2004). Although the GP method provides a way to improve the 
parameterization method flexibility, they are not fully tested because they are relatively new in 
the groundwater community. 
Other than the inflexibility problem, the selection of a parameterization method (either 
zonation or interpolation methods) is not unique due to limited data. Many parameterization 
methods may interpret the same data equally well. Zonation methods, such as Voronoi 
tessellation, and interpolation methods, such as the finite element method, the kriging method, 
the natural neighbor method, provide too many choices to represent the true or natural 
heterogeneity distribution. Even with methods that combine zonation and interpolation, such as 
the GP method, the choice of basis functions for GP is not unique. Different parameterization 
methods may result in significantly different representations of hydraulic conductivity 
distributions. Moreover, a large variation in hydraulic conductivity distribution will have a large 
influence on groundwater head predictions.  
Other problems arise due to the complexity of the parameterization method. Improving 
the flexibility and considering multiple methods all result in a complex parameterization 
structure and more parameters. Inverse techniques are also used to optimize both the structure 
and parameters in the parameterization methods by reducing the difference between the model 
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outputs and field observations, which makes this nonlinear optimization problem more 
complicated and difficult to solve. One problem is to calculate the derivatives, such as gradients 
and sensitivities efficiently when multiple parameterization structures are considered 
simultaneously. Moreover, finding an efficient algorithm to solve this large scale non-linear 
optimization problem is necessary. Another problem is how to properly estimate the uncertainty 
when multiple methods are used.  
This study introduces a Bayesian model averaging (BMA) method and a generalized 
parameterization (GP) method to increase parameterization flexibility as well as to cope with 
non- uniqueness of parameterization. The methodology is applied to the hydraulic conductivity 
estimation of the Alamitos Barrier Project (ABP), California, and the “1,500 foot” sand aquifer, 
East Baton Rouge, Louisiana. An adjoint-state method is used to calculate gradients without 
using the Jacobian matrix, which significantly reduces the computation time in the inverse 
procedure that involves multiple GP methods. 
1.2 Groundwater Head Prediction 
Reliable prediction of groundwater heads is crucial for managing groundwater resources, 
predicting contaminant transport, and designing remediation plans. In the literature, studies of 
groundwater head prediction and propagation of model parameter uncertainty to head prediction 
uncertainty have often been conducted using physically-based groundwater models (Dettinger 
and Wilson, 1981; Ferrante and Yeh, 1999; Hoybye, 1998; Tiedeman, et al., 2003). Forecasting 
groundwater heads can also be achieved via non-physical-based approaches, such as the time 
series method, (Kontur, 1982), Kalman filter (Knotters and Bierkens, 2002), artificial neural 
network method (Coulibaly et al., 2001; Daliakopoulos et al., 2005; Shigidi and Garcia, 2003), 
and cokriging technique (Ahmadi, and Sedghamiz, 2008). This study focuses on head prediction  
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and uncertainty analysis under model error and hydraulic conductivity estimation error using 
groundwater models.   
Analyzing model error and uncertainty are topics that have received increasing attention 
in recent groundwater studies. Model error can arise from incorrect hypotheses, unmodeled 
processes, or unknown correlations between processes (Gaganis and Smith, 2001). The errors 
resulting from an inadequate conceptual model are typically much larger than those caused by an 
inadequate choice of model parameters (Carrera and Neuman 1986). In recent decades, attention 
was placed on model selection to single out the best concept model (Beck, 1991; Sun, et al. 
1998). However, the "best" calibrated model does not necessarily guarantee better prediction 
(Scheibe and Yabusaki, 1998). Choosing only one model may lead to either Type I or Type II 
model errors when several competing models appear equally important (Neuman, 2003).  
Moreover, model calibration mainly focuses on the reduction of parameter error, but not 
model structure error. Due to a lack of hydrological and hydrogeological data, model structure 
error comes from an imprecise model structure that includes initial conditions, boundary 
conditions, sinks and sources, and geological structures. For example, different fault 
characterizations in the groundwater model can lead to different model structures (Chester et al., 
1993; Bredehoeft, 1997; Salve and Oldenburg, 2001; Fairley et al., 2003). Those model 
components are usually conceptualized based on several hypotheses and assumptions to complex 
aquifer systems. Many prediction methods are based on one selected model without 
consideration of the fact that the model itself is subject to significant uncertainty (Beven, 1993; 
Rubarenzya et al., 2007). Using one model and one method inevitably underestimates head 
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prediction uncertainty by ignoring model structure uncertainty and model parameter uncertainty. 
To avoid underestimating prediction error, integrating multiple groundwater models with 
multiple methods of interpreting model parameters for predicting heads and analyzing 
uncertainty are essential, but have rarely been discussed in the literature.  
This study will develop a Bayesian multimodel multimethod approach to predict 
groundwater head using multiple groundwater simulation models and multiple hydraulic 
conductivity estimation methods. Multiple grain-size based empirical formulas are used to 
estimate the hydraulic conductivity from the electrical resistivity-log data. Simulation models are 
developed based on different understandings of the fault permeability. To quantify the prediction 
uncertainty, the model parameter uncertainty, the model prediction uncertainty propagated from 
model parameter uncertainty, and the model structure uncertainty are evaluated under the BMA 
framework. The proposed methodology is applied to the “1,500-foot” sand aquifer in East Baton 
Rouge parish, Louisiana, which is currently experiencing saltwater intrusion because of 
overdrafting. 
1.3 Bayesian Model Averaging 
Bayesian model averaging is rooted in the Bayesian decision theory (Berger, 1985) and 
the law of total probability (Leamer, 1978). The concept of BMA is developed from Bayesian 
model selection (Kass and Raftery, 1995; Raftery, 1995; Gelman et al., 1996). Both Bayesian 
model averaging and Bayesian model selection use the posterior model probabilities to rank 
models (Wasserman, 2000; Link and Barker, 2006). However, instead of choosing one model, 
BMA uses the posterior model probabilities to weight average the model estimations. In 
hydrogeology, BMA has been used to integrate different (semivariogram) models to estimate 
permeability distribution (Neuman, 2003; Ye et al., 2004). Recently, BMA was used to illustrate 
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multimodel inferences, where the alternative (parameterization) models were generated by 
considering different number and distributions of hydraulic conductivity zones (Poeter and 
Anderson, 2005). 
Although Bayesian model averaging (BMA) (Draper, 1995; Hoeting, 1999) provides a 
way to combine many competing methods, calculating the posterior probabilities is especially 
difficult in groundwater modeling because groundwater models are computationally demanding 
and Monte Carlo simulations are not feasible. Recent studies have found that Monte Carlo 
simulations are not necessary in the maximum likelihood version of BMA (MLBMA) (Raftery, 
1995; Madigan et al., 1996; Neuman, 2003), which uses the Laplace approximation based on the 
Bayesian information criterion (BIC) to calculate the model weights. This is beneficial in the 
groundwater modeling community because the Monte Carlo approach is usually too 
computationally demanding for the real world groundwater models. 
In the MLBMA framework, “bad” models are usually discarded according to Occam’s 
window, which considers a subset of models whose Bayesian information criterion (BIC) is close 
enough to the best candidate model (Madigan and Raftery, 1994; Raftery, et al., 1997). The 
major problem of using Occam’s window arises from the fixed and narrow acceptance window 
size regardless of the variance of the BIC distribution in the model space. This problem causes 
overrating of the best models and underestimating posterior model probability for good models 
(see Clyde and George’s comments in Hoeting et al., 1999, p404 and p411). Raftery (1995) also 
addressed the issue that when the sample size changes, the significance level of a corresponding 
P-value based test of Occam's window using BIC also changes. This problem remains unsolved 
in practice. Occam's window becomes too strict for model selection in BMA because the sample 
size is typically large in the case of groundwater modeling.   
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Choosing a proper information criterion is another critical problem in applying BMA. 
Neuman (2003) and Ye et al. (2004) introduced the Kashyap information criterion (KIC). 
However, KIC tends to favor highly uncertain models because it onsiders the Fisher information 
matrix (FIM). The KIC value strongly depends on different types of parameters and their units in 
the FIM. There are many choices of the information criteria, like the Akaike information 
criterion (AIC) (Akaike, 1973; Akaike, 1974), the corrected Akaike information criteria (AICc) 
(Sugiura, 1978; Hurvich and Tsai, 1989), Mallows’ criteria (Mallows, 1973; Hansen, 2007), the 
Bayesian information criterion (BIC) (Schwarz, 1978), Hannan and Quinn’s information 
criterion (HQ) (Hannan and Quinn, 1979), the Kullback information criterion (Seghouane and 
Bekara, 2004), and the focused information criterion (FIC) (Claeskens and Hjort, 2003). In spite 
of the many choices from different information criteria, the important point is that incorrect 
choices of the information criterion will bias the model posterior probability and the BMA 
estimation (Tsai and Li, 2008b).  
In this study, problems regarding the application of AIC and KIC to groundwater 
modeling will be discussed. BIC is recommended because of its unbiasness and computational 
efficiency. A variance analysis and a dimensional analysis will be performed on the statistical 
information criteria. A variance window will be introduced to solve the problems caused by 
Occam’s window.  The proposed method will be combined with the GP method to estimate the 
hydraulic conductivity distribution and will be applied in a multimodel multimethod approach 
for the prediction of groundwater heads.  
1.4 This Dissertation 
Chapter 2 through chapter 4 are the theoretical development of the generalized 
parameterization (GP) method, and the Bayesian model averaging method and their applications 
to hydraulic conductivity estimation and groundwater head estimation. Each chapter focuses on 
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one part of the method and a numerical example is used to demonstrate the proposed method.  
Chapter 5 through chapter 7 show the applications of the proposed method to real case studies.  
Chapter 2 explores the generalized parameterization (GP) method. The GP method was 
originally developed by Tsai and Yeh (2004) and Tsai (2006). This chapter revisits the GP 
method and then focuses on the formulation of GP problems using different combinations of 
zonation and interpolation methods, the GP parameter estimation, and sensitivity analysis. A 
numerical example is presented to demonstrate this method. 
Chapter 3 focuses on Bayesian model averaging (BMA) and its application to hydraulic 
conductivity estimation. After introducing the development and problems in BMA, a discussion 
of information criteria and a new concept, the variance window are presented. To apply the 
theory of BMA to the hydraulic conductivity estimation problem, a BMA-GP framework is 
formulated in this chapter. A numerical example that includes both a smooth case and a non-
smooth case is designed to demonstrate this method. 
Chapter 4 develops a Bayesian multimodel multimethod approach for groundwater head 
prediction. This approach addresses the nonuniqueness in the development of the simulation 
model structure and the nonuniqueness problems of using the hydraulic conductivity estimation 
methods. The uncertainty propagation from the model parameters to the model predictions is also 
studied. A numerical example, which integrates seven grain-size based empirical methods and 
three groundwater models, is provided to illustrate the proposed method. 
Chapter 5 shows an application that combines multiple GP methods using the weighted 
maximum likelihood method. The adjoint-state method is used to calculate gradients of the total 
square error to the unknown parameters in the GP method. The proposed method is applied to the 
Alamitos Barrier Project (ABP), California.  
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Chapter 6 includes many aspects of the study on the “1,500 foot” sand aquifer in the 
Baton Rouge area, Louisiana. First, the hydraulic conductivity distribution is estimated using the 
method presented in chapter 3. Second, an inverse method is introduced for the estimation of the 
Baton Rouge fault permeability. Third, a study of connector well EB-1293 is presented.  
Chapter 7 uses the multimodel multimethod approach proposed in chapter 4 to predict the 
groundwater head of the “1,500 foot” sand aquifer in the Baton Rouge area, Louisiana. 
Chapter 8 presents conclusions from this dissertation.  
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CHAPTER 2. GENERALIZED PARAMETERIZATION METHOD 
2.1 Introducion to Generalized Parameterization 
To increase the flexibility of a parameterization method in hydraulic conductivity 
estimation, Tsai and Yeh (2004) and Tsai (2006) developed a generalized parameterization (GP) 
method that is able to conditionally interpolate a non-smooth distribution. The GP method uses 
the following parameterization scheme:   
    
 
 0 0
0
10 |
mdata
jGP j j jk k
j k
     

   x x
x
x x  (2.1) 
where GP  is an estimator for a random field (  ), and  , 1,2, ,data j j m x x   are the m  
sample locations, where the corresponding sample data are  , 1,2, ,data j j m π  . In this 
study, ln K  , and is the natural logarithm of hydraulic conductivity. 
j  are the basis functions 
of an interpolation method.  1 2, ,..., m  β  are the data weighting coefficients for the m 
sample locations. The 
j  value is bounded between 0 and 1. Each sample location is given one 
data weighting coefficient. The region   has m  predetermined zones conditionally determined 
by    Zonation 0 0| |data k k  x x x , where 1 2 m    .  0k x  represents the kth 
sample data index for unsampled location 0x  in the k
th zone ( k ).  0k x  is the k
th sample value 
selected by the unsampled location 0x  is in the k
th zone. Equation (2.1) is reduced to the selected 
interpolation method  Interpolation 0 1|
mdata
j jj
  

x x  for the case that all data weighting 
coefficient values are unity. 
The motivation for developing GP is to combine two conditional estimators, zonation and 
interpolation, to increase the flexibility of parameterization. The zones in the GP method are 
simply created according to the sample locations.   
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For an intrinsic field, the conditional covariance of estimation error for a pair of locations 
x  and x  using the GP method is  
 
  
 
 
 
 
 
( ) ( )
( ) ( )
( ) ( ) ( ) ( ) ( )
1 1
( ) ( ) ( ) ( )
1 1
Cov , | ,
, , ,
p p
p p
m mp data p p p p
i jGP i j i j i j
i k j k
m mp p p p
i ji i i j j j
i k j k
R
R R R
   
   



 
 
  
 
 
   
   
 
 
x x
x x
xx
x x
xx xx xx
x x
x x x x x
x x x x x x
 (2.2) 
where 
 
            ( ) ( ) ( ) ( ), , , , ,p p p pa b a b a bk k k kR         xx x x x xx x x x x x x x x x  (2.3) 
where   is the semivariogram. The semivariogram can be replaced by the correlation function if 
a second-order stationary field is considered. 
2.2 Base Methods to Formulate the GP Method 
As mentioned before, the GP method combines a zonation method and an interpolation 
method. There are many choices for the zonation method and interpolation method. This section 
introduces three interpolation methods and one zonation method. The combination of these base 
methods will be tested and discussed in this chapter and the following chapters.  
2.2.1 Voronoi Tessellation  
Voronoi tessellation (VT) is a zonation method that neutrally partitions a region into 
zones according to the nearest sample location. In a two-dimensional field as shown in Figure 
2.1(a), VT determines the zones   (first order Voronoi cell) according to 
  { | ( , ) ( , ),   , 1, , }j j j ld d l j l m      x x x x x x   
where ( , ) ( ) ( )Tj j jd   x x x x x x  is the Euclidean distance between the unsampled location x  
and the sample location jx . Again, each Voronoi cell includes only one sample data point. VT 
originally was developed by mathematicians (Voronoi, 1908) and has subsequently been 
rediscovered in many fields, e.g., the Thiessen method in meteorology and hydrology. VT also 
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has been used to find the optimal equivalent zonation structure in the parameter structure 
identification problem (Tsai et al., 2003a,b). 
 
 
Figure 2.1 (a) Voronoi tessellation based on sample locations. (b) Natural neighbor coordinate. 
Many zonation methods can be employed to partition the hydraulic conductivity field into 
zones when additional geophysical information is available. However, if geophysical information 
is not available, Voronoi tessellation can be considered as an objective zonation method due to 
its neutral creation of zones. 
2.2.2 Natural Neighbor Interpolation 
Consider that the first-order Voronoi cells ( j ) are originally created by the sample data 
as shown in Figure 2.1(a). Another first-order Voronoi cell ( 0 ) is created by an unsampled 
location 0x , which overlaps parts of the first-order Voronoi cells of the sample data as shown in 
Figure 2.1(b). A second-order Voronoi cell 0 j is defined as the overlapping area of 0 to j  
according to: 
0 0{ | ( , ) ( , ) ( , ),   ,0, 1, , }j j ld d d l j l m      x x x x x x x   
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The sampled location 
jx  is defined as a natural neighbor of 0x  if the second-order 
Voronoi cell 0 j  (the overlapping area) exists. The natural neighbor (NN) interpolation method 
is developed with the basis functions based on the natural neighbor coordinates defined as 
0 0j j    (Sibson 1981; Sambridge et al. 1995, Tsai et al. 2005). For those sampled sites that 
are not natural neighbors of 0x , 0j  .  
The NN interpolation method is 
  00 1
0
nn j
NN jj
 




x  (2.4) 
where  nn  represents the number of the natural neighbors of 0x ; and 0 01 1
nn
jj
   . 
2.2.3 Inverse Distance Interpolation 
The inverse distance (ID) method, where the weight of a sampled site to an unsampled 
site is inversely proportional to the distance, has been widely used (Gotway et al., 1996; Watson 
and Philip, 1985). A general form of the ID basis functions is: 
0 0 01
( ) ( , ) ( , )
m
j j ii
d d   

 x x x x x  (2.5)  
where   is the weighting power. In this study, an inverse square distance method is used, i.e., 
2  . 
2.2.4 Ordinary Kriging 
This study also considers the ordinary kriging (OK) method in hydraulic conductivity 
estimation. The OK method relies on the spatial correlation structure of the sampled data to 
determine the best 
j  values such that the estimation variance is minimized (Cressie, 1988; Olea, 
1999). Accordingly, the 
j  values are determined by the following linear equations, 
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   01
1
, , , 1,2, ,
1
m
j i j ij
m
jj
i m   



   





x x x x 
 (2.6) 
where   is semivariogram and   is the Lagrange multiplier.  
 
Figure 2.2 Examples of GP base methods that are drawn from the same sample data, Voronoi 
tessellation (VT) as the zonation method and the natural neighbor (NN) interpolation, inverse 
distance (ID) interpolation, and ordinary kriging (OK) methods.  
2.3 Parameter Estimation 
The GP method has a great potential in characterizing the random parameter 
heterogeneity. In the GP method, the conditional estimates of the zonation and the interpolation 
NN ID 
OK VT 
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methods are two special cases. In the case of parameter β between 0 and 1, the GP method 
creates a mixed spatial distribution by combining the zonation structure and interpolation over a 
set of data weighting coefficients to describe a random field. 
To show how the GP estimation varies when the weighting coefficients change, an 
example is given in Figure 2.3 with β uniformly increasing from 0 to 1. The residual, which is 
the summation of the square error between the groundwater head observation and model output, 
is also shown with each hydraulic conductivity distribution.  
The hydraulic conductivity distribution estimated by the GP method depends on the 
weighting coefficients β. To identify the optimal conditional distribution of hydraulic 
conductivity such that the misfit between the simulated and observed groundwater heads is 
minimized, an inverse procedure has to be implemented. Other data, such as concentration 
observations and the sample data itself can also be used to identify the weighting coefficients β. 
Different types of data can be used jointly in the inverse procedure.  
There are several ways to formulate the inverse problem. In the following section, three 
approaches will be introduced to formulate the inverse problem using groundwater head 
observations to identify the β values. 
2.3.1 Standard Deviation Minimization 
We define a true groundwater flow model that using GP as its parameterization method as  
ˆ( )M β  where βˆ  are the true GP parameters. 
The difference between the values predicted by model M with parameters β is: 
    
1 2
2
1
1
RMSE
1
n
j
M M
n 
 
  
 
 β β

 (2.7) 
where RMSE stands for root mean squared error, and n is the number of observations. 
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Let the observed heads u be outputs of the true model, e.g., ˆ( )Mu β , then the objective 
function of the optimization problem is the following: 
  
1 2
2
[0,1]
1
1
min
1
n
j
M
n 
 
 
 

β
β u
 
 (2.8) 
 
 
 
Figure 2.3 An example of the K distribution and residual changes when β uniformly varies from 
0 to 1 in the GP method 
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This formulation is simple and easy to apply. However, the total fitting may be dominated 
by some large errors in the observations, which is known as the inhomogeneity problem and may 
cause a biased estimation of the model parameters. For example, changing the hydraulic 
conductivity value near the pumping well may cause a much greater variation in the RMSE value 
than changing the hydraulic conductivity value far away from the pumping well. Therefore, it is 
easy to overvalue the hydraulic conductivity near the pumping well and at the same time 
undervalue the hydraulic conductivity far away from the pumping well. 
2.3.2 Log-Likelihood Maximization 
A true groundwater flow model that uses GP as its parameterization method is defined as:  
ˆ( )M β  where βˆ  are the true GP parameters. 
The prediction error for model parameters β is: 
ˆ( ) ( ) n
D
D
M M
R

 
β β
e
σ
, where Dσ  are the variances of estimation errors. 
If the model errors , [1,..., ]Die i n  are independent; and Die  follows a standard normal 
distribution, then a multiGaussian distribution of De  can be found as follows: 
2
1
Pr( ) (2 ) exp( )
2
n
T
D D D

 e e e       (2.9)              
The distribution of ( )M β  can be written as: 
1
12 2
1 ˆ ˆPr( ( )) (2 ) exp [ ( ) ( )) ( ( ) ( ))]
2
n
T
D DM M M M M
 
     
 
β V β β V β β          (2.10)        
where 
1
2
2
0
0
n
D


 
 
  
 
 
 
V

  

 . 2
i
  is the variance of ie .  
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If the observed heads u are the true model outputs, e.g. ( )Mu β

,  then the log 
likelihood function is 
2
2
1 1
( )1 1
ln Pr( ( )) ln 2 ln
2 2 2j
j
n n
j j
D
j j D
M un
M  
 
 
   
 
 
 
β
β     (2.11) 
The objective function of the optimization problem is: 
[0,1]
max  ln Pr( ( ))M
β
β  (2.12) 
The maximum log-likelihood estimator (MLE) has properties such as unbiasedness, 
sufficiency, consistency, and efficiency. Numerous books and papers (Kay, 1993; Lehmann and 
Casella, 1998) have discussed these properties, and detailed coverage is beyond the scope of this 
chapter. The MLE needs the variance of model prediction error, which is usually not known and 
must be estimated by a large number of samples. 
2.3.3 Conditional Log-Likelihood Maximization 
According to Draper (1995), given a model structure  and observation data D the 
distribution of the model output has the following integration form:  
     Pr | , Pr | , , Pr | ,M M d   βD D β β D β   (2.13) 
To avoid calculation burdens,
  Pr | ,M D  is usually approximated by  
ˆPr | , ,M D β , 
where βˆ  are the MLE. However, using the maximum likelihood estimation βˆ  suggested in 
Draper (1995) may lose some accuracy when the number of data is not very large. Instead, the 
Laplace approximation gives a better estimation.  
Let    ˆ ˆln Pr | , , Pr | ,g M     D β β D  . The conditional probability of the predicted 
quantity  Pr | ,M D  is approximated by  
1
expP (r | , KIC )
2 M
M  D , where KICM  is the 
Kashyap information criterion with respect to the predicted quantity M :  
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KIC 2 ln 2 lnM Mg m    β F    (2.14) 
The Fisher information matrix 
MF  is ,
2E
i j i j
F g       
 
. The optimal weighting 
coefficients βˆ  can be obtained by maximizing the log-likelihood  Pr | ,M D , which is 
equivalent to 
[0,1]
min KICM
β
 (2.15) 
Further KIC reduction to the Bayesian information criterion (BIC) can be derived by 
considering the prior  ˆPr | ,β D  in g  to be multivariate normal with mean βˆ  and covariance 
matrix 
11
Mn

  F  (Raftery, 1995) 
 ˆBIC 2ln Pr | , , lnM M m n   βD β  (2.16) 
This method considers not only the model prediction distribution but also the model 
parameter distribution, and considers different model structures. Therefore, it can be applied to 
model selection and model averaging.  
2.4 Optimization Algorithms 
This section introduces three optimization algorithms and focuses on a discussion of their 
performance in the groundwater inverse problem when GP is applied. 
2.4.1 Genetic Algorithm 
There are two reasons to favor the genetic algorithm (GA). First, GA is a global 
optimization algorithm; second, GA does not need gradients. For groundwater inverse problems,  
calculation of the gradient of the objective function to the model parameters requires solving the 
groundwater flow equation or adjoint equations, which is computationally expensive.  
The development of genetic algorithms goes back to the mid-1950s, when biologists like 
Barricelli (1954, 1957) and the computer scientist Fraser (1957) began to apply computer-aided 
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simulations in order to gain insights into genetic processes and natural evolution and selection. 
Recent applications to groundwater inverse problems can be found in Rao et al. (2003) and Tsai 
et al. (2003a,b). The GA algorithm is briefly described as follows:
 
i. Choose an  initial population, which is a random selection of a group of parameters β.  
ii. Evaluate the objective function (defined in section 2.3) using each β in the population. 
iii. Repeat the following generations until the termination criteria are met. 
1. Select the best-ranked individuals to reproduce  
2. Breed a new generation through crossover and mutation (genetic operations) and 
give birth to offspring  
3. Evaluate the individual objective function values of the offspring  
4. Replace the worst ranked individuals in the population with offspring  
Although the GA does not require the calculation of gradients, it still needs a great 
number of evaluations of the objective function. The objective function is usually linked to a 
groundwater simulation model. Nevertheless, the benefit of GA is that it is able to find a global 
optimal solution.  
2.4.2 Hill Climbing Algorithm 
The hill climbing algorithm (Stuart and Norvig, 2002) is a very old optimization 
technique that belongs to the family of local search methods. For the groundwater inverse 
problem using the GP method, the hill climbing algorithm is quite simple and effective. In the 
groundwater community, many studies have used gradient based algorithms. Cooley (1977) used 
a Gauss-Newton method, which involves calculation of both the gradient vector and the Jacobian 
matrix. Carrera and Neuman (1986b) used a conjugate gradient method. Based on our experience, 
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these sophisticated gradient based algorithms sometimes are not able to reach the local optima. 
Their solution can be improved by hill climbing. The reason will be discussed in the next section. 
The hill climbing algorithm can be described as follows: 
i. Start with a random parameter set β. 
ii. Evaluate the objective function. 
iii. Repeat the following steps until the termination criteria are met: 
1. Select one variable βi from the parameter set β. 
2. Generate two new parameter sets β1 and β2 by increasing and decreasing βi.   
3. Evaluate the objective function using β1 and β2. 
4.  If the objective function improved, replace the parameter set β with β1 or β2, 
whichever improves the objective function the most. 
In principle, hill climbing algorithms perform a loop in which the currently known best 
solution is used to produce one offspring. If this new individual is better than its parent, it 
replaces its parent. Then, the cycle starts all over again. By making a few slight modifications to 
the algorithm, it can become a valuable global optimization technique (Jacobson and Y¨cesan, 
2004). 
2.4.3 BFGS Algorithm 
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) (1970) method is one of the most 
successful quasi-Newton methods (Avriel, 2003). Gradient-based algorithms have been 
extensively studied in the groundwater literature. A thorough review can be found in Yeh (1986). 
Many studies have focused on improving the efficiency of the calculation of the derivatives. 
Carrera and Neuman (1986b) proposed an adjoint state method to calculate the gradient in just 
two simulation runs, which significantly reduces the calculation time. In this study, an adjoint 
state method is applied in the estimation of the β values. The derivation of the adjoint state 
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equation for the calculation of the Jacobian matrix and the gradient will be shown in the next 
section. 
According to Avriel (2003), the BFGS algorithm can be described as: 
i. Initialization. Set β1 as the initial approximation, H1 = identity matrix, 
1 1 1( )p H f   β . f is the objective function. 
ii. Line search. Find an approximation to the line minimization problem 
0
min ( ),k k
t
f tp t R

 β   
iii. New approximation. Put 1k k k kt p  β β . Given a preassigned threshold value , 
if 1( )kf  β , stop. 
iv. New search direction. Let 1 1 1 1( ) ( ), ( )k k k k k kq f f p H f       β β β and go to 
step ii. The Hessian matrix is updated by:   
1 (1 ) (1 )
T T T
k k k k k k
k k k
k k k k k k
p p p q q p
H t H
q p q p q p
      (2.17) 
As mentioned in the previous section, the BFGS method may not be a good choice for β 
estimation. The problem is from the Hessian matrix. The calculation of the Hessian matrix is 
almost impossible because the computation cost is tremendous. Without the true Hessian matrix, 
any line search will miss the optimal point even when the gradient is correct. This is the situation 
observed in our experiment. For example, we assume that our parameter has 30 dimensions. In 
any single dimension, the gradient points to the direction that can improve the objective function. 
However, if the step size tk is so large that it passed the optimal point, then along the direction 
that the gradient pointed to the objective function may not be improved. One single step size tk 
satisfying every dimension of the parameter at the optima can only occur when the true Hessian 
matrix is presented; without it, using one single step size tk cannot reach the optima. Therefore, 
the BFGS algorithm becomes very slow when it approaches the optima.  
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2.5 Gradient and Sensitivity  
This section introduces three methods for the calculation of  π β ,  h β , 
and ( )f β β , where 𝛑 is the estimated natural logarithm of hydraulic conductivity; h is the 
model estimated groundwater head; and ( )f β  are the objective functions defined in section 2.3. 
2.5.1 The Sensitivities  π β  
In this study, the sensitivity  π β  refers to the partial derivatives of hydraulic 
conductivity with respect to each of the parameters. From Eq. (2.1), the sensitivity is:  
  0j j k
j
  


 
 x
π
                (2.18) 
0j  π means that the parameter j  will have no impact on the hydraulic 
conductivity. Based on the chain rule, the parameter j will also be insensitive to the 
groundwater head. In other words, j h will be zero. Furthermore, it will make the Fisher 
information matrix singular. 
It is possible that 0j  π . For example, if the natural neighbor interpolation method is 
used and there is one sample whose location is out of the bound of the study domain, then   is 
zero, which causes 0j  π . This situation is called the out-of-bound problem. Another 
example can be found in a commonly used GP method – natural neighbor and Voronoi 
tessellation GP (NN-VT). If the natural neighbor sample data have the same sample value for 
one sample location, it will cause   0 0j k  x  and 0j  π . This is called the center-of-
flat-area problem.  
For the interpolation functions that use all the sample points for the interpolation of the 
whole modeling domain, the sensitivity j π will not be zero. However, the sensitivity value 
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can be very small at these out-of-bound locations or center-of-flat-area locations. Therefore, 
finding such locations and eliminating the GP parameters at these locations is necessary in 
applications of the GP method. 
2.5.2 Head Sensitivity  h β  
 Let e πK . From the chain rule, the head sensitivity is: 
 i i i
h h h
e
    
 
     
πK π π
β K π β K β
 (2.19) 
where 


π
β
 was obtained in the previous section. 
The derivation of the adjoint state equation can be found in the following, for 2D 
groundwater flow in a confined aquifer: 
( ) ( ) 0 ( , ) ,0s fL S Q x y t t
t x x y y
    
       
    
h h h
K K   (2.20) 
where Ss is the specific storage, h is the groundwater head, K is the hydraulic conductivity for a 
isotropic and heterogeneous field , t is the stress period, and Q is the point pumping and/or 
recharging activity. 
Consider that L is a function of h and K, L=L(h, K). Using the variational method, we 
have:   
L L
L  
 
 
 
h K
h K
 (2.21) 
( ) ( ) ( ) ( ) 0sL S
t x x y y x x y y
  
  
        
     
        
h h h h h
K K K K  (2.22) 
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0 0
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t
x y
n x y
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 
 
 
 
    
      
    
h
h
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where  is the boundary. 
Multiplication of ( , )x t  and integrating the governing equation with the space and time 
domains gives: 
0
( ) ( ) ( ) ( ) 0
ft
sS d dt
t x x y y x x y y
  
  

         
      
         
 
h h h h h
K K K K  (2.23) 
0
2 3
1
( ) 0
ft
sS d dt
t

   

 
 
        
  
 
h
K h K h 

 (2.24) 
where  is the gradient operator.  
 
t t t
  
 
  
 
  
h h
h
 
Applying Green’s first identity to each of the intergrand leads to:
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 (2.25) 
Define ( , ) 0@ Initial condition forfx t t t    
0 0
f ft t
s sS d dt S d dt
t t
 
 
 
 
   
    
h
h  (2.26) 
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Define 1
2
0,
0,
x
n x


 
   K
  
2
20
( ) 0
ft
BIT nd dt   

        K h K h

 (2.27) 
 
0 0
( ) 0
f ft t
sS d dt d dt
t

   
 
 
          
   K h h K  (2.28) 
Define a performance function: 
0
( , ) ( , ; , )
ft
E f x t d dt

  h K h K  (2.29) 
where ( , ; , )f h K x t is a user defined function. 
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 (2.30) 
If we define ( , ) ( ) ( ) ( )i i i if h x x y y t t     h K  , where δ is the Dirac delta function, 
then E is a function of f only. 
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The adjoint state equation to get i
h
K
 is: 
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
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 (2.32) 
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and the sensitivity is: 
0
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 (2.33) 
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            To calculate the sensitivity of heads at the observation location and time with respect to β, 
the number of simulation runs of the adjoint state equation is the same as the number of 
observations. Again, from the chain rule, the head sensitivity could be zero if the GP sensitivity 
is zero. 
2.5.3 The Gradients ( )f β β  
The gradient ( )f β β  for the groundwater inverse problem is calculated through the 
adjoint-state method as follow. A two-dimensional confined aquifer groundwater flow equation 
with ln( )π K  is given by:  
( ) ( ) 0 ( , ) ,0s fL S e e Q x y t t
t x x y y
    
       
    
π πh h h     (2.34)  
The performance function (Yeh and Sun, 1990) for the GP method is defined as: 
 
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( ) ( ) ( ) ( ) ( )
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j j j j jf h h x x y y t t d dt   
         β β  (2.35)  
The adjoint equation for the inverse problem is defined as: 
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where   is the adjoint state variable, and ft t   . 
             The variational form of ( )f β  with respect to jh  and π  gives:    
 
0
( )
ft
f e b d dt  

      
πβ h π  (2.37) 
             The variation π  relating to the variation β  is given by   r r rk      x  
(Carrera and Neuman 1986b; Yeh and Sun, 1990). Therefore, the gradient is calculated as 
follows:  
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In this way, the number of runs of the groundwater flow model is significantly reduced. 
2.6 GP Parameter Covariance  
The GP parameter covariance is obtained through the Fisher information matrix. 
Following section 2.3.3 and section 2.5.2, the Fisher information can be derived as follows 
(Kitanidis and Lane, 1985): 
Using 1ln h j h h jTr 
      C C C  and  
1 1 1
h i h h i h 
       C C C C , where hC  is 
the covariance of the groundwater head h, and the analytical form of the negative Hessian 
 2 ( )ln Pr | , ,ph i j      h D β  is:  
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 (2.39) 
The Fisher information matrix is considered as taking the expectation on Eq. (2.39) with 
respect to the data hD ; therefore,  E 0h h D . Using the definition of the covariance matrix 
  E
T
h h h
   
 
h D h D C , the fourth term in Eq. (2.39) is:  
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which is further changed to:   
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 (2.41) 
Substituting Eq. (2.41) into (2.39), the Fisher information matrix is obtained:  
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Therefore, 
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 (2.43) 
The Fisher information matrix is actually the inverse covariance matrix of the estimated 
parameters when the first term is zero or insignificant (Tierney and Kadane, 1986; Gelfand and 
Dey, 1994; Raftery, 1995; Draper, 1995; Raftery, 1996). The Fisher information matrix should be 
a positive definite symmetric matrix. However, some rank deficient Fisher information matrices 
have been observed in our experiment. After checking the program, no error was found in the 
code. What could be the reason that the GP parameter covariance is not full rank? 
From section 2.5.1, it is known that in some cases the hydraulic conductivity can be 
insensitive to some parameter 
j . In that case, the GP parameter covariance is not full rank. 
There is a solution for this kind of problem; one can simply eliminate the parameter j . The GP 
parameter covariance then becomes full rank. However, will having a nonzero GP sensitivity 
ensure that all the groundwater head observations are sensitive to all the GP parameters? If there 
exists any 
j such that 0
j



h
, the Fisher information will not be full rank. The problem is not 
caused by any GP parameter. There are two reasons that could cause this problem. First, the head 
estimation h is the model output at the observation location and time. This partially observed 
head and the locally sensitive 
j  may be the sources of this problem. Second, unlike the 
sensitivity  π β , which is not a function of the GP parameter β, the head sensitivity is a 
function of β. Therefore, it is possible that within some range of β, the head is insensitive to 
some GP parameter 
j . How to solve this kind of problem requires further studies. 
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2.7 Case Study:  Three GP Methods and Genetic Algorithm 
2.7.1 Introduction 
This section uses four base methods to formulate three GP method. Voronoi tessellations 
(VT) is chosen as the zonation method and it is combined with the natural neighbor (NN) 
interpolation, inverse distance (ID) interpolation, and ordinary kriging (OK) methods. A total of 
three GP methods, NN-VT, ID-VT, and OK-VT will be considered. These three GP methods are 
used to demonstrate the flexibility of the GP method. A genetic algorithm is used to find the 
optimal parameters for these three GP methods. 
2.7.2 Numerical Example 
Figure 2.4 shows a natural log-hydraulic conductivity distribution in a two-dimensional 
confined aquifer. The characteristics of the aquifer and modeling information are listed in Table 
2.1. MODFLOW-2000 (Harbaugh et al., 2000) is used for the groundwater flow simulation. The 
aquifer is excited by six pumping wells with constant pumping rates. The pumping sites and rates 
are shown in Figure 2.4. Groundwater heads are collected at eleven observation locations (circles 
in Figure 2.4) at the end of each day. Consequently, 330 head observations are obtained and then 
corrupted by Gaussian noise with zero mean and a constant standard deviation σh = 0.01 m to 
represent the observation error. Moreover, 60 hydraulic conductivity values are sampled at the 
sample locations shown in Figure 2.5(a). A Voronoi zone structure of 60 zones is created based 
on the 60 sampled locations, which will be used in the GP method. The hydraulic conductivity is 
assumed to be natural log-normally distributed. An exponential semivariogram model (Figure 
2.5(b))   2.4 exp( 4679.4)d d   , where d is the distance lag, is obtained according to these 60 
ln(K) values. 
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(a) 
Figure 2.4 Synthetic aquifer: The true ln(K) distribution. Circles: head observation sites. Crosses: 
pumping wells.  
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(a)                                                                            (b)   
Figure 2.5 Synthetic aquifer: (a) The K sampled locations and Voronoi tessellation. (b) The 
experimental semivariogram   2.4 exp( 4679.4)d d    
 
 
Table2.1: Characteristics of the synthetic aquifer and modeling 
Aquifer Confined 
Dimensions 3200 meters by 3200 meters 
Boundaries AD :constant head (h=40 meters) 
AB  BC , and CD : impervious 
Hydraulic conductivity(K) 2~10 m/day 
Specific storage 10-4 meter-1 
Number of pumping wells 6 (crosses in Figure 2.4) 
Number of head observation boreholes 11 (circles in Figure 2.4) 
Number of K measurements 60 (pluses in Figure 2.5(a)) 
Discretization 64 rows by 64 columns 
Stress period 30 days 
Time steps 30 
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2.7.3 Sensitivity Analysis 
This section only studies the sensitivity 


π
β
. The Jacobian matrix and gradient will be 
shown in chapter 4 with a real case study. Based on Eq. (2.18) , the GP sensitivity is calculated 
and the 
1
m
j
j




π
 values are plotted in Figure 2.6. The hydraulic conductivity estimation using 
the four base methods can be found in Figure 2.2. Generally speaking, high GP sensitivity occurs 
where there is a sharp change in the hydraulic conductivity distribution. For the NN-VT GP 
method, a pattern of low- high- low- high- low can be observed from the top-left corner to the 
bottom-right corner. A similar pattern can be found in the OK-VT GP sensitivity. However, such 
a pattern is not obvious for the ID-VT GP sensitivity. Looking at Figure 2.2, one finds that the 
inverse distance interpolation looks like a series of alternating highs and lows. No flat areas can 
be observed. This explains the reason why there are higher sensitivities everywhere in the ID-VT 
GP sensitivity distribution. 
2.7.4 Global Optimization   
The inverse problem posed in section 2.3.1, which involves groundwater modeling, is 
nonlinear and leads to a complicated optimization problem. The gradient based algorithms are 
anticipated to be inefficient in solving Eq. (2.8) because a large number of gradient evaluations 
through forward modeling of groundwater flow are necessary. In addition, many local optima 
may exist. From our experience, a genetic algorithm (GA) will be suitable for solving this non-
linear problem because GA is a derivative-free heuristic method and is able to search for a global 
optimum with multiple searching points (Salomon, 1998). GA searches for a global optimal 
solution using a set of processes and operators analogous to bio-evolution processes (e.g., 
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selection, crossover, mutation, reproduction, and replacement) to improve/maximize the fitness 
of chromosomes generation by generation (Goldberg 1989). 
A GA solver in Matlab (Houck et al., 1996) is used to search for the near-global optimal 
solution, and a gradient-based solver provided in Matlab (Han, 1977; Coleman and Li, 1996) is 
used to search for the optimal β  value. MODFLOW is linked with GA as a simulation-
optimization model to obtain the simulated head observations and evaluate the fitness. For each 
GA run, 50 chromosomes are assigned to one population to be evolved for 100 generations. The 
probability for the uniform crossover is 0.5, and the probability for mutation is 0.08. A 
convergent GA fitness value is found after five GA runs (a total of 15,000 evaluations). The 
fitting residuals and estimation uncertainty are shown in Table 2.2, where the fitting residual is 
the least square error      ( ) ( ), ,
T
p obs p obs
p
   h β h h β h  and uncertainty is calculated by 
( )(Cov )pGPtrace . 
In summary, the indictor GP is able to honor the sampled data, minimize the misfit to the 
observations, and identify a reasonable conditional estimation with small conditional variances. 
Table 2.2 Fitting residuals and estimation uncertainty. 
 
NN ID OK VT 
GP methods (=opt) 
NN-VT ID-VT OK-VT 
Fitting 
Residual 
2.46 44.70 1.69 2.93 0.42 12.31 0.19 
Uncertainty 434 614 425 701 520 552 518 
 
 
2.7.5 Identification Results 
The results based on the RMSE formulation are given in section 2.3.1. The other 
formulation will be tested in the following chapters. The identified ln(K) distribution and 
estimation variance using NN-VT, ID-VT, and OK-VT are plotted in Figure 2.7.  
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(a) OK-VT 
Figure 2.6 The GP sensitivity plotted at the location of the GP parameters; the circle size 
represents the value of 
1
m
j
j




π
.
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(b) NN-VT 
 
(c) ID-VT 
Figure 2.6 The GP sensitivity plotted at the location of the GP parameters; the circle size 
represents the value of 
1
m
j
j




π
.
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(a) 
 
(b) 
Figure 2.7 (a) NN-VT estimation, (b) NN-VT estimation variance, (c) ID-VT estimation, (d) 
OK-VT estimation variance, (e) OK-VT estimation, (f) OK-VT estimation variance. 
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(c) 
 
(d) 
Figure 2.7 (a) NN-VT estimation, (b) NN-VT estimation variance, (c) ID-VT estimation, (d) 
OK-VT estimation variance, (e) OK-VT estimation, (f) OK-VT estimation variance. 
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(e) 
 
(f) 
Figure 2.7 (a) NN-VT estimation, (b) NN-VT estimation variance, (c) ID-VT estimation, (d) 
OK-VT estimation variance, (e) OK-VT estimation, (f) OK-VT estimation variance. 
40 
 
2.8 Summary 
This chapter explored many aspects of the generalized parameterization method. Three 
interpolation methods, natural neighbor interpolation, inverse distance interpolation, and 
ordinary kriging interpolation, and a zonation method, Voronoi tesselation method, were 
introduced. To formulate the inverse problem for the identification of GP parameters, the root 
mean standard error, maximum log-likelihood, maximum conditional log-likelihood approaches 
were proposed. Three optimization algorithms, the genetic algorithm, hill climbing algorithm, 
and BFGS algorithm, were presented for the optimization problem. For the sensitivity analysis 
and gradient calculation, methods were derived to calculate the GP sensitivity, the Jacobian 
matrix, and the gradient of the objective function with respect to the GP parameters. The non-
sensitive problems of the GP parameters was also discussed. The Fisher information as a means 
of the GP parameter covariance was derived, and issues about the positive definiteness were 
discussed.  
A numerical example was presented to demonstrate the proposed GP methodologies. The 
results showed that the generalized parameterization method can provide a better representation 
of the conditional estimation of hydraulic conductivity in a random field. The Voronoi zone 
structure was combined with a natural neighbor interpolation method, an inverse distance 
interpolation method, and an ordinary kriging method to formulate three GP methods to capture 
the non-smoothness of heterogeneity. The complexity of the inverse problem of identifying the 
optimal GP parameters was greatly reduced by using a genetic algorithm (GA). We conclude that 
these GP methods are able to find the optimal conditional estimation of hydraulic conductivity 
between that of the zonation and interpolation methods with the minimal misfit value of 
groundwater head observations. 
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CHAPTER 3. BAYESIAN MODEL AVERAGING (BMA) ON 
HYDRAULIC CONDUCTIVITY ESTIMATION 
3.1 Bayesian Model Averaging 
This section introduces the theory of BMA. The model in Bayesian model averaging is a 
very general term, which can represent different parameterization methods or simulation models. 
In this chapter, the multimodel problem using multiple parameterization methods is formulated. 
The model here refers to parameterization methods. Consider a set of parameterization methods 
 ( ); 1,2,p p     to be available to estimate the hydraulic conductivity distribution over a 
region. Given the available data ( D ) along with multiple parameterization methods ( ), the 
posterior probability of a predicted quantity of interest ( ) can be obtained through Bayesian 
model averaging (BMA), which is based on the law of total probability (Leamer, 1978): 
     ( ) ( )Pr | Pr | , Pr |p p
p
   D D D  (3.1) 
where  Pr | D  is the distribution of the predicted quantity conditioned on observation data D , 
 ( )Pr | , p D  is the conditional probability of the predicted quantity given the data D  and a 
parameterization method ( )p , and  ( )Pr |p D  is the posterior probability of a parameterization 
method given data D .  
According to the Bayes rule, the posterior probability of a parameterization method is: 
 
   
   
( ) ( )
( )
( ) ( )
Pr | Pr
Pr |
Pr | Pr
p p
p
j j
j
 

 


D
D
D
  (3.2) 
where  ( )Pr | pD  is the marginal likelihood function of the parameterization method ( )p , and 
 ( )Pr p  is the prior probability of a parameterization method. The prior probability may be a 
subjective value and is based on the analysts’ prior information and their philosophical beliefs. It 
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could be argued that the posterior model probabilities are rather sensitive to the specification of 
the prior probabilities, or that prior probabilities should not dominate the likelihood function as 
supported by data. The major problem arises from the concern of using improper prior 
probabilities to substantially affect the ensuing analysis. If there is no informative support, it is 
reasonable to have an equal prior probability as a neutral choice (Hoeting et al., 1999; 
Wasserman, 2000). In BMA, the prior model probabilities also represent prior model weights, i.e., 
 ( )Pr 1p
p
  .  
The likelihood  ( )Pr | pD is obtained by considering all the possible values of the 
parameters that are embedded in the individual parameterization methods:  
     ( )( ) ( ) ( ) ( ) ( ) ( )Pr | Pr | , Pr |pp p p p p pd   βD D β β β  (3.3) 
where ( )pβ  are the parameters embedded in the parameterization method ( )p , and 
 ( ) ( )Pr |p pβ  is the prior parameter density distribution given a parameterization method ( )p .  
If the true model is among the candidate models, the requisite condition that ( ) ( )i j   
implies    ( ) ( )Pr | Pr |i j D D  is correct (Link and Barker, 2006). However, this condition is 
not necessary for real problems in that the data are not sufficient and not certain. Different 
misspecified models possibly act identically to the same data set.  
According to the law of total expectation, the conditional expectation of the quantity is:  
   ( ) ( )E | E | , Pr |p p
p
     D D D .
 (3.4) 
Similarly, the law of total covariance gives the conditional covariance matrix of the 
quantity as the following: 
   
       
( ) ( )
( ) ( ) ( )
Cov | Cov | , Pr |
E | , E | E | , E | Pr |
p p
p
T
p p p
p
 
  
    
            


D D D
D D D D D
.
 (3.5) 
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The first term on the right side of Eq. (3.5) represents the covariance for the individual 
parameterization methods (within covariance). The second term represents the covariance 
between different parameterization methods (between covariance). In the context of 
parameterization uncertainty, equation (3.5) shows the beauty of using BMA, which considers 
the uncertainty in particular methods as well as the uncertainty in the method space.  
3.2 Maximum Likelihood Bayesian Model Averaging 
To calculate the marginal likelihood function  ( )Pr | pD  in Eq. (3.3), one needs to know 
the prior probability of a parameterization method  ( ) ( )Pr | ,p pD β , the prior probabilities of the 
parameters in a parameterization method  ( ) ( )Pr |p pβ , and the integration of the likelihood 
 ( ) ( )Pr | ,p pD β .  
( ) ( )Pr |p pβ need to be evaluated in the parameter space. For given density 
distributions, a common approach is to use the Markov Chain Monte Carlo (MCMC) method to 
estimate the likelihood (George and Mcculloch, 1993; Madigan and Raftery, 1994; Raftery et al., 
1997; Madigan and York, 1995). 
The MCMC approach may be impractical in the groundwater area because it is too 
expensive to link large scale groundwater flow and transport models to the Monte Carlo 
simulation. To make the calculations more efficient, the Laplace approximation based on a 
Taylor series expansion has been applied to approximate the integration with the accurate 
 1O n  (Tierney and Kadane, 1986; Raftery, 1995; Draper, 1995): 
     
( ) 1 22( ) ( ) ( ) 1Pr | exp 2
pmp p p
Dg O n 

   D A   (3.6) 
where    ( ) ( ) ( ) ( ) ( )ˆ ˆln Pr | , Pr |p p p p pDg     D β β , n  is the number of data D , 
( )pm  is the number 
of unknown parameters ( )pβ , and ( )ˆ pβ  are the maximum likelihood estimators (MLE) that give 
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( )p
Dg  the maximum value. Thus, 
( )ˆ pβ  are the parameters that make the observed data most likely. 
The matrix ( ) 2 ( ) ( ) ( )p p p p
ij D i jg        A  is the negative Hessian matrix of 
( )p
Dg  and 
( )pA is the 
determinant of the matrix ( )pA . For a large number of data, the matrix ( )pA  can be approximated 
using the Fisher information matrix (FIM), ( ) 2 ( ) ( ) ( )= E
i j
p p p p
D Dij
g           F , the expectation 
being taken over the data. The advantage of using the FIM is to avoid the Hessian matrix 
calculation and to reduce the computation. Using the averaged FIM,  ( )1 pDn F , the log-
likelihood  ( )Pr | pD  in Eq.(3.6) is approximated as the following (Raftery, 1995; Draper, 
1995):  
   
( )
( ) ( ) ( ) 1 21ln Pr | ln 2 ln
2 2
p
p p p
D D
m
g O n     D F
.
 (3.7) 
A similar form of Eq. (3.7) was also obtained by Kashyap (1982). The Kashyap 
information criterion (KIC) is defined as  ( )KIC 2ln Pr | p  D  and has been used in the 
groundwater community for model selection and model averaging (Carrera and Neuman, 1986a; 
Neuman, 2003): 
( ) ( ) ( ) ( )12KIC 2 ln lnp p p pD D Dng m
n

    F
.
 (3.8) 
For convenience, the FIM is used instead of the averaged FIM in the KIC: 
( ) ( ) ( ) ( )KIC 2 ln 2 lnp p p pD D Dg m     F .
 (3.9) 
When the size of the observation data increases, the maximum likelihood estimators ( )ˆ pβ  in ( )pDg  
asymptotically approach a multivariate normal distribution with the true values of ( )ˆ pβ  and 
covariance matrix 
1( )1 p
Dn

  F  (Raftery, 1995). Formally, the difference between 
( )ˆ pβ  and the true 
values of ( )pβ  is  1O n . This is called the unit information prior (Kass and Wasserman, 
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1995). Therefore, the KIC can be approximated by the Bayesian information criterion (BIC) for 
large data size: 
 ( ) ( ) ( ) ( )ˆBIC 2ln Pr | , lnp p p pD m n  D β . (3.10) 
Both the KIC and BIC can be adopted to approximate the posterior probability 
 ( )Pr | pD  under different considerations. The KIC is used for further formulations, but it can 
always be replaced by the BIC.  
Using the savvy prior in Burnham and Anderson (2004), the prior GP probabilities in 
 ( )Pr p  are considered to be equal. Because the number of observation data and number of 
unknown parameters are the same for all GP methods in this study, using the KIC, the posterior 
probability of a parameterization method is approximated as: 
 
 
 
( )1
2( )
( )1
2
exp KIC
Pr |
exp KIC
p
Dp
j
Dj




D  . (3.11) 
It is emphasized that the posterior probability in Eq. (3.11) is an approximation in that the 
likelihood function is approximated by the KIC with some error.  
3.3 Statistical Information Criteria  
Section 3.2 introduced the BIC and KIC. However, there are many different kinds of 
information criteria available for the same model selection purpose. These information criteria 
include the Akaike information criterion (AIC) (Akaike, 1973; Akaike, 1974), the corrected 
Akaike information criteria (AICc) (Sugiura, 1978; Hurvich and Tsai, 1989), Mallows’ criteria 
(Mallows, 1973; Hansen, 2007), the Bayesian information criterion (BIC) (Schwarz, 1978), 
Hannan and Quinn’s information criterion (Hannan and Quinn, 1979), the Kashyap information 
criterion (KIC) (Kashyap, 1982), the Kullback information criterion (Seghouane and Bekara, 
2004), and the focused information criterion (FIC) (Claeskens and Hjort, 2003).  
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Statistical information criteria have been applied to many disciplines. In the groundwater 
community, the AIC, AICc, BIC, and KIC are often used for model selection and model 
averaging purposes. Numerous people have tried to clarify the misunderstandings of the AIC, 
BIC, and KIC; however, they have never being cleared enough because many of those who 
attempted to clarify the misunderstandings misunderstood them. A long running debate continues 
in the model selection and model averaging literature. Comparisons of information criteria with 
biased data make the argument more confusing. In the following sections, three commonly used 
information criteria, the AIC, BIC, and KIC, will be analyzed, and their applicability to 
groundwater inverse problems will be discussed. 
3.3.1 Akaike Information Criterion 
Akaike (1973, 1974) found a formal relationship between Kullback-Leibler information 
and likelihood theory, where the maximized log-likelihood value was a biased estimate but this 
bias was approximately equal to m, the number of estimable parameters. The maximum (log-) 
likelihood method can be used to estimate the values of the parameters. However, it cannot be 
used to compare different models without some corrections. The reason for such bias is that the 
same data are used to estimate the parameters and to calculate the log-likelihood.  
The AIC can be written as: 
 ( ) ( ) ( ) ( )ˆAIC 2ln Pr | , 2p p p pD m  D β   (3.12) 
where the first term is the sample log-likelihood for the pth alternative models, and m is the 
number of independent parameters estimated for the pth model. The second term may be viewed 
as a penalty for over-parameterization.  
The derivation of the AIC involves the notion of loss of information that results from 
replacing the true parametric values of a model with their maximum likelihood estimates (MLE) 
from a sample. The AIC, which does not directly involve the sample size, n, has been criticized 
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as lacking properties of consistency (Bozdogan, 1987). To correct this problem, Sugiura (1978) 
and Hurvich and Tsai (1989) proposed the AICC, which included the sample size n: 
c
2 ( 1)
AIC =AIC+
- -1
m m
n m

. (3.13) 
The AIC is favored by many engineers and researchers. A software package for 
groundwater modeling called JUPITER-API (Banta et al., 2006) advocates using the AIC. 
However, based on our understanding, the way to calculate the first term of the AIC in JUPITER 
is biased. They take an additional log on the fitting residual, which makes the value of the first 
term in the AIC much smaller. This biased value compensates for the smaller penalty term in the 
AIC, but would cause poor performance in the BIC and KIC.  
Generally speaking, the choice of information criteria strongly depends on particular 
problems. The AIC will favor complex models over simple models when the sample size is big. 
In the following sections of this chapter, a variance analysis and a dimensional analysis will be 
performed on statistical information criteria for a better understanding of all the problems and 
arguments related to information criteria. From mathematical and statistical grounds, most 
researchers recommend the BIC rather than the AIC. 
3.3.2 Bayesian Information Criterion 
The BIC is derived under the assumption that the model parameter follows a multivariate 
normal distribution with mean ( )ˆ pβ  and covariance matrix 
1( )1 p
Dn

  F  (Raftery, 1995). The true 
distribution of ( )pβ is never known; otherwise, there is no need to estimate the model parameter 
using inverse methods. The multinormal assumption is a fair assumption under most 
circumstances for unknown model parameters. In the derivation of the KIC, Kashyap (1982) 
neglected the term of the prior model parameter distribution, which will cause strange (or special) 
behavior of the KIC (discussed in the next section).  
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 The BIC penalizes overparameterization more heavily than is the case for the AIC, 
especially with large n. This is consistent with the law of parsimony. In groundwater inverse 
modeling, adding more artificial parameters will make the fitting residual smaller but will create 
complex models that do not necessarily honor the true hydraulic conductivity distribution and 
increase parameter uncertainty. The BIC favors simpler models over complex ones if their 
fittings are same. 
When the observation data increase, the AIC and BIC are able to find the true model if 
the true model is among the candidate models. In practical groundwater problems and other 
complex systems, however, the true model is impossible to obtain. It is understood that all the 
models developed are wrong, and the 100% model weight in BMA does not imply a 100% 
correct model. The model weights are relative model weights among the selected models, not the 
true model weights over the model space.  
3.3.3 Kashyap Information Criterion 
The KIC was originally derived in computer science for auto regression moving average 
(ARMA) model pattern identification problems (Kashyap, 1982). ARMA models are linear 
regression models that have been well defined and studied. Carrera and Neuman (1986a) and 
Neuman (2003) applied it in groundwater model selection and model averaging. The KIC 
ignores  ( )ˆln Pr | pβ  and the second derivative of the prior  ( )ˆPr | pβ . As mentioned in the 
previous section, the prior distribution of model parameters is unknown. Simply neglecting these 
terms would lose the information from the prior parameter distribution. Under the BIC 
assumption, the term that contains the Fisher information term can be canceled out. Section 2.6 
has shown that the Fisher information is a quadratic form of groundwater head sensitivity. The 
GP inverse problem is a nonlinear problem and the head sensitivity is a function of model 
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parameters. The third term in KIC, ( )ln pDF , therefore is related to the groundwater head 
sensitivity and is a function of model parameters. The value of ( )ln pDF  varies dramatically with 
changes in model structure and varies slightly when the model parameter values change. No 
evidence shows that these changes have positive or negative correlations with the leading term in 
the KIC. With these features, the KIC can be used to detect changes of model structures (or 
patterns). However, the KIC is not recommended for model averaging. 
Another problem of the KIC is that if the true model parameters really exist, it cannot 
identify the true model parameters because the term ( )ln pDF  does not agree with the leading 
MLE term. This problem does not exist in the BIC and AIC. Although the KIC is not 
recommended in this study, the Fisher information is still useful because it relates to the 
estimated parameter uncertainty. At the end of this chapter, a numerical example will be used to 
demonstrate the problems of the KIC. 
3.4 Variance Analysis in BIC 
In the inverse procedure, the observed variables ∆ usually correspond to the observation 
data. The errors between the observed variables and the observation data are defined to be 
multiGaussian with zero mean and covariance C∆. The errors here contain both observation 
errors and model errors. The covariance C∆ is independent for each model and refers to the total 
covariance of the entire model space. 
The distribution of the observed variables ∆ is: 
     
1( ) ( ) (p) 1 ( )22
1
Pr( | , , ) 2 exp ( ) ( )
2
n T
p p p 
 
 
 
       
 
D β C β D C β D . (3.14) 
The data weighting coefficient   of GP is uniformly distributed between (0 1). Therefore:  
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( ) 1 0 1Pr( | , )
0
p
otherwise

 
 

β
β D . (3.15) 
Thus: 
     ( ) ( ) ( ) ( ) ( ) ( ) ( )ln Pr ( ) | , , Pr | ,p p p p p p pg      β β D β β D  (3.16) 
and  
     ( ) ( ) ( ) 1 ( )ˆ ˆ ˆ2 ln 2 ln ( ) ( )
T
p p p pg n           β C β D C β D  (3.17) 
and ( )pQ  is defined as: 
   ( ) ( ) 1 ( )ˆ ˆ( ) ( )
T
p p pQ      β D C β D  (3.18) 
which will be discussed later. 
Finally, the KIC is: 
( )
( ) ( ) ( )KIC ln ( ) ln 2 lnp
p p pQ n m        βC F .
 (3.19) 
The multistandard normal distribution is also applicable to BIC: 
( )
( ) ( )B lIC = ln lnn 2 p
p pQ n m n    βC . 
(3.20) 
In our case, the number of parameters of the GP method always equals the number of 
hydraulic conductivity samples. All the models share the same number of observations; thus, the 
last two terms in the BIC are constant. ln C is a constant. Thus, the only term that contributes 
to the variance of the BIC is the first term in the BIC.  
If ( )pQ  follows a chi square distribution, then it is obvious that the variance of the BIC 
equals the variance of the chi square distribution. To prove that ( )pQ  follows a chi square 
distribution, two cases of C  are considered.  
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The first case is when C  is a diagonal matrix. 
2
1
2
... 0
0 ... n



 
 
  
 
 
C     where 2i is the i’th 
variance. Then 
( ) 2
( )
2
1
ˆ( ( ) )pnp i i
i i
Q



 

β D
 is a chi square distribution with a degree of freedom n.  
The second is when C  is a symmetric positive definite matrix. Through singular value 
decomposition, one can always find a matrix A where T C AΛA ,  
where 
2
1
2
... 0
0 ... n


 
 
  
 


Λ     is a diagonal matrix and TI AA . Then: 
   ( ) 1 ( )
2( )
( )
2
1
( ( ) ) (
ˆ ˆ( ( )
)
)
p
T
p p
n
i ip
i i
Q




  
     

A β AD Λ A β AD
A β AD
  (3.21) 
is still a chi square distribution with a degree of freedom n . 
The leading term in the BIC ( )pQ  follows the chi square distribution. The other terms in 
the BIC are constant. Therefore, the variance of the BIC equals 2n, where n is the number of 
head observations. 
3.5 Mode Selection and Occam’s Window 
Implementation of BMA involves both model selection and model averaging. Even 
though it is not implicitly stated, model selection is always implied during BMA. Those models 
that carry very small model weight (say, less than 5% or 1%) can be considered as being 
automatically discarded. In the BMA literature, the acceptance range of a candidate model is 
usually defined by Occam’s window. Madigan and Raftery (1994) first introduced the concept of 
Occam's window into Bayesian model selection and model averaging based on the concept of 
Occam’s razor. Occam’s razor is a well-accepted principle of the “law of parsimony” for model 
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selection. Raftery (1995) defined that the models within a BIC difference 
( ( ) ( ) minBIC =BIC BIC
p p  ) of 6 belong to Occam's window.  
The size of Occam’s window, 6, is naturally defined by Eq. (3.22) if a significance level 
5%, which means that models that cannot gain a model weight of 5% are dismissed, is selected. 
When only two models are considered, Eq. (3.11) becomes: 
 
 
( )1
2
( )1
2
exp BIC
Pr
1 exp BIC
j
j j
 

  
 (3.22) 
where Pr j  is the posterior probability for one model jM  with 
( )BIC j  against the best model 0M  
with minBIC . 
If only two models are concerned, the posterior probability of the second model is 
calculated compared to the most likely model, and the Occam’s window is plotted as in Figure 
3.1. The posterior probability for any model against the best model is always less than 50%. A 
similar model selection principal can be found in Burnham and Anderson (2002), who suggested 
that a scale of the difference ( ) 10p   implies that the model can be dismissed.  
According to Clyde and George (in Hoeting et al., 1999), Occam's window is considered 
too restricted when the sample size (number of data) is large. They pointed out that BMA is 
biased because Occam’s window is too narrow such that many influential models are rejected. In 
Raftery's experiment (Raftery, 1995), for sample sizes in the range of 30-50, using the BIC  of 
6 in Occam's window roughly agrees with the conventional significance levels (1% or 5%) in t  
statistics. However, when the sample size is large, Occam’s window tends to reject more models. 
The corresponding significance levels have to be much less than the conventional values in order 
to meet similar results from Occam's window. 
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Figure 3.1: Posterior model probability 0Prj  using unscaled BIC  and scaled BIC  to 
represent Occam’s window and the variance window, respectively. The variance window 
considers a 5% significance level and 2 D  window size for 100n  . 
 
 The application of BMA to our problem is limited if Occam’s window is used to calculate 
( )BIC pD , because the number of models (either flow models or parameterization methods) in 
groundwater applications is much less than the number of statistical models used in BMA studies, 
and the amount of hydrogeologic data can be very large. If used, Occam’s window tends to 
single out only one model (or one parameterization method) in groundwater applications. 
Although Occam's window has been used in many studies, the issue of reducing “biased 
posterior probability” or enlarging Occam’s window to accept more influential models remains 
an unsolved problem. In the following section, a variance window is introduced to address this 
issue (Tsai and Li, 2008ab).  
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3.6 Variance Window in BIC 
It has been shown that the leading term in the BIC, ( )pQ , which represents the “goodness 
of fit”, follows a chi-square distribution. The rest of the terms are considered to be deterministic. 
Therefore, the variance of ( )BIC p  is the same as the variance of 
( )pQ . The mean and variance of 
( )pQ  are n and 2n, respectively, where n is the degree of freedom for the chi-square distribution 
of ( )pQ  and is the number of observation data D . When the number of observation data is large, 
the chi-square distribution is very close to the normal distribution, which means that 95% of the 
( )BIC p  values are in the range of four times of the standard deviation ( 2D n  ) of the chi-
square distribution. Therefore, ( )BIC p  also varies in the range of 4 D , which raises the 
problem that Occam’s window only accepts the ΔBIC range of 6 for a 5% significance level. For 
a large data set, the ( )BIC p  between good models can be large in the range of 4 D . In other 
words, Occam’s window can easily reject good models because of the exponential factor. 
It is arguable why only those models whose ( )BIC p  values are less than 6 are accepted 
when 95% of the ( )BIC p  values are likely to fall in a range of 4 D . This study proposes a 
“variance window” to accept models by considering the ( )BIC p variance. The variance window 
is determined by considering a scaling factor   to ( )BIC p , i.e., 
( )BIC p   in the posterior 
probability,  ( )Pr |p D . The scaling factor is a statistical parameter defined as:  
1
2 D
s
s


  (3.23) 
where 1s  is the BIC  value corresponding to the significance level in Occam’s window, and 2s  
is the width of the variance window in units of D . With this   definition, the variance of 
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( )BIC p   is 
2 2
1 2/s s , which is independent of the number of data. It is noted that the selection of 
significance level for 1s  and the selection of window size for 2s  are subjective and dependent on 
analysts, as is Occam’s window. For example, if one selects the significance level at 5% and the 
window size to be 2 D , which means that the acceptance range under a 5% significance level is 
2 D , then the scaling factor value for a data size of 100n   is 2.12 0.212n   . Figure 3.1 
shows the difference between using Occam’s window and variance window for this case. The 
scaling factor values for significance levels of 1% and 5% for window sizes of D , 2 D , and 
4 D  are listed in Table 3.1. The scaling factor is usually less than 1 in order to make the 
variance window larger than Occam’s window. For the 1   case, Occam’s window should be 
considered as the smallest window for model selection and model averaging purposes. The 
posterior probability is calculated by:  
 
 
 
( )1
2( )
( )1
2
exp BIC
Pr |
exp BIC
p
p
j
j





 


D
.
 (3.24) 
The scaling factor in Eq. (3.24) is the same as the smoothing parameter in the smoothed 
FIC and AIC (Hjort and Claeskens, 2003, 2006), which dictates the amount of smoothing 
between candidate models. If the scaling factor is zero, models are weighted equally. If the 
scaling factor is one, equation (3.24) is the BIC selection scheme. However, the statistical 
meaning of the scaling factor was not determined in Hjort and Claeskens (2003, 2006), but 
regarded as an ad hoc approach.  
When the sample size is between 30-50 and the window size is D , the scaling factor is 
close to 1. Hence, there is no great difference between Occam’s window and the variance 
window. This explains the result in Raftery’s experiment of comparing the P-value to the BIC. 
When the number of observations is greater than 50, Occam’s window tends to prefer only the 
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group of “best” models and significantly ignores a many good models. Considering only a small 
portion of the whole BIC range will underestimate the total variance of BMA and increase the 
risk of prediction. Here, Clyde and George’s arguments about the narrowness of Occam’s 
window are considered to be valid. When the number of observations is large and the number of 
models is small, the variance window is able to reduce underestimation of the total variance in 
BMA by selecting the proper window size.  
 
Table 3.1 Scaling Factors for Different Sizes of Variance Window and Significance Levels using 
n  Observation Data. 
 D  2 D  4 D  
Significance level 5% 4.24 n  2.12 n  1.06 n  
Significance level 1% 6.51 n  3.26 n  1.63 n  
 
3.7 Standardization of Gaussian Distribution 
This section discusses the unit problems that exist in the BIC. The unit problem is rooted 
in the commonly used assumption shown in section 3.4. Based on the assumption in section 3.4, 
the BIC can be derived as: 
( )
( ) ( )B lIC = ln lnn 2 p
p pQ n m n    βC . (3.25) 
Suppose groundwater head, with units of m, is the predicted variable . Then the unit of 
( )( )p β  and D  is m and the unit of C is 
2m . The second term of the BIC has unit of m2. All the 
other terms are dimensionless. If everything else remains unchanged except that the unit of head 
is changed to cm, only the value of C  will be changed; all the other terms keep the same values. 
Although C  is not a function of β , one can treat ln C  as a constant so that it will not affect 
the difference of the BIC between models; the BIC value itself becomes unit dependent.  
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Apparently, there is a conflict in the units of the BIC. This situation can be worse when 
people use a jointed distribution of head and the logarithm of the hydraulic conductivity. In that 
case, the units of groundwater head and hydraulic conductivity both exist in the BIC. The 
determinant of C  can be extremely large (10
n ) or small (10 n ) depending on the units of the 
observed data. If C  is a function of β , such as in Carrera and Neuman (1986a), ln C is no 
longer a constant; the calculation of ln C  may introduce numerical errors into the BIC and 
affect the results.  
By performing some linear transformations, the term ln C  can be eliminated. The idea 
is to transform the multiGaussian distribution to a multivariate standard normal distribution. This 
is shown by considering two cases of C . 
The first case is when C  is a diagonal matrix. 
2
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2
1
2 exp ( ) ( )
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 


 

 
     
 
 
      
 
D β
β D C β D
. (3.26) 
Apparently, '  and  share the same parameter ( )pβ . ( ) ( )'Pr( | , , )p p D β and 
( ) ( )Pr( | , , )p p D β get their maximum likelihood at the same ( )ˆ pβ . Then, one can obtain 
( )
( ) ( )BIC = ln 2 lnp
p pQ n m n    β . 
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The second case is when C  is a symmetric positive definite matrix. Through singular 
value decomposition, one can always find a matrix A such that T C AΛA , where 
2
1
2
... 0
0 ... n


 
 
  
 


Λ     is a diagonal matrix and TI AA . Then, one defines: 
( )
'
( ( ) )' , 1
i
p
i
i i n

 
  
A β D
 .  
Then, the '  follows: 
 
     
( ) ( ) 12
( ) 1 ( )2
1' ' 'Pr( | , , ) 2 exp
2
1
2 exp ( ) ( )
2
Tnp p
n T
p p
 

 
 

 
     
 
 
      
 
D β I
β D C β D
. (3.27) 
One can also get ( )
( ) ( )BIC = ln 2 lnp
p pQ n m n    β . 
Fortunately, through the base transformation, one can always make the BIC 
dimensionless if the assumption of C  is symmetric positive definite. After the transformation, 
all the values of the new BIC value are the same as those before the transformation except that 
the term ln DC  becomes zero. The transformation 
' has the same maximum likelihood 
with ˆ(β) ; therefore, the transformed BIC value is equivalent to the non-transformed one.  
3.8 BMA-GP Groundwater Inverse Modeling 
This section formulates several inverse problems of hydraulic conductivity (K) 
identification under the framework of BMA and GP. This framework can include various types of 
hydrologic observation data and physical parameters. How to formulate the inverse problem 
under BMA framework using different type of data is the major concern of this section. 
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3.8.1 ( )BIC p  and 
( )BIC pD  
It should be clarified that the conditional distribution  ( )Pr | , p D  and the likelihood 
function  ( )Pr | pD  have different purposes, although they have similar BIC forms. 
 ( )Pr | , p D  is the density distribution of the predicted quantity (output), while  ( )Pr | pD  is 
the posterior distribution of the data. In the inverse method, the predicted quantity usually 
corresponds to the observation data. However, there are many ways to form the BMA inverse 
problem depending on what types of observed data need to be predicted through  ( )Pr | , p D . 
For example, one can merely use measured hydraulic conductivity data through the cross-
validation (CV) approach (Stone, 1974) to estimate the β  values. Using CV, dataD π  are the 
measured hydraulic conductivity values and   are the cross-validated hydraulic conductivity 
values at the sample locations. This approach was suggested in Ye et al. (2004). Both ( )BIC p  and 
( )BIC pD  can be evaluated by the CV methods. In groundwater inverse modeling, one still can 
choose dataD π  to calculate ( )BIC pD  to obtain the GP weights in  ( )Pr |p D  through the CV 
method. However, ( )BIC p  is based on the predicted groundwater heads 
cal  h  at the head 
observation locations. Although the groundwater head observations are used to calculate both 
( )BIC p  and 
( )BIC pD  in this study, the data D  in BMA in Eq. (3.1) actually represent two data 
sets: one data set  D D  for calculating 
( )BIC p  and the other data set D D D  for calculating 
( )BIC pD . For the BIC case in the following analysis, the prior β  distribution in g  and Dg  are 
considered to be independent within and between individual GP methods and to be uniformly 
distributed between (0, 1). 
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From a practical viewpoint, ( )BIC pD  can be modified or scaled as the empirical Bayesian 
inference in order to obtain reasonable GP weights. However, scaling ( )BIC p  should not be 
considered.  
3.8.2 Using Groundwater Head Data ( obs D h  and 
obs
D D h ) 
Theoretically, the covariances C  and DC  used in BMA should be the population 
covariances from all of the parameterization methods, which is impossible to obtain. Instead, C  
and DC  can be estimated based on the sample covariances from a set of selected 
parameterization methods. 
To estimate the variances of groundwater water heads, Monte Carlo simulations of the 
weighting coefficients β  are used to calculate head values at the observation locations. The head 
errors are assumed to be independent and head observations are considered to be the means. The 
variance is estimated by: 
 
22
1 1
( ) ( )( )
1 k p ob
i
N P
i
k p
s
ih
N P
h 
 


   (3.28) 
where N  is the number of simulations and P  is the number of parameterization methods.  
Therefore, 1 ( )( )cal p obsi i i ih h h
    β . 
( )KIC p is 
( )KIC ph as the following: 
( ) ( ) ( ) ( )KIC ( ) ln 2 lnp p p ph h hQ n m      F  (3.29) 
where: 
2
( ) ( )1
1
( ( ) )
i
n
p cal p obs
h i i
i
Q h h

    β   (3.30) 
and the Fisher information matrix is the inverse covariance matrix of the estimation GP 
weighting coefficients from linear statistics (Yeh and Yoon, 1981): 
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 
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 
      
h h
F C β
.
 (3.31) 
3.8.3 Using Sampled Hydraulic Conductivity Only ( data D π  and 
data
D D π ) 
In this case, ( ) ( ) ( )KIC =KIC =KICp p pD π . The identification usually uses the cross validation 
(CV) method. By minimizing the CV error, the weighting coefficients in the GP method are 
identified. The advantage of using CV is to avoid the complicated groundwater inverse modeling.  
The covariance C  is calculated from the unconditional covariance function 
   2cov i j i j     x x x x , where 2 π  is the unconditional variance and   is the 
semivariogram for the secondary stationary field. Therefore, D πC C = cov .  
If one defines 
1
2 ( )p dataC
       π(β ) π , then the KIC can be calculated by: 
( )KIC lnp Q  π πF  (3.32) 
where: 
   ( ) 1 ( )( ) ( )
T
p data p dataQ
  ππ β π cov π β π . (3.33) 
The Fisher information is:  
       ( ) c , 1,o , ,v 2p i j i jk kij i j m            x x xF x    . (3.34) 
The ln πF  and ln πcov  are constant.  
The objective function is: 
( )
( )
, 1,2,
min KIC
p
p
p

  0 β 1
. (3.35)  
Once the optimal βˆ  are obtained, the GP weight is calculated by: 
 
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 . (3.36) 
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Although the CV method is fast, it may not be sufficient for groundwater modeling and 
the hydraulic conductivity may not agree well the observed groundwater heads.  
3.8.4 Using Both π and H ( obs D h  and 
data
D D π ) 
If groundwater head data is used to calculate  ( )Pr | , p D  and hydraulic conductivity is 
used to calculate  ( )Pr |p D , then the objective function is:  
( )
( )
, 1,2,
min KIC
p
p
p  
h
0 β 1
 .     (3.37) 
Once the optimal βˆ  are obtained, the GP weight is calculated by: 
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dataπ . (3.38) 
3.8.5 Using Both H and π (  ,obs dataD  D D h π ) 
In this case,  
 
1 1
2 2( ) ( )( )
T
p obs p data

    
 
- -
hC h(β ) h C π(β ) π  . (3.39) 
Neglecting the correlation between h and π , the KIC for  can be derived as: 
( )
( ) ( ) ( )
,KIC KIC KIC ln 2p
p p p m      h π h π β   (3.40) 
where ( )KIC ph  and 
( )KIC pπ  have been previously defined. The objective function is: 
( )
,min KIC
p
 
 
h π0 β 1
. (3.41) 
Once the optimal βˆ  are obtained, the GP weight is calculated by: 
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3.9 Case Studies  
This section uses BMA to combine the three GP methods developed in chapter 2 to 
identify the hydraulic conductivity distribution. The BMA-GP approach is tested on two 
numerical examples, which represent smooth and non-smooth hydraulic conductivity 
distributions, respectively. 
3.9.1 Numerical Example – Non-smooth Hydraulic Conductivity Distribution 
A synthetic aquifer is used to illustrate the questions arising from Occam’s window and 
the KIC in BMA for hydraulic conductivity (K) estimation. The synthetic confined aquifer is 
shown in Figure 3.2. The aquifer thickness is 15 m. The initial groundwater head decreases 
linearly from 30 m at the left boundary to 0.5 m at the right boundary. The specific storage is 
0.00002 m-1. There are six pumping wells and twenty observation wells in the field, and their 
locations are shown in Figure 3.2. MODFLOW-2000 (Harbaugh et al., 2000) is used to run the 
transient daily model for 100 days, and observations are taken every 20 days from the twenty 
observation wells. A total of 100 observations were obtained, and a Gaussian error with zero 
mean and a standard deviation of 0.01 m was added. The true hydraulic conductivity (K) 
distribution is shown in Figure 3.3(a). There are 60 hydraulic conductivity samples from the field 
(see location and K values in Figure 3.3(b)). The experimental semivariogram exhibited a 
second-order stationary field, which was fitted with an exponential semivariogram 
model,    7000.84 1 exp dd      , where d  is the lag distance. BMA is adopted to estimate the 
true K distribution. 
Voronoi tessellation (VT) is used to create a zonal distribution, shown in Figure 3.3(b). 
Three interpolation methods, the natural neighbor interpolation (NN) method, inverse distance 
(ID) method, and ordinary kriging (OK), were considered. Three GP methods were developed 
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based on VT: NN-VT, ID-VT, and OK-VT. Four BMA approaches are tested. The first BMA 
approach used the BIC in MLBMA to average the three GP methods. The second BMA approach 
used the KIC in MLBMA to average the three GP methods. The third BMA approach used the 
minimized KIC in BMA to average the three GP methods. The last BMA approach averaged the 
zonation and interpolation methods. The semi-variogram model was used in the OK and OK-VT 
methods to estimate ln(K) distributions. It was also used to calculate the GP and BMA 
conditional covariances. 
 
 
Figure 3.2 The synthetic confined aquifer and the locations of head observation wells (circle) 
and pumping wells (diamonds).  
65 
 
 
Figure 3.3 The true and estimated hydraulic conductivity (m/day) distributions using BMA, GP, 
zonation, and interpolation methods for the non-smooth K case. The BMA result is obtained 
using the BIC and the variance window of a 5% significance level and 2 D  window size. The 
intervals are the same as the labeled intervals in (a). 
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Table 3.2 Results of four BMA approaches for the non-smooth K case. NN: Natural Neighbor 
Interpolation, ID: Inverse Distance Interpolation, OK: Ordinary kriging, VT: Voronoi 
Tessellation. NN-VT, ID-VT, and OK-VT are GP methods that combine NN, ID, and OK with 
VT, respectively. The variance window considers a 5% significance level and 2 D  window size. 
 
 GP methods  GP methods  Interpolation and zonation 
methods  MLBMA  KIC minimization  
 NN-VT ID-VT OK-VT  NN-VT ID-VT OK-VT  NN ID OK VT 
DQ  0.945 1.714 0.761  1.694 2.274 1.137  15.540 638.060 160.479 15.585 
DQ  0.184 0.953 0  0.558 1.138 0  0 622.521 144.939 0.046 
BICD  162.50 163.26 162.31  - - -  - - - - 
BICD  0.18 0.95 0.00  - - -  - - - - 
 ( )Pr |p D  
(Occam’s 
window) 
36.01% 24.51% 39.48%  - - -  50.56% 0% 0% 49.44% 
 ( )Pr |p D  
(Variance 
window) 
34.00% 31.34% 34.66%  - - -  50.12% 0% 0% 49.88% 
             
( )ln pDF  -394.29 -361.72 -275.44  -423.85 -362.87 -277.05  - - - - 
KICD  -618.34 -585.01 -499.68  -647.16 -585.59 -500.91  - - - - 
KICD  0.00 33.34 118.67  0 61.57 146.25  - - - - 
 ( )Pr |p D  
(Occam’s 
window) 
100% 0% 0%  100% 0% 0%  - - - - 
 ( )Pr |p D  
(Variance 
window) 
97.16% 2.84% 0%  99.85% 0.15% 0%  - - - - 
             
1
K  1809 2675 2848  3937 2440 2859  5367 12418 8684 3239 
In this study, a hill climbing method is used (van Zyl et al., 2004) to search for the 
optimal ( )pβ  values in each GP method. The hill climbing method is a local search method and is 
an efficient method to obtain the maximum likelihood estimators ( )ˆ pβ  in this study. 
MODFLOW-2000 is then used to solve the adjoint equations (Sun, 1994) to obtain the Jacobian 
matrix of head with respect to ( )ˆ pβ  in order to calculate the Fisher information matrix. The fitting 
residual was calculated by  
2
( ) ( )1
1
ˆ( )
i
np cal p obs
D i ii
Q h h
  
  β , where 
cal
ih  and 
obs
ih  are the 
calculated and observed groundwater heads, respectively. Monte Carlo (MC) simulations were 
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adopted to randomly generate thousands of β  realizations of the groundwater model to estimate 
the error variances of groundwater heads 2i . The one-norm error between the estimated 
hydraulic conductivity ( estiK ) and the true hydraulic conductivity (
true
iK ), i.e., 
1
est true
i ii
K K K   , is used to measure the estimation error for the synthetic aquifer. 
 
Table 3.3 Fitting residuals and one-norm errors of hydraulic conductivity using BMA hydraulic 
conductivity distributions for the non-smooth k case. The variance window considers a 5% 
significance level and 2 D  window size. 
 
BIC 
MLBMA 
KIC 
MLBMA 
KIC 
Minimization 
Zonation & 
Interpolation 
 Occam’s window 
DQ  0.630 0.945 1.694 12.790 
1
K  762 1809 3937 1979 
 Variance window 
DQ  0.629 0.920 1.690 12.769 
1
K  661 1747 3931 1960 
 
 
 
Table 3.2 shows the identification results from the four BMA approaches. Using 
MLBMA, the three GP methods have similar small residuals. Their BIC values are similar to 
each other. Using the BIC, Occam’s window ( 1  ) presents the best model, OK-VT, with a 
weight of 39.48%. ID-VT is ranked third with a weight of 24.51%. Using the variance window, 
the 5% significance level and 2 D  window size are considered. The scaling factor is 0.212  . 
The OK-VT weight reduces to 34.66% and the ID-VT weight increases to 31.34%.  
Using the KIC in MLBMA or the minimized KIC in BMA presents the same issue in 
model selection and model ranking, as shown in Table 3.2. OK-VT and ID-VT have more 
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reliable estimated β  values than NN-VT, but the KIC with Occam’s window discards the OK-
VT and ID-VT because of large negative ( )ln pDF  (high parameter uncertainty) in NN-VT. The 
KIC completely alters the model ranking and model selection. Although the variance window 
improves the model weights, it cannot correct the model ranking. 
As shown in Table 3.2, individual zonation and interpolation methods present large fitting 
residuals and large one-norm errors of hydraulic conductivity compared to the GP methods. NN 
and VT have much smaller fitting residuals than ID and OK. Because all β  values are known in 
the zonation and interpolation methods, DQ  is used for model weight calculation. Occam’s 
window and the variance window show that the NN and VT have equal model weights. 
Nevertheless, the GP methods perform better than these interpolation methods because they can 
integrate information from the head data.  
The fitting residuals and the one-norm errors of hydraulic conductivity using the BMA 
hydraulic conductivity distributions are shown in Table 3.3. It is clear that BMA obtains smaller 
fitting residuals and smaller one-norm errors than the individual models, and the variance 
window is able to obtain better BMA results than Occam’s window. The BIC with GPs 
outperforms the KIC with GPs because the KIC has aforementioned issues with model weight 
calculation and model ranking. Moreover, the BIC with GPs outperforms the BMA approach 
using the zonation and interpolation methods because GP is able to develop good models better 
than the individual zonation and interpolation methods.  
 The estimated hydraulic conductivity distributions shown in Figure 3.3 clearly 
demonstrate the importance of using the GP method for the purpose of parameterization. The 
interpolated distributions (Figures 3.3(g)-3.3(i)) differ from the true distribution. However, the 
GP methods are able to characterize the non-smoothness and produce distributions close to the 
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true distribution. Therefore, the BMA result using the three GP methods shown in Figure 3.3(c) 
agrees well with the true distribution.   
3.9.2 Numerical Example – Continuous Hydraulic Conductivity Distribution 
The BMA approach in estimating a continuous hydraulic conductivity distribution was 
also tested. The groundwater flow problem was the same as in the previous case (see Figure 3.2). 
The true hydraulic conductivity distribution is shown in Figure 3.4(a). The 60 sample data and 
Voronoi zones are shown in Figure 3.4(b). The sample data exhibited an exponential-cosine 
model,      18000 15000.224 1 exp cosd dd       . 
Table 3.4 shows the results of the four BMA approaches. Using Occam’s window with 
the BIC ranks OK-VT as the best model with a weight of two-thirds. ID-VT is ranked second 
with a weight of one-third. NN-VT is eliminated by Occam’s window. Using a 5% significance 
level and 2 D  window size, the variance window with the BIC considers ID-VT as important as 
OK-VT and accepts a small contribution from NN-VT. However, higher parameter uncertainty 
makes the OK-VT weight dominate the NN-VT and ID-VT weights in both KIC results. Again, 
the KIC model weights in Table 3.4 are questionable. In practice, ID-VT could be considered for 
model averaging because ID-VT also agrees well with the data. However, KIC with Occam’s 
window eliminates the ID-VT. The variance window is able to obtain a reasonable model weight 
for ID-VT and to reduce the OK-VT weight. As shown in Table 3.5, the variance window obtains 
better BMA results than Occam’s window. The improved model weights using the variance 
window noticeably reduce the BMA fitting residuals and one-norm errors of hydraulic 
conductivity in the KIC results. 
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Figure 3.4 The true and estimated hydraulic conductivity (m/day) distributions using BMA, GP, 
zonation, and interpolation methods for the continuous K case. The BMA result is obtained using 
the BIC and the variance window of a 5% significance level and 2 D  window size. The intervals 
are the same as the labeled intervals in (a). 
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Nevertheless, the BMA results using the BIC in this case are better than those using the 
KIC because the KIC model weights might not be reasonable. If individual zonation and 
interpolation methods are considered in BMA, as shown in Table 3.4, the OK fitting residual is 
much lower than the NN, ID, and VT fitting residuals. Both Occam’s window and the variance 
window single out the OK method. Nevertheless, as shown in Table 3.5, the BMA fitting 
residuals and one-norm errors using the zonation and interpolation methods (only OK in this case) 
are much higher than those using the BMA methods.  
 
Table 3.4 Results of four BMA approaches for the continuous k case. The variance window 
considers a 5% significance level and 2 D  window size. 
 GP methods  GP methods 
 
Interpolation and zonation 
methods  MLBMA  KIC minimization 
 NN-VT ID-VT OK-VT  NN-VT ID-VT OK-VT  NN ID OK VT 
DQ  18.289 2.224 0.780  18.298 3.586 0.873  124.616 189.196 4.932 249.933 
DQ  17.509 1.444 0  17.425 2.714 0  119.684 184.264 0 245.001 
BICD  149.40 133.33 131.89  - - -  - - - - 
BICD  17.39 1.33 0.00  - - -  - - - - 
 ( )Pr |p D  
(Occam’s 
window) 
0.01% 32.70% 67.29%  - - -  0% 0% 100% 0% 
 ( )Pr |p D  
(Variance 
window) 
7.76% 42.60% 49.64%  - - -  0% 0% 100% 0% 
             
( )ln pDF  -331.74 -344.15 -354.68  -332.74 -346.82 -355.73  - - - - 
KICD  -568.89 -597.37 -609.34  -569.88 -598.67 -610.29  - - - - 
 ( )Pr |p D  
(Occam’s 
window) 
0% 0.25% 99.75%  0% 0.30% 99.70%  - - - - 
 ( )Pr |p D  
(Variance 
window) 
1.06% 21.71% 77.23%  1.06% 22.35% 76.59%  - - - - 
             
1
K  6781 4922 3411  6813 5188 3211  7988 11301 4812 19636 
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Figure 3.4 shows the identified hydraulic conductivity distributions using different 
parameterization methods. Although the true distribution is a continuous distribution, the 
interpolated distributions using NN, ID, and OK did not agree well with the true distribution. 
However, the GP methods show better solutions such that the BMA solution shown in Figure 
3.4(c) is very close to the true distribution. 
From these two numerical examples, KIC minimization for a model is theoretically 
preferred, but the results are unfavorable because it decreases the ( )ln pDF  value and increases the 
fitting residual. Moreover, GPs outperformed zonation and interpolation methods for BMA 
implementation. Therefore, in the following BMA application to a real-world case study, only 
BIC and KIC are consider with MLBMA.     
Table 3.5: Fitting Residuals and One-norm Errors of Hydraulic Conductivity using BMA 
Hydraulic Conductivity Distributions for the Continuous K Case. The variance window 
considers a 5% significance level and 2 D  window size. 
 
BIC 
MLBMA 
KIC 
MLBMA 
KIC 
Minimization 
Zonation & 
Interpolation 
 Occam’s window 
DQ  0.429 0.774 0.864 4.932 
1
K  954 3391 3188 4812 
 Variance window 
DQ  0.426 0.431 0.478 4.932 
1
K  713 1662 1530 4812 
 
3.10 Summary 
In this chapter, the theory of Bayesian model averaging (BMA) was developed to address 
the non-uniqueness problem in parameterization. A maximum likelihood BMA approach was 
introduced and discussed. The information criterion plays a very important role in obtaining the 
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posterior probability of individual models. However, there are many misunderstandings about 
them. Three information criteria, AIC, BIC, and KIC, were discussed. For the multiple GP 
inverse problem, BIC is recommended because of it is unbiased. Occam’s window is a problem 
that has long been known, but has not been solved. Based on variance analysis, a new concept 
window, the variance window, was proposed to overcome the problems caused by Occam’s 
window. A dimensional analysis was also performed on the BIC, which solved the problems 
caused by parameter and state variable units. By transforming the multiGaussian distribution to 
multistandard-normal distribution, the calculation of ln|C∆| was avoided. Different ways to 
formulate the BMA-GP problem were provided, in which different types of data were considered. 
Finally, two numerical examples were designed to demonstrate our methodology. The results 
showed that the variance window outperforms Occam’s window. The numerical example also 
verified that KIC is not a proper choice for BMA-GP inverse problem. Using BIC, the hydraulic 
conductivity distribution that is closer to the true hydraulic conductivity distribution was 
identified.
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CHAPTER 4. BAYESIAN MULTIMODEL MULTIMETHOD FOR 
GROUNDWATER HEAD PREDICTION AND UNCERTAINTY 
ANALYSIS 
4.1 Introduction  
There are multiple choices for the estimation of hydraulic conductivity and fault 
permeability. Applications of different empirical formulas to the same porous medium material 
can yield different values of hydraulic conductivity, which may differ by a factor of 10 or even 
20 (Vukovic and Soro, 1992). The permeability of a fault zone could also vary in the range of 
two to three orders of magnitude (Bense and Person, 2006). This chapter develops a multimodel 
multimethod approach to evaluate these possible fault permeability structures and the 
applicability of some of the commonly used empirical formulas for the determination of 
hydraulic conductivity using e-log data. The main objective of this approach is to predict 
groundwater head using multiple possible models and methods and adequately quantify the 
prediction error.  
4.2 Multimodel Head Prediction and Uncertainty Using BMA 
Let  (1) (2)M ,M ,M  be a set of groundwater models for predicting groundwater heads, 
h, over a region. Given a set of data, D, the posterior probability of predicted groundwater heads 
using multiple simulation models is obtained through Bayesian model averaging (BMA) 
according to the law of total probability (Leamer, 1978; Draper, 1995; Hoeting et al., 1999) 
(p) (p) (p)
MPr( | ) E Pr( |M , ) Pr( |M , )Pr(M | )p    h D h D h D D  (4.1) 
where Pr( | )h D  is the posterior probability of heads for a given data set D , (p)Pr( |M , )h D  is the 
posterior probability of heads for given data set D  and groundwater model (p)M , and (p)Pr(M | )D  
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is the posterior model probability. Pr( | )h D  is the expectation of (p)Pr( |M , )h D  with the posterior 
model weight, (p)Pr(M | )D . ME  is the expectation operator over the models. According to the 
Bayes rule, the posterior model weight is: 
(p) (p)
(p)
(p) (p)
p
Pr( |M )Pr(M )
Pr(M | )=
Pr( |M )Pr(M )
D
D
D
 (4.2) 
where (p)Pr( |M )D  is the marginal model likelihood function for groundwater model (p)M , and 
(p)Pr(M )  is the prior model probability for groundwater model (p)M . Equation (4.2) implies 
(p)Pr(M | ) 1
p
 D  In the BMA, 
(p)Pr(M )  represents the prior model weight of (p)M  and 
(p)Pr(M ) 1
p
 . The marginal model likelihood function 
(p)Pr( |M )D  plays an important role in 
determinating the degree of importance of each groundwater model given the same data set. For 
non-informative priors, higher model weights reflect better agreement of the groundwater 
modeling results to the groundwater head data.  
According to Eq.(4.1), the law of total expectation obtains the means of the predicted 
groundwater heads over models for the given data D : 
( ) ( ) ( )
ME( | )=E E | M , E | M , Pr(M | )
p p p
p
         h D h D h D D  
(4.3) 
Moreover, the law of total covariance obtains the covariance of the predicted groundwater 
heads as follows  
  ( ) ( )M MCov | Cov E Cov | M , Cov E | M ,
p p             h D h D h D  (4.4) 
where the first term at the right side of Eq. (4.4) is the within-model covariance of the predicted 
groundwater heads for individual groundwater models. It has the following form  
( ) ( ) ( )
ME Cov | M , Cov | M , Pr(M | )
p p p
p
         h D h D D  (4.5) 
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The second term on the right side of Eq. (4.4) represents the between-model covariance as 
follows 
     
( )
M
( ) ( ) ( )
E | M ,
E | M , E | E | M , E | Pr(M | )
Cov p
T
p p p
p
  
    
      
h D
h D h D h D h D D
 (4.6) 
The total expectation and total covariance in Eq.(4.3) and Eq.(4.4), respectively, are the 
important statistical results for the head predictions using the BMA.   
4.3 Multimodel Multimethod Head Prediction and Uncertainty 
When taking into account the uncertainty in hydraulic conductivity estimation methods, 
different methods will also affect the groundwater head prediction uncertainty. Each groundwater 
model can have a number of methods for hydraulic conductivity estimation. The methods used in 
one groundwater model can be different from other groundwater models. 
Let a set of hydraulic conductivity estimation methods for model ( )M p  to be denoted as 
 ( ) ( ); 1,2,p pq q    , where ( )pq  represents hydraulic conductivity estimation method q  in 
groundwater model ( )M p . According to the BMA, a Bayesian multimodel multimethod approach 
is developed to calculate the posterior probability of head predictions given data D , a set of 
hydraulic conductivity estimation methods  , and a set of groundwater models M :   
( ) ( )
M
( ) ( ) ( ) ( ) ( )
Pr( | ) E E [Pr( |M , , )]
           Pr( |M , , )Pr( | M , )Pr(M | )
p p
q
p p p p p
q qp q
 
 
   
 
h D h D
h D D D
 (4.7) 
where ( ) ( )Pr( |M , , )p qh D  is the posterior probability of the predicted heads given the data D , a 
model ( )M p  and a method ( )pq . 
( ) ( )Pr( | M , )p pq D  is the posterior probability of hydraulic 
conductivity estimation method ( )p
q  given groundwater model 
( )M p  and data D . 
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( ) ( )Pr( | M , )p pq D  represents the method weight for 
( )p
q  in groundwater model 
( )M p  given data 
D . Therefore, ( ) ( )Pr( | M , ) 1p pqq   D . According to the Bayes’ rule, the method weight is 
 
   
   
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
Pr | M , Pr | M
Pr | M ,
Pr | M , Pr | M
p p p p
q qp p
q p p p p
q qq
 

 


D
D
D
 (4.8) 
where  ( ) ( )Pr | M ,p pqD  is the marginal likelihood function for a given model ( )M p  and a given 
method ( )p
q . The marginal likelihood function  ( ) ( )Pr | M ,p pqD  is commonly approximated 
using the Laplace approximation (Tierney and Kadane, 1986; Raftery 1995; Draper 1995): 
( ) ( ) ( )1
2Pr( |M , ) exp BIC
p p p
q q    D  (4.9) 
where the BIC is the Bayesain information criterion: 
   ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆBIC 2ln Pr | M , , 2ln Pr | M , lnp p p p p p p pq q q q q qm n    D β β  (4.10) 
where ( )ˆ pqβ  are the maximum-likelihood estimated parameters in the method 
( )p
q  for a given 
model ( )M p , ( )p
qm  is the number of the parameters 
( )p
qβ , and n  is the number of data D . 
 ( ) ( ) ( )ˆPr | M , ,p p pq qD β  is the likelihood function value and  ( ) ( ) ( )ˆPr | M ,p p pq qβ  is the density 
function value of ( )ˆ pqβ . 
In Eq.(4.8)
  
( ) ( )Pr | Mp pq  is the prior probability of method 
( )p
q  given model 
( )M p . It 
represents the prior weight of method ( )p
q  within model 
( )M p  and ( ) ( )Pr( | M ) 1p pqq   . 
 ( )Pr M |p D  in Eq.(4.7) is the posterior probability of ( )M p  groundwater model given the data. 
Therefore,  ( )Pr M |p D  represents the weight of groundwater model ( )M p after integrating all 
considered methods. It is calculated through the Bayes’ rule in Eq.(4.2). The likelihood function 
 ( )Pr | M pD  is  
   ( ) ( ) ( ) ( ) ( )Pr( |M ) Pr | M , Pr | Mp p p p pq qq  D D  (4.11) 
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One can obtain the means of the predicted groundwater heads using the law of total 
expectation: 
   
     
( ) ( )
M
( ) ( ) ( ) ( ) ( )
E | E E E | M , ,
E | M , , Pr | M , Pr M |
p p
q
p p p p p
q qp q
D  
 
     
 
h h D
h D D D
 (4.12) 
           The total covariance of the predicted groundwater heads is   
  ( ) ( ) ( ) ( )M M
( ) ( )
M
Cov | E E Cov | M , , E Cov E | M , ,
Cov E E | M , ,
p p p p
q q
p p
q
 

 

             
     
h D h D h D
h D
 (4.13) 
where 
   ( ) ( ) ( ) ( ) ( ) ( ) ( )ME E Cov | M , , Cov | M , , Pr | M , Pr M |p p p p p p pq q qp q             h D h D D D (4.14) 
 
 
   
( ) ( ) ( ) ( ) ( )
M
( ) ( ) ( )
( ) ( ) ( )
E Cov E | M , , E | M , , E | M ,
E | M , , E | M ,
Pr | M , Pr M |
p p p p p
q qp q
T
p p p
q
p p p
q
  


             
       

 h D h D h D
h D h D
D D
 (4.15) 
     
 
( ) ( ) ( ) ( )
M
( )
Cov E E | M , , E | M , E | E | M , E |
Pr M |
T
p p p p
q p
p
               

h D h D h D h D h D
D
(4.16) 
where  ( ) ( ) ( ) ( ) ( )E | M , E | M , , Pr | M ,p p p p pq qq        h D h D D  
The first term of the right side of Eq.(4.13) is the within-method covariance, which 
relates to the uncertainty of hydraulic conductivity estimation methods within individual 
groundwater models. The second term is the between-method covariance, which relates to the 
uncertainty using different hydraulic conductivity estimation methods. The third term is the 
between-model covariance, which relates to the uncertainty of using different groundwater 
models.  
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4.4 Variance Window for ( ) ( )Pr( | M , )p pq D  and 
( )Pr(M | )p D  
 To calculate the method weights and model weights in Eqs.(4.12)-(4.16) using the BIC, 
the BIC in Eq.(4.10) is substituted into Eq.(4.8) and equal method priors are considered for 
 ( ) ( )Pr | Mp pq . The method weights are 
( )1
2
( )1
2
exp BIC( ) ( )
exp BIC
Pr( | M , )
p
q
p
jj
p p
q
  
 
  
 


D , where 
( ) ( )
minBIC =BIC BIC
p p
q q  , and minBIC  is the smallest BIC value among the hydraulic 
conductivity estimation methods and groundwater models. Using BIC  to calculate model 
weights reveals the model selection result using Occams’ window that determines the selection 
of modes based on the log posterior ratio of the considered model against the best model. 
(Raftery, 1995) defines that the size of Occams’ window can be BIC=6  to roughly agree with 
the conventional significance levels (1% or 5%) in t  statistics. 
 However, the problem of using Occam’s window is that the window size is too narrow 
( BIC=6 ) which underestimates the weights of good models or rejects influential models. For 
real-world groundwater problems, Occam’s window tends to single out one groundwater model 
and one hydraulic conductivity estimation method because BIC  values between good 
groundwater models and good empirical methods are usually larger than 6. Tsai and Li (2008a, b) 
introduced a scaled BIC and a variance window to deal with this problem. 
From a practical viewpoint, ( )BIC pq  can be scaled as the empirical Bayesian inference in 
order to obtain reasonable model weights in BMA. Tsai and Li (2008a, b) considered a scaling 
factor of the Bayesian information criterion ( )BIC pq , where   is the scaling factor. The scaling 
factor is similar to the smoothing parameter in the smoothed information criteria (Hjort and 
Claeskens, 2003, 2006). The scaling factor is a statistical parameter defined as  1 2 Ds s  , 
where D  is the standard deviation of the error chi-square distribution, 1s  is the BIC  value 
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corresponding to the significance level in Occam’s window, and 2s  is the width of the variance 
window in the unit of D . The variance window defines the window size to accept models based 
on the variance of the error chi-squares. The selection of a significance level for 1s  and the 
selection of a window size for 2s  are subjective and dependent on the analysts.  
Using the scaling factor, one can find 
( )1
2
( )1
2
exp BIC( ) ( )
exp BIC
Pr( | M , )
p
q
p
jj
p p
q



  
 
  
 


D  and 
(p) ( )1
2Pr( |M ) exp BIC
p
qq
    D . The equal prior groundwater model weight is considered 
for  ( )Pr M p . Therefore, the posterior groundwater model weights 
are
( )1
2
( )1
2
exp BIC( )
exp BIC
Pr(M | )
p
qq
p
qp q
p


  
 
  
 


 
D . The value of the joint probability distribution is 
     
( )1
2
( )1
2
exp BIC( ) ( ) ( ) ( ) ( )
exp BIC
Pr M , | Pr | M , Pr M |
p
q
p
qp q
p p p p p
q q


 
  
 
  
 
 
 
D D D .    
4.5 Evaluation of ( ) ( )E | M , ,p pq  h D  and 
( ) ( )Cov | M , ,p pq  h D   
The uncertainty of groundwater head predictions using the Bayesian multimodel 
multimethod approach is based on ( ) ( )E | M , ,p pq  h D  and 
( ) ( )Cov | M , ,p pq  h D  in Eq.(4.13), 
which relate to the uncertainty of hydraulic conductivity estimation. This study considers the 
generalized parameterization (GP) method (Tsai and Yeh, 2004, Tsai, 2006) for estimation of the 
spatially correlated log-hydraulic conductivity.  
For the purpose of simplicity, the first order Taylor series expansion is used to estimate 
the head covariance. That is      GP GPJ  h π h π π π , where 
GP
J    πh π  is the Jacobian 
matrix. Because of the unbiased estimation  E 0GP π π , the mean of groundwater head can 
be approximated by  GPh π . Then, the covariance matrix of the predicted groundwater heads is 
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   Cov C TGPJ J h . 
Let ( ),
p
GP qπ  be the GP estimate using GP method 
( )p
q  in groundwater model 
( )M p . The 
data set D  includes the hydraulic conductivity measurements and the groundwater head data. 
( )
,C
p
GP q
    is the conditional covariance using the GP estimate, 
( )
,
p
GP qπ . 
( )
,
p
qJ  is the Jacobian matrix 
using the GP estimate, ( ),
p
GP qπ . Therefore, the means of predicted heads can be approximated by 
 ( ) ( ) ( ),E | M , ,p p pq GP q   h D h π  and the covariance matrix of predicted heads is     
( ) ( ) ( ) ( ) ( )
, , ,Cov | M , , , C
T
p p p p p
q q GP q qJ J           h D                                        (4.17) 
           Using the GP method, the expectation of the predicted groundwater heads is 
       ( ) ( ) ( ) ( ),E | Pr | M , Pr M |p p p pGP q qp qD  h h π D D  (4.18) 
           The covariance matrix of the predict groundwater heads is: 
     ( ) ( ) ( ) ( ) ( )M , , , M , M ,Cov | E E C E Cov Cov E
T
p p p p p
q GP q q GP q GP qJ J    
                   
h D h π h π  (4.19) 
4.6 Numerical Example 
4.6.1 Synthetic Aquifer  
A synthetic aquifer contains a low permeability fault BE  across the aquifer as shown in 
Figure 4.1(a). The fault permeability is 0.00085/day, which is the hydraulic conductivity per unit 
width of the fault denoted as the hydraulic characteristic (HC) (Hsieh and Freckleton, 1994). The 
initial head south of the fault is 50 m and north of the fault linearly decreases from 30 m at the 
west boundary AB  to 0.5 m at the east boundary FE . A constant head of 50 m is set at BC , CD , 
and DE . The specific storage is 0.00002 m-1. The aquifer thickness is 20 m. The true hydraulic 
conductivity distribution is shown in Figure 4.1(b). Two simulation periods are considered. The 
first period has 60 days to collect groundwater heads at observation wells to estimate the data 
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weighting coefficients in the GP methods. The second period predicts groundwater heads at 
observation wells for the following 30 days. In the first period, six pumping wells are operated 
with a pumping rate of 1000 m3/day for the first 30 days and 1200 m3/day for the next 30 days. 
MODFLOW 2000 (Harbaugh et al., 2000) is used to simulate the groundwater heads. The 
groundwater heads are collected at 8 observation wells every other day. In total, there are 240 
head observations. A zero-mean Gaussian noise with standard deviation of 0.02 m is added to the 
observation data. In the second period, the groundwater heads are predicted every other day at 
the observations wells for 30 days. The prediction uncertainty will be evaluated using different 
pumping rates in the prediction periods. The location of the observation wells and pumping wells 
are shown in Figure 4.1(a). 
Table 4.1  Properties of seven methods to calculate the K value with the general expression of 
the empirical formula 2( ) eK bf n d g v  where 
29.8 /g m s , 7 28.007 10 /v m s   is the 
Kinematic viscosity of water at 30oC  , 0.2ed mm  for the synthetic aquifer and 0.22ed mm for 
the “1,500 foot” sand aquifer. 
 
method value of b  function of porosity f(n) domain of applicability 
Kozeny-Carman 1/180 
3
2(1 )
n
n  
Fine to large grain sands 
Sauerbrei 
33.75 10
 
3
2(1 )
n
n  
Sand and sandy clay 
Slichter 0.01 3.287n  Fine to large grain sands 
Terzaghi 36.1 10  
2
3
0.13
1
n
n
 
 
   
Large-grain sands 
Kruger 
34.35 10
 
3
2(1 )
n
n  
Medium-grain sands 
Zunker 31.2 10  
2
1
n
n
 
 
   
Fine and medium grain 
sands 
Zamarin 38.2 10  
3
2
2
(1.275 1.5 )
(1 )
n
n
n

  
Large-grain sands 
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Figure 4.1 Synthetic aquifer description 
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The fault hydraulic characteristic is assumed to be unknown. Three groundwater models 
with different HC values are considered: an impermeable-fault model (1)M with HC=0/day, a low-
permeable-fault model (2)M  with HC=0.0015/day, and a no-fault model (3)M  with 
HC=90000/day. It is possible to identify the HC value through an inverse method by considering 
the fault hydraulic characteristic as a parameter. However, pre-assigned HC values, where none 
are true values, are used to develop three distinct model structures in order to demonstrate the 
methodology under model structure uncertainty. 
Moreover, the hydraulic conductivity field is unknown except for the porosity values at 
35 sampled locations shown in Figure 5.1(a). The effective grain size is 0.0002 m. The seven 
empirical methods listed in Table 4.1 are applied to interpret the porosity values into hydraulic 
conductivity values at the sampled locations. They are the Kozeny-Carman method ( 1 ), the 
Sauerbrei method ( 2 ), the Slichter method ( 3 ), the Terzaghi method ( 4 ), the Kruger 
methodthe ( 5 ), the Zunker method ( 6 ) and the Zamarin method ( 7 ) (Vukovic and Soro, 1992; 
Kasenow, 2002). Then, the generalized parameterization (GP) that combines the Voronoi 
tessellation (VT) and ordinary kriging (OK) is adopted to obtain the hydraulic conductivity 
distribution. Therefore, the 7 empirical methods results in 7 hydraulic conductivity distributions. 
The observed groundwater heads are used to estimate the data weighting coefficients in the GP 
methods.   
4.6.2 Model Weights and Method Weights 
The Gaussian distribution is considered for the independent head errors and equal prior 
probabilities for ( )p
qβ . The BIC in Eq. (4.10) becomes  
( ) ( ) ( )BIC = ln 2 lnp p pq qQ n m n   (4.20) 
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where      ( ) ( ) 1 ( )ˆ ˆ
T
p cal p obs cal p obs
q q h qQ
  h β h C h β h , obsh  and calh  are the observed and 
calculated groundwater heads, and n  is the number of the observed groundwater heads. hC  is 
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where M  is the sample size, P  is the number of simulation models and Q  is the number of 
methods.  
The BIC values, the method weights, and the model weights are shown in Table 4.2. 
Using Occam’s window ( 1  ), the Kozeny-Carman method dominates other methods in the 
impermeable-fault model and in the no-fault model. However, the Kozeny-Carman method, the 
Sauerbrei method, and Kruger method have similar method weights in the low-permeable-fault 
model. Occam’s window considers model weights of 46.02% for the impermeable-fault model 
and 53.98% for the low-permeable-fault model. The no-fault model is discarded.  
Table 4.2 BIC values, method weights, and model weights. 
 BIC 
Method weights, 
Pr(q|M
(p),D) 
(Occam's window) 
Method weights, 
Pr(q|M
(p),D 
(Variance window) 
 M(1) M(2) M(3) M(1) M(2) M(3) M(1) M(2) M(3) 
Kozeny-Carman () 634.20 634.31 4736.79 56.26% 29.86% 100.0% 36.30% 20.19% 100.0% 
Sauerbrei () 635.21 634.26 4913.66 33.93% 30.63% 0.00% 33.87% 20.26% 0.00% 
Slichter () 740.97 642.64 5901.79 0.00% 0.46% 0.00% 0.02% 11.42% 0.00% 
Terzaghi () 684.82 636.53 5680.19 0.00% 9.83% 0.00% 1.14% 17.35% 0.00% 
Kruger () 637.70 634.36 5076.04 9.81% 29.19% 0.00% 28.58% 20.13% 0.00% 
Zunker () 738.57 662.65 6042.02 0.00% 0.00% 0.00% 0.03% 2.90% 0.00% 
Zamarin () 729.50 648.32 5971.59 0.00% 0.03% 0.00% 0.05% 7.74% 0.00% 
Model weights, 
Pr(M(p)|D) 
 46.02% 53.98% 0.00% 52.27% 47.73% 0.00% 
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It is arguable that the BIC values of the Kruger method and the Kozeny-Carman method 
are close each other in the impermeable-fault model, but the weight of the Kruger method is less 
than 10%. A variance window is considered with a scaling factor of 0.137  , where 1s 6, 
2 2s  , and 21.9D  . Using the variance window, it is reasonable that the Kozeny-Carman 
method, the Sauerbrei method, and Kruger method have similar method weights in the 
impermeable model and in the low-permeable-fault model. Moreover, the Slichter method and 
the Terzaghi method show slight importance in the low-permeable-fault model. The variance 
window ranks the impermeable model as the best model with a model weight of 52.27%. The 
low-permeable-fault model has a weight of 47.73%. Again, the no-fault model is discarded. 
4.6.3 Model Re-selection 
Table 4.2 is a preliminary step to sort out the importance among the methods and models. 
The outliers are then eliminated to recalculate the method weights and model weights. In this 
step, the no-fault model, the Slichter method, the Zunker method, and the Zamarin method are 
discarded because they are not important as shown in Table 4.2. The head variances are 
recalculated. The re-evaluated BIC values, the method weights, and model weights are shown in 
Table 4.3. The Kozeny-Carman method dominates other methods in the impermeable-fault 
model. However, the Sauerbrei method represents the best method in the low-permeable-fault 
model. The Terzaghi method can be discarded. In the low-permeable-fault model, the BIC values 
of the Kozeny-Carman method and Kruger method are close to that of the Sauerbrei method; 
however, their method weights are small using Occam’s window. Again, their weights are 
underestimated. Using the variance window, Table 4.3 shows reasonable weights for the Kozeny-
Carman method and Kruger method in the low-permeable-fault model. Using the variance 
window also results in similar model weights; the impermeable model has a weight of 59.92% 
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and the low-permeable-fault model has a weight of 40.08%. However, Occam’s window results 
in weights of 87.68% for the impermeable model and only 12.32% for the low-permeable-fault 
model, which are quite different from the preliminary step.   
 
Table 4.3 New method weights and model weights after model re-selection.  
 BIC 
Method weight, 
Pr(q|M
(p),D) 
(Occam's window) 
Method weight, 
Pr(q|M
(p),D) 
(Variance window) 
 M(1) M(2) M(1) M(2) M(1) M(2) 
Kozeny-Carman () 725.37 732.53 100.00% 14.94% 98.97% 32.50% 
Sauerbrei () 792.15 729.14 0.00% 81.70% 1.03% 41.00% 
Terzaghi () 4066.14 879.17 0.00% 0.00% 0.00% 0.00% 
Kruger () 955.92 735.52 0.00% 3.36% 0.00% 26.50% 
Model weight, 
Pr(M(p)|D) 
  87.68% 12.32% 59.92% 40.08% 
 
4.6.4 Head Prediction  
The model weights in Table 4.3 are used to predict groundwater heads under four 
different pumping rates: 500m3/day, 1500m3/day, 3000m3/day, and 5000m3/day. The total squares 
errors of head prediction listed in Table 4.4 show that the method ranking for prediction errors 
varies with different pumping rates. It shows that the best methods do not necessary produce the 
best results in prediction. In addition, methods with lower weights can have better predictions 
than those methods with higher weights. This possibility is because the method ranking judged 
by the data does not reflect the ranking restriction on the predictions by the methods. From our 
point of view, a method should not be considered if it cannot show good agreement to the data 
(low weights) even though it could make good predictions under some circumstances. Therefore, 
the results in Table 4.4 are consistent with Table 4.3, where the Kozeny-Carman method is the 
best method in the head prediction in the impermeable-fault model and the Sauerbrei method is 
usually better than the Kozeny-Carman method in the low-permeable-fault model.   
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Table 4.4 Total squares errors of predictions at different pumping rates. 
Pumping Rate 500 m3/day 1500 m3/day 3000 m3/day 5000 m3/day 
 M(1) M(2) M(1) M(2) M(1) M(2) M(1) M(2) 
Kozeny-Carman () 18.87 9.63 17.17 12.85 17.09 20.49 21.59 35.93 
Sauerbrei () 22.87 12.15 23.57 12.58 24.68 13.28 26.27 14.27 
Terzaghi () 134.26 75.87 198.30 62.16 354.58 88.49 675.30 211.15 
Kruger () 32.64 18.61 39.71 16.45 54.45 16.05 81.85 20.86 
 
BMA on methods 18.87 11.82 17.17 12.52 17.09 13.68 21.59 15.44 
BMA on methods 
and models 
(Occam's window) 
13.03 11.78 12.00 16.20 
 
BMA on methods 18.9 12.45 17.21 12.94 17.09 13.72 21.44 14.84 
BMA on methods 
and models 
 (Variance window) 
1.67 1.56 2.36 5.25 
 
Table 4.4 also shows the BMA results. Using the BMA over multiple empirical methods, 
the prediction errors using Occam’s window and the variance window can be at least close to the 
smallest errors in the individual groundwater models. This shows that the low-permeable-fault 
model always gives better predictions than the impermeable-fault model even though Table 4.3 
indicated that the impermeable-fault model is the best model. By using the BMA over multiple 
hydraulic conductivity estimation methods and multiple groundwater models, the prediction 
errors are significantly reduced and are much lower than those in the best method in the best 
model if the variance window is used. This implies the strength of using the BMA with the 
variance window in prediction, and that BMA is able to obtain better prediction than using a 
single model or at least obtain better prediction close to those using the best model.    
It should be pointed out that less prediction variance does not mean better prediction. 
According to the rank of the methods, the Kozeny-Carman method is better than Zunker method 
in the low-permeable-fault model; however, the Zunker method has less prediction variance. The 
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Zunker method gives smaller head prediction variance simply because it contains smaller sample 
ln K variance. The covariance of predicted head can be derived from the parameter covariance as 
shown in Eq. (4.17). The covariance of head depends on the sensitivity of the predicted head to 
the parameters ( ),
p
qJ  and the covariance of the parameters 
( )
,C
p
GP q
, which are calculated by Eq.(2.2). 
Based on our calculation, the groundwater head variance of the Kozeny-Carman method is five 
times higher than the groundwater head variance of the Zunker method. Prediction variance is a 
measure of the method variability not a measure of prediction quality. Reducing the prediction 
variance alone does not guarantee an improvement in the prediction quality.  
4.7 Summary 
The parameter uncertainty based on one model and one method is not sufficient to 
describe the large uncertainty involved in groundwater modeling. Any decision based on the 
prediction of one model and one method is doubtful. Besides, without evaluation of multiple 
model and multiple methods, it is dangerous to make a decision based on one model and one 
method, even the model is well calibrated, because of the possibility of applying the wrong 
model and the wrong method.  
By applying the Bayesian model averaging (BMA) to multiple models and multiple 
methods, it can be determined that the best model identified during the inverse process does not 
always produce the best prediction. Our numerical experiment showed that the BMA prediction 
based on multiplr models multiple methods is able to give better predictions than any individual 
model.  
The numerical example verified that the variance window has better performance than 
Occam’s window. Occam’s window tends to reject good models and overestimate the model 
weights for the model that has the least BIC value because of its fixed window size. However, 
the variance window adjusts its window size according to the variance of the chi-square 
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distribution. Therefore, more good models are included and proper model weights are assigned to 
each model. The groundwater head prediction based on the variance window was more accurate 
than that based on Occam’s window.
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CHAPTER 5. HYDRAULIC CONDUCTIVITY 
IDENTIFICATION- ALAMITOS GAP AREA, CALIFORNIA 
5.1 Introduction 
In this chapter, a maximum weighted log-likelihood estimation (MWLLE) along with 
multiple GP methods is introduced to address both parameterization non-uniqueness and 
inflexibility problems in hydraulic conductivity identification. The MWLLE and multiGP are 
demonstrated using a real-world case study, where the hydraulic conductivity and its estimation 
uncertainty are estimated in the Alamitos Gap area, California.  
The MWLLE is similar to the empirical statistical inference approach, where the 
weighted log-likelihood function based on weighted log-probabilities of independent data is 
introduced to estimate unknown parameters (Newton et al. 1994; Shimodaira 2000; Hu and 
Zidek 2002; Wang et al. 2004). The MWLLE in this study aims to identify parameters by 
maximizing the weighted log-likelihood function, where the weights of the parameterization 
methods are calculated using the posterior probabilities of the GP methods based on Bayes’ 
theorem. Although the posterior probability for calculating the weights of models (or methods) is 
commonly adopted in BMA, the MWLLE is different from BMA in that the posterior 
probabilities of predictions (not log-likelihood functions) are weighted in BMA (Madigan and 
Raftery 1994; Raftery 1995). 
5.2 Maximum Weighted Log-Likelihood Estimation  
5.2.1 Maximum Weighted Log-Likelihood Estimation (MWLLE) 
To estimate the data weighting coefficients among multiple GP methods, this study 
proposes the maximum weighted log-likelihood estimation (MWLLE) method, which linearly 
combines the log-likelihood functions:     
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where  ln | obsw β u  is the weighted log-likelihood function of data weighting coefficients β  
given groundwater head observations obsu ;  ( )ln | ,obs iβ u  is the log-likelihood function of β  
given groundwater head observations and a GP method ( )i , M  is the number of selected GP 
methods, and iW  are the GP weights. The sum of all GP weights is unity, i.e., 1 1
M
i
W

 . The 
log-likelihood function  ( )ln | ,obs iβ u  is generally obtained according to the probability 
distribution function of obsu  given the GP method ( )i .  
The use of the parsimony principle to determine the GP weights leads us to consider the 
posterior probabilities of the GP methods conditioned on the observed groundwater head data, 
i.e.,  ( )Pr |i obsiW  u . The Bayes rule gives  
   
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 (5.2) 
where  ( )Pr |obs iu  is the likelihood function of the GP method ( )i  and  ( )Pr i  is the prior 
GP probability and  ( )1Pr 1
M i
i


 .  
The BIC have been used to calculate model weights for BMA.  This study considers the 
BIC and equal prior GP method probabilities for the sake of simplicity, i.e.,  ( ) 1Pr i M  . The 
GP weights are determined by:  
 
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i M
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 (5.3) 
where ( ) ( ) minBIC BIC BIC
i i    and minBIC  is the minimum BIC value among the GP methods.  
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Although eliminating minBIC  in Eq.(5.3) will not affect the GP weights, using 
( )BIC i  
avoids large numbers in the exponential function and will help the analysis of iW  in the next 
section. Substituting Eq.(5.3) into Eq.(5.1), the MWLLE is  
 
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 It is noted that  ( )ln Pr | ,obs iu β  in the BIC is not required to be the same as 
 ( )ln | ,obs iβ u  in Eq.(5.1). For example, the likelihood function  ( )| ,obs iβ u  usually relates 
to the least-squares error for parameter identification purposes when  ( )Pr | ,obs iu β  refers to 
any type of density functions relating to u . Moreover, there are many ways to determine the GP 
weights. Using  ( )Pr | ,obs iu β  is one method.  
5.2.2 Scaled BIC for Wi 
Using Eq.(5.3) to calculate the GP weights overrates the “best” GP method and 
underrates other good GP methods because the GP weights exponentially decease with ( )12 BIC
i . 
For example, the GP weight with ( )BIC 6 2i   is less than 1.44%, meaning that the GP method 
has almost no influence on the identification results. However, for a large number of 
observations, it is very likely to have residual difference larger than 6 2  and there is no 
difference between two GP methods in the real-world case study when their fitting residual 
difference is slightly larger than 6 2 . However, using  ( )12exp BIC i   tends to single out the 
best GP method because the fitting residual difference from the results of hydraulic conductivity 
identification is usually large. 
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One way to enlarge the acceptance window of BIC  is to consider a scaled Bayesian 
information criterion (SBIC):  
( ) ( )SBIC BICi i  (5.5) 
where   is a scaling factor. Therefore, ( ) ( )SBIC i iQ   .  
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2
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and variance 22 L . The scaling factor is defined as:  
1
2 2
s
s L
   (5.6) 
where 1s  is the BIC  value corresponding to Occam’s window under a desired significance 
level, and 2s  is the width of the acceptance window in the unit of the 
2
Q  standard deviation, 
2L . The scaling factor is a statistical parameter, and its value depends on the analyst’s 
preference in the selection of a significance level ( 1s ) and window size ( 2s ). Using the scaling 
factor, the mean and variance of 2
Q
  are 1 2 2s L s  and 
2 2
1 2s s , respectively. Specifically, the 
2
Q
  variance is independent of the number of observations. In this study, 1 BIC=6 2s   is 
considered as Occam’s window for a significance level close to 1%, and 2 2s   as two times the 
2
Q  standard deviation such that 3 L  . As a result, the mean and variance of 
2
Q
   are 3 L  
and 18, respectively. Therefore, the GP weights are calculated by: 
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By widening the acceptance window ( 1)  , the probability of committing a Type I error 
by accepting many good GP methods is reduced, but the probability of committing a Type II 
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error is increased. However, the probabilities of committing Type I and Type II errors can be 
reduced by considering as many GP methods as possible. 
Narrowing the acceptance window to less than Occam’s window is possible for the case 
1  . However, Occam’s window is considered to be the narrowest acceptance window for 
MWLLE and BMA. In other words, one can set 1  .  
For hydraulic conductivity identification, the likelihood function  ( )| ,obs iβ u  is also 
considered two times ( )Pr( | , )obs iu β  i.e.,    ( ) ( )| , 2Pr | ,obs i obs i β u u β . The error variances 
of heads and the number of head observations are not function of β  and are the same constant 
for different GP methods. Using the GP weights based on Eq.(5.7), the MWLLE in Eq.(5.4) 
reduces to 
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The computation time of solving Eq.(5.8) is proportional to the number of GP methods in 
MWLLE and the number of calling the groundwater flow model. In the following section an 
efficient adjoint-state method is usedto calculate the required gradients.  
5.2.3 Adjoint State Method for Gradient Calculations 
Let   ( )
1
ln |
M
obs i
w i
i
WQ

 β u , where the GP weight is 
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Using the chain rule,  
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The above equation involves the calculation of ( )iQ β , which would be very 
computionally expensive in the real-world case study if the Jacobian matrix of the groundwater 
head u  with respect to β  is used. The gradient ( )iQ β  for the ith GP method is calculated 
through the adjoint-state method.  
5.2.4 Hydraulic Conductivity Estimation and Uncertainty 
Once the GP weights are determined, the averaged log-hydraulic conductivity is obtained 
as:  
( )
1
M
i
i GP
i
W

π π   (5.10) 
where ( ) ( )lni iGP π K ; and π  is the averaged value. The total conditional covariance of the 
estimated log-hydraulic conductivity is  
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    
   π π π π  (5.11) 
The first term in the right side of Eq.(5.11) is the within-GP covariance and the second term 
represents the between-GP covariance. The between-GP covariance gives the evidence that 
estimation uncertainty always increases when considering more than one parameterization 
method. Equations (5.10) and (5.11) can be derived in the BMA framework. 
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5.3 Case Study - Hydraulic Conductivity Estimation 
5.3.1 Alamitos Gap Area, California 
Long-term overproduction of groundwater from the Coastal Plain aquifer in Southern 
California has significantly lowered the groundwater surface below sea level in extensive areas. 
The landward gradient from the ocean to these human-built pumping depressions has developed 
a condition wherein seawater has intruded into the aquifer system which is in hydraulic 
continuity with the Pacific Ocean (Callison et al. 1991). One of the saltwater intrusion 
remediation actions taken to protect aquifers from saltwater intrusion is the development of 
regional-scale freshwater barriers, which create local hydraulic ridges along the coastal line by 
injecting freshwater into aquifers through a series of freshwater injection wells. The Alamitos 
Barrier Project (ABP) is one of three major freshwater barriers in Southern California, which 
was constructed in 1964 and has been operated since 1966 to protect the groundwater supplies of 
the central basin of Los Angeles County and the southwest portion of the Coastal Plain area in 
Orange County from the intrusion of seawater through the Alamitos Gap area.  
The groundwater basin underlying the Coastal Plain of Los Angeles-Orange Counties is 
comprised of marine and continental sediments of Recent and Pleistocene age. The sedimentary 
units are the San Pedro Formation, the Lakewood Formation and the alluvial (Recent) deposits. 
The Alamitos Gap area is at the southwest boundary of the Coastal Plain. The distinct geological 
structures in this area include the Newport-Inglewood Uplift, the Los Alamitos Fault, and the 
Seal Beach Fault. The Seal Beach Fault forms a substantial barrier to the movement of 
groundwater into or out of the Central Basin while the groundwater levels are only slightly 
affected by the Los Alamitos Fault. There are five significant water bearing units within Alamitos 
Gap, which are Recent Aquifer, C Zone, B Zone, A Zone, and I Zone layered from the top to the 
bottom. The Recent Aquifer is a distinct unit formed by alluvial deposits and its hydrogeologic 
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characteristics are separate from the underlying water bearing zones. The Recent Aquifer is able 
to receive water through the infiltration process from the land surface. The C, B, A, and I Zones 
are subdivisions of the Lynwood Aquifer (California Department of Water Resources, 1961), 
which belongs to the middle San Pedro Formation. Aquicludes overlying C, B, A, I Zones 
represent geologic strata of relatively lower permeability, bounds aquifers, and define the top and 
bottom of these zones. Underlying I Zone is the Main Aquifer (or Silverado Aquifer), which is 
covered by a blanket of a silt or clayey silt from 6.6 to 16.6 meters (20 to 50 feet) in thickness. 
The ABP in the Alamitos Gap area is designed to protect groundwater supplies in C, B, A, and I 
Zones. In this study, groundwater modeling of I Zone is considered because the majority of 
groundwater withdrawal is from this deep aquifer.  
Groundwater flow modeling is important in order to improve the performance of the 
existing barrier operations and better groundwater management in the Alamitos Gap area. In 
collaboration with Los Angeles County Department of Public Works (LACDPW), a groundwater 
model was developed using 566 groundwater head observation data from 46 head observation 
wells in the Alamitos Gap area and injection record of 30 injection wells from 1992 to 2002. 
Location of the groundwater head boreholes and injection wells are shown in Figure 5.1. Figure 
5.1 also shows the complexity of I Zone. Several places in I Zone are missing or merging with 
other aquifers. The missing and mergent areas are interpreted from the log data (Callison et al. 
1991). The 148 logs shown in Figure 5.1 determine the top and bottom elevations of I Zone and 
hydraulic conductivity values at log sites. The Seal Beach Fault forms an impermeable boundary 
for I Zone. However, groundwater in I Zone does flow in and out of the Central Basin through 
the erosional gaps in the Recent Aquifer.  
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Figure 5.1 The study domain of I Zone in the Alamitos Gap area. 
5.3.2 Groundwater Modeling and Generalized Parameterization Methods  
According to Callison et al. (1991, Appendix A) the 148 hydraulic conductivity values in 
I Zone were determined from the pumping tests, lithologic logs and work done in the field and 
laboratory by various investigators. The lithologic descriptions used in that report for the 
hydraulic conductivity vary from 0.041 m/day (1 gpd/ft2) for silt to 81.69 m/day (2000 gpd/ft2) 
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for gravel. Through the normality test, the hydraulic conductivity data are log-normally 
distributed. The 148 hydraulic conductivity values show secondary-order stationary (see Figure 
5.1). An exponential semivariogram model   0.3257(1 exp( 649.7134))d d     is used, where 
d  is the distance lag. MODFLOW-2000 (Harbaugh et al. 2000) is used for groundwater flow 
simulation from July 1992 to July 2002 in I Zone. The specific storage is assumed to be 
homogeneous. Characteristics of I Zone and groundwater modeling information are listed in 
Table 5.1. I Zone is considered as a confined aquifer. Time-varied constant-head boundary 
conditions are given to the boundaries of the study area and to the aquifer mergent areas.  
In this chapter, Voronoi tessellation (VT) (Okabe et al. 2000) is chose as a zonation 
method. Three interpolation methods are selected: the natural neighbor interpolation (NN) 
method (Sibson 1981), inverse square distance interpolation (ID) method (Watson and Philip 
1985; Gotway et al. 1996), and ordinary kriging (OK) methods (Olea 1999). Combination of the 
zonation and interpolation methods results in three GP methods, NN-VT, ID-VT, and OK-VT. 
 
Table 5.1 Characteristics of the study area and groundwater modeling. 
Parameters Values 
Dimensions 4115 meters by 3200 meters 
Hydraulic conductivity (K) 6.09~91.44 m/day 
lnK mean = 4.4415 m/day 
lnK variance = 0.3053 (m/day)2 
Specific storage 3.2810-5 m-1 
Elevation from sea level -7.62 ~ -152.4 meters 
Thickness 0 ~ 40.3 meters 
Number of injection wells 30 (Figure 5.1) 
Number of head observation 
boreholes 
46 (Figure 5.1) 
Number of K measurements 148 (Figure 5.1) 
Discretization 70 rows by 90 columns 
Stress period 30 days 
Number of stress period 125 
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 The estimated hydraulic conductivity distributions using the NN, ID, OK, and VT 
methods have their distinct characteristics. The smoothness in the NN method is less than in the 
ID and OK methods. The hydraulic conductivity values quickly decreases with the distance away 
from the sample sites in the ID method. The OK method gives an elegant, smooth distribution. 
The zonal distribution using VT is completely different from the three interpolated distributions. 
5.3.3 Data Weighting Coefficient Identification in Individual GP Methods 
Before combining the three GP methods, individual GP methods can be independently 
used to estimate the hydraulic conductivity field by maximizing their log-likelihood functions of 
the data weighting coefficients. Three different sets of 148 data weighting coefficients need to be 
determined. The adjoint-state method is used to calculate the gradients of the log-likelihood 
function to obtain the optimal β  values for one GP method at a time. Due to the similar form to 
the groundwater flow equation, this study uses MODFLOW-2000 to solve the adjoint equation. 
The optimization method used in this study is a combination of the BFGS method (Byrd 
et al. 1994) and a local search method. The local search method is used to improve the BFGS 
solution by searching for the maximum step size for one   value at a time while other   values 
remain the same. The local search method is an efficient algorithm in this nonlinear 
programming (NLP) problem. Moreover, the adjoint-state method significantly reduces the 
computation time. Given a GP method, it only need to solve the groundwater flow equation once 
and the adjoint equation once in each optimization step.  
Table 5.2 Fitting residuals and estimation uncertainty. 
 
NN ID OK VT 
             Individual GP Methods 
NN-VT ID-VT OK-VT 
Q 547.8 586.2 530.0 595.3 504.2 506.2 504.3 
tr(Cov) 1737.9 1630 1547.2 2459.5 2011 1766 1718 
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Figure 5.2 Hydraulic conductivity distributions estimated by the generalized parameterization 
methods: (a) NN-VT, (b) ID-VT, and (c) OK-VT. 
 Three GP results are shown in Figure 5.2, where a hierarchical distribution is formed by 
the zone pattern in which smooth distributions are embedded. Figure 5.2 demonstrates the 
potential of using the GP method to characterize non-smoothness nature in hydraulic 
conductivity. This hierarchical distribution is also seen in the MWLLE results in a later section. 
Compared to NN, ID, and VT in Table 5.2, the OK method gives the smallest Q  (fitting residual) 
value and the smallest conditional uncertainty in terms of the trace of the conditional covariance 
matrix. The individual GP methods have similar Q  values and they are much smaller than those 
using the interpolation and zonation methods alone. However, the conditional uncertainty using 
GP increases, but it is bounded between those using the interpolation and zonation methods.   
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5.3.4 Data Weighting Coefficient Identification in MWLLE 
The three GP methods (NN-VT, ID-VT, and OK-VT) are combined in the MWLLE. The 
zonation and interpolation methods are not considered in the MWLLE because they are a subset 
of the GP methods. The groundwater head variances are estimated as the mean of the 
groundwater head variances from the zonation and interpolation methods, i.e., 
 
22 ( )1
1
( , )
M obs i
j j jM i
u u 

  β . In this study, all the GP methods use the same β . The same 
combined optimization method is used to solve the MWLLE. Again, the adjoint-state method 
significantly reduces the computation time. In each optimization step, it only needs to solve the 
groundwater flow equation three times and the adjoint equation three times due to the three GP 
methods.  
The optimal β  values and their locations in the study area for the scaled case 
3 566   are shown in Figure 5.3. Again, the selection of 3 566   considers a 
significance level of around 1% in Occam’s window and two times the 2
Q  standard deviation. 
There is no distinct pattern for the distribution of the β  values in both cases. The distribution of 
β  values in Figure 5.3 shows the advantage of using the GP method to produce a mixed non-
smooth distribution of hydraulic conductivity. Almost one third of the β  values are 0 in both the 
unscaled and scaled cases, which makes the estimated hydraulic conductivity distributions attain 
the zonation pattern. 
For the unscaled case ( 1  ) in Table 5.3, the Q  values for MWLLE are obtained using 
the averaged hydraulic conductivity distribution (Eq.(5.10)). The small difference between the 
maximum BIC=3764.75 at ID-VT and the minimum BIC=3755.39 at NN-VT results in a 
dominant GP weight 98.0%NN VTW    for NN-VT. Even though the BIC value of the OK-VT 
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method is very close to that of the NN-VT method, the GP weight for OK-VT is only 1.2%. 
Obviously, using the unscaled BIC underrates those good parameterization methods. For 
example, both ID-VT and OK-VT have small conditional uncertainty and similar Q  values with 
respect to NN-VT, but their influence on hydraulic conductivity estimation are extremely small, 
which is not logically reasonable. 
 
 
Figure 5.3 Optimal values of data weighting coefficients for the scaled case. 
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Table 5.3 Identification results of unscaled and scaled cases.  
 NN-VT ID-VT OK-VT MWLLE 
1   (unscaled)     
Q  504.39 513.75 508.72 504.67 
BIC 3755.39 3764.75 3759.72  
BIC 0 9.36 4.33  
iW  98.0% 0.8% 1.2%  
tr(Cov) 2013 1794 1823 1997 
3 566  (scaled)     
Q 505.95 508.73 506.67 505.75 
BIC 3756.95 3759.73 3757.67  
BIC 0 2.78 0.71  
iW  35.70% 30.06% 34.24%  
tr(Cov) 2016 1806 1818 1903 
 
The scaled case ( 3/ 566  ) results in similar fitting residuals (Table 5.3), where NN-
VT has the minimum BIC=3756.95 and ID-VT has the maximum BIC = 3759.73. The Q  values 
and the conditional uncertainty in both the unscaled and scaled cases are similar. Using the 
scaling factor gives reasonable GP weights, which are around one-third for each GP method. 
Table 5.3 also shows another advantage of using the scaling factor. The conditional uncertainty 
(tr(Cov), trace of covariance matrix) for MWLLE in the scaled case is smaller than that in the 
unscaled case when the good GP methods have less uncertainty than the “best” GP method.  
The 2
Q  values  of the zonation, interpolation, and GP methods are plotted in Figure 5.4(a) 
for the unscaled case, and show a large variance in the chi-square distribution from the different 
parameterization methods. The chi-square values for the zonation and interpolation methods are 
much larger than those using the individual GP methods and MWLLE. The acceptance window 
in the unscaled case is very narrow because of the factor 0.5BICe . Again, without the scaling 
factor, Figure 5.4(a) acts similar to Occam’s window for model selection where ID-VT and OK-
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VT would be rejected. Considering the acceptance window to be two times the 2
Q  standard 
deviation in the scaled case, Figure 5.4(b) shows that ID-VT and OK-VT have similar GP 
weights as NN-VT. 
5.3.5 Chi-square Distribution 
 
Figure 5.4 The chi-square distributions of fitting residuals for (a) unscaled case, and (b) scaled 
case.Dashed line is for the chi-square distribution, solid line is for the exp(-0.5ΔBIC) curve, and 
dot-dash lines is the acceptance window. 
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Figure 5.5 Hydraulic conductivity distributions estimated by MWLLE: (a) unscaled case, and (b) 
scaled case.  
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Figure 5.6 Conditional variance distributions: (a) within-GP variance, (b) between-GP variance, 
and (c) total varaince. 
5.3.6 Hydraulic Conductivity Estimation and Uncertainty 
The averaged hydraulic conductivity obtained using Eq.(5.10)  is shown in Figure 5.5. 
Although the reasonable GP weights are calculated in the scaled case, the differences between 
the hydraulic conductivity distributions obtained by the unscaled and scaled cases are 
insignificant. This is because the three GP methods performed well to obtain similar hydraulic 
conductivity distributions, as shown in Figure 5.2. The conditional variance distributions of the 
estimated hydraulic conductivity calculated by Eq.(5.11) for the scaled case are shown in Figure 
5.6. The individual GP variances dominate the between-GP variances in this case because the 
identified hydraulic conductivity distributions obtained by the three GP methods are similar. 
The simulated groundwater head distribution demonstrates the hydraulic ridge formed by 
the relatively high, flat groundwater heads extending from the barrier alignment to the Seal 
Beach Fault. A long, narrow hydraulic ridge is not seen in this case due to the closeness between 
the barrier alignment and the impermeable Seal Beach Fault. Behind the barrier alignment, the 
groundwater heads drop quickly due to very low groundwater heads at the inland boundary. 
Although the hydraulic ridge does not reach sea level, the ABP did perform aquifer protection to 
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some extent through the injection of freshwater. However, the efficiency of the current ABP 
injection strategy needs further evaluation to fulfill the goal of saltwater intrusion mitigation.  
5.4 Summary 
In the real-world case study, different GP methods performed well individually or 
collectively to lower the fitting residual. However, the certainty amounts of discrepancy between 
the modeling results and observed groundwater heads cannot be further reduced because of 
model structure error. This study only focused on reducing the parameterization error through the 
investigations on the non-uniqueness and inflexibility in parameterization. Once multiple 
parameterization methods are determined, the averaged hydraulic conductivity and its total 
conditional covariances can be obtained through the model averaging method. Using Occam’s 
window tends to single out a single parameterization method. A scaling factor that takes into 
consideration the statistical properties of the chi-square distribution of the fitting residuals is able 
to address this issue. The scaling factor is a statistical parameter that relates to a desired 
significance level in Occam’s window and the chi-square standard deviation. The proper choice 
of the scaling factor can reflect reasonable GP weights.  
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CHAPTER 6. HYDRAULIC CONDUCTIVITY ESTIMATION OF 
“1,500-FOOT” SAND IN EAST BATON ROUGE PARISH, 
LOUISIANA 
6.1 Study Site Description 
The proposed BMA method in chapter 3 is applied to estimate hydraulic conductivity of 
“1,500-foot” sand in East Baton Rouge (EBR) Parish, Louisiana. The Baton Rouge aquifer 
system is part of the Southeastern Louisiana aquifer system (known as Southern Hills aquifer 
system) which is approximately bounded by the Mississippi River, Pearl River, and Lake 
Pontchartrain in Louisiana, and extends into Mississippi as far north as Vicksburg. Recharge to 
the Southeastern Louisiana aquifer system, primarily occurs in the outcrop areas in Mississippi 
and the northern parts of East and West Feliciana, St. Helena, Tangipahoa, and Washington 
Parishes. The aquifer ranges in thickness from 50 to 1,100 feet with thickness increasing toward 
the south. In EBR Parish, there are fourteen freshwater aquifers, which range to a depth of about 
3,000 feet and are composed of sediment from very fine to coarse sand and pea- to cobble-size 
gravel (Meyer and Turcan, 1955, p. 21-47). Thirteen of the aquifers were originally named 
according to their general depth in the Baton Rouge industrial district (Meyer and Turcan, 1955, 
p. 12-13). The “1,500-foot” sand is one of the sand aquifers in this area. Figure 6.1(a) shows the 
study area.  
The Baton Rouge Fault represents a unique hydrogeologic unit, which restricts southward 
flow in the Southeastern Louisiana aquifer system. It extends from Baton Rouge eastward across 
the northern part of Lake Pontchartrain. Due to the throw-down at the south side of the fault, the 
“1,500-foot” sand (north) connects to the “1,200-foot” sand (south). South of the Baton Rouge 
Fault, little freshwater is present in the aquifer system, and the individual aquifers mostly contain 
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saltwater. The origin of saltwater comes from dissolved brine solution of two nearby salt domes, 
St. Gabriel salt dome and Darrow salt dome (Bray and Hanor, 1990). North of the Baton Rouge 
Fault, the aquifers store excellent quality and quantity of water for drinking water purposes. 
Historically, the Baton Rouge Fault acted as a barrier and prevented the saltwater from moving 
northward. Recent study has shown the Baton Rouge Fault as a conduit-barrier and allows 
saltwater across the fault and enters the freshwater aquifer (Bense and Person, 2006).  
Groundwater is a major freshwater source to the public and industry due to its high water 
quality. Groundwater provides almost all domestic water; and the industry receives an equivalent 
amount of domestic water from the aquifers (Sargent, 2002). However, heavy pumping for 
public-supply and industrial uses in the Baton Rouge area has induced the movement of saltwater 
across the fault; and saltwater has been detected north of the fault in most of the freshwater 
aquifers. Groundwater levels in the East Baton Rouge Parish have declined by as much as 300 
feet since the 1940s (Tomaszewski, 1996). Within the past 10 years, water levels in many wells 
have declined at a rate of 1 to 3 feet per year due to drought and large withdrawals. Specifically, 
Groundwater withdrawal from the "1,500-foot" sand began in 1927 (Torak and Whiteman, 1982). 
In 2001, the groundwater was withdrawn with 14.5 Mgal/d in EBR Parish (Griffith and Lovelace, 
2003). From 1940 to 2001 water levels has declined about 160 ft at observation well EB-168, 
located near the pumping center southeast of the industrial district in Baton Rouge. The large 
cone of depression in the northern area of the fault has induced saltwater encroachment across 
the fault toward the pumping centers in the "1,500-foot" sand, which previously contained 
freshwater. Tomaszewski (1996) showed that saltwater was present in the "1,500-foot" sand 
north of the fault around an area of 3.88 km
2 
in the vicinity of the Acadian Thruway in Baton 
Rouge.   
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Figure 6.1 Site description for (a) locations of head observation wells and K measurements, and 
(b) locations of pumping wells.  
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 The first step to deal with the saltwater intrusion problem in the “1,500-foot” sand is to 
develop a groundwater flow model to better understand the historical groundwater head changes 
in this area. This study focuses on hydraulic conductivity estimation using the proposed BMA 
method. 
6.2 Groundwater Flow Model Development 
In this study, three interpolation methods are selected (natural neighbor interpolation method 
(NN), inverse distance method (ID), and ordinary kriging method (OK)) as the initial step to depict 
hydraulic conductivity (K) heterogeneity based on the 21 point wise K values at the E-log sites. 
Given an interpolation method, Table 6.1 lists the estimated parameters through the inverse method.  
Table 6.1 The Estimated Parameter Values. 
Interpolation  
Method 
Pore 
Geometry 
(a) 
Cementation 
Factor 
(m) 
Specific 
Storage 
(Ss) 
Fault Hydraulic 
Characteristic 
(HC) 
Fitting 
Residual 
2( )obsj jj h h  
NN 0.81926 2.0433 2.24E-05 0.0006920 2065.03 
ID 0.81819 2.0391 2.13E-05 0.0001921 1378.05 
OK 0.79657 2.0790 2.26E-05 0.0006736 1898.79 
Average 0.81134 2.0538 2.21E-05 0.0005191  
The ID method has the best fit to the groundwater head observations with the fitting 
residual 1378.05. The identified parameter (a, m, and Ss) values using three different 
interpolation methods are close to each other. The averaged identified parameter values in Table 
6.1 are used to further the identification of hydraulic conductivity using the generalized 
parameterization (GP) method. 
The study area in Figure 6.1(a) extends about 300 km2 and includes major part of the 
Baton Rouge metropolitan area. To develop the regional groundwater model, 706 groundwater 
observation records are collected from 18 observation wells (see Figure 6.1(a)) for the period 
from January 1990 to December 2004 (15 years) from the USGS National Water Information 
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System website. These 18 head observation wells are all in the “1,500-foot” sand of Baton 
Rouge Area (12115BR) north of the fault. The well EB-780A was used to determine the 
groundwater head in the “1,200-foot” sand for the southern boundary condition. Electrical 
resistivity data from 21 E-log wells are obtained from USGS, Louisiana Water Science Center. 
The resistivity readings are analyzed to obtain the thickness of the “1,500-foot” sand and to 
interpret hydraulic conductivity values at the E-log sites shown in Figure 6.1(a). The 
semivariogram is    1.5346 1 exp /12448d d      . The Capital Area Groundwater 
Conservation Commission provided monthly pumping data from the 16 production wells at the 
“1,500-foot” sand. The well pump locations and names are shown in Figure 6.1(b). In this study, 
a two-dimensional groundwater flow model is developed using MODFLOW-2000 (Harbaugh et 
al., 2000). Characteristics of the groundwater model are listed in Table 6.2 The time-varied 
constant heads were used to describe the boundary condition of the groundwater model. The 
Horizontal Flow Barrier Package (Hsieh and Freckleton, 1994) is used to represent the Baton 
Rouge Fault. The hydraulic characteristic (HC), the hydraulic conductivity per fault width, of the 
Baton Rouge Fault is estimated to be 0.000519 day-1. 
Table 6.2 Groundwater Model Parameters of “1,500-Foot” Sand. 
Aquifer Type Confined 
Dimensions 22 kilometers by 18 kilometers 
Hydraulic conductivity(K) 10~300 m/day 
Specific storage 52.2 10 m-1 
Hydraulic Characteristic of BR Fault 
(Hsieh and Freckleton, 1994) 
0.000519 day-1 
Elevation -400 ~ -500 meters 
Number of head observation boreholes 18 (Figure 6.1(a)) 
Number of K measurements 21 (Figure 6.1(a)) 
Number of pumping wells 16 (Figure 6.1(b)) 
Discretization 90 rows by 110 columns 
Stress period 28~31 days 
Simulation Period  Jan. 31, 1990 – Dec. 31, 2004 
Number of stress period 180 
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6.3 Identified Results 
6.3.1 Using Variance Window and BIC 
The Occam’s window is compared with the variance window in the BMA results in Table 
6.3. Using Occam’s window, only the ID-VT method is considered in BMA using KIC or BIC 
when all three GP methods have similar goodness of fit to groundwater head observations. Again, 
this is an absurd result for the real-case study. The variance of data chi-squares is 2 1412D  . 
Using BIC, a 5% significance level and 2 D  window size are considered for the variance 
window. The scaling factor is 0.0798  . The posterior probabilities for ID-VT, OK-VT, and 
NN-VT are 65.27%, 22.94%, and 11.79%, respectively. Using KIC, the OK-VT posterior 
probability becomes less than the NN-VT posterior probability even though the OK-VT has 
much lower parameter uncertainty in β  than other two GP methods. Using KIC, the log-FIM 
determinant creates the controversial results. In order to ensure OK-VT to have similar posterior 
probability as in BIC, a wider variance window is necessary for the KIC case. Using 4 D  
window size with 5% significance level, the scaling factor is 0.0399  . Table 6.3 shows the 
posterior probabilities for ID-VT, NN-VT, and OK-VT are 60.40%, 20.67%, and 18.93%, 
respectively. 
In this case study, ( )ln pDF  is also much smaller than 
( )p
DQ . The optimal β  values obtained 
by minimizing BIC give similar solutions by minimizing KIC. To avoid KIC problems, BIC is 
used in BMA for the hydraulic conductivity estimation. 
Figure 6.2 shows the three interpolation methods, zonation methods, three GP methods, 
and BMA in the chi-square distribution in terms of BIC. NN method gives better model 
goodness of fit the groundwater head observations than ID and OK methods. However, these 
three interpolation methods have similar goodness of fit, and perform much better than the VT 
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method. Individual GP methods reduce the fitting residuals to a similar level. The fitting residual 
cannot be reduced much because the model error comes from both model structure error and 
parameterization error. In the real case model structure error has significant impact on the 
goodness of fit. In this case, ID-VT has lower goodness of fit than OK-VT and NN-VT. As 
shown in Figure 6.2, using 5% significance level and 2 D  window size three GP methods are 
inside the variance window, which is significantly larger than the Occam’s window for 
BIC 6  . The identified hydraulic conductivity distributions using three GP methods are shown 
in Figure 6.3(a, b, c). GP is capable of creating a zone-like distribution where hydraulic 
conductivity inside zones is smoothly distributed. Using BIC, the BMA fitting residual is slightly 
high than that of ID-VT. The ensemble average of hydraulic conductivity distribution is shown 
in Figure 6.3(d). The conditional variances of hydraulic conductivity are shown in Figure 6.4. 
The within-GP variances are much higher than the between-GP variances.   
6.3.2 BMA Hydraulic Conductivity Conditional Estimation  
 
Figure 6.2 The chi-square distribution of DQ . The variance window is made by considering a 
5% significance level and 2 D  window size. 
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Table 6.3 BMA Results of using BIC and KIC for Real-Case Study. NN: Natural Neighbor 
Interpolation, ID: Inverse Distance Interpolation, OK: Ordinary kriging, VT: Voronoi 
Tessellation. NN-VT, ID-VT, and OK-VT are GP methods that combine NN, ID, and OK with 
VT, respectively. The scaling factor 1  considers 5% significance level and 2 D  window size. 
The scaling factor 2  considers 5% significance level and 4 D  window size. 
 
GP methods 
 
 NN-VT ID-VT OK-VT 
DQ  481.64 438.76 464.97 
DQ  0.18 0.95 0.00 
BICD  1910.04 1867.16 1893.37 
BICD  42.88 0 26.21 
 ( )Pr |p D  
(Occam’s window) 
0 100% 0 
1 BICD   3.42 0 2.09 
 ( )Pr |p D  
(Variance window) 
11.79% 65.27% 22.94% 
( )ln pDF  25.56 14.69 46.63 
KICD  1767.6 1713.85 1772 
KICD  53.75 0 58.15 
 ( )Pr |p D  
(Occam’s window) 
0 100% 0 
2 KICD   2.145 0 2.32 
 ( )Pr |p D  
(Variance window) 
20.67% 60.40% 18.93% 
  
6.4 Hydraulic Characteristic (HC) Estimation of Baton Rouge Fault  
Another approach to estimate the hydraulic characteristic (HC) of the Baton Rouge Fault is to 
consider the influence of the groundwater heads at EB-917 on those at EB-780A through the fault. 
EB-780A and EB-917 are separated by the Baton Rouge Fault with a distance of 2,003 meters shown 
in Figure 6.5(a). Again, EB-780A screens the "1,200-foot" sand aquifer and EB-917 screens the 
“1,500-foot” sand. These two sands are partially connected at the fault plane. A one-dimensional 
groundwater flow problem is developed as shown in Figure 6.5(a), where we set EB-917 as a time-
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varied constant head boundary condition. A no-flow boundary is given at the other end, which is far 
from the EB-780A and has no effect on the identification result. The HC value of the fault is 
0.000155/day. The calculated groundwater heads against the observed heads at EB-780A are shown 
in Figure 6.5(b). This HC value is close to that identified by the ID method and is in the same order 
of the magnitude to the average HC in Table 6.1. It is noted that due to lack of data a homogenous 
HC throughout the fault was considered in the groundwater model. 
 
Figure 6.3 Estimated hydraulic conductivity (m/day) distributions by the GP methods (a) ID-VT, 
(b) NN-VT, (c) OK-VT, and (d) BMA using BIC and the variance window of a 5% significance 
level and 2 D  window size. 
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Figure 6.4  Conditional variance distributions of ln(K): (a) within-GP variances, (b) between-GP 
variances, and (c) total variances.  
 
(a) 
 
(b) 
Figure 6.5 (a) The one-dimensional groundwater model. (b) The calculated vs. and observed 
groundwater head data at EB-780A. 
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(a) 
 
(b) 
 
(c) 
Figure 6.6 (a) Calculated vs. observed heads at EB-917 using EB-1293 as a time-varied head 
boundary condition. (b) Calculated vs. observed heads at EB-917 using EB-1293 as a recharge well 
with 2200 m
3
/day recharge rate. (c) Calculated vs. observed heads at EB-1293 using EB-1293 as a 
recharge well with 2200 m
3
/day recharge rate. 
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6.5 The Connector Well, EB-1293  
The groundwater model also incorporated the effect of the connector well, EB-1293. The 
connector well was operated in 1998 as an initial test of a recharge barrier to mitigate saltwater 
encroachment in the “1,500-foot” sand. CAGWCC installed EB-1293 between the municipal supply 
wells on Government Street and the freshwater-saltwater interface in the "1,500-foot" sand. The 
connector well, EB-1293, connects the "800-foot" and "1,500-foot" sands such that “800-foot” sand 
recharges groundwater into “1,500-foot” with a recharge rate around 500 gallons per minute 
(CAGWCC Newsletter, January 2002). The groundwater model is able to investigate the 
effectiveness of the connector well on raising the potentiometric surface around EB-1293 and deflect 
the advance of the saltwater away from the municipal supply wells at the Government Street.  
In the first step, EB-1293 groundwater data from USGS are used as a time-varied constant 
head boundary condition in the model. Figure 6.6(a) shows a significant over-predicted groundwater 
head in EB-917 after the connector well head was added to the model. The real EB-1293 
groundwater data might not be as high as reported. Instead, EB-1293 is considered as a recharge well 
with a constant recharge rate 2200 m
3
/d. In Figure 6.6(b), the model results show no significant 
differences between the calculated and observed head data in EB-917. Again, a constant drift (around 
7 meters) between the calculated and observed groundwater heads at EB-1293 shown in Figure 6.6(c) 
implies that a systematic recording error or a datum error might occur in the EB-1293 data. 
Nevertheless, the groundwater flow model shows that the connector well does raise the groundwater 
head around it.  
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CHAPTER 7. HEAD PREDICTIONS IN THE “1,500-FOOT” 
SAND IN EAST BATON ROUGE PARISH, LOUISIANA 
7.1 Development of Prediction Models 
The proposed method in chapter 4 is applied to predict the groundwater heads in the 
“1,500-foot” sand aquifer in East Baton Rouge (EBR) Parish, Louisiana. The study area shown 
in Figure 6.1(a) extends over about 300 km2 and includes major part of the Baton Rouge 
metropolitan area. Due to throw-down at the south side of the Baton Rouge Fault, the “1,500-
foot” sand (north) connects to the “1,200-foot” sand (south). The Baton Rouge Fault restricts 
northward flow of groundwater from south of the fault. The aquifer thickness ranges from 16.51 
to 363.28 m with thickness increasing toward the south. 706 observed groundwater heads were 
obtained from 18 head boreholes. Electrical resistivities are measured in 20 electrical logs. The 
pumping rates from 16 pumping wells were recorded from January 1, 1990 to December 31, 
2004. Their locations are shown in Figure 6.1(b). The specific storage is 2.210-5 m-1. This study 
adopted the groundwater model developed by Tsai and Li (2008), where the hydraulic 
characteristic of the Baton Rouge Fault was estimated to be 0.000519/day.   
The Baton Rouge Fault has rarely been surveyed in this area and it can form pathways 
that connect aquifers at different depth due to the orientation and mode of fractures (Anderson 
and Fairley, 2008). Hydraulic anisotropy in the fault can resulted from a variety of mechanisms 
including clay-smearing, drag of sand, grain re-orientation and vertical segmentation of the fault 
plane (Bense and Person, 2006). Many studies have been conducted to understand the 
permeability in and near the fault zone (Chester et al., 1993; Bredehoeft, 1997; Salve and 
Oldenburg, 2001; Fairley et al., 2003) and have shown that the determination of fault 
permeability still remains a formidable task. For the purpose of this study, the Baton Rouge Fault 
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is considered to be isotropic and homogeneous, and the hydraulic characteristic of the Baton 
Rouge Fault was estimated to be 0.000519/day. In this study, we consider three groundwater 
model structures: an impermeable-fault model M(1) with HC = 0/day, a low-permeable-fault 
model M(2) with HC = 0.000519/day, and a no-fault model M(3) with HC = 90,000/day. 
To estimate the hydraulic conductivity distribution from the 20 resistivity logs, Archie’s 
law (Archie, 1942) is adopted to interpret the formation factor into porosity. Typically, the pore 
geometry coefficient varies between 0.62 and 2.45, and the value of cementation factor ranges 
between 1.08 and 2.15 depending on the formation. By fitting to the observation data, the pore 
geometry coefficient and the cementation factor for the “1,500-foot” sand are estimated to be 0.8 
and 2.04, respectively. The estimated hydraulic conductivity values at the E-log sites using the 7 
methods are shown in Table 7.1. The effective grain size is 0.00022 m and the groundwater 
temperature is 30 0C . The generalized parameterization (GP) that combines the Voronoi 
tessellation (VT) and the ordinary kriging (OK) is adopted to obtain the hydraulic conductivity 
distribution. A variance window with a scaling factor 0.08   is applied, where 1s 6, 2 2s  , 
and 37.6D  . 
7.2 BMA Model Identification 
The BIC values, methods weights, and model weights are listed in Table 7.2. The no-fault 
model should not be considered because it cannot produce groundwater heads that are similar to 
the observed heads. The impermeable-fault model has a weight of 41.15% and the low-
permeable fault model has a weight of 58.85%. This indicates that the fault permeability is low. 
Both models favor the Kozeny-Carman method and the Sauerbrei method. The Kruger method 
and the Zunker method have very small weights in the impermeable-fault model (1.61% and 
1.51%, respectively) and slightly higher weights in the low-permeable fault model (6.29% and 
124 
 
7.38% respectively). The Slichter method, the Terzaghi method, and the Zamarin method give 
zero weight in both groundwater models. 
Table 7.1 Hydraulic conductivity (m/day) estimated by seven methods for the “1,500-foot” sand 
aquifer (temp=30℃). 
well x y 
Kozeny 
Carman 
Sauerbrei Slichter Terzaghi Kruger Zunker Zamarin 
EB-444 673797.51 3369706.4 98.0 86.9 40.8 52.5 76.7 53.0 48.8 
EB-579 680077.04 3385207.8 638.0 565.4 124.4 170.2 499.5 114.2 84.8 
EB-587 674482.53 3373567 60.6 53.7 28.9 36.8 47.4 44.0 37.8 
EB-623 685757.1 3380314.6 331.2 293.5 88.0 116.4 259.3 86.7 77.2 
EB-643 672535.33 3390258.5 53.0 46.9 26.1 33.2 41.5 41.7 35.0 
EB-645 669268.89 3384570.9 65.1 57.7 30.4 38.9 51.0 45.2 39.3 
EB-654 679454.71 3376142.8 34.6 30.7 18.8 23.5 27.1 35.5 27.0 
EB-656 674981.06 3375730.8 30.6 27.2 17.0 21.2 24.0 33.9 24.9 
EB-764 692449.68 3389240.6 21.9 19.4 13.0 15.7 17.1 29.8 19.9 
EB-674 675691.07 3369767.7 54.7 48.5 26.7 34.1 42.8 42.3 35.6 
EB-722 675019.67 3374992.3 148.6 131.7 54.0 69.9 116.3 62.6 59.0 
EB-777 675677.06 3367334.6 107.8 95.5 43.6 56.1 84.4 55.1 51.1 
EB-751 678215.26 3370424.8 35.5 31.4 19.2 24.0 27.8 35.8 27.4 
EB-859 674571.17 3381298.5 178.8 158.5 60.8 79.0 140.0 67.4 63.6 
EB-873 682747.54 3370654.2 167.7 148.6 58.4 75.8 131.3 65.7 62.0 
EB-884 675493.9 3373706.5 78.9 69.9 35.0 44.9 61.8 48.7 43.6 
EB-926 686157.74 3374069.3 24.6 21.8 14.3 17.5 19.3 31.2 21.6 
EB-928 679242.94 3376046.9 48.2 42.7 24.3 30.8 37.7 40.3 33.1 
EB-995 686095.47 3379242.4 18.3 16.2 11.1 13.3 14.3 27.9 17.6 
EB-1004 688294.52 3369301.5 36.4 32.3 19.5 24.5 28.5 36.2 27.8 
  
Ln(K) 
variance 
0.865 0.865 0.419 0.458 0.865 0.135 0.204 
Table 7.2 BIC values for model evaluation and model averaging 
Method i  
Before Model Reselection 
After Model 
reselection 
1
BIC
iM  2
BIC
iM  3
BIC
iM  1
BIC
iM  2
BIC
iM  
Kozeny Carman 1484.01 1472.61 2791.62 1556.66 1537.89 
Sauerbrei 1512.69 1489.28 2676.87 1686.14 1571.72 
Slichter 2648.80 2262.20 1986.13 -- -- 
Terzaghi 1925.80 1758.34 2241.53 -- -- 
Kruger 1579.84 1527.86 2551.27 2063.00 1758.86 
Zunker 1581.37 1523.85 2459.73 2184.58 1839.36 
Zamarin 1868.89 1720.14 2261.76 -- -- 
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After eliminating the no-fault model, the Slichter method, the Terzaghi method, and the 
Zamarin method, the head variances are reevaluated. The updated model and method weights are 
listed in Table 7.3. The low-permeable fault model increases in weight to 62.22% and becomes 
more important than the impermeable-fault model. The Kozeny-Carman method dominates in 
both groundwater models, while the Terzaghi method and the Kruger method can be discarded. 
For model selection, the best single model is the low-permeable fault model with the Kozeny-
Carman method.  
The groundwater head on April 1st, 2001 is predicted by the three models, M(1), M(2), M(3). 
For each model, BMA is used to integrate the head predictions of the seven methods. The results 
of the three models are plotted in Figure 7.2. The fittings of the observed heads and the BMA 
model predicted heads are also shown in Figure 7.2. The head from the impermeable-fault model 
is supposed to have a downward shift, but the head difference between the impermeable fault 
model (Figure 7.2(b)) and the low-permeable-fault model (Figure 7.2(a)) is not as obvious. The 
regressional coefficient of the low-permeable-fault model (0.9033) is slightly better than that of 
the impermeable fault model (0.8916). The fitting also shows that the no-fault model does not fit 
the observed data well (Figure 7.2(c)). 
7.3 Predictions with Multimodel and Multimethod 
The groundwater heads for the next 15 years (from 1/1/2005 to 1/1/2020) are predicted 
by keeping the boundary conditions the same as the boundary condition of the stress period of 
Dec. 2004. The monthly pumping rate at each well is set to the average pumping rate of the last 
three years (2002-2004). The best single model, which is preferred by the observation data, is the 
low permeable model with the Kozeny-Carman method. Figure 7.3. shows the head prediction 
on 12/31/2019 using the BMA with the variance window against the head predictions using the 
low-permeable model with the Kozeny-Carman method and the Sauerbrei method. Due to the 
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averaging, the BMA head prediction lies between these two methods. The integrated multimodel 
and multiempirical method is preferred because the numerical example shows that the BMA 
method has a better chance to avoid making mistakes and is able to give a better prediction. 
 
 
 
Figure 7.1 Head fittings of the seven methods at EB-618 (HC=0.000519) 
 
Table 7.3 Model weights before model reselection and after model reselection using 2σ variance 
window 
Method i  
Before Model Reselection  After Model reselection 
1( | , )iP M D  2( | , )iP M D  3( | , )iP M D  1( | , )iP M D  2( | , )iP M D  
Kozeny Carman 73.48% 57.01% 0.00% 99.43% 79.4% 
Sauerbrei 23.40% 29.31% 0.00% 0.57% 20.59% 
Slichter 0.00% 0.00% 100.00% -- -- 
Terzaghi 0.00% 0.00% 0.00% -- -- 
Kruger 1.61% 6.29% 0.00% 0.00% 0.01% 
Zunker 1.51% 7.38% 0.00% 0.00% 0.00% 
Zamarin 0.00% 0.00% 0.00% -- -- 
 1( | )P M D  2( | )P M D  3( | )P M D  
  
Model weight 41.15% 58.85% 0.00% 37.78% 62.22% 
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Figure 7.2 Head fitting of (a) M(1), (b) M(2), (c) M(3) 
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The BMA prediction variance (Figure 7.4) has three components: within method variance 
(Figure 7.4(a)), between model variance (Figure 7.4(b)), and between method variance (Figure 
7.4(c)). All three components show similar variance distributions. The variance close to the 
middle of the fault is larger than that near the constant head boundary. Although the calculated 
heads can be significantly different from using different simulation models and estimation 
methods, the between-method and between-model head prediction variances are fairly small and 
the within variance dominates the total BMA prediction variance. The small between-method 
variance arises from the dominant method weight of the Kozeny-Carman method, which has a 
weight of 99.43% in the impermeable-fault model and 79.4% in the low-permeable-fault model 
(see Table 7.3). However, the low-permeable fault model, with 62.22% of the total model weight, 
does not dominate. Hence, the small between-model variance indicates similar head predictions 
by the two groundwater models.  
The within method variance overwhelms the between-model and between-method 
variances, indicating large uncertainty propagation from the hydraulic conductivity estimation to 
head prediction. Specially, the head prediction variance in the southeast area is large because of 
fewer hydraulic conductivity samples and head observation data. To reduce head prediction 
uncertainty, future sampling of hydraulic conductivity and groundwater head is necessary in 
these areas. Moreover, large head prediction variance near the fault indicates the need for a better 
understanding of the fault characteristics.    
7.4 Summary 
For the “1,500 foot” sand aquifer, the observation data preferred the low-permeable-
barrier fault model over the impermeable-fault model. The no-fault model was literally rejected. 
Based on this analysis, it can be concluded that the Baton Rouge fault can form a pathway for 
lateral flow between the “1,500 foot” aquifer and “1,200 foot” aquifer; however, the fault zone is 
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predominately low permeability. Groundwater head predictions for the period 1/1/2005-1/1/2020 
were conducted for the “1,500 foot” sand aquifer using the proposed Bayesian multi-model 
multi-method approach. The prediction uncertainty was also assessed.  
 
 
 
 
 
Figure 7.3 Comparison of head predicted by BMA and by the best single model M(2)θ(1) 
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Figure 7.4 Head prediction variance 
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CHAPTER 8. CONCLUSIONS 
The contributions of this study to the development of generalized parameterization (GP) 
and Bayesian model averaging (BMA) approaches are listed below. 
 This study verifies that GP provides great flexibility in parameterization. The GP 
estimation is confined between the interpolated and zonal distributions. GP is applicable to 
spatially correlated random fields. GP is a conditional estimator and shows small conditional 
variances. 
 Bayesian model averaging (BMA) is able to address the non-uniqueness problem 
in parameterization. Adopting GP methods in BMA outperforms the estimation results from 
averaging over zonation and interpolation methods in hydraulic conductivity estimation because 
GP represents a better model than individual zonation or interpolation methods for implementing 
BMA.  
 Prediction or estimation results from model averaging are not necessarily the best 
because they are ensemble outcomes of the best models; however, the numerical examples 
demonstrated that BMA is able to find better solutions than individual models. Nevertheless, it is 
noted that BMA does not reduce estimation uncertainty, but increases it by considering more 
than one parameterization method.  In other words, BMA illustrates the fact that estimation 
uncertainty is always underestimated using a single parameterization method.    
 Using the Kashyap information criterion (KIC) in the BMA parameter estimation 
presents several issues of model ranking and model averaging. The KIC tends to give preference 
to models with high parameter uncertainty because it prefers lower values of the log-Fisher 
information matrix (FIM) determinant. With sufficient amounts of observed data, the Bayesian 
information criterion (BIC) is a good approximation and is able to avoid controversial results 
from using the KIC. Moreover, calculating the BIC is computationally efficient. 
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 The variance window has generalized the use of Occam’s window to measure 
approximated posterior model probabilities in Bayesian model selection and model averaging. 
The narrowness of Occam’s window tends to exaggerate good models’ weights and bias BMA 
estimation. Occam’s window is not practical in groundwater problems. Instead, the variance 
window considers reasonable posterior model probabilities using a scaling factor for the 
information criteria. The scaling factor is a statistical parameter that takes into account the 
number of observed data along with a desired significance level in Occam’s window. The 
variance window reduces to Occam’s window when the scaling factor is unity. 
 The best inverse model identified during the inverse process does not always 
produce the best prediction. The model weight identified during the inverse process is a 
statistical measure that represents the chance of the model to produce the best prediction. The 
BMA prediction based on multimodel multimethods is able to give better prediction than any 
individual model.  
Contributions and findings about the “1,500 foot” sand aquifer, Baton Rouge, Louisiana, 
groundwater flow model are listed below. 
 By applying the proposed BMA-GP approach, the hydraulic conductivity 
distribution of about the “1,500 foot” sand aquifer was estimated. Three GP methods, NN-VT, 
ID-VT, OK-VT, were combined under the BMA framework. The conditional variance was 
calculated as a measure of the estimation uncertainty. 
 By fitting to the groundwater head observations, the connector well EB-1293 was 
determined to function as a recharge well with a recharge rate of 2200 m3/d, not a constant head, 
in our groundwater flow model.  
 Three fault permeability models were evaluated. The model weights preferred the 
low-permeable-barrier fault model over the impermeable-fault model. The no-fault model was 
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rejected. Based on this analysis, it can be concluded that the Baton Rouge fault can form a 
pathway for the lateral flow between the “1,500 foot” aquifer and “1,200 foot” aquifer; however, 
the fault zone is predominately low permeability.  
 The groundwater head prediction of the period 1/1/2005-1/1/2020 was conducted 
using the proposed Bayesian multimodel multimethod approach. The prediction uncertainty was 
also assessed.  
Recommendations for further study include: 
The AIC, BIC, or other information criteria work only with parametric models. Their use 
in non-parametric models or for non-parametric parts in full models in model selection and 
model averaging is not clear and needs further research. 
Currently, the BMA-GP framework is applied to the hydraulic conductivity estimation 
and groundwater head prediction. In the future, the same framework may be applied on the 
estimation of contaminant transportation parameters, such as dispersivity and the evaluation of 
contaminant remediation plans where multiple models can be applied.  
For the study of “1,500 foot” sand aquifer, more investigation should be conducted on the 
hydraulic anisotropy of the fault zone. More field measurements of the groundwater salinity 
should be taken. Strategies for controlling saltwater intrusion should be tested on the simulation 
models built on the proposed methodology. 
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