We study the critical and off-critical ͑Griffiths-McCoy͒ regions of the random transverse-field Ising spin chain by analytical and numerical methods and by phenomenological scaling considerations. Here we extend previous investigations to surface quantities and to the ferromagnetic phase. The surface magnetization of the model is shown to be related to the surviving probability of an adsorbing walk and several critical exponents are exactly calculated. Analyzing the structure of low-energy excitations we present a phenomenological theory which explains both the scaling behavior at the critical point and the nature of Griffiths-McCoy singularities in the off-critical regions. In the numerical part of the work we used the free-fermion representation of the model and calculated the critical magnetization profiles, which are found to follow very accurately the conformal predictions for different boundary conditions. In the off-critical regions we demonstrated that the Griffiths-McCoy singularities are characterized by a single, varying exponent, the value of which is related through duality in the paramagnetic and ferromagnetic phases. ͓S0163-1829͑98͒03418-3͔
I. INTRODUCTION
Magnetic systems with quenched disorder at very low or even vanishing temperature have attracted a lot of interest recently. In particular the quantum phase transition occurring in quantum Ising spin glasses in a transverse field 1 and random transverse Ising ferromagnets [2] [3] [4] turned out to have a number of surprising features. For instance, the presence of quenched disorder has more pronounced effects on quantum phase transitions than on those phase transitions, which are driven by thermal fluctuations. For example, in the Griffiths phase, which is at the disordered side of the critical point, the susceptibility has an essential singularity in classical systems, whereas in a random quantum system the corresponding singularity ͑Griffiths-McCoy singularity 5, 6 ͒ is much stronger, it is in a power-law form.
Many interesting features of random quantum systems can already be seen in one-dimensional models. After the pioneering work by McCoy and Wu 7 and later studies by Shankar and Murphy, 8 Fisher 2 has recently performed an exhaustive study of the critical behavior of the random transverse-field Ising spin chain. He used a renormalizationgroup ͑RG͒ approach, which he claims becomes exact at the critical point. The same type of method has later been used for other 1d random quantum problems 9 and recently some exact results are obtained through a mapping of the random XY model onto a Dirac equation in the continuum limit. 10 In the present paper we consider the prototype of random quantum systems the random transverse-field Ising chain defined by the Hamiltonian:
͑1.1͒
Here the l x , l z are Pauli matrices at site l and the J l exchange couplings and the h l transverse fields are random variables with distributions (J) and (h), respectively. The Hamiltonian in Eq. ͑1.1͒ is closely related to the transfer matrix of a classical two-dimensional layered Ising model, which was introduced and studied by McCoy and Wu. 7 In the following we briefly summarize the existing exact, conjectured, and numerical results on the random transversefield Ising chain in Eq. ͑1.1͒. The quantum control parameter of the model is given by ␦ϭ ͓ln h͔ av Ϫ͓ln J͔ av var͓ln h͔ϩvar͓ln J͔ .
͑1.2͒
For ␦Ͻ0 the system is in the ordered phase with a nonvanishing average magnetization, whereas the region ␦Ͼ0 corresponds to the disordered phase. There is a phase transition in the system at ␦ϭ0 with rather special properties, which differs in several respects from the usual second-order phase transitions of pure systems. One of the most striking phenomena is that some physical quantities are not selfaveraging, which is due to very broad, logarithmic probability distributions. As a consequence the typical value ͑which is the value on an event with probability one͒ and the average value of such quantities is different. Thus the critical behavior of the system is primarily determined by rare events, dominating the averaged values of various observables. The average surface magnetization close to the critical point vanishes as a power law m s ϳ␦ ␤ s , where
is an exact result by McCoy. 6 The average bulk magnetization is characterized by another exponent ␤, which is conjectured by Fisher 
͑1.5͒
On the other hand, the typical correlations have a faster decay, since typ ϳ͉␦͉ Ϫ typ with typ ϭ1. 8 In a quantum system statistics and dynamics are inherently connected. Close to the critical point the relaxation time t r is related to the correlation length as t r ϳ z , where z is the dynamical exponent. The random transverse-field Ising spin chain is very strongly anisotropic at the critical point, since according to the RG picture 2 and to numerical results 11 ln t r ϳ 1/2 ,
͑1.6͒
which corresponds to zϭϱ. On the other hand, the relaxation time is related to the inverse of the energy-level spacing at the bottom of the spectrum t r ϳ(⌬E) Ϫ1 . Then, as a consequence of Eq. ͑1.6͒ some energylike quantities ͑specific heat, bulk, and surface susceptibilities, etc.͒ have an essential singularity at the critical point, while the correlation function of the critical energy density has a stretched-exponential decay, in contrast to the usual power-law behavior.
Leaving the critical point towards the disordered phase the rare events with strong correlations still play an important role, until we reach the region ␦Ͼ␦ G , where all transverse fields are bigger than the interactions. In the region 0 Ͻ␦Ͻ␦ G , which is called the Griffiths-McCoy phase the magnetization is a singular function of the uniform longitudinal field H x as m sing ϳ͉H x ͉ 1/z , where the dynamical exponent z varies with ␦. At the two borders of the Griffiths-
McCoy phase it behaves as zϷ1/2␦"1ϩO(␦)…
2 as ␦→0 and zϭ1 as ␦→␦ G Ϫ , respectively. Some of the above-mentioned results have been numerically checked 11 and in addition various probability distributions and scaling functions have been numerically determined. 12 Our present study, which contains analytical and numerical investigations extends the previous work in several respects. In the case of a limiting random distribution we obtain exact results on the surface magnetization exponent x s ϭ␤ s / and in particular the thermal exponent through a simple directed walk consideration. The mapping of the problem of calculating various universal quantities for the random transverse Ising chain onto the calculation of statistical properties of appropriately defined random walks is one of the main achievements of the present paper. With its help we are also able to explain quantitatively many of the exotic features of the Griffiths-McCoy region on both sides of the transition.
Moreover, we improved the accuracy of the numerical estimates on the bulk magnetization exponent in Eq. ͑1.4͒. Furthermore we present results on the magnetization profiles in confined critical systems as well as about the probability distribution of several quantities.
Throughout the paper we use two types of random distributions. ͑1͒ The binary distribution, in which the couplings can take two values and 1/ with the probability p and qϭ1Ϫp, respectively, while the transverse field is constant:
The critical point is given by (pϪq)ln ϭln h 0 and ␦ G ϭͱp/q for Ͻ1. ͑2͒ The uniform distribution in which the couplings and the fields have uniform distributions:
and the critical point is at h 0 ϭ1 and ␦ G ϭϱ.
The structure of the paper is the following. In Sec. II we present the free-fermionic description of our model together with the way of calculation of several physical quantities in this representation. In Sec. III the surface magnetization and several critical exponents are calculated exactly using a correspondence with an adsorbing walk problem. Phenomenological considerations and numerical estimates about the distribution of low-energy excitations are compared in Sec. IV. Numerical results for different critical and off-critical parameters are presented in Secs. V and VI, respectively. Our results are discussed in the final section.
II. FREE-FERMION REPRESENTATION
We consider the random transverse-field Ising spin chain in Eq. ͑1.1͒ on a finite chain of length L with free or fixed boundary conditions, i.e., with J L ϭ0. The Hamiltonian in Eq. ͑1.1͒ is mapped through a Jordan-Wigner transformation and a following canonical transformation 13 into a freefermion model:
͑2.1͒
where q ϩ and q are fermion creation and annihilation operators, respectively. The fermion energies ⑀ q are obtained via the solution of an eigenvalue problem, which necessitates the diagonalization of a 2Lϫ2L tridiagonal matrix T with nonvanishing matrix elements T 2iϪ1,2i ϭT 2i,2iϪ1 ϭh i , i ϭ1,2, . . . ,L and T 2i,2iϩ1 ϭT 2iϩ1,2i ϭJ i , iϭ1,2, . . . ,L Ϫ1. We denote the components of the eigenvectors V q as
͑2.2͒
One is confined to the ⑀ q у0 part of the spectrum.
14

A. Magnetization
Technically the calculation is more simple, when the boundary condition ͑bc͒ does not break the symmetry of the Hamiltonian, therefore we start with a chain with two free ends. As a consequence, in this case the ground-state expectation value of the local magnetization operator ͗0͉ l x ͉0͘ free is zero for finite chains. Then the scaling behavior of the magnetization at the critical point is obtained from the asymptotic behavior of the ͑imaginary͒ time-time correlation function:
where ͉0͘ and ͉i͘ denote the ground state and the ith excited state of H in Eq. ͑2.1͒, with energies E 0 and E i , respectively. In the thermodynamic limit in the ordered phase of the system the first excited state is asymptotically degenerate with the ground state, thus the sum in Eq. ͑2.3͒ is dominated by the first term. In the large limit lim →ϱ G l ()ϭm l 2 , thus the local magnetization is given by the off-diagonal matrix element:
͑2.4͒
In the fermion representation the magnetization operator is expressed as
͑2.6͒
Using ͉1͘ϭ 1 ϩ ͉0͘ the matrix element in Eq. ͑2.4͒ is evaluated by Wick's theorem. Since for i j ͗0͉A i A j ͉0͘
ϭ͗0͉B i B j ͉0͘ϭ0 we obtain for the local magnetization
͑2.7͒
where
We note that the off-diagonal magnetization m l free in Eq. ͑2.4͒ can be used to study the scaling behavior of the critical magnetization through finite-size scaling.
Next we turn to consider the system with symmetry breaking bc's, when one of the boundary spins is fixed. 
͑2.10͒
which has been derived in Ref. 16 in the thermodynamic limit L→ϱ. Note that with the boundary condition considered here we proved that Eq. ͑2.10͒ is also exact for any finite system. Next we consider those boundary conditions, when both boundary spins are fixed. Then one should formally put h 1 ϭ0 and h L ϭ0. This situation is, however, more complicated than the mixed bc, since it describes both parallel (ϩϩ) and antiparallel (ϩϪ) boundary conditions. To determine the magnetization profiles in these cases we make use of the duality properties of the quantum Ising model. First we define the dual Pauli operators iϩ1/2
in terms of which the Hamiltonian in Eq. ͑1.1͒ is expressed as
͑2.12͒
In the dual model formally the couplings and fields are interchanged, thus the dual Hamiltonian has zero surface fields, since J 0 ϭJ L ϭ0 in Eq. ͑1.1͒. Then it can be easily shown that the even sector ͑i.e., those states which contain even number of fermions͒ of the free chain corresponds to the ͑ϩϩ͒ parallel boundary condition of the dual model, whereas the odd sector of the free chain to the ͑ϩϪ͒ antiparallel boundary condition. To obtain the magnetization profile for fixed boundary spin conditions we use the expression
which can be obtained from Eq. ͑2.11͒, then express the product of z 's by fermion operators through the relation i z ϭA i B i and evaluate the right-hand side ͑rhs͒ of Eq. ͑2.13͒ in the corresponding free-chain situation. For the parallel spin boundary condition we take the free-chain vacuum expectation value:
͑2.14͒
which can be expressed through Wick's theorem as
͑2.15͒
Here G jk is the same as in Eq. ͑2.8͒, however it is calculated with the dual couplings h l ↔J l .
To obtain the magnetization profile in the antiparallel spin boundary condition ͑ϩϪ͒ one should take the expectation value of the rhs of Eq. ͑2.13͒ in the lowest state of the odd sector of the free chain, which is the first excited state of the Hamiltonian: ͉1͘ϭ 1 ϩ ͉0͘. Thus
͑2.16͒
To evaluate this expression by Wick's theorem one should notice that the state ͉1͘ϭ 1 ϩ ͉0͘ can be considered the vacuum state of such a system, where 1 and 1 ϩ are interchanged, which formally means that 1 (k)→Ϫ 1 (k) and ⑀ 1 →Ϫ⑀ 1 . Then the expectation values in Eq. ͑2.8͒ are modified as
͑2.17͒
which again have to be evaluated with the dual couplings h l ↔J l . Then the m l ϩϪ profile is given by the determinant in Eq. ͑2.15͒, where the matrix elements G jk are replaced by Ḡ jk .
B. Susceptibility and autocorrelations
The local susceptibility l at site l is defined through the local magnetization m l as
͑2.18͒
where H l is the strength of the local longitudinal field, which enters in the Hamiltonian in Eq. ͑1.1͒ as H l l x . l can be expressed as
which for boundary spins is simply given by
Next we consider the dynamical correlations of the system as a function of the imaginary time . First, we note that the correlations between surface spins can be obtained directly from Eq. ͑2.3͒ as
For bulk spins the matrix element ͗i͉ l x ͉0͘ in Eq. ͑2.3͒ is more complicated to evaluate, therefore one goes back to the first equation of Eq. ͑2.3͒ and considers the time evolution in the Heisenberg picture:
͑2.22͒
The general time and position-dependent correlation function
can then be evaluated by Wick's theorem as a product of two-operator expectation values, which in turn is written into the compact form as a Pfaffian:
where C i j is an antisymmetric matrix C i j ϭϪC ji , with the elements of the Pfaffian ͑2.24͒ above the diagonal. At zero temperature the elements of the Pfaffian are the following:
whereas the equal-time contractions are given in Eq. ͑2.6͒.
For the finite-temperature contractions see Ref. 17 .
III. SURFACE MAGNETIZATION AND THE MAPPING TO ADSORBING WALKS
In this section we analyze the surface magnetization of the RTIM ͑random transverse Ising model͒ using a mapping to an adsorbing random-walk problem. In this way we obtain exact results for the critical exponents ␤ s and , as well as for the surface magnetization scaling dimension x m s . These observations will then be used in the following section to identify the structure of the strongly coupled domains ͑SCD's͒, which are responsible for the low-energy excitations in the system.
A. Surface magnetization and correlation length
The surface magnetization in Eq. ͑2.10͒ represents perhaps the simplest order parameter of the transverse-field Ising chain. Note that the scaling behavior of end-to-end correlations
is identical to that of the surface magnetization since C L as well as m s involve only surface spin operators that have anomalous dimension x s . So, for instance, C L (␦ϭ0) ϳL Ϫ2x s and C L→ϱ (␦)ϳ␦ 2␤ s . In the following we determine its average behavior for the symmetric binary distribution, i.e., with pϭqϭ1/2 in Eq. ͑1.7͒. First we consider the system of a large, but finite length L at the critical point. In the limit →0 the surface magnetization in Eq. ͑2.10͒, which is expressed as a sum of products has a simple structure. Considering a random realization of the couplings the surface magnetization is zero, whenever a product of the form of ͟ iϭ1
. . ,L is infinite, i.e., the number of couplings exceeds the number of Ϫ1 couplings in any of the ͓1,l͔ intervals. On the other hand, if the surface magnetization has a finite value, it could be of the form m s ϭ1/(nϩ1)
, where nϭ0,1,2, . . . measures the number of intervals, which are characterized by having the same number of and Ϫ1 couplings. To have a more transparent picture we represent the distribution of couplings by directed walks, which start at zero and make the ith steps upwards ͑for a coupling J i ϭ Ϫ1 ) or downwards ͑for a coupling J i ϭ). As illustrated in Fig. 1 the surface magnetization corresponding to a random sequence is nonzero, only if the representing walk does not go below the ''time'' axis, 18 while the corresponding surface magnetization is given as m s ϭ1/(nϩ1)
, where now n just counts the number of times the walk has touched the t axis for tϾ0.
Then the ratio of walks representing a sample with finite surface magnetization is just the survival probability of the walk P surv , which is given by P surv (L)ϰL
, for walks ͑samples͒ of length L. In the thermodynamic limit this probability vanishes, thus the ty pical realization of the chain, i.e., the event with probability one has zero surface magnetization. This is certainly different from the average value, which is dominated by the rare events represented by surviving walks with an m s ϭO (1) . Consequently the average surface magnetization of a critical chain of length L is given by
On the other hand, one knows from finite-size scaling that ͓m s (L,␦ϭ0)͔ av ϳL 19 (ϭ1) and for the extreme inhomogeneous model (→0), thus the relation in Eq. ͑3.3͒ should hold for any parameters of the distribution. We note that this is the first exact derivation of the x m s exponent, the value of which is in agreement with previously known exact and conjectured results in Eqs. ͑1.3͒ and ͑1.5͒.
Next we calculate the exponent from the ␦ dependence of the surface magnetization. In the scaling limit Lӷ1, ͉␦͉ Ӷ1 the surface magnetization can be written as
Here the scaling function m s (y), which depends on the ratio of L and the correlation length , can be expanded as m s (y)ϭ1ϩByϩO(y 2 ), so that one obtains for the ␦ correction to the surface magnetization:
with ⌰ϭ1/Ϫx m s . This exponent can also be determined in the →0 limit of the binary distribution. Now, slightly outside the critical point the products of l terms in the sum of Eq. ͑2.10͒ will contain a factor of (1ϩ␦) 2l Ӎ1ϩ2l␦ in leading order of ␦. Then the surface magnetization of a coupling distribution which is represented by a surviving walk is given by
where l i gives the position of the ith touching point of the walk with the t axis. Next we consider a typical surviving walk, which has nϭO(1) return points ͑since the probability of n returns decreases exponentially͒, and these points are situated at l i ϭO(L 1/2 ). Consequently for a typical surviving walk the correction term in Eq.
), which should be multiplied by the surviving probability of
). Since the surviving walks have a sharp probability distribution we are left with the result:
, where the constant is given from numerical calculations as: Bϭ0.270 563Ӎ17/20. Comparing our result with that in Eq. ͑3.5͒ we get for the correlation length critical exponent ϭ2.
͑3.7͒
This is an exact determination of the exponent . We obtained it for a particular limit →0 for the binary distribution ͑1.7͒, which is a very broad distribution of couplings and therefore essentially the limit in which Fisher's RG analysis 2 becomes exact, too. Cum grano salis one might say that here we presented a way to perform exact calculation by using directly the fixed-point distribution occuring in this RG study.
B. Relation between surface magnetization and adsorbing random walks
Here we summarize and extend the mapping between the surface magnetization of the RTIM and the surviving probability of the corresponding adsorbing random walk. First, we consider again the extreme binary distribution of couplings in Eq. ͑1.7͒ with h 0 ϭ1, such that the control parameter in Eq. ͑1.2͒ is given by
Then, according to the considerations of the previous section, the corresponding adsorbing walk has an asymmetric character: it makes steps with probabilities p and qϭ1Ϫp off and towards the wall, respectively. The corresponding control parameter ␦ w ϭqϪ p in Eq. ͑A1͒ is proportional to ␦ in Eq. ͑3.8͒. Our basic observation can be summarized as
͑3.9͒
At the critical point from Eq. ͑A7͒ P surv (0,L)ϳL Ϫ␥ and ␥ϭ1/2 is just x m s , the surface magnetization scaling dimension of the RTIM. In the paramagnetic phase of the RTIM ␦Ͼ0 and the corresponding walk has a drift towards the adsorbing wall. The surviving probability in Eq. ͑A8͒
is characterized by a correlation length, which diverges as w ϳ␦ Ϫ with ϭ2. We note that the expression for w in Eq. ͑3.10͒ agrees with the RTIM result by Fisher.
2 Finally, in the ferromagnetic phase ␦Ͻ0 the corresponding walk drifts off the wall and the surviving probability has a finite limit as L→ϱ:
͑3.11͒
This expression then corresponds to a finite average surface magnetization of the RTIM, which linearly vanishes at the critical point. Thus the surface magnetization exponent of the RTIM is ␤ s ϭ1, in agreement with the exact results by McCoy. 6 The finite-size corrections to the surviving probability in Eq. ͑3.11͒ are exponential, according to Eq. ͑A10͒
with the correlation length w , as in Eq. ͑3.10͒. Consequently the critical exponent is the same below and above the transition point, as it generally should be.
These results obtained for the extreme binary distribution can be generalized for other random distributions, too. It is enough to notice that the surface magnetization in a sample with nonsurviving walk character is exponentially vanishing with the size of the system. Therefore the basic relation in Eq. ͑3.9͒ remains valid. Then at the critical point the P surv (␦ϭ0,L)ϳL Ϫ1/2 is a consequence of the Gaussian nature of the random walk. Similarly, the relations w ϳ␦ w Ϫ2 ,
␦ w Ͼ0 and P surv (␦ w Ͻ0,L)ϳϪ␦ w , ␦ w Ͻ0 follow from the scaling behavior of the random walks.
IV. DISTRIBUTION OF THE LOW-ENERGY EXCITATIONS
In the previous section we saw that the surface order is connected to a coupling distribution, which can be represented by a surviving walk. Since ͑local͒ order and small ͑vanishing͒ excitation energies are always connected, we can thus identify the local distribution of couplings, which results in a strongly coupled domain ͑SCD͒. Note that a SCD is not simply a domain of strong bonds, but it generally has a much larger spatial extent. 20 To estimate the excitation energy ⑀ of an SCD we make use the exact result for the lowest gap ⑀ 1 (l) of an Ising quantum chain of l spins with free bc: 21 Since we are interested in a bond and field configuration that gives rise to an exponentially small gap ⑀ 1 we can neglect the rhs of the eigenvalue equation
cf. Eq. ͑2.2͒ and derive approximate expressions for the eigenfunctions ⌽ 1 and ⌿ 1 . With these one arrives at
Here m s and m s denote the finite-size surface magnetizations at both ends of the chain, as defined in Eq. ͑2.10͒ ͑for m s simply replace h j /J j by h LϪ j /J LϪ j in this equation͒. If the sample has a low-energy excitation, then both end-surface magnetizations are of O (1), consequently the coupling distribution follows a surviving walk picture. The corresponding gap estimated from Eq. ͑4.2͒ is given by
where l tr measures the size of transverse fluctuations of a surviving walk of length l and ln(J/h) is an average coupling.
In the following we assume that the excitation energy of surface SCD's are of the same order of magnitude as those localized in the bulk of the system and have the same type of coupling distributions. Thus we identify the SCD's, both at the surface and in the volume of the system, as a realization of couplings and fields with surviving walk character and having an excitation energy given in Eq. ͑4.3͒. With this prerequisite we are now ready to apply our theory for the critical and off-critical regions of the RTIM of L sites.
At the bulk critical point the characteristic length l of surviving regions is of the order of the size of the system L, thus the SCD extends over the volume of the system. The transverse fluctuations of the couplings in the SCD are from Eq. ͑A13͒ as l tr ϳL 1/2 , thus we obtain for the scaling relation of the energy gap at the critical point:
in accordance with the existing numerical results. 11 At this point it is useful to point out the origin of the exponent 1/2 accompanying the length scale L in Eq. ͑4.4͒: it is the fact that the sequence of h i /J i is random and uncorrelated, for a general sequence one would have l tr ϳL with being the wandering exponent ͑the scaling dimension of the transverse fluctuations͒ of the particular sequence under consideration. For instance one could also consider relevant aperiodic sequences ͑generated in a deterministic fashion͒, which have either the same or different wandering exponents, leading either to the same or a different scaling behavior of the energy scale at the critical point as the random chain studied here. 22 In the paramagnetic phase the probability of finding a SCD of size l, which is localized at a given point is proportional to exp(Ϫl/), cf. Eq. ͑3.10͒. Since the SCD can be located at any point of the chain, the actual probability is proportional to the length of the chain, thus P L (l) ϳLexp(Ϫl/). The characteristic size of SCD's obtained from the condition P L (l)ϭO (1) is given by lϳ ln L, ␦Ͼ0,
͑4.5͒
which grows very slowly with the linear size of the system. The characteristic transverse fluctuations of such a walk is given-according to Eq. ͑A16͒-as l tr Ϸ(qϪp)l␣, with ␣ ϭO (1) . Setting this expression into Eq. ͑4.3͒ we obtain the scaling relation
⑀͑␦Ͼ0,L͒ϳL
Ϫz͑␦ ͒ , ͑4.6͒
where the dynamical exponent z(␦)ϭ2␣/␦ is a continuous function of the control parameter ␦. Our estimate qualitatively agrees with Fisher's result, 2 that close to the critical point z(␦)ϭ1/2␦.
The dynamical exponent z(␦) is conveniently measured from the scaling behavior of the probability distribution P L (l)ϳ P L "ln(⑀)…ϳL. For a given large L the scaling combination from Eq. ͑4.6͒ is L⑀ 1/z , thus
The distribution function of the gap in Eq. ͑4.7͒ has already been studied in Ref. 11 for periodic boundary conditions. Here we considered free chains and investigated the accumulated probability distribution
As seen in Fig. 2 the accumulated probability distribution for low energies is approximately a straight line on a log-log plot and from the slope one can estimate 1/z(␦) quite accurately.
In the ferromagnetic phase of the RTIM the size of the SCD is of the order of the sample, lϳL and also the transverse fluctuations of the couplings are l tr ϳL. Consequently the energy of the first excitations scale exponentially with the size of the system: ⑀ϳexp(ϪconstL). Here, however, one should take into account that-due to the duality relation in Eq. ͑2.12͒-in a strongly coupled environment there are always weakly coupled domains ͑WCD's͒, which are the counterparts of the SCD's in the paramagnetic phase. The characteristic size of a WCD is O(ln L), and their presence will reduce the size of the SCD's, such that one expects logarithmic corrections to the size of transverse fluctuations l tr . Indeed the numerical results on the accumulated gap distribution function in Fig. 3 can be interpreted with the presence of such corrections.
In the ferromagnetic phase many physical quantities ͑con-nected autocorrelation function, susceptibility, etc.͒ are connected with the distribution of the second gap. Unfortunately, we cannot make an estimate for ⑀ 2 on the base of our present approach. However, our model is self-dual, the distributions of the couplings and the fields transform to each other in Eq. ͑2.12͒ for ␦→Ϫ␦. Therefore, we assume that the scaling behavior of ⑀ 1 in the paramagnetic phase and that of ⑀ 2 in the ferromagnetic phase are also related through duality, thus
͑4.9͒
Indeed, as seen in Fig. 4 the scaling relation in Eq. ͑4.9͒ is satisfied, however with strong, logarithmic corrections.
V. CRITICAL PROPERTIES
A. Surface magnetization-canonical vs microcanonical ensemble
The surface magnetization of the RTIM has already been studied in Sec. III. Here we revisit this problem in order to answer the question, whether the values of the average quantities and the corresponding critical exponents depend or not on the ensemble used in the calculations. Our present study is motivated by a recent work 23 in which finite-size scaling methods and their predictions for critical exponents 24 have been scrutinized for random systems.
In our approach in Sec. III the bond and field configurations were taken completely random according to the corresponding distribution. We call this the canonical ensemble, since only the ensemble average of ln J i and ln h i is held fixed. One can also confine oneself on a subset of this en-FIG. 2. The integrated gap probability distribution ⍀ L (ln ⑀ 1 ) in the disordered phase (hϾ1) for different values of h. The dynamical exponent z(h) is extracted from the expected asymptotic form ln ⍀ L (ln ⑀ 1 )ϭ1/z(h)(ln ⑀ 1 )ϩconst which is a straight line when using a logarithmic scale on the y axes. Thus 1/z(h)Ϸ0.82, 0.62 and 0.40 for hϭ4.0, 2.0, and 1.5, respectively. The data for the uniform distribution averaged over 50 000 samples. Note that for large h, i.e., far away from the critical point, there is essentially no system size dependence, whereas closer to the critical point the asymptotic slope is reached only for large enough system sizes. semble, in which we fix the value of the product of all bonds in the chain and similarly the product of all fields. Then the critical point of the system is exactly given by
LϪ1 ln h i , ͑note that we study the surface magnetization in a chain with one fixed boundary condition such that there are exactly as many bonds as fields͒. This we call the microcanonical ensemble. The motivation for the introduction of this ensemble can be found in Ref. 23 : essentially it is a more restrictive way of fulfilling the criterium ͓ln J͔ av ϭ͓ln h͔ av for being at the critical point.
The critical exponents of the canonical ensemble Eqs. ͑3.3͒, ͑1.5͒, which agree with other exact and RG results, are then the canonical ones.
We start to analyze the behavior of the surface magnetization in the paramagnetic phase (␦Ͼ0). In the microcanonical ensemble the product of the couplings and that of the fields are fixed, therefore the last term in the sum of Eq. ͑2.10͒ is of ͟ j (h j /J j ) 2 ϳexp(2␦L), for each realizations. As a consequence the surface magnetization of the samples contains a prefactor exp(ϪA␦L), which is also present in the average value. It is easy to see that the leading finite-size dependence of the surface magnetization of typical samples is related to the above term and given by
Thus in the microcanonical ensemble there are no rare events with O(1) surface magnetizations and therefore the scaling behavior of the average and typical values are identical and for ␦Ͼ0 we have the scaling combination ␦L.
In the canonical distribution, due to fluctuations in the product of the couplings, there are rare events with O(1) surface magnetizations and their fraction exp(ϪA␦ 2 L) in Eq. ͑3.10͒ governs the finite-size scaling behavior of the average surface magnetization, yielding av ϭ2. On the other hand, the typical behavior in the canonical ensemble is the same as in the microcanonical ensemble, see Eq. ͑5.1͒, by which typ ϭ1.
In the ferromagnetic phase (␦Ͻ0) the fraction of realizations with finite surface magnetization can be estimated as follows in the microcanonical ensemble. After lϽL steps the walk has an average drift of l dr ϭϪ␦ w l, which exceeds the size of transverse fluctuations, l tr ϳl Ϫ1/2 , if lϾl c ϳ␦ w Ϫ2 . Therefore a walk which has been survived up to l c steps with a probability of P surv ϳl c Ϫ1/2 ϳϪ␦ w will not be adsorbed with probability of O(1) in the following steps l c ϽlϽL. From this argument the microcanonical surface magnetization has a linear ␦ dependence close to the critical point, therefore the surface magnetization exponent
is the same as in the canonical distribution Eq. ͑1.3͒. We can easily estimate the finite-size corrections to the surface magnetization in the ferromagnetic phase by noticing that the corrections to the surviving probability of the corresponding walk are proportional to the probability that the walk has a transverse fluctuation of the size of the drift l tr ϳ␦ w L, which is given by exp(ϪBl tr 2 /L 2 )ϳexp(ϪBЈL␦ w 2 ). Consequently the finite-size corrections to the surface magnetization are given by exp(ϪL/), with ϳ␦ Ϫ2 . Thus the correlation length exponent in the ordered phase is ͑mc͒ϭ2, ␦Ͻ0,
͑5.3͒
which agrees with the canonical result in Eq. ͑3.7͒. We note that the above arguments about the surviving probability of random walks for ␦Ͻ0 essentially hold for the canonical distribution, as a consequence the ferromagnetic phase of the RTIM has the same type of description in the two ensembles.
At the critical point of the model we use again the symmetric binary distribution in Eq. ͑1.7͒, such that the samples have the same number of and Ϫ1 couplings. In the extreme limit →0, as in the canonical case, the critical point surface magnetization can be determined exactly, through studying the surviving probability of the corresponding adsorbing random walk. To determine the microcanonical surviving probability first we note that from the canonical walks only a fraction of O(L ) among the canonical walks. Thus the surviving probability of microcanonical walks is P surv (mc)ϳL Ϫ1 , therefore the microcanonical surface magnetization satisfies the scaling relation:
The scaling combination between L and ␦Ͼ0 is again obtained by analyzing the expression in Eq. ͑3.6͒. The typical number of return points of the surviving walks is again nϭO (1) , but now l i ϭO(L), since the endpoint of the walk is a return point. Consequently, the correction term in Eq.
͑3.6͒ for surviving walks is O(L)
, what should be multiplied by the surviving probability to obtain the average of O (1), from which the scaling combination L␦, ␦Ͼ0 follows, in agreement with the previous determination below Eq. ͑5.1͒. To summarize, the average surface magnetization of the RTIM has anomalous scaling behavior in the microcanonical ensemble: in Eq. ͑5.1͒ there is an exponentionally vanishing prefactor exp(ϪA␦L), which governs the scaling behavior of the surface magnetization in the paramagnetic phase. We note that in scaling theory the different scaling behavior in the low-and high-temperature phases is generally attributed   FIG. 4 . The same as in Fig. 3 for the second lowest excitation, i.e., ⍀ L (ln ⑀ 2 ). One observes that asymptotically ln ⍀ L (ln ⑀ 2 ) ϭ1/z(h)ln ⑀ 2 ϩconst, with z(hϭ0.5)ϭ0.62ϭz(hϭ2.0) as one would expect from duality, by which z(h)ϭz (1/h). to the presence of a dangereous irrelevant scaling variable, see Ref. 25 . In Fig. 5 we show the scaling plots for the surface magnetization in the two ensembles obtained numerically by evaluating Eq. ͑2.10͒ for the binary distribution. Note that we expect similar results to hold for end-to-end correlations ͓͗ 1
x L x ͔͘ av , with the exponent x s replaced by 2x s ͑cf. Sec. III͒. Another reason for the difference in the scaling behavior for ␦Ͼ0 measured in the two ensembles is the fact that several physical quantities, among those the surface magnetization, is not self-averaging at the critical point. To illustrate this property in Fig. 6 we have plotted the probability distribution of the surface magnetization in the two ensemles. Both scale, as expected, as
the asymptotic form of the scaling function p for the canonical ensemble was determined analytically, 2 for particular distributions of the fields and/or couplings it can even be calculated exactly. 26 The average is determined by the rare events having a magnetization of order O(1), i.e., by the asymptotic behavior of p(y) for y→0. From Fig. 5 ͑top͒ we conclude that for the canonical ensemble p(y) approaches a constant for y →0 Ϫ , whereas for the microcanonical ensemble in Fig. 5 ͑bottom͒ the scaling functions shows a power-law dependence
with a positve exponent a. For the average then follows
.
͑5.7͒
As we said above aϭ0 for the canonical ensemble, resulting in ͓m s ͔ av ϳ1/ͱL, and aϭ1 fits the data reasonably well in case of the microcanonical ensemble, resulting in ͓m s ͔ av ϳ1/L. Based on our observation on the surface magnetization we assume that for other non-self-averaging quantities the corresponding critical behavior could be anomalous in the microcanonical ensemble. In the rest of the paper we restrict ourselves to the canonical ensemble. FIG. 5 . Scaling plot of the surface magnetization in the canonical ensemble ͑top͒ and the microcanonical ͑bottom͒ ensemble. Both data are for the binary distribution ͑with ϭ0.1 averaged over 100 000 samples͒. Note that in the microcanonical ensemble scaling with ␦L is expected to hold for ␦Ͼ0, but not for ␦Ͻ0, cf. Eq. ͑5.3͒.
FIG. 6.
Scaling plot of the probability distribution P(ln m s ) of the surface magnetization in the canonical ensemble ͑top͒ and the microcanonical ͑bottom͒ ensemble. Both data are for the uniform distribution averaged over 500 000 samples.
B. Profiles of observables
A real system is always geometrically constrained and due to modified surface couplings its properties in the surface region are generally different from those in the bulk. Close to the critical point this surface region, which has a characteristic size of the correlation length, intrudes far into the system. At the very critical point the appropriate way to describe the position-dependent physical quantities is to use density profiles rather than bulk and surface observables. For a number of universality classes much is known about the spatially inhomogeneous behavior, in particular in two dimensions, where conformal invariance provides a powerful tool to study various geometries. 27 In a critical system confined between two parallel plates, which are at a large, but finite distance L apart, the local densities ⌽(r) such as the order parameter ͑magnetization͒ or energy density vary with the distance l from one of the plates as a smooth function of l/L. According to the scaling theory by Fisher and de Gennes 28 ͗⌽͑l͒͘ ab ϭL
where x ⌽ is the bulk scaling dimension of the operator ⌽, while ab denotes the boundary conditions at the two plates.
In a d-dimensional system the scaling function in Eq. ͑5.8͒ has the asymptotic behavior:
Here the amplitude of the first correction term is universal, the corresponding exponent is just x ⌽ s ϭd the surface scaling dimension of ⌽.
In two dimensions conformal invariance gives further predictions on the profile:
where the scaling function G ab (l/L) depends on the universality class of the model and on the type of the boundary condition. With symmetric boundary conditions the scaling function is constant G aa ϭA. For conformally invariant, nonsymmetric boundary conditions the scaling function has been predicted for several models. For the Ising model the magnetization profiles with free-fixed ( f ϩ) and ͑ϩϪ͒ boundary conditions are predicted as
respectively. In two dimensions conformal invariance can also be used to predict the critical off-diagonal matrix-element profiles ͗⌽͉⌽(l)͉0͘, where ͗⌽͉ denotes the lowest excited state leading to a nonvanishing matrix element ͓see Eq. ͑2.4͔͒. These off-diagonal profiles give information about the surface and bulk critical behavior via finite-size scaling, while avoiding the contribution of regular terms. With symmetric boundary conditions one obtains for the profile
͑5.13͒
which involves both the bulk and surface scaling dimensions. The numerically calculated average diagonal and offdiagonal magnetization profiles ͑see Sec. II͒ for the RTIM are presented in Figs. 7 and 8 for the uniform distribution ͑in Ref. 30 some data for the binary distribution have been presented͒. Here we do not use x m and x m s as fit parameters, but fix them to the theoretically predicted values in Eqs. ͑1.4͒, ͑3.3͒. The only fit parameter is the nonuniversal prefactor A, which is found remarkably constant for the different boundary conditions. As one can see on Fig. 7 the data for different length L collapses to scaling curves, which are very well described by the scaling functions predicted by conformal invariance. Thus we can conclude that not only the scaling prediction by Fisher and de Gennes 28 in Eq. ͑5.8͒ is very well satisfied for the RTIM, but the corrections to the appropriate conformal results are also very small, practically negligible. This is an unexpected result, since the RTIM is not conformally invariant, due to anisotropic scaling at the critical point Eq. ͑1.6͒.
FIG. 7.
Scaling plots of the magnetization profiles for nonsymmetric boundary conditions (lЈϭlϪ0.5). Top: plus-minus (ϩϪ) bc, the broken line is a fit to the form ͑5.10͒ and ͑5.12͒ with A as a fit parameter. Bottom: free-fixed ͑fϩ͒ bc., the broken line is a fit to the form ͑5.10͒ and ͑5.11͒ with A as a fit parameter.
To close this section we present numerical results for the bulk magnetization scaling dimension x m and compare it with Fisher's perhaps most striking prediction in Eq. ͑1.4͒. Here we have made effort to increase the numerical accuracy, therefore we worked with the binary distribution in Eq. ͑1.7͒ on chains with both ends fixed with length Lр24 and performed the exact average of the local magnetization on the central spin. From the finite-lattice magnetizations, which scales as ͓m(L,0)͔ av ϳL Ϫx m we have determined x m by a two-point fit, comparing systems with sizes L and LϪ2. From the finite-size exponents, presented in Table I for ϭ2, 3, and 4 one concludes that they are in agreement with Fisher's result: x m ϭ(3Ϫͱ5)/4ϭ0.191. Unfortunately the numerical data in Table I show log-periodic oscillations, which are a consequence of the energy scale introduced by the binary distribution. Therefore one cannot use the accurate sequence-extrapolation methods to analyze the limiting behavior of the series. Instead, from a simple linear fit one can obtain the estimate
improving the accuracy of previous MC estimates.
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C. Dynamical correlations
The general time-and position-dependent correlations in Eq. ͑2.23͒ have a complicated structure at the critical point.
Therefore we consider dynamical correlations on the same spin, which has a simpler asymptotic behavior. First we consider the bulk autocorrelation function
͑5.15͒
and recapitulate the scaling argument in Ref. 31 . The autocorrelation function, like the ͑local͒ magnetization, is not self-averaging at the critical point: its average value is determined by the rare events, which occur with a probability P r , and P r vanishes in the thermodynamic limit. In the random quantum systems the disorder is strictly correlated along the time axis, consequently in the rare events with a local order, i.e., with a finite magnetization also the autocorrelations are nonvanishing. Under a scaling transformation, when lengths are rescaled as lЈϭl/b, with bϾ1 the probability of the rare events transforms as P r Јϭb Ϫx m , like the local magnetization. As we said above the same is true for the autocorrelation function
G͑ln ͒ϭb
Ϫx m G͑ln /b 1/2 ͒ ␦ϭ0,
͑5.16͒
where we have made use of the relation between relevant time t r and length at the critical point in Eq. ͑1.6͒. Taking now the length scale as bϭ(ln ) 2 we obtain G͑ ͒ϳ͑ ln ͒ Ϫ2x m ␦ϭ0.
͑5.17͒
For surface spins in Eqs. ͑5.16͒, ͑5.17͒ the surface magnetization scaling dimension x m s appears. In Fig. 9 we present the numerical results for the critical bulk autocorrelation function obtained via evaluating the Pfaffian Eq. ͑2.24͒. Note that we have chosen L to be odd, so that L/2 denotes the central spin, representing the bulk behavior in a system with free bc. A plot of G() Ϫ1/2x m , with x m as in Eq. ͑5.14͒, versus ln ͑or on a logarithmic scale͒ should yield a straight line in the infinite system size limit according to Eq. ͑5.17͒. As can be seen in Fig. 9 the data agree well with this prediction. For the surface autocorrelations G 1 ()ϭ͓͗ 1 x () 1
x ͔͘ av , evaluated according to Eq. To complete the results on critical dynamics we mention the scaling behavior of the autocorrelation function ͓͗ l z () l z ͔͘ av . We mention that l z represents one part of the local energy operator, the other part of whichl x lϩ1 x -is related to it through duality. As shown in Ref. 31 this quantity at the critical point can be characterized by a power-law asymptotic decay with novel critical exponents, which are different in the bulk and at the surface of the system.
VI. OFF-CRITICAL PROPERTIES
A surprising property of random quantum systems is the existence of Griffiths-McCoy singularities in the paramagnetic side of the critical point. In the corresponding GriffithsMcCoy region the autocorrelation function decays as a power G()ϳ Ϫ1/z(␦) , where the dynamical exponent z(␦) characterizes also the distribution of low-energy excitations in Eq. ͑4.7͒. As a consequence, the free energy is a nonanalytic function of the magnetic field and the susceptibility diverges in the whole region.
According to the phenomenological theory 11 in the Griffiths-McCoy region the singularities of all physical quantities are entirely characterized by the dynamical exponent z(␦). Numerical calculations 11, 12 give support to this assumption, although there are discrepancies between the values of z(␦) obtained from different quantities.
Here we extend previous investigations in several respects. First, we consider also the surface properties, such as the surface autocorrelation function and the surface susceptibility. Second, we investigate also the ferromagnetic side of the critical point. In the neighborhood of the critical point Fisher 2 has already obtained some RG results in the ferromagnetic phase. Here we are going to check these results numerically and to extend them for finite ␦Ͻ0.
A. Phenomenological scaling considerations
As already shown in Sec. IV the dynamical exponent z(␦) is conveniently measured from the probability distribution of the energy gap ͑in the ferromagnetic phase one considers the second gap in a finite system, which does not vanish exponentially͒. For large systems the gap distribution is given by Eq. ͑4.7͒ and with this the average autocorrelation function is given by
In a finite system of size L for long enough time, such that ӷL z(␦) , the decay in Eq. ͑6.1͒ will change to a G() ϳ1/ form, which is characteristic for isolated spins. It means that in the above limit the system can be considered as an effective single spin.
In the following we present a simple scaling theory which explains the form of the asymptotic decay in Eq. ͑6.1͒. Here in the Griffiths-McCoy phase we modify the scaling relation in Eq. ͑5.16͒ by two respects. First, the scaling combination is changed to /b z , since the dynamical exponent z(␦) is finite in the off-critical region. Second, the rare events, which are responsible for the Griffiths-McCoy singularities are now samples with very low-energy gaps and their number is practically independent of the size of the system. Consequently the rescaling prefactor is b Ϫ1 and the scaling relation is given by
͑6.2͒
where the inverse size of the system 1/L is also included as a scaling field. Now taking bϭ 1/z we obtain
͑6.3͒
thus in the thermodynamic limit we recover the power-law decay in Eq. ͑6.1͒. The scaling function G (y) in Eq. ͑6.3͒ should behave as G (y)ϳy 1Ϫz for large y, in this way one recovers the limiting 1/ decay, as argued below Eq. ͑6.1͒. Then the finite-size scaling behavior of the autocorrelation function is of the form of L zϪ1 , and after integrating G(,1/L) by the same scaling behavior will appear in the local susceptibility:
͑6.4͒
B. Numerical calculation of the dynamical exponent
The phenomenological description of the Griffiths phase suggests that all Griffiths-McCoy singularities emerging in temperature, energy, time-or frequency-dependent quantities should be parametrizable by a single dynamical expontent z(␦). In this subsection we present the results on our numerical estimates for z(␦) resulting from the calculation of the following quantities: ͑i͒ distribution of low-energy excitations, ͑ii͒ autocorrelation function on bulk and surface spins, ͑iii͒ distribution of surface susceptibilities.
The distribution functions for the energy gaps have already been presented in Sec. IV. The same quantity for the surface susceptibility in Eq. ͑2.20͒ has a similar form as the inverse gap, as seen in Fig. 10 . The only difference that for the susceptibility the matrix element in the denominator of Eq. ͑2.20͒ select one special position of the SCD. As a consequence the corresponding probability distribution has no L The average autocorrelation function is measured at two sites of the chain: on the central spin, giving an estimate for the bulk correlation function and on the surface spin. The average bulk autocorrelation functions are drawn on a loglog plot in Fig. 11 for several values of ␦Ͼ0. One can easily notice an extended region of the curves, which are well approximated by straight lines, the slope of which is connected to the dynamical exponent through Eq. ͑6.1͒. Similar behavior can be seen in Fig. 12 , where the average surface autocorrelation functions are drawn. Our investigation on the dynamical exponent is completed by studying the connected surface autocorrelation function in the ferromagnetic phase. As seen in Fig. 13 the scaling form in Eq. ͑6.1͒ is well satisfied for this function, too.
The behavior of the dynamical exponents calculated by different methods are summarized in Fig. 14 . First we note that the numerical estimates are very close to each other. The only exception is the data obtained from the bulk autocorrelations. To explain the possible origin of this discrepancy we turn to Sec. VII. The z(␦) values well satisfy the two theoretical limits: lim ͉␦͉→ϱ z(␦)ϭ1 and lim ͉␦͉→0 ϭ1/2␦
2 . Furthermore the dynamical exponents show the duality relation: z(␦)ϭz(Ϫ␦).
VII. DISCUSSION
In this paper the critical and off-critical properties of the random transverse-field Ising spin chain are studied by analytical and numerical methods and by phenomenological scaling theory. The previously known exact, 7 RG, 2 and numerical results 11, 30, 31, 12 about the model have been extended and completed here in several directions. The scaling behavior of the surface magnetization is obtained through a mapping to an adsorbing random walk and the critical exponents ␤ s , , and x m s are calculated exactly. We have also shown that the scaling behavior in the microcanonical ensemble is anomalous.
Using the correspondence between the surface magnetization and the adsorbing walks we have identified strongly coupled domains in the system, where the couplings have a surviving walk character, and estimated the distribution of low-energy excitations both in the critical and off-critical regions. This provides a comprehensive explanation of the microscopic origin of the Griffiths-McCoy singularities. It turns out that most of the astonishing features of the critical as well as the off-critical ͑Griffiths-McCoy͒ properties can be simply explained via random-walk analogies. However, one prediction by Fisher, 2 namely, the exact value of the bulk magnetization exponent ␤ and its surprising relation to the golden mean, still lacks a simple explanation in terms of universal properties of random walks.
In the numerical part of our work we have treated relatively large (Lр128) finite systems. At the critical point we have calculated the magnetization profiles for different boundary conditions, which are found to follow accurately the conformal predictions, although the system is not conformally invariant. We have also increased the numerical accuracy in the calculation of the bulk magnetization scaling dimension. In the off-critical regions we have determined the dynamical exponent z(␦) from different physical quantities. The obtained results give support to the scaling prediction that the Griffiths-McCoy singularities are characterized by the single parameter z(␦). Here we note that the numerical data show systematic differences, when z(␦) is calculated from bulk or from surface quantities. A similar observation has been made in Ref. 12 , too. The possible origin of the discrepancies is, that the SCD's, which are responsible for the Griffiths-McCoy singularities, have different environments at the surface and in the volume of the system. Then, from the argument leading to Eqs. ͑4.5͒, ͑4.6͒ one can obtain logarithmic corrections between the dynamical exponents. This fact can then explain the differences in the finite-size data. We have numerically studied the Griffiths-McCoy singularities in the ferromagnetic phase, too. In this region the second gap of the Hamiltonian and the connected autocorrelation function scale with the dynamical exponent, which, according to numerical results, satisfies the duality relation.
measures the average drift of the walk in one step: for ␦ w Ͻ0 (␦ w Ͼ0) the walk has a drift towards ͑off͒ the wall. The probability W L (l), that the walker after L steps is at a position lрL, can be easily obtained by the mirror method:
͓͑Lϩl͒/2ϩs͔!͓͑LϪl͒/2 Ϫs͔! ͪ . ͑A2͒
In the following we take sϭ1 and in the limit Lӷ1, lӷ1 we use the central limit theorem to write in the continuum approximation l→x and W L (l)→ P L (x) as
with xϭ͑ pϪq ͒LϭϪ␦ w L, 2 ϭ4pq. ͑A4͒
The surviving probability is then given by
͑A5͒
where ȳϭ x ͱ2L 2 ϭϪ␦ w ͱ L 2 2 , ͑A6͒
and ⌽(z)ϭ2/ͱ͐ 0 z exp(Ϫt 2 )dt is the error function. 33 In the following we evaluate P surv (␦ w ,L) in Eq. ͑A5͒ in the different limits. In the symmetric case ␦ w ϭ0, pϭ1/2:
͑A7͒
For ␦ w Ͼ0, when pϽq and the walk has a drift towards the wall the surviving probability has an exponential decay as ȳ→Ϫϱ: 
͑A9͒
Finally, for ␦ w Ͻ0, when pϽq and the walk is drifted from the wall the surviving probability has a finite limit:
͑A10͒
which is approached exponentially. The size of transverse fluctuations of the adsorbing walk is given by
In the symmetric limit ␦ w ϭ0: 
͑A15͒
The maximal value of the transverse fluctuations l tr max (␦ w ,L) for ␦р0 are in the same order of magnitude as their average values in Eqs. ͑A13͒ and ͑A15͒. However for ␦Ͼ0 the maximal value is generally larger than the average one in Eq. ͑A14͒. In this case l tr max (␦ w Ͼ0,L) is determined by a rare event, in which a large fluctuation of positive steps is followed by a drift process towards the average behavior. If the number of steps in the drift process is ␣L, where 0Ͻ␣Ͻ1, then l tr max
