INTRODUCTION
In fitting linear models by least squares it is very often useful to determine how much influence or leverage each data y-value (yi) can have on each fitted y-value (yj). For the fitted value yi corresponding to the data value yi the relationship is particularly straightforward to interpret, and it can reveal multivariate outliers among the carriers (or x-variables) which might otherwise be difficult to detect. In a regression problem the desired information is available in the "hat matrix", which
gives each fitted value i as a linear combination of the observed values yj . (The term "hat matrix" is due to John W.
Tukey, who introduced us to the technique about ten years ago.)
The present paper derives and discusses the hat matrix and gives several examples which illustrate its usefulness.
Section 2 defines the hat matrix and derives its basic properties. Section 3 formally examines some familiar simple examples, while Section 4 gives two numerical examples. In practice one must, of course, consider the actual effect of the data y-values in addition to their leverage; we discuss this in terms of the residuals in Section 5. Section 6 then sketches how the hat matrix can be obtained from some of the numerical algorithms used for solving least-squares problems. interpretation as the amount of leverage or influence exerted on
Yi by yj (regardless of the actual value of yj , since H depends only on X ). Thus a look at the hat matrix can reveal sensitive points in the design, points at which the value of y has a large impact on the fit [ 7 ] . In using the word "design"
here, we have in mind both the standard regression or ANOVA situation, in which the values of X1,...,X p are fixed in advance, and the situation in which y and X1,...,X p are sampled together.
The simple designs, such as two-way analysis of variance, give good control over leverage (as we shall see in Section 3); and with fixed X one can examine, and perhaps modify, the experimental conditions in advance. When the carriers are sampled, one can at least determine whether the observed X contains sensitive points and consider omitting them if the corresponing y value seems discrepant. Thus we use the hat matrix to identify "high-leverage points". If this notion is to be really useful, we must make it more precise.
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The influence of the response value Yi on the fit is most directly reflected in its leverage on the corresponding fitted value i , and this is precisely the information contained in hii the corresponding diagonal element of the hat matrix. We can easily imagine fitting a simple regression line to the data (xi,Yi) , making large changes in the y-value corresponding to the largest x-value, and watching the fitted line follow that data point. In this one-carrier problem or in a two-carrier problem a scatter plot will quickly reveal any x-outliers, and we can verify that they have relatively large diagonal elements hi .
When p>2 , scatter plots may not reveal "multivariate outliers", which are separated in p-space from the bulk of the x-points but do not appear as outliers in a plot of any single carrier or pair of carriers, and the diagonal of the hat matrix is a source of valuable diagnostic information. In addition to being somewhat easier to understand, the diagonal elements of H can be less trouble to compute, store, and examine, especially if n is moderately large. Thus attention focuses primarily (often exclusively) on the hii , which we shall sometimes abbreviate h i .
We next examine some of their properties. and that the number of non-zero eigenvalues is equal to the rank of the matrix. In this case, rank(H) = rank(X) = p , and hence
The average size of a diagonal element of the hat matrix, then, is p/n . Experience suggests that a reasonable rule of thumb for "large" h i is h. > 2p/n . Thus we determine high-leverage points by looking at the diagonal elements of H and paying particular attention to any x-point for which h > 2p/n Usually we treat the n h values as a batch of numbers and bring them together in a stem-and-leaf display (as we shall illustrate in Section 4). The usual regression line
]hi n n (Xk-X) k=l Finally, we should examine the relationship between structure and leverage in a simple balanced design: a two-way 
NUMERICAL EXAMPLES
In this section we examine the hat matrix in two regression examples, emphasizing (either here or in Section 5) the connections between it and other sources of diagnostic information. We begin with a ten-point example, for which we can present H in full, and progress to a larger example, for which we shall work with only the diagonal elements, h i .
The data for the first example comes from Draper and 
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-12-absent, i-would be considerably more difficult to distinguish the two carriers.
The hat matrix for this X appears in Exhibit 3, and a stem-and-leaf display [11, 12] explanations.
.c: 
BRINGING IN THE RESIDUALS
So far we have examined the design matrix X for evidence of points with high leverage on the fitted value y. If such influential points are present, we must still determine whether they have had any adverse effects on the fit. A discrepant value of y, especially at an influential design point, may lead us to set that entire observation aside (planning to investigate it in detail separately) and refit without ':it, but we emphasize that such decisions cannot be made automatically. As we can see for the regression line (3.1), the more extreme design points generally provide the greatest information on certain coefficients (in this case, the slope), and omitting such an observation may substantially reduce the precision with which we can estimate those coefficients.
Alternatively, the accuracy of the apparently discrepant point may 
be beyond question, so that dismissing it as an outlier would be unacceptable. In both these situations, then, the apparently discrepant point may force us to question the adequacy of the model.
In detecting discrepant y-values, we always examine the residuals, ri = i -Yi using such techniques as a scatterplot against each carrier, a scatterplot against y , and a normal probability plot. (Anscombe has discussed and illustrated some of these [1] .) When there is substantial variation among the hi values, equation (2.5) indicates that we should allow for differences in the variances of the r [2] and look at ri/Vl-hi .
This adjustment puts the residuals on an equal footing, but it is often more convenient to use the standardized residual, ri/(s/l-h) , where s is the residual mean square.
For diagnostic purposes we would naturally ask about the size of the residual corresponding to yi when data point i has been omitted from the fit. That is, we base the fit on the remaining n-l data points and then predict the value for yi define the studentized residual: deleting row i .)
We now define the studentized residual:
Since the numerator and denominator in (5.1) are independent, r* has a t distribution on n-p-l degrees of freedom, and we can readily assess the significance of any single studentized residual.
(Of course, r and r will not be independent.) In actually and we can obtain s(i) from
Thus by examining the hi we are able to find troublesome points which we might miss if we used only the studentized residuals.
Since we have already discussed the h. for our two numerical examples, we now turn to their studentized residuals.
For the wood beam example, we plot strength against specific gravity in Exhibit 9 and strength against moisture content in a noticeable shift. To judge the importance of these coefficient changes, we must consider the variability of the eimates. The most convenient source for this information is the covariance 2 T -1 matrix of B, which is equal to s (X X) . In this case 2 s 0.07578 , and Whether we take these individually or as a whole, we are not led to conclude that beam 4 is seriously discrepant. We could examine the effect of setting aside beam 1 and possibly beam 6, but we do not pursue this here.
For the savings rate data we can examine the plots of the response against each carrier as in the wood beam example. In one of these, Exhibit 12, we plot SR against PO?15 and see that Zambia (46) and Japan (23) are notable but that Lybia (49), a point we have also flagged, is n-:
The same three points are marked in Exhibit 13, which plots against DIGRC Point 49 is again notable, but it is hard t :Ay from this p. alone how much it affects the multiple regresa .on fit.
Turning next to the studentized residuals r[ (in Exhibit 14), we can use the value 2 (approximately the two-sided 95% point of t 4 4 ) as a rough cut-off, finding Chile (7) and Zambia (46) discrepant. In this example, analysis of the residuals does not reveal any of the high-leverage points.
To assess the impact of these four leverage points, we compute the change in the coefficients when each of the points is removed. The formula In both examples we have used two sources of diagnostic information, the diagonal elements of the hat matrix and the studentized residuals, to identify data points which may have an unusual impact on the results of fitting the linear model (2.1) by least squares. We must interpret this information as clues to be followed up to determine whether a particular data point is discrepant, but not as automatic guidance for discarding observations.
Often the circumstances surrounding the data will provide explanations for unusual behavior, and we will be able to reach a much It is possible to build up the h i during the calculation without storing Q, but modified Gram-Schmidt is not as accurate for this as it is for determining the least-squares estimate of S.
-37- These and other decompositions are discussed in [6] . For a recent account of numerical techniques in solving linear leastsquares problems, we recommend the book by Lawson and Hanson [8] .
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