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Abstract 
A graph G is pancyclic if it contains a k-cycle for k = 3,4,. , ( V(G)l. In this paper we show 
a cycle theorem as follows: If C is a hamiltonian cycle of a graph G of order n, where two 
non-adjacent vertices x,y at distance 2 on C satisfy d(x)+d(y) > n, then G is either pancyclic, 
bipartite, missing only the (n - 1)-cycle, or missing the 3-cycle. @ 1999 Elsevier Science B.V. 
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1. Introduction 
The graphs here are finite simple undirected graphs. Terms and notations not indi- 
cated are following Ref. [l]. 
Let G = (V, E) be an n-vertex graph. Write N,(B) as the neighbor-set of B in A for 
A, B C: V, and N,d(x) as the neighbor-set of x in A, where x E V. In particular, N(B) and 
N(x) means NG(B) and NG(x) resp. We define (A) and do as the subgraph induced 
by A and IN(A)\ separately. It is natural to see d(x) = de(x). G is called pancyclic 
if it contains a cycle Ck for k = 3,4,. . . , n. We agree that the edge (x, y) E E if and 
only if e(x, y) = 1, otherwise, e(x, y) = 0. Sometime however, we also use x E N( y ) to 
mean (x, y) E E in convenient. 
In [3] Schmeichel and Hakimi discovered a kind of pancyclic graphs which implies 
the famous Meta-Conjecture by Bondy in several cases: 
Theorem A. Suppose C = (1,2,. . . , n, 1) is a hamilton cycle of G such that C contains 
two consecutive vertices i and i+ 1 satisfying d(i)+d(i+ 1) 3 n. Then G is pancyclic, 
bipartite, or missing only the (n - l)-cycle. 
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In this paper we establish another kind of cycle structure theorem for hamiltonian 
graphs as follows: 
Theorem B. Let C=(1,2 ,..., n, 1) be a hamilton cycle of G such that (i, i+2) is not 
an edge and d(i) + d(i + 2) > n for some i. If G consists of the edges of C, together 
with the edges incident to i or i f 1, then G is either pancyclic or bipartite. 
Based on Theorem B, one can derive another variation of Theorem A as follows, 
Theorem B’. If C is a Hamilton cycle of a graph G of order n, where two non- 
adjacent vertices x, y at distance 2 on C satisjj d(x) + d(y) Z n, then G is either 
pancyclic, bipartite, missing only the (n - 1)-cycle, or missing the 3-cycle. 
Remark. Although the hypothesis of Theorem B’ is slightly weaker than that of 
Theorem B, one cannot deduce one from another directly with ease. For one may 
readily see that: (1) a graph G in Theorem B’ must have subgraph H satisfying the 
conditions of Theorem B, but the bipartiteness of H may not necessarily guarantee the 
bipartiteness of G; (2) by Theorem B’, a graph H in Theorem B may only miss the 
(n - 1 )-cycle or the 3-cycle, although such probability has been excluded by the latter. 
2. Some preliminary works 
The following lemmas are necessary to our proof of Theorem B. 
Lemma 1. Let C be an (n- 1)-cycle of graph G of order n such that d(x) > ;(a- 1) 
holds for x E V(G) - V(C). Then 
(i) G is pancyclic if the strict inequality holds and 
(ii) If d(x)=(n - 1)/2 and G has no (m + 1)-cycle for some m(26mdn - l), then 
e(x,j) + e(x, j + m - 1) = 1 holds for euery vertex j of C. 
Proof. Suppose G is not pancyclic and satisfies the conditions of Lemma 1. Then G 
is missing the (m+ l)-cycle for some m: 26m<n- 1. If e(x,j)+e(x,j+m- 1)=2 
holds for some j: l<j<n - 1, then the (m + I)-cycle (x,j,j + l,...,j + m - 1,x) 
contradicts the definition of G. Thus, 
e(x, j) + e(x,j + m - 1) < 1, ldjdn- 1. 
Furthermore, 
n-l 
2d(x) = c [e&j) + e(x, j + m - l)] < n - 1. 
1 
We have d(x)= i(n - 1) and 
e(x,j)+e(x,j+m- l)=l, l<jdn- 1. 
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This completes the proof of (ii) and consequently, (i) follows from the fact 
d(x) > ;(n - 1). 
Lemma 2. Let G = (I/,,!?) satisfy the conditions of Theorem B. If e(i,i + 3) = 
e(i - 1, i + 2) = 1, then G is either pancyclic or bipartite. 
Proof. Let i = 1 and one can check the above statement for smaller graphs. Suppose 
it holds for the graphs with fewer than n vertices. For the n-vertex graph G, we shall 
show that G is either pancyclic or bipartite by contradiction. 
Suppose that G is neither pancyclic nor bipartite. Then G must have no (m + l)- 
cycle for some m: 2 <m <n - 2. Note that i = 1 implies e( 1,4) = e(n, 3) = 1 and 
d(x) + d(3) 3 n. Let us consider the (n - 2)-cycle C+z =(3,4,... ,n,3) and the 
vertex 1. If d(l) 2 ;, then dc,,_2(l)> i(n - 2), and so, G is pancyclic by (i) of 
Lemma 1. This contradicts the definition of G. Thus, d( 1) d in. Similarly, we get 
d(3) < in. This implies d(l)=d(3)= fn and 
Claim 1. m+2, m+4EN(l)nN(3); 5,n- l$N(l)UN(3). 
In fact, the subgraph G1 induced by the (n - 2)-cycle C,,-1 = (3,4,. . , n, 3) together 
with the vertex 1 is missing the (m + 1)-cycle (for G has no such cycles). Since GI is 
missing the (m+l)-cycle and dc,-:(l)= i(n-2), one can see e(l,3)+e(l,m+2)= 1 by 
(ii) of Lemma 1. So, e(l,m+2)= 1 (for e(l,3)=0). Similarly, we have e(3,m+2)= I. 
If 5 E N( 1) UN(3), then the (m + 1 )-cycle 
C 
{ 
(1,5,6 ,..., m+2,3,2,1), 5~N(l), 
“+‘= (1,2,3,5,6 ,..., m+2,1), 5~N(3), 
contradicts the choice of G. Thus, 5 4 N( 1) UN(3). Symmetrically we get n - I $8 
N(l)UN(3). Combining m + 2EN(l)nN(3) and 5,n - l$N(l)UN(3) with 
Lemma 1, we also have m+4EN(l)nN(3). 
Claim 2. mEN(l)nN(3). 
Let us still consider the subgraph GI induced by the (n - 2)-cycle C,,-: = 
(3,4,. , n, 3) and the vertex 1. For G has no (m + 1 )-cycle, so is G, Hence, 
e(l,m)=l (for we have shown e(l,n - l)=O in Claim 1). We may also have 
e(3, m) = 1 in the same way. 
Claim 3. 6EN(l)nN(3). 




(l,m+5,m+4,3,4 ,..., m,l), m+5EN(l), 
nl+’ = (1 ,m,m-l,..., 3,m+5,m+4,1), mfSEN(3). 
This is impossible for G has no such cycles. 
Front Sag: 16 BlackKhmposlte 
240 R. Hanl Discrete Mathematics 199 (1999) 237-243 
Now let us consider the (n - 2)-cycle Cn-2 = (3,6,7,8,. . . , n, 1,2,3). 
By induction hypothesis, (Cn-z) is either pancyclic or bipartite. Consequently, G 
is missing only the (n - I)-cycle. This time however, we have each even vertex in 
N(l)nN(3)byapplyingLemmal tothecycles(n,3,4 ,..., n-l,n)and(1,4,5 ,..., n,l) 
resp. Thus, G is bipartite. This contradicts the definition of G and completes the proof 
of Lemma 2. 
Lemma 3. Let G= (V,E) be an n-vertex graph satisfying the conditions of 
Theorem B. Then 
(i) G contains Cd and en--2 and 
(ii) If G is missing the (n - 1)-cycle (or 3-cycle), then G is bipartite. 
Proof. It is easy for one to see Cd. If G has no (n - 2)-cycle, then 
e(l,k)+e(3,k+2)< 1, 3<k<n, 
e(1,4)=e(3,6)=e(l,n - 2)=e(3,n)=O. 
so, 
k-l 




a contradiction as required. 
Through a similar edge pairing argument used in proving (i), that is, by considering 
the number of 
e(l,k)+e(3,k+ l), 36k<n, 
we may get a C,-i if G is not bipartite. As for the 3-cycle, one can find it in a straight 
way from the fact that either G is bipartite or 
max{e(l,k)+e(l,k+ l),e(3,k)+e(3,k+ 1)) 22 
for some k. 
Lemma 4. Let G = (V, E) satisfy the conditions of Theorem A such that G consists 
of the edges of C, together with the edges incident to i or i + 1. Then 
(i) Each m-cycle passing through the edge (i, i + 1) is either (i, i + 1, i + k, 
i+k+ 1,. ..,i+k+m-3,i) or (i,i+k,i+kfl,..., i+k+m-3,i+ 1,i) as 
shown in Fig. 1 or 2. 
(ii) Each m-cycle passing through the edges (i, i + 1) and (i + 1, i + 2) or (i - 1.i) 
is either (i, i + 1, i + 2,. ..,m+i-1,i) or (i,i+l,i+n-m+2,i+n-m+3 ,..., i-1,i). 
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Fig. I. CC,,) big. 2. cc,,,, 
Proof. Since every m-cycle containing the edge (i, i + 1) has only two chords with the 
end vertices i + k and i + k + m - 3 on C, one can see that there are only two choices 
for it as depicted in Fig. 1 or 2. As for (ii), it is a special case of (i). 
Judging from Lemma 2, we shall prove Theorem B in the case i = 1 and 
e(1,4)=0, e(3,n) < 1. 
We use induction on the order of G. 
(1) 
It is easy for one to test the Theorem B’s validity when n is small. Thus, we suppose 
it holds for the graphs with fewer than n( 2 10) vertices. 
Let G be a counterexample on H vertices, that is, G is neither pancyclic nor bipartite 
and satisfied the conditions of Theorem B. then by Lemma 3, G is missing the m-cycle 
for some even number m: 5 <m <n - 3. Let 
i= min(al4 < a,aEN(l)UN(3)} 
Then the wanted contradictions will show up in several cases according to the 
distribution of i. 
Clzse 1. iEN(3). 
Let us consider the subgraph induced by C,,-[+J = (3, i, i + 1,. . , n, 1,2,3). If 
(C,!-,+4) is bipartite, then by the choice of i, i = 5 and it is easy for one to see that 
G is pancyclic, a contradiction as expected. Thus, (C,1--i+4) is pancyclic (by induction 
hypothesis) and so, G has a k-cycle for k = 3,4,. . , n - i + 4, and further, 
n-i+4<m. (2) 
Set G’ = G - (2) + (1,3). Then by Theorem A and the choice of G, G’ has 
m-cycle passing through the edge (1,3). Lemma 4 shows that there are two kinds 
of such cycles. If C,,,=(l,k+l,k+2,...,k+m-2,3.1) then from the definition of i, 
the length of CnP1+4 is no less than m, a contradiction of (2). Consequently, C,, leads 
to a (m + 1)-cycle Cnlci 0 f G passing through the edges (1,2), (2,3), and (3,4). In 
fact, 
C nl+~ =(1,2,3 ,..., m+ l,l>. 
Furthermore, let G” = G’-( 1, m+ 1). Since G” satisfies the conditions of Theorem A, 
G” is either bipartite or pancyclic unless G” is missing the (n - 2)-cycle. If G” is 
bipartite, then n = 1 (mod2) and Not!(l)= {ala= 1 (mod2),u# l}. 
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Note that (1, m + 1) $ E(G”), we get m + 1 = 0 (mod 2), contrary to the definition 
of m (for we have assumed m = 0 (mod 2)). Thus, G” is not bipartite and so, it has a 
m-cycle if m # 12 - 2. It is clear that this m-cycle results in a (m + 1)-cycle of G such 
that 
C~+,=(1,2,3,n-m+3,n-m+4 ,..., n,l). 
This says n - m + 3 > i, a contradiction of (2) by the definition of i. 
Thus the only possible missing cycle in G” is the (n-2)-cycle by Theorem B, that is, 
m = n - 2. Again a contradiction as required (for we have assumed that 5 <m <n - 3). 
Case 2. iEN(1) -N(3). 
If e(3,n) = 1 then by using induction hypothesis to the subgraph induced by the 
cycle (3, n, n - 1,. . . , i, 1,2,3) and repeating the arguments on G’ and G” in Case 1, 
one can find the wanted contradictions. Thus, e(3, n) = 0 and further, let 
j= max{ala d n - l,aEN(l)}, 
s= min{al4<a,aEN(3)}, 
t= max{aia < n - l,aEN(3)}. 
Again we get a (m+ 1)-cycle Cm+1 containing the edges (1,2) and (2,3) by a similar 
argument on G’ and G” of Case 1. From this cycle we construct another cycle C’ with 
its length no less than m according to Lemma 4 as follows: 
(a)IfC,+,=(1,2,3,k,k+l,..., k+m-3,1) or (1,2,3,n-m+3,n-m+4 ,..., n,l) 
then C’=(1,2,3,s,s+ l,..., n,l); 
(b) If C,,,,, =(l,k,k+ l,..., k+m-3,3,2,1)thenC’=(1,2,3,t,t-l,..., i,l); 
(c) If C,,, =(1,2,3,.. .,m+ 1,l) then C/=(1,2,3 ,..., j,l). 
By induction hypothesis, (C’) is either pancyclic or bipartite. Since G has no m-cycle 
and 1 V(C’)[ 2 m, (C’) is bipartite. 
Recall that we have assumed 
e(1,4)=e(3,n)=O 
and C’ avoids 4 or n according to the case (a) or (c), 
C/=(1,2,3,&t-- l,..., i,l), 
and further, 
i=s=5, j=t=n- 1, (V(C’)I=n-2. 
From this we conclude that G is pancyclic, a contradiction as required. This com- 
pletes the proof of Theorem B. 
Now we begin to obtain Theorem B’ as a use of Theorem B. 
It is left to check, what happens if G is not bipartite but the subgraph G’ consisting 
of the edges of C and the edges incident with i or i + 2 is bipartite. 
Let i = 1 without loss of generality. Note that in this case G’ is uniquely determined. 
The order n must be even, and both 1 and 3 are adjacent to every even vertex and 
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to no odd vertex. In particular, G’ contains cycles of every even length m (4 d m f n). 
Since G is not bipartite, there must be an edge (i,j) in G where 
(i) both i and j are odd, or 
(ii) both i and j are even. 
It is no difficulty to verify that the graph G” obtained from G’ by adding the edge 
(i,j) contains odd cycle of every length m for 5 <m <n - 3 and in case (i) we also 
get the (n - 1)-cycle, while in the case (ii) we get the triangle. 
As a consequence we get that every graph with independent number <in which 
satisfies the above conditions is pancyclic. 
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