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Abstract
Wearable cameras can gather large amounts of
image data that provide rich visual information
about the daily activities of the wearer. Moti-
vated by the large number of health applications
that could be enabled by the automatic recogni-
tion of daily activities, such as lifestyle character-
ization for habit improvement, context-aware per-
sonal assistance and tele-rehabilitation services,
we propose a system to classify 21 daily activi-
ties from photo-streams acquired by a wearable
photo-camera. Our approach combines the ad-
vantages of a Late Fusion Ensemble strategy re-
lying on convolutional neural networks at image
level with the ability of recurrent neural networks
to account for the temporal evolution of high level
features in photo-streams without relying on event
boundaries. The proposed batch-based approach
achieved an overall accuracy of 89.85%, outper-
forming state of the art end-to-end methodologies.
These results were achieved on a dataset consists
of 44,902 egocentric pictures from three persons
captured during 26 days in average.
1 Introduction
During the last decade there has been a growing
interest in analyzing human activities from sen-
sory data [16]. More recently, the introduction of
wearable cameras opened the unique opportunity
to capture richer contextual information than us-
ing only traditional sensors [17]. Lifelogging cam-
eras, as a particular case of wearable cameras,
are the only tools that allow to capture image
data during several days thanks to their very low
frame rate (2fpm) without recharging its battery.
Consequently, they are best suited to monitor the
Activities of Daily Living (ADLs) of the wearer
that include, but are not limited to, the activi-
ties that an independent person performs on daily
basis for living at home or in a community [15].
The monitoring of these activities has several ap-
plications in health-related research including ac-
tive aging monitoring, tele-rehabilitation, frailty
prevention and stroke-survivor monitoring among
others [15, 21].
However, activity recognition from first-person
(egocentric) photo-streams has received relatively
little attention in the literature [5, 4, 18, 3]. One
of its major challenges is that photo-streams are
characterized by a very low frame-rate, and conse-
quently useful important features such as optical
flow cannot be reliably estimated. With the only
exception of [3], all existing methods treat photo-
streams as a set of unrelated images, neglecting
the fact that while the user is performing a given
activity such as cooking, the temporal coherence
of environment concepts such as food, kitchen, pan
is preserved despite of suddenly image appearance
changes. This can be easily appreciated in Fig. 1,
where examples of consecutive frames are shown
while the user is performing different activities,
including very dynamic activities such as biking
and walking outdoor. Additionally, some images
can contain poor information that is difficult to
interpret without considering it within its tempo-
ral image context. For instance in the 4th image
of the activity walking outdoor in Fig. 1, it would
be impossible to assign the correct label without
looking at neighboring images.
In this paper, we propose a new method for ac-
tivity recognition from photo-streams that is based
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Figure 1: Examples of consecutive frames captured while the user was performing four activities:
Biking, Walking outdoor, TV, and Reading.
on our previous work [4], but extends it by tak-
ing into account the temporal coherence of high
level features. More specifically, in [4] we ap-
plied a Late Fusion Ensemble (LFE) method that
merges through a random decision forest the ac-
tivity probabilities extracted by a Convolutional
Neural Network (CNN) with contextual informa-
tion embedded in a fully connected layer of the
CNN. In this work, we integrate a random decision
forest within a temporal framework implemented
in terms of a Long Short Term Memory (LSTM)
recurrent neural network that processes overlap-
ping batches of fixed size and learns the temporal
evolution of high level features.
With respect to [4], our contributions in this
paper are as follows:
• we straighten our originally proposed pipeline
by integrating for the first time LFE in a
framework based on the temporal coherence
of high-level features in low temporal resolu-
tion photo-streams instead of treating images
as non-temporally related,
• we extend the annotated dataset from ≈18K
images to about ≈45K and made the anno-
tations publicly available 1, we call it the UB
Extended Annotations (UBEA) dataset,
1The annotations are publicly available at
https://www.github.com/gorayni/egocentric photostreams.
• we extend significantly the comparisons with
state of the art techniques.
• we provide a more extensive validation of the
method previously proposed by us in [4]
The reminder of the paper is organized as fol-
lows: in section 2, we discuss related work; in sec-
tion 3, we detail the proposed approach. In section
4.1, we introduce the dataset used in the experi-
ments. We detail the methodology we followed for
conducting our experiments and the different com-
binations of networks and layers we used in section
4.3, which details the training settings. The results
we obtained are discussed in section 4.4. Finally,
we present our conclusions and final remarks in
section 5.
2 Related work
Activity recognition from egocentric video.
Recently, activity recognition from egocentric
videos has become an active area of research, spe-
cially using high-temporal frame rate videos. Fathi
et al. [9] proposed a probabilistic model that maps
activities into a set of multiple actions, and each
action is modeled per frame as a spatio-temporal
relationship between the hands and the objects
involved on it. They further extend their work
[10] by proposing another probabilistic generative
model that incorporates the gaze features and that
2
models an action as a sequence of frames. Pir-
siavash and Ramanan [20] introduced a dataset
of 18 egocentric actions of daily activities per-
formed by 20 persons in unscripted videos. On
this dataset, they presented a temporal pyramid
to encode spatio-temporal features along with de-
tected active objects knowledge. These temporal
pyramids are the input of support vector machines
trained for action recognition. More recently, Ma
et al. [14] proposed a twin stream CNN architec-
ture for activity recognition from videos. One of
the streams is used for recognizing the appearance
of an object based on a hand segmentation and a
region of interest. The other stream recognizes the
action using an optical flow sequence. In order to
recognize activities, both streams are joined and
the last layers are fine-tuned.
The method proposed by Singh et al. [23] first
extracts hand masks, head motion, and a saliency
map from a sequence of input images. Then, it
uses these features as the input of a neural network
architecture that combines four streams. The first
two streams capture temporal egocentric features
by processing a video segment containing binary
hand-arm masks. The third stream processes spa-
tial information by using as input the full RGB
frame. The last stream handles motion taken from
stacked optical flow encoded in a saliency map.
Activity recognition from egocentric
photo-streams.In contrast to all above men-
tioned methods that use egocentric videos, activity
classification from low-temporal frame rate ego-
centric photo-streams captured by lifelogging de-
vices has received comparatively little attention
in the literature [1]. This may be due partially
to the lack of available benchmarks, and partially
to the fact that photo-streams provide less con-
textual action information with respect to video
data since images are taken at periodic intervals
of 20 or 30 seconds. Due to the lack of tempo-
ral coherence, motion features that are the most
largely exploited in egocentric videos, cannot be
reliably estimated. The pioneering work of Castro
et. al. [5] proposed a LFE method that combines,
through a random decision forest, the classifica-
tion probabilities of a CNN with time and global
features, namely color histogram, from the input
image, to classify images into 19 different activ-
ity categories. Their method has been tested on a
nonpublic lifelogging dataset made of 40,103 ego-
centric images captured by a single person during
a 6 months period. Since the user activities are
performed almost daily at the same time and in
the same environment, time and global image fea-
tures such as color convey useful information for
describing the activities in the context of the same
wearer. However, the method can hardly gener-
alize to multiple users, since the network needs
to adapt or be trained again with respect to the
contextual information for each new user. For in-
stance, two distinct persons might have different
daily routines, depending on their job, hobbies,
age, etc. and, consequently, the system needs to
deal with an increased intra-class variability. For
instance the “work” activity for different persons
could have a very difference appearance.
To address the problem of generalizing the LFE
method to multiple users, Cartas et al. [4] used
the outputs of different layers of a CNN as contex-
tual information instead of using color and time
information that are too much tied to a single user
context. The authors tested their approach on a
dataset acquired by three different users having
different lifestyles. Instead of focusing on contex-
tual information, Oliveira et al. [18] used a gradi-
ent boosting machine approach to retrieve activi-
ties based on their estimated relations with objects
in the scene. Their method was tested on an ex-
tended version of the dataset used by Cartas el al.
[4], showing promising results.
While all the approaches described so far treated
photo-streams as a set of temporally unrelated im-
ages, more recently Cartas et al. [3] proposed an
end-to-end approach that takes into account the
temporal coherence of photo-streams. Their pro-
posed architecture consists of Long Short Term
Memory units on the top of a CNN for each frame
that is trained by processing the photo-streams
using batches of fixed size. Experimental results
over the same dataset used in [18], have shown a
6% improvement in accuracy with respect to the
VGG-16 baseline.
Inspired by these results, we propose here a new
approach that exploits the temporal evolution of
high-order features to improve the results of the
LTE method proposed in [4].
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Figure 2: Activity recognition at image level. After fine-tuning a CNN, we combine the softmax
probabilities and a fully connected layer into a single vector. Later on, we train a random forest using
this vector as its input.
3 Egocentric activity classifi-
cation
Our base activity classification method is an en-
semble classifier composed of a CNN and a ran-
dom forest, as illustrated on Fig. 2, that acts at
image level. Specifically, the random forest takes
as input one or more concatenated output vectors
from the final layers of a CNN. Depending on the
CNN architecture, the input for the random for-
est can be extracted from the last convolutional
layer, a fully-Connected (FC) layer, or the soft-
max layer. For instance, a random forest that
takes as input the output of the softmax and a
FC layer is shown on Fig. 2. The training of the
ensemble is a two-step process. In the first step,
the CNN is fine-tuned. In the second step, a ran-
dom forest is trained over the output vectors of
the CNN. The insight underlying this method is
that a fully connected layer provides global con-
textual information which helps to generalize the
features characterizing a given activity among dif-
ferent users.
With the goal of improving classification per-
formance while keeping the advantage of the en-
semble classifier, we extended the ensemble archi-
tecture to take into account the temporal infor-
mation from neighbor frames. Firstly, we consid-
ered overlapping batches of fixed size and we used
a classifier to make a single prediction for each
batch. From an implementation point of view, this
is equivalent to have a many-to-one predictor since
to all frames of the batch is assigned a single label.
More specifically, we employed a random forest as
classifier that takes as input the concatenation of
the outputs of the first fully-connected layer of the
CNN of n consecutive frames as shown in Fig. 3b.
This choice was motivated by the fact that it is
less prone to overfitting, does not expect linear
features and has a small number of hyperparame-
ters. However, since the Random Forest does not
have an internal memory state, it does no take into
account explicitly the temporal evolution of high
level features, but the set of temporal predictions
as a whole.
Secondly, encouraged by the promising results
achieved in [3], showing that it is possible to cap-
ture the temporal evolution of high-level features
extracted with a CNN without knowing event
boundaries, and by the success of LSTM in video
classification tasks [25, 8], we propose the archi-
tecture showed in Fig. 3b. More specifically, we
introduce a many-to-many LSTM on the top of the
ensemble previously described. Previous attempts
to employ LSTM for modeling the temporal evo-
lution of features over time have led to end-to-end
trainable architectures [25, 8, 3]. Similarly to the
architecture proposed in Fig. 3a, the one proposed
in Fig. 3b is not end-to-end: the input of the
LSTM is the probability classification score from
the ensemble. The training is performed in two
phases. We first train an ensemble as stated in
the previous section. In order to reduce the com-
putational cost in the second phase, we store the
classification scores of each training image. During
the second phase, the LSTM unit is trained using
the classification scores of n consecutive frames.
As a way of performing data augmentation, the
training batches are sampled using a sliding win-
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Figure 3: Activity recognition using temporal contextual information. With the activity recognition
scores obtained as shown in Fig. 2, in a) we train a random forest by feeding it with overlapping batches
of fixed size and a single label is assigned to each image of the batch; b) we train a many-to-many
LSTM, feeding it in the same way than in (a).
dow. For example, Fig. 3b shows two consecutive
batches of 5 frames that are sampled.
4 Validation
The main objective of the experiments performed
in this work is to prove that temporal contextual
information combined with a CNN LFE improves
the state of the art activity classification accuracy
on egocentric photo-streams. To this goal, we per-
formed two classes of experiments. Specifically,
the goal of the first class of experiments was to
determine the ensemble with the best combina-
tion of layers for performance improvement based
on the proposed approach, firstly proposed in [4],
illustrated in Fig. 2. In these experiments, we
used three networks as the base of our ensembles,
namely the VGG-16 [22], InceptionV3 [24], and
ResNet 50 [12]. The goal of the second class of
experiments was to determine the best approach
to exploit temporal contextual information from
consecutive frames. We used the same training
setting and CNN as in [3] to compare and evalu-
ate the approaches depicted in Fig. 3 directly to
[3], that used the same setting, and other state of
the art methods.
We describe the dataset in section 4.1 and de-
tail the ensembles training in section 4.3. We then
present the experimental results on activity recog-
nition in section 4.4.
4.1 Dataset
In our experiments, we used a subset of images
from the NTCIR-12 dataset [11]. This dataset
consists of 89,593 egocentric pictures belonging to
three persons and acquired with an OMG Au-
tograph camera that captured two pictures per
minute. Each user worn this camera in a period
about three weeks, totaling 79 days.
We used a subset of 44,901 images from the
NTCIR-12 dataset, that we annotated in batches
with 21 activity labels, extending the dataset used
in [4]. These pictures correspond to all users at
different dates and times, but having a similar
proportion of about 15,000 images per user. We
named these additional labels the UB Extended
Annotations (UBEA) dataset. The complete list
of activity categories and their distribution of the
number of images are shown in Fig. 4 and Fig. 5,
respectively. The dataset splits used for the ex-
periments of both methods are explained below.
Activity recognition at image level. For
this task we used the pictures from the three users
for all categories regardless of their date and time
as in [4] and illustrated in Fig. 6a (a). In order to
maintain the same percentage of samples for each
class, we first performed a stratified 10-fold cross-
validation over the images. Then a validation split
for each fold containing 10% of the data was cre-
ated by further making a stratified shuffle of its
training split.
Activity recognition using temporal infor-
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Figure 4: Examples of all activity categories from the annotated dataset.
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Figure 5: Per class and per user label distribution in our dataset.
mation. For this experiment we used the same
data split as in [3], illustrated in Fig. 6b. The
purpose of this split was to separate full days of ac-
tivities rather than single frames. This separation
made harder the classification task since similar
consecutive frames only appear in one split. Ad-
ditionally, the splits proportionally maintained the
class imbalance of the dataset distribution shown
in Fig. 5. In order to create the splits, all the com-
binations of training and testing day splits were
enumerated. Then, the Bhattacharyya distance
between the normalized distributions of the whole
dataset and each split for all combinations was cal-
culated. Finally, the selected combination was the
one with the minimal sum of Bhattacharyya dis-
tances.
4.2 Evaluation metrics
Since the dataset is highly imbalanced, the classifi-
cation performance of all methods was assessed by
not only using the accuracy, but also macro met-
rics for precision, recall, and F1-score. Since macro
metrics are an unweighted average of the metrics
taken separately for each class, they do not take
into account of the number of instances available
for each class. Moreover, the results on the ac-
tivity recognition at the image level experiments
are cross-validated. Considering that the photo-
streams lack of event boundaries, the predictions
6
Training split Test split
(a) Splits used in [4] for activity recognition
at image level
12 45 79 11 1415
Training split Test split
613 103812
(b) Splits used in [3] and this work for ac-
tivity recognition at batch level.
Figure 6: Visual description of the dataset splits for the experiments carried out. Images of the same
color belong to the same day. In (a) the split into training and test does not take into account time
metadata, so that images of the same day can be found in both training and test, whereas in (b)
images of the same day, can be found or in training or in test even of the split does not take into
account the temporal adjacency of days so that temporally adjacent days, say 1 and 2 can be found
in different sets (training or test).
done using temporal contextual information were
calculated per frame.
4.3 Implementation
4.3.1 Activity recognition at image level
We used three different CNN architectures as base
models for our ensembles, specifically the VGG-
16, InceptionV3, and ResNet 50. All these net-
works were pre-trained on ImageNet using the
Keras framework [6]. Moreover, we employed a
class weighting scheme for all CNN models based
on [13] to handle class imbalance during training.
The random forests in our ensembles were trained
using the Scikit Learning framework [19]. As in-
put of the random forest we considered the output
of each and all fully connected layers following the
last convolutional layer. The training was done
on the dataset split described in the previous sub-
section. First, we trained each CNN on all the
cross-validation folds. In order to find the number
of trees of each random forest, we trained all the
random forests combinations of each CNN using
a different number of trees. The criteria used for
training them was the Gini impurity[2] and their
nodes were expanded until all the leaves were pure.
All these random forest combinations were tested
on each validation split and the mean accuracy for
the corresponding number of trees was plotted, as
shown in Fig. 7. Based on this plot, the number
of trees to be used was determined as the lowest
one after which the performance did not improve
significantly. The training details of each ensemble
configuration are detailed below.
VGG-16. We fine-tuned a VGG-16 net-
work [22] in two phases. During the first phase,
only the top layers were back-propagated with the
objective of initialize their weights. The optimiza-
tion method used was the Stochastic Gradient De-
scent (SGD) for 10 epochs for all folds, a learn-
ing rate α = 1 × 10−5, a batch size of 1, a mo-
mentum µ = 0.9, and a weight decay equal to
5 × 10−6. In the second phase, the last three
convolutional layers were also fine-tuned and the
initial weights were obtained from the best epoch
of the first phase. Moreover, the SGD ran for an-
other 10 epochs for each fold and set with the same
parameters except the learning rate α = 4× 10−5.
Additionally, dropout layers were added after each
fully-connected layer as a mechanism for regular-
ization.
VGG-16+RF. A set of random forests was
trained using the distinct layers of the best epoch
from the fine-tuned VGG-16 for each fold. The
different combinations of layers for the ensembles
were: FC1, FC2, FC1+FC2, FC1+softmax, and
FC2+softmax. Their corresponding number of
trees of each combination were 400, 500, 600, 300,
and 200. The maximum depth of each combina-
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Figure 7: Mean accuracy on the validation set of
each fold using a different number of trees. The
star mark points at the maximum value. This fig-
ure is best seen in color.
tion was 49, 47, 53, 58, and 48, respectively.
InceptionV3. InceptionV3 was also fine-tuned
in two phases. During the first phase, the last
fully-connected layer was optimized using SGD for
10 epochs for all folds, a learning rate α = 1×10−5,
a batch size of 32, a momentum µ = 0.9, and a
weight decay equal to 5 × 10−6. During the sec-
ond phase, the last inception block was added to
the optimization process and the network was op-
timized for another 10 epochs setting the learning
rate α = 4× 10−5 and the batch size to 10. More-
over, dropout layers were added before and after
the last global average pooling layer.
InceptionV3+RF. A random forest was
trained using the global average pooling layer from
InceptionV3 pre-trained on ImageNet. This ran-
dom forest had 100 trees as estimators and a max-
imum depth of 58.
ResNet50. ResNet50 was fine-tuned in two
phases. The last fully-connected layer was opti-
mized in the first phase using SGD for 10 epochs
for all folds, a learning rate α = 1× 10−3, a batch
size of 32, a momentum µ = 0.9, and a weight de-
cay equal to 5× 10−6. During the last phase, the
last residual block was also optimized using SGD
with same learning rate and a batch size of 10 for
three additional epochs.
ResNet50+RF. A random forest was trained
using the last activation layer from an InceptionV3
network pre-trained on ImageNet. This random
forests had 400 trees as estimators and a maximum
depth of 49.
4.3.2 Activity recognition using temporal
information
VGG-16. The VGG-16 was trained for 14 epochs
using the SGD algorithm. During the first 10
epochs only the fully connected layers were opti-
mized using a learning rate α = 1× 10−5, a batch
size of 1, a momentum µ = 0.9, and a weight de-
cay equal to 5 × 10−6. During the last 4 epochs,
the last 3 convolutional layers were also fine-tuned
and the learning rate changed to α = 1× 10−5. In
comparison with the previous experiment, no class
weighting scheme was used for training.
VGG-16+RF. Five different combinations of
random forests using 500 estimators were trained
for this experiment. The first four mod-
els were previous combinations of layers from
the first experiment, specifically, FC1, FC2,
FC1+Prediction, and FC2+Prediction. The max.
depth of each combination was 55, 52, 60, and 51,
correspondingly. Another model was trained for
comparison purposes following the description in
[5]. In other words, its input was a feature vector
obtained by concatenating the softmax probabil-
ity scores, the day of the week, the time of the day,
and 10-bin size histogram for each color channel.
Its resulting max. depth was 47. The last trained
model used the FC1 layer, the softmax probabil-
ity scores, the day of the week, the hour, and the
time. Its maximum depth was 57.
VGG-16+RF+LSTM. For this configuration
we trained a LSTM using the predictions from
the ensemble of VGG-16 plus the RF on FC1.
The LSTM had 32 units and its output was con-
nected to a fully-connected layer. Dropout layers
were added between the input and output of the
LSTM layer as a way to perform regularization.
We trained three configurations using batches of
consecutive frames, obtained by using a temporal
sliding window of size (or timestep) 5, 10, and 15.
VGG-16+RF many-to-one. Four different
random forests were trained by concatenating the
8
Table 1: Comparison of the ensembles of CNN+Random forest on different combinations of layers.
Upper table shows the recall per class and the lower table shows the performance metrics.
Activity InceptionV3
InceptionV3+
ResNet50
ResNet50+
VGG-16
VGG-16+ VGG-16+RF VGG-16+RF VGG-16+ VGG-16+RF
RF on GAP RF on AP RF on FC1 on FC1+FC2 on FC1+Pred RF on FC2 on FC2+Pred
Public Transport 89.23 91.46 92.41 91.59 89.17 90.87 91.14 91.53 91.27 91.59
Driving 99.60 99.83 99.90 99.83 99.50 99.74 99.77 99.77 99.73 99.77
Walking outdoor 90.95 97.35 94.61 98.27 90.89 96.96 97.03 96.94 97.00 96.83
Walking indoor 79.17 95.15 92.73 95.85 79.63 94.81 94.92 94.75 95.04 94.87
Biking 91.93 98.80 99.17 99.20 92.32 98.20 97.57 97.98 97.17 97.98
Drinking together 80.74 95.63 94.93 95.49 89.42 96.48 95.98 96.05 95.91 95.84
Drinking/eating alone 75.94 90.85 88.25 90.37 74.92 88.70 89.77 89.71 89.65 89.71
Eating together 80.58 96.50 96.42 98.11 88.78 96.75 97.26 97.26 96.89 97.36
Socializing 89.13 97.37 97.47 98.63 91.60 98.47 98.46 98.46 98.57 98.73
Attending a seminar 78.70 78.70 80.57 78.31 76.93 77.75 78.21 78.11 78.21 78.11
Meeting 80.92 93.29 96.61 96.78 90.00 95.36 95.49 95.49 95.54 95.43
Reading 81.40 97.35 96.83 97.69 88.23 96.49 96.67 96.67 96.59 96.59
TV 93.74 96.55 96.04 96.54 92.59 97.21 96.91 96.69 97.05 96.91
Cleaning and chores 57.14 92.61 92.22 92.39 61.84 92.06 92.13 92.62 92.26 92.74
Working 95.82 98.81 97.34 99.38 96.27 98.18 97.98 97.91 97.96 97.91
Cooking 81.98 95.10 91.69 96.15 84.78 96.48 95.97 95.79 95.47 96.49
Shopping 81.07 95.40 93.18 96.68 82.44 94.98 95.57 95.14 95.57 95.65
Talking 72.36 95.54 89.64 94.10 76.25 93.53 93.50 93.50 93.65 93.61
Resting 87.97 91.07 91.54 91.02 92.87 94.56 94.90 95.14 94.90 95.11
Mobile 89.59 97.22 95.27 97.58 93.32 97.55 97.46 97.36 97.30 97.34
Plane 87.67 87.16 82.61 75.70 84.94 77.21 80.66 81.15 81.54 83.58
Accuracy 87.07 95.27 94.08 95.39 89.46 95.26 95.41 95.41 95.41 95.50
Macro precision 83.85 94.96 92.60 96.14 87.06 94.63 94.59 94.62 94.57 94.61
Macro recall 84.08 94.37 93.31 94.27 86.51 93.92 94.16 94.19 94.15 94.39
Macro F1-score 83.77 94.53 92.78 95.00 86.45 94.11 94.23 94.28 94.23 94.38
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Figure 8: Normalized confusion matrices of the best combination of layers for each baseline convolu-
tional neural network. This figure is best seen in color.
output vectors of the FC1, FC2, and predictions
of the VGG-16 network of a consecutive number
of frames. This configuration employed the same
sampling window strategy for training. For exam-
ple, Fig. 3a shows a 5 timestep configuration train-
ing on two consecutive batches and predicting the
activity from the last frame. On this architecture,
the same label is assigned to all frames considered.
We considered configurations with timestep 5 and
10. The number of estimators for FC1, FC1 +
Prediction, FC2, and FC2 + Prediction were 700.
The resulting maximum depth of each combina-
tion for timestep 5 was 57, 56, 54, and 53; and for
timestep 10 was 53, 60, 53, and 53.
InceptionV3. This network was trained for 12
epochs using the SGD algorithm. During the first
10 epochs only the last fully-connected layer was
optimized using a learning rate α = 1 × 10−5, a
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batch size of 10, a momentum µ = 0.9, and a
weight decay equal to 5× 10−6. During the last 2
epochs, the last inception block was also fine-tuned
and the learning rate changed to α = 4×10−5. No
class weighting scheme was used for training.
InceptionV3+RF. The global average pool-
ing (GAP) layer was used as the input of a ran-
dom forests using 100 estimators and its maximum
depth was 72.
InceptionV3+RF+LSTM. We trained a
LSTM using the predictions from the ensemble
of InceptionV3 plus the RF on GAP layer. The
LSTM had 32 units and its output was connected
to a fully-connected layer. Dropout layers were
added between the input and output of the LSTM
layer as a way to perform regularization. We
trained three configurations using batches of con-
secutive frames, obtained by using a temporal slid-
ing window of timestep 5, 10, and 15.
InceptionV3+RF many-to-one. One ran-
dom forest was trained by joining the output vec-
tor of the GAP layer of the InceptionV3 network
of a consecutive number of frames. This configura-
tion employed the same sampling window strategy
for training. We considered configurations with
timestep 5 and 10. The number of estimators for
both cases was 700. The maximum depth obtained
for both timesteps was 62 and 66, correspondingly.
ResNet50. This network was trained for 4
epochs using the SGD algorithm. The last fully-
connected layer was optimized in the first phase
using SGD for 2 epochs for all folds, a learning
rate α = 1×10−3, a batch size of 10, a momentum
µ = 0.9, and a weight decay equal to 5 × 10−6.
During the last 2 epochs, the last inception block
was also fine-tuned using the same values. No class
weighting scheme was used for training.
ResNet50+RF. A random forest was trained
on the AP layer using 500 estimators and its re-
sulting max. depth was 53.
ResNet50+RF+LSTM. We trained a LSTM
using the predictions from the trained ensemble.
The LSTM had 32 units and its output was con-
nected to a fully-connected layer. Dropout layers
were added between the input and output of the
LSTM layer as a way to perform regularization.
We trained three configurations using batches of
consecutive frames, obtained by using timesteps
of 5, 10, and 15.
ResNet50+RF many-to-one. One random
forest was trained by concatenating the output
vector of the AP layer of the ResNet50 network of
a consecutive number of frames. This configura-
tion employed the same sampling window strategy
for training. We considered configurations with
timestep 5 and 10. The number of estimators
for both cases was 700. Moreover, the maximum
depth for the configurations with timestep 5 and
10 were 65 and 63, respectively.
4.4 Results and discussion
Activity recognition at image level The re-
sults of adding contextual information from fully
connected layers are presented on Table 1. They
show that CNN LFE improves the performance for
all baseline CNN on different ensembles. More-
over, Table 1 shows that the best ensembles
were the InceptionV3+RF on Global Avg. Pool-
ing, VGG-16+RF on FC2 + Predictions, and
ResNet+RF on average pooling. Furthermore,
these ensembles improved the baseline accuracy by
8.2%, 6.04%, and 1.31% for InceptionV3, VGG-16,
and ResNet, respectively. Specifically, the recall of
some categories with fewer learning instances im-
proved significantly, such as Cooking, and Clean-
ing and Choring. Additionally, high overlapping
classes such as Drinking/Eating alone and Eating
together also improved their accuracy. The im-
provement over the overlapping classes can also
be seen on the confusion matrices shown in Fig.
8. This means that the random forest improved
the classification of images belonging to categories
that score similar probabilities. Moreover, the
only decrease on accuracy is presented on the class
Plane. Since its accuracy on the baseline CNN is
very high (87.67%) considering the small number
of learning instances (1,026), we believe this de-
crease is a consequence of the random forest try-
ing to balance the prediction error among classes.
Some classification examples are shown in Fig. 9.
Activity recognition at batch level The
results of using temporal contextual information
from batch sequences is shown on Table 2. The
fact that accuracy performance is much higher
when using the splits defined as in Fig. 6b (a)
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Reading
VGG-16 Top 5
# Activity Score
# Activity Score
1 Drinking/eating alone 0.9853
2 Reading 0.0100
3 Drinking together 0.0033
4 Eating together 0.0012
5 Mobile 0.00006
ResNet Top 5
# Activity Score
1 Drinking/eating alone 0.9888
2 Reading 0.0112
3 Socializing 0.000
4 Public Transport 0.0000
5 Eating together 0.0000
InceptionV3 Top 5
# Activity Score
1 Drinking/eating alone 0.9888
2 Reading 0.0112
3 Socializing 0.0000
4 Public Transport 0.0000
5 Eating together 0.0000
Shopping
VGG-16 Top 5
# Activity Score
1 Mobile 0.6543
2 Drinking together 0.1352
3 Socializing 0.0967
4 Shopping 0.0912
5 Attending a seminar 0.0095
ResNet Top 5
# Activity Score
1 Mobile 0.9953
2 Shopping 0.0020
3 Drinking together 0.0016
4 Socializing 0.0009
5 Meeting 0.0001
19 Walking outdoor 0.0000
InceptionV3 Top 5
# Activity Score
1 Mobile 0.8928
2 Drinking together 0.0291
3 Shopping 0.0285
4 Socializing 0.0135
5 Walking indoor 0.00953
Plane
VGG-16 Top 5
# Activity Score
1 Plane 0.5362
2 Reading 0.3613
3 Working 0.0602
4 Attending a seminar 0.0236
5 Public Transport 0.0167
ResNet Top 5
# Activity Score
1 Plane 0.9939
2 Attending a seminar 0.0048
3 Cooking 0.0009
4 Mobile 0.0003
5 Reading 0.00003
6 Public Transport 0.0000
InceptionV3 Top 5
# Activity Score
1 Plane 0.6574
2 Working 0.1944
3 Attending a seminar 0.0433
4 Mobile 0.0253
5 Reading 0.0207
6 Public Transport 0.0195
Public Transport
VGG-16 Top 5
# Activity Score
1 Shopping 0.7789
2 Walking indoor 0.2174
3 Talking 0.0022
4 Mobile 0.0005
5 Socializing 0.0004
6 Walking outdoor 0.0003
ResNet Top 5
# Activity Score
1 Shopping 0.9999
2 Walking indoor 0.00006
3 Walking outdoor 0.00002
4 Eating together 0.00000
5 Drinking/eating alone 0.0000
InceptionV3 Top 5
# Activity Score
1 Walking indoor 0.6220
2 Shopping 0.1909
3 Mobile 0.0415
4 Walking outdoor 0.0369
5 Drinking together 0.0157
Figure 9: Classification activity examples. On top of each image is shown its true activity label and
on bottom its top 5 predictions by VGG-16, ResNet50 and InceptionV3. Additionally, the result of
the ensembles VGG-16+RF on FC1+Softmax, ResNet50+RF on Avg. Pooling, and InceptionV3+RF
on Global Avg. Pooling is highlighted on color in its corresponding table. The green and red colors
means true positive and false positive classification, respectively.
for the VGG-16 can be easily understood when
looking at consecutive frames in Fig. 1. Specially
in the case of static activities such as reading or
watching TV, consecutive frames are very similar
and putting some of them in training and other in
test is almost equivalent at doing the test includ-
ing training images, which is unfair.
Comparing the performances of VGG-
16+LSTM with VGG-16+RF+LSTM, our
experiments demonstrated that the activity scores
obtained with CNN LFE are better features for
further temporal analysis with respect to features
computed by a end-to-end architecture. In both
cases, the best performances were achieved by a
larger timestep.
State of the art comparisons. In Table 2,
we compared the proposed method with the CNN
baselines, with our previous method [4], with the
work of Castro et al. [5] and with [3], that ex-
ploits temporal information. Our proposed ap-
proach CNN+RF+LSTM gives the best results
for each CNN baseline when using 10 as timestep
value. Specifically, the InceptionV3+RF+LSTM
with a 10 timestep achieved 89.85% accuracy. It is
followed by the end-to-end VGG-16+LSTM pro-
posed in [3] that also takes into account tem-
poral information and achieves approximatively
6% less in terms of accuracy. On the contrary,
with CNN+RF, being a many-to-one architecture,
the best results are achieved when using a small
timestep. We can also observe that, in general,
methods that take into account temporal informa-
tion achieve better performance with respect to
methods that act at image level. Among these
latter methods, not all the fine-tuned CNNs were
improved by all LFE methods used for compar-
ison. On this dataset, the methods [4] and [5]
are almost equivalent. To explain this result we
performed further experiments to investigate the
contribution of time metadata and we could dou-
ble check that indeed they help in improving the
performances (VGG-16 + RF on FC1 + softmax
+ date&time), a result that would unlikely be gen-
eralizable to a dataset with more individuals hav-
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ing a very different lifestyle. The fact that color
histogram as contextual feature leads to slightly
better performances might be due to the different
light conditions imposed the activity categories.
In this study, we limited our state of the art
comparisons to activity recognition methods con-
ceived specifically for egocentric images or photo-
streams. Indeed, state of the art activity recog-
nition methods developed for videos often rely on
features that cannot be computer in a lifelogging
setting. For example, the method proposed by
Fathi et al. [9] relies on a hierarchy between ac-
tions and activities, and the sequential order of
the former; but, given the frame-rate of photo-
streams, our labels do not consider actions. An-
other method presented by Fathi et al. [10] relies
on the egocentric gaze provided by the camera,
which is not available for a chest-mounted cam-
era as the one used for capturing our dataset. In
addition, the classification methods proposed in
[14, 23] depend on motion features that can not
be computed on photo-streams because of the very
low frame rate. Finally, the temporal pyramid
approach proposed in [20] strongly relies on shot
detection which is in general difficult to compute
in photo-streams [7], and highly depends on addi-
tional cues based on object detection and human-
object interaction.
Although our results are encouraging, we recog-
nize that assessing the generalization capability of
our system would require a dataset captured by a
large number of persons having a wide variety of
lifestyles. Given that lifelogging is a relatively new
area of research, and that building such a bench-
mark would be very expensive in terms of human
resources and annotation effort, we leaved this for
future work.
5 Conclusion
In this paper, we proposed a new pipeline for activ-
ity recognition from egocentric photo-streams that
relies on a two-phases approach. First, a CNN late
fusion ensemble classifier, which combines differ-
ent layers of a CNN through a random forest is
used to predict the activity probabilities on each
image. Specifically, the random forest takes as in-
put a vector containing the output of the softmax
probability layer and a fully connected layer en-
coding global image features. Second, these vec-
tor probabilities are used in batches of temporally
adjacent images, to train a many-to-many LSTM.
In addition, we extended a subset of the NTCIR-
12 egocentric dataset consisting of 44,902 images
by annotating it with 21 different activity labels.
Experimental results on this subset demonstrated
that the proposed approach achieve better perfor-
mances than a end-to-end architecture and state of
the art methods. The proposed method achieved
an overall accuracy of 89.85%.
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Method Accuracy
Macro Macro Macro
Precision Recall F1-score
ResNet50 78.44 72.44 70.62 69.85
ResNet50+RF
74.62 76.64 62.61 64.94
on GAP
ResNet50+RF on
73.09 71.97 59.52 62.51
GAP timestep 5
ResNet50+RF on
71.29 72.12 57.23 60.16
GAP timestep 10
ResNet50+RF+LSTM
81.10 75.69 72.90 72.41
timestep 5
ResNet50+RF+LSTM
85.12 81.48 78.98 78.76
timestep 10
ResNet50+RF+LSTM
83.29 80.75 78.04 77.24
timestep 15
InceptionV3 78.31 73.06 69.94 70.60
InceptionV3+RF
77.08 73.68 67.24 68.54
on AP
InceptionV3+RF
78.82 75.62 69.11 69.93
timestep 5
InceptionV3+RF
78.55 75.93 69.12 69.89
timestep 10
InceptionV3+RF+LSTM
86.04 85.58 83.74 83.56
on AP timestep 5
InceptionV3+RF+LSTM
89.85 89.58 87.20 87.22
on AP timestep 10
InceptionV3+RF+LSTM
87.72 86.95 84.44 84.37
on AP timestep 15
VGG-16 75.97 68.50 67.49 66.80
VGG-16+RF
74.22 70.77 65.06 65.80
on FC1
VGG-16+RF on
76.80 71.93 66.86 67.51
FC1+Pred[4]
VGG-16+RF
75.02 69.12 65.60 65.60
on FC2
VGG-16+RF on
75.87 69.78 66.08 66.28
FC2+Pred
VGG-16+RF on Softmax +
77.39 69.66 67.79 66.99
Date&Time + Color [5]
VGG-16+RF on FC1 + 76.91 72.07 66.77 67.27
Softmax + Date&Time
VGG-16+RF on
76.04 74.44 65.98 66.93
FC1 timestep 5
VGG-16+RF on
75.67 75.20 64.93 66.26
FC1 timestep 10
VGG-16+RF on
77.43 74.54 67.13 67.57
FC1+Pred timestep 5
VGG-16+RF on
76.66 74.10 65.91 66.67
FC1+Pred timestep 10
VGG-16+RF on
76.83 73.48 67.92 67.92
FC2 timestep 5
VGG-16+RF on
76.49 73.40 67.72 67.61
FC2 timestep 10
VGG-16+RF on
77.79 74.60 68.31 68.53
FC2+Pred timestep 5
VGG-16+RF on
77.75 74.82 67.89 68.37
FC2+Pred timestep 10
VGG-16+LSTM [3]
79.68 72.96 71.36 70.87
on FC1 timestep 5
VGG-16+LSTM [3]
80.39 75.25 71.86 71.97
timestep 10
VGG-16+LSTM [3]
81.73 76.68 74.04 74.16
timestep 15
VGG-16+RF+LSTM
85.96 79.81 81.36 80.00
FC1 timestep 5
VGG-16+RF+LSTM
86.87 80.45 81.36 80.39
FC1 timestep 10
VGG-16+RF+LSTM
85.55 80.00 79.34 78.45
FC1 timestep 15
VGG-16+RF+LSTM
85.45 79.29 79.11 78.05
FC1+Pred timestep 5
VGG-16+RF+LSTM
87.71 81.55 81.88 81.10
FC1+Pred timestep 10
VGG-16+RF+LSTM
86.24 80.05 80.79 79.56
FC1+Pred timestep 15
VGG-16+RF+LSTM
85.73 81.22 80.56 79.96
FC2 timestep 5
VGG-16+RF+LSTM
86.78 81.37 80.97 80.37
FC2 timestep 10
VGG-16+RF+LSTM
85.38 79.71 79.80 78.63
FC2 timestep 15
VGG-16+RF+LSTM
85.89 79.62 80.35 78.82
FC2+Pred timestep 5
VGG-16+RF+LSTM
86.85 80.22 81.19 80.23
FC2+Pred timestep 10
VGG-16+RF+LSTM
86.35 80.11 80.74 79.51
FC2+Pred timestep 15
Table 2: Performance summary of the experiments
on activity recognition using temporal contextual
information.
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