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Abstract
The Wright-Fisher model is the most popular population model for
describing the behaviour of evolutionary systems with a finite population
size. Approximations to the model have commonly been used for the
analysis of time-resolved genome sequence data, but the model itself has
rarely been tested against genomic data. Here, we evaluate the extent
to which it can be inferred as the correct model given experimental data.
Given genome-wide data from an evolutionary experiment we validate the
Wright-Fisher model as the better model for variance in a finite population
in contrast to a Gaussian model of allele frequency propagation. However,
we note a range of circumstances under which the Wright-Fisher model
cannot be correctly identified. We discuss the potential for more rapid
approximations to the Wright-Fisher model.
1 Introduction
Rapid advances in high-throughput methodologies have enabled the collection
of rich time-series from experimental evolution studies. These typically address
the effects of environmental conditions on adaptation stemming from de novo
mutations [1], initial variance induced by a genetic cross [2, 3, 4] or simply from
the standing variation characterizing a polymorphic starting population [5]. Se-
quencing the emerging populations during these types of experiments allows for
identification of molecular aspects behind the species’ reproductive success.
Despite advances in the field, a challenge remains regarding the optimal ap-
proach for identifying loci under selection given time-resolved genomic data.
Due to linkage disequilibrium, selection at a single locus can lead to changes in
allele frequencies across multiple loci [6], confounding single-locus approaches
to the inference of selection [7]. Further, in smaller populations, genetic drift
may have a significant impact upon allele frequencies, such that the influence of
selection must be distinguished from stochastic effects, arising from both prop-
agation and sampling [8, 9, 10].
A variety of methods have been proposed for inferring selection under ge-
netic drift, utilising the Wright-Fisher drift model for forward propagation [11],
approximations to the Wright-Fisher model [12, 13, 14, 15, 16], its diffusion
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limit [17] and respective spectral decomposition approaches [18, 19], or effec-
tive simulation methods [20, 21]. However, while the Wright-Fisher model has
become the standard approach to representing genetic drift, it is built upon cer-
tain modelling assumptions, including the replacement of the entire population
in successive generations. As such, other models may in some respects provide
a better fit to the dynamics observed in evolutionary experiments [22]. Ex-
perimental demonstrations intended to validate the Wright-Fisher model have
suffered from limitations in the extent of data available for analysis [22, 23].
Here we evaluate the extent to which a Wright-Fisher model of genetic drift
can be inferred from data collected from evolutionary experiments, contrast-
ing it with a model of Gaussian diffusion. The Gaussian model at first sight
differs greatly from the Wright-Fisher model, lacking frequency dependent vari-
ance, albeit we note that, when compounded with the effect of finite sampling,
frequency-dependent variance does arise in the Gaussian model. A further con-
trast is noted in the computational efficiency of the algorithms; the Gaussian
model is analytically solvable, allowing for rapid evaluation, whereas the Wright-
Fisher model is more computationally intensive. Considering simulated allele
frequency data we note that inference of a Wright-Fisher model is not always
possible, with various parameters contributing with different degrees towards
greater model identifiability. Considering a large dataset from evolutionary
experiments conducted in Drosophila melanogaster [24, 25] we demonstrate ev-
idence in favour of a Wright-Fisher drift model. We discuss the potential for
rapid approximate methods to approximate evolutionary systems under genetic
drift.
2 Results
Given sufficient data, our implemented drift models correctly inferred the under-
lying population size (or variance) from simulated data describing the respective
diffusion process (see Fig. 1). At large population sizes (or smaller variances)
the expected rate of change in an allele frequency due to dispersion declines, so
that a longer period of observation was required to estimate N (or σG) to a high
level of accuracy. However, accurate estimates were obtained from all simulated
populations given 300 generations of sampling (see also Supporting Text on the
effect of the number of trajectories on inferred parameters).
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Figure 1: Wright-Fisher and Gaussian models of allele frequency prop-
agation (A) Example trajectories generated under a Wright-Fisher model with
population sizes N = 400 (blue) and N = 4000 (yellow). (B) Example trajecto-
ries generated under a model of Gaussian diffusion with σG = 0.018 (green) and
σG = 0.006 (red). (C) Inferred versus simulated population sizes given obser-
vations over T = 50 and T = 300 generations of simulated data generated with
exact Wright-Fisher propagation. (D) Inferred σG vs simulated σG for equiv-
alent calculations using the Gaussian model. Simulations used for inference
were generated with sampling depth C = 100, sampling period ∆t = 10, and
starting frequency q(0) = 0.5. Error bars are calculated across three replicate
calculations.
Given simulated allele frequency data generated according to a Wright-Fisher
model without selection, discrimination between the Wright-Fisher and Gaus-
sian models of drift was not always possible; a threshold time, sometimes of 300
generations or more, was required for correct model identification (Fig. 2). The
underlying population size of the system, N , was a critical factor in determining
the length of the threshold required; at higher N , the change via drift is insuf-
ficient for model discrimination. Further factors influenced the threshold; for
example trajectories starting at lower frequencies were more informative of the
drift model due to increased frequency dependence and the importance of higher
moments characterizing the Wright-Fisher model at the frequency boundaries.
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An increased depth and frequency of sampling increased the extent of informa-
tion available for inference; each improved the ability for model discrimination
(see Supporting Text).
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Simulated data grid
q(0)=0.1 ; C=100 ; Δt=10
q(0)=0.5 ; C=50 ; Δt=10
q(0)=0.5 ; C=100 ; Δt=5
q(0)=0.5 ; C=100 ; Δt=10
q(0)=0.5 ; C=100 ; Δt=15
q(0)=0.5 ; C=100 ; Δt=20
q(0)=0.5 ; C=150 ; Δt=10
q(0)=0.5 ; C=200 ; Δt=10
Figure 2: Potential to identify a Wright-Fisher model of evolution.
Contours show lines of constant likelihood difference ∆L per locus per sampling
instant by population size N and experimental duration T , between the exact
Wright-Fisher and Gaussian drift models when data is generated by Wright-
Fisher propagation. Each contour represents the threshold below which correct
model identification is possible at comparable likelihood differences. Solid lines
show the contour ∆L = 0.01; a dashed line shows the contour ∆L = 0.05,
for each set of parameters. Contours were generated by interpolation of data
generated at specific combinations of population size and experimental duration,
shown as gray dots, and smoothing with an exponential moving average.
The presence of natural selection acting within the population led to errors in
the estimation of N , but did not compromise identification of the Wright-Fisher
model (see Supporting Text). Selection leads to systematic changes in allele
frequency with time, and consequentially an increased allele frequency variance.
As such, introducing selection at subsets of loci in the simulated data caused an
underestimation of N (under a neutral model) in proportion to the magnitude
of selection, and the proportion of loci at which selection acted. However, the
correct inference of a Wright-Fisher model in each case suggests that selection
does not confound correct model identification.
Application of both drift models to genomic data from an evolutionary ex-
periment [25] showed a better likelihood fit for the Wright-Fisher, as opposed to
the Gaussian diffusion model, across the dataset (Fig. 3 (B)). While an improved
fit was not seen for the Wright-Fisher model across all statistical measures con-
sidered (see Supporting Text), a clear result in favour of this model was seen
via a likelihood calculation. Estimated population sizes calculated under the
Wright-Fisher model are shown in Fig. 3 (A). Consistent with the identification
of selection in the data ([25]) these estimates are lower than the reported con-
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sensus size of 1000. In addition, a similar calculation was done for the subset of
loci in all chromosomes that did not reach fixation. This intended to verify if
the success of improved performance associated with Wright-Fisher model did
not come from fixation events being naturally included in this drift model, as
opposed to artificially modelled, as is the case of the Gaussian drift model used
here. The tendency across chromosomes observed in Fig. 3 was not altered,
although the average differences in likelihood obtained were slightly lower.
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Figure 3: Population size estimates from Drosophila experimental evo-
lution time-series [25] and average likelihood per locus, between exact
Wright-Fisher and Gaussian propagation with absorbing boundaries.
3 Discussion
The Wright-Fisher model is the most popular discrete-time approach for mod-
elling populations, describing a population as a succession of randomly drawn,
non-overlapping generations in a population of constant size. However, evalua-
tion of the explicit model is computationally intensive, requiring repeated ma-
trix multiplications for each evaluation. For this reason, published approaches
for inferring selection within a population of finite size have utilised a variety
of approximations to the Wright-Fisher model when accounting for genetic drift.
Here we have considered the extent to which a Wright-Fisher model is possi-
ble to infer from time-resolved allele frequency data. Applied to a large dataset
from an evolutionary experiment, we demonstrate that a Wright-Fisher model is
identifiable under a likelihood model. In so far as Wright-Fisher models can be
compared to arbitrarily similar drift models, a Wright-Fisher model can never
truly be proven to be correct through the analysis of experimental data. Never-
theless, under the comparison applied here, we have validated a Wright-Fisher
model of genetic drift using data from a biological population.
Our calculations further show that the identification of Wright-Fisher drift
is not trivial, and may not be replicable in other datasets; in situations where
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the time over which a population is observed is short, where the underlying pop-
ulation size is large, or where sampling is shallow or sparse, Wright-Fisher drift
may be indistinguishable from variance in a Gaussian model. Under such cir-
cumstances the potential for the use of alternative, rapid approximations to the
Wright-Fisher approach is clear. The Gaussian model described here provides
one such approach, for which an analytical solution is possible; scope remains
for research into alternative procedures.
4 Methods
4.1 Simulated data generation
Simulations were performed using both a model of Gaussian diffusion on the
interval [0,1] with absorbing boundaries, and using a Wright-Fisher model.
Parameters for simulations were chosen to reflect those relevant to recent
Evolve and Resequence (E&R) experiments [24, 25] and representative simula-
tion studies [26], including the population size (N), initial frequency distribution
(q(0)), sequencing coverage depth (C), experiment length (T ), sampling period
(∆t), number of replicates and number of loci (L) used to infer population pa-
rameters. Simulations considered evolution at a single locus. In accordance with
the intervals of time considered, mutation was neglected. A binomial sampling
process was used to simulate sequencing of the population. To study the effects
of selection on the inference, simulations were generated in which, for either 1%
or 10% of loci, selection coefficients were sampled from a uniform distribution
in the intervals [−0.01, 0.01].
4.2 A continuous state-space HMM for integer data
Inferences of drift parameters were conducted using a continuous state-space
Hidden Markov Model (HMM) for one-dimensional integer data, developed from
that used in a previous publication [27]. As with traditional approaches involv-
ing HMM, it incorporates a dynamical hidden model, P (q(tk)|q(tk−1), θ) and
an emission model, P (D(tk)|q(tk)), where Di(tk) = {ni(tk), Ci(tk)} describes
the number of observations of a specific allele ni(tk), and the total read depth
Ci(tk), at generation tk and for each locus i in a data set. Here, we assume a
binomial emission model, that is:
P (Di(tk)|qi(tk)) =
(
Ci(tk)
ni(tk)
)
qi(tk)
ni(tk)(1− qi(tk))(Ci(tk)−ni(tk)) (1)
Estimation of parameters θ was achieved via a forward algorithm, consisting
of multiple predict-update steps, by combining sampling with a period ∆t =
tk − tk−1 generations and propagation P (q(tk)|q(tk−1), θ):
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P (qi(tk)|Di(t1:k−1), θ) =
∫
dqi(tk−1)P (qi(tk)|qi(tk−1), θ)P (qi(tk−1)|Di(t1:k−1), θ) (2)
and
P (qi(tk)|Di(t1:k), θ) = P (Di(tk)|qi(tk))P (qi(tk)|Di(t1:k−1), θ)∫
dqi(tk)P (Di(tk)|qi(tk))P (qi(tk)|Di(t1:k−1), θ) (3)
leading to the likelihood
L(θ|D) =
L∑
i=1
∑
k
log
∫
dqi(tk)P (Di(tk)|qi(tk))P (qi(tk)|Di(t1:k−1), θ) (4)
Optimisation of this likelihood gave an estimate of the drift parameter θ.
4.2.1 Transition matrix construction
Within the above framework, models representing both Gaussian and Wright-
Fisher variation were implemented. The transition probability density matrix
for the Gaussian drift model, P (q(tk+1)|q(tk), σG), representing frequency evo-
lution between sampling instants tk and tk+1 was constructed by using the
analytical solution of the Fokker-Planck equation for a system driven purely by
noise, that is:
∂P (q, t)
∂t
=
1
2
∂2P (q, t)
∂q2
(5)
As the normal distribution is a continuous function in the frequency domain,
the features associated with the Wright-Fisher at the boundary, namely absorp-
tion, are not represented naturally. In order to add this aspect in the Gaussian
transition function, we also include absorbing boundaries according to:
PGabs(q(tk+1)|q(tk), σG) =

N (q(tk+1)− q(tk)|σ
√
∆t, q(tk)) : Cond.
Π0(tk) : q(tk) 6= 0, 1 ∧ q(tk+1) = 0
Π1(tk) : q(tk) 6= 0, 1 ∧ q(tk+1) = 1
1 : q(tk) = 0, 1
and
Cond. = q(tk) 6= 0, 1 ∧ q(tk)− 3σ
√
∆k+1 < q(tk+1) < q(tk) + 3σ
√
∆t ∧ q(tk+1) 6= 0, 1
Π0(tk) =
∫ 0
q(tk)−3σ
√
∆t
N (q(tk+1)− q(tk)|σ
√
∆t, q(tk))
Π1(tk) =
∫ q(tk)+3σ√∆t
1
N (q(tk+1)− q(tk)|σ
√
∆t, q(tk))
(6)
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Other approaches based on modelling the behaviour near the absorbing
boundaries via beta distributions and spikes [28] have also been proven to be
a valid approach, and could also be implemented within the HMM model pre-
sented above.
Frequency transitions were modelled on an evenly spaced discrete frequency
grid on the interval [0, 1], with resolution 1400 .
For the exact Wright-Fisher propagation model, P (q(tk+1)|q(tk), N), no
tractable analytical formulation exists allowing immediate computation at any
generation tk [11]. The exact transition matrix between tk and tk+1 was there-
fore found by exponentiation of the one-generation 2N by 2N transition matrix,
P (q(tk+1)|q(tk), N) = P (q(1)|q(0), N)∆t (7)
where P (q(1)|q(0), N) is defined by
Pi,j(q(1)|q(0), N) =
(
2N
2N × qj(1)
)
qi(0)
(2N×qj(1))(1− qi(0))(2N(1−qj(1))) (8)
with i, j = 1, ..., 401. For values of N smaller or greater than 400, the
inverse distance method was used to interpolate between the nearest points on
the discrete binomial distribution.
In the construction of the propagator matrix we do not make any extra
assumptions such as a one-step process on the propagation grid as was the case
in [29]; this simplification forces the Markov chain, represented in the transition
matrix, to be restricted to diagonal and off-diagonal matrix entries Pi,i+1 and
Pi,i−1 [30]. Instead, we calculate the full transition matrix for a specific starting
frequency involving all entries.
5 Code availability
The code used for matrix exponentiation and likelihood minimization is available
at (https : //github.com/DriftModelSelection). Pre-computed Wright-Fisher
transition matrices for population size above 1000 and frequency grid size of 400
are also available at the same address.
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Supporting Text:
An increased quantity of data improves the inference of
population sizes
For the Wright-Fisher model the dispersion of estimates across replicates is
larger for larger population sizes due to poor conditioning at these magnitudes,
which arises from the variance characteristic of the Wright-Fisher process being
of order O( 1N ) (see Eq. A7). This effect and, consequently, the total error in
the inferred values, decreases with the number of loci used in the estimates (see
Fig. A1).
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Figure A1: Estimates of population size N and respective perfor-
mance by length of evolutionary trajectories (T ), and size of genomes
L, for the Wright-Fisher (WF ) drift model, when simulated data
is generated by traditional Wright-Fisher propagation. (A) Inferred
N and (B) Inferred σG vs simulated N for T=50 and 300 generations. (C)
Mean-square error between simulated and inferred N . (D) Average perfor-
mance ∆L = LWF − LGabs per locus . For all figures sequencing coverage
depth C = 100, sampling period ∆t = 10, grid size 400 and starting frequency
q(0) = 0.5.
Sampling factors affecting the correct inference of Wright-
Fisher model parameters
Calculations shown in Fig. 2 of the main text were repeated for different values
of N , sampling frequency ∆t and sampling depth C. In each case model in-
ference was performed for simulated Wright-Fisher trajectories at 2000 loci, of
length 300 generations, and starting frequency q(0) = 0.5. Greater discrimina-
tion between models (observed via an increased likelihood for the Wright-Fisher
model) was possible given denser sampling of trajectories, and increased sam-
pling depth, as was also clear from observing the threshold curves’ order repre-
sented in Fig.2 of the main text. Mean likelihood differences per trajectory and
sampling instant are reported in Figure A2.
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Figure A2: Average performance per locus per sampling instant with
sampling period (∆t) and sequence coverage depth (C). (A) Average
∆L by ∆t with C = 100. (B) Average ∆L by C with sampling period ∆t = 10.
It was expected that trajectory length (T ), population size (N) and sequenc-
ing depth (C) would contribute considerably to model identifiability as these
parameters have been previously tested in the context of inference of selection
[1, 2]. Sampling frequency (∆t), on the other hand, has not been as exten-
sively explored in the literature of evolutionary time-series analysis, although
the importance of having several time-points in conjunction with replicated tra-
jectories is agreed to be fundamental in order to distinguish between selection
and drift in relatively small populations [3]. Recently, it was reported that
for Markov chains such as that represented by the Wright-Fisher process, two
observations may not determine entirely the behaviour of the stochastic paths
at all intermediate instances [4], unless the time between these observations is
below a characteristic time. This finding is in close proximity to the importance
of sampling frequency determined here and, in addition, to the distribution of
sampling instances across the duration of the experiment. Outside evolutionary
time-series analysis, the importance of how sparse the collection of informa-
tion is performed has also been proven to be fundamental in correctly inferring
parameters of an underlying diffusion process [5].
Effect of natural selection
The presence of selection increases the variance of the observed allele frequen-
cies, introducing a systematic deviation from the mean. As such, introducing
selection into the simulated data led to an underestimation of N , increasing with
an increase in the magnitude of selection, and the proportion of loci at which
selection acted. However, correct identification of the Wright-Fisher model was
not compromised, a likelihood advantage in favour of this model being inferred
in every case (Figure A3).
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Figure A3: Estimates of drift parameter and respective performance
with length of evolutionary trajectories (T ), when simulated data
is generated by traditional Wright-Fisher propagation with selec-
tion. (A) Inferred N vs simulated N , for 300 generations, for several selection
strengths and proportion of loci under selection for q(0) = 0.5, C = 100 and
∆t = 100. (B) Average performance ∆L = LWF − LGabs per locus correspond-
ing to (A).
Alternative measures for evaluating data
Combined forward-backward/predict-update posterior and goodness-
of-fit calculation
In addition to the computation of the likelihood we also resorted to another
statistic, the goodness-of-fit (GOF ), taking into account the posterior for each
loci frequency at each time-point resulting from the combined forward-backward/predict-
update optimization algorithm [6].
As was outlined in the main text, the likelihood function arising from opti-
mization algorithm [6] is
L(θ|D) =
L∑
i=1
∑
k
log
∫
dqi(tk)P (Di(tk)|qi(tk))P (qi(tk)|Di(t1:k−1), θ) (A1)
.
Effectively, P (qi(tk)|Di(1 : tk−1), θ), can be determined in an initial step,
referred here as the predict step, where we take the data into account.
The backward computation is analogous to the forward step described above
and the combined forward-backward/predict-update posterior distribution for
each loci can be computed by averaging according to Eq. A2 allowing for all the
data to be taken into account, from the initial sampling instant up to the last
at tk = T .
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P (qi(tk)|Di(t1 : T ), θ) = P (qi(tk)|Di(t1 : tk))P (qi(tk)|Di(tk+1 : T )∫
dqi(tk)P (qi(tk)|Di(t1 : tk))P (qi(tk)|Di(tk+1 : T )(A2)
The posterior corresponding to the maximum likelihood estimate can ul-
timately be used to calculate an additional statistic commonly referred to as
Goodness-of-Fit (GOF ), see Eq. A3.
GOF(θ|D) =
L∑
i=1
∑
k
log
∫
dqi(tk)(qi(tk)− qDi (tk))2P (qi(tk)|Di(t1 : T ), θ) (A3)
Eq. A3 allows us to compute the error, across all loci and sampling instants,
in the position of the posterior distribution with respect to the actual data.
In agreement with the likelihood calculation of the main text, GOF statistics
calculated for the experimental data showed a closer fit to the data for the
Wright-Fisher, as opposed to the Gaussian model (Figure A4).
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Figure A4: Goodness-of-fit difference per locus between exact Wright-
Fisher and Gaussian propagation models applied to each chromosome
of each replicate of the experimental data.
Estimation of variance across the frequency spectrum
We note that, given finite sampling, the Gaussian noise model, in common with
the Wright-Fisher model, exhibits frequency-dependent compound variance.
Ignoring the effect of the absorbing boundaries, the inherent variance of the
Gaussian drift model is frequency-independent and increases linearly with time,
as can be derived by applying the law total expectation and total variance:
V arHG (tk) = σ
2tk (A4)
while the inherent expectation is constant
EHG (tk) = E
H
G (tk−1) = q(0) (A5)
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A similar calculation for the Wright-Fisher drift model shows the expected
frequency-dependent variance at each sampling time as:
EHWF [q(tk)] = q(0) (A6)
V arHWF [q(tk)] = q(0)(1− q(0))
[
1− (1− 12N )tk
]
(A7)
Applying once again the law of total expectation and variance for the sam-
pling step we can obtain variances of the compound sampling problem, at a
generation tk, under the HMM chain associated with the likelihood function
previously presented in Eq. A1:
V arSG(tk) =
ESG[q(tk)](1− ESG(q(tk))
C
+ V arHG [q(tk)]
=
q(0)(1− q(0))
C
+ (1− 1
C
)σ2Gtk
(A8)
V arSWF (tk) =
ESWF [q(tk)](1− ESWF (q(tk))
C
+ (1− 1
C
)V arHWF [q(tk)]
= q(0)(1− q(0))
{
1
C
+ (1− 1
C
)
[
1− (1− 1
2N
)tk
]} (A9)
where C is the sampling depth.
Given this calculation, a study was conducted of the extent to which the
frequency-dependent variance observed in the data was reproduced by each
model.
Considering the experimental data, observed allele frequencies were binned
according to the predicted posterior means found for each locus and time-
point. Plotting the variance of the allele frequency q(tk+1) against the measure
q(tk)(1−q(tk)) allowed us to verify the frequency dependence predicted by each
drift model either through the analytical derivations represented in Eqs. A8
and A9, or through the inferred posterior variances resulting from the combined
forward-backward/predict-update HMM algorithm outlined above.
Given these measures, the mean squared error between the observed and in-
ferred variances was calculated across the binned frequencies. Despite no clear
pattern being observed in these statistics for each replicate and chromosome, the
Gaussian predicted variance calculated through the posterior outperforms the
respective Wright-Fisher posterior model if the difference in mean squared error
is summed across time-points and replicates. With respect to the variance cal-
culated by applying the analytical solutions represented in Eqs. A8 and A9, the
opposite result is observed. Overall, the use of the posterior variances improves
the inferred values of variance when the Gaussian drift model is used, which
points to the advantage, in this case, of taking data into account during the
HMM algorithm presented above. The same observation is not clearly verified
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for the Wright-Fisher model. This result contrasts clearly with that reported in
the main text where across all chromosomes and replicates the Wright-Fisher is
clearly the most representative.
Curves predicted for the X chromosome are shown in Figure A5 and the
respective error is presented in Fig. A6. Data for other chromosomes is shown
in Fig. A7 and A8
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Figure A5: Estimates of compound distribution variance from
Drosophila experimental evolution time-series [7] (chromosome X,
replicate 1). (A) Compound variance curves obtained with posterior means
and variances (Full lines, WFpost) as well as with compound variance analyti-
cal expressions (Dashed, WF ) (see Eqs. A9 and A8) for Wright-Fisher and (B)
Gaussian drift models.
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Figure A6: Difference in mean square error in the estimates of com-
pound distribution variance from Drosophila experimental evolution
time-series [7] for Wright-Fisher and Gaussian models (chromosome
X). WFpost, Gpost: calculations with posterior variances. WF,G: Calculation
with analytical solutions. From left to right: replicate 1, 2 and 3.
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Figure A7: Difference in mean square error in the estimates of com-
pound distribution variance from Drosophila experimental evolution
time-series [7] for Wright-Fisher and Gaussian models. WFpost, Gpost:
calculations with posterior variances. WF,G: Calculation with analytical solu-
tions. From left to right: replicate 1, 2 and 3. From top to bottom: chromosome
2L, 2R, 3L, 3R, 4.
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Figure A8: Difference in mean square error between estimates of
compound distribution variance from Drosophila experimental evo-
lution time-series [7] obtained with posterior variances and analytical
solutions. WFpost, Gpost: calculations with posterior variances. WF,G: Cal-
culation with analytical solutions. From left to right: replicate 1, 2 and 3. From
top to bottom: chromosome 2L, 2R, 3L, 3R, 4.
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