In this paper, we describe the performance of the parallel GROMOS87 code, developed under the ESPRIT EUROPORT-2/PACC project, and indicate its potential impact in industry. An outline of the parallel code structure is given, followed by a discussion of the results of some industrially-relevant testcases. Conclusions are drawn as to the overall success of the project, and lessons learned from the porting and benchmarking activities, which show that the parallel code can enable more ambitious use of molecular simulation in industry.
Introduction
The GROMOS87 code performs Molecular Dynamics (MD) simulations [1] on a system of atoms or molecules. These calculations involve the numerical integration of Newton's equations of motion. It is a primary concern that these calculations be computed quickly and efficiently, to allow simulations to sample many thousands or millions of configurations. By parallelizing the code, we have significantly reduced the run-time of GROMOS, enabling larger, more industrially significant systems to be simulated. Results are presented in this paper, demonstrating examples of the use of parallel GROMOS87 within industry. --SHAKE Impose bond-length constraints These cpu-time figures were obtained using a typical system of 4 DNA fragments with 1220 water molecules.
The parallelization scheme used for this code was proposed in [2] , and the implementation discussed in detail in [3] . More recent work has focused on parallelizing residual parts of the code (e.g. the dihedral and bond-angle computations), and on testing the performance and industrial capabilities of the parallel GROMOS code.
The main features of parallel GROMOS are described below.
Data decomposition
GROMOS adopts a Particle Parallelism (PP) approach, whereby work is shared out over the system, for example by dividing it up into small groups of molecules on each processor. This was felt to be preferable to a Geometric Parallelism (GP) approach, where particles are allocated to processors according to their positions in space.
Neighbour-list construction (NLC)
This is central to the efficiency of GROMOS. A list is created of non-bonded shortranged atom-atom interactions, which is subsequently used when calculating interaction forces. This list is based on charge groups, and is constructed using a cell-searching algorithm, which allocates charge groups to cells within a compartmentalized system space. By considering only those interactions between charge groups in adjacent cells, the O(N 2 ) NLC is reduced to an O(N) problem.
Dynamic load-balancing
In the course of the simulation, it is necessary to update the positions of the atoms synchronously. Consequently, we must manage calculations in such a way that all processors are ready to communicate their data at the same time. In practice, however, movement in the molecular configuration causes fluctuations in the computational load corresponding to each atom, and hence an imbalance in load between processors. We have therefore introduced a scheme which dynamically allocates charge groups to processors, responding to any compute-time imbalance during the non-bonded force calculation (NBFC) phase. This typically reduces the imbalance from 30-40% down to less than 1%, which can result in a significantly reduced overall computation time for the simulation.
SHAKE Parallelization
The SHAKE routine is an iterative routine used to satisfy bond-constraints, once particle positions have been updated (after the force calculation). For systems of many small molecules, we have split the SHAKE calculation by allocating groups of whole molecules to processors, which can be SHAKEn independently. However, for systems involving, for example, one large protein molecule surrounded by solvent, this decomposition is inappropriate. To balance out the work-load, it is necessary to split the SHAKE calculation for individual large molecules across two or more processors. This involves communication of atom positions at each iteration, and recent work has revolved around minimizing the communications necessary at each iteration. By ordering the bond lists (before allocating them to processors), it is possible to reduce the number of shared atoms between processors to just one or two, minimising the cost of each communication.
Data compression
Large amounts of coordinate and velocity data can be output from MD packages, which can seriously reduce the performance of a particular code, particularly a parallel version, as well as leading to excessive disk space requirements. The University of Gröningen has developed a set of portable data compression routines, which have been implemented within parallel GROMOS. These produce coordinate trajectory files around 7 times smaller than the equivalent ASCII files, which are readable across a wide range of architectures. A further advantage resulting from this data compression is an improved performance of the code.
Communications layer
To ease the process of porting the GROMOS87 code to different architectures, we have developed a library of specific communication constructs required within the code, implemented in terms of different message-passing paradigms (PVM, PARMACS, MPI, etc). This communications layer enables the use of generic calls within the GROMOS code which are independent of the paradigm or machine type. When porting to a particular architecture, it is simply a case of compiling a local version of the layer. This layer has also successfully been used within the MNDO code, as part of the EURO-PORT-2/PACC project.
Performance and Capability

Overview
Assessment of the parallel code has focused on two issues:
S the portability and parallel scalability across various HPC platforms;
S the industrial capability provided by the parallel code.
The first of these was measured by running some medium-sized benchmark cases on a range of different machines. The second was assessed by using the codes to carry out some calculations of industrial interest, provided by Bayer and ENEA.
Scalability Benchmarks
Scalability benchmarks have been performed on a variety of architectures, which include distributed-memory machines (IBM SP2, Meiko CS2, Intel-i860 Hypercube, DEC Alpha cluster) and shared-memory machines (SGI Power Challenge). Preliminary results have already been reported [4] , employing PARMACS and PVM messagepassing paradigms. The performance of PVM on the SGI Power Challenge was found to be poor, but recent results obtained using an MPI message-passing layer have been much more encouraging. The code is highly portable, and the conversion from PVM to MPI, taking advantage of the improved message-passing performance, took only 1-2 days.
ENEA's benchmark systems used for GROMOS scalability tests were as follows: The results from the scalability runs above show good speedups for medium to large sized systems. A speedup of greater than 10 on 16 processors shows a good improvement over previous results [4] .
Industrial Capability Results
Results for two industrially-significant test cases are reported in this paper. These test cases were proposed by industrial end-users of GROMOS (ENEA, Bayer), and scientific results have previously been reported by them at the METECC '95 conference [4] .
ENEA's testcase for the capability demonstration was: Simulations using parallel GROMOS87 allowed ENEA to investigate of the dynamic behaviour of the SOD molecule in solution, to explore its conformational space.
Bayer's testcase for the capability demonstration was:
HIV-1 protease, surrounded by 7892 water molecules (total of 25,570 atoms); 150,000 time-steps.
Bayer modelled an HIV-1 protease -DMP323 complex, using a combination of all three EUROPORT-2/PACC codes (GROMOS, MNDO and TURBOMOLE). In particular, parallel GROMOS87 was used to study the following areas of interest: 1] respectively) were run on a 16-processor SGI PowerChallenge at Cortaillod. The GROMOS simulations were performed in stages ranging from 20,000 steps, for most runs (done during the day), up to 70,000 steps (weekend runs). This segmentation of the simulations provided a means to restart GROMOS, in the event of a system failure. Table 5 shows a summary of the capability demonstration results, with speedups estimated from much shorter runs (since these cases could not be run in full on sequential machines). Results were obtained from parallel runs using up to 16 processors, which lasted 108 (ENEA) and 80.5 (Bayer) hours, a reasonable length of time for such computations in an industrial context. To carry out the same computation using a non-parallel code would have taken nearly 2 months, which may be acceptable for academic grand-challenge research, but is too slow in a competitive and responsive industrial R&D context.
Conclusions
GROMOS87 has been parallelized successfully and ported to a variety of parallel architectures. This has been achieved without major changes to the basic structure and algorithms within the code. Its use has been clearly demonstrated as a parallel molecular dynamics package, capable of running simulations an order of magnitude faster than before, or providing far superior accuracy in equivalent times.
The parallel GROMOS code makes it possible to simulate much larger systems than ever before, and to achieve overall run-times which allow timely exploitation of results for industrial R&D.
