This article reports two ERP studies that exploited the classifier system of Mandarin Chinese to investigate semantic prediction. In Mandarin, in certain contexts, a noun has to be preceded by a classifier, which has to match the noun in semantically-defined features. In both experiments, an N400 effect was elicited in response to a classifier that mismatched an up-coming predictable noun, relative to a matching classifier. Among the mismatching classifiers, the N400 effect was graded, being smaller for classifiers that were semantically related to the predicted word, relative to classifiers that were semantically unrelated to the predicted word. Given that the classifier occurred before the predicted word, this result shows that fine-grained semantic features of nouns can be pre-activated in advance of bottom-up input. The studies thus extend previous findings based on a more restricted range of highly grammaticalized features such as gender or animacy in
Introduction
Prediction or anticipation refers to a mental process that generates information about future states based on what we know already. As one of the most fundamental principles of human cognition (Clark, 2013) , prediction operates in various cognitive domains, such as visual processing, motor control and theory of mind (Friston & Stephan, 2007; Frith & Frith, 2006; Mehta & Schaal, 2002; Wolpert & Flanagan, 2001) , and its importance has also been emphasized in studies of language processing (DeLong, Urbach, & Kutas, 2005; Federmeier, 2007; Pickering & Garrod, 2007; Van Berkum, Brown, Zwitserlood, Kooijman, & Hagoort, 2005) . However, although there has been some compelling evidence for semantic prediction, most of the relevant studies were conducted based on unilateral semantic distinctions such as gender or animacy and in Indo-European languages, in which semantic features such as gender and/or animacy are highly grammaticalized, and correlate with overt morpho-syntactic markers. To evaluate the generality of semantic prediction, in this study we use the classifier system of Mandarin Chinese, in which agreement between a classifier and a noun is based on perceived similarity that is functionally or perceptually defined, representing various semantic relations.
Prediction in language processing
Language processing has been argued to be highly incremental and predictive. Previous studies have shown that language comprehenders do not delay the processing of incoming words until the end of a sentence, despite temporary structural ambiguity rampant in natural human language (Frazier & K. Rayner, 1988) . Instead, the incoming words are parsed and interpreted immediately as they are perceived. This incremental nature of language processing is evidenced by garden-path effects, in which processing difficulty is elicited at the point of structural disambiguation when the initially built structure turns out to be incorrect and thus requires structural revision (Rayner & Frazier, 1987; Frazier & Rayner, 1982) . On the other hand, the predictive nature of language processing has been mainly discussed in association with context effects. That is, it is argued that contextual information facilitates processing of a target item because that item has been predicted ahead of time based on the preceding context, as evidenced by shorter reaction times in a simple reading or lexical judgment task (Ehrlich & Rayner, 1981; Fischler & Bloom, 1979; Jordan & Thomas, 2002; Hess, Foss, & Carroll, 1995; Wright & Garrett, 1984) or by predictive eye-gaze patterns in the visual-world paradigm. For example, using the visual-world paradigm, Kamide, Altmann, and http://dx.doi.org/10.1016/j.cognition.2017.06.010 0010-0277/Ó 2017 Elsevier B.V. All rights reserved.
