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Perfect transmission at oblique incidence by trigonal warping in graphene P-N junctions
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We develop an analytical mode-matching technique for the tight-binding model to describe electron transport
across graphene P-N junctions. This method shares the simplicity of the conventional mode-matching technique
for the low-energy continuum model and the accuracy of the tight-binding model over a wide range of energies.
It further reveals an interesting phenomenon on a sharp P-N junction: the disappearance of the well-known Klein
tunneling (i.e., perfect transmission) at normal incidence and the appearance of perfect transmission at oblique
incidence due to trigonal warping at energies beyond the linear Dirac regime. We show that this phenomenon
arises from the conservation of a generalized pseudospin in the tight-binding model. We expect this effect
to be experimentally observable in graphene and other Dirac fermions systems, such as the surface of three-
dimensional topological insulators.
PACS numbers: 72.10.Bg, 73.40.Lq, 72.80.Vp, 73.23.Ad
I. INTRODUCTION
Klein tunneling1, the unimpeded penetration of relativis-
tic particles regardless of the height and width of potential
barriers, is an exotic effect compared with the exponential-
decaying transmission of nonrelativistic particles2. In 2006,
the seminal theoretical work of Katsnelson et al.3 brought
about the possibility of demonstrating Klein tunneling across
electrostatic junctions in graphene. This proposal has stimu-
lated widespread theoretical4–23 and experimental24–35 interest
and shed light on possible electronic applications36–41.
Graphene is a 2D layer of carbon atoms on a honeycomb
lattice [Fig. 1(a)]. The conduction band and the valence band
touch each other at six Dirac points, but only two of them are
inequivalent, as denoted byK andK′ in the right panel of Fig.
1(a). According to group theory42, the D6h point group sym-
metry of the honeycomb lattice determines the global hexago-
nal symmetry of the graphene energy band over the first Bril-
louin zone, while the local D3h symmetry of each valley deter-
mines the local triangular symmetry of the energy band in this
valley. Close to the Dirac point, say K, the energy dispersion
as a function of the reducedwave vector q ≡ k−K is linear and
isotropic. Away from the Dirac point, however, the D3h local
symmetry becomes important and the constant energy con-
tour approaches a regular triangle with a side length 2pi/3 [see
Fig. 1(b)]. This is commonly referred to as trigonal warping,
which increases rapidly with energy [Fig. 1(c)]. Note that
throughout this work we use the carbon-carbon bond length
a = 0.142 nm as the unit of length and the nearest-neighbor
hopping energy t0 = 2.7 eV as the unit of energy
43.
Trigonal warping is a well-known feature of the graphene
energy band beyond the linear regime43 and its influence on
the electron transport is receiving growing interest, includ-
ing the observation of broken chirality by trigonal warping
in transport measurements44,45, the influence46,47 of trigonal
warping on the famous Veselago focusing across graphene
P-N junctions33,48,49, and potential applications of trigonal
warping for producing valley-polarized electrons in N-P-N
junction50, double barriers51, and other junctions20. To in-
corporate trigonal warping, the simplest method50,51 is to in-
1 2 3
-1.8
-0.9
0.0
0.9
1.8
K'
kx
qmax
x
qmin
k y
K
0.00 0.25 0.50 0.75 1.00
y
x
(a) y
x
K
.¶
(b)
(c)
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
K(E
)
Energy
B
A
FIG. 1. (a) Honeycomb lattice of graphene in the real space (left, the
dashed ellipse for a unit cell) and reciprocal space (right). (b) Con-
stant energy contour in the two inequivalent valleys: K and K′. (c)
Degree of trigonal warping η(E) ≡ [qmax(E) − qmin(E)]/qmin(E) as a
function of energy E, where qmax(E) [qmin(E)] is the largest (small-
est) reduced wave vector on the constant energy contour E [see panel
(b)].
troduce nonlinear corrections to the widely used low-energy
linear continuum model. The nearest-neighbor tight-binding
model captures the hexagonal lattice symmetry and hence is
commonly used20,43,46,47 to study the trigonal warping effect
over a wide energy range. At energies below 1 eV, this model
gives very accurate energy bands, but its deviation from the ab
initio calculation becomes significant at energies approaching
the Van Hove singularity at ∼ 3 eV52. However, transport cal-
culations in the tight-binding model are usually based on the
recursive Green’s function method53–56 and hence are numeri-
cal. Moreover, previous studies on Klein tunneling mainly fo-
cus on the low-energy linear regime of graphene, leaving the
effect of trigonal warping largely unexplored. In particular, it
is well known that the Klein tunneling (i.e., perfect transmis-
sion) at normal incidence originates from the conservation of
the pseudospin3,57. However, this simple physical picture is
based on the linear continuum model and hence is limited to
the low-energy linear Dirac regime. It is not clear whether a
similar physical picture exists in the tight-binding model and
over a wide range of energies.
2In this paper, we develop an analytical mode-matching
technique in the tight-binding model for electron transport
across graphene P-N junctions. The key is to introduce a titled
coordinate system, reduce the 2D junction into a 1D chain,
and then perform mode-matching at the P-N interface, in a
similar way to the mode matching in the continuummodel3,54.
As a result, this method shares the simplicity of the mode-
matching method in the low-energy continuum model and the
accuracy of the tight-binding model over a wide range of en-
ergies. To focus on trigonal warping, we consider the electron
transmission across a sharp P-N interface along the zigzag di-
rection in the energy range E ∈ [−1,+1], where the intervalley
scattering is absent50; but trigonal warping is significant and
can be described reasonably by the tight-binding model. The
results show that beyond the linear regime, the Klein tunneling
at normal incidence becomes imperfect; i.e., finite backscat-
tering occurs. Interestingly, we find that perfect transmission
is still possible, but the critical incident angle for perfect trans-
mission deviates from zero, and the deviation increases with
increasing trigonal warping. We introduce the concept of a
generalized pseudospin in the tight-binding model and show
that its conservation across the P-N interface is responsible
for the perfect transmission at oblique incidence. This gen-
eralizes the well-known pseudospin picture for perfect trans-
mission, previously limited to the linear Dirac regime, to a
wide energy range E ∈ [−1,+1]. The continuum model with
a second-order nonlinear correction fails to describe this phe-
nomenon quantitatively. We expect this phenomenon to be
experimentally observable.
The rest of this paper is organized as follows. In Sec. II, we
introduce the tilted coordinates, present the analytical mode-
matching method, and introduce the generalized pseudospin
picture for perfect transmission. In Sec. III, we discuss the
perfect transmission at oblique incidence and the failure of
the continuum model. Finally, we give a brief conclusion in
Sec. IV.
II. MODE-MATCHING TECHNIQUE IN TILTED
COORDINATES
For specificity, we consider a graphene P-N junction with a
sharp, zigzag interface separating the left region and the right
region [Fig. 2(a)], leaving the more general cases to the end
of this section. The tight-binding Hamiltonian of the junction
is the sum of the (nearest-neighbor) tight-binding Hamilto-
nian for uniform graphene43 and the on-site junction potential,
which takes a constant value VL (VR) for all the carbon sites
in the left (right) region [see the inset of Fig. 2(a)]. The Fermi
level EF , which can be tuned by electric gating, determines
the doping level in the left (right) region as εL ≡ EF − VL
(εR ≡ EF − VR), where a positive (negative) doping level
means electron or N (hole or P) doping. Here we consider
a P-N junction with εL > 0 and εR < 0; i.e., the left region is
N doped and the right region is P doped.
In addition to the ortho-normalized basis vectors (ex, ey) of
the conventional Cartesian coordinate system, we introduce a
tilted coordinate system characterized by the nonorthogonal
««
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FIG. 2. (a) Graphene junction with a zigzag interface. The inset
sketches the Dirac points of the left region and the right region. (b)
One-dimensional chain along the X axis, with two orbitals A and B
in one unit cell.
basis vectors (eX , eY) [see Fig. 2(b)]. The tilted vectors eX and
eY are actually the two primitive vectors for the Bravais lattice
of uniform graphene and are connected to (ex, ey) by
 eX =
√
3(
√
3
2
ex −
1
2
ey),
eY =
√
3ey,
⇔

ex =
2eX + eY
3
,
ey =
eY√
3
.
The Cartesian components kx ≡ k · ex and ky ≡ k · ey of a
wave vector k in the reciprocal space are connected to the
tilted components kX ≡ k · eX and kY ≡ k · eY via
 kX =
√
3(
√
3
2
kx −
1
2
ky),
kY =
√
3ky,
⇔

kx =
2kX + kY
3
,
ky =
kY√
3
.
(1)
For a position vector R in the real space, we define the tilted
components RX ,RY through the expansion
R ≡ RXeX + RYeY ⇒

RX =
2Rx
3
,
RY =
Rx +
√
3Ry
3
.
These definitions lead to the convenient expression k · R =
kxRx + kyRy = kXRX + kYRY , although k , kXeX + kYeY and
RX,Y , R · eX,Y since (eX , eY ) are not ortho-normalized. An ar-
bitrary vectorO can be denoted byO = (Ox,Oy) = (OX ,OY)T.
A. Tight-binding model for uniform graphene
Here we consider uniform graphene with εL = εR = EF to
illustrate the usage of the tilted coordinates and establish the
relevant notations and some important concepts.
As shown in Fig. 1(a) or 2(a), the honeycomb lattice of
graphene consists of two sublattices (denoted by A and B) and
each unit cell contains two carbon atoms, one on each sublat-
tice. The unit cell (m, n) locates atRm,n = meX+neY = (m, n)T,
and the relative displacements of the two carbon atoms inside
3this unit cell are τA = 0 and τB = (1/2,−
√
3/2). The tight-
binding Hamiltonian of uniform graphene is
Hˆ0 = −
∑
m,n
(|m+1, n, A〉+ |m, n−1, A〉+|m, n, A〉)〈m, n, B|−h.c.,
where |m, n, λ〉 (λ = A, B) denotes the carbon atom on the sub-
lattice λ. To utilize the translational invariance of graphene
with the primitive vector eY along the Y axis, we make a
Fourier transform from the on-site basis {|m, n, λ〉} to the hy-
brid basis (i.e., on-site basis along the X axis and Bloch basis
along the Y axis)
|m, kY , λ〉 =
1√
NY
∑
n
einkY |m, n, λ〉, (2)
where NY is the normalization length along the Y axis and
kY ∈ [0, 2pi]. Under this basis Hˆ0 =
∑
kY
hˆ(kY), where
hˆ(kY) = −
∑
m
[(1+eikY )|m, kY , A〉+|m+1, kY, A〉]〈m, kY , B|−h.c..
For a given kY , the Hamiltonian hˆ(kY) describes a 1D chain
along the X axis [see Fig. 2(b)], with two orbitals A and B in
each unit cell. The 2×2 on-site energy of each unit cell is
h(kY) = −
[
0 1 + eikY
1 + e−ikY 0
]
(3)
and the 2×2 hopping matrix from unit cell m + 1 to m is
t ≡ 〈m|hˆ(kY )|m + 1〉 =
[
0 0
−1 0
]
. (4)
So the Fourier transform reduces the 2D graphene into decou-
pled 1D chains [Fig. 2(b)] parametrized by different kY ’s.
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FIG. 3. Fermi contours EF = 0.25, 0.5, 0.75, and 1.0 for the con-
duction band of uniform graphene in Cartesian (a) and tilted (b) co-
ordinate system. The dashed orange lines mark the first Brillouin
zone. The horizontal blue line corresponds to ky = 0.70 in (a) and
kY =
√
3ky = 1.21 in (b).
Next, to utilize the translational invariance along the X axis
with the primitive vector eX , we make another Fourier trans-
form along X to get the full Bloch basis:
|k, λ〉 ≡ 1√
NX
∑
m
eimkX |m, kY , λ〉 =
1√
N
∑
m,n
eiRm,n ·k|m, n, λ〉
parameterized by the wave vector k = (kX , kY)T. This transfor-
mation further decouples the lattice degree of freedom along
the X axis and leads to
Hˆ0 =
∑
k
[|k, A〉, |k, B〉]H0(k)
[
〈k, A|
〈k, B|
]
,
where
H0(k) ≡
[
0 f (k)
f (−k) 0
]
(5)
is the 2×2 tight-binding Hamiltonian and
f (k) = −(1 + eikY + e−ikX ). (6)
The eigenenergies are E(±)(k) = ±| f (k)|, where
| f (k)| =
√
3 + 2[cos kX + cos kY + cos(kX + kY )]
=
√
3 + 2 cos(
√
3ky) + 4 cos
3kx
2
cos
√
3ky
2
. (7)
The corresponding eigenstates are |Φ(±)(k)〉 =
[1,± f ∗(k)/ | f (k)|]T . Note that we normalize every spinor to√
2 throughout this work.
In the Cartesian coordinates, the first Brillouin zone is a
regular hexagon, as shown in Fig. 3(a). In the tilted coordi-
nates, the first Brillouin zone is a square kX , kY ∈ [−pi, pi], as
shown in Fig. 3(b). The two inequivalent Dirac points are
K ≡
(
2pi
3
,
2pi
3
√
3
)
=
(
2pi
3
,
2pi
3
)
T
,
K′ ≡
(
2pi
3
,− 2pi
3
√
3
)
=
(
4pi
3
,−2pi
3
)
T
−→
(
−2pi
3
,−2pi
3
)
T
,
where in the last step of the second line we have shiftedK′ by
a reciprocal vector along the X axis.
The continuum model Hamiltonian is obtained from H0(k)
by considering k in a given valley, sayK, defining the reduced
wave vector q ≡ k−K, and expanding f (k) into Taylor series
with respect to q. For example, expanding f (k) up to the first
order of q gives the widely used linear continuum model. For
the K valley, we have f (k) ≈ vF |q|e−i(pi/6−θq) and hence the
linear continuum model
HK(q) = vF |q|
[
0 e−i(pi/6−θq)
ei(pi/6−θq) 0
]
, (8)
where vF ≡ 3/2 is the Fermi velocity and θq is the azimuth
angle of q in the Cartesian coordinates. For the K′ valley,
f (k) ≈ −vF |q|ei(pi/6−θq); thus
HK′ (q) = −vF |q|
[
0 ei(pi/6−θq)
e−i(pi/6−θq) 0
]
. (9)
The linear continuum model for either valley gives the same
isotropic, linear dispersion E(±)(q) = ±vF |q| that totally ig-
nores the trigonal warping. The corresponding eigenstates are
|Φ(±)
K
(q)〉 = [1,±ei(pi/6−θq)]T for the K valley and |Φ(±)
K′ (q)〉 =
4[1,∓e−i(pi/6−θq)]T for the K′ valley. By expanding f (k) into
high orders of q, trigonal warping can be included into the
continuum model.
Now we discuss a distinguishing feature of the tight-
binding model compared with all the continuum models (in-
cluding those with high-order corrections for trigonal warp-
ing): the existence of “abnormal” evanescent states. Let
us consider a given ky (or qy) and determine the kx (or qx)
of all the eigenstates on the Fermi level. For qy < qF ≡
|EF |/vF , the linear continuum model of either valley gives
two traveling eigenstates characterized by the reduced wave
vector (±(q2
F
− q2y)1/2, qy) in the Cartesian coordinate. For the
tight-binding model, kx is determined by EF = sgn(EF)| f (k)|,
where k ≡ (kx, ky) and sgn(x) ≡ +1 for x > 0 and −1 for
x < 0. The solutions can be visualized as the two intersection
points between the horizontal line ky and the Fermi contour
EF = sgn(EF)| f (k)| in the (kx, ky) plane; e.g., for EF = 0.75
and ky = 0.70, we obtain two traveling eigenstates [blue dots
in Fig. 3(a)]. When ky approaches the Dirac point, the eigen-
states from the tight-binding model approach those from the
linear continuum model. Similarly, in the tilted coordinate
system, the eigenstates with a given kY on the Fermi level can
also be determined as the two intersection points between the
horizontal line kY and the Fermi contour EF = sgn(EF)| f (k)|
in the (kX , kY)T plane, as shown in Fig. 3(b) for EF = 0.75 and
kY = 1.21.
Surprisingly, in addition to these two “normal” eigenstates,
the tight-binding model also has two extra, “abnormal” eigen-
states. To make this clear, we follow Ref. 56 and solve the 1D
Schro¨dinger equation
− t†|Φ(m − 1)〉 + (E − h(kY))|Φ(m)〉 − t|Φ(m + 1)〉 = 0 (10)
for the 1D chain along the X axis under the Bloch condition
|Φ(m)〉 = eimkX |Φ〉, where kX may be either real or complex.
Equation (10) can be written as
H0(k)|Φ〉 = E|Φ〉, (11)
where k ≡ (kX , kY)T = (kx, ky) is the wave vector and H0(k)
is the 2×2 Hamiltonian of the tight-binding model [see Eq.
(5)]. For a given, real wave vector k, Eq. (11) reproduces the
energy dispersions and eigenstates of uniform graphene. Here
we need to find all the eigenstates with a given kY on the Fermi
level. For this purpose, we let λ ≡ eikX be the propagation
phase along the +X axis by one unit cell, set E = EF , and
rewrite Eq. (10) as
[−t† + λ(EF − h(kY )) − λ2t]|Φ〉 = 0, (12)
from which we obtain four solutions for λ (and hence kX) and
|Φ〉. Two solutions correspond to the “normal” eigenstates and
can be explicitly obtained by rewriting Eq. (12) as an explicit
quadratic equation for λ:
(1 + eikY )λ2 + [(3 + 2 cos kY ) − E2F]λ + (1 + e−ikY ) = 0.
The other two solutions are “abnormal” evanescent eigen-
states, including a right-going one
λ0 = 0, |Φ0〉 =
[√
2
0
]
(13)
and a left-going one
λ∞ = ∞, |Φ∞〉 =
[
0√
2
]
. (14)
Finally we discuss the physical meaning of these “abnor-
mal” evanescent eigenstates. The wave function of the right-
going one [Eq. (13)] starting from a unit cell m0 is defined in
the half plane on the right of m0 only (i.e., m ≥ m0):
|Φ0(m|m0)〉 = λm−m00 |Φ0〉 =
{ |Φ0〉 (m = m0),
0 (m ≥ m0 + 1).
The wave function of the left-going one [Eq. (14] starting
from a unit cell m0 is defined in the half plane on the left of
m0 only (i.e., for m ≤ m0):
|Φ∞(m|m0)〉 = λm−m0∞ |Φ∞〉 =
{ |Φ∞〉 (m = m0),
0 (m ≤ m0 − 1).
Using t†|Φ0〉 = t|Φ∞〉 = 0, we can readily verify that
|Φ0(m|m0)〉 (|Φ∞(m|m0)〉) indeed satisfies the Schro¨dinger
equation Eq. (10) with m ≥ m0 + 1 (m ≤ m0 − 1), so it is in-
deed an eigenstate on the Fermi level of uniform graphene, al-
though it only exists in the half planem ≥ m0 (m ≤ m0). These
“abnormal” evanescent eigenstates originate from the singu-
larity of the 2×2 hopping matrix between neighboring unit
cells. For example, the wave function |Φ0(m|m0)〉 is nonzero
on the A site of the unit cell m = m0, but this site cannot hop
to the neighboring unit cell m0 + 1 on its right (see Fig. 2),
so |Φ0(m|m0)〉 vanishes for m ≥ m0 + 1. Similarly, the wave
function |Φ∞(m|m0)〉 is nonzero on the B site of the unit cell
m = m0, but this site cannot hop to the neighboring unit cell
m0 − 1 on its left, so |Φ∞(m|m0)〉 vanishes for m ≤ m0 − 1.
The “abnormal” evanescent eigenstates do not exist in an
infinite uniform graphene, but they do appear near the inter-
face of the graphene junction. When considering the transmis-
sion of an incident traveling wave, it is important to include
these “abnormal” eigenstates.
B. Mode-matching across P-N junctions
Due to the translational invariance along the Y axis, the
scattering of incident states with different kY ’s is decoupled, so
we need only consider the 1D chain with a given kY ∈ [0, 2pi].
As shown in Fig. 2, each unit cell contains two orbitals A and
B. The 2×2 on-site energy of unit cell m is VmI2×2 + h(kY ),
where Vm is the on-site potential: Vm = VL for m ≤ 0 and
Vm = VR for m ≥ 1 [see Fig. 2(b)]. The 2×2 hopping from
unit cell m + 1 to m is t [Eq. (4)]. The scattering state on the
Fermi level EF satisfies the Schro¨dinger equation for the 1D
chain:
−t†|Ψ(m−1)〉+(EF−h(kY )−Vm)|Ψ(m)〉−t|Ψ(m+1)〉 = 0. (15)
Next we follow similar procedures to the usual mode-
matching technique for continuum models.
As the first step, we need to find all the left-going and
right-going eigenstates of each uniform region on the Fermi
5level. Here right-going (left-going) eigenstates refer to both
evanescent eigenstates that decay along the +X (−X) axis
and traveling eigenstates whose group velocity ∂E(k)/∂kX
along the +X axis of the tilted coordinates, or equivalently
the group velocity ∂E(k)/∂kx along the +x axis of the Carte-
sian coordinates, is positive (negative)58, where we have used
∂/∂kX = (2/3)∂/∂kx according to Eq. (1). These eigenstates
can be obtained by exactly the same way as the previous sub-
section, with the only difference being EF → εL = EF − VL
(EF → εR = EF−VR) for the left (right) region. For the region
s (= L or R), we obtain one right-going traveling eigenstate
and one left-going traveling eigenstate as the two intersection
points between the given horizontal line kY and the Fermi con-
tour |εs| = | f (k)| in the k = (kX , kY)T plane. For each region,
we also obtain two “abnormal” evanescent eigenstates: Eqs.
(13) and (14). For clarity, we use λα ≡ eikX,α (α = i, r, t) for
the propagation phases of different traveling eigenstates over
one unit cell along the X axis: α = i (α = r) for the right-
going (left-going) eigenstate in the left N region and α = t for
the right-going traveling eigenstate in the right P region. The
condition that ki, kr, and kt lie on the Fermi contour amounts
to
|εL| = | f (ki)| = | f (kr)| , (16a)
|εR| = | f (kt)| , (16b)
where f (k) is defined in Eq. (6). The wave vectors and spinors
of the incident, reflection, and transmission eigenstates are
kα ≡ (kX,α, kY)T and |Φα〉 = [1, eiϕα]T , where
eiϕi ≡ f
∗(ki)
| f (ki)|
, (17a)
eiϕr ≡ f
∗(kr)
| f (kr)|
, (17b)
eiϕt ≡ − f
∗(kt)
| f (kt)|
. (17c)
As the second step, we consider a right-going incident trav-
eling wave in the left N region
|Φi(m)〉 = ei(m−1)kX,i |Φi〉
and calculate the scattering state. By solving Eq. (15) for
m = −∞, · · · , 0, we obtain the scattering state in the left N
region as the sum of the incident wave and the reflection wave:
|Ψ(m)〉 = |Φi(m)〉 + |Φr(m)〉 (m ≤ 1), (18)
where
|Φr(m)〉 = rei(m−1)kX,r |Φr〉 + r˜|Φ∞(m|1)〉 (19)
is a linear combination of the left-going traveling eigenstate
and the left-going “abnormal” evanescent eigenstate in the left
N region. By solving Eq. (15) for m = 1, 2, · · · ,+∞, we ob-
tain the scattering state in the right P region as the transmis-
sion wave
|Ψ(m)〉 = |Φt(m)〉 (m ≥ 0), (20)
which is a linear combination of the right-going traveling
eigenstates and the right-going “abnormal” evanescent eigen-
state in the right P region:
|Φt(m)〉 = teimkX,t |Φt〉 + t˜|Φ0(m|0)〉. (21)
There are four unknown coefficients, including two reflection
coefficients r, r˜ and two transmission coefficients t, t˜.
As the final step, the overlap of Eqs. (18) and (20) at
the interface region m = 0, 1 gives the continuity condition
|Φi(m)〉+|Φr(m)〉 = |Φt(m)〉 form = 0, 1 [see the dashed square
in Fig. 2(b)]. The equation at m = 1 gives
1 + r = eikX,t t, (22a)
eiϕi + eiϕr r +
√
2r˜ = eikX,t eiϕt t. (22b)
The equation at m = 0 gives
e−ikX,i + e−ikX,r r = t +
√
2t˜, (23a)
e−ikX,i eiϕi + e−ikX,r eiϕr r = eiϕt t. (23b)
These four equations uniquely determine the four unknown
coefficients r, r˜, t, t˜. Remarkably, Eqs. (22a) and (23b) form
a closed set of equations for the traveling eigenstates alone,
from which we obtain
r = − e
i(ϕi−kX,i) − ei(ϕt−kX,t)
ei(ϕr−kX,r) − ei(ϕt−kX,t) , (24a)
t = e−ikX,t (1 + r). (24b)
Moreover, the “abnormal” evanescent eigenstates decay to
zero over a single unit cell and hence do not contribute to
the reflection and transmission waves away from the inter-
face; e.g., |Φr(m)〉 = rei(m−1)kX,r |Φr〉 at m ≤ 0 only contains
the left-going traveling eigenstate, while |Φt(m)〉 = teimkX,t |Φt〉
at m ≥ 1 only contain the right-going traveling eigenstates.
Therefore, the presence of the “abnormal” evanescent eigen-
states has no effect on the scattering properties of a sharp in-
terface along the zigzag axis. The transmission probability
of an incident traveling eigenstate with wave vector kY on the
Fermi level is
T (kY ) = 1 − |r(kY )|2. (25)
Perfect transmission corresponds to T (kY) = 1, which
amounts to r(kY ) = 0 or equivalently
ei(ϕi−kX,i) = ei(ϕt−kX,t) , ei(ϕr−kX,r). (26)
Next we discuss the mode-matching condition at the inter-
face m = 0, 1 (see Fig. 4) in more detail to explain why the
“abnormal” evanescent eigenstates do not affect the transmis-
sion of the traveling eigenstate. The key is that the 2×1 spinor
|Φ〉 = [a, b]T means that the wave amplitude at the A site is
a, while that at the B site is b. Therefore, the matching of
the 2×1 spinor wave function at m = 0 and 1 amounts to the
matching of the wave amplitudes at the four sites in Fig. 4:
Eq. (22a) [Eq. (22b)] for the matching at the A (B) site of
unit cell m = 1 and Eq. (23a) [Eq. (23b)] for the matching at
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FIG. 4. (a) Continuity of the scattering wave function at the inter-
face unit cells m = 0 and 1. Each unit cell contains two atoms, as
connected by the thick solid line. (b)-(d) show the amplitudes of the
incident, reflection, and transmission waves at each carbon site.
the A (B) site of m = 0. However, the left-going ideal evanes-
cent state |Φ∞(m|1)〉 contained in |Φr(m)〉 is nonzero only on
the B site of m = 1, while the right-going ideal evanescent
eigenstate |Φ0(m|0)〉 contained in |Φt(m)〉 is nonzero only on
the A site of m = 0. Therefore, the matching conditions on
the A site of m = 1 [Eq. (22a)] and on the B site of m = 0
[Eq. (23b)], as enclosed by the red box in Fig. 4, do not con-
tain any “abnormal” evanescent waves. The matching of the
traveling waves at these two sites uniquely determines the re-
flection and transmission coefficients r and t for the traveling
eigenstates.
C. Generalized pseudospin in tight-binding model
In the linear continuum model, the perfect Klein tunneling
at normal incidence has a physically transparent interpreta-
tion as the conservation of the pseudospin3,57,59. In the tight-
binding model, however, such a simple physical picture for
the Klein tunneling is still lacking, due to the broken chirality
of the Dirac fermions by the trigonal warping44,45,60,61.
Here we demonstrate that in the tight-binding model, the
perfect transmission over the energy range E ∈ [−1,+1] can
always be interpreted as the conservation of a generalized
pseudospin. The key is that the mode-matching conditions
for the traveling waves at the interface form a closed set of
equations [Eqs. (22a) and (23b)], which can be put into the
form
|ui〉 + r|ur〉 = teikX,t |ut〉, (27)
where
|uα〉 ≡
[
1
ei(ϕα−kX,α)
]
(α = i, r, t).
The perfect transmission condition [Eq. (26)] leads to |ui〉 =
|ut〉 , |ur〉. Conversely, once |ui〉 = |ut〉 , |ur〉, we immedi-
ately obtain r = 0 and hence perfect transmission. Thus we
arrive at the following necessary and sufficient condition for
perfect transmission:
|ui〉 = |ut〉 , |ur〉. (28)
By regarding the A, B sites inside the red box of Fig. 4 as a
special unit cell across the interface, |ui〉, r|ur〉, and teikX,t |ut〉
become the amplitudes of the incident, reflection, and trans-
mission waves inside this unit cell, as shown in Fig. 4(b)-(d).
Therefore, Eq. (27) simply expresses the continuity of the
scattering wave function inside this special unit cell. Then we
can associate each spinor with a generalized pseudospin
σα ≡
〈uα|σˆ|uα〉
〈uα|uα〉
= (cos(ϕα − kX,α), sin(ϕα − kX,α)), (29)
where σˆ = (σˆx, σˆy) and σˆx,y are Pauli matrices. Then the
perfect transmission condition amounts to
σi = σt , σr, (30)
i.e., conservation of the generalized pseudospin across the
graphene junctions.
D. Generalizations to finite-width junctions
0-1 21 N
« «
N+1
«
N-1
Interface
FIG. 5. An arbitrary junction consists of the left uniform region (m ≤
0), the interface region (1 ≤ m ≤ N), and the right uniform region
(m ≥ N + 1). The arrows indicate the incident wave, the reflection
wave, and the transmission wave.
The mode-matching technique in the tilted coordinates can
also deal with finite-width junctions. Suppose the left N re-
gion, the right P region, and the interface region consist of the
unit cells (m, n) with m ≤ 0, m ≥ N + 1, and 1 ≤ m ≤ N,
respectively. By using the Fourier transform Eq. (2) from the
on-site basis into the hybrid basis |m, kY , α〉, we reduce the 2D
junction into a 1D chain parameterized by a given kY . Each
unit cell contains two orbitals A and B. The 2×2 on-site en-
ergy of the unit cell m is VmI2×2 + h(kY ), where the on-site
potential Vm = VL in the left N region (m ≤ 0), Vm = VR in
the right P region (m ≥ N + 1), and Vm can be arbitrary in the
interface region (1 ≤ m ≤ N), as shown in Fig. 5(b). The 2×2
hopping from unit cell m + 1 to m is t [Eq. (4)].
For a right-going incident wave on the Fermi level from the
left N region |Φi(m)〉 = ei(m−1)kX,i |Φi〉, the scattering state is
obtained by solving the 1D Schro¨dinger equation Eq. (15).
Solving Eq. (15) with m ≤ 0 gives
|Ψ(m)〉 = |Φi(m)〉 + rei(m−1)kX,r |Φr〉 + r˜λ(m−1)∞ |Φ∞〉 (m ≤ 1),
7where the last two terms are reflection waves. Solving Eq.
(15) with m ≥ N + 1 gives the transmission waves
|Ψ(m)〉 = tei(m−N)kX,t |ΦX,t〉 + t˜λ(m−N)0 |Φ0〉 (m ≥ N).
The unknown variablesr, r˜, t, t˜, and |Ψ(m)〉 (2 ≤ m ≤ N − 1)
can be uniquely determined by Eq. (15) with m = 1, 2, · · · , N.
This is reminiscent of the mode-matching method developed
by Ando58, albeit in the tilted coordinates. For large N, ana-
lytical solutions are no longer available, and numerical calcu-
lations are necessary.
III. NUMERICAL RESULTS AND DISCUSSIONS
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FIG. 6. Fermi contours for the N region (conduction band, red con-
tour) and P region (valence band, blue contour) of a symmetric P-N
junction with εL = εR = 0.9. The arrows indicate the reduced wave
vectors qi,qr , and qt for the incident, reflection, and transmission
waves.
The mirror symmetry of the P-N junction about the x axis
guarantees the transmission probability T (ky) to be an even
function of ky. So we limit our discussions to one valley, say
K, and define the reduced wave vector q ≡ k −K. For speci-
ficity we calculate the transmission probability of electrons in
the K valley across a symmetric graphene P-N junction with
εL = −εR = V0; i.e., the electron doping in the left N region
is equal to the hole doping in the right P region. We present
our calculation results in the conventional Cartesian coordi-
nates (see Fig. 1) to make them accessible to readers that are
more familiar with the Cartesian coordinates. For a given qy,
the wave vectors of the incident, reflection, and transmission
waves correspond to the intersection points of the horizontal
line qy and the Fermi contour in the (qx, qy) plane, as shown
in Fig. 6. The incident wave is characterized by either qy or
the azimuth angle θi of qi, so the transmission probability is
denoted by T (qy) or T (θi). For clarity we define qy,PT (θPT)
as the critical momentum (angle) leading to perfect transmis-
sion: T (qy,PT) = 1 [T (θPT) = 1]. For reference, the con-
ventional continuum model with a linear dispersion gives the
transmission probability T (θi) = cos
2 θi (Ref. 4) and hence
qy,PT = θPT = 0.
A. Numerical results
At the beginning, we plot in Fig. 7 the exact results from the
tight-bindingmodel for the transmission probability, as calcu-
lated from Eqs. (25) and (24). At very low doping V0 = 0.01,
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FIG. 7. (a) Transmission probability as a function of qy. (b) Trans-
mission probability as a function of the azimuth angle θi of the inci-
dent wave vector qi.
perfect transmission occurs at qy,PT = θPT = 0, in agreement
with the well-known Klein tunneling in the widely used linear
continuum model3. However, with increasing doping level,
qy,PT and θPT exhibit larger and larger deviations from zero,
indicating perfect transmission at oblique incidence.
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FIG. 8. Transmission probability from the tight-binding model vs
those from the linear continuum model (solid orange line) or with
quadratic corrections (dashed orange line) for different doping levels:
(a) V0 = 0.01, (b) V0 = 0.1, (c) V0 = 0.5, and (d) V0 = 0.99.
In Fig. 8, we compare the exact results from the tight-
binding model to those from the continuum models. At very
low doping V0 = 0.01 [Fig. 8(a)], all the models agree with
each other and give θPT = 0. However, with increasing dop-
ing level, the results from the continuummodels deviate more
and more from the exact results. Actually, the deviation is ap-
preciable even at relatively low doping V0 = 0.1 [Fig. 8(b)],
where the trigonal warping is small: η = 3% [Fig. 1(c)]. In-
terestingly, even the continuummodel with a quadratic correc-
tion (dashed orange line) to incorporate the trigonal warping
up to the lowest order (see the Appendix) does not agree with
the exact results.
Next we illustrate the generalized pseudospin picture (see
Sec. II C) in the tight-binding model. As shown in Fig. 9, for
a given qy, the wave vectors qi, qr, qt of the incident, reflec-
tion, and transmission waves are obtained as the intersection
points between a horizontal line (see the orange dashed line
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FIG. 9. Fermi contours for each region of the graphene P-N junc-
tion in the Cartesian coordinate (qx, qy) for different doping levels:
(a) V0 = 0.01 and (b) V0 = 0.5. Red (blue) for right-going (left-
going) states and arrows for their pseudospins. In each panel, the
inset shows the transmission probability T (θi) as a function of the
azimuth angle θi of the incident wave vector qi.
for an example) corresponding to this qy and the Fermi con-
tour. For low doping V0 = 0.01, the condition σi = σt , σr
is satisfied at qy = 0, so perfect transmission occurs at normal
incidence θPT = 0 [Fig. 9(a)]. For higher doping V0 = 0.5
[Fig. 9(b)], the texture of the generalized pseudospins on the
Fermi contour is twisted relative to those at low doping. In
this case, the condition σi = σt , σr occurs at θPT ≈ −14.6 ◦;
i.e., perfect transmission occurs for oblique incidence.
B. Experimental feasibility
Ever since the initial theoretical prediction3, many exper-
imental efforts24–33,35 have been devoted to Klein tunneling
in graphene, culminating in the experimental demonstration
of the prominent angular dependence of the transmission
probability in graphene P-N junctions29–31,33. In particular,
the recent fabrication of high-quality graphene P-N junctions
with high doping levels45 makes the high-energy transmis-
sion across graphene P-N junctions experimentally accessi-
ble; e.g., the perfect transmission angle θPT may be extracted
by measuring the angular dependence of transmission proba-
bility. To serve future experiments, we plot the perfect trans-
mission momentum qy,PT and the perfect transmission angle
θPT as functions of the doping level V0 in Fig. 10.
Up to now, we have focused on symmetric P-N junctions
with a sharp interface and equal doping level and trigonal
warping on both sides. For asymmetric P-N junctions, the
trigonal warping in the N region is not equal to that in the P
region. This may weaken the effect of perfect transmission
at oblique incidence by shifting θPT towards zero. A smooth
junction potential usually suppresses the transmission as the
incident angle increases4 and plays an important role in the
electron optics in the graphene P-N junction33. This may hin-
der the experimental observation of perfect transmission at
oblique incidence. Fortunately, a very recent experiment62
shows that atomically sharp graphene P-N junctions can be
fabricated on the copper surface. The potential difference be-
tween the P and the N regions can reach 2V0 = 660 meV,
corresponding to a doping level V0 = 0.33 eV and doping
density 1013 cm−2 [see the inset of Fig. 10(b)]. At this doping
level, the trigonal warping is η = 4% and the perfect transmis-
sion angle is θPT ≈ −3.5 ◦. Moreover, a previous theoretical
study shows that the electron-electron interaction63 generally
enhances the trigonal warping. Therefore, we expect the per-
fect transmission at oblique incidence to be experimentally
accessible in the near future.
Finally, we note the intensive experimental activities in
simulating the honeycomb lattices by cold atoms and opti-
cal lattices64. In particular, the possibility of Klein tunnel-
ing in these system has been examined65–69 and observed
recently70,71. These simulated graphene systems may provide
an alternative platform for observing the perfect transmission
at oblique incidence. It would also be interesting to explore
the effect of trigonal warping on the transmission across bi-
layer graphene P-N junctions72,73.
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FIG. 10. (a) Incident wave vector (black dots) on the Fermi contour
leading to perfect transmission under different doping levels V0. (b)
Critical momentum qy,PT and angle θPT for perfect transmission as
functions of the doping level. The inset shows the doping density vs.
the Fermi energy, as calculated from the tight-binding model.
IV. CONCLUSIONS
We have developed an analytical mode-matching technique
to study the electron transmission across graphene P-N junc-
tions over a wide energy range. In contrast to the well-
known Klein tunneling at normal incidence for low energies
in the linear Dirac regime, we find that at energies beyond
the linear Dirac regime, the Klein tunneling at normal inci-
dence becomes imperfect and trigonal warping causes perfect
9transmission at oblique incidence. We show that this phe-
nomenon arises from the conservation of a generalized pseu-
dospin in the tight-binding model. This generalizes the well-
known pseudospin picture for perfect Klein tunneling, previ-
ously limited to low energies in the linear Dirac regime, to
all the energy ranges. The perfect transmission at oblique in-
cidence cannot be described by the continuum model, even
after quadratic corrections have been introduced to incorpo-
rate trigonal warping up to the leading order. Our work may
be relevant for the applications of the graphene P-N junction
in electronics and electron optics.
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Appendix A: Hamiltonian of uniform graphene in Cartesian
coordinates
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FIG. 11. (a) Lattice structure of graphene: filled (empty) circles for
sublattice A (B). (b) Six Dirac points at the edge of the first Brillouin
zone of graphene.
As shown in Fig. 11(a), the honeycomb lattice of graphene
consists of two sublattices (denoted by A and B) and each unit
cell contains two carbon atoms (or piz-orbitals), one on each
sublattice. The tight-binding Hamiltonian of graphene is
Hˆ0 = −
∑
〈i, j〉
|i, A〉〈 j, B| − h.c.,
where 〈i, j〉 sums over all the nearest-neighbor carbon pairs,
|i, λ〉 (λ = A, B) is the piz orbital on the sublattice λ of unit cell
i, and we have taken the nearest-neighbor hopping energy as
the unit of energy. We take the A site as the origin of each unit
cell, so the relative displacements of the two carbon atoms
inside the unit cell are τA = 0 and τB = (1/2,−
√
3/2), where
we have taken the carbon-carbon bond length as the unit of
length. In terms of the unit cell locationRi, the location of the
site λ in unit cell i is Ri,λ = Ri + τλ.
By Fourier transforming the real-space basis {|i, λ〉} into the
momentum space basis {|k, λ〉}, the graphene Hamiltonian can
be transformed into the momentum space:
Hˆ0 =
∑
k
f (k)|k, A〉〈k, B| + h.c.,
where f (k) = −∑i=1,2,3 eik·di and {di} depend on the choices
on the Fourier transform. Namely, if we make the Fourier
transform using the location {Riλ} of the carbon sites:
|k, λ〉I ≡
1√
N
∑
i
eik·Riλ |i, λ〉,
then d1, d2, d3 denote the relative displacements of the three
nearest-neighbor B sites [empty circles in Fig. 11(a)] with
respect to the central A site [blue filled circle in Fig. 11(a)]:
dI1 = τB, d
I
2 =
1
2
,
√
3
2
 , dI3 = (−1, 0) .
However, if we make the Fourier transform using the location
{Ri} of the unit cells:
|k, λ〉II ≡
1√
N
∑
i
eik·Ri |i, λ〉,
then d1, d2, d3 denote the relative displacements of the three
nearest-neighbor unit cells [black filled circles in Fig. 11(a)]
with respect to the central unit cell [blue filled circle in Fig.
11(a)]:
dII1 = 0, d
II
2 = (0,
√
3), dII3 =
−3
2
,
√
3
2
 .
These two choices are connected by |k, A〉II = |k, A〉I,
|k, B〉II = e−ik·τB |k, B〉I, dIIi = dIi − τB, and fII(k) = e−ik·τB fI(k).
Both cases satisfy f ∗(−k) = f (k); thus under time-reversal
operation θˆ, which leaves |iλ〉 invariant and brings |k, λ〉 into
θˆ|k, λ〉 = |−k,λ〉, the graphene Hamiltonian remains invariant:
θˆHˆ0θˆ
−1
=
∑
k
f ∗(k)| − k, A〉〈−k, B| + h.c. = Hˆ0.
Diagonalizing the Hamiltonian in the momentum space gives
one conduction band and one valence band E±(k) = ±| f (k)|
or explicitly
E±(k) = ±
√
3 + 2 cos(
√
3ky) + 4 cos
3kx
2
cos
√
3ky
2
, (A1)
which touch each other (i.e., f (k) = 0) at six Dirac points
at the edge of the first Brillouin zone [Fig. 11(b)]. Since
K1,K3,K5 (K2,K4,K6) only differ by a reciprocal vector,
only two Dirac points are inequivalent, e.g.,K1 andK2. Here-
after we denoteK1 as K and K2 as K
′:
K =
2pi
3
(
1,
1√
3
)
,K′ =
2pi
3
(
1,− 1√
3
)
.
10
The continuum model near the Dirac point K j is obtained
by considering k ≈ K j and expanding f (k) into Taylor series
of q ≡ k −K j:
Hˆ j(q) =
∑
q
f j(q)|K j, A〉〈K j, B| + h.c.,
where f j(q) ≡ f (K j + q). Up to the second order of q, we
have
f1,I(q) = f
∗
4,I(−q) =
3
2
qe−ipi/6+iθq − 3
8
q2eipi/3e−i2θq ,
f2,I(q) = f
∗
5,I(−q) =
3
2
qe−ipi/6−iθq − 3
8
q2eipi/3ei2θq ,
f3,I(q) = f
∗
6,I(−q) =
3
2
iqeiθq +
3
8
q2e−i2θq ,
for choice I, where θq is the azimuthal angle of q. This choice
gives a concise form for the O(q2) terms, so it is usually
used to study the trigonal warping effect of graphene47. For
choice II, the O(q2) term is very complicated (although differ-
ent choices of the Fourier transform give the same physics74),
so we only give the Taylor expansion up to O(q):
f1,II(q) = f3,II(q) = f5,II(q) =
3
2
qe−ipi/6+iθq ,
f2,II(q) = f4,II(q) = f6,II(q) = −
3
2
qeipi/6−iθq .
For either case, we have the identity fi+3(q) = f
∗
i
(−q), which
follows from the time-reversal symmetry f ∗(−k) = f (k).
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