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Recent developments in the field of deep learning have motivated many researchers to apply these methods to
problems in quantum information. Torlai and Melko first proposed a decoder for surface codes based on neural
networks. Since then, many other researchers have applied neural networks to study a variety of problems in the
context of decoding. An important development in this regard was due to Varsamopoulos et al. who proposed a
two-step decoder using neural networks. Subsequent work of Maskara et al. used the same concept for decoding
for various noise models. We propose a similar two-step neural decoder using inverse parity-check matrix for
topological color codes. We show that it outperforms the state-of-the-art performance of non-neural decoders
for independent Pauli errors noise model on a 2D hexagonal color code. Our final decoder is independent of the
noise model and achieves a threshold of 10%. Our result is comparable to the recent work on neural decoder for
quantum error correction by Maskara et al.. It appears that our decoder has significant advantages with respect
to training cost and complexity of the network for higher lengths when compared to that of Maskara et al.. Our
proposed method can also be extended to arbitrary dimension and other stabilizer codes.
PACS numbers: 03.67.Pp
Keywords: Quantum Error Correction, Neural Networks, Deep Learning, Topological Codes, Surface Codes, Stabilizer
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I. INTRODUCTION
In quantum computers basic unit of information is a qubit.
Qubits are highly susceptible to noise. Hence to protect the
information, we use quantum codes. A very popular class
of quantum codes for protecting information are topological
quantum codes. In this paper we focus on a subclass of topo-
logical codes in two spatial dimensions called color codes [1].
To correct the impact of noise on the encoded information we
would need a decoder. Novel decoding algorithms for 2D
color codes have been proposed earlier in [2–5]. However,
these are not optimal and do not meet the theoretical bounds
for performance. Furthermore, designing decoders for non-
Pauli noise is a challenging problem.
Recent developments in the fields of machine learning
(ML) and deep learning (DL) have motivated many re-
searchers to apply these methods to decoding quantum codes.
Torlai and Melko were the first to propose a decoder for sur-
face codes based on neural networks [6]. Since then, many
other researchers have applied neural networks to study a va-
riety of problems in the context of decoding [6–15].
In this paper we only focus on decoding of color codes us-
ing neural networks. Early work based on neural networks
attempted to the solve the problem using using neural net-
works entirely. These did not beat the non-neural methods.
An important development in this context was due to [7] who
proposed a combination of neural networks and non-neural
decoders. More precisely, they have a two-step decoder where
in the first-step, they estimate an pure-error and in the second-
step, they use a neural network which estimates the logical. In
their recent work [16], they mention that any simple decoder
can be used in the first-step. The authors of [11] claim that the
work of [7] is a special case of their generalized framework of
building neural networks for decoding stabilizer codes. The
works of [9, 10] attempt to use neural networks for fault-
tolerant setting. The most relevant work to ours is [15] in
which a similar combination of two decoders is employed to
conclusively demonstrate the usefulness of neural decoders.
They proposed a neural decoder with progressive training pro-
cedure that outperformed previously known decoders for 2D
color codes.
In this work, we propose a similar two-step neural decoder
for color codes and study its performance for the hexagonal
color code on the torus. We propose two variations, one which
achieves a threshold of 10% and another with an important
modification that achieves a near optimal threshold for inde-
pendent bit-flip/phase-flip noise model. This modification can
be incorporated in other neural network based decoders and
could be of potentially larger importance. The main challenge
involved with neural networks is determining the correct ar-
chitecture in order to improve the overall threshold. We model
our non-neural decoder in a simple way and show the advan-
tages of doing so with the improvement in performance of the
neural decoder, the reduction in cost of training and scaling
associated with the distance of the code. Our main contribu-
tions are,
1) We propose a two-step neural decoder with a simple decod-
ing procedure in the first-step, applicable for all stabilizer
codes.
2) We suggest an alternative approach on combining the non-
neural and the neural decoder which can be incorporated in
other neural network based decoders.
3) Our proposed approaches seem to have significant advan-
tages with respect to training cost and complexity of the
network for higher lengths when compared to the previous
work of Maskara et al. [15].
The paper is organized as follows. We review the necessary
background on Quantum Error Correction (QEC), ML and DL
in Section II. We then describe our approach, the neural ar-
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2chitecture used in detail and compare it with related work in
Section III. In Section IV, we point out valuable insights from
our work and conclude in Section V.
II. BACKGROUND
In this section, we summarize the necessary background on
Quantum Error Correcting Codes (QECC). In Section II A, we
briefly review stabilizer codes. In this paper we focus on color
codes which are introduced in Section II B. Lastly, in the Sec-
tion II C we describe basics of ML and DL with emphasis on
deep learning by discussing the various components in a neu-
ral network which can be changed depending on the problem
to be solved.
A. Stabilizer codes
In this section, we briefly review stabilizer codes. Recall,
that the Pauli group on a single qubit is generated by the Pauli
matrices {±iI,X, Y, Z}. The group Pn consists of tensor
products on n single qubit Pauli operators, P1⊗P2⊗ ...⊗Pn.
A stabilizer code is defined by an abelian subgroup S ⊂ Pn,
such that −I 6∈ S . The codespace Q, is joint +1-eigenspace
of S .
Q = { |ψ〉 ∈ (C2)⊗n | S|ψ〉 = |ψ〉 for all S ∈ S }
An [[n, k]] stabilizer code encodes k logical qubits into
n physical qubits and its stabilizer S will have n − k in-
dependent generators. We assume that S is generated by
Sg = {S1, . . . , Sm}, where m ≥ n − k and S1, . . . , Sn−k
are linearly independent.
Let C(S) be the centralizer of S i.e. the set of all Pauli
operators that commute with all the elements of S. Let Lg =
{Xi, Zi}ki=1, where Xi and Zj denote the logical X and Z
operators of the code. Also, Xi, Zj commute if i 6= j and
anti-commute if i = j. Let L = 〈X1, . . . , Xk, Z1, . . . , Zk〉.
We define another set of operators Tg = {T1, T2, . . . Tn−k}
called the pure errors, such that Ti and Sj commute if i 6= j
and anti-commute if i = j. The pure errors commute with
each other and also with the logical operators. Let T =
〈T1, . . . , Tn−k〉. Note that {Sg,Lg, Tg} together form a gen-
erating set for Pn.
An error operator, E /∈ C(S) will anti-commute with at
least one stabilizer operator in group S. If E anti-commutes
with the ith stabilizer Si ∈ S, the ith syndrome bit si is one
and zero otherwise. By calculating the syndrome values for all
the stabilizer generators, the syndrome vector can be written
as, s = (s1, s2, ..., sm) where m ≥ n− k.
We can write the error operator E = TLS up to a phase as
proposed in [17]. Here T ∈ T , S ∈ S and L ∈ L. Note that
the operators T , L, S depend on the error E. The effect of
S is trivial, implying two error patterns E and E′ = SE will
have same effect on codespace. S introduces an equivalence
relation in error operators and hence finding S is of little in-
terest. Also, given syndrome (s), we can uniquely identify T
but identifying L is a difficult task. The problem of error cor-
rection for stabilizer codes is finding the most likely L given
the syndrome vector s. Mathematically, we can write this as,
L̂ = argmax
γ ∈ L
Pr (γ | s) = argmax
γ ∈ L
∑
δ ∈ S
Pr (γδ | s) (1)
Decoding can be thought of as a classification problem. We
have 4k classes, which is exponential in k and this reformu-
lation of the decoding problem as a classification is not much
help for large k. Fortunately, surface codes and color codes
have fixed number of logical operators for any length and this
reformulation can be taken advantage of. However, this is
not sufficient, note that the computation of the probabilities in
Eq. (1), requires the summation over 2n−k terms which is of
exponential complexity. So the reformulation of the decoding
as a classification is not adequate, but further work is required
to fully exploit this perspective.
B. Color codes
Topological codes are a class of stabilizer codes where the
stabilizer generators are spatially local. Popular examples of
topological codes are Toric codes [18] and Color codes [1].
Color codes are defined using a lattice embedded on a surface.
Every vertex is trivalent and faces are 3-colorable.
Qubits are placed on the vertices of the lattice and for each
face f , we define an X and Z type operators called the face
operators. We define the the stabilizers as,
Z(f) =
∏
v∈f
Zv, X
(f) =
∏
v∈f
Xv
All X and Z type operators corresponding to every face
generate the stabilizers of the color code. The color code on
a hexagonal lattice with periodic boundary is shown in the
Fig. 1. It encodes four logical qubits [1].
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Figure 1: Periodic color code on a hexagonal lattice
illustrated with a face and a stabilizer.
3C. Machine Learning and Deep Learning
1. An overview of Machine Learning
In traditional computing, algorithms are sets of explicitly
programmed instructions which perform a specific task as to
give out correct output for the given input. ML is a concept to
learn patterns from data through statistical analysis and make
predictions without those rules being programmed explicitly.
These ML algorithms are therefore data driven methods and
the process of learning these rules or patterns is called train-
ing of the ML model. Training is essentially an optimization
process minimizing an objective function called the loss func-
tion. This loss function plays an important role in the algo-
rithm learning these patterns and making good predictions.
There are many such algorithms for solving problems of
classification, regression etc and some of them are mentioned
in [19, 20]. Any function can be used as a loss function but
they need not necessarily help the algorithm learn. There ex-
ist specific loss functions which are mathematically proven to
be apt for solving each of the above mentioned tasks. Math-
ematically, the core of any ML algorithm is to estimate the
parameters of a function or set of functions which solve the
given task.
Training can be classified into two types, supervised learn-
ing and the unsupervised learning. The requirement for su-
pervised learning is labeled dataset of inputs (x) and the cor-
responding true outputs (y). These true outputs are some-
times referred to as ground truth. The ML algorithm will learn
the patterns in the data by this information of input and cor-
rect output during training and tries to predict (ŷ), the correct
prediction during testing. Eg. Classification, Regression. In
unsupervised learning, we still have input data but the corre-
sponding ground truth information is not present. The ML
algorithm is required to learn the patterns from the input data
alone without the information of the ground truth. Eg. Clus-
tering.
2. An overview of Deep Learning
Neuron and Activation functions: A neuron is an ele-
ment which takes an input x and performs the operation
f
(
w>x+ b
)
as shown in the Fig. 2. The parameters w are
called weights and the parameter b is called the bias. Each el-
ement of these vectors x,w and b are real numbers. The func-
tion f is a non-linear function and is called the activation func-
tion. Some common activation functions include Sigmoid,
TanH, ReLU (Rectified Linear Unit) etc as shown in the Fig. 3
and are exhaustively discussed in [21].
Deep Learning (DL) is a method in ML to estimate the pa-
rameters of a function using a combinations of this basic el-
ement neuron. It is common to address the combined set of
parameters in w and b as weights or parameters and we fol-
low this same convention in our subsequent discussion. The
activation function plays a very crucial role in DL since with-
out that, a neuron just performs a linear operation.
x2 w2 Σ f
Activation
function
f
(
w>x+ b
)Output
x1 w1
Weights (w)
xn wn
Bias
b
...
...
Inputs
Figure 2: A single neuron which accepts input x and outputs
f
(
w>x+ b
)
where f is an activation function. The vectors
x,w ∈ Rn and b ∈ R.
Architectures: Different combinations of these basic neurons
result in different architectures. Some of such famous archi-
tectures are Fully-Connected Networks (FC), Convolutional
Neural Networks (CNN), Recurrent Neural Networks (RNN)
etc. All these architectures comprise of layers which are again
a combination of neurons. Essentially, these architectures can
be characterized by these layers.
Fully-connected Network: We briefly describe the FC archi-
tecture which we use in our work as shown in Fig. 4. Any FC
network has an input layer, an output layer and hidden layers.
Each layer comprises of neurons and each neuron is connected
to every other neuron in the adjacent layers. Connectedness
implies that each neuron receives the output of the neurons it
is connected to in the previous layer and it passes the output
of itself to all the connected neurons in the next layer. All the
neurons in every layer follow this rule except that the neurons
in the input layer take the input from the data and the neurons
in the output layer give us the final prediction. The input data
and the output prediction varies from problem to problem. In
a simple image classification task, the input data is the image
and the output is the class label. As mentioned before, the
non-linear function plays a crucial role in the success of DL
in estimating complicated functions efficiently, making DL a
very powerful tool.
Loss functions: The loss function plays a prominent role in
the performance of any DL model. It is calculated between
the true label (y) or the ground truth and the prediction made
by the network (ŷ). The training procedure as described next
ensures that the predictions made by the network get closer to
the ground truth by minimizing the loss function as the train-
ing progresses. For regression problem, commonly used loss
functions are are `2 and `1 norms as defined below.
`2 (y, ŷ) = ‖y − ŷ‖2 =
∑
i
(yi − ŷi)2
`1 (y, ŷ) = ‖y − ŷ‖1 =
∑
i
|yi − ŷi|
For classification problems, cross-entropy (`CE) is used as the
loss function which is defined in the following equation.
`CE (y, ŷ) = −
∑
i
yi log (ŷi)
4−5 0 5
0
0.5
1
x
1
1+e−x
(a) Sigmoid function
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(b) TanH function
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max (x, 0)
(c) ReLU function
Figure 3: Various activation functions used commonly in DL. Note that ReLU does not saturate for high inputs.
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Figure 4: A sample fully-connected architecture with one
hidden layer. Each neuron in every layer is connected to
every other neuron in the adjacent layers. In this example, the
size of the input vector is m and the size of the output vector
is t. There are n hidden nodes in the hidden layer. The
parameters w represent the weights of the network.
We use this cross-entropy loss in our work since QEC can
be viewed as a classification problem as described in Sec-
tion III A. We discuss the reasons for using this loss in Sec-
tion III C.
Training: Training is nothing but estimating the values of the
weights of the network which minimizes the chosen loss func-
tion for the given training data or the input-output pairs. One
of the traditional method of updating the weights to minimize
a function is Gradient Descent (GD) algorithm. It is an iter-
ative algorithm which tries to optimize the objective function
and in our case minimize the loss function (`) through up-
dating the weights (w) of the network in each iteration by
following the update rule defined below, as discussed in [21].
wt+1 = wt − α∇w` (y,x,wt)
Here, wi are the weights of the network at the ith iteration.
The weights w0 are initialized randomly. There are many
methods to initialize these weights and we mention about
them shortly. The parameter α is called the learning-rate and
is a hyper-parameter. There are many such hyper-parameters
and we also discuss them later in this section. The speed with
which and the optima to which the model converges to, de-
pends on α.
The gradient descent algorithm requires us to train on the
entire training dataset at once, i.e calculate the average loss for
all the inputs in the dataset and update the weights. Since that
is not usually computationally feasible, a popular variant of
it called the Stochastic Gradient Descent (SGD) is employed.
Instead of training on the entire dataset at once, the model is
trained on small batches of data until all the training data is
exhausted which completes one epoch. The size of this batch
is called the batch-size as mentioned in [21]. For example, if
the entire dataset contains 1000 data points, then GD requires
us to calculate the average loss on all the 1000 inputs and then
update the weights in one iteration. In SGD, say we choose
the batch-size to be 50, then 50 data points are chosen ran-
domly from the entire dataset of 1000. The average loss is
calculated for that batch of 50 and the weights are updated.
This completes one iteration. In the second iteration, another
set of 50 data points are chosen randomly from the remaining
950 data points and the rest of the procedure follows. In this
example, a total of 20 iterations are required to exhaust the
entire dataset which completes an epoch.
One of the major limitation of gradient descent and its vari-
ants is that it does not guarantee convergence to global optima.
Since the loss is calculated between the true label (y) and the
prediction of the network (ŷ), it is indirectly a function of the
weights of the network w, since ŷ is a function of w and x.
Weight initialization and back-propagation: Before training,
the weights of the NN, w are randomly initialized. Weight
initialization plays a crucial role in training and performance
of the NN. There are many weight initialization methods but
5the popular ones are proposed by [22] and [23]. These meth-
ods have been shown to perform well in solving classifica-
tion problems. Training neural networks can be incredibly
costly with GD or SGD but with the use of a dynamic pro-
gramming based algorithm called the back-propagation algo-
rithm, the cost of training reduces significantly as discussed
in [21]. The back-propagation algorithm also uses gradient-
descent but stores the values of the gradients to the current
layer in order to calculate the gradients to the weights of the
previous layer.
Optimizers: There are many variants of the SGD algo-
rithm described above like RMSProp, AdaGrad as mentioned
in [21] which have a modified update rule. All these rules are
commonly called optimizers since they optimize the weights
of our network in order to minimize the loss function. We use
Adam optimizer, proposed by [24] because of the significant
improvements it offers during training and also in the perfor-
mance of deep neural networks.
Hyper-parameters: As we can see, numerous design deci-
sions are required to build a neural network like the archi-
tecture, the loss function, activation function, weight initial-
ization, optimizer etc. Once those are selected, we have few
more parameters to experiment with, listed as follows,
i) The number of hidden layers
ii) The learning rate
iii) The number of neurons in each layer
iv) The batch-size
These parameters are called hyper-parameters of the network.
Choosing the right set of hyper-parameters for a give prob-
lem is one of the biggest challenges of DL. These parameters
play a crucial role in both training and performance of the net-
works because the training procedure does not guarantee con-
vergence to global minima of the loss function, as mentioned
previously.
3. Process flow of a common DL architecture
The process flow of any DL architecture can be modeled as
shown in Fig. 5. The NN can be any neural network as de-
scribed previously. The NN takes an input x from the training
data and makes a prediction ŷ. The loss is calculated between
the ground truth y and the prediction ŷ. The optimizer then
updates the weights of the NN according to the update rule.
This whole process completes one iteration during training.
We repeat this process until the loss value between y and ŷ
saturates over multiple iterations.
4. Classification problem
In machine learning and statistics, classification is the prob-
lem of identifying to which of a set of categories or classes a
new observation belongs to. This relation is statistically ob-
tained from training data. A classification algorithm will pre-
dict the confidence score or the probability of the new obser-
vation belonging to a particular class. This can be illustrated
in a dummy example of classification between domestic cats
NN
Training data
Avg. 
Loss
OptimizerInput
Ground truth
Prediction
Batch
Figure 5: The process flow of any deep learning network.
The NN represents any neural network either FC, CNN,
RNN etc. It takes input x and makes the prediction ŷ. The
loss is calculated between the ground truth y and the
prediction ŷ using the weights during the iteration t. The
optimizer calculates the updates ∆w according to the update
rule and modifies the weights of the network for the (t+ 1)th
iteration.
and dogs with the knowledge of their weight and length as
shown in Fig. 6. The weight and height are called the fea-
tures since the algorithm classifies with that information. Es-
timating the parameters of the line is solving the classifica-
tion problem. In general the boundary could be a complicated
curve and there could be multiple classes with multiple fea-
tures. Commonly, these features might not be available and
we have to devise algorithms to extract them from the input.
Mathematically, if we assume the feature vector to be f for
an observation x and the total classes are the set C, then the
prediction ŷ is the most likely class that x belongs to as de-
fined in the following equation.
ŷ = argmax
c ∈ C
Pr (x ∈ c | f)
Generally, traditional ML algorithms requires us to extract
these features (f) from the input (x) using some rules where
as neural networks are known to extract them by themselves
from the input directly, for example as shown in [25]. This
helps immensely in the success of DL since the network learns
to extract the important features for solving the problem, in-
stead of us using hand coded rules to extract what we think
are important features.
III. DECODING COLOR CODES USING NEURAL
NETWORKS
In this section, we describe our problem formulation for
correction of phase errors and how the decoding can be mod-
eled as a classification problem. For any stabilizer code, every
error E can be uniquely decomposed to the pure error T , logi-
cal error L and a stabilizer S as mentioned in the Section II A.
E = TLS
614 16 18 20 22 24 26
30
40
50
Weight
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gh
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cats
dogs
Figure 6: Simple classification between domestic cats and
dogs depending on weight and height using dummy data.
Estimating the parameters of the boundary solves the
classification problem.
Given the syndrome s, we can uniquely identify T . Since the
stabilizers S form the equivalence class, the decoding problem
comes down to correctly estimating L given s. In this work,
we study CSS codes which have two types of stabilizers, X
and Z. They can be written in the matrix form as,
S =
[
HX 0
0 HZ
]
Phase errors create X non-zero syndromes and hence we
consider only X stabilizers from now on. The matrix HX
represents the X stabilizers and HZ represents the Z stabiliz-
ers. For 2D color codes, HX = HZ and in the subsequent
equations, we use H instead of HX for simplicity. Denote the
binary representation of E as e ∈ Fn2 . Then we can calculate
the corresponding syndrome as,
s> = He> (2)
The matrix H is not full rank. In color code, X stabilizers
corresponding to faces have two dependencies as mentioned
in [26]. We remove those two dependent stabilizers from the
H matrix, one stabilizer each corresponding to two different
colors and denote it as Hf which is full rank. We calculate
the right pseudo-inverse of Hf and denote it as H
†
f .
HfH
†
f = I (3)
The resultant syndrome which does not list the syndromes cal-
culated by the removed dependent stabilizers is denoted by sf
as shown below.
s>f = Hfe
> (4)
A. QEC as a classification problem
Researchers have previously studied the perspective of
quantum error correction as a classification problem using
neural networks [7, 10, 15]. As mentioned before, we model
our decoder as a two-step process. The first-step is a simple
inversion where we calculate an estimate Ê of the actual error
E which has occurred. We first calculate the syndrome from
Eq. (4) and then estimate ê ∈ Fn2 , the binary representation of
the operator Ê as follows,
ê> = H†fs
>
f (5)
Note that the syndrome of the estimate ê will be same as the
syndrome of e. Hence, they have the same pure error T .
Hf ê
> = HfH
†
fs
>
f = s
>
f
=⇒ Hê> = He> = s> (6)
This estimate ê computed using Eq. (5) need not be same
as e. This is because there exist multiple errors with the same
syndrome. We have chosen one solution by fixing H†f which
is calculated only once. This makes the first-step of the de-
coder simple. From Eq. (6), we can conclude that the pure
error is same in both E and Ê and we denote it by T . Ap-
plying this initial estimate Ê onto the system might result in
logical error. This can be concluded through the following
equations.
E = TLS and Ê = T L̂Ŝ
=⇒ ÊE = T L̂Ŝ TLS = (±)LL̂SŜ
=⇒ ÊE = (±) L˜S˜ (7)
Here L˜ = LL̂ and S˜ = SŜ. The reason for occurrence of
(±) in Eq. (7) is because the Pauli operators T , Ŝ might com-
mute or anti-commute. This is of little interest to us because
we estimate the error up to a global phase.
The homology of ÊE is same as the homology of L˜ since S˜
has a trivial homology. If we can predict the resultant homol-
ogy L˜, we can get back to the trivial state and the decoding
succeeds. Since the number of homologies are fixed, this is
modeled in the second-step of our decoder as a classification
problem using NN. The goal of the NN is to predict L˜ given
the syndrome s. Our final error correction will be,
E˜ = L˜Ê (8)
If the NN properly predicts L˜ this correction will restore
the state up to a global phase which is evident through the
following equations.
E˜E = L˜ÊE
=⇒ E˜E = (±) L˜L˜S˜
=⇒ E˜E = (±) S˜
The work by [15] used a naive decoder which removes
syndromes by pushing errors to the boundary in the first-
step. Their neural network tries to improve upon this estimate
by predicting the correction homology. Mathematically, this
7NN
Figure 7: Flow diagram of our two-step decoder. The black dots represent error on the qubits and the marked regions represent
the syndrome caused. In the first-step we get an estimate of the error ê and in the second-step, we predict the correction
homology L˜ using our trained NN. Our final error correction is L˜Ê. Refer Eqs. (5), (7), and (8). Note that the H-inverse
decoder in step-one need not always give us pure error. In this example, the error estimate operator Ê anti-commutes with a
logical operator (red dashed line) and hence cannot be a pure error.
means that their decoder could implement different inverse for
a different syndrome. In our approach, we fix the inverse in
the first-step, making our initial decoder much simpler. We
discuss more on this in the Section IV. The first-step decoder
in [7] is to estimate the pure-error which needs to satisfy many
properties. We want to emphasize that our inverse matrix H†f
in step-one gives us an error estimate which need not always
be pure error. It entirely depends on the construction of H†f .
We used SageMath [27], an open-source mathematics soft-
ware for calculating H†f from Eq. (3).
B. Neural decoder
In this section, we describe our neural decoder in the
second-step. As mentioned before, we have modeled our
NN in two ways and in both of them we have used a fully-
connected architecture where every neuron in one layer is con-
nected to every other neuron in the adjacent layers. The output
of the network is the homology vector where each element
of it represents a homology class. Since this is a classifica-
tion problem, we use cross-entropy as our loss function which
needs to be minimized during training. We have used Adam
optimizer proposed by [24] since it has been observed to per-
form better than the other optimizers in terms of convergence
of the loss. We have also used 1D batch normalization layer
after every layer in the network. It is proven to significantly
boost the training speed as shown in [28]. The activation func-
tion used for every neuron is ReLU since it has shown to per-
form well when compared to other functions like Sigmoid
or TanH by reducing the problem of vanishing gradients as
the network goes deeper as shown in [29, 30].
Table I: The values of the hyper-parameters used in the
neural decoder in our first approach.
da
parameters
hd
b fd
c bd
d αe td,perr
f Td
g
6 2 2 500 0.001 2× 107 1.4× 108
8 3 5 750 0.001 4× 107 2.8× 108
9 4 5 750 0.001 4× 107 2.8× 108
12 7 10 2500 0.001 10× 107 7× 108
a Distance of the code
b Number of hidden layers
c Hidden dimension factor
d Batch size
e Learning rate
f Number of training samples per each perr
g Total number of training samples for all perr combined
C. Training procedure
For the network to decode correctly, it needs to be trained.
We employ a supervised training procedure where we have la-
beled data of input (we generate e according to the noise and
calculate syndromes s from Eq. (2)) and the corresponding
output (homology L˜). This output is the ground truth. Train-
ing is nothing but an optimization process where the weights
of the network are optimized to minimize an objective func-
tion. This objective function is called loss function. The loss
function plays a crucial role during training since certain loss
functions are apt for certain problems. Since our NN needs
to solve a classification problem, we use cross-entropy as our
loss function. This is because given a syndrome (s), the NN
predicts a probability distribution over all the possible classes.
If we assume input is x, the output of the NN is a distribution
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Figure 8: Plots of the various hyper-parameters of our neural networks with the distance d of the code. Figs. (a)-(d) are for the
first-approach and the Figs. (e)-(h) are for the second-approach.
q (x) and the true distribution is p (x), cross-entropy can be
written as follows.
`CE (p,q) = −
∑
x
p (x) logq (x) (9)
This is same as minimizing the Kullback-Liebler divergence
(DKL) between the distributions p (x) and q (x) up to a con-
stant since DKL (p‖q) can be written as,
DKL (p‖q) = `CE (p,q)−
∑
x
p (x) logp (x)
and the term
∑
x p (x) logp (x) is a constant because it is
completely determined by the true distribution p. This implies
that minimizing `CE in Eq. (9) gets the distribution learned by
our NN i.e, q closer to the true distribution p.
Given a syndrome vector s, a trained NN should be able to
correctly predict the correct correction homology class L˜ for
all error rates under the threshold. In order to train a NN which
is independent of the error rate, we employ a progressive train-
ing procedure as described in [15]. We generate training sam-
ples at a fixed error rate perr in each case and we train our
NN for that noise until the loss function in Eq. (9) saturates.
We then move on to a higher perr and repeat the process for
various error rates under the threshold. For our experiments
(bit-flip noise), we have trained our NN for the error rates
{0.05, 0.06, 0.07, 0.08, 0.09, 0.10, 0.11}. We use Xavier nor-
mal initialization for the parameters in fully-connected lay-
ers and Gaussian normal initialization for the parameters in
batch-normalization layer before we start training. We do not
reinitialize the weights during the progressive training while
we train on the higher perr. We discuss the importance of this
progressive training with evidence in the Section IV. In our
first approach, we use the syndrome s alone as the input to
the network whereas in our second approach, we use the con-
catenated vector of both initial estimate ê and the syndrome
s. In both cases, the network is trained to predict correction
homology L˜. Our H-inverse decoder in step-one can be sum-
marized in Alg. 1. The neural decoders can be summarized
in Algs. 2, 3 for our first and second approaches respectively.
The architectures for our decoders are illustrated in Figs. 7, 11
for first and second approaches respectively.
Algorithm 1 H-inverse decoder (step-one)
Input: Syndrome vector s and requires pre-computed H†f matrix
Output: Error estimate operator Ê
1: Compute sf from s by removing the syndromes of the removed
dependent stabilizers while computing the matrix Hf
2: Compute ê> = H†fs
>
f . from Eq. (5)
3: Return Ê, the error operator of ê as the initial error estimate
9Algorithm 2 Neural decoder (step-two, first approach)
Input: Syndrome vector s, requires the trained neural network to
predict the correction homology L˜ and the initial estimate Ê
Output: Final error correction operator E˜
1: Using the trained neural network, predict the correction homol-
ogy L˜ by giving the syndrome vector s as the input
2: Compute E˜ = L˜Ê . from Eq. (8)
3: Return E˜ as the final error correction
Algorithm 3 Neural decoder (step-two, second approach)
Input: Syndrome vector s and the initial estimate Ê, requires the
trained neural network to predict the correction homology L˜
Output: Final error correction operator E˜
1: Using the trained neural network, predict the correction homol-
ogy L˜ by giving the concatenated vector of initial estimate ê and
the syndrome s as the input
2: Compute E˜ = L˜Ê . from Eq. (8)
3: Return E˜ as the final error correction
D. Results
We describe our simulation results for bit-flip noise model
in this section. As described earlier in the Section III, our
decoder is a two-step decoder where we use a naive and deter-
ministic H-inverse
(
H†f
)
decoder in step-one and then im-
prove its performance in step-two using a NN. The perfor-
mance of our H-inverse decoder in the step-one by itself is
shown in the Fig. 9. It shows that H-inverse alone is a very
bad decoder since the logical error increases as the length of
the code increases for a fixed perr. It is quite evident that this
decoder does not have a threshold since the curves do not meet
anywhere below the theoretical threshold of 10.97% [31].
The performance of our neural decoder in first approach
(Fig. 7) trained according to the training procedure mentioned
in Section III C is shown in the Fig. 10a. The fully trained
NN model is independent of the perr and the it outperforms
the previous state-of-the art methods which are not based on
neural networks by [3–5]. We report that our neural decoder
achieves a threshold of 10% and is comparable to the result
mentioned in [15].
In our second approach, we have given additional informa-
tion of ê along with the syndrome vector s (by concatenat-
ing them both) to our NN (Fig. 11) and saw a dramatic im-
provement in the threshold for small lengths, as well as a re-
duction in logical errors for each error rate as shown in the
Fig. 10b. The training is exactly similar to the previous case.
This shows that the NN is able to understand and learn the
behaviour of the H-inverse decoder much better with the ad-
ditional knowledge of the initial estimate ê and hence is able
to perform better correction. This implies that the data driven
methods and in particular neural networks’ performance can
be improved by providing all the information available to us
relevant to the problem to be solved. This modification can be
incorporated into other works of building two-step decoders
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Figure 9: Performance of our H-inverse
(
H†f
)
decoder in
step-one. Note that it is a very bad decoder by itself since for
a fixed perr, the logical error increases as the length of the
code increases and this decoder on its own does not have a
threshold.
Table II: The values of the hyper-parameters used in the
neural decoder in our second approach.
da
parameters
hd
b fd
c bd
d αe td,perr
f Td
g
6 1 1 500 0.001 2× 107 1.4× 108
8 2 3 750 0.001 4× 107 2.8× 108
9 3 4 750 0.001 4× 107 2.8× 108
12 6 10 2500 0.001 10× 107 7× 108
a Distance of the code
b Number of hidden layers
c Hidden dimension factor
d Batch size
e Learning rate
f Number of training samples per each perr
g Total number of training samples for all perr combined
using neural networks and improve the overall performance.
The hyper-parameters (as described in the Section II C) of
our networks are listed in the Tables I, II for first and second
approaches respectively. The variation of some of them with
the distance d are shown in the Fig. 8 for both the approaches.
The distance of the code is denoted by d and the number of
hidden layers in our network is denoted by hd. The batch size
used for each length is denoted by bd. The number of nodes in
each hidden layer are characterized by the hidden dimension
factor fd which is equal to fd multiplied by the dimension
of the input syndrome vector s. The parameter td,perr is the
number of samples required for training for each perr and Td
determines the total number of samples the final trained NN
has seen entirely. The parameter α is the learning rate used
for optimization. We used PyTorch [32], an open-source deep
learning framework for training our neural networks.
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Figure 10: The performance of neural decoder in first approach, achieving a threshold of 10% is shown in (a). The
performance of neural decoder in second approach, achieving a near optimal threshold is shown in (b). Note the reduction in
logical error for decoder in second approach (b) when compared to that of first approach (a).
NN
Figure 11: Flow diagram of our two-step decoder. The black dots represent error on the qubits and the marked regions
represent the syndrome caused. In the first-step we get an estimate of the error ê and in the second-step, we predict the
correction homology L˜ using our trained NN with the information of both ê and s. Our final error correction is same as L˜Ê.
IV. REMARKS AND INSIGHTS
We clearly demonstrate the power of data-driven methods
and in particular neural networks, through which we were
able to improve the performance of a very bad decoder which
does not even have a threshold. When compared to the previ-
ous state-of-the-art on neural decoders for color codes, our
decoder requires significantly less training data for higher
lengths like d = 9, 12. In addition to the gains in training cost,
our decoder has less complexity with respect to the number of
layers and number of nodes in each layer when compared to
the previous work and still achieved a comparable threshold.
In Section III C, we mentioned the importance of the progres-
sive training. We ran our simulations by training a new NN
with Xavier normal and Gaussian normal initializations for
every perr, without employing the progressive training. The
performance of that decoder with similar hyper-parameters as
mentioned in the Table I is shown in the Fig. 12. This shows
that without the progressive training, the threshold of the de-
coder drops to about 7.2%. This is because as the perr in-
creases, it would be very likely that our optimizer converges
to a bad local minima. This progressive training is similar
to the common practice of curriculum-learning in neural net-
works so that the optimizer converges to a better local minima
in the hyperspace of the network weights as proposed in [33].
We also report that this progressive training should be car-
ried on till the perr equals the theoretical threshold and we
have observed constant decrement in logical errors at all error
rates. Training the model with a perr above the threshold is
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Figure 12: Performance of our neural decoder without the
progressive training procedure. The threshold achieved is just
about 7.2%.
not desirable as we have seen increments in the logical errors.
This concept of H-inverse as a base decoder improved with
a neural decoder can be effectively extended to other noise
models and also to codes in higher dimension including other
stabilizer codes.
Any decoder which does error correction essentially solves
the equation Hx> = s. Since there are many solutions, it
implies there exist many pseudo-inverses to H. To implement
a good decoder, choosing the correct inverse for a given syn-
drome is an important task. Different inverses must be cho-
sen for different syndrome patterns in order to have a thresh-
old. The choice of decoder in the step-one can be anything
as long as it clears the syndrome and good decoders which
have a threshold can also be chosen. In such cases, these good
decoders take care of selecting the inverse depending on the
syndrome. This makes these step-one decoders not entirely
simple and there is a lot more for the NN to learn to improve
the initial estimate. This is because the inverse selected will
be different for different syndromes. In our approach, we fix
the inverse H†f though it does not have a threshold and make
the step-one decoder very simple. Our NN only has to under-
stand on inverse which is H†f to improve the initial estimate.
Intuitively, this means that the learning should be easier for
our NN which can be verified empirically through the supe-
rior performance with comparatively lesser training cost and
complexity when compared to [15]. Our approach is applica-
ble for any decoding problem where the equation, Hx> = s
needs to be solved.
V. CONCLUSION
We have demonstrated that data-driven methods like NN
can perform superior decoding when compared to the tradi-
tional approaches. We propose a neural decoder with simpli-
fied non-neural part achieving a threshold of 10% for 2D color
codes. We suggest an alternative approach to combine non-
neural and neural decoders reducing the logical error which
can be incorporated into other NN based decoders. The draw-
backs of NN based decoders are figuring out the right set of
hyper-parameters for each length and practical issues of con-
vergence of the loss when the number of trainable parame-
ters increase. Our approach can be extended to other realistic
noise models and codes in higher dimensions or other stabi-
lizer codes.
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