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Introduction

22
For many models arising in various fields of statistical analysis, working2005strict their attention to using composite likelihoods for max-stable processes.
5
The approach taken in the present article is closely related to that of Cooley by which we evaluate it is essentially the idea of calibration (Draper, 2006) .
10
In our interpretation, a well-calibrated method has the property that when 11 used to construct credible intervals from many different datasets, those in-
12
tervals ought to cover the true parameter at close to their nominal rates. 2001, e.g.).
21
This principle, along with some basic asymptotic observations, leads to Throughout, it will be assumed that expectations will be computed with 4 respect to the true parameter θ 0 . We define the square root of a symmetric here we compute A 1/2 using the singular value decomposition, which is 8 numerically stable and preserves key geometric attributes.
9
We begin in Section 2 by defining the quasi-Bayesian framework and 10 reviewing the relevant asymptotic theory. In Section 3 we develop the OFS We begin by assuming that the parameter of interest θ lies in the interior 17 of a compact convex space Θ. Suppose we are given y, which consists of 18 n observations, from which we wish to estimate θ. Suppose further that
19
we have at our disposal some objective function M (θ; y) from which it is 20 possible to computeθ M = argmax Θ M (θ; y).
21
Following Chernozhukov and Hong (2003), we define the quasi-posterior 22 distribution based on n observations as
where L M,n (θ; y n ) = exp { M,n (θ; y n )}, and π(θ) is a prior density on θ. We 24 will assume, for convenience, that π(θ) is proper with support on Θ. The 25 function L M,n is not necessarily a density, and thus π M,n (θ|y n ) is not a true 26 posterior density in any probabilistic sense. We will assume, however, that 27 L M,n is integrable, so as long as the prior π(θ) is proper, it easily follows 28 that π M,n (θ|y n ) will be a proper density.
29
Equipped with notion of a quasi-posterior density, we can define quasi-
some convex scalar loss function. For simplicity, we assume that ρ n (u) is 32 symmetric, although this assumption may be dropped. Then for a given 33 loss function, the quasi-Bayes estimator is naturally defined asθ QB = 34 argmin θ∈Θ R n (θ), the value of θ that minimizes quasi-posterior risk. Asymptotic normality ofθ M is of the form
where
The notation ∇ 0 f refers to the gradient of the function f evaluated at the 6 true parameter θ 0 , and H 0 f refers to the Hessian of f evaluated at θ 0 . These apply. In this case, small adjustments of the definitions of P n and Q n are 10 necessary.
11
The sandwich matrix J −1 n is familiar from generalized estimating equa-12 tions, quasi-likelihood, and other areas, and is referred to by various names,
13
including the Godambe information criterion and the robust information 14 criterion (e.g. Durbin, 1960; Bhapkar, 1972; Morton, 1981; Ferreira, 1982; 15 Godambe and Heyde, 1987; Heyde, 1997) . We note that in the special case 16 when M,n (θ; y) is the true likelihood, Q n ≡ J n , the Fisher information. We 17 will hereafter assume that this is not the case. 
25
Theorem 1 Assuming sufficient regularity of M,n (θ; y n ), showing that quasi-posterior mass accumulates at the true parameter θ 0 .
6
Theorem 2 Under the same conditions as Theorem 1
where · TV indicates the total variation norm, and π M,∞ (θ|y n ) is a normal 8 density with random mean θ 0 + Q −1 n ∇ M,n (θ 0 ) and covariance matrix Q −1 n .
9
Theorem 2 may be arrived at informally via a simple Taylor series argument.
10
It is therefore intuitive that the quasi-posterior converges to limiting normal 11 distribution whose covariance matrix is defined by the second derivatives of 12 M .
13
The key observation is that the limiting quasi-posterior distribution has like, which suggests a way to "fix" π M,n (θ|y n ).
21
3 The open-faced sandwich adjustment
22
Let us assume that we have a sample of draws from π M,n (θ|y n ), generated 
27
Were that the case, the usual credible intervals constructed from empirical 28 quantiles of the adjusted sample would have close to nominal coverage. We 29 will accomplish this by constructing a matrix Ω n that, when applied to 30 the (centered) quasi-posterior sample, will rotate and scale the points in an 31 appropriate way.
32
We have observed that whereas the asymptotic covariance matrix ofθ M,n 1 is the sandwich matrix J −1 n , the asymptotic covariance matrix of the quasi-2 posterior distribution is a single "slice of bread" Q −1 n . What we want to 3 do then is complete the sandwich by joining the slice of bread Q −1 n to the 4 open-faced sandwich P n Q −1 n to get J −1 n .
5
We define
n , the open-faced sandwich adjustment ma-
The idea then is to take samples from π M (θ|y) obtained via MCMC and 8 pre-multiply them (after centering) by an estimatorΩ of Ω to "correct" the
then for each j = 1, . . . , J,
is the open-face sandwich adjusted sample. we are unaware of any such "model-blind" estimators of P. The simplest 34 solution, in the case where we can write an expression for ∇ M (θ; y) and the 35 data y consists of n independent replicates, is to compute a basic moment
which is consistent as n → ∞ under standard regularity conditions. We use 3 equation (5) When an expression for P(θ) is unavailable, but when it is possible to 11 simulate the process that generated y, the parametric bootstrap is an attrac-12 tive option. Let y 1 , . . . , y K be K independent realizations of the stochastic 13 process generated underθ QB . Then
is the parametric bootstrap estimator of P (an analogous estimator could,
15
of course, be used for Q). A nice feature of (5) and (6) 
where θ * CA =θ M +Ω(θ M )(θ * −θ M ), and analogously for θ and Ω because the adjustment occurs within the sampling algorithm. Now suppose that at iteration j of a Gibbs sampler we have drawn θ
is not a function of L M , as will be the case for many parameters in hier- Instead, we make the simplifying assumption that Ω (j)
does not change 34 much from iteration to iteration. We instead use a constant (with respect to 35 j) estimateΩ θ i |θ −i , whereθ −i is fixed at its marginal quasi-Bayes estimate.
36
We refer toΩ θ i |θ −i as the marginal OFS adjustment matrix for θ adjustments, and use the generated sample to produceθ QB . We next use 6θ QB to produceΩ θ i |θ −i , i = 1, . . . , B, using one of the methods described to using constant (in j) adjustment matrices as an "overall" Gibbs sampler 20 and using conditional adjustment matrices as an "adaptive" Gibbs sampler. 
Tapered likelihood for spatial Gaussian processes
20
The most common structure for modeling spatial association among obser-
21
vations is the Gaussian process (Cressie, 1991; Stein, 1999) . In addition to 22 modeling Gaussian responses, the Gaussian process has been used exten-
23
sively in hierarchical models to induce spatial correlation for a wide variety 24 of response types (Banerjee et al., 2004) .
25
Here we assume that Y (s) ∼ GP(0, C(θ); s), a mean-zero Gaussian process whose second-order stationary covariance is given by a parametric family of functions C indexed by θ, depending on locations s in some spatial domain D. We will further assume that the covariance between any two observations y i and y j located at s i and s j is a function of only the distance s i − s j . Then the likelihood for n observations from a single realization of
where Σ ij,n (θ) = C(θ; s i − s j ).
26
While conceptually simple, these Gaussian process models present computational difficulties when the number of observations of the Gaussian process becomes large, as the likelihood function (8) requires the inversion of a n × n matrix, which has computational cost O(n 3 ). To mitigate this cost, Kaufman et al. (2008) proposed replacing (8) with the tapered likelihood function
where the • notation denotes the element-wise product, and T ij = ρ t ( s i − 1 s j ), a compactly-supported correlation function that takes a non-zero value 2 when s i − s j is less than some pre-specified "taper range." The compact 3 support of ρ t induces sparsity in T n , and hence all operations required to 4 compute (9) may be computed using specialized sparse-matrix algorithms, process. Half-Cauchy priors were used for both parameters.
13
For this example, analytical expressions for both P(θ) and Q(θ) are 14 available (Shaby and Ruppert, 2012). As described in Section 3.1, we use 
27
To explore how the marginal OFS adjustment differs from the condi- into the asymptotic formula forΩ.
16
Because the conditional OFS-adjusted Gibbs sampler is so computa-17 tionally expensive, we simulate just a few datasets and report the output have the advantage that they do represent tail dependence.
7
Unfortunately, for all of the available spatial max-stable process models, (2010) show that asymptotic normality of the form (2) 16 applies, so we may again apply the OFS adjustment.
17
Our simulation experiment consists of 1000 draws from a GEVP with
18
unit Fréchet margins on a 10 × 10 square grid, with 100 replicates per draw.
19
An example of a single replicate is shown in Figure 4 . This setup would 20 correspond, for example, to 100 years of annual maximum temperature data 21 from 100 weather stations.
22
The unknown parameter θ in a 2-dimensional GEVP is a 2×2 covariance 
36
The un-adjusted intervals systematically under-cover for each of the three 1 parameters. This is expected (as noted by Cooley et al. (2012) We specify the model as
We assume that the random effect z(S, T) has a Gaussian random field 
13
The parameter ε can be interpreted as either an overdispersion parame-14 ter, or as the traditional "nugget" effect, representing small-scale variation 15 or measurement error. It will be convenient to marginalize over the random 16 effects z and ε and consider the distribution of the log-means directly. Fur-17 thermore, we will write the matrix Σ * (θ * ; S, T) + σ 2 ε I simply as Σ(θ; S, T)
18
and condense θ * and σ 2 ε into the single parameter vector θ. The resulting 19 model, equivalent to (10), is written as
Another level in the hierarchy imposes a ridge penalty on the regression 21 coefficients β, specified as
Finally, we need priors for the parameters θ and σ 2
For Σ(θ; S, T), we chose a spatio-temporal covariance model from Gneit-2 ing (2002). The covariance functions described therein are nonseparable in 3 that (except in special cases) they cannot be written as the product of a 4 purely spatial and purely temporal covariance function. Specifically, we let
where h and u are distances between observation points in space and time, respectively. The parameters α ∈ (0, 1] and γ ∈ (0, 1] control the smoothness 7 of the process. We fixed these parameters at convenient values of 1 and .5, respectively, because they were not well-identified by the data.
9
The parameter ω ∈ [0, 1] has the nice interpretation of specifying the 10 degree of nonseparability between purely spatial and purely temporal com-11 ponents; when ω = 0, C(θ; h, u) is the product of a purely temporal and a 12 purely spatial (exponential) covariance function.
13
Priors for the parameters σ 2 , a, c, σ 2 ε , and σ 2 β are specified as vague 
16
A valid spatio-temporal taper matrix may be constructed as the element-
17
wise product of a spatial and a temporal taper matrix
Constructed this way, T inherits the sparse entries of both T s and T t , and 19 may therefore itself be extremely sparse. to data with spatio-temporal random effects.
5
In contrast, application of the tapering approach in the spatio-temporal The full conditional distribution for β is conditionally conjugate, enabling 16 a simple update as a draw from the appropriate normal distribution.
17
As described in Section 3.3, the tapered Gibbs sampler was run twice.
18
Samples from the first run were used to produce point estimates of θ and attains its minimum in later summer.
19
Recall that these fixed effects are on the log scale. Here again, a panel Finally, cardinals tend to be easier to detect during the winter months be-28 cause they are more vocal, and they visit feeders more frequently. In the 29 summer months, they tend to stay more hidden because it is their breeding 30 season, and they do not visit feeders as often because food is more plentiful.
31
These seasonal variations in detectability are reflected in the pattern shown 32 in the estimated date effect.
33
The median posterior predicted surface (Figure 8 ) of the mean counts 34 was generated by drawing from the posterior predictive distribution at a 35 large set of sample points in the spatial domain, for fixed values of "effort"
36
covariates, and at a fixed time.
37
Maps like Figure 8 , of course, vary in time as well as space.
