Intersection of (1,1)-currents and the domain of definition of the
  Monge-Ampere operator by Huynh, Dinh Tuan et al.
ar
X
iv
:2
00
3.
12
50
1v
1 
 [m
ath
.C
V]
  2
7 M
ar 
20
20
Intersection of (1, 1)-currents and the domain of
definition of the Monge-Ampe`re operator
Dinh Tuan Huynh, Lucas Kaufmann and Duc-Viet Vu
March 30, 2020
Abstract
We study the Monge-Ampe`re operator u ↦ (ddcu)n and compare it with Dinh-Sibony’s
intersection product defined via density currents. We show that if u is a plurisubharmonic
function belonging to the Błocki-Cegrell class, then the Dinh-Sibony n-fold self-product of
dd
c
u exists and coincides with (ddcu)n.
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1 Introduction
Let Ω be a domain in Cn and let u be a plurisubharmonic (p.s.h. for short) function on Ω. A
question of central importance in Pluripotential Theory and its applications is whether one can
define the Monge-Ampe`re measure
(ddcu)n = ddcu ∧⋯∧ ddcu
in a meaningful way. Recall that dc ∶= i
2π
(∂ − ∂) and ddc = i
π
∂∂¯.
For bounded p.s.h. functions, the definition of (ddcu)n and the study of its fundamental prop-
erties are due to Bedford-Taylor [BT76]. The problem of finding the largest class of p.s.h. func-
tions where the Monge-Ampe`re operator is suitably defined and continuous under decreasing
sequences was studied for a long time and a complete characterization of this class was finally
achieved by Cegrell [Ceg04] and Błocki [Blo06]. We denote this class by D(Ω) and call it the
Błocki-Cegrell class or, more informally, the domain of definition of the Monge-Ampe`re operator,
see Definition 4.1.
The question of defining (ddcu)n = ddcu∧⋯∧ddcu is an instance of the fundamental problem
of intersection of currents. Indeed, if we set T ∶= ddcu, then T is a positive closed (1,1)-current on
Ω and (ddcu)n is the self-intersection T n = T ∧⋯∧T . The intersection theory of currents has been
quite well-developed thanks to the work of many authors. The case of bi-degree (1,1)-currents is
more accessible due to the existence of p.s.h. functions as local potentials. For this reason, this
case was soon developed, see [CLN69, BT76, FS95, Dem]. The reader may also refer to [BT87,
BEGZ10, AW14] for other notions of intersection. A general intersection theory for currents of
higher bi-degree was developed only later. Most notably, Dinh-Sibony proposed two different
notions of intersection, one using what they call superpotentials [DS09] and, more recently,
another one based on the notion of density currents [DS18]. See also [Vu19] for generalizations
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and simplified arguments. Both approaches have already found many applications in Dynamical
Systems and Foliation Theory.
The main goal of the present paper is to study the Monge-Ampe`re operator from the point of
view of theory of density currents. We now briefly recall it. More details are given in Section 2.
LetX be a complex manifold and let T1, . . . , Tm be positive closed currents onX. Consider the
Cartesian productXm and the positive closed currentT = T1⊗⋯⊗Tm onXm. Let∆ = {(x, . . . , x) ∶
x ∈ X} ⊂ Xm be the diagonal and N∆ be its normal bundle inside Xm. Using a certain type of
local coordinates τ in Xm around ∆ with values in N∆, which are called admissible maps, we
can consider the current τ∗T defined around the zero section of N∆.
For λ ∈ C∗, let Aλ ∶ N∆ → N∆ be the fiberwise multiplication by λ. A density current R
associated with (T1, . . . , Tm) is a positive closed current on N∆ such that there exists a sequence
of complex numbers {λk}k∈N converging to ∞ for which R = limk→∞(Aλk)∗τ∗T, for every admis-
sible map τ . We then say that the Dinh-Sibony product T1 ⋏⋯⋏Tm of T1, . . . , Tm exists if there
is only one density current R associated with (T1, . . . , Tm) and R = π∗S for some positive closed
current on ∆, where π ∶ N∆ →∆ is the canonical projection. In that case we define
T1⋏⋯⋏Tm ∶= S.
Our main result is the following, see Theorem 4.5 below.
Theorem. Let Ω be a domain in Cn and let u1, u2, . . . , um, 1 ≤m ≤ n be plurisubharmonic functions
in the Błocki-Cegrell class. Then, the Dinh-Sibony product of ddcu1, . . . ,dd
cum is well-defined and
ddcu1⋏ . . . ⋏dd
cum = ddcu1 ∧ . . . ∧ ddcum. (1.1)
In particular, for every u in the Błocki-Cegrell class, the operator u ↦ (ddcu)⋏n ∶= ddcu⋏ . . . ⋏ddcu
is well-defined and coincides with the usual Monge-Ampe`re operator.
In other words, one has that the domain of definition of the Monge-Ampe`re operator defined
via Dinh-Sibony’s product contains the Błocki-Cegrell class.
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2 Preliminaries on density currents
In this section, we recall the definition and basic properties of tangent and density currents. For
details, the reader is refered to the original paper [DS18] and to [KV19], [Vu19], [DNV18] for
more material.
Let X be a complex manifold of dimension k and V be a smooth complex submanifold of X
of dimension ℓ. Let T be a positive closed (p, p)-current on X with 0 ≤ p ≤ k. By Federer’s support
theorem [Fed69], T can be decomposed as a sum of a positive closed (p, p)-current T ′ with no
mass on V and a current T ′′ supported by V . As the part supported by V won’t play a significant
role, we may assume that T ′′ = 0, or in other words, T has no mass on V .
Let NV be the normal bundle of V in X and denote by π ∶ NV → V the canonical projection.
We identify V with the zero section of NV . Let U be an open subset of X with U ∩ V ≠ ∅. An
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admissible map on U is a smooth diffeomorphism τ from U to an open neighbourhood of V ∩U
in NV such that τ is the identity map on V ∩U and the restriction of its differential dτ to NV ∣V ∩U
is the identity. Using a Hermitian metric on X, we can always find an admissible map defined
on a small tubular neighbourhood of V , see [DS18, Lemma 4.2]. This map is not holomorphic in
general. However, if one only works on a small open set of X, it is easy to obtain holomorphic
admissible maps.
For λ ∈ C∗, let Aλ ∶ NV → NV be the multiplication by λ along the fibers of NV . Consider the
family of currents (Aλ)∗τ∗T on NV ∣V ∩U parametrized by λ ∈ C∗. Following [DS18, KV19, Vu19],
we have:
Definition 2.1. A tangent current of T along V is a positive closed current R on NV such that
there exist a sequence (λn)n≥1 in C∗ converging to ∞ and a collection of holomorphic admissible
maps τj ∶ Uj → NV , j ∈ J whose domains cover V such that
R = lim
n→∞
(Aλn)∗(τj)∗T
on π−1(Uj ∩ V ) for every j ∈ J .
In [DS18], it is shown that when X is Ka¨hler and suppT ∩ V is compact, tangent currents
always exist and are independent of the choice of admissible maps τj. In this case, our definition
coincides with the one in [DS18]. However, tangent currents depend in general of the sequence
(λn). The existence of tangent currents in the local setting is a more delicate matter and we have
to prove it in our particular setting. However, if such currents exist, they are still independent of
admissible maps.
Lemma 2.2. [KV19, Proposition 2.5] Let τ ∶ U → NV be a holomorphic admissible map. Assume
that there is a sequence (λn)n≥1 tending to ∞ such that (Aλn)∗τ∗T converges to some current R on
π−1(U ∩ V ). Then, for any other admissible map τ ′ ∶ U ′ → NV , we have
R = lim
n→∞
(Aλn)∗τ ′∗T
on π−1(U ∩U ′ ∩ V ).
By the above result, the sequence (λn) is called the defining sequence of the tangent current
R.
A density current is a particular type of tangent current where V is the diagonal inside a
product space. More precisely, letm ≥ 1 and let Tj be positive closed (pj, pj)-currents for 1 ≤ j ≤m
on X. We usually assume that p = p1 +⋯ + pm ≤ k. Let T = T1 ⊗⋯⊗ Tm be their tensor product.
Then T is a positive closed (p, p)-current on Xm. Let ∆ = {(x, . . . , x) ∶ x ∈ X} ⊂ Xm be the
diagonal. A density current associated with T1, . . . , Tm is a tangent current of T along ∆. By
definition, a tangent current is a positive closed (p, p)-current on the normal bundle N∆ of ∆
inside Xm.
Let π ∶ N∆→∆ be the canonical projection. The following definition is given in [DS18].
Definition 2.3. We say that the Dinh-Sibony product T1 ⋏⋯⋏Tm of T1, . . . , Tm exists if there is a
unique density current R associated with T1, . . . , Tm and R = π∗S for some current S on ∆ = X. In
this case we define
T1⋏⋯⋏Tm ∶= S.
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3 Dinh-Sibony product and classical products
Let Ω be a domain in Cn. For a p.s.h. function u on Ω and a point x ∈ Ω, we denote by ν(u,x)
the Lelong number of u at x. See [Dem] for equivalent definitions and properties of the Lelong
number.
The aim of this section is to prove the following general result.
Theorem 3.1. Let m ≥ 2 and p ≥ 0 be such that m− 1+ p ≤ n. Let u1, . . . , um−1 be p.s.h functions on
Ω and let T be a positive closed (p, p)-current on Ω. Assume that
(i) For every subset J = {j1, . . . , jk} ⊂ {1, . . . ,m − 1}, there is a current RJ on Ω so that, for any
open set U ⊂ Ω and any sequence of smooth p.s.h functions (uℓj)ℓ∈N decreasing to uj on U as ℓ →∞
for j ∈ J , one has
ddcuℓj1 ∧⋯∧ ddcuℓjk ∧ T Ð→ RJ on U as ℓ →∞.
We then define ddcuj1 ∧⋯ ∧ ddcujk ∧ T as the current RJ . If J = ∅, we set RJ ∶= T .
(ii) For every J ⊂ {1, . . . ,m− 1} and every 1 ≤ k ≤m− 1 such that k /∈ J we have that ν(uk, ⋅) = 0
almost everywhere with respect to the trace measure of RJ .
Then, the Dinh-Sibony product of ddcu1, . . . ,dd
c
um−1, T is well-defined and one has
ddcu1 ⋏⋯⋏ ddcum−1 ⋏ T = R{1,...,m−1} = ddcu1 ∧⋯ ∧ ddcum−1 ∧ T. (3.1)
Let (x1, . . . , xm) be the canonical coordinate system in Ωm and ∆ be the diagonal of Ωm. Put
yj ∶= xj − xm for 1 ≤ j ≤ m − 1 and ym ∶= xm. Then, (y1, . . . , ym−1, ym) forms a new coordinate
system on Ωm and∆ = {yj = 0 ∶ 1 ≤ j ≤m−1} which is identified with Ω. Using these coordinates,
we identify naturally the normal bundle of∆ with the trivial bundle π ∶ (Cn)m−1×Ω→ Ω. Observe
that the change of coordinates ̺ ∶ Ωm → (Cn)m−1 ×Ω given by
̺(x1, . . . , xm) = (x1 − xm, . . . , xm−1 − xm, xm) ∶= (y1, . . . , ym) ∶= (y′, ym) ∶= y (3.2)
is a holomorphic admissible map. By Lemma 2.2, it will be enough to work only with ̺.
For 1 ≤ j ≤m − 1, let Tj = ddcuj and
ũj(y′, ym) ∶= ̺∗uj(y′, ym) = uj(yj + ym).
We can check that ũj is locally integrable with respect to dd
c
ũj+1 ∧ ⋯ ∧ ddcũm−1 ∧ T̃ for j = m −
1, . . . ,1 and for every sequence (uℓj)ℓ∈N of smooth p.s.h. functions decreasing to uj and ũℓj ∶= ̺∗uℓj,
we have
ddcũℓ1 ∧⋯∧ ddcũℓm−1 ∧ T → ddcũ1 ∧⋯∧ ddcũm−1 ∧ T̃ (3.3)
as ℓ →∞. For the meaning of the right-hand side, see Definition 3.10 below. The above assertions
follow from a reasoning similar to the one in [KV19, Lemma 2.3]. Consequently, we get
̺∗(T1 ⊗⋯⊗ Tm−1 ⊗ T ) = ddcũ1 ∧⋯∧ ddcũm−1 ∧ T̃ , (3.4)
where T̃ = π∗T .
Now, for 1 ≤ j ≤m − 1, put
Rj,λ ∶= (Aλ)∗̺∗(Tj ⊗⋯⊗ Tm−1 ⊗ T ) = (Aλ)∗(ddcũj ∧⋯∧ ddcũm−1 ∧ T̃)
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and for J ⊂ {1, . . . ,m − 1}, put
RJ,λ ∶= (Aλ)∗(⋀
j∈J
ddcũj ∧ T̃). (3.5)
Define also
Rj ∶= R{j,...,m−1} = ddcuj ∧⋯ ∧ ddcum−1 ∧ T.
We need to show that
R1,λ
∣λ∣→∞Ð→ π∗R1.
We will do that by testing R1,λ against forms of different types.
For future use, we note that
R1,λ = ddcu1(λ−1y1 + ym) ∧ . . . ∧ ddcum−1(λ−1ym−1 + ym) ∧ T (ym). (3.6)
This is clear when the uj are smooth and the general case follows by regularizing the uj and using
(3.3).
In the definition below and throughout this paper, indyj ∧ dyj will be a shorthand notation
for the standard volume form on (Cn, yj), that is
indyj ∧ dyj ∶= ( n∑
k=1
idy
j
k
∧ dyj
k
)n.
Definition 3.2. Let Φ be a differential form on (Cn, y1) × (Cn, y2) ×⋯× (Cn, ym). We say that Φ is
a positive split form if it can be written as
Φ = φ1(y1) ∧ φ2(y2) ∧ . . . ∧ φm(ym),
where φj are positive (pj, pj)-forms on (Cn, yj).
An (n,n)-form φj on (Cn, yj) is radial if it’s rotation invariant, namely, if it is of the form
φj(yj) = χ(∥yj∥2) ⋅ indyj ∧ dyj
for some smooth function χ.
Theorem 3.1 will be proved by induction on m. The induction step will make use of next
Lemma. Let u1, . . . , um−1 and T be as in Theorem 3.1. For J ⊂ {1, . . . ,m − 1}, let RJ,λ be the
current defined in (3.5) and RJ = ⋀j∈J ddcuj ∧ T , defined as in (i) of Theorem 3.1.
Lemma 3.3. With the above notation and the hypothesis of Theorem 3.1, assume that RJ,λ → π∗RJ
as λ→∞ for every J ⊂ {1, . . . ,m − 1} such that ∣J ∣ ≤m − 2.
Let Φ be a positive split test form with compact support on (Cn, y1) ×⋯× (Cn, ym). Assume that
Φ is not of bi-degree (n,n) on yk for some 1 ≤ k ≤m − 1. Then ⟨R1,λ,Φ⟩→ 0 as λ→∞.
Proof. By assumption
Φ = φ1(y1) ∧ . . . ∧ φm−1(ym−1) ∧ φm(ym),
where each φj is positive and compactly supported.
Notice that the current R1,λ has only terms of degree 0,1 or 2 on each y
j, j = 1, . . . ,m − 1.
HenceR1,λ∧Φ = 0 unless each φj, j = 1, . . . ,m−1 has bidegree (n−1, n−1) or (n,n). Therefore, it
suffices to consider the case where φj has bi-degree (n−1, n−1) or (n,n) for every j = 1, . . . ,m−1.
Set
J = {j ∈ {1, . . . ,m − 1} ∶ φj has bi-degree (n,n)}
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and
K = {k ∈ {1, . . . ,m − 1} ∶ φk has bi-degree (n − 1, n − 1)}.
It follows from the assumption on Φ thatK is non-empty and ∣J ∣ ≤m−2. Hence, by hypothesis
lim
∣λ∣→∞
RJ,λ = π∗RJ . (3.7)
Set φJ = ⋀j∈J φj and φK = ⋀k∈K φk. Since J ∪K = {1, . . . ,m − 1}, we have that
Φ = φJ ∧ φK ∧ φm.
It follows from (3.6) that
R1,λ ∧Φ = ⋀
k∈K
(ddcuk(λ−1yk + ym)) ∧ φK ∧RJ,λ ∧ φJ ∧ φm.
Since R1,λ ∧ Φ is a current of top degree in (Cn, y1) × ⋯ × (Cn, ym), it must have bi-degree(n,n) on each yj (otherwise R1,λ ∧ Φ = 0 and the Lemma is trivial). Hence, for j ∈ J only the
derivatives of uj with respect to y
m will contribute, while for k ∈ K, only the derivatives of uk
with respect to yk will contribute. This gives
R1,λ ∧Φ = ⋀
k∈K
(ddcykuk(λ−1yk + ym)) ∧ φK ∧RJ,λ ∧ φJ ∧ φm. (3.8)
Here, the symbol ddcyk means that we only consider the (weak) derivatives with respect to the
yk variables. The fact that the above wedge product is well-defined is obvious when the uj are
smooth. This is less obvious for non-smooth functions, but it can be justified as in [KV19, Lemma
2.3]. Now, for fixed ym and k ∈K we have that
∣∫
yk
ddcykuk(λ−1yk + ym) ∧ φk(yk)∣ ≤ ck ∫
yk
ddcykuk(λ−1yk + ym) ∧ βn−1(yk),
where ck > 0 is a constant independent of ym and β is the standard Ka¨hler form on (Cn, yk). The
integral on the right-hand side of the above inequality decreases to a constant independent of ym
times the Lelong number of ddcykuk(yk + ym) at yk = 0, which is equal to ν(uk, ym). Hence, for
every ym one has
lim sup
∣λ∣→∞
∣∫
yk
ddcykuk(λ−1yk + ym) ∧ φk(yk)∣ ≲ ν(uk, ym). (3.9)
Combining this with (3.8), the hypothesis that RJ,λ → π∗RJ as λ→∞ and Lemma 3.4 below, one
obtains
lim sup
∣λ∣→∞
∣⟨R1,λ ∧Φ⟩∣ ≲ ∫
ym
(∏
k∈K
ν(uk, ym))RJ ∧ φm.
The last integral in the above inequality vanishes because, by the hypothesis of Theorem 3.1,
ν(uk, ⋅) = 0 almost everywhere with respect to RJ . Therefore
lim sup
∣λ∣→∞
∣⟨R1,λ ∧Φ⟩∣ = 0,
concluding the proof of the Lemma.
We have used the following well known result.
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Lemma 3.4. Let X be a locally compact Hausdorff space. Let mλ be a sequence of Radon measures
on X whose supports are contained in a fixed compact subset of X. Assume that mλ →m as λ→∞.
Then for any sequence (fλ)λ of continuous functions decreasing pointwise to a function f , we have
that
lim sup
λ→∞
∫
X
fλ dmλ ≤ ∫
X
f dm.
Lemma 3.5. Under the assupmtions of Theorem 3.1, let Φ = φ1(y1) ∧ . . . ∧ φm−1(ym−1) ∧ φm(ym)
be a positive split test form with compact support on (Cn, y1) × ⋯ × (Cn, ym). Assume that φj is a
radial (n,n)- form for every j = 1, . . . ,m − 1. Then
⟨R1,λ,Φ⟩ → ⟨R1, π∗Φ⟩ as λ→∞.
Proof. After multiplying Φ by a positive constant, we can assume that ∫(Cn,yj) φj = 1 for every
j = 1, . . . ,m − 1. Notice that π∗Φ = φm and φm has bidegree (n −m − p + 1, n −m − p + 1).
For j = 1, . . . ,m − 1, define
uλj (ym) ∶= ∫
(Cn,yj)
uj(λ−1yj + ym)φj(yj).
Observe that uλj is a convolution against a (radially symmetric) smoothing kernel on a disc of
radius ∣λ∣−1 centered at ym. Hence uλj is a smooth p.s.h function on (Cn, ym) decreasing pointwise
to uj(ym) as λ →∞ (see [Dem, I.4.18]). By assumption (i), this gives that
ddcuλ1 ∧ . . . ∧ ddcuλm−1 ∧ T λ→∞ÐÐÐ→ R1. (3.10)
Recall from (3.6) that
R1,λ = ddcu1(λ−1y1 + ym) ∧ . . . ∧ ddcum−1(λ−1ym−1 + ym) ∧ T (ym).
Using the fact that the bidegree of each φj, j = 1, . . . ,m − 1 is maximal, one has
ddcuj(λ−1yj + ym) ∧ φj = ddcymuj(λ−1yj + ym) ∧ φj j = 1,⋯,m − 1.
Hence,
R1,λ ∧Φ =
ddcymu1(λ−1y1 + ym) ∧ φ1(y1) ∧ . . . ∧ ddcymum−1(λ−1ym−1 + ym) ∧ φm−1(ym−1) ∧ T (ym) ∧ φm(ym).
Taking the integral of both sides of the above equality and using Fubini’s Theorem, one obtains
⟨R1,λ,Φ⟩ = ∫
(Cn,ym)
((∫
(Cn,y1)
ddcymu1(λ−1y1 + ym) ∧ φ1(y1)) ∧⋯
⋯∧ (∫
(Cn,ym−1)
ddcymum−1(λ−1ym−1 + ym) ∧ φm−1(ym−1))) ∧ T (ym) ∧ φm(ym)
= ∫
(Cn,ym)
ddcuλ
1
(ym) ∧ . . . ∧ ddcuλm−1(ym) ∧ T (ym) ∧ φm(ym)
= ⟨ddcuλ
1
∧ . . . ∧ ddcuλm−1 ∧ T,φm⟩.
By (3.10), the last quantity tends to ⟨R1, φm⟩ = ⟨R1, π∗Φ⟩ as λ → ∞. This finishes the proof.
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The following result is an important consequence of the previous lemmas.
Lemma 3.6. Under the assumptions of Lemma 3.3, the mass of R1,λ on compact sets is uniformly
bounded.
Proof. Let ω ∶= ∑nk=1 idyjk∧dyjk be the standard Ka¨hler form on (Cn)m = (Cn, y1)×⋯×(Cn, ym) and
set Θ ∶= ωnm−m+1−p. In order to prove the desired assertion, using the fact that R1,λ is positive, it
is enough to check that the mass of the trace measure R1,λ ∧Θ is uniformly bounded on compact
subsets of Ωm.
Notice that the form Θ is a linear combination of positive split forms. Therefore, in order to
obtain the above bound, it will be enough to prove that ⟨R1,λ,Φ⟩ is uniformly bounded for any
fixed positive split test form Φ = φ1(y1) ∧ . . . ∧ φm−1(ym−1) ∧ φm(ym) with compact support.
By degree reasons, ⟨R1,λ,Φ⟩ = 0 unless each φ1, . . . , φm−1 has bidegree (n − 1, n − 1) or (n,n).
If φj has bidegree (n − 1, n − 1) for some j = 1, . . . ,m − 1, then by Lemma 3.3, we have that∣⟨R1,λ,Φ⟩∣ → 0 as λ → ∞. In particular ∣⟨R1,λ,Φ⟩∣ is uniformly bounded. Hence, we can assume
that φj has bidegree (n,n) for every j = 1, . . . ,m − 1. In this case, since φj is always bounded by
some radial positive test form, we can assume furthermore that φj is radial for every j. By this
and Lemma 3.5, we have ⟨R1,λ,Φ⟩ → ⟨R1, π∗Φ⟩ as λ → ∞. In particular, ∣⟨R1,λ,Φ⟩∣ is uniformly
bounded. This finishes the proof of the Lemma.
We now recall from [DS18, Section 3] the notion of horizontal dimension of currents on vector
bundles. Actually, the authors consider projective fibrations, that is, the projective compactifica-
tion P(E) of a given holomorphic vector bundle E. Here, we phrase the definitions and results
for vector bundles instead. The proofs can be easily adapted from the ones in [DS18].
Let V be a Ka¨hler manifold of dimension ℓ with Ka¨hler form ωV and let π ∶ E → V be a
holomorphic vector bundle over V .
Definition 3.7. Let S be a non-zero positive closed current on E. The horizontal dimension (h-
dimension for short) of S is the largest integer j such that S ∧ π∗ωj
V
≠ 0.
We will need the following characterization of currents of minimal h-dimension.
Lemma 3.8. Let S be a positive closed (p, p)-current on E with p ≤ ℓ. Assume that the h-dimension
of S is smaller or equal to ℓ − p. Then the h-dimension of S is equal to ℓ − p and there is a postive
closed (ℓ − p, ℓ − p)-current Sh on V such that S = π∗(Sh).
Proof. See [DS18, Lemma 3.4].
Now let V = Ω ⊂ (Cn, ym), ωV = ∑nk=1 dymk ∧ dymk ∶= β(ym) be the standard Ka¨hler form on Ω
and E be the trivial bundle π ∶ (Cn)m−1 ×Ω → Ω, π(y′, ym) = ym.
Recall from Lemma 3.6 that (R1,λ)λ is a relatively compact family of positive closed (m − 1 +
p,m − 1 + p)-currents on E.
Lemma 3.9. In the assumptions of Lemma 3.3, let R1,∞ be a limit point of the family R1,λ as λ→∞.
Then the h-dimension of R1,∞ is minimal, equal to n −m + 1 − p. In particular there is a positive
closed (m − 1 + p,m − 1 + p)-current Rh
1,∞ on Ω such that R1,∞ = π∗Rh1,∞.
Proof. Let λk be a sequence tending to ∞ such that R1,λk → R1,∞. By Lemma 3.8, we only need
to show that R1,∞ ∧ π∗βn−m−p+2(ym) = 0. To do this, it is enough to verify that
⟨R1,∞ ∧ π∗βn−m−p+2(ym),Φ⟩ = 0
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for every positive split test form Φ.
Let Φ = φ1(y1) ∧ . . . ∧ φm−1(ym−1) ∧ φm(ym) be such a form. As in the beginning of the proof
of Lemma 3.3, we may assume that each φj , j = 1,⋯,m − 1 has bidegree (n,n) or (n − 1, n − 1).
Since the total bidegree of Φ is (p′, p′), where
p′ = nm − (n −m − p + 2) − (m − 1 + p) = nm − n − 1,
at least one of φj , j = 1, . . . ,m − 1 has bidegree (n − 1, n − 1). In this case, by Lemma 3.3, one has⟨R1,λ ∧ π∗βn−m−p+2(ym),Φ⟩→ 0 as λ →∞. This finishes the proof.
We are now in position to prove Theorem 3.1.
End of proof of Theorem 3.1. Recall our notation
Rj,λ ∶= (Aλ)∗(ddcũj ∧⋯∧ ddcũm−1 ∧ T̃ ) (1≤ j ≤m−1),
RJ,λ ∶= (Aλ)∗(⋀
j∈J
ddcũj ∧ T̃) (J ⊂{1,...,m−1}),
Rj ∶= R{j,...,m−1} = ddcuj ∧⋯∧ ddcum−1 ∧ T (1≤ j ≤m−1).
Recall also that proving (3.1) is equivalent to proving that
R1,λ
∣λ∣→∞Ð→ π∗R1.
We’ll proceed by induction onm. Whenm = 1 the result is obvious. Now letm ≥ 2 and assume
that RJ,λ → π∗RJ as λ → ∞ for every J ⊂ {1, . . . ,m − 1} such that ∣J ∣ ≤ m − 2. When m = 2 this
assumption is vacuous. Then, the hypothesis of Lemma 3.3 is satisfied. By Lemma 3.6, the family
(R1,λ)λ is relatively compact. Let R1,∞ = limλk→∞R1,λk be one of its limit points. By Lemma 3.9,
there is a positive closed (m − 1 + p,m − 1 + p)-current Rh
1,∞ on Ω such that R1,∞ = π∗Rh1,∞. We
need to show that Rh
1,∞ = R1.
Let φm be a test form on (Cn, ym). Take φ1, . . . , φm−1 positive radial (n,n)-forms with compact
support such that ∫(Cn,yj) φj = 1 for every j = 1, . . . ,m − 1. Then Φ ∶= φ1 ∧ ⋯ ∧ φm−1 ∧ φm is such
that π∗Φ = φm. Using Lemma 3.5, we get
⟨Rh
1,∞, φm⟩ = ⟨Rh1,∞, π∗Φ⟩ = ⟨π∗Rh1,∞,Φ⟩ = ⟨R1,∞,Φ⟩
= lim
λk→∞
⟨R1,λk ,Φ⟩ = ⟨R1, π∗Φ⟩ = ⟨R1, φm⟩.
Since φm is arbitrary, we get R
h
1,∞ = R1. This concludes the proof of the Theorem.
Let R be a positive closed current and v be a p.s.h function. If v is locally integrable with
respect to (the trace measure) of R, we define, following Bedford-Taylor,
ddcv ∧R ∶= ddc(vR). (3.11)
For a collection v1, . . . , vs of p.s.h functions, we can apply the above definition recursively, as
long as the integrability conditions are satisfied.
Definition 3.10. We say that the intersection of ddcv1, . . . ,dd
c
vs,R is classically well-defined if
for every non-empty subset J = {j1, . . . , jk} of {1, . . . , s}, we have that vjk is locally integrable with
respect to the trace measure of R and inductively, vjr is locally integrable with respect to the trace
measure of ddcvjr+1 ∧⋯∧ ddcvjk ∧R for r = k − 1, . . . ,1, and the product ddcvj1 ∧⋯ ∧ ddcvjk ∧R is
continuous under decreasing sequences of p.s.h. functions.
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The last definition is slightly more restrictive than the one given in [KV19]. We have the
following comparison result between the Dinh-Sibony product and the above notion of wedge
products.
Corollary 3.11. Let m ≥ 2 and p ≥ 0 be such that m − 1 + p ≤ n. Let u1, . . . , um−1 be p.s.h functions
on Ω and let T be a positive closed (p, p)-current on Ω. Assume that ddcu1 ∧ . . . ∧ ddcum−1 ∧ T is
classically well-defined. Then the Dinh-Sibony product of ddcu1, . . . ,dd
cuk, T is well-defined and
ddcu1 ⋏⋯⋏ ddcum−1 ⋏ T = ddcu1 ∧ . . . ∧ ddcum−1 ∧ T.
We note that [KV19, Theorem 1.1] asserts a similar conclusion, but there’s a slip in the proof
of the result as stated there.
Proof. Notice that, for a p.s.h function u, one has {ν(u, ⋅) > 0} ⊂ {u = −∞}. Therefore, if uk is
locally integrable with respect to the trace measure of RJ , then ν(uk, ⋅) = 0 almost everywhere
with respect to the trace measure of RJ . So, we can apply Theorem 3.1 to obtain the desired
assertion. The proof is finished.
4 Products in the Błocki-Cegrell class and the domain of definition
of the Monge-Ampe`re operator
In this section we apply Theorem 3.1 to studying the domain of definition of the Monge-Ampe`re
operator via Dinh-Sibony’s intersection product. Let Ω be a domain in Cn. Denote by PSH(Ω)
the set of p.s.h functions on Ω.
Definition 4.1. The Błocki-Cegrell class on Ω is the subset D(Ω) of PSH(Ω) consisting of functions
u with the following property: there exists a measure µ in Ω such that for every open set U ⊂ Ω and
every sequence (uℓ)ℓ of smooth p.s.h functions on U decreasing to u pointwise as ℓ → ∞, we have
that (ddcuℓ)n converges to µ as ℓ→∞.
For u ∈ D(Ω), we define (ddcu)n ∶= µ, where µ is the above measure.
The class D(Ω) is the largest subset of PSH(Ω) where we can define a Monge-Ampe`re oper-
ator that coincides with the usual one for smooth p.s.h functions and which is continuous under
decreasing sequences, see [Ceg04, Blo06].
We first need the following result ensuring the existence of the mixed products in the Błocki-
Cegrell class.
Proposition 4.2. Let Ω be a domain in Cn and let u1, u2, . . . , um, 1 ≤ m ≤ n be p.s.h. functions inD(Ω). Then, there exists a positive closed (m,m)-current Rm such that for every open set U ⊂ Ω and
every sequence (uℓj)ℓ of smooth p.s.h functions on U decreasing to uj pointwise as ℓ → ∞, we have
that
ddcuℓ1 ∧⋯ ∧ ddcuℓm → Rm on U as ℓ→∞. (4.1)
For u1, u2, . . . , um ∈ D(Ω), we define their wedge product by
ddcu1 ∧⋯∧ ddcum ∶= Rm, (4.2)
where Rm is the current appearing in the above proposition. In particular, for u ∈ D(Ω), one sees
that (ddcu)n is the Monge-Ampe`re measure given in Definition 4.1.
For the proof of Proposition 4.2, we need the following result about Monge-Ampe`re measures
of envelopes. The first part is classical (see [BT76, Wal69]), while the second part is contained in
the proof of Theorem 1.1 in [Blo06].
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Lemma 4.3. Let B1 ⋐ B2 ⋐ Ω be balls compactly contained in Ω. For a negative continuous function
v ∈ PSH(Ω), set
ṽ ∶= sup{w ∈ PSH(B2) ∶ w < v on B1 and w < 0 on B2}.
Then ṽ is a p.s.h. function on B2 which is continuous on B2 and satisfies
1. ṽ = 0 on ∂B2,
2. ṽ = v on B1,
3. (ddcṽ)n = 0 on B2 ∖ B1.
Moreover, if u ∈ D(Ω), then for any sequence (uℓ)ℓ≥1 of smooth p.s.h functions on Ω decreasing to u,
we have
sup
ℓ≥1
∫
B2
(ddcũℓ)n < +∞.
The proof of Proposition 4.2 will be an adaptation of the proof of [Blo06, Theorem 1.1]. For
that, we need the following auxiliary result.
Lemma 4.4. Let B1 ⋐ B2 ⋐ Ω be balls. Let A be the vector space generated by forms of the type
hddcv1 ∧⋯ ∧ ddcvn−m, where h, v1, . . . , vn−m are p.s.h. functions on B2 which are continuous up to
∂B2 and vanish on ∂B2. Then, every smooth (n −m,n −m)-form ψ compactly supported in B1 is inA.
Proof. It is a standard fact that every smooth (n −m,n −m)-form ψ compactly supported in B1
can be written as a linear combination of forms of type η ∶= h iγ1 ∧ γ1 ∧⋯∧ iγn−m ∧ γn−m, where h
is a smooth function with compact support in B1 and γ1, . . . , γn−m are (1,0)-forms with constant
coefficients, see [Dem, III.1.4]. Hence, it is enough to prove the desired assertion for η as above.
Write γℓ = ∑nj=1 ajℓdzj , for 1 ≤ ℓ ≤ n −m, where ajℓ ∈ C. Observe iγℓ ∧ γℓ = ddcvℓ, where
vℓ(z) ∶= π∣∑nj=1 ajℓzj ∣2, where (z1, . . . , zn) are the standard coordinates on Cn. Let ṽℓ be the
envelope constructed from vℓ as in Lemma 4.3 for 1 ≤ ℓ ≤ n −m. We have that ṽℓ = vℓ on B1,
ṽℓ ∈ PSH(B2) ∩ C 0(B2), and ṽℓ = 0 on ∂B2. This combined with the fact that h is compactly
supported in B1 gives η = hddcṽ1 ∧ ⋯ ∧ ddcṽn−m. On the other hand, since B2 is a ball, we can
express h = h1 − h2 where h1, h2 are smooth p.s.h. functions such that h1 = h2 = 0 on ∂B2. We
deduce that η ∈A. This finishes the proof.
Proof of Proposition 4.2. Since the problem is local, in order to get the desired assertion, it suffices
to prove that there exists a current Rm on Ω such that for every ball B1 ⋐ Ω and every sequence(uℓj)ℓ≥1 of smooth p.s.h functions on Ω decreasing to uj for 1 ≤ j ≤m, we have ddcuℓ1∧⋯∧ddcuℓm →
Rm on B1 as ℓ→∞.
Let B2 ⋐ Ω be a ball containing B1. Let h, v1, . . . , vn−m ∈ PSH(B2) ∩ C 0(B2) be functions
vanishing on ∂B2. Put η ∶= hddcv1 ∧⋯ ∧ ddcvn−m. Let ũj be the envelope constructed from uj as
in Lemma 4.3 for 1 ≤ j ≤m. We have that
ũj = uj on B1, (4.3)
that ũj is continuous up to ∂B2 and is equal to 0 on ∂B2 for 1 ≤ j ≤m. Put
Rℓm ∶= ddcuℓ1 ∧⋯∧ ddcuℓm, R̃ℓm ∶= ddcũℓ1 ∧⋯∧ ddcũℓm.
We will prove that ⟨R̃ℓm, η⟩ is convergent. By [Ceg04, Corollary 5.6], we have
∫
B2
ddcũℓ1 ∧⋯ ∧ ddcũℓm ∧ ddcv1 ∧⋯∧ ddcvn−m ≤
(∫
B2
(ddcũℓ
1
)n)1/n⋯ (∫
B2
(ddcũℓm)n)
1/n ⋅ (∫
B2
(ddcv1)n)
1/n⋯ (∫
B2
(ddcvn−m)n)
1/n
.
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This combined with Lemma 4.3 yields that ⟨R̃ℓm, η⟩ is of uniformly bounded as ℓ → ∞. With this
last property, we can follow the exact same arguments from the proof of [Blo06, Theorem 1.1].
This gives that limℓ→∞⟨R̃ℓm, η⟩ exists and is independent of the choice of the sequences (uℓj)ℓ≥1.
Using this and Lemma 4.4, for every smooth form φ compactly supported in B1, we obtain that⟨R̃ℓm, φ⟩ converges to a number independent of the choice of (uℓj)ℓ≥1 as ℓ→∞. On the other hand,
by (4.3), we get
⟨Rℓm, φ⟩ = ⟨R̃ℓm, φ⟩.
Consequently, the limit limℓ→∞⟨Rℓm, φ⟩ exists and is independent of the choice of (uℓj)ℓ≥1 as ℓ→∞.
Hence, the current Rm defined by ⟨Rm, φ⟩ ∶= limℓ→∞⟨R̃ℓm, φ⟩ satisfies the desired property. This
concludes the proof of Proposition 4.2.
Theorem 4.5. Let Ω be a domain in Cn and let u1, u2, . . . , um, 1 ≤ m ≤ n be functions in D(Ω).
Then, the Dinh-Sibony product of ddcu1,⋯,ddcum is well-defined and
ddcu1⋏ . . . ⋏dd
c
um = ddcu1 ∧ . . . ∧ ddcum. (4.4)
In particular, for u ∈ D(Ω), the Dinh-Sibony Monge-Ampe`re operator u ↦ (ddcu)⋏n is well-defined
and coincides with the usual one.
Proof. We’ll apply Theorem 3.1 to u1, u2, . . . , um−1 and T = ddcum. Let J ⊂ {1, . . . ,m − 1}. Then
by Proposition 4.2, the current RJ = ⋀j∈J ddcuj ∧ ddcum is well-defined. Hence, the condition (i)
in Theorem 3.1 is satisfied. Thus, it only remains to check the condition (ii).
Notice that if J = {1, . . . ,m − 1}, then condition (ii) is vacuous. Hence we may assume that
J ⊊ {1, . . . ,m − 1}. Let 1 ≤ k ≤ m − 1 be such that k ∉ J . It is known that if u ∈ D(Ω), then the
set {ν(u, ⋅) ≥ ε} is finite for every constant ε > 0, see [Ceg04]. In particular {ν(uk, ⋅) > 0} is a
countable subset of Ω. Since RJ is not of bidegree (n,n), it cannot charge points. Therefore,
the trace measure of RJ gives no mass to {ν(uk, ⋅) > 0}. This shows that the condition (ii) from
Theorem 3.1 is satisfied, thus finishing the proof.
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