suggest that quantum effects are crucial (42), because classical turbulence has an inverse cascade in (2+1) dimensions, whereas quantum turbulence-at least in the systems and regimes we have studied-gives a direct cascade. Furthermore, as discussed earlier, the average vortex spacing in our system (~10) falls inside the inertial range (2, 16). Because vortex spacing provides the characteristic length scale at which quantum effects are important, the Kolmogorov scaling observed here would appear to be tightly intertwined with the quantum nature of the fluid. We note that the argument for Kolmogorov scaling only assumes the existence of an inertial range of k values in which the only scale in the system is the overall rate of dissipation, E. This assumption by itself does not require the fluid to be classical or quantum, so the Kolmogorov scaling could well arise from the quantum phenomena seen in our simulations.
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Many aspects of superfluid turbulent flow await further investigation, including a better understanding of the physics of vortex drag and annihilation, the dependence of the turbulent phase on parameters such as the mean vortex density, and the physics governing the IR end of the inertial range. Studies of other observables of the superfluid flow, such as velocity statistics, have yielded tantalizing differences between classical and quantum turbulence (43, 44). Attempts to derive the Kolmogorov scaling directly from the holographic dual may also be worthwhile.
Because normal fluids in two spatial dimensions typically experience an inverse cascade, it will be of interest to see how the system behaves depending on the relative weights of the normal and superfluid components. For this purpose, one must go beyond the probe limit we have used here, so as to allow the superfluid flow to interact with the normal fluid component. In the dual gravitational description, this would require inclusion of the back-reaction of the gauge field A M and scalar field F on the bulk geometry, and hence would require the use of numerical relativity to determine the evolution of the system. many-body systems with which we can explore the space of what is possible, and possibly generic, in such strongly interacting systems. In the longer term, we aim to build realistic models using these holographic tools. Precisely how robust or transferable the present results are to real-world systems remains an open question. 17 . J. Maurer, P. Tabeling, Europhys. Lett. 43, 29-34 (1998 in establishing protective passive oxide films of a few atomic layers (1-3), which show improved stability by combination with Mo (4, 5) . Glassy alloys, including amorphous steels, have gained attention, in part due to their extraordinary corrosion and pitting resistance at comparatively low Cr contents (6) (7) (8) (9) . Additionally, an improved mastering of production (10) opens promising applications ranging from structural gadgets to biocompatible implant materials (11) (12) (13) . Moreover, the chemical and structural homogeneity of amorphous steel alloys have been recognized as an important asset for addressing fundamentally the influence of alloying elements on their macroscopic behavior such as corrosion (7, 14, 15) . The metastable glassy structure can be devitrified by gentle annealing (16) , which enables welldefined intermediate states of nanoscale elemental inhomogeneity. Although inhomogeneities exist on the nanoscale, the annealed structures are homogeneous on the macro scale. Microscopic insights of bulk material can thus be related to macroscopic performance.
Addressing the nanoscale characteristics of passive films of complex stainless steels remains a challenge. Considerable progress in understanding the laterally averaged structure and chemistry of the ultrathin passive films has been achieved by surface analysis techniques (6, 17, 18) . Despite their importance, however, the influence of nanoscale inhomogeneities on the film reactions such as crystallographic defects, small-scale inclusions, precipitates, grain boundaries, or simple chemical variations along surfaces remains largely unresolved and is still key for advancing modern materials development and corrosion research (19) (20) (21) . The passive films effectively change or block the dissolution of metallic materials in their specific environment. A sensitive multi-elemental online detection of dissolved species during their build-up or steady-state regime, together with a finely resolved knowledge of the underlying substrate, makes this effect discernible and permits insight into the fundamental mechanisms of passivation.
We provide a high-resolution near-atomistic view on the relation between bulk and surface microstructure and time-resolved corrosion performance of the stainless-type amorphous and nanocrystalline alloy Fe 50 Cr 15 Mo 14 C 15 B 6 (22) . Amorphous ribbons were prepared by melt spinning and crystallized by thermal annealing at the selected temperatures for 20 min. The glass transition (T g = 550°C), the onset of the first and second crystallization (T x1 = 602°C, T x2 = 641°C), and the melting temperatures (T m = 1112°C) of the amorphous alloy were obtained by differential scanning calorimetry and serve as an indicator of the structural transformations within the alloy.
Atom probe tomography (APT) (23) reconstructions are presented in Fig. 1A (and figs. S1 and S2). Fe, Cr, and Mo are presented in green, blue, and red colors, respectively. Boron and carbon were omitted here for clarity. The lower images correspond to 2-to 5-nm slices from the reconstructions, elucidating the nanoscale partitioning. Isoconcentration surfaces of Cr and Mo are plotted to highlight regions of highest chemical gradients. The average compositions of the different regions are listed in Table 1 . The asquenched ribbons show the broad diffuse x-ray peaks (Fig. 1B) characteristic of an amorphous structure, whereas a uniform elemental distribution by APT confirms their chemical homogeneity. At 620°C, Cr-rich regions of 12-nm average size are formed by elemental redistribution (Fig. 1A) . Correlated analyses between x-ray diffraction (XRD) and transmission electron microscopy (TEM) indicate the presence of the carbide phase . S3 ). The chemical composition in the respective regions becomes thermodynamically stable with increasingly sharp boundaries. Most important, for our passivation studies, a percolation of both crystalline phases throughout the fully crystallized sample is observed.
Freshly sputtered starting surfaces were used to ensure reproducibility of the electrochemical measurements and surface analysis. Bombardment with Ar ions essentially cleaned the surfaces from contaminations or any reaction layers formed during annealing (fig. S4) . The elemental distribution of the fresh surface of the fully nanocrystalline sample in the scanning Auger EM (SAEM) map (overlaid map in Fig. 1C ) closely corresponds to the distribution displayed in the APT slice in Fig. 1A . Although some sputter ripples emerge in the surface morphology, sputtering is thus able to produce an almost ideal cut of the bulk material, and the detailed bulk microstructure information is maintained at the surface.
Micro-electrochemical corrosion tests enabled a large number of tests on one sample and showed an excellent reproducibility (24) . Depending on the thermal history, the electrochemical corrosion behavior reveals a transition from an extended passive state limited by transpassive Cr dissolution to an early breakdown governed by transpassive Mo dissolution ( Fig Fig. 2A , oxidizing positive currents indicate the release of metal ions. For the alloys crystallized above 670°C, the steep increase in current is linked to strong metal dissolution. Below 650°C, the annealed and the pristine amorphous alloys show a transition into a further low-current passive region (b). The initial peak indicates the transition of a native oxide film, which is unstable in the electrolyte, toward this passive state. In region (c), the passive film breaks down about 100 mV earlier than the transpassive Cr dissolution of the pure Cr foil. Interestingly, the partially nanocrystalline samples below 620°C show only a moderately larger passive current density. The transition peak (a) is more pronounced, and the final breakdown occurs at the same potential compared with the amorphous alloy. The transition in breakdown behavior appears between 620°and 670°C. The fully nanocrystalline sample (800°C) closely resembles the behavior of pure Mo but is about 100 mV more stable. APT analyses indicate 6 to 7 atomic percent (atomic %) of Cr in the respective Mo-rich phase. In particular, for complex multi-element materials the total current does not reveal sufficient information on the involved elements.
Of particular interest for corrosion performance are the individual elemental contribution and the effectiveness of the passivating elements Cr and Mo (7, 25, 26) . Element-resolved dissolution data were measured online using a scanning flow cell (SFC) with an inductively coupled plasma mass spectrometer (ICP-MS) (27) and are illustrated for three selected states in Fig. 2, B to G. The measured concentrations were converted into current densities by application of Faraday's law (27) (28) (29) . The sum of all three elemental dissolution current densities, i Diss,Me with Me = Fe, Cr, Mo (gray dashed lines in Fig. 2, B to D) , shows good agreement with the measured current density i m for all three samples. Visible deviations reflect the growth of the 1-to 2-nm passive film and dissolution of carbon and boron. Compared with the bulk composition, the elementspecific dissolution stoichiometry (molar fractions) (Fig. 2, E to G) . The main species dissolved in the lower range of potentials up to 700 mV for the amorphous sample is Fe, with substoichiometric dissolution of Cr. The timeresolved enrichment of Cr on the surface can thus directly be followed. At higher potentials in the passive range, both Mo and Cr dissolve in equivalent ratios reflecting the substrate composition. A higher contribution of Fe and Mo is observed in the sample annealed at 620°C. Cr dissolves then stoichiometrically only at the breakdown. The formation of Cr-rich crystals, and consequently Cr-depleted regions, leads to the increase in the current density. Formation of passive layers is accompanied by a large etching effect that is enhanced by the codissolution of Cr, because the necessary accumulation of Cr is delayed. The inhomogeneous substrates revealed two time scales, one initial strong dissolution peak and a slower process to reach the final steady state. A relatively thick layer of the amorphous and the partially crystalline surface is removed (about 20 and 30 nm in average, respectively), as can be deduced from the elemental dissolution data. A thicker and significantly Cr-enriched passive film is thus formed after immersion in the electrolyte. Independent x-ray photoelectron spectroscopy (XPS) measurements ( fig. S6 ) confirm the increase in film thickness to about 4 nm and reveal the thickness and composition of the respective passive oxide films to closely resemble the reported films on binary Fe-Cr model alloys or stainless steels. In contrast, the fully nanocrystalline alloy (800°C) shows an increasingly strong contribution of Mo, with Cr being distinctly minor. The dissolution stoichiometry is thus quickly dominated by the Mo-rich phase, and the chemical stability of the system is compromised with the formation of the percolating Cr-depleted structure. The individual amounts of metals dissolved in the specific potential regions are given in Table 1 . The ratio of Fe and Mo measured by APT in the Mo-rich phase agrees very well with the dissolution of the nanocrystalline material during the potential sweeps. This supports that the electrochemical behavior in the crystallized alloys is indeed dominated by the Morich and severely Cr-depleted phase, which begins to corrode at low potentials. In parallel to the growth of the adapted passive film, the associated selective etching results in a severe surface roughening on the nanometer length-scale of the formed chemical inhomogeneities. Figure 3A shows an atomic force microscopy (AFM) image of the surface morphology after initial corrosion of the partially crystalline state (annealed at 620°C). The final transpassive breakdown of the layer is here not compromised by the developing defects in the surface morphology and the partial crystallization. The completely amorphous sample shows no difference in roughness before and after formation of the passive layer, confirming its homogeneous nature. Only at high temperatures does a more pronounced chemical partitioning with a fully developed phase percolation cause the mechanism and the breakdown potential to change. Continuous selective dissolution can be sustained as shown in Fig. 3 , B and C, for the alloy crystallized at 800°C. TEM confirms the homogeneity of the sample on larger length scales than APT and the dissolution of a percolating Mo-rich phase. Chemical partitioning is independently confirmed in the high-angle annular dark field (HAADF) scanning TEM (STEM) image as variations in contrast (Fig. 3B) , in addition to local energy dispersive x-ray (EDX) analysis (Fig. 3C) . The resulting mesoporous Cr-rich carbide is chemically very stable and may be useful for different applications.
The complexity of most applied materials often precludes a thorough understanding of the macroscopic behavior, including corrosion. Here, we followed the role and fate of the individual elements during the corrosion of a complex multielement material. First, the three-dimensional nearatomistic chemical distribution revealed by APT discloses the increasing Cr partitioning of the alloy at different temperatures, which is essential for understanding the breakdown of effectiveness of passivation. The Cr depletion first occurs homogeneously throughout the remaining matrix-that is, no sensitization is observed. The Cr-depleted h-Fe 3 Mo 3 C phase does not form surrounding, nor always attached to, the Cr-enriched crystallites. Approaching the fully crystallized state at 700°to 800°C, the h-phase percolates throughout the alloy and the passivation mechanism completely fails.
The sensitive and directly linked online ICP-MS dissolution analysis is a second major point. Alloying elements can considerably influence the behavior of materials; they can block dissolution sites or catalyze reactions, either beneficial or detrimental. Cr is codissolved at all stages in different ratios. Enrichment of Cr on the surface drives passivation and is, according to our timeand element-resolved data, much slower for the partially crystalline sample compared with the completely amorphous one. At the same time, major surface etching (10 to 30 nm) takes place, which results in a higher surface roughness but may also help to overgrow a structurally inhomogeneous substrate. Nevertheless, the finally established passive state exhibits a slightly higher passive current compared with the amorphous state. The transpassive breakdown process occurs at lower potentials for the analyzed alloys compared with pure Cr, thus indicating a further codissolution effect of the alloying elements and marking a change in mechanism during the potential ramp. After a steady state has been reached for a passive film, the samples dissolve with bulk stoichiometry, whereas the early breakdown of the fully nanocrystalline state is associated with a very high Mo dissolution.
As a general remark, the structure of passive films on stainless steels has been recognized as an amorphous-crystalline composite (30) . Granted, the rigorous nanometer-scale lateral chemical composition of any ultrathin passive film has not been resolved so far. Amorphous steels show a low threshold to develop a protective film of 4 to 5% Cr (31) compared with 12 to 13% Cr in crystalline stainless steel alloys (32) . The origin of this lower threshold remains disputed and was attributed either to the amorphous substrate facilitating an entirely amorphous passive film structure or to a more homogeneous Cr distribution. Although element-resolved solution analysis marks an enormous step for our understanding, more detailed insight into the passive film itself will be necessary to resolve the issue completely.
Finally, beyond the particular amorphous and nanocrystalline alloy presented here, interesting parallels to commercial polycrystalline stainless steels can be drawn. The passive films of both are of the same nature-that is, they have the same thickness and average composition. Highperformance austenitic stainless steel grades such as American Iron and Steel Institute (AISI) types 316L, 904L, or 654 SMO contain a relatively high amount of Mo (2 to 7 weight percent) and are employed where corrosion behavior is critical. Passive films are not static but adapt to changes in the environment and are partially able to heal defective regions such as local variations in Cr, weld precipitations, tiny impurity phases, or sensitized grain boundaries. We showed how a passivation scheme for amorphous and nanocrystalline steels reacts to local chemical variations down to the nanometer scale. Herein lies the benefit in studying these types of steels to understand specific aspects of real-world steels. D etermining atomic structure of amorphous materials has been a long-standing problem, because the lack of long-range translational and rotational symmetry renders it experimentally inaccessible by conventional diffraction methodologies. More than half a century ago, Frank proposed that the icosahedron is the most favorable local order in monatomic metallic liquids (1), successfully explaining the feasibility of achieving undercooling to below the melting points. Metallic glasses can often be formed from liquid alloys near eutectic compositions and, in accordance with Frank's proposal, binary liquid eutectic compositions can be generated by introducing icosahedral clusters (2) . Icosahedral order is thus the most generally accepted description of atomic structures of metallic liquids and glasses (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . From a geometrical viewpoint, icosahedra cannot fill the entire three-dimensional (3D) space, even in disordered systems, without distortion where icosahedral rotational symmetry is partially broken (15) (16) (17) . Therefore, the locally preferred icosahedra may not be perfectly consistent with the globally stabilized structure, leading to the theoretical predictions of geometrical frustration of icosahedron (16) (17) (18) (19) . Although a number of neutron and x-ray scattering experiments have been performed to elucidate icosahedral order in metallic liquids and glasses (18, (20) (21) (22) , only average structural information can be acquired from 1D diffraction profiles generated by the statistical distribution of coexisting polyhedra with various geometrical distortions in real materials. The direct observation of local icosahedral order is still missing. Consequently, the structure features of local icosahedral order and their correlation with the long-range disorder in glasses and liquids are largely unknown. To overcome the experimental difficulty in detecting local atomic configurations in amorphous materials, we recently developed an angstrom-beam electron diffraction (ABED) method to probe local atomic structure using a~0.4-nm electron beam (23) . We use the ABED technique to characterize local icosahedral order in a representative Zr 80 Pt 20 metallic glass in which the presence of a large fraction of icosahedra has been predicted by computational simulations (24, 25) and this study ( fig. S1 ).
The amorphous structure of the Zr 80 Pt 20 metallic glass was confirmed by spherical aberrationcorrected high-resolution transmission electron microscopy (TEM), together with selected-area electron diffraction ( fig. S2) . To obtain local structural information, we employed the ABED technique with a beam diameter of 0.36 nm (full width at half maximum) to characterize a thin foil of the glass (Fig. 1A) . To guide the ABED study, we simulated the characteristic ABED patterns of an ideal icosahedron along five-, three-, and twofold directions (Fig. 1B) . A large number of ABED patterns were acquired from the thin edge of the TEM foil. When the specimen thickness is thin enough (~3 to 5 nm), individual polyhedra with an appropriate on-axis orientation can be frequently detected by ABED. However, from these measurements we cannot find any ABED pattern that is completely consistent with the simulated icosahedron patterns shown in Fig. 1B . Instead, the acquired ABED patterns only partially match those of the five-, three-, and twofold orientations (Fig. 1C) . This is probably due to distorted icosahedra in which icosahedral order is only partially preserved. We thus simulated five-, three-, and twofold ABED patterns of a typical <0 0 12 0> icosahedron taken from the molecular dynamics (MD) model of the metallic glass ( fig. S1B ). All icosahedra in the MD model are actually distorted from the ideal icosahedron, in agreement with theoretical and computational predictions (17-19, 24, 25) . Figure 1C shows the simulated five-, three-, and twofold ABED patterns of the distorted icosahedron.
