Abstract. We present the essential dynmnic model of the •nesospheric photochemical system (PCS) •'md suggest a step-by-step procedure for elaborating such a model of an arbitrary atmospheric PCS. The model demonstrates the same possibilities of nonlinear dynamic behavior and qualitatively the same dynamic characteristics as the corresponding original model, but is much simpler than the latter. We show the adequacy of the essential model compared with the original one in bifurcation diagrams, equilibrimn states, and such new characteristics as correlation dimension and minirotan embedding dimension of a chaotic attractor. The model can be used both for identi•ing and studying the mechanisms of the nonlinear dynmnic behavior of the mesaspheric PCS, as well as for solving a number of problems aimed at revealing nonlinear photochemical phenomena in the actual mesasphere.
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In the mentioned cases of the tropospheric and Antarctic stratospheric PCSs, for example, the changes of atmospheric parameters leading to bifurcations are anthropogenic in origin and associated with increasing emissions of nitrogen oxides and man-made halogens into the atmosphere, respectively.
We consider the results of the previously mentioned studies as evidence that the possible appearance of the nonlinear phenomena in real atmospheric PCSs cannot be neglected without special study.
The Role of Studies on the Nonlinear
Nature of
Atmospheric PCSs
In our opinion, the possibility of strong changes in the composition of the atmosphere associated with nonlinear phenomena dictates the necessity, and usefulness of special investigations of the atmospheric PCSs with the purpose of revealing any possible nonlinear phenomena which may be manifested under a variety of conditions both at present and in the future. We believe that such investigations would help (1) to def'me how, •vhen, and where the possible geophysical phenomena caused by photochemical nonlinearities can be observed (possibly, some nonlinear phenomena taking place in the actual atmosphere have not yet been observed because their observations require special conditions or special methods which could be determined by these investigations), and (2) to increase the reliability of the conclusions of studies on prediction of future changes in atmospheric composition. 
Essential Dynamic Models and Their Purposes
Obviously, any investigation of dynamic system properties under a variety of conditions assumes the use of a model of that system. Thus, the crucial question is which model to use. When an investigation concerns the photochemistry of the atmosphere, a natural tendency would be to use a complete photochemical model. However, such models are constructed with the purpose of achieving the best quantitative agreement with observations and, as a rule, are rather bulky and involve too many dynamic variables (here, concentrations of chemical species) and parameters. As a result, numerical calculations give a small probability of revealing the regions of parameter values where the particular PCS e,',d'fibits nontrivial dynamic properties. We have suggested another way: to use special models [Feigin and Konovalov, 1996 , p. 26,023], 'which combine simplici,ty with a good correspondence to observed processes', and which we have introduced as the basic models. The good correspondence to the observed processes assumes, first of all, qualitative correspondence of the dynamic behavior of the model to the behavior of the real atmospheric PCS. In this paper we develop this approach and, in particular, we present the general procedure to elaborate this type of model t?om the corresponding complete photochemical model. (,We thus implicitly assume that complete photochemical models can adequately describe the behavior of the real PCSs.) Using the suggested procedure, one obtains a model which satisfies the following basic requirements: (1) the greatest possible simplicity, (,2) the lowest order of the system of differential equations involved in the model, and (3) a consistency betxveen qualitative dynamic properties of the simplified and the original complete models of the atmospheric PCS. Following from the fact that the discussed models should present just the essence, that is, the minimum number of actual photochemical processes which carry the essential qualitative features of the dynamic behavior of the considered atmospheric PCSs, hereinafter we refer to these simplified models as 'essential dynamic models'. Note that simplified photochemical models have been already used, in particular, for studying the dynamics of the tropospheric PCS [Stewart, 1995; Poppe and Lustreid, 1996] . We would like to emphasize that the essential dynamic model is not only a simplified model, but meets the above three requirements also. The essential dynamic model seems to be very useful not simply for solving the problem of the existence of nontrivial dynamic properties in the considered PCS, but, especially, for understanding the causes and mechanisms determining the existence of these properties. Understanding of the reasons for the existence of the nontrivial dynamic properties leads to, particularly, an identification of both the most important chemical processes determining these properties and critical (bifurcation) parameters. Consequently, this understanding promotes investigations aimed at predicting the ways and conditions under which the nontrivial dynamic properties may manifest themselves in the real atmosphere.
Objectives of the Paper
This paper deals with a twotbld task. On the one hand, as mentioned above, the paper suggests a procedure of obtaining the essential dynamic model. As an example we use the photochemical dynamic model of the mesospheric PCS analogous to the model used by Fichtehnann and Sbnnemann [ 1992] and Sonnemann amt Fichtelmann [1997] (referred below as to FS and SF, respectively). The main advantage of this model is that it demonstrates a rich assortment of nontrivial dynamic regimes (FS, SF). This provides an opportunity to compare the essential and original models over a large number of characteristics and thus to show more clearly the validity and potential of the suggested procedure.
On the other hand, we consider our study as a contribution considered species. Namely, these processes should be comto the understanding of the nonlinear nature of the real meso-pared with any additional processes which are not included in spheric PCS. Our interest in this region of the atmosphere has the original model with the purpose of estimating the impact arisen from studying FS, who have revealed that the zero-of those additional processes on the dynamic behavior of the dimensional dynamic model of the mesospheric PCS enforced mesospheric PCS.
by the diumal variations of the photolysis rates possesses a rich assorm•ent of subham•onic oscillations and exhibits chaos. In connection with our statements above about the inconvenience of a complete model for investigations of nonlinear dynamic properties, it seems natural that FS have used for their stud) r a rather simplified model. However, using the simplified model poses the question of whether these properties are an artithct of the simplified treatment or are inherent properties of the real mesospheric ['CS. This question is discussed briefly by FS and SF, and according to this discussion it appears that an unambiguous resolution cannot be given at present. Evidently, to solve this question, further investigations using both theoretical and experimental approaches should be done. Taking into account that those investigations may reveal a qualitatively new and m•usual geophysical phenomenon, and, in any case, may significantly advance the understanding of the physics and chemistry of the mesopause region, we believe that such investigations deserve to be carried out.
The successful resolution of the posed question implies, in particular, an understanding of the impact on the discussed nonlinear phenomena of different processes, both chemical and nonchemical in origin, which are present in the real mesosphere, but not taken into account in the simplified photochemical models. In parallel with, or even prior to, studying these [rotors within the tYamework of more complex models, it appears to be extremely useful to understand the mechanisms of the impact of these [rotors and to estimate their associated possible changes in the dynamic behavior. By doing so, one gets the opportunity to foresee the results of numerical calculations, as well as to define conditions when changes caused by different [hctors can either be negligible or provide desirable effects. This would finally lead to an increase in the degree of reliabili½' of the results obtained by means of complex models and allow one to make the studies more comprehensive.
We see only one method to achieve this desired understanding. This method requires the determination of the mechanisms [br the appearance of nonlinear effects in the chosen model of the mesospheric PCS and a further analysis of how and to what degree a factor of interest perturbs or changes those mechanisms. We consider the elaboration of the essential dynamic model of the mesospheric PCS presented in this paper as a necessary first step in the suggested method. We note, for example, that in our recently finished study (I. B. Konovalov and A.M. Feigin, manus6ript in preparation) the essential dynamic model is used as an instrument for revealing both chemical and dynamical mechanisms for the appearance of nonlinear dynamic phenomena found by FS. Also, using the essential dynamic model, we have made estimations of the impact of the eddy diffusion which show that the subharmonic oscillations can be retained, at least when the value of the eddy diffusion is assumed to be at or less than 105 cm 2s 'l.
Even without a further analysis of the mechanisms for the appearance of nonlinear eff'ects, the essential dynamic model itself presents the assemblage of the most significant chemical processes responsible tbr the appearance of nonlinear phenomena in the considered model and shows, in the simplest manner, how these processes contribute to the evolution of the Thus, we assume that the photolysis rates are constant during the whole daytime, then drop to zero at sunset, and return to the constant value again at sunrise. The real dependence of the photolysis rates on time is smoother; nevertheless, it is much closer to dependence (6) than, for example, to a sinusoidal variation. Test calculations show that using a smoother function s(t) instead of (6) does not cause qualitative changes in the system behavior. We have assumed that the transition between extreme values of s(t) (0 and 1) takes time of the order of 104 s (or less). The same result has been obtained by FS. Note that the stepwise specification of s(t) allows us to present the evolution of the system (1)-(5) with time-dependent parameters as sequential time intervals, during each of which the system parameters do not depend on time. As a result, we can reduce the analysis of the behavior and dynamic properties of the nonautonomous (timedependent) system to the analysis of' those of' two autonomous (time-independent) subsystems corresponding to day and night conditions. Within the framework of this description the nonautonomous character of the system is tbcused on the sunset and sunrise moments. For clarity we assume here that the durations of a day and a night are equal. gram, confining the region of the multiperiodic regimes, is a reflection of a very long (much longer than 100 periods) transitional process. We would like to emphasize that the time interval equal to 100 periods used t;3r formation of the bifurcation diagram was t:bund to be long enough to suppress the transition processes tbr all other regimes reflected in the bifurcation diagram. period cascade; (3) have the immediate neighborhood of the triple-periodic and chaotic regimes in the bifurcation diagram, and (4) demonstrate the hysteresis effect. Naturally, because of a significant diftbrence between the parameter values involved in the models, full coincidence of the dynamic properties could not be expected. In particular, the bifurcation diagram of our system has (1) slightly different regions of magnitudes r, corresponding to the multiperiodic and chaotic behavior, (2) more chaotic bands, and (3) specific succession of the dynamic regimes when r is both increasing and decreasing in the band t•om r= 1.5 to r=2.1.
Correlation dimension. As we have mentioned
above, the considered system can e 'xhibit chaotic behavior. It is 'known that the chaotic behavior of the system allows us to define some invariant characteristics for this system which do not depend on a particular dynamic process (see, for example, the review by ,4barbanel [1997] ). These characteristics can be used for classification and comparison of various dynamic systems. Furthermore, they provide valuable inforrnation for simplifying the given dynamic system. For the mesospheric PCS we consider two such characteristics: a fractal dimension, or more specifically a correlation dimension, and a minimum It is very important that most significant dynamic properties embedding dimension, which are discussed in this and the The value of the correlation dimension which we obtain implies that the chaotic attractor in the considered sixdimensional phase space fom•s a two-dimensional surface. Consequently, if we consider a 'stroboscopic' section of the attractor in five-dimensional phase space, that is, the attractor points corresponding to a definite moment of a day, we find that this section has a linear fractal structure. Indeed, it is easy to understand that a chaotic attractor of the system with periodically changing parameters is evenly 'smeared out' over the time axis, so the fi'actal dimension of the 'stroboscopic' section should be less by a unit than the one for the full attractor. we obtain allows us to infer that only three coupled equations are necessary to simulate the observed dynamic behavior of the system (1)-(5). Indeed, it is known that systems of dimension less than three can not exhibit deterministic chaotic behavior. This means that the minimum number of coupled equations in the system with periodically changing parameters is two, as the third equation can simply correspond to the time periodic dependence of the parameter values (see, for example, Moon [ 1987] [Kennel et al., 1992] . False neighbors are points belonging to the chaotic attractor which are close in the phase subspace of a relatively low dimension, but well separated in the phase subspace of a higher dimension. The minimum embedding dimension is equal to the dimensionality of the phase subspace where the number of false neighbors is negligible. The procedure of calculating dE can be briefly described as tbllows [Abarbanel, 1997] .
Using the time series of the observed variable x(t) (x] in our case), a phase portrait can be reconstructed with delay coordinates, that is, a point on the attractor is given by a data vector yk={X(tk), x(tk+l:) .... 2.2.4. Equilibrium state. As mentioned above, the dynantic process simulated for the time-dependent (nonautonomous) system with regard to the stepwise character of (6) can be presented as successive dynamic processes described by the time-independent (autonomous) systems corresponding to the daytime and nighttime situations. The traditional method of investigating the dynamic properties of nonlinear systems is based on studying the structure of the phase space of the system [Andronov et al., 1966]. All qualitative peculiarities of the behavior of the system are reflected in its phase space structure. For example, self-oscillations correspond to a limit cycle in the phase space, and the monotonic transition from the arbitrary initial state to the same equilibrium corresponds to the only equilibrium state of a stable node type in the phase space of the system. The numerical investigation of the phase space of the system tbr the daytime conditions shows that the structure of the system phase space is determined by a single equilibrium state. So, in this case the qualitative peculiarities of the system behavior are completely determined by the type of the equilibrium state, which in turn is Both numerical and analytic considerations show that all phase trajectories in the phase space of the system corresponding to the nighttime conditions converge to the equilibrium state of the degenerate stable node type, where xi,2,4=0 and x3 and x5 are arbitrary constants determined by the initial conditions of the nighttime evolution. The fact that the equilibrium states are stable and unique in both the daytime and nighttime subsystems unambiguously testifies that both subsystems are stable and that the complicated dynamics of the original nonautonomous system cannot be attributed to instability of the autonomous subsystems. the essential dynamic models.
x(tk+(d-1)'c)}, where d is a presumed dimension of the phase space and 'c is an almost arbitrary chosen delay time. Then the nearest neighbor (in the Euclidean sense) to this point is to be found and will be a vector y,={x(t,), x(t.+z) .... x(t,+(d-1)z)}. In going from the d to d+l dimension the additional component of the vector Yk is x(tk+d'c), and that of the vector Yn is x(tn+dz). Comparing the distance between Yk and Yn in a space of dimension d with distance in the dimension d+l (this should be done for all available pairs Yk and y,), we can establish the true and false neighbors. The dit•brence between these distances relative to the distance in dimension d is expected to be rather small for the true neighbors, while this value for those vectors whose neighborhood in dimension d is just a result of a projection from a higher dimension, that is, for the false neighbors, is ex-
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Remarks About Suitability of the Chosen Original
Model
Note that the previously mentioned specific tasks of our study (see section 1.5) have determined our using as an original model not a complete photochemical model, as suggested in section 1.4 for the most general case, but an already simplified model, described in section 2.1, analogous to that used by FS and SF. As shown below, this model is yet a subject for further significant simplification from both the chemical and mathematical points of view. Due to this, the chosen original 'model is well suited to the first task of our study.
The chosen original model is also well suited to the second specific task of our study formulated in section 1.5, conceming the investigation of nonlinear efIEcts revealed by FS, since our original model demonstrates those effects. In principle, there is a possibility that if the essential dynamic model were elaborated from the more complete photochemical model taken with the same parameter values, it would differ from the essential model presented below. However, our consideration of the processes involved in the original model, in connection with general notions regarding photochemistry of the mesosphere as they are described, in particular, in the book of Brasscur and Solomon [1984] , shows that our original model includes all processes of the mesopause region which provide a major contribution to the dynamics of the species involved in the model. Thus, we consider the mentioned possibility as rather unlikely.
At the same time, it is possible that the presented essential dynamic model may require some corrections in situations when a significantly different set of parameters is considered (see also related remarks in section 3.1.3). It should be noted also that our study concems the basic dynamic properties of the photochemistry itself} that is, taken separately from the other atmospheric processes. Other atmospheric factors can be analyzed on the basis of the essential dynamic model as suggested in section 1.5. . In particular, they introduced the important notion of the rough dynamic system [see also Debaggis, 1952] , that is, the system whose dynamic behavior does not change qualitatively under f'mite changes of the fight-hand (nondifferential) sides of the set of differential equations describing an evolution of variables. The validity of this procedure is proved by means of a series of theorems (see, for example, Andronov et al. [1973] ). The main theorem is one stating the continuous dependence of the solution on changes of both the right-hand parts and initial conditions. A derailed description of various definitive methods of an asymptotic expansion for a system with one degree of freedom can be found in the work by Nayteh [1981] .
Essential Dynamic Model of the Mesospheric
The second procedure connected with a successive separation of variables according to their characteristic times has been suggested first by Feigin [1955] for description of the socalled discontinuous oscillations in some radio-technical systems. This procedure leads to the maximum decrease of the order of the set of differential equations that still retains its ability to describe adequately the processes investigated. Andronov et al. [1966] suggest various examples of using this technique for mechanical and radio-technical systems. Haken [1978] uses a particular case of this procedure, which is named by the author as the method of an adiabatic approximation, for analysis of a number of various systems of different nature, and, in particular, for chemical systems.
We discuss in this paper an application of these procedures to the case of the dynamic system describing the evolution of chemically reacting components. To be correctly simplified, such systems, generally, require simultaneous application of both of the above noted procedures. Although we are sure that neglecting some small factors in the right-hand parts of the corresponding equations precedes any application of the variable separation procedure to any real system, we have not yet succeeded in finding any publications describing such combined application. Below we suggest a step-by-step procedure that combines the two particular procedures discussed above in their application to the specific case of atmospheric photochemical systems. It should be noted that in this paper we limit the description of the procedure to the most typical situations in atmospheric photochemistry. The suggested procedure may be advanced for possible specific situations without any principal problems.
3.1.2.
Step-by-step procedure. The procedure assumes the following successive steps.
1. The considered system is first converted into dimensionless form. The source system can be written as 
Below we refer to these equations as the zero-order equations. (when r,.q <<r4<<r,) , then we have to solve the set of corresponding algebraic equations for these variables. It is possible that again some equations for x• are linearly dependent. In this case, consideration of the equations which include the terms proportional to/,t•2 is required. These equations can be obtained using a procedure analogous to the one described in item 4. Such an iterative procedure should be continued until all newly der'reed variables are either (1) fast and linearly independent (r4<<rs), (2) simplify the consideration of the system dynamics under a given timescale emerge naturally in the asymptotical procedure described above. (3) Since our objective is to create a set of simplified equations which possesses the same dynamic properties as the whole system, it seems reasonable to follow the approach used for that in other branches of physics.
We then separate variables z• into three groups according
Dynamic Properties of the Essential Dynamic Model
We study the same dynamic characteristics and properties for the essential model as for the original one. These characteristics and properties are described in section 2.2 and are presented in Figures 1-8, with Figures l a-8a It is easy to see that the eigenvalues correspond to either the stable node or the stable focus types of the equilibrium state. For conditions considered in this paper the equilibrium state is of the focus type. The results in Figure 8 point to, at least, a qualitative agreement between the equilibrium state properties for the essential and original models.
The comparison between the dynamic properties and characteristics of the original and essential models confirms our guess that the model whose dynamic behavior is described by (13)-(14) , can indeed be considered as the essential dynamic model of the mesospheric photochemical system.
Conclusions
In this paper we have attempted to elaborate and investigate the essential dynamic model of the mesospheric photochemical system (PCS). As the original model we have used a model which is similar to that investigated by Fichtelmann and Sonnemann [1992] and Sonnemann and Fichtelmann [1997] and possesses a rich assortment of scenarios of dynamic behavior. We have suggested a general way to reduce the original model of an arbitrary atmospheric PCS to the essential model using a step-by-step procedure. Possessing qualitatively the same dynamic properties and characteristics as the original model, the elaborated essential dynamic model is much simpler. In particular, the essential dynamic model of the mesospheric PCS includes a set of only two ordinary differential equations (ODEs) and nine chemical reactions, while the original model includes set of five ODEs and 16 chemical reactions. We have demonstrated the similarity of the essential and original models in their bifurcation diagrams, correlation dimensions, and minimum embedding dimensions, as well as equilibrium state characteristics. We believe that the elaboration of the essential model of' an atmospheric PCS is the first step necessary for studying the possibilities and mechanisms of the PC$ nonlinear dynamic behavior. The suggested procedure of obtaining the essential model and the model itself can be used for identifying and studying the mechanisms of nonlinear dynamic behavior of the mesospheric PCSs and for solving a number of problems aimed at revealing nonlinear photochemical phenomena in the actual mesosphere.
