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ABSTRACT
The equatorward shift of the zonal-mean midlatitude tropospheric jet following a stratospheric sudden
warming in a comprehensive stratosphere-resolving model is found to be well quantified by the simple model
of tropospheric eddy feedbacks proposed by Lorenz andHartmann. This permits a decomposition of the shift
into a component driven by the stratospheric anomalies and a component driven by tropospheric feedbacks.
This is done by extending the simple model to include three effective forcing mechanisms by which the
stratosphere may influence the tropospheric jet. These include 1) the zonally symmetric adjustments asso-
ciated with the mean meridional circulation and the direct influence of the stratospheric anomalies on 2) the
tropospheric synoptic-scale or 3) the tropospheric planetary-scale eddies. Although the anomalous tropo-
spheric winds are primarily maintained against surface friction by the synoptic-scale eddies, this response can
be entirely attributed to the eddy feedback term. The response of the planetary-scale eddies, in contrast, can
be directly attributed to the stratosphere. The zonally symmetric tropospheric circulation associated with
downward control is found to play little role in driving the tropospheric response.
The prospects of applying this methodology to reanalysis data are also considered, but statistical limitations
and the relatively weak projection of the vertically integrated composite wind anomalies onto the leading
EOF preclude any conclusions from being drawn.
1. Introduction
Following the landmark paper of Baldwin and
Dunkerton (2001), the equatorward shift of the zon-
ally averaged, tropospheric, midlatitude jet following
stratospheric sudden warmings has now been well
established in the observational record (Limpasuvan
et al. 2004) and in a wide variety of models of varying
degrees of complexity (Yoden et al. 1999; Polvani and
Kushner 2002; Gerber et al. 2010; Hitchcock and
Simpson 2014, hereafter HS). A number of dynamical
mechanisms have been proposed to explain this shift,
but it has proven difficult to convincingly distinguish
between or falsify these mechanisms. This is in part
because of the strongly coupled nature of the system
but is also a result of statistical difficulties due to both
the relatively short observational record of the com-
plete coupled stratosphere–troposphere system and
the large interevent variability inherent to stratospheric
sudden warmings. There is considerable interest in ex-
ploiting the enhanced skill in seasonal forecasts associ-
ated with these stratospheric events (Sigmond et al.
2013), so improving the dynamical understanding of the
relevant processes has significant practical consequences.
Some progress has been made. There is, for instance,
considerable evidence that changes in the synoptic-scale
eddies play a central role in the tropospheric response.
While the dynamical and radiative forcing associated
with the event in the stratosphere are expected to
produce a barotropic near-surface response, which is
further amplified by the diabatic processes responsible
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for downward control (Haynes et al. 1991), efforts to
quantify this effect have found it inadequate to de-
scribe the full tropospheric response (e.g., Charlton
et al. 2005). The response found by Thompson et al.
(2006), for instance, was only able to explain the zonal-
mean zonal wind changes at high latitudes, and not the
bulk of the equatorward shift. Moreover, momentum
fluxes associated with synoptic-scale eddies have been
implicated inobservational composites (Limpasuvan et al.
2004) and have been shown to be required to explain the
tropospheric response in simplified models (Kushner and
Polvani 2004; Song and Robinson 2004).
However, it well known that the synoptic-scale eddies
respond strongly to changes in the tropospheric jet itself
(Robinson 2000, and references therein), raising the
difficult question as to what extent the change in eddies
is responsible for the shift in the jet and to what extent
the shift of the jet is responsible for the change in eddies.
One manifestation of this feedback between the eddies
and the jet is in the typical persistence of latitudinal
shifts of the jet, which has been argued to be longer
than it would be in the absence of these interactions
(Robinson 1996; Lorenz and Hartmann 2001, hereafter
LH01, 2003, hereafter LH03).
There is strong evidence that the same processes re-
sponsible for this persistence are also playing a role in
the response to a variety of forcings in the climate sys-
tem, including those arising from the stratosphere
(Kidston et al. 2015). The large shifts in the tropospheric
jets found by Polvani and Kushner (2002) and Kushner
and Polvani (2004) in response to perturbations of the
stratospheric vortex were shown by Chan and Plumb
(2009) to be closely associated with extremely persis-
tent variability in the tropospheric jets particular to the
configuration of the dry dynamical core they used;
when the character of the jet was modified such that
this persistence was reduced, the response to the strato-
spheric perturbation was correspondingly weakened.
Similar sensitivities of the forced response to the un-
derlying variability of the tropospheric jet have been
found by Simpson et al. (2010) andGarfinkel et al. (2013).
The hypothesis that these internal feedbacks are a gen-
eral feature of the forced response of the extratropical
troposphere has the appealing merit of explaining why
many different phenomena appear to drive responses
with similar structures (Kidston et al. 2015).
Indeed the connection between the persistence of the
tropospheric variability and the amplitude of the forced
response is expected on general grounds as a conse-
quence of the fluctuation–dissipation theorem (Leith
1975). This suggests that, all else being equal, the mag-
nitude of the forced response should scale with the per-
sistence time scale of internally produced fluctuations.
This has been shown to have some explanatory power
in a number of related contexts (Chan and Plumb 2009;
Simpson et al. 2010; Kidston and Gerber 2010; Garfinkel
et al. 2013). However, decorrelation time scales have been
shown to be significantly influenced by variability external
to the jet (Keeley et al. 2009; Simpson et al. 2011) and in
some cases have been found to be a poor predictor of the
magnitude of the tropospheric response (Hitchcock et al.
2013b; Simpson and Polvani 2016). These difficulties do
not imply that the time scale is irrelevant, since, for in-
stance, the response is also predicted by the fluctuation–
dissipation theorem to depend on the projection of the
relevant external forcing onto the structure of the mode of
variability. More work is needed to fully understand the
relationship between decorrelation time scales and feed-
back processes relevant for both the natural variability
and forced responses.
While the tropospheric eddy feedback is almost cer-
tainly playing a central role in amplifying the tropo-
spheric response to sudden warmings, it is nonetheless
clear that there must be some stratospheric influence on
the combined tropospheric jet–eddy system; otherwise,
the jet would simply continue to fluctuate about its cli-
matological state. One natural possibility, considered
explicitly by Song and Robinson (2004), is that this in-
fluence is the direct, downward control response to the
stratospheric forcing, which is then amplified by the
tropospheric eddy feedbacks. A second possibility is that
the anomalous stratospheric state is directly influencing
the synoptic-scale eddies, either throughmodifying their
growth rates (Tanaka and Tokinaga 2002;Wittman et al.
2007; Smy and Scott 2009) or by modifying how they
propagate and break in the upper troposphere (Simpson
et al. 2009). A third possibility is that the stratospheric
state is influencing the planetary-scale eddies directly;
this should be distinguished from the potential influence
on the synoptic-scale eddies, given the different sources
and propagation characteristics of planetary-scale waves.
This was also considered by Song and Robinson (2004),
who found that the tropospheric response was signifi-
cantly modulated when they artificially damped the
planetary-scale eddies in the stratosphere. Evidence for
this pathway has recently been demonstrated in a set of
dry dynamical core experiments (Smith and Scott 2016).
This possibility was also raised in a broader context by
DeWeaver andNigam (2000; see also references therein).
An essential step forward in this problem is thus to be
able to clearly separate the ‘‘external’’ stratospheric
influence from the ‘‘internal’’ tropospheric feedbacks
so that the two aspects can be identified and studied
in isolation. The approach adopted here is to quantify
the tropospheric feedback explicitly so that it can be
removed diagnostically from the response. This is done
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in the context of the vertically integrated tropospheric
angular momentum budget and follows the analysis of
LH01 and LH03, who quantified the tropospheric eddy
feedback using an extremely simple parameterization of
the vertically integrated eddymomentum flux convergence.
This analysis is applied to a set of recent integrations
of the Canadian Middle Atmosphere Model (CMAM), a
comprehensive stratosphere-resolving model, in which
a large ensemble of tropospheric responses to, effective-
ly, a single realization of a stratospheric event have been
produced through a zonally symmetric nudging technique
(HS). It will be shown that this simple parameterization
can successfully describe the response of the zonal-mean
tropospheric jet to stratospheric sudden warmings, both
in the nudged ensemble and in composites of events
produced by the free-running integration. In both cases
the analysis clearly indicates that the influence of the
stratosphere on the planetary-scale eddies in the tro-
posphere is the key mechanism influencing the jet,
while the direct influence of the stratosphere on the
synoptic-scale eddies and the balanced, downward con-
trol response are relatively unimportant.
We also consider the application of this approach
to the European Centre for Medium-Range Weather
Forecasting interim reanalysis (ERA-Interim) dataset
(Dee et al. 2011). However, a number of difficulties arise.
First, the large intrinsic variability of the tropospheric
eddy momentum flux convergences and the relatively
few, well-observed stratospheric events pose significant
statistical difficulties. Second, the composited vertically
integrated zonal-mean zonal wind anomalies do not proj-
ect nearly as dominantly onto the leadingmode of internal
variability as is the case in the CMAM integrations. These
facts, demonstrated in the appendix, preclude the direct
application of this methodology to the reanalysis.
The rest of the paper is structured as follows. Details
of the nudging experiments are briefly reviewed in sec-
tion 2, although readers are referred to HS for full de-
tails. Section 3 presents review of the formulation of the
simple model of LH01 and LH03 and describes a set of
simple extensions of this model to identify and quantify
the possible stratospheric influences. The parameters of
the Lorenz and Hartmann (LH) model are also fit to the
internal variability of the CMAM integrations. The ex-
tensions are then each evaluated in turn in section 4.
Finally, the main conclusions and a discussion of their
implications are given in section 5.
2. Model, data, and event definitions
a. Comprehensive model experiments
Three sets of integrations of CMAM are analyzed
here. Details of the model numerics and physical
parameterizations can be found in Scinocca et al. (2008).
A brief summary of the numerical experiments is given
in this section; a more complete discussion of the runs
can be found in HS, while a theoretical discussion of
the impacts of the nudging is given by Hitchcock and
Haynes (2014). The first integration, referred to here as
FREE, is a 100-yr, time-slice integration with climato-
logically specified ozone, sea surface temperatures, and
sea ice concentrations. The integration does not produce
a quasi-biennial oscillation, nor is one imposed. The
second, referred to as CTRL, is another 100-yr, time-
slice integration with the same boundary conditions, in
which the zonally symmetric component of the winds
and temperatures in the stratosphere are relaxed toward
their climatological values from the FREE run. The
relaxation rate for this nudging varies linearly from
0day21 at 64 hPa to 4 day21 at 28 hPa, above which it is
constant. This nudging has the effect of removing the
zonally symmetric component of the stratospheric var-
iability; the effects of this nudging on the tropospheric
state have been discussed extensively by Simpson et al.
(2011, 2013a,b), and Hitchcock and Haynes (2014). Fi-
nally, an ensemble of 5-month integrations, spun off
from CTRL each 21 December, are nudged toward the
time-evolving, zonally symmetric component of a ref-
erence stratospheric suddenwarming produced by FREE
with the same nudging configuration used in CTRL.
The ensemble considered here, referred to as SSWd, is
nudged toward a reference event classified (following
Charlton and Polvani 2007) as a vortex displacement.
While a second such ensemble, nudged toward a ref-
erence event classified as a split, was also carried out
and analyzed by HS, some of the fields from the latter
relevant to the present analysis are not available. The
two ensembles were shown by HS to produce a very
similar tropospheric response, so we focus on the first.
There are two primary advantages to considering this
nudged ensemble. First, any tropospheric signal seen in
the SSWd ensemble must, by experimental design, ul-
timately be of stratospheric origin. Second, since the
stratospheric anomalies are large, persistent, and nearly
identical in every member, the tropospheric signal is
made clearer. Nonetheless, it is useful to compare the
nudged ensemble with anomalies in FREE composited
during the internally generated events to verify that the
response is not somehow an artifact of the nudging
procedure. Six-hourly instantaneous data, interpolated
onto pressure levels, are used for the calculation of all
relevant budget terms.
b. ERA-Interim
Data from ERA-Interim are also used (Dee et al.
2011). Six-hourly, model-level data spanning 1979–2014,
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interpolated horizontally onto a 18 3 18 grid were used
for computing the relevant budget terms, with the ex-
ception of the mountain torque term, which was com-
puted from the surface pressure and surface orography
field on the native T255 Gaussian grid used by the
model. This was found to be essential for accurate
results.
c. Event definition
Stratospheric sudden warmings are identified fol-
lowing the criteria of Charlton and Polvani (2007).
Since we are interested in understanding the shift of
the zonal-mean jet, shown by HS to be produced by the
stratospheric zonal-mean anomalies, we include in the
composite analysis of the FREE integration only those
sudden warmings that exhibit persistent anomalies in
the lower stratosphere following the initial zonal-mean
zonal wind reversal. We follow the identification cri-
teria of Hitchcock et al. (2013a), who also showed that
the tropospheric response to sudden warmings on time
scales of 1–2 months is dominated by these large-
amplitude, persistent, polar night jet oscillation events.
This includes 38 of the 67 sudden warmings that are
simulated by FREE; composites of this subset are found
to provide a clearer and larger-amplitude signal than
composites where all events are included. The events
included are exactly those considered by Hitchcock
and Shepherd (2013), who described aspects of their
stratospheric dynamics in the same integration (FREE).
The central dates, corresponding to lag 0 in figures shown
below, are those of the wind reversals identified by
the Charlton and Polvani (2007) criteria.
Polar night jet oscillation events in ERA-Interim are
similarly identified. The central dates of the 15 events so
identified are listed in Table 1.
3. Vertically integrated angular momentum budget
Since the tropospheric response to stratospheric sud-
den warmings is relatively independent of height (e.g.,
HS), we follow LH01/03 and focus on the wind response,
vertically integrated through the troposphere. This leads
to a significant simplification of the associated angular
momentum budget and makes possible a very simple set
of parameterizations for the eddy feedbacks. We focus
first on the vertically integrated wind response itself, and
then turn to the budget.
a. Vertically integrated response
The zonal-mean zonal wind response, vertically in-
tegrated through the troposphere and cosine weighted
to emphasize changes in relative angular momentum, is
shown in Fig. 1 for the SSWd ensemble and the FREE
composite. A 15-day low-pass Lanczos filter with 51
weights (Duchon 1979) has been applied to both cases.
The vertical integral is defined as
[x]5
1
p
s 0
2 p
t
ðpb
pt
x dp . (1)
The upper boundary of the integral pt is set to 100 hPa,
and ps0 is 1000 hPa. The sensitivity of the results to the
choice of pt will be discussed further below. In this sec-
tion, the lower control surface pb is taken to be the
zonal-mean surface pressure ps(t, f) and, where neces-
sary, fields on isobars that lie below the surface are ex-
trapolated by using the value at the lowest model level.
The normalization pt2 ps0 is taken to be a constant so
that (1) is proportional to the net momentum within the
troposphere, as opposed to an average per unit mass
within the partial column.
To give a sense for the sampling uncertainty asso-
ciated with this signal, the climatological wintertime
standard deviation Su of the vertically averaged rel-
ative angular momentum in Northern Hemisphere
midlatitudes is roughly 2.3m s21 in FREE and CTRL.
Although the time-averaged position of the zonal-
mean tropospheric jet shifts following sudden warm-
ings, to leading order its standard deviation does not
change (HS). Assuming each year and each event is
independent, the standard deviation of the ensemble
or composite mean is well estimated by
S
u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N21S 1N
21
Y
q
, (2)
where NS is the number of sudden warmings (the num-
ber in parentheses in the panel titles of Fig. 1), andNY is
the number of years in the reference climatology. This
predicts a two-sigma uncertainty of 0.7m s21 for the
SSWd ensemble and 0.9m s21 for the FREE composite.
There is some meridional dependence of these values,
but they agree well with more involved calculations,
including bootstrap estimates for the midlatitude wind
response (not shown). While the midlatitude response
shown in Fig. 1 for SSWd is roughly twice the value
of the 2s uncertainty and is therefore well resolved,
the response in FREE is roughly equal to the 2s
TABLE 1. Central dates of major stratospheric sudden warmings
also classified as polar night jet oscillation events used for the
ERA-Interim composites.
24 Feb 1984 21 Feb 1989 5 Jan 2004
1 Jan 1985 15 Dec 1998 21 Jan 2006
23 Jan 1987 26 Feb 1999 24 Jan 2009
8 Dec 1987 11 Feb 2001 9 Feb 2010
14 Mar 1988 30 Dec 2001 6 Jan 2013
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uncertainty and is thus only marginally resolved in a
pointwise sense.
In both cases the integrated response is dominated
by a dipolar anomaly in the winds, with an increase
to the south and a decrease to the north. The larger-
amplitude response in the SSWd composite is consistent
with the reference event being one of the larger-
amplitude events generated by the free-running model,
while the FREE composite includes events of varying
magnitudes. As described in HS, although the wind re-
versal at 10 hPa occurs in late December in the SSWd
reference event, the lower stratosphere is only per-
turbed by a subsequent pulse of wave activity in late
January. It is only after this second episode of strong
wave driving that the tropospheric anomalies arise in the
SSWd ensemble. This delay between the wind reversal
at 10 hPa and the onset of significant lower-stratospheric
anomalies is not typical of the stratospheric warming
events in FREE, and in this regard the months of
February and March in the SSWd ensemble are more
comparable to lags 0–60 in the FREE composite, as was
discussed by HS. The FREE composite exhibits a sig-
nificant shift in the jet prior to the stratospheric wind
reversal, which precedes the onset of the nudging in the
SSWd ensemble. Comprehensive stratosphere-resolving
models disagree on the presence of this precursor [e.g.,
Gerber et al. (2010); see their Fig. 10]. The high-latitude
response in SSWd (poleward of 658N) is not apparent
as a feature of the FREE composite, which may indicate
it is a feature particular to the structure of the anomalies
in the SSWd reference event. These differences not-
withstanding, our focus will be on the midlatitude di-
polar anomaly following the stratospheric event, which,
in the SSWd ensemble, can be unambiguously attributed
to the imposed zonally symmetric stratospheric anom-
alies by experimental design (HS).
This dipolar response projects strongly onto the first
empirical orthogonal function (EOF) of the vertically
integrated, deseasonalized, zonal-mean wind in boreal
winter (Fig. 2). We refer to this mode as the zonal index,
though it is very highly correlated with other indices
of the tropospheric northern annular mode. The EOF
is computed from the vertically integrated zonal-mean
zonal wind from 108 to 808N in winter (December–
February). Relative to that of FREE, the structure of
the first EOF in CTRL is shifted equatorward and is
somewhat weaker in amplitude, as might be expected
from removing the variability associated with the tro-
pospheric response to zonal-mean stratospheric vari-
ability. The difference between CTRL and FREE arises
primarily from the upper-tropospheric flow, as can be
inferred from the layerwise northern annular mode
(NAM) structures shown in Simpson et al. (2011).
b. Angular momentum budget
The dynamics of the essentially barotropic zonal index
are simplified by the near cancellation of the Coriolis
torques. Departures from climatology are primarily
maintained against surface friction by a shift in the an-
gular momentum fluxes associated with eddies. We
FIG. 1. Vertically integrated zonal-mean zonal wind anomalies, multiplied by the cosine of latitude in (a) the
SSWd ensemble and (b) the FREE composite. Contour intervals are 0.5m s21, and the zero contour is omitted. The
number in parentheses in the title of each panel indicates the number of members in each ensemble/composite.
The thin vertical lines indicate the date of the 10-hPa, 608N zonal wind reversal. A low-pass 15-day Lanczos filter
with 51 weights has been applied in each case.
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therefore consider the vertically integrated zonal-mean
angular momentum budget, which follows, for example,
from the Eulerian mean equations given by Andrews
et al. (1987). With the choice of the zonal-mean surface
pressure ps as the lower control surface pb, the zonal
momentum budget can be written as
›
t
U5M
s
1M
p
1X1C1W1 « , (3)
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Here, overlines indicate zonal means, and primes in-
dicate deviations from the zonal mean. The meridional
momentum flux convergence has been decomposed into
that due to the planetary-scale (zonal wavenumbers 1–3;
Mp) and synoptic-scale (the remainder;Ms) eddies. For
brevity, Ms and Mp will be referred to as the synoptic-
and planetary-scale eddy flux terms; unless otherwise
specified, this should be understood to denote their
convergence. The circulation term C includes all con-
tributions that can be attributed to the mean meridional
circulation, though it is dominated by the Coriolis term
in the present analysis. All tendencies from parameter-
ized processes are included in X, but it is dominated
by surface stresses. The term W is the transfer of mo-
mentum between the troposphere and stratosphere by
vertical eddy-momentum fluxes. All terms are com-
puted explicitly, except for the residual « on the right-
hand side of (3), which arises primarily as a result of
numerical and sampling issues and of the choice of the
lower control surface.
We have chosen pt to be 100 hPa in order to include
the majority of the effects of the tropospheric eddy
fluxes (and the meridional circulation that they induce),
while excluding as much of the stratosphere as possible.
The vertical structures of these anomalous fluxes were
shown in HS (their Figs. 9 and 10). The results are es-
sentially unchanged if pt is set to 200 hPa.
The mountain torque, typically considered in zonal-
mean momentum budgets, is responsible for a non-
negligible exchange of angular momentum between the
atmosphere and the solid earth. For a general lower
control surface pb, this stress takes the form
1
p
s0
2 p
t
h
s
›
l
p
b
a cosf
.
Ideally, one would like to use the full, zonally varying
surface pressure as the lower control surface, upon which
the mountain torque takes its standard form:
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. (4)
Unfortunately, data availability precludes this option. If,
however, the lower control surface is independent of
longitude, the mountain torque formally vanishes in the
budget. It can be demonstrated with the reanalysis data
that this exchange of angular momentum arises instead
from the extrapolated surface stress. Including MT in
this budget, therefore, would result in incorrectly double
counting this stress. This is confirmed by the fact
(demonstrated below) that the budget residual is larger
ifMT is erroneously included. Nonetheless, we show the
term (4) where relevant for comparison. Note that this is
also the case if pb is taken to be ps0, as was done by LH01
and LH03. LH03 did include the mountain torque in
their analysis, and this may be one reason for the un-
explained budget residual they found in the Northern
Hemisphere.
For our purposes, we are concerned with the relative
importance of eddy forcings and zonal-mean circulation
terms in driving/maintaining the tropospheric circula-
tion anomalies. The balance we will be considering is
between these forcings and the drag processes at the
lower boundary. With pb set to ps, these drag processes
would be a combination of surface stress and mountain
torque, but, in the formulation used here, they are cap-
tured by the extrapolated surface stress alone.
FIG. 2. First empirical orthogonal function of vertically integrated
zonal-mean zonal winds from FREE and CTRL, multiplied by the
cosine of latitude, computed from daily DJF variability.
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The termsX,Ms,Mp,C, the budget residual «, andMT
are shown for the SSWd ensemble in Fig. 3, as anomalies
from the CTRL integration. These terms are consider-
ably noisier than the vertically integrated winds them-
selves, and a 20-day low-pass Lanczos filter with 81
weights has been applied so that the longer time-scale
response is clarified. Closely related unfiltered time se-
ries will be shown in a later section, and discussion of
the associated statistical uncertainty in these composite
means is deferred until then. To a good approximation,
the surface stress (Fig. 3a) is balanced throughout the
composite in the ensemble average by the eddy flux
terms (Figs. 3b,c). The eddy fluxes are dominated by the
synoptic scales, which explain roughly two-thirds of the
total anomalous convergence, with the remainder pro-
vided by the planetary-scale fluxes. The circulation term
(Fig. 3d) is considerably weaker than either of the eddy
flux convergence terms and is dominated in the ensem-
ble average by a tendency to oppose the low-latitude
wind changes. The vertical eddy flux term W is negligi-
ble, and despite the time evolution of the zonal-mean
zonal wind field evident in Fig. 1a, the acceleration term
›tU is of the same order as the residual (not shown).
The mountain torque (Fig. 3f) is of the same order as
the planetary-scale eddy flux term and broadly in the
opposite sense; it is, as mentioned above, substantially
larger than the residual, supporting its exclusion from
the budget. This behavior is qualitatively different from
the budget obtained following sudden warmings in the
dry dynamical core experiments ofHitchcock et al. (2013b),
where the mountain torque contribution dominated the
planetary-scale momentum fluxes and contributed a sub-
stantial moderating influence on the shift of the jet. This
may be a result of the much simpler specification of the
topography in the dry dynamical core.
The same terms are shown for the FREE composite
in Fig. 4. The overall picture in the months following
the stratospheric wind reversal is quite consistent with
Fig. 3, though, given the fewer events and smaller am-
plitude of the signal, the fields are significantly noisier.
The surface stress term is reasonably well balanced by
the net eddy flux terms (again dominated by synoptic-
scale eddies). Consistent with the zonal wind composite
(Fig. 1b), there are substantial budget anomalies several
weeks prior to themidstratospheric wind reversal at lag 0.
There is also a contribution from the circulation term
near lag 0, which is absent in the SSWd ensemble, as
expected from the arguments given in Hitchcock and
Haynes (2014); note that again the contribution is in
the opposite sense required to produce the tropospheric
FIG. 3. Terms in the vertically integrated zonal-mean momentum budget, multiplied by cosine of latitude, from the SSWd ensemble:
(a) surface stress, (b) synoptic-scale eddy flux, (c) planetary-scale eddy flux, (d) circulation, (e) budget residual (excluding the mountain
torque), and (f) mountain torque. See text for definitions. In all cases, contour intervals are 0.05m s21 day21. A 20-day low-pass Lanczos
filter with 81weights has been applied. Estimates of 95% confidence intervals (not shown) are roughly constant in time and vary in latitude
from 0.05 to 0.2m s21 day21, with smaller values at low latitudes and higher values at high latitudes for (a)–(c) and (f), and near constant
values of 0.05 s21 day21 for (d).
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wind shift. The mountain torque is of the same order as
the planetary-scale flux term but, as in the SSWd ensem-
ble, is substantially larger than the residual excludingMT .
The meridional structured of most of the budget’s
terms are reasonably well correlated with the structure
of the zonal index, though higher-frequency fluctuations
are also present with other meridional structures. Since
these fluctuations are weaker in the SSWd ensemble
average, they are likely to be residuals of tropospheric
variability unrelated to the ‘‘deterministic’’ component
of the response to stratospheric variability.We therefore
focus on the projection of these terms onto the zonal
index, under the assumption that this will describe the
dominant component of the zonal-mean tropospheric
response.
c. Quantifying feedbacks
To quantify the role of the tropospheric feedbacks, we
make use of the simple parameterization of the eddy
momentum fluxes following LH01/03, who also consid-
ered the meridional projection of the vertically in-
tegrated budget onto the zonal index. The simple model
can be derived by projecting the budget in (3) on to the
leading EOF. Using z to denote the zonal index time
series (i.e., the projection of the winds themselves onto
the leading EOF), this can be written
›
t
z5m
s
1m
p
1 x , (5)
in which the lowercase terms on the right-hand side in-
dicate the projections of the corresponding uppercase
terms in (3). The projected vertical eddy flux term w
and Coriolis term c have been neglected, as has the
term that arises when taking the time derivative out
of the vertical average in ›tU. LH01/03 parameterized
the eddy flux termm (equal toms1mp) as the sum of a
stochastic process and a linear feedback term that is
organized by the zonal index itself. We allow here ex-
plicitly for the planetary- and synoptic-scale terms to
be distinct processes, having their own stochastic com-
ponents ( ~ms and ~mp) and their own feedback coefficients
(bs and bp):
m
s
5 ~m
s
1 b
s
z, m
p
5 ~m
p
1b
p
z .
Also following LH01/03, the surface stress x is parame-
terized as a simple linear relaxation of the zonal index
x52kz .
This results in a simple, closed, stochastic model of the
zonal index
›
t
z5 ~m
s
1 ~m
p
2 (k2 b
s
2b
p
)z . (6)
The lag covariance structures between the terms z, x,ms,
and mp predicted by this model can then be compared
against those computed from the CMAM integrations.
FIG. 4. As in Fig. 3, but for the FREE composite. Estimates of 95% confidence intervals show very similar structures to those for the SSWd
ensemble, but with values varying from 0.1 to 0.35m s21 day21.
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Figure 5 shows several terms in the angularmomentum
budget from the CMAM integrations, projected onto the
meridional structure of the Northern Hemisphere EOF
then lag regressed against the principal component time
series so that their amplitudes correspond to what would
be expected preceding and following a shift of 1s in the
zonal index. No time filtering has been applied to the
time series in this calculation. The EOF from CTRL
has been used here, but the conclusions are not affected
if the EOF from FREE is used instead. In addition to
terms defined above, the projection of the mountain
torque termmT and the budget residual are also shown.
As was shown by LH01/03 for observations, Chen and
Plumb (2009) for a dry dynamical core, and Simpson
et al. (2013b) for the Southern Hemisphere in FREE
and CTRL, when the eddy-flux terms lead the zonal
index (i.e., negative lags), their regression coefficients
increase steadily with increasing lag, consistent with
their role in forcing zonal-mean shifts of the jet. When
the index leads the eddy flux terms by a few days,
however, the regression coefficients decrease rapidly,
suggesting that, on these short time scales, a significant
fraction of the variability in the eddy fluxes is not or-
ganized by the state of the zonal index. When the zonal
index leads the eddy flux terms by 1–2weeks (positive lags;
indicated by the vertical lines), the regression coefficients
have risen again, suggesting that the state of the jet plays a
role in organizing the eddies, thus providing greater pre-
dictive skill at these longer time scales. This correlation at
positive lags leads LH01 and LH03 to identify a positive
feedback. As discussed by LH03, this inference as-
sumes that there is not another source of persistence
organizing the eddy flux terms.
Following the methodology described in Simpson et al.
(2013b), the feedback parameters k, bs, and bp for both
FREEandCTRLare fit from the regression coefficients at
lags of 7–14 days, indicated by the vertical lines in Fig. 5.
These are shown, with 95% confidence intervals estimated
as in Simpson et al. (2013b), in (Fig. 6). This methodology
controls for additional persistence in the zonal index that
does not arise from internal eddy feedback processes.
The three fitted parameters agree between FREE and
CTRL to within statistical uncertainty. Despite the more
rapid decay of the mp correlations with increasing lag in
CTRL, a weak positive feedback is still inferred, although
in this case the confidence intervals overlap zero.
As will be quantified below, the positive feedback
parameters imply that the eddies will amplify the effects
of an imposed forcing.
d. Coupling mechanisms
To apply this model to the tropospheric response
following suddenwarmings, wemust consider the nature
of the forcing on the tropospheric jet responsible for the
stratospheric influence. Three possible classes of mech-
anisms are considered.
The first is through the zonally symmetric circulations
expected as a result of downward control (Song and
Robinson 2004; Thompson et al. 2006). This forcing
would be imparted on the tropospheric winds through
the term c, neglected on the rhs of (5), predominantly
through the Coriolis torque itself, though meridional
and vertical advection of relative angular momentum
may potentially contribute as well. We interpret con-
tributions from these terms in the ensemble-mean
anomalies as an effective forcing from the strato-
sphere, renaming them Fc:
›
t
z5m
s
1m
p
1F
c
2 kz . (7)
Note that, as argued byHitchcock andHaynes (2014), the
nudging is expected to reproduce any such contributions
FIG. 5. Lag regressions of terms z,ms,mp, andmT and the budget
residual onto the zonal index z for FREE and CTRL. Positive lags
indicate that the zonal index leads. The regression coefficients for z
are multiplied by 1/4 to fit on the same vertical scale and are in units
of standard deviations, unlike the remainder of the terms. The
vertical lines indicate the time period used to compute the surface
friction and feedback parameters (see text for details).
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from the circulation term with the exception of the brief
period during the onset of the warming, as mentioned in
the discussion of Fig. 4.
The second class of mechanisms includes those by
which the stratosphere influences the synoptic-scale
eddies directly (Wittman et al. 2007; Simpson et al.
2009), as opposed to through the shift in the zonal
index itself. If we assume that the linear feedback
mechanism as quantified in the previous section re-
mains relevant to the forced response in the months
following the sudden warming, the stratospheric in-
fluence must arise as a component of the synoptic-
scale eddy flux term that is not explained by the
feedback yet still persists in the ensemble and com-
posite averages. This assumption is justified on sev-
eral grounds. Since the magnitude of the zonal index
anomaly shown in Fig. 1 is roughly 0.5s, the typical
jet configuration following sudden warmings is well
sampled by the internal variability of the troposphere,
and therefore the lag regressions should still charac-
terize the behavior of the eddies. This is supported
by the fact that the autocorrelation function of the
500-hPa NAM in the SSWd ensemble is unchanged from
that obtained inCTRL (HS; see their Fig. 6b).Moreover,
the synoptic-scale feedback parameter in FREE is
not significantly altered in CTRL when stratospheric
variability has been suppressed (Fig. 6), suggesting that
the presence of sudden warmings is a weak perturba-
tion to the statistical character of the tropospheric
variability. We therefore define
m
s
5 ~m
s
1 b
s
z1F
s
, (8)
interpreting the residual momentum flux Fs that is un-
explained by the parameterized feedback as being
forced by the stratospheric anomalies.
Finally, the third class of mechanisms we consider is
those in which the stratosphere influences the planetary-
scale momentum fluxes directly (Song and Robinson
2004). As in the synoptic-scale case just described, these
would arise in the zonal index budget through a com-
ponent of mp (termed Fp) that persists in the ensemble
and composite average but is not explained by the linear
feedback:
m
p
5 ~m
p
1b
p
z1F
p
. (9)
Similar arguments to those given for the synoptic-
scale feedback imply that the estimated planetary-scale
feedback bp is likely to be appropriate.
In the ensemble mean, the stochastic components
vanish, and thus the steady-state response to the net
forcing (F5Fc1Fs1Fp) is given by
z5
F
k2 b
s
2b
p
5
k
k2 b
s
2 b
p
F
k
.
The tropospheric feedbacks can thus been seen to pro-
vide an amplification of the response by a factor of
k/(k2 bs2 bp).
4. Results
We are now in a position to apply the simple model to
the tropospheric response in the SSWd ensemble and
FREE composite. Feedback parameters fit to CTRL
will be used in the following analysis; however, using the
corresponding parameters from FREE does not affect
any conclusions.
The surface stress x in the SSWd ensemble average
and in the composite average of FREE is shown in
Figs. 7a and 7b and compared with the prediction of
the simple linear parameterization 2kz, in which the
value fit to the CTRL run variability is used for k
and the time series of the zonal index from the cor-
responding ensemble or composite mean is used for z.
In both cases the raw, unfiltered time series of the
surface stress term computed from the full model and
that computed with the linear parameterization are
shown in solid lines, while the shading shows an esti-
mate of the corresponding 95% confidence intervals.
These are estimated by taking into account uncertainty
in both the zonal index response and in the coeffi-
cient k and are shown as an envelope centered about a
smoothed version of the time series. The same 20-day,
81-weight Lanczos filter used in Figs. 3 and 4 is used for
this smoothing. In both cases, the parameterized linear
friction provides a good estimate of the net response of
the surface stress.
FIG. 6. Surface stress and eddy-feedback terms estimated by the
regression methodology (see text) for FREE and CTRL. Error bars
indicate 95% confidence intervals estimated by a bootstrap method.
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The explicit synoptic-scale eddy flux time series ms
and parameterized feedback bsz are shown in Figs. 7c
and 7d. The synoptic-scale fluxes are very well predicted
by the parameterized feedback in both the SSWd en-
semble and the FREE composite despite the con-
siderable noise present in both time series. The close
agreement over the several months of anomalous con-
ditions implies that the stratosphere is not imposing a
significant influence on the synoptic-scale eddies beyond
the feedback induced through the zonal index anoma-
lies, but rather that the synoptic-scale response can be
explained by the tropospheric feedback alone. This is
consistent with the findings of Garfinkel and Waugh
(2014), who showed that the response of Rossby wave
breaking was strongly correlated with the shift of the
tropospheric jet, independent of themeans by which this
shift is induced.
Similar plots of the planetary-scale eddy flux mp and
parameterized feedback bpz are shown in Figs. 7e and 7f.
In contrast with the synoptic-scale fluxes, the planetary-
scale fluxes are not predicted by the parameterized
feedback. This is again true of both the SSWd ensemble
and the FREE composite, although the signal is better
resolved in the SSWd ensemble. This implies that the
stratospheric anomalies influence the tropospheric
planetary-scale eddies more directly, and they then
act as a forcing on the zonal index, as was argued more
qualitatively by HS.
The results are summarized in Figs. 8a and 8b, which
show the same quantities, now time averaged over the
duration of the stratospheric event: February andMarch
for the SSWd ensemble and lags 0–60 for the FREE
ensemble. The terms explicitly evaluated from the
comprehensive model are shown in the dark gray bars,
while the corresponding terms predicted by the simple
parameterizations are shown in lighter gray. The am-
plitudes of the forcing terms Fs and Fp are estimated
from (8) and (9), respectively, assuming that ~ms and ~mp
vanish in the ensemble/composite mean, while Fc is
simply taken equal to c. In both the ensemble mean and
the composite, Fp dominates the forcing, while Fs is
negligible, and Fc is weakly negative. Decomposing the
already noisy momentum fluxes in this way is statisti-
cally demanding, and, despite the relatively large num-
ber of events in the SSWd ensemble, the uncertainties
are of the same order as the forcing terms themselves.
Moreover, the response of the zonal index, the surface
stress, and the synoptic-scale eddy flux term are consis-
tent with the steady-state predictions of the simple
model if one imposes the value of Fp estimated above
(not shown), although this is essentially true by con-
struction so long as the time tendency zt is small and the
surface stress is well estimated by 2kz.
These results suggest that the most important cou-
plingmechanism in the CMAM integrations is in fact the
organization of the tropospheric planetary-scale waves
FIG. 7. Time series of the projected budget terms in (a),(c),(e) the SSWd ensemble and (d),(e),(f) the FREE composite for (a),(b) the
surface stress; (c),(d) the synoptic-scale eddy fluxes; and (e),(f) the planetary-scale eddy fluxes. In all cases, the dark lines are time series
computed directly from the comprehensive model, while the lighter lines are the time series predicted by the simple model parameter-
izations, given the full model zonal index anomalies. The shading indicates 95% confidence intervals in each case.
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by the anomalous stratospheric state. This is in line with
Song and Robinson (2004) and Smith and Scott (2016)
and indicates that the influence of the zonally symmetric
circulation (Thompson et al. 2006) and of mechanisms
by which the stratosphere might influence the tropo-
spheric synoptic-scale eddies directly (Wittman et al.
2007; Simpson et al. 2009) are relatively unimportant to
the tropospheric response to sudden warmings
in CMAM.
5. Discussion and conclusions
The vertically integrated zonal-mean, angular mo-
mentum budget following stratospheric sudden warm-
ings has been analyzed in a set of integrations of the
Canadian Middle Atmosphere Model. Consistent with
other studies, it is found that the dominant response
following a stratospheric event is an equatorward shift of
the midlatitude jet. The shift projects strongly onto the
first EOF of the DJF variability in the free-running
version of the model. The projected response is further
analyzed in the context of the simple feedback model of
LH01 and LH03. In particular, the eddy fluxes of mo-
mentum associated with synoptic- and planetary-scale
eddies are each parameterized as a combination of a
stochastic component and a linear feedback term, pro-
portional to the principal component time series of the
EOF itself. The parameters for this feedback, as well as
for the linear parameterization of the surface stress, are
fit to the internal variability of the model (Figs. 5, 6).
When applied to the forced response problem, it is
found that the surface stress anomalies produced by the
comprehensive model are well predicted by the simple
linear parameterization (Figs. 7a,d). Moreover, the re-
sponse of the synoptic-scale eddy fluxes is also well
predicted by the parameterized feedback, suggesting
that this response can be explained entirely by this
feedback, and not by any direct organization of the
synoptic-scale eddies by the stratospheric flow itself
(Figs. 7b,e). In contrast, while the anomalous planetary-
scalemomentumfluxes provide a smaller net contribution
to the shift, they are not explained by the parameter-
ized feedback (Figs. 7c,f) but rather appear to be or-
ganized by the stratospheric anomalies themselves and
thus provide the relevant forcing. The projection of the
anomalous Coriolis force (and other zonally symmetric
advection terms) onto the zonal index is weak (Fig. 8),
indicating that the effects of the downward control
response to the stratospheric anomalies are negligible
and, if anything, negative.
Thus the analysis indicates the key mechanism for
the downward coupling, at least in CMAM, involves the
tropospheric planetary waves, which are modified by the
stratospheric anomalies, and further study of this influ-
ence is warranted. Improvements in our understanding
of the tropospheric response to stratospheric sudden
warmings and to more general classes of forcings are
likely to follow. It seems therefore appropriate to
speculate briefly on possible mechanisms by which this
influence might be imparted. Assuming there is no sig-
nificant source of waves within the stratosphere, several
possibilities exist. One is that the state of the strato-
sphere is relevant for the amplitude of the waves through-
out the depth of the atmosphere, as is the case for the
barotropic mode discussed by Esler and Scott (2005)
and Matthewman and Esler (2011). A second possi-
bility is that a significant reflected component of the
waves is always present, and it is this component that
is being modulated by the anomalous stratospheric
state. Another possibility is that lower-stratospheric
anomalies have an effect on the propagation of tro-
pospheric planetary waves. Finally, it is also con-
ceivably possible that the planetary wave anomalies
FIG. 8. Time-averaged, projected budget terms, parameterized
quantities, and estimated forcing terms for (a) the SSWd ensemble
and (b) the FREE composite.
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are themselves produced indirectly, in response to a
stratospheric influence on some tropospheric-flow struc-
ture that does not project onto the zonal index. De-
termining whether any of these mechanisms are relevant
is beyond the scope of this work but is an essential
question for further study.
While the approach followed here is close in spirit to
the use of the fluctuation–dissipation theorem (FDT) to
predict a forced response, it differs in its quantitative
predictions. As a result of the serial correlations present
in the stochastic terms ~ms and ~mp (pointed out by LH03),
the autocorrelation of z will differ from the simple ex-
ponential form r(t)5 exp[2(k2 bs2 bp)t], which holds
only if these terms are serially uncorrelated white noise.
As a result, the FDT, applied directly to the simple
model of LH01/03, overpredicts the response to a
steady-state forcing. This is because of the presence of
nonnegligible time scales present in the dynamics of the
zonally asymmetric eddies. This issue is distinct from the
presence of external forcings with long time scales,
identified in the Southern Hemisphere by Simpson et al.
(2013b), and amounts to a further reason to be cautious
in connecting estimates of the decorrelation time scale
with the strength of relevant feedback processes. One
perspective to take on this failure is that, by focusing
only on the zonal index itself, the system has been too
highly truncated, and that some of the essential details of
the lag correlation structures required for the FDT to
correctly predict the forced response are being lost by
this truncation. An essential question to address for ef-
forts to apply the FDT, then, is that of which degrees of
freedom to include. We note that time scales relevant to
this particular failure are likely to be found in the zonally
asymmetric components, which have been neglected in
some previous attempts to apply the FDT (e.g., Ring and
Plumb 2008).
The success of the Lorenz and Hartmann model in
describing the tropospheric response to stratospheric
sudden warmings provides a quantitative justification
for the ‘‘ringing bell’’ analogy often invoked to un-
derstand the similarity of the tropospheric response to
many different types of external forcings, since the
feedback has a preferred meridional structure. This
analogy should not be taken too far, however, as the
feedback is not (in this framework) the result of the
resonance of a free mode of the system. On the longer
time scales relevant for sudden warmings, the shift must
be maintained by stratospheric conditions, since in their
absence the statistics of the tropospheric flow should
return rapidly to their undisturbed state. A corollary of
this is that the persistence of the stratospheric pertur-
bation is essential, and thus differences in, for instance,
splits and displacements that persist for only a week or
so after the onset of the event are unlikely to be relevant
to the response on longer time scales (Maycock and
Hitchcock 2015).
This analysis also suggests a general approach to
separating internal feedbacks from the direct influence
imparted by a given forcing: if the feedback can be
quantified, its contribution can be diagnostically re-
moved from the response, revealing the relevant forcing.
However, this requires an accurate quantification of
the processes responsible for the feedback and presents
the difficulty (in the case of a positive feedback) that the
residual will be evenmore difficult to resolve statistically
than the full response. These requirements may remain
too demanding in the context of observational studies
without a more effective means of controlling for the
internal variability. However, given the ever-increasing
computational power available, the use of appropriate
numerical experiments would seem a promising ap-
proach for yielding deeper insight into the dynamical
responses produced by comprehensive models.
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APPENDIX
Reanalysis Results
Anatural question is whether a similar analysis can be
applied to the reanalysis data. Unfortunately, as dis-
cussed in the introduction, a number of issues arise. We
present these details here.
The composite of the vertically integrated zonal-mean
wind anomalies is shown for three choices of pb: the
constant value ps0 (Fig. A1a), the zonal mean surface
pressure ps(t, f) (Fig. A1b), and the zonally varying
surface pressure ps(t, f, l) (Fig. A1c). In all cases, the
composite shows a midlatitude anomaly that persists for
roughly 2 months following the stratospheric wind re-
versal, similar to that seen in the CMAM response. The
reanalysis also shows a subtropical wind anomaly not
apparent in the CMAM composite or ensemble, par-
ticularly from days 30 to 60 following the stratospheric
wind reversal. Following LH03, we considered regress-
ing the zonal index anomalies against an ENSO index,
and at least part of this can be attributed to the, on av-
erage, weakly negative phase of ENSO during these
events. However, the high-latitude weakening of the
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winds following the warmings is very sensitive to the
choice of the lower control surface: it is present if the
zonal-mean surface pressure is used, but not in the other
two cases, suggesting that there is a significant high-
latitude response on isobars that lie within the atmo-
sphere but below the zonal-mean surface pressure. This
sensitivity is not found in either the SSWd ensemble or
the FREE composite. The pointwise 2s uncertainty in
the midlatitudes given by (2) is 1.4m s21, about twice
that of the SSWd ensemble, and significantly larger than
the anomalies seen, suggesting these patterns are still
strongly affected by statistical noise.
The leading EOFs of the vertically integrated zonal-
mean zonal wind for the three choices of pb are shown in
Fig. A1d. Following LH03, the effects of ENSO are
taken into account by first removing variability that is
linearly correlated with the Niño-3.4 index as computed
from the sea surface temperatures used by ERA-Interim.
This is also done for the lag regressions below, though the
effects in both cases are minor and do not affect any
conclusions. In all cases, the leading EOF exhibits the
expected dipolar structure. However, while the EOF for
the choice of constant ps0 and the full, zonally varying
surface pressure are very similar, the use of the zonally
symmetric surface pressure results in an EOFwith a node
at somewhat higher latitude.
The projections of the composite anomalies onto
these meridional structures in the three cases are shown
in Figs. A1e–g, with bootstrap estimates of the associ-
ated uncertainty. Note these only take into account
uncertainty associated with the interevent variability,
not the uncertainty in the observed climatology [which
can be expected from (2) to add an additional 20% to the
uncertainty], or in the structure of the EOF. In strong
FIG. A1. (a)–(c) Composite of vertically integrated zonal-mean zonal wind anomalies in ERA-Interim, using events in Table 1. Three
different lower control surfaces are used: (a) ps0, (b) ps, and (c) ps; see text for details. (d) Leading EOFof vertically integrated zonal-mean
zonal winds using the three different control surfaces, weighted by the cosine of latitude. (e)–(g) Time series of the projection of the
composite anomalies in (a)–(c) onto the corresponding leading EOF shown in (d) for the three choices of lower control surfaces.
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contrast to the results from CMAM, where the anomaly
projected dominantly onto the leading EOF, and despite
the presence of significant midlatitude anomalies in
Figs. A1a–c, the projection of the anomalies is negative
only for the first 20–30 days, and the magnitude of the
projection is substantially weaker if ps0 or ps is used as
the lower control surface instead of ps. This appears to
be a result of using zonally symmetric EOFs, as the
composites of Baldwin and Dunkerton (2001) show
significant signal for the duration of the stratospheric
anomalies in contrast to those shown inHS (their Fig. 1),
which more closely resemble the results in Fig. A1.
The composites of terms in the vertically integrated
zonal momentum budget are shown in Fig. A2, similar
to Figs. 3 and 4, with pb chosen to be ps. Focusing on
the 2 months following the stratospheric wind reversal
at lag 0, the broad details of the budget are consistent
with that obtained in CMAM. The surface stress is
again balanced by the sum of the eddy flux terms, with a
negligible contribution from the circulation term. There
are significant contributions from both synoptic-scale and
planetary-scale eddies, although the latter appear to be
stronger at higher latitudes than in CMAM. Note, how-
ever, the statistical uncertainty is roughly twice that of the
SSWd budget terms, consistent with the shorter record
(the climatological standard deviations of the relevant
terms are quite comparable with those in CMAM). Once
again, the mountain torque tends to oppose the shift of
the jet; it is still the case that including it in the budget
increases the size of the residual (not shown). The
circulation term is negligible. Other choices of lower
control surface look similar, with the exception that
the surface stress is weaker when no extrapolation is
carried out.
While these structures cannot be explained using only
the zonal index, it is nonetheless informative to present
the feedback analysis for the reanalysis as an update to
LH03. This is shown in Fig. A3a for the case pb5 ps. The
corresponding feedback parameters are shown in
Fig. A3b for all three choices; this can be compared with
the parameters fit to CMAM in Fig. 6. The surface stress
parameter k for the zonally symmetric lower control
surfaces is in good agreement with CMAM values, but
the value for the choice pb5 ps is somewhat lower; this
is a result of extrapolating below the surface, and the
corresponding stress is picked up predominantly by the
mountain torque. The synoptic-scale feedback parame-
ter bs, however, is robust to the choice of lower control
surface and is substantially weaker than those fit to the
FREE and CTRL integrations of CMAM (although the
uncertainty intervals do overlap with that of bs in
FREE). The planetary-scale feedback parameter bp is
somewhat less robust to the choice of lower control
surface, though the parameters agree for all choices of
pb as well as with the CMAM parameters to within the
statistical uncertainty. Note that differences between
this figure and those shown in LH03 (see both their
Figs. 6 and 8) are demonstrably a result of the different
FIG. A2. As in Fig. 3, but for the ERA-Interim composite with pb5 ps. A 40-day low-pass Lanczos filter with 121 weights has been applied.
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means of filtering the eddies; we have used here a filter
based on zonal wavenumber rather than frequency.
The relatively weak projection of the composite re-
sponse onto the zonal index and the small signal-to-noise
ratio preclude any attempt to isolate the stratospheric
influence using the methods described in the previous
section, at least without significant modifications be-
yond the scope of this paper. It is plausibly consistent
with the estimated uncertainties that this weak pro-
jection is a result of the small sample size and that the
structure of the zonal-mean response would be more
dominated by the leading EOF if more events were
available. There are also sources of variability in the
reanalysis that are not represented by the model that
may affect the structure of the EOF but not the re-
sponse to sudden warmings. A third possibility is that
the storm tracks in the Atlantic and Pacific basins are
less aligned with latitude circles and with each other
than in CMAM, so the zonally averaged analysis is less
able to capture the relevant feedback processes.
Nonetheless, given the close similarity found by HS of
the surface response in the SSWd ensemble and the
composite of events in ERA-Interim, it seems unlikely
that the coupling processes in CMAM are fundamentally
different from those in the real atmosphere. Indeed, there
is a significant contribution from the planetary-scale
momentum fluxes following the warming, as shown in
Fig. A3, and while the stratospheric influence cannot be
isolated in the observations, they are consistent with the
conclusion from CMAM that the influence of the
stratosphere is imparted through planetary-scale eddies.
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