Abstract. We investigate the large-time behavior of viscosity solutions of HamiltonJacobi equations with noncoercive Hamiltonian in a multidimensional Euclidean space. Our motivation comes from a model describing growing faceted crystals recently discussed by E. Yokoyama, Y. Giga and P. Rybka. Surprisingly, growth rates of viscosity solutions of these equations depend on x-variable. In a part of the space called the effective domain, growth rates are constant but outside of this domain, they seem to be unstable. Moreover, on the boundary of the effective domain, the gradient with respect to x-variable of solutions blows up as time goes to infinity. Therefore, we are naturally led to study singular Neumann problems for stationary Hamilton-Jacobi equations. We establish the existence, stability and comparison results for singular Neumann problems and apply the results for a large-time asymptotic profile on the effective domain of viscosity solutions of Hamilton-Jacobi equations with noncoercive Hamiltonian.
Introduction
In this paper we consider the Cauchy problem for Hamilton-Jacobi (HJ) equations (C)
with noncoercive Hamiltonian H : R N × R N → R of the form The functions σ, f and m are given functions. The function u : R N × [0, ∞) → R is an unknown function while u 0 : R N → R is a given initial value which is assumed to be Lipschitz continuous. To be consistent with the theory of crystal growth [41] we call σ, f and m a surface supersaturation, external force at point x and a kinetic coefficient, respectively. Throughout the paper, we denote u t := ∂u/∂t and Du := (∂u/∂x 1 , . . . , ∂u/∂x n ).
H(x, p) = σ(x)m(∥p∥).
A very primitive example which we have in mind is
u(x, 0) = 0 for all x ∈ R.
If u is a solution of the one-dimensional Cauchy problem, then the large-time asymptotic behavior of u can be described by as t → ∞. This large time behavior is easily obtained by the method of characteristics and we give more detailed explanation in Section 2. From this example we learn that the growth rate of u may depend on x variable explicitly. We emphasize that this phenomenon seems to be new at least from the viewpoint of study for the large-time behavior of solutions of HJ equations. The typical result of study for this asymptotic problem for HJ equations with (coercive) Hamiltonian, which will be explained more precisely later, shows that solutions converge (locally) uniformly with the constant growth rate in the whole domain which is considered as time goes to infinity. Roughly speaking, on the one hand, the viscosity solution of (C) has the constant growth rate asymptotically in a subset in the whole domain R N , which we will call the effective domain for (C), and on the other hand, outside of the effective domain, the viscosity solution of (C) has an unstable growth rate. In [41] , an effective domain is called a maximal stable region of a growing facet. The other feature to be noted is that gradient grow-up (or infinite time gradient blow-up) of solutions happens. More precisely, let u be the solution of (C), Ω e ⊂ R N be the effective domain and c be the growth rate on Ω e and then the normal derivative with respect to x-variable of u − ct blows up on the boundary ∂Ω e of Ω e as time goes to infinity, i.e.,
D
( u(x, t) − ct ) · n(x) → +∞ for all x ∈ ∂Ω e as t → ∞, whereas u − ct remains bounded on Ω e = Ω e ∪ ∂Ω e . We refer to [37, 40] and references therein for results on gradient blow-up and grow-up of solutions of parabolic equations.
One of the aims of this paper is to investigate the large-time behavior of viscosity solutions of (C). More precisely, we give the formulas of the effective domain and the growth rate and prove that viscosity solutions of (C) converge uniformly on the effective domain and that outside of the effective domain they have growth rates which are higher than that on the effective domain.
It turns out that the asymptotic profile on the effective domain is reduced to stationary problems. However, we encounter a difficulty related to boundary-value problem for stationary HJ equations. More precisely, we are led to consider the singular Neumann problem for stationary HJ equations (N)
in Ω,
where Ω is a bounded domain in R N , F : Ω × R N → R and h : Ω → [0, ∞) are given continuous functions which satisfy F (x, p) ≥ F (x, 0) = 0 for any (x, p) ∈ Ω × R N , F (x, p) is convex and F is coercive with respect to p-variable, i.e., where dist (x, ∂Ω) := min{|x − y| | y ∈ ∂Ω} for all x ∈ Ω. We call u a solution of (N) if u is a bounded viscosity solution of (5) and satisfies that u − ϕ never has a local minimum on Ω at the boundary ∂Ω for any ϕ ∈ C 1 (Ω).
This definition is introduced by J.-M. Lasry and P.-L. Lions in [31] . In order to distinguish a viscosity solution of (5) which blows up at some points on boundary, i.e., u(x) → +∞ as x → x 0 ∈ ∂Ω, we impose (7), since it is clear that blow-up solutions satisfy (8) . In fact, notice that in the example above, we have
In the first part of this paper, we establish the existence, stability results for (N) under additional Assumption (A7), which is a kind of growth condition on h. We also prove that comparison principle holds under additional Assumption (A9) which is a convexity of sublevel sets of h when F (x, p) = ∥p∥. In the latter of this paper we use these results for (N) for the study of the large-time behavior of viscosity solutions of (C).
1.1. Large-Time Behavior of Solutions. In the last decade, a lot of works have been devoted to the study of large-time behavior of viscosity solutions of HJ equations u t + H(x, Du) = 0 in R N × (0, ∞),
where H is assumed to be convex and coercive, i.e.,
inf{H(x, p) | |x| ≤ R, |p| ≥ r} → +∞ as r → ∞ for any R > 0 and general convergence results for solutions have been established. More precisely, under some appropriate assumptions on the initial value, for the solution u of (9), the convergence
holds, where
Here the additive eigenvalue problem for H is a problem of finding a pair of v ∈ C(R N ) and c ∈ R such that v is a viscosity solution of (11) . G. Namah and J.-M. Roquejoffre in [36] were the first to get general results on this convergence under the following additional assumption:
where M is a smooth compact N -dimensional manifold without boundary. Then A. Fathi [16] proves the same type of convergence result by dynamical systems type arguments, so-called weak KAM theory. Contrary to [36] , the results of [16] use strict convexity assumptions on
and α > 0 (and also far more regularity) but do not need (12) . Afterwards J.-M. Roquejoffre [38] and A. Davini and A. Siconolfi [12] have refined the approach of A. Fathi and they study the asymptotic problem for (9) on M or N -dimensional torus. By another approach based on the theory of partial differential equations and viscosity solutions, this type of results has been obtained by G. Barles and P. E. Souganidis in [6] . Moreover, we also refer to the literatures [5, 27, 21, 22, 23] for the asymptotic problems without the periodic assumptions and the periodic boundary condition and the literatures [38, 33, 34, 35, 29, 3] for the asymptotic problems which treat HJ equations under various boundary conditions including three types of boundary conditions, state constraint boundary condition: Dirichlet boundary condition and Neumann boundary condition. We remark that results in [6, 5, 3] apply to nonconvex Hamiltonian. It is worth mentioning that as far as the authors know, only the type of convergence (10) of solutions of (9) has been investigated for HJ equations (9) .
In our problem, as we explain above, we cannot expect the same type of convergence (10) . It is due to that Hamiltonian H(x, p) given by (3) is not coercive. Also, we notice that it is even not convex with respect to p-variable. 
Particularly, they proved that if p > 2, and f satisfies suitable assumptions, there exists a unique solution of the above equation which is continuous on Ω and satisfies the singular Neumann boundary condition (6) . However, while there are many works on blow-up problems (or singular Dirichlet boundary problem) for (degenerate) elliptic equations, there seem to be very few works which study singular Neumann problems. As far as the authors know, [31] is the only study which investigates the existence and uniqueness of solutions of singular Neumann problem. Moreover, there are few works for first-order HJ equations. Therefore, the existence, stability and comparison properties for (N) become issues.
We can establish the existence, stability for (N) relatively easily and the main difficulty lies in the proof of the comparison principle for (N). Here we note that we need to take account of the Aubry-Mather set A (see [15, 17, 30] ) for the uniqueness of viscosity solutions, and therefore the comparison principle for (N) means that if u ≤ v on A, then u ≤ v on Ω, where u ∈ C(Ω) and v ∈ LSC (Ω) are a subsolution and a supersolution of (N), respectively. It is worth noticing that from the viewpoint of weak KAM theory, Hamiltonian F has a simple dynamical structure, since the Aubry-Mather set A for F − h is composed of only the equilibrium point, i.e.,
In this paper we give a proof of the comparison principle for (N) in a restrictive case with F (x, p) = ∥p∥, where ∥·∥ is a norm in R N . Of course this is restrictive compared with the setting where the existence and the stability of solutions is established. However, this is enough to derive the large-time asymptotics. We postpone to discuss a more general case in our future work (see Remark 9).
1.3. Physical Background. We briefly explain a source of our problem coming from the theory of crystal growth. In [41] the morphological stability of a growing faceted crystal is discussed by using a model of a Hamilton-Jacobi equation. The molecularly smooth surfaces of crystals cannot grow without the surface kinetics process, such as the lateral motion of steps and the generation of steps. Such a growth mechanism is usually explained by motion of steps of a microscopic height proposed by W. K. Burton, N. Cabrera and F. C. Frank [8] . Its continuum limit gives a macroscopic model described by a Hamilton-Jacobi equation [10] . (This type of derivation is rigorously justified by W. E and N. K. Yip [13] and studies on relation between models via step-motion and via macroscopic partial differential equations are still an active research field in various settings; see e.g. [20] .) In a macroscopic model the dimensionless growth speed V in the direction normal to a crystal surface Γ t is generally expressed using the surface supersaturation σ(≥ 0) and the dimensionless kinetic coefficient M (p) depending on the modulus p of a local slope (gradient) of the crystal surface as in [8] and [11] of the form
Here d is the step height and x s is the mean surface diffusion distance of a molecule of the surface. The quantity p s is a criterion of local slope which can be regarded as a small parameter and will be denoted by ε. When a surface Γ t is given as the graph of a height function z = z ε (x, y, t), then the equation V = M (p)σ is of the form
where
If one is interested in the behavior of nearly a flat surface, it is natural to assume that σ is independent of z so we have assumed that σ is independent of z in (13) . Unfortunately, if initially z = 0, then the solution of (13) is identically zero and does not grow at all. We need a step source so that the crystal surface Γ t grows. It is considered that the kinetic coefficient M is valid only outside the region where there are no step sources.
There are a few ways to include this effect. One way is to modify M 1 by a continuous, strictly increasing function m on [0, ∞) which agrees with M 1 except near zero and m(0) = m 0 > 0. Another way is to give a growth speed at a particular point of the domain. In [41] we took the second point of view by putting the growth speed at the step source at the boundary. More precisely, in [41] a one-dimensional Dirichlet problem
with the boundary condition
is considered, where c > 0 is a fixed constant smaller than σ(0). To explain instability of a facet it is reasonable to consider microscopic time approximation as ε → 0 as studied in [41] . If one introduces a new dependent variablez
(called a microscopic height) and a new independent variable τ = t/ε (called a microscopic time), thenz ε converges to a solution of
as is expected. This is rigorously proved in [41] at least when initially z = 0 and σ is Lipschitz. Note that the Hamiltonian is now noncoercive. When σ is a nonincreasing function, it is shown in [41] z
with some computable function b by a method of characteristic and that outside (0, x c ) such a behavior is not expected. The region (0, x c ) is called a stable region in [41] , which corresponds to an effective domain in the present paper. Physically speaking, a stable region is a part where a crystal surface stays microscopically flat. So if a stable region covers all crystal surface, the facet is considered to be stable (see the last part of Section 4.5). Otherwise, the facet breaks.
In [19] a more detailed analysis for general initial data as well as for more general noncoercive Hamiltonian is discussed for the Cauchy-Dirichlet problem in a half line. We note that the notion of a solution in [19] is given in Definition 2 which is shown to be equivalent with our definition (Definition 1) of solutions of the singular Neumann problem (S) as shown in the Appendix 5.2.
In this paper the effect of a step source is included in the Hamiltonian not given as a boundary condition. Namely, we consider the Cauchy problem for
where If one introduces u = −z with t = τ , we end up with
In this case we see that the effective domain Ω e is given by Ω e := {(x, y) | σ(x, y) > σm 0 }, where we denote the maximum of σ by σ. Our main result in particular implies that under the convexity and boundedness assumption on Ω e and the nondegeneracy on Dσ on ∂Ω e , i.e., Dσ ̸ = 0 on ∂Ω e , we have
where v ∞ is a solution of the corresponding singular Neumann problem
Outside the closure of Ω e the function u tends to +∞ as t → ∞. Thus, physically Ω e is a stable region where a crystal surface stays microscopically flat. It is worth mentioning that the Aubry-Mather set of the corresponding stationary problem is considered as the set of step sources which consists of all global maximum points of σ. More precise descriptions are given in Section 4.5.
This paper is organized as follows. In the next section, we consider the largetime behavior of solutions of (4) by the method of characteristics. In Section 3, we consider singular Neumann problems (N) and establish existence, stability and comparison results. Section 4 is devoted to giving the large-time asymptotic profile of viscosity solutions of (C). In Appendix, we give an explanation for the derivation of (1), another characterization of solutions of (N) and proofs for some proposition used in Section 2. 
A Basic Example in One-dimension
In this section we investigate the one-dimensional Cauchy problem (4) and we see that the large-time behavior of viscosity solution of (C) is completely different from the case where Hamiltonian is assumed to be coercive which is explained in Introduction.
In order to solve this problem by the method of characteristics, we first consider the initial-boundary value problem
We have the Hamiltonian system for this problem
and its solution could be explicitly calculated as
Setting z(t) = v(x(t), t), then it is satisfied that
Notice that the first term in the rightest hand side of (16) is integrable and x 0 should be positive when we have x(t) > 1 for some t > 0. Moreover, an observation is that given any x greater than 1 and t sufficiently large, if we can solve the characteristics inversely from x(t) = x to find x 0 , the curve starts from x 0 will cross the line x = 1 and stay in the region x > 1 for a very long time until it reaches the point x. Putting this observation into (16), we find z(t) = v(x(t), t) tends to plus infinity as t goes to infinity if x > 1.
As a result, we see that large-time asymptotic profile v ∞ of the solution v of (15) is
Finally, we note that the function u defined by
is a unique viscosity solution of (4). We only need to check that u satisfies the equation (4) at x = 0 in the viscosity sense. Indeed, the subdifferential of u at x = 0 and any t > 0 is empty set and the superdifferential of u with respect to t-variable is 0. Thus any p ∈ R satisfies 0 + (2/π) arctan(p 2 ) ≥ 0, which implies that u is a viscosity supersolution at x = 0. Therefore, we see that the large-time asymptotic profile u ∞ of the solution u of (4) is
Singular Neumann Problems
In this section we consider singular Neumann problems (N) and we present the definition, existence, stability and comparison results of solutions of (N).
We shall use the following assumptions in this section.
for all x, y ∈ Ω such that [x, y] ⊂ Ω. (A8) Ω is bounded and ∂Ω is locally represented as the graph of a continuous function, i.e., for each z ∈ ∂Ω there exist r > 0 and a function b ∈ C(R n−1 ) such that -upon relabelling and re-orienting the coordinates axes if necessarywe have
Remark 1. Assumption (A7) is a kind of growth condition on h. In the case where
for any x, y ∈ R with x ̸ = y. In the case where N ≥ 2, the integrability does not imply (A7) in general.
Definition, Existence and Stability.
We use the following definition of solutions of (N) introduced in [31, Section V.1].
Definition 1 (Definition of Solutions of (N)). Let u be a function on Ω with values in R.
We call u a subsolution of (N) if u ∈ USC (Ω) is a viscosity subsolution of (5) . We call u a supersolution of (N) if u ∈ LSC (Ω) is a viscosity supersolution of (5) and satisfies (8) . We call u a solution of (N) if u ∈ C(Ω) is a subsolution and a supersolution of (N).
Theorem 3.1 (Existence of Solutions of (5) satisfying (8)). Assume that (A1)- (A6) hold. There exists a viscosity solution u ∈ C(Ω) of (5) which satisfies (8).
Remark 2. We remark that solutions of (5) can blow up at some boundary point, if we do not assume (A7). Indeed, when we consider
|u x | = 1 x 2 in (0, 1
), then it is clear that the right-hand side does not satisfy (A7) and any solution u blow up at
Proof of Theorem 3.1. Take any function w ∈ C 1 (Ω) such that
Since Dw ε (x) = εDw(x) → 0 locally uniformly in x ∈ Ω as ε → 0 and F (x, 0) = 0 for all x ∈ Ω, we have h ε → 0 locally uniformly in x ∈ Ω. It is clear that h ε ∈ C(Ω) and h ε (x) ≥ 0 for all x ∈ Ω. Note that
We define the functions u
Note that h ε (x) = 0 for all x ∈ A h and therefore we have A h = {x ∈ Ω | h(x) + h ε (x) = 0}. Since the functions w ε satisfy the compatibility condition
We extend u δ ε to a continuous function in Ω and denote it by u δ ε again. Comparison result for (18) and (19) (see [34, Theorem 5.3] ) implies that
in the viscosity sense. In view of the coercivity of F , we have
for some C δ 0 and any δ ∈ (0, δ 0 ). Therefore, we obtain the equi-continuity of {u
Let K be a compact set in Ω. Then we have
in Ω in the viscosity sense. We define the function u ∈ LSC (Ω) by
We finally prove that u satisfies (8) . Let x 0 ∈ ∂Ω and then we can distinguish two cases: (i) u(x 0 ) = +∞; (ii) −∞ < u(x 0 ) < +∞. In case (i), it is easy to check that u satisfies (8) .
In case (ii), let ϕ ∈ C 1 (Ω) and x 0 be a strict minimum over
The above inequality yields a contradiction for a suitable small ε > 0, since h(x) → ∞ as dist (x, ∂Ω) → 0 and |Dϕ(x)| < +∞ for all x ∈ Ω.
The above idea of using the function w which blows up at any boundary points is used for the proof of approximations of solutions of stationary state constraint problem in [9, Theorem VII.3] and we also refer to [31] in different problems.
Theorem 3.2 (Existence of Solutions of (N)). Assume that (A1)-(A8) hold. There exists a solution u ∈ C(Ω) of (N).

Lemma 3.3 (Uniform Continuity of Subsolutions).
Assume that (A1)-(A3), (A7) and (A8) hold. Let u ∈ USC (Ω) be a subsolution of (5) . Then u is uniformly continuous in Ω.
We give the proof of the above lemma in Appendix 5.3.
Proof of Theorem 3.2. Let u be the function given in the proof of Theorem 3.1 By Lemma 3.3, u is uniformly continuous in Ω. Therefore, u can be extended uniquely to a function on Ω by continuity and it is a solution of (N) as a continuous function on Ω.
We give a stability result under infimum operation. It is worth to mention that the stability property, without boundary condition, is the main technical observations in the theory of lower semicontinuous viscosity solutions due to E. N. Barron and R. Jensen [7] . We remark that H. Ishii gives this stability result (see [28, Theorem 2.1]) under the oblique Neumann condition.
Theorem 3.4 (Stability under Inf-operation). Assume that (A1), (A3) and (A6) hold. Let S ⊂ C(Ω) be a nonempty subset of solutions of (N). Set
u(x) := inf{v(x) | v ∈ S}.
If u is continuous on Ω, then u is a solution of (N).
Proof. By the standard stability property of viscosity solutions, we see that u is a supersolution of (5). Moreover, in view of the convexity of Hamiltonian, we see that u is a subsolution of (5), and therefore we only need to prove that u satisfies the boundary condition. We argue by contradiction. Suppose that there would exist ϕ ∈ C 1 (Ω) and z ∈ ∂Ω such that u − ϕ takes a strict minimum at z. By the definition of u, for any k ∈ N, there exists
The definition of viscosity solutions implies that
We have h(y k ) → +∞ as k → ∞, which contradicts the boundedness of F (y k , Dϕ(y k )).
We define the function d on Ω × Ω by
in Ω in the viscosity sense}.
To see that d is well-defined, we set
− is a nonempty. By coercivity (A2) S − is a family of equiLipschitz continuous functions locally in Ω. Note also that ϕ(y) = 0 for all ϕ ∈ S − and that Ω is connected. Therefore, thanks to the Ascoli-Arzelà theorem, S − is precompact in the Fréchet space C(Ω). Thus the function d is a continuous function on Ω × Ω and satisfies d(x, x) = 0 for all x ∈ Ω. Furthermore, by definition, we have u(x) − u(y) ≤ d(x, y) for all subsolutions u of (5) and x, y ∈ Ω. Now, we fix any y ∈ Ω and set u(x) = d(x, y) for x ∈ Ω. We see that u is locally Lipschitz continuous on Ω in view of (A2) and u is a subsolution (5). We argue as in the proof of Perron's method for viscosity solutions (see [25, 1, 18] ), to find that u is a solution of (5) 
In particular, we see that d is locally Lipschitz continuous on Ω × Ω. The following proposition summarizes these observations.
Proposition 3.5. Assume that (A1), (A2) and (A4) hold. Then the following statements hold. (i) d(x, x) = 0 for all x ∈ Ω and d is locally Lipschitz continuous on
It is well-known that we have a variational formula for the function d, i.e.,
for any x, y ∈ Ω, where L is the Lagrangian of We give the proof of the above proposition in Appendix 5.3 and the function d can be extended uniquely to the function on Ω × Ω by continuity. We denote it by d again. Proof. We first prove (i). Fix y ∈ Ω and set u(x) := d(x, y) for all x ∈ Ω. We only need to prove that d(·, y) satisfies the boundary condition defined by Definition 1 except at the point y. We argue by contradiction. Suppose that there would exist a test function ϕ ∈ C 1 (Ω) such that u − ϕ takes a strict minimum at some z ∈ ∂Ω with z ̸ = y. We may assume that (u − ϕ)(z) = 0. Noting that F (z, Dϕ(z)) < +∞ and h(z) = +∞, we have
for some r > 0.
Set m := min x∈Ω∩∂B(z,r) (u − ϕ)(x). Then we see that m > 0. For any t > 0 and γ ∈ C(z, t; y, 0), there exists τ ∈ (0, t) such that
We calculate that
Therefore, we get u(z) ≤ u(z) − m, which is a contradiction. We next prove (ii). Fix y ∈ A h . We just need to prove that d is a viscosity supersolution at the point y. Suppose that there would exist a test function ϕ ∈ C 1 (Ω) such that d(·, y) − ϕ takes a local minimum at y and
F (y, Dϕ(y)) < h(y).
It is easy to see that the above inequality has a contradiction, since F (x, p) ≥ 0 for all (x, p) ∈ Ω × R N and h(y) = 0.
Comparison Result.
We prove that comparison principle for (N) holds in a special case. In this subsection, we deal with the Hamiltonian defined by
where ∥ · ∥ is a norm in R N .
We add the following assumption on h and Ω.
(A9) There exists a constant α 0 > 0 such that {x ∈ Ω | h(x) < α} are convex for all α ≥ α 0 . (N) ). Let F be as in (21) . Assume (A1), (A5)-(A7) and (A9) hold. Let u ∈ C(Ω) and v ∈ LSC (Ω) be a subsolution and a supersolution of (N), respectively. If
Theorem 3.8 (Comparison Principle for
Remark 3. We cannot remove the continuity assumption on u because clearly there exists a discontinuous solution of (5) which satisfies (8) and (7).
For the proof of the above theorem we need an anisotropic Lipschitz extension lemma (Lemma 3.9) and a regularization lemma (Lemma 3.10).
Lemma 3.9 (Anisotropic Lipschitz Extension).
Assume that (A1) and (A9) hold. Let u ∈ C(Ω) be a subsolution of (N). Define the functions u n :
for any n ∈ N, where Ω n := {x ∈ Ω | h(x) < n} and ∥ · ∥ * is the dual norm of ∥ · ∥, i.e.,
Then for all n ≥ α 0 we have
Moreover, u n are subsolutions of (N) for all n ∈ N with n ≥ α 0 and u n → u as n → ∞ in C(Ω).
Remark 4.
When ∥·∥ = |·|, the functions u n are known as an extension of Lipschitz functions. See Theorem 1 (p. 80) in [14] . We use the continuity of u on Ω in the convergence of u n to u in C(Ω).
Proof. By the definition of Ω n we have ∥Du∥ ≤ n in Ω n in the viscosity sense. In view of (A9) and Proposition 5.7, we have
For any x 1 , x 2 ∈ R N , we have
By symmetry we get
By Proposition 5.5 we have
We next prove that u n are subsolutions of (N) for all n ≥ α 0 . For any x ∈ Ω n , we
Noting that inequality (24) implies that ∥p∥ ≤ n for all p ∈ D + u n (x), we obtain 
Proof. Let ω n be a modulus of continuity of h on Ω 2n . We calculate that for all
We have used Jensen's inequality in the third inequality. By Lemma 3.9 we have ∥Du n (x)∥ ≤ n for almost every x ∈ Ω.
Therefore, we have
Proof of Theorem 3.8. For a small constant α > 0, there exists r α > 0 such that
α is the set of interior points of A α . Suppose that max
For suitable large n, m ∈ N such that 1/m ≤ dist (∂Ω 2n , Ω n ), we may assume that 
Let z m (= z(m, n, λ)) ∈ Ω\A i α be a point which satisfies
(Ω) and v α is a supersolution, we see that z m ∈ Ω \ A i α . By the choice of λ we have z m ∈ Ω \ A α . Moreover, we have
We may assume that
by taking a subsequence if necessary, since Ω \ A i α is a compact set. Suppose that z ∈ ∂Ω. Then we have h(z m ) → +∞ as m → ∞, which contradicts the inequality ∥Du λ (x)∥ ≤ λn for all x ∈ Ω. Therefore, we have z ∈ Ω. Moreover, we may assume that dist (z m , ∂Ω) ≥ α(n) > 0 for all suitable large m ∈ N and some constant α(n) > 0 which is independent of m. We also have z m ̸ ∈ ∂A α due to (25) . Thus, we can choose r(= r(n, λ)) > 0 which is independent of m such that B(z m , r) ⊂ Ω n \ A α for all m ∈ N, where
Let us consider the function
for all x, y ∈ Ω and ε > 0.
Let x ε , y ε ∈ Ω be points which satisfies Φ(x ε , y ε ) = max Ω 2 Φ. We obtain that
We may assume that x ε j , y ε j → z 0 as j → ∞ for some z 0 ∈ Ω by taking subsequences {x ε j } j , {y ε j } j if necessary, since Ω is compact. We have lim sup
Thus, we obtain that z 0 = z m and we may actually assume that x ε , y ε ∈ B(z m , r) for suitable small ε ∈ (0, 1). The definition of viscosity solutions immediately implies the following inequalities:
This yields 1 λε
for some constant C λ,n > 0 and we can extract a convergent subsequence 1 ε j (x ε j −y ε j ) and denote its limit point p ∈ B(0, λC λ,n ).
Sending j → ∞ in the inequality (27), we get 1
Therefore we obtain
Sending m → ∞ yields h(z) ≤ λh(z),
which yields a contradiction, since 0 < h(z) < +∞.
Corollary 3.11. Assume that (A1), (A5), (A6) and (A9) hold. Let u ∈ C(Ω) be a solution of (N). Then
Proof. We denote by w(x) the right hand side of (28) . We note that w is a solution of (N) by Proposition 3.
(ii). By the definition of d, we have u(x) − u(y) ≤ d(x, y)
for all x, y ∈ Ω. Hence we get u(x) ≤ w(x) for all x ∈ Ω. Next, by the definition of w, we have w(x) ≤ u(x) for all x ∈ A h . Thus we have w(x) ≤ u(x) for all x ∈ Ω by Theorem 3.8. Therefore we conclude that u = w on Ω.
Remark 5. Let us consider the equation
we have the multiplicity of solutions. Indeed, setting
we see that ±u, ±v are solutions of (29) . But u is the only solution of (29) which satisfies the singular Neumann condition defined by Definition 1.
Large Time Behavior of Solutions
Throughout this section we assume the following structural conditions for the equation (C) as well as a regularity condition on initial data. 
where we set σ :
We set
where H(x, p) = σ(x)m(∥p∥). We call the set Ω e the effective domain for (
Thus we can define the function h : Ω e → R by
Henceforth, we use the above notations. We notice that
4.1. Large-Time Asymptotics. We now state the result of the large-time behavior of solutions of (C).
Theorem 4.1. Assume that (B1)-(B3). For any
u 0 ∈ C(R N ), let u ∈ C(R N × [0, ∞)) be
the viscosity solution of (C). If the comparison principle taking account of data on
holds, then we have
If we add the following technical assumptions (B4) the set Ω e is a bounded domain and Ω d is nonempty, (B5) h satisfies (A7) and (A9), then we see that the comparison principle taking account of data on A holds by Theorem 3.8. In Section 4.5 we discuss functions σ, m which satisfies the assumptions above.
Remark 6. (i) It is worth noticing here that Ω e and c do not depend on the initial value.
(ii) We set
We see that u + ct is bounded on K c but we do not know if u + ct converges on K c or not.
(iii) The authors in [19] introduce the new definition (see Definition 2) of solutions to the stationary equation
We present the equivalence between the solutions defined by Definition 1 and Definition 2 precisely in Appendix 5.2.
Construction of Subsolutions and Supersolutions of (C). Proposition There exist a subsolution w
which satisfy the followings:
Proof. We first construct a subsolution. Set
By Theorem 3.2 we can choose a solution U − ∈ C(Ω e ) of (S). Note that U − + M is still a solution of (S) for any M ∈ R. Therefore we may assume that U − ≤ u 0 on Ω e . We choose a function W 1 ∈ C(R N ) such that
It is easily seen that w − is a subsolution of (1) in Ω e × (0, ∞). Indeed, let w − − ϕ take a maximum at (
which is equivalent as
Therefore, we get
Similarly, we can construct a supersolution. Set
and choose a supersolution U + ∈ C(Ω e ) of (N) such that
Then we see that w + is a supersolution of (1) which satisfies (i)-(ii).
Stability and Proof of Theorem 4.1. We define the functions u
Since m is Lipschitz continuous, we have
for all x ∈ R N , p, q ∈ R N , some C > 0. Therefore, the comparison principle for unbounded viscosity solutions of (C) holds (see [24, Theorem 2.5] or [1, Theorem 3.6]). By Proposition 4.2 we have u
By the standard stability theorem in the theory of viscosity solution, we see that
in Ω e in the viscosity sense, which implies
In view of Lemma 3.3, the function u + is uniformly continuous in Ω e , and therefore u + can be extended uniquely to the function on Ω e by continuity. We denote this function by v + ∈ C(Ω e ), i.e., we set
Remark 7.
We do not know whether u Proof. We only need to prove that u − satisfies the boundary condition defined by Definition 1. Let ε > 0 and set
in the viscosity sense. Set
and then we have u(x, t) = u − (x) for all (x, t) ∈ Ω e × (0, ∞). Suppose that u − − ϕ take a strict minimum over Ω e at some point x 0 ∈ ∂Ω e and some function ϕ ∈ C 1 (Ω e ). Then there exists a function ψ ∈ C 1 (R N × (0, ∞)) such that u − ψ takes a strict minimum at (x 0 , t 0 ) ∈ ∂Ω e × (0, ∞) for some t 0 > 0.
By standard arguments, there exist {ε n } n∈N ⊂ (0, 1) and Dψ(x 0 , t 0 ) ), which implies a contradiction.
Lemma 4.4 (Monotonicity on A). For any x ∈ A, the function t → u(x, t) + ct is non-increasing in (0, ∞).
Remark 8. By (B1) we have
which is essentially the same as (12) . In [36 Proof. We prove that
We argue by contradiction. Suppose that there would exist x 0 ∈ A, t 0 > 0 and
Choose r > 0 and δ
Take ε > 0 so small that we have
For any α > 0, we define the function Φ :
Note that
Their properties imply that there exists an interior point (
Since Φ(x α , t α ) ≥ Φ(x 0 , t α ) and u + ct is bounded on A × [0, ∞), we observe that
and we have x α → x 0 as α → 0. We also may assume t α → t as α → 0 for some t(= t(ε)) ∈ [t 0 , t 0 + δ 0 ) by taking a subsequence if necessary.
Thus, the definition of viscosity solutions immediately implies the following inequality:
Sending α → 0, we get ε 
Proof. We first assume that
and f is bounded. We set
We note that m 1. We can easily check that v − is a subsolution of (C). By the comparison principle for (C) we have u 0 (x) − u(x, t) ≤ σ m and moreover by the maximum principle we obtain u(x, s) − u(x, t + s) ≤ σ m for all x ∈ R N and t, s ≥ 0. Thus, we get u t (x, t) ≥ −σ m in (0, ∞) in the viscosity sense for all x ∈ R N and therefore
for all x ∈ A r . Therefore we see that
in the viscosity sense for some C 1 , C 2 > 0 and all t ∈ [0, ∞). By [28, Proposition 8.1] we obtain {u(·, t)} t≥0 is equicontinuous on A r . We also see that v + (x, t) := u 0 (x) + C f t is a supersolution of (C), where C f := sup f and therefore we have
We finally remove the regularity of assumption on u 0 and the boundedness of f . We can choose a sequences functions {u
for all k ∈ N and f k converges local uniformly to f as k → ∞. By the maximum principle we see that the solutions u k ∈ UC (A r × [0, ∞)) of (C) with u 0 = u k 0 converges local uniformly to u as k → ∞. We note that we can choose such a r is independent of k, since we are assuming u 0 ∈ W 1,∞ (R N ). From this observation we see that u ∈ UC (A r × [0, ∞)).
Corollary 4.6 (Convergence on A). The function u(x, t) + ct converges uniformly on A as t → ∞. Moreover, we have
Proof. By Lemma 4.5 we see that v
In view of Dini's theorem we see that u + ct converges uniformly on A as t → ∞ and by a property of half relaxed limit we obtain v
Proof of Theorem 4.1. A straightforward consequence of Proposition 4.3 and Corollary 4.6 is v + = u − on Ω e . Thus, we get
which implies that 
Remark 9. For generalization, it is worthwhile saying that if we can prove the comparison principle for (N), then we obtain a similar convergence results on viscosity solution of
where the function F is assumed to satisfy (A1)-(A7) and the functions σ, m, f, u 0 are assumed to satisfy (B1)-(B5).
Asymptotic Profile on the Effective
Domain Ω e . We define the functions
d(x, y) := sup{v(x) − v(y) | v is a viscosity subsolution of (35)}.
Note that in view of Theorem 3.4 and Proposition 3.7 (ii), we see that ϕ ∞ is a solution of (S).
Theorem 4.7 (Asymptotic Profile). We have
Proof. We write u ∞ (x) for the right hand side of (40) 
4.5.
A model describing growing faceted crystals. In this subsection we consider the equation for a model of a growing faceted crystal as explained in Introduction (see [8, 11, 41] also) and for the reader's convenience we give a simple form of our asymptotic result which is by no means optimal. We consider
where m ∈ C([0, ∞), (0, 1)) which satisfies (B1) and
and σ ∈ C 1 (R N , (0, ∞)) is a function which attains the maximum σ and satisfies σ(x) < σm 0 for any x ∈ R N \ B(0, r) and a suitable large r > 0. In this case we have
) . Proof. We only need to check that h satisfies (A7). We first notice that by (42) 
Corollary 4.8. Let us assume that m satisfies (B1), (42) and that
) .
We only prove that h satisfies (A7) in {σ(·) > c − α 0 }. Otherwise it is easy to see that h satisfies (A7), since h is bounded on R N \ {σ(·) > c − α 0 }. Fix any x c ∈ ∂Ω e and then for any x ∈ {σ(·) > c − α 0 } we have We give an example which we can calculate the function ϕ ∞ given by (39) concretely. Let n = 1 and let us set [41] , where r + := max{r, 0} for r ∈ R. Then we have c = σm 0 ,
Note that 0 is a subsolution of (C) at this case and therefore we have (20) we have for any
Thus we obtain
Finally we note that in the case where c = σm 0 < σ(x) < σ for all x ∈ R N , we have Ω e = R N . In this case the large-time asymptotic of solutions of (C) is similar to that of solutions of coercive HJ equations. More precisely, if we assume the periodicity of σ and u 0 , i.e.,
for all x ∈ R N and i ∈ {1, . . . , N }, where {e i } i is the canonical basis of R N , then any solution u of (41) has the large-time asymptotic
We give a sketch of the proof here. Since there exists a periodic viscosity solution of (43) in C(R N ), we see that u + ct is bounded in R N × [0, ∞). Therefore we can define the functions u + (x) = lim sup * t→∞ (u + ct) and u − (x) = lim inf t→∞ * (u + ct) for all x ∈ R N and moreover we see that u + = u − on A. By a comparison principle (see [17, Theorem 6.7] ) we obtain u
In the theory of crystal growth, it is known that as long as the non-uniformity in supersaturation on the facet is not too large, it can be compensated by a variation of step density along the facet and the faceted crystal can grow in a stable manner. The convergence described above explains this phenomenon from mathematical point of view. (1) . In this subsection we derive the equation (1) from the evolution of hypersurface {Γ t } t≥0 ⊂ R N +1 moving according to the law of propagation
Appendix
Explanation for the Derivation of
where ε > 0, V ε is the normal growth rate at the surface, p is the step density and σ,f : R N +1 → R are given functions which satisfỹ
We refer to the literatures [8, 10, 11, 13] for the background of the physical model in crystal growth. Let us consider the graph representation of the above evolution and therefore we introduce the function v ε which satisfies Γ t = {(x, −v ε (x, t)) | x ∈ R N }. Then the step density and the growth rate perpendicular to x-axis are expressed by the gradient of v ε , i.e., p = Dv ε (x) and v ε t , respectively. Thus, the above surface evolution equation can be written by
We approximate v ε by using the microscopic time variable, i.e., τ = t/ε so that 
converges to the viscosity solution of (C) uniformly on every compact set of
Define the functions u − , u
where C > 0 is the constant with C ≥ sup |u 0 |. Then it is easy to check that u − , u + are viscosity subsolution and viscosity supersolution of (46) with the initial value u 0 , respectively. By a comparison principle for (46) we have
If one takes half relaxed limits
we observe that u, u are viscosity subsolution and viscosity supersolution of (C), respectively, by the usual stability result of viscosity solution, sinceH ε converges to H(x, p) − f (x) locally uniformly for (x, p) ∈ R 2N as ε → 0. By the comparison principle for (C) again, we have
which implies that u = u and u ε converges to the viscosity solution of (C) uniformly on every compact set of R N × [0, ∞) as ε → 0. (1) with the initial value u 0 . We have (30) and (39) . Therefore, we see that roughly speaking, the growing facet moving according to (44) is flat up to order ε with speed c on the effective domain Ω e .
Remark 10.
We can consider the case where the surface supersaturation depends on the curvature. More precisely, let us add the curvature term to (44) and consider
This is an example of mean curvature flow equations with an anisotropic mobility and a driving force term when f = 0 as is found for example in Section 1.5.1 of [18] . Then the microscopic time scale approximated equation of the graph represented equation of (47) is the same as (1) . Indeed, let v ε be a viscosity solution of the graph represented equation of (47) and set u ε (x, t) = (1/ε)v ε (x, εt). Then it is easy to check (see [18] for instance) that u ε satisfies
By the same argument of the proof of Proposition 5.1, we see that u ε converges a solution of (1) locally uniformly in R N × (0, ∞).
Another Characterization of Solutions of (S).
In this subsection, we consider problem (S) and equation (37) . We present the definition of solutions of (37) introduced in [19] and the equivalence between them.
Definition 2.
Let u be a function on R N to R ∪ {±∞}. We call u a subsolution (resp., supersolution) of (37) if u(x) < ∞ (resp., u(x) > −∞) for all x ∈ R N and u is a viscosity subsolution (resp., u is a viscosity supersolution). We call u a solution if u is a subsolution and supersolution. Here we denote (u − ) * (resp., (u + ) * ) by u (resp., u), where
and v * (resp., v * ) is the upper-semicontinuous envelope (resp., lower semicontinuous envelope) of a function v, i.e., Let x ε be a point which gives the minimum of the above. We may assume that x ε ∈ B(x, r) for a suitable small ε > 0. Then we have
which contradicts that u is a supersolution of (37).
Proposition 5.3. Let u : R N → R ∪ {±∞} be a subsolution (resp., a supersolution) of (37) in the sense of Definition 2. Assume that u ∈ C(Ω e ). Then u is a subsolution (resp., supersolution) of (S) in the sense of Definition 1.
Proof. Since it is clear that a subsolution of (37) in the sense of Definition 2 is a subsolution of (S) in the sense of Definition 1, we only prove that a supersolution of (37) in the sense of Definition 2 is a supersolution of (S) in the sense of Definition 1.
Suppose that u − ϕ take a minimum atx ∈ ∂Ω e for some ϕ ∈ C 1 (Ω e ). Extend ϕ to the functionφ defined on R N such thatφ ∈ C 1 (R N ) andφ = ϕ on Ω e . Then u −φ takes minimum atx ∈ ∂Ω e by Proposition 5.2. Therefore, we have σ(x)m(∥ϕ(x)∥) < σ(x) = f (x) − c, which contradicts that u is a supersolution in the sense of Definition 1.
Proposition 5.4. Let u ∈ C(Ω e ) (resp., v ∈ C(Ω e )) be a solution in the sense of Definition 1. Extend u to the function on R N such thatũ = u on Ω e andũ(x) = ∞ for all x ∈ R N \ Ω e . Thenũ is a subsolution (resp., supersolution) of (37) in the sense of Definition 1. 
where C is a positive constant and Ω is a domain in R N . Sending ε → 0, we get a conclusion.
Proposition 5.7. Assume that Ω is convex and let u be a viscosity solution of (48).
Then we have |u(x) − u(y)| ≤ C∥x − y∥ * for any x, y ∈ Ω.
Remark 11. We remark that if we assume that Ω is convex, then the Lipschitz constant of solutions of (48) coincides with the constant in (48). 
