For a Viterbi-like algorithm over a sectionalized trellis of a linear block code, the decoding procedure consists of three parts: computing the metrics of the edges, selecting the survivor edge between each pair of adjacent vertices and determining the survivor path from the origin to each vertex. In this paper, some new methods for computing the metrics of the edges are proposed. Our method of ''partition of index set'' for computing the metrics is shown to be near-optimal. The proposed methods are then applied to Reed-Muller (RM) codes. For some RM codes, the computational complexity of decoding is significantly reduced in comparison to the best-known ones. For the RM codes, a direct method for constructing their trellisoriented-generator-matrices is proposed and some shift invariances are deduced. r 2004 Published by Elsevier Inc.
Introduction
Among all trellis-based decoding algorithms for linear block codes, the Viterbi algorithm is the most commonly used one [4, 5, 7] . If the code length is N; the Viterbi algorithm consists of N consecutive stages. At the ith stage, for each vertex v at time i; among all paths starting at the origin and ending at v; the one with the maximum metric, called the survivor path at v; is determined. The decoding complexity of the Viterbi algorithm is shown in [5] to be the sum of the number jEj of edges and the expansion index jEj À jV j þ 1; where V is the set of vertices. In general, the complexity of a trellis-based decoding algorithm can be reduced further if an appropriately sectionalized trellis is employed instead [1, 2, 4, 7] . Clearly, the decoding complexity depends on the sectionalization profile. For some linear block codes, the optimal sectionalizations for some trellis-based decoding algorithms are determined in [4, 7, 9] further. In general, over a sectionalized trellis, two adjacent vertices are connected by more than one edge. For two adjacent vertices v and v 0 ; among the edges which connect v and v 0 ; the one with the maximum metric is called the survivor edge between v and v 0 : For most of the decoding algorithms over sectionalized trellises, it is necessary to determine the survivor edge for each pair of adjacent vertices. Some methods for determining the survivor edges are proposed in [4, 7] . In this paper, a decoding algorithm over a sectionalized trellis is addressed as a Viterbilike algorithm if the Viterbi algorithm is applied to the reduced trellis obtained from the sectionalized trellis by deleting all the edges except the survivor edges. The decoding algorithms proposed in [4] are Viterbi-like algorithms, whereas the recursive maximum-likelihood decoding algorithm (RMLD) proposed in [7] is not. Indeed, the RMLD binarily and recursively partitions the time axis and recursively determines the survivor edges at each section I from those at the subsections of I [7, 8] . In this paper, we are mainly concerned with the Viterbi-like algorithms. In general, the determination of the survivor edges at a given section can be partitioned into two further parts: computing the metrics of the edges and selecting the survivor edges by comparing the metrics of the edges which connect the same pair of vertices.
In this paper, we propose some new methods for computing the metrics of the edges in Section 2. Our method of ''partition of index set'' is shown to be a nearoptimal method for computing the metrics of the edges. In Section 3, for the ReedMuller (RM) codes we give a simple method for constructing the trellis-orientedgenerator-matrices and show the invariance under a shift of some bits. To decode the RM codes, a Viterbi-like algorithm is proposed by combining the method of ''partition of index set'' for computing the metrics and a technique proposed in [7] for selecting the survivor edges. For some RM codes, the optimal sectionalizations of the proposed Viterbi-like algorithm are computed. For some cases, the decoding complexity is much smaller than the ones reported in [4] . 
Hence, the dimension, denoted K i;i 0 ; of C i;i 0 is equal to the number of rows u of a TOGM which satisfy (1) . 
Viterbi-like algorithms
Suppose that the code C is used for error control over the additive white Gaussian noise (AWGN) channel with BPSK signaling. If codeword c ¼ ðc 1 ; c 2 ; y; c N ÞAC is transmitted, then the received sequence r ¼ ðr 1 ; r 2 ; y; r N Þ is an N-tuple in R N which can be written as sðcÞ þ w; where sðcÞ9ððÀ1Þ c 1 ; ðÀ1Þ c 2 ; y; ðÀ1Þ c N Þ is the bipolar sequence corresponding to c and the components of w are independent Gaussian ARTICLE IN PRESS random variables each with mean 0 and variance N 0 =2: The distribution function of a component of w is
The density function of the received sequence r is pðrjcÞ ¼ 1
Àdðr;sðcÞÞ
where dðr; sðcÞÞ is the Euclidean distance between r and sðcÞ: For each received sequence r; maximum-likelihood (ML) decoding outputs the most likely codeword c opt;r which satisfies
For any codeword c; the sum
is called the metric of c: Clearly, the codeword c opt;r maximizes the metric. Suppose that the Viterbi algorithm is implemented over an MST T B of C; where
For every time the decoding is used, we relabel the metric attached to each path of T B : For 0piojpL and a path which starts from V i and ends at V j ; its metric is defined as the sum of the real numbers r b i þ1 ðÀ1Þ a 1 ; r b i þ2 ðÀ1Þ a 2 ; y; r b j ðÀ1Þ a b j Àb i ; where a 1 a 2 ?a b j Àb i is the label read from the path. For any vertex v; among all of the paths which connect v and the origin, one with the maximum metric is called a survivor path at v: For 1pipL; let P i denote the set of survivor paths at the vertices in V i : Thus, P L consists of a unique path which corresponds the codeword c opt;r :
The Viterbi algorithm consists of L stages. At the first stage, the survivor paths in P 1 are determined by the edges in E 1 : At the ith stage with 1oipL; the survivor paths in P i are determined by the edges in E i and the survivor paths in P iÀ1 :
The decoding procedure of the Viterbi algorithm over T B can also be divided into two parts: computing the metrics of edges and decoding the relabeled trellis. Since the Viterbi algorithm itself does not imply any concrete ideas for performing these two parts of decoding procedure, it is better to address such a decoding algorithm over sectionalized trellises as a Viterbi-like algorithm. We will investigate some details of the foresaid two parts of decoding procedure for Viterbi-like algorithms in this section. For the evaluation of complexity, we count only the number of operations of real numbers and assume that negation is costless.
Computing the metrics of edges
Assume that the truncated code, denoted E; of C in a given section is a binary linear ½n; k block code. To compute the metrics of the codewords of E; Lafourcade and Vardy listed in [4] three methods, namely ''exhaustive computation'', ''Gray codes'' and ''projection on the code''. The numbers of operations for these methods are, respectively, [4] M e 9ðn À 1Þ2 nÀ1 ; ð6Þ
where 1 n is the all-one n-tuple and M neg ðEÞ is defined as
jEj otherwise:
We note that, for the ''Gray codes'' method, to compute the metric of a codeword from the metric of another codeword, one needs to add or to subtract twice the metric of a bit, but the operations for doubling the metrics of the bits are neglected in the analysis of complexity given in [4] . However, since the number of such operations is bounded above by n; for the sake of clarity, we assume that twice the metric of each bit is already known before decoding. Below we propose some new methods to compute the metrics. Minimal distance: Clearly, if the all-one tuple 1 n belongs to the code E; then we can consider only a subcode E 0 of E; which contains just one of each complementary pair of codewords of E: Hence, without loss of generality, we assume that 1 n eE: Let dðEÞ denote the minimal Hamming distance of E; and E min the subcode of E spanned by the codewords of Hamming weight dðEÞ: Clearly, there is at least one generator matrix of E min whose rows are codewords of Hamming weight dðEÞ: Thus the codewords of a coset of E min can be arranged in an order similar to that of the Gray code such that the Hamming distance between two consecutive codewords is dðEÞ: From the metric of one codeword, one can use dðEÞ operations of real numbers to get the metric of the next codeword. Hence, for any coset of E min in E; from the metric of a coset leader, the metrics of the remaining codewords in the coset can be computed with ðjE min j À 1ÞdðEÞ operations. Since the number of cosets of E min in E is jEj=jE min j; the metrics of the codewords in E can be computed with at most
operations of real numbers. Since M neg ðEÞ ¼ jEj and jE min jX2; if both the minimal Hamming distance dðEÞ and the dimension of E are much smaller than the length n of the code E; the above method is much better than the methods listed in [4] . Furthermore, the above method can be used recursively in the following manner. Let E min be a linear subcode of E of minimum dimension such that E ¼ E min "E min :
Since the leaders of the cosets of E min in E can be chosen as the codewords in E min ; the metrics of the codewords in E min can also be computed in the same way. Define
Clearly,
and there are some integers j such that E j ¼ E j min : Let m denote the smallest of such numbers j: Then, E mþ1 consists of the all-zero n-tuple 0 n only and the number of operations for computing the metrics of the codewords in E m is
For i ¼ m À 1; m À 2; y; 0; the number of operations for computing the metrics of the codewords in a coset of E i min in E i from a coset leader is
From (12) to (14), the number of operations needed for computing the metrics of the codewords of E is at most
In general, the number M 
respectively. E min is a binary linear ½7; 2; 3 block code. Thus,
Partition of index set: Assume that fg 1 ; g 2 ; y; g m g is a partition of the index set f1; 2; y; ng: Let Pðg i ; EÞ the truncated code of E in g i : Then, the metrics of the
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codewords of E can be computed in the following two steps:
1. Compute the metrics of the codewords in the truncated codes Pðg i ; EÞ for i ¼ 1; 2; y; m: 2. For every codeword c in E; if the metric of the complementary codeword of c is already known, set the metric of c to be the negation of the metric of the complementary codeword. Otherwise, set the metric of c to be the sum of the metrics of its truncated codewords in the truncated codes.
The number of operations needed in the second step of the above method is ðm À 1ÞM neg ðEÞ: Let M min ðEÞ denote the minimum number of operations for computing the metrics of the codewords of E: Then, we have the following lemma which gives an upper bound for M min ðEÞ:
We note that the method of index partition can be used recursively. Namely, the metrics of the codewords in the truncated codes Pðg i ; EÞ can also be computed by the method of index partition. Since the dimensions of the truncated codes Pðg i ; EÞ are much smaller than that of the original code E for many cases, the recursive method may be much more efficient. Obviously, the complexity is dependent on the partition. In general, it is a good method to partition the index set into two subsets such that the larger of the dimensions of the two truncated codes is minimized. We will see in the next section that, for any RM code, the number of operations for the recursive method with a natural partition of the index set is very close to the lower bound given in the following theorem. Theorem 1. For any binary linear ½n; k block code E;
Proof. Consider an arbitrary method for computing the metrics of the codewords in E: Before outputting the metric of the first codeword, it needs at least n À 1 operations. For any other codeword which is not the complementary codeword of any codeword with known metric, it needs at least one operation to output its metric. Hence, we have the following lower bound:
To show the upper bound in (19), we partition the index set into fg 1 ; g 2 ; y; g m g with jg i j ¼ k for 1pipm À 1; where k is the dimension of the code E: Then, m ¼ Jn=kn and 0pjg m jok: If we use the method of ''Gray codes'' to compute the metrics of the codewords of the truncated codes Pðg i ; EÞ; then from (18) we get the following upper bound
Then, (19) follows from (20) and (21). & Example 3.2. We compute the metrics of codewords in the code E given in Example 3.1 by the method of ''partition of index set''. Assume the index set f1; 2; y; 7g is partitioned into g 1 ¼ f1; 2; 3; 4g and g 2 ¼ f5; 6; 7g: The metrics of the codewords in the truncated codes PðE; g 1 Þ and PðE; g 2 Þ are computed by the method of ''Gray code''. Then, the metrics of codewords in the code E can be computed within
Decoding the relabeled trellis
Assume that the survivor paths in P iÀ1 and the metrics of the edges E i are known. Consider determining the survivor paths in P i : Clearly, the concatenation of a path dAP iÀ1 and an edge eAE i which connects d is a candidate of the survivor path at the vertex at which e ends. The number of such candidate paths is equal to the number of edges in E i : One needs jE i j additions to obtain the metrics for these candidate paths. For a vertex vAV i ; if there are t candidate paths ending at v; the survivor path at v is then determined after t À 1 comparisons. The total number of such comparisons is equal to jE i j À jV i j: Thus, the number of operations for determining the survivor paths in P i is [4] D min;i pD V;i 9 2jE i j À jV i j if i41; 
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It is noticed in [7] that some pairs of adjacent vertices may be connected by some edges with the same set of labels and thus the survivor edges between each of such pairs of adjacent vertices should also have the same label.
To compute D p;i ; we need to compute the dimension of r b iÀ1 ;b i ðCÞ; which cannot be read directly from a TOGM of C in general. However, since r b iÀ1 ;b i ðCÞ is the dual code of
the dimension of r b iÀ1 ;b i ðCÞ can be read simply from a TOGM of the dual code C > of C:
Application of the Viterbi algorithm to RM codes

TOGM of RM codes
For positive integers m and j with 1pjpm; let v j;m denote the binary 2 m -tuple ðv 1 ; v 2 ; y; v 2 m Þ which satisfies 
For any two binary n-tuples u ¼ ðu 1 ; u 2 ; y; u n Þ and u 0 ¼ ðu 
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RMðr; mÞ is
Since the RM code RMðr; mÞ is trivial if rp0 or rXm À 1; in the rest of this section we assume that mX3 and 1prpm À 2:
Let q 0 and q 1 be two maps on the set of binary tuples such that, for any binary ntuple u; q 0 ðuÞ ¼ ð0 n ; uÞ and q 1 ðuÞ ¼ ðu; uÞ: q 0 and q 1 double the length of tuples.
Let Q denote the set of monomials q a 1 q a 2 ?q a i with iX1 and a 1 ; a 2 ; y; a i Af0; 1g: For a monomial s ¼ q a 1 q a 2 ?q a i AQ; the integers i; P i k¼1 a k and 
For any tuple u ¼ ðu 1 ; u 2 ; y; u n Þ and integer 0pipn; let S i ðuÞ denote the tuple obtained from u by a right shift of i bits, i.e., S i ðuÞ9ðu nÀiþ1 ; y; u n ; u 1 ; y; u nÀi Þ: Then, for sAQ Lðgðs; lÞÞ
Theorem 2. The matrix whose rows are the tuples in the following set: 
Proof. The proof is given in Appendix A. &
Shift invariance of RM codes
For convenience, we define RMðr; mÞ as RMðm; mÞ; the set of all binary 2 m -tuples, for rXm; and as the set consisting of only the all-zero tuple 0 2 m ; for ro0; respectively. From the definition of RM codes and r 0;2 mÀ1 ðv j;m Þ ¼ v jÀ1;mÀ1 if 1ojpm;
we see easily that r 0;2 mÀ1 ðRMðr; mÞÞ ¼ RMðr; m À 1Þ:
One can also easily deduce
Thus, from the definition of RM codes and (36) 
Hence, from (39), (40), (42) and (43) 
Clearly, for odd integer l ¼ 2l 0 þ 1; equalities (38) and (45) can be rewritten as r l 0 2 mÀi ;ðl 0 þ1Þ2 mÀi ðRMðr; mÞÞ ¼ RMðr; m À iÞ; ð48Þ RMðr; mÞ
both (48) and (49) can be found in [8, 10] . However, for even integer l; (38) and (45) are new, as far as we know. From (38), the metrics of the codewords in RMðr; mÞ can be computed by the combination of the methods of ''partition of index set'' and ''Gray codes'' within
operations. We note that M 1;m ¼ m2 m and M r;m is dominated by M neg ðRMðr; mÞÞ if r41: Hence, from Theorem 1, the combination of the methods of ''partition of index set'' and ''Gray codes'' is a near-optimum method for computing the metrics of the codewords of RM codes.
Complexity of the Viterbi algorithm for RM codes
Suppose that the Viterbi algorithm is implemented over a minimal s-trellis T B ¼ ðV ; E; BÞ of RMðr; mÞ; where 1prpm À 2 and
Since the shortened code RMðm À r À 1; mÞ Table 1 . The computational complexities of decoding for some RM codes, such as RMð1; 4Þ; RMð1; 5Þ; RMð1; 6Þ; RMð2; 6Þ and RMð3; 6Þ; are much smaller than the ones shown in [4] .
Conclusion
In this paper, we investigate the Viterbi-like algorithms over sectionalized trellises of binary linear block codes. Some new methods for computing the metrics are proposed. The method of ''partition of index set'' for the computation of metrics is shown to be near-optimal. For the RM codes, a direct method for constructing their trellis-oriented-generator-matrices is proposed and some shift invariances are deduced. By combining our methods for computing the metrics and a technique of [7] , a Viterbi-like algorithm is proposed to decode RM codes. For some RM codes, the proposed Viterbi-like algorithm performs much better than the ones proposed in [4] .
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Appendix A. Proof of Theorem 2
To prove Theorem 2, we show some lemmas first. ðA:15Þ 
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ðA:17Þ
Since 1plo2 rÀjþ1 ; there are at most r À j different integers between 1 and r À j þ 1; say 1pi
ðA:18Þ
Thus, from Lðgðs; lÞÞ ¼ ðl À 1Þ2 mÀrþjÀ1 þ LðnðsÞÞ ¼ w; 
