We consider extrapolated projection methods for solving linear feasibility problems. Both successive and sequential methods of a two-set projection scheme are examined. The best algorithm in the class of algorithms that we considered was an extrapolated sequential method. When this was compared to an interior point method using the CUTEr/Netlib linear programming test problems it was found that the bi-projection method was fastest (or equal fastest) for 31% of the cases, while the interior point code was fastest in 71% of the cases. The interior-point method succeeded on all examples, but the best bi-projection method considered here failed to solve 37% of the problems within reasonable CPU time or iteration thresholds.
Introduction
This is a follow-up article to [7] in which (linear) convex feasibility problems of the form find x ∈ C def = {x | Ax = b and x l ≤ x ≤ x u } (1.1)
were considered. Here A is m (≤ n) by n and, for simplicity, of full rank, and any of the bounds x l and x u may be infinite. In [7] a number of successive and simultaneous bi-projection methods are applied to (1.1) and compared on the well-known Netlib set of diverse linear programming problems. While we had thought that projection methods, such as those cited in [7] and elsewhere, provide an effective general-purpose way to satisfy (1.1), our experiments show that, for the bi-projection methods we considered, this is not so. In particular, the failure rate-effectively observed as numerical stagnation-of the methods we considered on this test set was unacceptably high, particularly when compared with other (non-projection) optimization approaches. Recently Censor et al. [2] have challenged these conclusions. Most particularly, the authors objected that [7] use "suboptimal" projection methods in the comparisons made.
Here we extend our experiments to report on the methods recommended in [2] . While these new experiments support the view in [2] that the recommended methods are generally better than those reported on in [7] , we do not find that the experiments substantively alter our overall conclusions with respect to the test-set considered.
In §2, we describe the projection methods considered, and in §3, we report on their comparative performance on the Netlib test set. We draw further conclusions in §4.
Projection methods
For the problem (1.1) of interest to us, we view the feasibility problem as that of finding a point in the intersection of the two sets
The projection p A (x) of a point x into C A satisfies the linear system
Simple bi-projection methods for (1.1) apply p A and p B either one-at-a-time or simultaneously to improve an estimate x k , as we now describe; the cost of finding p A (x) usually dominates. We focus on this specific view of the feasiblity problem. Of course, there are many possible ways to formulate the feasibility problem, such as the intersection of the sets
. . , m, and each such view of the feasibility problem leads to a different class of projection methods.
Successive bi-projection methods
A general class of successive bi-projection methods for (1.1) is given in Algorithm 2.1.
Algorithm 2.1: Successive bi-projection.
Given x 0 ∈ C A , for k = 0, 1, . . . until convergence, set
for some α k > 0.
In [7] , the simple choice α k = 1 (henceforth referred to as A2.1(α = 1)) as well as the locally-optimal choice (A2.
, were considered. The Extrapolated Alternating Projection Method (EAPM) [1] championed in [2] recommends the alternative
where ρ ∈ (0, 2]. The latter choice has the strong advantage that its theoretical convergence has been established [1, Cor.4 .11].
Simultaneous bi-projection methods
An alternative general class of simultaneous bi-projection methods for (1.1) is given in Algorithm 2.2.
Algorithm 2.2: Simultaneous bi-projection.
Given x 0 and λ ∈ (0, 1), for k = 0, 1, . . . until convergence, set
Typically λ = 1 2 . Both the simple choice α k = 1 (A2.2(α = 1)) and the locally-optimal choice (A2.2(α = opt)), in which α = α k minimizes λ p A (x(α))−x(α) 2 2
, were considered in [7] . The Extrapolated Parallel Projection Method (EPPM) [10] , for which
where ρ ∈ (0, 2], is recommended as better in [2] , and as before, convergence of this variation is guaranteed [3, Prop.2.2, 10, Thm.1.2].
Numerical experience
We modified the GALAHAD [9] fortran 2003 package LCF, which we previously used to obtain the results reported in [7] , to include additionally the EAPM and EPPM methods described in §2. We used the value ρ = 1.8 that appears to work best in the experiments in [1] , but note that we observed quantitatively similar results with other ρ including ρ = 1. See [7, §4] for general details of our implementation. As before, we evaluate the competing methods by trying to find a feasible point for each of the sets C given by the complete set of 118 feasible linear programming Netlib and other linear programming test problems as distributed with CUTEr [8]-slack variables are added as necessary as described in [7] to convert the problems into the form (1.1). Our results are summarised in the iteration/projection and CPU performance profiles [6] given in to include results for the EAPM and EPPM strategies. We removed the inferior α = 1 results from the CPU comparisons to avoid clutter, but instead included the times taken by the GALAHAD interior-point package LSQP that can also be used to find the projection of x 0 onto C. The complete (additional) results are presented in Tables A.1 These figures and tables suggest the following: 1. Figure 3 .1 confirms that the authors of [2] are correct in saying that EAPM and EPPM are better than those discussed in [7] . Indeed since the best bi-projection methods tested in [7] are heuristic, whereas EAPM and EPPM have a convincing convergence theory, this is a satisfactory outcome.
2. The hierarchy of success is as one might predict in that the sequential methods generally beat the simultaneous ones. EAPM certainly beats its nearest competitor A2.1(α = opt), but not overwhelmingly so. But certainly in some cases, EAPM takes very few iterations.
3. The reliability does not seem to improve with the extrapolation methods. When these methods work, they generally do better than their competitors. However, there is a significant failure rate (44 cases out 118 problems tested for EAPM and 43 case for EPPM) either because a CPU limit (half an hour) or iteration limit (1000000 projections) is reached. Precisely why this should be is unclear, but [2] attribute it to the examples in the Netlib set generally not having "full-dimensional" feasible sets. Certainly, the observed convergence prior to these failures is extremely slow.
4.
It is of course difficult to say whether better variants of EAPM/EPPM will be found in the future, but to date, on problems of this size from this diverse source, other alternatives (such as those based on interior-point methods) appear from Figures 3.2 to be both more reliable and considerably better on the CUTEr/Netlib test set.
Since the authors of [2] base many of their early conclusions [2, §2.1] on randomized problems, we took their random class of examples, and repeated their experiments as best we could-we didn't have their pseudo-random number generator, but used that from GALAHAD instead, and we had to be content with systems of order 700 by 300 since the factorization code we used was (we discovered) poorly designed for dense problems. We observed profiles of the form given in [2, Fig.3 ], with EAPM requiring on average 5 iterations, A2.1(α = opt) 8 iterations and A2.2(α = opt) 75 iterations to obtain full machine accuracy. So while we certainly accept that our earlier implemented methods are "suboptimal", the authors' suggestion [2, §2.1] that they are not representative of the best methods is, we would argue, debatable, since the differences are relatively minor. Moreover, as the average counts on these random examples are considerably lower than most of the real-life examples from the Netlib set, this suggests that random examples may not reflect practical experience in many cases.
Comments and conclusions
We already mentioned in our conclusions to [7] that there are problems in important application areas for which projection methods really work well. Moreover, the authors of [2] stress that the ability to solve larger problems than those in the Netlib set is a primary advantage of projection methods. Our analysis of the projection methods EAPM and EPPM suggested by the authors of [2] indicates that these methods yield better performance than the bi-projection methods studied in [7] . Nonetheless, Figures 3.2 shows that for the Netlib collection of test problems, an interior point method, on average, performs better than either EAPM or EPPM. More precisely, the interior point code was fastest in 71% of the cases.
Of course, other projection methods may well be better than the ones considered here. For example, when the feasible set is viewed as the intersection of sets of the form C i , then the large LPs known as NUG20 and NUG30 were solved more efficiently by projection techniques in [5] than by either Simplex or interior point-type methods. In [2] , for example, the ISRAEL problem from the Netlib set can be solved very efficiently by splitting Ax = b into blocks and applying multiple projections to each block successively or in sequence. We would welcome the development of generally applicable software to implement such ideas. Preliminary work along these lines is given in [4] .
Appendix A
For reference, we give details of the performance of the authors improved variants EAPM and EEPM tested on the same (complete) set of Netlib and CUTEr linear programming test sets used in [7] ; these should be compared with [7, online Appendix A]. The columns marked n and m give the numbers of variables and general linear constraints, status gives the exit status (0 for success, −10 when the iteration limit is exceeded and −11 when the CPU time limit is reached), and error gives the value of max( p A (x) − x 2 , p B (x) − x 2 ) achieved on termination. A −1 in the columns recording the number of iterations required to achieve the indicated error simply indicates that this accuracy was not achieved. As before, these additional experiments were performed on a single processor of a 3.06 GHz Dell Precision 650 Workstation. The codes are simply those used to obtain our previous results with additional input options to request EAPM and EEPM. They were compiled using full optimization with the Intel ifort compiler, and the computation was performed in double precision. 
