In this article we develop a framework for studying parabolic semilinear stochastic evolution equations (SEEs) with singularities in the initial condition and singularities at the initial time of the time-dependent coefficients of the considered SEE. We use this framework to establish existence, uniqueness, and regularity results for mild solutions of parabolic semilinear SEEs with singularities at the initial time. We also provide several counterexample SEEs that illustrate the optimality of our results.
Introduction
There are a number of existence, uniqueness, and regularity results for mild solutions of semilinear stochastic evolution equations (SEEs) in the literature; see, e.g., [10, 11, 4, 28, 16, 18, 21, 27] and the references mentioned therein. In this work we extend the above cited results by adding singularities in the initial condition and by introducing singularities at the initial time of the time-dependent coefficients of the considered SEE; cf., e.g., Chen & Dalang [7, 8] . To be more specific, in the first main result of this work (see Proposition 2.7 below) we establish a general perturbation estimate (see (5) in this introductory section below) for a general class of stochastic processes which allows us to derive a priori bounds (see, e.g., (7) in this introductory section below) for solutions and numerical approximations of SEEs with singularities at the initial time. This perturbation estimate, in turn, is used to prove the second main result of this article (see Theorem 2.9 below) which establishes existence, uniqueness, and regularity properties for solutions of SEEs with singularities at the initial time (see (6) and (7) in this introductory section below). As an application of our perturbation estimate and this second main result of our article, we reveal a regularity barrier (see (10) in this introductory section below) for the initial condition of SEEs under which the considered SEE has unique solutions which are Lipschitz continuous with respect to initial values (see Corollary 2.10 below). By means of several counterexamples (see Proposition 3.2, Proposition 3.4, and Proposition 3.5 below) we also demonstrate that this regularity barrier can in general not essentially be improved (cf. (12) and (13) in this introductory section below). We illustrate the above findings in the case of possibly nonlinear stochastic heat equations on an interval such as the continuous version of the parabolic Anderson model on an interval (cf. Corollary 3.1, Proposition 3.2, and Proposition 3.3 below). Existence, uniqueness, and regularity results for possibly nonlinear stochastic heat equations on the whole real line with rough initial values, that is, signed Borel measures with exponentially growing tails over Ê as initial values can be found in Chen & Dalang [7, 8] (see Theorem 2.4 in Chen & Dalang [8] for an existence and uniqueness result and a priori estimates and see Theorem 3.1 in Chen & Dalang [7] for a Hölder regularity result). Moreover, Proposition 2.11 in Chen & Dalang [8] disproves the existence of a solution of the considered stochastic heat equation in the case of a specific rough initial value, that is, the derivative of the Dirac delta measure at zero as the initial value.
To illustrate the results of this article in more details, we assume the following setting throughout this introductory section. Let (H, · H , ·, · H ) and (U, · U , ·, · U ) be nontrivial separable Ê-Hilbert spaces, let T ∈ (0, ∞), η ∈ Ê, p ∈ [2, ∞), α ∈ [0, 1),α ∈ (−∞, 1),
(Ω, F , P, (F t ) t∈[0,T ] ) be a stochastic basis, let (W t ) t∈[0,T ] be an Id U -cylindrical (F t ) t∈[0,T ] -Wiener process, let A : D(A) ⊆ H → H be a generator of a strongly continuous analytic semigroup with spectrum(A) ⊆ {z ∈ C : Re(z) < η}, let (H r , · Hr , ·, · Hr ), r ∈ Ê, be a family of interpolation spaces associated to η − A (cf., e.g., [26 
B(t, X) − B(t, Y ) L p (P;HS(U,H
for every a, b ∈ (−∞ 
In displays (5)- (13) below we illustrate the above framework through several examples and applications.
Our first result is a suitable perturbation estimate for predictable stochastic processes. More formally, in Proposition 2.7 below we prove for all δ ∈ Ê, λ ∈ (−∞, 
We note that the right hand side of (5) (5) follows from an appropriate application of a generalized Gronwall-type inequality (see the proof of Proposition 2.7 below for details).
We use inequality (5) to establish an existence, uniqueness, and regularity result for SEEs with singularities at the initial time. More precisely, in Theorem 2.9 below we prove that for all δ ∈ − ∞,
HS(U,H) ds < ∞ = 1, and P-a.s. that
and (ii) that
We would like to point out that inequality (7) under the generality of (1) and (2) is a crucial ingredient to establish essentially sharp weak convergence rates for numerical approximations of SEEs with possibly smooth initial values (see the last paragraph in this introductory section for more details). Inequality (7) follows from the perturbation estimate (5) (with Y 1 = X and Y 2 = 0 in the notation of (5)). We now illustrate Theorem 2.9 and (6)- (7), respectively, by some examples. In particular, in Corollary 2.10 below we prove by an application of Theorem 2.9 that for all F ∈ Lip(H, H −α ), B ∈ Lip(H, HS(U, H −β )),δ = 1 2 1+½ {0} (|B| Lip(H,HS(U,H −β )) ) it holds (i) that there exist up-to-modifications unique (
s L q (P;H) < ∞, and P-a.s. that
Here and below we denote for Ê-Banach spaces (V, · V ) and (W, · W ) by Lip(V, W ) the set of all Lipschitz continuous functions from V to W and we denote for Ê-Banach spaces (V, · V ) and (W, · W ) and a function f ∈ Lip(V, W ) by |f | Lip(V,W ) ∈ [0, ∞) the Lipschitz semi-norm associated to f (see (15) in Subsection 1.1 below for details). The finiteness of the second element in the set in the maximum in (9) follows from the perturbation estimate (5) (with Y 1 = X x and Y 2 = X y for x, y ∈ H −δ , δ ∈ [0,δ) in the notation of (5)) and the finiteness of the first element in the set in the maximum in (9) is a consequence from (7), which, in turn, also follows from the perturbation estimate (5) (see above and the proof of Corollary 2.10 for details). Roughly speaking, Corollary 2.10 establishes the existence of mild solutions of the SEE (8) and also establishes the Lipschitz continuity of the solutions with respect to the initial conditions for any initial condition in H −δ and any δ <δ = 1 2 1 + ½ {0} (|B| Lip(H,HS(U,H −β )) ) (see (9) ). In Corollary 3.1, Proposition 3.2, Proposition 3.4, and Proposition 3.5 below we demonstrate that the regularity barrier
: B is a constant function (10) for the regularity of the initial conditions revealed in Corollary 2.10 (and Proposition 2.7 and Theorem 2.9, respectively) can, in general, not essentially be improved. In particular, Corollary 3.1 and Proposition 3.2 below prove in the case where H = U = L 2 ((0, 1); Ê), where β ∈ ( 1 /4, 1 /2), where A : D(A) ⊆ H → H is the Laplacian with periodic boundary conditions on H, and where B ∈ L(H, HS(H, H −β )) satisfies ∀ u, v ∈ H : B(v)u = v · u (B is not a constant function) that it holds (i) that there exist up-to-modifications unique (
(ii) that
and (iii) that
The SEE (11) [29] , (79) in Conus et al. [9] , Proposition 7.1, Lemma 10.5, and Lemma 10.10 in Kopec [20] , and (183)-(184) in Jentzen & Kurniawan [17] ). The analytically weak norm for the initial condition in (9) as well as the singularities in the nonlinear coefficients of the SEE in (1) and (2) above translate in an analytically weak norm for the approximation errors in the probabilistically weak error analysis which, in turn, results in essentially sharp probabilistically weak convergence rates (cf., e.g., Theorem 2.2 in Debussche [12] [3] , Corollary 1 in Wang [29] , Corollary 5.2 in Conus et al. [9] , Theorem 6.1 in Kopec [20] , and Corollary 8.2 in [17] ). The perturbation inequality in Proposition 2.7 (see (5) above) is also useful to establish essentially sharp probabilistically strong convergence rates for numerical approximations and perturbations of SEEs (cf., e.g., Proposition 4.1 in Conus et al. [9] and Proposition 4.3 in [17] ).
Notation
Throughout this article the following notation is used. For two measurable spaces (A, A) and (B, B) we denote by M(A, B) the set of all A/B-measurable functions. For a set A we denote by P(A) the power set of A and we denote by # A : P(A) → [0, ∞] the counting measure on A. For a Borel measurable set A ∈ B(Ê) we denote by µ A : B(A) → [0, ∞] the Lebesgue-Borel measure on A. For a real number T ∈ (0, ∞) and a probability space (Ω, F , P) with a normal filtration (F t ) t∈[0,T ] (see, e.g., Definition 2.1.11 in [23] ) we call the quadruple (Ω, F , P, (F t ) t∈[0,T ] ) a stochastic basis. For a real number T ∈ (0, ∞) and a filtered probability space (Ω,
(the predictable sigma-algebra associated to (
and we denote by Lip(V, W ) the set given by Lip(V, 
, e.g., [24, Lemma 11 .36]) . We denote by : (0, ∞) 2 → (0, ∞) the function with the property that for all x, y ∈ (0, ∞) it holds that (x, y) = 1 0
(generalized exponential function; cf. Lemma 7.1.1 in Chapter 7 in Henry [14] , (1.0.3) in Chapter 1 in Gorenflo et al. [13] , and Lemma 2.6 below). For real numbers T ∈ (0, ∞), η ∈ Ê,
and a generator A : D(A) ⊆ H → H of a strongly continuous analytic semigroup with spectrum(A) ⊆ {z ∈ C : Re(z) < η} we denote by Θ
For a measure space (Ω, F , µ), a measurable space (S, S), and an F /S-measurable function f : Ω → S we denote by [f ] µ,S the set given by
For a measure space (Ω, F , µ) and a measurable space (S, S) we do as usual often not distinguish between an F /S-measurable function f : Ω → S and its equivalence class [f ] µ,S .
2 Stochastic evolution equations (SEEs) with singularities at the initial time
Setting
Throughout this section the following setting is frequently used. Let (H, · H , ·, · H ) and
H be a generator of a strongly continuous analytic semigroup with spectrum(A) ⊆ {z ∈ C : Re(z) < η}, let (H r , · Hr , ·, · Hr ), r ∈ Ê, be a family of interpolation spaces associated to η − A, and let
Predictable stochastic processes with singularities at the initial time
The next result, Lemma 2.1, is an elementary lemma that slightly generalizes Proposition 3.6 (ii) in Da Prato & Zabczyk [10] .
Lemma 2.1 (Existence of predictable modifications). Let
be a complete and separable metric space, and let
Proof. First, we observe that the assumption that (Ω, F , P) is a probability space ensures that Ω = ∅ and this implies that [0, T ]×Ω = ∅. The assumption that Y : [0, T ]×Ω → E is a mapping from [0, T ]×Ω to E therefore ensures that E = ∅. Hence, there exists an element e 0 ∈ E. In the next step assume without loss of generality that it holds that w(ε, N) = sup
The assumption that
it holds that lim N →∞ w(ε, N) = 0. This implies that there exists a strictly increasing sequence
with the property that for all k ∈ AE it holds that
Next let X : [0, T ] × Ω → E be the mapping with the property that for all (t, ω)
The fact that for all N ∈ AE it holds that Z N is Pred((F t ) t∈[0,T ] )/B(E)-measurable, the assumption that (E, d E ) is complete and separable, and, e.g., Exercise 1.74 in Chapter 1 in Hoffmann-Jørgensen [15] imply that
This together with the fact that for all N ∈ AE it holds that Z N is Pred((F t ) t∈[0,T ] )/B(E)-measurable, and, e.g., Exercise 1.74 in Chapter 1 in Hoffmann-Jørgensen [15] ensure that X is Pred((F t ) t∈[0,T ] )/B(E)-measurable. It thus remains to prove that X is a modification of Y .
For this we note that for all N ∈ AE, t ∈ (
This together with (22) , the fact that
This implies that for all t ∈ (0, T ] it holds P-a.s.
(ii) of Theorem 6.12 in Klenke [19] ). This and (23) ensure for all t ∈ (0, T ] that P(X t = Y t ) = 1. This and the fact that ∀ N ∈ AE:
Proof. Throughout this proof let ϕ : V 1 → V 0 and φ : V 1 → V 1 be the mappings with the property that for all v ∈ V 1 it holds that ϕ(v) = φ(v) = v. Next observe that ϕ ∈ C(V 1 , V 0 ). This implies that ϕ ∈ M(B(V 1 ), B(V 0 )). Hence, we obtain that
Moreover, note that the fact that ϕ ∈ M(B(V 1 ), B(V 0 )) allows us to apply, e.g., Theorem 2.4 in Chapter V in Parthasarathy [22] (with (X, B)
, and ϕ = ϕ in the notation of Theorem 2.4 in Chapter V in Parthasarathy [22] ) to obtain that for all C ∈ B(V 1 ) it holds that
Combining (28), (29) , and the fact that V 1 ∈ B(V 0 ) completes the proof of Lemma 2.2.
Lemma 2.3 (Non-stochastic integral). Assume the setting in Section 2.1, let δ ∈ Ê, λ ∈ (−∞, 1), and let
(iv) and for all ̺ ∈ [0, 1 − α), s, t ∈ (0, T ] with s < t it holds that
.
Proof. Throughout this proof let K ∈ [0, ∞) be the real number given by
. We observe that (19) implies that for all t ∈ (0, T ] it holds that
In particular, this ensures that for all t ∈ [0, T ] it holds P-a.s. that
Assumption (19) hence implies that for all ̺ ∈ [0, 1 − α), t 1 , t 2 ∈ (0, T ] with t 1 < t 2 it holds that
Combining (32), (34), and Lemma 2.1 completes the proof of Lemma 2.3.
Lemma 2.4 (Stochastic integral).
Assume the setting in Section 2.1, let δ, λ ∈ Ê, ρ = max{λ+
(iv) and for all ̺ ∈ [0, 1 /2 − β), s, t ∈ (0, T ] with s < t it holds that
Proof. Throughout this proof let K ∈ [0, ∞) be the real number given by K = sup t∈(0,T ] t λ Y t L p (P;H) . We observe that (20) implies for all t ∈ (0, T ] that
This implies, in particular, that for all t ∈ [0, T ] it holds P-a.s. that t 0
In addition, (37) and the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [10] ensure that for all t ∈ (0, T ] it holds that
Furthermore, we observe that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [10] proves that for all ̺ ∈ [0, 1 /2 − β), t 1 , t 2 ∈ (0, T ] with t 1 < t 2 it holds that
Assumption (20) hence ensures that for all ̺ ∈ [0, 1 /2 − β), t 1 , t 2 ∈ (0, T ] with t 1 < t 2 it holds that
Combining (38), (40), and Lemma 2.1 completes the proof of Lemma 2.4.
and let X
Proof. Throughout this proof let N k ∈ AE, k ∈ AE, be a strictly increasing sequence such that for all k ∈ AE it holds that |X
let φ : V 0 → V 0 be the mapping with the property that for all x ∈ V 0 it holds that φ(x) = ½ V 1 (x)·
x, and let Y : [0, T ]×Ω → V 0 be the mapping with the property for all (t, ω)
, B(V 0 )) and, e.g., Exercise 1.74 in Chapter 1 in Hoffmann-Jørgensen [15] imply that (t, ω)
). This together with the assumption that ∀ N ∈ AE: X N ∈ M(Pred((F t ) t∈[0,T ] ), B(V 0 )) and, e.g., Exercise 1.74 in Chapter 1 in Hoffmann-Jørgensen [15] ensure that Y ∈ M(Pred((F t ) t∈[0,T ] ), B(V 0 )). Furthermore, observe that, e.g., Lemma 2.2 and the fact that
ensure that φ ∈ M(B(V 0 ), B(V 0 )). Combining this with the fact that Y ∈ M(Pred((
In the next step we note that the assumption that lim sup
This and, e.g., item (ii) of Theorem 6.12 in Klenke [19] assure that for every
we get that for all n ∈ AE it holds that Y −X Nn ∈ L and |Y −X Nn | L ≤ 2 (2−n) . Hence, we obtain that Y ∈ L and lim sup n→∞ |Y − X Nn | L = 0. This completes the proof of Lemma 2.5.
A perturbation estimate for stochastic processes
Lemma 2.6 is a consequence of the generalized Gronwall inequality from Lemma 7.1.1 in Chapter 7 in Henry [14] (cf. also Exercise 4 in Chapter 7 in Henry [14] ).
In the next result, Proposition 2.7, we prove a strong perturbation result that will be used several times throughout the paper. We refer to (17) Proposition 2.7 (Perturbation estimate). Assume the setting in Section 2.1, let δ ∈ Ê,
t 0
and (ii) it holds for all λ ∈ − ∞,
Proof. Throughout this proof let r ∈ (−∞, 
We observe that item (i) of Lemma 2.3 and item (i) of Lemma 2.4 establish that for all t ∈ [0, T ] it holds that P 2 k=1
HS(U,H) ds < ∞ = 1. It thus remains to prove (48). For this we assume without loss of generality in the following that Ξ < ∞. Next we note that the triangle inequality shows that for all t ∈ (0, T ] it holds that
This and the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [10] imply that for all t ∈ (0, T ] it holds that
Combining this with Lemma 2.6 proves (48) in the case L 1 = 0. It thus remains to prove (48) in the case L 1 > 0. For this we observe that (51) together with Hölder's inequality ensures that for all t ∈ (0, T ] it holds that
The fact that ∀ a, b ∈ Ê: (a + b)
2 ≤ 2a 2 + 2b 2 hence yields that for all t ∈ (0, T ] it holds that
Combining this with Lemma 2.6 and the fact that
ensures that for all t ∈ (0, T ] it holds that
Hence, we obtain that
This finishes the proof of Proposition 2.7.
In the next result, Corollary 2.8, we illustrate Proposition 2.5 by a simple example. In particular, Corollary 2.8 ensures uniqueness of solutions of SEEs with singularities at the initial time. We refer, e.g., to item (i) of Theorem 7.4 in Da Prato & Zabczyk [10] for an existence and uniqueness result for SEEs without singularities at the initial time.
Corollary 2.8 (Initial conditions).
Assume the setting in Section 2.1, let δ ∈ 0,
< ∞, and P-a.s. that
Then it holds for all λ ∈ δ,
2.4 Existence, uniqueness, and regularity for SEEs with singularities at the initial time
In Theorem 2.9 below we establish existence, uniqueness, and regularity for SEEs with singularities at the initial time. The following remark helps to access the formulation of Theorem 2.9.
Remark. Assume the setting in Section 2.1 and let δ ∈ − ∞,
Observe that the assumptions that α < 1,α < 1, β < 1 /2,β < 1 /2, and
(59)
We now present the promised existence, uniqueness, and regularity results for SEEs with singularities at the initial time.
Theorem 2.9. Assume the setting in Section 2.1 and let δ ∈ − ∞,
(ii) it holds that
(iii) and for all ̺ ∈ [0, min{1 − α, 1 /2 − β}), s, t ∈ (0, T ] with s < t it holds that
A,η |s−t|
Proof. Throughout this proof let L and L be the sets given by
and
Here and below we do not distinguish between an element X ∈ L and its equivalence class
We observe that for all t ∈ (0, T ] it holds that
This ensures that
Combining this with Lemma 2.3 and Lemma 2.4 shows that there exists a unique mapping Φ :
Our next aim is to prove that there exists a real number r ∈ Ê such that Φ is a contraction on the normed Ê-vector space (L, · L,r ). Banach's fixed point theorem together with Lemma 2.5
will then allow us to prove (i). Observe that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [10] proves that for all
Hence, we obtain that for all Y, Z ∈ L, r ∈ (−∞, 0] it holds that
This and the integral transformation theorem with the diffeomorphisms (0, 1)
Next note that Lebesgue's theorem of dominated convergence ensures that for all r ∈ Ê it holds that the functions
are continuous. This and the fact that for all t ∈ [0, T ] it holds that
allows us to apply Dini's theorem (see, e.g., Theorem 7.13 in Rudin [25] ) to obtain that lim sup
The Banach fixed point theorem together with Lemma 2.5 and (69) hence establishes (i), that is, there exists an up-to-modifications unique X ∈ L which fulfills that for all t ∈ [0, T ] it holds that P t 0
HS(U,H) ds < ∞ = 1 and (60). In the next step we observe that (iii) follows directly from item (iv) of Lemma 2.3, from item (iv) of Lemma 2.4, and from the fact that
) . It thus remains to prove (ii). For this we apply Proposition 2.7 (with Y 1 = X, Y 2 = 0, and r = λ in the notation of Proposition 2.7) to obtain that
Next we note that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [10] implies that for all t ∈ [0, T ] it holds that
This shows that
Combining this with (75) proves (ii). The proof of Theorem 2.9 is thus completed.
H → H be a generator of a strongly continuous analytic semigroup with the property that spectrum(A) ⊆ {z ∈ C : Re(z) < η}, let (H r , · Hr , ·, · Hr ), r ∈ Ê, be a family of interpolation spaces associated to η − A, and let F ∈ Lip(H,
s L p (P;H) < ∞, and P-a.s. that
Proof of Corollary 2.10.
We note that for all t ∈ (0, T ], X, Y ∈ L p (P; H) it holds that
We can hence apply Corollary 2.8 and Theorem 2.9. More specifically, an application of Theorem 2.9 (
and proves that for all
A,η |s−t| .
Observe that (84) establishes (ii) and note that (ii) and (85) establish (iv). In addition, an application of Corollary 2.8 (with X 1 = X x , X 2 = X y , δ = δ, and λ = δ for x, y ∈ H −δ , δ ∈ [0,δ) in the notation of Corollary 2.8) ensures that for all p ∈ [2, ∞), δ ∈ [0,δ), x, y ∈ H −δ it holds that
This establishes (iii). The proof of Corollary 2.10 is thus completed. 
Setting
Throughout this section the following setting is sometimes used. Let (H, · H , ·, · H ) be a separable Ê-Hilbert space, let T ∈ (0, ∞), η, δ ∈ Ê, let (Ω, F , P, (F t ) t∈[0,T ] ) be a stochastic basis, let A : D(A) ⊆ H → H be a diagonal linear operator with spectrum(A) ⊆ (−∞, η), and let (H r , · Hr , ·, · Hr ), r ∈ Ê, be a family of interpolation spaces associated to η − A.
Stochastic heat equations with linear multiplicative noise
s L p (P;H) < ∞, and P-a.s. that 1) ,B(Ê) , and let
and P-a.s. that X t = e tA ξ + t 0
(ii) it holds for all t ∈ (0, T ] that
Proof. Throughout this proof let κ k ∈ [0, ∞], k ∈ Z, be the extended real numbers which satisfy for all k ∈ Z that
Combining (96) with (97)- (98) proves that for all k ∈ Z, t ∈ (0, T ], s ∈ (0, t) it holds that
Combining this with (95) ensures that for all t ∈ (0, T ] it holds that 
In particular, we obtain that E n∈Z (η − A) −1/2 b n , ξ H 2 < ∞. Therefore, it holds that P ξ ∈ H −1/2 = 1. This and (100) complete the proof of Proposition 3.2. 
Then X has continuous sample paths and for all r ∈ Ê, t ∈ [0, T ] it holds P-a.s. 
Note that the assumption that W has continuous sample paths ensures that X also has continuous sample paths. Next observe that ϕ ∈ C ∞. Hence, we obtain that P ξ ∈ H −1/2 = 1. This and (111) complete the proof of Proposition 3.4. ≤ b 0 , X t − e tA ξ H ≤ X t − e tA ξ H < ∞.
Nonlinear heat equations

