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Comparative assessment of the ELBA coarse-grained model for water
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School of Engineering and Materials Science, Queen Mary University of London, London, UK
(Received 2 August 2013; accepted 6 September 2013)
The ELBA force field for water consists of a single spherical site embedded with a point dipole. This coarse-grained model
is assessed here through the calculation of fundamental properties of bulk liquid water and the water–vapour interface.
Accuracy and efficiency are evaluated and compared against simulations of standard three- and four-site atomistic models.
For bulk liquid systems, ELBA reproduces accurately most of the investigated properties. However, the radial distribution
function deviates from atomistic and experimental data, indicating a loss of local structure. The water–vapour interface,
simulated over a range of temperatures from 300 to 600 K, is captured realistically in terms of its density distribution, and
the accuracy in reproducing the experimental surface tension is as high as that of the best atomistic model. The critical
temperature of ELBA is also found to be in excellent agreement with experiment. However, the interfacial electric field and
surface potential are missing. The computational speed-up of ELBA compared to traditional atomistic models is estimated
to be between one and two orders of magnitude.
Keywords: water; molecular dynamics; coarse-grained; surface tension; surface potential
1. Introduction
Owing to its ubiquity and importance in numerous areas of
science and technology, water is probably the most studied
material in the scholarly literature [1,2]. In particular, the
investigation of water by computer simulation has been
a very active research area for about four decades now;
multitudes of models have been developed, at many levels
of abstraction [3–11].
In this work, we consider the coarse-grained ELBA
model for water, originally developed as a solvent for lipid
membranes [12,13], and we investigate its ability to repro-
duce fundamental properties of bulk liquid water and the
water–vapour interface. In general, coarse-grained mod-
elling involves using single particles to represent collec-
tions of nearby atoms, with the aim of reducing the compu-
tational cost while retaining fundamental physical features
[14–16]. In the ELBA force field, the three atoms of a water
molecule are represented with one site, which consists of a
point dipole affixed to the centre of a Lennard-Jones sphere.
Results from ELBA will be compared to experimen-
tal data from the literature and simulation data obtained
here for standard empirical non-polarisable rigid models
[17–21]. In all the calculations, we employ larger system
sizes and longer simulation times than typically reported,
to obtain highly precise predictions and facilitate compar-
ison. Long simulation times (ideally combined with large
system sizes) are especially important when studying the
water–vapour interface close to room temperature, because
∗Email: m.orsi@qmul.ac.uk
of the very slow evaporation rate and slow convergence
of the calculation of key properties (such as the surface
tension). Full details of models and methods are given in
Section 2.
Results are reported and discussed in Section 3. Liq-
uid bulk systems are investigated with respect to their
basic physical properties, including density, potential en-
ergy, heat of vaporisation, diffusion, and local structure
(through the radial distribution function). Regarding the
liquid–vapour interface, we evaluate density profiles and
compute the surface tension for a range of temperatures.
Moreover, we analyse electrical features in terms of elec-
trostatic potential profiles and corresponding electric fields.
In Section 4, ELBA is further compared to alternative
coarse-grainedmodels, using data available in the literature.
Finally, the main findings of our study are summarised in
Section 5.
2. Models and methods
2.1. ELBA coarse-grained force field
In the ELBA model [12,13], a water molecule is described
by a single interaction site, comprising a Lennard-Jones
sphere embedded with a point dipole. The total potential
energy Uij of an interacting pair of sites i, j is
Uij = ULJij + U dipij , (1)
C© 2014 The Author(s). Published by Taylor & Francis.
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with ULJij representing the Lennard-Jones term and U
dip
ij
the point dipole term. The general ‘Lennard-Jones plus
point dipole’ model, also known as the Stockmayer model,
is mainly used to study ideal polar particles, in reduced
units [22–27]. The ELBA force field is a novel parametrisa-
tion of the Stockmayer potential aimed at modelling a real
material (water), in physical units [28,29]. ELBA is also
unique in that both the terms of Equation (1) are actually
‘shifted-force’ variants of the corresponding original po-
tentials. In general, shifted-force schemes involve altering
the form of an intermolecular potential so that both the po-
tential energy and its derivative go to zero smoothly at the
cut-off [30,31]. This improves energy conservation (thus
permitting longer integration timesteps) and removes cut-
off-related artifacts in the particles’ motion, which are es-
pecially problematic for orientation-dependent potentials,
such as the point dipole potential [32]. For the Lennard-
Jones term, we use the following expression proposed by
Stoddard and Ford [33]:
ULJij = 4
{[(σ
r
)12
−
(σ
r
)6]
+
[
6
(
σ
rc
)12
− 3
(
σ
rc
)6]
×
(
r
rc
)2
− 7
(
σ
rc
)12
+ 4
(
σ
rc
)6 }
, (2)
where r is the interparticle distance, rc is the cut-off radius,
and σ and  have the standard meaning [30,31]. Regarding
the dipolar component of Equation (1), we have altered the
classical electrostatic model [30,34] to obtain the following
original shifted-force version:
U
dip
ij =
1
4πε0
[
1 − 4
(
r
rc
)3
+ 3
(
r
rc
)4]
×
[
1
r3
(μi · μj ) −
3
r5
(μi · r )(μj · r )
]
, (3)
Table 1. Parameters of the ELBA coarse-grained force field for
water.
 (kcal mol−1) 0.55
σ (A˚) 3.05
μ (D) 2.6
rc (A˚) 12.0
Note: The symbols  and σ stand for the conventional Lennard-Jones
constants (see Equation (2)). The symbol μ denotes the magnitude of
the point dipole; referring to Equation (3), μ = |μj | = |μj |. The cut-off
distance for both Lennard-Jones and point dipole interactions is rc (see
Equations (2) and (3)). In reduced units [30,32], ∗ = 1, σ ∗ = 1, μ∗ =
2.497, and r∗c = 3.934.
where ε0 is the vacuum permittivity, μi and μj are the
interacting point dipole vectors, r and r are, respectively, the
pair distance vector and its magnitude, and rc is the cut-off
distance. Analytical expressions for the forces and torques
derived from the shifted-force potentials of Equations (2)
and (3) are reported in the supplementary material. The
complete set of ELBA parameters can be found in Table 1.
2.2. Atomistic force fields
The followingwidely used three- and four-sitewatermodels
were simulated: SPC [17], SPC/E [18], TIP3P-Ew [19,35],
TIP4P-Ew [20], and TIP4P/2005 [21]. In all the atomistic
simulations, a single cut-off rc is used for both the Lennard-
Jones and the real-space part of the Coulomb interactions.
For SPC, SPC/E, and TIP4P-Ew, we set rc = 10 A˚, con-
sistent with previous investigations [35–40]. The setting
rc = 13 A˚ was used for TIP3P-Ew [19] and TIP4P/2005
[41–43], as in the corresponding references. The complete
sets of parameters used in this work to simulate atomistic
water models are collected in Table 2.
2.3. Simulation details
Molecular dynamics simulations were runwith the program
LAMMPS [46]. Complete command scripts and input files
are available on the author’s website [47].
Table 2. Parameters of the atomistic water force fields.
SPC SPC/E TIP3P-Ew TIP4P-Ew TIP4P/2005
OO/(kcal mol−1) 0.15535 0.15535 0.102 0.16275 0.1852
σOO/A˚ 3.166 3.166 3.188 3.16435 3.1589
qH/e 0.41 0.4238 0.415 0.52422 0.5564
qO/e −0.82 −0.8476 –0.83
qM/e −1.04844 −1.1128
lOH/A˚ 1.0 1.0 0.9572 0.9572 0.9572
lOM/A˚ 0.125 0.1546
θHOH 109.47◦ 109.47◦ 104.52◦ 104.52◦ 104.52◦
rc/A˚ 10.0 10.0 13.0 10.0 13.0
Note: Subscripts H and O denote hydrogen and oxygen, respectively, while M is the additional massless site of TIP4P [20,44]. The symbols  and σ are the
conventional parameters of the Lennard-Jones potential [31]; note that, for all models, HH = OH = σHH = σOH = 0. Charges are denoted as q. The OH
and OM bond lengths are represented by lOH and lOM, respectively. The HOH angle is represented by θHOH. The cut-off distance for both Lennard-Jones
and real-space Coulomb interactions is rc. Long-range Coulomb interactions are included for all models using the particle-particle particle-mesh (PPPM)
solver [45]. Note that ‘TIP3P-Ew’ corresponds to the model called ‘TIP3P-PME’ in the original paper [19].
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In the coarse-grained simulations of the ELBA model,
the timestep was 10 fs; we checked the adequacy of this
setting through energy conservation tests that can be found
in the supplementary material. The temperature was con-
trolled using aLangevin thermostat [48]with a collision fre-
quency of 1 ps−1. No long-range interactionswere included.
In the atomistic simulations, the integration timestep was
2 fs. Bonds and angles were constrained using the SHAKE
algorithm [49]with a relative tolerance of 10−4. Long-range
Coulomb interactions were included using the particle–
particle particle–mesh (PPPM) solver [45] with a relative
tolerance of 10−5. The temperature was controlled using a
Nose´-Hoover thermostat [50]with a damping time of 0.2 ps.
In all runs, the net mass centre velocity of the entire system
was removed at every step. Cut-off radii were chosen as
reported in Section 2.2.
Two sets of simulations were run, corresponding to two
different systems: a ‘bulk liquid’ set and a ‘liquid–vapour’
set. The bulk liquid simulations were conducted at constant
isotropic pressure. In the coarse-grained simulations, the
pressure was controlled using the barostat by Berendsen
et al. [51] with a damping time of 1 ps and an isothermal
compressibility of 4.6 × 10−5 atm−1. In the atomistic runs,
we used a Parrinello-Rahman barostat [50] with a damping
time of 2 ps. The liquid–vapour simulations were run at
constant volume. The remaining details for each of the
‘bulk liquid’ and ‘liquid–vapour’ simulation sets are given
in the following paragraphs.
2.3.1. Bulk liquid systems
For each of the models considered, four independent bulk
liquid simulations were prepared. Each system consisted
of a 6.2 nm × 6.2 nm × 6.2 nm cubic region containing
8000 water particles, corresponding to an initial density of
≈1 g cm−3 (consistent with that of real liquid water at room
temperature). To make the four simulations for each model
statistically independent from each other, initial velocities
were assigned using four different random seeds. Temper-
ature and pressure were maintained at 298 K and 1 atm,
respectively (see Section 2.3 for thermostat and barostat
details).
Apart from TIP3P-Ew, all the other atomistic models
were simulated by including long-range corrections to the
dispersion (Lennard-Jones) interactions, as is the standard
practice for simulations of bulk systems [20,35,43,52,53].
We did not apply such corrections to TIP3P-Ew consistently
with their absence in the original reference [19]. As for
the ELBA model, the shifted-force potential (Equation (2))
is natively zero beyond the cut-off radius, and hence no
corrections are needed.
Each systemwas simulated for 7 ns; the initial 2 ns were
treated as equilibration, with the following 5 ns treated as
production and used to collect data on the properties of
interest.
2.3.2. Liquid–vapour interfacial systems
For each of the models considered, we prepared four in-
dependent systems, each initially consisting of a 6.2 nm
× 6.2 nm × 6.2 nm cubic region containing 8000 water
particles (density of ≈1 g cm−3), as done for the bulk sim-
ulations. To obtain interfacial systems, the z dimensions of
the simulation regionswere extended to 24.8 nm, effectively
creating vacuum to separate slabs of water parallel to the xy-
plane. The volume and shape of such 6.2 nm × 6.2 nm ×
24.8 nm regions were fixed throughout the simulations. To
make the four runs for each model statistically independent
from each other, initial velocities were assigned using four
different random seeds (as done for the bulk simulations).
The temperature was maintained at 300 K (see Section 2.3
for thermostat details).
Each system was simulated for 22 ns; the initial 2 ns
were treated as equilibration, with the following 20 ns
treated as production and used to collect data on the prop-
erties of interest.
To investigate the temperature dependence of liquid–
vapour phase equilibria and surface tension for the ELBA
model, additional simulations were run at temperatures of
350, 400, 450, 500, 550 and 600 K, with all other settings
consistent with the above details.
2.4. Evaluation of properties of interest
In each simulation, properties of interest were computed
during the production phase by averaging over individual
values sampled every 0.2 ps. For each system simulated,
four independent replicas were run (as described above);
for each property of interest, four independent time aver-
ages were thus used to estimate the final means and stan-
dard errors. The numerical results (Section 3) will include
a number in parentheses giving the uncertainty (as standard
error) in the least significant digit; for example, 1.23(4) is to
be interpreted as 1.23 ± 0.04. The bulk liquid properties
(density, potential energy, heat of vaporisation, diffusion,
radial distribution function) were obtained using standard
procedures [4,31]. The following subsections report spe-
cific details for the somewhat more elaborate calculations
of interfacial properties.
2.4.1. Surface tension
The liquid–vapour systems were simulated with the inter-
faces arranged parallel to the xy-plane of a Cartesian frame
of reference. The surface tension γ P can thus be obtained
as [54,55]
γP = Lz
2
(
Pzz − Pxx + Pyy
2
)
, (4)
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with Lz as the length of the simulation region along the z
dimension, and Pxx, Pyy, and Pzz as the diagonal elements
of the pressure tensor.
It is conventional (though not uncontroversial [42,56])
to supplement γ P with the contribution to the surface ten-
sion from the interactions due to the ‘tail’ of the standard
Lennard-Jones potential that is neglected during the simu-
lation because of the use of a finite cut-off. For the atomistic
models, such a contribution γ tail was evaluated, after com-
pletion of the simulations, using the formula [36,57]
γtail = 12πσ 6(ρL − ρV )2
×
∫ 1
0
ds
∫ ∞
rc
dr coth(rs/d)(3s3 − s)r−3, (5)
with  andσ as the Lennard-Jones parameters of the specific
water model, ρL and ρV as the number densities of the
liquid and vapour phases, rc as the cut-off radius, and d as a
thickness parameter. Specifically, d was obtained from the
relation t = 2.1972 d, where t is the ‘10–90 thickness’, that
is, the extent over which the interface density varies from
ρV + 0.1(ρL − ρV) to ρV + 0.9(ρL − ρV). For the ELBA
model, no tail correction needs to be considered, because
the shifted-force Lennard-Jones potential (Equation (2)) is
inherently zero beyond the cut-off.
2.4.2. Electrical potential
For an interface arranged parallel to the xy-plane, the elec-
trical potential difference 	φ(z) from a reference point z0
to a point z, defined as 	φ(z) := φ(z) − φ(z0), can be cal-
culated with [37]
	φ(z) = −
∫ z
z0
Ez(z
′) dz′, (6)
whereEz denotes the projection of the electric field on the z-
axis (perpendicular to the interface). For atomistic models,
where the electrostatics are typically represented with fixed
point charges, Ez(z) can be obtained as [37]
Ez(z) = 1
ε0
∫ z
z0
ρq(z
′) dz′, (7)
with ρq(z′) as the charge density. In our atomistic water
simulations, the charge density was obtained with
ρq(z) = qOρO(z) + qHρH(z), (8)
where q denotes the fixed (model-dependent) partial charge,
ρ(z) is the number density, and the subscripts O and H
identify the oxygen and hydrogen atomic species [37]. For
the ELBA water model, Ez(z) is computed with [12,13,37]
Ez(z) = −μz(z)
ε0
, (9)
whereμz(z) is the projection on the z-axis of the vector sum
of the point dipole vectors.
A specific electrical property of interest for the liquid–
vapour interface is the surface potential φLV (also called
χ ), which is the electrical potential difference between the
liquid and the vapour phases [37,40,58].
To calculate the z-dependent electrical profiles from
simulation, the relevant quantities were evaluated by sum-
ming and averaging over discrete slabs parallel to the xy-
plane [12,13,37]; the thickness of each slab was 0.1 A˚.
2.5. Simulation timings
To estimate the computational efficiency of ELBA, we
conducted some comparative tests against SPC and
TIP4P/2005; full technical details are reported in the sup-
plementary material. In summary, ELBA proved to be be-
tween 40 and up to 100 timesmore computationally efficient
than the atomistic models. While these figures are purely
indicative and depend on many variables, they can be un-
derstood, at least in part, considering that the computational
efficiency of an n-site water model is roughly proportional
to 1/n2, as for every pair of interacting particles there are
n2 vectors to evaluate. Note, however, that the efficiency of
ELBA is not only due to the model being single site, but
also due to the enlarged timestep and the absence of long-
range electrostatics (both typical features of coarse-grained
approaches). It is relevant to note that the computational
cost of long-range forces is especially high in large-scale
parallel computing (due to communication overheads), and
hence models that do not require them are expected to ben-
efit the most from the ongoing and future increase in the
number of processor cores characteristic of both conven-
tional hardware architectures and graphics processing units
[59,60].
3. Results and discussion
3.1. Bulk liquid systems
The density, potential energy, heat of vaporisation, and dif-
fusion coefficient from the bulk water simulations are re-
ported in Table 3, together with corresponding experimen-
tal data. The results obtained with ELBA are in overall
good agreement with the experimental data, and in bet-
ter agreement compared to some of the atomistic models.
For density and diffusion, the high accuracy of ELBA is
achieved through explicit fitting to experiment [12]. On the
other hand, potential energy and heat of vaporisation were
not targeted in the parametrisation; hence their good agree-
ment with the experimental values is noteworthy. Atomistic
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Table 3. Properties of bulk water at 298K and 1 atm. Density: ρ. Potential energy:Epot. Heat of vaporisation:	Hvap. Diffusion coefficient:
D.
ρ (g cm−3) Epot (kcal mol−1) 	Hvap (kcal mol−1 K−1) D (× 10−9 m2 s−1)
Experiment 0.997047a −9.92b 10.52c, 11.0d 2.3e
ELBA 0.99945(1) −9.3145(1) 9.9068(1) 2.16(1)
SPC 0.97690(1) −9.94832(7) 10.5404(1) 4.42(3)
SPC/E 0.99840(2) −11.1562(1) 11.7484(1) 2.78(2)
TIP3P-Ew 0.99586(1) −9.92777(8) 10.5199(1) 4.30(2)
TIP4P-Ew 0.99714(2) −11.0877(2) 11.6798(2) 2.53(1)
TIP4P/2005 0.99846(4) −11.4049(2) 11.9971(2) 2.28(2)
aReference [61].
bReference [62].
cReference [63].
dReference [4].
eReference [64].
models are typically optimised to reproduce experimental
density and heat of vaporisation, but not diffusion.
Oxygen–oxygen radial distribution functions are re-
ported in Figure 1 (for ELBA, the oxygen position is
mapped to the particle centre). The ELBA curve clearly
deviates from the experimental and atomistic data; in par-
ticular, the two main peaks are shifted out by ≈0.4 A˚ and
≈1.5 A˚, respectively. These results indicate that the local
neighbourhood of an ELBA water particle is characterised
by concentric shells of particles that are farther away with
respect to the analogous shells in real (and atomistic) water.
Detailed data of the height and location of the two main
peaks for all models are tabulated in the supplementary
material.
3.2. Liquid–vapour interfacial systems
3.2.1. Structural features
The structure of the liquid–vapour interface of water was
investigated by computing mass density profiles along the
2 4 6 8 10
r / Å
0
0.5
1
1.5
2
2.5
3
g O
O
(r)
Experiment
ELBA
SPC
SPC/E
TIP3P-Ew
TIP4P-Ew
TIP4P/2005
Figure 1. Oxygen–oxygen radial distribution functions. For clar-
ity, some of the experimental data points are omitted; note, how-
ever, that the data point corresponding to the maximum height
of the main peak has been preserved. The original full set of
experimental data is available elsewhere [65].
direction (z) perpendicular to the interfacial plane (xy).
From these profiles we obtained the densities ρL and ρV
in the liquid and vapour phases, respectively, and the ‘10–
90’ thickness t, which is the extent over which the interface
density varies from ρV + 0.1(ρL − ρV) to ρV + 0.9(ρL
− ρV). The results of the calculation of these three struc-
tural properties for each model are reported in Table 4,
together with corresponding experimental data. The full
mass density curves as a function of z are reported in the
supplementary material (Figures S6 and S7). Table 4 shows
that the coarse-grained ELBA model reproduces the exper-
imental liquid and vapour densities more closely than any
atomistic model. While these seem impressive results for
such a simple model, it should be clear that the specific
(very high) level of agreement is fortuitous.
Regarding the ‘10-90 thickness’ t, Table 4 shows
that, for the atomistic models, t ranges from a minimum
of 3.80 A˚ for TIP4P/2005 to a maximum of 4.70 A˚
for TIP3P-Ew; the ELBA value of 4.30 A˚ falls within
this range. Unfortunately, these results cannot be clearly
assessed, because the two available experimental data are
very different from each other. In particular, while the sim-
ulation results broadly agree with the value of 4.1 A˚ from
Table 4. Structure of the liquid–vapour interface of water at
300 K. Density of the liquid phase: ρL. Density of the vapour
phase: ρV. ‘10–90’ thickness: t.
ρL (g cm−3) ρV (g cm−3) t (A˚)
Experiment 0.996515a 2.56×10−5b 4.1c, 8.3d
ELBA 0.99650(3) 2.6(2)× 10−5 4.30
SPC 0.96439(2) 3.7(3)× 10−5 4.60
SPC/E 0.98705(1) 8.7(4)× 10−6 4.10
TIP3P-Ew 0.99301(1) 3.2(1)× 10−5 4.70
TIP4P-Ew 0.98546(3) 4.2(3)× 10−6 3.95
TIP4P/2005 0.99173(2) 4.7(9)× 10−6 3.80
aReference [61].
bReference [66].
cReference [67] from ellipsometric experiments.
dReference [67] from X-ray reflectivity experiments.
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Table 5. Surface tension of liquid–vapour interface at 300 K. For
the atomistic models, the data format is γ P / γ P + γ tail, where
γ P is the surface tension from Equation (4) and γ tail is the tail
correction (Equation (5)). Units are mN m−1. Uncertainties in the
simulation results are 0.1–0.2 mN m−1.
Experiment 71.7a
ELBA 74.8
SPC 48.1/53.2
SPC/E 55.2/60.5
TIP3P-Ew 45.2/47.4
TIP4P-Ew 58.1/63.7
TIP4P/2005 64.6/68.4
aReference [68].
ellipsometric experiments, they significantly differ from
the value of 8.3 A˚ obtained from X-ray reflectivity
experiments (both these experimental measurements were
reported by Matsumoto and Kataoka [67]).
3.2.2. Surface tension
The surface tension values obtained from our simulations
are reported in Table 5, together with the experimental mea-
surement [68] at the same temperature (300 K). It can be
seen that the ELBA model reproduces the experimental
value more accurately than any atomistic model apart from
TIP4P/2005, which shows a similar agreement (error of
≈3mNm−1) when the tail correction is included. Note that
for ELBA no correction is required, because the shifted-
force Lennard-Jones potential (Equation (2)) is natively
zero beyond the cut-off distance, so there is no neglected
tail to account for. It is important to stress that neither ELBA
nor the atomisticmodelswere parametrised to reproduce the
surface tension, and hence this property is truly predicted.
Given the simplicity of ELBA, its accuracy is especially
remarkable.
3.2.3. Vapour–liquid equilibria
To further assess the ELBA model, we simulated the inter-
facial system at a range of increased temperatures (350,
400, 450, 500, 550 and 600 K). The resulting liquid–
vapour phase diagram is plotted in Figure 2, together with
experimental and atomistic simulation data from the lit-
erature. It can be seen that ELBA reproduces the experi-
mental data more accurately than the popular TIP3P atom-
istic model, especially at high temperature. Compared to
TIP4P/2005, which is arguably the most accurate atomistic
model [43,69,70], the ELBA results are somewhat worse
for the liquid phase, but they are slightly better for the
vapour phase. The surface tension at different temperatures
is plotted in Figure 3, again together with experimental and
atomistic simulation data from the literature. The ELBA
model reproduces the experimental behaviour very closely,
at a level of accuracy comparable to that of TIP4P/2005
0 0.2 0.4 0.6 0.8 1
ρ / g cm
300
350
400
450
500
550
600
650
T 
/ K
Experiment
TIP3P
TIP4P/2005
ELBA
Figure 2. Vapour–liquid phase diagram. Experimental line from
the NIST database [66]. Simulation data for TIP3P from Vega
et al. [43], and for TIP4P/2005 from Alejandre and Chapela [71].
(and much higher than that of TIP3P). The surface tension
data of ELBAwere further processed to estimate the critical
temperature Tc by fitting to the formula
γ = c1(1 − T/Tc)11/9 [1 − c2(1 − T/Tc)], (10)
which is commonly used to correlate surface tension
data [41,43,71,72]. The best fit was achieved for c1 =
200.5 mN m−1, c2 = 0.3678, and Tc = 644.0 K. This result
for the critical temperature is in excellent agreement with
the experimental value (647.1 K). For comparison, critical
temperatures of 641.4 and 578 K have been reported for
TIP4P/2005 [71] and TIP3P [43], respectively.
300 350 400 450 500 550 600
T / K
0
10
20
30
40
50
60
70
80
γ /
 m
N
 m
Experiment
TIP3P
TIP4P/2005
ELBA
Figure 3. Surface tension at different temperatures. Experimen-
tal line from the NIST database [66]. Simulation data for TIP3P
from Vega et al. [43], and for TIP4P/2005 from Alejandre and
Chapela [71].
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0 5 10 15 20 25
z / Å
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
φ /
 V
vapour                                                                                                   liquid
SPC
SPC/E
TIP3P-Ew
TIP4P-Ew
TIP4P/2005
Figure 4. Electrostatic potential profiles. To assist interpretation,
a representative mass density profile is also shown with a dotted
line (the ordinate values of this profile are not on scale).
3.2.4. Surface potential and electric field
The electrostatic potential and electric field across the
liquid–vapour interface were calculated from our simula-
tions as detailed in Section 2.4.2. The profiles for the ELBA
model were found to be constant and zero throughout. This
absence of electrical features results from the lack of ori-
entational ordering at the liquid–vapour interface, which is
characteristic of spherical point dipole models [37,40,73];
since there is no preferential alignment of the dipoles, no
electric field and potential difference arise. Before com-
menting on this behaviour, we shall analyse the electrical
profiles of the atomistic models. It should be noted that
while these properties have been previously published for
SPC [74], SPC/E [37,40], and TIP4P-Ew [75], no previ-
ous calculation has been reported for the TIP3P-Ew model,
and for the increasingly popular TIP4P/2005 model. The
significant (non-constant) sections of the atomistic profiles
are displayed in Figures 4 and 5 (the profiles across the
0 5 10 15 20 25
z / Å
0
0.5
1
1.5
E
 
/ 1
0
 
V
 m
vapour                                                                                                   liquid
SPC
SPC/E
TIP3P-Ew
TIP4P-Ew
TIP4P/2005
Figure 5. Projections of the electric field along the direction
normal to the liquid–vapour interface (z-axis). To assist interpre-
tation, a representative mass density profile is also shown with a
dotted line (the ordinate values of this profile are not on scale).
Table 6. Surface potential of the liquid–vapour interface ofwater
at 300 K.
Model φLV/V
SPC −0.5887(6)
SPC/E −0.6006(7)
TIP3P-Ew −0.5498(4)
TIP4P-Ew −0.4443(5)
TIP4P/2005 −0.4080(7)
entire length of the systems can be found in the supple-
mentary material). It can be seen from Figure 4 that the
potential changes very rapidly going from the vapour to the
liquid phase; over a distance of only ≈5 A˚, φ drops by
≈0.4− 0.6V. In general, the spatial derivative of the poten-
tial gives (the negative of) the electric field; therefore, such
a steep variation in φ is expected to correspond to very
large field strengths. The depth-dependent electric fields
are displayed in Figure 5; large peaks, in the range ≈1.3 −
1.6× 109 V m−1, can indeed be observed at z= 12− 13 A˚.
In Figure 4, it can also be seen that after the steep drop all
potential profiles reach local minima, and are then charac-
terised by small increases, in proximity to the liquid phase,
which are somewhat more pronounced for TIP4P-Ew and
especially for TIP4P/2005. This behaviour is reflected in
electric field troughs corresponding to the same region, as
displayed in Figure 5 at z = 16 − 17 A˚. While the troughs
for SPC and TIP3P-Ew are almost negligible, the magni-
tude of the SPC/E trough reaches almost 1× 108 V m−1,
while the troughs for TIP4P-Ew and TIP4P/2005 feature
much larger magnitudes of 2.2 × 108 and 3.6× 108 Vm−1,
respectively.
The numerical values of the surface potential φLV (the
electrical potential difference between the liquid and vapour
phases) are reported in Table 6. The values obtained range
from ≈−0.60 V for SPC/E to ≈−0.41 V for TIP4P/2005.
For ELBA, we observed a zero surface potential, as ex-
pected (see above). While this result, and the previously
noted electrical profileswhich are constant and zero through
the interface, are certainly unrealistic, it is not straightfor-
ward tomake a clear assessment. In fact, both themagnitude
and sign of the true surface potential are disputed; while,
as we have seen, standard atomistic models yield values
around ≈−0.5V, the most recent experimental measure-
ments range from + 0.025 to + 0.24V [74,76], and density
functional theory predicts + 3 to + 4 V [58,77–79].
4. Comparison between ELBA and other
coarse-grained water models
Results obtained in this work for the ELBAmodel are com-
pared in Table 7 with corresponding simulation data re-
ported in the literature for alternative coarse-grained force
fields. Considering single-site models like ELBA, relevant
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Table 7. Properties of water in bulk and interface systems at 298/300 K.
Mappinga ρ (g cm−3) Epot (kcal mol−1) D (× 10−9 m2 s−1) γ (mN m−1)
Experiment – 0.997047b −9.92c 2.3d 71.7e
ELBA 1 → 1 0.99945(1) −9.3145(1) 2.16(1) 74.8(1)
SSDf 1 → 1 0.972–0.999 −9.60 1.78–2.51 –
SSDQOg 1 → 1 0.999h – 2.21–2.26 –
M3Bi 1 → 1 0.97(2) – 1.7 –
mWj 1 → 1 1.001 – 6.5 66.0
MARTINIk 4 → 1 0.900l – 2 30–45
P-MARTINIm 4 → 3 1.043 – 2.5 30.5
BMWn 4 → 3 1.047 – – 77
GROMOSo 5 → 2 0.995 −5.569 6.9 51.2
WT4p 11 → 4 1.0001 – 2.23 17
aThe notation m → n indicates that m water molecules are mapped to n interaction sites.
bReference [61].
cReference [62].
dReference [64].
eReference [68].
fReferences [80–82].
gReferences [90–92].
hReference [92].
iReference [95].
jReference [96].
kReference [97].
lReference [99].
mReference [98].
nReference [99].
oReference [101].
pReference [103].
results have been reported in the literature for the SSD,
SSDQO, M3B, and mW models. SSD is a model con-
sisting of a Lennard-Jones sphere, a point dipole, and an
additional octupolar term aimed at reproducing hydrogen
bonding. SSD has been used to study liquid water and ice
[80–83], and as a solvent in various systems [80,84–89].
In Table 7 we collect results obtained from various slightly
different parametrisations of the SSD force field reported in
the literature; good agreement with the experiment can be
noticed in terms of bulk properties. Regarding the liquid–
vapour interface, to our knowledge no results for SSD have
been reported. SSDQO is a more elaborate version of SSD
that includes quadrupolar and octupolar terms [90–92]. SS-
DQO has been used as a solvent for ions [93] and small
molecules [94]. Like SSD, SSDQO reproduces accurately
density and diffusion in the bulk; however, no simulations
of liquid–vapour interfacial systems have been reported.
M3B, which is unique in representing water–water inter-
actions by a Morse potential, was developed as part of a
coarse-grained force field for oligosaccharides [95]. M3B
shows fairly good agreement with experiment in relation
to density and diffusion. The mW model, which includes
a three-body term to favour tetrahedral coordination, re-
produces accurately density and surface tension; however,
the diffusion coefficient is overestimated [96]. MARTINI
is a popular model consisting of a Lennard-Jones poten-
tial without additional electrostatic terms, where each site
maps four water molecules [97]. From Table 7, it can be
seen that the bulk density of MARTINI is low compared to
the other models, while the accuracy of the diffusion coef-
ficient is comparable to that of most other models. In terms
of interfacial properties, the surface tension of MARTINI
is markedly lower than the experiment. P-MARTINI [98]
refers to a polarisable version of MARTINI which consists
of three sites, two of which are oppositely charged. This
model improves substantially over the original MARTINI
in terms of density, and its diffusion coefficient is also more
accurate. However, the surface tension is less than half the
experimental value. The BMWmodel [99] maps four water
molecules to three charged sites andmakes use of the Born–
Mayer–Huggins potential instead of the Lennard-Jones po-
tential. BMW has been applied to study the association
between peptides in water [100]. The model reproduces
well the experimental bulk water density and the surface
tension. The GROMOS model [101] represents five water
molecules with two oppositely charged sites. This model
has also been used to solvate proteins [102]. The experi-
mental density is reproduced accurately; however, potential
energy and diffusion coefficient are somewhat less so. The
value of the surface tension, while significantly lower than
the experimental value, is better than several other coarse-
grained models. WT4 is a model where groups of 11 water
molecules are represented by 4 charged sites [103]. WT4
was employed to solvate ions and nucleic acids [103]. The
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model reproduces well the experimental density and the
diffusion coefficient; however, the surface tension is sub-
stantially smaller than the experimental value.
Overall, Table 7 shows that bulk liquid density and dif-
fusion coefficient are reproduced accurately bymost coarse-
grained models. The density is typically used as a target in
the parametrisation process; hence high accuracy should be
expected. Regarding the calculation of the diffusion coef-
ficient for those models mapping more than one real water
molecule to a coarse-grained site, it should be noted that
two different approaches are used. Some workers multi-
ply the diffusion coefficient of the coarse-grained water by
the number of real water molecules that a coarse-grained
unit represents [97,98,103]; however, others do not apply
such scaling [101]. Table 7 reports the diffusion data as
originally published. The potential energy is reproduced
fairly by ELBA and SSD and is overestimated by GRO-
MOS, while to our knowledge it has not been reported for
the other models. The experimental surface tension is re-
produced rather well by ELBA, mW, and BMW, which in
fact prove to be more accurate than most atomistic models
(see Table 5), while the other coarse-grained models tend
to underestimate this property to various degrees.
4.1. Atomistic models: comparison between data
from this work and from the literature
In general, the results obtained here for the standard three-
and four-site atomistic models are broadly consistent with
available literature data for corresponding models and
conditions [35,43,53,70,104–106]. In the following para-
graphs, we consider specific comparisons with a focus on
those cases where differences are not negligible.
Regarding SPC and SPC/E in the bulk, our results can
be compared with those from Wu et al. [53]; while there is
agreement for most properties, a small discrepancy can be
noted for the diffusion coefficient, which we estimated to
be 4.42 and 2.78, respectively, against the somewhat lower
values 4.02 and 2.41 fromWu et al. [53] (all values in units
of 10−9 m2 s−1).
Our results for the water–vapour interface at 300 K can
be compared with the study by Ismail et al. [35], in particu-
lar regarding the surface tension (tail correction included).
For TIP3P-Ew,we obtained the same result of 47.4mNm−1.
However, for SPC/E, our value of 60.5 mN m−1 is larger
than the value of 55.4mNm−1 obtained by Ismail et al. [35].
For TIP4P-Ew, our result (63.7 mN m−1) is also slightly
larger than that (61.2 mN m−1) of Ismail et al. [35].
It should be noted that the uncertainty in our results
(0.1 − 0.2 mN m−1) is significantly smaller than that
(2.4 − 3.0 mN m−1) reported by Ismail et al. [35].
Regarding TIP4P/2005, our results for bulk properties
are consistent with those from Abascal and Vega [21]. As
for the surface tension, our value of 68.4 mN m−1 is at
the lower end of the range 68.4 − 69.5 mN m−1 from the
literature [41,42,71].
In terms of the surface potential, our values for SPC
and SPC/E of −0.5887 V and −0.6006 V, respectively,
are more negative than the often quoted literature data of
−0.53V [74] and −0.546V [37], respectively, reported in
the 1990s. However, our result for SPC/E is in excellent
agreement with the value of −0.6003 V published recently
by Horva´th et al. [40]. For TIP4P-Ew, our calculation of
−0.4443V is somewhat less negative than the value of
≈−0.52 V reported by Peng et al. [75]. Regarding both
TIP3P-Ew and TIP4P/2005, to our knowledge the surface
potential has not been previously reported.
Overall, our results for the atomistic water models are in
good agreement with previous literature. A few small dif-
ferences have been noted above for some models and some
properties (mostly involving the liquid–vapour interface).
One or more of the following factors are likely to be re-
sponsible for such discrepancies: system size, treatment of
long-range interactions, treatment of short-range cut-offs,
thermostat and barostat details, sampling and convergence
issues, and details of the analysis of the raw data.
5. Conclusions
Bulk water and water–vapour systems were simulated to as-
sess the coarse-grained ELBA model against results from
common multi-site atomistic models and against literature
data from experiments and other coarse-grained models.
Many important properties were computed and compared,
including density, potential energy, diffusion coefficient,
and radial distribution function in the bulk, as well as
structural, mechanical and electrical properties across the
liquid–vapour interface. ELBA was shown to reproduce
several experimental measurements as accurately as the
best atomistic models, while being up to two orders of
magnitude more computationally efficient. However, local
spatial correlations in the bulk and electric features at the
water–vapour interface were found to be missing. Work
is underway to validate the use of ELBA as a solvent in
multiscale dual-resolution simulations, where solutes (such
as small molecules, peptides, and proteins) are represented
with standard atomistic force fields.
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