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Effective descriptions accounting for the evolution of quantum systems that are acted on by a bath
are desirable. As the number of bath degrees of freedom increases and full quantum simulations turn
out computationally prohibitive, simpler models become essential to understand and gain an insight
into the main physical mechanisms involved in the system dynamics. In this regard, vibrational
decoherence of an I2 diatomics is tackled here within the framework of Markovian quantum state
diffusion. The I2 dynamics are analyzed in terms of an effective decoherence rate, Λ, and the specific
choice of the initial state, in particular, Gaussian wave packets and two-state superpositions. It is
found that, for Markovian baths, the relevant quantity regarding decoherence is the product of
friction (η) and temperature (T ); there is no distinction between varying one or the other. It is also
observed that decoherence becomes faster as the energy levels involved in the system state correspond
to higher eigenvalues. This effect is due to a population redistribution during the dynamical process
and an eventual irreversible loss of the initial coherence. These results have been compared with
those available in the literature from more detailed semiclassical IVR simulations, finding a good
agreement.
Keywords: Markovian dynamics; quantum state diffusion; vibrational decoherence; dephasing; stochastic
quantum trajectory
I. INTRODUCTION
Consider a quantum system (S) coupled to a quantum
bath (B). As it is commonly done in open quantum sys-
tem theory,1 let us also assume that initially the system
and bath are uncorrelated. The wave function of the to-
tal system, S+B, can then be expressed in terms of a
general, factorizable product state:
|Ψ〉 = |ΨS〉 ⊗ |ΨB〉. (1)
As time proceeds, the interaction between system and
bath makes this state to become nonseparable or en-
tangled. This process can be understood as an effective
transfer or flow of coherence between both subsystems,
which results in a gradual quenching of any interference
feature associated with the quantum system S. This phe-
nomenon is what we usually call decoherence. Typically,
it takes place at time scales shorter than energy relax-
ation, i.e., before the system energy starts flowing (dis-
sipating) towards the bath. Depending on the nature of
the bath and the system–bath coupling strength, the sys-
tem coherence loss may go from partial (or even total)
reversibility (recurrences) to total irreversibility (Marko-
vianity). The latter is usually related to the emergence
of the classical world,2,3 because the “classical” law of
addition of probabilities is recovered.
Real systems are not fully isolated in nature. There-
fore, given the major role played by quantum coherence
at microscopic and mesoscopic scales in different areas
of physics, chemistry, and biology, an appropriate char-
acterization of the system–bath interaction is very im-
portant. Very detailed and accurate simulations of the
corresponding systems are thus essential to study, ana-
lyze, and understand the related phenomena and effects.
This has motivated the development of highly sophisti-
cated numerical techniques, including classical and semi-
classical treatments whenever the amount of degrees of
freedom involved make computationally prohibitive full
quantum-mechanical treatments. This, however, does
not necessarily mean that we fully understand the system
dynamics. The complexity of these models often makes
them intractable from an analytical viewpoint, hiding the
main mechanisms that come into play. Hence alternative
(but complementary) simpler models based on master
equations that capture the essence of the system behavior
are desirable; they provide us with the insight necessary
to better understand such underlying mechanisms.
To illustrate that assertion, consider the Caldeira–
Leggett model used in Wang et al.4 to describe the
quenching of vibrational interference effects of an I2 di-
atomics coupled to a bath of harmonic oscillators. This
bath is characterized by a spectral density with ohmic
form. The characteristic frequency chosen for this bath
is ωc = 20 cm
−1, while the largest frequency of the
bath modes is ωm = 100 cm
−1 (a total of 20 to 40 of
these modes were considered in their simulations). As
mentioned above, full quantum simulations are compu-
tationally prohibitive in these cases, so a way to tackle
the issue is by means of the semiclassical initial value
representation (SC-IVR) method.5,6 Apart from its well-
known computational advantages, this technique is also
very convenient and interesting regarding the quantum-
to-classical transition: it provides us with a systematic
procedure to add quantum coherence to classical molec-
ular dynamics simulations and therefore to distinguish
between classical and quantum coherence.7,8 The analy-
sis reported in Wang et al.4 precisely pursues this simple
idea (for a similar application to the two-slit experiment,
see Gelabert et al.9) As the bath temperature and/or
system–bath coupling strength are increased, the system
gradually loses its coherence, exhibiting a “classical-like”
behavior. Physically, this manifests as a quenching of
2interference features; computationally, one finds a better
agreement between the SC-IVR and bare classical molec-
ular dynamics simulations (linearized IVR).
Based on such results, here we address the following
question: can the behaviors reported in Wang et al.4
be properly described in terms of a simple master equa-
tion? Among the different approaches available in the
literature to address this problem,1 we have considered
the quantum state diffusion approach10–16 due to three
reasons: (i) it preserves the appealing concept of quan-
tum state or wave function as the main descriptor of the
system and its time evolution, (ii) it stresses the “fla-
vor” of the concept of dephasing, i.e., decoherence not
only comes from the interaction with a bath but also
from the incoherence among a large (statistical) num-
ber of realizations, and (iii) from a technical (numeri-
cal) viewpoint, it is relatively simple to implement (sim-
pler than dealing with density matrices in configuration
space), and yet it still captures the physics of the phe-
nomenon, namely decoherence.
With respect to ii, notice that within this theoretical
framework, the expectation value of an operator Oˆ that
describes an observable O arises from an average:
〈Oˆ〉(t) = 1
N
N∑
i=1
〈Ψi(t)|Oˆ|Ψi(t)〉, (2)
with the subscript i labeling each particular realization
of the state vector, |Ψi〉, and where N is the total num-
ber of realizations considered; each single realization
〈Oˆ〉i(t) ≡ 〈Ψi(t)|Oˆ|Ψi(t)〉 describes the time evolution
of the expectation value of O associated with the system
state vector |Ψi〉. Each one of these single realizations
constitutes a stochastic quantum trajectory analogous to
those proposed by Carmichael for optical systems,17 al-
though |Ψi〉 displays a stochastic dynamics throughout
its full evolution. These trajectories describe different
physical quantities depending on which operator Oˆ is
chosen, being unique for each |Ψi〉 vector. This makes
an important difference with respect to other types of
quantum trajectories, such as Bohmian trajectories,18,19
which are not related to a particular operator, but to a
single state vector in configuration representation.
This work has been organized as follows. The main
theoretical aspects of the quantum state diffusion ap-
proach as well as its adaptation to the problem dealt with
here are briefly summarized in Section II. The system and
numerical details involved in the simulations considered
here are presented in Section III. In Section IV the main
results are discussed. Finally, in Section V, the main
conclusions arising from this work are summarized.
II. THEORY
A. General aspects
Consider the dissipative dynamics of a system de-
scribed within the framework of the Lindblad approach.1
Compared with other approaches available in the litera-
ture, Lindblad’s one gathers two interesting properties:
(i) it does not arise from any particular representation,
thus being the most abstract approach that we can
find (Redfield’s approach, for example, comes from
the energy representation, although later on one
can recast it in other representations) and
(ii) it provides us with the most general form of equa-
tion of motion for the density matrix, which satis-
fies complete positivity.
In this approach, the evolution of the system (reduced)
density matrix ρˆS is described by the usual Liouvillian
term plus a dissipator, which accounts for the bath effec-
tive action over the system. More specifically, Lindblad’s
equation reads as
dρˆS(t)
dt
= − i
~
[Hˆ, ρˆS(t)] +D[ρˆS(t)], (3)
where Hˆ is the Hamiltonian associated with the bare
(free) system and
D(ρˆS) ≡
∑
j
Λj
(
2Lˆj ρˆSLˆ
†
j − Lˆ†jLˆj ρˆS − ρˆSLˆ†jLˆj
)
(4)
is the dissipator. In this latter expression, the Lˆj repre-
sent the so-called Lindblad operators, which describe how
the bath specifically acts over the system. The relevance
of this action is given by the corresponding system–bath
coupling strength constants Λj : the larger the value of
Λj, the faster the decoherence/dissipation induced by Lˆj
occurs.
The Lindblad eq. 3 can be recast in the form of a state
vector equation10–16 in the Itoˆ form20,21
|dΨ〉 = |v〉dt+
∑
j
|uj〉dξj . (5)
In this diffusion-like equation, |v〉 is a deterministic drift
term, while the dξj elements denote independent complex
Wiener processes associated with the action of stochastic
bath fluctuations over the system, such that 〈Ψ|uj〉 = 0,
for all j, to ensure the state vector normalization. The
means of these Wiener processes over both the distribu-
tion and the fluctuations are assumed to satisfy
E(dξj) = 0, (6a)
E(dξjdξk) = 0, (6b)
E(dξ∗j dξk) = 2δjkdt, (6c)
i.e., these Wiener processes have zero mean and variance√
dt.
Physically, eq. 5 describes a single, stochastic realiza-
tion (or time propagation) of the quantum system state
vector. Any expectation value obtained from this realiza-
tion is called a stochastic quantum trajectory because one
3can keep track of the corresponding property in time, in
analogy to classical trajectories.22 In order to obtain an
appropriate description of the system dissipative dynam-
ics, it is necessary to carry out a large number of such
realizations; information about the influence of the bath
over the system (decoherence or dissipation) is extracted
from the average over the corresponding quantum tra-
jectories. Hence, the bath effects over the system can
be somewhat understood in terms of the dephasing dis-
played by the different realizations of the vector state,
which leads to its loss of coherence and eventually also
to its relaxation (dissipation). This picture summarizes
the role of the reduced density matrix as a statistical de-
scriptor of the system dynamics, since it can be recast as
ρˆS = E(|Ψ〉〈Ψ|) = 1
N
N∑
i=1
|Ψi〉〈Ψi|. (7)
Taking into account these facts, particularly eq. 7, after
some algebra one obtains (see, for example, Gisin and
Percival13 for a simple derivation) an explicit functional
form for the drift and stochastic terms of eq. 5:
|v〉 = − i
~
Hˆ |Ψ〉
+
∑
j
Λj
(
2〈Lˆ†j〉ΨLˆj − Lˆ†jLˆj − 〈Lˆ†j〉Ψ〈Lˆj〉Ψ
)
|Ψ〉,
(8)
|uj〉 =
√
Λj
(
Lˆj − 〈Lˆj〉Ψ
)
|Ψ〉, (9)
respectively, with 〈Lˆk〉Ψ ≡ 〈Ψ|Lˆj|Ψ〉 being the expecta-
tion value of the Lindblad operator Lˆj with respect to
the state vector |Ψ〉 at time t. Substituting these terms
into eq. 5 gives rise to the Itoˆ equation:
|dΨ〉 = − i
~
Hˆ|Ψ〉dt
+
∑
j
Λj
(
2〈Lˆ†j〉ΨLˆj − Lˆ†jLˆj − 〈Lˆ†j〉Ψ〈Lˆj〉Ψ
)
|Ψ〉dt
+
∑
j
√
Λj
(
Lˆj − 〈Lˆj〉Ψ
)
|Ψ〉dξj . (10)
B. Reduced Caldeira–Leggett model
In order to make practical use of eq. 10, we still need to
define the functional form displayed by the Lindblad op-
erators. Let us therefore go back to the Caldeira–Leggett
model. Within this model, system and bath are assumed
to be coupled bilinearly, i.e., by means of terms of the
form xXi, where x and Xi denote the system and ith
bath coordinates, respectively. In the high–temperature
regime, this model can be recast in terms of a master
equation:1,23
dρˆS
dt
= − i
~
[Hˆ, ρˆS]− iη
~
[xˆ, {pˆ, ρˆS}]− 2mηkBT
~2
[xˆ, [xˆ, ρˆS]]
(11)
where the first term represents the system unitary evolu-
tion, the second its relaxation, and the third its decoher-
ence. Although this equation is Markovian, it is not of
the Lindblad form. Nonetheless, at high temperatures,
one can add to (11) the term
− η
8mkBT
[pˆ, [pˆ, ρˆS]], (12)
which is relatively small. The Lindblad form appears
after diagonalizing the corresponding dissipator, which
renders the associated Lindblad operators.1
A simpler way to proceed than diagonalizing, however,
consists of assuming that at relatively classical regimes,
i.e., when Planck’s constant is relatively small compared
with the actions involved and the object is massive, the
third term on the right-hand side of eq. 11 is much
larger than the second one. This allows us to simplify
eq. 1124,25 as
dρˆS
dt
= − i
~
[Hˆ, ρˆS]− 2mηkBT
~2
[xˆ, [xˆ, ρˆS]]
= − i
~
[Hˆ, ρˆS] +
2mηkBT
~2
(
2xˆρˆSxˆ− xˆ2ρˆS − ρˆSxˆ2
)
.
(13)
This equation, already in the Lindblad form, is known
as the reduced Caldeira–Leggett model.1 Its range of va-
lidity can be easily inferred as follows. The hypothesis
considered to obtain (13) is equivalent to the previous
assumption that (12) is small compared with the third
term of (11). On the other hand, if ω is some charac-
teristic frequency associated with the system, one would
expect that the corresponding momenta go like p ∼ mωx,
approximately. Substituting this estimate of the momen-
tum into eq. 12 and then making use of the above assump-
tions, we find
4kBT
~ω
≫ 1. (14)
Accordingly, eq. 13 is valid whenever temperatures sat-
isfy this relation.
Following the state vector approach introduced in Sec-
tion IIA, eq. 13 can be recast as a quantum stochastic
differential equation, namely:
|dΨ〉 = − i
~
Hˆ |Ψ〉dt− Λ (x− 〈x〉)2 |Ψ〉dt
+
√
Λ (x− 〈x〉) |Ψ〉dξ, (15)
with one Lindblad operator, Lˆ =
√
Λ xˆ, and where the
system–bath coupling strength is given by the decoher-
ence rate:
Λ =
2mηkBT
~2
, (16)
with units of (space)−2×(time)−1. This rate provides us
with an estimate of the time scales at which the corre-
lation (coherence) between two points in configuration
4space is lost. For example, for two points separated a
distance ℓ, this time scale will be of the order of 1/Λℓ2.
The numerical simulations reported in Section IV con-
stitute a test of the feasibility and applicability of eq. 13
to study in a simplified fashion systems afforded by the
full Caldeira–Leggett model. Notice that in the ranges
of temperature where this description is valid, one has
an interesting, effective tool to probe open quantum sys-
tem dynamics, where all bath effects (temperature and
friction) are enclosed within a single parameter, namely
the decoherence rate Λ. Because the bath dynamics are
not explicitly considered, there is a remarkable reduc-
tion of the computational time demand with respect to
full system–bath treatments (classical or semiclassical).
In this sense, it is worth stressing that the state vec-
tor approach could be advantageously used to explore
the system dynamics in some ranges of parameters of
interest, previous to full, more detailed dynamical simu-
lations. On the contrary, as a feedback, the latter type
of calculations could be used to design and implement
better Lindblad operators that would help to improve
the model based on eq. 13 and eventual interpretations
relying on it.
III. NUMERICAL DETAILS
As in Wang et al.4, here we have analyzed the gradual
coherence loss displayed by the radial distribution func-
tion of the I2. The lowest electronic energy surface de-
scribing this system can be modeled by a Morse function
along the radial direction (here denoted by x):
V (x) = D
[
1− e−α(x−xe)
]2
, (17)
with parameters D = 1.2547 × 104 cm−1, α =
1.8576 A˚−1, and xe = 2.6663 A˚. This Morse oscillator
supports about 120 bound states and has a harmonic
frequency
ω0 =
√
2α2D
m
≈ 214.6 cm−1 = 40.451 ps−1, (18)
where m is the I2 reduced mass (m = m0/4, with m0 =
4.22×10−22 g being the I2 mass). To compare with Wang
et al.4, first we have considered the dynamics displayed
by a Gaussian wave packet:
Ψ0(x) =
(
1
2πσ2
)1/4
e−(x−x0)
2/4σ2
0
+ip0(x−x0)/~, (19)
with parameters x0 = 2.4 A˚, p0 = 0, and σ
2
0 = ~/2mω0,
under the action of the Morse potential (eq. 17) and a
stochastic noise satisfying the properties of eq. 6. Several
two-state superpositions have also been studied in order
to understand the relationship between coherence and
population dynamics.
The scheme followed to solve numerically eq. 15 con-
sists of attacking separately the Hamiltonian and the
diffusive parts and then combining them together,26–28
thus following a strategy somewhat analogous to operate
in the interaction picture. The Hamiltonian part (first
term on the right-hand side of eq. 15) is integrated by
making use of the split-operator scheme29–31 combined
with the fast Fourier method.32 The diffusive part [second
and third terms on the right-hand side of eq. 15] is sep-
arately integrated with a second-order Runge-Kutta al-
gorithm adapted to stochastic processes.33 The updated
wave function results from the addition of both solutions.
A single realization of the state vector |Ψ〉 is obtained
by proceeding recursively in this manner until conclud-
ing the time propagation. In the calculations, a total
of 2500 realizations for the Gaussian wave packet and
2000 for the superpositions have been considered. These
numbers have been found to be optimal for the quanti-
ties computed and presented here, although even more
realizations could be necessary in other cases. This hap-
pens, for example, in the calculation of energy-level pop-
ulations and coherences for the Gaussian wave packet
(19). The energy levels involved in this Gaussian state
are higher than those intervening in the two-state super-
positions considered below, so obtaining smoothly con-
verged quantum trajectories for them requires a higher
number of realizations than for the latter.
IV. RESULTS AND DISCUSSION
A. Wave packet dynamics
In order to test the accuracy and stability of the nu-
merical algorithm, first a trial simulation has been run
with the initial wave packet (19) and Λ = 10−8 (given for
simplicity in atomic units: 1 a.u. (Λ) = 147.6 A˚−2fs−1
≈ 1.5 × 1032 cm−2s−1). This Λ value is relatively small
to have important effects on the unitary part of the algo-
rithm and therefore allows us to obtain a close solution to
a noise-free (Λ = 0) propagation. A series of snapshots
of the averaged probability density
ρS(x, t) = 〈x|ρˆS(t)|x〉
= 〈x|
[
1
N
N∑
i=1
|Ψi(t)〉〈Ψi(t)|
]
|x〉
=
1
N
N∑
i=1
〈x|Ψi(t)〉〈Ψi(t)|x〉, (20)
with N = 2500, spanning a time of 160 fs is displayed in
Fig. 1. This time covers the first harmonic vibrational pe-
riod (τ0 = 2π/ω0 ≈ 155.3 fs), although it is about three
fourths of the oscillation period for the system consid-
ered here (see Fig. 2a). The discrepancy between these
two characteristic vibrational periods is due to the anhar-
monicity of the Morse potential function. Notice that the
wave packet energy expectation value 〈Hˆ〉 is about 0.4D.
In such cases, the oscillation frequency between the two
5FIG. 1: Snapshots of the (averaged) reduced probability
density within the first vibrational period (see Fig. 2a) in-
side the Morse potential (eq. 17) for negligible decoherence
(Λ = 10−8 a.u.). The initial state corresponds to the Gaus-
sian wave packet (eq. 19). The times at which each snapshot
was taken are indicated in the legend within the figure.
turning points of the Morse potential at a certain energy
E is given by34
ωM = ω0
√
1− E
D
. (21)
Assuming that E ∼ 〈Hˆ〉, we obtain ωM ∼ 0.77ω0, in
agreement with the previous statement. The dynamics
are therefore quite anharmonic, as seen in the figure: the
wave packet spreading increases significantly along the
propagation, contrary to the frozen oscillatory behav-
ior displayed by the same wave packet in a harmonic
potential.35 This implies that, after some time, the fore-
most part of the wave packet will bounce backwards and
overlap with the rearmost one, giving rise to the emer-
gence of interference features (see the wave packet de-
noted with a blue dashed-dotted line).
The position expectation value 〈xˆ〉(t) is represented
in Fig. 2a and its oscillatory behavior provides us with
a characteristic time scale for the system, namely τ¯ ≈
200 fs, which is in agreement with the value obtained
through eq. 21, i.e., τM ∼ 1.3τ0. After substitution of
the associated frequency ω¯ = 2π/τ¯ into eq. 14, we find
that the validity of the state vector approach is ensured in
our case for T ≫ 60 K. The curves displayed in this figure
also provide us with an idea of how Λ influences the wave
packet dynamics. As can be seen, for about two periods
the position expectation value is not very sensitive to Λ;
the damping observed in the oscillations is much more
related to the anharmonicity of the potential than to de-
coherence. Decoherence effects become more relevant at
around t ≈ 400−500 fs, particularly for Λ > 10−3. Notice
that, in the long term, 〈xˆ〉(t) does not approach the cen-
ter of the well but displays a slight deviation to its right
— towards the “softer” part of the Morse well. These
values of Λ are of the order of 1028 cm−2s−1 or higher, in
agreement with the estimates provided by Joos and Zeh36
FIG. 2: (a) Position expectation value for different decoher-
ence rates, from Λ = 10−8 to 8×10−3 a.u. (b) Set of 20 quan-
tum trajectories, 〈xˆ〉i(t), associated with the first 20 realiza-
tions of the Gaussian wave packet (eq. 19) for Λ = 10−8 a.u.
(c) The same as in Fig. 2b, but for Λ = 5× 10−3 a.u.
for large molecules (with a size of ∼ 10−6 cm) acted on
by air molecules at T = 300 K: Λ ∼ 1030 cm−2s−1.
The explanation for such a behavior can be readily
understood by inspecting Figs. 2b and 2c for Λ = 10−8
and Λ = 5×10−3, respectively. In each panel, a set of 20
quantum trajectories, 〈xˆ〉i(t), is displayed. For Λ = 10−8,
these trajectories essentially behave in the same way, not
showing relevant deviations when one is compared with
the others. In contrast, for Λ = 5 × 10−3, there are
trajectories that display larger excursions towards the
softer region of the potential well. It is this behavior
6FIG. 3: Reduced probability density for different decoherence
rates: Λ = 10−8 a.u. (black solid line), Λ = 10−4 a.u. (red
dashed line), Λ = 10−3 a.u. (green dotted line), and Λ =
5 × 10−3 a.u. (blue dashed-dotted line). (a) t = 192 fs, (b)
t = 640 fs, and (c) t = 1600 fs. In Fig. 3a, the inset shows
the long reach of the tail of the wave packet at t = 192 fs.
that eventually leads to the outwards displacement of
the asymptotic value of 〈xˆ〉 observed in Fig. 2a.
To study now the decoherence effects induced by the
bath on the system, three snapshots of the probability
density have been represented in Fig. 3. The interfer-
ence oscillations that can be seen in the three panels
for Λ = 10−8 constitute a signature of the system spa-
tial quantum coherence, which is gradually lost as the
system–bath coupling strength, Λ, increases. Thus, for
Λ = 10−3 and Λ = 5× 10−3, a seemingly classical behav-
ior is apparent: interference oscillations are totally sup-
pressed and the distribution seems to be an “average”
over the mean value of the totally coherent probability
density. Indeed, it is this behavior that makes the right-
hand-side “tail” of the distribution extend farther away
for long times, provoking the deviation of 〈xˆ〉(t) beyond
2.9 A˚ (see Fig. 2a).
Comparing Fig. 3 with figs. 4 and 5 from Wang et
al.4, we find that the state vector model is in good agree-
ment with the forward-backward (FB) IVR results, which
explicitly include the quantum dynamics of the bath
degrees of freedom (described as Gaussian wave pack-
ets). In the simulations performed in Wang et al.4, de-
coherence is analyzed essentially in terms of two bath-
related parameters, namely friction (η) and temperature
(T ). Friction affects the system–bath coupling strength
through the coupling coefficients cj in the full Hamilto-
nian; temperature is varied by selecting the initial condi-
tions according to a Boltzmann distribution at the corre-
sponding temperature. In our case, as mentioned above,
decoherence only depends on the rate Λ, since both η and
T are included in it, as seen in (16). Nevertheless, even
though we cannot make a separate analysis (which would
allow us to determine the negligible effects of a finite cou-
pling at T = 0, for example), a reliable comparison with
the FB-IVR results is still possible by considering the
quantity ξ = ηeT (with ηe ≡ η/mω04).
Taking into account the above facts, we note that the
state vector approach effectively captures and reproduces
the physics of the more detailed FB-IVR analysis. For
example, comparing Fig. 3a with fig. 4 from Wang et
al.4, we find that the calculation with Λ = 10−3 a.u. pro-
duces an interference quenching similar to that observed
for the cases with ηe = 0.15 and T = 100 K and ηe = 0.05
and T = 300 K for which ξ = 15. This result supports
the fact that, at least in the case of thermal baths de-
scribable in terms of an ohmic spectral density, the crux
of the matter regarding decoherence is the product ηT
(or, equivalently, ηeT ), as already pointed out by Elran
and Brumer37 by also using the FB-IVR method. That
is, no matter which one of the two parameters is varied,
the same decoherence effects will be essentially observed,
provided their product ξ remains constant. This fact re-
inforces the use of the quantum state diffusion model,
particularly eq. 15, where η and T appear combined to-
gether within the decoherence rate Λ. This property can
be used to find out other analogous behaviors. For ex-
ample, consider the cases for ηe = 0.25 with T = 100 and
300 K. For these, we find ξ100 = 15 and ξ300 = 75, re-
spectively, with their ratio being ξ300/ξ100 = 5. Given the
proportionality between ξ and Λ, if ξ = 15 approximately
corresponds to Λ = 10−3, then ξ = 75 will correspond to
a decoherence rate five times larger, i.e., Λ = 5 × 10−3.
This is, effectively, what can be observed when the green
dashed-dotted line in Fig. 3a is compared with the case
with ηe = 0.25 and T = 300 K displayed in fig. 4 of Wang
et al.4
For longer time scales (see Figs. 3b and 3c), we already
7start noticing a smearing out of the probability density,
which is not present in the FB-IVR results, although it is
consistent with the typical exponential-like decay under-
gone by quantum coherence according to eq. 1325. Let us
consider the following definition of coherence length:36
ℓ(t) ≡
(√
8Λt
)−1/2
, (22)
which provides us with an estimate of the distance along
which coherence is still preserved, and therefore infor-
mation about the quenching of interference features. In
Table I some estimates of the coherence length are given
for Λ = 10−4 and 10−3 at different times. In the case
of Λ = 10−4, as seen in the three panels of Fig. 3, the
corresponding coherence lengths cover the width of at
least several interference oscillations at their respective
times. Hence interference features are still apparent even
at t = 1600 fs. For Λ = 10−3, however, only at t = 192 fs
we can observe a series of weak interference oscillations,
since the spatial coherence hardly covers the width of
one oscillation. At later times, very weak interference
features can be seen around x ∼ 2.4 A˚, where the width
of the oscillations is still comparable with the coherence
length.
Now, why is there a difference with respect to the FB-
IVR simulations in spite of the consistency shown by the
model? Here, one could be tempted to think whether the
use of a limited set of harmonic oscillators in the FB-IVR
is not producing a “fake” recoherence effect, since the
Caldeira–Leggett model requires, in principle, an infinite
collection of them. In other words, the description with
a few oscillators may be valid for short times, but not for
longer ones, as one may infer from the classical Wigner
method.38 For example, the largest frequency associated
with these modes (ωm = 100 cm
−1) involves a charac-
teristic time scale about twice as large as the Morse har-
monic period. Therefore, after a number of such periods,
it is reasonable to expect the appearance of recurrences,
which may play a role by putting some coherence back
into the system. Notice that the interaction between the
system and each bath particle is relatively simple, and
that there are no intrabath couplings, which at high tem-
peratures give rise to faster decoherence rates.39 This is
easy to understand. As the bath temperature increases,
not only is a faster transfer of coherence from the sys-
tem to the bath expected but also that this coherence
is more effectively transferred among different bath par-
ticles, something that cannot happen in the Caldeira–
Leggett model because of its lack of intrabath couplings.
In this sense, although a small number of bath oscillators
(particles) seems to suffice for convergence in semiclas-
sical simulations of the Caldeira–Leggett model,4,37,40
avoiding possible classical recurrences, some coherence
effects may still be active due to a lower transfer rate of
this coherence among the bath degrees of freedom. Nev-
ertheless, as acknowledged by Elran and Brumer,37 it is
also important to keep in mind that because of the hy-
pothesis upon which Markovian models are built, they
TABLE I: Coherence length (eq. 22) for different values of the
decoherence rate and time.
Λ (a.u.) t (fs) ℓ (A˚)
192 0.21
10−4 640 0.11
1600 0.073
192 0.066
10−3 640 0.036
1600 0.023
cannot cope with memory or backreaction. These ef-
fects may play an important role in the system dynam-
ics, for example, at low temperatures or for a small num-
ber of bath particles (and relatively weak system–bath
couplings). In this sense, there must always be a bal-
ance between one kind of approach and the others (full
dynamical models and effective ones). They constitute
different alternatives, but must also be complementary.
A plot of the reduced density matrix in configuration
space, ρS(x, x
′, t), also provides us with another inter-
esting perspective on the decoherence process. In Fig. 4,
the real and imaginary parts of this matrix (left and right
columns, respectively, for each time) have been plotted at
the same three times considered in Fig. 3 and for three
decoherence regimes: negligible (Λ = 10−8), moderate
(Λ = 10−3), and strong (Λ = 5× 10−3). The real part of
the reduced density matrix displays even symmetry with
respect to the diagonal axis, x = x′, while its imaginary
part is odd; the diagonal of the real part corresponds to
the probability density (see Fig. 3a), while the diagonal
of the imaginary one vanishes. In both cases, the most
remarkable feature is the chessboard-like structure due
to interference. As Λ increases, this structure fades out
and a stripe-like structure emerges. These stripes, par-
allel to the axis x = x′, denote the persistence of some
amount of quantumness. As the value of Λ increases even
more, this structure also disappears, only surviving the
terms close to the diagonal (even though some small off-
diagonal contributions can still persist in the imaginary
part of the reduced density matrix).
B. Two-state superposition dynamics
The analysis of the system dynamics studied in the pre-
vious section in terms of populations and coherences is
also very interesting, since it takes us from the configura-
tion space to an energy representation. When the Gaus-
sian wave packet of the previous section is recast as a su-
perposition of eigenfunctions of the Morse oscillator,41,42
about 70 of the approximately 120 bound states sup-
ported by this potential contribute to the wave packet
dynamics. Analyzing the behavior of the associated pop-
ulations and coherences will then be more confusing than
clarifying. Hence, instead, we are going to consider a se-
8FIG. 4: Density matrix in configuration space at t = 192, 640, and 1600 fs. At each time, left/right panels represent the
real/imaginary part of the density matrix. Different decoherence rates: Λ = 10−8, 10−3, and 5 × 10−3. The color scale, from
blue to red, indicates the transition from minimum (negative) to maximum (positive) values.
ries of different two-state superpositions, in particular
with low-energy states, for which a total of 2000 realiza-
tions is enough to obtain converged results. As the initial
wave function, we will use
Ψmn,0(x) = cmΦm(x) + cnΦn(x), (23)
where m and n label the corresponding Morse eigen-
functions. In all cases, we have considered (i) n > m,
(ii) c2m = 0.4 and c
2
n = 0.6 to have a biased super-
position, and (iii) a moderate decoherence regime, with
Λ = 9 × 10−3 A˚−2fs−1 (∼ 6.1 × 10−5 a.u.), which pro-
duces a substantial quenching of the interference fea-
tures along the propagation, but without fully suppress-
ing them (ℓ ≈ 0.068 A˚).
The first quantity of interest that we are going to an-
alyze is the purity:
χ(t) = Tr[ρˆ2S(t)] =
∑
i,j
〈Φi|ρˆS(t)|Φj〉〈Φj |ρˆS(t)|Φi〉
=
∑
i
|〈Φi|ρˆS(t)|Φi〉|2 +
∑
i6=j
|〈Φj |ρˆS(t)|Φi〉|2,
(24)
which is a measure of the degree of “mixedness” of the
system quantum state3 or, within our context, of the in-
coherence among different realizations. Notice that this
dephasing as well as the fact that other states apart from
Φn and Φm may become populated with time will lead
to χ(t) ≤ 1 as time increases (at t = 0 and/or Λ = 0,
χ = c2n + c
2
m = 1). To understand the sensitivity of
the decoherent process to Λ and more specifically the
choice of the initial state, in Fig. 5a, we have plotted
the time evolution of χ for a (0,3)-superposition and the
Gaussian wave packet considered in Section IVA for two
values of Λ. As can be seen, for a given value of Λ, the
larger amount of eigenstates involved in the dynamics of
the Gaussian wave packet produces a decay of its purity
faster than for Ψ03. Actually, while χ decays smoothly
for the superposition, a series of steps or oscillations are
noticeable in the case of the Gaussian state. This decay,
as is seen for higher Λ, takes place in two time scales
rather than one, as confirmed by a best-fit analysis with
one and two decaying exponential functions. In the first
case, decay times of about 111 fs for Ψ03 and 103 fs for
the Gaussian have been obtained, with fitting correlation
factors of 0.928 and 0.979, respectively. In the second
case, decay times of about 61 and 998 fs for Ψ03, and 94
and 804 fs for the Gaussian have been obtained, with cor-
relations of 0.999 and 0.982, respectively (obviously, the
substantially better agreement for Ψ03 was expected due
to the lack of oscillations in its χ-function). Again, these
facts can also be determined from FB-IVR calculations,
as shown by Elran and Brumer37 (see fig. 4 in this work,
when the fluctuating behavior of the graphs is neglected
and one focuses only on their average trend).
In order to investigate now the bath effects on the sys-
tem depending on the components of the initial superpo-
sition, in Fig. 5b, we have plotted χ(t) for Ψ03, Ψ05, and
Ψ36 (for comparison, the graph for the Gaussian state
has also been included). As can be seen, the decay of
the purity becomes faster as the components forming the
9FIG. 5: (a) Time evolution of χ for Ψ03 and Λ = 9 ×
10−3 A˚−2fs−1 (black solid line), Ψ03 and Λ ≈ 0.74 A˚
−2fs−1
(black dashed line), a Gaussian and Λ = 9 × 10−3 A˚−2fs−1
(red dash-dotted line), and a Gaussian and Λ ≈ 0.74 A˚−2fs−1
(red dotted line). (b) Time evolution of χ for Ψ03 (black
solid line), Ψ05 (red dashed line), and Ψ36 (blue dotted line).
(c) Time evolution of χ for Ψ01 (black solid line), Ψ45 (red
dashed line), and Ψ89 (blue dotted line). In Figs. 5b and 5c,
Λ = 9 × 10−3 A˚−2fs−1 and, to compare with, the time evo-
lution of χ for a Gaussian wave packet (gray dashed-dotted
line) under the same conditions has also been included.
superposition are higher in energy. This explains why
the purity for the Gaussian state decays so quickly with
respect to the superpositions: initially, considering only
those states whose populations are ≥ 0.01, we have a
superposition of 34 eigenstates, from Φ12 to Φ46. Now,
given that these eigenstates are consecutive in energy, one
may ask about the decay for two-state superpositions of
this kind. Results for the superposition states Ψ01, Ψ45,
and Ψ89 are displayed in Fig. 5c and, as expected, as the
energy increases, the decay of χ becomes faster. However,
this decay is not homogeneous, although the energy levels
are consecutive in all superpositions. As can be noticed,
the distance between χ01 and χ45 is larger than between
χ45 and χ89. This could be connected to the fact that
the relative difference, defined as
∆mn =
(
En− Em
En
)
× 100%, (25)
is larger in the case of the (0,1)-superposition (∼ 66%)
than for the other two (∼ 22% for Φ45 and ∼ 11% for
Φ89). A smaller difference between energy levels means a
larger recurrence time τmn = 2π~/(En−Em) and, there-
fore, a higher susceptibility to be acted by decoherence,
which is precisely what we observe in the figure (notice
that τ01 ≈ 157 fs, τ45 ≈ 162 fs, and τ89 ≈ 167 fs). From
a best-fit to a single decaying exponential, we find that
the decay times are τ¯01 ∼ 6.4 ps for Φ01, τ¯45 ∼ 2.0 ps for
Φ45, and τ¯89 ∼ 1.2 ps for Φ89. The ratios of these charac-
teristic times, τ¯01/τ¯45 ∼ 3.2 and τ¯45/τ¯89 ∼ 1.7, actually
seem to be consistent with the ratios between relative
differences, ∆01/∆45 ∼ 3 and ∆45/∆89 ∼ 2.
According to eq. 24, χ may decay because of a change
in the populations:
Pi(t) = ρS,ii(t) = 〈Φi|ρˆS(t)|Φi〉, (26)
or the suppression of the coherences:
ζij(t) = |ρS,ij(t)|2 = |〈Φi|ρˆS(t)|Φj〉|2, (27)
or both effects at the same time.43 In order to determine
which one of these possibilities occurs, consider Fig. 6,
where the population dynamics associated with the su-
perposition states Ψ03 (Fig. 6a) and Ψ36 (Fig. 6b) are
displayed. For simplicity, only the levels with popula-
tions equal to or larger than 0.01 at t = 3 ps are dis-
played. We find that higher-energy levels decay faster
(the decay of the ground-level population in Fig. 6a is
negligible), in agreement with the fact that purity de-
cays faster for higher-energy superpositions. Now, at the
same time that these levels decay, others become grad-
ually populated. Here, both examples confirm that the
level occupation follows the rulem+1, m−1, n+1, n−1,
m + 2, . . . Indeed, if two-state superpositions formed by
consecutive energy levels are considered, as seen in Fig. 7,
a similar rule is found, although the level that becomes
populated in the second place corresponds to the lower-
energetic state of the superposition. This is the reason
why we observe an increase of P0 with time in Fig. 7b.
Nonetheless, the occupational rule of new states in this
case is m+ 1, n− 1, m+ 2, . . .
To complete the picture, in Fig. 8 the coherence dy-
namics for the elements ρ03 of the (0,3)-superposition and
ρ36 for the (3,6)-superposition are displayed. From the
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FIG. 6: Population dynamics for (a) Ψ03 and (b) Ψ36. In
both graphs, the population for the higher-energy state of
the superposition is denoted by the black solid line and the
lower-energy state with the red dashed line; other incipient
states have been denoted with different types of line/color
(see the legend in each case). Only the populations such that
Pi(t) ≥ 0.01 at t = 3 ps have been plotted.
calculations, it was observed that only these elements are
the most strongly influenced, with their damping being
again correlated with the energy of the levels involved.
Although some other off-diagonal elements start devel-
oping, they are still very small (smaller than 10−4) at
t = 3 ps and therefore negligible regarding effects related
to coherence dynamics.
Taking these facts into account, we can conclude that
the decay of purity comes essentially from a population
redistribution (diagonal terms of the density matrix in
the energy representation), including other states that
were not present in the initial superposition, and a decay
of the coherence (off-diagonal terms of the density ma-
trix) between the two initial states of the superposition.
As has been observed, at least in the cases analyzed (and
for the propagation time considered), although new levels
start becoming populated, no coherence appears among
them. Since the coherence between the two initial states
is also gradually lost, ρˆS becomes asymptotically a diago-
nal matrix, in agreement with the findings of the previous
section (see the long-time calculations displayed in Fig. 4
for large decoherence rates). In other words, in the long
time regime, the second term (in the second line) of eq. 24
FIG. 7: Population dynamics for (a) Ψ01 and (b) Ψ45. In
both graphs, the population for the higher-energy state of
the superposition is denoted by the black solid line and the
lower-energy state with the red dashed line; other incipient
states have been denoted with different types of line/color
(see the legend in each case). Only the populations such that
Pi(t) ≥ 0.01 at t = 3 ps have been plotted.
is expected to vanish, so that this expression becomes
χ∞ ≈
∑
i
|〈Φi|ρˆS,∞|Φi〉|2 =
∑
i
P 2i,∞, (28)
which is always smaller than 1 (unless only one state
becomes populated in the end). Actually, it is also ex-
pected that population dynamics reach an equilibrium,
eventually distributing in a Boltzmann fashion. To get
a glimpse of this guess, some calculations for Ψ03 with
Λ ≈ 0.74 A˚−2fs−1 (5× 10−3 a.u.) have been run in order
to more quickly reach the asymptotic regime. These cal-
culations seem to support the fact that populations ap-
proach an equilibrium value, with the energy levels being
occupied in inverse relation to their energy (see Fig. 9),
although at short times, the occupancy rule mentioned
above is again confirmed (see inset).
V. FINAL REMARKS
In this work, the quantum state diffusion approach has
been used to analyze the decoherence dynamics in the
vibrational motion of I2. In spite of the limitations of
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FIG. 8: Coherence dynamics, ζij , for Ψ03 (black solid line)
and Ψ36 (red dashed line). Other incipient coherences have
not been represented because they are negligible (≤ 10−5).
this model, we have seen that it constitutes an inter-
esting tool to explore in a simplified manner the deco-
herence dynamics of systems affected by thermal baths,
without abandoning any of the important elements in-
volved in larger and more detailed calculations (e.g., FB-
IVR). Indeed, the results obtained are in good agreement
with those reported in the literature from such types of
calculations.4,37
Regarding the computational cost involved in the type
of calculations considered here, it is worth stressing that,
compared with a standard, wave packet unitary propa-
gation, the multiple-realization process involved in solv-
ing eq. 15 (for the same propagation time) is essentially
equivalent to performing consecutively N of such unitary
propagations (the stochastic part is relatively low time-
consuming, since it does not involve additional nonlo-
cal evaluations associated with functions of the momen-
tum operator pˆ, as happens with the Hamiltonian Hˆ).
This feature, together with the fact that each realiza-
tion is independent, makes the scheme suitable for paral-
lelization, thus increasing its time efficiency. Compared
with other methods, it is worth noticing that the FB-
IVR calculations used in Wang et al.4 required a total
of 5 × 104 to 105 2(M + 1)-dimensional realizations in
order to reach convergence. Each one of these realiza-
tions involves the two classical degrees of freedom of the
system (x, p) and those of the oscillators (Qi, Pi), with
i = 1, 2 . . . ,M (about 20-40 oscillators were needed by
the authors to properly describe the continuous spectral
density assumed in Wang et al.4). Putting aside the time
consumed in evaluating the monodromy matrix elements
required by the FB-IVR, the computation of such a num-
ber of 2(M + 1)-dimensional classical trajectories is rel-
atively demanding,37 even though the oscillators are not
coupled among themselves, as happens in more realistic
bath models.38,39 In this regard, solving eq. 15 is advan-
tageous both computationally and interpretively, since it
is less time-consuming and provides a similar degree of
accuracy (when properly tuned), as seen in Section IVA.
There are a few issues that are left open in this work
FIG. 9: Population dynamics for Ψ03 and Λ ≈ 0.74 A˚
−2fs−1.
The level populations for Φ3 and Φ0 are denoted by the black
solid line and red dashed line, respectively. Other line col-
ors/types are as in Fig. 6a; gray lines denote populations for
levels 5 ≤ i ≤ 19, for which Pi ≥ 0.01. Inset: detail of the
short-time dynamics.
but on which there is currently some preliminary work
in progress. First, the application of this methodol-
ogy to other contexts of interest, for example, scatter-
ing systems, such as slit systems9,44 and atom-surface
collisions,45,46 where it is shown that the standard text-
book guess of only varying some typical quantum param-
eter to reach the classical limit is not valid.47 Second, and
more importantly, how to link in a systematic fashion this
approach to more exact calculations and to more realistic
systems.38,39 In this work, the value of the decoherence
rate Λ has been changed because we had the freedom to
choose the coefficient ξ = ηT and compare it with results
available in the literature. However, it is highly desir-
able to find out a way to determine this quantity in a
unique manner once the nature of the bath is specified
(e.g., type of system–bath and bath–bath interactions)
and its physical conditions are defined (e.g., tempera-
ture). Notice that depending on the bath nature, the
influence over the system will be different39 even for the
same (bath) physical conditions. In this sense, the form
of the Lindblad operators should also be analyzed, since
the position operator may be valid for bilinear couplings
(as is the case of the Caldeira–Leggett model), but not in
more complex situations (e.g., interactions of diatomics
with rare gas liquids or solid matrices).
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