Abstract
Introduction
Autonomous mobile robot navigation is usually a complex task when seen as a whole of functions intended to direct the robot motion to reach a point in space by its own means, that is, without external contributions. Moreover, the problem inThe International Journal of Robotics Research Vol. 19, No. 12, December 2000 , pp. 1218 -1235 creases in complexity when there is a concern not to specially modify the environment to prepare it for the operation of the mobile robot, as well as expecting the system to operate adequately in a wide range of environments. The results shown in this approach are in two-dimensional indoor spaces, but concepts and structures are certainly valid on other types of environments.
The typical components when performing mobile robot navigation are the following: path planning, localization, path execution, obstacle detection, and avoidance. Having all these capabilities together in a system is a guarantee of success in most cases of goal-reaching problems. Nevertheless, no definitive solution or approach has been reached, nor would these concepts be sufficient in some cases. Therefore, we shall add path recovering and assisted navigation as additional capabilities required for some types of navigation.
The path-planning and localization procedures require, to some extent, a priori knowledge of the environment. The first defines the trajectory to follow according to some cost function, usually the shortest safe path. In unknown or dynamic environments, this may not be feasible; therefore, a powerful navigation architecture should not rely deeply or exclusively on path planning. Localization is required to allow the robot to determine where it is in the environment. This information has immediate uses-namely, to know when a goal has been reached. Knowledge of the environment needs not be so detailed as for path planning, but enough knowledge should exist to settle some references. Roughly, localization is needed when knowledge of current position is required and dead reckoning is not reliable. Once again, since continuous localization using noninvasive indoor techniques may not be possible, the navigation architecture should also be able to cope with asynchronous posture-correcting information from the localization process.
The navigation architecture described in this paper is implemented on the AEST (autonomous environment sensor for telepresence) mobile platform displayed in Figure 1 , which was developed in the framework of the Reconstruction Using Scanned Laser and Video (RESOLV) project of the ACTS program, EU. The project aims at the three-dimensional reconstruction of large and complex indoor environments based on range and video data. The transportation of the sensor head (laser range scanner plus vision camera) between the successive acquisition positions is done according to a perception plan that defines the next goal to be reached by the AEST (Sequeira and Gonçalves 1996) .
The main requirement is to provide the platform (with the three-dimensional scanner on board) with the ability of moving to the next capture point. This point, when a new laser and video acquisition will be carried out, is required for the threedimensional reconstruction of the complete environment but may lie in a not yet modeled or known region. For that reason, the robot must be driven by a robust navigation architecture. Our intended meaning for the term robust is more clearly explained later.
The proposed architecture is based on previous developments Vaz 1994, 1996) in which obstacle detection and avoidance were implemented in a wandering-based approach combined with a reflexive control loop that handled emergencies.
Later , an evolved and more complete architecture was defined for the context of the RESOLV project. There, a final goal has to be reached requiring the execution of a designed trajectory (or at least the passage near a given set of subgoals). It also required the avoidance of unknown or unexpected obstacles and the recovery of the path or, should it be necessary, its recalculation to accomplish the final goal. Since those works, a set of refinements has been added as well as intensive testing whose results are shown later.
The paper organization is as follows: Section 2 presents the base philosophy of the architecture. Section 3 describes the experimental setup and the organization of the software. Section 4 presents the proposed architecture, with its main modules and blocks, together with a brief explanation of the navigation modes and the modules that implement them as well as their transitions. This section also enhances the major novelties of the work. The robustness of the data path that ultimately generates the motion is justified in Section 5. Relevant experimental results are presented and discussed in Section 6. Finally, Section 7 draws the major conclusions on this work.
Philosophy of the Architecture

Project Requirements
The constraints inherent in the RESOLV project that led to this architecture were the following:
• Completely or partially unknown environments will prevent precise path planning.
• Unknown obstacles should be handled but while trying to traverse a set of via points (subgoals) during navigation.
• User teleoperation should be integrated with autonomous navigation but should still handle emergency procedures autonomously.
• Irregular and asynchronous localization information should not jeopardize the navigation behavior despite dead-reckoning limitations.
• Invasive approaches to the environment (such as placing active or passive beacons) cannot be used.
The leitmotiv of the architecture has been the existence of the two typical distinct situations:
• Expected path is perceived as free, and then motion (user or system's desired motion) is executed.
• Expected path is perceived as occupied, and the mobile robot must actuate by generating a better alternative motion to accomplish the defined task.
Each of these situations is detected depending on the combination of the desired action (motion) and the input perceived from the environment. There is still a third situation that can be described as the following:
• There is no need (or capability) to define a path, but motion must still go on, obeying simple behaviors, such as keeping maximal distances to environment.
This third situation, by itself, is unlikely to occur in the particular application of the RESOLV project, since it represents the wandering principle in which the purpose is to never stop moving. However, there can be situations, even if temporary, when that is the case. If an obstacle prevents the completion of a designed path and the size and spatial properties of the obstacle are not known, then there will be a period when there is no capability to define an alternative path. Motion must, however, proceed until the path definition is again liable. This is the concept of local navigation Vaz 1994, 1996) , which can ensure a type of wandering motion as described but also adds power to the usual path planning, path execution, and obstacle avoidance trilogy.
The proposed navigation architecture is composed of three nested loops implementing reflexive, reactive, and functional procedures. A major novelty is the competition of different navigation modes (sets of motion strategies) according to the robot status and task being executed.
Based on intuitive knowledge of common animal behavior, we can say that the architecture tries to arrange actions similar to a biological system. This means that highest priority (reflexive) actions always determine the final behavior, allowing the complex or "intelligent" tasks to carry out actions when they do not compromise system low-level premises, such as safety against collisions.
Inspiration and Related Work
Much has been written on navigation architectures (see, e.g., Alami et al. 1998; Arkin 1998; Kortenkamp, Bonasso, and Murphy 1998) , and there is no universal architecture usable in all situations. Despite that, the main goals are similar for every architecture, but to the best of our knowledge, no type of organization of data and processes seemed simple enough yet sufficiently competent and suited as those required for this project. Moreover, this work had its genesis using local navigation and emergency handling only Vaz 1994, 1996) and has been extended to perform autonomous navigation.
Without being exhaustive, it is now accepted that most navigation architectures can be classified as one of four types: deliberative (or functional or hierarchical), reactive, hybrid, and behavior based. The two first categories have prevailed until the early 1990s. The deliberative or functional type is opposed to reactive in the sense that no action is taken without an analysis of its consequences and/or interactions. Actions tend to be optimized, and the structure of such architectures is fairly complex, allowing eventually the communication between its parts to be fully bidirectional. They are usually more algorithmic and less reactive. The hybrid type tries to fuse the pros of both deliberative and reactive to end up with architectures with larger capabilities. Further analysis and comments on the first two variants can be found, for example, in Langland et al. (1997) .
One of the most common types of early architectures for mobile robot systems was based on the deliberative model.
In this type of architecture, tasks are decomposed following a hierarchical structure of modules. These modules interact between them, with bidirectional exchange of information between neighbor layers. This approach is now known as the sense-plan-act (SPA) paradigm. In this strategy, all control obeys a unique task decomposition method, which is defined by the hierarchy chosen, no matter the depth it may involve (Meystel 1991) . As a consequence, changing the control output requires the coordination of all modules in the hierarchy. This was definitely not the method to pursue for the context of the RESOLV project for the sake of robustness.
The most well-known navigation architectures include the subsumption variant introduced by Brooks (1986) , which is characterized by the clear intention of separating priorities and creating hierarchies of blocks whose actions would inhibit (subsume) other blocks in a lower level according to the system inputs. This inhibition would transfer the responsibility of defining actions to "more intelligent" modules if one of them "decided" to do so. The structure is based on what Brooks called levels: level zero corresponds to the simplest behavior (avoid touching obstacles) with successive layers growing vertically on top of this one and having increasing complexity.
Subsumption is a reactive architecture, meaning that actions depend on inputs after some processing on them, where the processing could be very simple in the lowest level and highly sophisticated in higher levels.
The subsumption architecture has been the basis of many other reactive approaches. However, in this architecture, the priority scheme between competing behaviors is fixed implicitly. The inhibition of behaviors (subsumption) is originated in higher abstraction layers and acts on more primitive layers. This tends to increase complexity of higher abstraction layers, since they need to be aware of all lower layer behaviors, current outputs, and internal complexity. As the number of behaviors (and their degree of interaction) grows, it is harder to devise suitable arbitration schemes between these different behaviors. On the other hand, if a generic arbitration scheme is applied, the overall system behavior becomes increasingly hard to understand due to unwanted interaction between additional behaviors. As a result, such architectures are efficient when applied on robots that deal with simpler tasks but are not very common on more complex robots. These and other limitations reduce the complexity of applications for purely reactive architectures such as subsumption (Gat 1998 ).
An interesting comparison between several architectures is found in Alami et al. (1998) , who present a quite elaborate and complex architecture. It is complex because it contemplates a set of properties (programmability, autonomy and adaptability, reactivity, consistent behavior, robustness, extensibility). Also, it lacks few requirements for full autonomy, which is associated with learning (not yet implemented, however), and the paper even includes a simulation applied to a fleet of 30 robots; that is, the architecture is applicable to multiple robots.
What appears as a theme stressed by Alami and colleagues is the connection of deliberative and reactive properties, at the same time as they explain briefly the limitations of the purely functional and reactive architectures along the same lines as we have stated earlier in this paper.
In Borrelly et al. (1998) , similar comparisons are done. There, the presented architecture is actually a programming environment, the ORCCAD architecture. Their hybrid approach concerns discrete and continuous time entities. Realtime control tasks exist hand in hand with hierarchical (or functional, in our preferred terminology), yielding a hybrid approach in the sense of behavior plus hierarchical.
A final remark concerning the last two referred architectures is that their purpose is too wide and, possibly due to that, very complex for implementation in the RESOLV project that, on the other hand, has been evolving with increasing complexity since 1995. However, both those architectures agree and stress the necessity of having the hybrid characteristic, which nonetheless seems to appear too explicitly, in our opinion. The intention in RESOLV was to reach such status by gradual evolution, which has been achieved with the nested loops of control, as explained further in the text.
Later, in Section 4.5, when discussing the novelties of the proposed approach, additional comments and references to other works will be made.
Architecture Requirements
The envisaged application in the RESOLV project requires an intensive relation with the environment, which could be dynamic, therefore demanding a great deal of reactivity. A navigation architecture for a robot as complex as the one involved in our work cannot be purely reflexive (meaning immediate reaction to sensors) because that would certainly lead to instabilities due to the large number of sensors (24 ultrasonic sensors for navigation purposes) and the poor reliability of individual measurements. Therefore, a reactive structure, though appearing somehow limited, was a suitable point to start defining an alternative. On the other hand, as some navigation actions were to be more elaborate than simple reactive behaviors, the functional component certainly had to be inserted in the architecture. Stating this, it is clear that the final architecture will be of the hybrid type.
However, independent of remaining attached to the reactive and functional concepts, the main design requirements of the architecture were the following:
1. Responsiveness of system in case of high-priority events, such as imminent collision, yet efficiency to avoid entering the previous conditions of emergency;
2. Stress the importance of a local type of navigation as the closest active contact with the environment; 3. Count both on local and global information provided by sensors and a priori knowledge, respectively; 4. Robustness to sensor failure or irregularity and resolution;
5. Architecture and architecture modules must be easily modifiable and expandable.
Experimental Setup
The AEST, represented in Figure 1 , is composed of the following components: (1) a host computer (Pentium Pro PC) hosting the software for three-dimensional acquisition, world reconstruction, localization and control, web server, and user interface tool; (2) the mobile platform with two differential drive wheels, a ring of 24 ultrasound sensors, encoders in the wheels, a Motorola 68040 processor at 25 MHz, the real-time operating system Albatros, and a serial line at 38.4 K baud for the communication with the host PC; and (3) a sensor head combining a pan-tilt unit, a laser range scanner, and a video camera.
The entire RESOLV software is organized as shown in Figure 2 , where the shaded parts are those related to the navigation procedures. The navigation architecture has been distributed between the two computational systems. The functions and data structures related to localization and path planning are located on the host PC, which is mainly responsible for the three-dimensional reconstruction component. The reason for this separation is essentially concerned with the availability, at the host PC, of the reconstructed model required for localization and path planning and the minimization of the communication with the processor at the mobile platform where the main navigation modules run.
Nested-Loop Architecture
The proposed architecture is represented in Figure 3 . It is composed of a set of three nested loops. A loop is a closed circuit of information going from the perception of the status of the environment and/or the status of the robot to the actions. The three executive loops are the reflexive loop that handles imminent collision avoidance or similar emergencies, the reactive loop responsible for path following and/or local motion, and the functional loop that is essentially in charge of the local motion strategy definition and trajectory planning. Note that in the proposed architecture, the reflexive and reactive actions are clearly distinct, as opposed to different proposals in which the boundary between them is not clear. An alternative designation for the reflexive loop could be an "emergency loop."
The nested loops enclose data and procedures according to the level of abstraction involved. For example, "stop immediately" represents no abstraction for the system actuator: there is a direct command to do it. On the other hand, "contour an obstacle" is a command that requires successive decomposition in simpler motion actions. Finally, "execute a path avoiding all obstructions" represents a higher level of abstraction, requiring more decomposition and analysis to be made before motion is carried out. These levels of abstraction are closely related to the loops and their nesting nature.
Still concerning the loops, especially the data flow, it must be noted that higher level data structures can embed the previous levels of data. An example is the case of the raw data in Figure 3 that are fed into the perception map block. That raw data (such as ultrasound and laser range) also can be available at the reactive and functional loop levels, should any component of them require the data. Conceptually, this does not represent a weakness or lack of modularity: some types of raw data can be processed by high-level entities, requiring therefore no intermediate representations. An example in our application concerns the laser range data, which undergo no processing before being used by the localization module (localizer), as described in Gomes-Mota and Ribeiro (2000).
Reflexive Loop
The reflexive loop deals with the emergency situations that require immediate actuation-namely, imminent collision detection, loss of communication with a remote host (if one is used), freshness of sensor data, and very simple motion commands to evade traps or deadlocks.
The most visible actions of emergency handling center essentially on the detection of imminent collision and brake actuation in case the velocity (intensity and direction) is considered unsafe for the free space perceived by one or more sensors. Collision, in the sense of an emergency situation, is extended to several cases: obstacles in the path, holes in the ground, or hanging obstacles above a certain height. The sensor data obtained from a ring of 24 ultrasound sensors are not processed at all, thus revealing the reflexive component.
Another emergency is the loss of communication with the remote host. In case this might be a concern for the remote user/application, the detection of interrupted communication during a given time period triggers a predefined action, such as "stop immediately."
Finally, in the current implementation, an emergency procedure ensures some low-level motion to escape traps or deadlocks as in the case of "U" obstacles. The system detects such situations by two means: the frequency of imminent collision detection and the detection of repetitive stopped rotation. This last action occurs when the robot tries to execute pure rotations to the left and right and enters a periodic cycle. In these situations, the robot is most certainly performing a local type of navigation, which, having simple behaviors to react to free space, may eventually yield that the robot fall trapped in local minima. In any of these situations, the emergency-handling block provides very simple slow motion forward or backward in a straight or equally simple line, should sensor data allow. This temporarily overrides all other motion commands (except a remote "stop" command).
Reactive Loop
The reactive loop deals with local motion and path-following issues. Actions to be taken after data acquisition are more elaborate than simply reflexive, and sensor data can be more than simply raw. Processed, integrated, or fused data are obtained at this level.
At this level, we define the navigation mode, which is the state of navigation condition, specifying what type of motion is being executed or, more simply, what is the source of motion. We distinguish three navigation modes: teleoperation, path following, and local navigation. Motion can be generated externally to the system (robot), this being teleoperation or, locally, yielding path following or local navigation. Path following is actually the attempt of the robot to execute a path to a specified goal if the sensor data allow it, that is, if no obstruction is detected by sensors. Local navigation is a mode in which only perception is taken into account to produce motion. In this case, no path following is ever attempted because there is no path. The system simply reacts to the amount of perceived free space and guides the robot accordingly (avoid, follow, or contour the obstacle as described later). The final resulting motion is achieved by alternation/competition between the three modes. The modules attached to each navigation mode (essentially path follower and local navigation) continuously calculate what would be, from their point of view and with their inputs, the correct motion.
There is another module, the mode selector, that acts as a referee by defining which is to be the "winning" motion according to some rules. Teleoperation, by definition, always wins unless the path appears obstructed or other safety concerns are to be taken into account. In the path-following mode, the robot performs motion along specified curves to cover sequentially a list of subgoals. Local navigation wins when the path being executed risks the short-term collision with obstacles or when a wandering motion is desired (by the user, for example). Normally, the module responsible for local navigation actuates when the projected path is nonfeasible due to perceived obstacles. In this local navigation mode, which essentially ensures a regulated wandering behavior, the obstacle is avoided (contoured or deviated from, depending on the current local navigation strategy), and as soon as the next subgoal direction is free, the system returns to the path-following mode. Figure 4 illustrates the basic navigation modes and the main transitions between them. In brief, the execution is explained next.
The system starts in teleoperation mode and waits for instructions. These can be direct motion commands issued by the operator through a human-computer interface (the real teleoperation) or a new path to execute. If a new path arrives, the robot enters the path-following mode and leaves it only in two situations: when a direct teleoperation command is given or when the path under execution is not free. In this latter case, local navigation mode is automatically activated, and local motion is generated to avoid or contour the obstacle. During this part of the execution, the system continuously checks the condition that led to the path interruption. If, at any moment, those conditions cease (e.g., no longer an obstacle ahead), the robot is then able to recover motion to the original goal or subgoal. It might be necessary to calculate a new path, and the system regains the path-following mode. This is the most common situation; other sequences are possible, such as entering local navigation mode directly from teleoperation, which will start a wandering motion (i.e., motion with no specific target to reach) yet obeying a given motion strategy. This feature was nonetheless rarely used and disabled from the final prototype because it was not needed.
Teleoperation Mode
In the teleoperation mode, an external operator can issue through a human-computer interface (Gil, Pereira, and Lopes 1998), a set of velocity commands that are blindly applied to the robot as long as no safety concerns are compromised, as mentioned earlier. These commands obey a given syntax, and besides velocity values, they can express orders for immediate stop or switch the navigation mode at the remote operator's will, among others. Nevertheless, the local navigation mode will become active if any obstacle is detected in the robot's relevant vicinity during teleoperation.
For example, whenever the operator (either human or an external automatic-guiding software, should it exist) issues an instruction such as "move forward with a velocity of 40 cm/s," that order immediately takes precedence over the internal navigation system. Unless imminent collision or unsafe motion (too fast for the space perceived) is detected, the robot will actually move forward with that speed. If these conditions are not met, the system enters the local navigation mode that will guide the robot according to the current local motion strategy, such as "follow free space." This implies that the robot deviates from the disturbing situation using its internal modules, and as soon as the impeding conditions cease, the system resumes teleoperation commands-in this specific case, "moving forward at 40 cm/s." This results in what we call assisted navigation, which means that if the teleoperation commands carry no risk against motion, they are accepted; otherwise, the robot will perform what we can call a teleoperation gap, since teleoperation is interrupted for the sake of safety and later resumed. This type of service is quite useful, for example, for traversing narrow areas such as doors.
In summary and in the final prototype, switching from teleoperation to the other navigation mode occurs when assisted navigation is launched automatically by the system. Coming back to teleoperation only happens when that is the will of the operator and no risky conditions are present.
Path-Following Mode
The path-following mode is concerned with the situation in which the robot has to follow an established path. By monitoring the odometry data, this navigation mode provides motion aimed at following a given local trajectory (computed at the functional loop, as described in Section 4.3.1). This trajectory is permanently made available, being nonnull whenever there is a path to be executed. At any given moment, it is computed between the robot's current location and the subgoal to reach, and it is frequently updated as the robot moves. However, the updating frequency has a maximum, which is related to the robot's control response time. During this time interval, the previous trajectory remains as the one to follow. After this time has elapsed, the next update procedure will consider the new situation and might either reuse the previous trajectory or compute a new one. Another issue is trajectory smoothness, which is a concern for the functional loop. However, reacting to changes is a must for the path-following mode. So, trajectory updating takes place even if the newly computed trajectory is not smooth. This means that smoothness may not always be preserved in favor of a faster updating.
The local trajectory is defined by a sequence of vectors p i = (x i , y i , θ i ) T defined in the global frame, with an associated curvature, c i , and velocity, v i . The trajectory points are defined by the triplet T , which are used as reference for the path-follower module. This module evaluates, in real time, the set (p i−1 , p i ) with the smallest distance to the robot's actual location based on an ellipse inclusion criterion. This criterion produces a distance value from the robot's location to any set of two consecutive vectors (p i−1 , p i ) in the trajectory sequence and is illustrated in Figure 5 .
The criterion considers the two-dimensional projection of each set of consecutive trajectory vectors, as well as the twodimensional projection of the robot's location, P r . The first two points define the two foci of a family of ellipses with variable height, all belonging to the (x, y) plan. Given this, there is only one ellipse, within that family, that tangentially includes the robot's location on the (x, y) plan. Furthermore, the height, H i , of such an ellipse can be computed easily. Then, the ellipse inclusion criterion defines the distance of the robot's location to that set of trajectory points as being proportional to the height of that ellipse. This distance is computed for every consecutive set of trajectory points. The set with the smallest distance is considered as the one nearest to the robot.
By maintaining an updated set (p i−1 , p i ) with the smallest distance to the robot's location, the path-follower module dispatches the associated reference for the control block in Figure 6 , where feedback is provided by odometry. For that control block, as for the ellipse inclusion criteria described above, the odometric information is always assumed as the most accurate estimate for absolute location, given that it is corrected by an external localization system. The control block computes a motion vector, u = (v, w) T , ready to be dispatched to the wheel actuators. The vector ref i locally defines a generic second-order curve segment that a hybrid controller takes as reference to implement a trajectoryfollowing control law (in most cases). However, due to the nonholonomic nature of the system, that control law will always have singularities in the reference vector space when v i = 0. In this case, ref i defines a single static posture in the system's state space, and the control problem to consider is point stabilization instead of trajectory following. This requires implementation of hybrid control laws (de Wit et al. 1993; d'Andréa-Novel, Campion, and Bastin 1995) , in which the value of v i is used to determine the nature of the problem and the control law to use. The actual implementation used control laws with a structure similar to those of de Wit et al. (1993) for trajectory following. For the point stabilization case, the same type of law was adopted but within a strategy of switching controllers (with some hysteresis) according to the system's position and dynamics.
It must be stressed that the motion generated by the pathfollowing mode is affected only by dead reckoning (odometry, in our case) and does not take into account any other sensor information. In the sequence of what has been mentioned in Section 4.2.1, path following can be interrupted by teleoperation; path following (subgoals traversing) will resume when teleoperation commands cease.
Local Navigation Mode
Local navigation provides motion to allow the robot to move with no given references. It exclusively uses the perception of the environment plus some motion behavior: the (local) navigation strategy. The use of raw data from 24 ultrasonic sensors to generate local motion is not suited due to the poor stability caused by erroneous and unstable sensor measurements. Therefore, data must be processed to obtain a more robust and solid representation of space occupancy around the robot. This is achieved by the perception maps Vaz 1994, 1996) , which result from data integration and are organized as a radial robot-centered grid as displayed in Figure 7 .
The perception maps are built using sonar data but can be further refined with complementary data (such as infrared or laser range, as we expect to implement soon) and yield more complete and accurate maps. Among the developed methods to build the map, the most robust was based on neural networks (Santos, Gonçalves, and Vaz 1994; Santos 1995) . With these maps and obeying some simple strategy, such as "follow the free space," "follow the environment on the left/right," or "contour obstacles," motion is generated using a dedicated algorithm (Santos 1995) , sometimes referred to as the local navigator. The four navigation strategies mentioned refer to basic behaviors of avoiding occupied space, keeping the largest distance as possible (follow free space) or moving near obstacles (follow on the left or on the right). The fourth strategy (contour obstacle) is simply following on the left or right, but the algorithm itself takes the decision by analyzing the perception map and locating the densest area of occupied space.
The perception map contains volatile information, which is valid up to the next new data from sensors (a rate of 2.5 Hz was allowed by the hardware used).
Navigation Mode Selection
Through the remote operation channel, the operator/user application chooses the desired navigation mode, which, however, might not remain the one active. In fact, the selection of the active mode is performed by the mode selector by taking into account the desired navigation mode and the motions proposed by the modules competing on the reactive loop.
Considering the robot dimensions and the motion proposed by the desired navigation mode, the mode selector estimates, within certain tolerances and within a given time horizon, the spanned area needed to perform the desired motion (Figure 8 , right-hand side). The occupancy of this area is checked by analyzing the perception maps (Figure 8 , left-hand side). If it is occupied, local navigation is selected. Otherwise, the navigation mode will be the desired one, either path following or teleoperation.
The concept of time horizon is associated with the range covered by the perception map used to take the decision of switching. Hence, the time horizon is actually a kind of inverse reaction time; that is, current decisions are influenced by expected future situations. Short time horizons will trigger decisions concerning the near space around the robot, and longer time horizons affect decisions with far space occu- pancy. The purpose is to have a predictive tool to somehow refine the switching of modes to achieve smoother trajectory transitions.
Functional Loop
The functional loop defines the motion plans. It is responsible for path planning, path manager, and trajectory generation (related to the path-following mode of navigation) and also defines the local navigation strategy to be applied whenever the local navigation mode is selected in the reactive loop. Global localization procedures, described in Gomes- Mota and Ribeiro (2000) , are also part of the functional loop.
It is worth noticing that in the functional loop, more processing, decision, and analysis are performed rather than action on the real system. This is a characteristic of functional architectures as mentioned earlier.
Motion Plans
Given the robot's actual location, the already reconstructed model of the environment, and the location of the next laser data acquisition (the desired goal), the path planner settles a set of subgoals toward the desired goal using a simple (optimization) algorithm. In the framework of the RESOLV project, no sophisticated optimization is required at this level, since partially modeled environments are to be dealt with most of the time. Instead, subgoals and trajectories may be dynamically recalculated at different modules and during task execution, as referred to in Section 4.2.2. Also, as RESOLV conveys an exploratory application, the acquisition points are somehow close to the previous ones. Nevertheless, more sophisticated solutions may be incorporated easily to improve the global performance of the architecture, extending it to other applications.
The current algorithm defines a set of line segments to the goal, keeping a safe distance from already modeled environment and avoiding, whenever possible, motion on nonmodeled regions. These line segments form a polygonal path. Subgoals are taken from the intersection points of consecutive segments. The path is defined by that sequence of subgoals, terminated by the desired final goal. Each subgoal, g k , consists of a vector defining its pose in the global frame, p k = (x k , y k , θ k ) T , and a flag with three possible statuses: stopped (goal to reach at zero velocity), forward, or reverse (goal to reach with the correct heading, either with forward or backward displacement).
To execute the planned path, the next level of detail is to determine online which is the current subgoal to reach. This is achieved by the path manager that sequentially tracks the list of subgoals generated by the path planner. The list constrains the path to be executed but leaves freedom in the navigation between them. The path manager module checks odometry regularly, and when the current subgoal is reached, it takes the next subgoal as the current one to attract motion to. A path is considered as having been executed when the final goal is reached. Whenever an unexpected obstacle blocks the current subgoal (which is checked through the combined information of the perception maps and odometry), the path manager replaces the current subgoal and may, if necessary, insert additional temporary subgoals. On an unreachable subgoal, detected using appropriate time-outs and traveling distance limits, the path manager skips it and takes the next subgoal as the current one. On an unreachable final goal, as a last resource, it ends the path execution and signals its failure to the modules hierarchically above it (path and task planners).
With knowledge of the current subgoal, the next level of detail in a plan is to compute a trajectory to it. The trajectory generator module immediately computes a smooth trajectory between the robot's current location and the current subgoal provided by the path manager. The adopted curves are clothoid pairs (Kanayama and Miyake 1986 ), but cubic spirals (Kanayama and Hartman 1989) , splines, or other smooth curves could be used, all of them aimed at smoothing motion to reduce the odometry errors produced by undesirable wheel slippage. The referred smooth trajectory was defined in Section 4.2.2 as a sequence of vectors p i defined in the global frame with an associated curvature, c i , and velocity, v i . The path follower uses the triplet (p i , c i , v i ) as the reference for generating motion, as described in that section. Whenever the robot deviates more than a given amount from this trajectory, a new one is computed from the actual location to the current subgoal. In this way, path following can be achieved by using the local trajectory as a motion plan to follow, which is always present in the system.
Whenever the path-following mode is the desired one, the competition between modes occurring at the reactive loop may raise a path recovery problem, that is, the definition of a new path to reach the final goal. This problem is not directly solved by the competition between navigation modes, since the reactive nature of the modules involved implies conflicting behaviors competing for the control of the system, and path recovering requires cooperation. So, it is only at the functional level that the problem is solved by computing, in real time, appropriate motion plans to influence (not decide) the behavior of the reactive loop. As an example, inspecting the local perception map and computing an appropriate subgoal (and its associated trajectory) can influence the behavior of the path-following mode.
Local motion may be achieved with different local navigation strategies-namely, "follow free space" or "contour obstacles." These two strategies indicate to the local navigator (Section 4.2.3) which of the two associated methods is to be chosen. The functional loop is responsible for this selection, depending on which strategy best suits each situation. On scarcely cluttered environments, "contouring obstacles" may be preferable to "follow free space," since it will possibly yield shorter deviations of the path. Further studies on this should clarify which strategy is indeed better for path recovering.
The functional loop still verifies whether the remote operator (user/application) is demanding direct control on the robot.
The task planning on this particular application was actually called perception planning and is based on the requirements of the three-dimensional reconstruction and registration modules (see Figure 2) . Its description is beyond the scope of this paper, and further discussion can be found in Leevers et al. (1998) .
Localization
In a nonperiodic basis, an absolute localization system sets the odometric system to correct its cumulative errors. Based on the already reconstructed three-dimensional model, a threemodule recursive algorithm was implemented. One module uses feature matching to compute the robot localization without any prior posture estimate. The second module, based on local data matching, provides enhanced posture estimation given an initial posture. The third module is a likelihood test to verify the correction and accuracy of the algorithm's solutions. Details can be found in Gomes-Mota and Ribeiro (2000).
Other Outer Loops
Expanding this architecture to an outer loop that encloses the three mentioned above is not difficult. One could imagine a loop including the user or an application responsible for the task-planning issues. That would include path planning or the teleoperating agent or other task-planning concerns. Sophisticated perception of the environment would be required, and actions would be of the highest level. Data structures would be higher levels of the environment, including other types of memory in the system, and actions would become of the highest level and possibly less algorithmic-eventually there would be the conditions to include learning capabilities. A task planner for such an evolved system would possibly fall out of a robot unit itself, unless it had special functions, such as the "leader" of a team of robots. Future evolutions on this architecture can follow those directions.
Novelties against Existing Works
The proposed architecture presents novelties relative to known solutions. Some are specific to the demands of the project, and others are of wider influence. To better understand the novelties of this paper's approach, comparisons to other architectures are drawn in the next paragraphs; obviously, not all architectures are mentioned-only those that for some reason we encountered more frequently during this work.
Comparison to Subsumption
When compared to Brooks's (1986) subsumption architecture, behaviors are not predefined but rather built and modeled along a data path. This allows the creation of many, eventually unexpected, behaviors. Avoiding an obstacle, for example, may not be done on a single step but rather on a combination of different sources of motion generation. Also, the inhibition (subsumption) of actions is not done downward but upward: lowest level (and fastest) units of the architecture have priority. For example, undesired collision will never occur unless the emergency-handling module (unexpectedly) fails.
The solution proposed in this paper differs from Brooks's (1986) architecture in the sense that it is hybrid, adding a functional layer on top of a main reactive loop with competing behaviors. In this context, behavior means a set of actions with a specific aim such as "contour the environment" or "follow a clothoidal path" that has been calculated in the recent past. Furthermore, and possibly more important than that add-on, as already has been mentioned, the inhibition or selection of behaviors is originated on lower reactive layers and acts on the proposed output of higher functional layers. This avoids any layer having the additional burden of dealing with details about more basic behaviors, thus reducing its complexity. Therefore, handling increasingly complex tasks is easier because the interaction between behaviors is reduced and properly limited.
Hybrid Structure versus Hybrid Elements
In the proposed approach, the functional loop is clearly separated from the reactive loop, and this one from the reflexive or emergency loop. These loops work separately according to their specific internal structure (functional, reactive, or reflexive). The nested nature of the control loops is only evident when these main loops are combined. Thus, depending on the specific internal condition of each main loop, several different combinations (sequences or alternations) of elementary behaviors may occur naturally, resulting from competition.
In the present work, those elementary behaviors are "execute a path to next subgoal," "move based on sensor information under a given local motion strategy," "execute teleoperation commands," "stop in case of imminent collision," and "escape traps using emergency-type motion." Although not required for this project, the nested-loop approach allows the inclusion of other behaviors associated with other elementary actions, such as "move toward a visible beacon." This procedure is a way to effectively combine the attributes of both functionaland reactive-based architectures. The result is a hybrid architecture with hybrid elements, which could possibly be called a generalized-hybrid architecture. In our implementation, this hybrid nature is more clearly shown by the trajectory generator and the strategy selector, which act as an interface between deliberative and reactive elements. They respond promptly to sensor data changes but, instead of actions, they produce motion plans. These elements are hybrid in the sense that they have both functional and reactive characteristics embedded in their internal components.
Although there is a hybrid nature throughout the architecture, there is an advantage in explaining separately the main loops because that clarifies their roles. The reflexive loop should not care about any other loop or data processing, whereas the reactive loop can do so. Specifically, the reactive loop may use the functional loop's output (the motion plans) as parameters to define a more specific behavior (local trajectory subgoals, local navigation strategy, teleoperator-specific commands, etc.). However, elements in the reactive loop give no direct feedback to the functional loop to ensure the robustness of basic behaviors. As a consequence, the elements in the functional loop that may influence the reactive loop should be hybrid and get their information independently from other feedback sources (sensors, a priori or acquired knowledge, such as maps or models, etc.). That is the case of the trajectory generator in the functional loop, which queries odometry to check path execution, as described earlier. On the other hand, other elements in the functional loop are purely deliberative and require bidirectional feedback among them to synchronize their plan generation cycles.
The hybrid nature of some elements in the functional loop is a relevant issue, since it allows the interaction between differently structured elements. Namely, it allows purely deliberative elements in the functional loop (those with bidirectional communication between them) to interact with elements in the reactive loop that do not generate feedback to them. Although planning and monitoring (at the functional loop) may require feedback from other lower units (to synchronize the generation of plans), it is desirable that no interaction exists between the competing behaviors on the reactive loop. These react to sensor data patterns and are only possibly biased by parameters coming from the functional loop. So, the hybrid nature of the mentioned elements allows that plans devised by purely functional or deliberative elements (planners) are suitably passed to a reactive loop consisting of competing behaviors. By doing so, this hybrid property preserves the most important feature of behavior-based architectures, which is the robustness on basic behaviors, while combining it with the simplicity of task decomposition in functional architectures.
Other Hybrid and Behavior-Based Architectures
Several proposals were made to overcome the problems of the reactive type of architectures-namely, to reduce interaction between behaviors so that increasingly complex systems could be handled. Knieriemen and von Puttkammer (1991) proposed an orthogonal control structure with cascaded control loops. Different loops are created by hierarchically ordering several layers, each with its own adequate processing, which is more abstract on higher order layers. Each layer combines two types of feedback in an orthogonal structure: external feedback (related to sensor data processing) and internal feedback (related to action control). This fuses two types of architecture schemes: functional (which is triggered by action control) and reactive (which is triggered by sensor processing). For dealing with more complex systems, more layers are added and suitably ordered. The main advantage in this type of structure is that each layer does not have to take into account any interaction with other layers. The priority scheme between layers and behaviors is implicit in the hierarchical order of the layers.
This approach has one major drawback in that its loops are cascaded. This does not allow the existence of competing behaviors, whose priority varies according to specific system conditions, since each layer must be ordered within the overall structure. To allow competition, the hierarchical structure of layers should be different without having to be implicitly ordered. However, that would break the proposed orthogonal control structure.
In the approach proposed in our work, the control loops are nested rather than cascaded. This allows the combination of functional elements with reactive elements but also the existence of competing behaviors within the same layer. This is an important issue in our approach, since we also use competition as a basis to build more complex behaviors.
Building behaviors is advocated by Badreddin (1991) , who proposed a generalized control structure for behavior shaping or building. The idea was to avoid undesired interaction between behaviors by ensuring that they are built along a fixed structure in which each behavior belongs to a specific layer that is nested within another one. This makes each behavior bandwidth (or frequency of actuation) to be nested within another behavior and the overall resulting behavior to have a specific synchronization: it is shaped or built with the contribution of several other (more basic) behaviors. However, the overall structure proposed is strictly functional in the sense that there is a flow of bidirectional information between layers. The nested structure is achieved by ensuring that enough feedback is given to the upper layers, so that they may interact properly with the lower layers. As the behavior-building process becomes dependent on proper interaction between layers, this might not be very robust.
In our approach, behaviors are also built but without depending on the layer's interaction. Instead, behaviors can also be independently generated (by competing) as well as accepted and transformed (by using proposed motion plans). The simultaneous existence of these two processes for behavior building is what creates the nested characteristic of the control loops and results in increased robustness, since it can cope with failures in the layer's interaction. Albus and Rippey (1994) proposed a more complex approach: the RCS architecture, which was later developed by the NIST Robot Systems Division. This is a very complete architecture, which is capable of introducing a high abstraction level and includes many issues from other previous developments. Namely, it started by incorporating action control (through behavior generation or task decomposition) and sensor data processing. Later, it also incorporated world modeling and value judgment for handling increasingly complex systems. The result is a very general and somewhat complex architecture model. However, this architecture is strictly hierarchical for task decomposition, perception, and world modeling. The hierarchy is based on temporal abstractionlower layers handle more frequent events while higher layers handle slower events. The hierarchical structure is not related to the functionality needed and avoids any interaction between layers implementing different behaviors. However, such a structure does not provide any mechanism to combine layers of a different nature (e.g., functional and reactive behaviors other than hierarchical structuring). This is similar to the approach in Knieriemen and von Puttkammer (1991) and has the same drawback of not allowing competition between behaviors, which our approach does. Simmons (1994) proposed a structured-control approach in an architecture model denoted as tasked-control architecture (TCA). More than an architecture, TCA is a robot-operating system that provides basic functional utilities, called constructs, for many relevant issues in a robotic system, such as task decomposition, resource management, execution monitoring, internal communication, and exception handling. A major issue is that TCA structures not only interact between behaviors but also between behavior sets. This increases the complexity of systems that can be handled simultaneously at several levels of detail. As a result, TCA handles both functional and reactive behaviors, combining them into a more general framework with expanding capabilities.
The TCA approach creates a flexible type of architecture that structures the control action rather than the task assignments. The starting point is to create basic functional (deliberative) elements that handle nominal situations. Reliability is increased by incrementally layering on reactive behaviors to handle exceptions. This does not assign a specific behavior for a particular task. Instead, behaviors are developed with the interaction of basic constructs and utilities. As a consequence, behaviors can be separated and interactions easily constrained. This can lead to more predictable and maintainable systems. However, this requires that communication, resource management, and task decomposition criteria have to be centrally maintained. It allows the constructs to work on shared data and processes, and this is the issue when TCA resembles an operating system. Furthermore, TCA is not very well suited to real-time operations, requiring for such purposes that it be used in conjunction with a real-time scheduler (Dudek and Jenkin 2000) .
The approach proposed in this paper avoids this centralized characteristic by relying on independent modules instead of independent constructs. Each module handles its own messages, and only the forwarding of module communication is centralized. Resource management and task decomposition occur naturally as a result of interaction between structured nested loops. This loop structure allows multiple combinations of module outputs and, consequently, multiple ways for motion data to flow from the topmost deliberative module (e.g., the operator) to the actuators. The fast switching between these multiple combinations provides the robustness of the overall behavior of the robot system. Yet, this occurs naturally, and no centralized control is needed.
TCA is considered to belong to a group of architectures to whom the presented architecture shows some apparent conceptual affinity, although with a rather different implementation, and that is often seen as the "integration of several reactive behaviors," each responsible for different portions of the robot's mission. Besides the above-mentioned TCA, this group also includes the distributed architecture for mobile navigation (Rosenblatt 1997) , which embraces the well-known road-following projects at Carnegie Mellon University.
Autonomous robot architecture (AuRA) (Arkin and Balch 1997) , which was developed in the late 1980s, can be considered a genuine hybrid architecture. It consists of a deliberative planner and a reactive component based on the motor schema cooperative system (Arkin 1989) . The three-layer concept is clearly expressed in AuRA and is different from what is proposed in this paper, where the notion of hybrid is distributed and extended and the concept of layer is not clearly defined, stressing some idea of novelty with regard to the concept of hybrid architecture and possibly at the boundary of behaviorbased architecture.
Summary of Novelties
The proposed approach results in a nested-loop architecture, including features of some extended hybrid type, which preserves the simplicity of functional elements for planning tasks and the robustness of reactive elements for direct interaction with the environment. The main novelties in the context of existing architectures are summarized as follows:
• Building complex behaviors from basic ones without needing bidirectional communication between layers and the associated dependencies it produces;
• Allowing direct competition between different behaviors without any explicit hierarchy or priority scheme (which preserves robustness on basic behaviors) but considering plans produced by functional elements;
• Absence of any centralized control scheme, favoring instead a distributed architecture of independent modules that only require centralized routing for communication.
Other novelties are also worth mentioning, such as the interesting concept of assisted navigation. This means that the user may control the robot directly (joystick, mouse, etc.), but when it approaches more difficult situations, such as contouring an obstacle or traversing a door, the automatic activation of the local navigation will ensure that part of motion. Should more free space in the direction of motion be available, control returns automatically to the user.
Teleoperation, as explained in Section 4.2.1, is not a novel concept, but the way it is integrated in the overall architecture as a competing behavior is indeed an important feature. The closest resemblance found in the literature is the teleautonomy motor schema proposed by Arkin (1998) , which allows human operators to provide internal bias to the control system but, like all motor schemata, works in a cooperative approach rather than a competitive one, as the proposed architecture conveys.
Finally, this architecture successfully implements the concept of path recovery, adding an extra meaning to obstacle avoidance. Whenever path execution is interrupted, path resume will occur when allowed, but only if necessary, yielding frequently the recalculation of a new path according to the subgoal's layout; this is why path recovery is the preferred concept over path resume.
Motion Data Path
The main purpose of a navigation architecture is to generate motion that the (robotic) system can execute. It is therefore very important to analyze how such a motion is generated. Figure 9 illustrates how this process arises: several motion agents (central rectangular blocks in the figure) produce (most of them continuously) a motion according to their inputs and their working rules. In the illustration, these motion agents exhibit a hierarchical-type sequence, and their motion is considered only if no other block (further in the chain) interferes. This process is represented by the row of lozenges in Fig. 9 . Motion data path and feedback for intervening processes.
the top, which represent the conditional passage of data; however, there are also parallel generated motions. This diagram emphasizes the feedforward flow of data. A motion agent is a block that outputs the directives for motion to be executed. These directives can be of a high level, such as a complex multigoal path, or of a low level, such as simply the direction to move to. This apparent hierarchy of motion agents is not fixed, however, since the path follower, teleoperation, and local navigator units work in competition, and some variable conditions will determine, at any moment, which shall be the winner (in a winner-take-all base).
Feedback is obtained from sensors, and the acquired data will further evolve into more complex data structures. Perception maps are the first in the chain and result from dataspatial integration after individual sensor readings; in future work, temporal integration could also be considered (short term, however). The composite or feature map represented in Figure 9 results from the processing of perception maps. Currently, the architecture features only a very simple kind of composite map using the perception maps plus range data from a laser on board to eventually refine perception in selected directions. This can be used to certify that, for example, a given position in space is obstructed and a subgoal beneath it cannot be reached. The path manager process deals with these types of data and situations.
Finally, concerning the data structures (that actually represent the knowledge that the system has of the environment), there is the environment map. This is a dynamic data structure that is updated with new data: it can be two-dimensional occupancy-grid-based map such as that of Elfes (1989) or the more complex three-dimensional environment indoor reconstruction of this project (Leevers et al. 1998 ).
Results
Extensive results on local navigation can be found in Vaz (1994, 1996) and Santos (1995) . Deeper analysis of the influence of the time horizon on the mode selector (see Section 4.2.4) can be found in Santos, Castro, and Ribeiro (1998) . Here, we shall present results mainly concerning the final navigation paths as a consequence of the navigation mode transitions and alternations. Although the robot wheel's axis has a length of 48 cm, only the trajectory of its central point is shown, since it is the origin of the robot reference frame. The robot's orientation is easily deducted from the tangent at any trajectory point.
Two Overview Examples
To first illustrate the success of the concepts introduced, two simple situations are shown: one in which a path execution is disturbed by direct intervention using teleoperation and a second in which another path execution is disturbed by an unexpected obstacle. Figure 10 shows with a dashed line the path executed by the AEST in a trial where three intermediate subgoals were specified and only the path-following mode was active. Then, on the second trial (nondashed line), the initial conditions are the same, but the user interferes soon after subgoal 1 is passed (gray line) by assuming direct control. That control is released near subgoal 3, and the path-following module recomputes a path to pass near subgoal 3, once subgoal 2 is considered uninteresting because its distance is beyond an established limit. Later, the user interferes again, driving the robot far away from its final goal, but when teleoperation ceases, the path-following system recovers and reaches the final goal within a given tolerance. Figure 11 shows the automatic transitions of navigation modes that allow the robot to reach a desired goal despite an unknown obtruding box. The path without the obstacle would be a straight line (not shown), and path following would be the only navigation mode required. The presence of the obstacle triggers the change to local navigation. Local navigation deviates, and when the path to the goal reappears clean (i.e., enough free space is perceived in the proper direction), the path-following system recomputes a new trajectory. However, after a while this trajectory is perceived as still leading the robot in a direction considered dangerous by the mode selector, and local navigation is allowed to drive the robot once again. The situation repeats twice, as seen in the figure, but at last the obstacle is no longer in the way, and a path to the goal is accomplished. The average speed along this path was about 30 cm/sec. Higher velocities are possible but limited by computational resources on this particular mobile platform and also by maximal accelerations supported by the overall system (Figure 1 , left-hand side).
Besides these results, some additional examples associated with several types of situations will demonstrate the versatility and robustness of the system. The examples range from simple path execution without any unknown obstacles, allowing eventual parallel user interference for teleoperation, to navigation in an environment cluttered with unknown obstacles, including deadlock-type obstacles.
Other Navigation Examples
In all subsequent cases, the robot started at position and heading (0, 0, 0 deg), that is, approximately at the center of the EXAMPLE 2. This is similar to Example 1 but the user performs intermittent teleoperation, illustrated by the thicker part of the path (Figure 13 ). EXAMPLE 3. This is the same as Example 1 but with two unknown obstacles, including one located over a subgoal. Local navigation had to intervene, as stressed in Figure 14 .
In the example displayed in Figure 14 , the obstacle lying on top of the subgoal was detected before the subgoal had been considered as blocked. Therefore, local navigation starts avoiding that obstacle and, as soon as the subgoal is considered blocked, motion is directed to the final goal under the path-following mode. EXAMPLE 4. In this example, the environment has multiple unknown obstacles. No specific final goal was specified, and thus only local navigation was active using the "follow free space strategy," yielding a kind of wandering motion. It is worth remarking that the robot tried to keep apart from obstacles as much as possible (Figure 15 ). EXAMPLE 5. This is the same as Example 3 but with only one subgoal and intense user teleoperation. The user deliberately drove the robot against walls and obstacles. The relevance of the assisted navigation concept is evident here. Most of the straight-line components on the path (shown in Figure 16 ) are the result of user teleoperation. The remainder is made up of local navigation to seek free space and path following to reach the subgoals. Note that on the last obstacle, the system had to turn on its position to avoid collision on such a cluttered space.
EXAMPLE 6. This is the same as Example 3 but one obstacle is now of the U-shaped kind, causing a deadlock situation. Also, instead of having another obstacle over a subgoal, it is only near it (making the subgoal visible, yet unreachable). Figure 17 shows a very demanding situation that almost pushes the architecture to the edge. Indeed, the environment was modified, and the first subgoal became positioned in a trapping condition for the robot; nonetheless, local navigation managed to escape. Then again, subgoal 2 becomes risky to fulfill and could not be crossed. The local navigation module generated most of the motion, and the remaining modules, path following plus path managing, decided that both subgoal 2 and subgoal 3 (as before, in Example 3, Figure 14) could not be accomplished.
Conclusions
This paper presents a robust navigation architecture at several levels: safety against collisions, completion of navigation tasks, possibility of distributed processing, dealing with dynamic environments, adequate motion generation, modularity, and expandability.
The architecture is robust in the sense that well-planned actions are completed successfully, while the nest of executive loops observes the evolution of motion data. When executing a planned path, the path manager (on the functional loop) monitors it constantly and ensures it is being accomplished within given limits. However, if the path is toward occupied space, local motion (on the reactive loop) is allowed to interfere and deviate or circumscribe the obstacle. If local motion fails for some reason and approximates beyond safety, the emergency handling (on the reflexive loop) actuates imposing speed reduction or, most of the time, stops the vehicle. If somehow a deadlock has been reached (e.g., U-shaped obstacles), the emergency handler can generate emergency procedures such as reverse motion. Robustness is indeed against ill-planned motion from higher levels.
The system is responsive to emergencies. This is done at the reflexive loop level, which has the highest priority. Navigation tasks are ensured by the several loops: the more complex the task, the more frequent will be the interactions between the loops and the transitions of navigation modes. However, means exist to fulfill even the more demanding motionrelated tasks-namely, going from one point to another with poor sensor information (mostly overcome by sensor maps) and with unexpected obstacles. The architecture can also integrate user intervention as a normal operation without breaking the normal flow of execution.
Another important feature of this architecture is its very high modularity. With roles spread among several modules, which can even run in the absence of some others, the development phases are much easier. Moreover, some modules may even run on separate machines, as the localization in the current application, allowing distributed computing systems. Extreme situations are allowed both by the architecture design and the software engineering involved since it is possible to launch the program kernel (necessary) with only one or two modules. For example, launching ultrasound ranging and local navigation only is possible and yields acceptable motion. Naturally, adding path following, teleoperation (with remote communication support), and emergency handling will result in a complete system allowing more complex behavior.
The dynamics of the environment has no limits, assuming that moving parts deliberately do not try to collide with the robot in any direction. The way motion is generated is very robust, since several motion generators may exist in competition and the "best" motion is selected. Currently, only three modes exist, but there is also the possibility of having more motion generators each specialized in a given type of circumstance (environmental or other) or local motion. Higher levels propose motion plans, but the way these are carried out is normally out of their direct control. If no unexpected situation occurs, the plans are accomplished as predicted. Otherwise, the lower level loops will have to intervene, imposing their own proposed motions or motion plans.
If the localization component is not available (as it has been for many tests), the mission execution may deteriorate since only odometry furnishes any position-coordinate values, but that does not imply erratic or dangerous behavior.
