We present initial results from the first systematic survey for Mg ii quasar absorption lines at z > 2.5. Using infrared spectra of 46 high-redshift quasars, we discovered 111 Mg ii systems over a path covering 1.9 < z < 6.3. Five systems have z > 5, with a maximum of z = 5.33-the most distant Mg ii system now known. The comoving Mg ii line density for weaker systems (W r < 1.0Å) is statistically consistent with no evolution from z = 0.4 to z = 5.5, while that for stronger systems increases three-fold until z ∼ 3 before declining again towards higher redshifts. The equivalent width distribution, which fits an exponential, reflects this evolution by flattening as z → 3 before steepening again. The rise and fall of the strong absorbers suggests a connection to the star formation rate density, as though they trace galactic outflows or other byproducts of star formation. The weaker systems' lack of evolution does not fit within this interpretation, but may be reproduced by extrapolating low redshift scaling relations between host galaxy luminosity and absorbing halo radius to earlier epochs. For the weak systems, luminosity-scaled models match the evolution better than similar models based on Mg ii occupation of evolving CDM halo masses, which greatly underpredict dN/dz at early times unless the absorption efficiency of small haloes is significantly larger at early times. Taken together, these observations suggest that the general structure of Mg ii -bearing haloes was put into place early in the process of galaxy assembly. Except for a transient appearance of stronger systems near the peak epoch of cosmic star formation, the basic properties of Mg ii absorbers have evolved fairly little even as the (presumably) associated galaxy population grew substantially in stellar mass and half light radius.
INTRODUCTION
Mg ii absorption line searches provide a luminosityindependent method for studying the distribution of gas in galactic haloes. While this technique has been employed for decades (Weymann et al. 1979; Lanzetta et al. 1987; Tytler et al. 1987; Sargent et al. 1988; Steidel & Sargent 1992; Nestor et al. 2005; Prochter et al. 2006) , using tens of thousands of sightlines (Prochter et al. 2006; Quider et al. 2011) , these systematic surveys have all focused exclusively on Mg ii systems having z < 2.3. Only a handful of Mg ii absorption systems have been reported at redshifts z > 3 based on serendipitous detections (Elston et al. 1996; Kondo et al. 2008; Jiang et al. 2007) .
In this paper we present a systematic survey of intergalactic Mg ii absorption at 2 < z < 6 using QSO spectra taken with FIRE (the Folded-port InfraRed Echellette) on the Magellan Baade Telescope. By characterizing the evolution of Mg ii absorption at higher redshifts we investigate the mechanisms which populate extended haloes with magnesium during the epoch when the cosmic SFR approached and passed its peak at z ≈ 2.
Currently, two theories have been advocated to explain the properties of Mg ii absorbers at low redshifts. In one scenario, Mg ii traces cool clumps embedded in heated outflows from galaxies with high specific star formation rates. Alternatively, the distribution of Mg ii may reflect gravitational and gas accretion processes, as from dynamical mergers or cold accretion filaments.
The outflow hypothesis is supported by direct observations of blueshifted Mg ii absorption in the spectra of star forming galaxies (Weiner et al. 2009 ); Rubin et al. (2010) have also observed this trend and established a correlation between Mg ii rest frame equivalent width and star formation rate (SFR). Moreover Bouché et al. (2006) cross-correlated ∼ 250, 000 luminous red galaxies with 1806 W r 0.3Å Mg ii absorbing systems at z ∼ 0.5 from SDSS-DR3, finding an anti-correlation between Mg ii rest frame equivalent width and galaxy halo mass. This suggests that the individual Mg ii systems are not virialized, and the authors interpreted it as evidence that Mg ii systems trace star formation driven winds.
Concurrently, Zibetti et al. (2007) showed with a sample of 2800 strong Mg ii absorbers (W r > 0.8Å) at low redshifts (0.37 < z < 1.0) that W r and galaxy color are correlated, with stronger Mg ii systems corresponding to the colors of blue star-forming galaxies. Follow up work (Bouché et al. 2007; Ménard et al. 2011; Noterdaeme et al. 2010; Nestor et al. 2011 ) supports this association of strong Mg ii systems with star forming galaxies.
Yet not all Mg ii absorbers are found around star forming galaxies. In particular, galaxy-selected Mg ii sam-ples repeatedly show that star forming and early-type systems alike give rise to halo absorption, in proportions similar to the general field. Chen et al. (2010b) showed that the extent of the Mg ii halo increases with galaxy stellar mass but correlates only weakly with specific SFR for a sample of 47 weaker Mg ii (mostly with W r < 1Å) at z < 0.5. The authors interpreted this as evidence that the Mg ii absorbers reside in infalling clouds that eventually fuel star formation. In contrast to Zibetti, Chen et al. (2010a) see little correlation between W r strength and galaxy colors, a result corroborated by later research on weak absorbers (Lovegrove & Simcoe 2011; . report a correlation between W r and galaxy inclination in a sample of 40 Mg ii absorption selected galaxies with 0.3 < z < 1 and W r 1Å. This hints that some Mg ii absorbers may exhibit co-planar geometries and organized angular momenta, as may be found in accreting streams, satellites, and filaments, in contrast to star formation driven winds, which escape perpendicular to the disk.
The different interpretations of the above studies may be understood in terms of the selection processes used to construct each sample. Broadly speaking, galaxy surveys around QSO sightlines pre-selected for strong Mg ii absorption tend to find systems with high specific star formation rates (Zibetti et al. 2007; Bouché et al. 2007; Ménard et al. 2011; Noterdaeme et al. 2010; Nestor et al. 2011) .
Conversely, blind searches for Mg ii absorption along QSO sightlines serendipitously located near galaxies tend to find weaker Mg ii systems, and little correlation between Mg ii incidence and SFR (Chen et al. 2010b,a; Lovegrove & Simcoe 2011) .
Recently, the idea of a bimodal Mg ii absorber population has gained favor, with weaker absorbers W r 1Å mostly tracing distributed halo gas and stronger absorbers W r 1Å mostly tracing outflows . This naturally explains the discrepant results between Mg ii-selected galaxies and galaxy-selected Mg ii absorbers: the two methods simply sample different ends of the Mg ii equivalent width distribution. While this explanation is simple and appealing, the existence of strong absorbers around fairly quiescent galaxies (Gauthier et al. 2010; Bowen & Chelouche 2011; Gauthier & Chen 2011) suggests that in reality there may be significant overlap between the populations in W r space.
The volume-averaged SFR, halo assembly and cold accretion rates, and metal enrichment rate all vary with lookback time, but the restriction of z 2 for optical Mg ii searches means that these surveys do not sample epochs predating the SFR peak at z ∼ 2.5 − 3. This inflection in the SFR density, along with the shutdown of cold accretion at low redshift, could be a useful diagnostic for evaluating the plausibility of the various mechanisms for distributing Mg ii into haloes.
While these factors motivate the study of Mg ii systems at high redshift, the endeavor has proven difficult in practice since the observed-frame transition moves into the near-infrared. In this regime, absorption line searches are hampered by blending with OH sky emission and telluric absorption, except at high resolutions where instrument sensitivity becomes an issue. We recently commissioned the FIRE infrared spectrometer on Magellan with the aim of studying C iv at z 6; its design characteristics also make it a powerful survey instrument for mapping Mg ii between z ∼ 2 and z ∼ 5.5 (and beyond as background targets are discovered). This paper describes the first results of an ongoing study of Mg ii absorption in early universe, based on an initial sample of 46 sightlines observed with FIRE.
In Section 2 we describe the data acquisition. In Section 3 we describe our analysis, including our Mg ii line identification procedure and completeness tests. In Section 4 we provide our main science results, including binned and maximum likelihood fit population distributions, and compare these results to those of previous studies with lower redshift search ranges. In Section 5, we discuss the implications of these results for the origin of Mg ii absorbing systems. Throughout this paper we use a ΛCDM cosmology with Ω m = 0.3, Ω Λ = 0.7, and H 0 = 70 km s −1 Mpc −1 .
DATA ACQUISITION
Our sample consists of 46 quasar spectra taken with FIRE (Simcoe et al. 2008 (Simcoe et al. , 2010 , between 2010 June and 2011 April. This instrument is a single object, prism cross-dispersed infrared spectrometer with a spectral resolution of R=6000, or approximately 50 km/s, over the range 0.8 to 2.5 µm. We observed using a 0.6" slit and with a typical seeing of 0.5"-0.8". The wavelength coverage of FIRE set the lower redshift limit for our Mg ii absorption doublet search at z ≈ 1.9 in each sightline. The QSO emission redshifts, which ranged from z = 3.55 to z = 6.28, typically set the upper limits (although masked telluric regions described below sometimes decreased these maximum cutoffs). Regions lying within 3000 km s −1 of each background QSO were excluded from the search path, although the effect of this cut was negligible on our derived results. Table 1 lists key observational properties of the 46 quasars. The quasars themselves were predominantly chosen from the SDSS DR7 quasar catalog (Schneider et al. 2010) , with an additional, somewhat heterogeneous selection of bright, well known objects from the literature.
We reduced the data using a custom-developed IDL pipeline named FIREHOSE, which has been released to the community as part of the FIRE instrument package. This pipeline evolved from the optical echelle reduction software package MASE (Bochanski et al. 2009 ). FIREHOSE contains many important modifications for IR spectroscopy, including using terrestrial OH lines imprinted on science spectra for wavelength calibration.
To correct for telluric absorption features, we obtained spectra of A0V stars at comparable observing times, airmasses and sky positions to our observed QSOs. We then performed telluric corrections and relative flux calibrations using the xtellcor software package released with the spextool pipeline (Cushing et al. 2004) , which employs the method of Vacca et al. (2003) . Regions lying between the J and H bands (1.35 µm to 1.48 µm, excluding z =3.8 to 4.3 for Mg ii systems) and the H and K bands (1.79 µm to 1.93 µm, excluding z =5.4 to 5.9), were masked out of the search path. Another smaller region of path length ∆z ∼ 0.2 centered on z ∼ 3.1 (near the Y -J transition) showed poor telluric residuals (noticeable in Figure 1) . We left this region in our . Three example spectra arranged from top to bottom in order of decreasing signal-to-noise ratio (SNR). The top spectrum is the highest-quality in the sample (SNR= 47), the middle is at the survey median quality (SNR≈ 13) and the bottom is one of the poorest quality spectra (SNR= 5). The Mg ii emission line is clearly visible at λrest ≈ 2800Å, as is a noisy region from poor telluric correction centered at ∼ 1.14 µm in the observed frame (z ∼ 3.1 for Mg ii absorbing systems.) SDSS0818+1722; z=5.065, W r =0.84 SDSS0127−0045; z=2.945, W r =2.25 −1000−500 0 500 1000 1500 0.0 0.5 1.0 z=2.754, W r =4.60 −1000−500 0 500 1000 1500 SDSS1306+0356; z=4.865,4.882 Velocity (km/s) Figure 2 . Representative examples of Mg ii absorption from the survey. These are chosen to illustrate some of the common features in the infrared data, including blending with sky emission lines, and variable signal-to-noise ratios. Several very strong, and saturated Mg ii systems are present in the data, sometimes with complex velocity structure. In the bottom right panel, we see a pair of Mg ii doublets with blended 2796/2803 components, separated by 750 km/s.
Mg ii search since it was still possible to find strong systems (we found six). We report these systems in our line lists but exclude this path and associated systems from our population statistics as the sample completeness is low and variable from one sightline to the next.
The final signal-to-noise ratios per pixel for our full QSO set ranged from 4.0 to 47.2, with a median value of 12.9. Figure 1 shows the Mg ii search portions for our highest (top panel), a typical (middle panel), and a relatively poor (bottom panel) signal-to-noise spectra. With just 46 QSO sightlines in our sample, it would be reasonable to fit each continuum manually. However, as part of our downstream analysis we also run extensive Monte Carlo tests to characterize sample completeness. We wished to capture the effects of the continuum fitting on our completeness. Accordingly, we developed an automated algorithm for continuum fitting, to make treatment of the Monte Carlo sample both tractable, and as consistent as possible with our handling of the true data.
First, we generated an initial line mask to prevent absorption and emission features (including miscorrected skylines) from biasing the continuum. Next, we performed iterative, sigma-clipped linear fits on the masked data over small segments of the spectra (∼100 pixels, or ∼1250 km/s, wide) in order to determine a list of spline knots (with two knots drawn from each of these small segments). We then implemented a cubic spline fit through these knots to produce a continuum fit. Since knowledge of the continuum fit facilitates the creation of the initial line mask, we iterated this between two and five times before converging on a final continuum fit. After obtaining continuum-normalized spectra, we ran a matched filter search with a signal-to-noise ratio cut of 5 to determine an initial candidate list. The filter kernel consists of a pair of Gaussian profiles separated by the Mg ii spacing with FWHM ranging from 37.5 to 150 km/s. Sky subtraction residuals near OH lines are a source a noise in the infrared, so we identified and masked badly miscorrected sky lines before running this convolution to reduce the number of false positives. Even with this masking, this matched filter search typically led to ∼50 to 100 candidates per QSO sightline, of which only ∼ 2 per sightline were true detections.
Matched Filter Search
To mitigate the high false positive rate of the matched filter procedure, we fit each candidate doublet with a pair of Gaussian absorption profiles and subjected the resulting fit parameters to a set of consistency checks (e.g. W 2796 ≥ W 2803 within errors). This additional doublet fitting filter step reduced the number of false positives by a factor of ∼10, and left us with 256 candidates across all QSO sightlines.
Visual Inspection
We subjected these machine generated candidates to a visual inspection to produce the final Mg ii sample list. This interactive step lowered the final list to 110 Mg ii systems (plus one proximate system). Despite our best efforts to automate the process, we found that the poorly telluric corrected regions and abundance of sky lines mandated this visual inspection.
We also visually combed through all 46 spectra to identify systems missed by the automated line finder. We found three systems with this visual search that our automated line finding algorithm rejected. One system was a large 2.62Å system that was "too complex" (and therefore was fit poorly by a Gaussian absorption profile and consequently rejected), and the other two were smaller systems (confirmed by FeII lines) that were partially obscured by sky lines. The two smaller systems were manually added to our line list in Table 2 , but were not included in statistical calculations so as not to bias our results by counting them and then overcorrecting for completeness. The large system's equivalent width was greater than the highest value (W r = 0.95Å) probed in our Monte Carlo completeness tests. We are ∼ 100% complete to such large systems, so this system was included in our statistical calculations.
Final Mg ii Sample
The final Mg ii line list, as well as the main properties of each system, are listed in Table 2 . Figure 2 shows a selection of six Mg ii systems in detail, while Figure 3 shows continuum normalized postage stamps of the entire sample.
Simulations of Completeness and Contamination
The nature of the infrared sky suggests that our survey completeness will vary strongly with redshift as systems overlap with atmospheric OH features. The common method of calculating sensitivity from 1D error vectors, usually estimated assuming photon statistics of the background, may not capture sky subtraction residuals completely. For this reason we have performed extensive simulations to characterize completeness and contamination in both the automated and interactive portions of our line identification procedure.
Automated Completeness Tests
To test the automated portion of our identification pipeline, we ran a large Monte Carlo simulation in which we injected artificial Mg ii systems into our QSO spectra and then ran our line identification algorithm to determine success/recovery rates. The full Monte Carlo completeness simulation involved 20,000 simulated spectra per QSO injected with Mg ii at an inflated rate of dN/dz ≈ 5, which combined led to over 12 million injected systems. The velocity spreads of the injected systems were calibrated to mimic the behavior of true, detected systems (see Figure 11 , below). The injected systems were distributed uniformly in rest frame equivalent between 0.05Å < W < 0.95Å. (A separate test showed that the completeness did not improve significantly beyond this upper limit.) Our small number of QSOs allowed us to calculate individual completeness matrices Table 2 . for each sightline q, in finely tuned redshift (dz = 0.02) and rest frame equivalent width (dW = 0.01Å) bins. We denote these values, which reflect the completeness of the automated line search alone, as L q (z, W ).
False Positive and Spurious Rejection Tests
Because our identification algorithm involves an interactive evaluation of each system, the user may reject true Mg ii systems or accept spurious doublet candidates caused by miscorrected skylines or correlated noise. We developed a simple test to quantify these errors using simulated data. First, we created a large number of simulated spectra in which we injected Mg ii doublets using a process identical to that described in Section 3.2.1 above, but with a slightly larger doublet velocity spacing. We ran these artificial spectra through our identification and sample cleaning algorithms, and interactively accepted/rejected over 1500 such candidates. By using nonphysically spaced doublets, we were guaranteed that auto-identified candidates were either correlated noise or simulated Mg ii doublets. The human decision accuracy for each of these cases was translated into success rates, which were then folded into our completeness results.
The time consuming nature of this interactive test did not allow for the fine grained calculations produced above in the automated completeness tests. We found, however, that our ability to distinguish both false positives and true systems scaled strictly with the signal-to-noise ratio of the detected candidates. We therefore used this simulation to parametrize these success rates as a function of line SNR, and applied the resulting scalings to the larger Monte Carlo completeness simulation and true data sets.
Specifically, for each candidate we calculate a boxcar SNR s ≡ W r /σ Wr of the 2796Å line. We then tabulated the user-accept percentages of both the injected systems (P Mg II (s); ideally 100%), and the false positives (P FP (s), ideally 0%) as a function of the SNR by calculating maximum likelihood fits to chosen functional forms. For the injected systems, we chose an exponential for P Mg II ,
where P ∞ (MLE estimate: 0.984) is the probability that the user accepts a true system with large SNR and s c (MLE estimate: 2.89) is an exponential scale factor. Note that even at large SNR the acceptance rate is not 100% because of residual regions with very bright sky lines and/or strong telluric absorption. The binned acceptance rates of injected systems, as displayed in the top panel of Figure 4 , motivated this functional form for
To estimate the user acceptance rate of contaminating false positives, we chose a triangle function for P FP ,
where P FP max (MLE estimate: .0474) is the maximum contamination rate, which occurs at a SNR of s p = 4.35. By SNR s f ≡ 10, the user-error returns to zero again. The property that the false positive acceptance rate approach zero at both s = 0 (the user never accepts a system with low SNR) and large signal-to-noise (the user rarely The pathlength-weighted average completeness C(z, W ) as a function of redshift z and equivalent width Wr, for all survey sightlines combined. The error in this estimate is typically 5% within our the search range.
makes mistakes at high SNR) in conjunction with the lack of good motivation for a more complicated form led to the functional form in Equation 2. The bottom panel in Figure 4 displays these binned acceptance rates and the overplotted maximum likelihood fits. Since P Mg II and P FP are estimates of the success rate p of a binomial distribution, we use the Wilson Score interval to determine the uncertainty in p, shown as error bars in each bin. The large errors in the bottom panel at high SNR reflect a paucity of high-SNR false positives in the sample. While the formal uncertainty in p is large, such strong false positives are rare and were correctly identified in the few cases where they arose. For each individual sightline, the total acceptance rates P Mg II and P FP were estimated as a function of W r using the continuum-normalized error arrays to calculate the SNR. We denote the resulting grids of user-acceptance rates as A Mg II (z, W ) and A FP (z, W ). The total completeness C q (z, W ) for each QSO q is then the product of the fraction of systems identified by the line finder L q (z, W ) and the fraction of systems passing visual inspection,
Survey Completeness
The total pathlength-weighted completeness across all sightlines is shown in Figure 5 . Figure 6 shows completeness calculations at three fiducial values of W across the full survey and also for the three QSO spectra depicted in Figure 1 . The acceptance rates for false positives do not enter our simulated completeness results here, but will be combined with the rejected candidate distribution later in Section 4.3 in order to adjust the population distribution directly.
We can use our completeness calculations for each QSO C q (z, W ) to calculate the redshift path density g(z, W ) of our survey, defined as the total number of sightlines at a given redshift z for which Mg ii systems with rest equivalent widths greater than W are observable. Typically, this quantity is defined with a hard cutoff (Steidel & Sargent 1992 Figure 6 . Sightline-specific completeness for three fiducial equivalent widths Wr: 0.3, 0.5, and 1.0Å (from bottom to top in each panel). The first three panels correspond to the three QSO spectra shown in Figure 1 , and typify the best, median, and a poor SNR in our sample, respectively. The fourth panel is the average across the full survey. Prochter et al. 2006) ; mathematically, (4) where the sum is over QSOs, Q is the total number of sightlines probed, θ(x) is the Heaviside function, and W min q (z) is the rest equivalent width threshold floor. The factor R q (z) represents the Mg ii search region probed for QSO q, and is 1 for every value of z for which a Mg ii system of any size could conceivably have been found, and 0 everywhere else. (More specifically, it is 1 at every redshift within the minimum and maximum redshift Mg ii search limits for QSO q, except for those regions excluded because of poor telluric corrections.) The threshold floor W min q (z) here sets the limit on discovered Mg ii systems that are included in the final analysis: Mg ii systems located at redshift z m for QSO q with rest equivalent widths W m > W min q (z m ) are included, while smaller absorption systems are not. These threshold floors are specifically chosen such that the QSO spectra have (at least roughly) 100% completeness above these levels.
If completeness is explicitly quantified, however, then it may be folded directly into the pathlength calculations. For example, having two QSO sightlines that are 50% complete at a given redshift is as good as having one which is 100% complete. If known, this completeness may be folded into our expression for the redshift path density,
where C q (z, W ) is the user-error adjusted completeness from Equation 3. Comparing this equation with Equation 4 above for the redshift path density with a hard threshold floor reveals that such a floor amounts to approximating the completeness as either 0 or 1 at all red- shifts and rest frame equivalent widths,
Unlike Equation 4 for g(z, W ) above, this formulation in Equation 5 does not simply exclude regions of the data which, although perhaps not 100% complete, still contain valuable information. The redshift path densities g(z, W ) for the QSOs in our survey with z < 5, z > 5, and all z are shown in the three panels of Figure 7 . Figure 8 displays the total path g(W ) as a function of rest frame equivalent width, found by integrating the redshift path density g(z, W ) over the full redshift search range of our survey,
Parameter Errors
We also used our Monte Carlo simulation to study the errors in our measured line parameters. Figure 9 shows histograms of the differences in the injected and measured rest frame equivalent widths (top panel) and redshifts (bottom panel). The rest frame equivalent width Table 2 (proximate system not included). These plots represent raw counts; they do not include corrections for incompleteness or false-positive contamination.
plot contains the errors for over 1750 Mg ii 2796Å and 2803Å singlets fit by hand. The overplotted zero mean Gaussian has a width equal to the standard deviation of the sample, σ W = 0.055Å. The plot shows no significant biases. The redshift plot contains errors for the first 200 simulated spectra for each QSO in our Monte Carlo completeness simulation (corresponding to over 67,500 systems). The solid vertical lines are separated by one pixel (dz pix = 2.25e − 4), and the dotted vertical lines represent the precision given in Table 2 . The standard deviation of the sample is σ z = 2.74e − 4. Figure 10 shows raw histograms of the rest frame equivalent width (top panel) and redshift (bottom panel) distribution of the sample's 110 Mg ii systems, before corrections for incompleteness (proximate system not included). The rest frame equivalent widths range from W r = 0.08 ± 0.01Å (SDSS0140-0839, z = 3.71) to W r = 5.58 ± 0.07Å (CFQS1509, z = 3.39). The sam- Figure 11 . The velocity spreads (in km/s) plotted against the 2796Å singlet rest frame equivalent width for the 110 located systems listed in Table 2 (proximate system not included). The overplotted line is the sigma-clipped best fit, ∆v = (125.7 ± 6.0 km/s/Å)Wr(2796) + (80.2 ± 8.6 km/s).
RESULTS

Population Statistics
ple contains 5 Mg ii systems with redshifts over 5, with a maximum value of z = 5.33 (SDSS1411, W r = 0.20Å). Three of these systems come from SDSS1411's sightline, which contains four high redshift systems at z = 4.93, 5.06, 5.25, and 5.33. Figure 11 displays the relationship between the rest frame equivalent widths of the 2796Å Mg ii singlets and velocity spreads (measured to where the absorption troughs intersect the continuum) of this sample. These velocity spreads have been adjusted for FIRE's resolution of 50 km/s. The overplotted line is the sigma-clipped best fit line, given by ∆v = (125.7 ± 6.0) W r 1Å + (80.2 ± 8.6) km s −1 .
This slope and the strong correlation present in Figure 11 are consistent with previous results from Ellison (2006) at lower redshifts, 0.2 z 2.4. We incorporated this measured correlation and scatter into our Monte Carlo completeness simulations described in 3.2.1 to ensure that our injected systems resembled true systems from the sample. (Strong injected systems were modeled as a blend of narrow components with total velocity spread drawn from the distribution specified by Equation 8).
Incorporating Variable Completeness in Population
Distributions When calculating the line density and equivalent width distributions, we first define the true number of systems in the universe within a binned region k centered on (z k , W k ) as N k . If the total redshift path in bin k is ∆z k , and the total range of rest frame equivalent width in the bin is ∆W k , then the population densities are given by
Using our completeness matrices we may relate these quantities to the expected number of survey detections.
A complete derivation of this method is given in the Appendix. In summary, for an incomplete survey with path length given by g(z, W ), the number of detected systems in a bin k is estimated as
The average completeness C k is defined as the ratio between this and the true number of systems N k ,
Our Monte Carlo calculations give us access to C k (which in turn leads to N k ) with an important caveat. The average completeness within a bin is a weighted integral of the fine grained completeness across the bin, with weighting function d 2 N/dzdW . If the true completeness varies within a bin, then that average depends on the very function we are trying to calculate.
There are three ways around this dilemma: (1) We can assume that the completeness C q (z, W ) is constant across all sightlines and across the full breadth of the bin. Since the quality of the data varies largely from spectrum to spectrum, this assumption is not warranted. (2) We can assume that the population density within the bin is approximately constant. With this approximation, the population density in bin k reduces to
This is the method employed in the recent C iv study of when considering variable completeness within bins, and implicitly in any previous Mg ii studies which employed the hard threshold completeness floor given previously in Equation 6. (3) We can compensate for this variability in both completeness and absorber line density by employing a maximum likelihood estimate to a functional form of the frequency distribution in the calculation of the average completeness in Equation 14. We explored methods (2) and (3) using the maximumlikelihood estimates of the frequency distribution defined later in this paper. Figure 12 shows the effect of these corrections on dN/dz for the range W > 0.3Å. "X"-shaped points indicate our dN/dz values prior to completeness correction; the triangles show completenesscorrected values with no user-screening (i.e., using L rather than C for the correction and not adjusting for false positives, as described next section). The squares and diamonds include the full completeness and false positive corrections using methods (2) and (3) respectively to treat intra-bin variation in the frequency distribution. Apparently this effect contributes a negligible correction to our calculations of the population densities when compared with the sample's Poisson errors. For this reason, we will instead use method (2) for calculating C unless otherwise stated. 
Adjusting for False Positives
In the previous section, we calculated population densities in the presence of variable completeness, but did not account for false positives. Adjustments for false positives once again require Equations 9 to 11 for the population densities, but with the true number of systems N k calculated as
whereN k is the number of detected Mg ii systems in bin k,F k is the number of rejected candidates, C k is the average completeness, L k is the automated line identification finding probability, and A F k is the user acceptance rate of non-Mg ii candidates. All average values here are path length weighted (once again employing the assumption that the population distributions are approximately constant across the bin). A full derivation of this formula is given in the Appendix. Note that as A F k → 0 (the user correctly rejects all false positives), this reduces to the previous formula, C k =N k /N k . Figure 12 shows the effect of user errors on the resultant dN/dz for the rest frame equivalent width range W > 0.3Å. As previously stated, the triangles employ neither Equation 16 above to adjust for accepted false positives, nor the full completeness C q (z, W ), which accounts for user rejection of real Mg ii systems. The squares include both of these user error corrections. The rejection of real Mg ii systems is by far the more dominant of these two effects, with the correction for accepting false positives negligible compared to the Poisson error bars (indicative of conservative users hesitant to accept anything suspect). The correction is the largest in the lowest redshift bin, where the effective sensitivity is 0.393Å (as shown later), the poorest regime in this Figure 13 . The Mg ii equivalent width distribution d 2 N/dzdW for the full survey, 1.9 < z < 6.3. The overplotted line represents the maximum likelihood fit to the exponential form of Equation 17, with best-fit parameters given in Table 3 . survey. As the sensitivity improves with redshift, the user adjustments decrease in magnitude. Across the full range of redshifts and equivalent widths, the user accepts 90% of all real Mg ii systems. The presented error bars include completeness errors, but at 5%, these are subdominant to the Poisson errors.
d
2 N/dzdW Figure 13 displays the rest frame equivalent width distribution d 2 N/dzdW for the entire survey with all appropriate corrections applied. Table 3 contains these calculated values. The distribution is fit well by a simple exponential at W 3.0Å, but shows a relative overabundance of systems in the highest equivalent width bin. Using maximum-likelihood techniques, we fit the equivalent width distribution using the functional form
We first calculated a maximum likelihood estimate of W * , and then calculated N * by insisting that the pathlengthweighted integral of this population distribution equal the number of found systems,
This process yielded values of W * = 0.824 ± 0.090Å and N * = 1.827 ± 0.059. Figure 13 displays this maximum likelihood fit plotted over the binned, completenesscorrected values. We can use this result to calculate an effective equivalent width sensitivity for the full survey. Suppose one assumes that the survey's limiting equivalent width is characterized by a single number that is constant at all redshifts and along all sightlines, W floor . Then according to Equation 4,
In this regime, the maximum likelihood estimate of W * may be solved analytically as
where W is the average rest frame equivalent width of our sample (Murdoch et al. 1986 ). We define the effective sensitivity W eff of our survey as the value of W floor in this equation that, given our calculated value of W * , would lead to the average rest frame equivalent width W that we observe. For our reported values of W * and W , we obtain an effective sensitivity of W eff = 0.337 ± 0.090Å across the full survey.
In Figure 14 , we subdivide d 2 N/dzdW into three different redshift ranges; 1.95 < z < 2.98, 3.15 < z < 3.81, and 4.34 < z < 5.35. Table 3 lists the values plotted. We also refit MLE estimates of W * for each of these regions (0.935 ± 0.150, 0.766 ± 0.152, and 0.700 ± 0.180, respectively), and recalculated the effective rest frame equiv- Table 3 contains the redshift ranges used and best-fit parameters for each case. Figure 15 . Evolution in steepness of the equivalent width distribution, as parametrized by its exponential scale factor W * . The triangles represent maximum-likelihood estimates from the FIRE survey for the three redshift ranges in Figure 14 . The crosses represent the values from Nestor et al. (2005) , determined from SDSS. The overplotted solid line is the maximum likelihood fit for this survey's data from Equation 22, and the dashed line is the analogous fit from Nestor et al. (2005) . W * evolves significantly over redshift, and a simple polynomial form does not adequately capture this evolution. alent width sensitivities in each region (0.393 ± 0.150, 0.278 ± 0.152, and 0.269 ± 0.180, respectively). In Figure 15 we plot W * (z), and include previously published values from Nestor et al. (2005) , to connect our results with lower redshifts. Table 4 contains a summary of all these values.
Clearly the trend of increasing W * seen at lower redshift does not extrapolate to earlier epochs. Rather, it exhibits a peak value of ∼ 0.9 at z ∼ 2.5 and smaller values at both higher and lower redshifts. A larger value of W * corresponds to a flatter equivalent width distribution with a larger fractional contribution from high-W r absorbers. It appears that going back in time, d
2 N/dW dz evolves to include more strong Mg ii systems until a maximum is reached at z ∼ 2.5, after which the relative frequency of strong systems once again declines. It is tempting to associate this rise and fall of the strong Mg ii systems with the concurrent rise and fall of the global star formation rate; we will explore this association in detail below.
To quantify W * 's redshift evolution, we followed the lead of Nestor et al. (2005) and performed a MLE fit to
The best fit parameters for this from were W * = 1.166 ± 0.359Å, δ = −0.229 ± 0.220, and N * = 1.814 ± 0.057. The parameters W * and δ were anti-correlated, with ρ W * δ = −0.940. In Figure 15 we overplotted this best fit with a solid line, as well as the analogous MLE fit of Nestor et al. (2005) to his data with a dashed line. The results show that a simple power law in (1 + z) does not adequately capture W * 's redshift evolution over the full redshift range now available. Rather, there is 2σ evidence that the overall distribution is steepening towards higher z.
To examine evolution in the overall normalization of the frequency distribution, we also fit our data to the functional form
This exercise yielded W * = 0.824 ± 0.090Å, β = 0.002 ± 0.487, and N * = 2.211 ± 1.533. As is usual, these multidimensional MLE fits yield large errors for small samples such as ours, but within these limitations we do not see statistically significant evidence for redshift evolution in the normalization of number counts. Figure 16 displays the completeness-corrected, binned values of dN/dz for our Mg ii sample in three different rest frame equivalent width ranges. These ranges were chosen for easy comparison with published SDSS Mg ii surveys at lower redshift (Nestor et al. 2005; Prochter et al. 2006) , which are overplotted. Table 5 contains the values of the data points in this figure.
dN/dz and dN/dX
We also fit the absorber line density to a simple polynomial,
We calculated a maximum likelihood fit of β, and then Figure 16 . The absorber line density dN/dz for three different rest frame equivalent width ranges. The circular data points are from this study, the triangle data points are from Nestor et al. (2005) , and the square data points (bottom panel only) are from Prochter et al. (2006) . Table 5 contains the values associated with the FIRE data. The overplotted dashed lines represent maximum likelihood fits to the functional form given in Equation 24, over the range of the FIRE data only.
calculated N * by insisting that our redshift path density integrated against this absorber cross section equal the total number of systems located,
where ∆W is the total rest equivalent width range probed. We performed this MLE fit over our full survey, and over the three rest frame equivalent width ranges from Figure 16 . Table 6 contains these MLE fits, as well as the analogous fits from Prochter et al. (2006) . These fits are also overplotted with dashed lines in Figure 16 . In addition, we calculated the comoving absorber line density dN/dX. These completeness-corrected, binned results are shown in Figure 17 , with the corresponding results from Nestor et al. (2005) and Prochter et al. (2006) once again overplotted. The dashed horizontal lines show the straight mean dN/dX of our data combined with those of Nestor et al. (2005) . As in the usual interpretation, a constant value of dN/dX corresponds to a population with no comoving evolution.
The smaller rest frame equivalent width systems (W r < 1Å) show remarkably little evidence of cosmic evolution over the entire range of redshifts probed by these surveys. For the low end 0.3 < W r < 0.6Å sample the data are consistent (χ 2 ν = 0.2) with a constant value of dN/dX = 0.11, and only 16% standard deviation. The same is true for 0.6 < W r < 1.0, where uncertainty (2005) and this survey. The top two panels, representing systems weaker than Wr < 1.0Å, are statistically consistent with zero evolution from z = 0.4 to z = 5.5. In contrast, the stronger Mg ii systems (Wr > 1Å) grow in number density until z ∼ 3, after which the number density declines toward higher z. from incompleteness is even smaller. In this W r range, dN/dX = 0.09 with χ 2 ν = 0.5 and 25% scatter around a constant value. In contrast, the large rest frame equivalent width systems (W r > 1Å) show significant evolution over ours and previous surveys; χ 2 ν = 3.3 for a constant value of dN/dX over our survey and Nestor's, and increases to χ 2 ν = 20 if Prochter's W r > 1.0Å data are further included. Table 5 contains the values of our new data points from this figure.
DISCUSSION
The initial results of our 46 sightline survey demonstrate that Mg ii absorbers were already commonplace at z > 5. Rather remarkably, the comoving number density of Mg ii absorbers with W r < 1Å is completely flat at dN/dX ∼ 0.1 with scatter of only ∼ 25% between z = 0.4 and z = 5, a period of > 8 Gyr. In contrast, the stronger Mg ii absorbers grow in number density by a factor of ∼ 2 − 3 from the present towards z ∼ 3, after which they drop off by a comparable amount toward z ∼ 5. The differential nature of the evolution between strong and weak systems is reflected in the equivalent width distribution, which is more shallow (higher W * ) at z ∼ 3 than it is at lower and higher redshifts. The change in total number counts is still small since the strong systems are subdominant at all redshifts.
Local surveys of absorber-galaxy pairs typically find Mg ii systems in the extended ∼ 100 kpc haloes of galaxies with L ∼ L * or slightly below (Bergeron & Boissé 1991; Steidel et al. 1994; Chen et al. 2010a; Steidel et al. 2002; ). According to the CDM picture of structure formation, galaxies resembling presentday L * systems should be rare at z ∼ 4 − 5. Assuming that Mg ii absorbers are still found near galaxies at these epochs, it follows that the typical galaxy giving rise to Mg ii absorption in the early universe must look quite different from the systems studied locally.
The constancy of dN/dX for weak absorbers implies that the product nσ of the comoving number density and physical cross section of absorbing regions also remains constant. A simple interpretation is that these absorbers arise near the assembling progenitors of present-day L * galaxies. This would require that galaxy haloes were populated with Mg ii very early in their history, and that the absorption properties were established before their stellar and ISM components were fully formed.
A detailed analysis of absorption in individual Mg ii systems will be presented in a companion paper; however in a qualitative sense it appears that Mg ii systems at z ∼ 5 are very similar to those at low redshift, in contrast to the galaxy population. This either requires the absorption systems to persist in a steady state over much of the Hubble time, or else be replenished periodically. If Mg ii systems are replenished through stellar feedback, this process must proceed in a way that does not produce a cumulative growth of the gas radius and/or filling factor of Mg ii . This would seem to be a challenge unless some portion of the gas re-accretes and cycles back into the galaxy (Oppenheimer et al. 2010) or else the Mg ii -bearing clouds are out of equilibrium and transition to lower densities and higher ionization states.
Mg ii and Cold Accretion Flows
Recently Mg ii has been suggested as a candidate tracer of "cold" accretion onto galaxies, since its relatively low ionization potential (1.1 Ryd) does not allow for large Mg ii fractions at high T . Cold accretion is thought to be the dominant mode of gas transport onto galactic disks; it is particularly efficient in the early universe for small, growing haloes (Kereš et al. 2005; Dekel et al. 2009; Faucher-Giguere & Keres 2010) and could provide another "renewable" source for cool absorbers. While attractive, this model for the Mg ii population faces some complications at the high redshifts probed by our survey. Principally, at these epochs, even though cold accretion is much stronger (Ṁ ∝ (1 + z) 2.25 ; Dekel et al. 2009 ) and may present a larger absorption cross section, the heavy element content of the IGM gas reservoir is quite low: Z/Z ⊙ ∼ 3 × 10 −4 at z ∼ 4 (Simcoe 2011) and even lower at earlier times. In general, cold streams may manifest as metal-poor Lyman limit systems (Fumagalli et al. 2011 ) more prominently than Mg ii systems. We may already be seeing this phenomenon, in that the density of Lyman limit systems and Mg ii are of comparable magnitude at low redshift, but unlike Mg ii , the LLS density continues increasing with redshift Ribaudo et al. 2011 ) beyond z > 4. present a model of the evolving Mg ii population which maps Mg ii absorbers onto the dark matter halo mass function, as a way of studying evolution of the underlying galaxies. In their model, most Mg ii absorbers arise in haloes with M ∼ 10 11 − 10 12 M ⊙ which are presumed to be growing via cold accretion. Shock heating reduces the supply of Mg ii in larger mass haloes, an effect which is required to match the observed anti-correlation between galaxy mass and W r in the local universe (Bouché et al. 2006; Gauthier et al. 2009 ). However, an additional suppression of absorption efficiency is also needed in low mass ( 10 11 M ⊙ ) haloes to offset the rapidly rising halo mass function in this regime.
This low-mass cutoff halts the overproduction of weak Mg ii systems in low mass haloes, aligning the model with observations at z ∼ 0.5. However at high redshift, a larger portion of the mass is concentrated in these very haloes, most of which fall below the low-mass cut for harboring Mg ii absorption. As a direct consequence, the simple halo-occupation model under-predicts the measured dN/dX at z > 2.5 by orders of magnitude, as seen in Figure 18 . It may be possible to reconcile the model by boosting the absorption efficiency of small mass haloes at early times, or else growing the absorption cross-section per halo from 1/3 of the virial radius at z = 0.5 to > 2R vir at early times. However these solutions are not physically motivated a priori and would need further exploration.
It appears Mg ii will be a difficult ion to use as a tracer (2010) (solid line). The HOD model under-predicts the observed density at z > 3 because of a paucity of large haloes at early times. To narrow this discrepancy, the absorption efficiency of low-mass haloes would need to be enhanced in the early universe.
of cold accretion flows. The competition between declining IGM metal abundance and rising cold accretion cross section at earlier times would require a fine balance to achieve the very flat trend we observe in dN/dX. While this solution is possible in principle, it will be difficult to interpret.
Comparison with Known Galaxy Populations
When comparing our Mg ii number counts with galaxy populations, another approach is to skip the halo mass function altogether, and apply simple empirical scalings between Mg ii gas halo size, covering fraction, and galaxy luminosity to predict dN/dX. The model cross sections are integrated over measured luminosity functions as a function of redshift.
To estimate each galaxy's cross section, we use the scalings of Chen et al. (2010a) , who studied a spectroscopic sample of 94 galaxy-absorber pairs at z = 0.2. Chen found that galaxies with higher B band luminosities possess more extended Mg ii absorbing haloes (see also Steidel et al. 1994) , and fit the extent of these gaseous haloes R to a Holmberg-like scaling,
where R 0 ≈ 75h −1 kpc, β = 0.35 ± 0.03, and L * 0 is the luminosity associated with objects of M * B,0 = −19.8 + 5 log(h) at their survey redshift. We use Equation 26 together with measurements of the B band luminosity function at increasing redshift (Poli et al. 2003; Wolf et al. 2003; Gabasch et al. 2004; Willmer et al. 2006; Marchesini et al. 2007 ) to calculate the abundance and cross section of absorbers and compare with our measurements of dN/dX.
When extrapolating Equation 26 to higher redshift, we explored two ways of evolving the scaling. In the simplest approach, R 0 and L * 0 are fixed at all redshifts, so galaxies with M B = −19.8 + 5 log h always have haloes of radius R 0 . According to the studies cited above, L * B evolves with redshift toward brighter values in the past. With a constant value of L * 0 defining the halo scale, this implies that galaxies at L * B will have gas haloes increasingly larger than R 0 (i.e. > 75h −1 kpc) in the more distant past. For this reason, we will find it useful to define the term R * (z), which denotes the gas radius of an L * B galaxy at any redshift.
In the second approach, we associate gas haloes of size R 0 with galaxies of L = L * B (z) from the luminosity function at each epoch. This is equivalent to setting R * (z) ≡ R 0 and replacing L * 0 with L * B (z) in the notation above. Since L * B increases with z, in this scenario galaxies at a fixed luminosity would have smaller gas haloes in the past than in the present day.
We next model the absorbers' covering fraction κ as a function of galaxy impact parameter ρ, using an empirical approximation based on the results of Chen et al. (2010a) :
Briefly, each galaxy has a central core of radius a(L B ) within which κ = 100%; between a (the core radius) and R (the halo boundary) the covering fraction declines linearly to zero. We assume a mimics R's scaling with L B in both scenarios considered, but with a 0 = 30h
Here σ * (z) is the cross section of an L * B galaxy's gas halo, which may evolve with redshift but does not depend on luminosity,
The quantityκ is the average covering fraction of the gaseous halo, and isκ = 0.52 with the given values of a 0 and R 0 . The Mg ii frequency dN/dX may be derived by combining this per-galaxy cross section with the B band luminosity function φ(L B , z):
where L min is a lower luminosity cutoff, which is not specified a priori, but rather chosen to match the normalization of the observed dN/dX. Using a Schechter (1976) function for φ(L B , z), we may calculate the linear using redshift-dependent B band luminosity functions listed in the text. The top and bottom panels use different assumptions about the scaling of halo radius with luminosity: In the top panel, we assume the halo size R 0 is a fixed value and is associated with galaxies of L * B at each epoch. In the bottom panel, we assume R 0 is fixed, but associated with a fixed luminosity L 0 at all redshifts. The smooth curves are derived from integrating redshift-dependent Schechter-function fits to the luminosity function; these are solid over the redshift ranges where measured, and high-redshift extrapolations are indicated with dashed lines.
where Γ(s, x) is the upper incomplete gamma function. This expression is similar to one derived in Churchill et al. (1999) , the only difference being the factor ofκ correction for partial covering.
We evaluated Equation 33 using the B band luminosity functions of Poli et al. (2003) ; Wolf et al. (2003) ; Gabasch et al. (2004); Willmer et al. (2006); and Marchesini et al. (2007) to calculate dN/dX from z = 0 to z = 5. The results are shown in Figure 19 , with triangles and circles representing the predicted and measured dN/dX (for W r > 0.3Å), respectively. The solid curves indicate the predicted evolution based on redshiftdependent fits to the luminosity function parameters from Giallongo et al. (2005) and Gabasch et al. (2004) .
The top panel shows results for the model where the luminosity associated with R 0 -sized haloes tracks L * B (z). In this case, the observed and predicted dN/dX match best when L min /L * B = 0.024 ± 0.005. However the model predicts a downward evolution in dN/dX with z that is slightly steeper than what is observed. This means that the typical cross section per galaxy is higher than the model predicts at high redshift, suggesting that either the haloes are growing slightly in radius or their filling factors are increasing.
The bottom panel shows the simple model where the fiducial luminosity associated with R 0 haloes is fixed at all redshifts. Our best fit is obtained with L min /L * B = 0.2656 ± 0.0139, almost an order of magnitude larger than the previous model. The redshift dependence for this model is flatter, in better agreement with our survey data. The relatively high value of L min indicates that a large population of very low luminosity galaxies need not be invoked to explain the frequency of Mg ii systems in this model; for the most part, all W r > 0.3 Mg ii systems surround galaxies we can readily observe, even at high redshift.
This picture could be invalidated if significant numbers of Mg ii systems are discovered near galaxies with L < 0.2L * B . However to date such dwarf-Mg ii associations have not been established except in a few cases. Even in Chen et al. (2010a) 's sample of 94 pairs, < 10% of the galaxies meet this criterion. They are predominantly at very small impact parameter (∼ 10h −1 kpc) and even then show only ∼ 50% coverage (in contrast to our model, in which the coverage is 100% out to ∼ 30h
The dN/dX points in Figure 19 apply for W r > 0.3Å since this was the range over which the R(L) correlation was first determined. However we have also seen that if we restrict further to W r > 1.0Å, dN/dX evolves to a peak at z ∼ 3 and declines thereafter. Neither of our halo models is able to reproduce this feature, which indicates that other physics must be at play. If the systems giving rise to the strong absorbers are contained in the B band luminosity function, then their gas cross section and/or covering fraction must rise and then fall again. Alternatively they may reflect systems whose comoving number density rises and falls without being picked up in rest frame B band surveys.
Rather than start with a halo and coverage model and derive dN/dX, we may instead start with the observed Mg ii dN/dX and estimate the effective size of gaseous haloes. To do this, we define the effective halo radius R eff (z) of an absorber according to
where κ L (z) is the luminosity-weighted covering fraction and R L (z) is luminosity-weighted gaseous halo radius.
In Figure 20 , we plot the effective halo radius as a function of redshift, normalized by the radius calculated in the lowest redshift bin. We use an average of the redshift evolution luminosity function models of Giallongo et al. (2005) and Gabasch et al. (2004) in conjunction with four different lower luminosity cutoffs: 0.001, 0.01, 0.1, and 1.0 L * B (z). All four choices of a lower luminosity cutoff result in the effective absorbing halo radius R eff (z) increasing by ∼ 40% from today to z ∼ 3 − 4, and then slightly decreasing again (although the error bars are too ) as a function of redshift for the observed Mg ii dN/dX of this study and from Nestor et al. (2005) , normalized by its value in the lowest redshift bin. We derived the absorber number density n(z, L min ) from a combination of the redshift dependent luminosity function models of Giallongo et al. (2005) and Gabasch et al. (2004) for four lower luminosity cutoffs: 0.001, 0.01, 0.1 and 1.0 L * B (z). With all four choices, the effective halo radius increases with redshift by about ∼ 40% from today until z ∼ 3−4, and then decreases again (although this decrease is not statistically significant given our error bars).
large to consider this final decrease statistically significant). This increase in effective halo radius must result from either an increase in the luminosity-weighted covering fraction κ L (z) at earlier times, or an increase in the extent of the gaseous absorbing haloes R L (z) at earlier times. Although the lower luminosity cutoff still remains a free parameter in this model, the strong quantitative agreement of the normalized effective halo radii across three orders of magnitude in L min suggests this feature is largely independent of the lower luminosity cutoff employed.
5.3. Deriving the SFR Density from dN/dX Thus far we have focused the discussion on moderate strength Mg ii absorbers which do not evolve with redshift. But the systems with W r > 1Å do evolve, with a characteristic rise and fall that suggests a possible connection to the cosmic star formation rate density This connection is also explored in Ménard et al. (2011) , where a method is outlined for deriving the SFR density from the Mg ii population distribution by establishing a connection between Mg ii rest frame equivalent width W r and [O ii] luminosity, which previous studies have shown may be used as a gauge of the SFR (Gallagher et al. 1989; Kennicutt 1992; Hopkins et al. 2003; Kewley et al. 2004; Mouhcine et al. 2005) . Since the detection of Mg ii using spectroscopic absorption does not depend on luminosity, distance, or dust extinction, such a probe would represent a valuable asset in pinning down the star formation history of the universe.
In their paper, the authors search for [O ii] emission lines from Mg ii host galaxies imprinted on a sample of QSO spectra containing over 8500 known Mg ii absorbers at redshifts 0.36 < z < 1.3. They detect a 15σ correlation between the absorber strength W r and the median [O ii] luminosity surface density Σ LOII , which they fit to the functional form where A = (1.48 ± 0.18) × 10 37 ergs s −1 kpc 2 and α = 1.75 ± 0.11. The authors calculate the co-moving [O ii] luminosity density L OII (z) probed by Mg ii absorbers from this by using the completeness corrected population distribution from Nestor et al. (2005) according to
Finally, they convert this luminosity density L OII (z) to a luminosity L OII and derive a SFR densityρ ⋆ by using an average over scalings from Zhu et al. (2009) ,
Using this technique, Ménard et al. (2011) convert the data from Quider et al. (2011) to SFR densities, and then overplot SFR density data provided in Hopkins (2004) . The results show agreement up to z = 2.2. More recently, López & Chen (2011) have argued that the W r -L [OII] correlation reported in Ménard et al. (2011) does not reflect a causal connection between Mg ii absorption and star formation. Rather, they demonstrate that the observed correlation could plausibly arise from a combination of the empirically observed decline in W r at increasing galactocentric radius, and differential loss of galaxy light from the finite fiber aperture of the SDSS spectrograph. The authors run a large Monte Carlo simulation which reproduces the W r -Σ LOII relationship found in Ménard et al. (2011) .
Nevertheless, in light of the observed evolution in dN/dX for W r > 1Å, the large, likely non-gravitational velocity spreads observed for strong Mg ii systems (Figure 11) , and the demonstrated connection between the strongest Mg ii absorbers and star forming galaxies (Bouché et al. 2007; Noterdaeme et al. 2010; Nestor et al. 2011) , it is tempting to explore Menard's method, while keeping in mind its possible limitations. The broad redshift range of our sample, combined with those of the SDSS studies, puts us in unique position to compare with the cosmic star formation history.
In Figure 21 , we show the SFR density calculated using Equations 36 to 38, for Mg ii absorbers having W r > 1 A (large circles). We also include previous results at low redshift from Nestor et al. (2005) and Prochter et al. (2006) over the same equivalent width range (smaller circles). For comparison, we overplot (with triangles) star formation rate densities obtained using recent determinations based on dropout counts from deep HST/WFC3 galaxy surveys at z > 4 (Bouwens et al. 2010 (Bouwens et al. , 2011 , from a combination of ground-based spectroscopic Hα and Spitzer MIPS 24µm data at z ∼ 3 (Reddy et al. 2008) , and from the GALEX VIMOS-VLT Deep Survey at lower redshifts (Arnouts et al. 2005 ). Menard's transformation produces star formation rate densities in excellent agreement with the galaxy survey literature throughout the entire Mg ii absorption redshift search range probed, 0.5 z 5. These results do not conclusively demonstrate the accuracy of Equation 36-indeed application of Menard's redshift dependent version of Equation 36 led to very high SFR values per absorber at z ∼ 5 and therefore predicted significantly higher SFR densities. However this exercise certainly suggests that the connection between Mg ii absorption and SFR is real for the strongest subset of Mg ii absorbers, and stretches over the full cosmic history.
Application of the Mg ii -SFR conversion to weaker absorbers (W r < 1Å) does not produce good agreement with galaxy surveys. These systems, as seen in Figure 17 , exhibit remarkably little evolution in dN/dX over all redshifts considered (0.5 z 5). This suggests that any physical connection between Mg ii and star formation is mostly limited to the stronger end of the Mg ii equivalent width distribution. Indeed different astrophysical processes may govern the evolution of systems at high and low equivalent width, with the division occurring roughly at W R ∼ 1Å as suggested by Lovegrove & Simcoe (2011) and .
CONCLUSIONS
Using FIRE, we have conducted an infrared survey of intervening Mg ii absorption toward the sightlines of 46 distant quasars with redshifts 3.55 ≤ z ≤ 6.28. The overall survey has an effective sensitivity of 0.337 ± 0.090Å and a FWHM resolution of 50 km/s. A combination of automated and human methods were used to identify and measure the properties of detected systems, and we performed extensive simulations to characterize our sample's incompleteness and contamination from false positives. Our main findings are as follows:
1. We find 110 isolated Mg ii systems (and one proximate system) ranging in rest equivalent width from W r = 0.08Å to W r = 5.58Å and in redshift from z = 1.98 to z = 5.33, including 5 systems with z > 5.
2. The population distribution d 2 N/dzdW resembles an exponential with a characteristic scale W * = 0.824 ± 0.090Å across the full survey. When we divide the survey into three redshift regions and combine our results with earlier results from Nestor et al. (2005) , we find that this characteristic scale W * rises with redshift until z ∼ 2 − 3 (where we find more strong systems), and then falls towards higher redshifts.
3. For weaker Mg ii absorbers (W r < 1Å), the linear density is statistically consistent with no evolution, having dN/dX ∼ 0.1 with a scatter of only ∼ 15% − 25% from z = 0.4 to z > 5, a period of > 8 Gyr. In contrast, the stronger Mg ii absorbers (W r > 1Å) grow in number density by a factor of ∼ 2 − 3 from the present towards z ∼ 3, after which they drop off by a comparable amount toward z ∼ 5. We interpret this as evidence of two distinct Mg ii populations, one which follows the global star formation rate density, and another which is nearly constant in comoving aggregate cross section.
4. For strong Mg ii absorbers (W r > 1Å), the Mg iito-star formation rate scaling of Ménard et al. (2011) , together with our measured Mg ii frequency, agrees remarkably well with classically measured star formation density rates. While the recent analysis of López & Chen (2011) cautions against a detailed exploration of this specific model, the excellent agreement with our dN/dX measurements are highly suggestive of a connection between strong Mg ii absorption and star formation.
5. For the weaker systems, models based on the predicted Mg ii occupation of dark matter haloes substantially under-predict dN/dX at high redshifts. This discrepancy derives from the low absorption efficiency of small mass haloes locally (which are used for scaling), combined with the relative scarcity of high mass haloes in the early universe. To resolve the difference, the numerous low-mass haloes present at early times would need to have an enhanced absorption efficiency relative to present day levels.
6. We are able to produce the observed dN/dX more accurately using scaling relations between galaxy luminosity and halo size derived at low redshift, but integrated over appropriate high redshift determinations of the galaxy luminosity function. The correspondence is most accurate when the Mg ii absorbing halo's size scales with a fixed, redshift-independent fiducial luminosity. Since L * B increases with redshift, this implies that the effective gaseous halo of an L * B galaxy is larger at earlier times. This model leaves the lower integration limit L min down the faint-end slope as a free parameter, set to match the normalization of dN/dX. Our best match is for L min ≈ 0.2L * B , so that large populations of low-luminosity galaxies are not strictly required to explain the observed Mg ii frequency, even at high redshift.
Our results indicate that Mg ii absorption remains commonplace in the early universe, having evolved relatively little over a period exceeding 8 Gyr. This is in contrast to the C iv number counts, which decline by almost an order of magnitude over the same interval (K. Cooksey, private communication), and the density of the intergalactic H i Lyman alpha forest, which thickens markedly toward the epoch of reionization (Becker et al. 2007) .
At low redshift, Mg ii absorbers are typically associated with ∼ 100 kpc gas haloes surrounding ∼ L * galaxies. The Mg ii counts at high redshift can also plausibly be reproduced using fairly luminous galaxy populations. As will be shown in forthcoming work, the H i and other metal line properties of the high-redshift Mg ii systems also do not differ dramatically from the local population.
Yet the properties of the host galaxies themselves must have evolved substantially over the same period. As estimated by Gabasch et al. (2004) L * B brightens by a factor of ∼ 2, while Φ * declines by an order of magnitude over the redshift path where Mg ii has now been characterized. If the high redshift Mg ii absorbers are similarly associated with distinct galaxies, then the mass substructure within their dark matter haloes must have evolved significantly from z ∼ 5 to the present. Moreover, high resolution, rest-frame optical morphology studies of distant galaxies generally find that at fixed stellar mass, galaxies have smaller half light radii (0.7 − 3 kpc at z ∼ 3) going backwards in time (Law et al. 2011; Papovich et al. 2005; Franx et al. 2008; van Dokkum et al. 2010 ).
It appears that as the stellar populations of typical galaxies grow from the inside out, the gaseous haloes of the same galaxies may be populated with metals very early on, and that the gas halo properties evolve much more weakly than do the galaxies themselves. If our hypothesis is correct that the observed dN/dz may be recovered entirely by galaxies with L > 0.2L * , then it should be possible to observe such systems directly at intermediate redshifts, up to z ∼ 3 − 4. Along with further spectroscopy to improve upon the modest sample sizes presented here, such follow up of Mg ii -selected galaxies may constitute a fruitful means for studying the concurrent buildup of the stellar and near field circumgalactic environments.
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APPENDIX
MATHEMATICAL FRAMEWORK FOR VARIABLE COMPLETENESS If our data set were 100% complete over the Mg ii redshift search range and rest frame equivalent width range W min k < W < W max k spanned by a bin k, then the expected number of Mg ii systems N k found within this bin would be given by the integral of the population distribution d 2 N/dzdW weighted by the sum of the regions R q (z) probed along each sightline; more specifically,
where the range of the integral, denoted by subscript k, is over the redshift and rest frame equivalent width range of the bin. The total path ∆z k in this bin would then be
where the integral is now only over redshift. If we denote the change in equivalent width of the bin as ∆W k ≡ W max k −W min k , then the population density is estimated as
With less than 100% completeness, the expected number of Mg ii systemsN k found within this bin is instead
We define the proportionality constant between N k and N k to be the average completeness C k in this bin,
which leads to
Mathematically, this is equivalent to calculating the average completeness across the bin using a probability density proportional to the product of the population distribution and the summed regions probed. According to Equations A3 and A6 above, the completeness-corrected estimate of the population density is then
Similarly, the estimates of the rest frame equivalent width distribution dN/dW and the absorber line density dN/dz are given by
and
If, as we argue in the main text, we assume that the population distribution d 2 N/dzdW is constant over bin k when calculating C k , then the average completeness across the bin reduces to
where we have employed the definition of g(z, W ) from Equation 5 and the definition of the total path length given in Equation A2. Plugging this equation for C k back into Equation A8 for the population density above yields
MATHEMATICAL FRAMEWORK FOR FALSE POSITIVE CORRECTION Let d 2 F/dzdW denote the population density of false positives that our automated line identification system flags as potential candidates. The total number of false positives F k in bin k is given by
If A F q (z, W ) is the probability of the user accepting a false positive in sightline q at redshift z and rest frame equivalent width W , then the number of actual false positivesF C k that the user correctly identifies is
(A15) Along with these, the user incorrectly identifies some real Mg ii systems as false positives,
where L q (z, W ) is the automated completeness and C q (z, W ) is the total completeness as given in Equation 3, which also accounts for the user's decisions.
In terms of accepted candidates, the number of correctly accepted Mg ii candidatesN C k follows from Equation A4,
Along with these systems, the user incorrectly accepts some false positives, the numberN I k of which is given by
As before, we will assume that the Mg ii and false positive population densities vary negligibly over the course of a single bin. Therefore, we may define the expected value of an arbitrary function h(z, W ) over bin k according to
With this definition, the number of identified (real and spurious) Mg ii systemsN k and false positivesF k in bin k are given by
Here, we have two equations and two unknowns, namely the number of real systems N k and true false positives F k . Solving for N k gives
The population densities are then given by Equations 9 to 11 with this value substituted for N k .
