Abstract. We prove that heterodimensional cycles can be created by unfolding a pair of homoclinic tangencies in a certain class of C r (r = 3, . . . , ∞, ω) diffeomorphisms. This implies the existence of a C 2 -open domain in the space of synamical systems with a certain type of symmetry where systems with heterodimensional cycles are dense in C r . In particular, we describe a class of threedimensional flows with a Lorenz-like attractor such that an arbitrarily small perturbation of any such flow can belong to this domain -in this case the corresponding heterodimensional cycles belong to a chain-transitive attractor of the perturbed flow.
Introduction
A heterodimensional cycle is formed by intersections between invariant manifolds of periodic orbits of different indices (dimensions of unstable manifolds). As a mechanism causing non-hyperbolicity, heterodimensional cycles were first studied by Newhouse and Palis in [27] . Later on, a systematic study was carried out by Diaz and his collaborators in [6, [8] [9] [10] . Bonatti and Díaz built in [7] a comprehensive theory on C 1 diffeomorphisms having heterodimensional cycles of co-index one (i.e., when the difference between the indices is one). They also showed the C 1 -robustness of heterodimensional cycles -a C 1 -small perturbation of a system with a heterodimensional cycle can always be constructed such that the system gets into a C 1 -open domain in the space of dynamical systems where systems with heterodimensional cycles are dense (in C ∞ or C ω sense). A general higher smoothness version of this result is missing and a C r theory (with r > 1) of perturbations of heterodimensional cycles is much less developed (see, however, [8-10, 21? ] ).
The aim of this work is to provide more examples where heterodimensional cycles appear naturally in multidimensional sytems. In particular, we show that heterodimensional cycles can be born (after a C r small perturbation, for an arbitrarily large r, including the case of perturbations small in the real-analytic sense) out of a certain type of homoclinic tangencies. As homoclinic tangencies persist in the so-called Newhouse domains (C 2 -open regions in the space of dynamical systems where systems with homoclinic tangencies are C r -dense for every r), this gives us the persistence of heterodimensional cycles in the corresponding type of the Newhouse domain (we actually deal with the space of systems with a certain type of symmetry, as described below).
Our main application is the problem of the periodic perturbation of the Lorenz-like attractors. We understand the Lorenz attractor as the object described by the Afraimovich-Bykov-Shilnikov geometrical model [2, 3] . This means that we take an autonomous system of ODEs that has a saddle equilibrium state with one-dimensional unstable manifold. We take a cross-section to the stable manifold and assume that all orbits that start from the cross-section return to its inner part in a positive time (except for the orbits that start from the stable manifold -these tend to the equilibrium state). We also assume uniform hyperbolicity for the return map to the cross-section (exact conditions for that can be written as in [2, 3] or in any other equivalent form). A small neighbourhood of the closure of the set of all orbits that start from the cross-section is a strictly forward-invariant region (an absorbing domain). The attractor inside this domain is the Lorenz attractor in the AfraimovichBykov-Shilnikov sense. In [40, 41] , it was checked with the use of rigorous numerics that the classical Lorenz system satisfies the conditions of [2, 3] These systems serve as normal forms for several codimension-3 bifurcations of equilibrium states in systems with certain types of Z 2 -symmetry [? ? ]. Therefore, the existence of the Lorenz-like attractor in these normal forms also implies that the Lorenz-like attractor is born at the unfolding of such bifurcations. Importantly (see [? ] ), the same systems serve as normal forms for some codimension-3 bifurcations of periodic orbits, meaning that some iteration of the map undergoing such bifurcation is close (in appropriately chosen coordinates) to the time-1 map of the flow of the corresponding normal form. This means that these bifurcations give rise to attractors obtained by applying a small time-periodic perturbation to a Lorenz-like attractor.
The question of the time-periodic perturbation of the Lorenz-like attractors is also interesting in its own right. A general theory proposed in [? ] asserts that after any sufficiently small timeperiodic perturbation is applied to a system with a Lorenz-like attractor the period map will have a unique chain-transitive attractor A. The equilibrium state of the non-perturbed system becomes the saddle fixed of the period map, and this fixed point, along with its unstable manifold, belongs to A. The unstable manifold may have homoclinic tangencies to the stable manifold. In this paper, we give conditions, under which an arbitrarily small perturbation of such tangencies can create a heterodimensional cycle that involves the fixed point (with one-dimensional unstable manifold) and another saddle periodic orbit with a two-dimensional unstable manifold. By [? ] , the attractor A coincides with the set of all points attainable from the fixed point (i.e., it consists exactly of such points which, for every ε > 0, are end points of an ε-orbit starting at the fixed point). Therefore, when the heterodimensional cycle containing the fixed point exists it lies in A, and the entire unstable manifolds of both its periodic points also lie in A. This underscores very non-trivial dynamics in the attractor: as A contains saddles with different numbers of positive Lyapunov exponents (1 and 2), the relevance of Lyapunov exponents computations for the understanding of chaos represented by such attractors becomes unclear.
In our analysis we do not need to be restricted to the case of periodically perturbed Lorenzlike system only, we just need to assume the existence of a particular type of homoclinic tangencies. Namely, denote by Diff r (M) the space of C r diffeomorphisms on a D-dimensional compact manifold, where r 3 and D 3 unless otherwise specified. Let F ∈ Diff r (M) satisfy the following conditions.
(C1) F has a saddle periodic point O with multipliers γ, λ, λ 1 , . . . , λ D−2 satisfying |λ D−2 | < · · · < |λ 1 | < |λ| < 0 < |γ| (1) and
where λ and γ are real. There exist two orbits Γ,Γ of homoclinic tangency between the unstable and stable manifolds of O. In order to formulate the next condition, we recall some definitions. Denote by W uE (O) a two-dimensional invariant manifold tangent to the eigenspace corresponding to λ and γ -the unstable and weak stable multipliers of O, and call it the extended unstable manifold of O. This manifold is not unique, but it contains W u (O) and any two of these manifolds are tangent to each other at every point of W u (O). Detailed discussion can be found in Chapter 13 of [39] . For any diffeomorphism satisfying (C1), there is a unique strong-stable C r -foliation F 0 in the stable manifold W s (O) which includes, as a leaf, the strong-stable manifold W ss (O) (tangent at O to the eigenspace corresponding to the maltipliers smaller than λ in the absolute value). Assume the diffeomorphism F satisfies the following non-degeneracy assumption.
(C2) The homoclinic tangencies at the points of the orbits Γ,Γ are quadratic, the orbits Γ andΓ do not lie in W ss (O), and the manifold W uE (O) is transverse to the strong-stable foliation F 0 at the points of Γ andΓ (in particular, W uE (O) is transverse to the stable manifold W s (O) at the points of Γ andΓ).
Observe that if we add any C 2 -small perturbation to F without destroying the homoclinic tangencies, condition (C2) will remain fulfilled.
It should be noticed that the existence of two orbits of homoclinic tangency is necessary for creating heterodimensional cycles in diffeomorphisms of the type considered in this paper, i.e., those having a saddle with real multipliers nearest to the imaginary axis. It is shown in ?? that periodic orbits of different indices can be obtained by unfolding a single orbit of homoclinic tangency. However, these points and O cannot form heterodimensional cycles since, in the case of a single homoclinic tangency, they all lie in a certain two-dimensional invariant manifold (see [42] ) while heterodimensional cycles require at least 3-dimensional phase space. Therefore, we must consider an interplay between two orbits of homoclinic tangency. This is similar to the results of [22, 23] where we obtained heterodimensional cycles by perturbations of a pair of homoclinic loops to a saddle-focus equilibrium state.
A way to make homoclinic tangencies come in pairs is to assume symmetry in the system. Note that Lorenz-like systems that motivate this work do possess symetry, so when such system has a homoclinic loop it also has a second one. When we add a periodic perturbation that keeps the symmetry, the pair of homoclinic loops can transform to a symmetric pair of homoclinic tangencies of the type we consider here.
The diffeomorphism F is Z 2 -symmetric if there exists a C r -diffeomorphism R such that R 2 = id and R • F = F • R. In order to describe our assumptions on the involution R, consider a small neighborhood V of the point O. We assume that the orbit of O is symmetric with respect to R, so RO = O. It is well-known that one can choose coordinates in V , with O at the origin, such that R will be linear in these coordinates (a nonlinear involution v → R(v) becomes linear, v new → R 0 v new , after the coordinate transformation v new = (v+R 0 R(v))/2, where R 0 is the derivative of R at zero). Choose these coordinates and consider the restriction F τ | V , where τ is the period of O. Let v = (x, y, z) where the x-, y-, and z-spaces are the eigenspaces corresponding to λ, γ, and the rest of the multipliers {λ i }, respectively. As the linear map R commutes with the derivative DF τ at O, invariant subspaces of DF τ are invariant with respect to R too, and, particularly, the x-, y-and z-spaces are invariant under R. We assume that R in V acts in this way:
where S is a non-trivial involution that changes the signs of some of z-coordinates.
Denote by Diff r s (M) the subspace of Diff r (M) consisting of R-symmetric diffeomorphisms. Maps that are close to F in Diff r (M) (in particular, the maps that are close to F in Diff r s (M)) have a saddle periodic point, a hyperbolic continuation of O, that continuously depends on the map; its stable and unstable manifolds also depend on the map continuously. Those of these maps that have orbits of homoclinic tangency close to Γ form a codimension-1 surface H in Diff r (M). For the maps that belong to the surface H ∩ Diff r s (M) we also have a symmetric to Γ orbit of homoclinic tangency, Γ; conditions (C1) and (C2) are fulfilled for every map in this surface. One can define a functional µ in a neighborhood of F in Diff r (M) such that dµ(F ε) dε = 0 for any one-parameter family F ε of maps in Diff r (M), which is transverse to the surface H, and |µ(F ε )| measures the distance between the unstable and stable manifolds of O near a certain point of Γ. Thus, the surface H is given by the equation µ = 0. Another functional we need is θ = − ln |λ|/|γ| (it is a modulus of topological conjugacy and is known to play important role in bifurcations of homoclinic tangencies). We consider any two-parameter family F ε 1 ,ε 2 of diffeomorphisms from Diff r s (M) (so all diffeomorphisms in the family are symmetric) such that F 0,0 equals to the map F and assume that
This condition means that we can consider µ(ε 1 , ε 2 ) and θ(ε 1 , ε 2 ) as new parameters, so we further use the notation F µ,θ for the chosen family. Let θ * be the value of θ for the original diffeomorphism F , so F = F 0,θ * .
We also need one more (open) condition on the multipliers of O:
We do not know if Theorem 1 below holds without this condition, but our proof uses it in an essential way.
We can now state the main result of the paper. Theorem 1. Let {F µ,θ } be the two-parameter family of diffeomorphisms in Diff r s (M) such that F 0,θ * satisfies conditions (C1) -(C3). Then, there exists a sequence {(µ j , θ j )} accumulating on (0, θ * ) such that for any sufficiently large j the diffeomorphism F µ j ,θ j has a symmetric pair of heterodimensional cycles, each of which includes the index-1 saddle O and some index-2 saddle.
Let us sketch the proof of this theorem. First, by changing µ, we destroy the original homoclinic tangency and obtain a new oneΓ such that transverse homoclinics to O will exist nearΓ and also some additional properties are satisfied byΓ (see Lemma ??). It is known [? ] that by changing θ one can create a saddle orbit of index 2 nearΓ (condition |λγ| > 1 is crucial here, as it implies expansion of areas transverse to the strongly contracting directions). By using the existence of transverse homoclinis to O, we prove that for any index-2 saddle periodic point nearΓ, its unstable manifold will intersect W s (O) (see Lemma 8) . Finally, we show that, by changing µ and θ together, an index-2 saddle periodic point Q can be created nearΓ such that W s (Q) intersects the piece of the unstable manifold of O near the orbit of homoclinic tangency which is symmetric toΓ (see Lemma 9) . In order to be able to do this, we need to have W s (Q) sufficiently "straight", which we achieve using condition (C3). The obtained existence of both intersections of W s (Q) with W u (O) and W u (Q) with W s (O) means the existence of the heterodimensional cycle involving O and Q (see Figure 1 ). Recall that the Newhouse region in Diff r (M) is an open set comprised by diffeomorphisms having the so-called wild-hyperbolic set [? ] . Systems with homoclinic tangencies are dense in the Newhouse region. Moreover, any family of diffeomorphisms which is transverse to a codimension-1 surface filled by diffeomorphisms which have a saddle periodic point O with a homoclinic tangency which satisfies the non-degeneracy conditions described in (C2) intersects the Newhouse region over an open set of parameter values, so parameter values corresponding to the existence of homoclinic tangencies to the hyperbolic continuation of O are dense in these regions and the non-degeneracy conditions described in (C2) are fulfilled for these tangencies [? ] . Since our family F µθ is transverse to the codimension-1 surface H, it follows that we have open regions in the (µ, θ) plane where the parameter values are dense for which the map F µθ has a symmetric pair of homoclinic tangencies satisfying conditions (C1)-(C3). Thus, Theorem 1 implies the following result on the Newhouse region in Diff r s (M):
There exist open sets in the plane of parameters (µ, θ) where parameter values corresponding to the existence of a pair of symmetric homoclinic tangencies to O are dense and parameter values corresponding to the existence of heterodimensional cycles involving O and an index-2 saddle periodic point are dense.
Let us now consider the case without symmetry. In this case, the simultaneous existence of two homoclinic tangencies given by condition (C1) is a codimension-2 phenomenon. Each of these homoclinic tangencies can be split independently, so we can introduce two splitting parameters, µ 1 and µ 2 , which measure the distance betrween the stable and unstable manifolds near a point of Γ and, respectively, a point ofΓ. As we have more parameters which we can perturb independently, the result analogous to Theorem 1 becomes easier to obtain. In particular, we do not make assumption (C3) in the non-symmetric case. However, we need one more condition, without which the birth of heterodimensional cycle from the pair of homoclinic tangencies satisfying (C1) and (C2) will be impossible.
Recall that a uniquely defined smooth strong-stable foliation F 0 exists in the stable manifold of O. The homoclinic orbits Γ andΓ lie in W s (O), so for each point of these orbits there is a uniquely defined leaf of F 0 which passes thorugh this point. Assume that the following "coincidence condition" holds:
(C4) there is a leaf of F 0 which contains, simultaneously, a point of Γ and a point ofΓ.
Note that if condition (C4) is not satisified, then both orbits of homoclinic tangency will be contained in the same three-dimensional invariant manifold, and, therefore, no heterodimensional cycles can be born near them (see [42] ), so (C4) is necessary for creation of heterodimensional cycles. This condition is automatically fulfilled in the symmetric case, but in the general case this is an additional equality-type condition, which makes the bifurcation under consideration to be of codimension 3. In principle, when we consider perturbations of systems satisfying conditions (C1), (C2), and (C4), we may consider the distance between the nearest leaves of the foliation F 0 passing through the points of Γ andΓ as an independent bifurcation parameter. We, however, do not need this and consider an arbitrary 3-parameter unfolding F ε , ε = (ε 1 , ε 2 , ε 3 ) of the map F satisfying (C1), (C2), and (C4), for which we require only that
Thus, we can choose (µ 1 , µ 2 , θ) as new parameters.
The same strategy we use for the proof of Theorem 1 gives us the following Theorem 2. Let {F µ 1 ,µ 2 ,θ } be a three-parameter family of diffeomorphisms in Diff r (M) such that F 0,0,θ * satisfies conditions (C1), (C2) and (C4). Then, there exists a sequence {(µ 1 j , µ 2 j , θ j )} accumulating on (0, 0, θ * ) such that for every sufficiently large j the diffeomorphism F µ 1 j ,µ 2 j ,θ j has a heterodimensional cycle including a hyperbolic continuation of the index-1 saddle periodic point O and an index-2 saddle periodic point. Now we can return to periodically perturbed Lorenz-like systems. Examples of such systems are the classical Lorenz model [25]     ẋ
and the Morioka-Shimizu model [? ]
A computer-assisted proof for the existence of Lorenz attractor in system (4) for the values of parameters (σ, ρ, β) close to σ = 10, ρ = 28, β = 8/3 was given in [40, 41] and, in [? ] , for system for an open set of positive values of (α, λ). By Lorenz attractor we mean the attractor in the sense of Afraimovich-Bykov-Shilnikov (ABS) model, see [2, 3] .
Briefly, the ABS model can be described as follows. Let a smooth system of differential mequations have a saddle equilibrium state O with a one-dimensional unstable manifold W u (O). Assume also that the nearest to the imaginary axis characteristic exponent (an eigenvalue of the linearization matrix) at O is real and negative. Take a closed and bounded cross-section Π (of codimension 1) transverse to a piece of the stable manfiold W s (O), and let the two unstable speratrices Γ 1 and Γ 2 of W u (O) intersect Π at some points M 1 and M 2 , respectively. Denote by Π 0 the intersection of Π with W s loc (O), and by Π 1 and Π 2 the two parts separated by Π 0 such that we have Π = Π 0 ∪ Π 1 ∪ Π 2 . Then, consider the Poincaré map T on Π induced by the orbits of the system -we assume that every otbit srarting from Π\Π 0 returns to Π, so the Poincare map is defined everywhere on Π\Π 0 (the orbits that start on Π 0 tend to O as t → +∞ and do not return to Π). Let (u, v) be the coordinates on Π such that {u = 0}, {u > 0} and {u < 0} correspond to Π 0 , Π 1 and Π 2 , respectively (see figure 2) . The map T is smooth outside Π 0 , and for a point M = (u, v) we have
We assume that the image T (Π) lies strictly in the inner part of Π, so a small neighborhood D of the set formed by forward orbits starting from Π is strictly forward-invariant, hence there is an attractor inside D (the Lorenz attractor). By the assumption on the characteristic exponents at O, the map T near Π 0 is expanding in the u-direction and contracting in the v-direction. The main assumption of the ABS model is that this hyperbolicity property extends to the whole of Π. Under this assumption, there exists a smooth stable invariant foliation F s on Π, which includes Π 0 as one of its leaves. Furthermore, the quotient map of T obtained by taking quotient along the leaves of F s is expansive. This allows for a detailed study of the structure of the attractor in D (see [2, 3] for details).
We will call the system Lorenz-like if satisfies the above described properties of the ABS model. Note that both models (4) and (1) are symmetric with respect to (x, y) → (−x, −y). In terms of the ABS model, we will call it symmetric if the Poincare map is symmetric with respect to an involution that changes the sign of the expanding (u) variable.
Note that the equilibrium state O is a saddle-fixed point for the time-τ map of the system for any τ . If we add a small τ -periodic perturbation to a Lorenz-like system, then O would continue as a saddle fixed point of the time-τ map. Theorem 7 in [44] states that for all small time-periodic perturbations of a Lorenz-like system the period map has a unique chain-transitive attractor A ⊂ D which coincides with the set of all points attainable from O by ε-orbits for all ε > 0. In particular, the attractor A contains O and its unstable manifold. Therefore, when O is a part of the heterodimensional cycle, this heterodimensional cycle is in (A). Now, recall that systems with homoclinic loops to O are C ∞ -dense among Lorenz-like systems [2? ]; systems with a symmetric pair of homoclinic loops to O are C ∞ -dense among symmetric Lorenz-like systems. For the time-τ map of the system (without a priodic perturbation), the homoclinic loop correspond to a continuous family of orbits homolcinic to the fixed point O, i.e., to a non-transverse intersection of its stable and unstable manifolds. Thus, given any symmetric Lorenz-like system, we can add an arbitrarily small time-independent perturbation such that condition (C1) will be satisfied. Next, by an arbitrarily small time-periodic perturbation we can achieve the non-degeneracy conditions (C2) satisfied, and this, obviously, can be done without destroying the symmetry.
Thus, in order to apply Theorem 1, it remains to check condition (C3). The multipliers of O for the time-1 map of an autonomous flow are exponents of the eigenvalues of the linearization matrix of the system at O. Therefore, condition (C3) will be fulfilled by the tima-τ map of a Lorenz-like flow (and, hence, by any sufficientlys small perturbation of it) if (C3') Reα 1 < 2α and α + 2 3 β < 0, where α j , α and β are the characteristic exponents of O such that
We arrive at the following Theorem 3. Let the equilibrium state of a symmetric Loremz-like system satisfy condition (C3'). Then, there exists an arbitrarily small time-periodic perturbation that keeps the symmetry of the system such that the attractor A of the period map of the perturbed system contains a heterodimensional cycle involving O and an index-2 saddle periodic point. Moreover, in an open neighborrhood of this map in Diff r s (D), a heterodimensional cycle is a part of the attractor A for a C r -dense subset of this neighborhood (r ≤ ∞).
If condition (C3') is not fulfilled, then a weaker statement follows from Theorem 2.
Theorem 4. For any symmetric Loremz-like system, there exists an arbitrarily small (in C r , r ≤ ∞) time-periodic perturbation such that the attractor A of the period map of the perturbed system contains a heterodimensional cycle involving O and an index-2 saddle periodic point.
Note that the Lorenz system (4) does not satify condition (C3') at classical parameter values, while the Morioka-Shimizu system (1) does satisfies this condition for the set of parameter values for which a proof of the existence of Lorenz attractor is obtained in [? ] . Therefore, Theorem 4 is applicable to time-periodic peryturbations of the Lorenz attractor in the Lorenz system, and a stronger Theorem 3 is applicable to the periodically perturbed Lorenz attractor in the Morioka-Shimizu system. The rest of this paper is organised as follows. In Section 2 we describe the dynamics near O and define the first return map. In Section 3 we introduce some perturbations which give us a homoclinic tangency with some special properties required to create heterodimensional cycles. Next, we give in Section 4 the condition for having a periodic point of index 2. Finally, with all this preparation, we prove Theorems 1 and 2 in Section 6.
The first return map
Let F ∈ Diff r s (M) fulfil conditions (C1) -(C3). We embed it into the two-parameter family F µ,θ such that F = F 0,θ * , where µ and θ are the parameters mentioned in the introduction. Observe that this family is transverse to the surface of diffeomorphisms satisfying (C1) -(C3) in Diff r s (M).
Recall that U is the neighbourhood of O ∪ Γ ∪Γ where the foliation F s exists. We consider a small neighbourhood V ⊂ U of O, and take two points 
Let ϕ be a chart on V , and ϕ 1 be the coordinate transformation defined above (3) . We now introduce a C 2 coordinate transformation ϕ 2 (see the Appendix) such that the symmetry R takes the same form (3) in the new coordinates and the map
where the matrix A corresponds to multipliers λ 1 . . . λ D−2 , the functions f i (i = 1, 2, 3) and their first derivatives vanish at the origin, and, furthermore, we have
for sufficiently small x, y and z. The first two equations in (7) mean that the local manifolds W s loc (O) and W u loc (O) are straightened. The third and forth equations correspond to the linearisation of the mapȳ = γy + f 2 (0, y, 0), and the linearisation of the quotient map on W s loc (O) obtained by taking factorisation of the leaves of the strong-stable foliation, and the linearisation of the mapȳ = γy + f 2 (x, y, z) restricted to {x = 0, z = 0}. The last two equations are the consequence of straightening a certain local invariant manifold W uE loc (O) together with the foliation F uE on it, where W uE loc (O) is symmetric with respect to R. See Appendix 7.3 for details on how to find such manifold and foliation. Remark 1. Since the quadratic tangencies are considered, there will be second derivatives in the global map, which requires at least C 2 smoothness of the coordinate transformation with respect to variables. The C 2 smoothness of ϕ 2 is guaranteed by the assumption |λ 1 | < λ 2 when r 3. In the proof of Theorem 1, we will use the implicit function theorem which requires C 1 smoothness of the system with respect to parameters. This is ensured when r 3, and, in fact, the dependence on parameters will be C 2 if r > 3. See Appendix for the details.
Remark 2. It will be seen in the proof of Theorem 2 that the last two identities in (7) are needed only for the symmetric case. Without them, transformation ϕ 2 will be C r with respect to variables, and together with its derivatives be C r−2 with respect to parameters.
Remark 3.
Although the diffeomorphism is now brought to C 2 , we will find in a C r family a subset of diffeomorphisms accumulating on F such that every diffeomorphism of this subset has heterodimensional cycles.
Since we will only consider the maps T 0 and T 1 which are both defined locally, for simplicity we identify F and R with the maps
respectively. This means that we view T 0 , T 1 and R as diffeomorphims on R D , where T 1 and R take the forms (6) and (3), respectively. As mentioned above, under the new system of coordinates, the local stable and unstable manifolds of O are straightened, i.e. we have W s loc (O) = {y = 0} and W u loc (O) = {x = 0, z = 0}. The leaves of F s in W s loc (O) has the form {x = c, y = 0}. The points M + and M − now have coordinates (x + , 0, z + ) and (0, y − , 0), respectively.
In order to obtain the first return map for Π 0 , we need to consider the iterates of points in Π 0 under T 0 . Take any point (x 0 , y 0 , z 0 ) ∈ U , and let (
is a uniquely defined function of x 0 , y k and z 0 on a small neighbourhood of (x + , y − , z + ) for any k 0 (see e.g. [13, 36] ). Particularly, the following relations hold for all sufficiently large k:
whereλ,γ are close to λ, γ and satisfy |λ| > |λ| and |γ| < |γ|. Hereλ can be any real number such that |λ| > λ 2 , and the difference is that there will be some bounded multipliers to φ k andφ k . The functions φ k , ψ k ,φ k and their derivatives up to order (r − 2) are uniformly bounded for all large k. In fact, we have some good estimations for the following derivatives which will be used later to find the formula for leaves of F s :(see Lemma 7)
Lemma 1. The derivatives ∂x k ∂z 0 and ∂z k ∂z 0 satisfy
where N 1 and N 2 are some constants, and λ 0 can be arbitraily close to |λ 1 | with |λ 1 | < λ 0
Proof. It follows from the idenities in (7) that
where the dots denote the terms that tend to zero as x, y, z tend to zero. We now write T 0 in a cross form asx = λx + f 1 (x, y, z),
and use mathematical induction to find the derivatives ∂(x k , z k )/∂z 0 . The relation between the point (x 0 , y 0 , z 0 ) and its j-th (1 j k) iterate (x j , y j , z j ) can be deduced from the above formula as
Obviously, we have
where λ 0 satisfies A < λ 0 < λ 2 , and C i are some uniformly bounded constants. Note that the inequalities
hold for s = 1 when y is sufficiently small. We now assume that these inequalities hold for 2 s j−1, and prove that they remain true for s = j. With noting the equations (10) and the inequalities (12) and (13), the derivative ∂x j /∂z 0 can be calculated from the first equation in (11) as
which, by taking the neighbourhood Π 0 small, gives
The estimation for ∂z j /∂z 0 can be done in the same way.
Therefore, by mathematical induction (12) holds for all s, and the lemma is proven by taking s = k.
The global map T 1 can be written in Taylor expansion since it is a diffeomorphism. Under the coordinate system where the formula (6) is valid, the map T 1 assumes the following form: [16] 
where µ is the splitting parameter, coefficients b, c, d = 0 and the functions h 1,2,3 can be estimated as
Likewise, all coefficients and functions in (17) depends on µ. Since y + (µ) is the y-coordinate of F l µ,θ (M − ) and it solely depends on µ, we replace it by µ in the rest of this paper. All the coefficients in formulas (8) and (17), and function f i , h i are at least C r−2 continuous in µ.
Recall the non-degeneracy condition mentioned in Section 1. The three parts of the condition implies
respectively. The first two inequalities are obvious. The third one follows after noting that the transversality of W uE (O) ∩ W s (O) is equivalent to that the Jocabian of the restriction of T 1 to the (x, y)-plane is non-zero.
We now look for the first return map for Π 0 . We redefine the neighbourhoods Π 0 and Π 1 as follows: Figure 3) . Therefore, the first return map T :
For a point X ∈ σ 0 we call the corresponding k in (20) the stay number of X.
Remark 4. The image of σ 0 under T may not be contained in Π 0 . However, throughout this paper, we only consider points sufficiently close to M + such that its image lie in Π 0 . A point X ∈ σ 0 is periodic of T with period n if there exists a sequence {k i } n i=1 such that
We now define the local and global maps near the orbitΓ of the symmetric homoclinic tangency. Denote byM + andM − the points that are R-symmetric to M + and M − . These two points satisfỹ
, and have coordinates (x + , 0, Sz + ) and (0, −y − , 0). We can make the neighbourhood Π 0 a bit larger to containM + . Indeed, since the directions corresponding to coordinates z are strongly contracting, we can let Π 0 be the set {(x, y, z) | |x − x + | < δ/2, |y| < δ, z < δ}. By choosing x + sufficiently small, this neighbourhood can contain both M + andM + , and the property that
Regarding the second neighbourhood forΓ, we defineΠ 1 = {(x, y, z) | |x| < δ, |y + y − | < δ/2, Sz < δ}. We have T
Since the map T 0 is the restriction of F to the neighbourhood U 0 which also containsΠ 0 , the formulas (6) and (8) hold for points inΠ 0 . The new global mapT 1 
There is a countable sequence of disjoint subsetsσ 0
The periodic points ofT can be defined in the same way as (21).
An adjustment to the homoclinic tangency
In order to create a heterodimensional cycle in the small neighbourhood U of O ∩ Γ ∩Γ, we need the homoclinic tangency to satisfy the following conditions:
(a) there are two transverse homoclinic points in W u loc (O) close to M − such that y − is bounded by the y-coordinates of these two points; and (b) the sign of cx + y − is positive, where c is the coefficient in the global map (17) .
As can be seen later in section 6.1, these two conditions are used to show, respectively, the existence of the transverse and the non-transverse intersections between the invariant manifolds of two periodic orbits of different indices. In this section we prove that unfolding one of the two original homoclinic tangencies of F produces a secondary homoclinic tangency satisfying the above conditions. Especially, those satisfying condition (a) are obtained by the following lemma: Lemma 2. Consider the one-parameter family F µ := F µ,θ(µ) satisfying conditions (C1) and (C2). There exists a sequence {µ k } accumulating on µ = 0 such that the saddle O of F µ k has a new homoclinic tangency point M k and two nearby transverse homoclinic points N 1 k and N 2 k such that these points lie in W u loc (O) ∩ Π 1 and tend to M − as k → +∞, and the y-coordinate of M k is bounded by those of N 1 k and N 2 k .
Proof. The idea for creating a secondary homoclinic tangency is to make the iterate
The transverse homoclinic points appear automatically when we split the original tangency in an appropriate direction. By the formula (17) for T 1 , the image
It follows from (8) that, for any point (x, y, z)
where
By plugging (24) into (27) , and plugging (26) and (28) into (29), we obtain the following system whose solutions correspond to homoclinic points (x, y, z) ∈ T 1 (W u (O) loc ):
, and variable z is expressed by others through (25) . Let
. This implies that the derivatives ∂û 1 /X and ∂û 3 /Y vanish at (X, Y ) = 0.
The non-degenerate secondary tangency corresponds to solutions to system (31) with degeneracy of order one, which means that, at any of those solutions, the first derivative of right hand side of this system vanishes and the second derivative does not. Now let the Jacobian of system (31) have determinant zero, and express µ as a function of X and Y from the first equation of (31) and plug it into the second one. We arrive at the following system:
The quadratic tangencies of the original system correspond to non-degenerate solutions to (32) , and the µ values for these tangencies can be found by either of the equations in (31) . In what follows we find the desired solutions to (32) . We assume that k is even and y − > 0. In fact, if y − < 0 we just do a coordinate transformation to make it positive at the beginning.
Consider first the case where cdx + < 0. We do the following scaling:
In the new variables system (32) takes the form
For any sufficiently large k the above system has two non-degenerate solutions (1 + o(1), 1 + o(1)) and (−1 + o(1), −1 + o(1)) corresponding to two solutions to system (32):
These two solutions give us two homoclinic tangencies points (25) and (27), we can find the coordinates of the tangency points as
where we do not write the z-coordinates explicitly. The first equation in (31) gives the µ values which 
We proceed to find the relative positions among the pre-images T −1
. By formula (17) for T 1 , we have
, where i, j ∈ {1, 2}. Since d < 0, the second equation in (17) gives |ŷ i − y − | < |ŷ i j − y − |. Besides, the first equation in (17) and (36) Figure 4(a) ). By the construction we have
If we have d > 0, then unfolding the original tangency at µ = µ i k does not directly create transverse homoclinic points. However, there exist already infinitely many transverse homoclinic points at µ = 0, and each of which persists under small change of µ. Indeed, by using the scaling
system (31) has four non-degenerate solutions
for any sufficiently large k and small µ. These solutions give four transverse homoclinic points in T 1 (W u loc (O)):
Denote these points by N j (j = 1, 2, 3, 4). For any µ i K , there exists a large K such that for any k < K the corresponding transverse homoclinic points given by (38) are preserved at µ = µ i K (see Figure 5) . Note that the x-coordinates of the new tangency point
. By comparing these with the x-coordinates of N j in (38) 
Remark 5. In fact, equation (37) is
which shows that the transverse homoclinic tangency at k are preserved when µ < γ −k y − . Now consider the case where cx + d > 0. By using the scaling
and dividing cλ k γ −k and cλ k x + to the first and second equation of (32), respectively, we arrive at the following system
Remark 6. Here that the term Xv 2 given by the product (X + v 1 )(Y + v 2 ) may contain terms larger than λ k γ −k , so we introduce the term −v 2 (U, 0) in the scaling to kill them.
For any sufficiently large k system (39) has non-degenerate solutions (1 + o(1), 1 + o(1)) and (−1 + o(1), −1 + o(1)), which give the solutions to system (32) as
For each sufficiently large k, these two solutions give us two homoclinic tangencies points 
, where i, j ∈ {1, 2}. Since y − is much larger than Y 1 and Y 2 , it is immediate that the y-coordinates of M 1 and M 2 are positive. Consequently, the second equation in (17) gives |ŷ i − y − | > |ŷ i j − y − |. Besides, the first equation in (17) and (35) Figure 4(d) ). By our construction, it is obvious thatM i ,N i 1 and N i 2 will be arbitrarily close to M − as k increases.
For certainty we write the superscripts in such a way thatM 1 has the largest y-coordinate andM 2 has the smallest one. At µ = µ 1 k with any sufficiently large k, consider the global mapT 1 associated to the new tangency pointM 1 , i.e. the map from a small neighbourhood ofM 1 to a small neighbourhood of
. Now suppose that the corresponding coefficients c, d, x + , y − ofT 1 satisfy cdx + > 0 and dy − > 0. By applying the above result again, we can find a sequence δ k j where δ k j → µ 1 k as j → +∞ such that at µ = δ k j with sufficiently large j there exist a homoclinic tangency point M ∈ W u loc (O) and two transverse homoclinic tangency points N 1 , N 2 ∈ W u loc (O) such that the y-coordinate of M is smaller than those of N 1 and N 2 . Note that the old transverse homoclinic pointsN 1 andN 2 associated toM persist at µ = δ k j . It follows from the fact that M →M as j → +∞ that the y-coordinate of M is bounded by those of N 1 , N 2 ,N 1 and N 2 . For other cases, we have already proved the lemma. Thus, the sequence {µ k } in the statement of Lemma 2 can be obtained by taking an element from {δ k j } with sufficiently large j for each k.
In what follows we show that a secondary homoclinic tangency with cx + y − > 0 can be recovered from any kind of primary tangencies by using the perturbations in the proof of Lemma 2. Therefore, by applying this result to the tangencies given by Lemma 2, we will get homoclinic tangencies that satisfy both conditions (a) and (b).
Lemma 3. The sequence {µ k } in Lemma 2 can be obtained in such a way that for any sufficiently and T k 0 (σ 0 k ), and the hollowed dots denote the points in the orbit of the homoclinic tangency while the solid dots denote those in the transverse homoclinic orbits. Note that such projection is well-defined by the non-degeneracy condition (C2).
large k the product cx + y − associated to the global map of the new homoclinic tangency at µ = µ k is positive.
Proof. Since the secondary homoclinic tangencies created by Lemma 2 are arbitrarily close to the original one, the sign of x + y − corresponding to these tangencies will not change. Therefore, it suffices to look at the sign of the coefficient c corresponding to the new tangencies. From the proof of Lemma 2 we know that at each sufficiently large k there exist two parameter values µ i k (i = 1, 2) corresponding to two homoclinic tangencies, and the associated global map is
By formulas (17) and (8), we have (42) is in fact the y-coordinate of the point T k 0 • T 1 ((x, y, z)), and it equals to Y i k + y − at the point (0, y i k , 0). Thus, we have
Consider first the case where cdx + > 0. By plugging the solutions (40) into the above two equations and letting
which means that c i k have different signs. For certainty we let c 1 k have the same sign as c.
Now suppose cdx − < 0. Let
and plug (34) into (43), we get
which implies that c i k also have different signs in this case. For certainty we let c 1 k have the same sign as c.
We proceed to build the sequence {µ k }. Recall the proof of Lemma 2. If the original tangency is not the case where cdx + , dy − > 0, then we only need to do one perturbation. So we take µ k = µ 1 k if cx + y − > 0, and µ k = µ 2 k if cx + y − < 0. Now suppose cdx + , dy − > 0. Let {µ k } be the sequence given by Lemma 2. Consider the tangency at µ = µ k as a primary one and perturb it again. By the computation on the sign of the new c, we will obtain a sequence {δ n k } n accumulating on µ k such that the tangencies at µ = δ n k have cx + y − > 0 and accumulate on the tangency at µ = µ k . The latter property just means that those tangencies at µ = δ n k with n large enough are bounded by the transverse homoclinic points associated to the tangency at µ = µ k . Therefore, in order to have a new sequence {µ k } whose corresponding tangencies satisfying cx + y − > 0 and having the result of Lemma 2, we can, for example, let µ k = δ k k . This completes the proof of Lemma 3.
The index-2 condition
In this section we will find a condition by satisfying which a period-2 point of T can have index 2. To this aim, we seek for some estimates on the multipliers of periodic orbits of T by considering two invariant subspaces of the tangent space.
The invariant subspaces
We start with the following result: Lemma 4. For any n 0, if a point X satisfies T i (X) ∈ σ 0 for every i ∈ [0, n], then there exist a two-dimensional forward-invariant (or just invariant????) subspace E cu under the map
, where k i > k * (i = 1 . . . n) are the stay numbers of the points T i (X). Moreover, if we order the eigenvalues of DT n+1 as λ 1 , . . . , λ D in decreasing modulus and count multiplicity, then the eigenvalues of the restriction DT n+1 | E cu are λ 1 and λ 2 .
Proof. We consider a cone C cu around the x and y directions defined as
where K is some constant. Let V 0 = (∆x 0 , ∆y 0 , ∆z 0 ) be a vector in C cu , and then we have two linear operators A * , B * whose norms are bounded by K such that
which gives two operators A, B with norms bounded by K satisfying
Denote the images DT k 0 0 (X)V 0 and DT 1 DT k 0 0 (X)V 0 by V 1 = (∆x 1 , ∆y 1 , ∆z 1 ) and V 2 = (∆x 2 , ∆y 2 , ∆z 2 ). By formula (8) and noting that the first derivatives of φ,φ and ψ are bounded, we have the following relations:
By plugging equations (48) into (49) and solving for ∆x 0 , we have
where dots denote small terms which tend to zero as k 0 tends to positive infinity. Equations (48) and (50) imply
Finally we plug equations (48), (52) and (53) into (51), and obtain
We now apply DT 1 to (∆x 1 , ∆y 1 , ∆z 1 ), we have
where A and B are some linear operators. Let K = max( A , B ), and we have
It can be seen from equation (54) that ∆z 1 varies slightly when A and B in (48) changes (i.e. when we choose another vector in C cu ). Indeed, the corresponding change of ∆z 1 can be made as small as we want by choosing k 0 sufficiently large which can be done by taking the neighbourhood Π 0 sufficiently small. Consequently, the number K almost depends only on k 0 and DT 1 
. By repeating the above procedure, we obtain a sequence {K 0 = K , K 1 , . . . , K n+1 }. LetK = max(K 0 , . . . , K n+1 ). Then, we can make the cone
Note that DT n+1 (X) maps C cu strictly into itself. This means that there exists a unique twodimensional invariant subspace E cu inside C cu .
If we chose the neighbourhood of O under consideration small enough, then the eigenspace corresponding to λ 1 and λ 2 are close to the (x, y)-plane, and therefore, it is inside the cone C cu . This means that the eigenspace coincides with E cu . The lemma is proven.
Similarly, there exists an invariant subspace containing the eigenspace corresponding to the strongstable multipliers of a periodic orbit. In fact, this invariant subspace offers more as we use it to find a formula for any leaf of F s that intersects σ 0 . This formula will be used in the proof of Theorem ???.
Lemma 5. For any n 0, if a point X satisfies T i (X) ∈ σ 0 for every i ∈ [0, n], then there exist a (D − 2)-dimensional backward-invariant (or just invariant????) subspace E s under the map
, where k i > k * (i = 1 . . . n) are the stay numbers of the points T i (X). Moreover, if we order the eigenvalues of DT n+1 as λ 1 , . . . , λ D in decreasing modulus and count multiplicity, then the eigenvalues of the restriction DT n+1 | E s are λ 3 , . . . , λ D such that
Proof. We look for the invariant space E s by the same method used to obtain E cu in the proof of Lemma 4. We consider a cone C s around the z directions, which is defined as
where K is some constant. Let Y = T n+1 (X) and 
By equations (8), the following relations hold:
We plug the second equation of (61) into (64) and get
Then, by plugging the above equation and (61) into (62), we have
Similarly, with the help of the second equation of (61) and (65), equation (63) leads to
By making k n sufficiently large (i.e. Π 0 sufficiently small), one can have V 0 ∈ C s .
Denote the image DT −(n+1) (Y )V 2 by V * = (∆x * , ∆y * , ∆z * ) and repeat the above procedure n more times. We obtain
Therefore, V * lies in C s and DT −(n+1) (Y ) maps the cone strictly inside itself. This means that there exists an (D − 2)-dimensional subspace E s inside C s which is invariant under DT −(n+1) (Y ) or DT n+1 (X). By the same argument in the end of the proof of Lemma 4, we know that the eigenvalues of the restriction DT n+1 | F are λ 3 , . . . , λ D . In what follows we estimate the modulus of these eigenvalues.
By equations (65) and (66), we have
which, along with the fact that DT
is bounded on Π 0 , leads to
After repeating this step n more times, we arrive at
Therefore, by noting that (69) holds when V 2 is an eigenvector, we have
Periodic points of index 2
We are now in the position to give the desired condition.
Lemma 6. Let Q ∈ Π 0 be a period-2 point of T with stay numbers k and m, and denote by y 11 and y 12 the y-coordinates of T k 0 (Q) and
Then, the point Q has index 2 if and only if
for some s ∈ (−1, 1). 
Proof. We order the eigenvalues of DT
We restrict our map DT 2 = DT 1 DT m 0 DT 1 DT k 0 to the subspace E cu given by Lemma 4. There is a (D − 2) × 2 matrix R associated to E cu such that for every vector (∆x, ∆y, ∆z) ∈ E cu , we have ∆z = R(∆x, ∆y). In what follows we will find a 2 × 2 matrix A such that
Consequently, condition (71) is equivalent to
We start to find A, and its trace and determinant. For the convenience in the calculation, we consider the map DT k 0 DT 1 DT m 0 DT 1 which has the same eigenvalues as DT 1 DT m 0 DT 1 DT k 0 since they, as matrices, are similar. Note that this new map has an invariant subspace E = DT k 0 E cu , and we will consider its restriction to E .
Formula 8 implies that x 11 = O(λ k ) and z 11 = O(λ k ). Hence, the matrix DT 1 (Q 11 ) can be written as
Take a vector V 1 = (∆x 1 , ∆y 1 , ∆z 1 ) ∈ E . By equation (54), we have that
which along with (75) implies
Note that here we take the term gx 11 out of the original small term O(λ k + η 1 ) since it may lead to a large term later. We proceed to compute DT m 0 V 2 . Throughout the rest of the proof, we denote by dots the small terms that tend to zero as k, m tend to positive infinity. By formula (8) and noting that the first derivatives of functions φ,φ and ψ are bounded, we have
We denote by A 1 and A 2 the 2 × 2 matrices in the top left corners of the matrices in (77) and (78), respectively. The image DT m 0 DT 1 V 1 can now be written as
By repeating the above procedure, we can obtain two matrices A 3 and A 4 of the same form as A 1 and A 2 , respectively, which are
and
Recall the discussion before equation (72). For any vector (∆x, ∆y, ∆z) ∈ E , we have ∆z = DT k 0 R(∆x, ∆y) T . Then, by letting A = A 4 A 3 A 2 A 1 and R = DT k 0 R, we have
Consequently, condition (73) is equivalent to
In what follows we find tr A and det A . By equations (77), (78), (80) and (81), we have
which with some calculation give us
The above estimations for A i (1 = 1 . . . 4) are not enough to obtain a good formula for the determinant since we will lose track of some large terms in the calculation. We mark in A 1 and A 2 the elements that contain O(γ m ) or will multiply to O(γ m ) in the product A 1 A 2 , and rewrite A 1 and A 2 as
By using these new expressions, one can find that
Similarly, we can obtain the determinant of A 4 A 3 , and therefore, have
where C is bounded. The assumption λγ > 1 ensures that | det A | 1. Thus, with the help of (86) and (89), condition (83) is now equivalent to
The lemma is proven.
5 A formula for the leaves of the strong-stable foliation F s Later in the proofs of theorems (see Section 6) we will create heterodimensional cycles associated to two periodic points P and Q with indices one and two, and the non-transverse intersection between the two one-dimensional invariant manifolds W u (P ) and W s (Q) will be involved. Hence, in this section we find a formula for W s (Q), which is a leaf of the strong-stable foliation F s .
Recall that a point X ∈ Π 0 has a stay number k if we have T k 0 (X) ∈ Π 1 and T i 0 (X) / ∈ Π 1 for i = 0 . . . k − 1 (see (20) ).
Lemma 7. The leaf of the strong-stable foliation F s through a point (x * , y * , z * ) ∈ Π 0 with a stay number k takes the form
where ϕ 1 and ϕ 2 together with their derivarives up to order r − 2 are bounded. Furthermore, we have
where λ 0 is a real number that can be arbitrarily close to |λ 1 | with |λ 1 | < λ 0 .
Proof. The coordinates of a point on a leaf of F s have the form (ξ 1 (z), ξ 2 (z), z), where ξ i (i = 1, 2) are C r functions and ξ i are uniformly bounded. The expressions for ξ i can be obtained by considering their Taylor expansions, i.e. the leaf through a point (x * , y * , z * ) ∈ Π takes the form
where ϕ i (z) = ξ i (z i (z)). Now consider an arbitrary vector (∆x * , ∆y * , ∆z * ) in the invariant stable cone C s at the point (x * , y * , z * ). The calculation in the proof of Lemma 2 in [23] shows thta the functions ϕ 1 and ϕ 2 have the same orders as the ratios ∆x * /∆z * and ∆y * /∆z * , respectively.
Recall equation (68) in the proof of Lemma 5 (the lemma on the invariant stable subspace):
This immediately implies
It can be checked that the estimation for ϕ 1 obtained here will not be good enough to create the non-transverse intersection. In what follows we find a finer relation between ∆x * and ∆z * and therefore a better estimation for ϕ 1 as in the statement of this lemma.
, where each of the two vectors lies in the invariant stable cone at the corresponding point. Consequently, we have
where A and B are two linear operators bounded by some constant K (see (61)). By formula (8), we have ∆x
where the dots denote terms that tend to zero as x, y, z tend to zero. By a straightforward computation, equations (92) and (93) lead to
where M 1 is uniformly bounded and M 2 = o(1) x,y,z→0 . Note that the second equation of (93) is not used in the computation as it is listed only for completeness. Equation (94) together with the estimations (9)
Remark 7. In the proofs in this and the previous sections, we did not use the fact that the tangencies considered are quadratic. Therefore, the results obtained in these sections still hold if the tangencies have degeneracy of order greater than one.
Proofs of Theorems
We first prove Theorem 1. It will be proved in two steps according to the transverse and nontransverse intersections in a heterodimensional cycle. Proof of theorem 2 will be a modification of that of Theorem 1.
Proof of Theorem 1
Theorem 1 is a consequence of the following two lemmas. Recall that δ is the size of the neighbourhood Π 1 of M − .
Lemma 8. Let F satisfy condition (C1). If there exists two transverse homoclinic points N 1 , N 2 ∈ W u loc (O) of O satisfying 0 < y − − y N 1 < δ/2 and 0 < y N 2 − y − < δ/2, then we can find an integer K such that, for any index-2 periodic point Q of F whose orbit lies in
is non-empty. This result also holds for all diffeomorphisms sufficiently C 2 close to F .
Lemma 9. Consider a two-parameter family F µ,θ of diffeomorphisms in Diff r s (M D ) where F 0,θ * satisfies conditions (C1) -(C3). Denote by R 0 and R 1 the local and global maps of F µ,θ . If the product cx + y − associated to R 1 is positive, then, for any sequence {(k j , m j )} of pairs of even natural numbers satisfying k j , m j → +∞ and m j /k j → θ * as j → +∞, there exists a sequence {(µ j , θ j )} accumulating on (0, θ * ) such that, for any sufficiently large j, the diffeomorphism F µ j ,θ j has an index-2 periodic orbit
We postpone the proofs of the above lemmas after we prove Theorem 1.
Proof of Theorem 1. For simplicity, we omit the subscript of the continuation of O in any family. Lemma 2 gives us a sequence {µ i } accumulating on µ = 0 such that F µ i ,θ * has a new orbit Γ i of homoclinic tangency to O whose local map is the same as that of F 0,θ * , and global map has the same form as that of F 0,θ * . Furthermore, the orbit G j has a point M i = (0, y i , 0) ∈ W u loc (O) ∩ Π 1 accompanied by two transverse homoclinic points N 1 i = (0, y 1 i , 0) and N 2 i = (0, y 2 i , 0) such that there exist a number K and for any i > K we have 0 < y i − y 1 i < δ/2 and 0 < y 2 i − y i < δ/2. Therefore, we can apply Lemma 8 to F µ i ,θ * . This shows that F µ i ,θ * satisfies the condition of Lemma 8.
Next, we fix a sufficiently large i. According to Lemma 3, the above sequence {µ i } can be chosen such that the global map associated to Γ j has cx + y − > 0. Obviously, F µ i ,θ * fulfils conditions (C1) -(C3). It follows from Lemma 9 that there exists a sequence {(µ n i , θ n i )} n accumulating on µ i , θ * such that F µ n i ,θ n i has an index-2 periodic point Q n i satisfying . The theorem follows by applying Lemma 8 to F µ i ,θ * and taking n sufficiently large.
We proceed to prove Lemma 8 and 9.
Proof of Lemma 8. The lemma will be proved by using the expansion of two-dimensional areas given by the fact λγ > 1.
Let us first define a quotient first return map. Recall that the first return map T :
be the projection map along the leaves of F s . Denote byΠ i ,σ 0 k andσ 0 the intersections of Π i , σ 0 k and σ 0 with {z = 0}. The foliation F s induces a quotient map fromσ 0 toΠ 0 :
For a surface S ∈ U 0 we denote its area by A(S). If S intersects every leaf of F s at most once, then the absolute continuity of F s implies
where the multiplier q(S) is uniformly bounded from above and below. Consider now
and C 2 is uniformly bounded. The above equation yield
which means that there exists k such that for any k > k we have
Let K = max(k * , k ) and Q be an index-2 periodic point of T whose orbit lies in +∞ K σ 0 k . Take any two-dimensional surface V ∈ σ 0 k tangent at Q to its unstable eigenspace. Obviously, A(V ) = 0. Inequality (95) implies that A(V ) increases after every iteration under T and, therefore, one can find some n 0 and k 0 > K such that the image T n 0 (V ) transversely insects one of the bounders
. Observe that T n 0 (V ) intersects at least one of h 1 and h 2 . Indeed, by formula (17) for the global map T 1 , if T n 0 (V ) intersects v 1 or v 2 , then it must intersect h 1 or h 2 for sufficiently large k 0 . So we can take make K sufficiently large.
We complete the proof by taking a special choice of the boundaries h 1 and h 2 . Let y = w 1 (x, z) and y = w 2 (x, z) be the equations of the pieces of W s (O) that go through the transverse homoclinic points N 1 and N 2 , respectively. We replace Π 1 by its subset {(x, y, z) ∈ Π 1 | w 1 (x, z) < y < w 2 (x, z)}. Then, all the 'horizontal' boundaries of σ 0 k are pieces of W s (O). Lemma 8 will be proven for F by noticing that h 1 and h 2 are such boundaries.
The above argument is done with the coordinate system where the local map T 0 assumes the form (6) and satisfies all the identities in (7) except the last two. This can be achieved when F has at least C 2 smoothness. Therefore, the above result also holds for any diffeomorphism sufficiently C 2 close to F .
Proof of Lemma 9. We start with writing the equations for a period-2 point Q of F µ,θ , its local stable manifold W s loc (Q), and a piece of W u (O). y 12 , z 12 ). We assume that k, m are even and k > m. By formulas (8) and (17), the period-2 point Q is given by
which are equivalent to
Note that, after taking the limit k, m → +∞ on both sides of the equations above, the variables x 01 , x 02 , z 01 and z 02 can be expressed by y 11 and y 12 . We will solve these equations at the limit and use the implicit functions theorem, and therefore, only equations of y 11 and y 12 are relevant. This means that, by introducing η 1 = y 11 − y − and η 2 = y 12 − y − , finding a period-2 point is equivalent to solving the following equations:
where we put the terms h 2 (x 01 , η 1 ,
Note that when Q is an index-2 point, the local stable manifolds through points of its orbit are leaves of F s . Particularly, the formula for the leave through Q 02 is given by Lemma 7 as By formula (22) , the imageT 1 (W) is given by
where t ∈ (−ε, ε).
With the help of equations (98) - (101), and Lemmas 6 (the index-2 condition), we can now write the equations required for having the desired point Q:
The last three equations imply an intersection of W s loc (Q 02 ) withT 1 W, which can be rewritten as
where the term O(λ m γ −m ) is absorbed into O(γ −m ) sinceγ can be chosen as close to γ as we want. The sum of (103) and (105) yields
This equation along with (103) leads to
Recall condition (C3) which says |λ 1 | < λ 2 and |λ||γ| 1 2 < 1. Let |γ −γ| be sufficiently small such that |λ||γ| 
or
Observe that this equation means λ k ∼ γ −m and it imposes a relation between the parameter θ = − ln |λ|/ ln |γ| and the integers k, m. In fact, by taking logarithm on both sides of (6.1) (2y − /cx + > 0 by the assumption), we get
where C * = ln (2y − /cx + + O(λ k γ m )) is uniformly bounded with sufficiently large k and m. This equation allows us to approximate any θ value as well (precisely???) as we want.
We proceed to find η 1 and η 2 . By subtracting (102) from (103), we obtain
Finally, by plugging (108) into (110), we get
where term O(λ k ) is absorbed by O(λ m ) since we assumed k > m.
If cdx + > 0, then consider the scaling
After dividing both sides of equations (111) and (104) by λ m and λ k+m , respectively, we get
where the dots denote the terms that tend to zero as k, m tend to positive infinity. By the implicit function theorem, we obtain two solutions
For the case where cdx + < 0, we consider the scaling
which instead of (114) gives us the system 0 = cx + + dξ 2 1 + . . . , ξ 1 ξ 2 = s + . . . .
(114)
The solutions are now
After obtaining the solution (η 1 , η 2 ) through the corresponding scaling, we can find the values for µ and θ by plugging (η 1 , η 2 ) into (106) and (109), respectively. Let F have θ = θ * . The above calculation shows that, for each sequence {(k j , m j )} of pairs of even natural numbers satisfying k j , m j → +∞ and m j /k j → θ * as j → +∞, there exists a sequence {(µ j , θ j )} accumulating on (0, θ * ) such that the corresponding diffeomorphism F µ j ,θ j has a periodic point Q j := Q j 02 of period 2 and index 2 satisfying
Proof of Theorem 2
In the general case, we have the following result similar to Lemma 9.
Lemma 10. Consider a three-parameter family F µ 1 ,µ 2 ,θ of diffeomorphisms in Diff r (M) where F 0,0,θ * satisfy conditions (C1), (C2), and (C4). Denote by R 0 and R 1 the local and global maps of F µ,θ . For any sequence {(k j , m j )} of pairs of even natural numbers satisfying k j , m j → +∞ and m j /k j →θ as j → +∞, there exists a sequence {(µ 1 j , µ 2 j , θ j )} accumulating on (0, 0, θ * ) such that, for any sufficiently large j, the diffeomorphism
Note that Lemma 8 holds in this case as well. Therefore, Theorem 2 follows from a simple modification of the proof of Theorem 1 by replacing Lemma 9 with Lemma 10.
Recall Remark 2. In the general case, we do not have Condition (C3) on the multipliers. Instead of the C 2 transformation ϕ 2 , we now consider the C r transformation which brings the local map to the form (6) without requiring the last two identities in (7) . This means that we will not have Lemma 1, and, therefore, the better formula for the strong-stable leaves. According to the proof of Lemma 7, the leaves now take the form x = x * + ϕ 1 (z)(z − z * ),
Proof of Lemma 10. It is enough to consider the family {F µ 1 ,µ 2 ,θ } where F 0,0,θ * satisfies conditions (C1), (C2) and (C4).
The coincidence condition (C4) implies that the small setsΠ 1 , Π 1 and Π 0 , and the local and global maps associated to the two homoclinic tangency orbits Γ andΓ can be defined in the same way as in Section 2. The local map for Γ andΓ is the same one and has the form of (8) . The two global maps T andT are given by
where i = 1, 2 and x
, y 12 , z 12 ). We assume that k, m are even and k > m.
According to the proof of Lemma 9, the equations for Q to be index-2 and have W s (Q)∩W u (O) = ∅ are given by
The intersection of W s loc (Q 02 ) withT 1 W (the small piece of W u (O) ) is given by the last three equations which lead to
By letting
the sum of (118) and (120) yields
We plug this equation into (118) and get
This equation allows us to control the parameter θ = − ln |λ|/ ln |γ| by the formula
where C * = ln (2y
) is uniformly bounded with sufficiently large k and m. Note that if 2y
After subtracting (117) from (118), we obtain
This equation along with (123) yields
If cdx + > 0, we use the scaling
and obtain two solutions
If cdx + < 0, we consider the scaling
which leads to the solutions
Apply here the same argument used in the end of the proof of Lemma 9, we conclude that, given any sequence {(k j , m j )} of pairs of even natural numbers satisfying k j , m j → +∞ and m j /k j → θ * as j → +∞, there exists a corresponding sequence {(µ 1 j , µ 2 j , θ j )} accumulating on (0, 0, θ * ) such that
has a periodic point Q j of index 2 satisfying W s (Q j ) ∩ W u (O) = ∅.
Appendix
Here we prove that the coordinate transformation ϕ 2 in Section 2 exists, which brings the local map T 0 to (6) and keep the symmetry R. As mentioned in Section 2, the transformation ϕ 2 is a composition of T 1 which straightens the stable and unstable manifolds of O, and corresponds to the first two identities in (7); T 2 which linearises the mapȳ = γy + f 2 (0, y, 0) and the quotient map on W s loc (O) obtained by taking factorisation of the leaves of the strong-stable foliation, and corresponds to the third and forth identities in (7); T 3 which gives the fifth and sixth identities in (7); and T 4 which straightens a certain R-symmetric local extended-unstable manifold W uE loc (O) together with the foliation F uE on it, and corresponds to the last two identities in (7) .
In what follows we show that T i (i = 1, 2, 3, 4) keep the symmetry R, i.e. they commute with R.
Transformation T 1
Denote by (x, z) = w u (y) and y = w s (x, z) the equations for the unstable and stable manifolds, respectively. The transformation T 1 can be defined as (x new , z new ) = (x, z) − w u (y), y new = y − w s (x, z).
The first two identities in (7) follows immediately from the uniqueness of the manifolds. We start with the transformation ψ : y new = y − w s (x, z) and show that it commutes with R. By the definition of the symmetry R, we have 
which means that ψ commutes with R. By following the same procedure one can find that the transformation (x new , z new ) = (x, z) − w u (y) also commutes with R, and, therefore, T 1 commutes with R.
Transformations T 2 and T 3
The construction of these two transformations are shown in the proof of Lemma 6 in [16] , and here we reconstruct them for our case and prove that they are R-symmetric.
Let T 2 take the form
where h 1 (0, 0) = 0, h 2 (0) = 0, ∂h 1 (0, 0)/∂(x, z) = 0 and ∂h 2 (0)/∂y = 0 so that the first two identities in (7) are kept in the new coordinates. To obtain the identities f 1 (x, 0, z) = 0 and f 2 (0, y, 0) = 0, we must havex new = λx new at y = 0, andȳ new = γy new at x, z = 0, respectively. According to the formula (6) for T 0 , we have h 1 (x,z) = λh 1 (x, z) − f (x, 0, z), h 2 (ȳ) = γh 2 (y) − f (0, y, 0),
wherex = λx + f 1 (x, 0, z),ȳ = γy + f 2 (0, y, 0), andz = Az + f 3 (x, 0, z).
It has been shown in [16] that the above system has the following solution: 
Here {(x j , z j )} is the forward orbit of (x, z) =: (x 0 , z 0 ) under the restriction to W s (O) of the local map (6), and {y j } is the backward orbit of y =: y 0 under the restriction to W u (O) of the local map.
Obviously, the functions h 1 and h 2 given by (134) are R-symmetric.
We proceed to make transformation T 3 :
x new = x + g 1 (x, y), y new = y + g 2 (x, y, z), 
Let now η 1 (y) = ∂g 1 ∂x (0, y) and η 3 (y) = ∂g 3 ∂x (0, y).
Equations ( 
whereȳ = γy + f 2 (0, y, 0). Analogously, the identity ∂f 3 ∂z (0, y, 0) = 0 the above identity is equivalent to η 2 (x,z) = γη 2 (x, z) − ∂f 2 ∂y (x, 0, z)dy γ + ∂f 2 ∂y (x, 0, z)dy
which is the condition for the manifold w 2 : v = η 2 (x, z) being invariant under the map x = λx + f 1 (x, 0, z),z = Az + f 3 (x, 0, z)v = γv − ∂f 2 ∂y (x, 0, z)dy γ + ∂f 2 ∂y (x, 0, z)dy
This map is symmetric with respect to (x, z, v) → (x, Sz, v), and has a unique (n − 1)-dimensional stable invariant manifold. It follows that η 2 exists and is symmetric with respect to (x, z) → (x, Sz). Hence, the function g 2 (x, z) can be any of those that vanish at (x, z) = 0 and y = 0, satisfy (142), and are symmetric with respect to (x, y, z) → (x, −y, Sz). We can now conclude that T 3 is R-symmetric.
We remark here that, by using the same procedure for finding g i (i = 1, 2, 3), one can recover ∂h j /∂(x, z) as unique invariant manifold of certain maps induced by T 0 . According to the relations between T 2 , T 3 and the corresponding invariant manifolds, we have that these transformations are C r smooth with respect to variables, and together with their derivatives are C r−2 smooth with respect to parameters (see [16] for details).
Transformation T 4
Recall that W uE (O) is the extended-unstable manifold which is tangent to the extended-unstable eigenspace corresponding to λ and γ. Let us consider a special choice of W uE (O). Let H be the space of graphs of the R-symmetric functions z = z(x, y) : R 2 → R D−2 such that these functions and their first derivatives vanish at (0, 0) i.e. the space H consists of R-symmetric surfaces that are tangent to the extended-unstable eigenspace at O. Now we extend the local map T 0 to the whole space such that the extensionT 0 is R-symmetric, and we haveT 0 (w) ∈ H for any surfaces w ∈ H, and the map w →T 0 (w) is contracting. Then, the contraction mapping theorem gives us a unique invariant manifold W uE forT 0 . By taking the intersection of W uE with the domain of T 0 , we find the local extended-unstable manifold for T 0 , which is unique for a fixed extensionT 0 . It will be shown later that on W uE (O) there exists a unique invariant foliation F uE whose leaves take the form (x, z) = h(y) (ref???????).
Before we construct transformation T 4 , let us first find out the smoothness of W uE (O) and F uE . On the manifold W uE we consider the following derivatives: u = dx dy and v = dz dy .
We add the variables u and v to the formula (6) for T 0 , and consider the resulting map G 0 for where c satisfies (x, η uE (x, y)) = h(y, c). Then, in order to linearise the quotient map along the leaves for this foliation (i.e. to straighten the leaves), we use the following C 2 transformation:
x new = x − h 1 (y, g(x, y)) + g(x, y), y new = y, z new = z.
Note that the foliation F uE is R-symmetric. It follows that h 1 (y, c) = h 1 (−y, c) and g(x, y) = g(x, −y). Consequently, the above transformation is R-symmetric. This means that transformation T 4 is C 2 and R-symmetric.
