Transcription bursting creates variation among the individuals of a given population. Bursting emerges as the consequence of turning on and off the transcription process randomly. There are at least three sub-processes involved in the bursting phenomenon with different timescale regimes viz. flipping across the on-off state channels, microscopic transcription elongation events and the mesoscopic transcription dynamics along with the mRNA recycling. We demonstrate that when the flipping dynamics is coupled with the microscopic elongation events, then the distribution of the resultant transcription rates will be over-dispersed. This in turn reflects as the transcription bursting with over-dispersed non-Poisson type distribution of mRNA numbers. We further show that there exist optimum flipping rates (αC, βC) at which the stationary state Fano factor and variance associated with the mRNA numbers attain maxima. These optimum points are connected via
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Here α is the rate of flipping from the on-state to the off-state, β is the rate of flipping from the off-state to the on-state and γr is the decay rate of mRNA. When α = β = χ with zero rate in the off-state channel, then there exist optimum flipping rates at which the nonstationary Fano factor and variance attain maxima. Here which the Fano factor attains a maximum. Close observation of the transcription mechanism reveals that the RNA polymerase performs several rounds of stall-continue type dynamics before generating a complete mRNA. Based on this observation, we model the transcription event as a stochastic trajectory of the transcription machinery across these on-off state elongation channels. Each mRNA transcript follows different trajectory. The total time taken by a given trajectory is the first passage time (FPT). Inverse of this FPT is the resultant transcription rate associated with the particular mRNA. Therefore, the time required to generate a given mRNA transcript will be a random variable. For a stall-continue type dynamics of RNA polymerase, we show that the overall average transcription rate can be expressed as  is the stationary state probability of finding the transcription machinery in the on-state.
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INTRODUCTION
Subcellular process such as transcription and translation of various genes are essential for the survival of an organism [1, 2] . Since these processes are mesoscopic in nature, their outcomes such as mRNAs and protein molecules are prone to great number fluctuations. Particularly, cells with identical genetic materials, produce different levels of mRNAs and proteins corresponding to various genes at a given time point. Such variations in the expression of different genes across the population of individual cells is essential for the survival of an organism against various extreme environmental conditions. The molecular number fluctuations across various cells of a population, can be influenced by both intrinsic and extrinsic factors. The intrinsic noise in gene expression arises well within the system itself which is characterized by a set of kinetic parameters such as transcription and translation rate constants. On the other hand, external environmental factors such as temperature and nutrient fluctuations can perturb these intrinsic kinetic parameters which ultimately emerges as the extrinsic noise component [3] .
The stochasticity of the constitutive gene expression has been extensively investigated both theoretically and experimentally [4] [5] [6] [7] [8] [9] [10] . The fluctuations in the number of mRNAs and protein molecules can be well characterized by the corresponding population mean, variance, coefficient of variation and the Fano factor. Here coefficient of variation = (standard deviation / mean) and Fano factor = (variance / mean). The Fano factor measures the extent of deviation of the molecular number fluctuations from the standard Poisson process for which the Fano factor = 1. Populations which exhibit Fano factor < 1 are under-dispersed and those populations which exhibit Fano factor > 1 are over-dispersed. Detailed theoretical calculations and subsequent experimental studies on the unregulated gene expression have shown that the Fano factors associated with the protein number fluctuations is more than one and its deviation from the Poisson increases linearly with the translational efficiency [8, 11] . Here the translational efficiency = translation rate / decay rate of mRNA molecules. On the other hand, the molecular number fluctuations in mRNAs follows a typical Poisson process with Fano factor = 1.
Gene expression was initially thought as a continuous process and the probability density functions associated with the mRNAs and protein number fluctuations are assumed to be a monomodal type. Later experiments revealed the interrupted and bursting nature of mRNAs and protein numbers along the temporal axis [12, 13] . Such transcriptional bursting can result in a bimodal or multimodal type density functions associated with the number of mRNAs and proteins [12, 14, 15] . By definition, two stage gene expression involves only transcription and translation processes and three stage gene expression incudes on-off state dynamics of the promoter along with the transcription and translation. The main sources of transcription bursting can be attributed to the initiation and elongation steps [14] . In the process of transcription initiation, the promoter seems to be turned on and off in a random manner via the binding-unbinding of the regulatory transcription factors (TFs). On the other hand, the RNA polymerase enzyme complex (RNAP) can undergo stall-continue type dynamics in the transcription elongation process. Both these types of dynamics ultimately introduce a time dependent stochasticity in the overall transcription rate constant. Transcription bursting phenomenon has been studied in detail [16] [17] [18] [19] [20] [21] [22] [23] . The effects of various factors such as negative feedback [17] , presence of enhancer elements [24, 25] on the frequency of bursting and burst size have also been unraveled in detail.
Both the binding-unbinding of regulatory TFs proteins with the promoter and stall-continue type dynamics of RNAP in the elongation process ultimately switch on or off the transcription event in a time dependent and random manner. Generally, transcription elongation generates positive supercoiling ahead of the RNAP complex and leaves negative supercoil trail behind the RNAP [26] [27] [28] . For a smooth transcription elongation process, these positive and negative supercoils need to be relaxed by the gyrase and topoisomerase I enzymes respectively [14] . When there is a lack in the number of gyrase molecules to handle the accumulation of positive supercoils ahead of the transcribing RNAP, then RNAP complex cannot progress further and subsequently transcription event will be stalled. When enough gyrase molecules arrive and relax the accumulated positive supercoils, then the transcription event continues and so on. Recent studies revealed the possibility of co-transcription of several RNAPs in a convoy with finite interval among them [29, 30] . Within a convoy of RNAPs with appropriate spacing among them, there is a possibility that the negative supercoil trail of the first RNAP will be cancelled by the positive supercoil ahead of the second RNAP and so on. This is the fluid model of transcription elongation which requires generally short distances among the RNAPs [29] . The cooperative interactions among the RNAPs of a convoy can be either collaborative or antagonistic depending on the spacing among them which can be well modelled by the push and push-pull mechanisms [29] [30] [31] . The overall interactions among the RNAPs of a convoy ultimately result in the random speed up or slowdown of the transcription elongation dynamics of individual RNAPs apart from the stall-continue type dynamics of the convoy in a time dependent manner. Clearly, there are three different timescale regimes involved in the transcription bursting viz. (a) the timescale associated with the microscopic elongation transitions in the generation of a complete mRNA transcript, (b) the timescale associated with the on-off flipping dynamics and (c) the timescale associated with the mesoscopic dynamics of mRNA along with its recycling. Interplay of these processes (a), (b), and (c) results in the over-dispersion of the distribution of mRNA numbers. Almost all the theoretical and experimental studies on the transcription bursting 1) assumed slower timescale for the on-off state flipping than the timescale of transcription and decay and 2) concentrated on the steady state of the gene expression. In this paper, using a combination of theoretical and simulation tools we will show that the flipping across the on-off transcription elongation channels introduce stochasticity in the transcription rate and there exists an optimum flipping rate at which the variance and Fano factor of mRNA numbers attain the maxima.
THEORY
Let us consider the typical transcription event along with the recycling of mRNAs well within the cellular environment as depicted in Fig. 1 . When the transcription happens in a "stall-continue" or "on-off" mode of RNA polymerase enzyme complex (RNAP in prokaryotes and RNA Pol II in eukaryotes), then it can be described by the following set of coupled master equations. 
Let us denote , m t p as the overall probability of finding m number of mRNA molecules at time t starting from zero number of mRNAs at time t = 0. The probabilities of finding the transcription machinery at the on-off states are described by , m t p ± where the superscript (+) denotes the on-state and (-) denotes the off-state and the corresponding transcription rates are r k ± (s -1 when mRNA concentration is measured in numbers or M/s when mRNA concentration is measured in M). Let us assume that the length of the complete mRNA transcript is L bp where 1 bp = 3.4 x 10 -10 m. When there is a flipping across the on-off state channels, then the synthesis of a given mRNA transcript of interest will eventually follow a random trajectory as described in Fig. 1 . We denote the resultant transcription rate of this random trajectory as ξ which is the inverse of the total time taken by the particular trajectory and it varies from trajectory to trajectory. We define the average effective or resultant transcription rate as kr which is the average of ξ across several trajectories of the transcription event as r k ξ = .
In general, one finds that r
We have assumed a non-zero transcription rate 0 r k − ≠ for the off-state channel mainly due to the fact that the RNA polymerase complex completely stalls only when the level of positive supercoiling accumulating ahead of transcription is strong enough to completely stop its further progression. Otherwise, the progression of the RNA polymerase over transcription will be slower than the normal speed (but not equal to zero). Here α (s -1 ) is the rate of transition from the on-state to the off-state and β (s -1 ) is the rate of transition from the off-state to the on-state of transcription.
The ratio r k σ α = is generally defined as the transcription efficiency [3] or the burst size. Here σ is the average number of mRNA molecules generated in the on-state of transcription. The first order decay rate of mRNAs is described by r γ (s -1 ). The main assumption in Eqs. 1 is that the timescales associated with the flipping rates (α, β) are comparable with or higher than the timescales associated with the transcription rates r k ± . We will show in the later sections that r k ± will be rescaled with (α, β) when the timescales associated with (α, β) are shorter than the timescales associated with the generation a full mRNA transcript. When the average transcription speed of the RNAP is r λ ± (bp/s) and the length of the final mRNA transcript is L bp, then the average transcription rate through the respective on and off channels will be r r k L λ ± ±  (1/s). In other words, 1 r r k τ ± ± = (s) is the average time required to generate a full mRNA transcript via the respective on-off channels. Here one should note that the maximum elongation of speed of RNA pol II seems to be close to ~100 bp/s [32, 33] . Typical transcription elongation speed of the prokaryotic RNAP complex is r λ +~ 50-60 bp/s [2] . The average resultant transcription rate kr will be a function of the variables r λ ± , L, α and β. The initial and normalization conditions associated with Eqs. 1 can be given as follows.
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General solution to Eqs. 3 was obtained in terms of confluent hypergeometric functions in Ref. [34] using Galilean type transformation of variables (Eqs. 13 and 14 in Ref. 31 ). However, these solutions in terms of confluent hypergeometric functions are very difficult to handle. Particularly, the derivation of the expressions for the variance and the Fano factor associated with the mRNA number fluctuations will not be a difficult task. To avoid this hurdle, we follow the route of casesplitting technique to derive all the possible approximations under various conditions which are simple and also easy to handle. Upon performing few basic operations, this system can be rewritten as the following set of two uncoupled partial differential equations. 
Here we have the initial conditions as ,0 
Further, using these generating functions, one can straightforwardly derive the expressions for the various time dependent statistical quantities associated with the population of mRNAs such as mean ( , 
;
With this background, we will consider the following exactly solvable cases and other interesting approximations of Eqs. 3-4.
Case I.
This case has been investigated earlier in Refs. [35, 36] (Eqs. 11 and 12 in Ref. [35] ). Under these conditions, Eqs. 4 can be reduced to the following form which is exactly solvable.
The general solution to this set of partial differential equations can be written as follows. 
Using the overall generating function, one can derive the mean number of mRNAs as follows.
For short timescales, , 
Using Eqs. 11 and 12 one can write down the variance, coefficient of variation and Fano factor of mRNAs as follows.
It is remarkable to note down the following limits as time tends towards infinity. In this case, Eqs. 4 reduce to the following set of uncoupled partial differential equations.
, , 
Similar to this case with settings ( )
was considered in Refs. [35, 36] . The first term of the series expansion was obtained using recurrence relation method in Ref. [35] . Interestingly, the solution set for these conditions was obtained in terms of confluent hypergeometric functions using Galilean type transformation of variables in Ref. [36] (Eqs. A2-A5 in Ref. [36] ). Remarkably, when χ → ∞ , then Eqs. 15 reduce to the following form.
These equations are exactly solvable as follows.
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Using these generating functions, one can derive the Poisson type expressions for the probability density function associated with the mRNA population as follows.
[ ] ( ) 
Various statistical properties of mRNA population can be derived as follows. 
These results clearly suggest that as χ → ∞ , the overall average or effective transcription rate kr 
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The general solution of Eqs. 20 can be written as follows. 
Upon using these, one can write down the particular solution of Eqs. 20 as follows. 
Using Eqs. 22 and noting that , 
Using Eqs. 23 one can directly derive the probability density function associated with the mRNA population at high and low values of the flipping rate as follows.
Further, one can derive the mean and the variance of the mRNA population explicitly as follows. 
It is also interesting to note down the following limiting values. 
Upon ignoring the terms multiplying the exponentials for large values of χ and time as t → ∞ , Eq. 
However, Eq. 29 suggests that the optimum value of χ will be a time dependent quantity which decreases towards zero when the time increases towards infinity. Clearly, at the steady or stationary state i.e. in the limit as t → ∞ , the existence of optimum flipping rate over the variance of the mRNA population will disappear. It is also interesting to note down the following limits.
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Remarkably, the Fano factor associated with the fluctuations in the number of mRNAs show a maximum deviation from the Poisson with respect to χ which can be demonstrated as follows.
Similar to the derivation of Eq. 29, one can ignore the terms multiplying the exponentials and finally one obtains the following approximation for large values of χ.
Clearly, at the steady state i.e. as t → ∞ , the existence of optimum flipping rate over the Fano factor as well as the variance of the mRNA population will disappear. In other words, steady state theories and experiments cannot capture these important properties. Using detailed stochastic simulations, we will show in the later sections that both Eqs. 29 and 32 are valid even when the conditions 0; ; 0 r r k α β γ − > ≠ > are true. In these situations, we will show in the later sections that the optimum flipping rates (αC, βC) which maximize the variance and the Fano factor associated with the fluctuations in the number of mRNA molecules asymptotically approach their non-zero steady state limits.
Dependency of the transcription rate on the on-off flipping dynamics
Let us consider a single transcription event. Here the length of the final mRNA transcript is L bp.
Since the addition of each nucleotide at the ends of a growing mRNA is an energetically driven stochastic process, we can describe the entire transcription elongation as a directed walk with the microscopic transition rates r λ ± (bp/s). Here the superscript '+' represents the on-state and '-'
represents the off-state of the promoter and , = and subsequently the average resultant transcription rate will be equal to either r k + or r k − depending on the channel used for the transcription elongation ( Fig. 1, Figs. 2B1 and 2B3 respectively). On the other hand, when there is a flipping across on-off state channels, then the resultant transcription rate ξ will be somewhere in between ( ) , r r k k + − ( Fig. 2B2) . Clearly the transcription rate ξ associated with each mRNA transcript will be a random variable and its ensemble average across several individual transcripts is defined as r k ξ = .
When the timescales of flipping across on-off states are comparable with the timescales of the microscopic transcription elongation events, then such randomly interrupted transcription elongation can be well described by the following set of coupled master equations.
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The initial and boundary conditions associated with Eqs. 34 can be given as follows [37] [38] [39] .
Upon defining
which is the overall probability of finding the system within ( ) 0, n L ∈ at time t starting from n = 0, one can straightforwardly derive the following results.
Further, we set that 1; 0 r n r n n n r n r n n n
Here the boundary conditions directly follow from Eqs. 34 
Here one should note the following limiting conditions.
The second moment of the FPTs (we denote them as n R ± ) satisfy the following set of coupled backward type master equations [37] . 1 1 2 ; 2 r n r n n n n r n r n n n n
Here the boundary conditions of Eqs. 40 directly follow from Eqs. 34 as
Eqs. 40 can be derived using the following relationships.
The set of coupled difference equations given in Eqs. 40 along with Eqs. 38 for the definition of n T ± is exactly solvable and the complete solution is given in Appendix A. One can obtain the following simplified expressions for the second moments of FPTs associated with the generation of a complete mRNA transcript especially in the limit as
Eqs. 42 can be obtained by substituting the expressions of n T ± given by Eqs. 39 
Since the overall transcription rate of a given mRNA transcript is the inverse of the respective FPT, one can conclude that the distribution of transcription rates will be the sub or super Poisson type depending on the relative values of the on-off flipping rates (α, β).
Remarkably, the Fano factor T κ associated with the distribution of FPTs is independent on the size of the mRNA transcript L. Further, the coefficient of variation of FPTs T µ shows a turn over type behavior with respect to changes in α with a definite maximum at α = β which can be shown by
It is also interesting to note down the following limiting conditions.
Especially, whenα β χ = = then one can obtain the following simplified expression for T0 using the set of Eqs. 38 as follows.
Eqs. 44 
Steady state solutions
Under steady state conditions, Eqs. 1 reduce to the following form. 
Here , m p ± ∞ are the stationary state probabilities associated with the finding of m number of mRNAs in the respective on (+) and off (-) channels of transcription. Eqs. 45 also can be solved using the standard generating function formalism. One can define the steady state generating functions and the corresponding probability densities as follows.
Using the generating functions defined in Eqs. 46 
Upon applying the transformation given in Eqs. 46 into Eqs. 45, one obtains the following set of coupled ordinary differential equations.
In Refs. [15, 17] , the solutions to Eqs. 45 were expressed in terms of confluent hypergeometric functions. Here we derive an alternate solution set that is easy to handle. Eqs. 48 can be split into the following set of uncoupled ordinary differential equations. 
Solution to Eq. 51 can be expressed in terms of Kummer functions as follows [40] . a b > in Eq. 52, we need to set 2 0 C = to enforce the normalization condition of the probability density function. We use the following properties of the KummerM functions to further simplify our results [40, 41] . 
Using these properties, one finally obtains the solution to the generating functions obeying the set of differential equations Eqs. 48 as follows. 
Here the KummerM function can be defined explicitly as follows [40, 41] . 
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Various terms in Eqs. 58 are defined as follows. 
Upon expanding these generating functions in terms of Macularin series around the point s = 0 and then substituting s = 1 in the computed series, one finally obtains the following probability density functions associated with the steady state mRNA populations. 
Various terms in Eqs. 61 are defined as follows. 
From Eqs. 60, one can derive the expressions for the steady state mean, variance, coefficient of variation and Fano factor as follows. 
Various terms and functions in Eqs. 65 are defined as follows. 
The corresponding probability density functions can be derived via expanding these generating functions in terms of Macularin series around s = 0 and then substituting s = 1 in the computed series expansion. These types of bimodal probability density of the mRNA populations seem to play critical role in the cell to cell variability within an organism [14] . From Eqs. 60, one can derive the expressions for the steady state statistical properties of the mRNA population as follows. 
Using Eqs. 77, one finally obtains the Poisson density function with zero spike [14] . Several trajectories were generated each with a total time tT and various statistical properties of mRNA numbers such as mean, variance, coefficient of variation and Fano factor were computed across the time axis. To compute the optimum flipping rate, same set of simulations were performed at different values of the flipping rate. Using this dataset, the optimum flipping rates at which the variance and the Fano factor attained the maximum were numerically computed.
To compute the mean first passage time (MFPT) associated with the generation of a complete mRNA transcript we used the following algorithm. We set up the initial number of mRNA bases as n = 0 and the system starts from the on-state or off-state channel with the respective microscopic elongation rates r λ ± . The completely transcribed mRNA transcript will have L number of bases. Upon such transition we set the microscopic elongation transition rate as r r λ λ + → .
When n = L, then the iteration was stopped and the first passage time (FPT) was noted. Several such trajectories were generated and the obtained FPTs were used to compute the MFPT and other statistical properties of FPTs such as variance, coefficient of variation and the Fano factor. This analysis was repeated at various of values of the flipping rates. The mRNA number fluctuations in the two-stage or continuous transcription and decay follows a typical Poisson density function with Fano factor = 1. When the transcription undergoes on-off flipping dynamics, then the mRNA number fluctuations follow a typical super Poisson type density function with a Fano factor more than one. Earlier studies suggested that such systems are closely follow a negative binomial distribution function [15] . The entire transcription scheme can be fragmented into several sub-processes viz. . Particularly for a fixed β = 1, one finds for γr = 1 that 2 C α = as shown in Fig. 6D . In the same way, when we fix β and then iterate α, then one finds the optimum β at which the Fano factor attains a maximum as Generation of an individual mRNA transcript can be characterized by sequential microscopic transcription elongation rates ( r λ + , r λ − ) as shown in Figs. 2. We define the time that is required to generate a complete mRNA transcript of size L bp starting from zero number of bases as the first passage time (FPT). Inverse of this FPT is the transcription rate ξ associated with the respective mRNA transcript. Since FPT is a random variable across the population of transcription events, the resultant transcription rate will be a time dependent random variable in view of the mesoscopic transcription dynamics [44] . The average of FPTs is defined as the mean first passage time (MFPT). When there is a flipping across the on-off states, then the overall average transcription rate kr will be an inverse of the mean first passage time (T0, MFPT) as One can broadly classify the models on transcription bursting into two state and multi state models [45] . In two state models, the promoter is assumed to flip across on and off states. Two state models generally produce a bimodal type density of the mRNA numbers. In the multistate models [19] , there are several states across which the transcription process fluctuates. Multistate models generally result in the multimodal type density functions associated with the mRNA number fluctuations [46] . In all these models, the transcription rate kr will be assumed to be a constant. This assumption will work only when the timescale associated with the flipping across various states is much higher than the timescale associated with the generation of a complete mRNA transcript. It is generally assumed that the transcription machinery generates several mRNA transcripts (following the Poisson density function) in the on-state before flipping to the off-state e.g. the interrupted Poisson model developed in Ref. [47] . However close look at the underlying transcription mechanism reveals that the RNAP or RNA pol II performs several rounds of stallcontinue type dynamics before generating a complete transcript. Therefore, the time that is required to generate a given transcript will be a random variable. This means that the resultant transcription rate ξ (which is the inverse of the first passage time required to generate a complete mRNA transcript) will be a random variable.
RESULTS AND DISCUSSION
The overall average transcription rate will be defined as
probability density function associated with the distribution of transcription rates. Depending on the timescale of on-off state flipping one can consider two different scenarios viz. (a) when the timescale of on-off flipping is much longer than the timescale associated with the generation of a complete mRNA transcript, then the transcription rate will be homogenous within a given on-state period but varies from burst to burst. This can be approximately described as a static disorder in the transcription rates. (b) When the timescale of flipping is much shorter than the timescale associated with the mRNA synthesis, then the transcription rate varies from mRNA to mRNA. This can be described as a dynamical disorder in the transcription rates [44, 48, 49] . Our mean first passage time calculations suggested that when the rate of off-state transcription channel is zero i.e. 
CONCLUSION
Transcription bursting is essential to generate variation among the individuals of a given population. The mechanism of bursting comprises of at least three sub-processes with different timescale regimes viz. flipping dynamics across the on-off state transcription elongation channels, microscopic transcription elongation events and the mesoscopic transcription dynamics along with the mRNA recycling. Flipping dynamics across the on-off states is similar to the tossing of a coin. When the flipping dynamics is combined with the microscopic elongation events, then the distribution of resultant transcription rates will be over-dispersed. This in turn reflects as the overdispersed non-Poisson type distribution of mRNA numbers.
Our detailed calculations show that there exist optimum flipping rates (αC, βC) at which the stationary state Fano factor and variance associated with the mRNA numbers attain maxima. These optimum points are connected via Close look at the transcription mechanism reveals that the RNA polymerase enzyme complex performs several rounds of stall-continue type dynamics before generating a complete mRNA transcript. Based on this observation we model the transcription event as the stochastic trajectory taken by the transcription machinery across these on-off state elongation channels. Each transcript follows different trajectory. The total time taken by a given trajectory is the first passage time (FPT). Inverse of this FPT is the resultant transcription rate ξ associated with the particular mRNA. Therefore, the time that is required to generate a given mRNA transcript will be a random variable. This means that the resultant transcription rate ξ will be a random variable. The overall average transcription rate will be the ensemble average 
APPENDIX A
Consider the following backward type coupled master equations (Eqs. 40 of the main text) corresponding to the second moments of the first passage times (FPTs) required to generate a complete mRNA transcript starting from an arbitrary n size of mRNA [37, 39] . 1 1 2 ; 2 ; 0 r n r n n n n r n r n n n n L
In this equation, the first moments of the FPTs are defined as follows (as described in Eqs. 42 of the main text). 
The set of difference Eqs. A1 is exactly solvable using standard summing technique [37] 
In Eqs. A4-A6, W is defined as in Eqs. A2. Whenα β χ = = , then the expression corresponding to the variance of FPTs given in Eqs. A3 simplifies to the following form. 
The terms Y, B1, B2 and B3 in Eqs. A7 are defined as follows.
( ) 
APPENDIX B
Let us consider the uncoupled on-off state transcription elongation channels. When there is no flipping across the on and off state channels, then Eqs. 1 will be uncoupled as follows. Mean first passage time associated with the generation of a complete mRNA transcript starting from n = 0 number of bases to n = L bp. By definition the overall transcription rate is kr = 1 / T0. s
