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Abstract. With the increasing popularity of virtual reality, many
video games and virtual experiences with high-visual quality have been
developed recently. Virtual reality with a high-quality representation
of scenes is still an experience linked to high-cost devices. There are
currently low-cost virtual reality solutions by using mobile devices,
but in those cases, the visual quality of the presented virtual
environments must be simplified for running on mobile devices with
limited hardware characteristics. In this work, we present a novel
Image-Based Rendering technique for low-cost virtual reality. We have
conducted a performance evaluation of three mobile devices with
different hardware characteristics. Results show that our technique
represents high-visual quality virtual environments with considerably
better performance compared to traditional rendering solutions.
Keywords: Virtual Reality, Low-Cost VR, Navigation, Image-Based
Rendering
1 Introduction
Virtual Reality (VR) is a technology already established in many different
markets and platforms around the globe. One of the main factors in the rise of VR
was the possibility of experiencing VR with low-cost mobile devices. This low-
cost VR, when properly implemented, can not only enable people to experience
this technology by using their mobile phones but also brings a new world of
possibilities to those users who cannot afford a high-end VR system.
The games and experiences designed for this type of VR are usually
graphically very simple, and rendering complex 3D scenes in these devices is a
challenging problem. This is partly due to mobile device limitations in hardware
and graphical processing (compared to modern gaming computers).
In this paper, we introduce a novel technique to display high-visual quality
3D scenes in low-cost VR devices. More specifically, the work presented here
yields the following benefits and contributions:
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• Our technique simulates a 3D environment by using a spherical panorama
3D texture matrix and dynamic image warping.
• We designed a novel image warping technique that enables a smooth
transition between image points.
• Our technique was compared to traditional rendering of the same scene,
obtaining better performance for multiple hardware configurations.
• Our technique allows a fully 3D VR navigation.
The rest of the paper is organized as follows. Section 2 gives an overview
of the related work. Section 3 presents the details of the proposed technique
and the proposed algorithm description. The experimental setup is described
in Section 4. The experiment results are shown in Section 5 and discussed in
Section 6. Finally, we draw our conclusions and point out the future work in
Section 7.
2 Related Work
In recent years there has been tremendous growth in the number and variety of
GPU-intensive mobile applications, enabling users to interact and navigate in
high-visual quality virtual environments. To get a suitable system for mobile
phones, many approaches vary both in the degree of realism of the virtual
environment and the navigation technique.
The most popular render techniques for this purpose are those belonging
to traditional geometry rendering and those oriented to image-based rendering
(IBR). In the first case, the most viable alternatives to having high-visual quality
virtual worlds are those that integrate progressive meshes, caching and restricted
objects resolution techniques, thus allowing to overcome, to different degrees,
the limitations of mobile devices in regards to processing, memory and power
consumption [1–5]. In those cases, rendering high-visual quality 3D scenes on
limited mobile devices obtained a very low performance.
Currently, Image-Based Rendering (IBR) is emerging as the most promising
approach since the rendering process requires less computational resources than
traditional geometry rendering. These techniques emerged in the late 1990s to
overcome the severe limitations that exist for the representation of photo-realistic
3D scenes in real-time [6–8].
While more recent methods, running on PC, can synthesize new views based
on captured panoramas from both video and images, the new generated views do
not allow free navigation. Furthermore, they are based on the capture of a few
panoramas and the synthesis of the intermediates is done by computationally
intensive warping and interpolation algorithms [9, 10]. More recent approaches
based on image interpolation for free navigation were proposed in the literature
[11–15] but they only run on PC.
To represent high-visual quality 3D scenes with mobile devices, IBR is more
suitable because it uses images as input and the rendering cost does not depend
on the scene complexity, but on the final image resolution. Different approaches
have been proposed that provide a variety of image types and qualities [6,
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16]. More recently approaches, based on high-quality synthetic scenes generated
in the server, have been presented in [17, 18]. However, in all these cases, a
significant latency is observed.
3 Our Proposal
In this article, we present a novel Image-Based Rendering technique based on
spherical panoramic images to simulate high-visual quality 3D environments for
low-cost VR devices. An overview of the technique’s main components and their
interaction is depicted in Figure 1. This process is continuously repeating as the
user is moving, creating the sensation of a smooth transition through the virtual
environment. All these components are detailed next.
Fig. 1. Technique overview. (1) The camera sends its current position to the Texture
Matrix component. (2) A set of images is requested to the Image Repository. (3) The
Image Repository sends the requested images. (4) The nearest image that corresponds
to the camera current position is sent to the Image Warping component. (5) The Image
Warping component calculates and generates the image that corresponds to the camera
exact current position.
3.1 Requirements
Our technique requires a set of 360◦ panoramic images captured from the original
3D environment to be simulated. The environment has to be sampled by
capturing 360◦ panoramic images, each one from a different and specific position.
If the environment has a dimension of dimx in the x-axis, dimy in the y-axis,
and dimz in the z-axis, and all images are separated by a distance ∆, then
all the images can be represented as an abstract 3D matrix with dimension
N ×M × R as shown in Figure 3 (right), where N = dimx/∆, M = dimy/∆,
and R = dimz/∆. These 360
◦ panoramic images are then stored in the Image
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3.2 Local Image Management - Texture Matrix
The Texture Matrix component is in charge of loading, storing, and managing the
360◦ panoramic images recovered from the Image Repository. The number of cells
in the Texture Matrix depends on the size of the original 3D environment and the
distance ∆ between samples. The Texture Matrix dimension is N×M×R, where
N , M , and R are specified in Section 3.1. Therefore, this matrix is eventually
capable of storing every sample of the scene.
In our approach, we provide efficient management of images. At any time,
the Texture Matrix maintains a small number of images loaded in memory that
correspond to the samples captured in a delimited neighborhood regarding the
current position of the camera. As the camera moves, the Texture Matrix is
updated. Finally, the matrix is regularly cleaned by removing those images





















Fig. 2. Cross-section of a room centered at O and two unitary spheres centered at P
and Q. (a) Cross-section of the sphere with center O and radius r containing a room.
(b) Point H over the room corresponding to the projection S. The unitary sphere is
centered at P , where the equirectangular panoramic image IP was taken. (c) Projection
of point H over the unitary sphere centered at Q, where no image was taken.
3.3 Image Warping
In order to avoid the user noticing jumps between the samples, we implemented
a function to smoothen that transition. Let us assume that two contiguous
spherical panoramic images IA and IB were taken at points A and B, then
if the user stands at one of those points the system shows the corresponding
image. However, while the user is moving from point A to B the system should
show an intermediate image that smoothly switches from IA to IB .
We consider that the spherical panoramic images correspond to an
equirectangular projection of a circular room that fully contains the original
one (see Figure 2a). Let O be the center of the circle of radius r that contains
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the room, Q be the point where the user stands and P be the point where
the nearest panoramic image IP was taken. The strategy is to warp IP to
match the panoramic image that should have been taken from the point of view
of Q. If (u, v) ∈ [0, 1]2 is a texture coordinate over the panoramic image IP ,
we invert the projection to obtain the point S over a unitary sphere centered
at P that projects onto (u, v) (see Figure 2b). Since the panoramic image is
the result of a equirectangular projection, the vector s between P and S is:
s = (x, y, z) = (sin(φ) cos(θ), sin(θ) sin(φ), cos(φ)), where θ = 2uπ and φ = vπ.
Now, let H be the point over the room of radius r that projects on S. Then,




To warp the image to match the point of view of Q, we find the projection t
of H over the unitary sphere centered at Q (see Figure 2c), t = H−Q|H−Q| Finally,
the 2D projection (u, v) of t = (x, y, z) over the equirectangular texture is
(u, v) = ( θ2π ,
φ
π ) where θ = atan2(y, x) and φ = atan2(
p
x2 + y2, z).
4 Experimental Setup
To study the benefits of our technique compared to a traditional 3D rendering
approach, a performance experiment was conducted. Since performance depends
on the used hardware, we designed an experiment to test our technique with
three different hardware configurations. Here, the same scenario is presented
in two different treatment conditions: a traditional rendering approach and by
using our technique. This section details the experiment designed to evaluate
our technique.
4.1 Virtual Environment
We used “Doctor’s Office” scenario[19] as the 3D virtual scenario for the
test. This scenario is designed to run in Unity3d[20] in which we developed
our technique. It consists of a representation of a doctor’s office with 2.1
million triangles, 2.3 million vertices, and it is rendered with high-level graphics
techniques.
4.2 Images Dataset
The image dataset was created by using Unity360ScreenshotCapture[21]. This
tool generates a 360◦ panoramic image based on the position of the virtual
camera. The whole dataset is created automatically by iterating along the desired
volume. Figure 3 shows an example of the sampling process.
4.3 Hardware Configurations
The proposed technique is specifically designed for low-cost VR, i.e., by using
mobile phones. Since we want to show that our technique works for both low-
end and high-end mobile phones, the current study evaluates and compares
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Fig. 3. Image capture example. For each specified camera position, the application
captures a 360◦ panoramic screenshot. (Left) The whole virtual environment is sampled.
(Center) Column A shows the camera current view. Column B shows the 360◦ picture
captured at that position. (Right) All the environment is sampled and an image
corresponding to each cell of an abstract 3D matrix is generated.
the performance of our technique in the three different hardware configurations
presented in Table 1.
In the rest of the paper, we use the letter H (high-end) to refer to the Le Eco
Max 2 mobile phone, the letter M (mid-end) to refer to the Motorola Moto G
mobile phone, and the letter L (low-end) to refer to the Google Nexus 7 tablet.
Table 1. Hardware specification of the three mobile devices used in the experiment.
Name Le Eco Max 2 Motorola Moto G 2 Asus Google Nexus 7
OS Android 6.0.1 / API-23 Android 6.0 / API-23 Android 6.0.1 / API.23
Screen 2560x1440@59Hz 1280x720@60Hz 1280x800@60Hz
Graphics API OpenGL ES 3.1 OpenGL ES 3.0 OpenGL ES 2.0
GPU Adreno (TM) 530 Adreno (TM) 305 NVIDIA Tegra 3
VRAM 2048 MB 256 MB 256 MB
Max texture size 16384px 4096px 2048px








RAM 5774 MB 890 MB 971 MB
4.4 Variables
In this study, we consider one independent variable, which is the technique used
to render the virtual environment. This variable takes two values and the two
treatment conditions of this study are explained as follows:
• Treatment Condition 1 (TC1) - Traditional Rendering: The virtual scenario
is exported and rendered with a traditional graphic configuration.
• Treatment Condition 2 (TC2) - Our Technique: The application only
contains the required elements for our technique.
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The system response time is the time between the user’s actions and the
perceived response [22]. Several studies suggest that this latency degrades the
sensation of presence [23, 24], and it is suggested that the latency should not
be greater than 100 ms [25]. However, more recent studies suggest that latency
should be under 20 ms [26]. The frames-per-second (FPS) are a measure of how
many frames the hardware can render in one second. Since the FPS represent a
good measure of performance, this measure has been widely used to compare the
performance between two or more different graphical techniques. For this reason,
this study uses FPS as a measure of performance in both treatment conditions.
4.5 Procedure
Even though both treatment conditions allow the user to freely navigate the
virtual environment, to compare the performance between both treatment
conditions, a specific path through the virtual environment was defined. This
path has a total distance of 30 meters and it is shown in Figure 4.
Fig. 4. The path followed by the virtual camera in the experiment. The camera travels
from point A to point B in 300 seconds.
The duration time for the camera to get to point B is 5 minutes (or 300
seconds). At every 0.5 seconds, the current FPS value is recorded. Thus, for
each test run, a total of 600 samples are generated. This test was performed by
the three different hardware configurations in both treatment conditions. The
results are presented in the next section.
5 Results
The results of the performance experiment among the treatment conditions are
depicted in Figure 5. Figure 6 presents the average, lower, and higher FPS scores
obtained for both treatment conditions for the three hardware configurations.
Based on these values, the H configuration obtained a performance improvement
of 514%; the M configuration a performance improvement of 682%; and the L
configuration a performance improvement of 352%.
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Fig. 5. Performance Results Overview. The plot’s horizontal axis depicts the measured
FPS during the 600 time samples of the total duration of the trial (300 seconds, one
sample every 0.5 seconds) for each one of the hardware configurations. The histogram
shows the average FPS of each trial.
To test the limits of the image warping effect beyond the 4 cm distance
between samples, some informal user tests were also performed. Results showed
that using a distance between samples up to 40 cm still proves an acceptable
user experience. Higher values produced higher deformations in the images that
induced cybersickness symptoms in the user. The implications of these results
are discussed in the next section.
Fig. 6. (Left) Average FPS scores. (Right) Lower and Higher FPS scores comparison
grouped by hardware configuration.
6 Discussion
The results obtained in the performance test are remarkable. For each one
of the hardware configurations, there is a clear difference in FPS measured
during the test. Each one of the hardware configurations obtained a performance
improvement of at least 352% with an average FPS increment of 516%.
These results suggest that our technique outperforms the traditional rendering
technique regardless of the used mobile phone. This performance improvement
was expected since a traditional rendering approach invests a lot of resources on
rendering vertices, polygons, meshes, materials, calculating dynamic illumination
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and shadows, among other things. In our technique, on the contrary, all such
things are implicitly included in the images used to simulate the 3D environment.
Figure 6 shows the higher and lower FPS values obtained of each treatment
condition and for each hardware configuration. For each one of the used mobile
phones, the higher FPS value obtained while using traditional rendering was
still lower than the lower value obtained by using our technique. If for example,
we consider the middle hardware configuration used in this study, the average
FPS value measured during the traditional rendering test was 3.19, which is
equivalent to 1 image every 310 ms approximately. That is something unfeasible
for VR in which the images presented to the user have to be displayed as fast
as possible. On the contrary, by using our technique, the average measured FPS
value was 21.77, which is equivalent to 1 image every 46 ms approximately. These
results are more suitable for VR and satisfy the suggested values.
7 Conclusions and Future Work
This study presents a new Image-Based Rendering technique specially designed
to enable the representation of high-quality virtual environments in low-cost VR
devices. This work evaluated the performance of our technique compared to a
traditional rendering approach. For this reason, image size optimizations were
not investigated. Future work should, therefore, evaluate image optimizations
for improving the performance.
One of the main benefits of our technique is that it does not depend on
the visual quality or complexity of the virtual environment. Furthermore, this
technique will also work with real-world pictures. If we are able to take 360o
panoramic spherical pictures of the real world separated by a defined distance,
this technique will allow virtual navigation through a total realistic environment.
Future work should investigate the use of this kind of image dataset.
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