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ABSTRACT
Traditionally, electric utility companies measure and monitor the loading of their system at the
head of the distribution feeders. In an age where the adoption of distributed generation (DG), most
notably customer-owned solar, is rapidly increasing, there are several interesting challenges that
utilities must overcome. First, it is hard for the utility to know the native load of their system.
Second, since the adoption of customer-owned solar is rapid and not evenly distributed there is the
risk of high and low voltage due to the rapid changes that can occur with solar generation. The
utility company involved in this work has observed these voltage issues and has begun to look at
utility-scale battery storage and microgrids as a potential solution. This work describes a method
to estimate the native load in an area that has a high amount of DG and uses this data to develop
potential designs of a microgrid for the utility in the future.
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CHAPTER 1. INTRODUCTION
The electric power grid is seeing many changes today due to the rise in popularity of renewable
technologies. Customers on the distribution system are rapidly adopting renewable generation,
prominently solar, to power their homes and businesses. When customers install their own form
of generation and interconnect onto the distribution system, it is called distributed generation
(DG). This rapid increase in DG, especially solar [1], provides interesting challenges for utilities
when it comes to best serving their customers and maintaining the reliability and integrity of their
infrastructure.
Utilities monitor their system through the Distribution System Operations (DSO). Each feeder
has connected devices transmitting information to the DSO which allows them to know if it is
operating as expected and within regulation. With the rise of smart meters, the DSO also gets
notified if a customer’s power goes out or is having significant voltage issues. The DSO dispatches
employees to check on and fix any issues they may be observing. This feeder information has
also historically been used by planners and distribution engineers to monitor their systems and
determine what needs to be done to improve the operation of it to best serve their customers. The
increase in DG takes away from what the native load of the system is, skewing the data and making
it hard for utilities to understand their system needs [2].
In addition to making it difficult to know the native load, large amounts of DG can also change
the system dynamics and cause high and low voltage issues [3]. This issue of high and low voltage
has been observed mostly in areas where there is a high concentration of solar installments due to the
quick changes that can occur in solar generation throughout the day. Areas of high concentration
of solar and known voltage issues are a good candidate for potential microgrid applications due to
the amount of generation that is localized.
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The microgrid concept, as described in [4], is driven by the idea of maximizing the benefit of
DG, lowering the costs for the utility and customer, and increasing the reliability of the distribution
system. The work of this report attempts to analyze the available data and explore different options
of transforming a tap of a feeder into a microgrid. The tap was chosen by this utility company
for four reasons: 1) High concentration of solar installments compared to the rest of the feeder,
2) Known voltage issues as a result of its concentration of solar, 3) Distance from the head of the
feeder, and 4) Recent installment of a utility-scale energy storage system.
Results show that a microgrid is possible, however for the microgrid to be in island operation
for every hour of every day for 365 days, a generator is needed. It was found that it is not possible
to be in island operation for the duration of a year with only renewable generation and energy
storage. If the microgrid is to be islanded for short durations, then it was found to be possible
without the need for a generator depending on the time of year.
The remainder of this report is organized as follows. In Chapter 2, various microgrid studies
are summarized in the form of a literature review. In Chapter 3, the process of determining the
solar generation and native load with limited data is described. Chapter 4 provides an overview of
the chosen microgrid software, HOMER Pro [5], and presents four different microgrid designs. In
Chapter 5, a brief discussion is provided on the various other considerations that may be required
for microgrid implementation and Chapter 6 concludes.
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CHAPTER 2. REVIEW OF LITERATURE
In the following section the various requirements of microgrid operation are summarized and
approaches to meet the requirements are discussed. A microgrid is traditionally designed to be
connected to the main distribution grid with the contingency of being disconnected. When a
microgrid is disconnected from the main grid, it is said to be in islanded operation. The construction
and operation of a microgrid involves several considerations based on the energy resources and
loading conditions of the microgrid. These include optimum sizing of the energy resources, a control
method for the microgrid operation, and a platform on which to model and test the microgrid.
One method for optimizing the mix, sizing, and dispatch of distributed energy resources (DERs),
which was done in [6] and [7], is to use the Distributed Energy Resources Customer Adoption Model
(DER-CAM) developed by Berkeley Labs [8]. The DER-CAM tool focuses on cost minimization
to optimize the design and operation of the microgrid or distribution system and does not take
into account the electrical performance of the grid. There are other methods as well that focus
more on the economical rather than electrical performance of the grid, which include [9], [10], [11],
[12]. The authors of [9] discuss their own mathematical method of planning a microgrid which
takes into consideration the costs of investing, operating, and the reliability for each DER based
on whether it was in an ac or dc grid. Additionally, they incorporated a function to ensure there
is enough energy when the microgrid is in island mode. The authors of [10] also developed their
own mathematical analysis but investigated the sizing of a battery energy storage system (BESS)
for both a grid-connected microgrid and a microgrid in islanded operation. The authors of [11] and
[12] used what is called an evolutionary approach. An evolutionary approach is one that solves
a nonlinear optimization problem. In [11] this approach was used to minimize the total cost of
the DERs with certain constraints, such as energy and emission limits. The authors of [12] used
what they call a ‘genetic algorithm’ to size DERs as to minimize the total cost of the operation
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of an islanded microgrid system. The authors then implemented their control strategy to check
the electrical performance and adjusted the algorithm as necessary until an optimal solution was
achieved.
Similar to [12], there are methods of optimizing the size of a microgrid which take into con-
sideration how the energy of the microgrid will be controlled. Examples of this are [13] and [7]
which use mixed integer linear programming (MILP). In [13] the MILP model takes in several
variables, including historic generation, weather, and load data as well as variables such as cost
and controllable loads, and outputs the optimal size and dispatch of the microgrid. [7] builds upon
the DER-CAM model discussed previously with a MILP which takes into account the power and
heat flow through the model. Other examples of sizing methods which consider control are [14]
and [15] which use Monte Carlo simulation to size their system with the control method of the
grid considered. In summary, Monte Carlo Simulation performs the steps to read in relevant data,
set initial states, change states, solve the power flow, and update the data of each bus until the
optimal solution is achieved. The work of [15] takes this a step further and uses particle swarm
optimization in conjunction with Monte Carlo simulation.
In addition to DER-CAM, which is a control-considered method, and economic focused methods
for sizing whole microgrids there are methods that are more focused on a certain element, such as
those in [16], [17], and [18]. The authors of [16] simply evaluated a solar home system with two
different battery types to determine what battery type and size is the most economical to use. The
authors of [17] use a simple algorithm which determines the amount of each DER type and the
amount of storage an islanded microgrid needs with the assumption that the state of charge of the
battery is periodically invariant and the load is always met. In [18] wind and solar resources were
determined based on the siting and the maximum production they can get based on that siting.
All energy systems need some form of control in order to ensure the load is being met. There
has been extensive research on the different control methods for individual components within the
grid as well as for control of the entire grid itself. Two main approaches encompass the methods
for controlling a microgrid and include centralized control and non-centralized control. The works
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of [19], [20], and [21] all use centralized control. In centralized control, there is a central controller
which receives information from all over the microgrid and then determines the correct dispatch for
each unit, [22]. In addition, the central controller often decides when power needs to be obtained
from the main grid and vice versa.
The authors of [19] propose a hierarchical control system to increase the performance of the
microgrid when in grid-connected operation. The hierarchical system consists of local source and
load controllers, a microgrid system central controller (MGCC), and a distribution management
system (DMS). The local controllers do what the MGCC tells them to as well as controls their local
voltage and frequency levels. The MGCC’s job is to optimize the operation of the microgrid based
on market prices. In [20] the energy management system (EMS) acts as the central controller and
decides the operation of the DG units and the battery, as well as the load when load shedding is
necessary. The authors also implemented a model-predictive control (MPC) algorithm for the DG
inverters which can either regulate the current or the voltage output of the regulators depending
on which mode of operation the microgrid is in. An EMS is also applied to a microgrid in [21]. The
central EMS connects to the loads, renewable generation, and the main grid and manages the flow
of electricity based on each subsystem’s needs. For example, if the load is met in the microgrid and
there is excess generation then the excess will be sent to the grid.
As microgrids grow with more distributed generation integrated, centralized control is no longer
preferred due to the likely scenario of many events or changes being needed in a short amount of
time [23]. In these cases, it may be more desirable to move towards a form of non-centralized control
so that a single central controller does not get overwhelmed and fail. Non-centralized control has
two different approaches within it: distributed control and decentralized control.
Distributed control is a very similar idea to the local controllers described in the hierarchical
system of [19], with the difference being that in distributed control there is no communication be-
tween the different controllers, [24]. The distributed controllers are integrated with the distributed
sources and are responsible for the control of voltage, power, and frequency. Another example
of this is the MPC algorithm for DG inverters described in [20], though in that study there was
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communication with the central controller. The work described in [25] provides a good example
of distributed control of a microgrid with PV, wind, and a diesel generator, each with their own
specific controllers.
Decentralized control is like distributed control, but there is communication between the various
local controllers to optimize the microgrid performance, [24]. The authors of [26] use de-centralized
control in a microgrid with vehicle to grid (V2G) technology to determine the charging and discharg-
ing of electric vehicles when no accurate forecast data is available. [27] describes an agent-based
decentralized control for a microgrid which has an electrical distribution layer and a communication
layer. The authors describe an agent as the local controller combined with the local communica-
tion device. Each agent monitors their local generation and/or load and can communicate with the
other agents so generation can be adjusted as needed.
It is clear that the three control methods have one thing in common: local controllers. Due
to this, there has been research done to determine how the local controllers should operate. To
provide a few examples, [28], [29] and [30] all examine the various modes of battery and electric
vehicle control in a microgrid application.
Once the design and control method are determined, an appropriate platform for modeling
and simulation must be chosen. The author of [31] used OpenDSS to avoid a fully dynamic
simulation and cut down on simulation time. The authors of [19] also used OpenDSS because
it is a free open-source software which has the capability of modeling distribution systems as well
as evaluating the model under sequential-time power flow simulation. The authors of [32] and
[33] use HOMER (Hybrid Optimization Models for Energy Resources) software by the National
Renewable Energy Laboratory (NREL) for simulation and analysis of their microgrid. HOMER
can simulate distributed energy resources (DERs), perform sensitivity analysis, consider emissions
and costs of operation, and allows you to test and optimize many different scenarios. The authors
of [34] use HOMER to optimize the design of their microgrid and then use MATLAB to evaluate
the performance of the suggested design. [35] used MATLAB to evaluate a microgrid model due
to its simplicity.
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This work differs from the works described previously in many ways. For this microgrid design,
it will be assumed that all solar generation will first go to meet the load with any excess generation
going to charge the battery. It will then be assumed that the battery will discharge to meet the
load during periods when there is not enough solar generation and the battery has the capacity
to do so. The battery chosen by this utility company has the capability to control these modes of
operation itself. When the microgrid is not in island operation and there is not enough battery
storage to meet the load, then the main distribution grid will serve the load as needed. Lastly,
different options will be explored using HOMER Pro for the microgrid in island operation.
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CHAPTER 3. DATA COLLECTION AND ANALYSIS
Before a microgrid can be designed, the load of the microgrid must be well understood. Several
challenges are faced in trying to understand the native load of a system over an extended period
of time, such as one year. One such challenge is the increased adoption of distributed generation,
especially solar in particular. Another challenge faced by utilities is the lack of data. Many utilities
are starting to move to an age of smart meters to streamline the process of meter reading and make
the process more economical. Another benefit of the smart meters is that it can help the utility to
better understand the load. Smart meters allow for the understanding of how much energy is being
consumed as well as how much energy is being generated by each customer. While the particular
utility who owns the feeder discussed in this study has deployed many of these smart meters, the
data is only stored for a limited amount of time due to the capacity of storage it would require to
indefinitely store data for each customer of the utility. This limitation increases the difficulty of
obtaining a complete picture of the approximate native yearly load for each customer.
Before the age of smart meters, data has historically been collected at the head of the feeders
located at the substation. This data is very important for the distribution system operations (DSO)
and is still collected today even with the rise of smart meters. This data is able to be stored for a
longer duration, due to the fact there are a significantly fewer feeders than customers.
This chapter focuses on the various data resources available and how the particular data for
the development of this microgrid were selected and analyzed. Since the tap analyzed in this paper
consists of only solar for distributed generation, the two data sets needed will be: estimated native
load and estimated solar generation for each hour of the year based on available historical data.
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3.1 Distributed Generation Data
The distributed generation data will be discussed first as it is the simpler of the two. There are
several resources which can be used to estimate the expected solar generation in a particular region
of the world. For this study, the National Renewable Energy Laboratory (NREL) National Solar
Radiation Database (NSRDB) [36] was used. NSRDB was developed from years of analysis done
by NREL and provides an easy method to obtain estimated hourly solar generation data through
their PVWatts [37] calculator application. In addition, HOMER Pro uses the NSRDB as a baseline
to estimate the solar Global Horizontal Irradiance (GHI) [38] when simulating the hourly solar
production. This allows for consistency between the native load data, which is developed in part
as a result of estimated solar production, and the HOMER Pro microgrid simulation.
3.1.1 PVWatts Calculator
The PVWatts calculator takes into account the geographical location as well as many other
parameters which describe the photovoltaic (PV) system to be estimated. Fig. 3.1 shows the
approximate region where solar generation needed to be estimated and the nearest locations where
the NSRDB has information are identified by the pins and blue boxes.
Figure 3.1 NSRDB Locations
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It can be observed that there are two nearby locations where solar radiation data can be
obtained, one slightly NW of the location and another slightly SE. Though the affect is near
negligible, it is an easy step to average the two results in order to estimate what the hourly solar
radiance is between the two locations.
PVWatts, in addition to the location, also requires various inputs to describe the PV system
that is to be estimated. Since this work is meant to develop a general process for the utility to
use in the future, it is not beneficial to input each customers specific PV system information due
to the time it would take to do so. However, in the area for this study we do know that each of
the customers PV system’s are fixed, meaning they do not rotate along any axis. The rest of the
parameters can be kept as default as these are basic PV design settings and can be considered as
a reasonable approximation. As a result, for both locations in PVwatts the same PV input data
was assumed and can be seen below in Table 3.1. The size is for a 1 kW system so it can be scaled
easily to reflect the amount of installed solar in the area of interest. After the PV information is
entered, PVWatts returns your monthly average solar irradiance as well as an option to download
an hourly estimate for an entire year. For this study, the hourly data was desired to align with the
load data and to be as granular as possible.
Module Type: Standard
Array Type: Fixed
Array Tilt (degrees): 20
Array Azimuth (degrees): 180
System Losses (%): 14.08
Inverter Efficiency (%): 96
DC to AC Size Ratio: 1
Table 3.1 PVWatts Input Data
3.1.2 HOMER Pro GHI
HOMER Pro provides several different options for inputting solar irradiance data. First,
HOMER Pro provides two resource options based on the type of PV system that is to be modeled.
11
Solar GHI, global horizontal irradiance, which is meant for a fixed PV system and Solar DNI, direct
normal irradiance, which is used for a concentrating, or tracking, PV system. Since the customers
in this region all have fixed systems, the Solar GHI data was used.
The Solar GHI resource has several different options for inputting data. First, you can import
your own average solar radiation data in kW/m2 in any time step desired. The other two options
are to download data either from NASA Surface meteorology and Solar Energy or from NREL’s
NSRDB. For this project, to stay consistent with the PVWatts solar estimation which will later
be used to estimate the native load, downloaded Solar GHI data from NSRDB was chosen. In
HOMER Pro, on the Home tab, a location for your project can be set similarly to how the location
in PVWatts was set and this is how the data from NSRDB is determined. Once the data is
downloaded, HOMER Pro displays a chart showing the monthly average solar GHI data, which
includes the daily radiation in kWh/m2/day and the clearness index. This chart can be observed
in Fig. 3.2 below. In the background HOMER Pro knows the hourly irradiance data, which it uses
in the hourly simulation of the system, however the monthly averages are the only data that is
displayed at this point for the user.
Figure 3.2 Monthly Average Solar GHI Data from NSRDB in HOMER Pro
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3.2 Load Data
The load data is where things get a bit more tricky and much more data analysis is required.
As mentioned before, load data is mostly tracked at the head of the feeder and only can measure
the net load, which is the native load less the solar generation. This makes it hard to know what
the native load is at any given time since load and solar generation are both extremely variable
and can dramatically change in as short as 10 or 15 minute time frames. Customer meter data can
be used to get an idea of how much of the energy (kWh) from the entire system is at the site of
the microgrid, however it is important to remember that this is still representing the net energy
and not the native energy demand without solar. The rise of smart meters can help utilities better
understand what the native load is since the smart meter tracks how much energy is being bought
and sold back to the grid. However, this is still a fairly new technology which has not gathered
enough data to be useful for this study.
The sensor at the head of the feeders at the substation stores data on two different platforms,
Aclara and ELI. Aclara stores the value in 15 minute intervals, however has a tendency to miss data
points. ELI stores the maximum value for every hour. Because we want a clear view of what the
load is doing, and not just the maximum values, Aclara data was desired to be used. The Aclara
data for the entire year of 2019 was downloaded and evaluated. It was discovered, as expected,
that some data points were missing. Once the Aclara data was filtered to only show the kW and
kVAR load at each hour for each phase, Microsoft Access was utilized to fill in the missing data
points with data from ELI. The ELI data points were taken note of since the ELI data can at times
look quite different from the Aclara data. At this point, comprehensive hourly net load data at
the head of the desired feeder for the most recent year has been obtained. Now, the challenge is to
find the native load of the desired section of the feeder for which the microgrid is to be created.
As mentioned briefly before, the customer energy (kWh) usage can be utilized here to get a
rough idea of the percentage of net energy needed at the site of the microgrid compared to the net
energy needed for the entire feeder. Many utilities store this data in a graphic information systems
(GIS) interface and can pull the data as needed. The data for total kWh and site kWh for the
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desired feeder were downloaded for the years 2014-2019. The percentage of kWh that was at the
site for each year were summarized and can be seen in Table 3.2 below. The average percentage of
kWh at the site from all the years was found to be about 18.2%. As can be observed, all industrial
customers on this feeder are at the site of the microgrid and about 19% of commercial, 22% of
farm, and 7% of residential customers on the feeder are at the site of the microgrid.
Total 2019 2018 2017 2016 2015 2014
Com 19% 22% 20% 21% 17% 17% 17%
Farm 22% 23% 20% 23% 23% 18% 0%
Ind 100% 100% 100% 100% 100% 100% 100%
Res 7% 8% 6% 7% 7% 9% 7%
Gov 0% 0% 0% 0% 0% 0% 0%
Total 18.2% 20% 18% 19% 16% 19% 20%
Table 3.2 Percentage of Net kWh at Microgrid Site
In an attempt to begin organizing the data and have it on a platform where analysis could be
easily done, a large Microsoft Excel file was created. Recall that the estimated solar was given on
an hourly basis for an entire year for a 1 kW PV system. This system now needs scaled for the total
kW of installed solar on the feeder as well as the total kW of installed solar downstream of where
the microgrid would be islanded. There is approximately 1230 kW of installed solar on the feeder
and approximately 475 kW of that is at the site of the microgrid. The 1 kW data was multiplied
by these numbers, therefore giving the estimated hourly solar production for the entire feeder and
for the site of the microgrid. This data was put into a ‘Solar Output’ sheet in the newly created
excel file. Next, the GIS kWh data was put into a ‘GISload’ sheet, and the Aclara/ELI hourly load
data was placed into the document as well with kW data on one sheet and kVAR data on another.
Now, all the useful data available has been compiled and analysis needs to be done to figure out
the native load of the microgrid site.
The first step was to put the per-phase hourly load data into a new, highly organized, sheet and
sum up the total hourly kW net load from all three phases. This hourly kW data was called the
‘Feeder Metered Load’. Next, the feeder estimated hourly solar generation was input and the native
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load of the feeder was estimated by adding the solar generation to the metered load, giving hourly
load values that were named ‘Feeder Estimated Native Load’. This step makes sense because the
load at the meter is the native load less the solar generation, but of course since the solar generation
was estimated via PVWatts the resulting native load is considered an estimate as well. Estimating
the site load is a step that took much more thought due to the fact that the amount of load and
the amount of solar at the microgrid site are not proportionately distributed compared to the rest
of the feeder. So it would not be fair to simply multiply the feeder estimated native load by the
18.2% value found earlier, for example.
The goal seek function in excel was utilized. The goal seek function in excel allows a user to
adjust a set of formulas until a certain goal is met. In this case, the goal is to match the estimated
(Site Net Load)/(Feeder Metered Load) to the 18.2% value that was previously calculated from
six years of customer meter energy data. This value of the estimated site net load over the feeder
metered load is called the ’Actual Downstream Load Percentage’ and the found 18.2% value is
called the ’Downstream Load Target’, as can be seen in Table 3.3.
Downstream Load Multiplier 23.0%
Downstream Load Target 18.2%
Actual Downstream Load Pct 18.2%
Table 3.3 Excel Goal Seek
A ‘Downstream Load Multiplier’ variable can also be observed in Table 3.3 and describes the
percentage of native load that is at the site of the microgrid. The goal seek adjusts the Downstream
Load Multiplier value until the Actual Downstream Load Percentage matches the Downstream Load
Target, thereby adjusting the values of the Site Estimated Native Load until the Site Estimated
Net Load consists of 18.2% of the Feeder Metered Load. Also note that the Site Estimated Net
Load equals the Site Estimated Native Load less the Site Estimated Solar Generation, so here is
also when the estimated hourly generation at the site comes into play.
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At this point, the analysis has been done to estimate the native load at the site of the microgrid
for every hour of a year. This data is now ready to be uploaded into HOMER Pro as a .csv file. In
the next chapter, a brief introduction to HOMER Pro will be provided including what inputs are
required and different options HOMER Pro provides. The next chapter will also describe various
test cases and a discussion of the HOMER Pro results.
16
CHAPTER 4. Microgrid Optimization Results
4.1 Introduction
HOMER Pro is a software that was originally developed by NREL to optimize microgrid design.
HOMER stands for Hybrid Optimization Model for Multiple Energy Resources. HOMER Pro was
chosen for this project due to its consistency with the PV estimations, its ability to model several
different resources, and its availability. The results will be presented but first the various capabilities
of the software will be briefly discussed.
HOMER Pro requires a load component and a generation component in order to run a simulation
based on a chosen control scheme. The native load of the microgrid site can be uploaded in any
time step for an entire year as a .csv file. HOMER Pro will read in the data and provide a summary
with various information including the average daily profile as well as a seasonal and yearly profile.
These can be observed in Figs. 4.1- 4.3 respectively. Note that in Fig. 4.3 the x-axis represents the
day of the year, the y-axis represents the hour of the day, and the color scale describes the load in
kW.
Figure 4.1 Daily Profile
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Figure 4.2 Seasonal Profile
Figure 4.3 Yearly Profile
Other information is provided as well, including the specific average kW for each hour of each
month depending on if it is a weekday or weekend, the peak load month, the average kWh/day,
the peak kW, and more.
For generation components there are various options, as shown in Fig. 4.4, however for this
study the grid, generator, converter, PV, and storage components were of the most interest. Each
component can be created in the library as the user desires or an existing one in the HOMER
library can be used. The grid component is unique from the others as there are four different rate
structures that can be used and depending on which one is chosen the grid behaves differently.
For this study the scheduled rates structure was chosen as this allows for various options such as
prohibiting the grid from charging a battery, prohibiting grid sales from a battery, prohibiting all
grid sales, and more. If a renewable energy resource is being used as one of the components then
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the resource will need to be added in addition to the component. For example, if the user is adding
a solar component then either a Solar GHI or Solar DNI resource will need to be added as well.
Figure 4.4 Generation Components
There are many other capabilities for HOMER Pro but for the purposes of this study only one
more will be mentioned, the controller which can also be seen in Fig. 4.4. HOMER Pro provides
six different controller options. For this study the HOMER Load Following control strategy was
used as this prioritizes the renewable energy resources to meet the load and charge any storage
components and only utilizes a generator to meet the primary load when necessary.
4.2 Existing System
The existing system for the microgrid site consists of customer-owned solar generation, a Tesla
Powerpack 2.5, the native site load, and the grid. The HOMER schematic can be observed in Fig 4.5.
It can be observed that the Tesla Powerpack is connected to the DC bus and then converted to
connect to the AC bus. In reality, the battery is connected directly to the AC bus, however with
the HOMER Load Following controller storage can only be connected to the DC bus. This does
not affect the microgrid results because a free general converter is used and therefore does not
artificially make the system more expensive and therefore less optimal in the simulation.
As mentioned before, the scheduled rates structure was used for the grid. Since the goal is to
capture all the local energy and to only use grid energy when there is not enough solar generation
or storage to meet the load, all grid sales were prohibited. This means zero of the energy produced
in the microgrid can be sold back to the grid.
The results of this system show that there is zero excess electricity and zero unmet electric load.
This indicates that the existing storage was enough to capture all excess electricity generated by
the existing PV. Additionally, the results show that the existing PV provided 41.5% of the yearly
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Figure 4.5 HOMER Schematic of Existing System
production and the grid provided the remaining 58.5%. Please note that the energy provided by
the battery would be considered in the PV production value. The existing PV kW output, with a
capacity factor of 16.6%, for each day and hour of the year can be observed in Fig. 4.6. It can be
observed that more hours of the day produce solar energy during the summer months, as expected.
The energy purchased from the grid is shown in Fig. 4.7. It can be observed that at the times of
high PV production there was little to no energy purchased from the grid, as expected. It can also
be observed in Fig. 4.7 that there are hours of the day which no solar generation is being produced
and no grid energy is being purchased. A conclusion can be drawn that there was enough excess
solar to charge the battery enough to meet the load during these hours.
Lastly, the HOMER Pro results provides a graph of the state of charge (SOC) of the Tesla
Powerpack for each hour of each day of the year, as can be seen in Fig. 4.8. This provides useful
insight for building the microgrid because it can be observed that the storage system will rarely
meet its capacity, 100% SOC, with the current amount of installed solar. This indicates that when
building the microgrid more PV can be added.
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Figure 4.6 Existing PV Output (kW)
Figure 4.7 Grid Purchases (kW)
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Figure 4.8 Existing Battery SOC (%)
4.3 The Microgrid
4.3.1 Design #1
One option to allow the island microgrid operation of this site is to place a backup generator
that can replace the times when the grid would have normally picked up the load. This operation
would ideally match that of the grid operation in Fig. 4.7, however many generator manufacturers
recommend having a minimum load ratio. The minimum load ratio simply describes the minimum
percent of load which the generator must meet if it is in operation. So, for example, if the microgrid
needs 10% of the load to be met by the generator, and the generator minimum load ratio is 15% then
the generator will run at 15% of the load and the extra 5% will go to charge the battery. Typically,
manufacturers will recommend that the minimum load ratio not be below 30% in order to prevent
negative impacts to the generator such as wet stacking [39]. For this reason, the generator in all
HOMER Pro simulations will be set at a 30% minimum load factor.
The design of this system can be seen in Fig. 4.9. Note that the amount of PV and battery
storage has not changed. The grid has been removed and an autosize generator with a minimum
load ratio of 30% has been added. HOMER Pro sized a 510 kW diesel generator for this system.
The results show zero excess electricity and zero unmet electric load. In this system, the PV meets
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40.9% of the yearly load and the generator meets 59.1% of the yearly load. Please note that unlike
the previous case the energy supplied by the battery can be considered in either the PV or the
generator value, since depending on the situation both can charge the battery.
Figure 4.9 HOMER Schematic of Microgrid Design #1
Since PV Generation is unchanged, the resulting output is the same of that in Fig. 4.6. The
generator kW output can be seen in Fig. 4.10. HOMER Pro results indicate that the generator
will operate 5776 hours out of the year, which equates to approximately 66% of the year. It can
be observed in Fig. 4.10 that the generator output profile is quite different from that of Fig. 4.7,
which can be explained by the requirement of a minimum load ratio. It can also be observed that
there is more kW output of the generator than that of the grid in the existing system, so it can be
expected that the excess energy is going to charge the battery. Fig. 4.11 confirms this expectation
as it shows the SOC of the battery throughout the year. It can be observed that there is a lot
less black space compared to Fig. 4.8, indicating that the SOC of the battery is at zero for a lesser
amount of time of the year. Since the PV generation is unchanged, a conclusion can be drawn
that the generator’s extra generation due to the minimum load ratio limit is going to charge the
battery. HOMER results for the existing system showed approximately 126,200 kWh/yr energy
in and approximately 114,500 kWh/yr energy out for the Tesla Powerpack. This system showed
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about 254,000 kWh/yr energy in and 228,300 kWh/yr energy out, indicating that both values
nearly doubled for this system and the battery utilization has increased.
Figure 4.10 Generator Production (kW) of Microgrid Design #1
Figure 4.11 Battery SOC (%) of Microgrid Design #1
4.3.2 Design #2
Another option is to add more PV to the microgrid site and see how much the need for energy
from the backup generator can be minimized. The challenge here is to ensure the excess electricity
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value is not too large. It was found in a previous study by a colleague that high voltage issues occur
at this site when there is more than about 80 kW of excess electricity at any given time. Since
HOMER Pro only provides the excess electricity value for an entire year, some approximations will
have to be made. The average kWh/day load is approximately 4500 for the microgrid site. An
excess of 80 kW equates to 1920 kWh/day, indicating that there will be high voltage if the excess in
a 24 hour period is more than 1920 kWh, which is approximately 42.7% of the average daily load.
This indicates that the percent of excess electricity can be about 42.7%. However, in this study a
conservative approach will be taken and a maximum of 20% excess electricity will be allowed for
the year, but the goal will still be to remain as close to zero as possible.
Within this design a few different PV additions will be explored: 250 kW, 400 kW, and 650
kW. Nothing else in the model will change from Design #1. The schematic of the three will be the
same and can be viewed in Fig. 4.12. The results show zero unmet electric load for all three cases,
0.985% excess electricity for the 250 kW case, 5.46% excess electricity for the 400 kW case, and
18.9% excess electricity for the 650 kW case. Table 4.1 shows the percentage of the total electricity
production that was provided by the PV and the generator to meet the load for each case.
Gen (%) PV (%) PV New (%)
250 kW 39.2 39.5 21.3
400 kW 30.1 37.5 32.4
650 kW 20.2 33.2 46.6
Table 4.1 Electricity Breakdown
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Figure 4.12 HOMER Schematic of Microgrid Design #2
Similar to Design #1, the existing PV is unchanged for all cases, so the existing PV kW output
can be viewed in Fig. 4.6. The newly added PV kW outputs can be viewed in Figs. 4.13-4.15. It
can be observed that all four PV profiles look very similar, with the difference being the magnitude
of the color scales. This observation makes sense as the solar GHI profile simulated is the same for
each and only the amount of PV kW capacity is changing.
Figure 4.13 250 Additional PV Output (kW)
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Figure 4.14 400 Additional PV Output (kW)
Figure 4.15 650 Additional PV Output (kW)
The HOMER Pro results indicate that the generator will operate for about 3950 hours out
of the year for the 250 case, about 3200 hours for the 400 case, and about 2400 hours for the
650 case. This means that the generator is required for approximately 45%, 37%, and 27% of
the year respectively. The three generator profiles can be observed in Figs. 4.16-4.18 below. It
can be observed, as expected, that as the amount of added solar increases the generator output
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decreases. It can also be observed that there are periods of the year, most notably November,
December, January, and February, where there appears to be no change in the generator output.
This indicates that during these months, when the days are shorter and there is a higher likelihood
of snow coverage, there is not enough solar energy production to meet the load for the full duration
of the day.
Figure 4.16 Gen. Production (kW) of Microgrid Design #2 with 250 kW Added Solar
Figure 4.17 Gen. Production (kW) of Microgrid Design #2 with 400 kW Added Solar
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Figure 4.18 Gen. Production (kW) of Microgrid Design #2 with 650 kW Added Solar
It is hard to predict how the generator production will affect the SOC of the battery, however
it is fairly easy to predict how the change in the amount of installed PV will affect it. The more
capacity there is in capturing solar energy, the more excess there will be, and thus it would be
a reasonable expectation that as more PV is added the SOC of the battery will overall increase
at times of the day and year where solar generation is high. This prediction can be confirmed by
Figs. 4.19-4.21.
It can be observed that the amount of red area increases with each increase of PV, most notably
during the summer months and between the times of about 11 AM and 6 PM. Days are longer
during the summer months, allowing for more time of solar capture. The reader may wonder why
the SOC would not be at or near peak until about 11 AM. This is due to the battery discharging
to meet the load throughout the late evening, nighttime, and early morning hours where there is
no sun. The battery must begin to replenish this discharged energy when the sun rises and there is
a surplus of solar energy after the load has been met, which explains why there is not a high SOC
value until after a few hours of sun. If the battery was not able to charge enough throughout the
day to meet the load for the late evening, nighttime, and early morning hours, it would completely
discharge and this is when the black regions occur. When the battery can no longer meet the load,
the generator will kick in.
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Figure 4.19 Battery SOC (%) of Microgrid Design #2 with 250 kW Added Solar
Figure 4.20 Battery SOC (%) of Microgrid Design #2 with 400 kW Added Solar
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Figure 4.21 Battery SOC (%) of Microgrid Design #2 with 650 kW Added Solar
Fig. 4.21 is especially informative for three reasons. One, it suggests the site can likely be in
island operation for some duration of time between the months of April and September without the
need of a generator or the grid. Two, it suggests that more storage could be added to alleviate the
amount of time the battery is at 100% state of charge and reduce the amount of excess electricity.
Three, it suggests that even with extra storage it is likely a generator would still be needed to make
it through those dark 0% SOC periods which occur most prominently in the months of November,
December, January, and February. This will be explored in Designs #3 and #4.
4.3.3 Design #3
Next, another Tesla Powerpack 2.5 will be added along with additional PV capacity. From the
results of Design #2 a conclusion could be drawn that even with additional storage, the microgrid
will still need the assistance of a generator for the months of November-February. Design #3 will
attempt to address this conclusion by adding a battery to the third case of Design #2 where 650
kW of PV was added.
The HOMER schematic remains unchanged from that of Design #2, keeping in mind that
there are now two Tesla Powerpacks instead of one. The PV production, both the existing and
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the additional 650 kW, are unchanged and can be observed in Figs. 4.6 and 4.15. However, due to
the fact there is now more storage, the amount of excess electricity has reduced to 13% from the
previous 18.9% and the percent of total electricity production has changed to 34.6% existing PV,
48.5% new PV, and 16.9% generator. It can be inferred that the 5.9% of reduced excess went to
the additional battery. Another possible conclusion that can be drawn is that the generator electric
production was driven down by the additional solar energy that was able to be captured by the
battery.
For this scenario, HOMER Pro results indicate the generator will need to operate about 1900
hours out of the year, or about 22% of the year. This shows the additional battery drives down
the amount of time the generator is needed by approximately 5%. The generator output profile
can be observed in Fig. 4.22. Comparing to Fig. 4.18, it can be observed that there is not much
change in the months at the beginning and end of the year but noticeable change in the middle of
the year. This could indicate that the excess energy captured by the additional battery is enough
to eliminate the need for the generator for large periods of time in the high solar months. This also
seems to confirm the idea that even with excess storage, the generator is vital for getting through
the months where solar production is low.
Figure 4.22 Gen. Production (kW) of Microgrid Design #3
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The SOC of the combined battery storage is shown in Fig. 4.23. It can be observed that there
is a lot more red and orange space than in Fig. 4.21. This can lead to the conclusion that the
excess energy the additional battery is absorbing is more than enough to supply the entire load for
most days. In fact, it appears that the battery packs barely deplete at all in the summer months,
preventing them from absorbing the 13% excess that still exists. At the beginning and end of the
year, when days are shorter and snow coverage is more likely, the opposite problem is observed.
There is less vibrant color in these areas than can be seen in Fig. 4.21. This indicates that there
was little to no excess during these times, so the extra battery made no difference in helping to
meet the load and the generator is still needed, thereby confirming the previous conclusion.
Figure 4.23 Battery SOC (%) of Microgrid Design #3
4.3.4 Design #4
The last design is to provide insight on the feasibility of a microgrid with no generator at all.
It is important to keep in mind that for the first three designs, it is possible for the microgrid to
operate in island operation without the need for a generator for a duration of time depending on
the conditions. This can be indicated by the number of hours the generator is in operation, which
is never 8760 hours/year. The goal here is to see what the system would look like if it were to be
completely dependant on PV production and energy storage for an entire year, or in other words
33
drive the hours of operation per year for the generator down to zero. To accomplish this goal, the
generator component was removed and HOMER was allowed to size the new PV and determine
the number of Tesla Powerpacks for the most optimal system. The schematic can be viewed below
in Fig. 4.24.
Figure 4.24 Schematic of Microgrid Design #4
The additional PV production and the SOC of the combined batteries are shown in Figs. 4.25
and 4.26. The most optimal solution HOMER could find consisted of 3847 kW of additional PV
and 5 battery packs. The solution showed about 280% excess electricity and 0.07% unmet load.
This clearly indicates that this is an infeasible solution since this much excess electricity would
create high voltage issues. It is clear that if a microgrid were to be built with simply solar and
storage, it would take massive amounts of each in order to meet the load in the winter months and
prevent high voltage in the summer months.
Other mixes of solar, wind, and energy storage were briefly explored to develop a microgrid
without the need for a generator and it was clear that there is currently no feasible solution.
Therefore, this will not be explored further and the recommendation based on this work is to
develop the microgrid with a generator in the design.
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Figure 4.25 Additional PV Production (kW) of Microgrid Design #4
Figure 4.26 Battery SOC (%) of Microgrid Design #4
35
CHAPTER 5. Considerations
The work of this report has focused on the feasibility and different possible mixes of generation
for developing a microgrid in rural Iowa. However, there are many other considerations that must
be addressed before the microgrid can become a reality. The challenge of determining a suitable
protection scheme is a prominent one. The various challenges that arise for the protection of
microgrids are well described in [40]. One of the largest challenges is that traditional protection
schemes are based off the assumption of unidirectional flow, which is not the case in a microgrid
application. Another challenge worth noting here is the lack of sufficient fault current as a result
of the power electronics associated with the distributed PV, making it hard to use traditional
technology to detect faults. The author of this work suggests that the utility company, should it
decide to develop this microgrid, consider these challenges carefully and research the best possible
solution. The authors of [40] also provide a good analysis of the various protection schemes that
have been studied and are used today, however more analysis should be done to determine the best
solution for this particular case.
Other challenges include, but are not limited to, frequency and voltage control, the change of
topology between grid-connected and islanding, harmonics, regulatory, and the various economical
aspects that come along with a microgrid. The author would like to refer the reader to [41] as
a good start to understanding some of these issues. Utilities may be particularly interested in
economics from the customer’s perspective as well as regulatory considerations for interconnection,
to which the author directs the reader to [42]. Other sources that may be useful when looking into
the implementation of a microgrid include [43], [44], [45] and [46].
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CHAPTER 6. Conclusions
The challenges facing electric utility companies today as a result of distributed generation were
presented and discussed. A method for estimating the native load of a section of feeder with limited
data sets was presented. It was found that solar generation can be reasonably approximated and
utilized to estimate the native load of an electric system. Motivation for developing a microgrid
was discussed and HOMER Pro was used to analyze different microgrid designs for a particular
tap on a feeder. Results show the microgrid is possible, however depending on the time of year and
the duration of islanding a generator may be required. Other considerations for implementing a
microgrid were briefly discussed.
Future work that can be done as an extension of this work is to analyze the electrical performance
of the HOMER Pro microgrid designs. This should be done in a power flow simulation software
such as Synergi Electric or OpenDSS.
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APPENDIX A. Key Words
Distributed Generation - customer-adopted generation that is interconnected with the distribu-
tion network. Is not limited to renewable generation.
Global Horizontal Irradiance (GHI) - describes the total amount of radiation directly and indi-
rectly from the sun that is seen by a horizontal object
Native Load - describes the true load of the system without the inclusion of any distributed
generation
Photovoltaic (PV) - production of electric current as a result of light; used interchangeably with
solar
Tap - a tap is a section of primary distribution line that branches off of a feeder
