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Abstract
Motion Cueing Algorithm (MCA) is an algorithm employed for producing an impres-
sion of realistic motion sensation of driving in a limited environment. The awareness
of MCA about predicted future is found to be an important criteria for improving
motion sensation. The integration of mathematical model of human sensation in MCA
prediction improves the quality of driving sensed motion. Despite successful application
of predictive based MCA, there are variety of problems which have not been properly
addressed. The predictive based MCA lacks clear steps for optimal tuning of its
weighting factors. This problem leads sub-optimality and low motion fidelity. Another
problem of the current predictive based MCA is to adjust its prediction horizon length.
This is usually performed via a manual tuning based on trial-and-error which is a sub-
optimal procedure. Incorrect horizon settings may lead to false motion cue sensation
or unnecessary extreme computational cost. Moreover, the current predictive based
MCA assumes the future output motion reference is constant while this assumption is
very far from the reality degrading the quality of MCA. The computational burden
is another challenge for predictive based MCA. This is due to the fact that this type
of MCA requires involving many future sample times in its computation. In contrast,
reduction of prediction horizon to reduce computations leads to a low quality motion
sensation with fluctuations. Therefore, a novel method is required to remove oscillatory
outputs even with a short prediction horizon.
In this thesis, the three above-mentioned problems are covered to enhance simulation
driver sensation. The scope of this research is a theoretical development of a predictive
MCA based on mathematical model of MCA and the available human sensation models
in order to enhance motion fidelity and the superiorities of the proposed methods are
verified via computer simulations. To solve the problems pertaining to MCA tuning, a
multi-objective evolutionary solution is proposed followed by an interactive decision
making. The proposed methods provide a straight forward and effective strategy to
tune predictive MCA. The sensation of this proposed method has enhanced compared
with previous manual tuning method. In the next step of this research, an artificial
xneural network based modeling is used to predict the future output reference based
on the history of signal to provide a more realistic future information for MCA. This
predicted future reference is directly used in the optimization to improve the motion
fidelity. The simulation results have proven that these information lead to a better
motion fidelity and driving sensation. In the next step, a optimal exponential weighting
method has been proposed to reduce the computational burden of the predictive based
MCA while preserving realism of motion sensation. This weighting removes false motion
cues appeared due to short-sighted MCA predictions by shifting the emphasis of cost
function towards end of the future prediction. This method has been further improved
by a simultaneous optimization of the exponential weighting and prediction horizon.
The simulation results have verified the effectiveness of these proposed methods. The
applied methods provide a low computation predictive MCA while reducing false
motion cues to enhance motion fidelity without infringement of MCA constraints.
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Chapter 1
Introduction
Driving simulators have wide applications for training, risk assessment, human behavior
study and prototyping in a safe virtual environment at a low cost. Due to limitations
on platform workspace and importance of producing accurate motion cues, a Motion
Cueing Algorithm (MCA) is demanded to convert vehicle real world motions to practical
motions for driving simulators. In all motion cueing algorithms, there is a trade-off
between reducing motion sensation errors and approaching boundaries. The initial MCA
design employed washout filters. However, the main problem of all washout filters is the
lack of capability for handling constraints and also lack of usage of information about
future demands based on the current states. Model Predictive Control (MPC) approach
has recently been applied for motion cueing algorithm to handle the constraints and
using the available information about future in its optimizations. The optimization is
performed with the goal of improving the output results for a window of near future
with respect to the constraints.
The aim of this research is to improve the current model predictive control based
motion cueing algorithm to reduce the sensed motion cue error using a mathematical
model for human motion sensation and available information for future motion input.
The improvement of this algorithm will be verified using computer simulations. The
current model predictive control for motion cueing algorithm methods are tuned
manually which is suboptimal and it does not necessarily provide the best motion. A
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low quality motion is potential to lead motion sickness for a human driver. Obtaining
the best prediction and control horizons is another unsolved problem.
In addition, the current studies fail to estimate the future of reference signal properly
and typical MPC-based MCAs avoid prediction of reference input from the driver by
using a constant output reference during the entire prediction horizon. Moreover, the
computation time is another challenge for MPC base MCA. Reducing the prediction
horizon is one of the methods to mitigate the computational burden. However, a short
prediction horizon introduces other problems which have not been fixed so far. This
thesis responds all of the aforementioned challenges and provides solutions for them.
In Chapter 2, a background is provided for driver simulators, motion cueing algo-
rithm, motion sickness, vestibular and visual interaction model. The tilt-coordination
technique to produce sustained acceleration is introduced too. Motion cueing algorithm
has been explained as well as the challenges for producing a high fidelity motion and
elimination of false motion cues. Washout filters are briefly introduced and the mathe-
matical approach for model predictive control technique is explained. The previously
applied MPC-based MCAs have been reviewed and the problems of the current research
works have been discussed and their shortcomings are illustrated.
In Chapter 3, the mathematical model of MPC-based MCA used in this thesis is
provided. The applied Quadratic Programming (QP) solver is explained in detail. The
vestibular model used for human motion sensation are discussed in this Chapter too.
In Chapter 4, the first step for improvement of MPC-based MCA is presented.
The MPC weights have been tuned using a multi-objective optimization and the best
solution is selected via an interactive optimization method. In the current methods,
the selection of prediction and control horizons had been based on trial-and-error. In
the proposed method, a transparent procedure is followed to obtain the best prediction
and control horizons with respect to the motion sensation, displacement and the
computational costs. The simulation results show the effectiveness of the proposed
method and its superiority in terms of sensed motion error and displacement over
trial-and-error based manual tuning.
3In Chapter 5, a solution for the next main problem of MPC-based MCA is provided
which pertains to the driver reference input motion signal. Many of the MPC-based
MCA research publications use a constant future reference signal on the prediction
horizon for control optimization which is not a realistic assumption leading to a
suboptimal motion generation. The proposed method employs an Artificial Neural
Network (ANN) to calculate its best future input motion estimation based on its
history. The simulation results have shown a better motion sensation for MPC-based
MCA using this method compared with the conventional method.
In Chapter 6, the third step for improvement of MPC-based MCA with a short
prediction horizon is pursued to reduce the computational burden. As a short prediction
horizon leads to false motion cues as well as infringement of constraints, further actions
are necessary to improve output performance in terms of motion sensation accuracy
and displacements. In this Chapter, an exponential weighting method has been applied
to improve MCA. In addition, an additional optimization is applied to improve the
best exponential weighting according to the prediction horizon. Simulation results
demonstrate the effectiveness of the proposed methods in terms of motion sensation
and displacement.
In Chapter 7, a conclusion of the thesis is provided and the result overview of all
Chapters is explained.

Chapter 2
Background and literature review
This Chapter provides a review on literature and background of motion cueing algorithm
and its application for model predictive control. In Section 2.1, the motion cueing
algorithm is reviewed. Section 2.2 explains the driving simulator sickness and the
importance of mitigation or elimination of this phenomenon. Section 2.3 discusses
the role of vestibular system for motion sensation. The tilt-coordination technique is
explained in Section 2.4. The role of vision in motion sensation has been mentioned in
Section 2.5. The initial implementations of motion cueing algorithm have been based on
washout filters as discussed in Section 2.6. Section 2.7 discusses the scaling technique in
MCA. Model predictive control as a modern control technique is explained in Section 2.8
and its application for motion cueing algorithm is discussed in Section 2.9. The future
driver reference prediction is mentioned in Section 2.10. The current problems are
discussed in Section 2.11 followed by the Chapter summary in Section 2.12.
2.1 Motion cueing algorithm
Driving simulators are safe and cost-effective tools to provide a simulated driving
environment with a realistic impression of driving by creation of reasonable motion,
vision and audio cues as shown schematically in Fig. 2.1. They help the operator to
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control a virtual vehicle with a performance close to real situation via reconstruction
of actual driving conditions in a limited environment. These reliable tools have wide
and increasing applications in virtual prototyping, vehicle system development, testing
advanced driving assistance, training, human factor study, driver behavioral study and
rehabilitation [25, 45, 60, 73, 73, 81, 88].
Fig. 2.1 A driving simulator intends to produce realistic audio, visual and motion cues
Motion cues in a driving simulator enhance the feeling of realistic vehicle driving
which improves the driver to react naturally. Motion cues lead to awareness of a driver
before the detection of visual cues. Without motion cues, the drivers’ perception
degrades and their responses are delayed while in a presence of motion cues, their
response has a faster and better control. Motion cues even become highly more
important when the driving task is challenging, highly workload demanded, difficult
to control, unexpected or requiring a corrective action. Although human motion
sensation is a multi-sensory system, the vestibular sensations have the primary impact
to aid the performance of a driver compared with the other sensations such as tactile
[23, 50, 51, 88, 101].
Producing a realistic motion cue is the main problem for all motion simulators;
however, due to the workspace boundaries, the simulator cannot achieve the similar
motion to the real world. Moreover, there are additional limitations on maximum
acceleration and velocities of the platform [4, 8, 25, 88]. While all of these limitations
exist, the sensed motion error (false motion cue) must be minimized to avoid simulator
sickness which is induced by a conflict of motion multi-sensory system [38, 60].
Driving simulators aim to simulate motions trajectories massively larger than their
allowed physical workspace. In addition, there are constraints on the trajectory that
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can be simulated. Hence, an “intelligent” method is required to produce a human
self-motion by deceiving human mind to feel a realistic motion. Producing the same
accelerations of reality highly increase the driving simulator displacement and moving it
outside of the allowed workspace while neglecting parts of it may introduce false motion
cues. A compromise between motion cues and maintaining the motion platform within
the allowed limitations are realized by Motion Cueing Algorithm (MCA) procedure
to transfer the simulated vehicle motion translation and rotation input (uV ) from
the vehicle virtual reality engine to a practical motion input for the platform (uS).
The goal of an MCA is to minimize the motion perception error without reaching the
workspace boundaries [19, 66, 75].
As an example, when a step surge motion is applied, a surge motion above the human
sensory threshold is required to be applied to the driver to feel forward acceleration.
However, it is preferred that the driver is moved back via an acceleration below
human perception threshold. This is to produce an onset part of a motion and it is
combined with another technique known as tilt-coordination to produce the sustained
acceleration part. In general, The high frequency part of translational acceleration
(onset acceleration) is produced by accelerating the motion platform while the low
frequency acceleration (sustained acceleration) is produced by tilt-coordination. In
addition MCA must respect the platform limitations while the motion perception error
is minimized. Fig. 2.2 shows the role of MCA in a driving simulation.
Virtual Driving 
Environment
MCA
Driving 
Simulator
u V u S
Fig. 2.2 The role of MCA in a driving simulation
2.2 Simulator sickness
The simulator sickness (with symptoms similar to motion sickness) is one of the
challenges of driving simulators and it often happens when the sensed motion has
mismatches with the expected motion. Simulator sickness is a result of conflict between
visual (expected motion) and vestibular perceptions. As an example, a “false” forward
8 Background and literature review
acceleration after a braking event for returning the simulator back to its neutral
point is a false motion cue and it has mismatches with what drivers expect in a real
world leading to discomfort and nausea. This phenomenon is polysymptomatic. The
symptoms of motion sickness can include blurred vision, pallor, cold sweating, eye
strain, concentration difficulty, dizziness, confusion, head fullness, headache, drowsiness,
nausea, and vomiting. This phenomenon depends on the individual however it must
be avoided by improving the motion cueing generation [38, 44, 95]. Motion sickness
can also influence the driver control by depression and apatheticness [95].
2.3 Vestibular system
Vestibular system is located in the inner ear and it is responsible for human movement
and balance sensation [10, 88]. According to Fig. 2.3, vestibular system is made of two
parts
• Semicircular canals, responsible for sensing the rotational accelerations
• Otoliths, responsible for sensing the translational accelerations
The semicircular canals consist of three orthogonal canals (horizontal, posterior
and anterior) at each ear, and filled with a fluid known as endolymph. At each canal,
there is a bulbous expansion called ampulla; within ampulla there is crista connected
to a sensory hair cell bundle. The hair cells are extended into a gelatinous mass known
as cupula. Cupula bridges the ampulla and prevents endolymph from circulation.
When head is rotating in one plain of a canal, the inertia of endolymph deflects the
cupula in opposite direction of head movement and the sensory hair cells are displaced
[10, 66, 88].
The otoliths are responsible for sensing the linear acceleration and they detect the
specific force (combination of translational acceleration and gravity force). The otoliths
at each ear are made of two organs utricle for sensing motion in horizontal plane and
saccule for sensing motion in vertical plane. As otolith cannot distinguish between
2.3 Vestibular system 9
Outer ear
Ear 
drum
Eustachina tube
Middle ear
Inner ear
Vestibular, 
facial and 
auditory nerves
Cochlea
Bone
Utricle Saccule
Anterior 
semicircular canal
Posterior 
semicircular canal
Lateral 
semicircular canal
Ampulla
Otolith
Saccule
Utricle
Nerves
Endolymph
Utricle or Saccule
Hair cell
Supporting cell
Cilia
Utricle
Ampulla
Cupula
Head rotation
Endolymph 
flow
Hair cells
Semicircular canal
30° 
90° 90° 
Otoconia
Otolithic 
membrane
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linear acceleration and tilting, a technique called tilt coordination is used for producing
the illusion of motion [10, 48, 66, 88].
Many research projects have been conducted for understanding the mathematical
model of semicircular canals [39, 68, 85, 93, 100] and otoliths [47, 77, 102]. And the
latest linear model for semicircular and otolith are presented by Telban and Cardullo
[88]. The linearized form of this model is as follows
ωˆ(s)
ω(s) = 5.73
80s2
(1 + 80s)(1 + 5.73s) (2.1)
fˆ(s)
f(s) =
50(s+ 0.1)
(s+ 0.2)(s+ 62.5) (2.2)
where ω is the angular velocity, ωˆ is the sensed angular velocity by semicircular canals,
f is the specific force and fˆ is the sensed specific force by otolith system. The specific
force is defined as
f = a− gS (2.3)
where a is the linear acceleration and gS is gravitational acceleration in the subject
driver reference.
2.4 Tilt coordination
As otoliths cannot discriminate between the acceleration and tilt (a portion of gravity
aligned with horizontal acceleration), an operator cannot overcome the ambiguity
between a real acceleration and gravity force component. Therefore, a technique known
as tilt coordination is introduced for mimicking sustained acceleration [10, 84, 88] as
shown schematically in Fig. 2.4. In this technique, the drivers are tilted and they
sense a part of gravity aligned with the horizontal plane. Hence, the driver perceives a
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specific force as follows
f = a−Rx(θ)Ry(ϕ)gI =

ax + g sin θ
ay − g cos θ sinϕ
az − g cos θ cosϕ
 ≈

ax + gθ
ay − gϕ
az − g
 (2.4)
where ϕ, θ and ψ together form Euler angles, Rx and Ry are rotation matrices around
x and y axes, and gI is the gravity in the inertial frame. Tilting must be performed
θ 
g sin(θ) 
g cos(θ) 
=~
g θ 
g
g
g θ 
Fig. 2.4 Tilt-coordination
with a limited angular velocity below human perception threshold to prevent feeling
rotation. This limitation hiders using tilt coordination for producing a high frequency
specific force [34, 88].
2.5 Visual model
Vection is the self-motion perception induced by vision. It can be linear or circular. A
common example of linear vection is when seated in a train and an adjacent train is
moving forward slowly, the observer thinks moving backward. There are two classes
of visual cues: foveal cues and peripheral ones. The peripheral visual field has a
higher effect in self-motion feeling. In a circular vection, the influence of background
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dominates over the foreground stimulation. To induce a self-motion by peripherals,
a sufficient number of borders such as features from sky or ground (e.g. stars or
clouds) must be present. Both linear and circular vections are prone to saturate. The
experiments have shown saturation from 90 to 120 degsec for yaw, 40-60
deg
sec for pitch and
roll, and 1 msec for linear vections. In addition, there is a latency to a vection onset.
This latency is longer in absence of stationary objects. The sensed visual and vestibular
cues are processed separately and compared with each other. When cues confirm
each other with a low conflict, the perceived motion is calculated from a weighted
average sum of the estimations. In cases of high conflict between cues the weighting is
shifted depending on the reliability of each perceived cue. It should be noted that high
conflicts between visual and vestibular perception lead to motion sickness too [88].
Psychophysical experiments have shown that the perceived visual self-motion
attracts the vestibular one. In a motion perception model, the related component is
known as visual attractor. Zacharias proposed a model for interaction between visual
and vestibular cues for yaw motions [103]. Telban and Cardullo proposed an improved
model for visual-vestibular interaction [88]. In this model, the optokinetic influence
has been considered and presented as follows
HOK(s) =
1
1 + τOKs
(2.5)
The vection is in the opposite direction of the perceived motion. For example, a visual
field moving left generates the self-motion for the driver to feel moving right. Moreover,
there is a delay for neural information transmission and processing. Figs. 2.5 and 2.6
show the model of rotational and translational visual-vestibular interaction proposed
by Telban.
2.6 Washout filters
The idea of washout filter is to decompose the motion signal to high-pass and low-pass
signals. The high-pass signals are used to produce the reference specific force via
the motion platform acceleration. The double integration of the acceleration is the
displacement which must be limited. The high-pass nature of the motion platform
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acceleration causes the motion platform to avoid reaching to the boundaries, and it
finally returns to the neutral position. The low-pass specific force is produced by tilt
coordination. This low-pass signal is required to be generated via an angular movement
of the motion platform below human perception threshold for rotation; hence, the tilt
motion is not perceived as a rotation.
2.6.1 Classical washout filters
Classical washout filters are introduced by Conrad and Schmidt [30] and they have
been updated in many research papers so far [8, 9, 76]. The schematic of an MCA
using classical washout filters is shown in Fig. 2.7. The high-pass filter of classical
washout filter contains at least two zeros to cancel the effect of two integrators and
maintaining the motion platform within the allowed displacement.
HP (s) = s
2
s2 + 2ζhωhs+ ω2h
(2.6)
The low-pass filter removes the high-pass components from the motion signal to
construct a smooth rotation to avoid the rotation sensation due to tilt coordination.
LP (s) = ω
2
l
s2 + 2ζlωls+ ω2l
(2.7)
The natural frequency and damping ratio are subjected to be tuned in order to obtain
a satisfactory performance of MCA in terms of motion sensation and displacement.
Classical washout filters have no mechanism to avoid reaching the workspace limit.
This problem usually results in tuning the filter parameters for the worst-case scenario.
It means classical washout filters do not utilize the workspace efficiently for generating
a high fidelity motion.
2.6.2 Adaptive washout filters
Parrish et al. [78] proposed adaptive washout with variable parameters and using
steepest descent method to minimize a cost function to penalize motion trajectory
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Fig. 2.7 The block diagram of classical washout filter based MCA
error as well as velocity and displacement. The adaptive characteristic of their MCA,
eliminates the necessity to tune their parameters for the worst-case scenario. In
comparison with classical washout filters, this design suffer from a significantly higher
computational burden as a large number of differential equations must be solved in real-
time. Nevertheless, the computational burden can be handled by nowadays hardware.
It should be noted that selection of the adaptive parameter ranges is another challenge
of this method and it is more complicated compared with classical washout filters.
In addition, adaptive washout filters often face with oscillatory responses as well as
false motion cue spikes. The highly varying input motion can negatively influence the
adaptive parameter adjustments. Despite the entire offline and computational efforts,
adaptive washout filters do not provide a significantly better result in comparison with
classical washout filters [7].
2.6.3 Optimal washout filters
Sivan et al. [82] proposed a Linear Quadratic Regulation (LQR) optimal method
to minimize a cost function using state feedback control which has been updated in
the next research papers [88, 89, 98]. According to Fig. 2.8, the filters are shown by
W 22, W 12 and W 11 which are supposed to be high order transfer functions calculated
according to optimal control theory. In the initial design of optimal washout filters,
there is another filter called W 21 to transfer angle and add it to the acceleration
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output of W 22. However, the gain of this filter is very low when calculated; hence,
it is usually removed from optimal washout designs. In optimal washout filters, the
linear motions produced from the high-pass washout filter W 22 and low-pass W 12 are
very close to the input if no scale or (rate) limitation is applied. Despite, in the initial
design of optimal washout filters, the tilt and angular high-pass filters where producing
an angular acceleration [82, 98], Telban and Cardullo [52, 88] used angular velocity
as the rotational output in LQR optimal motion cueing algorithm. Their LQR cost
function is designed to penalize the sensed angular velocity errors, sensed specific force
error, angular velocity inputs to motion platform, linear acceleration input to motion
platform, linear displacements, integral of linear displacements, linear velocities and
angular displacement. This design employs Algebraic Riccati Equation (ARE) offline
to obtain the best control feedback.
Despite the improvements in optimal washout filters, an important disadvantage
of both classical and optimal washout filters is that they are tuned for the worst case
scenario and they are unable to handle the constraints online [34, 71, 73]. Therefore,
Model Predictive Control (MPC) gradually became popular for motion cueing algorithm
as it can handle the constraints while minimizing sensation errors and displacements
[34].
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Fig. 2.8 The block diagram of optimal washout filter based MCA
2.7 Scaling 17
2.7 Scaling
In MCA applications, the input signals have a high amplitude and their generation in
a motion simulator is often difficult. It is also known that if a motion is produced in
a reasonable lower scale the driver does not perceive the difference [4, 7, 88]. Hence,
scaling the input signal is often applied in MCA applications and after scalings the
out of range input signals are limited (clipped at their maximum allowed amplitude).
Linear scaling reduces the amplitude of input signal with a constant rate as follows
ui,scaled(t) = ki,scale.uVi (t) (2.8)
where ki,scale is a constant factor to convert the ith member of vehicle input to its scaled
value. This scaling method converts both small and large signals with the same factor
which shrinks the small inputs to the values below human perception. In contrast,
nonlinear scaling is designed to avoid significant changes to small input signals and
instead reducing the larger input signals with stronger shrinking factors [88] as follows
ki,scale(uVi (t)) = ci,3(uVi (t))3 + ci,2(uVi (t))2 + ci,1uVi (t), uVi (t) ≥ 0 (2.9)
where ci,3, ci,2 and ci,1 are designed so that ki,scale at 0 input signal is equivalent to zero
with rate of 1 and it has a specified low rate at its maximum input value. The output
of this scaling is required to be limited within a predefined signal range. It should be
noted that this scaling should be symmetric (odd function) for positive and negative
values. Thus, the above mentioned function is valid for only zero and positive signals.
For negative signals this function is calculated as follows
ki,scale(uVi (t)) = −ki,scale(−uVi (t)), uVi (t) < 0 (2.10)
Another scaling method is adaptive scaling where the scaling factor depends on the
status of system such as the available workspace displacement [7].
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2.8 Model predictive control
2.8.1 MPC model
The previous washout based MCA suffers from inability to handle the constraints
degrades motion sensations. Model Predictive Control (MPC) is a constrained online
multi-input multi-output optimal control strategy which optimizes the control input
series for obtaining the best future output series according to the given output reference
and the system model [17, 34, 70, 71]. This control method is able to handle the
constraints in real-time which is highly demanded for MCA application.
According to Fig. 2.9, the output of MPC is the control input of the plant. The
optimal control input (the output of MPC) is calculated at each sampling time to
minimize the output error (maximizing the trajectory following) with respect to the
constraints.
The system model describes the output in a finite future window based on the
current states and series of the control inputs Predicted
future output
 = Plant_Model(
Current
states
 ,
 Current and
future control inputs
) (2.11)
MPC Plant
Control
input Output
Reference
(the desired output)
System model
Fig. 2.9 MPC controller in a control loop
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Fig. 2.10 shows a typical MPC output results for a simple single input and single
output system with sampling time of 0.2 sec.
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0
0.5
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1.5
Control input from MPC
Reference
0 1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
1.2
Plant output without MPC
System output employing MPC
Reference
Fig. 2.10 A typical single input single output MPC for plant G(s) = 1
s+1 (top: calculated
control input, bottom: output comparison with an open loop system)
In MPC method, the problem is first discretized with a sample time Ts. At each
sample time, the problem is optimized over a window known as prediction horizon
with respect to the constraints and a set of optimal control inputs over the current and
next sampling times is computed while only the immediate control input is applied
to the system. The predicted window includes Np samples where Np is called the
prediction horizon length and this window recedes (shifted one sample to the right) at
the next sampling step. The constraints are applied during the constraints horizon
Nconstraints which in this thesis is always equal to the prediction horizon. According to
Fig. 2.11, the optimal control input is calculated only for Nc samples called control
horizon length.
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The prediction horizon, control horizon and the sampling time Ts define the future
prediction window Tp in time length as well as the future control window Tc as follows
Tp = NpTs
Tc = NcTs
Tc ≤ Tp
(2.12)
The constraints are checked on the entire prediction horizon; thus, the size of
prediction horizon and constraint horizon are equal
Tconstraints = NconstraintsTs
Nconstraints = Np
(2.13)
Increasing Np or Nc increases the complexity of an MPC problem [13, 73].
Tp
t t+Tc t+Tp
Time
Output
Tc
Reference
Control input 
from MPC
FuturePast
Fig. 2.11 The prediction and control horizons in MPC method
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The reference trajectory of the next jth sample of the output predictive window at
a time t is shown as follows
yref(t+ jTs|t), j = 0, 1, . . . , Np (2.14)
The set of optimal control input is computed for Nc sequences at time t and it is shown
as follows
u(t+ jTs|t), j = 0, 1, . . . , Nc − 1 (2.15)
and the control inputs after that are assumed to remain constant as follows
u(t+ jTs|t) = u(t+ (Nc − 1)Ts|t), j = Nc, . . . , Np − 1 (2.16)
It is preferred to calculate the optimal control input change instead of optimal control
inputs. This is due to the simplicity as well as the ability of applying constraints and
penalties on control input variations.
∆u(t) ≜ u(t)− u(t− Ts) (2.17)
In fact, the MPC method calculates the optimal control input increments ∆u for the
first Nc samples and the rest of control input increments are assumed to be zero.
∆u(t+ jTs) = 0, j = Nc, Nc + 1, . . . (2.18)
At each sampling time, only the immediate calculated control input is applied by MPC
u(t) = u(t|t) (2.19)
At time t, the calculated outputs of prediction horizon are
y(t+ jTs|t), j = 1, . . . , Np (2.20)
and the error is defined as
ϵ(t+ jTs|t) ≜ yref(t+ jTs|t)− y(t+ jTs|t), j = 1, . . . , Np (2.21)
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The dynamic model of the system is assumed to be strictly proper linear
time-invariant shown as follows
xm(t+ Ts) = Amxm(t) +Bmu(t) (2.22)
y(t) = Cm
The cost function is the weighted square sum of error, actuation input and its increment
defined as
J(t) ≜
Np∑
j=1
∥y(t+ jTs|t)− yref(t+ jTs|t)∥2Qj +
Nc−1∑
j=0
∥∆u(t+ jTs|t)∥2Rj +
Nc−1∑
j=0
∥u(t+ jTs|t)∥2Sj (2.23)
where Qj ⪰ 0, Rj ≻ 0 and Sj ⪰ 0 are the weighting matrices which are usually
diagonal. The aim of MPC algorithm is to minimize the cost function whilst satisfying
the constraints for the control input, its increment and output. The control input
increment is confined and penalized to avoid oscillatory control inputs.
umin ≤ u(t+ jTs|t) ≤ umax, j = 0, . . . , Nc − 1
ymin ≤ y(t+ jTs|t) ≤ ymax, j = 1, . . . , Np
∆umin ≤ ∆u(t+ jTs|t) ≤ ∆umax, j = 0, . . . , Nc − 1 (2.24)
An MPC problem is finally converted to a constrained matrix optimization. A quadratic
optimization with a set of linear constraints is called Quadratic Programming (QP)
and its standard form is formulated as follows
∆U ∗ = argmin
∆U
1
2∆U
⊺
H∆U +∆U ⊺g
M∆U ≤ n (2.25)
where ∆U is the column matrix containing all control input changes over the control
horizon and ∆U ∗ is the optimal value for it. For a convex cost function and linear
constraints, if there exist a solution, the solution is unique [34].
In Section (3.1), the matrix model for the relationship between input increments
and output is further expanded and is explained in detail.
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2.8.2 Explicit MPC
An on-line MPC optimization (implicit method) requires expensive computations. This
motivated Bemporad et al. [15, 18, 21] to propose explicit MPC. An explicit MPC
method solves the QP problem offline and stores the solutions as an explicit function of
the initial states to lookup the solutions online. The optimal solution is continuous over
each critical polyhedral region and piecewise affine (PWA) over the feasible parameters
[16, 18, 40, 40, 55, 80, 91]. This means there are finite number of solutions to be stored
and when the corresponding polyhedral region is identified, the optimal solution is
calculated as follows
∆u∗(x) = CAx+ dA (2.26)
where CA and dA are the retrieved solutions for the corresponding polyhedral region.
Explicit solution to constrained MPC problems extends the application of MPC
method by reducing the computation time, however it does not replace implicit method
as this method suffers an exponential number of polyhedral regions for solution lookup
storage which limits the application of this method to simple problems with a low
number of variables [40, 91].
2.8.3 Input blocking
The complexity of MPC optimization problem also depends on its degrees of freedom
(Number of free control inputs). In the input blocking method, also known as move-
blocking, the optimal problem for Nc inputs is reduced to N ′c inputs where N ′c < Nc by
clustering inputs and binding inputs of each cluster group with each other [24, 32]
Conventional input : u = [u0,u1, . . . ,uNc−1]
⊺
Input blocking input : u′ = [u′0,u′1, . . . ,u′N ′c−1]
⊺
u′ = (T ib ⊗ IN ′c)u (2.27)
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where ⊗ is the Kronecker product and T ib ∈ RNc×N ′c is called blocking matrix. At
each row of T ib, there exist one and only one unity gain and the rest of members are
zero. Usually, the matrix T ib is a set for blocking the inputs more near to the end of
control horizon. This is because the changes near end of control horizon reduces and
less resolution is required in this area. Beghi et al. [13] have applied an input blocking
matrix as follows
T ib =

1 0 0
0 1 0
0 0 1
0 0 1
0 0 1

(2.28)
2.9 Motion cueing algorithm using MPC
Dagdelen et al. [33, 34] proposed a novel approach for motion cueing algorithm
using model predictive control. The real-time optimization, handling multi-input
multi-output systems and hard constraints are the attractive feature advantages of
MPC method. The constraints respective to the platform physical limits and the
motion detection thresholds are explicitly used in this algorithm which eases the
procedure for defining constraints by an inexperienced user. There are several trade-
offs between MPC weights which are typically tuned off-line. In MCA application,
the selection of these weights determines the balance between the motion sensation
error and approaching physical limits of a motion platform. A Sequential Quadratic
Programming (SQP) method is employed to solve the MPC problem in real-time. Both
the state space matrix formulations and the linear constraints are convex. Therefore,
in case of existence of a solution, it is unique [34]. Integration of MPC method with
the vestibular system model was proposed in the initial MPC-based MCA, however
it was not implemented and the vestibular model was replaced by a unity transfer
function. The simulator limitations in terms of displacement boundaries, maximum
angular velocity and maximum acceleration are explicitly mentioned in the problem
constraint. The simulated driving scenario was to use the 1st 2nd and 3rd gears to
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accelerate a car until reaching a certain speed. This model considered two phases for
their system as follows
• Acceleration rendering phase (MPC phase)
• Actuator limit approach phase (washout filter phase)
At each computational step size, the appropriate phase is decided. When the motion
platform approaches its limit, the limit phase is activated and the washout filters are
applied. After the vehicle acceleration changes in sign, the acceleration phase resumes.
Switching between two modes was undesirable to the drivers hence they preferred a
smoother transition [34, 45]. Compared with classical washout filters, MPC method
exploits a motion platform more efficiently. Furthermore, using a nonlinear MPC
(NMPC) is suggested as a future work to handle the platform and vestibular system
non-linearities.
In this initial implementation of MPC-based MCA, the selection process for the
prediction horizon is not explained. In addition, there is no driver future reference
prediction in the MPC implementation. Furthermore, their method does not apply tilt
coordination and for this reason the displacement is saturated quickly. Despite this
MPC provides a better result at each rendering phase compared to classical method,
their rendering phase constitutes a small portion of the entire driving. During most of
the time, the system is in the limit approach phase and the acceleration generation is
not proceeding.
Augusto proposed an improved MPC approach [10]. He integrated a vestibular
system model proposed by Zacharias [104] in the MPC model. He also considered the
effect of tilt coordination in his model. The input signal from driver during a prediction
horizon is guessed and tested according to either of these three hypothesis
1. Assuming the input to simulator from vehicle is constant.
2. Assuming the input to the vehicle is constant.
3. Assuming the derivative of input to the vehicle is constant.
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The assumption of constant input derivative renders the worst output and the
assumption of the constant input to the motion simulator lead to the best result.
In this implementation, the prediction, control and constraint horizons are chosen
by trial-and-error and extending these horizons resulted in no significantly better
performance. He introduced three groups of variable:
• The control variables ([ ϕ˙rotation, θ˙rotation, ψ˙, ax, ay, az, ϕ˙tilt, θ˙tilt ]⊺) are used to
control the plant where □⊺ refers to matrix transpose. They are the angles for
rotation, linear accelerations and angles for tilt coordination. Separating angles
for rotation and tilt allows implementation of constraints for tilt-coordination.
• The tracking variables ([ ωˆx, ωˆy, ωˆz, fˆx, fˆy, fˆz, ϕ, θ, ψ, px, vx, py, vy, pz, vz ]⊺) are the
output variable tracked by the MPC cost function. They are the sensed angular
velocities, sensed specific forces, simulator angles, linear positions and linear
velocities. The reference for displacements are zero to bring the simulator back
to the neutral position.
• The constrained variables ([ u⊺,∆u⊺, ϕ, θ, ψ, px, vx, py, vy, pz, vz ]⊺) are the states
for being limited in their permitted intervals where u and ∆u refer to the control
input variables and their increment.
He performed both MPC simulation on PC (using MATLAB and C) and MPC
implementation it on Chalmers Driving Simulator. The constraints are applied for
each individual limited variable. The weights are tuned by trial-and-error, and given
for both offline and online mode. The considered weights on input increments prevent
high input oscillation. In his research, MPC method results followed the reference
closer in comparison with classical washout filter. However, a fair comparison requires
applying the same scaling on both systems. The results demonstrate that MPC-based
MCA results in a higher usage of workspace. In addition, the MPC method works
closer to the boundaries while limitations are regarded. To obtain a numerically stable
discrete plant model dynamic simulation, the considered maximum step size is 0.1 of
the rising time of the fastest pole.
In his future work, it was suggested to use a better vehicle model, replacing the
vestibular model with the latest model, using adaptive weights to relax displacement
when strict weights for the displacement are unnecessary, performing stability analy-
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sis, none conservative boundaries and nonlinear MPC to consider human vestibular
thresholds.
Baseggio et al. [11] has used the recent vestibular system suggested by Telban
[88] in MPC for motion cueing algorithm. He assumed the signal is known from the
prior 2 sec time and the result comparison showed that applying the known input
improves the output result. Assuming the availability of input has limited his research
to the scenarios with prerecorded motion input without involvement of the driver
in the loop (open-loop). The prediction horizon has been reported to influence the
stability. However, neither Np is mentioned explicitly nor the mechanism of choosing
Np is provided. He simulated MPC motion cueing both in presence and absence
of tilt coordination. In absence of tilt coordination, the MPC method is run on a
pre-high-pass-filtered input.
Fang et al. [38] applied an explicit MPC method for MCA. Their aims were effective
stability and fast optimization. The control laws were optimized off-line. They used
an invariant-set technique to ensure the stability. Their stable condition is as follows
xi(t) + cvx˙i(t)T +
1
2cuuiT
2 = xmax (2.29)
where xi refers to a linear displacement and ui is the corresponding acceleration input.
It defines a second order transfer function. To avoid reaching the boundary, any
oscillation must be avoided via an extra constraint as follows
ζ = c
2
v
2cu
> 1 (2.30)
This positively invariant set is never left unless for
xi(t) + cvx˙i(t)T +
1
2cuuiT
2 < xmax (2.31)
This invariant set is only applied when it is demanded while in a conventional LQR
based terminal invariant set is applied at each step time. Hence, a considerable invariant
set related computation burden is saved. This method can be applied in both implicit
and explicit MPC methods. The future reference trajectory is assumed constant along
the prediction horizon at each sample time.
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Beghi et al. [13, 14] mentioned that in presence of reliable input from the future
driver behavior, the widest prediction/control horizon is desired. However, due to
limitations on reliable method for prediction of driver input, the practical horizon is
limited. To improve exploiting the workspace, the prediction horizon needs to be wide
enough. While in their previous works a small time window of 0.3 sec has been used,
in a racing context at least 8 sec prediction horizon is claimed to be required for a time
varying reference. The computation time increases exponentially with the length of
control horizon. Hence, they applied a strategy called input-blocking to overcome real
time computational limitations [24, 62]. The idea behind input window blocking is to
decrease the control sample resolution when approaching the end of control horizon to
reduce the input degrees of freedom and the computational complexity.
Maran [66] tuned the prediction horizon by increasing/decreasing it with a percent-
age (e.g. ±50%) and comparing the outputs. Adjusting Np to a small value improves
the perception quality while it does neglect the future displacement increase, therefore
the platform reaches to its limitation quickly. Hence, Np influences the trade-off
between the accuracy of output and the displacement usage. The same process is
used for tuning MPC weights. These tuning processes are in fact trial-and-error based
methods.
2.10 Future driver reference prediction
As the future driver input to the motion simulator is unclear, a constant reference
input has been used during prediction horizon in many research works [10, 13, 14, 38].
Despite, one of the superiorities of MPC is using future prediction, this advantage is
limited by assuming the motion input does not change during the prediction horizon in
MCA application. Future driver reference prediction is a challenging task. Assuming
constant input rate during prediction horizon has also shown to produce a low quality
result [10]. Despite applying a completely known driving input is not practical in
many applications, it has been shown that knowing the actual future driving input in
advance will produce a better outcome [11].
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Virtual driver [42, 43, 67, 90] is a technique for mimicking the driver actions such as
acceleration, braking and steering from the road and current vehicle state information.
It has been claimed that by virtual driver it is easier to guess a signal closer to near
future driver input compared with constant input [11, 14]. However, no fair comparison
between results from using constant reference input and virtual driver has been provided
using simulations and validations.
2.11 Current problems
2.11.1 Neutral position
It has been observed that for a turning left and then right quickly in yaw mode,
the MPC method considers that by delaying returning to the neutral position, the
workspace is better exploited. Holding the platform away from the neutral position
is decided by MPC when turning both sides are observed in a time less than the
length of prediction horizon. As a short prediction horizon is desired for increasing the
sensed specific force accuracy while planning a variable neutral position requires a long
prediction window, in the most of cases, the process of changing the neutral position
is not performed. In addition, a movement of the neutral position from the origin to
a point between the origin and the limitations for linear displacements is required to
be considered from a long time in advance in order to change the position with an
acceleration below human perception threshold. In most of cases, an MPC method is
not capable of changing the neutral position in advanced when the target maneuver is
out of its prediction horizon, therefore an additional method is required for controlling
the neutral position.
In addition, the likelihood and a realistic estimation of future displacement must be
calculated and the necessary shift of neutral position must be estimated properly which
requires a usage of Artificial Intelligence (AI) and the current preposition methods
[13, 26, 79, 96] are not sufficient for a practical MCA in general.
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2.11.2 Future driving reference
The most basic assumption for future driver reference is a constant value during the
prediction horizon while it is not a realistic motion reference. The attempts for assuming
a constant driver reference rate during prediction horizon also has not generated a
satisfactory result. In many theoretical investigations, it has been assumed the future
input is known during prediction horizon. This hypothesis makes the MPC impractical
and impossible to be implemented in the real world application.
Using virtual drivers to represent the driving model for obtaining the future
reference does not represent an accurate model of human driving. In addition, unlike
the displacement, the acceleration signals contain a massive amount of fluctuation
which leads to mismatch of two driving profile of consecutive loops. Therefore a wrong
driving profile is applied on the prediction window if the future driving is not updated
at each sample time based on the recent history of the driver. In addition, a virtual
driver does not consider the likelihood of different possibilities for the driver input. For
example when a driver reaches to a fork in the road, they might turn left or right or
stop with different probabilities. A driver can even make shortcuts at several points
on the road. These likelihoods are not taken into consideration for motion cueing
computations.
2.11.3 Scaling
As it is not easy to produce high accelerations and the operator does not feel sensation
degradation if the input is scaled with a reasonable factor, scaling is applied on the
input signal. Both MPC and washout filtering methods fail when very large acceleration
inputs are applied as an input. As the near future input could be roughly estimated,
it could be a reliable factor for tuning the adaptive scaling for near future. When
producing the future input is not possible for motion simulator, or it requires a a
displacement higher than available, the scaling system can detect the best tuning for
the future input. The future input information has not been used for the adaptive
scaling input in MPC-based MCA so far.
2.11 Current problems 31
2.11.4 Selection of best MPC weights
Despite the advantages of MPC, this method requires a large number of weights to
be tuned. These weights are used for definition of cost function to be optimized.
The weights are applied on sensed specific force error, sensed angular velocity, linear
displacement, linear velocity, angular displacement, linear acceleration input, angular
velocity input, linear acceleration input increment and angular velocity input increment.
There is also a competition between the weights and a trade-off can be distinguished
between the motion sensation error and the motion platform displacement. So far,
there has been no straight forward method for tuning these weights and the weight
selection processes have been applied based on manual trial-and-error. An effective
method is required to provide transparent steps for optimization of the MPC weights
to reduce the QP cost function with a logical trade-off between the output factors
mainly sensation error and platform displacements.
A further expansion of MPC weight selection method is selection of adaptive weights
based on the system states. However, the effectiveness of this idea is questionable as
MPC is already an online optimization method. In addition, adaptive weights make
the prediction extremely nonlinear with several possible local minima. Furthermore,
even neglecting nonlinearities, warm-start based QP approaches for MPC optimization
rely on constant Hessian matrix which will vary as it depends on cost function weights.
Therefore, relying on offline MPC weight selection is very reasonable at this stage.
2.11.5 Selection of best MPC horizons
In addition, the selection of control and prediction horizons (Nc and Np) is another
challenge for MPC-based MCA. If the future driver reference is known, the prediction
and control horizons are desired to be the widest which is limited by computational
burden of the available control processor. However, due to uncertainties about the
future driver reference, the far future prediction is not reliable; hence, a significantly
wide prediction horizon does not result in a necessarily better output result. Similar
to the weight selections, the current MPC-based MCA use horizons obtained from
a trial-and-error process which can lead to a suboptimal performance. Therefore, a
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reliable approach is required to optimize the prediction and control horizons based on
several driving scenarios to minimize motion sensation error, platform displacements
and the computational burden.
2.11.6 Visual model
In no MPC-based MCA, the model of visual-vestibular interaction has ever been
considered. The visual motion cues interact with the vestibular sensed cues and a
compromised sensation is perceived. The large conflict between visual and vestibular
cues result in motion sickness. For small conflict between visual and vestibular cues, a
weighted sum of the estimated cues is computed. The weighting coefficient is calculated
from the error of cues processed with adaptation dynamics. Embedding visual model
in MPC method for motion cueing can improve the motion perception for the driver.
However, it should be noticed that vestibular-visual interaction requires a nonlinear
model which complicates the MPC optimization over each sampling time.
2.11.7 Computational burden
Computational burden is one of the main disadvantages of MPC method in general. In
MCA application, by applying a short sampling time in a range of a few milliseconds,
not only QP solver has a short time to solve an online optimization problem, but also it
should consider a massive number of samples for each second of future prediction. This
problem hinders MCA to be performed in real-time. One possible solution to overcome
this problem is to apply explicit MPC for an MCA application. However, it should
be noted that explicit MPC suffers from limitation of variables. When the number of
system states increase, the offline computations increase dramatically up to the point
that it becomes impossible to calculate all solutions. In addition, storage of all solutions
in a lookup table to be retrieved online will become impractical as the storage size
increase exponentially with the number of system states. The fast implementations of
QP solvers use warm-start techniques which impose other limitations on the MPC and
this method requires keeping the Hessian matrix constant over the entire sample times.
This causes many MPC parameters (such as horizons and weights) do not change over
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the sampling times. Reduction of the MPC prediction horizon is another method to
overcome computational complexities, but this approach leads to a short sighted MPC.
This causes appearance of false motion cues over the output results which requires
additional efforts for their elimination.
2.11.8 Cross-correlation
Despite reduction of the sensed motion error is a very important factor in the design
of cost function for an MPC-based MCA, it is very important that the sensation result
follows the reference signal shape too. The cross-correlation between two signals is
a parameter representing the similarity of two signals. The current MPC methods
for MCA applications do not include this factors in their optimization. It should be
also noted that this factor is highly nonlinear and it requires a nonlinear MPC to be
considered in the online optimization.
2.12 Chapter Summary
In this Chapter, the motion cueing algorithm and its importance is reviewed as well
as its influence in reduction of simulator sickness when used in driving simulators.
Tilt-coordination as a technique to produce sustained acceleration is highly used in
MCA application. Washout filters have been traditionally used to preform MCA, but
due to their limitations, model predictive control has become more popular for this
purpose. However, despite the advantages of MPC, using this control method has a lot
of complications and drawbacks and this thesis is concentrating on improvement of the
most important ones.
Having mentioned the current problems of MPC-based MCA, in this thesis, Chapters
4, 5 and 6 are dedicated to solve parts of the current problems whose solution remain
in the scope of MPC for linear systems. This includes optimization of the MPC penalty
weights as well as prediction and control horizons. In addition, the estimated prediction
for future driver reference is implemented. Furthermore an exponential weighting
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method has been proposed to overcome the complexities of MPC with respect to
motion fidelity. In the next Chapter, the mathematical model of the MPC-based MCA
used in this thesis is explained in detail.
Chapter 3
Mathematical model of the applied
MPC-based MCA
In this section, the mathematical models used in the methodologies of this thesis are
explained in detail. First, the formulations for MPC are illustrated and the problem
is finally converted to a quadratic programming which is a constrained optimization.
The rest of formulations are for providing the model requirements according to the
MPC needs. The mathematical model of the applied vestibular system is explained
and the system model is discretized to be used in MPC. The formulations for motion
cueing algorithm are discussed using the discretized vestibular model. This problem
is solved by an Online Active Set Strategy (OASES). The OASES based QP solver
model is explained in detail. Having the models ready, the methodologies are presented
in the next Chapters. Section 3.1 explains MPC formulation applied in this thesis.
Section 3.2 mentions the applied mathematical model of vestibular system. The system
discretization which is a requirement for MPC is explained in Section 3.3 followed
by MCA model in Section 3.4 and parabolic displacement limits in Section 3.5. The
model of applied online active set strategy QP solver is discussed in Section 3.6 and
the Chapter summary is provided in Section 3.7.
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3.1 Model Predictive Control (MPC)
3.1.1 Introduction
In the MPC method, a real-time optimization is performed to obtain the control
input. The formulations for this optimization describe the relationship between the
control input sequence increments and the objective function as well as the constraints
on control input increments, control inputs and output variables. The formulation
starts from the state space model of the system during the prediction horizon and it
culminates a constrained optimization in a QP form.
3.1.2 MPC optimization target
The MPC method calculates the optimal control input series U (t) to minimize a cost
function. The sequence of control input variables to the system is as follows
U(t) =

u(t|t)
u(t+ Ts|t)
...
u(t+ (Nc − 1)Ts|t)
 (3.1)
where Ts denotes the sample time, Nc is the length of planned optimized input sequence
known as control horizon and u(t+ jTs|t) is the control input to the system for time
t+ jTs planned at time t. The objective function is J1(t) calculated as follows
J1(t) =
Np∑
j=1
∥∥∥y(t+ jTs|t)− yref (t+ jTs|t)∥∥∥2Qj +
Nc−1∑
j=0
∥u(t+ jTs|t)∥2Sj +
Nc−1∑
j=0
∥∆u(t+ jTs|t)∥2Rj (3.2)
where y(t + jTs|t) is the system output at time (t + jTs) predicted at time t. Np is
the length of future optimization prediction known as prediction horizon and Qj ⪰ 0,
Rj ≻ 0 and Sj ⪰ 0 are arbitrary weighting matrices for tuning the cost function.
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The goal of cost function is to minimize the output error over the predictive horizon
while the system input and its rate are also penalized to avoid very large or oscillatory
control inputs. The cost function is minimized by using a quadratic programming
method with respect to limitations.
∆U ∗(t) = argmin
∆U(t)
J(y(t),u(t− Ts),∆U(t)) (3.3)
where
u(t+ jTs|t) = ∆u(t+ jTs|t) + u(t+ (j − 1)Ts|t), j = 0, . . . , Nc − 1
∆u(t+ jTs|t) = 0, j = Nc, . . . , Np − 1
ymin ≤ y(t+ jTs|t) ≤ ymax, j = 1, . . . , Np
umin ≤ u(t+ jTs|t) ≤ umax, j = 0, . . . , Nc − 1
∆umin ≤ ∆u(t+ jTs|t) ≤ ∆umax, j = 0, . . . , Nc − 1
u(t− Ts|t) = u(t− Ts) (3.4)
The next step is to describe the explicit dependency of the cost function to the control
input increments.
3.1.3 MPC formulation
The system model is presented in a strictly proper discrete linear time invariant state
space form relating control inputs to outputs as follows
xm(t+ Ts) = Amxm(t) +Bmu(t)
y(t) = Cmxm(t) (3.5)
To apply constraints and penalties on the control input increments, a variable change
is necessary to define ∆u as the variable controlled by MPC and consider the control
input variables as a part of new states.
∆u(t) ≜ u(t)− u(t− Ts) (3.6)
∆xm(t) ≜ xm(t)− xm(t− Ts) (3.7)
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The new state space representation of the system according to the incremental inputs
is as follows
∆xm(t+ Ts) = Am∆xm(t) +Bm∆u(t)
y(t+ Ts)− y(t) = CmAm∆xm(t) +CmBm∆u(t) (3.8)
For the sake of simplicity, the augmented state is defined to include the output inside
itself.
x(t) ≜
∆xm(t)
y(t)
 (3.9)
The new state space based on the augmented states is as follows
x(t+ Ts) =
 Am 0
CmAm I
x(t) +
 Bm
CmBm
∆u(t)
y(t) =
[
0 I
]
x(t) (3.10)
where matrices A, B and C are defined based on the primary state space matrices of
the system
A =
 Am 0
CmAm I
 ,B =
 Bm
CmBm
 ,C = [0 I] (3.11)
At this point, the control input from the perspective of the control optimization is
∆u(t) and the state variable is x(t). At each sample time t, the predicted state of
interval (t+ jTs) is shown by x(t+ jTs|t). The states of the next sample times along
the prediction horizon are computed as follows
x(t+ Ts|t) = Ax(t) +B∆u(t) (3.12)
x(t+ 2Ts|t) = Ax(t+ Ts|t) +B∆u(t+ Ts) =
A2x(t) +AB∆u(t) +B∆u(t+ Ts)
...
x(t+NpTs|t) = ANpx(t) +ANp−1B∆u(t) +ANp−2B∆u(t+ Ts) + · · ·+
ANp−NcB∆u(t+ (Nc − 1)Ts)
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Using Equation (3.12), the predicted output is obtained as follows
y(t+ Ts|t) = CAx(t) +CB∆u(t) (3.13)
y(t+ 2Ts|t) = CAx(t+ Ts|t) +B∆u(t+ Ts) =
CA2x(t) +CAB∆u(t) +CB∆u(t+ Ts)
...
y(t+NpTs|t) = CANpx(t) +CANp−1B∆u(t) +CANp−2B∆u(t+ Ts) + · · ·+
CANp−NcB∆u(t+ (Nc − 1)Ts)
At this point, the output is calculated based on the current states and the sequence of
control input increments as follows
Y =

y(t+ Ts|t)
y(t+ 2Ts|t)
...
y(t+NpTs|t)
 ∈ R
(NpNy)×1, ∆U =

∆u(t)
∆u(t+ Ts)
...
∆u(t+ (Nc − 1)Ts)
 ∈ R
(NcNu)×1
(3.14)
where and Ny is the number of outputs in matrix y. With the aid of Equations (3.12)
and (3.13), the relationship between Y , X, ∆U can be written in a matrix form as
follows
Y = Fx(t) +Φ∆U (3.15)
where F and Φ are defined as
F =

CA
CA2
CA3
...
CANp

, Φ =

CB 0 0 . . . 0
CAB CB 0 . . . 0
CA2B CAB CB . . . 0
... ... ... . . . ...
CANp−1B CANp−2B CANp−3B . . . CANp−NcB

(3.16)
The aim is to minimize the cost function defined as
J1(∆U) = (Y ref − Y )⊺Q(Y ref − Y ) +U ⊺SU +∆U ⊺R∆U (3.17)
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where Y ref is the output reference over the prediction horizon and Q, R and S
are the block diagonal weighting matrices for penalizing undesirable increase in the
corresponding factors (error, input and input variation). The operator □⊺ denotes
matrix transposition. The input sequence U is then calculated from the last input and
optimized input variation

u(t)
u(t+ Ts)
...
u(t+ (Nc − 1)Ts)

︸ ︷︷ ︸
U
=

I 0 0 . . . 0
I I 0 . . . 0
I I I . . . 0
... ... ... . . . 0
I I I I I

︸ ︷︷ ︸
T

∆u(t)
∆u(t+ Ts)
...
∆u(t+ (Nc − 1)Ts)

︸ ︷︷ ︸
∆U
+

u(t− Ts)
u(t− Ts)
...
u(t− Ts)

︸ ︷︷ ︸
U¯(t−Ts)
(3.18)
Applying Equations (3.15) and (3.18) in (3.17) results in
J1(∆U) = (Y ref − Fx(t)−Φ∆U )⊺Q(Y ref − Fx(t)−Φ∆U )+ (3.19)
∆U ⊺R∆U + (T∆U + U¯(t− Ts))⊺S(T∆U + U¯(t− Ts))
By removing the constant terms from the cost function of Equation (3.19) and assuming
the symmetry of the weighting matrices, the minimization of a new cost function gives
the same input sequence result
J(∆U) = ∆U ⊺(Φ⊺QΦ+R+ T ⊺ST )∆U+
2∆U ⊺(Φ⊺Q(Fx(t)− Y ref ) + T ⊺SU¯(t− Ts)) (3.20)
Now, H and g are defined as following
H ≜ 2(Φ⊺QΦ+R+ T ⊺ST ) (3.21)
g ≜ 2(Φ⊺Q(Fx(t)− Y ref ) + T ⊺SU¯(t− Ts)) (3.22)
to form Equation (3.20) in a simpler format as follows
J(∆U) = 12∆U
⊺
H∆U +∆U ⊺g (3.23)
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The constraints on MPC optimization can be expressed as
nmin ≤M∆U ≤ nmax (3.24)
where nmin and nmax are the lower and upper bound for each of the constraints.
Equations (3.23) and (3.24) together form a Quadratic Programming (QP) problem.
To calculate the constraints, they are divided into three categories which are
constraints on the input increments, input and the output results.
The constraints on the input increments are as follows
n1min ≤M 1∆U ≤ n1max (3.25)
n1min = ∆Umin =

∆umin
∆umin
...
∆umin
 (3.26)
M 1 =

I 0 . . . 0
0 I . . . 0
... ... . . . ...
0 0 . . . I

︸ ︷︷ ︸
Nc times
(3.27)
n1max = ∆Umax =

∆umax
∆umax
...
∆umax
 (3.28)
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The second set of the constraints are on the input values
n2min ≤M 2∆U ≤ n2max (3.29)
n2min =

umin − u(t− Ts)
umin − u(t− Ts)
...
umin − u(t− Ts)
 (3.30)
M 2 =

I 0 . . . 0
I I . . . 0
... ... . . . ...
I I . . . I

︸ ︷︷ ︸
Nc times
(3.31)
n2max =

umax − u(t− Ts)
umax − u(t− Ts)
...
umax − u(t− Ts)
 (3.32)
And the third constraint set is on the output results
n3min ≤M 3∆U ≤ n3max (3.33)
n3min = Y min − Fx(t),
M 3 = Φ,
n3max = Y max − Fx(t) (3.34)
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The aforementioned constraints are summarized in Equation (3.24) and matrices
M , nmin and nmax are
M =

M 1
M 2
M 3
 , nmin =

n1min
n2min
n3min
 , nmax =

n1max
n2max
n3max
 (3.35)
Therefore, the required matrices for Equation (3.24) are calculated.
3.1.4 Updating control inputs
The Equations (3.23) and (3.24) written together constitute the QP constrained
optimization problem which must be solved at each sampling time for MPC.J(∆U) =
1
2∆U
⊺
H∆U +∆U ⊺g
nmin ≤M∆U ≤ nmax
(3.36)
Hence, the QP problem target for the best input change for minimizing the cost
function in the allowed solution space F .
QP(∆U) : ∆U ∗ = argmin
∆U
{J(∆U)|∆U ∈ F} (3.37)
Equation (3.36) is solved by a QP Online Active Set Strategy solver [40]. This
method has two stages of QP solving. In the first stage, the solutions are initialized
for the first time (initialization). In the next stage, the last solution is updated
(warm-start) according to the changes in the problem provided that the H and M
matrices remain constant. According to Fig. 3.1, the current formulation of MPC
allows using warm-start at each sampling time step as matrices H and M remain
constant at all sample times. This diagram strictly prohibits the weighting matrices to
be adaptive unless a different QP solver is selected. Fig. 3.2 illustrate and compares the
variable evaluations involving initialization and warm-start. To have a comprehensive
overview on how the problem computation depends on the size of variables as well as
the prediction and control horizon, Table (3.1) is provided.
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R TS Φ Q F Yref (t) U(t-Ts)
B C A
x(t)
u(t-Ts)
 ΔuminYmin  Δumax Ymax umin umax
H g nmax , nminM
QP variables
Fig. 3.1 Variable dependency (The top row show vectors and matrices directly used in
QP. The green vectors/matrices must remain constant for warm-start. The red ones
are varying at each sampling time. The white ones can vary but they are kept constant
is our method. Note that in practice, a constant Φ leads a constant F matrix.)
U(t-Ts)
x
A, B, C
F
Φ 
R, S, Q
H
g
M, N
U(t-Ts)
x
g
M, N
init warm-start
Calculate
 warm-start
Calculate
init
Fig. 3.2 The order of calculation procedure for matrices in initialization and warm-start
(The red blocks show varying vectors and matrices)
3.2 Vestibular system model
A vestibular system model describes the relationship between the motion stimulus
and the sensed motion by the driver. The motion stimulus is comprised of angular
velocities and a specific forces sensed by semicircular canals and otoliths respectively.
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Table 3.1 QP matrix sizes (Ns is the number of states xm, Nu is the number of inputs
u, and Ny is the number of outputs y)
Matrix size
xm [Ns × 1]
Am [Ns ×Ns]
Bm [Ns ×Nu]
Cm [Ny ×Ns]
u [Nu × 1]
∆xm [Ns × 1]
y [Ny × 1]
x [(Ns +Ny)× 1]
A [(Ns +Ny)× (Ns +Ny)]
B [(Ns +Ny)×Nu]
C [Ny × (Ns +Ny)]
F [NpNy × (Ns +Ny)]
Φ [NpNy ×NcNu]
Y [NpNy × 1]
∆U [NcNu × 1]
T [NcNu ×NcNu]
U¯(t− Ts) [NcNu × 1]
Y ref [NpNy × 1]
R [NcNu ×NcNu]
S [NcNu ×NcNu]
Q [NyNp ×NyNp]
H [NcNu ×NcNu]
g [NcNu × 1]
n1 [NcNu × 1]
M 1 [NcNu ×NcNu]
n2 [NcNu × 1]
M 2 [NcNu ×NcNu]
n3 [NpNy × 1]
M 3 [NpNy ×NcNu]
n [(2NcNu +NpNy)× 1]
M [(2NcNu +NpNy)×NcNu]
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The vestibular system model used in this thesis is based on the model proposed by
Telban and Cardullo [88]. On typical MCA the vestibular sensation thresholds are
ignored and vestibular model is simplified to linear transfer functions.
The simplified semicircular sensation transfer function is
ωˆ
ω
= τ
scc
1 τ
scc
a s
2
(1 + τ scca s)(1 + τ scc1 s)
(3.38)
where τ scc1 = 5.73 and τ scca = 80.
Telban’s model also describes the transfer function of otoliths as follows
fˆ
f
= koto τ
oto
L s+ 1
(τ oto1 s+ 1)(τ oto2 s+ 1)
(3.39)
where koto = 0.4, τ otoL = 10 sec, τ oto1 = 5 sec and τ oto2 = 0.016 sec.
Replacing parameters by their value, otoliths and and semicircular sensations
transfer functions are written as follows
ωˆ(s)
ω(s) = 5.73
80s2
(1 + 80s)(1 + 5.73s) (3.40)
fˆ(s)
f(s) =
50(s+ 0.1)
(s+ 0.2)(s+ 62.5) (3.41)
MPC optimizations require the discrete model of system. Therefore, it is necessary
to calculate the discrete model of system including the sensation models from the
available continuous models.
3.3 Time discretization of the vestibular model 47
3.3 Time discretization of the vestibular model
3.3.1 General system discretization
According the MPC formulation, the times is divided to samples hence the state space
model must be discretized before applying MPC. Thus, it is necessary to convert the
vestibular model to discrete form.
A continuous state space representation in form of
x˙c(t) = Acxc(t) +Bcu(t) (3.42)
y(t) = Ccxc(t) (3.43)
is to be converted into discrete format with step size Ts as follows
xd(t+ Ts) = Adxd(t) +Bdu(t) (3.44)
y(t) = Cdxd(t) (3.45)
where Ac, Bc and Cc represent the continuous state space matrices and Ad, Bd and
Cd represent the discrete state space matrices.
In a general form, Ad, Bd and Cd are calculated from
Ad = eAcTs
Bd = (
∫ Ts
τ=0
eAcτdτ)Bc (3.46)
Cd = Cc
In the cases where Ac is nonsingular, the calculation of Bd is simplified to
Bd = A−1c (Ad − I)Bc (3.47)
Equations (3.46) and (3.47) are sufficient for converting the available continuous
matrices to the discrete form for being used in MPC.
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3.3.2 The discrete model of semicircular canals
The transfer function of semicircular canals proposed by Telban and Cardullo [88] from
Equation (3.38) in the well-form is as follows
ωˆ
ω
= s
2
s2 + ( 1
τ scca
+ 1
τ scc1
) + 1
τ scc1 τ
scc
a
(3.48)
The continuous observable canonical state space representation is

x˙(t) =
−( 1τ scca + 1τ scc1 ) 1
− 1
τ scc1 τ
scc
a
0
x(t) +
−( 1τ scca + 1τ scc1 )
− 1
τ scc1 τ
scc
a
ω(t)
ωˆ(t) =
[
1 0
]
x(t) + ω(t)
(3.49)
According to the Equation (3.46), the discrete model of semicircular canals is

x˙(t+ Ts) = Ad,sccx(t) +Bd,sccω(t)
ωˆ(t) = Cd,sccx(t) +Dd,sccω(t)
(3.50)
Ad,scc =
1
τ scc1 − τ scca
A′ scc11 A′ scc12
A′ scc21 A
′ scc
22
 (3.51)
A′ scc11 = e
− Ts
τscca τ scc1 − e
− Ts
τscc1 τ scca
A′ scc12 = (e
− Ts
τscc1 − e− Tsτscca )τ scc1 τ scca
A′ scc21 = −e
− Ts
τscc1 + e−
Ts
τscca
A′ scc22 = e
− Ts
τscc1 τ scc1 − e−
Ts
τscca τ scca
Bd,scc =
1
τ scc1 − τ scca
(e−
Ts
τscca − 1)τ scc1 + (1− e
− Ts
τscc1 )τ scca
e
− Ts
τscca − e−
Ts
τscc1
 (3.52)
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Cd,scc =
[
1 0
]
, Dd,scc = 1 (3.53)
To make the semicircular canals model strictly proper, an early delay is applied
and the state space representation will change as follows
Adelayedd,scc =
1
τ scc1 − τ scca

0 0 0
A′ scc,delayed21 A
′ scc,delayed
22 A
′ scc,delayed
23
A′ scc,delayed31 A
′ scc,delayed
32 A
′ scc,delayed
33
 (3.54)
A′ scc,delayed21 = (e
− Ts
τscca − 1)τ scc1 + (1− e
− Ts
τscc1 )τ scca
A′ scc,delayed22 = e
− Ts
τscca τ scc1 − e
− Ts
τscc1 τ scca
A′ scc,delayed23 = (e
− Ts
τscc1 − e− Tsτscca )τ scc1 τ scca
A′ scc,delayed31 = e
− Ts
τscca − e−
Ts
τscc1
A′ scc,delayed32 = −e
− Ts
τscc1 + e−
Ts
τscca
A′ scc,delayed33 = e
− Ts
τscc1 τ scc1 − e−
Ts
τscca τ scca
Bdelayedd,scc =

1
0
0
 , Cdelayedd,scc = [1 1 0] , Ddelayedd,scc = 0 (3.55)
3.3.3 The discrete model of otoliths
The transfer function of otoliths proposed by Telban and Cardullo [88] shown in
Equation (3.39) written in a well-form is as follows
fˆ
f
=
kotoτotoL
τoto1 τ
oto
2
s+ koto
τoto1 τ
oto
2
s2 + τ
oto
1 +τoto2
τoto1 τ
oto
2
s+ 1
τoto1 τ
oto
2
(3.56)
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The continuous observable canonical state space representation is

x˙(t) =
− τ
oto
1 +τoto2
τoto1 τ
oto
2
1
− 1
τoto1 τ
oto
2
0
x(t) +
k
otoτotoL
τoto1 τ
oto
2
koto
τoto1 τ
oto
2
 f(t)
fˆ(t) =
[
1 0
]
x(t)
(3.57)
According to the Equation (3.46), the discrete model of otoliths is

xoto(t+ Ts) = Ad,otox(t) +Bd,otof(t)
fˆ(t) = Cd,otox(t)
(3.58)
Ad,oto =
1
τ oto1 − τ oto2
τ1e
−Ts
τoto2 − τ oto2 e
−Ts
τoto1 (e
−Ts
τoto1 − e
−Ts
τoto2 )τ oto1 τ oto2
(e
−Ts
τoto2 − e
−Ts
τoto1 ) τ oto1 e
−Ts
τoto1 − τ oto2 e
−Ts
τoto2
 (3.59)
Bd,oto =
koto
(τ oto1 − τ oto2 )
B′ oto1
B′ oto2
 (3.60)
B′ oto1 = (τ oto1 − τ oto2 + e
−Ts
τoto2 (τ oto2 − τ otoL ) + e
−Ts
τoto1 (−τ oto1 + τ otoL ))
B′ oto2 =
1
τ oto1 τ
oto
2
(τ oto 21 − τ oto 22 − τ oto1 τ otoL +
τ oto2 τ
oto
L + e
−Ts
τoto1 τ oto1 (τ otoL − τ oto1 ) + e
−Ts
τoto2 τ2(τ oto2 − τ otoL ))
Cd,oto =
[
1 0
]
(3.61)
The next step is to obtain the MCA model.
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3.4 Motion Cueing Algorithm (MCA) model
Having the MPC formulation and the vestibular model ready, MCA model is presented
in this section. The aim is to produce the following strictly proper MCA model to be
used for MPC.
xm(t+ Ts) = Amxm(t) +Bmu(t)
y(t) = Cmxm(t) (3.62)
The motion is considered to be decoupled to surge/pitch, sway/roll, heave and yaw
motions as followed in previous research works [14, 66, 88]. For a surge/pitch motion
mode, the outputs, states and control inputs are defined as
y =

θrot
θtilt
vx
px
ωˆ
fˆ

, xm =

θrot
θtilt
vx
px
Xscc
Xoto

, u =

θ˙rot
ax
θ˙tilt
 (3.63)
where θrot is the rotation angle, θtilt is the tilt angle, a is the input acceleration, v is the
velocity, p is the position. ωˆ is the sensed angular velocity and fˆ is the sensed specific
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force. For surge/pitch modes, the state space matrices A, B and C are as follows

xm(t+ Ts) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 Ts 1 0 0
0 0 0 0 Adelayedscc 0
gBoto gBoto 0 0 0 Aoto

︸ ︷︷ ︸
A
xm(t) +

Ts 0 0
0 0 Ts
0 Ts 0
0 0 0
Bdelayedscc 0 0
0 Boto 0

︸ ︷︷ ︸
B
u(t)
y(t) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 Cdelayedscc 0
0 0 0 0 0 Coto

︸ ︷︷ ︸
C
xm(t)
(3.64)
where Aoto, Boto and Coto are the state space matrices of otoliths and Adelayedscc , Bdelayedscc
and Cdelayedscc are the state space representation of semicircular canals.
Similar matrix formulations are for sway/roll with slight changes. For yaw and
heave modes, the linear and angular parts are removed respectively.
It should be noted that the angle is sum of the rotational and tilt angles
θ = θrot + θtilt, (3.65)
ϕ = ϕrot + ϕtilt, (3.66)
ψ = ψrot, (3.67)
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The tilt-coordination for surge/pitch and roll/sway modes are
fx = g
[
1 1 0 0 0 0
]

θrot
θtilt
vx
px
xsurgescc
xsurgeoto

+
[
0 1 0
] 
θ˙rot
ax
θ˙tilt
 (3.68)
fy = g
[
−1 −1 0 0 0 0
]

ϕrot
ϕtilt
vy
py
xswayscc
xswayoto

+
[
0 1 0
] 
ϕ˙rot
ay
ϕ˙tilt
 (3.69)
The state space representation of semicircular canals and otoliths are as follows
xscc = Adelayedscc x+Bdelayedscc ω (3.70)
yscc = ωˆ = Cdelayedscc xscc (3.71)
xoto = Aotox+Botof (3.72)
yoto = fˆ = Cotoxoto (3.73)
At this point, the system model is ready for being used in MPC.
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3.5 Parabolic displacement limits
Parabolic displacement limits [31, 33] are applied to ensure stopping the motion
platform within the allowed workspace range with an admissible control input. The
following hard constraints are considered
|p| ≤ pmax, |v| ≤ vmax, |a| ≤ amax (3.74)
where p, v and a denote position, velocity and acceleration of motion platform.
Ignoring the acceleration boundaries, Fig. 3.3 shows the admissible area for position
and velocity.
When a trajectory is planned to stop via a maximum or minimum allowed accelera-
tion ±amax to avoid reaching its boundary, velocity followsv(t) = v0 − (amax)t, if a = −amaxv(t) = v0 + (amax)t, if a = +amax (3.75)
The positive acceleration is supposed to be applied to stop a motion platform before
reaching −xmax and the negative acceleration is applied to stop motion platform before
reaching +xmax. When a brake is applied with a duration of tf , the final velocity is
expected to be zero as follows0 = v0 − (amax)tf , if a = −amax0 = v0 + (amax)tf , if a = +amax (3.76)
where v0 is the initial velocity. The brake time is calculated as followstf =
v0
amax
, if a = −amax, v0 ≥ 0
tf = − v0amax , if a = +amax, v0 ≤ 0
(3.77)
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Hence, The braking displacement is calculated as follows∆p =
1
2(−amax)( v0amax )2 + v0( v0amax ), if a = −amax
∆p = 12(+amax)(− v0amax )2 + v0(− v0amax ), if a = +amax
(3.78)
which is simplified to

pf − p0 = +12 v
2
0
amax
, if a = −amax
pf − p0 = −12 v
2
0
amax
, if a = +amax
(3.79)
where pf is the final position. The constraints is activated when the final displacement
is at its allowed boundary.

pmax − p0 ≤ +12 v
2
0
amax
∧ v0 > 0 =⇒ a = −amax
−pmax − p0 ≥ −12 v
2
0
amax
∧ v0 < 0 =⇒ a = +amax
(3.80)
Therefore, the action is decided as follows

p0 ≥ pmax − 12 v
2
0
amax
∧ v0 > 0 =⇒ a = −amax
p0 ≤ −pmax + 12 v
2
0
amax
∧ v0 < 0 =⇒ a = +amax
(3.81)
Hence, the motion simulator is prevented from reaching the red area shown in
Fig 3.4 and collisions to the end of platform are prevented. To avoid infeasibility, there
should be a limit on the maximum velocity. Therefore, it is necessary that both of the
constraint rules in Equation 3.81 are not in effect simultaneously. As it is preferred
that the first rule do not activate for negative positions and the second rule do not
activate for positive positions, additional constraints are considered as follows
−pmax + 12
v20
amax
≤ 0 ≤ pmax − 12
v20
amax
(3.82)
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Velocity (v)
Position (p)
Fig. 3.3 Restricted area for position
and velocity without acceleration
limit
Velocity (v)
Position (p)
Fig. 3.4 Restricted area for position
and velocity with acceleration limit
which is simplified as follows
−pmax + 12
v2max
amax
= 0 (3.83)
and the maximum velocity in obtained
vmax =
√
2amaxpmax (3.84)
When the first constraint rule is activated both position and velocity are positive while
when the second one is activated only if p ≤ 0 and the velocity is negative.
3.6 Online active set strategy QP
The QP problem described in Equation (3.36) must be solved at each sampling time.
In this thesis, an online active set strategy proposed by [40] is used and in this Section,
this method is explained briefly. To follow a more clear format, a few of notions are
changed and the QP problem is represented as
QP :

χ∗ = argmin
χ∈Rκ
1
2χ
⊺
Hχ+ χ⊺g
Γχ ≥ β
(3.85)
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where ∆U is replaced by χ as a vector with length of κ and all constraints are shown
in one matrix inequality with size of λ.
This method is based on the assumption that the active set does not experience a
significant change from one sample time to the other. At each iteration, the solution
moves on a straight line in the parameter space. As the problem is convex, all the
QPs on this line are feasible hence solvable. If the critical region is not changed, the
solution of QP problems affinely depend on x0 where x0 is the current state of the
system. To explain this method, several terms must be defined first.
The feasibility set is defined as the set of solution which satisfy the constraints
F ≜ {χ ∈ Rκ | Γχ ≥ β} (3.86)
A QP problem is feasible as long as the feasibility set F is not empty.
The dual of Equation (3.85) is defined as follows
QPdual :

(χ∗,υ∗) = argmax
χ∈Rκ,υ∈Rλ
−12χ
⊺
Hχ+ υ⊺β
Hχ+ g = Γ⊺υ
υ ≥ 0
(3.87)
The feasibility set of the dual QP problem is defined similarly
F dual ≜ {(χ,υ) ∈ Rκ+λ | Hχ+ Γβ = Γ⊺υ, υ ≥ 0} (3.88)
It can be proven that for a solution χ∗ to the primal problem (Equation 3.85), a
solution (χ∗,υ∗) exists for the dual. In addition, if (χ∗,υ∗) is a solution to the dual
problem, it can be proven that χ∗ is a solution to the primal problem too. Moreover,
the cost function of primal and dual QP reach to an equal value at their optimal
solution (zero duality gap).
When a constraint of the QP problem is at its equal state, it is called active constraint
and inactive otherwise. The set of active constraints A and inactive constraints I are
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defined as follows
A ≜ {i ∈ {1, . . . , λ} | Γ⊺iχ = βi} (3.89)
I ≜ {i ∈ {1, . . . , λ} | Γ⊺iχ > βi} (3.90)
It should also be noted that the active set and the inactive set are the set of indices.
The cardinality of these sets are
λA = |A| (3.91)
λI = |I| (3.92)
The intersection of the active set and inactive set is empty. Therefore, matrices Γ and
β can be divided to their active and inactive parts corresponding active and inactive
rows
ΓA ∪· ΓI = Γ (3.93)
βA ∪· βI = β (3.94)
where ∪· refers to the union of disjoint sets. If the QP problem is feasible and strictly
convex then a unique χ and at least one working set A ⊆ A(χ) and at least one
υ∗ ∈ Rλ exist which satisfy Karush-Kuhn-Tucker (KKT) conditions. Thus, χ∗ is the
unique optimal solution for the primal QP problem and (χ∗,υ∗) is an optimal solution
to the dual QP. KKT conditions state that
Hχ∗ − Γ⊺Aυ∗ = −g
ΓAχ∗ = βA
ΓIχ∗ ≥ βI
υ∗I = 0
υ∗A ≥ 0 (3.95)
According to Equations (3.21) and (3.35) and Fig. 3.1, at each sample time, despite
the gradient g and the constraint β vectors (or nmin and nmax with the notations of
Section 3.1) vary with the states of the system, the Hessian matrix H and constraint
matrix Γ (or M with the notations of Section 3.1) remain constant regardless of the
variations of the system state.
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The feasible parameter set is the set of system states x0 whose corresponding QP
problem is feasible
P ≜ {x0 ∈ RNs | F (x0) ̸= ∅} (3.96)
The QP (x0) is called parametric quadratic program (or multi-parametric quadratic
program) and the set of feasible parameters P is convex and closed.
The active set depends on both the system states (influencing the gradient and
the constraint vectors) and the solution χ. For a strictly convex QP of a system with
a feasible state x0 and the unique primal optimal solution χ∗(x0) the corresponding
active set is shown by A(x0,χ∗(x0)).
For each index set A ⊆ {1, . . . , λ}, a critical region of P is defined as
CRA ≜ {x0 ∈P | A = A(x0,χ∗(x0))} (3.97)
Fig. 3.5 shows the critical regions within a feasible parameter set. For a strictly
convex parametric QP(x0), any closure of critical regions are closed polyhedra and
their interiors are pairwise disjoint. In addition, it can be shown that the optimal
solution of such a problem is a continuous and Piecewise Affine (PWA) function of the
states x0.
χ = CAx0 + dA (3.98)
This theory supports the idea of explicit MPC [18] which solves QP and stores the
solution matrices of Equation (3.98) for all critical regions. This technique is justified
by the fact that the computational power is limited while the storage is cheap. However,
it should be noted that the number of critical regions grow exponentially with the
number of the constraints. Thus, this method is practical only for systems with very
few number of state variables. It should be noted that a high number of critical regions
hinders the offline computations too.
In the online active set strategy proposed by [40], the solver is based on the following
assumptions and ideas
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Fig. 3.5 The critical regions in a feasible parameter set P across the system states x1
and x2
• The active set does not change significantly at each sample time.
• The warm start moves on a straight line in the parameter space P from the
previous solution to a new point.
• All points on this line are feasible as the set of feasible parameters P is convex.
• Within a critical region, the optimal solution is an affine function of the system
states.
• When crossing a critical region, the solution change is continuous.
The new state of the system xnew0 corresponds an unknown optimal solution of
(χ∗new,υ∗new). As g and β are affine functions of x0 according to Equations (3.21) and
(3.35), it can be written
∆x0 ≜ xnew0 − x0
∆g ≜ g(xnew0 )− g(x0) = Cg∆x0
∆β ≜ β(xnew0 )− β(x0) = Cb∆x0 (3.99)
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This affine dependency allows using a scalar number 0 ≤ τ ≤ 1 known as homotopy
length to re-parametrize the above-mentioned vectors
x0(τ) ≜ x0 + τ∆x0
g(τ) ≜ g + τ∆g
β(τ) ≜ β + τ∆β (3.100)
as well as
χ∗(τ) ≜ χ∗ + τ∆χ∗
υ∗(τ) ≜ υ∗ + τ∆υ∗ (3.101)
The active set and inactive set corresponding homotopy length τ are shown by A(τ)
and I(τ).
According KKT conditions in Equation (3.95), the step direction of the primal and
dual solution is obtained as followsH Γ⊺A
ΓA 0

︸ ︷︷ ︸
so-called KKT matrix
 ∆χ∗
−∆υ∗A
 =
−∆g
∆βA
 (3.102)
and ∆υI ≜ 0.
The KKT conditions are held as long as the active set and inactive set do not
change. These conditions require
Γ⊺i (χ∗ + τ∆χ∗) = βi(x0) + τ∆βi, i ∈ A(0) (3.103)
Γ⊺i (χ∗ + τ∆χ∗) > βi(x0) + τ∆βi, ∀i ∈ I(0) (3.104)
and also
υ∗i + τ∆υ∗i > 0, i ∈ A(0)
υ∗i + τ∆υ∗i = 0, i ∈ I(0) (3.105)
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The active change should be checked when the following equation holds for an inactive
set member
Γ⊺i (χ∗ + τ∆χ∗) = βi(x0) + τ∆βi, i ∈ I(0) (3.106)
or when an active set member becomes inactive as follows
υ∗i + τ∆υ∗i = 0, i ∈ A(0)
(3.107)
Therefore, the maximum homotopy length is chosen in a way that KKT condition
remains valid before updating the active and inactive set as follows
τprimalmax ≜ min
i∈I(0)
{βi(x0)− Γ
⊺
iχ
∗
Γ⊺iχ∗ −∆βi
| Γ⊺iχ∗ < βi} ∈ R≥0
τdualmax ≜ min
i∈A(0)
{− υ
∗
i
∆υi
| ∆υi < 0} ∈ R≥0
τmax ≜ min{1, τprimalmax , τdualmax } ∈ [0, 1] (3.108)
In a practical implementation of QP method, several concerns should be considered.
One of them is to distinct the variable boundaries from constraints to reduce the
computations. The details pertaining other considerations such as initialization and
degeneracy handling are discussed in [40].
3.7 Chapter summary
In this Chapter, the fundamental models required to preform MPC-based MCA is
presented in mathematical form. The MPC model and how it is formulated to be
converted to an online QP optimization is discussed in detail. The applied vestibular
system is discussed as well as explaining how the matrices are prepared for discrete
state space model. The applied parabolic displacement limits and also the model of
performed online active set strategy are presented too. These models will be used to
improve the existing MPC-based MCA. Having the system model and the QP solver
ready, the methodologies are presented in the following Chapters.
Chapter 4
MPC Optimal Tuning
In this chapter, the optimized tuning for MPC-MCA is covered. MPC tuning mainly
consists of two categories, tuning MPC weights and tuning MPC horizons as follows.
The weight tuning is a procedure of obtaining the suitable weights for the weighting
matrices used for the definition of cost function to be solved by QP. There is no straight
forward method for the determination of such matrices. Thus so far, the weight tuning
processes were relying on manual trial-and-error leading to a suboptimal tuning. In
Section 4.1 of this Chapter, a straight forward method has been proposed for a weight
tuning process via a multi-objective and an interactive optimization [72]. The other
tuning optimization is focusing on the length of prediction and control horizons. Similar
to weight tuning, the current horizon tunings are relying on manual trial-and-error
based approach. In Section 4.2, a method is proposed to optimize the MPC horizons
based on a multi-objective evolutionary algorithm with respect to MCA performance
as well as the execution time [73]. The optimal tuning methods are summarized in
Section 4.3.
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4.1 Penalty Weight Optimization
The cost function of MPC penalizes actuation input increments, actuation inputs and
output errors as follows
J(∆U) = ∆U ⊺(Φ⊺QΦ+R+ T ⊺ST )∆U+
2∆U ⊺(Φ⊺Q(Fx(t)− Y ref) + T ⊺SU¯(t− Ts)) (4.1)
The matrices Q, R and S are typically diagonal matrices determined by trial-and-
error and the opinion of the designer. This tuning is prone to an inefficient usage
of workspace, high motion sensation errors or high spikes of false motion cue. In
this Section, a method is proposed to replace the time consuming process of trial-
and-error with a straight forward and effective method which avoids falling in local
minima considering the combination of weight factors with the aim of high motion
fidelity, avoid unnecessary workspace usage increase, reduction of control inputs and
their variations, staying within the constraint limitations, etc. This proposed method
consists of two steps. The first step is to use a multi-objective GA to obtain a set of
nondominated optimized solutions. Each of the obtained solutions is superior according
to one or several aspects when compared with another individual solution. As there is
no absolutely best solution for MPC weights, another step is required for a decision
making based on human subjectivity (designer opinion) to guarantee satisfaction of
the decision maker from the decided solution. Searching amongst vast number of
obtained solutions with a high dimension of objectives is a tedious task. Therefore, in
this step, an Interactive Genetic Algorithm (IGA) is employed to provide an effective
search in the space of objectives and pick the related solution from the selected point
of this space. As the objective of IGA is the satisfaction of the designer, the IGA
outcome is the most desired solution from expert opinion perspective as well as being
nondominated by any other weighting set.
4.1.1 Multi-Objective Genetic Algorithm
Genetic Algorithm (GA) is an evolutionary algorithm and a heuristic nature-inspired
search method using selection, crossover and mutation operators probabilistically to
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optimize a function with no explicit formula. The genetic algorithm is applied where
the relationship between the parameter and the cost function is not explicitly defined.
Hence, a direct solution does not exist for the optimization problem. A Genetic
Algorithm searches the solution space randomly and it has mechanism to evolve the
solution pool converging to the optimal solution. This algorithm starts from an initial
population and this population set evolves at each generation. Each population is a
set of solutions and each solution is a vector of parameters. The solutions are known
as chromosomes and the parameters are known as genes. A solution with a better
evaluation result has higher chance compared with its competitors to be selected for
crossover and its genes are transferred to the next generation of population. Offsprings
are the products of crossover and mutation operators over the selected chromosomes.
This process repeats until the termination criteria is met [57, 73, 74]. The termination
criteria include reaching the maximum generation, obtaining a satisfactory solution,
the best solution stall, average stall and a user request for a stop.
GA is a robust and one of the most effective optimization algorithms popular
in academia and industry and capable of solving complex engineering systems and
handling highly nonlinear and mixed integer problems [22, 27, 61, 64, 74, 86].
In complex engineering problems, there are many cases where objectives conflict
with each other and there is a no absolutely best individual solution to optimize the
parameters to minimize all objectives but there is a set of nondominated solutions
called pareto front as the result of optimization [56, 97].
For a problem with n decision variables, the decision vector
x = [x1, x2, . . . , xn]⊺ (4.2)
is considered from the solution space X. The optimized solution x∗ aims to minimize
the vector of objective functions z as follows
z(x∗) = [z1(x∗), z2(x∗), . . . , zm(x∗)]⊺ (4.3)
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respecting equality and inequality constraints
gi(x) = g0i ∀ x ∈ X, gi ∈ Equality Constraints (4.4)
hi(x) < h0i ∀ x ∈ X, hi ∈ Inequality Constraints (4.5)
(4.6)
The role of the selection operator is critical as it creates a trade-off between the
fast-convergence and the diversity of solutions. A low selection pressure leads to a
slow convergence and hence a higher optimization time. In contrast, a high selection
pressure increases the convergence speed but it raise the chance of falling in local
minima [74, 83].
The GA selection operator highly depends on the comparison between population
solutions. In a single objective problem, the population can be sorted without any
problem based on its evaluation result given by a cost function. However, in many
optimization problems, there are more than one objectives in the focus of interest
and there is no single superior solution. In such a problem, two solutions may not
necessarily dominate each other. A solution xA is dominating solution xB if and only if
an objective element for solution xA is less than the corresponding objective element
for xB and no objective element for xA is less than its corresponding objective element
for xB. A solution xA dominates another solution xB and shown by xA ≻ xB if and only
if ∀i ∈ {1, . . . ,m} zi(x) ≤ zi(x)∃j ∈ {1, . . . ,m} zj(x) < zj(x) (4.7)
A solution is called a pareto optimal solution if it is not dominated by any other
solution. The set of all nondominated solutions is called pareto front set. If this
solution set is put aside, the next set of nondominated solutions is called the second
front, etc. Fig. 4.1 shows the schematic diagram of a pareto front. The objectives
often compete with each other and there is a trade-off between them which prevent
solutions to minimize the entire objective vector elements at the same time. The aim
of multi-objective GA methods is to obtain the pareto front set in the feasible region
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of the solutions. There are several available multi-objective GA methods including
Nondominated Sorting GA (NSGA) family [35, 36, 54, 74].
Multi-objective optimization problems with four or more number of objectives
are also known as many-objective problems. These problems suffer from the high
dimensionality of the objective space, expensive diversity measurement, easily being
saturated by premature nondominated solutions and insufficient recombination [74].
One of the well-known many-objective GA methods is NSGA-III [35, 54] which is
an extension to NSGA-II and proposing improvements such as normalization of the
objective vector, association of solutions to a corresponding reference vector and
diversifying the solution based on the reference vectors. In this proposed method,
NSGA-III method is employed to optimize the weighting matrices of the MPC-based
MCA. The decision variables are the diagonal element of weighting matrices Q, R and
S. The objectives for minimization include sensed motion error, displacements, inputs
(linear acceleration and angular velocity), and input rates.
Instead of obtaining value for each weight via GA, a working initial weighting
is considered for the system; then, GA determines the coefficient for each weight to
decrease or increase them from the range of 0.01 to 100.0 times. Hence, each gene xi is
a value between 0.0 to 1.0 to convert initial weight w0i to wi(xi) which is within the
4
th
 front
3
rd
 front
2
nd
 front
pareto front
Objective 2
Objective 1
feasible region
Fig. 4.1 The schematic of a pareto front of a two-objective GA
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range from 0.01w0i to 100.0w0i .
wi(xi) = w0i × 104.0 × ( xi− 0.5) (4.8)
The cross-over operation between two genes xai and x bi is performed as follows via a
random number ri ∈ [0, 1] produced by a Pseudo-Random Number Generator (PRNG)
which is different for each case of usage
crossover(xai , x bi ) = rixai + (1− ri)x bi (4.9)
Each offspring gene x ci is mutated via
mutation(x ci ) = x ci + µ× 2(ri − 0.5) (4.10)
where µ is a mutation radius shrinking gradually after a certain generation.
As there is a chance that mutation transfers a gene to the outside of the allowed
range, in case of any failure during the boundary check, the mutation is repeated with
a new random number ri until the boundary condition for the gene is satisfied.
As the cost function in Equation (4.1) creates a balance between objectives via
weighting matrices, if all of these matrices are multiplied by the same constant factor,
there will be no change in values of the MPC control vector ∆U and the MPC optimizer
produces the same result. In another term, a coefficient multiplied by all weighting
matrices does not change the balance between the objectives and it is redundant.
This redundancy produces another problem. When two solutions are crossovered, the
off-spring is expected to have similarities to its parents. If there are two solutions
with the same balance but one with weights almost 10 times as large as the other
one, the objective results are close to each other however any child from crossover of
these solutions is unpredictable as there is a chance that one child weighting parameter
picks a relatively very high value and the other picks a relatively low value. Therefore,
another mechanism is necessary to remove such a redundancy.
Thus, a normalization process is proposed to removed the weighting redundancy.
Multiplication of all weights with the same factor is equivalent to add a (positive or
negative) value to the entire genes. In the normalization approach, the average of
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the entire chromosome is deducted from all the genes and the value 0.5 is added to
them to keep the average of all genes at the middle value. Therefore, the first step of
normalization is as follows
xnormalized,1i = xi − average(x) + 0.5 ∀i ∈ {1, . . . , n} (4.11)
However, there is a chance that the normalized genes cross the boundary. In such cases,
the entire chromosome is shifted with a minimum move to remain in the allowed range.
xnormalized,2i = x
normalized,1
i +max(0,−min(xnormalized,1))
−max(0,max(xnormalized,1)− 1.0) (4.12)
In addition, it should be noticed that
max(xnormalized,1)−min(xnormalized,1) ≤ 1.0 (4.13)
which means that in Equation (4.12) at most one of the correctors terms are activated.
It can be shown that the final normalized genes are within the allowed range as follows
0.0 ≤ xnormalized,2i ≤ 1.0 ∀i ∈ {1, . . . , n} (4.14)
Each solution is evaluated via a simulation of four worst-case scenarios for training. Each
objective in this multi-objective optimization corresponds one of the factors penalized
in the cost function of MPC via weighting matrices. In addition to consideration of
objectives, a set of requirements are defined for the output results to be met by each of
the solutions at each of the training scenario. If any evaluated solution fails complying
by any requirement, it is rejected and replaced by another solution. These requirements
are listed as follows
• The utilized amount of workspace must be above a minimum pre-set value. A
solution which does not use the workspace does not worth considering and it
disturbs the other solutions in the same generation. There is a high chance that
a solution falls within this category and it is important to remove such solutions
from any generation.
• The workspace limitation should not be infringed. Any solution reaching to the
boundaries has to be omitted from the population.
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• The maximum sensed motion error must be lower than a pre-set acceptable error.
The multi-objective GA starts from a random initial generation and proceeds to the
next generation until the stopping criteria is met. This optimization finally provides a
pareto front and the final solution must be decided from this optimized set of solution.
This decision making process employs IGA method to involve the designer opinion
for selecting the satisfactory solution from a huge pareto front as covered in the next
subsection.
4.1.2 Interactive Genetic Algorithm
Interactive Genetic Algorithm (IGA) is a GA optimization technique based on a
subjective evaluation to obtain the user preference in applications where it is difficult
or impossible to define an explicit mathematical model for GA cost functions [53].
In IGA, the cost function is partially replaced by human users as shown in Fig. 4.2
to map computational results to a psychological space. In another word, human
preference leads IGA optimization [74]. One of the strong features of this technique is
its effectiveness for designers without a wide knowledge of the target problem [53]. As
close solutions are psychologically equivalent and indistinguishable for a human brain,
an IGA optimal solution is more an area rather than a specific point. Human fatigue
is an important factor in IGA. The population of IGA is usually much lower than a
typical GA due to human fatigue. Other reasons for limitation of IGA populations are
the maximum human capability of remembering sequentially presented solutions or
restricted space for simultaneous visualization [28, 87]. IGA has been widely employed
in Engineering applications including robotic [2, 65], control [1], particle filter design
[105], image processing [69] and product customization [37]. Despite, multi-objective
GA obtains a set of nondominated solutions called pareto front, it is unable to make
any decision about the best result to satisfy a human operator. There are many
objectives which are important at the same time and although results are abstracted
to the vector of objectives, the shape of output signals are important as well as how
they have respond to challenges thus they have to be investigated case by case. As the
number of population is chosen to be high to explore the searching space efficiently
and to cover the requirements for a high dimensional space, the process of decision
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Fig. 4.2 The schematic diagram of IGA optimization
making involves a challenging task to investigate the pareto front set. The decision
making process is very complicated because human decision maker is unable to check
400 solutions due to the fatigue and forgetting the results. Each solution should be
individually checked and the observed performance is validated by the expert. To
avoid this problem, a GA method with a cost function depending on the opinion of
the decision maker is employed known as interactive GA. As this optimization is single
objective based on human satisfaction, it leads to a definite final output and also most
satisfactory solution which is suitable for decision making. This IGA method is only
applied for the decision making. The other parts of the optimization is performed
without involving an opinion based objective function. Therefore, the optimality is not
influenced by the population of the IGA.
A web-based user interface is provided connected to a C++ server to deliver the
results to the decision makers and receives feedbacks from them.
The population of IGA should be kept low and in this case it is 10. This number
is chosen based on consideration of human fatigue. A populous IGA leads to human
fatigue while a very low population leads to premature optimization. The number 10
is a typical reasonable number for IGA. The decision maker is allowed to stop IGA at
any desired genetic step and the highest scored solution is decided as the final accepted
solution.
Unlike the previous optimization stage, IGA searches in M-space which is the
set of the objective locus of a dense pareto front of multi-objective GA. Hence, each
investigated solution is expected to be in M-space. The IGA evaluation function maps
every investigated chromosome to a subjective score assigned by the decision maker.
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As a randomly generated objective probably does not exist in the pareto front, an
objective in the pareto front with the lowest distance from the generated solution in
M-space is associated to the IGA chromosome. The same approximation is applied to
the offspring resulted from crossover and mutation operators. The results of simulation
when applying this particular solution is provided to the decision maker for being
mapped into the satisfaction score feedback. The IGA cost of any weighting W is
decreased by the increase of its feedback score
J(W ) = 100%−Decison_Maker_Score(W ) (4.15)
To force an IGA chromosome to be in a vicinity of the pareto front, an additional
condition is imposed to IGA chromosomes. These chromosomes must neither dominate
nor be dominated by any pareto front solutions. This feasible region constitutes a small
portion of M-space, hence a considerable number of attempts must be performed to
obtain an acceptable gene in this region. However, hopefully evaluating this necessary
condition does not require a complex computation as it does not involve any simulation.
Therefore, this condition does not require more than a very small fraction of a second
to obtain such a solution.
To produce the initial population of IGA, a set of random genes are produced which
meet the above-mentioned required conditions for IGA. The associated solutions are
evaluated and displayed via the web user interface and the decision maker can score
each solution result display, move between the solutions within the same generation
and press a button to move to the next generation. The IGA off-spring generations will
move towards the interest region of the decision maker. In addition, another mechanism
is added to limit the search space to a specific interest region determined by the users.
They can determine a reference point which is easily dominated by several solutions.
The search space is limited only to the solutions dominating the reference point. Any
suggested solution provided by IGA must have a result better than the given point. It
is obvious that the number of solutions from pareto front dominating the reference
point must be higher than IGA population.
The user interface is a web HTML page using port 8080 of local host to communicate
with the C++ based executive application. As shown in Fig. 4.3, this interface provides
the current status of the application, two buttons for moving back and force between
the solutions, a text box for giving a user feedback and a button to set this score, a
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set of figures from output results, descriptions of the current solution and a button
for moving to the next generation after scoring. In a separate web page, the user is
allowed to define a reference point. This reference point is located in M-space aimed
to be dominated by an enough number of solutions on the pareto-front. Therefore,
when IGA investigates for the best solution, it filters out all multi-objective output
solutions which do not dominate this reference point in the objective space. This
filtering facilitates the task of the user for decision making by limiting the proposed
solutions to a specific desired region.
4.1.3 Simulation results for MPC weight tuning
A multi-objective GA optimization has been applied to optimize the weights of MPC
for MCA. An NSGA-III implementation of openGA library [74] has been employed
to obtain the pareto-front of the evolved weights. A population of 400 is run for 80
generations to achieve the best weights for the minimization of input acceleration,
input angular velocity, input tilt angular velocity, input rate of acceleration, input
rate of angular velocity, input rate tilt angular velocity, output linear velocity, output
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Fig. 4.3 The schematic web interface of the proposed IGA
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linear displacement, output angular displacement, linear motion sensation and angular
motion sensation. The crossover fraction is set to 0.6. This code is implemented in C++
and the solutions are evaluated in parallel to enhance the optimization speed process.
According to the competition between the aforementioned objectives, there is no best
solution which dominates the entire population but there is a set of nondominated
solutions known as pareto-front. For the purpose of optimization, a set of four input
signals have been used and the evaluated objectives are the average value of all
inputs. To show the resulted pareto-front, it is impossible to plot the solutions across
all objectives, hence the two critical objectives have been considered which are the
linear motion sensation error and the linear displacement to represent the results
demonstrated in Fig. 4.4. The next stage is to select a single solution out of the 400
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Fig. 4.4 The pareto-front of MPC weight optimization for MCA mapped to a two-
objective space for sensed specific force error cost and displacement cost
solutions of the pareto-front. Hence, an IGA method is applied to involve human
opinion for the selection of the desirable result. This required decision making is due
to the fact that there is no standard weighting for scalarization of the objectives. An
IGA implementation has slightly different requirements compared with typical GA.
For example, the computations of IGA is preferred not to run in parallel as solutions
depend on each other. This is due to the requirement to enforce solutions to be different
enough from each other. In addition, for a typical single objective GA, solutions can be
evaluated independently while in IGA, the entire solutions are submitted by the user
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together. The IGA is conducted using openGA with population of 10. The elite count
is set to 3 and the mutation rate is 0.4. When the decision maker believes that an
acceptable result is achieved or on human fatigue feeling, a termination request can be
submitted. The communications between the software and the human is performed via
a C++ web server. The user is allowed to set a filter point which should be dominated
by at least 10 other solutions. This point is placed in the objective space to filter the
solutions and only allow the dominating ones to be shown to the user. This restriction
eases the task of decision maker. This filter determines the maximum displacement
cost and the maximum sensed specific force error cost.
The simulation results for three training scenarios are calculated and provided to
the user over web. The submitted results are used to conduct IGA towards the decision
maker preference. The final solution is decided in the 5th generation as the best result
is satisfactory.
The obtained solution is simulated with a testing input signal and compared with
MPC tuned manually via trial-and-error. Fig. 4.5 shows the comparison between
the sensed specific force of the proposed and manual tuning for longitudinal mode.
The comparison of these methods for this mode in terms of linear displacement is
demonstrated in Fig. 4.6.
According to Figs. 4.5 and 4.6, the proposed MOGA-IGA provides a superior
solution compared with existing manual trial-and-error method in longitudinal mode as
the sensed specific force has been enhanced while the displacement has decreased. In
the proposed optimization method, the Root Mean Square (RMS) of the sensed specific
force error has been reduced from 0.48 msec2 to 0.36
m
sec2 and the RMS of displacement
has had a decline from 0.91 m to 0.36 m compared with the previous method. The
reduction of the sensed specific force error provides a better MCA with lower simulator
sickness while using a lower amount of workspace.
The comparison of the sensed specific force between using manual tuning and the
proposed method for the lateral mode is shown in Fig. 4.7 and the comparison of
corresponding displacements is provided in Fig. 4.8. The sensed specific force RMS
error for the manual tuning is 1.30 msec2 for the manual tuning while the proposed
error has reduced this error to 1.03 msec2 and a few of false motion cue spikes between
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Fig. 4.5 Sensed specific force for the proposed and existing methods (longitudinal
mode)
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Fig. 4.6 Linear displacement for the proposed and existing methods (longitudinal mode)
t = 9 sec and t = 11 sec are removed. The RMS of displacement also has reduced from
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1.04 m to 0.66 m in the proposed method and the platform better tends to return back
to the origin.
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Fig. 4.7 Sensed specific force for the proposed and existing methods (lateral mode)
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Fig. 4.8 Linear displacement for the proposed and existing methods (lateral mode)
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According to the simulation results, the proposed multi-objective based weight
tuning for MPC-based MCA is superior to the traditional trial-and-error based weight
tuning. The proposed method, reduces the sensed specific force error and false motion
cues which means enhancing the realism of the motion rendering. Despite the traditional
manual tuning leads to higher displacements, it results to a higher motion sensation
error which increases the chance of simulator sickness for the simulator driver. The
proposed method involves the subjectivity of the decision maker via IGA to obtain a
result which is judged as best among the results which are all optimal as they have been
obtained from the pareto-front of a multi-objective genetic algorithm. Therefore, the
obtained result is optimal with a proper balance between the objectives and superior
over tedious time-consuming manual weight tuning in terms of motion sensation and
motion platform displacement. This optimization has focused on improvement of MPC
weights. The target of the next Section is to optimize the prediction and control
horizons of MPC.
4.2 MPC Horizons Optimization
Selection of the best prediction horizon and control horizon is another challenge of
MPC as the length of these horizons are typically tuned via a trial-and-error based
approach. The adjustment of Nc and Np not only contributes to the sensed motion
error and displacement but also it is highly influenced by the online execution time
limitations. Any adjustment leading to a very long execution time must be prevented.
Therefore, an unnecessary increase of horizons should be avoided when the output
result improvement is negligible. To investigate the impact of prediction and control
horizons on the output result, a few simulations are provided in the next Subsections
as follows.
4.2.1 Influence of prediction horizon
Selection of prediction horizon directly contributes to how far a system anticipates the
output results. In a driver in loop application, there is an ambiguity for the future of the
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driving output reference as the driver future input to the system is unpredictable. Thus,
a typical MPC for MCA application assumes the reference is constant. Neglecting the
execution time restriction, the prediction horizon is preferred to be as long as possible
in the presence of a correct anticipated output reference. However, the assumption
of a constant output reference provides uncertainties about future reference; hence,
there is a limit on maximum prediction horizon for output result improvements. In
addition, the execution time is another limiting factor which restricts Np to be low
enough to perform calculations in a reasonable time. Regarding the trade-off between
sensed motion error and displacement, a reasonable decrease in prediction horizon
length typically leads to a decrease in sensed specific force error and an increase in
linear displacement. Such error reduction is limited by reaching to the maximum linear
displacement. When maximum linear displacement is reached, a false motion cue will
be observed in a form of high amplitude spike error. Therefore, a minimum length
should be defined and set for the prediction horizon. Figs. 4.9 and 4.10 compare the
results from several prediction horizon lengths in terms of sensed specific error and
displacement respectively.
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Fig. 4.9 Sensed specific force for different prediction horizons (Nc = 3)
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Fig. 4.10 Linear displacement for different prediction horizons (Nc = 3)
4.2.2 Influence of control horizon
Control horizon is an even more challenging parameter in terms of execution time.
Therefore, it should have a value far less than the prediction horizon in the MCA
application. Similar to the prediction horizon, in a presence of an accurate future
reference, the control horizon is desired to be as wide as possible (Nc ≤ Np). However,
such an extreme degrees of freedom is unnecessary even if its computation is affordable.
According to Figs. 4.11 and 4.12, the comparison between different control horizons in
terms of sensed specific force error and displacement illustrates that the case of Nc = 1
provides a high sensed specific error as well as high linear displacement while a control
horizon higher than a single sample (Nc ≥ 1) would lead to a better result.
4.2.3 Execution time
To obtain a balance between how Nc and Np contribute to the execution time, it is
necessary to extract the execution time model in a form of a function of MPC horizons
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Fig. 4.11 Sensed specific force for different control horizons (Np = 200)
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Fig. 4.12 Linear displacement for different control horizons (Np = 200)
as follows
ET(Nc, Np) = Execution Time(Nc, Np) (4.16)
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In this Section, several simulations are performed to obtain this relationship. A series
of simulations with different prediction and control horizons provide the following set
Nc,1, Np,1 −→ ET1
Nc,2, Np,2 −→ ET2
...
Nc,ntest , Np,ntest −→ ETntest
(4.17)
where ntest is the total number of tests ran to calculate the relationship between the
execution time and the tuned horizons Nc and Np.
The recorded information is used as the input of a curve-fitting process to construct
an explicit relationship between ET and the MPC horizons. Several facts must be
considered to avoid misunderstanding as follows
• The execution time highly depend on the computer hardware on which simulations
are running. The interest of this research is on how horizons influence the
execution time rather than the exact value of the execution time. In another
word, multiplying the execution time by a constant factor is not important. This
is mainly because this function is compromised either by a weight as a penalty
factor for scalarization or by being used as a separate objective which means its
scale does not affect the final result.
• It is assumed that the execution function on a different computer will be similar
except for being multiplied by a constant coefficient. Therefore, the computer
hardware design intricacies are neglected.
• Each time a simulation runs with the same settings, different execution times are
expected. Hence, the simulations are attempted to be performed under similar
conditions with enough number of ntest and a simple design of the function curve
fitting for ET (Nc, Np) is considered to avoid any over-fitting.
The simulations run for combination of different control and prediction horizons
using C++ and the execution times are measured with the resolution of micro-second
and recorded. A polynomial approximation model has been considered for fitting the
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model compared with the recorded execution time as follows
ET (Nc, Np) = p1Nc + p2Np + p3N2c + p4N2p + p5NcNp + p6NpN2c
+ p7NcN2p + p8N2cN2p + p9N3c + p10N3p (4.18)
The other model structures for ET such as using exponential terms have failed
resulting a more accurate model than polynomial structure. In addition, there are two
advantages for this polynomial model. One is simplicity and another is the fact that
this polynomial has a zero value at the origin.
The curve fitting calculations are performed via lsqnonlin function from Octave
software (and the code is originally implemented in MATLAB). The resulted parameters
of execution time function model are presented in Table. 4.1 and compared with the
original recorded execution time in Fig. 4.13. It should be noted that in this surface,
the points showing control horizons longer than their prediction horizons are omitted
as infeasible setting points. In the curve fitting process, the error is divided by the
root square of the output absolute value to mitigate the dominance of giant values over
small values. The residual error of this curve fitting is 5.8 for 136 rows of data. This
obtained execution time model will be used for penalizing the control and prediction
horizon settings which lead to slow performance.
Table 4.1 The parameters of fit execution time model based on prediction and control
horizon
p1 = 0.0137218049849 p6 = 0.0000078067768
p2 = 0.0002342809185 p7 = −0.0000003928348
p3 = −0.0007143731863 p8 = 0.0000000161969
p4 = 0.0000164026323 p9 = 0.0000278137259
p5 = 0.0001822491272 p10 = 0.0000000015194
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(a) Recorded (b) Fit curve
Fig. 4.13 The execution time for different prediction and control horizons
4.2.4 Applying Multi-Objective GA to optimize horizons
The next step is optimization of MPC horizons Nc and Np using a multi-objective
GA to reduce computation time of MPC as well as the sensed specific force error and
displacement. The aim is to achieve MPC horizons which are integer numbers leading
to the minimization of motion sensation error, displacement and execution time cost.
The GA chromosome consists of two variables
x =
x1
x2
 (4.19)
where each variable is corresponds a horizon exponent.
The control horizon gene is a variables in the range of 1 to 30. To create the initial
population, Nc is set as follows
Nc(xa) = round(30 x
a
1 ) (4.20)
where xa1 is a randomly generated gene ranged from 0 to 1. The control horizons below
2 are corrected to 2. The prediction horizon is chosen in the range of 1 to 800 as follows
Np(xa) = round(800 x
a
2 ) (4.21)
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This process is repeated until condition Np ≥ Nc is held.
The crossover operator unwinds the horizon seed and it performs a crossover using
random numbers 0 ≤ ri, rj ≤ 1 as follows
crossover(N ac , N bc ) = round(exp(ri lnN ac + (1− ri) lnN bc )) (4.22)
crossover(N ap , N bp ) = round(exp(rj lnN ap + (1− rj) lnN bp )) (4.23)
This operation is run until Nc ≤ Np is obtained. If the loop runs for 1000 times and
such a result is not obtained, the prediction horizon is chosen equal to Nc + 1.
The mutation operator changes the value of targeted offspring with random numbers
0 ≤ ri, r′i, rj, r′j ≤ 1 as follows
mutation(Nc) = round(Nc × exp(µ(ri − r′i))) (4.24)
mutation(Np) = round(Np × exp(µ(rj − r′j))) (4.25)
The boundaries for Nc and Np are checked and the condition Nc ≤ Np is enforced.
The evaluation consists of three training worst case scenarios and the final cost is
the average value of them. The three objectives are sensation error, displacement and
the execution time.
4.2.5 Simulation results and discussion for horizon tuning
The proposed method has been implemented in C++ applying GA for optimization of
the prediction and control horizons. The output result of each generation is produced
serialized and stored. Results include the objective costs, genes and the settings.
Parallel threads have been used to evaluate solutions of each GA generation to increase
the speed of optimization.
The GA optimization runs for 80 generations and the final pareto-front is shown in
Fig. 4.14 mapped to two of the objectives sensed specific force error and displacement
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cost objectives and Fig. 4.15 mapped to sensed specific force error cost and execution
time objectives. The pareto-front in three dimension is depicted in Fig. 4.16. In the
process of decision making, a solution with a low computational time and a relatively
low sensed specific force error is selected and marked by a red cross. This solution
corresponds the prediction horizon of 162 and the control horizon of 3.
The proposed optimal horizon tuning and manual horizon tuning are simulated
and their results are compared with each other in Figs. 4.17 and 4.18. According to
Fig. 4.17 the sensed specific force error of the proposed method is lower compared with
manual tuning while according to Fig. 4.18 the proposed method has had a higher
usage of the workspace. This workspace usage has been efficient and within the limits
and suitably used for improving specific force sensation. In the proposed method, the
RMS of sensed specif force error has reduced from 0.95 msec2 to 0.87
m
sec2 compared with
previous trial-and-error based tuning. At the same time, the RMS of displacement has
increased from 0.33 m to 0.67 m. The execution time for offline simulation of the test
scenario has dramatically decrease in the proposed optimal tuning from 10.67 sec to
2.79 sec. This difference clearly shows that increasing prediction horizon leading to
higher computations does not necessarily improve the output motion sensation. Despite
decreasing the prediction and control horizon benefit MCA in terms of computational
burden, these parameters should not decrease too much as it leads to an extremely
higher usage of workspace and reaching its limits.
The proposed horizon optimization provides an intuitive and clear process for
obtaining the best MPC horizons according to the demands. This method extracts
the trade-off between the key objectives which are displacement, sensed specific force
error and computational burden. The decision maker can pick the best solution out of
the pareto front or the solution can be selection automatically by assigning weights
and constraints to the objective. The simulation result shows the superiority of the
proposed method in terms of sensation error and computational burden over the manual
tuning of MPC prediction and control horizons.
The initial proposed method and results of this Section have been published [73]
as Mohammadi, Arash, et al. "Optimizing Model Predictive Control horizons using
Genetic Algorithm for Motion Cueing Algorithm." Expert Systems with Applications
92 (2018): 73-81.
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Fig. 4.14 The pareto-front of MPC optimization of horizons for MCA mapped to a
two-objective space for displacement cost and sensed specific force error cost
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Fig. 4.15 The pareto-front of MPC optimization of horizons for MCA mapped to a
two-objective space for sensed specific force error cost and computational cost
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Fig. 4.16 The pareto-front of MPC optimization of horizons for MCA for displacement,
sensed specific force error cost and computational cost
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Fig. 4.17 Sensed specific force for the proposed horizon optimization and the existing
method (longitudinal mode)
4.3 Chapter summary
In this Chapter, tuning as an important obstacle of a predictive MCA is tackled.
Optimization of tuning factors focus on two groups of parameters. One is optimization
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Fig. 4.18 Linear displacement for the proposed horizon optimization and the existing
method (longitudinal mode)
of MPC weights and the other is optimization of prediction and control horizons.
An NSGA-III multi-objective optimization is performed to filter the best weights
and an IGA method is used for decision making [72]. In addition, another NSGA-
III optimization is performed to obtain the best horizons. Simulation results have
demonstrated the improvement of MCA using the proposed optimization in terms of
motion sensation and computational burden reduction [73].
The next step for improvement of MPC-based MCA is to tackle the inaccurate
assumption of constant future reference when calculating QP to obtain the input
increments. In the next Chapter, the idea of calculating the best estimation of the
future reference is pursued to enhance MCA performance.

Chapter 5
MPC Reference Prediction
In the current MPC-based MCA methods, the reference motion trajectory is assumed
to be constant over the prediction horizon [10]. This constant future input influences
the future reference vector in Equation 3.22. This constant future reference is not a
realistic assumption and it finally culminates in suboptimal results. Thus, it is expected
that prediction of future reference signals at each sampling time improves the outcome.
In this Chapter, an Artificial Neural Networks (ANN) based method is proposed for
estimation of future reference based on the available online history of motion signal [70]
as follows. Section 5.1 introduces the employed concepts from ANNs in this Chapter.
Section 5.2 explains the proposed region based signal forecasting. The ANN training
process is discussed in Section 5.3 followed by simulation results of Section 5.4. The
chapter summary is provided in Section 5.5.
5.1 Artificial neural network model
Artificial Neural Networks has become a very popular technique with a broad acceptance
in many fields for modeling of complex systems, pattern recognition and classification
by learning from experimental data while they are capable of handling nonlinearities
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and noises. The concept of ANN learning is similar to biological neural networks while
their mathematical implementation is completely different [12].
The schematic diagram of a typical neural network is shown in Fig. 5.1. The ANN
model consists of M˘ layers and each nth layer includes N˘n neurons. The structure of a
single neuron is shown in Fig. 5.2.
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Fig. 5.1 Schematic of an artificial neural network
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The output of jth neuron from the nth layer of the network is
y˘
(n)
j = f˘(u˘
(n)
j )
j ∈ {1, . . . , M˘} (5.1)
where M˘ is the number of the layers, f˘ is the activation function and weighted input
sum is
u˘
(n)
j = Σ
N˘(n−1)+1
i=1 w˘
(n)
i,j y˘
(n−1)
i
j ∈ {1, . . . , M˘} (5.2)
where y˘(n−1)i is the output from the (n− 1)th layer and w˘(n)i,j is the weight connecting
the ith output from the (n− 1)th layer to the jth output from the nth layer. The last
output of each layer is assumed to be 1 to incorporate the bias into the weights. This
value comes from a node which is not a neuron.
y˘
(n)
N˘n+1
= 1 (5.3)
The neural network inputs are shown by X˘ (or alternatively by Y˘ (0)) and they are fed
to the first layer
y˘
(0)
i = x˘i (5.4)
i ∈ {1, . . . , N˘ (0) = N˘input}
y˘
(0)
N˘0+1
= 1
The neural network is expected to be trained using enough number of training inputs
N˘train to produce expected outputs for new input values. To train the network, an
error term is defined to present a quadratic difference between expected and calculated
outputs for the training set as follows
E˘ = 12Σ
N˘train
p=1 Σ
N˘M˘
j=1(y˘
target
j − y˘(M˘)j (X˘
p))2 (5.5)
where X˘p is the pth training input vector, η is an adjustable learning rate, and y˘targetj
is the jth value of the pth target output.
The aim of neuron weight optimization is to minimize model error E˘. Therefore, at
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each training step, the weight w˘(n)i,j is updated as follows
w˘
(n),new
i,j = w˘
(n),old
i,j +∆w˘
(n)
i,j (5.6)
∆w˘(n)i,j = −η
∂E˘(w˘(n)i,j )
∂w˘
(n)
i,j
i ∈ {1, . . . , N˘(n−1)}
j ∈ {1, . . . , N˘n}
To perform such a training, a back-propagation technique is applied. The first step is
to introduce the derivative of the activation function. The function h˘(.) is defined in
such a way that
h˘(f˘(u˘)) ≜ f˘ ′(u˘) (5.7)
Despite it is not necessary to obtain the explicit form of h˘(u˘), the neural derivative
function can be written as
h˘(u˘) = f˘ ′(f˘−1(u˘)) (5.8)
By selecting the activation function as a hyperbolic tangent, h˘ function will have a
simple form
f˘(u˘) = tanh(u˘) (5.9)
h˘(y˘) = 1− y˘2
Hyperbolic tangent is a typical activation function with a zero center suitable for ANN
training in many applications [3, 6, 20]. A gradient δ(n)j is defined for each neuron in
the output layer and the hidden layer(s). As each hidden neuron gradient depends on
the gradients of neurons in the next layer, these gradients must be calculated in the
reverse order of the layers. It means that first, the output layer gradients are calculated.
Then the gradients of the last hidden layer are calculated based on the output layer,
..., and finally the first hidden layer gradients are calculated.
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The gradients for output layer neurons are defined as
δ
(M˘)
j ≜ (y˘targetj − y˘(M˘)j )h(y˘(M˘)j ) (5.10)
j ∈ {1, . . . , N˘M˘}
and for the hidden layers, the gradient of each neuron is as follows
δ
(n)
j ≜ (Σ
N˘(n+1)
k=1 δ
(n+1)
k w˘
(n+1)
j,k )h˘(y˘
(n)
j ) (5.11)
j ∈ {1, . . . , N˘n}
n ∈ {1, . . . , M˘ − 1}
At each training iteration, the weights are updated with the reverse order of the layers
as follows
∆w˘(n)i,j = η
1
N˘train
ΣN˘trainp=1 δ
(n)
j y˘
(n−1)
i (X˘
p) (5.12)
i ∈ {1, . . . , N˘(n−1) + 1}
j ∈ {1, . . . , N˘n}
It should be noted that this weight training automatically includes the weights for bias.
For an adaptive learning, the change of weight are as follows
∆w˘(n),newi,j = ηδ
(n)
j y˘
(n−1)
i + α∆w˘
(n),previous
i,j (5.13)
i ∈ {1, . . . , N˘(n−1) + 1}
j ∈ {1, . . . , N˘n}
where α is the weight change momentum and it is adjustable from 0 to 1.
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5.2 The proposed regions of history for MPC-based
MCA
Having the mathematical foundation for ANN, the next step is applying its formulation
for modeling the future reference prediction function according to the recent reference
history of motion signal.
In the proposed prediction function, at each ith sample time, several features from
the past signals are given to the future prediction function in order to provide nf
predicted future samples. These points are connected to each other to estimate the
predicted reference signal over the prediction horizon.
To consider both wide-overview of the signal and the detailed resolution recent
history, the reference history is divided to nonuniform regions and the average value of
each region is used as an input feature to ANN. The input features to ANN are
X˘in =
[
u˘−5 u˘−4 u˘−3 u˘−2 u˘−1
]
(5.14)
and the predicted results are
X˘out =
[
u˘1 u˘2 u˘3 u˘4 u˘5
]
(5.15)
where the history regions are numbered from -5 to -1 and the future regions are
numbered from 1 to 5. Fig. 5.3 illustrates the history and future regions with respect
to the current time.
The length of the regions are not equal. The size of all history regions will create
the total history samples as follows
n˘−5 + n˘−4 + n˘−3 + n˘−2 + n˘−1 = N˘h (5.16)
and similarly for the future
n˘1 + n˘2 + n˘3 + n˘4 + n˘5 = N˘f (5.17)
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The history sample regions are defined as
R˘k = {(−Σ−1j=kn˘j), . . . , (−Σ−1j=k+1n˘j)− 1},∀k < 0 (5.18)
and future sample regions are defined as
R˘k = {(Σk−1j=1 n˘j) + 1, . . . , (Σkj=1n˘j)},∀k > 0 (5.19)
The mean values used as history features (and future features for training) are the
average of each region as follows
u˘k(t) =
1
n˘k
Σj∈R˘k u˘(t+ jTs), ∀k ∈ ±1, . . . ,±5 (5.20)
To keep the resolution higher at the regions closer to the current time, the size of each
region is selected by the following ratio
n˘i = (1 + α)× n˘i+1, ∀i ∈ {−2,−3,−4,−5} (5.21)
n˘i = (1 + α)× n˘i−1, ∀i ∈ {2, 3, 4, 5} (5.22)
where the parameter α > 0 determines how much further regions grow in size compared
with the immediate regions to the current moment.
After training the ANN by the available data, the obtained model is able to calculate
the predicted future points. The reference which is expected to be more accurate
compared with the constant reference will be used in the optimization of MPC to
enhance the driving motion sensation provided by the MCA.
5.3 Training ANN for future prediction
A dataset of 49262 sample inputs is used for training the proposed neural network to
predict future signal features. This data is recorded from Rigs of Rods (ROR) software.
An ANN is designed with one hidden layer. Several trial attempts have demonstrated
that the higher number of hidden layers does not improve the prediction result. The
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Fig. 5.3 Schematic of region divisions for a reference signal
size of hidden layer is set to 36 which has been found to be enough for proper training
via trial-and-error. At each sampling time, the history of motion signal is updated
via a history window shift and a sample replacement. The signal history features are
updated and given to the neural network. The future features are obtained from the
network to construct a future signal.
Figs 5.4-5.12 show the prediction results of this ANN on several points of a testing
signal under the name of d0 where features do not include derivatives. As it is clear,
this prediction suffers from a clear problem that it does not involve the recent trend
of the signal for its prediction. In some cases as later shown in Figs 5.4, 5.5 and 5.8,
despite the signal is decreasing with a dramatic trend, the predicted signal is wrongly
increasing or vice versa. To eliminate this problem, the signal history features must
be improved to include a recent derivative. Therefore, two different feature sets are
proposed called d1 and d5. The initial proposed history feature vector is
Xd0 = [u˘−1, u˘−2, u˘−3, u˘−4, u˘−5] (5.23)
where uk(t) is defined in Eq. 5.20.
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The first update on the proposed history feature vector is called d1 including one
derivative based element as follows
Xd1 = [u˘−1, u˘−2, u˘−3, u˘−4, u˘−5, (u˘(t)− u˘−1)] (5.24)
and the second proposed history feature vector update, d5, includes five derivative
features as follows
Xd5 = [u˘−1, u˘−2, u˘−3, u˘−4, u˘−5, (u(t)− u˘−1), (5.25)
(u˘−1 − u˘−2), (u˘−2 − u˘−3), (u˘−3 − u˘−4), (u˘−4 − u˘−5)] (5.26)
This design seems to suffer from a redundancy as it includes the subtraction of features
which are already available in d1.
The future forecasting of the obtained neural network is tested for different parts of
a test signal. According to Figs 5.4-5.12, including one additional feature has improved
d1 compared with d0 especially in following the latest trend, while d5 does not show a
significant improvement over d1. Thus, d1 feature design is selected for future reference
prediction in the rest of simulations. None of the feature sets provide an ideal future
prediction, nevertheless the proposed ANN-based future signal estimation is much
closer to the reality compared with traditional constant future for MPC. Therefore,
an MPC-based MCA with a future prediction is expected to perform better than the
conventional methods.
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5.4 Reference predictive MCA simulation results
The MPC-based MCA using the aforementioned model of input signal has been tested.
The simulation results are shown in Figs. 5.13 and 5.14. It is clear that the ANN-based
signal prediction has improved the driver sensed specific force compared with using the
constant reference input. The RMS of motion sensation error has reduced from 1.64 msec2
to 1.36 msec2 in the proposed method. The workspace has been efficiently used to provide
this enhanced motion sensation while the constant reference input showed a more
conservative behavior with a higher motion sensation error. In the proposed future
prediction based MCA, the maximum displacement usage has increased from 0.70 m to
1.04 m which is within the allowed physical limitations. By applying future reference
prediction, MPC-based MCA optimizes the control input with a better knowledge of
future reference to follow. This enhances motion fidelity to improve driving motion
sensation and less false motion cues and consequently avoiding motion sickness.
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Fig. 5.13 Sensed specific force for the constant reference assumption and ANN-predicted
reference input methods (longitudinal mode)
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reference input methods (longitudinal mode)
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Fig. 5.15 Sensed specific force for the constant reference assumption and ANN-predicted
reference input methods (lateral mode)
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Fig. 5.16 Linear displacement for the constant reference assumption and ANN-predicted
reference input methods (lateral mode)
5.5 Chapter summary
The conventional MPC-based MCA methods rely on a false assumption that the
reference motion signal remains constant during the entire prediction horizon while
there is no certainty about the future reference signal. This simplification facilitates
implementation of MPC. However, it causes a suboptimal and conservative motion
rendering due to an inaccurate optimization of control input which leads to false motion
cues and eventually motion sickness of the simulator driver. In this Section, a neural
network-based method has been proposed to predict the future reference based on its
recent history and using the estimated reference in the QP calculations of the MPC.
Simulation results have demonstrated that the proposed future reference prediction
improves MPC-based MCA in terms of motion sensation and efficient workspace usage
within its boundaries [70].

Chapter 6
Reduction of MPC complexity
Due to the computational burdens related to the large matrices of QP, it is preferred
to use an MPC with shorter prediction horizon. This problem becomes important
when the available computational power does not afford providing a real-time output
rendering. Hence, from the computational perspective, a short prediction horizon is
advisable [41]. However, an MPC with a short prediction horizon is a short-sighted
control and it is prone to produce unsuitable results. An MPC with a too short
prediction horizon, also known as short-sighted MPC, leads to poor performance and
fluctuations [41, 46, 49, 63, 92, 94]. However, to reduce the computational burden,
applying an MPC with a short prediction horizon is highly interested. In this Chapter,
an MPC-based MCA with a short prediction horizon is implemented which naturally
oscillates. The fluctuations are due to lack of knowledge about future dynamic in MPC
due to the reduction of prediction horizon and a "naive" reaction to the output sensation
error and displacement. Therefore, two approaches have been proposed to remove
such oscillations and providing improved results. In continue, the prediction horizons
of the proposed methods are re-optimized to provide low computational MPC-based
MCA with the best horizons. The simulation results demonstrate the effectiveness of
the proposed methods in terms of reduction of motion sensation error between real
and simulator drivers to enhance motion fidelity as well as reduction of unnecessary
displacement of motion platform to be prepared for next motion renders. This Chapter
is organized as follows. In Section 6.1, the proposed optimal exponential weighting
is applied on a short-sighted MPC [71]. Section 6.2 provides simulation results for
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the proposed method as well as comparison and discussion. In this Section, a short
specific prediction horizon has been used. This creates a room for further optimization
of prediction horizon together with the proposed weightings. Therefore, in Section
6.3 the exponential weighting method are re-optimized together with the prediction
horizon and the results are provided and discussed in Section 6.4. Section 6.5 is the
summary of this Chapter.
6.1 Exponential sample weights
The main problem of MPC with short prediction horizon is that it is too short-sighted
and it ignores future increase of states in advance. Yoon and Clarke [99] proposed an
exponentially increasing weighting method for the future error and control increments
to improve the dynamic behavior of the closed-loop system. Before them, Kwon
et al. [58] had observed dynamic responses improvement by applying a time-multiplied
performance index in an infinite horizon optimal control.
J = Σ∞t=0[tix(t)
⊺
Qx(t) + u(t)⊺Ru(t)] (6.1)
According to [29, 59], even with constant sample weighting, the controller with suffi-
ciently long prediction and control horizons is stabilized, however with an exponential
weighting, the stability margin is increased [99]. Yoon and Clarke [99] provided exam-
ples where exponential weighting reduces overshoot and improves the settling time.
Similar effect are observed in the optimal control using time-multiplied performance
index [58] and exponential weighting [5]. Exponential weighting is an effective method
when a constant weighting is unable to provide the desirable output. This method is
even useful for stable systems as it satisfies a desired degree of the stability.
Despite usage of exponential weighting in the other application domains, this
technique had never been applied in MCA applications. The implementation of
exponential weighting in MPC-based MCA allows usage of short prediction horizons
while avoiding fluctuations and infringement of displacement [71].
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Therefore, in this research, an exponential weighting for MPC-based MCA is
proposed [71] to improve the motion fidelity where the prediction horizon cannot be
wide enough due to the computational load limitations according to Equation (4.18).
In the proposed MPC-based MCA, an optimized exponential weighting is applied
to penalize the increase of oscillation or undesirable states where the emphasis of the
cost function is shifted from a uniform focus on the entire horizon more towards the
future of the horizon.
For this purpose, following Equation (3.17), the conventional cost function which
can be represented as follows
J1(t) = ΣNpj=1e
⊺(t+ jTs|t)Q0e(t+ jTs|t)
+ ΣNc−1j=0 u
⊺(t+ jTs)S0u(t+ jTs)
+ ΣNc−1j=0 ∆u
⊺(t+ jTs)R0∆u(t+ jTs) (6.2)
is re-designed as
J1(t) = ΣNpj=1e
⊺(t+ jTs|t)Qje(t+ jTs|t)
+ ΣNc−1j=0 u
⊺(t+ jTs)Sju(t+ jTs)
+ ΣNc−1j=0 ∆u
⊺(t+ jTs)Rj∆u(t+ jTs) (6.3)
where
Qj = w(j)Q0 (6.4)
Rj = w(j)R0 (6.5)
Sj = w(j)S0 (6.6)
(6.7)
In other words, the constant weighting output matrix is replaced by a variable weighting
depending on the future sample number.
The exponential weighting w(j) is defined as
w(j) = exp(β(j − 1)), j = 1, 2, . . . , Np (6.8)
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where the parameter β is tuning how many times the desired last sample weighting wf
is bigger than the initial sample weighting w0.
w0 = w(1) = 1 (6.9)
wf = w(Np) (6.10)
Thus, β is calculated as follows
β = 1
Np − 1 lnwf (6.11)
Fig. 6.1 shows the schematic of exponential weighting.
This sample weighting aims to limit displacement while not significantly increasing
the motion sensation error. Therefore, a multi-objective optimization is necessary to
achieve both objectives. This parameter is supposed to remove the fluctuations and
avoid extreme increase of displacement. As too much restriction on MCA degrades
the realism of motion sensation, an exponential weighting which statistically provides
better results is considered as sufficient. This exponential weighting is not supposed to
guarantee a highly desirable outputs under all possible scenarios.
The only tuning parameter in this method is wf .
The last exponential weight wf should be selected via a single variable optimization.
One option to use a Gradient Descent (GD) method. However, GD methods are prone
to fall in local minima when there are fluctuations in the cost function. While GA
is a popular, robust and reliable optimization method [22, 27, 61, 64, 86]. Thus, GA
method is used for obtaining the best solutions as a robust optimization method. The
evolutionary solutions are represented as
xGA = [wf ] (6.12)
which is optimized via a multi-objective GA for three training scenarios. The minimum
value for each wf must be higher than 1 as the exponential weighting is supposed to be
monotonic increasing and it must be always larger than the cost of the other samples.
wf ≥ 1 (6.13)
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Fig. 6.1 The schematic of an exponential weighting
The crossover operation on two solutions wAf and wBf is as follows
wcrossoverf = (wAf )r × (wBf )1−r (6.14)
or alternatively it can be written as
wcrossoverf = exp(r lnwAf + (1− r) lnwBf ) (6.15)
where r is a random variable independent for each crossover.
In addition, it can be shown that as 0 ≤ r ≤ 1, the result of the crossover remains
within the allowed range
min{wAf , wBf } ≤ wcrossoverf ≤ max{wAf , wBf } (6.16)
Thus, no additional boundary check is required.
The mutation operation maps each solution wAf to its neighborhood within the
radius of µ as follows
wmutationf = wAf × exp(µ(r − r′)) (6.17)
114 Reduction of MPC complexity
where r and r′ are independent random variables for each mutation. µ is the radius
of mutation. After each mutation, the boundary check is performed on the new last
weight to ensure it the last weigh is within the allowed range otherwise, the mutation
process is repeated.
There are several GA constraints which must be followed for each solution. The
maximum displacement should not infringe limitation and the maximum sensation
error between real and simulator drivers should not reach above a predefined threshold
otherwise the solution must be rejected and replaced by new ones.
The objectives of this multi-objective optimization are minimization of motion
sensation errors and well as the displacements by selection of the best wf .
6.2 Simulation results for exponential weighting
The exponential weighting has been applied to MPC-based MCA and optimized the
exponential weighting by NSGA-III based GA through C++ language codes. The GA
population is set to 200 individuals and two objectives of sensed specific force error and
displacement costs are aimed to be minimized over three different training scenarios.
The NSGA-III method obtains the nondominated solutions in terms of sensed
specific force error cost and displacement cost. Fig. 6.2 illustrates the pareto-front of
nondominated solutions after 100 generations where the final weight wf = 28.22 is
selected. The results from MPC-based MCA with and without exponential weighting
for prediction horizon of 20 where the MPC-based MCA does not have a wide scope
over the future and it approaches to the maximum displacement and infringement of
the limits unless a large enough exponential weight is applied. The comparison of
sensed specific force and displacement for a test motion scenario are shown in Figs. 6.3
and 6.4 for the longitudinal mode and Figs. 6.5 and 6.6 for the lateral mode.
According to the simulation results, the RMS of sensed specific force error is reduced
from 3.93 msec2 to 1.50
m
sec2 for longitudinal mode and from 4.53
m
sec2 to 1.05
m
sec2 for lateral
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Fig. 6.2 The pareto-front of exponential weighting method in terms of sensed specific
force error cost and displacement cost
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Fig. 6.3 Sensed specific force for uniform and exponential weighting methods (longitu-
dinal mode)
mode when an exponential weighting method is applied. This significant improvement
of motion sensation provides a much more realistic impression of real world driving
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Fig. 6.4 Linear displacement for uniform and exponential weighting methods (longitu-
dinal mode)
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Fig. 6.5 Sensed specific force for uniform and exponential weighting methods (lateral
mode)
with a low computation MPC-based MCA due to a short prediction horizon according
to Equation (4.18). In addition the RMS of displacement in the proposed exponential
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Fig. 6.6 Linear displacement for uniform and exponential weighting methods (lateral
mode)
weighting method is reduced from 1.32 m to 0.84 m for longitudinal and from 1.26 m
to 0.94 m for lateral mode compared with uniform sample weighting method.
It is obvious that exponential weighting method provides a better driver motion
perception as well as keeping the motion platform within the allowed workspace. The
high oscillation domain of the sensed motion in the uniform weighting method will
lead to motion sickness.
6.3 Optimizing prediction horizon and exponential
weightings
Applying exponential weighting has made short prediction horizon feasible. In Sec-
tion 4.2, the prediction horizon and control horizons are optimized. In the previous
Section 6.2 the exponential weight has been applied and optimized for a specific
conservatively selected prediction horizon. It should be considered that for different
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prediction horizons, different exponential weightings are optimal. As the selection of
exponential weight and prediction horizon highly depend on each other, simultaneous
optimization of both prediction horizon and exponential weighting is expected to
be superior over independent optimization or selection of each one. Therefore, the
objective of this Section is to re-design the GA approach to obtain the best pair of
prediction horizon and exponential weighting. The solutions of genetic algorithm to
carry out this optimization are defined as follows
xGA = [wf , Np]
⊺ (6.18)
where wf is the value of final weight in the exponential weighting method. The control
horizon is not considered for optimization as this length is expected not to increase
and it will stay at its lower bound. In a similar way, the crossover of solutions xA and
xB is calculated as follows
crossover(wAf , wBf ) = exp(r1 ln(wAf ) + (1− r1) ln(wBf ))
crossover(NAp , NBp ) = round(exp(r2 lnNAp + (1− r2) lnNBp )) (6.19)
and the mutation of each solution xA is carried out as follows
mutation(wAf ) = wAf × exp(µ(r3 − r4))
mutation(NAp ) = round(NAp × exp(µ(r5 − r6))) (6.20)
where r1 to r6 are randomly generated numbers in the range of 0 to 1. A multi-objective
GA with minimization objectives of the sensed specific force error cost and displacement
cost will be applied to obtain the best pair of prediction horizon and the exponential
weight.
Using non-uniform weights allows designing the MPC with lower prediction horizons
which is not implementable with uniform weighting. As this technique causes achieving
higher exploration space of MPC tuning, it is expected that MPC with non-uniform
weighting be improved when there is a simultaneous freedom on prediction horizon. In
the next Section, the simulation results are discussed in detail.
6.4 Simulation results for optimizing prediction horizon with exponential weightings119
6.4 Simulation results for optimizing prediction hori-
zon with exponential weightings
Similar to Section 6.2, a multi-objective nondominated sorting GA is applied with a
population of 200 in C++ environment to optimize the parameter sets according to
three training scenarios. This optimizations is to obtain the best exponential weighting
and prediction horizon.
The obtained pareto-front of both optimizations are depicted in Fig. 6.7. The
selected solution for the optimized exponential weighting and prediction horizon is
the pair of (wf = 80.68, Np = 9). After applying the test scenario, a sensed specific
force test comparison between the previous approach and simultaneous optimization
of exponential weighting and prediction horizon for longitudinal mode is illustrated
in Fig. 6.8 and the displacement of the corresponding test is shown in Fig. 6.9. The
comparison between exponential weighting method with and without optimization of
the prediction horizon for lateral mode is shown Figs. 6.10 and 6.11.
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Fig. 6.7 The pareto-front of exponential weighting method with and without simulta-
neous prediction horizon optimization in terms of sensed specific force error cost and
displacement cost
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Fig. 6.8 Sensed specific force for exponential weighting methods with and without
horizon optimization (longitudinal mode)
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Fig. 6.9 Linear displacement for exponential weighting methods with and without
horizon optimization (longitudinal mode)
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Fig. 6.10 Sensed specific force for exponential weighting methods with and without
horizon optimization (lateral mode)
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Fig. 6.11 Linear displacement for exponential weighting methods with and without
horizon optimization (lateral mode)
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Applying optimization of both exponential weighting and prediction horizon reduces
the RMS of sensed specific force error from 1.64 msec2 to 1.55
m
sec2 and the RMS of
displacement from 0.58 m to 0.50 m for longitudinal mode. The proposed optimization
has improved sensed specific force with a lower usage of workspace. For the lateral
mode the optimization of prediction horizon simultaneously reduces the RMS of
sensed specific force from 1.54 msec2 to 1.50
m
sec2 and removed two spikes adjacent to
t = 2.96, 12.94and14.07 sec. These false spikes are eliminated when prediction horizons
are optimized which means a higher motion fidelity is provided by avoiding visual and
vestibular sensory conflict leads to a motion sickness. The RMS of displacement has
also decreased from 0.87 m to 0.62 m for this mode.
It can be easily concluded that the usage of proposed exponential weighting method
has made an MPC-based MCA with a short prediction horizon feasible and they
removed the false motion oscillations caused by the short sighted MPC. However,
applying simultaneous optimization of sample weighting and prediction horizon has
further improved the MPC-based MCA and it reduced false motion cues. The results
of this proposed method are superior to merely optimization of sample weighting
method. Despite a lower motion platform is exploited, the proposed optimization
method reduces sensed specific force error and eliminates the undesirable spikes which
cause driving sickness. This increases the realism of rendered motion for the driving
simulation by reducing the differences between the produced and expected motions. In
addition, the proposed method reduces the prediction horizon which leads to a lighter
computational process.
6.5 Chapter summary
Computational burden is one of the main challenges in MPC-based MCA application.
The dependency of computational time on the prediction horizon has been formulated
in the previous Chapters. One of the possible methods to reduce the size of online
computations is to shrink the prediction horizon to consider a lower number of future
samples. Lowering the prediction horizon causes degrade of motion fidelity and
introduction of false motion cues. After a certain point, MPC-based MCA falls into
undesirable oscillations due to a short-sighted MPC optimization. In this Chapter,
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by proposing exponential sample weighting method, MPC-based MCAs with short
prediction horizon and low computational burden is proposed which provides high
quality motions without oscillatory false motion cues. The proposed method has been
optimized using multi-objective GA methods to obtain the lowest sensed motion error
and the smallest workspace displacement. This proposed sample weighting method has
been further improved by involving the prediction horizon length to the optimization
process to obtain the best pair of prediction horizon and exponential sample weights.
The simulation results have shown the improvement of the proposed methods in terms of
motion sensation as well as workspace displacement. The proposed methods eliminate
false motion cues and improve the realism of sensed motion while the computational
burden is significantly reduced.

Chapter 7
Conclusion
Model Predictive Control (MPC) is a recent method for Motion Cueing Algorithm
(MCA) to preserve a driving simulator within its workspace while providing a realistic
impression of driving in a real world.
MPC is a multi-variable control method handling constraints during its online
control optimizations. This control method has received a wide attention for MCA;
however, it suffers from several problems which need to be handled.
Up to this point, the major problems of MPC-based MCA are related to three main
concerns which have been tackled in this thesis. The first challenge is the variety of
weighting and configuration parameters for tuning MPC. There is no predetermined
weighting known as the best weighting. The weight tuning is highly dependent on the
scenarios and restrictions. The current weight tuning methods are based on manual
trial-and-error which lead to suboptimal performance. Another challenge is tuning the
MPC horizons. This problem has been referred in several papers yet no clear approach
has been introduced for determination of the best prediction and control horizons.
The second challenge is the determination of future driving reference for MPC at each
sampling time. The key advantage of MPC technique is to perform an online future
based optimization but it requires a prior knowledge about the future reference as
accurate as possible. The majority of research papers have used a constant future
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reference for accelerations and angular velocities during the entire prediction horizon
which is a non-realistic assumption. The existence of future reference predictor is
highly necessary for a high performance MCA. The third concern in MPC-based MCA
is handling the computational burdens. Under a highly limited computation capacity,
MPC cannot solve the constrained optimization in real-time. To reduce the size of
the problem, the prediction horizon is required to be reduced. This raises another
problem which is MPC can no longer preserve constraints; hence, the limitations will
be infringed. To overcome this problem, other methods are necessary to be applied on
MPC to tackle this problem.
The scope of this thesis is theoretical improvement of predictive motion cueing
algorithm based on the available mathematical human sensation model. The thesis
simulations have employed the Telban’s human sensation model which is the latest pro-
posed mathematical model. Computational simulations are written in C++ language.
All of the three aforementioned concerns have been covered in this thesis as follows.
In the first stage, a transparent approach has been propose for selection of MPC
weights. The high number of weights are handled automatically via a many-objective
evolutionary algorithm. This approach obtains a pareto-front of nondominated solutions
which are efficient for tuning. This process eliminates the manual trial-and-error efforts
and the workload of the designer to search for efficient weights. In the next stage, an
interactive genetic algorithm is applied to perform a decision making by consideration
of designer opinion. This two-stage weight tuning leads to using both suitable and
satisfactory results. Simulation results have shown the superiority of this method over
the traditional manual weight tuning. Tuning the prediction and control horizons is
the next implemented step. A genetic algorithm has been applied to minimize the
human sensation error, the displacement and the computational cost. The solutions
which break the real-time response due to high computational burden are rejected
and the decision maker is able to choose a solution from the set of acceptable tunings.
The simulation results have shown significant improvements in the proposed optimized
horizons technique compared with traditional trial-and-error based method.
Another concern is affiliated to the proper estimation of the future reference. In
this thesis, an artificial neural network based method has been proposed to improve
the reference signals in the optimization process. As using a constant reference is
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not a realistic assumption, an acceptable future reference estimation is expected to
improve the performance of MCA. In this method, the past and future window are
divided to nonuniform sized partitions and each one is used to produce a signal feature.
The neural-network system has been trained via a training signal. The simulation
results has shown a significant improvement of the model based human perception
when applying this future reference prediction technique for estimation of input signals.
Another challenge is handling MPC based MCA with a short prediction horizon to
reduce its computational burden. Such a computational reduction leads to infringement
of constraints in a typical predictive MCA. In this thesis, an exponential weighting
has been applied to stabilize the MPC-based MCA. This method changes the balances
between the weights of each sample on prediction horizon to increase the influence
of far future of the horizon compared with the near future. This change of balance
influences the behavior of MPC which is necessary for an MPC with a short prediction
horizon. A further improvement is performed by applying simultaneous optimization
of exponential weighting and the prediction horizon. This proposed method provides
an optimized MPC-based MCA with a low computation. Simulation results have
demonstrated the output results of the proposed method are superior over a typical
MPC based MCA in terms of motion sensation and displacement. In addition, the
simultaneous optimization of exponential weighting and prediction horizon have further
improved the realism of rendered motion and reduced false motion cues according to
the computer simulations. Therefore, a low computation MPC-based MCA is provided
with respect to a high motion fidelity.
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