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Necessary and sufficient conditions are derived for the BLUE in a general multiple-
partitioned linearmodel {y,X1β1+· · ·+Xkβk, σ 26} to be the sumof the BLUEs under the k
smallmodels {y,X1β1, σ 26}, . . ., {y,Xkβk, σ 26}. Some consequences and further research
topics are also given.
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1. Introduction
Consider a general multiple-partitioned linear model
y = Xβ + ε = X1β1 + · · · + Xkβk + ε, E(ε) = 0, Cov(ε) = σ 26, (1)
where
Xi ∈ Rn×pi is a known matrix of arbitrary rank with X = [X1, . . . ,Xk], i = 1, . . . , k,
y ∈ Rn×1 is an observable random vector,
βi ∈ Rpi×1 is an unknown partial parameter vector and β = [β′1, . . . ,β′k]′, i = 1, . . . , k,
6 ∈ Rn×n is a known nonnegative definite matrix,
σ 2 is a positive unknown parameter.
The model in (1) is often written in the brief form
M = {y,Xβ, σ 26} = {y,X1β1 + · · · + Xkβk, σ 26}. (2)
Associated with the full modelM are the following k small models:
M1 = {y,X1β1, σ 26}, . . . ,Mk = {y,Xkβk, σ 26}. (3)
The main purpose of the present paper is to give a rigorous and detailed study on relations among the best linear unbiased
estimators (BLUEs) of the mean vector Xβ in M and the BLUEs of X1β1, . . . ,Xkβk in the small models M1, . . . ,Mk. In
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particular, we shall give some necessary and sufficient conditions for the BLUE of Xβ under the assumption in (2) to be
the sum of the BLUEs of X1β1, . . . ,Xkβk in the k small models. Such topics have been considered by various authors, e.g., in
[1–3,5,10–12] among others. In a recent paper by Tian [8], the decomposition of the BLUE of Xβ under the assumption in (2)
into the sum of the BLUEs of X1β1 and X2β2 in (3) for k = 2 was completely solved, while a further problem was proposed
on decompositions of the BLUE of Xβ in (2) into the sum of the BLUEs of X1β1, . . . ,Xkβk in (3).
Throughout this paper, Rm×n stands for the collection of allm× n real matrices. The symbols A′, r(A) andR(A) stand for
the transpose, the rank and the range (column space) of a matrix A ∈ Rm×n, respectively. The Moore–Penrose inverse of A,
denoted by A+, is defined to be the unique solution G to the four matrix equations
(i) AGA = A, (ii) GAG = G, (iii) (AG)′ = AG, (iv) (GA)′ = GA.
Further, let PA, EA and FA stand for the three orthogonal projectors PA = AA+, EA = I− AA+ and FA = I− A+A.
The linear modelM in (2) is said to be consistent if y ∈ R[X,6] holds with probability 1; see [6,7]. In what follows, we
assume that the modelM is consistent.
The BLUE of the mean vector Xβ in (2), denoted by BLUEM (Xβ), is defined to be a linear estimator Gy such that
E(Gy) = Xβ and the difference Cov(Ly) − Cov(Gy) of the two covariance matrices is nonnegative definite for any other
unbiased linear estimator Ly of Xβ in (2). The set of all BLUEs of Xβ in (2) is denoted by {BLUEM (Xβ)}. It is well known
that the general expression for BLUEs of the mean vector Xβ inM can be written in some closed forms through generalized
inverses of matrices. The following lemma was given by Rao [7, p. 282].
Lemma 1. A linear estimator Gy is the BLUE of Xβ in (2) if and only if the matrix G satisfies the following linear matrix equation:
G[X,6EX] = [X, 0]. (4)
This equation is always consistent, that is, [X, 0][X,6EX]+[X,6EX] = [X, 0]. In this case, the general solution to (4), denoted by
PX‖6 and called a projector, can be written in the parametric form
PX‖6 = [X, 0][X,6EX]+ + UE[X,6EX], (5)
where U ∈ Rn×n is arbitrary, and the general expression for the BLUEs of Xβ in (2) can be written as
BLUEM (Xβ) = PX‖6y. (6)
In particular:
(a) The projector PX‖6 satisfies PX‖66 = [X, 0][X,6EX]+6 with
R([X, 0]′) ⊆ R([X,6EX]′) and R(6) ⊆ R[X,6EX].
(b) R[X,6EX] = R[X,6] and r[X,6EX] = r[X,6].
(c) The projector PX‖6 is unique if and only if r[X,6] = n.
(d) BLUEM (Xβ) is unique with probability 1 if and only if M is consistent.
In order to simplify various matrix expressions consisting of the Moore–Penrose inverses of matrices, we need the
following rank formulas for partitioned matrices given by Marsaglia and Styan [4].
Lemma 2. Let A ∈ Rm×n, B ∈ Rm×k, C ∈ Rl×n and D ∈ Rl×k. Then
r[A, B] = r(A)+ r(EAB) = r(B)+ r(EBA), (7)
r
[
A
C
]
= r(A)+ r(CFA) = r(C)+ r(AFC), (8)
r
[
A B
C 0
]
= r(B)+ r(C)+ r(EBAFC), (9)
r
[
A B
C D
]
= r(A)+ r
[
0 EAB
CFA D
]
. (10)
If R(B) ⊆ R(A) and R(C′) ⊆ R(A′), then
r
[
A B
C D
]
= r(A)+ r(D− CA+B). (11)
In particular,
(a) r
[
A B
C 0
]
= r(B)+ r(C) if and only if EBAFC = 0.
(b) r
[
A B
C D
]
= r(A) if and only if R(B) ⊆ R(A), R(C′) ⊆ R(A′) and CA+B = D.
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Lemma 3. Let A ∈ Rm×m be nonnegative definite, and let B ∈ Rm×k and C ∈ Rm×l. Then
r
[
A B
C′ 0
]
≥ r[A, B, C] + r(B)+ r(C)− r[B, C] ≥ r[A, B, C], (12)
r
[
A B
C′ 0
]
≥ r[A, B] + r[A, C] − r(A) ≥ r[A, B, C], (13)
r
[
A B
B′ 0
]
= r[A, B] + r(B), (14)
r
[
A B C
C′ 0 0
]
= r[A, B, C] + r(C). (15)
In particular, the following statements are equivalent:
(a) r
[
A B
C′ 0
]
= r[A, B, C].
(b) r
[
A B
C′ 0
]
= r[A, B] + r[A, C] − r(A), r[B, C] = r(B)+ r(C) and r[A, B, C] = r[A, B] + r[A, C] − r(A).
(c) E(EAC)′C
′A+BF(EAB) = 0, R(B) ∩ R(C) = {0} and R(EAB) ∩ R(EAC) = {0}.
2. Additive decompositions of BLUEs
The general expressions for BLUEs of Xiβi in the small models in (3) and their properties are given in the following
lemma.
Lemma 4. Let M1 . . . ,Mk be as given in (3). Then:
(a) The general expression for the BLUEs of Xiβi inMi can be written as
BLUEMi(Xiβi) = PXi‖6y, i = 1, . . . , k, (16)
where
PXi‖6 = [Xi, 0][Xi,6EXi ]+ + UiE[Xi,6EXi ], i = 1, . . . , k,
in which Ui ∈ Rn×n is arbitrary.
(b) The matrices [Xi, 0] and [Xi,6EXi ] satisfy
[Xi, 0][Xi,6EXi ]+[Xi,6EXi ] = [Xi, 0], i = 1, . . . , k, (17)
R[Xi,6EXi ] = R[Xi,6], i = 1, . . . , k, (18)
r[Xi,6EXi ] = r[Xi,6], i = 1, . . . , k, (19)
EXiEX = EX, i = 1, . . . , k. (20)
(c) The projector PXi‖6 in (16) satisfies
PXi‖6Xi = Xi, PXi‖66 = [Xi, 0][Xi,6EXi ]+6, i = 1, . . . , k, (21)
R([Xi, 0]′) ⊆ R([Xi,6EXi ]′), R(6) ⊆ R[Xi,6EXi ], i = 1, . . . , k. (22)
(d) The projector PXi‖6 is unique if and only if r[Xi,6] = n, i = 1, . . . , k.
(e) Under the assumption in (2), the BLUEMi(Xiβi) in (16) is unique with probability 1 if and only if R[Xi,6] = R[X,6],
i = 1, . . . , k.
Under the assumption in (2), the estimators in (16) are not really the best linear unbiased estimators of X1β1, . . . ,Xkβk
in the kmisspecified models in (3), that is to say, they are neither unbiased for X1β1, . . . ,Xkβk in (3) nor have the smallest
covariance matrices in the Löwner partial ordering. However, their sum can really be a BLUE of the mean vector Xβ in (2)
under some conditions. In this section, we give necessary and sufficient conditions for the equality
BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk) = BLUEM (Xβ) (23)
to hold under the assumption in (2).
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The following lemma gives the expectations of BLUEM1(X1β1), . . . , BLUEMk(Xkβk).
Lemma 5. Let BLUEM1(X1β1), . . . , BLUEMk(Xkβk) be as given in (16). Then the expectation of BLUEMi(Xiβi) under the
assumption in (2) is given by
E[BLUEMi(Xiβi)] = Xiβi + PXi‖6Xˆiβˆi, i = 1, . . . , k, (24)
where
Xˆi = [X1, . . . ,Xi−1,Xi+1, . . . ,Xk] and βˆi = [β1, . . . , βi−1, βi+1, . . . , βk]′, i = 1, . . . , k.
In particular:
(a) The following statements are equivalent:
(i) There exists a projector PXi‖6 such that E(PXi‖6y) = Xiβi under the assumption in (2), i = 1, . . . , k.
(ii) r
[
6 Xi
Xˆ
′
i 0
]
= r[6,X], i = 1, . . . , k.
(iii) E(E6Xˆi)′ Xˆ
′
i6
+XiF(E6Xi) = 0, R(Xi) ∩ R(Xˆi) = {0} and R(E6Xi) ∩ R(E6Xˆi) = {0}, i = 1, . . . , k.
(b) If 6 is positive definite, then the following statements are equivalent:
(i) There exists a projector PXi‖6 such that E(PXi‖6y) = Xiβi under the assumption in (2), i = 1, . . . , k.
(ii) Xˆ
′
i6
−1Xi = 0, i = 1, . . . , k.
Two main results on the equality in (23) are given below.
Theorem 6. Let BLUEM1(X1β1), . . . , BLUEMk(Xkβk) be as given in (16), and define
D6 = diag(6, . . . ,6), DX = diag(X1, . . . ,Xk), X˜ =

0 X2 · · · Xk
X1 0 · · · Xk
...
...
. . .
...
X1 X2 · · · 0
 . (25)
Then:
(a) The sum of the BLUEs is given by
BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk) = (PX1‖6 + · · · + PXk‖6)y (26)
with the expectation
E[BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk)] = Xβ + [PX1‖6, . . . , PXk‖6]X˜β (27)
under the assumption in (2).
(b) The following statements are equivalent:
(i) There exist BLUEM1(X1β1), . . . , BLUEMk(Xkβk) such that
E[BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk)] = Xβ (28)
holds under the assumption in (2).
(ii) There exist BLUEM1(X1β1), . . . , BLUEMk(Xkβk) such that
BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk) ∈ {BLUEM (Xβ)} (29)
holds under the assumption in (2).
(iii) The rank equality
r
D6 X˜ DXD′X 0 0
0 0 X
 = r [D6 X˜ DXD′X 0 0
]
(30)
holds.
(iv) The range inclusion
R
[ 0
0
X′
]
⊆ R
D6 DXX˜′ 0
D′X 0
 (31)
holds, or equivalently,
R(X′) ⊆ R([D′X, 0]FM) (32)
holds, whereM =
[
D6 DX
X˜′ 0
]
.
Theorem 7. Let BLUEM (Xβ), BLUEM1(X1β1), . . . , BLUEMk(Xkβk) be as given in (16). Then:
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(a) The following statements are equivalent:
(i) The set inclusion {BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk)} ⊆ {BLUEM (Xβ)} holds under the assumption in (2).
(ii) The equalities
r
D6 DX X˜D′X 0 0
0 X 0
= r [D6 DXD′X 0
]
, R[X1,6] = · · · = R[Xk,6] = R[X,6] (33)
hold, where D6, DX and X˜ are as given in (25).
(iii) The equalities
[0,X]
[
D6 DX
D′X 0
]+ [
X˜
0
]
= 0, R[X1,6] = · · · = R[Xk,6] = R[X,6] (34)
hold.
In this case, each of BLUEM1(X1β1), . . . , BLUEMk(Xkβk) is unique with probability 1.
(b) If 6 is positive definite, then BLUEM (Xβ), BLUEM1(X1β1), . . . , BLUEMk(Xkβk) are unique, and the following statements
are equivalent:
(i) BLUEM (Xβ) = BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk) holds under the assumption in (2).
(ii) X′i6−1Xj = 0, i 6= j, i, j = 1, . . . , k.
It is easy to verify that when k = 2, the three partitioned matrices in (30) and (33) reduce to
r
D6 X˜ DXD′X 0 0
0 0 X
 = 2r [6 X1X′2 0
]
+ r(X), (35)
r
[
D6 X˜ DX
D′X 0 0
]
= 2r[6,X] + r(X1)+ r(X2), (36)
r
[
D6 DX
D′X 0
]
= r[6,X1] + r[6,X2] + r(X1)+ r(X2). (37)
Hence Theorems 6 and 7 reduce to the following results; see also [8].
Corollary 8. Let BLUEM1(X1β1) and BLUEM2(X2β2) be as given in (16) with k = 2. Then the following statements are
equivalent:
(a) There exist BLUEM1(X1β1) and BLUEM2(X2β2) such that
BLUEM1(X1β1)+ BLUEM2(X2β2) ∈ {BLUEM (Xβ)}
holds under the assumption in (2).
(b) r
[
6 X1
X′2 0
]
= r[6,X] + r(X1)+ r(X2)− r(X) = r[6,X].
(c) E(E6X2)′X
′
26
+X1F(E6X1) = 0, R(X1) ∩ R(X2) = {0} and R(E6X1) ∩ R(E6X2) = {0}.
In this case, the two BLUEM1(X1β1) and BLUEM2(X2β2) satisfy
E[BLUEMi(Xiβi)] = Xiβi, i = 1, 2, (38)
Cov{BLUEM1(X1β1), BLUEM2(X2β2)} = 0, (39)
Cov[(BLUEM (Xβ))] = Cov[(BLUEM1(X1β1))] + Cov[BLUEM2(X2β2)]. (40)
Corollary 9. Let BLUEM1(X1β1) and BLUEM2(X2β2) be as given in (16). Then the following statements are equivalent:
(a) The set inclusion {BLUEM1(X1β1)+ BLUEM2(X2β2)} ⊆ {BLUEM (Xβ)} holds under the assumption in (2).
(b) r
[
6 X1
X′2 0
]
= r[6,X1] + r[6,X2] − r(6) = r(6).
(c) R(X) ⊆ R(6) and X′16+X2 = 0.
In this case, both BLUEM1(X1β1) and BLUEM2(X2β2) are unique with probability 1, and satisfy (38)–(40).
772 Y. Tian / Journal of Multivariate Analysis 100 (2009) 767–776
In regression analysis, it is quite likely that both the model matrix X has full column rank and the covariance matrix 6
is positive definite in (2). In such cases, it is well known that the BLUEs of β and Xβ in (2) can uniquely be written in the
following standard forms:
BLUEM (β) = (X′6−1X)−1X′6−1y, (41)
BLUEM (Xβ) = X(X′6−1X)−1X′6−1y, (42)
BLUEM (βi) = Ti(X′6−1X)−1X′6−1y, Ti = [0, . . . , Ipi , . . . , 0], i = 1, . . . , k, (43)
BLUEM (Xiβi) = XiTi(X′6−1X)−1X′6−1y, i = 1, . . . , k, (44)
while the BLUEs of βi and Xiβi in (3) can be written as
BLUEMi(βi) = (X′i6−1Xi)−1X′i6−1i y, i = 1, . . . , k, (45)
BLUEMi(Xiβi) = Xi(X′i6−1Xi)−1X′i6−1i y, i = 1, . . . , k. (46)
In such cases, it is not difficult to derive the following consequences for relations among these estimators.
Corollary 10. Let BLUEM (β), BLUEM (Xβ), BLUEM (βi), BLUEM (Xiβi), BLUEMi(βi) and BLUEMi(Xiβi) be as given in (41)–
(46). Then the following statements are equivalent under the assumption in (2):
(a) BLUEM (β) =
BLUEM1 (β1)..
.
BLUEMk (βk)
, i.e., BLUEM (βi) = BLUEMi(βi), i = 1, . . . , k.
(b) BLUEM (Xβ) = BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk).
(c) BLUEM (Xiβi) = BLUEMi(Xiβi), i = 1, . . . , k.
(d) E[BLUEMi(βi)] = βi, i = 1, . . . , k.
(e) E[BLUEMi(Xiβi)] = Xiβi, i = 1, . . . , k.
(f) E[BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk)] = Xβ.
(g) Cov{BLUEM (βi), BLUEM (βj)} = 0, i 6= j, i, j = 1, . . . , k.
(h) Cov{BLUEM (Xiβi), BLUEM (Xjβj)} = 0, i 6= j, i, j = 1, . . . , k.
(i) Cov{BLUEMi(βi), BLUEMj(βj)} = 0, i 6= j, i, j = 1, . . . , k.
(j) Cov{BLUEMi(Xiβi), BLUEMj(Xjβj)} = 0, i 6= j, i, j = 1, . . . , k.
(k) Cov[BLUEM (β)] = Cov
BLUEM1 (β1)..
.
BLUEMk (βk)
 .
(l) Cov[BLUEM (Xβ)] = Cov[BLUEM (X1β1)] + · · · + Cov[BLUEM (Xkβk)].
(m)Cov[BLUEM (Xβ)] = Cov[BLUEM1(X1β1)] + · · · + Cov[BLUEMk(Xkβk)].
(n) X′i6−1Xj = 0, i 6= j, i, j = 1, . . . , k.
Some results in Corollary 10 for i = 2 were given in [8,10] where they considered additive decompositions of BLUEs and
weighted least-squares estimators (WLSEs) of the mean vector Xβ in (2), while the complete proof of Corollary 10 is given
by Tian [9] when considering additive decompositions of WLSEs of Xβ in (2).
3. Concluding remarks
In this paper, we have presented some general results on additive and block decompositions of BLUEs under a general
linearmodel. These results provide a deep insight into algebraic and statistical properties of these estimators. The process for
deriving additive decompositions of BLUEs, as is shown in the Appendix, is routinework, because variousmatrix expressions
consisting of generalized inverses of matrices and arbitrary matrices can be simplified through some rank formulas given in
Lemmas 2 and 3, and elementary block matrix operations (EBMOs).
Additive decompositions of estimations can be considered in some general settings. Three further research topics on
additive decompositions of estimations under (2) are given below:
(I) Under the assumption that the parameter vector β in (2) is subject to a linear matrix equation restriction A1β1+ · · · +
Akβk = b, where the matrices A1, . . . ,Ak and the vector b are known, give identifying conditions for the additive
decomposition
BLUEM (Xβ) = BLUEM1(X1β1)+ · · · + BLUEMk(Xkβk)
to hold under the assumption in (2), whereM1, . . . ,Mk are as given in (3). In particular, give identifying conditions for
the additive decomposition subject to k consistent linear matrix equations A1β1 = b1, . . . ,Akβk = bk to hold.
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(II) Give identifying conditions for the additive decomposition
BLUEM (Xβ) = BLUEM1(Z1X1β1)+ · · · + BLUEMk(ZkXkβk)
to hold under the assumption in (2), where Z1, . . . , Zk are matrices consisting of X1, . . . ,Xk, and M1, . . . ,Mk are as
given in (3). In particular, give identifying conditions for the additive decomposition
BLUEM (Xβ) = α1BLUEM1(X1β1)+ · · · + αkBLUEMk(Xkβk)
to hold, where αi ≥ 0 and α1 + · · · + αk = 1.
(III) Assume that the vector of parametric functions Kβ = K1β1+· · ·+Kkβk is estimable under (2), that is,R(K′) ⊆ R(X′).
Give identifying conditions for the additive decomposition
BLUEM (Kβ) = BLUEM1(K1β1)+ · · · + BLUEMk(Kkβk)
to hold under the assumption in (2), whereM1, . . . ,Mk are as given in (3).
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Appendix
Proof of Lemma 3. Eqs. (12)–(15) were shown by Tian [8]. The equivalence of (a) and (b) follows from (12) and (13).
Applying (7), (9) and (10) to the partitioned matrices in (b) leads to the equivalence (b) and (c). 
Proof of Lemma 4. Results (a), (b), (c) and (d) follow directly from Lemma 1. It can be seen from (16) that BLUEMi(Xiβi) is
unique with probability 1, that is, PXi‖6y is unique for all y ∈ R[X,6], if and only if
E[Xi,6EXi ][X,6] = 0, i = 1, . . . , k, (47)
which, by (7), is equivalent to r[X,6,Xi,6EXi ] = r[Xi,6], i = 1, . . . , k, that is,
r[X,6] = r[Xi,6], i = 1, . . . , k. (48)
Also note that R[Xi,6] ⊆ R[X,6], so the above rank equality is equivalent to
R[Xi,6] = R[X,6], i = 1, . . . , k, (49)
as required for (e). 
Proof of Lemma 5. It can be derived from (16) and (18) that
E[BLUEMi(Xiβi)] = PXi‖6Xβ = PXi‖6X1β1 + · · · + PXi‖6Xkβ
= Xiβi + PXi‖6Xˆiβˆi, i = 1, . . . , k,
establishing (24). Observe that
PXi‖6Xˆi = [Xi, 0][Xi,6EXi ]+Xˆi + UiE[Xi,6EXi ]Xˆi, i = 1, . . . , k. (50)
Hence there exists a Ui such that PXi‖6Xˆi = 0 if and only if
r
[
[Xi, 0][Xi,6EXi ]+Xˆi
E[Xi,6EXi ]Xˆi
]
= r(E[Xi,6EXi ]Xˆi), i = 1, . . . , k. (51)
Recall that EBMOs do not change the rank of a matrix. Applying (7) and simplifying by EBMOs, we obtain
r
[
[Xi, 0][Xi, 6EXi ]+Xˆi
E[Xi,6EXi ]Xˆi
]
= r
[[Xi, 0][Xi, 6EXi ]+Xˆi 0
Xˆi [Xi,6EXi ]
]
− r[Xi,6EXi ]
= r
[
0 −[Xi, 0]
Xˆi [Xi,6EXi ]
]
− r[Xi,6]
= r(Xi)+ r[Xˆi,6EXi ] − r[Xi,6]
= r
[
6 Xi
Xˆ
′
i 0
]
− r[Xi,6] (by (8)), (52)
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and
r(E[Xi,6EXi ]Xˆi) = r[Xi,6EXi , Xˆi] − r[Xi,6EXi ] = r[X,6] − r[Xi,6], i = 1, . . . , k. (53)
Substituting (52) and (53) into (51) leads to the equivalence of (i) and (ii) in (a). The equivalence of (ii) and (iii) in (a) follows
from Lemma 3(a) and (c). Result (b) follows from (a). 
Proof of Theorem 6. Result (a) is obvious. It can be seen from (26) that (28) holds under the assumption in (2) if and only
if [PX1‖6, . . . , PXk‖6]X˜ = 0, that is,
GX˜+ UEMX˜ = 0, (54)
where
U = [U1, . . . ,Uk],
G = [[X1, 0][X1,6EX1 ]+, . . . , [Xk, 0][Xk,6EXk ]+],
M = diag([X1,6EX1 ], . . . , [Xk,6EXk ]).
Eq. (54) is consistent if and only if
r
[
GX˜
EMX˜
]
= r(EMX˜). (55)
Let N = diag([X1,6], . . . , [Xk,6]) and L = diag([0,X′1], . . . , [0,X′k]). Then
M = NFL, r(M) = r(N) = r[D6,DX], r(L) = r(DX).
In such cases, applying (7) to the left-hand side of (55) and simplifying by EBMOs gives
r
[
GX˜
EMX˜
]
= r
[
GX˜ 0
X˜ M
]
− r(M)
= r
[
0 −GM
X˜ M
]
− r(N)
= r
[
0 [[X1, 0], . . . , [Xk, 0]]
X˜ NFL
]
− r[D6,DX] (by (17))
= r
0 [[X1, 0], . . . , [Xk, 0]]X˜ N
0 L
− r(L)− r[D6,DX] (by (8))
= r
D6 X˜ DXD′X 0 0
0 0 X
− r(DX)− r[D6,DX].
Similarly, we can obtain
r(EMX˜) = r[X˜,M] − r(M) = r[D6, X˜, DX] − r[D6,DX]
= r
[
D6 X˜ DX
D′X 0 0
]
− r(DX)− r[D6,DX] (by (15)).
Substituting the above two rank equalities into (55) leads to (30), establishing the equivalence of (i) and (iii) in (b).
It can be seen from (4) and (26) that (28) holds under the assumption in (2) if and only if (PX1‖6+· · ·+PXk‖6)[X,6EX] =[X, 0] holds, that is, the matrix equation
UEMK = H (56)
is consistent, where U andM are as given in (54), and
K =
[X,6EX]...
[X,6EX]
 ,
H = [X, 0] − [X1, 0][X1,6EX1 ]+[X,6EX] − · · · − [Xk, 0][Xk,6EXk ]+[X,6EX].
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The equation in (56) is consistent if and only if
r
[
H
EMK
]
= r(EMK). (57)
Applying (7) to the left-hand side of (57) and simplifying by EBMOs gives
r
[
H
EMK
]
= r
[
H 0
K M
]
− r(M)
= r

[X, 0] [X1, 0] · · · [Xk, 0]
[X,6EX] [X1,6EX1 ] · · · 0
...
...
. . .
...
[X,6EX] 0 · · · [Xk,6EXk ]
− r(M) (by (17))
= r

[0, 0] [X1, 0] · · · [Xk, 0]
[Xˆ1, 0] [X1,6EX1 ] · · · 0
...
...
. . .
...
[Xˆk, 0] 0 · · · [Xk,6EXk ]
− r[D6,DX] (by (20))
= r
[
0 X 0
X˜ DX D6EDX
]
− r[DX,D6]
= r
D6 X˜ DXD′X 0 0
0 0 X
− r(DX)− r[D6,DX] (by (8)).
Similarly, we can obtain
r(EMK) = r[K,M] − r(M)
= r[D6, X˜,DX] − r[D6,DX]
= r
[
D6 X˜ DX
D′X 0 0
]
− r(DX)− r[D6,DX] (by (15)).
Substituting the above two rank equalities into (57) yields the rank equality in (30), establishing the equivalence of (ii) and
(iii) in (b). The equivalence of (iii) and (iv) in (b) follows from (7) and (8). 
Proof of Theorem 7. It can be seen from (56) that the statement in (i) of (a) holds if and only if (56) holds for any U, which
is equivalent to the following equalities:
EMK = 0 and H = 0. (58)
The first equality in (58) is equivalent toR[Xi,6] = R[X,6], i = 1, . . . , k, by (47)–(49). In this case, applying (11) to H and
simplifying by EBMOs gives
r(H) = r([X, 0] − [[X1, 0], . . . , [Xk, 0]]M+K)
= r
[
M K
[[X1, 0], . . . , [Xk, 0]] [X, 0]
]
− r(M)
= r

[X1,6EX1 ] · · · 0 [Xˆ1, 0]
...
. . .
...
...
0 · · · [Xk, 6EXk ] [Xˆk, 0][X1, 0] . . . [Xk, 0] [0, 0]
− r[D6,DX] (by (20))
= r
[
D6EDX DX X˜
0 X 0
]
− r[D6,DX]
= r
D6 DX X˜DX′ 0 0
0 X 0
− r [D6 DXD′X 0
]
(by (8) and (14)).
Hence H = 0 is equivalent to (33), establishing the equivalence of (i) and (ii) in (a). Applying Lemma 2(b) to (33) leads to
the equivalence of (ii) and (iii) in (a). Under the condition that 6 is positive definite, the rank equality in (33) reduces to
r(D′XD
−1
6 X˜)+ r(X) = r(D′XD−16 DX). (59)
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Note that D′XD
−1
6 X˜ = X′6−1X− D′XD−16 DX. Hence (59) is equivalent to
r
[
D′XD
−1
6 DX X
′6−1X
X′6−1X X′6−1X
]
= r(D′XD−16 DX). (60)
Applying Lemma 2(b) to (60) and simplifying leads to the equivalence of (i) and (ii) in (b). 
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