In the setting of dynamic complexity, the goal of a dynamic program is to maintain the result of a fixed query for an input database that is subject to changes, possibly using additional auxiliary relations. In other words, a dynamic program updates a materialized view whenever a base relation is changed. The update of query result and auxiliary relations is specified using first-order logic or, equivalently, relational algebra.
INTRODUCTION
Modern data management systems need to handle large data sets that are subjected to frequent changes. A connection in a train network might be closed on short notice; a server might fail, leading to the cancellation of all connections to adjacent servers; or a person might add all guests of a party she visited to her friend list in a social network. How to answer queries on such dynamic data sets is a fundamental and well-studied question. Often query re-evaluation from scratch is not possible due to the size of the involved data. A standard approach to this challenge is to store materialized auxiliary data with the intention that (1) it can be used to answer a set of queries of interest, and (2) it can be updated in an efficient way. Since the stored auxiliary data can be seen as materialized views, this approach is sometimes called incremental view maintenance [24] .
From a high-level perspective, one can distinguish an algorithmic and a declarative approach toward incremental view maintenance. The former asks which algorithmic resources are necessary to update views after data has changed [ 
30, View Maintenance and Maintenance of Recursive Views].
This approach largely ignores the kinds of operations that are directly supported by the database management system (DBMS) at hand and considers "arbitrary" algorithms. It is closely related to the field of Dynamic Algorithms [8] .
In the second approach, however, the query and data management facilities of the DBMS are taken into account and one studies how and when updates of the auxiliary data can be specified in a declarative fashion [30, Incremental Computation of Queries] . The idea is to avoid additional (user-defined) programs or functions and to delegate the search for a good execution strategy to the DBMS. In the case of relational databases, it is natural to choose the triumvirate of (core) structured query language (SQL), the relational algebra, and the relational calculus for the specification of updates, their translation into query plans and the study of their expressive power.
Besides avoiding the recomputation of queries from scratch, the incremental maintenance of views (or query results) has an additional advantage: it allows to answer queries that are beyond the expressive power of the relational algebra, for instance certain recursive queries. 1 The theoretical study of the declarative approach was started by Dong and Topor [17] . Dong, Su, and Topor then proposed FOIES, a framework for incremental query evaluation based on firstorder logic [12, 16] . A slightly different framework was suggested by Patnaik and Immerman [33, 34] . In both frameworks, for a given query q, one specifies a set of (logical) auxiliary relations, the auxiliary database, and a set of first-order update queries for each change. When the underlying database is changed, the first-order update formulas are evaluated on the auxiliary database and the underlying database to produce the updated auxiliary database.
The main difference between the two frameworks is that in the FOIES framework, the domain of the database can change, whereas in the framework of Patnaik and Immerman it cannot. Although it is reasonable to assume that the domain can change, the other framework arguably yields a simpler setting. Furthermore, both positive and negative (inexpressibility) results usually easily translate from one setting to the other. We therefore adopt the framework of Patnaik and Immerman, for which the class of queries maintainable by first-order formulas is called DynFO.
We refer to this framework as Dynamic Descriptive Complexity. However, we will also discuss how our positive results translate to the FOIES setting. We recall that first-order logic could be readily replaced by the relational algebra without changing the class DynFO. In some examples, we will actually use SQL to specify updates. Example 1.1. Suppose G is a directed graph with edge relation E and the auxiliary relation T contains its transitive closure. If an edge (u, v) is inserted into E, then the updated transitive closure contains all tuples (x, y) that satisfy the formula T (x, y) ∨ (T (x, u) ∧ T (v, y)). Thus the transitive closure of a graph can be maintained in DynFO under single-edge insertions.
In an SQL fashion 2 this update rule for the transitive closure relation can be expressed as follows:
The focus of Dynamic Descriptive Complexity so far has been on the ability of DynFO to maintain queries under single-tuple insertions and deletions. In recent years, this area has seen considerable progress thanks to some powerful new techniques. In particular, it has been shown that the reachability query can be maintained in DynFO for directed graphs under insertions and deletions of edges [4] . It is well-known that first-order logic cannot express the reachability query (even not on simple paths), therefore the dynamic setting increases the power of first-order logic significantly.
While the study of single-tuple changes is justified by the necessity to gain a basic understanding of the dynamic setting, it is evident that more complex change operations are more interesting from a practical perspective. Of course, "arbitrary" changes of the underlying database may render the stored auxiliary relations useless. Complex changes therefore need to be restricted in some way, e.g., by size [7] , by the structure of the tuples to be changed [11, 16, 40] , or by considering only changes specified in some declarative language. The latter option has not been studied in-depth so far.
The aim of this article is to contribute a formalization of declaratively defined changes in the context of Dynamic Descriptive Complexity, and to explore which queries can be maintained under complex change operations.
The formal extension of the single-tuple-change paradigm to declaratively defined changes studied here is inspired by SQL update queries (for a theoretical study of SQL updates, we refer to Reference [2] ). Changes to the underlying database are specified by replacement queries that can modify several relations at a time and are defined by first-order formulas that can use tuples of elements as parameters. Again, as first-order logic corresponds to the relational algebra core of SQL, this is a natural setting in the context of relational databases to start from. Several articles in Dynamic Descriptive Complexity proposed to study first-order defined changes [18, 23, 34] . Similar but weaker frameworks were introduced in References [25, 42] , but maintainability under complex changes has not been studied there.
Contributions. We mainly consider the reachability query under complex insertions and singletuple deletions and show that the known results for single-tuple changes can be considerably extended. We show that for insertions defined by unions of conjunctive queries maintaining reachability of undirected graphs and DAGs is actually feasible, and we underpin these theoretical findings with some encouraging experiments. We complement these positive results by some negative results in the form of inexpressibility statements. Finally, we exhibit another set of positive results, for parameter-free change operations, where all LOGSPACE-definable (and even AC 1 -definable) queries can be maintained by first-order dynamic programs.
The generalized setting yields a huge range of research questions, e.g., all previously studied questions in Dynamic Desriptive Complexity in combination with replacement queries of varying expressiveness. Naturally, this article can only start to investigate a few of them.
We present positive and negative results. In Section 4, we study first-order definable insertion queries (supplementing the single-tuple changes). It turns out that the undirected reachability query q UReach can still be maintained in DynFO under first-order definable insertions (Theorem 4.2) and the directed reachability query q Reach for directed acyclic graphs under quantifier-free insertions (Theorem 4.5). These results are shown with the help of a simple concept, bounded bridge distance. In a nutshell, a change operation has bounded bridge distance, if whenever a graph resulting from such an operation has a path from some node u to some node v, it also has such a path that uses only a bounded number of newly inserted edges. The size of the formulas in our dynamic programs depends on the actual bridge bound and, in general, might grow non-elementarily 3 . Although in practical examples these worst-case sizes might not occur, we also study update operations of small bridge bound size, in particular, unions of conjunctive queries (UCQs). Our presentation in Section 4 assumes the bounded bridge properties as given, and we prove them later, in Section 6.
We report on experiments with a prototypical implementation of the resulting dynamic programs for the undirected reachability query in Section 5. We compare the performance of the dynamic program for UCQ-defined changes with two other declarative approaches: (a) using recursion capabilities of SQL, and (b) repeated application of a dynamic program for single-edge changes (see also Reference [32] ). The dynamic program for complex changes performs best in almost all test cases, often by one or two orders of magnitude. It also still performs reasonably well on a graph with nearly two million nodes obtained from the DBLP dataset. In addition, we compare the dynamic program with a problem-specific algorithm written in a general purpose programming language that computes the query result from scratch. It is to be expected that such a problem-tailored algorithm can achieve better results. Surprisingly, the performance gap is not huge, and for some test cases the dynamic program for complex changes even performs slightly better.
It is not surprising that complex changes may make maintaining a query more difficult or even impossible. However, it is notoriously difficult to actually prove inexpressibility results in the dynamic setting. In Section 7, we confirm the above expectation by exhibiting inexpressibility results that show that certain positive maintainability results of the single-tuple setting do not survive in the complex setting. As an example, in the setting of single-tuple insertions, reachability on directed graphs can even be maintained with quantifier-free formulas (cf. Example 1.1). We show that this is no longer the case for complex insertions defined by very simple quantifier-free insertion queries.
Section 8 explores complex changes in an entirely different direction and with very different techniques. We show that all queries that can be evaluated in logarithmic space (and even in uniform AC 1 ) can be maintained in DynFO under (finite sets of) first-order definable parameter-free replacement queries (Theorem 8.1).
Related Work. Several other prior results for Dynamic Complexity under more general changes have been obtained. The reachability query for directed graphs has been studied under deletions of sets of edges and nodes that form an anti-chain in Reference [11] and under insertions of sets of tuples that are cartesian-closed in Reference [16] . The maintenance procedure for this query under single-tuple changes from Reference [4] can deal with small changes, i.e., of size logarithmic in the number of nodes, to the set of outgoing edges of a node (or, alternatively, the set of incoming edges). Further generalizations of this result to changes of non-constant size are studied in Reference [7] . Edge contractions have been studied in Reference [40] . Koch considered more general sets of changes in [27] , though only for non-recursive queries.
The only other implementations of dynamic complexity that we are aware of are described in References [32] and [27] .
This article is based on the results of Reference [36] but is considerably extended by new positive results for UCQ-defined insertions, an experimental evaluation, new lower bounds (Theorems 7.1(b) and 7.3(b)), and more proof details.
PRELIMINARIES: DATABASES, QUERIES, AND LOGIC
In this section, we recall basic notions from database theory and logics. In the interest of readability, we keep the formalism simple. We refer to Reference [29] for a more detailed introduction.
A (relational) schema τ consists of a set of relation symbols. 4 In this work, a domain is a finite set. A database D over schema τ with domain D has, for every relation symbol R ∈ τ , a relation over D. A k-ary query q on τ -databases is a mapping that assigns a subset of D k to every τ -database over domain D and commutes with isomorphisms. For a first-order formula φ(x ), we write D |= φ(ā) if the tupleā over domain D satisfies φ(x ).
The focus of this article is on the dynamic behaviour of graph queries. We represent graphs as databases over the schema with a single binary relation symbol E. All graphs in this article are directed, that is, they are of the form G = (V , E) where E ⊆ V × V . The undirected graph induced by G is the graph with the same set of nodes and edges
An undirected path in G is a path in its induced undirected graph. A connected component of G is a maximal connected subgraph H , i.e., for all nodes u and v of H , there is a path from u to v. A weakly connected component of G is a maximal subgraph whose induced undirected graph is connected. A directed tree is a graph with a distinguished node r (the root node) such that all nodes can be reached from r by exactly one (directed) path. A disjoint union of directed trees is called directed forest.
The reachability query q Reach selects, given a graph G, all pairs (u, v) such that there is a path from u to v in G. Similarly, the undirected reachability query q UReach selects (u, v) if there is an undirected path from u to v.
DYNAMIC PROGRAMS WITH COMPLEX CHANGES
In this section, we lift the definitions from Reference [38] to more general change operations. We first define (general) change operations, then we adapt the definition of dynamic programs of Reference [38] to those more complex changes.
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Change Operations
As mentioned before, in most investigations of DynFO, only single-tuple insertions and deletions were considered as change operations. In their most general form, the complex change operations that we consider in this article can modify a given database by replacing some of its relations with the results of first-order-defined queries on the database. Before we fix our notation of complex changes, we illustrate them by a few examples.
Example 3.1.
(a) Actually, a single-tuple insertion is just a special case of a complex change operation. It only concerns one relation of the database, but it uses parameters. As an example, consider the change operation that allows to insert edges into the edge relation E of a graph. It uses two variables, say u and v, as parameters, representing the two affected nodes. The corresponding replacement rule μ E (u, v; x, y) could be specified by the simple formula E(x, y) ∨ (x = u ∧ y = v) stating that after the operation all previous edges are still there and a (possibly but not necessarily new) edge (u, v) has been added. This operation can then be instantiated by two concrete elements a and b of the domain, for u and v.
In general, a change operation consists of a tuple of parameters and a set of replacement queries that might use these parameters. (b) Suppose that a user wants to connect a node u ∈ V to every other node of a directed graph (V , E). This can be achieved by the change operation with replacement rule μ E (u; x, y) = E (x, y) ∨ (x = u). Again, the parameter u can be instantiated with each element of the domain. This change can also be expressed by the following SQL statement 5 (ignoring duplicated insertion of edges):
(c) The following example allows to change two relations by one operation. Here, we consider directed graphs with two additional unary relations C 1 , C 2 , which we interpret as a colouring of the nodes. Let G = (V , E, C 1 , C 2 ) be such a coloured graph and suppose a user wants to swap the colours C 1 , C 2 for all nodes that have an edge to a node u ∈ V . This can be achieved by the rules replace C 1 by μ C 1 (p; x ) and replace
. We emphasize that these two rules specify one change operation. (d) Finally, we consider an example of a parameter-free insertion. It states that, in a graph, all nodes u and v that are connected by a path of length 2 should be connected directly. The replacement rule μ E (x, y) can be phrased as ∃z(E (x, z) ∧ E (z, y)).
More formally, a replacement rule ρ R for relation R is of the form replace R by μ R (p;x ). Here, R is a relation symbol and μ R (p;x ) is a first-order formula, where the tuplex has the same arity as R andp is another tuple of variables, called the parameter tuple. A replacement query ρ (p) is a set of replacement rules for distinct relations with the same parameter tuplep. In the case of replacement queries ρ that consist of a single replacement rule, we usually do not distinguish between ρ and its single replacement formula μ R .
For a database D, a change operation δ = (ρ,ā) consists of a replacement query and a tuple of elements of (the domain of) D with the same arity as the parameter tuple of ρ. We often use the more concise notation ρ (ā) and refer to change operations simply as changes. The result δ (D) of an application of a change operation δ = (ρ,ā) to a database D is defined in a straightforward way: each relation R in D, for which there is a replacement rule ρ R in ρ, is replaced by the relation resulting from evaluating μ R , that is, by {b | D |= μ R (ā;b)}.
Some of our investigations will focus on (syntactically) restricted replacement queries that either only remove or only insert tuples to relations. For an insertion rule ρ R , the replacement formula μ R (p;x ) has the form R(x ) ∨ φ R . Similarly, deletion rules have replacement formulas μ R (p;x ) of the form R(x ) ∧ ¬φ R . In Reference [2] , the change operations replace, insert, delete and modify have been studied, in particular with respect to their expressive power. These operations are captured by our change operations. 6 Other syntactic restrictions to be studied extensively in this article are parameter-free replacement queries (that allow no parameters in change formulas, or equivalently, no constants in relational algebra expressions) and quantifier-free replacement queries (that allow only quantifier-free change formulas). A special case of quantifier-free changes are the single-tuple changes. We refer by insertp into R to the insertion query replace R by μ R (p;x ), where μ R (p;x ) = R(x ) ∨ (p =x ) and by deletep from R to the deletion query replace R by μ R (p;x ), where μ R (p;x ) = R(x ) ∧ ¬(p =x ). Those two replacement queries will also be denoted as ins R and del R . As mentioned before, singletuple changes are the best studied change operations in previous work on dynamic complexity. To emphasize the difference, we sometimes refer to arbitrary (not single-tuple) change operations as complex changes. For any schema τ , we denote by Δ τ the set of single-tuple replacement queries for the relations (with symbols) in τ . In the case of graphs, we simply write Δ E .
Dynamic Programs
We now introduce dynamic programs, mainly following the exposition in Reference [38] . Inputs in dynamic complexity are represented as databases over a fixed domain as defined in Section 2. Initially, such a database contains no tuples. The database is then modified by a sequence of change operations.
The goal of a dynamic program is to answer a given query for the database that results from any change sequence. To this end, the program can use an auxiliary database over the same domain. Depending on the exact setting, the auxiliary database might be initially empty or not.
A dynamic program P operates on an input database I over a schema τ in and updates an auxiliary database A over a schema 7 τ aux , both containing only tuples over a domain D, which is fixed during a computation. We call (D, I, A) a state and basically consider it as one database over schema τ in ∪ τ aux . The relations of I and A are called input and auxiliary relations, respectively.
A dynamic program has a set of update rules that specify how auxiliary relations are updated after a change. An update rule for updating an auxiliary relation T after a replacement query ρ (p) is of the form on change ρ (p) update T (x ) as φ T (p,x ) where the update formula φ T is over
The semantics of a dynamic program is as follows. When a change operation δ = ρ (ā) is applied to a state S = (D, I, A), then the new state S = (D, I , A ) is obtained by setting I = δ (I) and by defining each auxiliary relation T via T def = {b | (I, A) |= φ T (ā,b)}. For a change operation δ , we denote S by P δ (S). For a sequence α = (δ 1 , . . . , δ k ), we write P α (S) for the state obtained after successively applying δ 1 , . . . , δ k to S.
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A dynamic query is a tuple (q, Δ) where q is a query over schema τ in and Δ is a set of replacement queries. The dynamic program P maintains a dynamic query (q, Δ) with k-ary q if it has a kary auxiliary relation Q that, after each change sequence over Δ, contains the result of q on the current input database. More precisely, for each non-empty domain D, each non-empty 8 sequence α of changes, relation Q in P α (S ∅ ) and q(α (I ∅ )) coincide. Here, S ∅ = (D, I ∅ , A ∅ ), and I ∅ and A ∅ denote the empty input and auxiliary database over D, respectively.
The class of dynamic queries (q, Δ) that can be maintained by a dynamic program with update formulas from first-order logic is called DynFO. We also say that the query q can be maintained in DynFO under change operations Δ. The class of dynamic queries maintainable by quantifier-free update formulas is called DynProp.
Example 3.2.
The update procedure for the transitive closure relation of a directed graph after an edge insertion presented in Example 1.1 can now be formalized as follows. The dynamic query (q Reach , {ins E }) is maintained by the dynamic program that uses one auxiliary relation T , which always contains the transitive closure of the edge relation E. Its only update rule is given by the formula y) ). This proves that (q Reach , {ins E }) is in DynFO.
Complex Change Operations and Initialization of Dynamic Programs
In the presence of complex replacement queries, the initialization of the auxiliary relations requires some attention. In the original setting of Patnaik and Immerman, the input database is empty at the beginning, and the auxiliary relations are initialized by first-order formulas evaluated on this (empty) initial input database. Since tuples can be inserted only one-by-one, the auxiliary relations can be adapted slowly and it can be ensured that, e.g., always a linear order [34] or arithmetic [18] on the active domain is available.
For complex changes, the situation is more challenging for a dynamic program: As an example, for graphs, the first change could insert all possible edges and let the graph be a complete graph of size n, if n is the size of the underlying domain. To enable the dynamic program to answer whether the graph has some property like "all nodes have even degree" after this change, it needs some suitable (often: non-empty) initial values of the auxiliary relations. Since in this article, we are mainly interested in the maintenance of queries and not so much in the specific complexity of the initialization, we do not define variants of DynFO with different power of initialization, but rather follow a pragmatic approach: whenever initialization is required, we say that the query can be maintained with suitable initialization and specify in the context what is actually needed. In all cases, it is easy to see that the initialization of the auxiliary relations can be computed in polynomial time.
An alternative approach would be to restrict the semantics of replacement queries to elements of the active domain of the current database and to allow the activation of elements only via tuple insertions.
Changing the Domain
The described general framework follows Reference [34] and thus does not allow inserting new elements into or removing existing elements from the domain. Of course, for dynamical databases in practice this is a severe restriction, and therefore an alternative formalization that allows to adapt the underlying domains has been proposed. In the first-order incremental evaluation system framework (short: FOIES) introduced by Dong, Su, and Topor [16] , changes to the database may involve elements that have not been in the domain so far, which are then added to the domain automatically. Apart from this difference, the first-order update mechanism of FOIES and the one described above are the same.
On a superficial level, due to the necessity to deal with changing domains, it may appear that it is more difficult to show that queries can be maintained by a FOIES. Yet, almost all results for single-tuple changes translate effortlessly between the two frameworks. A theoretical justification for this observation is provided in Reference [5, Theorem 17] . Inexpressibility results for DynFO translate directly to FOIES.
Inserting several new elements in the domain at once poses the same problems as discussed in the previous subsection. A convenient way to extend the dynamic descriptive complexity framework to support the addition and removal of elements that circumvents such problems is to introduce two more change operations, add(x ) and remove(x ).
All results from Sections 4 and 7 carry over easily for this extension. The former holds, since we use the same auxiliary relations as in References [15] and [13] , respectively, where single-tuple maintainability was shown for FOIES. The latter holds, since inexpressibility results always carry over from FOIES to DynFO. Since add(x ) and remove(x ) have parameters, they do not quite fit for parameter-free changes. However, with suitable adaptations, discussed at the end of Section 8, the obtained results can be extended to dynamic domains, as well.
REACHABILITY AND DEFINABLE INSERTIONS
We first study the impact of first-order definable complex change operations on the (binary) reachability query. In the classical DynFO setting with single-tuple change operations it was shown early on that reachability can be maintained in DynFO for two important special cases: undirected reachability and directed reachability on acyclic graphs (dags) [13, 15, 34] . We show here that these results can be extended to complex insertions.
These results are shown with the help of a simple concept, bounded bridge distance. In a nutshell, a change operation has bounded bridge distance, if whenever a graph resulting from such an operation has a path from some node u to some node v, it also has such a path that uses only a bounded number of newly inserted edges.
The remainder of this section consists of two parts. In the first part, we consider the undirected reachability query and present dynamic programs that maintain this query under first-order insertions. Unfortunately those programs are not very practical as their size is non-elementary in the size of the first-order insertions. Therefore, we present more efficient programs for undirected reachability under UCQ-and UCQ ¬ -definable insertions afterwards.
In the second part, we present a dynamic program for the reachability query under quantifierfree insertions on directed acyclic graphs. All these programs basically use the same auxiliary relations as in the case of single-tuple changes. Both subsections start with a more formal definition of the concept of bounded bridge distance. For each different kind of change operation, we state their respective bridge distance bounds, which are used by the dynamic programs.
In Section 5, we report on experiments with a prototypical implementation of the resulting dynamic programs for two CQ-and UCQ-definable change operations, respectively. The proofs of the various bounded bridge distance results are delegated to Section 6. In Section 7, we show complementing inexpressibility results for two prominent fragments of DynFO under complex changes.
Undirected Reachability
In this subsection, we show that the undirected reachability query can be maintained in DynFO under single-edge insertions and deletions and any finite set of first-order definable insertions. The respective dynamic programs rely on bounds on the undirected bridge distance, to be defined next, and the following Proposition 4.1 that will be shown in Section 6.
Let G be a graph that is obtained from a graph G by an insertion of edges. For two nodes u, v of G , the undirected bridge distance ubd G,G (u, v) is the minimal number d, such that there is a path from u to v in G that uses at most d edges that are not in G. We will refer to the new edges in such paths as bridges. Since the two graphs will always be clear from the context, we usually simply write ubd(u, v) instead of ubd G,G (u, v) . We say that an insertion query ρ has the undirected bounded bridge property if there is a constant c such that, for every graph G resulting from a graph G by applying ρ, and all nodes u, v of G, ubd G,G (u, v) ≤ c. The smallest such c is called the undirected bridge bound of ρ. We show how to maintain the relation H and TC H for a single FO insertion ρ. Since Δ is finite, the update program for Δ is just the union of the update programs for each ρ ∈ Δ. For the moment, we assume a predefined linear order ≤ on the domain to be present. Let G be a graph and δ = ρ (ā) an insertion, H a directed spanning forest of G and TC H its transitive closure. We show how to FO-define the auxiliary relations H and TC H for the modified graph G = δ (G).
We first describe a strategy to define H and then argue that it can be implemented by a firstorder formula. We call the smallest node of a weakly connected component C of G with respect to ≤ the queen u 0 of C . For each weakly connected component C of G that is a subgraph of C , we define its queen level as the (unique) number ubd(u 0 , u), for nodes u ∈ C. Thanks to Proposition 4.1 the queen level of each component is bounded by a constant c.
A directed edge (u, v) is inserted into H if the weakly connected components of u and v have queen levels and + 1 with respect to some node u 0 and for some < c, and (u, v) is the lexicographically smallest pair with respect to ≤ for which δ inserts (u, v) or (v, u). Since ubd(u, v) ≤ c, for all nodes u, v in any component of δ (G), and because, for each number h, there are formulas θ h (x, y) expressing that ubd(x, y) ≤ h, the lexicographically minimal bridges can be defined by a first-order formula. To obtain a directed spanning forest, the direction of some edges in the directed spanning tree of C might need to be flipped, as described in Reference [15, Lemma 4.2] .
Since the construction of H ensures that along each directed path at most c new edges are inserted, it is straightforward to extend the update formula of Reference [15, Lemma 4.2] for TC H . The update formulas for the deletion of edges are the same as in the single-edge modification case.
It remains to show how the assumption of a predefined linear order can be eliminated. For a change sequence α, we denote by A α the set of parameters used in α. When applying α to an initially empty graph, a linear order on A α can be easily constructed as in the case of single-tuple changes [18] . The crucial observation is that the remaining nodes in V \ A α behave identically with respect to all other nodes. More precisely, one can show by induction on |α |, that for all nodes a ∈ V and b,
The dynamic program for maintaining q UReach maintains the relations H and TC H as described above, yet restricted to the induced (and ordered) subgraph G α of G on A α . Whether two nodes are in the same weakly connected component of G α can thus be inferred from H and TC H . Whether two nodes are in the same weakly connected component of G can be easily determined as follows.
• The proof of Theorem 4.2 relied on the undirected bounded bridge property of first-orderdefinable insertions. In a slightly different dynamic setting, the result can be generalised to insertions defined by stronger logics like monadic second-order logic, as long as they have the undirected bounded bridge property. In this alternative setting, the inserted edges are given to the program not by a formula and parameters, but rather as a set of edges that has been defined by some formula.
The size of the dynamic programs of the proof of Theorem 4.2 depends on the undirected bridge bounds of the insertion queries of Δ. Unfortunately, in the worst case the bridge bound grows nonelementarily in the quantifier-rank. We therefore turn next to insertion queries with more desirable bridge bounds (and reasonably small dynamic programs). More precisely, we consider variants of conjunctive queries. We will see that for all these variants the bridge bounds-and therefore also the size of the dynamic update programs-is bounded by the size of the insertion queries.
Conjunctive queries correspond to select-project-join queries in the relational algebra and to select-from-where queries with conjunctions of atoms in where-clauses in SQL [1] , and constitute one of the most investigated query languages for relational databases. We will see that the undirected bridge bound of CQ-defined insertions is at most two and, more generally, for UCQdefined insertions based on the union of conjunctive queries it is at most 2 . For CQ ¬ -defined insertions, there is no constant undirected bridge bound, but it is still linear in the size of the query.
More formally, the class UCQ contains all unions of conjunctive queries (short: UCQs), that is, queries expressible by formulas of the form φ(w ) = i=1 ∃zψ i where each ψ i is a conjunction of atomic formulas. 10 A conjunctive query is a UCQ for which = 1 holds. The class of conjunctive queries is denoted by CQ. The extensions of CQ and UCQ by allowing negated atoms are denoted by CQ ¬ and UCQ ¬ , respectively. In the following, a UCQ-definable insertion query is a modification query ρ (p) with a formula of the form E (x, y) ∨ φ(p, x, y), where φ is a union of conjunctive queries. We will refer to φ(p, x, y) as insertion formula. Analogously, we define CQ-definable insertion queries and CQ ¬ -definable insertion queries. Bounds on the bridge bounds of UCQ-defined insertion queries are stated in the following proposition, which is proved in Section 6.
Proposition 4.3. The following undirected bridge bounds hold. (a) For each UCQ-defined insertion query ρ that is a union of conjunctive queries, the undirected bridge bound of ρ is at most 2 . Moreover, this bound is tight. (b) For each UCQ ¬ -defined insertion query ρ that is a union of conjunctive queries with negations with at most k positive atoms each, the undirected bridge bound of ρ is at most 2(k − 1) . (c) For each n ∈ N there is a CQ
¬ -defined insertion query ρ with undirected bridge bound ≥ n.
In a nutshell, the reason why Statement (a) holds is that if some CQ inserts at least three bridges of a (new) path from u to v then it also has to insert some shortcut bridge.
With the bridge bounds of Proposition 4.3 the dynamic program constructed in the proof of Theorem 4.2 becomes actually usable. Indeed, Statement (a) of Proposition 4.3 is the basis for our implementation and experiments that are described in Section 5.
Reachability on Directed Acyclic Graphs
Now, we turn to the other restriction for which DynFO maintainability under complex insertions (and single-edge deletions) is preserved: directed reachability on directed, acyclic graphs. However, we are only able to show this result for quantifier-free insertions. In Reference [34, Theorem 4.2], edge insertions are only allowed if they do not add cycles. Of course, given the transitive closure of the current edge relation it can be easily checked by a first-order formula (a guard) whether a new edge closes a cycle. We will see that this is also possible for the complex insertions we consider.
As in the previous subsection, we begin by stating a bounded bridge property. However, we have to modify it a bit to cope with the fact that insertion queries can introduces cycles into acyclic graphs. The directed bridge distance bd is defined as the undirected bridge distance ubd, but with respect to directed paths. We say that an insertion query ρ has the bounded bridge property on directed acyclic graphs, if there is a constant c such that, for every graph G resulting from a graph G from C by applying ρ, G contains a directed cycle with at most c bridges or, for all nodes
Proposition 4.4. Every quantifier-free insertion query has the bounded bridge property on directed acyclic graphs.
The proof is again delegated to Section 6. This property allows extending the technique for maintaining the transitive closure relation of acyclic graphs under single-tuple changes used in References [34] and [13] to quantifier-free insertions. As in References [34] and [13] no further auxiliary relations besides the transitive closure relation are needed. In Section 7, we show that the transitive closure relation does not suffice for maintaining q Reach for acyclic graphs under insertions definable with existential quantifiers. [13, Theorem 3.3] , dynamic programs are given that maintain the transitive closure of acyclic graphs under single-edge modifications, using only the transitive closure as auxiliary relation. Thanks to Proposition 4.4, these programs can be easily extended. Indeed, since the number of bridges of cycles created by the insertion, and-if the graph remains acyclic-the bridge distance between two path-connected nodes are bounded by a constant, a guard formula and an update formula for the transitive closure can be constructed in a straightforward manner.
CASE STUDY: IMPLEMENTING DYNAMIC UNDIRECTED REACHABILITY UNDER
COMPLEX INSERTIONS Dynamic DynFO programs can straightforwardly be implemented in relational database systems, since first-order logic is a subset of SQL with respect to expressivity. Despite this, actual implementations and evaluations are rare.
In this section, we empirically compare the evaluation of the undirected reachability query q UReach under first-order defined insertions of edges using (1) dynamic programs for complex changes, following the approach of Theorem 4.2; (2) dynamic programs that process complex changes by treating them as a sequence of singleedge changes; (3) evaluation from scratch using SQL's recursive queries; and (4) evaluation from scratch using standard imperative algorithms, implemented in Python.
We do not include graph database systems into our comparison. In a preliminary test using Neo4j 11 and its standard Cypher interface, query evaluation did not terminate in reasonable time even on very small instances. For general recursively defined queries a similar behavior was observed in a recent study [3] . We note that plug-ins 12 are available that enable Neo4j to evaluate q UReach efficiently. The corresponding approach of query evaluation is, except of the chosen programming language, covered by method (4) in our comparison.
Our implementations actually can update q UReach under more general first-order definable edgeinsertions on node coloured graphs. All variants can also deal with single-edge deletions, yet we focus on first-order definable insertions, since the (single-tuple) deletion of edges has been evaluated already in Reference [32] .
This comparison is primarily intended as a proof of concept of the results obtained in Section 4. Our results give strong arguments for the use of the dynamic approach for query evaluation. For complex changes, our implementations of dynamic programs are considerably faster than recomputation from scratch within SQL in almost all of the considered scenarios, and in some scenarios even faster than the Python-based recomputation from scratch. This was not clear to us before the empirical evaluation, since the benefit of reusing previously computed information might have been smaller than the cost of updating all auxiliary relations. Furthermore, the dynamic program for complex changes performs, in general, better than the dynamic program for singleedge changes, which is invoked once for every changed edge. The former program is capable of dealing with a graph with nearly two million nodes obtained from the DBLP database.
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Before we describe the implementation and our experiments in more detail, we quickly mention previous implementations of dynamic programs. Dong et al. present SQL code for maintaining reachability for acyclic directed, undirected, and general directed graphs under single-edge changes 13 and analyse the number of joins needed to process a single-edge change [9] . Empirical results for shortest distances in weighted undirected graphs under deletions, reported in Reference [32] , indicate that the dynamic complexity approach can outperform recomputation from scratch significantly. The compilation of a class of non-recursive queries into incremental programs has been studied and implemented in References [27, 28] . Evaluations of different strategies to maintain joins of base relations are given in Reference [41] .
Next, we describe our implementation and, afterwards, we present our experiments and their results.
Implementation
We implement change operations and the evaluation methods (1)- (3) as PL/pgSQL functions for a PostgreSQL database system. PL/pgSQL 14 is a procedural language that enables the definition of functions and allows the use of control structures in addition to SQL queries. From the latter, we only use if-then-else blocks.
In our implementation, a change function writes the set of all inserted edges to a table delta. The PL/pgSQL function DYN-complex, which implements the dynamic program that processes complex changes, accesses this table and updates the auxiliary relations accordingly. It is invoked before the changes are actually applied to the database. For processing a complex change as a sequence of edge insertions, the dynamic program for single-edge insertions from Reference [15] is used. The PL/pgSQL function DYN-single implementing this program is invoked by a trigger when the changes of delta are actually applied to the database, once for every edge. The PL/pgSQL function STATIC-SQL that recomputes q UReach from scratch is invoked after the changes are applied and uses Common Table Expressions, more specifically the WITH RECURSIVE construct. 15 It also has access to delta, which is used, e.g., to avoid recomputation when no edge between two distinct connected components was inserted. The algorithm STATIC-Python computes the connected components of an undirected input graph and writes the result to the database. All four implemented functions also work if graphs are coloured, hence we use coloured graphs for some of our experiments.
To store the query result for q UReach in a compact way, the functions use a binary table connected_components that contains for each node a unique representative of its weakly connected component. In the implementation, nodes are represented by integers and the representative of a component is the minimal node with respect to the natural linear order. The transitive closure of the graph is easily definable in SQL or first-order logic using this table. The reason to use connected_components is its succinctness: it is of linear size with respect to the number of nodes, whereas the full transitive closure might be of quadratic size.
For Reference [15, Theorem 4.3] and Theorem 4.2, some effort is needed to maintain a linear order on the nodes. As each database comes with a natural order-in our case, the natural order on the integers-it is not necessary to maintain a linear order. Apart from this difference and the rather straightforward maintenance of connected_components, the implementations of the dynamic programs follow the proofs of the corresponding results closely. 13 The code for reachability in general directed graphs cannot be translated to a DynFO -program, as it uses exponentially many constants not present in the input graph. It further may need exponentially many updates per change step. 14 https://www.postgresql.org/docs/current/static/plpgsql-overview.html. 15 https://www.postgresql.org/docs/current/static/queries-with.html.
Experiments and Discussions
We conducted three experiments comparing the performance of the four approaches for evaluating q UReach under complex insertions. The first two experiments explore how the approaches differ depending on the number of connected components that are joined by bridges. The third experiment examines how they scale to large graphs. The experiments use insertions with small bridge bounds, following the insights from Proposition 4.3.
All experiments were conducted on a machine with 28 CPU cores (56 threads) with 2.6GHz base frequency, of which we use only one, and 52GB main memory, running Ubuntu 16.04, with a local default installation of PostgreSQL 11devel. STATIC-Python uses Python 3.5.2 and version 1.11 of the NetworkX package. 16 If not stated otherwise, then running times are obtained from six runs per graph instance. The first run is discarded, as well as the fastest and the slowest run. The reported time is the average of the three remaining runs (cf. Reference [3] ). Individual timings include the time to update connected_components and, for the dynamic programs, a spanning forest and its transitive closure. Not included is the time needed to compute delta, to apply the changes to the database, and, for STATIC-Python , to build the input graph object.
First Experiment. In the first experiment, we tested the evaluation methods for a change that connects many different weakly connected components of the input graph. The considered change operation inserts edges from some specified node v to all C 1 coloured nodes in a coloured graph, as expressed by ρ 1 
. This insertion query is CQ-definable, and its bridge bound is 2. We tested this change on graphs of different sizes and for a varying number of edges. For each n ∈ {10000, 20000, 30000, 40000, 50000, 75000, 10000} and p ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3}, we constructed five graphs with n nodes, whose colours were chosen uniformly at random from ten colours. Each graph was the disjoint union of an appropriate number of graphs with 50 nodes each. For each of these graphs, the probability of an (undirected) edge to be present was p. For each n, we randomly chose a node v n , applied the change ρ 1 (v n ) to each graph of size n, and measured the time it took each evaluation method to (re-)compute the table connected_components. Table 1 and Figure 1 give details on the graphs and the results of the experiment, where the stated values for every pair n, p average over the five instances. Because of the large running time, STATIC-SQL was, for p 0, only tested for instances with at most 30,000 nodes. Values marked * were obtained with a reduced testing schedule: due to large running times, only two runs on two instances were performed for every pair n, p, and the average over the four runs is reported.
We observe that in this setting, where many weakly connected components can be joined by one change, DYN-complex runs around two orders of magnitude faster than DYN-single. This is as expected, since the latter program has to update the auxiliary information for many nodes multiple times. Apart from the case p = 0 of initially empty graphs, direct processing of complex changes is also faster than computation from scratch using SQL. In our tests, DYN-complex ran three to four orders of magnitude faster than STATIC-SQL, which did not even terminate in reasonable time on larger graphs. For p = 0, STATIC-SQL is faster than DYN-complex. This is as expected: because no edge was present before the change, no prior auxiliary information is available to the dynamic programs. Basically, they also have to recompute the query result from scratch.
In all cases, the dynamic approaches are outperformed by the Python-based evaluation from scratch. For p 0, the speed-up is between 2 and 8.
Second Experiment. In the second experiment, we compared the evaluation methods for the same graphs but for a change operation that connects only few weakly connected components. More 
). This change can be expressed by a union of ten conjunctive queries. Its bridge bound is easily seen to be 2, which is much better than the bound of 20 given by Proposition 4.3.
The set-up of this experiment is analogous to the first experiment. The case p = 0 was omitted, since ρ 2 does not change empty graphs at all. The results are provided in Table 2 and Figure 2 .
In this experiment, DYN-complex was again considerably faster than STATIC-SQL and even slightly faster than STATIC-Python. Also it outperformed DYN-single. This program in turn performed very well on large graphs even in comparison to STATIC-Python. This seems to be because it can tell rapidly whether an inserted edge lies inside a weakly connected component, and thus can be ignored. STATIC-SQL performed better than in the first experiment, since the weakly connected components after the change are smaller here.
Third Experiment. For the last experiment, we tested the performance of the dynamic programs on a large real-world graph. The graph G dblp is obtained from a snapshot of the DBLP dataset from June 2017. 17 The nodes of G dblp correspond to authors, and edges are based on co-authorship: An (undirected) edge (u, v) implies that the authors corresponding to u and v are co-authors of some publication.
We tested the performance for both insertions ρ 1 and ρ 2 . As ρ 1 is an insertion query for coloured graphs, we coloured one out of thousand nodes with colour C 1 . Details on the DBLP graph and the results of the experiment are provided in Table 3 .
While DYN-complex updated the query result in a reasonable amount of time in both tests, DYN-single was only able to do so for the "easier" change ρ 2 . It needed more than 100min to process the change ρ 1 . However, for ρ 2 , DYN-single was actually the fastest method. Again,
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DYN-complex was slightly faster than STATIC-Python. STATIC-SQL reached its limits in this experiment: it did not finish within 12h.
Discussion. We conclude from the results of the experiments that using dynamic programs and in particular DYN-complex to maintain undirected reachability can reduce the running time significantly, especially compared with STATIC-SQL. Not surprisingly, a special purpose program evaluating from scratch can achieve better results. That said, we actually expected the gap to DYN-complex to be larger, and we are surprised that for some test cases, and in particular for the large real-world graph G dblp , DYN-complex even performs slightly better. In any case, if no such program is at hand, the dynamic solution can be by far the best solution.
The results indicate that, as expected, the running time of DYN-single and DYN-complex is dominated by the number of connected components that are connected by the change; the running time of STATIC-SQL and STATIC-Python, however, is dominated by the size of the graph, and for STATIC-SQL in particular by the size and the density of the connected components. So, the relative performances of the different evaluation methods very much depend on the test case at hand.
BOUNDED BRIDGE DISTANCE
In this section, we prove the bridge bounds that were stated in Section 4.
We first show that every first-order definable insertion query has the undirected bounded bridge property. The proof makes use of the result by Feferman-Vaught that the rank-k first-order type of the disjoint union of two structures is determined by the rank-k first-order types of these two structures [19, 20] (see also Reference [31] ).
The rank-k type of a tupleā of arity with respect to a structure S is the set of all first-order formulas φ(x ) of quantifier-rank k with free variables such that S |= φ(ā) (cf. Reference [29, Definition 3.14]). Here, the quantifier-rank of a formula is its maximum nesting depth of quantifiers. We denote the set of rank-k types of tuples of arity by FO[k, ]. Note that because there are only finitely many semantically non-equivalent first-order formulas of quantifier-rank k with free variables, the set FO[k, ] is finite for all k and , although of non-elementary size.
Our proof of Proposition 4.1 uses the following version of the Theorem of Feferman and Vaught.
Theorem 6.1 (Theorem of Feferman and Vaught [19, 20]). Let A and B be two structures. Then the rank-k types of a tupleā of A and a tupleb of B uniquely determine the rank-k type of the tuple (ā,b) in the disjoint union of A and B.
Proof (of Proposition 4.1). We show that each first-order definable insertion operation ρ with underlying first-order formula μ (p;x ) of quantifier-rank k has the undirected bounded bridge property. Let be the arity ofp and c the number of FO[k, 1]-types of directed graphs. We will bound the number of bridges on undirected paths created by ρ by c def = + c . To this end let G be a graph and let δ = ρ (ā) for some tupleā of nodes of G. Let u, v be two nodes that are connected by some path π of the form u = w 0 , w 1 , . . . ,w r = v in δ (G). Let q be the number of bridges of π , that is, edges that are not in G. Our goal is to show that there exists such a path with at most c bridges. For q ≤ c, there is nothing to prove, so we assume q > c. It suffices to show that there is a path from u to v with fewer than q bridges. Let (u 1 , v 1 ) , . . . , (u q , v q ) be the bridges in π . If for some i the nodes u i and v i are in the same weakly connected component of G (before the application of δ ), then we can replace the bridge (u i , v i ) by a path of "old" edges resulting in an overall path with q − 1 bridges. Similarly, if u i and u j are in the same weakly connected component of G, for some i < j, we can shortcut π by a path from u i to u j inside G. Therefore, we can assume that, for every i, the nodes u i and v i are in different weakly connected components of G, and likewise u i and u j for i < j.
We show that in this case there are i, j with i < j such that μ defines an edge between u i and v j , and therefore a path with fewer bridges can be constructed by shortcutting the path π with the edge (u i , v j ). Indeed, by the choice of m there must be two nodes u i and u j , with i < j, in distinct weakly connected components of G that do not contain any element fromā, such that u i and u j have the same FO[k, 1]-type in their respective connected components. By Theorem 6.1, it follows that (u i , v j ,ā) and (u j , v j ,ā) have the same FO[k, + 2]-types and therefore, since μ defines an edge between u j and v j , it also defines an edge between u i and v j . Clearly, the path u, . . . ,u i , v j , . . . ,v has fewer bridges than π .
We next turn to the undirected bridge bounds for UCQ-defined insertion queries.
Proof (of Proposition 4.3). Before we prove the three statements, we introduce some further notation. An insertion formula φ(p; x, y) may have a free tuplep of variables for parameters and two variables x, y that represent the two nodes of edges to be inserted. We write (G,ā, u, v) |= φ to indicate that φ becomes true in G under the valuation η, which mapsp toā, x to u and y to v. For a UCQ φ = i=1 ∃zψ i this holds if and only if (G,ā, u, v) |= ∃zψ i , for some i. For any disjunct CQ ψ i it holds (G,ā, u, v) |= ψ i if η can be extended to a valuation that also maps the variables fromz such that all atomic formulas in ψ i become true. 18 In the following, we associate a (hyper-) graph with a conjunctive query as it is common in the literature on CQs [22] . For each CQ ψ i , we consider its set M i of maximal weakly connected components in the common (hyper-)graph associated with ψ i . We note that each weakly connected component of , u 1 , v 1 ) |= ψ i and (G,ā, u 3 , v 3 ) |= ψ i . Without loss of generality, we assume that u 1 is the first of these six nodes that occurs on the path from u to v and that (u 3 , v 3 ) is the last of the three edges on this path. 19 In particular, neither u 3 nor v 3 can be in the weakly connected component of
For all other patterns θ of ψ i it holds (G,ā) |= θ . Altogether this yields (G,ā, u 1 , v 3 ) |= ψ i and thus δ also inserts the edge (u 1 , v 3 ) . However, this edge can be used to shortcut π , resulting in a path from u to v with fewer bridges, the desired contradiction, thus showing Statement (a).
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, where q j denotes the jth prime number. That is, an edge (u, v) is inserted due to ψ i whenever u is part of a cycle of length q 2i−1 and v is part of a cycle of length q 2i , for some i. Furthermore, for every prime q, let C q be a cycle graph with q nodes.
For any prime numbers p, q, it is easy to see that (C p , u) |= χ q (z) holds for a node u of a cycle C p if and only if p = q.
To show that for CQs the bridge bound 2 is sharp, we can consider the insertion formula ψ 1 (x, y) = χ 2 (x ) ∧ χ 3 (y) and let G be a graph consisting of three disjoint cycles, two of length 2, and one of length 3. Let u, v be two nodes from the two different length 2 cycles. It is easy to see that ψ 1 introduces an edge from every 2-cycle node to every 3-cycle node and thus produces an undirected path with 2 bridges from u and v, but there is no such path with fewer bridges.
For arbitrary > 1, we need a slightly more complicated construction. To this end, let φ(x, y) = i=1 ∃zψ i (x, y) and, for numbers m 1 , m 2 , let D m 1 ,m 2 be a graph consisting of a cycle of length m 1 and a cycle of length m 2 , which have one node in common. Finally, let G be the disjoint union of
Now, it is not hard to verify that if u is some node from C q 1 and v from C q 2 −1 , then the application of φ yields paths from u to v through the subgraphs
in that order (see Figure 3) . Each of these paths has 2 bridges and it is not hard to see that there is no path with fewer bridges, since edges are only inserted between consecutive subgraphs in the above sequence.
For a proof of Statement (b), we only need to extend the argument for the upper bound of Statement (a) slightly. Conceptually, we view a CQ with negation as a formula of the form ∃zψ ∧ ψ , where ψ is a conjunction of positive atoms and ψ a conjunction of negated atoms. We recall that each variable of a CQ with negation needs to occur in some positive atom. For such a query to hold in a database, the CQ ∃zψ has to become true in the same way as above, by making all its patterns true. We refer to these patterns in the following as the positive patterns. Furthermore, for some valuation that witnesses that ∃zψ holds, all negated atoms of ψ need to hold. Since E is the only available relation symbol, this rules out the existence of some edges between the nodes in the range of the valuation.
We will show a slightly stronger upper bound than stated in the proposition. 20 Let ρ (p) be a UCQ ¬ φ(p; x, y) = i=1 ∃zψ i (p; x, y) where each ψ i has at most k positive patterns. We show that the undirected bridge bound of ρ is at most 2(k − 1) . Toward a contradiction, we now assume that there is a graph G, a change δ = ρ (ā) and two nodes u, v such that ubd G,δ (G ) (u, v) ≥ 2(k − 1) + 1, as witnessed by an undirected path π in δ (G) from u to v with at least 2(k − 1) + 1 bridges, and the absence of a path with fewer bridges. By the pigeonhole principle, there is a CQ ¬ ψ i that inserts at least 2k − 1 (not necessarily consecutive) bridges (u 1 , v 1 ), . . . , (u 2k−1 , v 2k−1 ) of π . Let again, u 1 be the first of these nodes in π and let w be the last (i.e., w = u 2k−1 or w = v 2k−1 ). We fix a valuation η, which witnesses (G,ā, u 1 , v 1 ) |= ψ i . To make the k − 2 positive patterns of ψ i , which do not contain x or y, true, variables ofz can be mapped into at most k − 2 weakly connected components of G. If some weakly connected component of G would contain more than two of the nodes v 3 , . . . ,v 2k−1 under η, then π could be shortcut yielding a path from u to v with fewer bridges. Likewise, none of them can be from the components of u 1 or v 1 . Therefore, at least one of the nodes v 3 , . . . ,v 2k−1 must be from a component of G that is not in the range of η. Let j be chosen, such that v j is such a node and let η be a valuation that witnesses (G,ā, u j , v j ) |= ψ i . Since η maps the variables of θ y i into a component of G that is not in the range of η, the valuation η that coincides with η on the variables of θ y i and with η everywhere else witnesses (G,ā, u i , v j ) |= ψ i . Therefore, there is a shortcut edge from u 1 to v j , the desired contradiction. It is worth mentioning here that we can be sure that for all negated atoms of the form ¬E(z 1 , z 2 ) where z 1 is from θ y i and z 2 from some other positive pattern of ψ i , there is no edge from η (z 1 ) to η (z 2 ), since these nodes are in different components of G (and likewise for atoms ¬E (z 2 , z 1 )). This completes the proof of Statement (b).
Toward (c), our goal is to construct a CQ ¬ -defined insertion query ρ as well as a graph G consisting of connected components D 0 , . . . , D n , each D i with a distinguished node v i such that the application of ρ inserts exactly the edges (v 0 , v 1 ), . . . (v n−1 , v n ) . Then the undirected bridge distance between v 0 and v n will be n.
The distinctive feature of the nodes v i will be self-loops. The remaining challenge is to construct the insertion query and the components of G such that no edge between components D i and D j is inserted if |i − j | > 1. To this end, let, for each i, j ∈ {0, . . . , n} with |i − j | > 1, q(i, j) be a distinct prime number and let Q be the set of all these prime numbers, that is, 21 For each i ∈ {0, . . . , n}, let Q i be the set {q(i, j) | 0 ≤ j ≤, |i − j | > 1}. For a finite set N of numbers let D N be a graph with one distinguished node v with a self-loop, and one directed cycle of length q, for each q ∈ N , all of them containing the node v and otherwise being disjoint. Finally, the graph G is the disjoint union of graphs D Q 0 , . . . , D Q n , where in each D Q i the distinguished node is denoted by v i (see Figure 4) . Now, we construct a CQ ¬ insertion formula that inserts exactly the edges 
That is, χ k expresses that the variables x 1 , . . . , x k are mapped to a closed path of length k and that x and y do not occur on that cycle. Finally, the insertion query ρ is induced by the CQ ¬ formula x q χ q (x, y, x 1 , . . . , x q ) .
We claim that the undirected bridge distance between v 0 and v n in G is n with respect to the insertion ρ. It is at most n, since the edges (v 0 , v ) , . . . (v n−1 , v n ) are inserted by ρ. However, no edge between components D i and D j is inserted if |i − j | > 1. To see this, we observe first that φ only allows to insert edges between distinguished nodes v i and v j due to the required self-loop. Toward a contradiction, let us assume that ρ inserts an between nodes v i and v j with |i − j | > 1. Let q = q(i, j). However, cycles of length q only occur in D i and D j and can thus not be used to satisfy ∃x 1 , . . . , x q χ q (x, y, x 1 , . . . , x q ), the desired contradiction.
Finally, we give the proof for the bridge bound for quantifier-free insertion queries on directed acyclic graphs.
Proof (of Proposition 4.4)
. We show that each quantifier-free insertion operation ρ with underlying formula μ (p;x ) has the bounded bridge property on acyclic graphs. Let be the arity of the parameter tuple of ρ and c the number of FO[0, + 1]-types of graphs. We will bound the number of bridges on paths created by ρ by c def = c + 1. To this end let G be a directed, acyclic graph, let δ = ρ (ā) be a change, and let u, v be nodes of G. As in the proof of Proposition 4.1, we show that each path π from u to v with q > c bridges can be transformed into a path with fewer bridges, unless a cycle with at most c bridges is introduced.
To this end, let (u 1 , v 1 ), . . . , (u q , v q ) be the bridges in π . Since q is larger than the number c of FO[0, + 1]-types, there are i, j with 1 ≤ i < j ≤ c such that (v i ,ā) and (v j ,ā) have the same FO[0, + 1]-types. We distinguish three cases. In case (1), the edge (v i , u i ) is in G and thus δ introduces a cycle of length 2. In case (2), the edge (v j , u i ) is in G and, together with the sub-path from u i to v j , constitutes a cycle with at most c bridges. In case (3), u i is neither connected to v i nor to v j by an edge. Therefore, (u i , v i ,ā) and (u i , v j ,ā) have the same FO[0, + 2]-types and δ inserts an edge (u i , v j ) as well, the desired shortcut.
INEXPRESSIBILITY RESULTS
So far, we have seen examples of queries that can be maintained by DynFO programs under definable changes. While, e.g., reachability can be maintained under definable insertions for restricted graphs, our current techniques seem not to suffice for maintaining reachability under definable insertions and deletions, even for restricted graph classes. In this section, we approach the question of whether there are inherent obstacles toward such results, that is, we aim at proving inexpressibility results for reachability.
It is notoriously difficult to show that a query cannot be maintained by a DynFO program. Indeed, for single-tuple changes there are no inexpressibility results for DynFO besides those that follow from the easy observation that every query that can be maintained in DynFO is computable in polynomial time (and thus, e.g., problems complete for exponential time are not in DynFO). One reason is that standard methods for proving inexpressibility for first-order logic with arithmetic cannot be applied to DynFO. In particular, typical examples of queries that are not expressible in first-order logic, such as the reachability query or the query asking for the parity of a unary relation, can be maintained in DynFO under single-tuple changes.
Previous work on inexpressibility for single-tuple changes therefore focused on the search for good techniques, mainly by studying restrictions of DynFO. Most notably, lower bound methods have been developed for fragments obtained by restricting the use of auxiliary relations, either structurally or by arity (see, for example, References [10, 14, 15] ), and the fragment where update rules are quantifier-free first-order formulas (see, for example, References [21, 45, 47] ).
While it should be easier to prove inexpressibility results for DynFO in the presence of firstorder definable change operations, it is highly unlikely, as for single-tuple changes, that standard methods can be adopted easily. Therefore, we follow the same approach and start by studying restrictions of DynFO. We confirm that, unsurprisingly, complex change operations can make it harder to maintain a query. Even more, our results show that dynamic programs for complex changes may not exist, even if they do for single-edge changes.
Toward our first set of results, presented in Subsection 7.1, we recall that the reachability query can be maintained under single-tuple insertions with the transitive closure of the edge relation as only auxiliary relation (see Example 3.2). We show that this is not possible in the presence of a very simple complex insertion that is quantifier-and parameter-free, even if one allows additional unary auxiliary relations. This complements the result in Reference [15] that unary auxiliary relations (besides the transitive closure itself) do not suffice for single-tuple deletions.
For acyclic graphs, the reachability query can be maintained under single-edge insertions and deletions with transitive closure as only auxiliary relation [13, 34] . As we have seen, this even holds in the presence of quantifier-free insertions (Theorem 4.5). We complement these results by showing that this approach does neither generalise to insertions with quantifiers nor to complex deletions. More precisely, we show that there is (1) an insertion query that uses only one quantifier and (2) a quantifier-and parameter-free deletion query for each of which the reachability query cannot be maintained with the transitive closure and unary relations as auxiliary relations.
In a second line of work, we study DynProp, the restriction of DynFO to quantifier-free update formulas. The dynamic program provided in Example 3.2 shows that quantifier-free update formulas suffice to maintain reachability under single-edge insertions. In Subsection 7.2, we prove that q Reach cannot be maintained in DynProp under definable, quantifier-free insertions. We note that for single-edge deletions, despite some partial inexpressibility in this direction [47] , it is still unknown whether Reachability can be maintained by quantifier-free update formulas.
We remark again that all inexpressibility results immediately transfer to the FOIES framework.
Inexpressibility of Reachability with Restricted Auxiliary Relations
We show that, in the presence of complex changes, the transitive closure, i.e., the query relation, as the only binary auxiliary relation does not suffice to maintain reachability. For this result to hold, it suffices to allow single-tuple insertions and one complex change query, which can be chosen either as an insertion or a deletion query. This change query can be restricted in several ways and in most cases the result even holds for acyclic graphs. These results should be contrasted with Theorem 4.5. By Σ 1 , we denote the existential fragment of first-order logic, that is, the set of first-order formulas in prenex normal form with only existential quantification. Theorem 7.1(a) even holds in the case where the nodes of G are linearly ordered but the proof becomes considerably more involved. It can be found in Reference [37, Theorem 10] . 22 The proof of Theorem 7.1 makes use of suitable static lower bounds. This approach has been used often before and was made precise in Reference [44] .
We say that a k-ary query q is expressed by a formula φ(x ) with help relations of schema τ , if, for every database D, there is a τ -database H over the same domain such that for every k-tupleā it holds:ā ∈ q(D) if and only if (D, H ) |= φ(ā). This notion should not be confused with definability of the query q in existential second-order logic. In the latter case, the relations can be chosen depending onā, but here the relations need to "work" for all tuplesā.
The proof of Theorem 7.1 relies on the fact that unary help relations do not suffice to express the transitive closure for path graphs, i.e., graphs consisting of just one path, and for unions of paths even if a certain special binary relation is present. Before stating this formally, we define the latter class more precisely. For n, m ∈ N, let G n,m = (V n,m , E n,m , pos) where (V n,m , E n,m ) is the disjoint union of n paths of m nodes each, that is, V n,m = {v i, j | i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}}, and Proof (of Theorem 7.1). To prove (a), let us assume, toward a contradiction, that for every quantifier-free and parameter-free insertion query ρ 1 , (q Reach , {ins E , ρ 1 }) can be maintained in DynFO on directed graphs with k unary auxiliary relations B 1 , . . . , B k .
Our goal is to show that then the transitive closure of path graphs could be expressed by a first-order formula with unary help relations B 1 , . . . , B k and C 0 , C 1 , C 2 .
We refer to Figure 5 for an illustration of the following. Let G be some arbitrary path graph. Let C 0 , C 1 , C 2 be unary relations as indicated in Figure 5 : the relation C i contains all nodes whose position in the path is i modulo 3. Let G 1 be derived from G by reversing all edges from C 1 -nodes to C 2 -nodes and by adding loops to all C 1 -nodes and C 2 -nodes. Let G 2 be the result of applying the insertion query
Intuitively, ρ 1 adds all edges (x, y) for which there is an edge (y, x ) and both x and y have self-loops.
By our assumption, q Reach (G 2 ) can be defined by a first-order formula ψ 2 using q Reach (G 1 ) and unary auxiliary relations B 1 , . . . , B k . We next show why this implies that the transitive closure of path graphs G can be expressed by a first-order formula with B 1 , . . . , B k and C 0 , C 1 , C 2 as unary help relations. First, there is a simple formula φ 1 , which defines the edge relation E 1 of G 1 in terms of the edge relation E of G and C 0 , C 1 , C 2 . Since all directed paths in G 1 have length at most 2, q Reach (G 1 ) can be defined by a first-order formula ψ 1 on G 1 .
By combining φ 1 , ψ 1 , ρ 1 , and ψ 2 in a suitable way it is straightforward to construct a first-order formula θ (x, y), which defines q Reach (G 2 ) on (G, C 0 , C 1 , C 2 , B 1 , . . . , B k ). It is also straightforward to define q Reach (G) from q Reach (G 2 ) in a first-order fashion, when C 0 , C 1 , C 2 and q Reach (G 2 ) are given (basically ignore all pairs (u, v), for which there is an edge (v, u) in G).
Altogether, we can conclude that the transitive closure query can be defined on G with the help of unary help relations C 0 , C 1 , C 2 , B 1 , . . . , B k , the desired contradiction.
We observe that both graphs G 1 and G 2 in the above proof are not acyclic. Yet a slight modification of the construction yields acyclic graphs G 1 and G 2 . However, it uses existential quantifiers in the definition of the change operation. The graphs are also depicted in Figure 5 . The graph G 2 is obtained by applying the operation
The proof is now analogous to (a) except that G 1 has to be first-order interpreted into the path graph G, as it uses a slightly larger domain. The rest of the argument for acyclic graphs is analogous.
For (b), a similar approach is used, this time starting from a database G = G n,m from G up . The construction is illustrated in Figure 6 . It only involves acyclic graphs. Let G 1 be a graph derived from G by adding n(m − 1) nodes {w i, j | i ∈ {1, . . . , n}, j ∈ {1, . . . ,m − 1}} that are used to connect the paths: for each i, i ∈ {1, . . . , n} and each j ∈ {1, . . . ,m − 1}, the edges (v i, j , w i , j ) and (w i , j , v i, j+1 ) are added. Notice that in G 1 there is a path from a node v i, j to a node v i , j with (i, j) (i , j ) if and only if j < j . Additionally, we add a node u and edges (w i, j , u) for all i ∈ {1, . . . , n}, j ∈ {1, . . . ,m − 1}. This node will be used as the parameter for the deletion. Let G 2 be the result of applying the deletion query ρ 2 
T. Schwentick et al. with parameter u, which deletes all edges that are incident to a node that has an edge to u, as well as all edges to u.
The argument is now analogous to the previous proof. To this end we observe that the graph G 1 can be first-order interpreted into G using pos 23 . Also, q Reach (G 1 ) can be expressed by a firstorder formula with the help of pos. Hence the combination of the interpretation formulas and an assumed formula for updating the transitive closure yields a formula expressing the transitive closure on G up . This proves the stated result for acyclic graphs.
To show that the result even holds for quantifier-free and parameter-free deletion queries on general graphs, the nodes w i, j can be equipped with self-loops, and the construction hence does need the parameter node u anymore.
Inexpressibility of Reachability in the Quantifier-Free Fragment
We now turn toward inexpressibility by quantifier-free update formulas. As discussed in the introduction of the section, studying this restriction is a first-though small-step toward finding methods for proving inexpressibility results for DynFO.
We conjecture that quantifier-free update formulas are too weak to maintain q Reach even under single-tuple changes. Yet so far only restricted inexpressibility results have been obtained. Reachability cannot be maintained in DynProp under single-tuple changes when the auxiliary relations are at most binary or when the initialization is severely restricted [47] . For the more general alternating reachability query, quantifier-free update formulas do not suffice [21] . We next show that there are very simple quantifier-free change queries (a deletion or two insertions), with which q Reach and even q UReach cannot be maintained in DynProp. The results also hold for acyclic and undirected graphs.
The following lemma introduces a tool for proving that some query is not in DynProp. It can be seen as a reformulation of the proof technique used in Reference [43] , which combines techniques from References [21, 47] with insights regarding upper and lower bounds for Ramsey numbers. The lemma gives a sufficient condition under which a query q cannot be maintained in k-ary DynProp under changes from a set Δ. This condition basically requires that for each collection S of subsets of size k + 1 of a set {1, . . . , n} (for some large enough n), there is a database D, a tupleā and a change sequence α (x 1 , . . . , x k+1 ) such thatā ∈ q(α (i 1 , . . . , i k+1 )(D)) holds exactly if {i 1 , . . . , i k+1 } ∈ S. Here, α (x 1 , . . . , x k+1 ) is a sequence of replacement queries with parameters from {x 1 , . . . , x k+1 }. Furthermore, in D the elements 1, . . . , n cannot be distinguished by quantifier-free formulas, even not with respect to the elements ofā. The actual statement of the lemma is slightly more general and allows α to use additional parameters.
In the following, we denote the set {1, . . . , n} by [n] and the set of all subsets of size k of a set A by P k (A). We write (D,ā) ≡ 0 (D,b) ifā andb are of the same arity and agree on their rank-0 type. 
It should be noted that, although D can contain further elements, the parameters in the considered change sequences are only instantiated by elements from [n] ∪ {u 1 , . . . ,u r }. Of course, in the statement of this lemma, [n] can be replaced by some other n-element set. There is even a more general form of it with tuplest 1 , . . . ,t n in place of 1, . . . , n and accordingly adapted conditions, but we decided to state this simpler form, since it suffices for Theorem 7.3.
We postpone the proof of Lemma 7.4 toward the end of this section and first use it to prove the desired lower bounds.
Proof (of Theorem 7.3). For both parts, the proof is by contradiction and uses Lemma 7.4. For part (a) the idea is to start, for a given S ⊆ P k+1 ([n]), from a graph consisting of paths of length 2 of the form a 1 , X , a 2 , for every X ∈ S. The sequence α induced by a sequence i 1 , . . . , i k+1 deletes all edges (Y , a 2 ) for which some i j is not in Y . It thus destroys all paths from a 1 to a 2 , unless {i 1 , . . . , i k+1 } ∈ S, just as required by Lemma 7.4; this yields the contradiction.
We make this more precise now. Let ρ (p) be the quantifier-free deletion defined as ρ (p) = μ (p; x, y) def = E(x, y) ∧ ¬E (p, x ). Obviously, ρ (p) deletes an edge (x, y) if there is an edge (p, x ). Toward a contradiction, let us assume that q Reach can be maintained in k-ary DynProp under changes from {ins E , ρ} for some k. We choose m = 2 and r = 0 in the statement of Lemma 7.4. Let n ≥ k + 1 and S ⊆ P k+1 ([n]) be arbitrary.
The database D that we construct is actually a graph (see Figure 7 for an illustration). Its vertex set is of the form [n] ∪ {a 1 , a 2 } ∪ S, for elements a 1 , a 2 , such that [n], {a 1 , a 2 } and S are pairwise disjoint.
The graph has the following edges:
• For each X ∈ S there are edges (a 1 , X ) and (X , a 2 ).
• For each i ∈ [n] and for each X ∈ S there is an edge (i, X ) if i X .
Since there are no edges between vertices from {a 1 , a 2 , 1, . . . , n}, the requirements of the lemma are fulfilled.
Intuitively, the nodes in [n] control how edges from S to a 2 can be removed. To make this more precise, let us consider a sequence 1 ≤ i 1 < · · · < i k+1 ≤ n and let Y def = {i 1 , . . . , i k+1 }. The change sequence α = (ρ (i 1 ), . . . , ρ (i k+1 )) removes all edges (X , a 2 ) with i j X , for some j ≤ k + 1. Therefore, the only edge of the form (X , a 2 ) that might remain after applying α is (Y , a 2 ), which only exists if Y ∈ S. Since there is a path from a 1 to a 2 in α (D) if and only if such an edge remains, we conclude thatā ∈ q Reach (α (D)) if and only if {i 1 , . . . , i k+1 } ∈ S. By Lemma 7.4 therefore (q Reach , {ins E , ρ}) cannot be maintained in k-ary DynProp, the desired contradiction.
The proof of part (b) is very similar. Here the possible paths from a 1 to a 2 are of the form a 1 , X , u 1 , a 2 . However, initially there are no edges of the form (X , u 1 ). The first k + 1 steps of the to-be-constructed change sequence α (i 1 , . . . i k+1 ) yield a situation where at most one node Y is not connected to a particular node u 2 , and in the final step an edge (Y , u 1 ) is inserted-but only if Y ∈ S. Altogether, there will again be a path from a 1 to a 2 if and only if {i 1 , . . . , i k+1 } ∈ S and Lemma 7.4 yields a contradiction. Let
The query ρ 1 inserts edges (x, p 1 ) for all x with an edge (p 2 , x ), whereas ρ 2 inserts edges (x, p 1 ) for all x with an edge (p 2 , x ) but without an edge (x, p 3 ).
Toward a contradiction, let us assume that (q Reach , {ins E , ρ 1 , ρ 2 }) can be maintained in k-ary DynProp, for some k. Again, we aim to use Lemma 7.4, and we let m = 2 and r = 3 in the statement of the lemma. Let n and S ⊆ P k+1 ([n]) be arbitrary.
The database D is a graph with node set [n] ∪ {a 1 , a 2 , u 1 , u 2 , u 3 } ∪ S, where [n], {a 1 , a 2 , u 1 , u 2 , u 3 } and S are pairwise disjoint. The graph has the following edges:
• For each X ∈ S there are edges (a 1 , X ) and (u 2 , X ).
• There is an edge (u 1 , a 2 ).
It can be easily verified that the conditions imposed by Lemma 7.4 are satisfied. We choose the change sequence α (x 1 , . . . , Application of Lemma 7.4 again yields the desired contradiction.
An inspection of the proofs shows that the graphs used are acyclic and that both constructions immediately work for undirected reachability.
It remains to give a proof for Lemma 7.4. This proof uses the following combinatorial result, which combines Ramsey upper and lower bounds. We remark that the unboundedness of f was not explicitly stated in Reference [43] but it readily follows from its proof in Reference [44] , where f is chosen in Ω(log (k−1) (n)). Monotonicity can be easily achieved.
Furthermore, the proof for Lemma 7.4 makes use of the following Substructure Lemma. The lemma exploits that in quantifier-free programs, an auxiliary tuplec after an insertion or deletion of a tupled can only depend on those two tuples. We refer to Reference [47] for more intuition. In the following, we denote by S A the restriction of a state S to domain A, that is the state with domain A, in which all (input and auxiliary) relations of S are restricted to A, in the usual sense.
Let π be an isomorphism from a database S to a database T . Two changes δ = (ρ,ā) on S and δ = (ρ ,b) on T are said to be π -respecting if ρ = ρ andb = π (ā). Two sequences α = δ 1 · · · δ m and β = δ 1 · · · δ m of changes respect π if δ i and δ i are π -respecting for every i ≤ m. Recall that P α (S) denotes the state obtained by executing the dynamic program P for the change sequence α from state S. The proof of the Substructure Lemma for single-tuple changes presented in Reference [47] immediately carries over to quantifier-free changes.
Proof (of Lemma 7.4). Let (q, Δ) be a dynamic query where q is an m-ary τ in -query and Δ is a set of quantifier-free replacement queries. Suppose q satisfies the antecedent of the lemma. Toward a contradiction, let us assume that there is a DynProp program P over a k-ary auxiliary schema τ aux that maintains (q, Δ).
Let τ be the schema τ in ∪ τ aux ∪ {s 1 , . . . , s m } ∪ {t 1 , . . . , t r }, where the s i and t i are additional constant symbols. Let n > n 0 be arbitrary, where n 0 is as guaranteed by Lemma 7.5 applied to k and τ , and large enough such that
. . ,u r } and let B, C ⊆ P k+1 (A) be the partition guaranteed to exist by property (S2) of Lemma 7.5. We choose S as B.
Let D and α be as in the condition of the statement of the lemma. Let A D be the auxiliary database over schema τ aux ∪ {s 1 , . . . , s m } ∪ {t 1 , . . . , t r } that is obtained by P when the tuples of D are inserted in some arbitrary order to an initially empty database, and in which the constant symbols s 1 , . . . , s m , t 1 , . . . , t r are interpreted by a 1 , . . . , a m , u 1 , . . . ,u r , respectively. Furthermore, let A be the database induced by A from (D, A D ). Let A be ordered in the natural way such that all elements from [n] precede all other elements. Let A be the subset of A as guaranteed by property (S1) of Lemma 7.5. Since all ordered tuples of A have the same type, they cannot involve constants and thus A ⊆ [n]. Now property (S2) of Lemma 7.5 guarantees that there exist sets b, c ∈ P k+1 (A ) with b ∈ B and c ∈ C. Let i 1 < · · · < i k+1 and j 1 < · · · < j k+1 be such that b = {i 1 , . . . , i k+1 } and c = {j 1 , . . . , j k+1 }.
We note that both sequencesī = i 1 , . . . , i k+1 andj = j 1 , . . . , j k+1 fulfil the requirements stated in the lemma and furthermore, (D,ā,ī,ū) ≡ 0 (D,ā,j,ū). Therefore Lemma 7.6 guarantees that (α (ī,ū)(D),ā,ū) ≡ 0 (α (j,ū)(D),ā,ū) holds as well. We can conclude thatā ∈ q(α (ī,ū)(D)) if and only ifā ∈ q(α (j,ū)(D)) and, finally, by the property assumed in the statement of the lemma, that b ∈ S if and only if c ∈ S. However c S, since S = B, the desired contradiction.
PARAMETER-FREE CHANGES
In this section, we study replacement queries without parameters on ordered databases, or equivalently, changes expressible as relational algebra queries that do not use constant values. It turns out that in this setting a large class of queries can be maintained in DynFO: all queries that can be expressed in uniform AC 1 and thus, in particular, all queries that can be answered in logarithmic space. This result exploits the fact that for a fixed set of replacement queries without parameters there is only a constant number of possible changes to a database, in each step.
One might suspect that parameter-free replacement queries are not very powerful, especially when they are applied to the initially empty input database. However, when the input database comes with a built-in linear order, one can actually construct every finite graph with relatively simple replacement queries (and similarly for other kinds of databases). For instance, one can cycle through all pairs of nodes in lexicographic order. If (u, v) is the current maximal pair, then operation keep can move to (u, v + 1) (inserting it into E) while leaving (u, v) in E and drop can move to (u, v + 1) while taking (u, v) out from E. For this reason, including a linear order into the input database will yield stronger results. This motivates the following definitons.
An ordered database D contains a built-in linear order ≤ on its domain that is not modified by any change. We identify elements of an ordered database with numbers. In the following, the minimal element with respect to ≤ is considered as 0.
The update programs constructed in this section use, as additional auxiliary relation, a binary BIT-relation containing all pairs (i, j) of numbers, for which the ith bit of the binary representation of j is 1. From a linear order, the BIT relation can be easily computed by an initialization procedure. In practical scenarios one typically has access to the binary encoding of the input and it is not necessary to introduce an additional relation.
By AC 1 , we denote the class of queries that can be computed by a uniform 24 family of circuits of "and," "or," and "not" gates with polynomial size, depth O(log n) and unbounded fan-in. It is well known that AC 1 contains all queries from LOGSPACE and NL. We can now state the main theorem of this section. Proof. We first explain the idea underlying the proof. It uses the characterization of AC 1 by iterated first-order formulas. More precisely, we use the equality AC 1 = IND[log n] from Reference [26, Theorem 5.22] . The class IND[t (n)] contains a query q if it can be defined by a first-order formula ψ q that may use a relation R obtained by O(t (n))-fold iteration of a first-order formula φ R , where n is the size of the domain. We only give an example and refer to Reference [26, Definition 4.16] for a formal definition. 25 Consider the formula φ R (x, y) = (x = y) ∨ E(x, y) ∨ ∃z R(x, z) ∧ R(z, y) . When applying the formula to a graph and an empty relation R it defines the relation R 1 of paths of length 1, applying it to R def = R 1 defines the paths of length 2; in general applying the formula to R def = R i defines the paths of length 2 i . Thus log n-fold application of φ R defines the transitive closure relation of a graph with n vertices and therefore q Reach is in IND[log n] (by choosing ψ q Reach = R). For a database D, we write φ i (D) for the relation resulting from i-fold application of φ to (D, ∅).
Let q be a query in AC 1 and let k be such that q is first-order definable by ψ q from a relation R that is obtained by k log n applications of a formula φ R .
The program P that we construct maintains R using a technique inspired from prefetching, which was called squirrel technique in Reference [46] . The result of q is then extracted from R by ψ q . For maintaining R, the program starts a thread θ β at any point t in time and for each possible future sequence β of 2 log n change operations. Here and in the following, we count the occurrence of one change as one time step.
Within the next log n steps (i.e. changes), it always compares whether the actual change sequence α is the prefix of β of length log n. If not, then thread θ β is abandoned, as soon as α departs from β. For each of these log n steps, θ β simulates two change operations of β and applies them to the database D t at time t, consecutively. After log n steps, that is, at time t + log n, thread θ β has computed the target database β (D t ).
During the next log n steps until time t + 2 log n, θ β evaluates q on β (D t ) by repeatedly applying the formula φ R , k times during each single step. Again, if the actual change sequence departs from β then θ β is abandoned. However, if β is the actual change sequence from time t to t + 2 log n, the thread θ β can extract the correct query result q(β (D t )) from R at time t + 2 log n.
We note that, although the time window in the above sketch stretches over 2 log n change operations from time t to t + 2 log n, the actual sequences whose effect on the current database is precomputed are never longer than log n. This is because the application of all 2 log n operations of a sequence takes until time t + log n and by that time the first log n of these operations already lie in the past. In fact, the program P only needs to maintain β (D t ) for all sequences β of length exactly log n, as soon as t ≥ log n.
Of course, P uses many threads at any time. However, this is feasible, because only a constant number, d = |Δ|, of change operations is available at any time (and there are no parameters). More precisely, there are only d 2 log n = 2 2 log d log n = n 2 log d many different change sequences of length 2 log n, each of which can be encoded by a tuple of arity 2 log d over the domain.
So far, our sketch explains how P can give correct answers for all times t ≥ 2 log n. All previous time points have to be dealt with by the initialization. This initialization also equips the program with the BIT relation. Clearly, the initialization can be computed in AC 1 , and therefore also in polynomial time.
We next present a more detailed proof, but for simplicity, we only consider the case of ordered graphs (τ in = {E, ≤}), d = 2 and k = 1. That is, there are only two change operations, ρ 0 and ρ 1 , and R can be obtained by log n applications of φ R . The proof can easily be generalized to the case of databases over other schemas and for arbitrary d and k.
Let G be an ordered graph with n vertices. For simplicity, we assume that that the vertex set of G is just {0, . . . , n − 1}, that ≤ is the natural linear order, and that n is a power of 2. The latter assumption guarantees that log n is a natural number and that bit sequences of length log n can be represented by one node of G using BIT. For the general case, bit sequences of length log n can be represented by two nodes.
We encode change sequences by elements of the domain as follows: A sequence β = δ 1 · · · δ log n is encoded by the node w β , whose bit string representation has 1 at position i if and only if δ i = ρ 1 . We denote the change sequence encoded by node w as β w .
We first describe the auxiliary relations needed for time points t ≥ 2 log n. In the following, we assume that relations for the arithmetic operations +, × and the BIT-predicate are provided by the initialization. 26 For a time t, we denote by G t the graph at time t. Likewise, we denote the value of any (input or auxiliary) relation S at time t by S t .
• Relation F consists of tuples of the form (i, w, u, v) and encodes, for each i ≤ log n and each change sequence β of length log n the graph β (G t −i ), as follows. We denote the edge relation induced by F for any i and w by F i,w = {(u, v) | (i, w, u, v) ∈ F }. Then, for each i ≤ log n and each change sequence β of length log n, F j,w β t shall be the edge relation of β (G t −i ).
• Relation T consists of tuples of the form (i, w,ā) and represents the temporary result of R after some applications of φ R to a modified graph. We denote the intermediate relation represented by T for some i and w by T i,w = {ā | (i, w,ā) ∈ T }. Then, for every i ≤ log n and each change sequence β of length log n, it shall hold T i,w β t = φ i R (β (G t −i )).
• The history relation H always contains one element w, which encodes the sequence β w of changes that occurred during the most recent log n many change steps.
• The query relation Q.
The query relation Q t can be inferred from the relations T t and H t using the formula ψ q , since R t = φ log n R (β w (G t −log n )) = T log n,w where w is the unique w ∈ H t . It is easy to maintain H in a first-order fashion, and it thus only remains to describe how F and T can be maintained.
For every i and w, F i,w t +1 can be easily obtained from F t and H t as follows. Let β w = δ 1 · · · δ log n and let δ 0 be the actual change step that occurred at time t − i, as encoded in the single tuple of H t . Then, F i,w t +1 = β w (G t +1−i ) = β w (δ 0 (G t −i )) = δ log n (β w (G t −i )) = δ log n (F ). In both cases, the first-order maintainability is immediate.
As already discussed in Section 3, the previous result translates to a variant of the FOIES framework of Reference [16] . Here, the change operations add and remove may not have the inserted or deleted element as parameter, but instead add some new element to the domain as the largest element of ≤ or remove that element, respectively. The proof can easily be adapted for this setting.
CONCLUSION
In this article, we continued the study of incremental view maintenance from a declarative point of view. Even though in applications incremental changes to databases often involve sets of tuples, previous work in the area has been focussed on single-tuple changes. As a step toward a better understanding of complex changes, we provided a formalization of declaratively defined change operations in terms of first-order defined replacement queries, and we studied which results can be transferred to this more general framework.
The main insight of our study is that many maintainability results carry over from the singletuple world to more general change operations. We were actually quite surprised to see that so many positive results survive this transition. Our focus was on the undirected reachability query. This query is in DynFO even under first-order definable insertions. For insertions defined by wellstudied classes of queries such as conjunctive queries, the dynamic programs are of practically feasible size. We reported on a prototypical implementation of these programs in SQL. In almost all test scenarios, the implemented dynamic program for complex changes achieved better runtimes, compared to a dynamic program processing complex changes as sequences of single-edge changes, and evaluation from scratch with built-in mechanisms of database systems. Encouraged by those results, we plan to evaluate the dynamic program for directed reachability presented in Reference [4] empirically.
Many questions regarding maintainability under complex changes remain open, for instance: To which extent can the reachability query for (undirected or acyclic) graphs be maintained under definable deletions? What about reachability for unrestricted directed graphs under definable insertions? What about other queries?
We were less surprised by the fact that stronger change operations can yield inexpressibility, but even these results required some care. Our main contribution in that respect is the proof that DynProp cannot maintain the reachability query under very simple quantifier-free replacement queries.
From Theorem 8.1 about parameter-free changes and its proof, we take another insight: the squirrel technique is quite powerful to prepare an update program for a non-constant (i.e., logarithmic) number of changes. In Reference [6] a similar technique was exploited to prove that queries definable in monadic second-order logic can be maintained on graphs of bounded treewidth. Another consequence is that inexpressibility proofs need to take the squirrel technique into account and to argue "around it."
