Synapses are the functional units of the nervous system, and their number and protein composition undergo changes over a wide time scale. These synaptic changes manifest into differential behavioural outputs and, in turn, changes in the external conditions to the individual may elicit changes in synapses. We review here publications appeared during the last 10 years in which advances on molecular and cellular mechanisms for synapse changes have been reported. We focus on synaptic changes occurring in the time range of minutes to hours, mainly.
Introduction
In our High School years, neural endowment was considered as a treasure to be maintained against the constant wearing of daily life. Thus, we were told that drinking a whiskey, among other improper actions, will cost us many thousands of synapses which will never come back. This conservationist attitude toward the nervous system experienced a substantial change over the past three decades. Synapses in particular are now considered highly dynamic structures in terms of number, molecular constituents and functional properties. The time frame in which synaptic changes can take place spans from the nanosecond, during the phosphorylation of proteins, all the way to years, during normal aging. We review here the current state of opinion on several molecular mechanisms that mediate changes at the synapse for which progress have been achieved during the past 10 years. To keep published materials within a manageable amount, we focus on synaptic changes that occur in the time range of minutes and days. This time range implies that we will focus on molecular, as opposed to cellular, changes mainly. Although it has been customary to discriminate between the studies carried out in vertebrates from those done in invertebrates, the conservation of mechanisms and the continuum among all living forms render unjustified to maintain this separation. Data will be duly referred to the organism in which they were obtained but, beyond the diversification and specialization of protein family members, the synapse should be viewed as a conserved device for fast communication between neural cells in all animals; in essence, a form of Ca 2þ -dependent localized exocytosis which constitutes the functional unit of all nervous systems. Mechanisms involved in neurotransmitter release and vesicle fusion operate in the millisecond time range and have been reviewed recently; thus, will not be considered here (K€ orber & Kuner, 2016) .
It is quite appropriate that this review is dedicated to prof. Harold L. Atwood on the occasion of his academic retirement. Over two hundred original publications on the biology of the synapse is a compelling evidence to sustain his significant contribution to the field. He is a colleague and a friend with whom some articles emerged from our past collaboration.
Building a synapse, a two sides task Although signalling pathways are usually considered as strings of molecular interactions, the in vivo context must be closer to a fluctuating matrix operating in a largely unknown landscape of compartmentalized cellular domains. Thus, one encounters signalling molecules in synaptogenesis which are also known to participate in other signalling processes; hence the need to refer to the cellular context when assigning a function to a given protein. For example, the phosphoinositide 3 kinase class I (PI3K), widely known for its role in growth control, is also involved in synaptogenesis in Drosophila and vertebrates (Cuesto et al., 2011; Jordan-Alvarez, Fouquet, Sigrist, & Acebes, 2012 ; Jordan-Alvarez, Santana, Casas-Tint o, Acebes, & Ferr us, 2017; Mart ın-Peña et al., 2006) . The recently discovered PI3K pathway for synaptogenesis includes the Wit receptor, the ligand Gbb, and the MAPkinases cascade ( Figure 1 ). Further down in the hierarchy, Bsk/JNK undergoes regulation by Puc and Ras85D which results in a narrow range of activity of Bsk/JNK to determine normalcy of synapse number. The transcriptional output of this synaptogenesis pathway involves the Fos/Jun complex and the repressor Cic. Interestingly, this pro-synaptogenesis pathway has an anti-synaptogenesis counterpart which is similarly composed of small GTPases and MAPkinases, such as Ras64B, Ras-like-a, p38a and Licorne, along with Mad and Medea as transcriptional effectors (Jordan-Alvarez et al., 2017) . The antagonistic cross-regulation between components of both pathways yields a balanced output that seems to determine the number of synapses in a neuron. This type of equilibrium-based mechanisms can respond very fast to changes in the physiological status of the cell, and provide remarkable precision to the trait to be regulated, synapse number in this case (Marucci et al., 2009) .
Context-dependent functions are illustrated by the ubiquitin ligase Hiw, another signal included in the pro-synaptogenesis pathway described above for fly motor neurons, which, in the giant fibre interneuron, promotes axon pruning of neurites instead. In addition to these cell-autonomous roles, Hiw also acts on the morphology and activity of the giant fibre interneuron through signalling from the midline glia (Borgen et al., 2017) . Another ubiquitin ligase, Smurf, regulates the ubiquitination of Mad and is required in glia to mediate clearance of synaptic debris and pruning of the fly's neuromuscular junction (Chen, Yin, Cao, & Ho, 2017) . We will review glia-neuron interactions below.
Pre-and postsynaptic partners exhibit more or less conspicuous electron-dense specializations under the transmission electron microscope (Figure 2A,B ). Most, but not all, synapses can be found in the distal portion of neurites which, in motor neurons, often show the form of varicosities (a.k.a. boutons). Neurites, boutons and synapses are morphologically different features in a neuron and, consequently, the signalling for their genesis is also different (reviewed in Acebes & Ferrus, 2000; Gallo, 2011) . Genetic manipulation of synaptogenisis signals demonstrate that each of these three neural features are modified independently. For example, increasing MAPkinases Wnd or Hep elicit neurite outgrowth but only Wnd can increase synapses as well. Likewise, down-expression of Hiw increases neurites but not synapses (Jordan-Alvarez et al., 2017) . In a similar context, LIMK1 binds the synaptogenic receptor Wit to stabilize synapses, but the binding is dispensable for synapse growth and function (Eaton & Davis, 2005) . Finally, although fly motorneuron boutons usually contain one or more synapses it is not unfrequent to observe empty boutons and synapses outside boutons (e.g. See Supplementary Figure S3 in Jordan-Alvarez et al., 2017). Figure 1 . Summary of signalling interactions between pro-and anti-synaptogenesis pathways in Drosophila. Activating and repressing interactions are marked by " and n symbols, respectively. Cross interactions between members of both pathways sustain the balanced equilibrium of signalling, hence the use of the yin-yang symbol. The actual number of synapses established by a neuron over its target should result from the signalling output determined by the functional status of both cells. Note the similar nature of signalling members in both pathways; for example: small GTPases (Ras85D and 64B), or MAPKs (Wnd, Hep and p38, Lic), etc. The acronyms for the corresponding vertebrate homologues are shown in parenthesis. Original data are from Ferr us's lab.
Mechanistic differences between neuritogenesis and synaptogenesis are also evident in vertebrates. The hepatocyte growth factor (HFG) induces phosphorylation of the MET receptor triggering two different signalling pathways mediated by the kinases ERK1/2, and Akt. These events are accompanied by two major morphological changes: increase in total dendritic growth and increase of synapse density. Selective inhibition of each signalling pathway, ERK1/2 or Akt, alters only one of the two distinct events. The ERK pathway inhibition significantly reduces the HGF-induced increase in dendritic length, but had no effect on synapse density. In contrast, inhibition of the PI3K/Akt pathway reduces the HGF-induced increments in synapse density, with no effect on dendritic length (Eagleson et al., 2016) .
Pre-and postsynaptic specializations compose a full synapse. Since both components need to be properly localized in register for normal function, coordinated signalling to control the dynamics of their proteins assembly must be at work. Genetic driving of PI3K in fly motor neurons, even late in development, elicits the clustering of postsynaptic densities and GluRII receptors. Overexpressing PI3K selectively in the muscle target cell, however, does not elicit an equivalent reaction by the genetically normal motor neuron. This is yet another demonstration that the presynaptic cell has the capacity to induce a response of the postsynaptic cell to complete a full synapse (Jordan-Alvarez et al., 2012) .
Signalling for synapse dynamics is likely to depend on the developmental stage and dosage. In flies, the genetic down-regulation of GSK3b increases the number of synapses, while its upregulation leads to synapse loss. Likewise, in three weeks cultured rat hippocampal neurons, the pharmacological inhibition of GSK3b increases synapse density and Synapsin expression. However, experiments on younger cultures (12 days) yield an opposite effect, a reduction of synapse density. This result may unveil an age-and dosagedependent differential response of mammalian neurons to the stimulation/inhibition of GSK3b, a feature that must be considered in the context of human adult neurogenesis and Liprin-a (yellow spheres) cluster on the presynaptic membrane followed by Ca 2þ channels (blue barrels). Finally, the BRP protein forms a bouquet centred in the active zone attracting the synaptic vesicles (SV, grey spheres) through its Nc82 epitope (green dots). Meanwhile, the postsynaptic membrane accumulates GluRIIA (green barrels) and, later, GluRIIB (red barrels) receptors. (D) The register between the pre-and postsynaptic components is established by the interaction between the presynaptic Neurexin-1 (Nrx-1) and the postsynaptic Neuroliguin1 (Nrl1). Syndecan-1 (Syd-1) is thought to hold the BRP bouquet in place while the peripheral limits of the synapse are determined by the Syd-1 antagonist Spinophilin (Spn). pharmacological treatments for Alzheimer's disease based on GSK3b antagonists (Cuesto et al., 2015) .
Once the signalling for synaptogenesis has resolved the site where to build a synapse, the sequential assembly of active zone components proceeds. The sequence is now well established in Drosophila ( Figure 2C ). Liprina precedes by several hours the arrival of the ERC/CAST family protein Bruchpilot (BRP). The latter contributes to the effective clustering of Ca 2þ channels. Coincident in time with BRP arrival at the active zone, the postsynaptic GluR receptors become clustered as well (Fouquet et al., 2009) . Proper alignment between pre-and postsynaptic sides is achieved by Syndecan (Syd-1) ( Figure 2D , E). This transynaptic protein helps to localize, but it acts independent from, presynaptic Liprina and it binds to BRP (Owald et al., 2010) . Syd-1 also interacts with Neurexin (Nrx-1) to control synapse formation. Syd-1 and Nrx-1 form a complex in vivo, to cluster and immobilize Nrx-1. On the postsynaptic side, clustering of Neuroligin1, Nlg-1, is altered in Syd-1 mutants, as it is GluR incorporation in Syd-1, Nrx-1 and Nlg-1 fly mutants. Thus, the three proteins cooperatively help the early assembly processes between pre-and postsynaptic membranes (Owald et al., 2012) . The fine contour of the presynaptic active zone seems defined by the positioning of Spinophilin, another scaffold protein that binds the C-terminus of Nrx limiting the extent of the Nrx-1/Nlg-1 signalling by antagonizing Syd-1 (Muhammad et al., 2015) . An additional group of adhesion molecules with a role in synaptogenesis is represented by the Calsyntenins (CST). It has been proposed that a CST-3 may contribute from the presynaptic side to the formation of inhibitory synapses through an indirect interaction with Nrx .
The Ras-related in brain 3 (Rab3) interacting molecules (RIM) are key elements for proper location of Ca 2þ channels in the active zone of the synapse. RIMs tether N-and P/Qtype Ca 2þ channels to presynaptic active zones via a direct PDZ-domain-mediated interaction (Kaeser et al., 2011) . In the inner hair cells of the mouse auditory system, three RIMs, 2alpha, 2beta and 3gamma contribute to the clustering of Ca v 1.3 Ca 2þ channels and their depletion cause hearing impairment (Jung et al., 2015) . The RIM-binding proteins (RBPs) at the murine retina synapses between the rod bipolar and the amacrine type 2 cells, tether the L-type Ca 2þ channels to the active zones allowing to synchronize vesicle exocytosis and, thus, effective neurotransmitter release (Luo, Liu, Sudhof, & Acuna, 2017) . A RIM-related protein from Drosophila, Fife, positions the clusters of Ca 2þ channels and vesicle release sites within nanometre distance of each other (Bruckner et al., 2017) .
The assembly of clusters of postsynaptic proteins also requires anchoring proteins to stabilize them. The trans-synaptic organizing protein ephrin-B3 controls the localization and stability of postsynaptic density-95 (PSD-95). A MAPKdependent phosphorylation site on ephrin-B3, Ser332, mediates the activity dependent changes in PSD95 clustering (Hruska, Henderson, Xia, Le Marchand, & Dalva, 2015) . Simultaneous time-lapse imaging of PSD-95 and Ca 2þ /calmodulin-dependent protein kinase II (CaMKII) at the synapse, demonstrate the high turnover of these synapse components. Both proteins move into and out of the same synapse independently, so that synapses cycle rapidly between states in which they are enriched for none, one or both proteins. Phospho-CaMKII and PSD-95 are present more often at stable than labile contacts, and both of them can change localization over a time-scale of hours (Taft & Turrigiano, 2014) .
It is well established that activity-induced shrinkage and retraction of dendritic spines depend on activation of the NMDA-type glutamate receptor (NMDAR), which leads to influx of extracellular Ca 2þ ions and activation of Ca 2þdependent phosphatases that modify the spine cytoskeleton, suggesting that influx of extracellular Ca 2þ drives spine shrinkage. However, non-ionotropic function of the NMDAR also regulates synaptic strength (Nabavi et al., 2013) . Additional support to this phenomenon has been obtained by two-photon glutamate uncaging and time-lapse imaging of rat hippocampal CA1 neurons, in the presence of the NMDAR d-serine/glycine binding site antagonist 7chlorokynurenic acid (7CK), which blocks the Ca 2þ influx (Stein, Gray, & Zito, 2015) .
Work with primary cultured cortical neurons show that Arc/Arg3.1 mRNA and Arc/Arg3.1 protein dynamically increase within 24 hr after glutamate treatment. This increase could be prevented by the NMDAR inhibitor DL-AP5, but not the AMPAR inhibitor NBQX, or by blocking the activation of ERK or CREB. That is, the glutamate-induced increase of Arc/Arg3.1 relies on a NMDAR mechanism that is independent of Ca 2þ influx .
Fine tuning of synapses
Activity-dependent changes at the synapse can be detected remarkably fast. High-resolution light microscopy on the Drosophila larval NMJ revealed an increase in the amount of the active zone protein Bruchpilot and an enlargement of the presynaptic cytomatrix structure which regulates the number of release-ready vesicles within minutes of presynaptic strengthening (Weyhersm€ uller, Hallermann, Wagner, & Eilers, 2011) .
In general, neurons with large number of synapses exhibit a low probability of neurotransmitter release per synapse and vice versa. This antagonistic correlation was considered until recently as an epiphenomenon resulting from neuron homeostasis. However, mutants in the Drosophila Ca 2þbinding protein Frequenin (Frq) offer a possible mechanism to explain the opposite co-regulation. Loss-of-function Frq mutants increase the number of synapses while reducing the probability of release per synapse. In turn, excess-of-function Frq mutants exhibit the reverse phenotypes (Dason, Romero-Pozuelo, Atwood, & Ferr us, 2012; Romero-Pozuelo, Dason, Atwood, & Ferr us, 2007) . The Frq mechanism includes the functional interaction with the a1 subunit of Ca 2þ channels (Dason et al., 2009) . Drosophila and Danio exhibit two Frq genes, Frq1 and Frq2, whose protein sequences are 95% identical. Fly Frq2, but not Frq1, bind the guanyl-exchange factor Ric8a, as it does the single vertebrate homologue, NCS-1 (Romero-Pozuelo et al., 2014) . Consistent with the GEF nature of Ric8a, specific members of the Ga protein family are involved, either in synaptogenesis (Gs) or in synapse release (Gq) (see below). Thus, the antagonistic co-regulation seems to result from a common path, Frq2/NCS-1 binding to Ric8a, which diverges later on toward specific Ga interactions to regulate synapse number or release. Identifying the specific partners of Frq1 or alternative binding sites in NCS-1 would help to complete this co-regulatory process.
Optimal function results from a bidirectional modulation between the stoichiometry of specific proteins and the activity regime of the synapse. Relevant protein species include neurotransmitter receptors, voltage gated Ca 2þ channels and Ca 2þ -binding proteins among others. Recent progress in this scenario incorporates the axonal transport system as an additional level of regulation. This has been illustrated in the Caenorhabditis elegans homolog of CAMKII, UNC43, which targets the kinesin light chain to mediate the transport, plasma membrane insertion and removal of the AMPA receptor (Hoerndli et al., 2015) . CAMKIIa also binds the metabotropic receptor 1 (mGluR1) which is coupled to Ga(q) (see section on G-protein coupled receptors below). The binding is augmented by Ca 2þ , it implies the phosphorylation of the receptor at the T871 site and constitutes a feedback loop that facilitates desensitization of mGluR1 (Jin et al., 2013) .
In addition, AMPA receptor transport requires Ca 2þ release from internal deposits. Upon Ca 2þ release from the endoplasmic reticulum (ER) via the IP3 and ryanodine receptors, CaMKII becomes activated and enters a PICK1containing complex that interacts with the GluA2 C-terminal domain of AMPA and stimulates its exit from the ER and cell surface trafficking (Lu et al., 2014 ). An equivalent transport system for pore-forming Ca 2þ cannel subunits of the P/Q and T types seems to depend on the actin-binding protein Kelch-like 1 (KLHL1), albeit the mechanism is still poorly known (Perissinotti et al., 2014) . Another case of biologically significant equilibrium activity is represented by the a isoform of the phosphatase calcineurin (CNAa) and the kinase cyclin-dependent kinase 5 (CDK5). Acute or chronic loss of these enzymatic activities results in a sevenfold increase on single action potential-driven exocytosis. This control is achieved through the Ca v 2.2 (N-type) channel (Kim & Ryan, 2013) . The balanced equilibrium between these enzymatic activities seems responsible of maintaining certain synapses unresponsive to sparse action potentials.
Structural changes at the postsynaptic spine result from synaptic activity and, thus, Ca 2þ transients. Microtubules enter spines from specific sites at the base of spines as part of the process of spine activation. The Ca 2þ dynamics promotes the transient and local polymerization of F-actin. Further, F-actin fibres interact with microtubules through a mechanism mediated by Debrin (Merriam et al., 2013) . Ca 2þ channel associated factors can exert profound effects on the channel permeability and, thus, on synapse activity. A remarkable case is the family of glycosylphosphatidylinositol (GPI)-anchored subunits represented by the several a2d.
Three of them, a2d-1, a2d-2 and a2d-3, are involved in pain perception. They contribute to Ca 2þ -channel driven exocytosis at the synapse through an extracellular metal iondependent adhesion site (MIDAS) which is located within the Willebrand A domain of these a2d. Interestingly, the MIDAS-dependent function is independent from an additional role of a2d protecting exocytosis from blockade by intracellular Ca 2þ chelators (Hoppa, Lana, Margas, Dolphin, & Ryan, 2012) . The dual role of the channel associated factors justifies their pharmacological relevance, as the neuropathic analgesics gabapentin and pregabalin target a2d-1, a2d-2 and a2d-3, respectively. Another GPI-anchored peptide is quiver (qvr) (a.k.a sleepless/sss) whose mutants exhibit strong motor effects and synapse excitability alterations (Ruan et al., 2017) . In this case, qvr peptide seems to have functional interactions with K þ channels (Shaker), nicotinic Ach receptor (Wu, Liu, & Joiner, 2016) , GABA transaminase , among other targets.
Maintenance of synapse morphology is dependent on activity. Ca 2þ influx through the L-type Cav1.3a is required for proper size of ribbon synapses in sensory hair cells of zebra fish (Sheets, Kindt, & Nicolson, 2012) . The proper number of ion channels is also regulated by scaffolding proteins coupled to the ubiquitin degradation pathway. This is the case of Harmonin and the Cav1.3 (Gregory et al., 2011) among others. Fine tuning of synapse activity is also achieved by sets of counteracting ion channels. For example, the Ca 2þ influx that promotes neurotransmitter release may also trigger a Cl À flux that shortens action potential duration, dampens excitatory synaptic potentials, impede temporal summation and raises the threshold for action potential generation in hippocampal neurons. Further, out of the two reported types of Ca 2þ -activated chloride channels, TMEM16A and TMEM16B, only the latter seems effective in the hippocampus (Huang et al., 2012) . The widespread regulatory effects of the Ca 2þ -binding protein Calmodulin (CAM) are further enriched by the identification of functions for the Ca 2þ -free form (apoCAM). That form, on its own, can bind and favour the opening of Ca 2þ channels. Actually, splice variants of these channels exhibit different affinities for apoCAM (Adams, Ben-Johny, Dick, Inoue, & Yue, 2014) .
Synapses must work under environmental conditions external to the organism and under the metabolic rate of the neuron. Temperature is a functional constrain for synapse activity, in particular when high frequency firing is required. Studies on Ca 2þ dynamics in Drosophila have revealed that the thermal limit of synaptic transmission may be directly linked to the stability of ATP-dependent mechanisms that regulate intracellular ion concentrations (Klose, Atwood, & Robertson, 2008; Klose, Boulianne, Robertson, & Atwood, 2009 ). In addition to synapse strengthening, de novo synaptogenesis is required for long term memory (LTM). In a a-calcium/calmodulin kinase II autophosphorylation-deficient (T286A) mutant that impairs synapse strengthening, contextual LTM formation is linked to PSD95 up-regulation followed by the generation of multi-innervated spines and activation of mTOR signalling (Radwanska et al., 2011) .
Either excess or deficit in the number of synapses can lead to pathology. In the case of the Fragile X-syndrome (FXS), neurons of patients or fmr1 mice or fly mutants show postsynaptic spines at increased density and with long neck morphology which has been interpreted as defects in synapse maturation or pruning (Antar, Li, Zhang, Carroll, & Bassell, 2006; Gatto & Broadie, 2008; Pfeiffer & Huber, 2007) . As in humans, homozygous and heterozygous fmr1 mutants in Drosophila are deficient in associative learning and memory (Kanellopoulos, Semelidou, Kotini, Anezaki, & Skoulakis, 2012) . Interfering with the Frq2/NCS1-Ric8a binding described above in fly fmr1 mutants restores the synapse number and the learning abilities to normal values (Mansilla et al., 2017) .
Synapse elimination toward the end of early development, the so-called "pruning" effect, is clearly relevant for normal biology. However, the mechanisms that lead to building an apparent excess of synapses to be followed by their pruning remain largely unknown. Mice deficient in the complement protein C1q or the downstream C3, fail to prune synapses during refinement of retinogeniculate connections. Neuronal C1q is normally downregulated in the adult CNS; however, in a mouse model of glaucoma, C1q becomes upregulated and synaptically relocalised in the adult retina, indicating that dispensable synapses are tagged by complement and this tagging is abnormally reactivated in the disease (Stevens et al., 2007) . Synapse pruning is also evident in Drosophila's embryonic motor neuron growth cones where low-frequency Ca 2þ oscillations are required for synaptic refinement. Ca 2þ transients mature over several hours into regular low-frequency (0.03 Hz) oscillations. The subsequent signalling cascade involves the phosphatases Calcineurin and protein phosphatase-1, as well the serine/threonine kinases CaMKII and PKA. This cascade modulates the neuron's response to the muscle's Sema2a chemorepellant, critical for the removal of off-target contacts (Vonhoff & Keshishian, 2017) .
G-protein coupled receptors at the synapse
Receptors coupled to G proteins (GCPR) can modulate synapse activity. One of them is the metabotropic glutamate receptor (mGluR). The three component types of the G protein complex, a, b and c, play a wide repertoire of regulatory activities. In cone photoreceptors of salamander retinas, activation of mGluR reduces Ca 2þ influx and neurotransmission. However, both effects are mechanistically independent because the bc dimer interacts with SNAP-25 to modulate synaptic vesicle fusion without altering significantly the Ca 2þ influx (Van Hook et al., 2017) . Other GPCRs, however, use the Gbc dimer to elicit an increase of the Ca 2þ influx and promote spinogenesis, as illustrated by Frizzled9 (FZD9) receptor upon binding to its ligand the growth factor Wnt-5a in hippocampal neurons (Ramirez, Ramos-Fernandez, Henriquez, Lorenzo, & Inestrosa, 2016) . The mammalian Wnt is represented in Drosophila, where it was first identified, and named Wingless (wg). In both sets of species, this family of growth factors is involved in multiple functions including, segment polarity, cell differentiation, synapse maintenance and, when defective, may result in cancer or neurodegeneration (rev. Arn es & Casas-Tint o, 2017).
Classical GPCRs such as a2, GABA(B) and CB1 use the bc dimer to interact with Ca 2þ channels, K þ channels or other synaptic proteins that mediate neurotransmitter release. In certain contexts, however, it is the Ga monomer that inhibits presynaptic Ca 2þ channels via a cAMP cascade which includes the 4 phosphodiesterase (PDE4). This feature occurs in retinal rod bipolar synapses and is remarkably similar to the Gbc-cGMP-guanylate cyclase/PDE6 strategy that occurs in phototransduction (Dong, Guo, Ye, & Hare, 2014) . This is another example of two similar, albeit distinct, mechanisms to attain the same biological effect, down regulation of Ca 2þ influx, operating in two different cellular contexts, synapse transmission and phototransduction, in the retina. A family of GPCRs exhibits an extracellular N-terminal region with multiple adhesion domains connected to the core GPCR moieties by G-protein proteolysis sites. Humans have 33 of them but their functions remain largely unknown. At least one case is involved in spino-and synaptogenesis. The brain-specific angiogenesis inhibitor 1 (BAI1) receptor recruits proteins to synapses through its interaction with the polarity protein Par3/Tiam1 (Duman et al., 2013) . Tiam1 is a Rac1-guanine nucleotide exchange factor that becomes restricted to spines, which implies a spatial control of Rac1 activation. This allows Par3 to promote synapse formation .
A structurally related family of GPCRs is the latrophilin (LPHN) characterized by their high affinity binding to Teneurins, a ubiquitous group of multifunctional transmembrane proteins represented in vertebrates by four members. All Teneurin genes encode in their terminal exons small peptides that can bind to Teneurin C termini, TCAP1-4. TCAP-1 interacts with LPHN, through the association with b-dystroglycan, to induce a tissue-dependent signal cascade that modulates cytoskeletal dynamics. TCAP-1 reduces stress-induced behaviours associated with anxiety, addiction and depression in a variety of models, in part, by regulating synaptic plasticity (Woelfle, D'Aquila, Pavlovic, Husic, & Lovejoy, 2015) .
Some GPCRs play specific roles only at juvenile stages of development. This is the case of dopamine 2 receptors (D2R) for spine morphogenesis. Activation of D2R reduces spine number via GluN2B-and cAMP-dependent mechanisms in mice. If D2R are overactivated, due to mutations in the schizophrenia-related gene Dtnbp1, spines are reduced in number, the connectivity in the entorhinal-hippocampal circuit is altered and the spatial working memory is impaired. These effects can be prevented to a large extent if young mice are fed with D2R blockers (Jia, Zhao, Hu, Lindberg, & Li, 2013) . A peculiar case of synaptic modulation by GPCRs is illustrated by Fmrf receptor (FR) and Drosomyosupressin Receptor-2 (DmsR-2). Both receptors share the same ligand, the peptide DPKQDFMRFamide. The coincident detection by both receptors modulates synapse activity through the Ca 2þ -induced Ca 2þ release from cell internal deposits (Klose, Dason, Atwood, Boulianne, & Mercier, 2010).
Many proteins exhibit a structural motif known as PDZ (postsynaptic density protein of 95 kDa, disc large, zona occludens-1) which facilitates interactions among PDZ containing partners, many of which are synaptic. This extensive field has been recently reviewed (Dunn & Ferguson, 2015) and, consequently, will not be covered here. An exhaustive account of GPCR interactions relevant for spine morphogenesis and structural reorganizations in general, can be found in another recent review (Leung & Wong, 2017) .
Circadian changes of synapses
That synapses change during the light/dark (L/D) cycle has been known for a long time and documented in several species. However, the current scenario shows a wide diversity of context-dependent changes (rev. Frank & Cantera, 2014) (see below). The molecular components of the circadian clock known to date include the heterodimer CLOCK/ CYCLE (CLK/CYC) which binds to the regulatory regions of timeless (tim) and period (per) genes. Both, tim and per genes are transcribed during the day, but by early night, TIM and PER protein levels rise, dimerize and translocate to the nucleus, where they bind to CLK/CYC and block their own transcription (rev in Jarabo & Martin, 2017) . In this way, the system generates a transcriptional feedback loop that constitutes the foundation of circadian periodicity. CRYPTOCHROME (CRY) is a cell-autonomous blue light photoreceptor that mediates the entrainment of the core clock by light, through degradation of TIM upon light stimulation (rev in Ozkaya & Rosato, 2012) . Concerning the architecture of the neuronal system, in adult Drosophila the circadian pacemaker network includes several groups of neurons comprising about 150 cells (rev in Hardin, 2011) .
In addition to its circadian activities, Drosophila CRY plays a role in magnetoreception, phototransduction and synapse activity. Based on a yeast-two hybrid assay, CRY physically interacts with the presynaptic protein Bruchpilot (BRP). The CRY-BRP complex is located in visual synapses mainly. Light activated CRY seems to decrease BRP levels in the terminals of the visual lamina neurons by targeting it to degradation (Damulewicz et al., 2017) . In the same line, fly lamina neurons (L2 monopolar interneurons) exhibit structural and synapse number rhythmic changes that depend on the normal activity of the per gene, and involve the cyclic expression of the synaptogenic signalling by TOR, PI3K and AKT, as well as that of the autophagy genes Atg5 and Atg7 (Kijak & Pyza, 2017) .
Circadian changes can be detected in the structure of clock neurons themselves. The Drosophila s-LNv neurons change their amount of axonal material in line with the fasciculation/defasciculation cycles. These features are mediated by rhythmic Rho1 activity that retracts axonal termini by increasing myosin phosphorylation concomitant with presynaptic and dendritic markers. Rhythmic Rho1 activity is regulated by the cyclic transcription of Puratrophin-1-like (Pura), a Rho1 GEF (Petsakou, Sapsis, & Blau, 2015) . The sLNv neurons also undergo changes in connectivity partners. Synapses are dismantled or built between late night and the following morning but, based on the sensitive GRASP technique these neurons seem to contact different partners at different times along the day which implies different paths of information processing (Gorostiza, Depetris-Chauvin, Frenkel, Pirez, & Ceriani, 2014) .
Circadian changes in synapse number have been documented also in living zebrafish larvae by means of time-lapse two-photon imaging of the presynaptic marker Synaptophysin in hypocretin/orexin (HCRT) neurons. The mechanism sustaining these changes includes the rhythmic expression of NPTX2, a protein that helps to cluster AMPA receptors. The NPTX2 encoding gene is mostly expressed in hypothalamic and pineal gland cells and its overexpression increases synapse number and abolishes rhythmicity in HCRT axons. These cyclic changes are also affected by sleep deprivation because NPTX2 overexpressing fish are resistant to sleep-promoting effects of melatonin (Appelbaum et al., 2010) . Also in this fish, the depletion of per2 activity reduces the retina ribbon synapses, causes abnormal ON response in a visual motor assay, and reduces transcriptional expression of opsins, as well as that of other clock genes such as cry1ba and bmal1b (Huang et al., 2018) .
The suprachiasmatic nucleus (SCN) of the hypothalamus is a central pacemaker for light-dark cycle related behaviours. Its synapses contain relatively high levels of C1QL3 protein that seems to be involved in their maintenance. Knockout mice for this gene show reduced density of excitatory synapses and weak activity during the active portions of the day (Chew, Fernandez, Hattar, Sudhof, & Martinelli, 2017) . The balance between excitatory/inhibitory synapses shows circadian changes through the oscillation of transcription of Neurexin genes, in particular in SCN cells. The Neurexin genes (NRXN1/2/3) encode two families (a, b) of polymorphic proteins. Neural activity and memory formation impinge upon NRXN1/2/3a expression and alternative splicing at exons sites 3 and 4. Diurnal rhythms in NRXN1a and NRNXN2a, but not NRXN3a, transcription, exon 3/4 selective splicing, and protein levels of Neurexin-2a, PSD-95 and gephyrin have been documented in the SCN (Shapiro-Reznik, Jilg, Lerner, Earnest, & Zisapel, 2012).
Downstream from the intrinsic SCN synapse changes caused by circadian rhythmicity, SCN efferents expressing either vasopressin (AVP) or vasoactive intestinal peptide (VIP) are differentially involved in day/night SCN neuroglial changes. Synaptic inputs received by the VIP neurons, which are major integrators of photic signals in the retinal SCN subregion, increase during the day while those received by the AVP neurons remain unchanged (Girardet, Becquet, Blanchard, Francois-Bellan, & Bosler, 2010) . Glial changes include morphological coverage of dendritic versus somatic regions of VIP expressing neurons, coincident with quantitative changes in the expression of glial fibrillary acidic protein (GFAP) (Becquet, Girardet, Guillaumond, Francois-Bellan, & Bosler, 2008) .
The pineal gland hormone melatonin peaks during the night in diurnal mammals. Its actions may be channelled through its intrinsic antioxidant properties or through its binding to two GPCRs, MT1 and MT2. A set of interactome data for both receptors shows 378 putative partners, some of which are selective for MT1 and are residents in the presynapse. The MT1 receptor is found in the hypothalamus, striatum and cortex and it physically interacts with Cav2.2 channels to inhibit Ca 2þ entry in an agonist-independent manner (Benleulmi-Chaachoua et al., 2016) . Circadian changes in the synapse have been monitored through the metabotropic glutamate receptor5 (mGluR5) in mice along the day. mGluR5 levels increase during the light-on (07:00 to 15:00 hr), or sleep phase for rodents, by approximately 10% (Elmenhorst et al., 2016) . Noticeably, altered density of mGluR5 seems to occur in psychiatric disorders and, as indicated by these monitoring data, mGluR5 changes may also be involved in human mood changes. Similar to GluR5, quantitatively minor oscillations of certain protein levels during the day may have noticeable biological effects. This is the case of synaptic Shank3 in hippocampal and striatal brain neurons. Shank3 changes in these regions correlate also with serum melatonin levels and, as expected, with motor activity. The experimental increase of motor exercise leads to a rapid increase of Shank3a expression in thalamus, and cortex, but to a decrease in striatum (Sarowar et al., 2016) . This illustrates the hierarchical superposition of brain regions concerning molecular cyclic changes toward coherence of the behavioural output of the organism.
Circadian rhythmicity in synapse number is documented throughout species but not all synapse types follow the circadian changes in the same manner. In mice kept under LD conditions, the total density of synapses and the density of excitatory synapses are higher during the light period (rest phase). In contrast, the density of inhibitory synapses increases during the dark period (activity phase). Under DD conditions, the upregulation of the inhibitory synapses is retained, but that of excitatory synapses is not. Thus, the circadian plasticity concerns only synapses located on spines, as opposed to dendritic shafts, and excitatory and inhibitory synapses are differently regulated during the 24 hr cycle: the excitatory ones are modified by light, whilst the inhibitory synapses are driven by the endogenous circadian clock (Jasinska et al., 2015) . Sometimes the observed circadian changes in synapse number seem counterintuitive. The flight motor neuron MN5 of Drosophila under LD condition shows more synapses at midnight that at midday, suggesting that the rest period is used to form new synapses which are disassembled during flight activity at light time (Ruiz et al., 2013) . The vertebrate's somatosensory cortex also shows cyclic changes in synapse number (Jasinska et al., 2014) .
Some synapses may exhibit infra-circadian cyclic changes. For example, in the Drosophila lamina neurons of the optic lobe, the number of the so-called tetrad synapse increases twice a day, once in the morning and again in the evening (Gorska-Andrzejak et al., 2013) . The same neurons exhibit other type of synapse, the so-called feedback synapse. One scaffold component of most fly synapses, the Bruchpilot (BRP) protein, exists in two isoforms, 190 and 170 kD. The quantification of tetrads and feedback synapses in isoform specific mutants suggests that each BRP isoform contributes differently to each synapse type and time of the day . The heterogeneity of circadian changes expands also to regions of the same nervous system and protein components of the synapse. In the Drosophila optic lamina, the levels of the postsynaptic density Disc Large (DLG) oscillates both, under LD and DD conditions. However, in contrast to the lamina, the transcription of dlg gene in the central brain oscillates under the LD condition only. Other synaptic genes, as those encoding BRP or SYN, do not cycle their transcription in the central brain under LD neither DD conditions (Krzeptowski et al., 2014) .
Electrical synapses are also subject to circadian changes. Rod photoreceptors in the mice kept under circadian conditions show a median junctional conductance of 98 pS during the subjective day and 493 pS during the subjective night. Conductance in dark adapted animals is about 140 pS regardless of the time of the day, while adaptation to bright light reduces it to near 0 pS, at all times during the circadian cycle (Jin & Ribelayga, 2016) .
Glial cells also undergo circadian changes in activity and molecular components as illustrated by the astrocyte brain fatty acid binding protein Fabp7 which shows a diurnal regulation of gene and protein expression throughout the mouse brain. The mechanism that mediates this phenomenon includes the binding of the 3 0 UTR region of the Fabp7 mRNA to the cytoplasmic polyadenylation element-binding protein 1 (CPEB1), that effectively regulates trafficking and translation of the mRNA (Gerstner et al., 2012) . Microglia also exhibits a circadian clock. One of the effects is the cyclic secretion of Cathepsin S (CatS). Mice deficient in that gene lose the diurnal variation of evoked synaptic response of cortical neurons, and behave abnormally during social interactions (Takayama, Zhang, Hayashi, Wu, & Nakanishi, 2017) . Circadian rhythm includes oscillations of glucocorticoids. Peak concentrations of the later promote synaptogenesis and facilitate learning. In turn, sustained or excessive glucocorticoid levels, as those attained during stress, lead to synapse elimination and disrupt previously acquired memories. The synaptogenic effect can be achieved through the LIM-kinase-Cofilin pathway while the synapse elimination effect requires transcriptional changes and mineralocorticoid receptor activation (Liston et al., 2013) .
The body of data available so far clearly shows that changes in synapse number, protein composition and neurite morphology are specific to the neuronal system and activity regime of the circuit. As an attempt to provide a frame where to accommodate current data, a model has been proposed: the "State-clock model of synaptic plasticity" (Figure 3 , Frank & Cantera, 2014) . In essence, the model aims to reconcile the activity cycle present in all organisms and cells with the experience-dependent changes that all synapses undergo. The direction and phase of the cycle where synaptic changes may occur, however, are diverse. Beyond the obvious differences that diurnal versus nocturnal physiologies represent in all animals, experimental conditions in the laboratory are an additional matter of concern. While laboratory studies are carried out under 12 hr/12 hr of L/D conditions, natural environment include the key phases of light transitions: sunset and sunrise. The first lab study to incorporate these transitions already showed significant changes in the activity pattern along the 24 hr period. In particular, the Drosophila resting period in the middle of the day ("siesta" time) and the morning anticipation do not appear under natural-like conditions (Vanin et al., 2012) . The raising debate on the significance of these effects to draw conclusions applicable to humans, whose current living habits are also quite different to those of our ancestors, ensures unexpected findings to come (Jarabo & Martin, 2017) .
Glia, the third element
Early in the last decade, it became evident that glial cells play essential roles in neuron biology. Work in C. elegans showed that glial ablated animals exhibit profound sensory deficits, abnormal neuron morphology and behaviour. One of the glia enriched genes first identified, fig-1 , encodes a labile protein with a conserved thrombospondin 1 (TSP1) domain (Bacaj, Tevlin, Lu, & Shaham, 2008) . Transcriptomic databases of astrocytes at the times of synapse formation and elimination show that this type of glial cells are particularly enriched in metabolic, lipidogenic and phagocytic pathways such as those mediated by draper/Megf10 and Mertk/ integrin alpha(v)beta5. Further, the transcriptional profile of astrocytes reveals it as very different from that of oligodendrocytes consistent with the mounting evidences on glial cell heterogeneity (Cahoy et al., 2008) . The repertoire of glial types and their putative homologies across species have been reviewed recently (Losada-P erez, 2018).
Certain types of glia play specific roles in synapse biology. For example, reactive astrocytes enwrap, engulf and may digest dystrophic neurites in the hippocampus of amyloid precursor protein/presenilin-1 (APP/PS1) mice and Alzheimer disease patients. However, microglia, the brain phagocytic population, is apparently not engaged in this clearance (Gomez-Arboledas et al., 2018) . However, a different report with data from AD patients suggests a role for microglia promoting amyloid clearance accompanied by synapse loss. The DNA-RNA binding protein TDP-43 mediates this process since mutant mice for this gene exhibit reduced amyloid load in an AD model and, at the same time, display a drastic synapse loss, even in the absence of amyloid (Paolicelli et al., 2017) .
Microglia also controls inhibitory synapses, albeit of the glycinergic, rather than the GABAergic, type. This is achieved via modulation of the diffusion dynamics and synaptic trapping of glycine (GlyR), but not GABA A , receptors in the spinal cord. The microglia-synapse cross talk requires production of prostaglandin E2 by microglia which activates neuronal EP2 receptors and cyclic adenosine monophosphate-dependent protein kinase (Cantaut-Belarif et al., 2017) .
In addition to microglia, astrocytes also contribute to synapse elimination during development and in the adult. This process requires the MEGF10 and MERTK phagocytic pathways, and is strongly dependent on neuronal activity. Developing mice deficient in both astrocyte pathways fail to refine their retino-geniculate connections and retain excess of functional synapses. In the adult mouse brain, astrocytes continuously engulf both excitatory and inhibitory synapses (Chung et al., 2013) . Among the several mechanisms that mediate astrocyte-initiated changes in synapse number under stress conditions are those represented by the CRH family of peptides and their Urocortin (UCNs) partners. The activation of the CRH receptor 1 (CRHR1) attenuates synaptogenesis in the hippocampus. UCN2 and 3 are agonists selective for a different, but structurally similar, receptor CRHR2. However, UCN2, but not UCN3, treated slice cultures increase SynapsinI and PSD95 levels. Consistently, the CRHR2 antagonist Astressin 2B reverses this effect. If isolated neuronal cultures are used instead of slices, UCN2 decreases the number of synapses via CRHR2, pointing toward a key role for the missing cells, the glia. Actually, treatment of hippocampal neurons with media from UCN2treated astrocytes yields the expected increase of SynapsinI and PSD95-labelled terminals, and this effect requires the induction and secretion of NGF from astrocytes. As a corollary, UCN2 and UNC3 must play differential roles when signalling through CRHR2 (Zheng, Zhang, & Ni, 2016) . NGF secretion also mediates the expression of GluN2A and Figure 3 . State-Clock model of synaptic changes. As proposed (Frank and Cantera, 2014) , the biological clocks would drive the 24 hr rhythms in synaptic plasticity. The experience dependent changes in synapses would occur during the activity phase and be consolidated during the inactive phase, but the direction of these changes would not be fixed. In mammals, oscillations in the hypothalamic-pituitary axis (HPA) activity would increase global cortical synaptic activity.
GluN2B, two subunits of NMDAR which protect synapses from Ab toxicity .
Astrocytes may suffer deleterious effects by long exposure to amyloid b40 peptide, and these effects can be transmitted to naïve hippocampal neurons when co-cultured. The reflected neural dysfunctions include decrements of EPSCs and mEPSC frequency, along with reduced number of excitatory synapses. Interestingly, release probability per synapse is increased under this co-culture condition (Kawano et al., 2017) . Likely, the increase of release probability per synapse results from the antagonistic co-regulation with synapse number described above in the context of Frq2/NCS1 versus Ric8a mechanism.
Bidirectional interactions between astrocytes and neurons have been studied under several types of abnormal conditions. Under brain ischemia, neurons release urokinase-type plasminogen activator (uPA) and astrocytes recruit the uPA receptor (uPAR) to their plasma membrane. Binding of neuronal uPA to astrocytic uPAR activates them, and activated astrocytes promote synaptic recovery in neurons. The neuronal recovery mechanism does not require Plasmin, but instead is mediated by ERK1/2-regulated STAT3 phosphorylation, astrocytic thrombospondin-1 (TSP1) and synaptic low-density lipoprotein receptor-related protein-1 (LRP1) (Diaz et al., 2017) . Work on eye-globe pressure models in macroglia/neuron cultures indicate that pressure activated macroglia alters presynaptic proteins of retinal neurons, and macroglia-derived thrombospondin 2 may modulate these changes via binding to its neuronal receptor a2d-1 .
Astrocytic response to axonal insult may occur at long distance from the injury site. Experimental transection of mice extracranial facial nerve causes a remote reaction in astrocytes through the signal transducer and activator of transcription-3 (STAT3) protein. STAT3 leads to the reexpression of a synaptogenic molecule, thrombospondin-1 (TSP-1), independently from supporting neuronal integrity (Tyzack et al., 2014) . In Drosophila, the range of astrocytic signalling for the modulation of synaptic transmission via glutamate transport (Eaat1) may occur within 1 mm of the synapse site in the absence of glial wrapping of neuron terminal (MacNamee et al., 2016) .
Changes in synapse number can be elicited by the same type of molecule acting from neuron or from glia. The major histocompatibility complex class I (MHCI), although mainly expressed in neurons, it is upregulated in astrocytes following systemic immune activation. Mice injected with polyinosinic-polycytidylic acid or interferon (IFNc), show this upregulation in medial prefrontal cortex (mPFC) astrocytes. In addition, these molecules over-activate microglial cells, reduce parvalbumin-positive cell number and reduce dendritic spine density in mPFC. These cellular and molecular changes result in social and cognitive deficits (Sobue et al., 2018) . Similarly, type I IFN stimulated microglia can engulf neuronal and synaptic materials in the auto-immune disease systemic lupus erythematosus (Bialas et al., 2017) . Glial-to-neuron communication may involve extracellular vesicles enriched in miRNAs that regulate the expression of key synaptic proteins. The miR-146a-5p, a microglia-specific miRNA not present in hippocampal neurons, controls the expression of presynaptic synaptotagmin1 (Syt1) and postsynaptic neuroligin1 (Nlg1), an adhesion protein required in spine formation and excitatory synaptic stability (Prada et al., 2018) .
In addition to neurons, glial cells contribute to memoryrelated functional changes such as long-term potentiation (LTP). Ca 2þ -dependent release of D-serine from a single astrocyte controls NMDAR-dependent plasticity in many thousands of excitatory synapses nearby (Henneberger, Papouin, Oliet, & Rusakov, 2010) . Astrocytes contribute to LTP of CA3-CA1 hyppocampal synapses using ephrin-A3, a ligand of Eph4 which resides in postsynaptic CA1 neurons. Ephrin-A3 modulates glutamate transporter currents in astrocytes (Filosa et al., 2009) . Astrocytic ephrin-B1 also contributes to injury-induced synapse remodelling through the activation of STAT3 signalling (Nikolakopoulou et al., 2016) . Another mechanism by which astrocytes contribute to memory formation is the recycling of gliotransmitters. Astrocytes recycle BDNF previously secreted by neurons as pro-neurotrophin during LTP induction. Upon recycling, temporal and localized TrkB phosphorylation on adjacent neurons occurs, thus expanding BDNF action (Vignoli et al., 2016) .
The role of glia in memory formation is also illustrated in Drosophila by the adhesion molecule Klingon (Klg). It localizes to the neuron/glia interface and its expression in both cells is required for long term memory (LTM). Also, klg mutants under-express the glia-specific transcription factor Repo. Actually, glial expression of Repo is necessary and sufficient to restore LTM in klg mutants (Matsuno et al., 2015) . Further, one of the Repo targets identified by chromatin immunoprecipitation is Wingless, a well-known growth factor for glutamatergic synapses in Drosophila. Thus, glial cells help the assembly of glutamate receptors at the postsynaptic site of neurons (Kerr et al., 2014) . Whether glial Wg acts via secretion or by selective neuronal capture from the glial membrane is still controversial.
Many neural dysfunctions that manifest in the adult result from altered synaptogenesis during development. Immune challenges during second postnatal week in the mouse promote excitatory synapse formation that enhances seizure susceptibility. This process is mediated by the activation of Toll-like receptor 4 (TLR4) in astrocytes and the subsequent increase of Erk1/2 and phospho-Erk1/2 levels (Shen et al., 2016) . Complement activation and microglia-mediated synaptic pruning are drivers, as opposed to consequences, of some neurodegenerative processes. In the deficiency in frontotemporal dementia (FTD) caused by the deletion of the mouse progranulin gene (Grn), there is an age-dependent, progressive upregulation of lysosomal and innate immunity genes, increased complement production, and enhanced synaptic pruning by microglia. These glial cells infiltrate and eliminate preferentially inhibitory synapses in the ventral thalamus which results in hyperexcitability of thalomocortical circuits and, thus, obsessive-compulsive disorder (OCD)like grooming behaviours. Deleting the complement-signalling C1qa gene significantly attenuates all these features in the Grn mutant mice (Lui et al., 2016) .
Based on human astrocyte/rat hippocampal neuron cocultures, it has been reported that Down's syndrome (DS) astrocytes are involved in spine formation and reduced synaptic density through the astrocyte secreted protein Thrombospondin 1 (TSP-1) which is depleted in the disease. Mutant mice for TSP-1 reproduce similar structural deficits as DS astrocytes (Garcia, Torres, Helguera, Coskun, & Busciglio, 2010) . In addition, DS astrocytes exhibit higher levels of reactive oxygen species and lower levels of synaptogenic molecules. DS astrocyte conditioned medium is toxic to neurons and fails to promote neurogenesis of endogenous neural stem cells in vivo. It is reported that the antibiotic minocycline partially corrects these pathological effects of DS astrocytes by modulating the expression of S100B, GFAP, iNOS and thrombospondins 1 and 2 in DS astrocytes (Chen et al., 2014) . The same antibiotic seems effective to prevent the microglia-originated inflammatory effects in the oculoleptomeningeal amyloidosis where TNFa and IL-6 eventually cause synapse loss and extensive neuronal apoptosis (Azevedo et al., 2013) .
Neuroinflammation is a common feature of many neuropathologies, and microglia and complement are usually involved. Experimental inhibition of C1q, the trigger of the classical complement cascade, C3, or the microglial complement receptor CR3 reduces the number of phagocytic microglia, as well as the extent of synapse loss in an Alzheimer's disease mouse model (Hong et al., 2016) . In response to inflammation, GABA receptor subunits are downregulated via TNFa signalling. TNFa enhances the association of protein phosphatase 1 to GABA A R b3 subunit dephosphorylating a site in b3 known to regulate phosphordependent interactions with the endocytic machinery (Pribiag & Stellwagen, 2013) . Microglia secreted IL-1b causes axonal demyelinization and synapse loss, through the activation of p38-MAPK signalling (Han et al., 2017) .
Lipid metabolism is another aspect of synapse function in which glial cells play a relevant role. Hippocampal expression of the sterol regulatory element-binding protein (SREBP) and its target gene fatty acid synthase (Fasn) occurs in astrocytes but not in neurons. Mutant mice in which astrocyte SREBP activity is attenuated due to a mutation in the SREBP cleavage-activating protein (SCAP) yield decreased cholesterol and phospholipid secretion by astrocytes. These SCAP mutant mice show more immature synapses, lower presynaptic SNAP-25 levels as well as fewer synaptic vesicles, indicating impaired development of the presynaptic terminal (Van Deijk et al., 2017) . Astrocyte derived fatty acid binding protein (FAB7) influences synapse activity. Excitatory synapse number is decreased in the medial prefrontal cortex (mPFC) of Fabp7 KO mice and in neurons co-cultured with Fabp7 KO astrocytes. Accordingly, whole-cell voltage-clamp recording in brain slices from pyramidal cells in the mPFC show decreased amplitude and frequency of mEPSCs in Fabp7 KO mice. Since these mutant mice show behaviours reminiscent of human schizophrenia, it seems that lipid homeostasis may be relevant in certain neuropsychiatric disorders (Ebrahimi et al., 2016) .
Selective excitatory, as opposed to inhibitory, synaptogenesis is elicited by astrocytic ALK5/TGF-b pathway which, if triggered by extravasated albumin after brain injury, may precede the appearance of seizures. A treatment with SJN2511, an inhibitor of the ALK5/TGFb pathway is reported to prevent synaptogenesis and epilepsy (Weissberg et al., 2015) . Postnatal synapse pruning involves several signals originated in glial cells. In murine neuromuscular junctions synapse elimination requires the glial isoform of neurofascin (Nfasc155) from the myelinating glia and the neurofilament light protein (NF-L) from the neuron. Mice lacking NF-L recapitulate the delayed synapse elimination phenotype observed in mice lacking Nfasc155, suggesting that glial cells regulate synapse elimination, at least in part, through modulation of the axonal cytoskeleton (Roche et al., 2014) .
Synapse loss under glioma conditions results from a shift of signalling mechanisms between neurons and glia. Gliomas overtake neuronal glutamate signalling for their own growth advantage. Reactive oxygen species (ROS) activate transient receptor potential (TRP) channels and, thereby, TRP channels can potentiate glutamate release. Excessive glutamate released via the glutamate/cysteine antiporter xCT (system xc-, SLC7a11) renders cancer cells resistant to chemotherapeutics and exacerbate the tumour microenvironment toxic for neurons Savaskan, Fan, Broggini, Buchfelder, & Ey€ upoglu, 2015) . Neuronal activity also promotes glioma growth by the secretion of Neuroligin-3 (NLGN3) from the neuron and the subsequent signalling through the PI3K-mTOR pathway and feed forward expression of NLGN3 in glioma cells (Venkatesh et al., 2015) . In general, genes up-regulated in cancer are often down-regulated in neurodegenerative disorders and vice versa (Ib añez, Boullosa, Tabar es-Seisdedos, Baudot, & Valencia, 2014) .
Concluding remarks
Synapses have revealed as rapidly changing structures which sustain neural physiology and, hence, behaviour. A synapse can be fully built or dismantled within hours, substitute protein constituents in seconds/minutes, and modify the conformation of some of its components in milliseconds. Whether a given synapse will undergo rapid changes or, by contrast, remain stable for a long period of time is still largely unknown. In general, rates of activity either above or below uncharacterized thresholds may elicit increase or decrease of synapse number, respectively. Unravelling the mechanisms that control these thresholds is particularly relevant because, if we accept that synapses are the true functional units of the nervous system, their dynamic nature defies understanding memory formation and fidelity of its retrieval. In essence, a hypothetical neural code could not be sustained by unstable units.
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