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Abstract
We examine several problems in extremal graph theory, emphasizing problems involving games on graphs.
In Chapter 2, we study a variant of Ramsey theory, seeking Ramsey hosts with small maximum degree.
We focus on ﬁnding such hosts for trees and cycles. In Chapter 3 we consider the “on-line” version of this
problem. We model this variant using a game in which a player constructs the host graph edge by edge in
response to the actions of an adversary. Again we focus on constructing hosts for trees and cycles.
In Chapter 4 we consider a game based on graph saturation. Two players alternately select edges from a
host graph without creating any copies of a speciﬁc subgraph. One player wants to maximize the size of the
graph constructed, while the other wants to minimize it. When the host graph is bipartite and the players
must avoid 4-cycles, we give bounds on the length of the game (assuming optimal play from both players).
When the players must avoid 3-vertex paths, the graph produced is necessarily a matching. In this case we
bound the length of the game in terms of the maximum size of a matching in the host graph.
In Chapter 5 we explore a game based on graph domination. A vertex v dominates vertex w in a graph
if w is adjacent or equal to v; a dominating set is a set that dominates all vertices. In this game, two players
jointly construct a dominating set S in a graph G by alternately adding vertices; each addition must strictly
increase the number of vertices dominated. One player aims to minimize the ﬁnal size of S, while the other
aims to maximize it. We establish several bounds on the length of the game in terms of the minimum size
of a dominating set in G. We focus especially on the case where G is a forest.
In Chapter 6 we examine a more traditional variant of domination. A Roman dominating function (or
RDF) in a graph G assigns 0, 1, or 2 to each vertex so that the vertices with label 2 dominate those with
label 0. The weight of an RDF is the sum of the labels used. We provide lower bounds on the weight of an
RDF of G in terms of the number of vertices. In particular, we give tight bounds for connected graphs and
for graphs with minimum degree at least 2.
In Chapter 7 we study a graph coloring problem. Given a graph G, we assign each vertex t colors,
requiring that vertices within distance d receive fewer than d common colors. We give upper bounds on the
number of diﬀerent colors required for such an assignment in terms of the maximum degree of G.
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Chapter 1
Overview
Graphs provide simple mathematical models for complex real-world situations. A relatively young ﬁeld of
mathematics, graph theory has come into its own thanks in part to its wealth of applications to computer
science. Graphs are ubiquitous in computer algorithms, intrinsic in everything from personal GPS devices
(which use graphs to model the interstate highway system) to internet search engines (which use graphs to
model links between webpages). In studying such applications, certain extremal questions naturally arise:
given some graph parameter, how large or small could this parameter be? The answers to such questions
may have important theoretical consequences ranging from guarantees on algorithmic performance or, for
those problems that cannot be solved eﬃciently, assurances on the quality of eﬃcient approximations.
Extremal problems in graph theory often involve ﬁnding special structures that are optimal with respect
to some criterion. For example, determining the chromatic number of a graph may involve ﬁnding a proper
coloring using the minimum number of colors. In such settings, often there is a natural direction for the
optimization: when coloring a graph, it is “obvious” that we want to minimize, not maximize, the number
of colors used. However, this is not always the case. For example, the usual goal in graph matching is to ﬁnd
the largest possible matching; however, when we instead view a maximal matching as an edge-dominating
set, we suddenly want to ﬁnd the smallest maximal matching.
This motivates the study of “competitive optimization” parameters on graphs. A competitive optimiza-
tion parameter can be viewed as a game in which two players, Min and Max, collaboratively build some
desired structure. In the process, Min aims to minimize the measure of the structure produced, while Max
aims to maximize it.
Another natural source of graph-based games is the “on-line” setting. On-line graph parameters model
situations in which decisions must be made in “real time”, before all pertinent information is known. Gen-
erally, one wants to achieve some task on an input graph that is revealed gradually, instead of presented all
at once. It is often convenient to view an on-line graph parameter as arising from a two-player game, in
which one player constructs the graph and the other executes the desired task.
This thesis encompasses results on a variety of extremal problems on graphs. In Chapter 2 we study a
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variant of Ramsey theory; in Chapter 3 we study its on-line analogue. Chapters 4 and 5 explore competitive
optimization parameters inspired by saturation and domination on graphs, respectively. Chapter 6 deals
with a more traditional domination parameter, and Chapter 7.3 examines a variant of graph coloring.
In Sections 1.1-1.6, we outline the results presented in this thesis. Section 1.7 contains a brief summary
of fundamental concepts and deﬁnitions.
1.1 Degree Ramsey Theory
Informally, Ramsey’s Theorem states that large structures contain “organized” substructures. Ramsey
theory is the study of precisely how large a structure must be to ensure that it contains a substructure
with certain desired properties. For example, in any group of six people, there are either three mutual
acquaintances or three mutual strangers. Here the “large structure” is the full group of people, together
with the acquaintance relation among them; the “organized substructure” we seek is a group of three people
on whom the acquaintance relation is homogeneous. Ramsey’s Theorem states that for any integer k, there
exists an integer n such that every set of size n equipped with a relation contains a subset of size k on which
the relation is homogeneous.
In graph Ramsey theory, given a target graph G, we seek a host graph H such that every 2-coloring of
E(H) yields a monochromatic copy of G. Such a graph H is a Ramsey host for G; we then write H → G
and say that H arrows or forces G. More generally, when every s-coloring of E(H) yields a monochromatic
copy of G, we write H
s→ G. For every graph G and integer s, Ramsey’s Theorem guarantees the existence
of some graph H such that H
s→ G.
Given a graph G, classical graph Ramsey theory asks for the least n such that Kn → G; this n is the
Ramsey number of G. Equivalently, the Ramsey number of G is the minimum number of vertices in a host
graph that forces G. Another well-studied parameter, the size Ramsey number, is deﬁned to be the minimum
number of edges in such a host graph.
In Chapter 2, we seek host graphs with small maximum degree. The s-color degree Ramsey number of
G, denoted R∆(G; s), is deﬁned to be min{∆(H) : H s→ G}. Burr, Erdo˝s, and Lova´sz [23] began its study
(for s = 2), computing R∆(K1,m; 2). In [66], this result was extended to the s-color setting: R∆(K1,m; s) is
s(m− 1)+ 1 when m is odd and s(m− 1) when m is even. In Section 2.2, we use similar techniques to show
that this same bound applies more generally.
Theorem ([66]). If T is a tree in which one vertex has degree at most k and all others have degree at most
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⌈k/2⌉, then
R∆(T ; s) ≤

s(k − 1), k even;
s(k − 1) + 1, k odd.
Taking k = 2∆(T )− 1 yields the general bound R∆(T ; s) ≤ 2s(∆(T )− 1) + 1, applicable to all trees T .
We prove in Section 2.3 that this bound is asymptotically tight. In particular, we establish this tightness
when T is the double-star Sb,b, the tree with two adjacent vertices of degree b and no other vertices of degree
exceeding 1.
Theorem ([66]). R∆(Sb,b; s) = (2s− 3.5 +O(s−1) + o(1))(b − 1).
In Section 2.4, we examine degree Ramsey numbers of cycles. It follows from a result of Burr, Erdo˝s,
and Lova´sz [23] that R∆(C3; 2) = 5 and R∆(C3; 3) = 16. We determine R∆(C4; 2); no other degree Ramsey
numbers for cycles are known exactly.
Theorem ([66]). R∆(C4; 2) = 5.
1.2 On-line Degree Ramsey Theory
We can also study degree Ramsey theory in an on-line context. In this setting, a target graph G is selected,
and a host graph H is presented one edge at a time; each edge must be colored as soon as it is presented.
If we are told ∆(H) but have no other advance knowledge about H , can we necessarily avoid producing a
monochromatic copy of G?
We model this problem with a game. “Builder” and “Painter” jointly build an edge-colored graph,
starting from an inﬁnite set of vertices. In each round, Builder presents an edge and Painter colors it (from
a ﬁxed set of s colors); Builder aims to force Painter to produce a monochromatic copy of G. We restrict
Builder by requiring that the presented graph have maximum degree at most k, for some ﬁxed k. The s-color
on-line degree Ramsey number of G, denoted R˚∆(G; s), is the least k that allows Builder to win, no matter
how Painter plays.
A more general model of on-line Ramsey theory was introduced by Beck [9]. In that model, instead of
requiring that the presented graph have maximum degree at most k, we require only that it belong to some
ﬁxed family H. (We obtain on-line degree Ramsey theory by taking H to be the family of graphs with
maximum degree at most k.) Here we say that the game is played on H. The game has been studied for
several natural choices of H. Grytczuk, Ha luszcak, and Kierstead [53] showed that Builder wins on the class
of k-colorable graphs when G is k-colorable and on the class of forests when G is a forest. They conjectured
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that on planar graphs, Builder wins if and only if G is outerplanar; Petrˇicˇkova´ [78] disproved this by showing
that Builder can win on the class of planar graphs when the target is K2,3.
In Chapter 3, we study the on-line degree Ramsey number. This parameter was introduced by Butterﬁeld,
Grauman, Kinnersley, Milans, Stocker, and West [24], who proved several results regarding on-line degree
Ramsey numbers of trees and cycles. In Section 3.2 we establish a tight upper bound on the s-color on-line
degree Ramsey number of any tree.
Theorem ([67]). If T is a tree, then R˚∆(T ; s) ≤ s(∆(T ) − 1) + 1, with equality whenever T has adjacent
vertices of maximum degree.
While much is known about the on-line degree Ramsey numbers of trees, relatively little is known about
on-line degree Ramsey numbers of other graphs. In Section 3.3 we prove the following results:
Theorem. R˚∆(Cn; 2) ≤ 5 for each n. If n is even and neither 6 nor 10, then R˚∆(Cn; 2) ≤ 4.
This result appears in [24], where it is additionally shown that R˚∆(Cn; 2) ≥ 4 for all n and that
R˚∆(Cn; 2) = 4 when n is 6, 10, or odd and at least 689; this work was later extended by Rolnick [86],
who showed that always R˚∆(Cn; 2) = 4.
Theorem ([24]). If ∆(G) ≤ 2, then R˚∆(G; 2) ≤ 6.
An interesting unresolved question is whether R˚∆(G; s) is always bounded above by some function of
∆(G) and s. Our work shows that the answer is yes when ∆(G) ≤ 2 and s = 2, but in general the question
is open.
1.3 Game Saturation
One of the ﬁrst and best-known topics in extremal graph theory is the study of how many edges an n-vertex
graph can have without also containing a copy of some given graph F . The maximum number of edges in an
n-vertex graph containing no copy of F is the extremal number of F , denoted ex(F ;n). The seminal result
on extremal numbers, Turan’s Theorem, was published in 1941; the ﬁeld is still an active area of research
to this day.
The extremal number can be viewed in a more general context. A maximal graph not containing F is
called “F -saturated”. More precisely, G is F -saturated if F 6⊆ G, but F ⊆ G + e for any edge e not in G.
More generally, for ﬁxed graphs F and H , we say that a subgraph G of H is F -saturated relative to H if
F 6⊆ G, but F ⊆ G + e for any e ∈ E(H) − E(G). The extremal number of F is the maximum number
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of edges in a graph that is F -saturated relative to Kn; the saturation number of F , denoted sat(F ;n), is
the minimum. Viewing graph saturation through the lens of competitive optimization yields the saturation
game, the topic of Chapter 4.
In the F -saturation game on a host graph H , Max and Min jointly construct a subgraph G of H . The
players alternately add edges of H to G while maintaining the property that G contains no copy of F . The
game ends when no more edges can be chosen, meaning that G is F -saturated relative to H . Max aims to
maximize the length of the game, while Min aims to minimize it. When both players play optimally, the
length of the game is the game F -saturation number of H , denoted by satg(F,H) when Max starts and by
ŝatg(F,H) when Min starts.
The saturation game was introduced by Fu¨redi, Reimer, and Seress [51], who studied satg(K3,Kn). Since
the F -saturation game always produces an F -saturated graph, we trivially have
n− 1 = sat(K3;n) ≤ satg(K3,Kn) ≤ ex(K3;n) =
⌊
n2/4
⌋
;
hence satg(K3,Kn) = Ω(n) and satg(K3,Kn) = O(n
2). Fu¨redi, Reimer, and Seress showed that in fact
satg(K3,Kn) = Ω(n lgn). An unpublished result of Erdo˝s states that satg(K3,Kn) ≤ n2/5. Biro´, Horn, and
Wildstrom [14] recently improved the coeﬃcient on the leading term of the upper bound, but still the order
of growth remains undetermined.
In Section 4.2 we study satg(C4,Kn,n), a natural bipartite analogue of the problem of Fu¨redi, Reimer,
and Seress. It is easily shown that satg(C4,Kn,n) = Ω(n) and that satg(C4,Kn,n) = O(n
3/2). We obtain
the following improvement to the lower bound:
Theorem. satg(C4,Kn,n) = Ω(n
13/12).
In the remainder of the chapter, we focus on the P3-saturation game. Since every P3-saturated subgraph
of a graph G is a maximal matching in G, we refer to satg(P3, G) as the game matching number of G. To
emphasize the connection to the matching number, α′(G), we denote the size of the matching produced
under optimal play by α′g(G) when Max plays ﬁrst and by αˆ
′
g(G) when Min plays ﬁrst.
In general, the diﬀerence between satg(F,H) and ŝatg(F,H) can be arbitrarily large. In Section 4.3, we
show that this is not the case when F = P3.
Theorem ([38]). For every graph G, we have
∣∣α′g(G)− αˆ′g(G)∣∣ ≤ 1.
In Section 4.4 we explore the relationship between α′(G) and α′g(G). We prove the following bounds;
both are tight.
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Theorem ([38]). For every graph G, we have α′g(G) ≥ (2/3)α′(G).
Theorem ([38]). If T is a tree, then α′g(T ) ≥ (3/4)α′(T ).
1.4 Game Domination
A dominating set in a graph G is a set S of vertices such that every vertex in G either belongs to S or has
a neighbor in S. Graph domination applies naturally to many tasks, including facility location and network
construction. For example, in constructing a cellular phone network, one needs to choose locations for the
towers to cover a large region as cheaply as possible. This is a domination problem: the vertices of the
graph are the locations that need coverage, the neighborhood of a vertex is the area that a tower at that
vertex would cover, and a dominating set is any set of locations at which one could place towers to cover
the whole region. In such applications, typically we seek the smallest dominating set in a graph G; its size
is the domination number of G, denoted γ(G). Domination is the topic of Chapters 5 and 6.
In Chapter 5, we explore a competitive optimization variant of domination, introduced by Bresˇar, Klavzˇar,
and Rall [20]. In the domination game on a graph G, Dominator and Staller jointly build a dominating set
in G. The players alternately add vertices to a set S (initially empty), with the restriction that each vertex
chosen must strictly increase the number of vertices dominated by S. The game ends when S becomes a
dominating set in G. Dominator aims to minimize the size of the dominating set produced, while Staller
aims to maximize it. When both players play optimally, we call the size of the resulting dominating set the
game domination number of G, denoted by γg(G) when Dominator plays ﬁrst and by γ
′
g(G) when Staller
plays ﬁrst. (This diﬀers from the parameter called “game domination number” by Alon, Balogh, Bolloba´s,
and Szabo´ [2].)
Bresˇar, Klavzˇar, and Rall [20] gave a partial characterization of those pairs (k, k′) that can be realized
as (γg(G), γ
′
g(G)) for some graph G; such pairs are called realizable. They showed that every realizable pair
has the form (k, k − 1), (k, k), (k, k + 1), or (k, k + 2), and that all pairs (k, k), (k, k + 1), and (2k + 1, 2k)
are realizable. In Section 5.4 we complete the characterization of realizable pairs via the following results:
Proposition 1 ([68]). The pair (2k, 2k − 1) is realizable whenever k ≥ 2.
Theorem ([68]). For every graph G, we have
∣∣γg(G) − γ′g(G)∣∣ ≤ 1.
The focus of Section 5.5 is on determining the maximum value of γg over the class of n-vertex forests.
Since γg(Kn) = n, we consider only isolate-free forests (that is, forests having no isolated vertices). Our
main result in this section is the following:
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Theorem ([68]). If F is an isolate-free n-vertex forest, then γg(F ) ≤ 7n11 and γ′g(F ) ≤ 7n+411 .
We conjecture that γg(F ) ≤ 3n/5 for every n-vertex isolate-free forest F , which would be tight. As
partial progress toward the conjecture, we prove this stronger bound over the class of n-vertex caterpillars.
1.5 Roman Domination
In Chapter 6 we study Roman domination, a more traditional variant of domination. Roman domination
was proposed by Stewart [89], who motivated it as follows. Legend has it that in the 4th century A.D.,
Constantine the Great issued a decree to ensure the protection of the Roman empire. Constantine ordered
that each city in the empire either have a legion stationed within it for defense or lie near a city with two
standing legions. This way, if a defenseless city were attacked, a nearby city could dispatch reinforcements
without leaving itself defenseless. The natural goal is to protect the empire using as few legions as possible.
This problem generalizes naturally to graphs; the minimum number of legions needed to protect a graph
G is the Roman domination number of G, denoted γR(G). More formally, a Roman dominating function (or
RDF) of G is a function f : V (G) → {0, 1, 2} such that if f(v) = 0, then f(w) = 2 for some neighbor w of
v. The weight of an RDF f is
∑
v∈V (G) f(v), and γR(G) is the minimum weight of an RDF of G.
Roman domination was ﬁrst studied by Cockayne, Dreyer, Hedetniemi, and Hedetniemi [32], who ob-
served that always γR(G) ≤ 2γ(G) and computed γR(G) for some speciﬁc graphs. They deﬁned a Roman
graph to be any graph G such that γR(G) = 2γ(G), and gave a characterization of Roman graphs. Hen-
ning [61] later gave a simpler characterization of Roman trees; Song and Wang [88] characterized the trees
T with γR(T ) = γ(T ) + 3. Several authors have studied the computational complexity of computing γR(G)
on various classes of graphs [29, 33, 70].
We focus on determining the maximum values of γR(G) over several classes of graphs. In Section 6.2.1
we establish a tight upper bound for γR over the class of connected n-vertex graphs and characterize that
graphs that meet this bound.
Theorem ([27]). If G is a connected n-vertex graph, then γR(G) ≤ 4n/5, with equality if and only if G is
C5 or is obtained from
n
5P5 by adding a connected subgraph on the set of centers of the components of
n
5P5.
In general, the connected n-vertex graphs G with γR(G) = 4n/5 have many vertices of degree 1. In
Section 6.3, we obtain a tight upper bound for γR on n-vertex graphs with minimum degree at least 2.
Theorem ([27]). If G is a connected n-vertex graph with δ(G) ≥ 2 and n ≥ 8, then γR(G) ≤ 8n/11.
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More recently, Chang and Liu [28, 30] proved the stronger bound γR(G) ≤ max{⌈2n/3⌉ , 23n/34} on the
more restrictive class of 2-connected n-vertex graphs. They also showed that γR(G) ≤ 2n/3 when G is an
n-vertex graph with minimum degree at least 3. Both bounds are sharp.
1.6 t-Tone Coloring
A proper coloring of a graph is an assignment of colors to its vertices so that no two adjacent vertices receive
the same color. Graph coloring has applications to resource allocation: in this context “colors” represent
resources, the vertices of the underlying graph correspond to parties demanding these resources, and two
vertices are adjacent precisely when the corresponding parties cannot share a resource. For example, when
allocating rooms for ﬁnal examinations at a university, the “colors” are the rooms available for use, and two
vertices are adjacent when the corresponding examinations are scheduled at overlapping times.
Some applications of graph coloring require additional constraints. For example, one could ask that the
same color not be assigned to vertices that are “close together” but not necessarily adjacent, or one might
need adjacent vertices to receive colors that are suﬃciently “far apart”. A t-tone k-coloring of a graph G
assigns to each vertex of G a set of t colors from {1, . . . , k} so that vertices at distance d share fewer than d
common colors. This notion, introduced by G. Chartrand and initially studied in a research group directed
by P. Zhang, consisting of Fonger, Goss, Phillips, and Segroves [46], is the topic of Chapter 7.
The t-tone chromatic number of a graph G, denoted τt(G), is the least k such that G has a t-tone
k-coloring. Fonger, Goss, Phillips, and Segroves [46] proved that τ2(G) ≤ χ(G2) + χ(G) for all graphs
G. In the case where χ(G) = ∆(G) + 1, Bickle and Phillips [13] obtained the slightly stronger bound
τ2(G) ≤ [∆(G)]2 + ∆(G) (valid when ∆(G) > 1), and conjectured that always τ2(G) ≤ 2∆(G) + 2. In
Section 7.2, we establish this conjecture for the case ∆(G) = 3.
Theorem ([37]). If ∆(G) = 3, then τ2(G) ≤ 8.
For general graphs, we show that τ2(G) ≤
⌈
(2 +
√
2)∆(G)
⌉
whenever G is nonempty; this improves the
quadratic upper bound of Bickle and Phillips. In Section 7.3, we use similar techniques to prove the following
result:
Theorem ([37]). If G is a nonempty graph, then τt(G) ≤ (t2 + t)∆(G).
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1.7 Definitions and Notation
A graph G consists of a set V (G) of vertices and a set E(G) of edges. Each edge is an unordered pair of
vertices; the elements of an edge are its endpoints. We sometimes say that an edge joins its endpoints.
Vertex v and edge e are incident when v ∈ e; we may also say that v is incident to e. When discussing
vertices we typically discard set notation, writing uv in place of {u, v}. We say that vertices u and v are
adjacent (or that u is adjacent to v) when uv ∈ E(G).
The (open) neighborhood of a vertex v, denoted NG(v) (or just N(v) when G is clear from context) is
the set of vertices adjacent to v, and the closed neighborhood of v, denoted NG[v] (or N [v] when G is clear)
is NG(v) ∪ {v}. The degree of a vertex v in G, denoted dG(v) (or d(v) when G is clear) is |N(v)|. A leaf (or
pendant vertex) is a vertex with degree 1. The maximum degree ∆(G) and minimum degree δ(G) of G are
the maximum and minimum, respectively, of dG(v) for v ∈ V (G). The average degree of G is the average
of the degrees of the vertices of G. A regular graph is one in which all vertices have the same degree; an
r-regular graph is one in which every vertex has degree r.
Two graphsG andH are isomorphic when there exists a bijection φ : V (G)→ V (H) such that xy ∈ E(G)
if and only if φ(x)φ(y) ∈ E(H). We generally make no distinction between a graph and its isomorphism
class, and treat isomorphic graphs as if they were the same graph. A homomorphism of G into H is a map
φ : V (G) → V (H) such that xy ∈ E(G) implies φ(x)φ(y) ∈ E(H); when G admits a homomorphism into
H , we call H a homomorphic image of G.
We say that G is a subgraph of H , and write G ⊆ H , when V (G) ⊆ V (H) and E(G) ⊆ E(H). For
S ⊆ E(G), the graph G − S is the subgraph of G having vertex set V (G) and edge set E(G) − S. When
S = {e}, we write G− e in place of G− S and say that G− e is obtained by removing or deleting e from G;
similarly, we sometimes write G+ e to denote the graph H such that G = H − e. Similarly, for T ⊆ V (G),
the graph G − T is the subgraph of G with vertex set V (G) − T and edge set {e ∈ E(G) : e ∩ T = ∅};
when T = {v} we instead write G− v and call this the subgraph obtained by removing or deleting v. Every
subgraph of G can be formed by deleting vertices and/or edges. A spanning subgraph of G is a subgraph
that can be formed by deleting only edges; equivalently, H is a spanning subgraph of G if H ⊆ G and
V (H) = V (G). An r-regular spanning subgraph of G is an r-factor of G. An induced subgraph of G is a
subgraph that can be formed by deleting only vertices. The subgraph of G induced by S, denoted G[S], is
G − (V (G) − S); equivalently, it is the graph with vertex set S and edge set {e ∈ E(G) : e ⊆ S}. When
every induced subgraph of G has minimum degree at most d, we say that G is d-degenerate.
A walk in a graph G is a list v1, . . . , vk of vertices in G such that vivi+1 ∈ E(G) for 1 ≤ i < k. The ﬁrst
and last vertices in a walk are its endpoints, and the others are its internal vertices. The walk v1, . . . , vk
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traverses edge e if e = vivi+1 for some i ∈ {1, . . . , k − 1}. A trail is a walk that traverses no edge more than
once; a walk is a trail whose internal vertices all have degree 2 and whose endpoints do not. A closed walk
in G is a walk whose endpoints are the same. An Eulerian circuit in G is a closed walk that traverses every
edge in G exactly once.
Several special types of graph arise particularly often. An empty graph is a graph having no edges. The
complete graph on n vertices, denoted Kn, is the n-vertex graph in which every pair of vertices comprises an
edge. A bipartite graph is any graph G whose vertex set can be partitioned into sets X and Y so that each
edge contains one endpoint in X and one in Y ; we call X and Y the partite sets of G. A complete bipartite
graph is a bipartite graph with partite sets X and Y , whose edge set is {xy : x ∈ X, y ∈ Y }. We denote the
complete bipartite graph with partite sets of sizes m and n by Km,n.
The path on n vertices, denoted Pn, is the graph with vertex set {v1, . . . , vn} and edge set {vivi+1 : 1 ≤
i < n}; we refer to v1 and vn as the endpoints of the path. In a graph G, a subgraph isomorphic to Pk for
some k is called a path in G. A u, v-path in G is a path having endpoints u and v. The cycle on n vertices (or
n-cycle), denoted Cn, is the graph with vertex set {v1, . . . , vn} and edge set {vivi+1 : 1 ≤ i < n} ∪ {vnv1};
a cycle in a graph G is a subgraph of G isomorphic to Ck for some k.
The length of a path P in G is |E(P )|. The distance between vertices u and v in G, denoted dG(u, v) (or
just d(u, v) when G is clear) is the minimum length of a u, v-path, provided some such path exists. Similarly,
the length of a cycle C in G is |E(C)|; the girth of G is the minimum length of a cycle in G, provided that
G has at least one cycle. When G has no cycles, we call it an acyclic graph.
A graph G is connected when it contains at least one u, v-path for all u, v ∈ V (G), and disconnected
otherwise. For a connected graph G, the diameter of G, denoted diam (G), is the maximum distance between
two vertices in G. In a disconnected graph, a component is a maximal connected subgraph; a component
with exactly one vertex is an isolated vertex and a component with exactly one edge is an isolated edge.
A tree is a connected acyclic graph. In a tree, an internal vertex is a vertex whose degree exceeds 1; a
support vertex (or penultimate vertex) is a vertex adjacent to a leaf. A tree with exactly one internal vertex
is a star, while a tree with exactly two internal vertices is a double-star. Note that every star is K1,k for
some k. A caterpillar is a tree T such that removing all leaves of T produces a path; this path is called the
spine of T .
A clique in G is a set of vertices such that G[S] is a complete graph, and the maximum size of a clique
in G is the clique number ω(G). An independent set in G is a set of vertices such that G[S] is an empty
graph, and the maximum size of an independent set in G is the independence number α(G). A split graph is
a graph whose vertex set can be partitioned into a clique and an independent set.
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A matching in G is a set of edges such that no two have a common endpoint, and the maximum size of
a matching in G is the matching number α′(G). We say that a matching M saturates or covers a vertex v if
v lies on some edge of M . Given a matching M in a graph G, an M -alternating path is a path P in G such
that the edges of P alternately belong and do not belong to M ; when both endpoints of P are uncovered by
M , we call P an M -augmenting path. Note that the symmetric diﬀerence of a matching M with the edge
set of an M -augmenting path is a new matching M ′ such that |M ′| = |M | + 1. A perfect matching in G
is a matching of size |V (G)| /2. We sometimes also use the term “matching” to refer to the subgraph of G
consisting of a matching and the endpoints of the edges in that matching; likewise, we sometimes refer to a
1-factor as a “perfect matching”.
The union of graphs G and H , denoted G ∪ H , is the graph with vertex set V (G) ∪ V (H) and edge
set E(G) ∪ E(H). When V (G) and V (H) are disjoint, we write G + H in place of G ∪ H to emphasize
the disjointness of the vertex sets, and we refer to this as the disjoint union of G and H . We denote the
disjoint union of k copies of G by kG. For an edge wx in a graph G, subdividing wx means introducing a
new vertex v, removing edge wx, and adding edges wv and vx; contracting wx means removing its endpoints
and replacing them with a new vertex v whose neighborhood is (NG(w)∪NG(x))−{w, x}. The complement
of an n-vertex graph G, denoted G, is the graph Kn − E(G).
A coloring of a graph G is a map f : V (G) → S, where S is an arbitrary set whose elements we call
colors. Similarly, an edge-coloring of G is a map f : E(G) → S. Given a coloring or edge-coloring f , a
color class of f is the preimage of a single color. An s-coloring (s-edge-coloring) is a coloring (edge-coloring)
whose range has size s. A coloring f of G is proper if we have f(u) 6= f(v) for all adjacent vertices u and v
of G; the chromatic number of G, denoted χ(G), is the least s such that G has a proper s-coloring.
For vertices u and v in a graph G, we say that u dominates v when v ∈ N [u]. A dominating set in G
is a set S of vertices such that each vertex of G is dominated by some vertex in S; the minimum size of a
dominating set in G is the domination number of G, denoted γ(G).
We will sometimes need to compare the asymptotic growth of real-valued functions; “Big O” notation
provides useful shorthand for such comparisons. Given real-valued functions f and g, we write f(x) =
O(g(x)) when there exist constants c and x0 such that |f(x)| ≤ c |g(x)| whenever x ≥ x0. Similarly, when
there exist constants c and x0 such that |f(x)| ≥ c |g(x)| whenever x ≥ x0, we write f(x) = Ω(g(x)).
When we have both f(x) = O(g(x)) and f(x) = Ω(g(x)), we write f(x) = Θ(g(x)). We say that f is
asymptotic to g, and write f ∼ g, when limx→∞ f(x)/g(x) = 1. Finally, we write f(x) = o(g(x)) when
limx→∞ f(x)/g(x) = 0.
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Chapter 2
Degree Ramsey Theory
In graph Ramsey theory, given a target graph G, we seek a host graph H such that every 2-edge-coloring
of H produces a monochromatic copy of G. Such a graph H is a Ramsey host for G, and we denote this
by writing H → G. Ramsey’s Theorem guarantees that, for every k, some suﬃciently large complete graph
forces Kk; consequently, every graph has a Ramsey host.
The Ramsey number of a graph G is the least n such that Kn → G; much attention has been devoted
to studying this parameter. Equivalently, the Ramsey number of G is the minimum number of vertices in
a host graph that forces G. Another well-studied parameter, the size Ramsey number, is deﬁned to be the
minimum number of edges in such a host graph. In this chapter, we seek host graphs with small maximum
degree.
This chapter is based on joint work with K. Milans and D. B. West that appears together with other
material in [66].
2.1 Introduction
The classical Ramsey number of a graph G, written R(G; s) in the general s-color setting, is the least n
such that Kn
s→ G; such an n is guaranteed to exist by Ramsey’s Theorem [83]. Note that R(G; s) =
min{|V (H)| : H s→ G}. More generally, for any monotone graph parameter ρ, the ρ-Ramsey number of
G, written Rρ(G; s), is min{ρ(H) : H s→ G}. This notion has been studied with ρ(G) being the number
of edges |E(G)|, the clique number ω(G), the chromatic number χ(G), and the maximum degree ∆(G).
Parameter Ramsey numbers are more diﬃcult than ordinary Ramsey numbers in the sense that one may
need to consider many more potential host graphs to determine whether Rρ(G) ≤ k.
Burr, Erdo˝s, and Lova´sz [23] initiated the general study of parameter Ramsey numbers. They proved that
the chromatic Ramsey number Rχ(G; s) always equals the Ramsey number of the family of homomorphic
images of G. (For a family G, the Ramsey number is the minimum number of vertices in a graph H such that
every s-edge-coloring ofH has a monochromatic copy of some graph in G.) Since every homomorphic image of
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Kn containsKn, it follows thatRχ(Kn; s) = R(Kn; s). They also conjectured that min{Rχ(G; s) : χ(G) = k}
equals the easy lower bound ks + 1, which was proved by Zhu [94, 95].
For the maximum size of a clique, Folkman [45] proved Rω(G; 2) = ω(G). Nesˇetrˇil and Ro¨dl [76] extended
the result to s colors: always Rω(G; s) = ω(G).
When ρ(G) = |E(G)|, we have the size Ramsey number, which we write as Rˆ(G) (for s = 2). Clearly,
Rˆ(G) ≤ (R(G)2 ) for all G. Erdo˝s, Faudree, Rousseau, and Schelp [40] attributed to Chvata´l the proof
that equality holds when G is a complete graph. Beck [9] proved a conjecture of Erdo˝s by showing that
Rˆ(Pn) ≤ cn, where c is a constant and Pn is the path on n vertices. Beck asked whether the size Ramsey
number of graphs of bounded maximum degree grows linearly in the number of vertices. Chvata´l, Ro¨dl,
Szemere´di, and Trotter [31] proved this behavior for the ordinary Ramsey number. The linear behavior
holds for trees [48] and for cycles [39], but Ro¨dl and Szemere´di [85] answered Beck’s question in the negative
by exhibiting an inﬁnite family F of graphs with maximum degree 3 such that if G is an n-vertex graph in
F , then Rˆ(G) ≥ c1n(logn)c2 , where c1 and c2 are positive constants. (See [7, 39, 85] for further results on
size Ramsey number.)
In this chapter, we study the degree Ramsey number, R∆(G; s), where ∆(G) denotes the maximum degree
of G. Burr, Erdo˝s, and Lova´sz [23] began its study (for s = 2), computing R∆(K1,m; 2). In [66], this result
was extended to the s-color setting: R∆(K1,m; s) is s(m − 1) + 1 when m is odd and s(m − 1) when m is
even. In Section 2.2, we use the ideas of this argument to establish an upper bound that holds for a large
family of trees. In particular, R∆(T ; s) ≤ R∆(K1,m; s) whenever T is a tree with one vertex of degree at
most m whose other vertices all have degree at most ⌈m/2⌉ (Theorem 2.2.4). Letting m be 2∆(T )− 1 gives
the general upper bound R∆(T ; s) ≤ 2s(∆(T )− 1) + 1, which can be improved to 2s(∆(T )− 1).
For general trees and large s, this upper bound is nearly tight. To obtain a lower bound for trees
having adjacent vertices of high degree, consider the double-star Sa,b, the tree having adjacent vertices
of degrees a and b and no other non-leaf vertices. For ﬁxed s at least 3, we prove in Section 2.3 that
R∆(Sb,b; s) = f(s)(b − 1) − o(b), where f(s) = 2s − 3.5 − O(s−1). The lower-bound argument colors any
graph with smaller maximum degree probabilistically, so that with positive probability the resulting coloring
has no monochromatic Sb,b. (In [66], a simpler argument is used to show that R∆(Sa,b; 2) is 2b − 2 when
a < b and b is even, and is 2b− 1 otherwise when a ≤ b.)
Section 2.4 concerns cycles. Burr, Erdo˝s, and Lova´sz [23] proved that R∆(Kn; s) = R(Kn; s) − 1; this
immediately yields R∆(C3; s). Using Brooks’ Theorem [21] and the fact that every 2
s-chromatic graph
decomposes into s bipartite subgraphs, we obtain R∆(C2k+1; s) ≥ 2s + 1 for all odd cycles. For even cycles
we obtain only R∆(C2k; s) ≥ 2s (Proposition 2.4.3); no better general lower bounds are known for even
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cycles.
In Theorem 2.4.5, we prove that R∆(C4; 2) ≥ 5; equality holds from the result of Beineke and Schwenk [12]
thatK5,5 → C4. To obtain the lower bound, we prove the stronger statement that every graph with maximum
degree at most 4 has a 2-edge-coloring such that the subgraph in each color class has girth at least 5. In
addition to R∆(C3; 2) = R∆(C4; 2) = 5, the only other degree Ramsey number for cycles that is known
exactly is R∆(C3; 3) = 16, which follows from R(C3; 3) = 17.
2.2 Trees
We start by exploring R∆(T ; s) when T is a tree. Burr, Erdo˝s, and Lova´sz [23] determined R∆(K1,m; 2);
this result was extended to the s-color setting in [66].
Theorem 2.2.1. [66] If s ≥ 2, then R∆(K1,m; s) =
 s(m− 1), m even;s(m− 1) + 1, m odd.
Jiang, Milans, and West [64] generalized the upper bound argument to show for any tree T that R∆(T ) ≤
2s(∆(T )− 1). For trees with only one vertex of large degree, Jiang’s argument can be improved. The upper
bound meets the lower bound from stars and hence computes the exact value for these trees, since G ⊆ G′
implies R∆(G; s) ≤ R∆(G′; s).
To establish this result, we need two lemmas. The ﬁrst is a variation of a result of Bolloba´s, Saito, and
Wormald [16]. They proved the existence of r-regular graphs without k-factors (for odd k); we will need
such graphs with large girth. Recall that a k-factor of a graph G is a k-regular spanning subgraph of G, and
the girth of G is the length of a shortest cycle in G. We use the result of Erdo˝s and Sachs [42] that for each
k and g there exist k-regular graphs with girth at least g.
Lemma 2.2.2. If r > k with k odd, and g ≥ 3, then there exists a graph that is r-regular, has girth at least
g, and has no k-factor.
Proof. Case 1: r is even. Let G be an r-regular graph with girth at least g + 1. If |V (G)| is odd, then G
has no k-factor, since the sum of the vertex degrees in any k-factor would necessarily be odd. Otherwise,
ﬁx v ∈ V (G). Since G is triangle-free, no neighbors of v are adjacent. Remove v and add a matching on its
neighbors to create an r-regular graph G′ with an odd number of vertices; now |V (G′)| is odd, so G′ has no
k-factor. A cycle C in G′ that was not in G uses at least one new edge. Let k be the number of new edges
on C. Now C contains a path in G from each such edge to the next, joining two neighbors u and w of v.
Adding two edges at v to any such path completes a cycle in G. Hence each path uses at least g − 1 edges,
so C uses at least kg. Thus every cycle in G′ has length at least g.
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Case 2: r is odd. We use a construction like that in [16] (for their case λ = 1). Let J be a graph in
which all vertices have degree r except for one vertex x having degree r− 1. Construct a graph G by taking
r copies of J and adding a new vertex y adjacent to all r copies of x. Suppose that G has a k-factor, H .
Since r is odd and r− 1 is even, |V (J)| is odd; thus J has no k-factor. Since a k-factor has degree k at every
vertex, in H all r copies of J receive an edge from y, which contradicts dH(y) = k. Thus G has no k-factor.
To complete the proof, it suﬃces to show that such a graph J exists with girth at least g (no cycles are
added through y). Let F be an r-regular graph with girth at least g + 1, and ﬁx v ∈ V (F ). Again the
neighbors of v form an independent set. Form J by removing v and adding a matching of size (r − 1)/2 on
the neighbors of v. By the argument in the ﬁrst paragraph, J has girth at least g, and the vertex degrees
are as desired.
The next lemma we need is a variation on a well-known fact.
Lemma 2.2.3. Fix r, q ∈ N with q ≥ 2(r−1). If a graph H has average degree more than q, then H contains
a subgraph with minimum degree at least r and average degree more than q.
Proof. Let H be a smallest counterexample; let n = |V (H)|. Since H has average degree more than q, we
have 2 |E(H)| > nq, hence |E(H)| > 12nq. If H has a vertex x with degree at most r−1, then H−x has more
than 12nq − (r − 1) edges. Since q ≥ 2(r − 1), the average degree of H − x is greater than (nq − q)/(n− 1),
which simpliﬁes to q. Hence H − x contains the desired subgraph.
Theorem 2.2.4. If T is a tree in which one vertex has degree at most k and all others have degree at most
⌈k/2⌉, then
R∆(T ; s) ≤

s(k − 1), k even;
s(k − 1) + 1, k odd.
Proof. Let ǫ = 1 if k is odd and ǫ = 0 if k is even. Let H be a regular graph having degree s(k − 1) + ǫ and
girth more than |V (T )|; by Lemma 2.2.2, we may also require H to have no (k − 1)-factor when k is even.
Given an s-edge-coloring of H , we seek a monochromatic subgraph H ′ that has a vertex x of degree at least
k and has minimum degree at least r, where r = ⌈k/2⌉. In such a graph H ′, we can “grow” T from x by
successively adding children. When we want to grow from a current leaf, it has r − 1 neighbors in H ′ that
(by the girth condition) are not already in the tree.
To obtain H ′, ﬁrst consider odd k, so r = (k +1)/2. Since ǫ = 1, in any s-edge-coloring of H some color
class forms a spanning subgraph C with average degree more than k−1. Since k−1 = 2(r−1), Lemma 2.2.3
implies that C has a subgraph H ′ with minimum degree at least r and average degree more than k− 1. By
the condition on average degree, H ′ has a vertex of degree at least k.
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Now consider even k, with H as speciﬁed; note that 2(r− 1) = k− 2. Since ǫ = 0, some color class yields
a spanning subgraph C with average degree at least k − 1. Since H has no (k − 1)-factor, C has a vertex of
degree at least k. If it also has minimum degree at least k/2, then it is the desired monochromatic subgraph
H ′. Otherwise, delete a vertex x with degree in C at most k/2− 1 (less than (k− 1)/2). The average degree
in C − x is more than k− 1. Now Lemma 2.2.3 yields a monochromatic subgraph H ′ with minimum degree
at least r and average degree more than k − 1. Again H ′ has a vertex of degree at least k.
As noted previously, the bound in Theorem 2.2.4 holds with equality when T also satisﬁes ∆(T ) = k.
For any tree T , setting k = 2∆(T ) − 1 in Theorem 2.2.4 yields R∆(T ; s) ≤ 2s(∆(T ) − 1) + 1. A similar
argument improves this general bound by 1.
Theorem 2.2.5 ([64]). If T is a tree, then R∆(T ; s) ≤ 2s(∆(T )− 1).
Proof. Let r = ∆(T ), and let H be a 2s(r − 1)-regular graph with girth more than |V (T )|. Consider an s-
edge-coloring ofH . By the Pigeonhole Principle, some color class yields a monochromatic spanning subgraph
C with average degree at least 2(r − 1). By Lemma 2.2.3 (the proof is essentially the same when “more
than” is changed to “at least” twice in Lemma 2.2.3), C has a monochromatic subgraph H ′ with minimum
degree at least r. Now T can be grown inside H ′ from any vertex, as in the proof of Theorem 2.2.4.
The result of [3] that R∆(Pn; s) = 2s shows that Theorem 2.2.5 is sharp when T is a path. This establishes
the tightness of the bound when ∆(T ) = 2. For larger values of ∆(T ), still the bound is asymptotically
tight; we prove this fact in the next section.
2.3 Double-Stars
The double-star Sa,b is the tree having two adjacent vertices of degrees a and b and no other non-leaf vertices.
For large s, we use double-stars to show that the coeﬃcient 2s in Theorem 2.2.5 is almost sharp when s and
∆(T ) are large.
The double-star Sa,b contains the star K1,b. Surprisingly, when s = 2 and a ≤ b always R∆(Sa,b; s) =
R∆(K1,b; s), except when a = b and b is even. This result was proved in [66]; we state it here for completeness.
Theorem 2.3.1. [66] If a ≤ b, then R∆(Sa,b; 2) =

2b− 2, if a < b and b is even;
2b− 1, otherwise.
For s > 2, determining R∆(Sa,b; s) is more diﬃcult; in general, the exact value of R∆(Sa,b; s) is not
known. Nevertheless, Theorem 2.2.4 and Theorem 2.2.1 together compute R∆(Sa,b; s) when b ≥ 2a− 1; the
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value is s(b− 1) + 1 or s(b− 1), depending on the parity of b. Hence we focus our attention on R∆(Sb,b; s).
The additional motivation for doing so is that this small tree shows that the general upper bound for trees
in Theorem 2.2.5 is nearly sharp.
Theorem 2.2.5 implies that R∆(Sb,b; s) ≤ 2s(b− 1). We begin by giving an easy argument that improves
this bound to 2(s−1)(b−1). After that, we give tight asymptotics for R∆(Sb,b; s), when s is ﬁxed and b tends
to inﬁnity; the resulting bound is asymptotically 2s− 3.5− O(s−1). For the latter result, the upper bound
argument uses algebraic techniques, while the lower bound argument uses a probabilistic construction.
First, we need some terminology.
Definition 2.3.2. Given an s-edge-coloring of a graph H , we say that a vertex v is major in some color if
it lies on at least b edges of that color and minor otherwise. A minor edge is an edge whose color is minor
at both endpoints. Note that when the degree of a vertex exceeds s(b − 1), the vertex must be major in at
least one color. Let d∗(v) be the number of edges incident to v whose colors are minor at v.
Lemma 2.3.3. Let H be a triangle-free graph. If an edge-coloring of H having r minor edges avoids Sb,b,
then
|E(H)|+ r =
∑
v
d∗(v).
Proof. Suppose some edge uv receives a color (say red) in which both u and v are major. By deﬁnition, u
and v each have at least b neighbors along red edges; since H is triangle-free, these neighbors are all distinct.
Thus u and v are the central vertices of a red copy of Sb,b. Hence to avoid Sb,b, the color on each edge must
be minor for at least one endpoint of the edge. Grouping the edges by the endpoints at which their colors
are minor yields the sum on the right. Exactly r edges are counted twice.
This lemma yields a slight improvement for Sb,b of the general upper bound for trees. Given graphs G
and H , we say that an edge-coloring of H avoids G if no monochromatic copy of G appears in it.
Corollary 2.3.4. If s ≥ 2, then R∆(Sb,b; s) ≤ 2(s− 1)(b− 1) + 1.
Proof. Let H be a k-regular triangle-free graph having an s-edge-coloring that avoids Sb,b; we show that
k ≤ 2(s− 1)(b − 1). If k > s(b − 1), then each vertex is minor in at most s− 1 colors. From Lemma 2.3.3,
we then obtain nk2 ≤ nk2 + r =
∑
v d
∗(v) ≤ n(s− 1)(b− 1), which simpliﬁes to k ≤ 2(s− 1)(b− 1).
We next improve Corollary 2.3.4 asymptotically, for ﬁxed s with s ≥ 3. For clarity, we split the proof
into several lemmas. The ﬁrst is an upper bound on the number of edges in a k-partite subgraph of a
d-regular graph in terms of the sizes of the parts. When we apply this lemma to the problem of determining
R∆(Sb,b; s), the partite sets will be sets of vertices having the same major colors. For a properly chosen host
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graph, we thus obtain a lower bound on the number of edges for which both endpoints have the same major
colors.
The proof of this ﬁrst closely mirrors that of a lemma by Alon [1], which he used to prove the existence
of graphs having no “large” bipartite subgraphs.
Definition 2.3.5. Let G be an n-vertex graph, and let x1, . . . , xk be nonnegative real numbers summing to
1. An (x1, . . . , xk)-subgraph of G is a k-partite subgraph having partite sets of sizes nx1, . . . , nxk.
A standard result in linear algebra states that the smallest eigenvalue of a real symmetric matrix A of
order n is infz∈Rn
〈Az,z〉
〈z,z〉 , where 〈x, y〉 denotes the inner product of x and y.
Lemma 2.3.6. Let G be a d-regular graph with n vertices and m edges, and let λ be its smallest eigenvalue.
If x1, . . . , xk are nonnegative real numbers summing to 1, then no (x1, . . . , xk)-subgraph of G has more than
(m− λn/2)∑i xi(1 − xi) edges.
Proof. Let A be the adjacency matrix of G. As remarked above, for every n-dimensional vector ϕ we have
λ 〈ϕ, ϕ〉 ≤ 〈Aϕ,ϕ〉 . Consider any partition of V (G) into X1, . . . , Xk, where |Xi| = nxi, and let F be the
(x1, . . . , xk)-subgraph of G with partite sets X1, . . . , Xk that includes all edges with endpoints in diﬀerent
parts. For 1 ≤ i ≤ k, deﬁne the vector ϕ(i) by setting ϕ(i)v = 1 − xi when v ∈ Xi and ϕ(i)v = −xi when
v 6∈ Xi. Now
〈
Aϕ(i), ϕ(i)
〉
= 2
∑
uv∈E(G)
ϕ(i)u ϕ
(i)
v = d
∑
v∈V (G)
(ϕ(i)v )
2 −
∑
uv∈E(G)
(
ϕ(i)u − ϕ(i)v
)2
= d
〈
ϕ(i), ϕ(i)
〉
− |[Xi, V (G) −Xi]| ,
where [X,Y ] denotes the set of edges joining X and Y . Summing over i now yields
λ
∑〈
ϕ(i), ϕ(i)
〉
≤
∑〈
Aϕ(i), ϕ(i)
〉
= d
∑〈
ϕ(i), ϕ(i)
〉
− 2 |E(F )| .
Thus
|E(F )| ≤ 1
2
(d− λ)
∑〈
ϕ(i), ϕ(i)
〉
.
Since 〈
ϕ(i), ϕ(i)
〉
= |Xi| (1 − xi)2 + (n− |Xi|)x2i = nxi(1− xi)2 + n(1− xi)x2i = nxi(1− xi),
we have
|E(F )| ≤ 1
2
(d− λ)n
∑
xi(1− xi),
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which simpliﬁes to the claimed bound on |E(F )|.
The bound in Lemma 2.3.6 is strongest when applied to regular graphs whose smallest eigenvalues are
large. Lubotzky, Phillips, and Sarnak [71] deﬁned a Ramanujan graph to be a regular graph whose smallest
eigenvalue is at least −2√p− 1, where p is the vertex degree. They constructed p-regular Ramanujan
graphs for all primes p congruent to 1 modulo 4. Morgenstern [74] later constructed for each prime power
q an inﬁnite family of q-regular Ramanujan graphs G having girth at least 23 logq |V (G)|. Morgenstern’s
constructions and Lemma 2.3.6 together yield the following result.
Proposition 2.3.7. Let q be a prime power, and let x1, . . . , xk be nonnegative real numbers summing to 1.
For infinitely many n, there is a q-regular triangle-free n-vertex graph G having no (x1, . . . , xk)-subgraph F
with more than (
∑
i xi(1− xi)) (m+ n
√
q − 1) edges, where m = |E(G)| = nq/2.
Lemma 2.3.3 and Proposition 2.3.7 together yield an asymptotic upper bound on R∆(Sb,b; s). This bound
depends on the solution of an optimization problem, which we will address later.
Lemma 2.3.8. For fixed integer s, let U be the set of nonnegative s-tuples summing to 1. If s ≥ 3, then
R∆(Sb,b; s) ≤ 2(M + o(1))(b − 1), where
M = max
y∈U
∑s
i=1(s− i)yi
2−∑si=1 yi[1− yi(si)] .
Proof. Let H be a d-regular triangle-free n-vertex Ramanujan graph with m edges. Suppose that H has an
s-edge-coloring avoiding Sb,b. We will show that d ≤ 2(M+o(1))(b−1). Taking y1 = 1 and y2 = · · · = ys = 0
yields M ≥ s/2, so the bound already holds unless d > s(b − 1). Thus each vertex is major in at least one
color.
Let C be the set of colors used. For A ⊆ C, let XA be the set of vertices for which the set of major colors
is A (note that X∅ = ∅). For 1 ≤ i ≤ s, let Yi =
⋃{XA : |A| = i}. Let yi = |Yi| /n. Let F be the maximal
(spanning) subgraph of H in which each XA for A ⊆ C is an independent set.
Let r be the number of minor edges in the given edge-coloring of H . Every edge joining two vertices
that are major in exactly the same colors must be minor, since otherwise it would be the central edge of
a monochromatic Sb,b. Thus r ≥ m − |E(F )|. Also, each vertex in Yi lies on at most (s − i)(b − 1) minor
edges. With Lemma 2.3.3, we obtain
2m− |E(F )| ≤ m+ r =
∑
v∈V (H)
d∗(v) ≤ n(b− 1)
∑
i
(s− i)yi. (*)
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To obtain an upper bound on m and hence on d, we need an upper bound on |E(F )|. When y1, . . . , ys
are ﬁxed, the upper bound in Proposition 2.3.7 is maximized when |XA| /n = y|A|/
(
s
|A|
)
for each A ⊆ C.
Thus, |E(F )| ≤ ∑i yi[1 − yi/(si)](m + n√d− 1). Since ∑ yi = 1, we have ∑i yi(1 − yi/(si)) ≤ 1. Hence
|E(F )| ≤ m(∑i yi[1 − yi/(si)]) + n√d− 1; this simpliﬁcation will not change the asymptotics. Substituting
into (∗) yields
m
(
2−
∑
i
yi
[
1− yi(s
i
)])− n√d− 1 ≤ 2m− |E(F )| ≤ n(b− 1)∑
i
(s− i)yi.
Since m = nd/2, this further simpliﬁes to
d
(
2−
∑
i
yi
[
1− yi(s
i
)]− 2√d− 1
d
)
≤ 2(b− 1)
∑
i
(s− i)yi.
Thus
d ≤ 2(b− 1)
∑
i(s− i)yi
2−∑i yi[1− yi/(si)]− o(1) ,
where the o(1) term tends to 0 as b tends to inﬁnity (since d > s(b− 1)). Since∑i(s− i)yi and 2−∑i yi[1−
yi/
(
s
i
)
] are bounded, we may rewrite this as
d ≤ 2(b− 1)
( ∑
i(s− i)yi
2−∑i yi[1− yi/(si)] + o(1)
)
≤ 2(M + o(1))(b − 1).
Finally, it suﬃces to show that there exists a d-regular Ramanujan graph when d is just a bit larger than
this bound, which we call M ′. Fix ǫ > 0. For suﬃciently large b, it follows from Proposition 2.3.7 and the
Prime Number Theorem that there exist d-regular Ramanujan graphs with M ′ < d < (1 + ǫ)M ′.
We next show how to compute the value M in the statement of Lemma 2.3.8. The key insight is that
the maximum is attained when all but at most two of the variables are zero.
Lemma 2.3.9. For s ≥ 3, with U being the set of nonnegative s-tuples summing to 1,
M = max
y∈U
∑s
i=1(s− i)yi
2−∑si=1 yi[1− yi(si)] =
s− 1
2
s+
√
s2 + s+ 2 + 4/(s− 1)
s+ 1 + 2/s
,
attained when yk = 0 for k ≥ 3 and y1 = 2− s+
√
s2 − 3s+ 6− 8/(s+ 1).
Proof. For notational convenience, let f(y1, . . . , ys) =
∑
i(s− i)yi and g(y1, . . . , ys) = 2−
∑
i yi
(
1− yi/
(
s
i
))
.
Suppose that the claim is false, and let y1, . . . , ys be real numbers maximizing f/g subject to y ∈ U .
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We ﬁrst claim that yk = 0 when k ≥ 3. If yk > 0, then deﬁne y′1, . . . , y′s by y′k = 0 and y′1 = y1+ yk, with
y′i = yi for i /∈ {1, k}. Now f(y′1, . . . , y′s) = f(y1, . . . , ys) + (k − 1)yk and
g(y′1, . . . , y
′
s) = g(y1, . . . , ys) + y1
(
1− y1
s
)
+ yk
(
1− yk(s
k
))− (y1 + yk)(1− y1 + yk
s
)
= g(y1, . . . , ys)− y
2
k(
s
k
) + 2y1yk + y2k
s
.
We claim that f(y′1, . . . , y
′
s)/g(y
′
1, . . . , y
′
s) > f(y1, . . . , ys)/g(y1, . . . , ys). For positive real numbers a, b, c, d,
the inequality a/b < (a+c)/(b+d) holds if and only if a/b < c/d. Letting a = f(y1, . . . , ys), b = g(y1, . . . , ys),
c = (j − 1)yk, and d = 2y1yk+y
2
k
s −
y2k
(sk)
, it suﬃces to show
f(y1, . . . , ys)
g(y1, . . . , ys)
<
(j − 1)yk
2y1yk+y2k
s −
y2k
(sk)
.
We compute
(k − 1)yk
2y1yk+y2k
s −
y2k
(sk)
=
k − 1
2y1+yk
s − yk(sk)
>
s(k − 1)
2y1 + yk
>
s(k − 1)
2
≥ s,
but f(y1, . . . , ys)/g(y1, . . . , ys) ≤ s− 1, since the numerator is at most s− 1 and the denominator is at least
1.
Thus yi = 0 for i ≥ 3; consequently, y2 = 1 − y1. It remains to choose y ∈ [0, 1] to maximize
f(y,1−y,0,...,0)
g(y,1−y,0,...,0) , which simpliﬁes to s(s − 1)h(y), where h(y) = s−2+ys(s−1)+(s−1)y2+2(1−y)2 . Note that h(1) =
1/(s + 1) and h(0) < 1/(s + 1). Setting h′(y) = 0 yields a quadratic equation for y whose solution yˆ is
2 − s +
√
s2 − 3s+ 6− 8/(s+ 1). This value is 1 when s = 3 (hence the requirement s ≥ 3) and declines
slowly toward 1/2 as s increases, so it lies in [0, 1]. Rationalizing the denominator in the expression for h(yˆ)
yields h(yˆ) = 12
√
s4−s3+s2+s−2+s(s−1)
s3+s−2 . Dividing the denominator by s(s− 1) and extracting a factor of s− 1
from the numerator yields the claimed expression for M .
Theorem 2.3.10. For s ≥ 3,
R∆(Sb,b; s) ≤
(
(s− 1)s+
√
s2 + s+ 2 + 4/(s− 1)
s+ 1 + 2/s
+ o(1)
)
(b − 1),
where the o(1) term tends to 0 as b tends to infinity.
Proof. Using the formula in Lemma 2.3.9 as the value ofM , this becomes the statement of Lemma 2.3.8.
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Our lower bound for R∆(Sb,b; s) asymptotically matches this upper bound. We obtain this lower bound
by giving an algorithm to randomly color an arbitrary host graph H . The edge-coloring produced will avoid
Sb,b with positive probability; hence some outcome of the algorithm avoids Sb,b, so H
s
9 Sb,b. In the course
of proving this bound, we will need several standard probabilistic tools.
Theorem (Union Bound). For any events E1, . . . , En, we have P [∪iEi] ≤
∑
i P [Ei].
Theorem (Chernoﬀ Bound). For any random variable X, we have
P [X > (1 + δ)E [X ]] < e−
δ2
3
E[X].
Theorem (Lova´sz Local Lemma, symmetric form). Let B1, . . . , Bn be events such that each Bi occurs with
probability at most p and is mutually independent from all but at most d other Bj. If ep(d + 1) < 1, then
P [∩iBi] > 0.
We are now ready to prove our lower bound for R∆(Sb,b; s). The value of yˆ given in Lemma 2.3.8 will
guide the construction.
Theorem 2.3.11. For s ≥ 3,
R∆(Sb,b; s) ≥
(
(s− 1)s+
√
s2 + s+ 2 + 4/(s− 1)
s+ 1 + 2/s
− o(1)
)
(b − 1),
where the o(1) term tends to 0 as b tends to infinity.
Proof. Given a graph H with ∆(H) ≤ d, we construct a random s-coloring of E(H) that avoids Sb,b with
positive probability when d is suitably chosen. We may assume that H is d-regular. Let C be a set of s
colors.
We will assign each v ∈ V (H) a set c(v) of one or two colors in C, wanting only colors in c(v) to be
major for v. We try to match the bound from Lemma 2.3.9 by having the expected fractions of vertices that
are major in one color or two colors be yˆ and 1− yˆ, respectively.
To this end, let p = yˆ = 2 − s +
√
s2 − 3s+ 6− 8/(s+ 1). For each vertex v of H , let ǫ(v) = 1 with
probability p and ǫ(v) = 2 otherwise. Next choose c(v) uniformly at random from among all subsets of C
with size ǫ(v). Given the resulting coloring of the vertices with color sets of size at most 2, we produce a
coloring of E(H), again probabilistically.
Fix uv ∈ E(H). First consider |c(u)| = |c(v)| = 1. If c(u) = c(v), then color uv with a random color
from C− c(u). If c(u) 6= c(v), then give uv the color in c(u) or c(v), each with probability 1/2. Next suppose
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|c(u)| = 1 but |c(v)| = 2. If c(u) ⊂ c(v), then give uv the color in c(v) − c(u). If instead c(u) ∩ c(v) = ∅,
then give uv the color in c(u) with probability q and one of the colors in c(v) with probability (1− q)/2 each,
where q will be speciﬁed later. Finally, suppose |c(u)| = |c(v)| = 2. If c(u) = c(v), then color uv randomly
from C− c(u). If |c(u) ∩ c(v)| = 1, then give uv a color from the symmetric diﬀerence, each with probability
1/2. Finally, if c(u) ∩ c(v) = ∅, then color uv at random from c(u) ∪ c(v).
We claim that with positive probability every vertex v is major only in the colors in c(v), when d and q
are suitably chosen. To facilitate this, we attempt to give each vertex v relatively many edges in c(v), and
relatively few edges in each other color. Moreover, note that when some color c belongs to both c(u) and
c(v), our random coloring algorithm avoids giving color c to uv. In this way, we avoid edges whose color is
major at both endpoints, and hence avoid Sb,b.
Fix a vertex v and a color c′ not in c(v). Let X be a random variable denoting the number of edges of
color c′ incident to v. Let the neighbors of v be v1, . . . , vd. Now X = Y1+ · · ·+Yd, where Yi is the indicator
variable for the event that vvi has color c
′. If |c(v)| = 1, then Yi = 1 can occur in four ways: c(vi) = c(v),
c(vi) = {c′}, c(v) ⊂ c(vi), and |c(vi)| = 2 with c(v) 6⊂ c(vi). Using conditional probability in each case,
P
[
Yi = 1
∣∣ǫ(v) = 1] = 1
s− 1 ·
p
s
+
1
2
· p
s
+ 1 · 2(1− p)
s(s− 1) +
1− q
2
· (s− 2)2(1− p)
s(s− 1) .
Similarly, if |c(v)| = 2, then the cases in which vvi can receive color c′ are c(vi) = {c′}, c(vi) = c(v), and
|c(vi)| = 2 with |c(vi) ∩ c(v)| being 1 or 0. Thus
P
[
Yi = 1
∣∣ǫ(v) = 2] = q · p
s
+
(
1
s− 2 + 1 +
s− 3
4
)
· 2(1− p)
s(s− 1) .
Let p1 and p2 denote these two conditional probabilities. Since assigning color c
′ to vvi is dangerous, we
want to choose q to minimize max{p1, p2}. As q increases, p2 increases and p1 decreases, so we choose q to
produce p1 = p2, which requires
q =
(s− 2)(s+ 1)− 2s(1− p)
2(s− 2)(s− 2 + p) .
We observed in Lemma 2.3.9 that p > 1/2, which easily implies q > 0, and comparing the numerator
and denominator yields q < 1. Henceforth let pˆ denote the common value of p1 and p2 when q is so
chosen. Since p1 = p2, we now have P [Yi = 1] = pˆ. With pˆ = P [Yi = 1] and H being d-regular, we have
E [X ] = E [
∑
i Yi] = dpˆ.
Now let d =
⌊
(1 − b−1/3)(b − 1)/pˆ⌋, so E [X ] ≤ (1 − b−1/3)(b − 1). Since b − 1 ≥ (1 + δ)E [X ], where
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δ = 1/(b1/3 − 1), the Chernoﬀ Bound yields
P [X > b− 1] ≤ P [X > (1 + δ)E [X ]] < e− δ
2
3
(1−b−1/3)(b−1).
Note that δ2(1 − b−1/3)(b − 1) = b1/3 + 1 + b−1/3. Let Bv be the event that v is major in a color outside
c(v). By the Union Bound,
P [Bv] < (s− 1)e− 13 (b
1/3+1+b−1/3).
The occurrence of Bv is determined by the color sets chosen at v and its neighbors and some choices made
for edges incident to v. If v and w have a common neighbor, then Bv and Bw both make use of the color set
chosen at that common neighbor. Nevertheless, Bv is mutually independent of the set of all Bu such that
the distance between u and v is at least 3. Thus Bv is mutually independent of a set of all but at most d
2
other events. The symmetric version of the Lova´sz Local Lemma now states that P
[⋂
v Bv
]
> 0 so long as
e · (s− 1)e− 13 (b1/3+1+b−1/3) · (d2 + 1) < 1.
Since d is bounded by a polynomial in b divided by a constant (pˆ depends only on s), the inequality holds
for suﬃciently large b.
We have now shown that for some outcome of the vertex coloring (when b is suﬃciently large), there is
an outcome of the edge-coloring process that avoids Sb,b. It remains only to show that the degree for which
we produced this coloring is (2M − o(1))(b − 1). Since d = (1 − o(1))(b − 1)/pˆ, to complete the proof it
suﬃces to prove that pˆ = 1/(2M).
We show that s(s− 1)( 12M − pˆ) = 0. Since yˆ = p, we have s(s−1)2M = 12h(yˆ) = s(s−1)+(s−1)p
2+2(1−p)2
2(s−2+p) . Since
h′(yˆ) = 0 yields
s(s− 1) + (s− 1)p2 + 2(1− p)2 = (s− 2 + p)[2p(s− 1)− 4(1− p)], (*)
we obtain s(s−1)2M = p(s− 1)− 2(1− p). Using the formula for p2, we have s(s− 1)pˆ = qp(s− 1)+ ( 1s−2 +1+
s−3
4 )2(1− p). Now
s(s− 1)
(
1
2M
− pˆ
)
= (1 − q)p(s− 1)−
(
1
s− 2 + 2 +
s− 3
4
)
2(1− p).
Multiply by 2(s−2)(s−2+p), the denominator in the formula for q; this does not change whether the value
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on both sides is 0. For the right side, we compute
[2(s− 2)(s− 2 + p)− (s− 2)(s+ 1) + 2s(1− p)]p(s− 1)− (s2 + 3s− 6)(1− p)(s− 2 + p)
= (s− 2)[(s+ 1)p2 + 2(s+ 1)(s− 2)p− (s2 + 3s− 6)] = 0,
since the last quadratic factor being 0 is equivalent to (∗).
Note that p = 1 when s = 3, so in this case the coloring for the lower bound makes every vertex major
in exactly one color. For large s, the leading terms of the numerator and denominator in the expression we
obtained for R∆(Sb,b; s) suggest that the value asymptotically equals the bound 2(s− 1)(b− 1) obtained in
Corollary 2.3.4. However, the coeﬃcient on b − 1 is actually smaller; we need the two leading terms when
multiplying by s− 1.
Corollary 2.3.12. For fixed s (with s ≥ 3) and large b, we have R∆(Sb,b; s) = (cs + o(1))(b − 1), where
c3 = 3, c4 = 2 +
2
11 (1 +
√
210) ≈ 4.8166, and in general cs = 2s− 3.5 +O(s−1).
Proof. Divide the numerator and denominator of the expression for 2M by s. Then take the two leading
terms of the series expansions for the square root and for the reciprocal of the denominator. This yields
2M = (s− 1)1 +
√
1 + s−1 + 2s−2 + 4s−2(s− 1)−1
1 + s−1 + 2s−2
= (s− 1)(1 + 1 + 1
2
s−1 +O(s−2))(1 − s−1 +O(s−2)) = 2s− 3.5 +O(s−1).
2.4 Cycles
Since C3 = K3, the value of R∆(C3; s) follows from the result of Burr, Erdo˝s, and Lova´sz [23] that Rχ(G; s) =
R(Hom(G); s), where Hom(G) is the family of homomorphic images of G. If H
s→ G, then χ(H) ≤ ∆(H)+1,
so R∆(G; s) ≥ Rχ(G; s)−1. Since every homomorphic image of Kn contains Kn, it follows that Rχ(Kn; s) =
R(Kn; s), and hence R∆(Kn; s) ≥ R(Kn; s) − 1. Since KR(Kn;s) s→ Kn, equality holds. In particular,
R∆(C3; 2) = 5 and R∆(C3; 3) = 16.
It appears that R∆(Cn; s) behaves quite diﬀerently for odd and even n. The following lemma is well
known; Harary, Hsu, and Miller [55] noted the special case k = 2.
Lemma 2.4.1. If χ(H) ≤ ks, then H decomposes into s graphs that are k-colorable.
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Proof. In a proper coloring f of H , encode the colors as k-ary s-tuples. Assign the edges of H to subgraphs
H1, . . . , Hs by putting uv in some Hi such that the colors of u and v diﬀer in coordinate i. Each Hi is now
properly colored by the values in the ith coordinate of f .
Proposition 2.4.2. If s ≥ 2 and k ≥ 1, then R∆(C2k+1; s) ≥ 2s + 1.
Proof. If 2 < ∆(H) ≤ 2s and H does not contain K2s+1, then H is 2s-colorable (using Brooks’ Theorem
when ∆(H) = 2s). Hence H decomposes into s bipartite subgraphs, by Lemma 2.4.1; taking the edge set of
each of these subgraphs to be a color class in an s-edge-coloring of H shows that H
s
9 C2k+1.
It remains to consider H = K2s+1. For s = 2, the edges of K5 can be 2-colored to avoid any monochro-
matic ﬁxed odd cycle. For s > 2, we proceed by induction on s. Partition the vertex set of K2s+1 into two
cliques, one of size 2s−1 + 1 and one of size 2s−1. Color all edges between the cliques red. Use the other
s− 1 colors to color the edges within the cliques inductively while avoiding C2k+1.
A result in bipartite Ramsey theory combines with Proposition 2.4.2 to show a qualitative diﬀerence
between C4 and odd cycles. Carnielli and Monte Carmelo [25] showed that lims→∞
B(C4;s)
s2 = 1, where
B(G; s) = min{d : Kd,d s→ G}. Thus B(C4; s) grows quadratically in s. Since R∆(G; s) ≤ B(G; s), it follows
that R∆(C4; s) grows at most quadratically in s. For longer even cycles, Jiang, Milans, and West [64] showed
that R∆(C2m; s) ≤ 16s6 for all m. In contrast, Theorem 2.4.2 shows that the s-color degree Ramsey number
of any odd cycle grows at least exponentially in s.
Lower bounds for even cycles are weaker. The technique involving chromatic numbers does not help,
because large complete bipartite graphs are 2-chromatic but force long even cycles, by the bipartite Ramsey
Theorem. The easiest way to avoid monochromatic long even cycles in a decomposition is to avoid all cycles.
The arboricity of a graph G, denoted Υ(G), is the minimum number of forests in a decomposition of G.
Proposition 2.4.3. If k ≥ 1, then R∆(C2k; s) ≥ 2s.
Proof. Let G be a graph with ∆(G) ≤ 2s− 1. By a famous result of Nash-Williams [75],
Υ(G) = max
H⊆G
⌈ |E(H)|
|V (H)| − 1
⌉
≤ max
H⊆G
⌈ 1
2 (2s− 1) |V (H)|
|V (H)| − 1
⌉
≤ s
so G decomposes into s forests. The resulting s-edge-coloring yields R∆(C2k; s) ≥ 2s.
For s = 2, we have R∆(C4; s) ≥ 4. Beineke and Schwenk [12] showed that K5,5 → C4, so R∆(C4; 2) ≤ 5.
We will show that equality holds. It suﬃces to prove R∆(C4; 2) > 4. We will prove the stronger statement
that for any graph G with ∆(G) ≤ 4, some 2-edge-coloring of G avoids both C3 and C4. We will reach a
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contradiction by studying a smallest counterexampleG. We show that such a graph G cannot contain various
induced subgraphs, ultimately showing that G contains no triangle and no induced subgraph containing a
4-cycle.
Before proceeding, we need a lemma. We use H · e to denote the graph obtained from a graph H by
contracting edge e.
Lemma 2.4.4 (Contraction Lemma). Let H be a graph with ∆(H) ≤ 4. Let uv be an edge of H in no
triangle, such that d(u)+ d(v) ≤ 6. If H ·uv has a 2-edge-coloring avoiding C3 and C4, then choosing either
color for uv yields a 2-edge-coloring of H that avoids C3 and C4.
Proof. We need only consider monochromatic triangles and 4-cycles through uv. There are none of the
former, since uv lies on no triangles. With either color on uv, there are none of the latter, since they would
contract to monochromatic triangles in H · uv.
The subgraph of G induced by a vertex set S is denoted G[S].
Theorem 2.4.5. R∆(C4; 2) = 5.
Proof. As mentioned earlier, it suﬃces to prove that every graph with maximum degree at most 4 has a
2-edge-coloring that avoids both C3 and C4. Let G be a smallest counterexample. We reach a contradiction
by excluding various induced subgraphs from G.
In Figs. 2.1–2.5, the colors for the edges are solid and bold; dashed edges may have either of these colors.
Vertices joined by dotted lines are nonadjacent. Every graph with fewer vertices than G has a solid/bold
edge-coloring with no monochromatic C3 or C4; call this a good coloring. Often we will obtain a good
coloring of G by “extending” a good coloring of an induced subgraph G − S or a graph H that is not a
subgraph of G; in the latter case, edges of H that are not in G are dropped. The proof of validity of the
extension is always that every monochromatic cycle in the resulting edge-coloring of G is at least as long as
some monochromatic cycle in the good coloring of the smaller graph, which is easily checked.
Step 1: G is K4-free. Let S induce K4. Extend a good coloring of G−S by decomposing G[S] into solid
and bold copies of P4 and giving the edge leaving S at each vertex (if such an edge exists) the color of the
copy of P4 having it as a leaf (see Fig. 2.1).
Step 2: G is 4-regular. If d(v) ≤ 2, then a good coloring of G− v extends by using each color on at most
one edge at v. If d(v) = 3, then v has nonadjacent neighbors x and y, since G is K4-free. Obtain H by
adding xy to G − v. Extend a good coloring of H by giving vx and vy the color of xy in H and giving the
third edge at v the opposite color (see Fig. 2.1).
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Figure 2.1: Left: G is K4-free. Right: G is 4-regular.
Step 3: G is K1,2,2-free. If G contains a copy of K1,2,2 with vertex set S, then G[S] = K1,2,2, since G
is K4-free. Extend a good coloring of G− S by decomposing G[S] into two copies of P5 and giving to each
edge leaving S the color of the copy of P5 ending there (see Fig. 2.2).
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Figure 2.2: Left: G is K1,2,2-free. Center, Right: G is K
−
4 -free.
Step 4: G is K−4 -free, where K
−
4 is the graph obtained from K4 by deleting one edge. Such a subgraph
must be induced, since G is K4-free; let S be a vertex set such that G[S] = K
−
4 . Let x and v be the
nonadjacent vertices in S, with {u,w} = S − {x, v}.
If u and v have no common neighbors outside S, and w and x have no common neighbors outside S (see
Fig. 2.2 center), then let H = (G · uv) · wx, and let e be the edge that G[S] contracts into. Extend a good
coloring of H by giving the path through x, u, w, v the same color as e and giving the edges uv and wx the
opposite color.
If neither reduction of this type is available, then we may assume by symmetry (and maximum degree 4)
that u and v have a common neighbor y, and v and w have a common neighbor z (see Fig. 2.2 right). Let
S = {u, v, w, x, y, z}. The graph G[S] contains no additional edges, since G is K1,2,2-free. Extend a good
coloring of G − {u, v, w} by using one color on {yu, uw,wx, vz} and the opposite color on the rest. Note
that each monochromatic path in G[S] joining two vertices of {x, y, z} has length at least 3.
Step 5: G is C3-free. Suppose that G[S] = C3, where S = {w, x, y}. Since G is K−4 -free, no two vertices
of S have another common neighbor. Let u and v be the neighbors of w outside S. We consider two cases,
depending on whether uv ∈ E(G).
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Figure 2.3: G is triangle-free.
If uv ∈ E(G), then let H = (G − w) · xy. Extend a good coloring of H by giving xy the opposite color
from uv (valid by the Contraction Lemma), then giving wx and wy the color of uv and wu and wv the
color of xy (see Fig. 2.3 left). Monochromatic cycles through x,w, y are long enough for the usual reason;
monochromatic cycles through u,w, v are long enough because u and v have no other common neighbor,
since G is K−4 -free.
If uv /∈ E(G), then let H = (G + uv − w) · xy. Extend a good coloring of H by giving {uw,wv, xy}
the same color as uv and giving wx and wy the opposite color (see Fig. 2.3 right). Again the Contraction
Lemma allows us to color xy arbitrarily, and for cycles through the other edges we have the usual reason.
Step 6: G is K2,3-free. Suppose that G[S] = K2,3; let X and Y be the partite sets of G[S], with
X = {x, y} and Y = {u, v, w}. Since G is C3-free, vertices of S having a common neighbor outside S must
both lie in X or both in Y . We consider cases depending on whether two vertices of Y have a common
neighbor outside S. Let xz and yz′ be the edges leaving S from X ; possibly z = z′.
If u and v have no common neighbor outside S, then let H = (G − X) · wb, where a and b are the
neighbors of w outside S. Extend a good coloring of H by giving {ux, vx, yz′, wb} the same color as wa
and giving the opposite color to the remaining edges incident to X (see Fig. 2.4a). The Contraction Lemma
allows us to color wb as speciﬁed, and then all monochromatic cycles containing an edge incident to X must
pass through u and v; these are long enough because u and v have no common neighbor outside S. The
possibility of z = z′ is irrelevant in this case.
Therefore, we may assume that every two vertices in Y have a common neighbor. Possibly some vertex
outside S is adjacent to all of Y . If there are two such vertices z and z′, then let S′ = S ∪ {z, z′}; now
G[S′] = K4,3. In this case, extend a good coloring of G − S′ by decomposing G[S′] into two copies of P7
and coloring the edges leaving S′ with the color of the copy of P7 whose endpoint they are adjacent to (see
Fig. 2.4b). It does not matter whether the vertices in S′ − Y have common neighbors outside S′.
If only one vertex outside S is adjacent to all of Y , call it z and let S′ = S ∪ {z}; now G[S′] = K3,3 (see
Fig. 2.4c). Each vertex of S′ has one neighbor outside S′. Since G is now K4,3-free, we may assume that
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Figure 2.4: G is K2,3-free.
no pair in Y except possibly {u,w} and no pair in {x, y, z} except possibly {x, z} has a common neighbor
outside S′. Now extend a good coloring of G − S′ by making the edges leaving S′ from Y and the path
through u, z, v, x, w bold and making the edges leaving S′ from {x, y, z} and the remaining edges of G[S′]
solid.
The ﬁnal possibility is that each pair in Y has a common neighbor outside S, but no vertex outside S is
adjacent to all of Y . Extend a good coloring of G − S by decomposing the set of edges incident to S into
two copies of K2+T , where T is the 7-vertex tree obtained by subdividing each edge of K1,3 (see Fig. 2.4d).
Step 7: G does not contain C4. Since G is K4-free and K
−
4 -free, any 4-cycle is an induced subgraph. If
G[S] = C4 for some S, let the vertices be u, v, w, x in cyclic order. Since G is C3-free and K2,3-free, no two
vertices of S have a common neighbor outside S. Let v′ and v′′ be the neighbors of v outside S, and let w′
and w′′ be the neighbors of w outside S.
Obtain H from G− {v, w} by adding the edges v′v′′ and w′w′′ and contracting the edge ux. Note that
v′v′′, w′w′′ /∈ E(G), since G is C3-free. By the Contraction Lemma, when extending a good coloring of H
we may give ux whichever color we want. We give vv′ and vv′′ the color of v′v′′, and we give ww′ and ww′′
the color of w′w′′.
For the remaining edges, we consider two cases. If v′v′′ and w′w′′ have the same color in H , then give
that color to ux and give the opposite color to the rest of G[S] (see Fig. 2.5 left). If v′v′′ and w′w′′ have
opposite color in H , then give the color of v′v′′ to vw and xw, and give the color of w′w′′ to xu and vu (see
Fig. 2.5 right). By the usual arguments, the resulting monochromatic cycles are long enough, using the fact
that no two vertices of S have a common neighbor outside S.
Since G has neither a C3 nor a C4, every 2-edge-coloring avoids both.
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Figure 2.5: G is C4-free.
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Chapter 3
On-line Degree Ramsey Theory
In this chapter we study an on-line variant of degree Ramsey theory. Recall that on-line graph parameters
involve performing some task on a graph that is revealed gradually, instead of being presented all at once.
In on-line degree Ramsey theory, a host graph H is revealed one edge at a time, and each edge must be
colored as soon as it is revealed; the goal is to avoid creating a monochromatic copy of some target graph
G. We are told the value of ∆(H) in advance, but are given no other information about H . We model this
situation using a two-player game, in which one player constructs H and the other player colors its edges.
This chapter is based on joint work with J. Butterﬁeld, T. Grauman, K. Milans, C. Stocker, and D. B.
West that appears together with other results in [24] and on joint work with D. B. West that appears in [67].
3.1 Introduction
Recall from Chapter 2 that when every s-edge-coloring of a host graph H contains a monochromatic copy of
a target graph G, we write H
s→ G. The s-color degree Ramsey number of G, denoted R∆(G; s), is deﬁned
to be min{∆(H) : H s→ G}. In this chapter, we explore on-line degree Ramsey theory, which arises from a
game based on degree Ramsey theory.
Two players, “Builder” and “Painter”, play a game on an inﬁnite set of vertices. In each round, Builder
introduces an edge and Painter colors it from a ﬁxed set of s colors. Builder aims to force a monochromatic
copy of a target graph G. By Ramsey’s Theorem, Builder can win by presenting a large complete graph.
Thus we restrict Builder by requiring that the presented graph remains in a given family H; the game is
then played on H. If Builder can still force a monochromatic G, then we say Builder wins. More generally,
Builder wins (G1, . . . , Gs;H) if Builder can force a copy of Gi in color i for some i when playing on H with
Painter having s colors available.
In this setting, we say that the game is played on H. Grytczuk, Ha luszcak, and Kierstead [53] showed
that Builder wins on the class of k-colorable graphs when G is k-colorable. Also, Builder wins on the class
of forests when G is a forest. For G = K3, Painter wins on outerplanar graphs but Builder wins on planar
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2-degenerate graphs. On planar graphs, Builder wins when G is a cycle or is a 4-cycle plus one chord (a
slight extension is that Builder can force any ﬁxed cycle plus chords at any one vertex). They conjectured
that on planar graphs, Builder wins if and only if G is outerplanar. Petrˇicˇkova´ [78] disproved this by showing
that Builder can force K2,3 on the class of planar graphs.
For any graph parameter ρ, we deﬁne the on-line ρ-Ramsey number R˚ρ of G to be the least k such that
Builder can force G when playing on the family {H : ρ(H) ≤ k}. Since Builder has more power in the on-line
model, always R˚ρ(G) ≤ Rρ(G).
The notation r˜(G) has been used for the on-line size Ramsey number. Grytczuk, Kierstead, and
Pra lat [54] proved that r˜(Pn) ≤ 4n − 7 for n ≥ 2 (they found the exact values for n ≤ 6; see [79, 82, 80]
for additional exact results on r˜). They also proved r˜(G) ≥ 12b(D− 1) +m when G has m edges, maximum
degree D, and vertex cover number b. Using the latter, they proved that the maximum of r˜(G) over trees
with m edges is Θ(m2). It is conjectured that r˜(Kn)/R(Kn) → 0 as n → ∞ (see Conlon [36]). Kierstead
and Konjevod [65] studied an extension of on-line Ramsey games to s-uniform hypergraphs. A variant of
on-line Ramsey games in which Builder is replaced with a sequence of random edges is studied in [47].
To obtain an on-line variant of the degree Ramsey number, we focus on the case where H is Sk, the set
of graphs with maximum degree at most k. We deﬁne R˚∆(G1, . . . , Gs) to be the least k such that Builder
wins (G1, . . . , Gs;Sk). When G1 = · · · = Gs = G, we have the diagonal case and abbreviate the notation to
R˚∆(G; s), called the s-color on-line degree Ramsey number of G. The parameter is well-deﬁned, since it is
bounded by the ordinary s-color Ramsey number minus 1.
In Section 3.2, we explore the on-line degree Ramsey numbers of trees. Proposition 3.2.3 states that
R˚∆(Pn1 , . . . , Pns) = s + 1 when each ni is at least 4; this uses a recursive lower bound for R˚∆(G1, . . . , Gs)
in terms of R˚∆(G1, . . . , Gs−1). Theorem 3.2.4 gives somewhat technical lower and upper bounds for
R˚∆(G1, . . . , Gs) when each Gs is a double-star; these bounds coincide when the central vertices of each
Gi have identical degrees (Corollary 3.2.6). A reﬁned argument determines the exact value when each Gi
is a star (Theorem 3.2.7). Finally, we prove tight upper bounds for the on-line degree Ramsey numbers of
general trees. Theorem 3.2.9 states that R˚∆(T ) ≤ d1 + d2 − 1 for any tree T , where d1 and d2 are two
largest entries in the list of vertex degrees. For the s-color non-diagonal case, Theorem 3.2.10 states that
R˚∆(T1, . . . , Ts) ≤
∑s
i=1(∆(Ti)− 1) + 1 when each Ti is a tree.
Section 3.3 concerns cycles. In Proposition 3.3.2, we show that R˚∆(C3; 2) = 4. For larger cycles,
Theorem 3.3.4 states that R˚∆(Cn; 2) = 4 when n is even and not in {6, 10}, and Theorem 3.3 states that
always R˚∆(Cn; 2) ≤ 5. In Theorem 3.3.9, we extend these ideas to show that R˚∆(G; 2) ≤ 6 whenever G has
maximum degree 2.
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3.2 Trees
In the course of a particular game, we often focus attention on special subgraphs of the presented graph,
usually monochromatic. In such situations, we must distinguish between the degree of a vertex within the
subgraph and its degree within the full presented graph. We use “degree” to mean “degree within the given
subgraph” and “global degree” to mean “degree within the full presented graph”.
In giving strategies for Builder to prove upper bounds, we may assume that Painter behaves “consis-
tently”. A consistent Painter chooses a color for edge uv based solely on the edge-colored components
presently containing u and v. It was shown in [24] that for any graph G and any monotone additive graph
family H, Builder wins (G;H) if and only if Builder wins against every consistent Painter. Thus consistent
Painters are no weaker than general Painters, but this formal restriction on the Painter simpliﬁes what needs
to be said for a Builder strategy. If Builder repeats the same sequence of moves on disjoint sets of vertices,
then a consistent Painter produces the same coloring every time. This observation yields the lemma below,
which we apply throughout the chapter without explicit citation.
Lemma 3.2.1. [24] If Builder can force an edge-colored graph G against a consistent Painter, then Builder
can force arbitrarily many copies of G.
Our ﬁrst result is a general lower bound on R˚∆(G; s). It uses a Painter strategy that generalizes the
“greedy Sk-Painter” from [24], who colors an edge red when the resulting red subgraph would belong to Sk
and blue otherwise.
Proposition 3.2.2. For graphs G1, . . . , Gs,
R˚∆(G1, . . . , Gs) ≥ (R˚∆(G1, . . . , Gs−1)− 1) + max
uv∈E(Gs)
min{dGs(u), dGs(v)}.
Proof. Let d = R˚∆(G1, . . . , Gs−1)− 1 and r = maxuv∈E(Gs)min{dGs(u), dGs(v)}; we provide a strategy for
Painter to win on Sd+r−1. Painter colors edges using blue and s− 1 shades of red. Painter behaves similarly
to a greedy Sd-Painter. However, whenever Painter colors an edge red, he chooses the particular shade of
red according to some winning strategy for (G1, . . . , Gs−1;Sd). In this way Painter avoids producing a copy
of any Gi in the corresponding shade of red; it suﬃces to show that also Painter produces no blue copy of
Gs.
Suppose that Painter has produced a blue copy H of Gs. Choose an edge uv in H maximizing
min{dH(u), dH(v)}. Since Painter colored uv blue, one of its endpoints, say u, lies on d red edges in
the presented graph. Since u also lies on at least dH(u) blue edges, it has global degree at least d + r, a
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contradiction.
As an application of Proposition 3.2.2, we determine R˚∆(Pn1 , . . . , Pns); the proof of this result introduces
techniques used in the proof of Theorem 3.2.10.
Proposition 3.2.3. R˚∆(Pn1 , . . . , Pns) = s+ 1 when ni ≥ 4 for all i in {1, . . . , s}.
Proof. Letting n = max{n1, . . . , ns}, it suﬃces to prove that R˚∆(Pn; s) = s + 1 when n ≥ 4. The lower
bound follows from Proposition 3.2.2 and the observation that R˚∆(Pn; 1) = 2.
For the upper bound, we provide a strategy for Builder. We use induction on s; the observation above
establishes the case s = 1. Suppose that Builder can force Pn on Ss when Painter has s− 1 colors available.
Consider an s-color game on Ss+1. A consistent Painter uses the same color on all isolated edges; without
loss of generality, call this color blue. Let the other s− 1 colors be shades of red. It suﬃces to show that for
any k, Builder can force either a Pn in some shade of red or a blue P2k in which each endpoint has global
degree 1.
We prove this claim by induction on k. The case k = 1 is immediate, since Painter colors isolated edges
blue. For the induction step, Builder ﬁrst forces many blue copies of P2k−1 whose endpoints have global
degree 1. Builder next selects one endpoint from each of these blue paths. On these endpoints, Builder plays
a winning strategy for the (s− 1)-color game (Pn, . . . , Pn;Ss), provided by the overall induction hypothesis
(the global degree at each vertex remains at most s+ 1). If Painter uses only the s− 1 shades of red, then
a copy of Pn arises in some shade of red. Otherwise, Painter colors some edge blue; this connects two blue
paths, yielding a blue copy of P2k whose endpoints still have global degree 1.
We next consider stars and double-stars. Recall that a double-star is a tree with diameter 3. Such a tree
has two central vertices; we denote by Sa,b the double-star with central vertices of degrees a and b.
Theorem 3.2.4. If ai ≤ bi for all i in {1, . . . , s}, then
b1 − 1 +
s∑
i=2
(ai − 1) + 1 ≤ R˚∆(Sa1,b1 , . . . , Sas,bs) ≤ min
X⊆{1,...,s}
fX(a1, . . . , as, b1, . . . , bs),
where
fX(a1, . . . , as, b1, . . . , bs) = 1 +max
∑
i∈X
(bi − 1) +
∑
j 6∈X
(aj − 1),
∑
i∈X
(ai − 1) +
∑
j 6∈X
(bj − 1)
 .
Proof. The lower bound follows by induction on s, by applying Proposition 3.2.2 and the observation that
R˚∆(Sa,b; 1) = b when a ≤ b.
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To establish the upper bound, we provide a strategy for Builder. Throughout the game, Builder will
ensure that the presented graph remains a forest. Builder ﬁrst partitions the set of available colors into some
sets X and Y . Builder aims to make two special vertices u and v the central vertices of a monochromatic
double-star. Let the quota of u in color i be bi− 1 if i ∈ X and ai− 1 if i ∈ Y . For v, use the reverse values:
the quota of v in color i is ai − 1 if i ∈ X and bi − 1 if i ∈ Y . Whenever u or v reaches its quota of incident
edges in a color c, call that vertex saturated in color c. Note that coloring uv with a color in which both u
and v are saturated produces the desired monochromatic double-star in that color.
Starting with u and v as isolated vertices, Builder repeats the following process for the remainder of
the game. Let Gu and Gv denote the current components of the presented graph that contain u and v,
respectively. Builder presents edge uv; let c be the color Painter uses on it. If u was not already saturated
in c, then Builder designates the new component Gu, creates new copies of v and Gv, and repeats. If u was
saturated in c but v was not, then Builder designates the new components Gv, creates new copies of u and
Gu, and repeats. Finally, if both u and v were already saturated in c, then u and v are now the central
vertices of a monochromatic Sac,bc in color c, and Builder has won.
Whenever Gu or Gv is enlarged, the special vertex receives another incident edge, so always u or v has
maximum global degree after Gu and Gv are “recreated”. When Builder is ready to present the edge uv, the
degree of u is at most
∑
i∈X(bi−1)+
∑
j /∈X(aj−1), and the degree of v is at most
∑
i∈X(ai−1)+
∑
j /∈X(bj−1).
Thus the maximum degree used is at most one more than the maximum of these two quantities. Optimizing
over the choice of X yields the stated bound.
In the diagonal case, the minimum over X in the upper bound in Theorem 3.2.4 occurs whenever
|X | = ⌈s/2⌉. This yields a much simpler formula:
Corollary 3.2.5. If a ≤ b, then R˚∆(Sa,b; s) ≤ ⌈s/2⌉ (b− 1) + ⌊s/2⌋ (a− 1) + 1.
When ai = bi for all i, the upper and lower bounds in Theorem 3.2.4 coincide:
Corollary 3.2.6. For “symmmetric” double stars, R˚∆(Sb1,b1 , . . . , Sbs,bs) =
∑s
i=1(bi− 1)+ 1. In particular,
R˚∆(Sb,b; s) = s(b− 1) + 1.
When each double-star is in fact a star, the upper bound in Theorem 3.2.4 is the correct value. The
answer is obtained by splitting the sum of the sizes of the stars as equally as possible and using the larger
half in such a split.
Theorem 3.2.7. R˚∆(K1,k1 , . . . ,K1,ks) = 1 + minX⊆{1,...,s}max
{∑
i∈X(ki − 1),
∑
i/∈X(ki − 1)
}
. In partic-
ular, R˚∆(K1,k; s) =
⌈
s
2
⌉
(k − 1) + 1.
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Proof. The upper bound follows from Theorem 3.2.4.
For the lower bound, we provide a strategy for Painter to win on Sd−1, where d is the claimed bound. Call
a vertex saturated in color i when it lies on ki−1 edges of color i. Painter’s strategy is straightforward: when
Builder presents an edge, Painter colors it with any color in which neither endpoint is already saturated.
To show that this is always possible, consider the possibility of Builder playing an edge uv. If no color
is available for use on uv, then for each i, either u or v is saturated in color i. Let X be the set of colors
in which u is saturated; u has degree at least
∑
i∈X(ki − 1). Likewise, since v is saturated in the remaining
colors, v has global degree at least
∑
i/∈X(ki − 1). Thus u or v already has global degree at least d− 1, and
Builder cannot present uv.
The lower bound in Theorem 3.2.7 yields a general lower bound:
Corollary 3.2.8. R˚∆(G1, . . . , Gs) ≥ 1 + minX⊆{1,...,s}max
{∑
i∈X(ki − 1),
∑
i/∈X(ki − 1)
}
, where ki =
∆(Gi) for 1 ≤ i ≤ s.
Proof. The on-line degree Ramsey number is monotone: if G′i ⊆ Gi for 1 ≤ i ≤ s, then R˚∆(G1, . . . , Gs) ≥
R˚∆(G
′
1, . . . , G
′
s). Consequently, R˚∆(G1, . . . , Gs) ≥ R˚∆(K1,k1 , . . . ,K1,ks), and Theorem 3.2.7 applies.
We next turn to general trees. Corollary 3.2.6 shows that R˚∆(Sb,b; s) = s(b − 1) + 1; in fact, this is the
maximum value of R˚∆(T ; s) over all trees T with maximum degree b.
We ﬁrst consider the case s = 2. Here we prove a slightly stronger result, namely that R˚∆(G) ≤ d1+d2−1,
where d1 and d2 are two largest entries in the list of vertex degrees. When there is an edge joining vertices
of degrees d1 and d2, Theorem 3.2.2 yields R˚∆(G) ≥ d1 − 1 + d2 (whether or not G is a tree).
Theorem 3.2.9. Let G be any n-vertex tree. If the vertex degrees are d1, . . . , dn in nonincreasing order,
then R˚∆(G) ≤ d1 + d2 − 1. Equality holds when G has adjacent vertices of degrees d1 and d2.
Proof. Under the condition given for equality, Theorem 3.2.2 provides the lower bound. We prove that
Builder can force (against a consistent Painter) a monochromatic rooted tree in which the root has d1
children, all other non-leaves have d2 − 1 children, and all leaves have distance more than l from the root,
where l = diam(G). Such a tree contains a monochromatic copy of G. At any point in the game, let H be
the graph that has been presented so far. Builder will ensure that H will always be a forest.
Builder maintains candidate trees TR and TB with edges in red and blue, respectively. Initially, these
trees consist only of their root vertices. Moreover, Builder keeps TR and TB in diﬀerent components of H .
A vertex of TR or TB is satisfied when it has the desired number of children in that tree (d1 for the root,
d2 − 1 for others). Each tree has an active vertex, xR or xB respectively, which is an unsatisﬁed vertex of
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least depth. A bad edge is an edge incident to TR or TB having the color of the other tree. An active vertex
becomes dangerous when it has d2 − 1 incident bad edges.
If the two active vertices are not both dangerous, then Builder plays an edge joining a non-dangerous
active vertex to a new vertex. If the new edge has the color of that tree, then it enters the tree; otherwise,
it is an additional bad edge at the active vertex.
Builder plays pendant edges at active vertices until either an active vertex becomes satisﬁed or both
active vertices become dangerous. When an active vertex becomes satisﬁed, a new active vertex is chosen
in that tree from the unsatisﬁed vertices of least depth.
When both active vertices are dangerous, Builder plays xRxB . Since TR and TB are in diﬀerent compo-
nents HR and HB, still H is a forest. If Painter colors xRxB red, then Builder makes xB a child of xR in
TR. Because xB was active and dangerous, xB is already incident to d2 − 1 red edges; its neighbors along
these edges become its children in TR, and so it is satisﬁed. Possibly xR is now satisﬁed, in which case a
new active vertex is chosen for TR.
What we previously called TB now lies inside the component of H containing TR. Before continuing,
Builder regenerates TB in a new component of H . Builder plays edges on new vertices isomorphic to the
list that produced HB; since Painter is consistent, the resulting edge-colored graph is isomorphic to HB,
yielding a new copy of TB with new active vertex xB. (See Figure 3.1, where solid edges are red and dashed
edges are blue.)
The process now continues, with TR having been augmented by the old xB and its children and TB
having been regenerated; the new copy of xB is dangerous. (Of course, if Painter had colored xRxB blue,
the roles of red and blue would be interchanged in Builder’s response.)
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Figure 3.1: Strategy for trees with d1 = d2 = 3 when xR and xB are dangerous
At each move, the edge played by Builder is incident either to both active vertices or to one active vertex
and one new vertex. When a bad edge is added at an active vertex, the other endpoint is given degree 1.
Hence when one active vertex y becomes a child of the active vertex in the other tree, the vertices that now
become children of y in that tree are leaves. We conclude that every non-leaf vertex other than the active
vertex is satisﬁed.
38
Hence when a vertex becomes active, it has global degree 1. While active, it receives at most d2 − 1 bad
edges, and it can receive only enough incident edges in the color of its tree to make it satisﬁed. Hence its
degree remains at most d1+ d2− 1 (it takes d1 children to satisfy a root). After becoming satisﬁed, a vertex
receives no more incident edges.
There is another way to become satisﬁed. When xRxB is played and colored red, the d2 − 1 edges that
were bad at xB now satisfy it in TR. The tree TB remains attached to xB , but since xB was not satisﬁed
in TB it had at most d1 − 1 incident blue edges. Again its degree is at most d1 + d2 − 1, and it receives no
more incident edges.
Finally, we must argue that this strategy forces a monochromatic tree (TR or TB) in which all vertices
having distance at most l from the root are satisﬁed. When xR and xB are both dangerous, one receives
a good incident edge and the other is recreated by regenerating its component. Hence eventually one of
them becomes satisﬁed. Since xR and xB are unsatisﬁed vertices of least depth, we already have the desired
monochromatic tree if one of them has distance more than l from its root. Otherwise, we increase the
number of satisﬁed vertices having distance at most l from the root in one tree or the other. The number of
possible such vertices is bounded by 2d1
∑l
i=1 d
i−1
2 , so eventually Builder forces the desired tree.
In the strategy in Theorem 3.2.9, H remains a forest in Sk, where k = d1 + d2 − 1. We conclude that
Builder can force any tree when playing on the family of forests. This statement was proved more simply
in [53], but their proof did not provide a good bound on the maximum degree used. On the other hand, the
proof in [53] extends easily to the s-color setting. Theorem 3.2.9 uses the fact that active vertices in each of
two colors can be made adjacent by a single edge; thus the proof fails when s > 2. Next we prove an upper
bound on R˚∆(T ; s) using a diﬀerent approach. For added ﬂexibility, we consider the non-diagonal case.
Theorem 3.2.10. If T1, . . . , Ts are trees, then R˚∆(T1, . . . , Ts) ≤
∑s
i=1(∆(Ti)− 1)+1. Moreover, the bound
holds with equality whenever all Ti have adjacent vertices of maximum degree.
Proof. The sharpness follows from Corollary 3.2.6 and the monotonicity of R˚∆.
For the upper bound, we provide a strategy for Builder. To simplify notation, let d be the claimed
bound, let ki = ∆(Ti), and let hi = |V (Ti)|. If each ki is 1, then Builder wins by presenting a single
edge. We proceed by induction on
∑
i ki. If any ki is 1, then Ti is a single edge, so color i may be
ignored: if Painter ever uses that color, then Builder wins. Thus Builder wins by following a strategy to win
(T1, . . . , Ti−1, Ti+1, . . . , Ts;Sd), the existence of which is guaranteed by the induction hypothesis.
Hence we may assume ki ≥ 2 for each i. Let T k,h denote the rooted tree in which all non-leaves have
degree k and all leaves lie at distance h from the root. Since Ti ⊆ T ki,hi for each i, by monotonicity it
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suﬃces to show that R˚∆(T
k1,h1 , . . . , T ks,hs) ≤∑i(ki − 1) + 1.
Builder aims to grow a tree containing T ki,hi in color i, for some i. More generally, let a (k, h)-subtree
be a rooted tree with the property that all non-leaves within distance h of the root have degree k in the tree
and all leaves within distance h of the root have global degree 1. Builder can force a (ki, hi)-subtree in color
i for some i by playing a star with up to d edges. The Pigeonhole Principle yields a star with ki edges in
color i for some i by the time this is ﬁnished, and such a star is a (ki, hi)-subtree.
It now suﬃces to show that if Builder can force a (ki, hi)-subtree T in color i, then he can either win
or force a (ki, hi)-subtree T
′ in color i that has more vertices than T within distance hi of the root. This
completes the proof because the number of vertices within distance hi of the root of a (ki, hi)-subtree is
maximized when the tree contains T ki,hi .
Without loss of generality, we may assume that the monochromatic star produced by Painter when
Builder starts the process with an isolated star has color 1, which we call red.
Let v be the root of the current red (k1, h1)-subtree, T . If T has no leaves with distance less than h1
from v, then T contains T k1,h1 , and Builder wins. Otherwise, let x be some such leaf. Builder forces many
copies of T . We consider two cases.
Case 1: k1 ≥ 3. By the induction hypothesis, Builder wins (T k1−1,h1 , T k2,h2 , . . . , T ks,hs ;Sd−1); Builder
plays a winning strategy for this game on the copies of x within the copies of T . Since each copy of x had
global degree 1 when its copy of T was created, the presented graph remains within Sd. Builder either wins
the original game (if the target graph arises in another color) or forces a red T k1−1,h1 (see Figure 3.2, where
k1 = 3 and h1 = 2).
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Figure 3.2: Induction step for Case 1 of Theorem 3.2.10 (k1 = 3 and h1 = 2)
In the latter case, let Tˆ be the red copy of T k1−1,h1 produced, and let x′ be its root. Let v′ be the copy of
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v within the copy of T containing x′, and let T ′ be the maximal red tree rooted at v′ (in Figure 3.2, all edges
drawn belong to T ′). All non-leaves of T ′ within distance h1 of v′ lie on k1 red edges: those that were leaves
in their copies of T lie on k1 − 1 red edges from Tˆ and one from T , while all others were non-leaves in their
copies of T . Since leaves of Tˆ lie at distance h1 from x
′, their distances from v′ exceed h1, so their degrees in
red are unimportant. Every leaf of T ′ within distance h1 of v′ has global degree 1, because each corresponds
to a leaf in its copy of T . Note that T ′ has more vertices within distance h1 of v′ than T has within distance
h1 of its root, since x
′ acquires children in Tˆ . Thus T ′ with root v′ is the desired (k1, h1)-subtree.
Case 2: k1 = 2. Builder cannot proceed as before, because T
1,h1 may not be well-deﬁned. Note that
T 2,h1 is a path. Since k1 = 2, in the initial phase Builder can force many red copies of P3 whose endpoints
have global degree 1. Builder plays a winning strategy for (P2, T
k2,h2 , . . . , T ks,hs ;Sd−1) on copies of x, where
x is a leaf of the current red path that Builder can force with endpoints of global degree 1. If Painter uses
no red edges, then Builder wins, by the induction hypothesis. Otherwise, Builder obtains a longer red path
in which both endpoints have global degree 1; he then chooses x to be one of these endpoints and repeats
the process as needed, eventually either winning or obtaining a red T 2,h1.
In the diagonal case, the bound reduces to a simpler expression:
Corollary 3.2.11. If T is a tree, then R˚∆(T ; s) ≤ s(∆(T )− 1) + 1.
For the sake of comparison between R˚∆ and R∆, recall from Chapter 2 that R∆(T ) ≤ 2s(∆(T )− 1) for
any tree T , and that this bound is asymptotically tight. Thus the maximum value of the on-line degree
Ramsey number over the class of trees is about half that of the “oﬀ-line” degree Ramsey number.
3.3 Cycles
We next turn our attention to cycles. Here we show that R˚∆(C3; 2) = 4, that R˚∆(Cn; 2) ≤ 4 for even n
not in {6, 10}, and that R˚∆(Cn; 2) ≤ 5 for all n. In [24], it was additionally shown that R˚∆(Cn; 2) ≥ 4
for each n and that R˚∆(Cn; 2) ≤ 4 when n is 6, 10, or odd and large. Using a much more complicated
argument, Rolnick [86] recently proved that R˚∆(Cn; 2) ≤ 4 for all odd n, thus completing the proof that
always R˚∆(Cn; 2) = 4.
Strategies for Builder playing on Sk often involve keeping track of the global degrees of certain vertices.
The argument we gave for paths (Proposition 3.2.3) had this ﬂavor; to facilitate the induction on k we needed
to maintain global degree 1 at the leaves of the monochromatic path, but we could allow global degree s+1
at internal vertices.
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Definition 3.3.1. A c-weighted graph is a graph G equipped with a nonnegative integer capacity function
c on V (G). A copy of a c-weighted graph G exists in a graph H if G embeds as a subgraph of H via an
injection f such that dH(f(v)) ≤ c(v) for all v ∈ V (G).
When the capacity function is constant, say c(v) = k for all v ∈ V (G), we simply refer to the c-weighted
graph G as a k-weighted graph. The statement that R˚∆(G) ≤ k is equivalent to the statement that Builder
can force the k-weighted graph G when playing on the unrestricted family of all graphs. Vertices that
acquire more than k incident edges are forbidden from the desired monochromatic copy of G when Builder
is restricted to Sk.
Proposition 3.3.2. R˚∆(C3) ≥ 4.
Proof. For the lower bound, it was shown in [24] that R˚∆(Cn; 2) ≥ 4 for all n.
For the upper bound, note that if Builder obtains a monochromatic claw with capacity 4 at the center and
capacity 2 at each leaf, then Builder wins by presenting a triangle on its leaves. Call such a claw a “(4, 2, 2, 2)-
claw”. We give a strategy for Builder to force either a monochromatic triangle or a (4, 2, 2, 2)-claw; refer to
Figure 3.3, where solid edges are “red”, bold edges are “blue”, and dashed edges are unspeciﬁed.
u
xyz
u
xyz
w
u
xyz
w
Figure 3.3: Builder’s strategy for forcing C3 on S4.
Builder ﬁrst presents a claw with center u, winning if Painter makes it monochromatic. Otherwise, we
may assume that the claw has one blue edge ux and red edges uy and uz.
Now Builder presents a claw C with center x and three new vertices as leaves. If monochromatic, C is a
(4, 2, 2, 2)-claw and Builder wins. Otherwise, C has a blue edge xw.
Now Builder presents uw; note that u now has degree 4 and w has degree 2. Coloring uw blue completes a
blue triangle on {u, x, w}; coloring it red completes a red (4, 2, 2, 2)-claw with center u and leaves w, y, z.
To force longer cycles, we present a lemma that describes how Builder can extend given strategies to
force larger structures.
Lemma 3.3.3. Let F1 and F2 be weighted graphs Builder can force in red against a consistent Painter. For
i ∈ {1, 2}, let ui be a vertex of Fi with capacity ci. Form F from F1 + F2 by adding u1u2 and changing the
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capacities of u1 and u2 to c1 + 2 and c2 + 2. If c1, c2 ≤ t− 2 and n is even, then Builder can force a red F
or a blue t-weighted n-cycle.
Proof. Builder forces n/2 copies of both F1 and F2 in red. Builder then plays an n-cycle on the copies of u1
and u2, alternating between copies of u1 and copies of u2. If these edges are all blue, then they form a blue
t-weighted n-cycle. Otherwise, a red F arises.
Theorem 3.3.4. If n is even, then R˚∆(Cn) = 4.
Proof. The lower bound follows from the argument in [24] that R˚∆(Cn; 2) ≥ 4 for all n. Consider the upper
bound. A consistent Painter always gives an isolated triangle the same coloring. It has a monochromatic
2-weighted P3, which we may assume by symmetry is red.
Let p = n/2. Suppose that Builder can force a red weighted tree T , with capacity 2 at the leaves and
capacity 4 at non-leaves, such that T has p-sets L and L′ of leaves with the distance in T between leaves
chosen from L and L′ being n− 1. Builder can then play an n-cycle alternating between L and L′. If these
edges are not all blue, then a red n-cycle arises. It therefore suﬃces to force such a red tree when Painter
avoids making a blue Cn.
Let F1 and F2 both equal the 2-weighted P3, with centers u1 and u2. By Lemma 3.3.3, regardless of p,
Builder can force in red the weighted tree T2 obtained by adding u1u2 and giving u1 and u2 capacity 4. This
is the desired tree for p = 2 (see Figure 3.4).
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Figure 3.4: Trees used to force even cycles
Four more applications of Lemma 3.3.3 yield in red the weighted tree T4 obtained by adding edges from
the leaves of T2 to the centers of copies of P3, with capacity 2 at the leaves and capacity 4 otherwise. This
is the desired tree for p = 4 (see Figure 3.4).
Repeating this process doubles the number of leaves as p increases by 2, generating suﬃciently many
leaves to obtain L and L′ in the tree Tp when p is even. Also, in T6 there are eight vertices available on each
side; as desired, the distance between leaves in the two sets is 11. Applying the same operation to expand
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only at L and not at L′ yields leaf sets of sizes 16 and 8 with the distance between leaves from the two sets
being 7. Choosing seven leaves from each set yields T7. Repeating the expansion process at all leaves now
generates Tp for all larger odd p.
Unfortunately, the process used in the proof of Theorem 3.3.4 does not make enough leaves in each of
two sets to form T3 or T5. However, a monochromatic 6-cycle or 10-cycle can be forced in a diﬀerent way
(see [24]).
To handle odd cycles, we need one more lemma. The full generality of this lemma, with r 6= b, will not
be used until Theorem 3.3.9.
Lemma 3.3.5. Against a consistent Painter, let F be a weighted graph Builder can force in red, with
u ∈ V (F ) having capacity c. Let F ′ be the weighted graph obtained from F by changing the capacity at u to
c+ 2 and adding a new vertex v with capacity 2 adjacent only to u. Let t = max{c+ 2, 4}. If b is odd, then
Builder can force a red F ′ or a red t-weighted r-cycle or a blue t-weighted b-cycle.
Proof. Builder forces r(b − 1)/2 red copies of F against this Painter. Next, Builder plays an r(b − 1)-cycle,
alternating between copies of u and new vertices. Using red on any such edge produces a red copy of
F ′; otherwise, there is a blue r(b − 1)-cycle in which alternate vertices have global degree 2. This cycle
decomposes into r paths P1, . . . , Pr, each consisting of b − 1 consecutive edges. Since each path has even
length, we may assume that the endpoints of each path have global degree 2.
Next, for each path Pj , Builder plays the edge joining its two endpoints. Using blue for any such edge
creates a blue b-cycle (respecting capacities). Otherwise, these edges form a red r-cycle in which every vertex
has global degree 4.
Theorem 3.3.6. If n is odd, then R˚∆(Cn; 2) ≤ 5.
Proof. Let F be the 3-weighted path with n vertices, with vertices v0, . . . , vn−1 in order, and let G be the
5-weighted n-cycle. By Proposition 3.2.3, Builder can force F . In fact, against a consistent Painter, Builder
can force F in a particular color, say red. By repeated application of Lemma 3.3.5 with r = b = n, Builder
can force a monochromatic 5-weighted n-cycle or the red weighted tree F ′, where F ′ is obtained from F as
follows. By repeatedly appending single edges, grow from vi a path of length min{i, n− 1− i} to a new leaf
xi. Let the capacities of vertices in F
′ be 5 on v2, . . . , vn−2, 4 on the other non-leaves of F ′, 3 on v0 and
vn−1, and 2 on the other leaves of F ′ (see Figure 3.5).
Let p = ⌊n/2⌋; note that vp is the central vertex of F . Builder now presents a cycle C through the n
leaves of F ′, in the order x0, xp+1, x1, xp+2, x2, . . . , xn−1, xp. Consecutive vertices in this list lie at distance
44
n− 1 in F ′. Using red on any such edge produces a red 5-weighted n-cycle; otherwise, a 5-weighted n-cycle
arises in blue.
• • • • • • • • •3 5 5 5 5 5 5 5 3
• • • • • • •2 4 4 4 4 4 2
• • • • •
• • •
•
2 4 4 4 2
2 4 2
2
Figure 3.5: Forcing 5-weighted odd cycles
We next use the techniques of Theorems 3.3.4 and 3.3.6 to prove that R˚∆(G) ≤ 6 whenever ∆(G) ≤ 2.
A graph with maximum degree 2 is a disjoint union of paths and cycles, but the ability of Builder to force G
and G′ when playing on Sk does not imply that Builder can force G+G′ on Sk. (For example, it was show
in [24] that, when playing on S3, Builder can force both K1,3 and P4, but cannot force K1,3 + P4.) Before
proceeding, we need two more lemmas.
Lemma 3.3.7. Choose p, q ∈ N with q even and 2⌊p/4⌋ ≥ q/2 ≥ 2. If Builder can force a red 2-weighted P3
against a consistent Painter, then Builder can force a red 4-weighted p-cycle or a blue 4-weighted q-cycle.
Proof. If p is even, then since Painter plays to avoid a blue q-cycle, Builder can use Lemma 3.3.3 to force
a red weighted tree T of diameter p − 1 having capacity 4 at non-leaves and capacity 2 at leaves, as in
Theorem 3.3.4. Since p − 1 is odd, T has isomorphic subtrees obtained by deleting the central edge. If
instead p is odd, then Builder can force the tree for p− 1 and subsequently extend by one edge at each leaf
in one of those subtrees. In either case, the number of leaves in each subtree is 2⌊p/4⌋, which is at least q/2.
Builder plays a q-cycle through these leaves, alternating between the two sides. This yields a red p-cycle or
a blue q-cycle, 4-weighted.
Lemma 3.3.8. If r and b are both odd, then Builder can force a red Cr or a blue Cb on S6 against any
consistent Painter.
Proof. By symmetry, we may assume b ≤ r. By presenting a b-cycle, Builder forces a red 2-weighted P2.
With Painter avoiding a red Cr and blue Cb, repeated application of Lemma 3.3.5 forces a red Pr with degree
2 at the leaves and 4 at the non-leaves. With further applications of Lemma 3.3.5, red paths can be grown
from the non-leaves of the red Pr to form a copy of the tree F
′ illustrated in Figure 3.5, with degree 6 in
place of 5 and degree 4 in place of 3.
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Now Builder plays a cycle through b leaves in F ′, chosen and ordered as in Theorem 3.3.6 so that successive
vertices are separated by distance r−1 in F ′. Using red on any such edge produces a red 6-weighted r-cycle;
otherwise, a 4-weighted b-cycle arises in blue.
Theorem 3.3.9. If ∆(G) ≤ 2, then R˚∆(G) ≤ 6.
Proof. Fix a graph G with maximum degree 2. We may assume that every component is a cycle, since
otherwise it suﬃces to force the graph obtained by completing each path component to a cycle. Without
loss of generality, we may assume that Painter makes at least two edges red when given an isolated triangle.
That is, Builder forces a 2-weighted P3 in red.
If Builder cannot force a monochromatic copy of G on S6, then there must be integers r and b such that
Builder cannot force a red Cr and cannot force a blue Cb. By Lemma 3.3.8, we may assume that r and b
are not both odd.
If b is even, then Builder can force a red (r − 1)b-cycle or a blue b-cycle, 4-weighted, by Lemma 3.3.7. If
the former, then by cutting the cycle into b paths of length r−1 and playing a cycle through their endpoints,
Builder forces a red r-cycle or a blue b-cycle, 6-weighted. Call this “inscribing” a b-cycle.
Hence we may assume that b is odd and r is even. Let p = (r−1)(2b−1)−1; note that 2⌊p/4⌋ ≥ (b−1)r/2.
By Lemma 3.3.7, Builder can force a red p-cycle or a blue (b − 1)r-cycle, 4-weighted. If the latter, then
inscribing an r-cycle forces a desired cycle, 6-weighted.
Hence we may assume that a red p-cycle arises, 4-weighted. Builder cuts it into b − 1 consecutive paths
of length r− 1 and one path of length (r− 1)b− 1. Playing a cycle on the breakpoints between paths forces
a 6-weighted red r-cycle or a 6-weighted blue b-cycle or a red (r− 1)b cycle where two adjacent vertices have
degree at most 6 and the remaining vertices have degree at most 4. Since r ≥ 4, in this cycle Builder can
inscribe a b-cycle that avoids those two high-degree vertices. A desired cycle arises, 6-weighted.
A short proof of the weaker bound R˚∆(G) ≤ 8 when ∆(G) ≤ 2 avoids Lemma 3.3.8. For b even, argue
as before. For b odd, (b − 1)r is even, and Builder forces a red (r − 1)(b − 1)r-cycle or blue (b − 1)r-cycle,
4-weighted. Inscribing an r-cycle in the latter gives a 6-weighted desired cycle. Inscribing a (b − 1)r-cycle
in the former gives a 6-weighted red r-cycle or blue (b − 1)r-cycle, and then inscribing an r-cycle yields a
desired cycle, 8-weighted.
Theorem 3.3.9 suggests an intriguing question: does there exist some function f such that R˚∆(G; s) ≤
f(s,∆(G))? As progress toward this question, it was shown by Jiang, Milans, and West [64] that always
R∆(C2k; s) ≤ 16s6; since always R˚∆(G; s) ≤ R∆(G; s), this bound applies also to R˚∆(C2k; s). However, the
full question remains open.
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Chapter 4
Game Saturation Number
For ﬁxed graphs F and H , we say that a subgraph G of H is F -saturated relative to H if F 6⊆ G, but
F ⊆ G + e for any e ∈ E(H) − E(G). Saturation has traditionally been studied relative to Kn. The
maximum number of edges in a graph that is F -saturated relative to Kn is the extremal number, ex(F ;n);
the minimum is the saturation number, sat(F ;n).
In this chapter, we explore the saturation game, a competitive optimization variant of graph saturation.
In the saturation game, Max and Min jointly construct an F -saturated subgraph G of H by alternately
adding edges. Max seeks to maximize the number of edges in G, while Min seeks to minimize it; the central
question, then, is how many edges G has when both players play optimally. We focus most of our attention
on the special case F = P3, which forces every F -saturated subgraph of H to be a matching in H ; this yields
the matching game on H .
This chapter incorporates joint work with Cranston, O, and West that appears in [38].
4.1 Introduction
Perhaps the ﬁrst major question in extremal graph theory was the following: given a graph F , how many
edges can an n-vertex graph contain without also containing a copy of F? This question was so central
to the development of extremal graph theory that the answer is called the extremal number of F , denoted
ex(F ;n). The celebrated theorem of Tura´n [90] gives a formula for ex(Kr;n) and characterizes the largest
Kr-free graphs.
A maximal graph not containing F is called “F -saturated”. More precisely, G is F -saturated if F 6⊆ G,
but F ⊆ G + e for any edge e not in G. Thus the extremal number ex(F ;n) is the maximum size of an
F -saturated n-vertex graph. One might also ask for the minimum size of an F -saturated n-vertex graph;
this is the saturation number of F , denoted sat(F ;n). Erdo˝s, Hajnal, and Moon [41] initiated the study of
graph saturation by determining sat(Kr;n).
More generally, for ﬁxed graphs F and H , we say that a subgraph G of H is F -saturated relative to
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H if F 6⊆ G, but F ⊆ G + e for any e ∈ E(H) − E(G). The extremal number and saturation number
both concern saturation relative to Kn, but saturation has also been studied relative to other graphs. (For
example, Zarankiewicz’s Problem involves saturation relative to Kn,n.) Viewing graph saturation through
the lens of competitive optimization yields the saturation game.
Definition 4.1.1. The F -saturation game on a host graph H is played by two players, Max and Min. The
players jointly construct a subgraph G of H by iteratively adding edges of H , with the restriction that G
can contain no subgraph isomorphic to F . The game ends when no more edges can be chosen, meaning that
G is F -saturated relative to H . Max aims to maximize the length of the game, while Min aims to minimize
it. When both players play optimally, the length of the game is called the game F -saturation number of H ,
denoted by satg(F,H) when Max starts and by ŝatg(F,H) when Min starts.
The saturation game bears some similarity to other commonly-studied graph games. In a Maker-Breaker
game two players, Maker and Breaker, take turns choosing edges of a host graph H (typically Kn); we say
that the game is played on H . Maker wins by claiming all of the edges in some subgraph G of H having
some desired property P , and Breaker wins by preventing this. For example, in [57], Hefetz, Krivelevich,
Stojakovic´, and Szabo´ study Maker-Breaker games played on Kn in which Maker seeks to build non-planar
graphs, non-k-colorable graphs, and Kt-minors. In [49], Frieze, Krivelevich, Pikhurko, and Szabo´ introduce
JumbleG, a Maker-Breaker game in which Maker seeks to build a graph having certain pseudo-randomness
properties. For further examples of Maker-Breaker games, see [8, 10, 11, 77].
Several recent papers on Maker-Breaker games have focused on the minimum number of turns needed
for Maker to win. In this context, Breaker’s role is analogous to that of Max in the saturation game: both
attempt to prolong the game as much as possible. Hefetz, Krivelevich, Stojakovic´, and Szabo´ [59] showed
that, when playing on Kn, Maker can claim the edges of a Hamiltonian cycle within at most n+2 turns and
can claim the edges of a k-connected subgraph within (1+ o(1))kn/2 turns. When Maker seeks to claim the
edges of a speciﬁc d-degenerate graph G, Feldheim and Krivelevich [44] showed that Maker can with within
d1122d+7 |V (G)| moves (so long as n is suﬃciently large relative to d and |V (G)|).
Another related type of combinatorial game is the Avoider-Enforcer game. As with Maker-Breaker
games, Avoider-Enforcer games involve two players alternately choosing edges of a ﬁxed host graph. One
player, Avoider, wants to avoid claiming the edges of any subgraph having some property P ; the other player,
Enforcer, wants to force Avoider to build some such subgraph. Hefetz, Krivelevich, and Szabo´ [60] introduced
Avoider-Enforcer games. In addition to establishing some general results regarding general Avoider-Enforcer
games, they also studied the speciﬁc games in which Avoider seeks to avoid spanning trees of H and in which
Avoider seeks to avoid Hamiltonian cycles.
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In Avoider-Enforcer games that are won by Enforcer, one might ask how few turns are needed for Enforcer
to win. Here Enforcer’s role is analogous to Min’s role in the saturation game, in that he seeks to deprive
his opponent of “good” moves as quickly as possible. Balogh and Martin [5] studied this question when
the game is played on Kn and Avoider seeks to avoid building a subgraph belonging to some ﬁxed family
F . They determined the asymptotic length of the game (under optimal play from both players) when F
contains no bipartite graph, and showed that Enforcer can end the game within o(n2) turns otherwise.
Hefetz, Krivelevich, Stojakovic´, and Szabo´ [58] gave tight asymptotic bound on the length of the game
when Avoider seeks to avoid connected graphs, non-bipartite graphs, and non-planar graphs; the last of
these results was further improved by Anuradha, Jain, Snoeyink, and Szabo´ [4]. Bara´t and Stojakovic´ [6]
considered the games in which Avoider avoids non-outerplanar graphs and k-degenerate graphs.
The saturation game was introduced by Fu¨redi, Reimer, and Seress [51]. Calling it “a variant of Haj-
nal’s triangle-free game”, they studied satg(K3,Kn). (In Hajnal’s original “triangle-free game”, the play-
ers aimed only to avoid creating triangles, and the loser was the player ﬁrst forced to create one; for
results on this game, we refer the reader to [26, 73, 72, 81, 87].) Since the F -saturation game always pro-
duces an F -saturated graph, we trivially have n − 1 = sat(K3;n) ≤ satg(K3,Kn) ≤ ex(K3;n) =
⌊
n2/4
⌋
;
hence satg(K3,Kn) = Ω(n) and satg(K3,Kn) = O(n
2). Fu¨redi, Reimer, and Seress showed that in fact
satg(K3,Kn) = Ω(n lgn). An unpublished result of Erdo˝s states that satg(K3,Kn) ≤ n2/5. Biro´, Horn, and
Wildstrom [14] recently obtained a small improvement in the leading coeﬃcient of the upper bound, but
still the problem of determining the order of growth remains unsettled.
In Section 4.2, we study the C4-saturation game on the host graphKn,n. Here the natural lower and upper
bounds are Ω(n) and O(n3/2), respectively. We improve the lower bound by showing that satg(C4,Kn,n) =
Ω(n13/12). The improved lower bound argument yields, as a corollary, the statement that every graph with
maximum degree O(
√
n) that is C4-saturated relative to Kn,n has Ω(n
13/12) edges. In both the main result
and the corollary, we conjecture that the bound can be improved to Ω(n3/2); in both cases, this would be
tight.
In Sections 4.3 and 4.4, we restrict our attention to the P3-saturation game. Every P3-saturated subgraph
of a graph G is a maximal matching in G; hence we refer to satg(P3, G) as the game matching number of
G. To emphasize the connection to the matching number, α′, we denote the size of the matching produced
under optimal play by α′g(G) when Max plays ﬁrst and by αˆ
′
g(G) when Min plays ﬁrst.
Section 4.3 establishes a foundation for the study of the game matching number. Note that the outcome
of the saturation game is, in general, heavily inﬂuenced by the choice of starting player: for example, if G is
the graph obtained from K1,k by subdividing one edge, then satg(G, 2K2) = k but ŝatg(G, 2K2) = 2. The
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main result of Section 4.3 is that for game matching the choice of starting player matters very little: for
every graph G, we have
∣∣α′g(G)− αˆ′g(G)∣∣ ≤ 1. When G is a forest, we further show that αˆ′g(G) ≤ α′g(G).
We additionally provide several observations and elementary results that are meant to serve as a basis for
more in-depth study of the parameter.
Section 4.4 examines the relationship between α′g(G) and α
′(G). We begin by giving a condition on G
that forces α′g(G) = α
′(G). Although this condition is somewhat technical, we show that it holds for several
easily-described families of graphs. We next show that always α′g(G) ≤ (2/3)α′(G). This bound is tight,
and we provide a wide class of graphs on which equality holds. Finally, we show that when G is a forest,
α′g(G) ≤ (3/4)α′(G); this bound is also tight.
4.2 The C4-saturation game
In this section, we focus on the natural bipartite analogue of the Fu¨redi-Reimer-Seress problem, namely the
C4-saturation game on Kn,n. If G is C4-saturated relative to Kn,n, then clearly G must be connected, so
satg(C4,Kn,n) = Ω(n). On the other hand, Fu¨redi [50] showed that the maximum number of edges in a
graph that is C4-saturated relative to Kn,n is n
3/2 +O(n4/3), so satg(C4,Kn,n) = O(n
3/2).
Our main result in this section is a polynomial improvement over the natural lower bound: we show that
satg(C4,Kn,n) = Ω(n
13/12). We begin with a rather technical lemma giving a lower bound on the number of
edges in any graph that is C4-saturated relative to Kn,n and has some additional structure. In this lemma,
our primary concern is the exponent on n; we make no attempt to optimize the lower-order terms or the
coeﬃcient on the leading term.
Lemma 4.2.1. Let G be C4-saturated relative to Kn,n, and denote its partite sets by X and Y . If, for some
S ⊆ V (G) and some positive constants c and d, we have:
• |S ∩X | ≥ cn,
• |S ∩ Y | ≥ cn, and
• |N(v) ∩ S| ≤ d√n for all v ∈ V (G),
then |E(G)| = Ω(n13/12).
Proof. Let SX = S ∩ X and let SY = S ∩ Y . Consider nonadjacent vertices x and y in SX and SY ,
respectively. Since G is C4-saturated relative to Kn,n, adding xy to G would complete a 4-cycle; hence G
contains a copy of P4 with endpoints x and y. By assumption, each vertex in SX has at most d
√
n neighbors
50
in SY . Hence each vertex in SX has at least cn − d
√
n non-neighbors in SY . Thus G contains at least
cn(cn− d√n) copies of P4 whose endpoints lie in SX and SY ; call such paths “essential paths”. To simplify
computation, we de-emphasize the lower-order terms and use only the statement that the number of essential
paths is at least c2n−O(n3/2).
We proceed by focusing on the central edges of essential paths. Since each essential path has one endpoint
in SX and one in SY , and since no vertex has more than d
√
n neighbors in S, no edge can be the central
edge of more than d2n essential paths. Let T be the set of vertices of G having degree at least n5/12 and
let α = ( c
2
2d2 )
2/3. If |T | ≥ αn2/3, then ∑v∈T d(v) ≥ αn13/12, so |E(G)| ≥ α2n13/12 as desired. Otherwise, let
H = G[T ]. SinceH is C4-free, it follows from a result of Fu¨redi [50] that |E(H)| ≤ (αn2/3)3/2+O((αn2/3)4/3),
which simpliﬁes to |E(H)| ≤ c22d2n+O(n8/9).
At most c
2
2d2 d
2n2 + O(n17/9) essential paths have central edges in T . Thus at least c
2
2 n
2 − O(n17/9)
essential paths have central edges with at least one endpoint of degree less than n5/12. Each such edge can
be the central edge of at most dn11/12 essential paths; hence there must be at least c
2
2dn
13/12 − O(n35/36)
such edges in G, which completes the proof.
Though the hypotheses of Lemma 4.2.1 seem technical, note that they apply whenever ∆(G) ≤ d√n.
Hence we obtain the following corollary regarding ordinary saturation:
Corollary 4.2.2. If G is C4-saturated relative to Kn,n and ∆(G) = O(
√
n), then |E(G)| = Ω(n13/12).
Returning to the C4-saturation game on Kn,n, our main result now follows easily from Lemma 4.2.1.
Theorem 4.2.3. satg(C4,Kn,n) = Ω(n
13/12).
Proof. For the sake of convenience, we assume n = 4k2 for some integer k, so that both
√
n/2 and n/4 are
integers. This clearly does not aﬀect the asymptotics of satg(C4,Kn,n) with respect to n.
We provide a strategy for Max that forces the ﬁnal subgraph of Kn,n to satisfy the hypotheses of
Lemma 4.2.1. This strategy speciﬁes Max’s actions for his ﬁrst n/2 turns, after which Max plays arbitrarily.
It may help to note that, so long as fewer than n edges have been played, each partite set of the host graph
Kn,n must contain an isolated vertex.
Let X and Y denote the partite sets of the host graph. Max ﬁrst chooses a vertex x in X . For each of
his ﬁrst
√
n/2 turns in the game, Max chooses an isolated vertex y in Y and plays the edge xy. Since y is
isolated, adding xy cannot possibly create a 4-cycle, so this move is legal. After
√
n/2 turns, Max chooses
x to be a new isolated vertex in X and repeats. Max executes this process
√
n/2 times, thus producing
√
n/2 disjoint copies of K1,
√
n/2, each centered in X . Max next uses a symmetric process to construct
√
n/2
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disjoint copies of K1,
√
n/2, each centered in Y . (Note that Max can do all of this within his ﬁrst n/2 turns.)
For the remainder of the game, Max plays arbitrarily.
Let G be the ﬁnal subgraph of Kn,n produced. Consider the
√
n copies of K1,
√
n/2 intially constructed
by Max. Let S be the set of leaves of these stars. By construction, these stars are pairwise disjoint, so S
contains n/4 vertices in each of X and Y . Moreover, we claim that no vertex in G has more than
√
n/2
neighbors in S. Fix v ∈ V (G); by symmetry we may assume v ∈ X . Since G is C4-free, v has at most one
neighbor in each copy of K1,√n/2 centered in Y , hence v has at most
√
n/2 neighbors in S.
We have shown that G satisﬁes the hypotheses of Lemma 4.2.1 with c = 1/4 and d = 1/2, from which
the desired result follows.
While Theorem 4.2.3 does establish a nontrivial asymptotic lower bound for satg(C4;Kn,n), the exact
order of growth remains undetermined. We believe that the natural upper bound of n3/2 is the correct order
of growth. Moreover, we believe that the strategy given in the proof of Theorem 4.2.3 suﬃces to prove
this. We believe that the slackness in our argument lies in Lemma 4.2.1, and we conjecture that the lower
bound on |E(G)| therein can be improved to Ω(n3/2) without altering the hypotheses of the lemma. Such
an improvement would immediately imply satg(C4;Kn,n) = Θ(n
3/2). Moreover, it would also imply that
|E(G)| = Ω(n3/2) whenever G is C4-saturated relative to Kn,n and ∆(G) = O(n1/2); such a result would
likely be of independent interest.
4.3 Game Matching Number
In the remainder of this chapter we restrict our attention to the P3-saturation game. Every P3-saturated
subgraph of a graph G is a maximal matching in G, so this special case of the saturation game can be viewed
as a competitive optimization variant of graph matching.
Definition 4.3.1. In the matching game on a graph G, the players Max and Min alternately choose edges
of G, with the restriction that the set of edges chosen so far must be a matching in G. The game ends
when no more edges can be chosen. Max aims to maximize the number of edges chosen, while Min aims to
minimize it. Under optimal play by both players, the number of edges chosen is called the game matching
number of G, denoted by α′g(G) when Max starts and by αˆ
′
g(G) when Min starts. When Max starts, we
sometimes refer to the game as the Max-start game; when Min starts, we call it the Min-start game.
We begin with some elementary but fundamental results about the matching game.
Observation 4.3.2. If v is an isolated vertex in a graph G, then α′g(G−v) = α′g(G) and αˆ′g(G−v) = αˆ′g(G).
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Proposition 4.3.3. If uv is an edge in a graph G, then α′g(G) ≤ 1 + αˆ′g(G − {u, v}), with equality if and
only if uv is an optimal first move for Max on G. Likewise, αˆ′g(G) ≥ 1 + α′g(G − {u, v}), with equality if
and only if uv is an optimal first move for Min on G.
Proof. Suppose Max begins the Max-start game on G by playing uv. Throughout the remainder of the
game, no player may play any edge incident to u or to v, so we may remove all such edges without aﬀecting
the game; this isolates u and v, so we may remove those vertices as well. Thus after Max’s ﬁrst move, the
state of the game is identical to that of the Min-start game on G− {u, v}.
Assuming optimal play from the second move onward, the number of edges chosen throughout the game
is 1 + αˆ′g(G − {u, v}). If uv is an optimal ﬁrst move for Max, then we have optimal play throughout the
game, so 1 + αˆ′g(G − {u, v}) = α′g(G); if not, then the number of edges chosen falls short of α′g(G), so
1 + αˆ′g(G− {u, v}) < α′g(G).
The second half of the claim follows similarly.
Proposition 4.3.3 motivates a deﬁnition that simpliﬁes later arguments.
Definition 4.3.4. Let G be a graph and let u1v1, u2v2, . . . , ukvk be a sequence of moves in the matching
game on G. We call G−⋃i{ui, vi} the residual graph of G after these moves.
The point is that after a sequence of moves, the matching game on G reduces to the matching game on
the residual graph.
The main result of this section is that α′g(G) and αˆ
′
g(G) never diﬀer by more than 1; thus the choice of
starting player makes little diﬀerence. We begin with a lemma.
Lemma 4.3.5. If
∣∣α′g(H)− αˆ′g(H)∣∣ ≤ 1 for every graph H on fewer than k vertices, then α′g(G) ≥ α′g(G−v)
and αˆ′g(G) ≥ αˆ′g(G− v) when G is a graph on at most k vertices and v ∈ V (G).
Proof. We prove both bounds simultaneously by induction on |V (G)|. If |V (G)| ≤ 2, then the claim is
trivial. Fix n between 3 and k, let G be an n-vertex graph, and assume that both bounds hold for all graphs
on fewer than n vertices. Fix v ∈ V (G) and let H = G− v.
For the ﬁrst bound, let xy be an optimal ﬁrst move in the Max-start game on H ; let H ′ = H − {x, y}.
Since xy ∈ E(G), this is also a legal ﬁrst move in the Max-start game on G; let G′ = G − {x, y}. By
Proposition 4.3.3, we have α′g(H) = 1 + αˆ
′
g(H
′) and α′g(G) ≥ 1 + αˆ′g(G′). Now
α′g(G) ≥ 1 + αˆ′g(G′) ≥ 1 + αˆ′g(H ′) = α′g(H),
where the second inequality follows from the induction hypothesis and the observation that H ′ = G′ − v.
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For the second bound, let xy be an optimal ﬁrst move in the Min-start game on G and let G′ = G−{x, y}.
We have two cases to consider.
Case 1: v 6∈ {x, y}. In this case, xy is also a legal move in the Min-start game on H ; let H ′ = H−{x, y}.
By Proposition 4.3.3, we have αˆ′g(G) = 1 + α
′
g(G
′) and αˆ′g(H) ≤ 1 + α′g(H ′). Now
αˆ′g(G) = 1 + α
′
g(G
′) ≥ 1 + α′g(H ′) ≥ αˆ′g(H),
where the ﬁrst inequality follows from the induction hypothesis and the observation that H ′ = G′ − v.
Case 2: v ∈ {x, y}. Without loss of generality assume v = x. If y is isolated in H , then
αˆ′g(G) = 1 + α
′
g(G
′) = 1 + α′g(H − y) = 1 + α′g(H) ≥ αˆ′g(H),
where the ﬁrst equality follows from choice of xy and Proposition 4.3.3, the second equality from the obser-
vation that G′ = H − y, the third equality from the assumption that y is isolated, and the inequality from
the assumption that
∣∣α′g(H)− αˆ′g(H)∣∣ ≤ 1.
If instead y has a neighbor in H , say z, then yz is a legal ﬁrst move in the Min-start game on H ;
let H ′ = H − {y, z}. By choice of xy and Proposition 4.3.3, we again have αˆ′g(G) = 1 + α′g(G′) and
αˆ′g(H) ≤ 1 + α′g(H ′). Now
αˆ′g(G) = 1 + α
′
g(G
′) ≥ 1 + α′g(H ′) ≥ αˆ′g(H),
where the ﬁrst inequality follows from the induction hypothesis and the observation that H ′ = G′ − z.
The desired result now follows easily from the lemma.
Theorem 4.3.6. For every graph G, we have
∣∣α′g(G)− αˆ′g(G)∣∣ ≤ 1.
Proof. We use induction on |V (G)|. The claim is clear when |V (G)| ≤ 2. Fix n ≥ 3, assume that the claim
holds for all graphs on fewer than n vertices, and let G be an n-vertex graph. We have two bounds to prove:
αˆ′g(G) ≤ 1 + α′g(G) and α′g(G) ≤ 1 + αˆ′g(G).
For the ﬁrst bound, let uv be an optimal ﬁrst move in the Min-start game on G and let G′ = G−{u, v}.
Now
αˆ′g(G) = 1 + α
′
g(G
′) ≤ 1 + α′g(G),
where the inequality follows by applying Lemma 4.3.5 twice to G.
The second bound follows similarly.
As a corollary, we obtain the following result:
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Corollary 4.3.7. If v is a vertex in a graph G, then α′g(G) ≥ α′g(G − v) ≥ α′g(G) − 2 and αˆ′g(G) ≥
αˆ′g(G− v) ≥ αˆ′g(G)− 2.
Proof. Theorem 4.3.6 establishes the hypothesis of Lemma 4.3.5 for all values of k, which shows that always
α′g(G) ≥ α′g(G− v) and αˆ′g(G) ≥ αˆ′g(G− v).
When v is isolated, the remaining bounds hold by Observation 4.3.2. Otherwise, let u be a neighbor of
v. By Proposition 4.3.3 and Theorem 4.3.6, we have αˆ′g(G) ≤ 1 + α′g(G − {u, v}) ≤ 2 + αˆ′g(G − {u, v}), so
αˆ′g(G − v) ≥ αˆ′g(G − {u, v}) ≥ αˆ′g(G) − 2. For the other bound, we have α′g(G − v) ≥ α′g(G − {u, v}) ≥
αˆ′g(G)− 1 ≥ α′g(G)− 2.
Corollary 4.3.7 immediately implies that the game matching number is monotone over induced subgraphs;
this reformulation of the corollary will sometimes be more convenient.
Corollary 4.3.8. If H is an induced subgraph of G, then α′g(H) ≤ α′g(G) and αˆ′g(H) ≤ αˆ′g(G).
The bounds in Corollary 4.3.7 are best possible. For example, let G = K2+C6. By inspection, α
′
g(G) = 4;
Max should play the isolated edge on his ﬁrst turn. Form H from G by removing one vertex on the isolated
edge; this not only deprives Max of his desired ﬁrst move, but also forces him to play before Min on the
6-cycle. Now α′g(H) = 2. When G
′ = 2K2 + C6 and H ′ is formed from G′ by removing a vertex on one of
the isolated edges, similar arguments show that αˆ′g(G
′) = 5 and αˆ′g(H
′) = 3.
The constructions outlined above exploit the fact that α′g(C6) < αˆ
′
g(C6). That is, when playing on C6,
having the ﬁrst turn is a disadvantage: both players prefer to play second. Our next result shows that this
somewhat counterintuitive behavior cannot occur when the underlying graph is a forest.
We aim to show that αˆ′g(F ) ≤ α′g(F ) for every forest F . Intuitively, this means that neither player ever
prefers to pass instead of playing a move. It is not surprising, then, that the result we seek is equivalent to
the claim that αˆ′g(F +K1,t) = αˆ
′
g(F ) + 1 and α
′
g(F +K1,t) = α
′
g(F ) + 1 for every forest F and all t ≥ 1. In
the matching game on F +K1,t, no matter how the game plays out, one and only one move will be played
on the added star; thus playing on the star is tantamount to passing on F , so we expect that neither player
should want to do so.
We begin with a lemma that partially establishes the equivalence of these two claims. We will use
this lemma to prove inductively that αˆ′g(F ) ≤ α′g(F ) for every forest F . After that, we will prove that
αˆ′g(F +K1,t) = αˆ
′
g(F ) + 1 and α
′
g(F +K1,t) = α
′
g(F ) + 1 for every forest F and all t ≥ 1.
Lemma 4.3.9. Fix k, t ∈ N with t ≥ 1. Suppose that αˆ′g(F ) ≤ α′g(F ) for every forest F such that αˆ′g(F ) ≤
k−1. If G is a forest such that αˆ′g(G) ≤ k−1, then αˆ′g(G+K1,t) ≥ αˆ′g(G)+1 and α′g(G+K1,t) ≥ α′g(G)+1.
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Proof. Suppose otherwise, and out of all counterexamples G to either claim, choose one having the fewest
vertices.
Let uv be an optimal ﬁrst move in the Min-start game on G +K1,t. If uv belongs to the added K1,t,
then
αˆ′g(G+K1,t) = 1 + α
′
g(G) ≥ 1 + αˆ′g(G).
Otherwise, let G′ = G− {u, v}; now
αˆ′g(G+K1,t) = 1 + α
′
g(G
′ +K1,t) ≥ 1 + α′g(G′) + 1 ≥ αˆ′g(G) + 1,
where the ﬁrst inequality follows from minimality of G and the second from Proposition 4.3.3 applied to the
Min-start game on G with ﬁrst move uv.
For the other claim, let uv be an optimal ﬁrst move in the Max-start game on G. Let G′ = G− {u, v};
now
α′g(G+K1,t) ≥ 1 + αˆ′g(G′ +K1,t) ≥ 1 + αˆ′g(G′) + 1 = α′g(G) + 1,
where the ﬁrst inequality follows from Proposition 4.3.3 applied to the Max-start game on G + K1,t with
ﬁrst move uv, and the second inequality follows from minimality of G.
We now apply Lemma 4.3.9 to show that αˆ′g(F ) ≤ α′g(F ) for every forest F . The proof of this result
uses induction; the induction hypothesis establishes the hypotheses of the lemma.
Theorem 4.3.10. If F is a forest, then αˆ′g(F ) ≤ α′g(F ).
Proof. By Theorem 4.3.6, it suﬃces to show that we cannot have α′g(F ) = k− 1 and αˆ′g(F ) = k for some k.
This is clearly the case when each component of F is a star; in particular, it is true when k = 1. We proceed
through induction on k.
Suppose to the contrary that α′g(F ) = k−1 and αˆ′g(F ) = k. By the observation above, not all components
of F are stars; let C be a component of F that is not a star. Let u and x be the endpoints of a longest path
in C. We view C as being rooted at x. Since C is not a star, the u, x-path contains at least four vertices;
let v be the parent of u, and let w be the parent of v.
Applying Proposition 4.3.3 to the Min-start game on F yields k = αˆ′g(F ) ≤ 1 + α′g(F − {v, w}), so
α′g(F − {v, w}) ≥ k − 1. Similarly, applying Proposition 4.3.3 to the Max-start game on F yields k − 1 =
α′g(F ) ≥ 1+ αˆ′g(F −{v, w}), so αˆ′g(F −{v, w}) ≤ k− 2. Now Theorem 4.3.6 implies α′g(F −{v, w}) = k− 1
and αˆ′g(F − {v, w}) = k − 2. By Corollary 4.3.7, we also have α′g(F − w) = k − 1. Finally, by choice of F ,
we have αˆ′g(F − w) ≤ α′g(F − w) = k − 1.
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Let t = d(v). The component of F − w containing v is isomorphic to K1,t−1, so F − w has the form
F ∗+K1,t−1 for some forest F ∗. Moreover, F −{v, w} = F ∗+(t− 1)K1. But Lemma 4.3.9 now implies that
k − 1 = α′g(F ∗ +K1,t−1) ≥ 1 + α′g(F ∗) = 1 + α′g(F ∗ + (t− 1)K1) = k,
a contradiction. (Note that the hypotheses of Lemma 4.3.9 follow from the induction hypothesis and the
observation that αˆ′g(F
∗) ≤ αˆ′g(F − w) = k − 1.)
Theorem 4.3.11. If F is a forest and t ≥ 1, then αˆ′g(F +K1,t) = 1+ αˆ′g(F ) and α′g(F +K1,t) = 1+α′g(F ).
Proof. Theorem 4.3.10 shows that the hypotheses of Lemma 4.3.9 always hold; this establishes the lower
bounds.
We prove both upper bounds simultaneously. Suppose to the contrary that one or both of the upper
bounds fails to hold; among all counterexamples to either, choose F to be one having the fewest vertices.
Both bounds clearly hold when F has no edges, so we may assume otherwise.
For the ﬁrst upper bound, let uv be an optimal ﬁrst move in the Min-start game on F and let F ′ =
F − {u, v}. Applying Proposition 4.3.3 to the Min-start game on F + K1,t and invoking minimality of F
yields
αˆ′g(F +K1,t) ≤ 1 + α′g(F ′ +K1,t) = 1 + α′g(F ′) + 1 = αˆ′g(F ) + 1.
For the second upper bound, let uv be an optimal ﬁrst move in the Max-start game on F +K1,t. If uv
belongs to the added copy of K1,t, then by Theorem 4.3.10 we have
α′g(F +K1,t) = 1 + αˆ
′
g(F ) ≤ 1 + α′g(F ).
Otherwise, let F ′ = F − {u, v}; now minimality of F yields
α′g(F +K1,t) = 1 + αˆ
′
g(F
′ +K1,t) = 1 + αˆ′g(F
′) + 1 ≤ αˆ′g(F ) + 1,
where the last inequality follows from Proposition 4.3.3 applied to the Max-start game on F .
The following corollary of Theorem 4.3.11 is sometimes useful.
Corollary 4.3.12. For F a forest and t an integer, in both the Max-start and Min-start games on F +K1,t,
the starting player has an optimal first move in F .
57
Proof. We prove the claim for the Min-start game; the proof for the Max-start game is similar. Let uv be an
optimal ﬁrst move in the Min-start game on F . Consider the Min-start game on F +K1,t. If Min plays an
edge from the added star ﬁrst and plays optimally thereafter, then the length of the game will be 1+α′g(F ).
If on the other hand Min plays uv, then the length of the game will be 1 + α′g(F − {u, v}+K1,t). However,
by Theorem 4.3.11, Proposition 4.3.3, and Theorem 4.3.10 we have
1 + α′g(F − {u, v}+K1,t) = 2 + α′g(F − {u, v}) ≤ 1 + αˆ′g(F ) ≤ 1 + α′g(F ).
Hence Min does no worse by playing in F than she does by playing the isolated edge.
As an application of Corollary 4.3.12, we determine the asymptotic value of α′g(Pn). While the corollary
is not strictly needed to prove this result, it does simplify the argument.
Theorem 4.3.13. For all n, we have 3
⌊
n
7
⌋ ≤ α′g(Pn) ≤ 3 ⌈n7 ⌉.
Proof. We claim that α′g(P7k) = 3k, from which the desired result follows by Corollary 4.3.8.
At each point during the matching game on P7k, the residual graph is a disjoint union of paths. Each
move made throughout the game increases the number of components in the residual graph by at most one.
Upper bound: We give a strategy for Min. On each of her turns, Min selects a largest component
of the residual graph. If this component has at least three vertices, then she plays the second edge of this
component. Otherwise, she plays any legal move.
At some point in the game, every component of the residual graph has fewer than three vertices; suppose
that this ﬁrst happens at the end of turn t. Let s1 and s2 denote the numbers of isolated vertices and isolated
edges, respectively, in the residual graph at that time. Since the residual graph has at most t+1 components,
s1 + s2 ≤ t+ 1. Since each move removes exactly two vertices from the residual graph, s1 + 2s2 + 2t = 7k.
We now have
7k + s1 = 2t+ 2s2 + 2s1 ≤ 2t+ 2(t+ 1) = 4t+ 2.
Since each of Min’s moves increases the number of isolated vertices by at least one, s1 ≥ (t− 1)/2; hence
(t− 1)/2 ≤ s1 ≤ 4t+ 2− 7k.
Multiplying both sides by 2 and rearranging yields 14k ≤ 8t+4−(t−1) = 7t+5; now t ≥ ⌈(14k − 5)/7⌉ = 2k.
Moreover, s1 ≥ ⌈(t− 1)/2⌉ = k. Since exactly s1 vertices will remain unmatched at the end of the game, we
have α′g(P7k) ≤ (n− s1)/2 ≤ 3k.
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Lower bound: We give a strategy for Max. On each of his turns, Max selects a component of the
residual graph with at least four vertices, if possible, and plays the third edge of this component. (If no
such component exists, then Max plays any legal move.) To simplify the analysis, we assume that Min never
plays an isolated edge, unless no other moves remain; this is justiﬁed by Corollary 4.3.12.
At some point in the game, each component of the residual graph has fewer than four vertices; suppose
that this ﬁrst happens after turn t. Let s1, s2, and s3 denote the numbers of components of the residual
graph having 1, 2, and 3 vertices, respectively. Since each of Max’s moves creates an isolated edge, and
since neither player has yet played an isolated edge, we have s2 ≥ t/2. Each move increases the number
of components in the residual graph by 1, so s1 + s2 + s3 ≤ t + 1. Combining these observations yields
s1 + s3 ≤ t/2 + 1.
At the end of the game, exactly s1 + s3 vertices will remain unmatched; we want to prove s1 + s3 ≤ k.
Suppose to the contrary that s1 + s3 > k. The number of vertices removed from the residual graph so far is
2t; the number remaining is s1 + 2s2 + 3s3. We thus have
7k = 2t+ s1 + 2s2 + 3s3 = 2t+ (s1 + s3) + 2s2 + 2s3 > 2t+ k + 2(t/2) = 3t+ k,
hence 6k > 3t, so t < 2k, and integrality of t forces t ≤ 2k−1. Thus s1+s3 ≤ ⌊t/2 + 1⌋ ≤ k, a contradiction.
Now
α′g(P7k) ≥ (7k − s1 − s3)/2 ≥ (7k − k)/2 = 3k,
as desired.
Wise and Yeager [91] independently determined the exact game matching numbers of arbitrary disjoint
unions of paths. Their arguments require more careful analyses, but use essentially the same strategies given
in the proof of Theorem 4.3.13.
4.4 Matching and Game Matching
In this section, we focus on the relationship between the game matching number and the ordinary matching
number. We begin by presenting a condition under which the parameters coincide.
Theorem 4.4.1. Fix an n-vertex graph G and a perfect matching M in G. If uw ∈ E(G) ⇒ vx ∈ E(G)
whenever uv, wx ∈M , then α′g(G) = n/2 and αˆ′g(G) = n/2.
Proof. Both claims hold by inspection when n ≤ 4; we proceed by induction on n.
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Clearly neither α′g(G) nor αˆ
′
g(G) can exceed n/2, so we need only give strategies for Max. If Max has
the ﬁrst turn, then on it he plays any edge uv in M . Now α′g(G) ≥ 1+ αˆ′g(G−{u, v}). Moreover, G−{u, v}
satisﬁes the hypothesis of the claim (as witnessed by the matching M − uv), so the induction hypothesis
yields α′g(G) ≥ 1 + (n− 2)/2 = n/2.
Suppose instead that Min has the ﬁrst turn. Consider an optimal move uv for Min. If uv ∈M , then Max
plays any edge wx in M − uv. The graph G− {u, v, w, x} satisﬁes the hypothesis of the claim (as witnessed
by M − {uv, wx}), so by the induction hypothesis,
αˆ′g(G) = 1 + α
′
g(G− {u, v}) ≥ 2 + αˆ′g(G− {u, v, w, x}) = 2 + (n− 4)/2 = n/2.
If instead uv 6∈M , then since M is a perfect matching, both u and v lie on edges in M ; suppose uu′ ∈M
and vv′ ∈M . By assumption, u′v′ ∈M ; Max plays this edge. Now G−{u, v, u′, v′} satisﬁes the hypothesis
of the claim, as witnessed by M − {uu′, vv′}, so again
αˆ′g(G) = 1 + α
′
g(G− {u, v}) ≥ 2 + αˆ′g(G− {u, v, w, x}) = 2 + (n− 4)/2 = n/2.
The property we require of G in Theorem 4.4.1 is somewhat restrictive. However, it has the useful quality
that it is preserved under Cartesian products. That is, if G has a perfect matching M of the desired form,
then so does GH , for any graph H : to see this, consider the perfect matching in GH formed by the
copies of M . As an example, the observation that Kr,r has such a perfect matching yields the following:
Corollary 4.4.2. For every graph H and each r, we have α′g(Kr,rH) = αˆ
′
g(Kr,rH) = |V (GKr,r)| /2.
In particular, Max can force a perfect matching in the matching game on GK2 for any graph G.
Of course α′g(G) and α
′(G) may in general diﬀer, but by how much? Our next result is a general lower
bound on α′g(G) in terms of α
′(G).
Theorem 4.4.3. For every graph G, we have α′g(G) ≥ (2/3)α′(G).
Proof. Let M be a maximum matching in G. We give a strategy for Max to ensure that the Max-ﬁrst game
lasts at least 2 |M | /3 turns.
On each of his turns, Max plays an edge from M , if possible; otherwise, he plays arbitrarily. Given edges
e and f , we say that playing e invalidates f if f belonged to the residual graph before e was played but not
afterward. Since M is a matching, playing an edge in M invalidates only one edge in M , namely the played
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edge itself. On the other hand, playing an edge not in M invalidates at most two edges in M , since each
edge not in M can share endpoints with at most two edges in M .
Each edge in G is eventually invalidated during the course of the game. Suppose that the last edge of M
is invalidated on turn k. If k = 2ℓ, then Max and Min have each taken ℓ turns. The number of edges in M
that have been invalidated thus cannot exceed ℓ+ 2ℓ, so |M | ≤ 3ℓ; since α′g(G) ≥ 2ℓ ≥ (2/3) |M |, the claim
follows. If instead k = 2ℓ + 1, then Max has taken ℓ + 1 turns and Min ℓ. The number of edges in M that
have been invalidated is now at most ℓ+1+2ℓ, so |M | ≤ 3ℓ+1, and again α′g(G) ≥ 2ℓ+1 ≥ (2/3) |M |.
Theorem 4.4.3 cannot be improved in general, as we next show. Recall that a split graph is a graph whose
vertex set can be partitioned into a clique and an independent set. We next present a Min strategy for the
matching game on split graphs. On many split graphs, this strategy lets Min force equality in Theorem 4.4.3.
Proposition 4.4.4. Let G be a split graph. If V (G) = S ∪ T , with S an independent set and T a clique,
then α′g(G) ≤ ⌈(2/3) |T |⌉.
Proof. Min’s strategy is straightforward: on each turn, she plays any edge joining two vertices of T if possible,
and any legal move otherwise.
By choice of S and T , every edge in G has at least one endpoint in T . Thus, once all endpoints of T
have been matched, the game ends. If |T | ≤ 3, then the claim clearly holds. We proceed by induction on
|T |. Assume |T | ≥ 4. If the game ends within the ﬁrst two turns, then the claim holds. Otherwise, let G′
be the residual graph after the ﬁrst two turns, with S′ = S ∩ V (G′) and T ′ = T ∩ V (G′). Note that G′ is
a split graph, that V (G′) = S′ ∩ T ′, that S′ is independent, and that T ′ is a clique. Moreover, since Max’s
ﬁrst move used at least one vertex in T and Min’s ﬁrst move used at least two, we have |T ′| ≤ |T | − 3. Now
the induction hypothesis yields
α′g(G) = 2 + α
′
g(G
′) ≤ 2 + ⌈(2/3) |T ′|⌉ ≤ 2 + ⌈(2/3)(|T | − 3)⌉ = ⌈(2/3) |T |⌉ .
When T ⊆ V (G) and G− T has no edges, we have α′(G) ≤ |T |. When equality holds here and 3 divides
|T |, the lower bound in Proposition 4.4.4 matches the upper bound in Theorem 4.4.3. This establishes a
large family of graphs on which equality holds in Theorem 4.4.3. In particular, we obtain the following
construction.
Example 4.4.5. For k ≥ 1 and n ≥ 6k, we have α′(K3k ∨Kn−3k) = 3k and α′g(K3k ∨Kn−3k) = 2k. (Here
G ∨ H denotes the join of G and H , the graph formed from G +H by adding all possible edges joining a
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vertex of G and a vertex of H .)
Example 4.4.5 shows that there are inﬁnitely many k-connected graphs G such that α′g(G) = (2/3)α
′(G),
for any k. It happens that the construction in Example 4.4.5 maximizes the number of edges among all
n-vertex graphs where this equality holds. We ﬁrst need a technical lemma about ordinary matching; this
lemma is a special case of a more diﬃcult result of Brandt [18], but since we need only this special case, we
provide a short, self-contained proof.
Lemma 4.4.6. If G is an n-vertex graph, then α′(G) ≥ min{⌊n/2⌋ , δ(G)}.
Proof. If α′(G) ≥ ⌊n/2⌋, then there is nothing to prove. Otherwise, let M be a maximum matching in G,
and let u and v be distinct vertices not covered by M . (Since |M | < ⌊n/2⌋, at least two vertices must be
uncovered.) Let au and bu denote the number of edges in M having exactly one and exactly two endpoints
in N(u), respectively; deﬁne av and bv similarly.
All neighbors of u must be covered, since otherwise the edge from u to some unsaturated neighbor would
augment M . Thus au + 2bu ≥ δ(G). Likewise, av + 2bv ≥ δ(G).
If for some edge wx ∈ M we had w, x ∈ N(u) ∩ N(v), then uwxv would be an M -augmenting path,
which would contradict the choice of M . Thus no edge in M counts toward both bu and bv. Hence
|M | ≥ 1
2
(au + av) + bu + bv =
1
2
((au + 2bu + av + 2bv) ≥ 1
2
2δ(G) = δ(G).
We also need the following well-known result:
Proposition 4.4.7. Let G be a graph and fix v ∈ V (G). If v is not an isolated vertex, then some maximum
matching in G contains an edge incident to v.
Proposition 4.4.8. Let G be an n-vertex graph for which α′(G) = 3k and α′g(G) = 2k. If n ≥ 6k+2, then
|E(G)| ≤ (3k2 )+ 3k(n− 3k).
Proof. We prove the claim using induction on k. When k = 0 the claimed bound is |E(G)| ≤ 0, which holds
since no graph with matching number 0 has any edges.
Assume now that k ≥ 1. We give a strategy for Max that, if E(G) exceeded the claimed bound, would
produce a matching with more than 2k edges. Since α′(G) = 3k and ⌊n/2⌋ > 3k, Lemma 4.4.6 implies that
δ(G) ≤ 3k. Let v be a vertex of minimum degree. By Proposition 4.4.7, some maximum matching includes
an edge incident to v; Max plays this edge. Max’s move eliminates at most n+3k−2 edges from the residual
graph. Now n− 2 vertices remain, so Min’s next move eliminates at most 2n− 7 additional edges.
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LetG′ be the resulting residual graph after both moves. By Proposition 4.3.3, we have α′g(G) ≥ 2+α′g(G′),
hence α′g(G
′) ≤ 2k−2. Max’s move reduced the matching number of the residual graph by 1, and Min’s move
further reduced it by at most 2, so α′(G′) ≥ 3k−3. It now follows from Theorem 4.4.3, that α′g(G′) = 2k−2
and α′(G′) = 3k − 3. Moreover, |V (G′)| = n− 4 > 6(k − 1) + 2. Thus the induction hypothesis applies to
G′ and yields |E(G′)| ≤ (3(k−1)2 ) + 3(k − 1)(n − 4 − 3(k − 1)). However, the discussion above shows that
|E(G′)| ≥ |E(G)| − 3n− 3k + 9. Therefore,
|E(G)| ≤ |E(G′)|+ 3n+ 3k − 9
≤
(
3(k − 1)
2
)
+ 3(k − 1)(n− 4− 3(k − 1)) + 3n+ 3k − 9
=
(
3k − 3
2
)
+ 3k(n− 1− 3k)− 3n+ 3 + 9k + 3n+ 3k − 9
=
9k2 − 21k + 12 + 18k − 12
2
+ 3k(n− 3k)
=
(
3k
2
)
+ 3k(n− 3k)
as claimed.
Although the upper bound in Theorem 4.4.3 is tight inﬁnitely often, including on graphs having arbitrarily
high connectivity, the bound can be improved on certain classes of graphs. Our next main result is that for
every forest F we have α′g(G) ≥ (3/4)α′(F ).
Theorem 4.4.9. If F is a forest, then α′g(F ) ≥ (3/4)α′(F ).
Proof. We claim both that α′g(F ) ≥ (3/4)α′(F ) and that αˆ′g(F ) ≥ (3/4)α′(F )− 1/2; we prove both claims
simultaneously by induction on |E(F )|. By Theorem 4.3.11, each component of F that is a star contributes
1 to α′(F ), 1 to α′g(F ), and 1 to αˆ
′
g(F ), so both claims clearly hold when all components of F are stars.
Moreover, it suﬃces to prove the claims when no components of F are stars.
First consider the Min-start game. Let uv be an optimal ﬁrst move for Min and let F ′ = F−{u, v}. Since
removing a vertex from any graph decreases the matching number by at most 1, we have α′(F ′) ≥ α′(F )−2.
Now this observation, the choice of uv, and the induction hypothesis together yield
αˆ′g(F ) = 1 + α
′
g(F
′) ≥ 1 + (3/4)α′(F ′) ≥ 1 + (3/4)(α′(F )− 2) = (3/4)α′(F )− 1/2.
Next consider the Max-start game. Let C be any component of F . Since C is not a star, it has diameter
at least 4; let x, w, and v be the ﬁrst three vertices on a longest path in C. Since x must be a leaf, its
only incident edge is wx, so by Proposition 4.4.7 some maximum matching in F contains wx. Moreover, the
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observation that C is not a star implies that v is not isolated in F −{w, x}. Therefore, by Proposition 4.4.7,
F − {w, x} has a maximum matching containing some edge incident to v, say uv.
u
v
w
x
F ∗
Figure 4.1: The graphs F and F ∗ in Theorem 4.4.9.
Max plays uv; let F ′ = F − {u, v}. Since wx belongs to some maximum matching in F , and uv belongs
to some maximum matching in F − {w, x}, it follows that uv belongs to some maximum matching in F .
Thus α′(F ′) = α′(F ) − 1. By choice of v,w, and x, the component of F ′ containing wx is a star. Hence F ′
has the form F ∗ +K1,t, for some forest F ∗ and some t ≥ 2.
Now Proposition 4.3.3, Theorem 4.3.11, and the induction hypothesis yield
α′g(F ) ≥ 1 + αˆ′g(F ′) = 1 + αˆ′g(F ∗ +K1,t) = 2 + αˆ′g(F ∗) ≥ 2 + (3/4)α′(F ∗)− 1/2.
Since uv belongs to some maximum matching in F , we have
α′(F ) = α′(F − {u, v})− 1 = α′(F ∗ +K1,t)− 1 = α′(F ∗)− 2.
These observations together yield
α′g(F ) ≥ 2 + (3/4)α′(F ∗)− 1/2 = 3/2 + (3/4)(α′(F )− 2) = (3/4)α′(F ),
as desired.
The bound given in Theorem 4.4.9 is tight. A comb is a tree obtained from a path by attaching a pendant
leaf to each vertex; we denote by Bℓ the comb with ℓ leaves (and hence 2ℓ vertices).
Theorem 4.4.10. For each k, we have α′g(B4k) = (3/4)α
′(B4k).
Proof. Since α′(B4k) = 4k, we must show that α′g(B4k) = 3k. The lower bound follows from Theorem 4.4.9.
To prove α′g(B4k) ≤ 3k, we give a strategy for Min.
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After any number of turns in the matching game, the residual graph is necessarily a disjoint union of
combs and isolated vertices. We identify two types of moves in the matching game on B4k. We say that a
move is “Type A” if neither endpoint of the edge played is a leaf, and “Type B” otherwise. In our analysis
of Min’s strategy, we keep track of the number of non-isolated vertices in the residual graph. Note that each
Type A move leaves four fewer non-isolated vertices than before (the endpoints of the edge played and their
two pendant leaves) while each Type B move leaves two fewer.
Min plays as follows. On each turn, Min chooses a largest component in the residual graph. If this
component is an isolated edge, then Min plays that edge. Otherwise, the component’s non-leaf vertices
induce a path, say v1, v2, . . . , vℓ; Min plays v1v2. Note that Min plays only Type A moves until the point in
the game at which the residual graph ﬁrst consists only of isolated edges and isolated vertices.
To show that α′g(B4k) ≤ 3k, it suﬃces to show that at least 2k vertices become isolated during the game;
such vertices must remain unmatched, so the size of the matching produced cannot exceed (1/2)(8k − 2k),
which simpliﬁes to 3k. Note that each Type A move isolates two vertices, while each Type B move isolates
none.
For i ≤ k, consider the residual graph just before Min’s ith turn. (Since α′g(B4k) ≥ 3k, the game must
reach this point.) Let a and b denote the numbers of Type A and Type B moves, respectively, that have
been made so far. If a ≥ k, then at least 2k vertices have been isolated, as desired. Otherwise, it suﬃces to
show that Min, on her ith turn, makes a Type A move; it would then follow that at least 2k vertices become
isolated by the end of Min’s kth turn.
By following the strategy above, Min never increases the number of nontrivial components in the residual
graph. On the other hand, each of Max’s moves increases that number by at most 1. Since Max has taken
exactly i turns, the current residual graph has at most i + 1 nontrivial components. Moreover, the number
of non-isolated vertices in the residual graph is 8k− 4a− 2b, which equals 8k− 2a− 2(a+ b). Since a ≤ k− 1
and a+ b ≤ 2k− 1, the number of non-isolated vertices is thus at least 2k+4. Hence the average number of
vertices per nontrivial component in the residual graph is at least (2k + 4)/(i + 1), which exceeds 2. Thus
some component in the residual graph has more than two vertices, so at least one comb is not an isolated
edge, and so Min makes another Type A move.
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Chapter 5
Game Domination
In this chapter, as in Chapter 4, we study a competitive optimization graph parameter. Our focus here is
on the domination game introduced by Bresˇar, Klavzˇar, and Rall [20]. In this game, Dominator and Staller
jointly construct a dominating set S in a given graph G. The players alternately add vertices to S, with the
restriction that each vertex added must strictly increase the number of vertices dominated so far. The game
ends when S becomes a dominating set; we seek to determine the ultimate size of S when both players play
optimally.
This chapter is based on joint work with D. B. West and R. Zamani that appears in [68].
5.1 Introduction
A dominating set in a graph G is a subset S of V (G) such that every vertex outside S has a neighbor in
S (vertices dominate themselves). The domination number γ(G) is the minimum size of a dominating set.
Nearly a thousand papers and several books have been written on variations of domination; see [56] for a
summary of the basic material.
Bresˇar, Klavzˇar, and Rall [20] introduced a game variant of graph domination, which they attributed
to Henning. In the domination game on a graph G, two players called Dominator and Staller take turns
choosing vertices of G. Each vertex chosen must dominate at least one vertex not dominated by the vertices
previously chosen. The game ends when the set of vertices chosen becomes a dominating set. Dominator
wants to minimize the size of the ﬁnal dominating set, while Staller wants to maximize it, prolonging the
game. The game domination number of G is the size of the chosen set when both players play optimally,
denoted by γg(G) in the variant where Dominator plays ﬁrst and by γ
′
g(G) when Staller plays ﬁrst. (This
parameter diﬀers from the parameter called “game domination number” by Alon, Balogh, Bolloba´s, and
Szabo´ [2] and studied also in [43].)
Section 5.2 develops ideas and lemmas that simplify reasoning about the domination game. Lemma 5.2.1
formalizes the intuition that starting the game with some vertices already dominated cannot lengthen the
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game; this resolves a question posed in [20]. Next, we introduce a variant of the game in which, on each
turn, Staller may pass. We denote the number of vertices played in this variant, under optimal play, by
γˆg or γˆ
′
g, depending on who moves ﬁrst. Strengthening Staller by providing this additional option yields a
game that is easier to analyze than the original game and provides upper bounds. Lemma 5.2.4 says that if
G = G1 ∪G2, then γˆg(G) ≤ γˆg(G1) + γˆ′g(G2), and hence also γg(G) ≤ γˆg(G1) + γˆ′g(G2).
Section 5.3 provides two general upper bounds on γg. Theorem 5.3.1 strengthens the bound γg(G) ≤
2γ(G) − 1 observed in [20]. Next, we use Lemma 5.2.4 and Theorem 5.3.1 to prove that γg(G) ≤ ⌈7n/10⌉
for any n-vertex graph G without isolated vertices.
Section 5.4 continues the work begun in [20] on characterizing the realizable pairs, meaning the pairs
(k, k′) that occur as (γg(G), γ′g(G)) for some graph G. In [20] it was shown that all realizable pairs have
the form (k, k − 1), (k, k), (k, k + 1), or (k, k + 2). Moreover, [20] showed that all pairs of the form (k, k),
(k, k + 1), or (2k + 1, 2k) are realizable and that (2, 1) is not. It was conjectured that no pairs of the form
(k, k + 2) or the form (2k, 2k − 1) are realizable. We conﬁrm the ﬁrst of these conjectures and refute the
second; no pair of the form (k, k+2) is realizable, but (2k, 2k− 1) is realizable for k ≥ 2. We prove another
conjecture in [19] by showing that γg(G) ≤ γ′g(G) when G is a forest.
Section 5.5 studies the maximum value of γg over n-vertex forests. Since γg(Kn) = n, we consider
only isolate-free forests (a graph is isolate-free if it has no isolated vertices). Theorem 5.5.5 states that
γg(G) ≤ 3n/5 when each component of G is a nontrivial caterpillar (a caterpillar is a tree in which the
non-leaf vertices form a path, and a graph is nontrivial if it has at least one edge). This bound is sharp,
and we conjecture that it holds for all isolate-free forests. Theorem 5.5.6 is a partial result toward this
conjecture, giving a weaker upper bound of 7n/11. We conclude with several interesting open questions.
To simplify discussion, we adopt terminology from games. A turn is the phase of the game consisting
of one player’s action to select a vertex or to pass. When a player completes that action, we say that he
moves; when that action is selecting a vertex v, we refer to v as the “move” and say that he “plays” v. When
Dominator moves ﬁrst, the game is the Dominator-start game; when Staller moves ﬁrst, it is the Staller-start
game.
5.2 The Segmentation Lemma
In this section we establish a lemma that will prove useful throughout the chapter. Some preliminaries are
needed before presenting the lemma itself. We begin by resolving a conjecture posed by Bresˇar, Klavzˇar,
and Rall.
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A partially-dominated graph is a graph together with a declaration that some vertices are already domi-
nated (or, equivalently, do not “need” to be dominated. When G is a partially-dominated graph, we denote
the number of turns remaining in the game under optimal play by γg(G) and γ
′
g(G), depending on who
moves ﬁrst.
Problem 1 in [20] asked whether having more vertices dominated could ever hurt Dominator. In particular,
if the set of “pre-dominated” vertices in a graph is enlarged, can the game domination number be larger?
Our ﬁrst lemma shows that it cannot. This result formalizes natural intuition about the game. We invoke
it frequently throughout the chapter, often without explicit mention. We use the name for it suggested in
[19].
Lemma 5.2.1 (Continuation Principle). Let G be a graph, and fix A,B ⊆ V (G). Let GA and GB be the
partially-dominated graphs arising from G with A dominated and with B dominated, respectively. If B ⊆ A,
then γg(GA) ≤ γg(GB) and γ′g(GA) ≤ γ′g(GB).
Proof. Dominator simultaneously plays Game A on GA and Game B on GB. Game A is the “real” game
in which both players play, while Game B is imagined by Dominator. Dominator ensures that Game A
ﬁnishes no later than Game B by maintaining the following invariant: every dominated vertex in Game B is
also dominated in Game A. By assumption, the invariant holds at the beginning. We consider the moves of
Staller and Dominator separately.
On each turn, Staller plays in Game A. By the invariant, Staller’s move in Game A is also available in
Game B. Dominator imagines that Staller makes the same move in Game B; the invariant is maintained.
On each turn, Dominator plays in Game B using an optimal strategy for that game. If Dominator’s
move v in Game B is a valid move in Game A, then he plays it in Game A, maintaining the invariant.
Otherwise, every newly-dominated vertex in Game B is already dominated in Game A, and the invariant
holds regardless of Dominator’s move; he plays any undominated vertex in Game A.
By the invariant, Game A ﬁnishes no later than Game B. Since Dominator played optimally on Game B,
the number of turns there was at most γg(GB) if he moved ﬁrst and at most γ
′
g(GB) if Staller moved ﬁrst.
Thus γg(GA) ≤ γg(GB) and γ′g(GA) ≤ γ′g(GB).
Remark 5.2.2. By the Continuation Principle, it never helps Dominator to make moves that dominate no
new vertices. Therefore, we need not restrict Dominator’s moves; henceforth we permit him to play any
vertex, whether or not it dominates any additional vertices. (Indeed we may even allow Dominator to select
vertices that have already been played, so long as we adopt the convention that these “redundant” vertices
contribute with multiplicity toward the size of the ﬁnal dominating set.)
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Strengthening Dominator in this way does not change the length of the game (under optimal play), but
it does have the helpful consequence that, when presenting strategies, we need not check that Dominator’s
moves are valid. (Alternatively, the reader may imagine that Dominator, when directed to play an “illegal”
move, instead plays an arbitrary legal move.)
It can also help to consider variants of the domination game in which Staller is stronger. In [20], the
authors brieﬂy explored a variant in which Staller can pass once during the game; more generally, we may
allow Staller to pass on any turn.
Definition 5.2.3. The Staller-pass game is the variant of the domination game in which, on each turn,
Staller may pass instead of playing a vertex. Denote the size of the ﬁnal dominating set in the Staller-pass
game on G, under optimal play, by γˆg(G) if Dominator moves ﬁrst and by γˆ
′
g(G) if Staller moves ﬁrst. (Turns
on which Staller passes do not count toward the size of the ﬁnal dominating set.)
Since Staller has additional options in the Staller-pass game and Dominator does not, γˆg(G) ≥ γg(G)
and γˆ′g(G) ≥ γ′g(G) for any graph G. Moreover, since Staller may pass initially, always γˆg(G) ≤ γˆ′g(G). This
property contrasts with the usual game, where sometimes γg(G) > γ
′
g(G). Thus the Staller-pass game is
“better-behaved” than the usual game; playing ﬁrst cannot be a disadvantage to a Staller who can pass.
The Continuation Principle applies also to the Staller-pass game; the same proof works. We use this
observation to prove an important lemma. The union G of partially-dominated graphsG1 and G2 is obtained
by letting the graph G be the graph union G1 ∪ G2 and letting the set of dominated vertices in G be the
union of the dominated sets in G1 and G2.
We now present the Segmentation Lemma, which facilitates inductive proofs of upper bounds on γg.
When we express a graph G as the union of “nice” graphs G1 and G2, the Segmentation Lemma provides a
bound on the length of the Staller-pass game on G in terms of the lengths of the Staller-pass games on G1
and G2. Since γg(G) ≤ γˆg(G) and γ′g(G) ≤ γˆ′g(G), these bounds apply also to the original game.
Lemma 5.2.4 (Segmentation Lemma). Let G1 and G2 be partially-dominated graphs. If G = G1∪G2, then
γˆg(G) ≤ γˆg(G1) + γˆ′g(G2) and γˆ′g(G) ≤ γˆ′g(G1) + γˆ′g(G2).
Proof. Dominator constructs two auxiliary games, one on G1 and one on G2, which we call sub-games.
Throughout the course of the game on G, Dominator interprets each of Staller’s moves as a move in one
of the sub-games, then uses an optimal strategy for that sub-game to determine his own next move on G.
In doing this, Dominator ensures that, at all times, every vertex dominated in one of the sub-games is also
dominated in G.
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We suppose that Dominator moves ﬁrst; a similar strategy works for the Staller-start game. On Domina-
tor’s ﬁrst turn, he plays in the sub-game on G1 according to some optimal strategy for that game and makes
the same move in G. For the remainder of the game Dominator plays reactively, responding to Staller’s
moves. We specify Dominator’s answer to each of Staller’s possible moves.
If Staller passes, then Dominator responds in an arbitrary sub-game, playing as if Staller had passed in
that sub-game. If instead Staller plays some vertex v, then Dominator ﬁnds some vertex w that was newly
dominated by this move. If vw ∈ E(G1), then Staller’s last move would have been valid in the sub-game on
G1, so Dominator views it as a move in that sub-game and responds there. Otherwise, Staller’s last move
would have been valid in the sub-game on G2, so Dominator views it as a move in the sub-game on G2
and responds there. At some point it may happen that Staller ﬁnishes one of the sub-games, in which case
Dominator acts as if Staller had passed in the other sub-game and responds there. In any case, Dominator
makes the same move on G as in the sub-game. (Note that vertices dominated in G need not be dominated
in both sub-games, so a move that dominates new vertices in a sub-game need not dominate new vertices in
G. By Remark 5.2.2, we may allow Dominator to make such a move in G.)
Since Dominator played ﬁrst in the sub-game on G1, at most γˆg(G1) moves are played there. Likewise,
at most γˆ′g(G2) moves are played in the sub-game on G2. Since every vertex dominated in a sub-game is
also dominated in G, the game must end by the time both sub-games have been played to completion. Thus
γˆg(G) ≤ γˆg(G1) + γˆ′g(G2). The same strategy yields the claimed bound on γˆ′g(G); note that, in this case,
Staller starts in both sub-games.
5.3 Bounds for n-vertex graphs
Next we present a general upper bound. Instead of bounding γg(G) directly, we bound γˆ
′
g(G), a stronger
result. When m = γ(G), the bound usually improves the bound γg(G) ≤ 2γ(G)− 1 observed in [20].
Theorem 5.3.1. Let G be an n-vertex graph. Ifm and k are positive integers such that γ(G) ≤ m ≤ n ≤ mk,
then γˆ′g(G) ≤
⌈
2m(1− 2−k)⌉.
Proof. Staller starts and can pass. Dominator ﬁxes a dominating set S of size m in G. On each turn,
Dominator plays a vertex of S that dominates the most new vertices. Suppose ﬁrst that m = c2k−1 for some
integer c; we show later how to deal with arbitrary m.
For 0 ≤ i ≤ k−1, we show by induction on i that at most m2−i(k− i) vertices in G remain undominated
when 2m(1− 2−i) vertices have been played. At the start of the game, i = 0.
Suppose that 2m(1−2−i) vertices have been played and at mostm2−i(k−i) vertices remain undominated.
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Note that 2m(1− 2−(i+i))− 2m(1− 2−i) = 2m2−(i+1). Consider the state of the game after 2m2−(i+1) more
vertices have been played. If every vertex in S now has fewer than k − i undominated vertices in its closed
neighborhood, then since Dominator has played at least m(1 − 2−(i+i)) vertices in S, at most m2−(i+1)
vertices in S have not been played, and at most m2−(i+1)(k− i−1) vertices remain undominated, as desired.
Otherwise, at least k − i new vertices were dominated by each of Dominator’s last m2−(i+1) moves.
Moreover, each of the other m2−(i+1) vertices played among the last 2m2−(i+1) (whether played by Staller
or Dominator) dominated at least one new vertex. In total, the last 2m2−(i+1) vertices played dominated
at least m2−(i+1)(k − i + 1) new vertices, so the number of undominated vertices remaining is at most
m2−i(k − i) −m2−(i+1)(k − i + 1), which simpliﬁes to m2−(i+1)(k − i − 1). This completes the induction
step.
Setting i = k− 1, at most m2−(k−1) vertices remain undominated after the ﬁrst 2m(1− 2−(k−1)) vertices
have been played. Thus at most m2−(k−1) additional vertices are played in the game. Hence the size of the
ﬁnal dominating set is at most 2m(1− 2−(k−1)) +m2−(k−1), which equals 2m(1− 2−k).
When m is not a multiple of 2k−1, let m = c2k−1 + r for integers c and r with 0 ≤ r < 2k−1. After the
ﬁrst 2r turns, Dominator has played r of the m vertices in S, greedily, so at most n(1− rm ) vertices remain
undominated. Since n ≤ mk, we have n(1− rm ) ≤ k(m−r) = kc2k−1. Applying the same analysis used above
shows that at most 2(c2k−1)− c more vertices are played during the game, so γˆ′g(G) ≤ 2r + 2(c2k−1)− c =⌈
2m(1− 2−k)⌉.
The Segmentation Lemma and Theorem 5.3.1 together yield an upper bound on the game domination
number of isolate-free n-vertex graphs. We also use a well-known theorem of Blank [15]:
Theorem 5.3.2 (Blank). If G is an n-vertex graph with minimum degree at least 2, then γ(G) ≤ 2n/5,
unless G is in the set F of seven graphs drawn below:
In the proof below, and frequently throughout the chapter, to facilitate induction we discard those vertices
and edges of a partially-dominated graph that no longer aﬀect the domination game.
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Definition 5.3.3. In a partially-dominated graph G, a vertex v in G is saturated if all of its closed neighbor-
hood is dominated. The residual graph of G is the partially-dominated graph formed from G by removing
all saturated vertices and all edges joining dominated vertices.
Removing saturated vertices from a partially-dominated graph does not change its game domination
number, since Staller cannot play saturated vertices and Dominator has no reason to. Similarly, removing
an edge joining two dominated vertices does not aﬀect the game.
Theorem 5.3.4. If G is an isolate-free n-vertex graph, then γg(G) ≤
⌈
7n
10
⌉
.
Proof. We use induction on n to prove the stronger statement γˆg(G) ≤ ⌈7n/10⌉. To facilitate the induction,
we simultaneously prove that γˆ′g(G) ≤ ⌈(7n+ 3)/10⌉, and we further generalize both claims by allowing G
to be a partially-dominated graph. Both claims are true by inspection when n ≤ 3.
Suppose Staller has the ﬁrst turn. Consider an optimal ﬁrst move for Staller. If Staller passes, then
γˆ′g(G) = γˆg(G) and it suﬃces to prove γˆ
′
g(G) = γˆg(G) ≤
⌈
7n
10
⌉
. If instead Staller plays some vertex v, then
v becomes saturated. Letting G′ be the resulting residual graph,
γˆ′g(G) ≤ 1 + γˆg(G′) ≤ 1 +
⌈
7(n− 1)
10
⌉
=
⌈
7n+ 3
10
⌉
.
Now suppose Dominator plays ﬁrst. If G has a vertex of degree 1, then let v be such a vertex, and let u
be its neighbor. Dominator plays u, saturating both u and v. Let G′ be the resulting residual graph. Since
G′ has at most n− 2 vertices,
γˆg(G) ≤ 1 + γˆ′g(G′) ≤ 1 +
⌈
7(n− 2) + 3
10
⌉
=
⌈
7n− 1
10
⌉
.
Hence we may assume δ(G) ≥ 2. If G has a component C isomorphic to C4, then the Segmentation
Lemma yields
γˆg(G) ≤ γˆg(C) + γˆ′g(G− V (C)) ≤ 2 +
⌈
7(n− 4) + 3
10
⌉
=
⌈
7n− 5
10
⌉
.
If G has a component C isomorphic to another graph in the set F of Theorem 5.3.2, then γˆg(C) ≤ 3 by
inspection. This time the Segmentation Lemma yields
γˆg(G) ≤ γˆg(C) + γˆ′g(G− V (C)) ≤ 3 +
⌈
7(n− 7) + 3
10
⌉
=
⌈
7n− 16
10
⌉
.
Finally, if no component of G lies in F , then γ(G) ≤ 2n/5 by Theorem 5.3.2. Applying Theorem 5.3.1 with
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m = 2n/5 and k = 3 yields
γˆ′g(G) ≤
⌈
2 · 2n
5
·
(
1− 1
8
)⌉
=
⌈
7n
10
⌉
. 
We have no examples where the bound in Theorem 5.3.4 is tight. Indeed, we believe that it can be
improved to 3n/5.
5.4 Realizability
Recall that a pair (k, k′) is called realizable if there exists some graph G with γg(G) = k and γ′g(G) = k
′.
The study of realizable pairs was a major focus of [20]; there, the authors showed that all realizable pairs
have one of the forms (k, k− 1), (k, k), (k, k+1), and (k, k+2). Moreover, they showed that all pairs (k, k),
(k, k+1), and (2k+1, 2k) are realizable and that (2, 1) is not. We complete the characterization of realizable
pairs by showing that no pair of the form (k, k + 2) is realizable (conﬁrming Conjecture 1 in [20]) and that
(2k, 2k − 1) is realizable whenever k ≥ 2 (refuting Conjecture 2 in [20]).
The non-realizability of (k, k + 2) follows easily from the Continuation Principle. The intuition behind
the proof below was suggested to us by Kevin Milans, who proposed that Dominator should simply ignore
Staller’s ﬁrst move and proceed as in the Dominator-start game.
Corollary 5.4.1. For every graph G, we have γ′g(G) ≤ γg(G) + 1.
Proof. Consider the Staller-start game on G. Let v be an optimal ﬁrst move for Staller and let G′ be the
resulting partially-dominated graph. By the Continuation Principle, γg(G
′) ≤ γg(G), so γ′g(G) = γg(G′)+1 ≤
γg(G) + 1.
Together with Theorem 6 in [20], this yields the following result.
Corollary 5.4.2. For every graph G, we have
∣∣γ′g(G)− γg(G)∣∣ ≤ 1.
We next refute Conjecture 2 in [20] by showing that (2k, 2k − 1) is realizable whenever k ≥ 2.
Proposition 5.4.3. When k ≥ 2, there exists a graph Gk such that γg(Gk) = 2k and γ′g(Gk) = 2k − 1.
Proof. Let G2 be P4P2 (shown on the left in Figure 5.1). For k ≥ 3, deﬁne Gk recursively by Gk =
Gk−1+C4. As argued in [20], we have γg(Gk) = γg(Gk−1)+ 2 and γ′g(Gk) = γ
′
g(Gk−1)+ 2. Hence it suﬃces
to prove γg(G2) = 4 and γ
′
g(G) = 3.
We ﬁrst claim that γg(G2) = 4. For the lower bound, we give a strategy for Staller. Consider Dominator’s
ﬁrst move. If Dominator plays one of the vertices of degree 2, then in response Staller plays the vertex of
degree 2 adjacent to it; the four remaining undominated vertices cannot all be dominated with a single move.
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If instead Dominator plays one of the vertices of degree 3, then in response Staller plays the vertex of degree
3 not adjacent to it; again the two remaining undominated vertices cannot both be dominated with a single
move.
For the upper bound, it suﬃces for Dominator to play, on the ﬁrst and third turns, a vertex of degree
2 and the vertex of degree 3 at distance 3 from it. This leaves only one vertex undominated, which Staller
must dominate on the fourth turn. (Recall from Remark 5.2.2 that we need not require that Dominator’s
second move actually dominate new vertices, so Staller’s intervening move is irrelevant.)
We next claim that γ′g(G2) = 3. For the lower bound, we have γ
′
g(G2) ≥ γ(G2) = 3. For the upper
bound, observe that no matter how Staller plays, Dominator can respond so as to leave only one undominated
vertex, which Staller must subsequently dominate on the next turn.
The examples constructed above are, in general, disconnected. A construction due to Zamani yields
connected graphs Hk that also realize these pairs. To form Hk, start with one copy of P4P2 and k − 2
copies of P3 P2. Let y0 be a vertex of degree 2 in the copy of P4P2. In the ith copy of P3P2, let xi and
yi be vertices of degree 2 with a common neighbor. Form Hk by identifying yi with xi+1 for i ∈ {0, . . . , k−3}.
(See Figure 5.1.) The proof that Hk realizes (2k, 2k − 1) is quite complex; we refer the interested reader
to [93].
Figure 5.1: . Left: the graph G2. Right: the graph H5.
In [19], the authors also conjectured that (k, k − 1) cannot be realized by a tree.
Conjecture 5.4.4. [19] There is no tree T such that γ′g(T ) = γg(T )− 1.
In light of Corollary 5.4.1, this amounts to proving that γg(T ) ≤ γ′g(T ) for all trees T . We next prove
this conjecture. To facilitate induction, we consider all partially-dominated forests, instead of just trees; this
yields a stronger statement. We begin with a short lemma.
Lemma 5.4.5. Fix k ≥ 3, and suppose that γg(F ) ≤ γ′g(F ) for every partially-dominated forest F such that
γg(F ) ≤ k − 1. If G is such a forest, then γg(G+K1) > γg(G) and γ′g(G+K1) > γ′g(G).
Proof. Fixing k, we use induction on the number of undominated vertices in G. The claim is trivial if G has
no undominated vertices.
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To prove γg(G +K1) > γg(G), let v be an optimal ﬁrst move in the Dominator-start game on G +K1.
If v is the added vertex, then γg(G + K1) = 1 + γ
′
g(G) ≥ 1 + γg(G). Otherwise, v belongs to G; let Gv
denote the partially-dominated graph obtained from G by dominating N [v]. Using the optimality of v and
the induction hypothesis we have
γg(G+K1) = 1 + γ
′
g(Gv +K1) > 1 + γ
′
g(Gv).
Since Dominator does at least as well by playing optimally as by playing v ﬁrst, 1 + γ′g(Gv) ≥ γg(G) and
hence γg(G+K1) > γg(G).
To prove γ′g(G+K1) ≤ γ′g(G), let v be an optimal ﬁrst move in the Staller-start game on G. This time,
γ′g(G+K1) ≥ 1 + γg(Gv +K1) > 1 + γg(Gv) = γ′g(G),
with the strict inequality following from the induction hypothesis and the equality following from optimality
of v.
We now turn our attention to the conjecture itself.
Theorem 5.4.6. For every partially-dominated forest F , we have γg(F ) ≤ γ′g(F ).
Proof. Since always
∣∣γg(F )− γ′g(F )∣∣ ≤ 1 (Corollary 5.4.2), it suﬃces to show that γg(F ) = k and γ′g(F ) =
k − 1 cannot both hold. This is clearly true when k ≤ 2; we proceed by induction on k. For k ≥ 3, suppose
that γg(F ) = k and γ
′
g(F ) = k − 1. Let v be any vertex in F , and let Fv be the partially-dominated forest
obtained from F by dominating N [v]. Since γ′g(F ) = k − 1, Dominator can force the game to end within
another k − 2 turns after any ﬁrst move by Staller; hence γg(Fv) ≤ k − 2. Similarly, γg(F ) = k implies
γ′g(Fv) ≥ k− 1. By Corollary 5.4.2, it now follows that γg(Fv) = k− 2 and γ′g(Fv) = k− 1 for any v ∈ V (F ).
Let C be some component of F containing an undominated vertex, and ﬁx an arbitrary root vertex in C.
Let x be the undominated vertex in C farthest from the root. If x is not the root, then let y be the parent
of x; otherwise, let y = x. Let u be an optimal ﬁrst move in the Staller-start game on Fy. By the choice of
x, all descendants of x are dominated in F ; by deﬁnition, y and its neighbors are all dominated in Fy. Thus
no vertex in N [x] is a legal move, so u 6∈ N [x] and x 6∈ N [u].
Denote by Fy,u the partially-dominated graph obtained from Fy by dominating all of N [u]. By the
choice of u and the fact that γ′g(Fy) = k − 1, we have γg(Fy,u) = k − 2. However, we have also shown that
γg(Fu) = k − 2. Let F ′u be the partially-dominated forest obtained from Fu by dominating N [y] − x; note
that F ′u and Fy,u are identical except that x is dominated in the latter but not in the former.
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By the choice of x, all neighbors of x and vertices at distance 2 from x. Thus, a move on F ′u that dominates
x cannot dominate any other vertices; it serves only to dominate x. Thus γg(F
′
u) = γg(Fy,u+K1). Now the
Continuation Principle and Lemma 5.4.5 together yield
k − 2 = γg(Fu) ≥ γg(F ′u) = γg(Fy,u +K1) > γg(Fy,u) = k − 2,
contradicting the choice of F .
When Staller has the option to pass, doing so has the eﬀect of choosing to play second on the cur-
rent partially-dominated graph. Theorem 5.4.6 shows that Staller never beneﬁts from playing second on a
partially-dominated forest. This observation yields the following useful corollary:
Corollary 5.4.7. If F is a partially-dominated forest, then γˆg(F ) = γg(F ) and γˆ
′
g(F ) = γ
′
g(F ).
5.5 Forests
In this section, we investigate the maximum values of γg and γ
′
g over the class of isolate-free forests. Although
we have not determined the extremal values exactly, we make the following conjecture:
Conjecture 5.5.1. If G is an isolate-free n-vertex forest, then γg(G) ≤ 3n5 and γ′g(G) ≤ 3n+25 .
We ﬁrst show that these bounds, if true, would be sharp. Recall that, given a partially-dominated graph,
a saturated vertex is any vertex v such that all of N [v] is dominated, and the residual graph is formed by
discarding all saturated vertices and all edges joining dominated vertices.
Proposition 5.5.2. Let k be a positive integer. If G is obtained from a k-vertex graph by attaching two
pendant paths of length 2 to each vertex, then γg(G) = 3k. If G
′ is obtained from a (k + 1)-vertex graph by
attaching two pendant paths of length 2 to each of k vertices, then γ′g(G
′) = 3k + 1.
Proof. We may view G as consisting of k copies of P5, with some edges joining the centers. Let H be
the partially-dominated graph corresponding to G with the centers of the copies of P5 dominated, and let
H ′ be its residual graph; note that H ′ is just kP5 with the centers of the copies of P5 dominated. Now
γg(G) ≥ γg(H ′) by the Continuation Principle, so to show γg(G) ≥ 3k it suﬃces to show γg(H ′) ≥ 3k.
We present a Staller strategy that enforces this lower bound. On each turn, Staller responds to Domi-
nator’s last move. Let v be the last vertex played by Dominator, and let w be the center of the copy of P5
containing v. If w is a legal move, then Staller plays it. Otherwise, Staller plays the center of some other P5
if possible, and plays any legal move if not. Staller’s strategy ensures that either the ﬁrst or second vertex
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played in each copy of P5 is the center. Hence at least three vertices must be played in each copy of P5, so
γg(H
′) ≥ 3k.
It now follows easily that γ′g(G
′) ≥ 3k+ 1. On the ﬁrst turn, Staller plays the lone vertex not belonging
to any copy of P5. Operating on the resulting residual graph and applying the Continuation Principle now
shows that γ′g(G
′) ≥ 1 + γg(H ′) ≥ 3k + 1.
Dominator can enforce matching upper bounds with the same strategy: if Staller plays vertex v, then
Dominator plays the center of the copy P5 containing v, the center of some other copy of P5, or any legal
move, in order of preference. This ensures that no more than three vertices in any one copy of P5 are played.
Thus γg(G) ≤ 3k and γ′g(G′) ≤ 3k + 1 (since on G′ the vertex not belonging to any copy of P5 might also
be played).
The graphs G and G′ in the hypotheses of Proposition 5.5.2 can be taken to be trees, so for each k there
exists a 5k-vertex tree T with γg(T ) = 3k =
3(5k)
5 . Likewise, for each k there exists a (5k+1)-vertex tree T
′
with γ′g(T ) = 3k + 1 =
3(5k+1)+2
5 . Thus the bounds in Conjecture 5.5.1 cannot be strengthened.
We devote the remainder of this section to partial progress toward Conjecture 5.5.1. First we present
an easy upper bound on γg and γ
′
g that holds not only for isolate-free forests but also for the more general
family of isolate-free chordal graphs. This simple proof introduces a technique used throughout the section:
essentially, we bound the length of the game by ensuring that vertices become saturated “quickly enough”.
A simplicial vertex in a graph is any vertex whose neighborhood is a clique; it is well-known that every
chordal graph has a simplicial vertex.
Proposition 5.5.3. If G is a partially-dominated isolate-free n-vertex chordal graph, then γg(G) ≤ 2n3 and
γ′g(G) ≤ 2n3 .
Proof. First note that since G is isolate-free, so are all of its residual graphs. For a vertex v to remain in
the residual graph, v or one of its neighbors must be undominated; in either case, v has a neighbor in the
residual graph. We proceed by induction on n. The claim is trivial when n ≤ 2, so assume n ≥ 3.
Suppose Dominator plays ﬁrst. Let v be a simplicial vertex in G. Since G has no isolated vertices, v has
some neighbor, w. Dominator plays w; since v is simplicial, N [v] ⊆ N [w], so this move saturates both v and
w. If this move ﬁnishes the game, then γg(G) = 1.
Otherwise, Staller’s subsequent move saturates at least one more vertex. Let G′ be the residual graph
after both moves. Since these moves saturated at least three vertices, G′ has at most n− 3 vertices. Thus
γg(G) ≤ 2 + γg(G′) ≤ 2 + 2(n− 3)
3
=
2n
3
.
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The bound on γ′g(G) follows similarly.
We next show that the upper bound in Conjecture 5.5.1 holds for those isolate-free forests in which each
component is a caterpillar. (A caterpillar is a tree in which deleting the leaves yields a path.) Here the
Segmentation Lemma yields a straightforward inductive proof. To apply the Segmentation Lemma directly,
we would need to prove upper bounds on γˆg and γˆ
′
g, as in Theorem 5.3.4. However, the following lemma,
an immediate consequence of the Segmentation Lemma and Corollary 5.4.7, lets us work with γg and γ
′
g
directly, which slightly simpliﬁes the arguments.
Lemma 5.5.4. Let F, F1, and F2 be partially-dominated forests. If F = F1∪F2, then γg(F ) ≤ γg(F1)+γ′g(F2)
and γ′g(F ) ≤ γ′g(F1) + γ′g(F2).
Theorem 5.5.5. If F is an isolate-free n-vertex forest in which each component is a caterpillar, then
γg(F ) ≤ 3n5 and γ′g(F ) ≤ 3n+25 .
Proof. We prove both bounds simultaneously by induction on n. To facilitate induction, we further generalize
the bounds by allowing F to be partially-dominated. When n ≤ 5 the claim is clear, so we assume n ≥ 6.
Suppose Staller plays ﬁrst, and let v be an optimal ﬁrst move. This move saturates v, so the resulting
residual graph F ′ has at most n− 1 vertices. Thus
γ′g(F ) = 1 + γg(F
′) ≤ 1 + 3(n− 1)
5
=
3n+ 2
5
.
Now suppose Dominator plays ﬁrst. If F has a vertex adjacent to two leaves, then Dominator plays it;
the resulting residual graph F ′ has at most n− 3 vertices, so
γg(F ) ≤ 1 + γ′g(F ′) ≤ 1 +
3(n− 3) + 2
5
=
3n− 2
5
<
3n
5
.
If F has a component C isomorphic to P2, then Lemma 5.5.4 yields
γg(F ) ≤ γˆg(F − V (C)) + γ′g(P2) ≤
3(n− 2)
5
+ 1 =
3n− 1
5
<
3n
5
.
Likewise, if F has a component C isomorphic to P4 or P5, then Lemma 5.5.4 yields γg(F ) ≤ (3n− 2)/5 or
γg(F ) ≤ 3n/5, respectively, since γ′g(P4) = 2 and γ′g(P5) = 3.
Now suppose that F has no vertex adjacent to two leaves and has no component isomorphic to P2, P4,
or P5; these assumptions together imply that no component of F has fewer than six vertices. Let C be some
component of F , and let v1, . . . , vk be the vertices of some longest path in C, in order. Let i be the least
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index such that d(vi) = 3, if some such index exists; otherwise, let i = 6. If i ≤ 5, then let x be the leaf
adjacent to vi. Since v1 is a leaf, i 6= 1; since C has no vertex adjacent to two leaves, i 6= 2. If i = 3, then
Dominator plays v3. The residual graph has the form P2 + F
′, where F ′ has n− 4 vertices (since it omits
v1, v2, v3, and x). Now Lemma 5.5.4 yields
γg(F ) ≤ 1 + γ′g(P2 + F ′) ≤ 1 + γ′g(P2) + γ′g(F ′) ≤ 1 + 1 +
3(n− 4) + 2
5
=
3n
5
.
If i = 4 or i = 5, then let S = {v1, v2, v3, v4, x}, and let F ′ = F − S. Now Lemma 5.5.4 yields
γg(F ) ≤ γg(F ′) + γ′g(F [S ∪ {v5}]) ≤
3(n− 5)
5
+ 3 =
3n
5
.
Finally, if i > 5 or if C has no vertex with degree at least 3, then let S = {v1, v2, v3, v4, v5} and let F ′ = F−S.
Now Lemma 5.5.4 yields
γg(F ) ≤ γg(F ′) + γ′g(F [S ∪ {v6}]) ≤
3(n− 5)
5
+ 3 =
3n
5
.
Using this approach and much more intricate case analysis, we next obtain weaker bounds on γg and γ
′
g
over the class of all isolate-free forests.
Theorem 5.5.6. If F is an isolate-free n-vertex forest, then γg(F ) ≤ 7n11 and γ′g(F ) ≤ 7n+411 .
Proof. We prove both bounds simultaneously by induction on n. To facilitate induction, we strengthen the
bounds by allowing F to be partially-dominated. Both bounds hold trivially when F is the null graph, so
assume n ≥ 1.
Suppose Staller plays ﬁrst, and let F ′ be the resulting residual graph; by the induction hypothesis,
γ′g(F ) = 1 + γg(F
′) ≤ 1 + 7(n− 1)
11
=
7n+ 4
11
.
We may thus assume that Dominator moves ﬁrst.
Note that 3n/5 ≤ 7n/11 and (3n+ 2)/5 ≤ (7n+ 4)/11 when n ≥ 1, so as in the proof of Theorem 5.5.5
we may assume that F has no vertex adjacent to two leaves and no component isomorphic to P2, P4, or P5.
For v ∈ V (F ), deﬁne a tail of v to be a nontrivial path whose endpoints are v and some leaf of F , and
whose internal vertices all have degree 2 in F . We next make several reductions based on the lengths of tails
in F .
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First suppose that some vertex v has a tail with length at least 5. Let the vertices of this tail be w0, . . . , wl,
in order, with wl = v. Let F1 be the copy of P6 induced by {w0, . . . , w5} and let F2 = F −{w0, . . . , w4}. By
Lemma 5.5.4,
γg(F ) ≤ γg(F2) + γ′g(F1) ≤
7(n− 5)
11
+ 3 =
7n− 2
11
.
Thus we may assume that every tail in F has length at most 4.
Next suppose that some vertex v has at least two tails. LetW andX be two tails of v, with lw and lx their
respective lengths and lw ≥ lx. Since lw ≤ 4, we have lw+ lx ≤ 8. Let F1 =W ∪X and let F2 = F −(F1−v);
note that F1 ∼= Plw+lx+1. We now apply Lemma 5.5.4, along with the observations that γ′g(P6) = 3,
γg(P7) = 3, γ
′
g(P8) = 4, and γ
′
g(P9) = 5. If lw + lx ∈ {5, 7, 8}, then γg(F ) ≤ γg(F2) + γ′g(F1) ≤ 7n/11. If
instead lw + lx = 6, then γg(F ) ≤ γg(F1) + γ′g(F2) ≤ 7n/11. Thus lw + lx ≤ 4.
If lw = lx = 1, then v is adjacent to two leaves, a possibility that we have already excluded. If lw = 2
and lx = 1, then Dominator plays v; the residual graph has the form F1 + P2, where F1 has at most n− 4
vertices. Lemma 5.5.4 now yields
γg(F ) ≤ 1 + γ′g(F1 + P2) ≤ 1 + γ′g(F1) + γ′g(P2) ≤ 1 +
7(n− 4) + 4
11
+ 1 =
7n− 2
11
.
If lw = 3 and lx = 1, then Dominator again plays v. The residual graph now has the form F1+P3. If Staller
subsequently plays on F1, then Dominator responds by completely dominating the copy of P3. The resulting
residual graph F ′1 has at most n− 6 vertices, so
γg(F ) ≤ 3 + γ′g(F ′1) ≤ 3 +
7(n− 6) + 4
11
=
7n− 5
11
.
Finally, if Staller plays on the copy of P3, then the resulting residual graph has the form F1 + F2, where F2
is either the null graph or P2. Lemma 5.5.4 now yields
γg(F ) ≤ 2 + γg(F1 + F2) ≤ 2 + γg(F1) + γ′g(F2) ≤ 2 +
7(n− 5)
11
+ 1 =
7n− 2
11
.
The only remaining case is lw = lx = 2, so we may assume that every tail of v has length 2. Suppose that
v has a third tail, Y . Dominator plays v; the resulting residual graph has the form F1 + 3P2. Lemma 5.5.4
now yields
γg(F ) ≤ 1 + γ′g(F1 + 3P2) ≤ 1 + γ′g(F1) + γ′g(3P2) ≤ 1 +
7(n− 7) + 4
11
+ 3 =
7n− 1
11
.
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By these reductions, we may assume that for each vertex v of F , one of the following must be true:
• v has no tails.
• v has exactly one tail, and that tail has length at most 4.
• v has exactly two tails, both with length 2.
We now proceed with this additional structure in place.
Let C be some component of F . We have already argued that C cannot be P2, P3, P4, or P5; since no
vertex in C has a tail with length at least 5, also C cannot be Pk for k ≥ 6. Thus C has at least one branch
vertex (that is, a vertex with degree at least 3). Let r be some leaf of C; we view C as a rooted tree with
root r. Let v be some branch vertex of C farthest from r. By choice of v, none of its descendants is a branch
vertex; it follows that v has exactly two tails, both with length 2. Let u be the parent of v. (Note that
v 6= r, since r is a leaf and v is not; hence v has a parent.)
If u = r, then C is the graph formed from P5 by attaching a pendant leaf to the center vertex. Thus
γg(C) = 3, so by Lemma 5.5.4,
γg(F ) ≤ γg(C) + γ′g(F − V (C)) ≤ 3 +
7(n− 6) + 4
11
=
7n− 5
11
.
We may therefore assume u 6= r.
We claim that u has no children other than v. Suppose otherwise; there are several cases to consider.
Case 1: u has a child branch vertex, w, other than v. It follows from the choice of v that w has no
descendant branch vertices. Thus w has two descendant tails of length 2 and no other descendants. Let F1
consist of u and everything below as drawn in Figure 5.2, Case 1; let F2 = F − (F1 − u). Now Lemma 5.5.4
and the observation that γg(F1) = 6 yield
γg(F ) ≤ γg(F1) + γ′g(F2) ≤ 6 +
7(n− 10) + 4
11
=
7n
11
.
Case 2: u has two tails. Dominator plays u. The resulting residual graph has the form F1 + 2P2 + P5,
where F1 has at most n− 10 vertices. Now Lemma 5.5.4 yields
γg(F ) ≤ 1 + γ′g(F1 + 2P2 + P5) ≤ 1 + γ′g(F1) + γ′g(2P2 + P5) ≤ 1 +
7(n− 10) + 4
11
+ 5 =
7n
11
.
Case 3: u has one descendant tail, X .
Case 3a: X has length 1. Dominator plays u. The resulting residual graph has the form F1 + P5, where F1
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has at most n− 7 vertices. Now
γg(F ) ≤ 1 + γ′g(F1 + P5) ≤ 1 + γ′g(F1) + γ′g(P5) ≤ 1 +
7(n− 7) + 4
11
+ 3 =
7n− 1
11
.
Case 3b: X has length 2. Let t be the parent of u. Let F1 consist of t and everything below as drawn in
Figure 5.3; let F2 = F − (F1 − t). Now γ′g(F1) = 5, so
γg(F ) ≤ γg(F2) + γ′g(F1) ≤
7(n− 8)
11
+ 5 =
7n− 1
11
.
Case 3c: X has length 3. Let F1 consist of u and everything below as drawn in Figure 5.3; let F2 =
F − (F1 − u). Now γ′g(F1) = 5, so
γg(F ) ≤ γg(F2) + γ′g(F1) ≤
7(n− 8)
11
+ 5 =
7n− 1
11
.
Case 3d: X has length 4. Dominator plays u. The resulting residual graph has the form F1+P5+P4, where
F1 has at most n− 10 vertices. Now
γg(F ) ≤ 1 + γ′g(F1 + P5 + P4) ≤ 1 + γ′g(F1) + γ′g(P5) + γ′g(P4) ≤ 1 +
7(n− 10) + 4
11
+ 3 + 2 =
7n
11
.
This establishes the claim that u has no children other than v. As before, let t be the parent of u. We
now have several more cases to consider.
Case 4: t = r. Now γg(C) = 4, so
γg(F ) ≤ γg(C) + γ′g(F − V (C)) ≤ 4 +
7(n− 7) + 4
11
=
7n− 1
11
.
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Case 5: t has a child branch vertex, w. If w itself had a child branch vertex, x, then we could apply the
preceding set of arguments with x in place of v to conclude that w has degree 2, a contradiction. It follows
from this observation and the choice of v that w has no descendant branch vertices. Thus w has two tails, so
C is as drawn in Figure 5.4. Let F1 consist of t and everything below in the ﬁgure, and let F2 = F − (F1− t).
Since γ′g(F1) = 7,
γg(F ) ≤ γg(F2) + γ′g(F1) ≤
7(n− 11)
11
+ 7 =
7n
11
.
Case 6: t has a descendant branch vertex, x, other than v. Since Case 5 does not apply, x is not a
child of t. By choice of v, it now follows that x is a grandchild of t; let w be the parent of x. The choice
of v implies that x has no descendant branch vertices, so it must have two descendant tails. Thus C is as
drawn in Figure 5.4. Let F1 consist of t and everything below in the ﬁgure, and let F2 = F − (F1 − t). Now
γg(F1) = 7, so
γg(F ) ≤ γg(F1) + γ′g(F2) ≤ 7 +
7(n− 12) + 4
11
=
7n− 3
11
.
Case 7: t has degree 2. Let s be the parent of t. Dominator plays s. The resulting residual graph
has the form F1 + F2, where F1 has 7 vertices and F2 has at most n − 8 (refer to Figure 5.4). If Staller
responds on F2, then Dominator plays v; the residual graph has the form 2P2 + F
′
2, where F
′
2 has at most
n− 9 vertices. Now
γg(F ) ≤ 3 + γ′g(2P2 + F ′2) ≤ 3 + γ′g(2P2) + γ′g(F ′2) ≤ 3 + 2 +
7(n− 9) + 4
11
=
7n− 4
11
.
Suppose instead that Staller responds on F1. If Staller plays any vertex except t, then the residual graph
has the form F ′1 + F2 for some F
′
1 such that γ
′
g(F
′
1) ≤ 3. Thus
γg(F ) ≤ 2 + γg(F ′1 + F2) ≤ 2 + γ′g(F ′1) + γg(F2) ≤ 2 + 3 +
7(n− 8)
11
=
7n− 1
11
.
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If Staller plays t, then Dominator plays one of the children of v. If Staller responds on F1, then at most one
undominated vertex remains in F1, so
γg(F ) ≤ 4 + 1 + γg(F2) ≤ 5 + 7(n− 8)
11
=
7n− 1
11
.
Finally, if Staller plays on F2, then Dominator again dominates the remainder of F1. Now 5 vertices have
been played and the residual graph has at most n− 9 vertices, so
γg(F ) ≤ 5 + 7(n− 9) + 4
11
=
7n− 4
11
.
Case 8: t has a tail, X .
Case 8a: X has length 1. Dominator plays t. The resulting residual graph has the form F1 + F2, where F1
is the graph formed from P5 by attaching a pendant leaf to the center vertex, and F2 has at most n − 8
vertices. If Staller responds on F1, then the residual graph has the form F
′
1 + F2, for some F
′
1 such that
γ′g(F
′
1) ≤ 3. Now
γg(F ) ≤ 2 + γg(F ′1 + F2) ≤ 2 + γ′g(F ′1) + γg(F2) ≤ 2 + 3 +
7(n− 8)
11
=
7n− 1
11
.
If insated Staller responds on F2, then the residual graph has the form F1 + F
′
2, for some F
′
2 with at most
n− 9 vertices. Now
γg(F ) ≤ 2 + γg(F1 + F ′2) ≤ 2 + γg(F1) + γ′g(F ′2) ≤ 2 + 3 +
7(n− 9)
11
=
7n− 8
11
.
Case 8b: X has length 2. Let F1 consist of t and everything below as drawn in Figure 5.5; let F2 = F−(F1−t).
Now γ′g(F1) = 5, so
γg(F ) ≤ γ′g(F1) + γg(F2) ≤ 5 +
7(n− 8)
11
=
7n− 1
11
.
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Case 8c: X has length 3. Again let F1 consist of t and everything below as drawn in Figure 5.5; let
F2 = F − (F1 − t). Now γg(F1) = 5, so
γg(F ) ≤ γg(F1) + γ′g(F2) ≤ 5 +
7(n− 9) + 4
11
=
7n− 4
11
.
Case 8d: X has length 4. As before, let F1 consist of t and everything below as drawn in Figure 5.5; let
F2 = F − (F1 − t). Now γg(F1) = 6, so
γg(F ) ≤ γg(F1) + γ′g(F2) ≤ 6 +
7(n− 10) + 4
11
=
7n
11
.
We believe that the bound in Theorem 5.5.6 could be strengthened through more thorough case analysis;
in particular, this approach should yield γg(F ) ≤ 5n/8. However, it seems likely that proving Conjecture
5.5.1 would require stronger techniques.
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Chapter 6
Roman Domination
In this chapter we explore a more traditional variant of graph domination. Given a graph G, we seek an
assignment of the labels 0, 1, or 2 to the vertices of G such that each vertex with label 0 has a neighbor with
label 2. Moreover, among all such assignments, we want to ﬁnd one minimizing the sum of the labels. This
problem, motivated by a mythical edict on the defense of the Roman empire, is known as Roman domination;
it is the focus of this chapter.
This chapter is based on joint work with E. W. Chambers, N. Prince, and D. B. West that appears
together with other results in [27].
6.1 Introduction
According to [32], Constantine the Great (Emperor of Rome) issued a decree in the 4th century A.D. for the
defense of his cities. He decreed that any city without a legion stationed to secure it must neighbor another
city having two stationed legions. If the ﬁrst were attacked, then the second could deploy a legion to protect
it without becoming vulnerable itself.
The objective, of course, is to minimize the total number of legions needed. The problem generalizes to
arbitrary graphs. A Roman dominating function (RDF) on a graphG is a vertex labeling f : V (G)→ {0, 1, 2}
such that every vertex with label 0 has a neighbor with label 2. For an RDF f , let Vi(f) = {v ∈ V (G) : f(v) =
i}. In the context of a ﬁxed RDF, we suppress the argument and simply write V0, V1, and V2. Since
this partition determines f , we can equivalently write f = (V0, V1, V2). The weight w(f) of an RDF f is∑
v∈V (G) f(v), which equals |V1|+ 2|V2|. The Roman domination number γR(G) is the minimum weight of
an RDF of G. Thus, γR(G) is the minimum number of legions needed to protect cities whose adjacency
graph is G.
Roman domination also models other facility location problems. Instead of interpreting f(v) as the
number of units placed at v, we can view it as a cost function. Units with cost 2 may be able to serve
neighboring locations, while units with cost 1 can serve only their own location. For example, in a commu-
86
nication network, wireless hubs are more expensive but can serve neighboring locations, while wired hubs
are low-range but are cheaper.
Cockayne, Dreyer, Hedetniemi, and Hedetniemi [32] began the study of Roman domination, suggested in
a Scientific American article by Stewart [89] and even earlier by ReVelle [84]. Since V1 ∪ V2 is a dominating
set when f is an RDF, and since placing weight 2 at the vertices of a dominating set yields an RDF, [32]
observed that
γ(G) ≤ γR(G) ≤ 2γ(G), (6.1)
where γ(G) is the domination number of G. In a sense, 2γ(G)−γR(G) measures “ineﬃciency” of domination,
since when γR(G) = (2− β)γ(G), at least the fraction β of the vertices in a minimum dominating set serve
only to dominate themselves. A number of variations on the domination model have been introduced to
model various objectives; see for example [22, 34, 35, 62, 63].
Cockayne, Dreyer, Hedetniemi, and Hedetniemi [32] studied basic properties of Roman dominating
functions and calculated γR for speciﬁc graphs. They characterized the graphs G such that γR(G) ≤
γ(G) + k when k ≤ 2; this was extended to larger k in [92]. They also characterized graphs G such that
γR(G) = 2γ(G) in terms of 2-packings, calling such graphs Roman. Henning [61] characterized Roman
trees, while Song and Wang [88] characterized the trees T with γR(T ) = γ(T ) + 3. The computational
complexity of γR(G) was studied in [33]. Linear-time algorithms for computing γR(G) are known on interval
graphs [70, 29], cographs [70], and strongly chordal graphs [29]. A polynomial-time algorithm is known on
AT-free graphs [70].
In this chapter, we study extremal problems for γR(G) on various classes of n-vertex graphs. In Sec-
tion 6.2, we prove that γR(G) ≤ 4n/5 when G is connected and n ≥ 3, and we determine when equality
holds. In Section 6.3, we prove that if G is a connected n-vertex graph with δ(G) ≥ 2 and n ≥ 9, then
γR(G) ≤ 8n/11. The bound is sharp, and we determine when equality holds. Chang and Liu later extended
this work, determining the maximum values of γR(G) over the class of 2-connected graphs [28] and graphs
having minimum degree at least 3 [30].
6.2 Connected Graphs
For n-vertex graphs, always γR(G) ≤ n, with equality when G = Kn. In this section we prove that
γR(G) ≤ 4n/5 when G is a connected n-vertex graph and characterize when equality holds. Since γ(G) may
be as high as n/2, inequality (6.1) only gives γR(G) ≤ n, so proving the bound of 4n/5 needs additional
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work.
Since deleting an edge cannot decrease γR, it suﬃces to prove the bound for trees. Given a tree T , we
use induction on |V (T )|; for the inductive step, we remove one or more vertices near the end of a longest
path in T , apply the induction hypothesis to ﬁnd an RDF for the resulting tree T ′, and extend this RDF
for T ′ to an RDF for T . This approach is quite similar to that used in Theorem 5.5.6; it is a standard way
of exploiting the nice structural properties of trees.
Theorem 6.2.1. If T is an n-vertex tree, with n ≥ 3, then γR(T ) ≤ 4n/5.
Proof. We use induction on n. The base step handles trees with few vertices or small diameter. If diamT = 2,
then T has a dominating vertex, and γR(T ) ≤ 2 < 4n/5. If diamT = 3, then T has a dominating set of
size 2, which yields γR(T ) ≤ 4. This is suﬃciently small for trees with at least six vertices. For n ∈ {4, 5}
and diamT = 3, a penultimate vertex has degree 2; putting weight 2 on the other penultimate vertex and
weight 1 on the undominated leaf yields γR(T ) ≤ 3 ≤ 4n/5.
Hence we may assume that diamT ≥ 4. For a subtree T ′ with n′ vertices, where n′ ≥ 3, the induction
hypothesis yields an RDF f ′ with weight at most 45n
′. We ﬁnd a subtree T ′ such that adding a bit more
weight yields a small enough RDF f for T .
Let P be a longest path in T chosen to maximize the degree of its next-to-last vertex v, and let u be the
non-leaf neighbor of v.
Case 1: dT (v) > 2. Obtain T
′ by deleting v and its leaf neighbors. Since diamT ≥ 4, we have n′ ≥ 3.
Deﬁne f on V (T ) by letting f(x) = f ′(x) except for f(v) = 2 and f(x) = 0 for each leaf x adjacent to v.
Note that f is an RDF for T and that w(f) = w(f ′) + 2 ≤ 45 (n− 3) + 2 < 45n.
Case 2: dT (v) = dT (u) = 2. Obtain T
′ by deleting u and v and the leaf neighbor z of v. If n′ = 2,
then T is P5 and has an RDF of weight 4. Otherwise, the induction hypothesis applies. Deﬁne f on V (T )
by letting f(x) = f ′(x) except for f(v) = 2 and f(u) = f(z) = 0. Again f is an RDF, and we compute
w(f) < 45n as in Case 1.
Case 3: dT (u) > 2 and every penultimate neighbor of u has degree 2 . If every neighbor of u is penultimate
or a leaf, then diamT = 4 and T is obtained from a star with center u by subdividing k edges, where k ≥ 2.
Put weight 2 on u and weight 1 on the non-neighbors of u. Now w(f) = k + 2 and n ≥ 2k + 1 ≥ 5, so
w(f) ≤ (n+ 3)/2 ≤ 45n.
Otherwise, some neighbor t of u is neither penultimate nor a leaf. Obtain T ′ from T by deleting the
vertices of the component of T − tu containing u. Now n′ ≥ 3 and the induction hypothesis applies. Deﬁne
f on V (T ) by f(x) = f ′(x) except for f(u) = 2, f(x) = 1 for each non-neighbor x of u outside T ′, and
f(x) = 0 for x ∈ N(u)− {t}. Again f is an RDF. We have w(f) = w(f ′) + k + 2, where k is the number of
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Figure 6.1: The graphs T and T ′: Case 1, Case 2, and Case 3.
leaves of T at distance 2 from u.
If k = 1, then dT (u) > 2 forces u to have a leaf neighbor, and w(f) ≤ 45 (n − 4) + 3 < 45n. Otherwise
k ≥ 2, and w(f) ≤ 45 (n− 2k − 1) + (k + 2) = 15 (4n− 3k + 6) ≤ 45n.
Example 6.2.2. As shown in [32], γR(Pn) ≤ (2n+ 2)/3. The path is not the worst n-vertex tree; equality
in Theorem 6.2.1 is achievable. Let Lk be the disjoint union of k copies of P5 plus a path through the central
vertices of these copies, as illustrated in Figure 6.2.
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Figure 6.2: The tree L5.
If u is a vertex of degree 2 having a leaf neighbor v, then an RDF must put total weight at least 2 on
{u, v} unless the other neighbor of u has weight 2. Thus when two such vertices u and u′ have a common
neighbor w, an RDF must give total weight at least 4 to {v, u, w, u′, v′}. In Lk, there are k disjoint 5-vertex
sets of this form, so γR(Lk) ≥ 4k = 4n/5. Such copies of P5 can be assembled in many ways, and this allows
us to characterize the trees achieving equality in Theorem 6.2.1.
Theorem 6.2.3. If T is an n-vertex tree, then γR(T ) = 4n/5 if and only if V (T ) can be partitioned into
sets inducing P5 such that the subgraph induced by the central vertices of these paths is connected.
Proof. We have observed that if an induced subgraph H of G is isomorphic to P5, and its noncentral vertices
have no neighbors outside H in G, then every RDF of G puts weight at least 4 on V (H). Thus in any tree
with such a vertex partition, weight at least 4 is needed on every set in the partition.
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To show that equality requires this structure, we examine the proof of Theorem 6.2.1 more closely. The
proof is by induction on n. In the base cases and Cases 1 and 2, we produce an RDF with weight less than
4n/5. In Case 3 with diameter 4, equality requires n = 2k+1 and k = 2, and the only such tree is P5 itself.
Deﬁne u, T ′, n′, t, k as in the inductive part of Case 3. The bound holds with equality only if k = 2 and
n′ = n− (2k+1). Thus u has no leaf neighbors, and T −V (T ′) is a 5-vertex path Q with center u. Equality
also requires γR(T
′) = 4n′/5, so by the induction hypothesis T ′ has the speciﬁed form. In particular, t lies
in a copy P ′ of P5 in a covering of V (T ′) by 5-sets inducing paths. Let t′ be the center of P ′.
If t 6= t′, then we build a cheaper RDF for T . Put weight 2 on u and weight 1 on the leaves of Q. Put
weight 1 on the neighbor of t in T ′ − t′ , and put weight 2 on the penultimate vertex of P ′ farthest from t.
We have now guarded P ′ ∪ Q using total weight 7, and hence γR(T ) < 45n. Hence equality requires t = t′
and the speciﬁed structure for T .
It is easy to extend this characterization to all connected graphs.
Theorem 6.2.4. If G is a connected n-vertex graph, then γR(G) ≤ 4n/5, with equality if and only if G is
C5 or is obtained from
n
5P5 by adding a connected subgraph on the set of centers of the components of
n
5P5.
Proof. If G has the speciﬁed form, then as remarked earlier every RDF puts weight at least 4 on the vertex
set of each copy of P5.
Now suppose that γR(G) =
4
5n. Since adding edges cannot increase γR, every spanning tree of G has
the form speciﬁed in Theorem 6.2.3. Given a spanning tree T , let S1, . . . , Sk be the 5-sets in the special
partition of V (T ). The assignment of weight 4 that guards Si can be chosen independently of any other Sj .
If any edge of G joins vertices of Si and Sj that are not the centers of the paths they induce, then an RDF
with weight less than 45n can be built as in the proof of Theorem 6.2.3.
6.3 Minimum Degree 2
In this section, we ﬁnd the maximum of γR over connected n-vertex graphs with minimum degree at least 2.
Example 6.3.1. In the n-vertex graph G illustrated in Figure 6.3, an RDF must give weight 4 to an
induced 5-cycle unless one of its vertices has an outside neighbor with weight 2. When there is one such
vertex, deleting it from the 5-cycle leaves a 4-vertex path that still needs weight 3 on it to be guarded.
Hence each subgraph formed from two 5-cycles and a common neighbor must receive weight at least 8, and
we obtain γR(G) = 8n/11.
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Figure 6.3: n-vertex graph G with γR(G) = 8n/11.
We next show that γR(G) ≤ 8n/11 for every n-vertex graph G with minimum degree at least 2. Again
the proof uses induction on n. To facilitate the arguments, we identify several reducible conﬁgurations that
are easily handled. If any such conﬁguration appears in G, then we may ﬁnd a RDF of G with low enough
weight by reducing G to a smaller graph G′, inductively obtaining an RDF for G′, and extending this RDF
to an RDF of G. Thus we may reduce to the case that G contains none of these conﬁgurations, which will
give us additional structure to work with.
Lemma 6.3.2. Let G be a graph with δ(G) ≥ 2. If G contains any configuration listed below, then there
exists G′ such that δ(G′) ≥ 2, |V (G′)| ≤ |V (G)| − 3, and γR(G) ≤ γR(G′) + 2.
a) An induced 5-vertex path P whose internal vertices have degree 2 in G.
b) Two nonadjacent vertices x and y that have at least two common neighbors with degree 2 in G and each
have an additional neighbor.
c) An induced 6-cycle C with exactly two vertices having degree at least 3 in G.
Proof. In each case, we deﬁne a graph G′ with at most |V (G)| − 3 vertices such that δ(G′) ≥ 2, let f ′ be an
RDF of G′, and produce an RDF f of G with w(f) ≤ w(f ′) + 2.
(a) Let the vertices of P be x, u, v, w, y in order. Since C is an induced path, x and y are neither equal
nor adjacent. Form G′ from G by deleting {u, v, w} and adding the edge xy; every vertex of G′ has the same
degree in G′ as in G. Let f(v) = 2 and f(u) = f(w) = 0, with f(z) = f ′(z) for z ∈ V (G′). This suﬃces
unless {f ′(x), f ′(y)} = {2, 0} and the edge xy is needed for f ′ to be an RDF. By symmetry, we may assume
f ′(y) = 0; in this case, let f(w) = 2 instead of f(v) = 2.
(b) Let S be the set of common neighbors of x and y with degree 2. Form G′ by contracting all edges
incident to S; this merges x and y into a single vertex v. Since x and y each have a neighbor outside S,
we have dG′(v) ≥ 2 and δ(G′) ≥ 2. For z ∈ V (G′) − {v}, let f(z) = f ′(z). If f ′(v) ∈ {1, 2}, then let
f(x) = f ′(v), f(y) = 2, and f(z) = 0 for z ∈ S. If f ′(v) = 0, then f ′ puts weight 2 on a neighbor of x or y,
say x; let f(y) = 2 and f(x) = f(z) = 0 for z ∈ S.
(c) If x and y are not opposite on C, then case (a) applies. Otherwise, form G′ by contracting C into a
single vertex v and adding a 3-cycle C′ through v and two new vertices. An RDF f ′ of G′ must put total
weight at least 2 on V (C′). Let f(x) = f(y) = 2, put weight 0 on V (C) − {x, y}, and let f(z) = f ′(z) for
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z ∈ V (G)− V (C).
In each case, w(f) ≤ w(f ′) + 2.
A spider is a tree consisting of at least three paths having a common endpoint. The common endpoint
is the only vertex of degree at least 3 in the spider and is its branchpoint. A spider is completely speciﬁed
by listing the distances of the leaves from the branchpoint. Spiders do not contain any of the reducible
conﬁgurations introduced in Lemma 6.3.2, so it will be helpful to establish upper bounds on their Roman
domination numbers.
Lemma 6.3.3. If G is an n-vertex spider with branchpoint v, then γR(G) ≤ 8n/11 unless d(v) = 3 and
the leaves have distances (1, 3, 3) or (2, 2, 3) from v. Among the remaining spiders, γR(G) < 8n/11 unless
d(v) = 4 and the leaves have distances (1, 3, 3, 3) or (2, 2, 3, 3) from v, or d(v) = 3 and the leaf distances
from v are obtained from (1, 3, 3) or (2, 2, 3) by adding 3 to one coordinate.
Proof. Let li be the number of leaves at distance i from v. Suppose ﬁrst that leaves have distance at most
3 from v, so n = 1 + l1 + 2l2 + 3l3. For any path of length 3 from v, f puts weight 2 on the penultimate
vertex and weight 0 on the others.
If l1 = l2 = 0, then l3 ≥ 3. Complete the RDF f by f(v) = 1. Now w(f) = 1+2l3, and 1+2l3 < 811 (1+3l3)
when l3 ≥ 2.
If l1 = 0 and l2 = 1, then put weight 2 on the neighbor of v along the short path, and let f(v) = 0. Now
w(f) = 2 + 2l3, and 2 + 2l3 <
8
11 (3 + 3l3) when l3 ≥ 0.
Otherwise, let f(v) = 2 and put weight 1 on leaves at distance 2 from v to complete the RDF f . Now
w(f) = 2+ l2 +2l3. We seek 2+ l2+2l3 <
8
11 (1 + l1 +2l2+3l3), which is equivalent to 14 < 8l1+5l2+2l3.
Since we have l1 + l2 + l3 ≥ 3 and l1 + l2 ≥ 1 with equality in the latter only when l1 = 1, the right side is
at least 15 except in four cases. For (l1, l2, l3) ∈ {(1, 0, 2), (0, 2, 1)} the right side is 12, and we have n = 8
and γR(G) = 6. For (l1, l2, l3) ∈ {(1, 0, 3), (0, 2, 2)} the right side is 14, and we have n = 11 and γR(G) = 8.
With the spiders above as a basis, we now apply induction on n. We may assume that G has some path
of length more than 3 from v. Let G′ be the graph obtained from G by deleting three vertices from the end
of a longest such path. Using weight 2 on the middle of those three vertices yields w(G) ≤ w(G′) + 2. Since
2/3 < 8/11, the induction hypothesis yields γR(G) < 8n/11 unless G
′ is one of the two 8-vertex spiders that
fail the bound. In this case, n = 11 and γR(G) ≤ 8, so the desired ratio holds with equality.
Recall that a thread in a graph G is a trail whose internal vertices have degree 2 in G and whose endpoints
do not have degree 2. If the endpoints of a thread are equal, then the thread is a cycle having one vertex
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of degree greater than 2. In a connected graph with maximum degree at least 3, the threads partition the
edge set.
Theorem 6.3.4. If G is a connected n-vertex graph with δ(G) ≥ 2 other than those shown below, then
γR(G) ≤ 8n/11.
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Proof. Note that γR(C4) = 3 >
32
11 , γR(C5) = 4 >
40
11 , and γR(C8) = 6 >
64
11 . Also, one or two chords added
to C8 as shown above do not reduce γR. For each graph G shown above,
8|V (G)|
11 < γR(G) ≤ 8|V (G)|11 + 411 .
To prove the upper bound for all other graphs, we use induction on n. If G is a cycle, then the claim
holds (γR(C7) = 5 <
56
11 and γR(C11) = 8), so we may assume that ∆(G) ≥ 3. Our aim is to ﬁnd a spanning
subgraph of G in which one component G1 is a spider to which we can apply Lemma 6.3.3, and the remainder
G2 is a graph to which we can apply the induction hypothesis. First we use the induction hypothesis to
restrict the structure of G.
Since 2/3 < 8/11, Lemma 6.3.2(a) allows us to assume that G has no induced path with at least three
internal vertices of degree 2.
Since deleting an edge cannot reduce γR, we may assume that every edge joining two vertices with degree
at least 3 is a cut-edge. In particular, no cycle in G has a chord. If G has a cut-edge uv with endpoints of
degree at least 3, then let Hu and Hv be the components of G− uv containing u and v, respectively. Both
Hu and Hv are edge-minimal connected graphs with minimum degree at least 2.
Let C = {C4, C5, C8}. If neither Hu norHv lies in C, then the RDFs guaranteed for them by the induction
hypothesis combine to form the desired RDF of G. If Hu, Hv ∈ C, then in each case weight 2 on u permits
saving one unit on Hv, so
γR(G) ≤ γR(Hu) + γR(Hv)− 1 ≤ 8|V (Hu)|+ 4
11
+
8|V (Hv)|+ 4
11
− 1 < 8n
11
.
Thus when G has a cut-edge uv with dG(u), dG(v) ≥ 3, we may assume that exactly one of {Hu, Hv} lies in
C.
Similarly, if G consists of two graphs Hu, Hv ∈ C joined by a thread P having endpoints u and v plus
one or two internal vertices, then Hu and Hv have optimal RDFs assigning weight 2 to u and v; together
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they form an RDF of G. Hence
γR(G) ≤ γR(Hu) + γR(Hv) ≤ 8|V (Hu)|+ 4
11
+
8|V (Hv)|+ 4
11
≤ 8n
11
.
Now let v be a vertex of degree at least 3 that does not lie in a member of C joined to the rest of G by
one cut-edge. The arguments above imply that at least one end of every thread is such a vertex. We seek
a subgraph G1 consisting of d(v) paths from v whose lengths do not equal 3, such that δ(G − V (G1)) ≥ 2
and no component of G− V (G1) lies in C. By Lemma 6.3.3 and the induction hypothesis, such a subgraph
completes the proof.
Consider the threads emanating from v. If v lies on a cycle C whose other vertices have degree 2, then
regardless of the length of C, it is possible to delete one edge e of C so that C − e consists of two threads
from v with neither having length 3.
All other threads from v lead to other vertices of degree at least 3 and have length at most 3 (by
Lemma 6.3.2(a)). Let u be such a vertex, reached by a thread P with last edge e. In G − e, let H be the
component containing u. If H is a cycle, then cutting an edge e′ of H incident to u leaves P ∪ H − e′ as
a thread leaving v; we put it in G1. The thread has length at least four unless P has length 1 and H is a
3-cycle, but then uv is a cut-edge whose deletion from G leaves two components not in C.
If H is not a cycle, then deleting e yields a thread of length at most 2 leaving v (since P has length at
most 3). However, cutting two threads that reach u from v could leave u with insuﬃcient degree. If at least
two threads reach u, then by Lemma 6.3.2(b,c) we may assume that exactly one thread P of length 2 and
one thread P ′ of length 3 reach u from v.
If d(u) ≥ 4, then we can cut each ﬁnal edge. If d(u) = 3, then a third thread Q leaves u, ending at w. If
w is not the end of another thread from v, or if d(w) ≥ 4, then since P and P ′ have diﬀerent lengths, we can
cut the last edge of one of them so that the resulting thread from v formed by cutting the end of Q incident
to w does not have length 3.
v u w
G− V (G1)
Figure 6.4: Constructing G1; dashed edges are “cut”.
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If w is the end of exactly one other thread from v in G and d(w) = 3, then we cut the last edge of P .
Since P ′ has length 3, it now extends to reach w with length at least 4. When we cut the last edge of the
other thread from v to w, the thread along P ′ and Q becomes even longer. The process can continue when
v has large degree, yielding one long thread and many short threads.
If the process reaches some w′ that is the end of two threads from v, and d(w′) = 3, then cutting the edge
reaching w′ leaves a 5-cycle through v whose other vertices have degree 2 (the union of those two threads),
and we can cut one edge of it to obtain two short threads.
In the remaining spanning subgraph, the component G1 containing v is a union of d(v) threads, none
having length 3, and every other component has minimum degree at least 2 and is not one of the excluded
subgraphs. As remarked above, Lemma 6.3.3 and the induction hypothesis now provide the desired RDF.
To characterize equality in Theorem 6.3.4, we study its proof closely. For each inequality arising in the
proof, we determine under what circumstances equality holds; this will allow us to characterize those graphs
achieving equality throughout the proof, and hence equality in the ﬁnal bound. All such graphs are quite
similar to those examined in Example 6.3.1.
Theorem 6.3.5. Let F be the graph of Figure 6.5. Let G be a connected graph of order n with minimum
degree at least 2. If n ≥ 9, then γR(G) = 8n/11 if and only if
(1) n = 11 and G is isomorphic to F plus a subset of one of {y1y3, y1y4, y2y3, y2y4}, {wz1, y1y3, y1y4}, or
{wz1, wz3, y1y3} added as edges, or
(2) n > 11 and G consists of disjoint copies of the graphs F , F + wz1, and F + wz1 + wz3 with additional
edges connecting copies of w.
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Figure 6.5: The graph F .
Proof. If G has the indicated form, then, regardless of the edges between copies of w, any RDF must put
weight at least 8 on every copy of F , so γR(G) ≥ 8n/11.
For the converse, let G be a graph achieving equality in Theorem 6.3.4. Since 2/3 < 8/11, G cannot
contain a conﬁguration as described in Lemma 6.3.2. Also the deletion of any cut-edge joining vertices of
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degree at least 3 without leaving a component in C must leave components where equality holds.
Let G′ be the subgraph resulting from such deletions (called G in Theorem 6.3.4). Let v be a vertex of G′
as chosen in that proof. Since equality holds for G′, it must also hold for the subgraphs G1 and G′ − V (G1)
obtained in the inductive proof.
A closer look at Lemma 6.3.3 characterizes the vectors of path lengths where γR(G1) = 8|V (G1)|/11 can
hold. Since the proof of Theorem 6.3.4 extracts a graph G1 in which no thread from v has length 3, equality
requires the threads from v to have lengths 2, 2, and 6.
To obtain a thread of length 6 without obtaining a thread of length 1, we must have had d(v) = 3, and
one thread from v reaches a cycle in C. If n = 11, then the possibilities are as shown below, but the graph
on the left has an RDF of weight 7. Inspection shows that the only graphs with Roman domination number
8 spanned by F are those claimed.
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When n > 11, we claim that the endpoints of the threads of length 2 from v are still adjacent and have
degree 2. If not, then they would have degree at least 3, and using one of them in place of v would yield
a spider as G1 that has a thread of length 1 (by cutting the edge of the thread to v). We would then have
γR(G
′) < 8n/11.
We conclude that successively deleting edges of G with endpoints of degree at least 3, without introducing
components in C, yields a graph whose components are copies of F . Since there exist minimum weight RDFs
of F putting weight 2 on any given vertex, and deletion of any vertex of F other than w leaves a subgraph
where weight 7 suﬃces, every edge of G not contained among the vertices of a single copy of F joins copies
of w.
If any edge of G connects the two 5-cycles in one copy F ′ of F , then since G is connected, the central
vertex w′ of F ′ has a neighbor in another copy of F that can be given weight 2. With w′ protected, we
can protect the rest of F ′ with weight 7 using the edge joining the two 5-cycles. This yields γR(G) ≤
7+8(n− 11)/11 < 8n/11. Hence no edges can be added between or within the copies of F other than those
described in the statement.
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Chapter 7
t-Tone Coloring
A proper coloring of a graph is an assignment of colors to its vertices so that no two adjacent vertices receive
the same color. Given a graph G, one typically seeks a proper coloring of G that uses as few colors as
possible. Graph coloring has applications to various resource allocation problems, such as scheduling rooms
for examinations at a university or register allocation in the compilation of computer software. Here we use
the underlying graph to model conﬂict: the presence of an edge indicates that the corresponding vertices
cannot share a common resource.
In this chapter, we study a variant of graph coloring in which we impose additional structure on the
coloring produced. A t-tone k-coloring of G assigns to each vertex of G a set of t colors from {1, . . . , k} so
that vertices at distance d share fewer than d common colors; the t-tone chromatic number of G is the least
k such that G has a t-tone k-coloring. We focus much of our attention on the special case t = 2. In this
case, each vertex receives a set of two colors; adjacent vertices receive disjoint sets and vertices at distance
2 receive distinct sets.
This chapter is based on joint work with D. Cranston and J. Kim that appears together with other results
in [37].
7.1 Introduction
In standard vertex coloring, we assign colors to the vertices of a graph so that adjacent vertices get distinct
colors. This well-studied notion has given rise to many variants. Several of these variants place restrictions
on the colors of vertices that are near each other, but not necessarily adjacent. In a distance-k coloring, any
vertices within distance k of each other must receive distinct colors. Sometimes we impose strong restrictions
on the colors of adjacent vertices, and weaker restrictions on vertices at greater distance; for example, in an
L(2, 1)-labeling [52] each vertex receives a nonnegative integer as its label, such that the labels on adjacent
vertices diﬀer by at least 2 and those on vertices at distance 2 diﬀer by at least 1. Another variant, set
coloring [17], assigns a set of colors to each vertex so that adjacent vertices receive disjoint sets.
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The notion of t-tone coloring, which combines and extends these ideas, was introduced by G. Chartrand
and initially studied in a research group directed by P. Zhang, consisting of Fonger, Goss, Phillips, and
Segroves [46]; additional results due to Bickle and Phillips appear in [13]. A t-tone k-coloring of G is a
function that assigns to each vertex of G a set of t colors from {1, . . . , k} so that vertices at distance d share
fewer than d common colors. A graph that has a t-tone k-coloring is t-tone k-colorable. The t-tone chromatic
number of G, denoted τt(G), is the minimum k such that G is t-tone k-colorable.
Given a t-tone coloring f of G, we call f(v) the label of v and the elements of [k] colors. When the
meaning is clear, we omit set notation from labels; that is, we denote the label {a, b} by ab. Note that for
each t, the parameter τt is monotone: when H is a subgraph of G, every t-tone k-coloring of G restricts to
a t-tone k-coloring of H , so τt(H) ≤ τt(G).
Fonger, Goss, Phillips, and Segroves [46] established several basic results on t-tone coloring, many of
which focused on the relationship between τ2 and other graph parameters. By looking at proper colorings of
the graph G2, they proved that τ2(G) ≤ χ(G2) + χ(G). Bickle and Phillips [13] obtained the related bound
τ2(G) ≤ [∆(G)]2 +∆(G) (valid when ∆(G) > 1), which is slightly stronger in some special cases. However,
they conjectured that this bound is far from tight:
Conjecture 7.1.1. [13] If G is a graph with maximum degree r, then τ2(G) ≤ 2r+2. If r ≥ 3, then equality
holds only when G contains Kr+1.
When G is 3-regular, they posed the following stronger conjecture:
Conjecture 7.1.2. [13] If G is a 3-regular graph, then:
(a) τ2(G) ≤ 8;
(b) τ2(G) ≤ 7 when G does not contain K4;
(c) τ2(G) ≤ 6 when G does not contain K4 − e.
Since they also characterized all 2-tone 5-colorable 3-regular graphs, proving this conjecture would determine
the 2-tone chromatic number for every 3-regular graph.
In Section 7.2 we focus on 2-tone colorings, motivated by Conjectures 7.1.1 and 7.1.2. As progress toward
Conjecture 7.1.1, we give a short proof that always τ2(G) ≤
⌈
(2 +
√
2)∆(G)
⌉
. Simple modiﬁcations of this
argument yield better bounds when G is bipartite or chordal. Finally, our main result in Section 7.2 conﬁrms
part (a) of Conjecture 7.1.2:
Theorem. If G is a graph with ∆(G) ≤ 3, then τ2(G) ≤ 8.
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In Section 7.3, we consider t-tone colorings for general t. Our main result is:
Theorem. For each t there is a constant ct such that τt(T ) ≤ ct
√
∆(T ) whenever T is a tree, and this
bound is asymptotically tight.
For general graphs, our best bound is τt(G) ≤ (t2 + t)∆(G). This result implies that, for ﬁxed ∆(G),
we have τt(G) ≤ ct2 for some constant c. Finally, when G has degeneracy at most k, we prove τt(G) ≤
kt+ kt2[∆(G)]1−1/t.
7.2 2-tone Coloring
In this section we focus on 2-tone coloring. We ﬁrst attack Conjecture 7.1.1. It was shown in [13] that always
τ2(G) ≤ [∆(G)]2 +∆(G); we improve this result by giving an upper bound on τ2(G) that is linear in ∆(G),
rather than quadratic. This proof—along with several others throughout the paper—proceeds by building
a t-tone coloring of a graph iteratively, coloring one vertex at a time.
Definition 7.2.1. A partial t-tone k-coloring of a graph G is a function f : S → ([k]t ), with S ⊆ V (G), such
that |f(u) ∩ f(v)| < d(u, v) whenever u, v ∈ S. Vertices not in S are uncolored. An extension of f to an
uncolored vertex v is a partial coloring f ′ that assigns a label to v but otherwise agrees with f .
It is important to note that a t-tone k-coloring of a subgraph H of G need not be a partial t-tone k-
coloring of G, even when H is an induced subgraph, since the distance between two vertices may be smaller
in G than in H .
Theorem 7.2.2. For every nonempty graph G, we have τ2(G) ≤
⌈
(2 +
√
2)∆(G)
⌉
.
Proof. Let k =
⌈
(2 +
√
2)∆(G)
⌉
and let V (G) = {v1, . . . , vn}. Starting with all vertices uncolored, we extend
our partial coloring to v1, . . . , vn in order. When extending to vi, we need only enforce two constraints. First,
the label on vi cannot contain any color appearing on neighbors of vi; there remain at least
⌈√
2∆(G)
⌉
other
colors, so at least
(√
2∆(G)
2
)
labels are available. Next, the label on vi cannot appear on any second-neighbor
of vi; this condition forbids at most ∆(G)(∆(G) − 1) labels. Since
(√
2∆(G)
2
)
> ∆(G)(∆(G)− 1), some label
remains available for use on vi.
Similar approaches yield tighter bounds on τ2(G) for bipartite graphs and chordal graphs.
Proposition 7.2.3. If G is a bipartite graph, then τ2(G) ≤ 2
⌈√
2∆(G)
⌉
.
Proof. A palette is a set of colors; we construct a 2-tone coloring of G using two disjoint palettes, each of
size
⌈√
2∆(G)
⌉
. We assign each partite set its own palette and color the vertices in each set using only
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colors from its palette. Since adjacent vertices are assured disjoint labels, it suﬃces to ensure that vertices
at distance 2 receive distinct labels.
We color each partite set independently. Within a partite set, we order the vertices arbitrarily and color
iteratively. Each vertex v has at most ∆(G)(∆(G)−1) second-neighbors. Since each palette admits (√2∆(G)2 )
labels, we may always extend a partial coloring to v.
A chordal graph is one in which every cycle has a chord – that is, an edge joining nonconsecutive vertices
of the cycle. Recall also that a graph is k-degenerate if every subgraph has a vertex of degree at most k;
equivalently, the vertices in the graph can be sequentially ordered so that each vertex has at most k earlier
neighbors.
Proposition 7.2.4. For every ǫ > 0, there exists r0 such that whenever r > r0, if G is a chordal graph with
maximum degree r, then τ2(G) ≤ (2 + ǫ)r.
Proof. Let G be a chordal graph with maximum degree r. Kra´l [69] showed that, for some constant c, the
graph G2 is cr3/2-degenerate. Thus, there is an ordering v1, . . . , vn of V (G) such that each vertex has at
most cr3/2 earlier second-neighbors. Let us color iteratively with respect to this ordering using k+2r colors,
for some k to be speciﬁed later. When coloring vi, as many as 2r colors may appear on its neighbors; at
least k other colors remain. Thus we may color vi so long as it has fewer than
(
k
2
)
earlier second-neighbors;
taking k ≥ √2cr3/4 + 1 suﬃces. Hence τ2(G) ≤ 2r +
√
2cr3/4 + 1, from which the claim follows.
We next turn our attention to 3-regular graphs and Conjecture 7.1.2. In [37], it was shown that the
Heawood graph has 2-tone chromatic number 7; this disproves part (c) of Conjecture 7.1.2. Here, we prove
part (a) by showing that τ2(G) ≤ 8 whenever ∆(G) ≤ 3. The proof requires careful attention to detail, so
we isolate some of the more delicate arguments in lemmas. Before stating the lemmas, we introduce some
terminology.
Definition 7.2.5. Let f be a partial 2-tone coloring of a graph G and let v be an uncolored vertex. A valid
label for v is a label by which f can be extended to v. A free color at v is one not appearing on any neighbor
of v. A candidate label for v is a label containing only free colors. An obstruction of v is a candidate label
that is not valid (because it appears on some second-neighbor of G).
We next present several lemmas that provide suﬃcient conditions under which a partial coloring can
be extended to an uncolored vertex. The ﬁrst of these lemmas is short and simple, but provides a good
introduction to some techniques that appear later.
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Lemma 7.2.6. Let G be a graph with maximum degree at most 3. Let f be a partial 2-tone 8-coloring
of G and let v be an uncolored vertex. If v has at least one uncolored neighbor and at least one uncolored
second-neighbor, then f can be extended to v.
Proof. At least four colors are free at v, so it has at least six candidate labels. Since v has an uncolored
second-neighbor, v has at most ﬁve obstructions, so some candidate is valid.
To construct a 2-tone 8-coloring of a 3-regular graph, we will ﬁrst use Lemma 7.2.6 to color all vertices
except for those on some induced cycle C. After that, we will iteratively extend our partial coloring along
C; we will need to maintain some ﬂexibility while doing so, and the next two lemmas provide this desired
freedom.
Lemma 7.2.7. Let G be a 3-regular graph, let v be a vertex of G, and let w1 and w2 be distinct neighbors
of v. Let f be a partial coloring of G that leaves v, w1, and w2 uncolored, and let f1 and f2 be distinct
extensions of f to w1. If two second-neighbors of v do not yield obstructions under any fi, then some fi can
be extended to v in three different ways.
Proof. Let Si be the set of free colors at v under fi. Under each fi, at most four colors appear on neighbors
of v, so |Si| ≥ 4. Either some Si contains at least ﬁve colors, or S1 \ S2 6= ∅; in either case, the fi yield at
least nine candidate labels between them. Since v has at most four obstructions, the two fi together yield
at least ﬁve valid labels, so by the Pigeonhole Principle some fi admits three extensions to v.
Lemma 7.2.8. Let G be a 3-regular graph, let v be a vertex of G, and let w1 and w2 be distinct neighbors
of v. Let f be a partial coloring of G that leaves v, w1, and w2 uncolored, and let f1, f2, and f3 be distinct
extensions of f to w1. If some second-neighbor of v does not yield an obstruction under any fi, then some
fi can be extended to v in three different ways.
Proof. Let Si be the set of free colors at v under fi. Under each fi, at most four colors appear on neighbors
of v, so |Si| ≥ 4. If some Si contains ﬁve or more colors, then v has at least ten candidate labels and at most
ﬁve obstructions under fi, so fi admits at least ﬁve extensions to v. Otherwise, no fi repeats colors on v’s
neighborhood. Since the fi assign diﬀerent labels to w1, it follows that no two Si are the same. Since v has
at least six candidate labels under each fi, it suﬃces to show that v cannot have four obstructions under
each fi simultaneously.
Without loss of generality, S1 = {1, 2, 3, 4}. Since S2 6= S1, we may assume 5 ∈ S2. If additionally S2
contains some other color not in S1, then at most one label is a candidate under both f1 and f2; in this
case v has at most one common obstruction under f1 and f2, so it cannot have four obstructions under both
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f1 and f2. Hence we may assume S2 = {1, 2, 3, 5}. Now f1 and f2 yield three common candidates, namely
12, 13, and 23; if v does not have three valid labels under either fi, then all three common candidates must
be obstructions. Moreover, of the two remaining obstructions, one belongs to {14, 24, 34} and the other
to {15, 25, 35}. If S3 contains 1, 2, and 3, then without loss of generality S3 = {1, 2, 3, 6}, and f3 can be
extended via 16, 26, and 36. Otherwise at most one of 12, 13, and 23 is an obstruction under f3, and again
f3 admits three extensions to v.
When constructing a 2-tone 8-coloring, by iteratively extending a partial coloring, the diﬃculty is in
coloring the ﬁnal vertex. Our ﬁnal lemma helps us leverage the ﬂexibility ensured by Lemma 7.2.8 to
complete a partial coloring.
Lemma 7.2.9. Let G be a 3-regular graph. Let v be a vertex of G, let w1, w2, and w3 be its neighbors, and
let x be one of its second-neighbors. Let f be a partial coloring of G that leaves v and w1 uncolored, and
under which w2 shares one color with w3 and one with x. If f has three extensions to w1, then one of these
extensions can itself be extended to v.
Proof. Let f1, f2, and f3 be extensions of f to w1. Since w2 and x share a color, x cannot yield an obstruction
of v, so v has at most ﬁve diﬀerent obstructions between all three fi. Since w2 and w3 share a color, at most
ﬁve colors appear on neighbors of v in each fi, hence always at least three colors are free at v. Let Si be the
set of free colors at v under fi. If any Si contains at least four colors, then v has at least six candidate labels
under fi, one of which must be valid. Otherwise, each Si has size three; moreover, since the fi diﬀer in the
colors they assign to w1, no two Si are identical. S1 and S2 together yield at least ﬁve diﬀerent candidate
labels for v, and S3 yields a sixth; again we have six candidate labels, one of which must be valid. Thus
some fi can be extended to v.
We are ﬁnally ready to present the main proof.
Theorem 7.2.10. If G is a graph with ∆(G) ≤ 3, then τ2(G) ≤ 8.
Proof. Suppose otherwise, and let G be a smallest counterexample. Clearly G is connected and is not K4.
Suppose that G is not 3-regular, and let v be a vertex of degree 1 or 2. By Lemma 7.2.6, iteratively
coloring in non-increasing order of distance from v yields a partial 2-tone 8-coloring of G leaving only N [v]
uncolored. (When coloring some vertex v not in N [v], the next two vertices along a shortest path to v
provide the uncolored neighbor and second-neighbor of v needed to apply the lemma.) Each neighbor u of
v now has at least four free colors (hence at least six candidate labels) and at most ﬁve second-neighbors,
so we may extend the coloring to u. Likewise, v itself now has at least four free colors and at most four
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second-neighbors, so we may extend to v as well, completing the coloring and contradicting the choice of G.
Hence G must be 3-regular.
Next suppose that G contains an induced copy of K2,3. Let the partite sets of this copy of K2,3 be
{x1, x2} and {y1, y2, y3}. Let G′ = G − {x1, x2, y1, y2, y3}. Since G′ is not 3-regular, it has a 2-tone 8-
coloring; this is also a partial 2-tone 8-coloring of G, since any path between colored vertices in G either lies
entirely in G′ or has length at least 4. Without loss of generality, the color 1 does not appear on any ui.
We aim to color each yi with a label containing color 1; each yi has ﬁve such candidate labels and at most
four second-neighbors, so this is possible. Now each xi has at least four free colors, and hence at least six
candidate labels. Since each xi has at most four second-neighbors, we may extend the coloring to each xi in
turn, again contradicting the choice of G. Thus G is K2,3-free.
Let C be a shortest cycle in G; label its vertices v1, . . . , vk in cycle order. Let u1, . . . , uk be the neighbors
oﬀ C of v1, . . . , vk, respectively. The ui need not be distinct, but (since G 6= K4) cannot all be the same
vertex. If C is a triangle, then without loss of generality u1 6= u2. If not, then for all i we have ui−1 6= ui+1:
if C is a four-cycle then this follows from the fact that G is K2,3-free, and otherwise it follows from the
minimality of C. In any case, construct G′ from G by deleting the vertices of C and adding the edge uk−1u1
(if it is not already present); if C is not a triangle, then add the edge uku2 as well. By the minimality of
G, the graph G′ is 2-tone 8-colorable. A 2-tone 8-coloring of G′ is also a partial 2-tone 8-coloring of G in
which only the vi are uncolored and in which uk−1 and u1 have disjoint labels; if C has at least four vertices,
then also uk and u2 have disjoint labels. We use such a coloring as a starting point in producing a 2-tone
8-coloring of G.
We have three cases to consider. (1) If the label on uk is identical to one of the labels on uk−1 or u1,
then by symmetry we may suppose that uk−1, uk, and u1 have labels 12, 12, and 34. (2) If the label on uk
is disjoint from the labels on uk−1 and u1, then we may suppose that uk−1, uk, and u1 have labels 12, 34,
and 56. (3) Otherwise, we may suppose that uk−1, uk, and u1 have labels 12, 13, and L, where 1 6∈ L.
Case (1): uk−1, uk, and u1 have labels 12, 12, 34. We aim to assign v1 a label containing either 1 or 2;
v1 has nine such candidate labels, and it has at most four obstructions, so at least ﬁve such labels are valid.
Since we have at least three ways to extend to v1, by Lemma 7.2.8, we subsequently have at least three
ways to extend to v2, then to v3, and so on up to vk−2. (When coloring vi, the vertex vi+2 is the needed
second-neighbor of vi that does not yield an obstruction.) Since the labels on uk−1 and v1 have nonempty
intersection, v1 cannot yield an obstruction of vk−1, so again we have three ways to extend to vk−1. Now
applying Lemma 7.2.9 (with v = vk, w1 = vk−1, w2 = v1, w3 = uk, and x = uk−1) lets us complete the
coloring.
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Case (2): uk−1, uk, and u1 have labels 12, 34, 56. First suppose that C is a triangle. Give v1 a
label from {13, 23, 37, 38}; since v1 has at most two obstructions, this is possible. Next give v2 a label from
{45, 46, 47, 48}; at most one of these labels has nonempty intersection with the label on v1, and v2 has at
most two additional obstructions, so again some such label is valid. We have ensured that four colors remain
free at v3. Thus v3 has six candidate labels and at most four obstructions, so we can complete the coloring.
Suppose now that C is not a triangle. We aim to assign v1 a label from {13, 14, 23, 24}. Although v1 has
four colored second-neighbors, uk has label 34, which is not an obstruction. Moreover, by construction the
label on u2 contains neither 3 nor 4, so it also cannot be an obstruction. Thus, at least two such labels are
valid. By Lemma 7.2.7, this coloring admits three extensions to v2. Now we may apply Lemma 7.2.8 and
Lemma 7.2.9 (with v = vk, w1 = vk−1, w2 = v1, w3 = uk, and x = uk−1) as before to complete the coloring.
Case (3): uk−1, uk, and u1 have labels 12, 13, L, where 1 6∈ L. We aim to give v1 a label containing
either 1 or 3. If 3 6∈ L, then v1 has at least nine such candidates and at most four obstructions, so at
least ﬁve of the candidates are valid. Otherwise v1 has only ﬁve such candidate labels, but uk does not
yield an obstruction, so at least two of these candidates are valid. In each case, by Lemma 7.2.7 we may
extend the coloring to v2 in at least three diﬀerent ways. Now by Lemma 7.2.8 and Lemma 7.2.9 (with
v = vk, w1 = vk−1, w2 = uk, w3 = v1, and x = uk−1) we can again complete the coloring.
7.3 General t-tone Coloring
We next study the behavior of τt for general t. We have already noted that τt(G) is monotone in G; that is,
τt(H) ≤ τt(G) whenever H is a subgraph of G. It is also true that τt(G) is monotone in t.
Proposition 7.3.1. If t < t′ and G is any graph, then τt(G) ≤ τt′(G).
Proof. Given a graph G and a t′-tone coloring of G, we arbitrarily discard t′ − t colors from each label of
G. This yields a t-tone coloring, since the process cannot increase the size of the intersection of any two
labels.
Our ﬁrst main result in this section is a generalization of Theorem 7.2.2. In the case t = 2, Theorem
7.2.2 gives a better bound, since restricting to t = 2 allows tighter analysis.
Theorem 7.3.2. For every integer t and every graph G, we have τt(G) ≤ (t2 + t)∆(G).
Proof. Let V (G) = {v1, v2, . . . , vn}, let r = ∆(G), and let k = (t2 + t)r. As in the proof of Theorem 7.2.2,
we construct a t-tone k-coloring of G by coloring iteratively with respect to the ordering v1, . . . , vn.
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When coloring vi, at most tr colors appear on neighbors of vi, so at least t
2r other colors remain. We
have
(
t2r
t
)
labels that use only these colors, and each is a candidate label for vi.
Given a label L, we say that vertex u forbids L if L and the label on u have intersection size at least
d(u, vi). Recall that we have already discarded all labels forbidden by neighbors of vi. For 2 ≤ d ≤ t, each
vertex at distance d from vi forbids at most
(
t
d
)(
t2r−d
t−d
)
labels. At most r(r − 1)d−1 vertices lie at distance d
from vi, so to show that we may color vi, it suﬃces to show that
t∑
d=2
(
t
d
)(
t2r − d
t− d
)
r(r − 1)d−1 <
(
t2r
t
)
,
or equivalently, that
t∑
d=2
(
t
d
)(
t2r−d
t−d
)
r(r − 1)d−1(
t2r
t
) < 1.
Ultimately, we will show that the dth term of the sum is less than 1/d!, and thus (since 1/d! ≤ 21−d) the
sum is less than 1. We ﬁrst simplify each term. For ﬁxed d,
(
t
d
)(
t2r−d
t−d
)
r(r − 1)d−1(
t2r
t
) = t!
d!(t− d)! ·
(t2r − d)!
(t− d)!(t2r − t)! · r(r − 1)
d−1 · t!(t
2r − t)!
(t2r)!
=
1
d!
·
(
t!
(t− d)!
)2
· (t
2r − d)!
(t2r)!
· r(r − 1)d−1
=
1
d!
(t(t− 1)(t− 2) · · · (t− d+ 1))2 r(r − 1)d−1
t2r(t2r − 1) · · · (t2r − d+ 1)
=
1
d!
· (t− 1)
2(r − 1)
t2r − 1 ·
(t− 2)2(r − 1)
t2r − 2 · · ·
(t− d+ 1)2(r − 1)
t2r − d+ 1 .
Now for i between 1 and d− 1, we have
(t− i)2(r − 1) < (t− i)2r = t2r − i(2t− i)r ≤ t2r − i,
hence (
t
d
)(
t2r−d
t−d
)
r(r − 1)d−1(
t2r
t
) < 1
d!
· 1 · 1 · · · 1 = 1
d!
.
Now
t∑
d=2
(
t
d
)(
t2r−d
t−d
)
r(r − 1)d−1(
t2r
t
) < t∑
d=2
1
d!
≤
t∑
d=2
1
2d−1
< 1,
which completes the proof.
We remark that Theorem 7.3.2 shows that for each r, we have max{τt(G) : ∆(G) = r} = O(t2). In [37]
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it was shown that max{τt(G) : ∆(G) = r} = Ω(t2/ lg t), so from this perspective there is not much room for
improvement.
In [46] it was shown that for every tree T , we have τ2(T ) =
⌈
(5 +
√
1 + 8∆(T ))/2
⌉
. By Proposition 7.3.1,
it thus follows that τt(T ) ≥
⌈
(5 +
√
1 + 8∆(T ))/2
⌉
whenever t ≥ 2. In fact this bound is asymptotically
best possible, as we show next.
Theorem 7.3.3. For every positive integer t, there exists a constant c = c(t) such that for every tree T we
have τt(T ) ≤ c
√
∆(T ).
Proof. Fix a positive integer t and a tree T . Let k =
√
∆(T ). Let T ′ be the complete (∆(T )− 1)-ary tree of
height |V (T )|; that is, T ′ is a rooted tree such that all vertices at distance |V (T )| from the root are leaves,
and all others have ∆(T ) − 1 children. By level i of T ′ we mean the set of vertices at distance i from the
root. Clearly T is contained in T ′, so by monotonicity of τt it suﬃces to prove that τt(T ′) ≤ ck for some
constant c (to be deﬁned later, but independent of T ). Moreover, by Proposition 7.3.1, we may assume that
t is even.
A palette is a set of colors. We color T ′ using t + 1 disjoint palettes, each of size at most c1k for some
constant c1. On level i of the tree we use only those colors in the ith palette (with i taken modulo t + 1).
This restriction ensures that, whenever u and v are within distance t of each other, either they lie on the
same level of T ′ or they receive colors from diﬀerent palettes (and hence have disjoint labels). Thus, we need
only consider a single level of T ′ and show that the vertices on that level can be colored using at most c1k
colors.
Within each level, color iteratively with respect to an arbitrary vertex ordering. Note that any two
vertices on the same level of T ′ lie at an even distance. Fix a vertex v and an integer d between 1 and t/2.
Given a label L, say that vertex u forbids L if L and the label on u have intersection size at least d(u, v).
The number of vertices at distance 2d from v, and on the same level as v, is bounded above by [∆(T )]d
and hence by k2d; each such vertex forbids at most
(
t
2d
)(
c1k−2d
t−2d
)
labels in
(
[c1k]
t
)
. Thus the total number of
forbidden labels is at most
t/2∑
d=1
k2d
(
t
2d
)(
c1k − 2d
t− 2d
)
,
which is at most
kt
t/2∑
d=1
t2dct−2d1
(2d)!(t− 2d)! .
We have
(
c1k
t
)
available labels; for ﬁxed t and large k, this is at least kt (c1−1)
t
t! . For suﬃciently large c1 we
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have
(c1 − 1)t
t!
>
t/2∑
d=1
t2dct−2d1
(2d)!(t− 2d)! ,
since both sides of the inequality are polynomials in c1, but the left side has higher degree. Thus if c1 is
large enough, then we can color v.
Recall that a graph is k-degenerate if each of its subgraphs contains a vertex of degree at most k; trees
are precisely the connected 1-degenerate graphs. For k ≥ 2, on the class of k-degenerate graphs we can
improve the bound given by Theorem 7.3.2.
Lemma 7.3.4. If G is a k-degenerate graph, then G has a vertex ordering such that, for each integer d ≥ 1
and for each vertex v, at most dk∆(G)(∆(G) − 1)d−2 vertices preceding v in the ordering lie at distance d
from v.
Proof. Construct an ordering of V (G) by repeatedly deleting a vertex v of minimum degree and prepending
v to the ordering. Note that when a vertex is added to the ordering, it has degree at most k in the current
subgraph; hence each vertex has at most k earlier neighbors in the ordering. We claim that this ordering
has the desired properties.
Fix v and consider the set of earlier vertices at distance d from v. Each such vertex can be reached from
v via a walk of length d in which at least one step moves backward in the ordering. For each i between 1
and d, there are at most k∆(G)(∆(G) − 1)d−2 such walks that move backward on step i, since we have at
most k choices for the ith step, at most ∆(G) choices for the ﬁrst, and at most ∆(G)− 1 choices for each of
the others.
When d is large, the bound in Lemma 7.3.4 is worse than the easy bound of ∆(G)(∆(G) − 1)d−1 that
holds for all graphs G, regardless of degeneracy. However, when applying Lemma 7.3.4, we will mainly care
about small values of d.
Theorem 7.3.5. If G is a k-degenerate graph, k ≥ 2, and ∆(G) ≤ r, then for every t we have τt(G) ≤
kt+ kt2r1−1/t.
Proof. Let c = kt2r1−1/t. Let v1, . . . , vn be a vertex ordering of the form guaranteed by Lemma 7.3.4; we
construct a t-tone (c+ kt)-coloring of G by coloring iteratively with respect to this ordering.
When coloring vi, as many as kt colors may appear on vi’s neighbors; at least c other colors remain.
Thus vi has at least
(
c
t
)
candidate labels using these c colors. As in the proof of Theorem 7.3.2, say that a
vertex u forbids a label L if L and the label on u have intersection of size at least d(u, vi). By Lemma 7.3.4,
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at most dkr(r− 1)d−2 colored vertices lie at distance d from vi; each such vertex forbids at most
(
t
d
)(
c−d
t−d
)
of
the candidates. Thus to show that we can color vi, it suﬃces to show that
t∑
d=2
(
t
d
)(
c− d
t− d
)
dkr(r − 1)d−2 <
(
c
t
)
,
or equivalently, that
t∑
d=2
(
t
d
)(
c−d
t−d
)
dkr(r − 1)d−2(
c
t
) < 1.
We proceed as in the proof of Theorem 7.3.2.
(
t
d
)(
c−d
t−d
)
dkr(r − 1)d−2(
c
t
) = t!
d!(t− d)! ·
(c− d)!
(t− d)!(c− t)! · dkr(r − 1)
d−2 · t!(c− t)!
c!
=
dk
d!
·
(
t!
(t− d)!
)2
· (c− d)!
c!
· r(r − 1)d−2
<
k
(d− 1)! ·
(t(t− 1) · · · (t− d+ 1))2
c(c− 1) · · · (c− d+ 1) · r
d−1
=
k
(d− 1)! ·
t2r1−1/d
kt2r1−1/t
· · · (t− d+ 1)
2r1−1/d
kt2r1−1/t − d+ 1
≤ 1
(d− 1)!kd−1 ·
t2r1−1/d
t2r1−1/t
· · · (t− d+ 1)
2r1−1/d
t2r1−1/t − d+ 1
For s between 0 and d− 1, we have
(t− s)2r1−1/d ≤ (t− s)2r1−1/t = t2r1−1/t − s(2t− s)r1−1/t ≤ t2r1−1/t − s,
so (
t
d
)(
c−d
t−d
)
dkr(r − 1)d−2(
c
t
) < 1
(d− 1)!kd−1 .
Thus
t∑
d=2
(
t
d
)(
c−d
t−d
)
dkr(r − 1)d−2(
c
t
) < t∑
d=2
1
(d− 1)!kd−1 < 1,
as desired.
Fonger, Goss, Phillips, and Segroves [46] showed that τ2(K1,k) = Θ(
√
k). Thus by Proposition 7.3.1, the
bound in Theorem 7.3.5 is asymptotically tight (in terms of ∆(G)) when t = 2.
108
References
[1] N. Alon. Bipartite subgraphs. Combinatorica, 16(3):301–311, 1996.
[2] N. Alon, J. Balogh, B. Bolloba´s, and T. Szabo´. Game domination number. Discrete Math., 256(1-2):23–
33, 2002.
[3] N. Alon, G. Ding, B. Oporowski, and D. Vertigan. Partitioning into graphs with only small components.
J. Combin. Theory Ser. B, 87(2):231–243, 2003.
[4] V. Anuradha, C. Jain, J. Snoeyink, and T. Szabo´. How long can a graph be kept planar? Electron. J.
Combin., 15(1):Note 14, 7, 2008.
[5] J. Balogh and R. Martin. On avoider-enforcer games. SIAM J. Discrete Math., 23(2):901–908, 2009.
[6] J. Bara´t and M. Stojakovic´. On winning fast in avoider-enforcer games. Electron. J. Combin., 17(1):Re-
search Paper 56, 12, 2010.
[7] J. Beck. On size Ramsey number of paths, trees, and circuits. I. J. Graph Theory, 7(1):115–129, 1983.
[8] J. Beck. Random graphs and positional games on the complete graph. In Random graphs ’83 (Poznan´,
1983), volume 118 of North-Holland Math. Stud., pages 7–13. North-Holland, Amsterdam, 1985.
[9] J. Beck. Achievement games and the probabilistic method. In Combinatorics, Paul Erdo˝s is eighty,
Vol. 1, Bolyai Soc. Math. Stud., pages 51–78. Ja´nos Bolyai Math. Soc., Budapest, 1993.
[10] M. Bednarska and T.  Luczak. Biased positional games for which random strategies are nearly optimal.
Combinatorica, 20(4):477–488, 2000.
[11] M. Bednarska and O. Pikhurko. Odd and even cycles in Maker-Breaker games. European J. Combin.,
29(3):742–745, 2008.
[12] L. W. Beineke and A. J. Schwenk. On a bipartite form of the Ramsey problem. In Proceedings of
the Fifth British Combinatorial Conference (Univ. Aberdeen, Aberdeen, 1975), pages 17–22. Congressus
Numerantium, No. XV, Winnipeg, Man., 1976. Utilitas Math.
[13] A. Bickle and B. Phillips. t-tone colorings of graphs. Preprint.
[14] C. Biro´, P. Horn, and J. Wildstrom. Personal communication.
[15] M. M. Blank. An estimate of the external stability number of a graph without suspended vertices.
Prikl. Mat. i Programmirovanie, 10:3–11, 149, 1973.
[16] B. Bolloba´s, A. Saito, and N. C. Wormald. Regular factors of regular graphs. J. Graph Theory,
9(1):97–103, 1985.
[17] B. Bolloba´s and A. Thomason. Set colourings of graphs. Discrete Math., 25(1):21–26, 1979.
[18] S. Brandt. Subtrees and subforests of graphs. J. Combin. Theory Ser. B, 61(1):63–70, 1994.
109
[19] B. Bresˇar, S. Klavzˇar, and D. F. Rall. Domination game played on trees and spanning subgraphs.
Preprint.
[20] B. Bresˇar, S. Klavzˇar, and D. F. Rall. Domination game and an imagination strategy. SIAM J. Discrete
Math., 24(3):979–991, 2010.
[21] R. L. Brooks. On colouring the nodes of a network. Proc. Cambridge Philos. Soc., 37:194–197, 1941.
[22] A. P. Burger, E. J. Cockayne, W. R. Gru¨ndlingh, C. M. Mynhardt, J. H. van Vuuren, and W. Winter-
bach. Finite order domination in graphs. J. Combin. Math. Combin. Comput., 49:159–175, 2004.
[23] S. A. Burr, P. Erdo˝s, and L. Lovasz. On graphs of Ramsey type. Ars Combinatoria, 1(1):167–190, 1976.
[24] J. Butterﬁeld, T. Grauman, W. B. Kinnersley, K. G. Milans, C. Stocker, and D. B. West. On-line
Ramsey theory for bounded degree graphs. Electron. J. Combin., 18(1):Paper 136, 17, 2011.
[25] W. A. Carnielli and E. L. Monte Carmelo. On the Ramsey problem for multicolor bipartite graphs.
Adv. in Appl. Math., 22(1):48–59, 1999.
[26] S. C. Cater, F. Harary, and R. W. Robinson. One-color triangle avoidance games. In Proceedings of the
Thirty-second Southeastern International Conference on Combinatorics, Graph Theory and Computing
(Baton Rouge, LA, 2001), volume 153, pages 211–221, 2001.
[27] E. W. Chambers, B. Kinnersley, N. Prince, and D. B. West. Extremal problems for roman domination.
SIAM J. Discrete Math., 23, 2009.
[28] G. J. Chang and C.-H. Liu. Roman domination on 2-connected graphs. SIAM J. Discrete Math. in
press.
[29] G. J. Chang and C.-H. Liu. A uniﬁed approach to Roman domination problems on interval graphs.
Preprint.
[30] G. J. Chang and C.-H. Liu. Upper bounds on roman domination numbers of graphs. Discrete Mathe-
matics, 312(7):1386–1391, 2012.
[31] V. Chva´tal, V. Ro¨dl, E. Szemere´di, and W. T. Trotter. The ramsey number of a graph with bounded
maximum degree. J. Combin. Theory Ser. B, 34(3):239–243, 1983.
[32] E. J. Cockayne, P. A. Dreyer, Jr., S. M. Hedetniemi, and S. T. Hedetniemi. Roman domination in
graphs. Discrete Math., 278(1-3):11–22, 2004.
[33] E. J. Cockayne, P. A. Dreyer, Jr., S. M. Hedetniemi, S. T. Hedetniemi, and A. A. McRae. The
algorithmic complexity of Roman domination. unpublished.
[34] E. J. Cockayne, O. Favaron, and C. M. Mynhardt. Secure domination, weak Roman domination and
forbidden subgraphs. Bull. Inst. Combin. Appl., 39:87–100, 2003.
[35] E. J. Cockayne, P. J. P. Grobler, W. R. Gru¨ndlingh, J. Munganga, and J. H. van Vuuren. Protection
of a graph. Util. Math., 67:19–32, 2005.
[36] D. Conlon. On-line Ramsey numbers. SIAM J. Discrete Math., 23(4):1954–1963, 2009/10.
[37] D. W. Cranston, J. Kim, and W. B. Kinnersley. New results in t-tone coloring of graphs. submitted,
2011.
[38] D. W. Cranston, W. B. Kinnersley, S. O, and D. B. West. Game matching number. Preprint.
[39] J. Donadelli, P. E. Haxell, and Y. Kohayakawa. A note on the size-Ramsey number of long subdivisions
of graphs. Theor. Inform. Appl., 39(1):191–206, 2005.
110
[40] P. Erdo˝s, R. J. Faudree, C. C. Rousseau, and R. H. Schelp. The size Ramsey number. Period. Math.
Hungar., 9(1-2):145–161, 1978.
[41] P. Erdo˝s, A. Hajnal, and J. W. Moon. A problem in graph theory. Amer. Math. Monthly, 71:1107–1110,
1964.
[42] P. Erdo˝s and H. Sachs. Regula¨re Graphen gegebener Taillenweite mit minimaler Knotenzahl. Wiss. Z.
Martin-Luther-Univ. Halle-Wittenberg Math.-Natur. Reihe, 12:251–257, 1963.
[43] O. Favaron, H. Karami, R. Khoeilar, S. M. Sheikholeslami, and L. Volkmann. Proof of a conjecture on
game domination. J. Graph Theory, 64(4):323–329, 2010.
[44] O. N. Feldheim and M. Krivelevich. Winning fast in sparse graph construction games. Combin. Probab.
Comput., 17(6):781–791, 2008.
[45] J. Folkman. Graphs with monochromatic complete subgraphs in every edge coloring. SIAM J. Appl.
Math., 18:19–24, 1970.
[46] N. Fonger, J. Goss, B. Phillips, and C. Segroves. Math 6450: Final report. unpublished.
[47] E. Friedgut, Y. Kohayakawa, V. Ro¨dl, A. Rucin´ski, and P. Tetali. Ramsey games against a one-armed
bandit. Combin. Probab. Comput., 12(5-6):515–545, 2003. Special issue on Ramsey theory.
[48] J. Friedman and N. Pippenger. Expanding graphs contain all small trees. Combinatorica, 7(1):71–76,
1987.
[49] A. Frieze, M. Krivelevich, O. Pikhurko, and T. Szabo´. The game of JumbleG. Combin. Probab. Comput.,
14(5-6):783–793, 2005.
[50] Z. Fu¨redi. New asymptotics for bipartite Tura´n numbers. J. Combin. Theory Ser. A, 75(1):141–144,
1996.
[51] Z. Fu¨redi, D. Reimer, and A´. Seress. Hajnal’s triangle-free game and extremal graph problems. In
Proceedings of the Twenty-second Southeastern Conference on Combinatorics, Graph Theory, and Com-
puting (Baton Rouge, LA, 1991), volume 82, pages 123–128, 1991.
[52] J. R. Griggs and R. K. Yeh. Labelling graphs with a condition at distance 2. SIAM J. Discrete Math.,
5(4):586–595, 1992.
[53] J. A. Grytczuk, M. Ha luszczak, and H. A. Kierstead. On-line Ramsey theory. Electron. J. Combin.,
11(1):Research Paper 60, 10 pp. (electronic), 2004. Paper number later changed by the publisher from
60 to 57.
[54] J. A. Grytczuk, H. A. Kierstead, and P. Pra lat. On-line Ramsey numbers for paths and stars. Discrete
Math. Theor. Comput. Sci., 10(3):63–74, 2008.
[55] F. Harary, D. Hsu, and Z. Miller. The biparticity of a graph. J. Graph Theory, 1(2):131–133, 1977.
[56] T. W. Haynes, S. T. Hedetniemi, and P. J. Slater. Fundamentals of domination in graphs, volume 208
of Monographs and Textbooks in Pure and Applied Mathematics. Marcel Dekker Inc., New York, 1998.
[57] D. Hefetz, M. Krivelevich, M. Stojakovic´, and T. Szabo´. Planarity, colorability, and minor games. SIAM
J. Discrete Math., 22(1):194–212, 2008.
[58] D. Hefetz, M. Krivelevich, M. Stojakovic´, and T. Szabo´. Fast winning strategies in avoider-enforcer
games. Graphs Combin., 25(4):533–544, 2009.
[59] D. Hefetz, M. Krivelevich, M. Stojakovic´, and T. Szabo´. Fast winning strategies in Maker-Breaker
games. J. Combin. Theory Ser. B, 99(1):39–47, 2009.
111
[60] D. Hefetz, M. Krivelevich, and T. Szabo´. Avoider-enforcer games. J. Combin. Theory Ser. A,
114(5):840–853, 2007.
[61] M. A. Henning. A characterization of Roman trees. Discuss. Math. Graph Theory, 22(2):325–334, 2002.
[62] M. A. Henning. Defending the Roman Empire from multiple attacks. Discrete Math., 271(1-3):101–115,
2003.
[63] M. A. Henning and S. T. Hedetniemi. Defending the Roman Empire—a new strategy. Discrete Math.,
266(1-3):239–251, 2003. The 18th British Combinatorial Conference (Brighton, 2001).
[64] T. Jiang, K. G. Milans, and D. B. West. Degree Ramsey numbers for cycles and blowups of trees.
Preprint.
[65] H. A. Kierstead and G. Konjevod. Coloring number and on-line Ramsey theory for graphs and hyper-
graphs. Combinatorica, 29(1):49–64, 2009.
[66] W. B. Kinnersley, K. G. Milans, and D. B. West. Degree Ramsey numbers of graphs. Combinatorics,
Probability, and Computing, 21:229–253, 2012.
[67] W. B. Kinnersley and D. B. West. Multicolor on-line degree Ramsey numbers for trees. Journal of
Combinatorics. accepted.
[68] W. B. Kinnersley, D. B. West, and R. Zamani. Extremal problems for game domination number.
Preprint.
[69] D. Kra´l. Coloring powers of chordal graphs. SIAM J. Discrete Math., 18(3):451–461, 2004/05.
[70] M. Liedloﬀ, T. Kloks, J. Liu, and S.-L. Peng. Roman domination over some graph classes. In Graph-
theoretic concepts in computer science, volume 3787 of Lecture Notes in Comput. Sci., pages 103–114.
Springer, Berlin, 2005.
[71] A. Lubotzky, R. Phillips, and P. Sarnak. Ramanujan graphs. Combinatorica, 8(3):261–277, 1988.
[72] N. Mehta and A´. Seress. Bounded degree, triangle avoidance graph games. Preprint.
[73] N. Mehta and A´. Seress. Connected, bounded degree, triangle avoidance games. Electron. J. Combin.,
18(1):Paper 193, 37, 2011.
[74] M. Morgenstern. Existence and explicit constructions of q + 1 regular Ramanujan graphs for every
prime power q. J. Combin. Theory Ser. B, 62(1):44–62, 1994.
[75] C. S. J. A. Nash-Williams. Decomposition of ﬁnite graphs into forests. J. London Math. Soc., 39:12,
1964.
[76] J. Nesˇetrˇil and V. Ro¨dl. The Ramsey property for graphs with forbidden complete subgraphs. J.
Combinatorial Theory Ser. B, 20(3):243–249, 1976.
[77] A. Pekecˇ. A winning strategy for the Ramsey graph game. Combin. Probab. Comput., 5(3):267–276,
1996.
[78] S˘. Petr˘ic˘kova´. Combinatorial game theory. Master’s thesis, University of West Bohemia, Pilsen, 2011.
[79] P. Pra lat. A note on small on-line Ramsey numbers for paths and their generalization. Australas. J.
Combin., 40:27–36, 2008.
[80] P. Pra lat. R(3, 4) = 17. Electron. J. Combin., 15(1):Research Paper 67, 13, 2008.
[81] P. Pra lat. A note on the one-colour avoidance game on graphs. J. Combin. Math. Combin. Comput.,
75:85–94, 2010.
112
[82] P. Pra lat. A note on oﬀ-diagonal small on-line Ramsey numbers for paths. Ars Combinatoria, accepted.
[83] F. P. Ramsey. On a problem of formal logic. Proc. London Math. Soc., 30(2):264–286, 1929.
[84] C. S. ReVelle. Can you protect the Roman Empire? Johns Hopkins Magazine, 49:40, 1997.
[85] V. Ro¨dl and E. Szemere´di. On size Ramsey numbers of graphs with bounded degree. Combinatorica,
20(2):257–262, 2000.
[86] D. Rolnick. On-line Ramsey theory: Building and painting graphs, one edge at a time. Preprint.
[87] A´. Seress. On Hajnal’s triangle-free game. Graphs Combin., 8(1):75–79, 1992.
[88] X.-x. Song and X.-f. Wang. Roman domination number and domination number of a tree. Chinese
Quart. J. Math., 21(3):358–367, 2006.
[89] I. Stewart. Defend the Roman Empire! Sci. Amer., 281:136–139, 1999.
[90] P. Tura´n. Eine Extremalaufgabe aus der Graphentheorie. Mat. Fiz. Lapok, 48:436–452, 1941.
[91] J. Wise and E. Yeager. Game matching numbers of disjoint unions of paths. Preprint.
[92] H.-M. Xing, X. Chen, and X.-G. Chen. A note on Roman domination in graphs. Discrete Math.,
306(24):3338–3340, 2006.
[93] R. Zamani. On realizability in the domination game. Manuscript.
[94] X. Zhu. Chromatic Ramsey numbers. Discrete Math., 190(1-3):215–222, 1998.
[95] X. Zhu. The fractional version of Hedetniemi’s conjecture is true. European J. Combinatorics, 32, 2011.
113
