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Abstract
The relation between the exponential sums SN (x;p) =
∑N−1
n=0 exp(ixn
p) and T0 ≡ T0(x;N;p) =∑∞
n=1 e
−n=N exp(ixNpe−pn=N ), where x¿ 0 and p¿ 0, is investigated. It is demonstrated that there is an
asymptotic connection as N →∞ which is found numerically to be valid provided the variable x satises the
restriction xNp = o(N ) when p¿ 1. The sum T0 is shown to be associated with a zeta function dened by
Z(s) =
∑∞
n=1 exp(ie
−an)n−s for real  and a¿ 0.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The study of the exponential sum
SN (x;p) =
N−1∑
n=0
exp(ixnp) (x¿ 0; p¿ 0) (1.1)
has a long history that goes back to Gauss, who evaluated the sums corresponding p=2 and x=2=N ;
see [2]. The results of Gauss were generalised for rational x=M=N , where M and N are relatively
prime, into the beautiful formula established by Genocchi and Schaar [8] (see also [1, p. 627,
Ex. 7])
SN (M=N ; 2) = (iN=M)1=2SM (−N=M ; 2);
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when MN is even, with the right-hand side replaced by unity when MN is odd. An investigation
of incomplete Gauss sums Sm(2=N ; 2) with m¡N has been undertaken in [7], where best possible
estimates for max{|Sm(2=N ; 2)|} when m6 12 N were obtained. Applications of the above exponential
sum arise in various number-theoretic contexts and in the study of disorder in dynamical systems.
Two physical applications when p=2 arising in quantum spin in an axially symmetric electric eld
and in Fresnel diraction from large gratings are discussed in [3].
The geometric content of the sum SN (x;p) was rst highlighted in [5,7] and subsequently explored
in [4] for p¿ 2 and [3] for p = 2. The spiralling patterns produced by (1.1) (when its terms are
regarded as unit vectors in the complex plane) for xed x as N → ∞ can result, for integer
p¿ 2, in an intricate pattern consisting of a superposition of Cornu-like spirals (or “curlicues”).
The scalings of this hierarchy of spirals is found to depend delicately on the arithmetic nature of
x [3,4]. Estimates for the growth of SN (x;p) when N is large were considered in [6] when p = 2
using a renormalisation process (which is related to the Poisson summation formula—see also [3]),
while a dierent procedure for integer p¿ 2 was developed by Weyl (see [13, p. 101]) based on
repeated reduction of the degree of the exponent in the exponential in (1.1); for a survey on the
growth of SN (x;p) for large N , see [11].
For convenience in presentation, we make a slight modication to the denition of the sum in
(1.1) by taking
S ′N (x;p) =
N−1∑
n=0
′ exp(ixnp); (1.2)
where the prime on the summation sign means that the term with n=0 is replaced by 12 . The purpose
of this note is to establish the expansion
S ′N (x;p) ∼ T0 +
∞∑
r=1
TrN−r + S()
for N →∞, where  = ix, p¿ 0 and the variable x is suitably restricted. The leading coecient
T0 is given by the absolutely convergent exponential sum
∞∑
n=1
exp{−n=N + i n(x)};  n(x) = xNpe−pn=N : (1.3)
The coecients Tr (r¿ 1) depend on x and N in a complicated manner and S(), dened in (2.7),
denotes a sum (which vanishes identically when p is a positive even integer) which depends only
on the variable x. We are, however, unable to demonstrate the asymptotic nature of this expansion
on account of the diculty of estimating the coecients Tr . Accordingly, in Section 4, we present
numerical results to conrm the asymptotic connection between the exponential sums S ′N (x;p) and
T0, as well as the validity of the above expansion, when the variable x is restricted to satisfy
xNp = o(N ) (with p¿ 1).
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2. An asymptotic relation
The sum S ′N (x;p) can be written in the form
S ′N (x;p) =
1
2 +
N−1∑
n=1
exp(ixnp) = 12 +
N−1∑
n=1
∞∑
k=0
(np)k
k!
=N − 12 +
∞∑
k=1
k
k!
N−1∑
n=1
nkp;
where we have set  = ix and the interchange in the order of summation is justied by absolute
convergence. For arbitrary ¿ 0 we have the result 1
N−1∑
n=1
n =
B+1(N )
+ 1
+ (−); (2.1)
where B(x) denotes the Bernoulli function (dened below) and (s) is the Riemann zeta function.
It then follows that
S ′N (x;p) = N − 12 +
∞∑
k=1
k
k!
{
Bkp+1(N )
kp+ 1
+ (−kp)
}
: (2.2)
From the functional relation for the zeta function [14, p. 269] and the behaviour as  → ∞ (for
xed x) B(x)=! ∼ −2 cos (2x− 12 )=(2) [12, p. 570], the growth of each of the terms in braces
in (2.2) is controlled by the factor (kp+1). This means that when the terms in (2.2) are summed
separately, both sums converge when 0¡p¡ 1, but diverge when p¿ 1. In this latter case, the
sums involving Bkp+1(N ) and (−kp) taken separately are asymptotic for  → 0.
In order to apply (2.2) in the evaluation of S ′N (x;p) in the limit of large N , we require the
asymptotic expansion of Bkp+1(N ) for N →∞ holding uniformly in k. The uniform asymptotics of
B(x) can be obtained from the Laplace integral representation [12]
x−B(x) = 1 +
x−(1 + )
2i
∫ (0+)
−∞
ext t−f(t) dt; f(t) =
1
et − 1 −
1
t
; (2.3)
which generalises the familiar Bernoulli polynomials Bn(x) to arbitrary order  when Re(x)¿ 0. It
is assumed in this integral that no zero of et − 1 (except t=0) is enclosed by the loop contour and
that t is real for real values of  and t ¿ 0. The dominant factor t−ext in the integrand is seen to
possess a saddle point at t= =x ≡ . Accordingly we expand f(t) about the point t= in the form
f(t) =
∞∑
r=0
ar()(t − )r ; a0() = e
−
1− e− −
1

(2.4)
1 This follows from the basic dierence property B(x + 1) = B(x) + x−1 satised by the Bernoulli function for
arbitrary , together with the result B(1) =−(1− ); see [12, p. 566].
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and introduce the integrals Qr() dened by
Qr() =
()
2i
∫ (0+)
−∞
e(− )r d

; (2.5)
where Q0() = 1. Then Temme [12] has shown that 2
x−B(x) ∼ 
∞∑
r=0
a˜r()Qr()x−r (2.6)
as x → +∞ uniformly in subsets of the interval ∈ [0;∞), where the coecients a˜r() are dened
by a0() + 1= (r = 0), ar() (r¿ 1).
Throughout the remainder of this paper we set = kp + 1. We introduce the coecients Tr and
the formal (when p¿ 1) sum S() by
Tr =
∞∑
k=0
a˜r()Qr()
(Np)k
k!
; S() =
∞∑
k=1
k
k!
(−kp): (2.7)
Then use of the uniform expansion (2.6) and the result B1(N ) = N − 12 shows that
S ′N (x;p) ∼ T0 +
∞∑
r=1
TrN−r + S() (2.8)
as N →∞. The coecients Tr are discussed in Section 3 where, in particular, it is shown that the
leading coecient T0 is the exponential sum dened in (1.3). We observe at this point that the sum
S() vanishes when p is an even integer on account of the trivial zeros of (s) at s=−2;−4; : : : .
3. The coecients Tr
In this section, we derive an alternative expression for the coecients Tr dened in (2.7). The
coecients a˜r() in the expansion of f(t) in (2.4) are found to have the general form
a˜r() = (−)r
{
Pr(e−)
r!(1− e−)r+1 −
1
r+1
}
(r¿ 1); (3.1)
where
Pr(z) =
r∑
k=1
	rkzk (3.2)
is a polynomial in z of degree r. It is seen that the a˜r() constitute an asymptotic scale since
a˜r+1()=a˜r() = O(1=) as  → ∞. The integrals Qr() are dened in (2.5) from which it easily
shown that Q0() =−Q1() = 1, with higher values obtained from the recursion
Qr+1() =−(r + 1)Qr()− rQr−1() (r¿ 1):
2 For xed , this expansion applied to (2.1) shows that the sum on the left-hand side reduces to the familiar (nonuni-
form) large-N expansion given in [9, p. 292].
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Table 1
The polynomials Pr(z) and Qr() for 16 r6 6
r Pr(z) (−)rQr()
1 z 1
2 z + z2 2− 
3 z + 4z2 + z3 6− 5
4 z + 11z2 + 11z3 + z4 24− 26+ 32
5 z + 26z2 + 66z3 + 26z4 + z5 120− 154+ 352
6 z + 57z2 + 302z3 + 302z4 + 57z5 + z6 720− 1044+ 3402 − 153
In general the Qr() are polynomials in  of degree r=2 of the form
Qr() = (−)rr!
r=2∑
s=0
d(r)s 
s; c(r)0 = 1 (r¿ 0): (3.3)
The rst few polynomials Pr(z) and Qr() are listed in Table 1.
Let us introduce the auxiliary sums 
j(m; s) dened by

j(m; s) =
∞∑
k=0
(Np)k
k!
se−j
(1− e−)m
for s= 0; 1; 2; : : : and positive integers m and j. It is shown in Appendix A that

j(m; s) =
∞∑
n=j
(m)n−j
(n− j)!C
(s)
n exp{−n=N + i n(x)}; (3.4)
where  n(x) is dened in (1.3) and the coecients C
(s)
n are given by
C(0)n = 1; C
(1)
n = !n; C
(2)
n = !
2
n + p!n − p; : : :
with !n ≡ 1 + ip n(x); see (A.2). The higher coecients can be determined from the recursion in
(A.3).
For convenience in the evaluation of the coecients Tr (r¿ 1), we now split o the part of a˜r()
that depends on inverse powers of  by writing a˜r() = a˜′r()− a˜′′r (), with a˜′′r () = (−)r=r+1, to
obtain the corresponding decomposition of the coecients Tr in (2.7) given by
Tr = T ′r − T ′′r (r¿ 1): (3.5)
In terms of the auxiliary sums 
j(m; s) we then nd from (2.7) and (3.4)
T0 = 
1(1; 0) =
∞∑
n=1
exp{−n=N + i n(x)}; (3.6)
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which is the exponential sum dened in (1.3) and, for r¿ 1,
T ′r =
∞∑
k=0
a˜′r()Qr()
(Np)k
k!
=
r=2∑
s=0
d(r)s
r∑
m=1
	rm
m(r + 1; s)
=
r=2∑
s=0
d(r)s
∞∑
n=1
nrC(s)n exp{−n=N + i n(x)}:
In obtaining this last result we have employed (A.5) to express the inner sum over m in terms of
an innite sum involving exp{−n=N + i n(x)}. We can therefore nally express the coecients T ′r
in the form
T ′r =
∞∑
n=1
nrA(r)n exp{−n=N + i n(x)} (r = 1; 2; : : :); (3.7)
where
A(r)n =
r0∑
s=0
d(r)s C
(s)
n :
The rst few A(r)n are consequently given by
A(1)n = 1; A
(2)
n = 1− 12 C(1)n ; A(3)n = 1− 56 C(1)n ; A(4)n = 1− 1312 C(1)n + 18 C(2)n ;
A(5)n = 1− 7766 C(1)n + 724 C(2)n ; A(6)n = 1− 261180 C(1)n + 1736 C(2)n − 148 C(3)n ; : : : :
The coecients T ′′r (r¿ 1) can be written as
T ′′r =
∞∑
k=0
a˜′′r ()Qr()
(Np)k
k!
= Nr+1
r=2∑
s=0
d(r)s
∞∑
k=0
(Np)k
k!(kp+ 1)r+1−s
=Nr+1
r=2∑
s=0
d(r)s Gn(N
p); n= r + 1− s; (3.8)
where the absolutely convergent sums Gn(z) (n= 1; 2; : : :) are dened by
Gn(z) =
∞∑
k=0
zk
k!(kp+ 1)n
(|z|¡∞): (3.9)
If we suppose that x → 0 as N →∞ in such a way that xNp =O(1) then, for xed r and n, the
coecients A(r)n and Gn(Np) are easily seen to be O(1). In this case, the terms TrN−r=(T ′r+T ′′r )N−r
in the sum in (2.8) are O(N ), since it is readily shown (by repeated dierentiation with respect to
N of the underlying geometric series) that
∞∑
n=1
nre−n=N =O(Nr+1)
for large N . The actual order of the coecients Tr is dicult to estimate, both on account of the
possible cancellation between the constituent parts T ′r , T ′′r and the cancellation of the terms produced
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by the oscillatory component exp{i n(x)}. It seems highly probable that the order of T ′rN−r will be
considerably less than the above rather crude estimate, even for values of x satisfying xNp=O(N),
with ¿ 0. From Appendix B, it is found that for xNp =O(N)
T ′′r N
−r =O(N 1−(=p)(logN )r)
as N → ∞ when p¿ 1; see (B.2). The decay of the terms TrN−r for dierent values of xNp is
investigated numerically in the next section.
4. Numerical results and discussion
We explore numerically the validity of expansion (2.8), and in particular that of the approximation
given by the leading term
S ′N (x;p) 	 T0 =
∞∑
n=1
exp{−n=N + i n(x)} (N →∞); (4.1)
when x is chosen to satisfy the ordering xNp = O(N), with ¿ 0 and p¿ 1. The coecients T ′r
were evaluated for small and large values of xNp by (2.7) and (3.7), respectively. In Fig. 1(a) we
show plots of the magnitude of the terms TrN−r as a function of ordinal number r for dierent values
of x when N = 100 and p= 2. The values of x selected correspond to  in the range 06 ¡ 1. It
is seen that the terms decrease in an overall sense, with the rate of decrease being more pronounced
the smaller the value of x. We note that the coecients Tr corresponding to even and odd r behave
dierently and, more signicantly, that the terms show a decreasing rate of decay in r when  	 1.
Although the terms TrN−r must start to diverge at some value of r (corresponding to the optimal
truncation point), we only computed terms up to r = 8 and were unable to detect any signs of this
eventual divergence.
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Fig. 1. (a) The magnitude of the terms (on a logarithmic scale) in the sum
∑
TrN−r as a function of ordinal number r
for dierent values of x when N = 100 and p= 2. (b) The behaviour of the real part of the terms exp{−n=N + i n(x)}
appearing in T0 for p= 2, N = 50 and x = 0:02. (For clarity the points in both gures are shown joined.)
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Table 2
Values of S′N (x;p) − Sapprox for dierent values of x and the truncation index m when p = 2,
N = 100
m p= 2 x = 0:001 p= 2 x = 0:005
S′N (x;p)− Sapprox S′N (x;p)− Sapprox
0 −8:670× 10−4 + 1:267× 10−6i −2:497× 10−3 + 6:528× 10−5i
1 −1:698× 10−5 + 1:524× 10−7i −1:011× 10−3 + 3:897× 10−5i
2 −3:998× 10−9 − 4:919× 10−7i −2:646× 10−6 − 2:602× 10−5i
3 +2:652× 10−10 − 1:323× 10−8i −1:027× 10−6 − 9:574× 10−6i
4 +5:720× 10−10 − 1:557× 10−11i +4:957× 10−7 − 1:099× 10−7i
5 +1:560× 10−11 + 2:035× 10−12i +1:492× 10−7 − 3:030× 10−8i
S′N (x;p) 10:65512 13273 + 9:64269 70725i 4:5 + 5i
Sapprox 10:65512 13272 + 9:64269 70725i 4:49999 98508 + 5:00000 00303i
Table 3
Absolute values of S′N (x;p)− Sapprox for dierent values of x and the truncation index m for noninteger p when N =100
m p= 0:5 x = 0:02 p= 1:5 x = 0:02 p= 2:5 x = 0:0005
|S()|= 1:30619× 10−2 |S()|= 1:60124× 10−3 |S()|= 1:33784× 10−5
|S′N (x;p)− Sapprox| |S′N (x;p)− Sapprox| |S′N (x;p)− Sapprox|
0 8:333× 10−4 9:114× 10−4 5:277× 10−3
1 3:536× 10−9 3:975× 10−5 3:007× 10−3
2 2:586× 10−9 8:527× 10−7 1:244× 10−4
3 8:442× 10−14 4:862× 10−8 6:169× 10−5
4 6:956× 10−14 1:666× 10−9 5:002× 10−6
5 4:434× 10−18 9:080× 10−11 2:071× 10−6
We compare the value of S ′N (x;p) calculated from (1.2) with the right-hand side of (2.8) which,
upon truncation of the innite sum after m terms, we denote by
Sapprox = T0 +
m∑
r=1
TrN−r + S():
In all cases considered the truncation index m was sub-optimal; in the calculation of S() we took
ve terms so that the value of S() was commensurate with the accuracy of the computations. The
results in the case p = 2 (where S() ≡ 0) are shown in Table 2 for dierent values of x when
N = 100. In Table 3 we show similar results for noninteger p, where Sapprox receives a contribution
from S(). The numerical results conrm that the expansion (2.8), and approximation (4.1), are in
satisfactory agreement with the value of the sum S ′N (x;p) when x is such that xNp = o(N ) when
p¿ 1. A similar agreement is found when 0¡p¡ 1, although we have not explored the range of
values of x for which (2.8) holds in this case. We attribute the break-down of the expansion when
xNp = O(N ) to the fact that the asymptotic expansion of the Bernoulli function in (2.6) does not
hold uniformly over the entire interval ∈ [0;∞), but only on nite subsets of this interval. 3
3 Detailed calculations show that (2.6) holds uniformly on ∈ [0; 0], where the upper limit 0 depends on x.
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Fig. 2. Traces of the points of T0 in the complex plane for (a) x = 2 × 10−5, (b) x = 10−4, (c) x = 2 × 10−4 and (d)
x = 5× 10−4 when p= 2:5 and N = 103. The largest curlicue in each gure is the nal curlicue with the terminal point
representing the value of the absolutely convergent sum.
The intricate spiral patterns (curlicues) traced out by the terms of SN (x;p) in (1.1) for xed x
as N → ∞ have been discussed in some detail in [3] for the case p = 2 and in [4] for integer
p¿ 2. Not surprisingly, in view of (4.1), the terms of the exponential sum T0 ≡ T0(x;N;p) in
(1.3) are also found to exhibit a curlicue structure. There are, however, two essential dierences
between these traces, namely (i) the terms of T0 form a sequence of vectors in the complex plane of
decreasing modulus e−n=N , with orientations controlled by the phase angle  n(x) which decays to zero
as n→∞; and (ii) the trace of T0 converges to a xed point in the complex plane corresponding to
the value of the absolutely convergent sum (1.3). We present in Fig. 1(b) a typical plot of the real
part of the terms of T0; the behaviour of the imaginary part is similar. It can be observed that the
terms decay like e−n=N and that the oscillations die out once  n(x)¡. In Fig. 2 we show the traces
of the terms of T0 in the complex plane when p=2:5 and N=103 for dierent values of x. It can be
observed that as x increases (for a given N ) the structure in the traces becomes progressively more
convoluted. This can be understood from the fact that, for xed N and given n, the phase angle
 n(x) increases with x and so results in a greater variation in the orientation of the line segments
making up the trace. A similar increase in complexity of the traces is observed when N increases
at xed x.
Finally, we remark that the sum T0 can be treated in a manner similar to that employed for
the Euler–Jacobi series
∑∞
n=0 exp(−anp) as a → 0 in [10, Section 8.1]. If we make use of the
well-known Cahen–Mellin integral for e−x [14, p. 280; 10, p. 89], we readily nd that
T0 =
1
2i
∫ c+∞i
c−∞i
(s)NsZ(s) ds; (4.2)
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where we have dened the zeta function
Z(s) ≡ Z(s; a; ) =
∞∑
n=1
exp(ie−an)n−s
with a=1=N and = xNp. For real  and a¿ 0 the exponential factor in the terms of Z(s) tends
to unity as n→∞, with the result that the late terms converge like those of (s), thereby requiring
Re(s)¿ 1 for convergence. We speculate that Z(s), like (s), has a simple pole at s = 1 so that
c¿ 1 in (4.2). Then, assumimg it is permissible to displace the path of integration in (4.2) to the
left over the pole at s= 1 and those of the gamma function, we would obtain the expansion
T0 ∼ NR(1) + Z(0) +
∞∑
k=1
(−N )k
k!
Z(−k)
as N →∞, where R(1) denotes the residue of Z(s) at s=1. For p¿ 1 and xNp=o(N ), this would
enable an asymptotic approximation 4 to be derived for S ′N (x;p), by virtue of (4.1). The success of
such a procedure, however, clearly depends on knowledge of the analytic continuation of Z(s) into
Re(s)6 1.
Appendix A. The auxiliary sums j(m; s)
We dene the auxiliary sums 
j(m; s) by

j(m; s) =
∞∑
k=0
X k
k!
se−j
(1− e−)m (A.1)
for s = 0; 1; 2; : : : and positive integer values of m and j, where  = kp + 1,  = =N and we have
put X ≡ Np. Straightforward algebraic rearrangement shows that

j(m; 0) =
∞∑
k=0
X k
k!
∞∑
n=0
(m)n
n!
e−(n+j) =
∞∑
n=0
(m)n
n!
En+j(X );
where, for convenience in presentation, we dene
En(X ) = exp{−n=N + X e−pn=N}
and note that X e−pn=N ≡ i n(x).
Values of 
j(m; s) with s¿ 1 can be determined from the recursion

j(m; s) =
(
1 + pX
d
dX
)

j(m; s− 1) (s¿ 1):
This enables us to write the auxiliary sums in the form

j(m; s) =
∞∑
n=0
(m)n
n!
C(s)n+jEn+j(X ); (A.2)
4 In [11] it is shown that |S′N (x;p)|= N 1−p=(px) + O(max{1; N 1−2p}) as N →∞ when 0¡p¡ 1.
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where the coecients C(s)n (which are also functions of X ) are dened by
C(0)n = 1; C
(s)
n = (1 + pX e
−pn=N )C(s−1)n + pX
dC(s−1)n
dX
(s¿ 1): (A.3)
In the discussion of the coecients T ′r in Section 3, we encounter the sum
r∑
k=1
	rk
k(r + 1; s) (A.4)
for s=0; 1; 2; : : : and integer r¿ 1, where the 	rk are the coecients in the polynomial Pr(z) dened
in (3.2). From (A.2), this sum can be rearranged as
r∑
k=1
	rk
∞∑
n=0
(r + 1)n
n!
C(s)n+kEn+k(X ) =
∞∑
n=1
C(s)n En(X )
n−1∑
k=1
	rk
(r + 1)n−k
(n− k)! ;
where by direct computation it is found that the inner sum over k equals nr . Consequently the sum
in (A.4) can be written in the form
r∑
k=1
	rk
k(r + 1; s) =
∞∑
n=1
nrC(s)n En(X ) (A.5)
for s= 0; 1; 2; : : : and integer r¿ 1.
Appendix B. The asymptotics of Gn(z) for large |z|
The functions Gn(z) (n= 1; 2; : : :) dened in (3.9) can be written as
Gn(z) =
∞∑
k=0
zk
k!(kp+ 1)n
=
∞∑
k=0
(
(p−1)k
(1 + p−1)k
)n zk
k!
;
where (a)k =(a+ k)=(a) is the Pochhammer symbol. This form shows that Gn(z) is an nth-order
conuent hypergeometric function given by
Gn(z) = nFn(p−1; : : : ; p−1; 1 + p−1; : : : ; 1 + p−1; z): (B.1)
The asymptotics of Gn(z) for z →∞ can be obtained from [10, Section 2.3] as
Gn(z) ∼ (pz)−nez
∞∑
k=0
Akz−k + H (z);
where the Ak are computable constants with A0 = 1. The algebraic contribution H (z) is given by
[10, Eq. (2.3.4)]
H (z) =
1
2i
∫ −c+∞i
−c−∞i
(−s)
(ps+ 1)n
(ze∓i)s ds (0¡c¡ 1=p);
where the upper or lower sign is chosen according as arg z is positive or negative, respectively.
Displacement of the contour to the left over the pole at s=−1=p then yields the algebraic contribution
H (z) ∼ p−n(1=p)(ze∓i)−1=pRn(z);
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where Rn(z) denotes the residue of the integrand. Routine computations show that
R1(z) = 1; R2(z) = log(ze∓i)−  (1=p);
R3(z) = 12{log2(ze∓i)− 2 (1=p) log(ze∓i) +  2(1=p) +  ′(1=p)}
and, in general,
Rn(z) =
logn−1(ze∓i)
(n)
n−1∑
r=0
br log−r(ze∓i) (b0 = 1);
where br are constants that we do not specify here. The case n = 1 is seen to correspond to the
familiar asymptotics for the ordinary conuent hypergeometric function 1F1(p−1; 1 + p−1; z).
In Section 3 we have z=Np with arg z= 12 . Hence, as xN
p →∞, we obtain the order estimate
Gn(Np) = O((xNp)−n) + O((xNp)−1=p logn−1(xNp)): (B.2)
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