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We prove a local law for the adjacency matrix of the Erdős-Rényi graph G(N, p) in the super-
critical regime pN > C logN where G(N, p) has with high probability no isolated vertices. In
the same regime, we also prove the complete delocalization of the eigenvectors. Both results are
false in the complementary subcritical regime. Our result improves the corresponding results
from [11] by extending them all the way down to the critical scale pN = O(logN).
A key ingredient of our proof is a new family of multilinear large deviation estimates for sparse
random vectors, which carefully balance mixed `2 and `∞ norms of the coefficients with com-
binatorial factors, allowing us to prove strong enough concentration down to the critical scale
pN = O(logN). These estimates are of independent interest and we expect them to be more
generally useful in the analysis of very sparse random matrices.
1. Introduction
Let A ∈ {0, 1}N×N be the adjacency matrix of the Erdős-Rényi random graph G(N, p), where
p ≡ pN ∈ (0, 1). That is, A is real symmetric, and its upper-triangular entries are independent
Bernoulli random variables with mean p. The Erdős-Rényi graph exhibits a phase transition in
its connectivity around the critical expected degree pN = logN . Indeed, for fixed ε > 0, if
pN > (1 + ε) logN then G(N, p) is with high probability connected, and if pN 6 (1− ε) logN then
G(N, p) has with high probability isolated vertices. See e.g. [21, Chapter 5] for a clear treatment.
The aim of this article is to investigate the spectral and eigenvector properties of G(N, p) in the
supercritical regime, where G(N, p) is connected with high probability.
Our main result is a local law for the adjacency matrix A in the supercritical regime C logN 6
pN  N , where C is some universal constant. In order to describe it, it is convenient to introduce
the rescaled adjacency matrix
A ..=
√
1
p(1− p)N A (1.1)
so that the typical eigenvalue spacing of A is of order N−1. A local law provides control of the
matrix entries Gij(z) of the Green function
G(z) ..= (A− z)−1 , (1.2)
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where z = E + iη is a spectral parameter with positive imaginary part η  N−1 defining the
spectral scale. Our main result states that that the individual entries Gij(z) of the Green function
concentrate all the way down to the critical scale pN = C logN : the quantity
max
i,j
|Gij(z)− δijm(z)|
is small with high probability for all η  N−1; here m(z) is the Stieltjes transform of the semicircle
law.
Such local laws have become a cornerstone of random matrix theory, ever since the seminal
work [12,13] on Wigner matrices. They serve as fundamental tools in the study of the distribution
of eigenvalues and eigenvectors, as well as in establishing universality in random matrix theory.
A local law has two well-known easy consequences, one for the eigenvectors and the other for
the eigenvalues of A.
(i) The first consequence is complete eigenvector delocalization, which states that the normalized
eigenvectors {ui} of A satisfiy with high probability
max{‖ui‖∞ : 1 6 i 6 N} . N−1/2 (1.3)
where . denotes a bound up to some factor No(1).
(ii) The second consequence is a local law for the density of states, which states that the Stieltjes
transform of the empirical eigenvalue distribution
s(z) ..= 1
N
TrG(z) = 1
N
N∑
i=1
1
λi(A)− z
satisfies |s(z) −m(z)| = o(1) with high probability for all η  N−1. Informally, this means
that the semicircle law holds down to very small spectral scales.
It is a standard exercise to show that if pN →∞ then the (global) semicircle law for s(z) holds,
stating that s(z)→ m(z) with high probability for any fixed z /∈ R. On the other hand, it is not hard
to see that both consequences (i) and (ii) are wrong in the subcritical regime pN 6 (1− ε) logN .
Indeed, in the subcritical regime there is with high probability an isolated vertex, with an associated
eigenvector localized at that vertex. Hence, the left-hand side of (1.3) is equal to one and (i) fails.
To see how (ii) fails in the subcritical regime, let us set pN = κ logN and denote by Y the number
of isolated vertices. From [21, Proposition 5.9] we find that
EY = N1−κ
(
1 +O
(
κ2(logN)2
N
))
,
from which we deduce that P(Y > N1−κ/4) > N−κ/4 (since Y 6 N). Thus we find that with
probability at least N−κ/4, the adjacency matrix A has at least N1−κ/4 zero eigenvalues. We
conclude that with probability at least N−κ/4 we have
Im s(z) > η4Nκ|z|2 .
For κ < 1, setting z = iN− 1+κ2 yields a contradiction to the estimate (ii), since |m(z)| 6 1. (The
precise meaning of “high probability” in (ii) is sufficiently strong to rule out events of probability
N−κ/4; see (2.4) below).
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Thus, our assumption pN > C logN is optimal up to the value of the numerical constant
C. A local law for the Erdős-Rényi graph was previously proved in [9, 11] under the assumption
pN > (logN)6, and the contribution of this paper is therefore to cover the very sparse range
C logN 6 pN 6 (logN)6.
Next, we say a few words about the proof. Our strategy is based on the approach introduced
in [12–14] and subsequently developed for sparse matrices in [9,11]. Thus, we derive a self-consistent
equation for the Green function G using Schur’s complement formula and large deviation estimates,
which is then bootstrapped in the spectral scale η to reach the smallest scale N−1. The key difficulty
in proving local laws for sparse matrices is that the entries are sparse random variables, and hence
fluctuate much more strongly than in the Wigner case p  1. To that end, new large deviation
estimates for sparse random vectors were developed in [11], which were however ineffective below
the scale (logN)6.
The key novelty of our approach is a new family of multilinear large deviation bounds for sparse
random vectors. They are optimal for very sparse vectors, and in particular allow us to reach the
critical scale pN = C logN . They provide bounds on multilinear functions of sparse vectors in
terms of mixed `2 and `∞ norms of their coefficients. We expect them to be more generally useful
in a variety of problems on sparse random graphs. To illustrate them and how they are applied,
consider a sparse random vector X ∈ RN which is a single row of the matrix A− EA. Let (aij) be
a symmetric deterministic matrix. Then, for example, we have the Lr bound∥∥∥∥∑
i 6=j
aijXiXj
∥∥∥∥
r
6
( 4r
1 + (log(ψ/γ))+
∨ 4
)2
(γ ∨ ψ) , (1.4)
where
γ ..=
(
max
i
1
N
∑
j
|aij |2
)1/2
, ψ ..= maxi,j |aij |
pN
.
We first remark that we have to take r to be at least logN . Indeed, our proof consists of an order
NO(1) uses of such large deviation bounds. To compensate the factor NO(1) arising from the union
bound, we therefore require bounds smaller thanN−D on the error probabilities for any fixedD > 0,
which we obtain (by Chebyshev’s inequality) from the large deviation bounds for r = logN . The
crucial feature of the bound (1.4) is the logarithmic factor in the denominator. Without it, there
is nothing to compensate the factor r2 > (logN)2 in the numerator, as ψ  (pN)−1  (logN)−1 in
the critical regime. Thus, the applicability of (1.4) hinges on the fact that ψ/γ is sufficiently large;
this assumption can in fact be verified in all of our applications of (1.4).
Armed with these large deviation estimates, we can follow the basic approach of [11, 14] to
conclude the local law by a bootstrapping; the main difference is that we have to be cautious
to work as much as possible with Lr norms instead of the more commonly used high-probability
bounds.
We remark that, in the recent years, a new approach to proving local laws has emerged [15,16,19],
which replaces the row by row operations of the Schur complement formula with operations on
individual entries performed by the cumulant expansion (or generalized Stein’s formula). This new
approach is considerably more versatile and general than the one based on Schur’s complement
formula. However, it encounters serious difficulties with very sparse matrices, owing to the fact
that it requires the computation of high moments of the Green function entries. For the very sparse
scales that are of interest to us, these moments may be large, although the entries themselves are
small with high probability. The underlying phenomenon is that the exceptional events on which
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the Green function is large do not have small enough probability to ensure the good behaviour of
high moments.
Our proof is short and self-contained. For conciseness and clarity, we focus on the simple
model of the Erdős-Rényi graph, and do not aim for optimal error bounds. However, a straight-
forward modification of our method, combined with the deterministic analysis of the quadratic
vector equation developed in [1, 2], allows to extend our results to more general random graphs
with independently chosen edges and general variance profiles, such as the stochastic block model.
We do not pursue this direction further in this paper.
We conclude this section with a summary of some related results. The bulk universality for
Erdős–Rényi graphs was first proved in [9] for p  N−1/3, and it was later pushed to p  N ε−1
for any fixed ε > 0 in [17]. The edge universality was first proved for p  N−1/3 in [9], and later
extended to p  N−2/3 in [19]. More recently in [18], it was proved that the extreme eigenvalues
has Gaussian fluctuations for N−7/9  p N−2/3. We emphasize that the local law proved in this
paper is, on its own, not precise enough to generalize the above universality results to the entire
supercritical regime.
The extreme eigenvalues of A in the supercritical and subcritical regimes were recently investi-
gated in [6, 7], where the authors proved that in the supercritical regime the extreme eigenvalues
converge to the spectral edges ±2, and in the subcritical regime a fraction of eigenvalues leave the
bulk [−2, 2] to become a cloud of outlier eigenvalues.
Local laws in the sparse regime have also been established for the random regular graph GN,d,
defined as the uniform probability distribution over all graphs on N vertices such that every vertex
has degree d. Because the degree of any vertex is fixed to be d, the random regular graph GN,d is
much more stable in the sparse regime than the Erdős-Rényi graph G(N, d/N) with the same ex-
pected degree. In particular, GN,d does not exhibit a connectivity crossover and remains connected
down to d = 3. A local law for the random regular graph GN,d for d > (logN)4 was proved in [4]
and for fixed but large d in [3].
We organize the paper as follows. In Section 2 we state our main results. In Section 3 we prove
a new family of multilinear large deviation estimates for sparse random vectors. In Section 4 we
use the results in Section 3 to complete the proof.
2. Results
For convenience, in the remaining of this paper we introduce the new variable
q ..=
√
pN ∈ (0, N1/2) .
We consider random matrices of the following class; it is an easy exercise to check that A defined
in (1.1) in terms of G(N, p) satisfies the following conditions.
Definition 2.1 (Sparse matrix). Let q ∈ (0, N1/2). A sparse matrix is a real symmetric N ×N
matrix H = H∗ ∈ RN×N whose entries Hij satisfy the following conditions.
(i) The upper-triangular entries (Hij : 1 6 i 6 j 6 N) are independent.
(ii) We have EHij = 0 and EH2ij = (1 +O(δij))/N for all i, j.
(iii) For any k > 3, we have E|Hij |k 6 1/(Nqk−2) for all i, j.
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We define the adjacency matrix A by
A = H + fee∗ ,
where e ..= N−1/2(1, 1, . . . , 1)∗, and 0 6 f 6 q.
We define the spectral domain
S ≡ S ..= {E + iη ∈ C : N−1 < η 6 1} .
We always use the notation z = E + iη for the real and imaginary parts of a spectral parameter z.
For Im z 6= 0, we define the Stieltjes transform m of the semicircle density % by
m(z) ..=
∫
%(dx)
x− z , %(dx)
..= 12pi
√
(4− x2)+ dx ,
which is characterized as the unique solution of
m(z) + 1
m(z) + z = 0
satisfying Imm(z) Im z > 0. We recall the Green function G from (1.2). Finally we define the
fundamental error parameter
ζ ≡ ζ(N, r, q, η, f) ..=
(
r
q2
)1/4
+ r
(Nη)1/6
+ r(log η + logN)q +
f
(Nη)1/4
. (2.1)
We now state our main result.
Theorem 2.2 (Local law). There is a universal constant C∗ > 1 such that the following holds.
Let A be defined as in Definition 2.1 and G be its Green function (1.2). Let z ∈ S. Let r > 10,
1 6 q 6 N1/2, and t > 0. Suppose that
tζ 6 1 , (2.2)
then
P
(
max
i,j
|Gij(z)−m(z)δij | > tζ
)
6 N5
(
C∗
t
)r
. (2.3)
Remark 2.3. The constant C∗ in (2.3) can be chosen to be 1000; see (4.49) below. This numerical
value can be improved by more careful estimates; we shall not pursue this here.
We draw several consequences from Theorem 2.2. For all of them, we assume the upper bound
q 6 (logN)10, which can however be relaxed to q 6 N1/2 without much sweat; it originates from
the last term of (2.1), which is a naive estimate of the contribution of the expectation fee∗ of
A. This upper bound can be removed by a more careful treatment presented in Section 7 of [11].
However, since in this paper we are interested in the regime q 6 (logN)3 not covered by the results
of [11], we shall not do so.
We obtain a local law under the condition q > C
√
logN , i.e. pN > C logN . More precisely, by
setting r = logN and t = C∗e5+D for some D > 0 (see Appendix A for details), we deduce from
(2.3) that for any D > 0, δ ∈ (0, 1) there exist C ≡ C(δ,D), N0 ≡ N0(δ,D) > 0 such that
P
[
max
i,j
|Gij(z)−mδij(z)| 6 δ
]
> 1−N−D (2.4)
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whenever η > N−1+(logN)−1/2 , C
√
logN 6 q 6 (logN)10 and N > N0. Explicitly, we can choose
C(δ,D) =
(4C∗e5+D
δ
)2
, N0(δ,D) = exp
[(
e10 log
(4C∗e5+D
δ
))2]
. (2.5)
By (2.4) and a standard complex analysis argument (e.g. see Section 8 of [5]) we have the
following result.
Theorem 2.4 (Local law for density of states). Let µ ..= 1N
∑N
i=1 δλi(A) be the empirical
eigenvalue density of A. For D > 0, δ ∈ (0, 1) there exist constants C ≡ C(δ,D), N0 ≡ N0(δ,D) >
0, given by (2.5), such that for any interval I ⊂ R satisfying |I| > N−1+(logN)−1/2, we have
P
[
|µ(I)− %(I)| 6 δ|I|
]
> 1−N−D
whenever C
√
logN 6 q 6 (logN)10 and N > N0.
Remark 2.5. Previously, in [20] a local law for the density of states under the assumption q →∞
was proved down to scales |I| > ( log qq )1/5. This scale is too large to distinguish the presence of
isolated vertices, as explained in the introduction. Very recently, in [8] this result was improved to
|I| > logN
q2 in the supercritical regime, under the assumption that I is separated from the spectral
edges.
Remark 2.6. Theorem 2.4 says nothing about the locations of the extreme eigenvalues. This
question was addressed in [6, 7], where it was proved that the extreme eigenvalues converge to the
spectral edges in the supercritical regime, and they become outliers in the subcritical regime.
A standard consequence of Theorem 2.2 (e.g. in [5, Theorem 2.10]) is the following.
Theorem 2.7 (Complete eigenvector delocalization). For any D > 0 there exists C ≡
C(D) > 0, N0 ≡ N0(D) such that for q > C
√
logN and N > N0(D),
P
(
∃i, ‖ui‖∞ > N (logN)−1/2−1/2
)
6 N−D ,
where ui ∈ SN−1 is the i-th normalized eigenvector of A. (We can take C(D) = C(1, D) and
N0(D) = N0(1, D) in (2.5).)
Remark 2.8. Previously, in [20] it was proved that with high probability ‖ui‖∞ = o(1) for q >
C
√
logN . For eigenvectors associated with eigenvalues separated from the spectral edges, the
authors obtained the stronger estimate ‖ui‖∞ = O
(
(log(q/
√
logN))1.1
√
logN/q
)
. Very recently,
in [8] this was improved to ‖ui‖∞ = O(
√
logN/q) for eigenvalues separated from the spectral edges.
Moreover, we obtain the following probabilistic version of local quantum unique ergodicity for
the Erdős-Rényi random graph, by combining Theorem 2.7 with [4, Proposition 8.3].
Theorem 2.9 (Probabilistic local quantum unique ergodicity). Let A be the rescaled ad-
jacency matrix of the Erdős-Rényi graph G(N, p). Let a1, . . . , aN ∈ R be deterministic numbers
satisfying ∑Ni=1 ai = 0. For any D > 0 there exists C ≡ C(D) > 0, N0 ≡ N0(D) such that for
pN > C2 logN , N > N0(D), k = 1, . . . , N , and θ > 1
N∑
i=1
aiuk(i)2 = O
(
θ2N (logN)
−1/2
N
( N∑
i=1
a2i
)1/2)
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with probability at least 1−N−D−e−θ
√
log θ. Here uk(i) is the i-th component of the k-th eigenvector
of A.
Theorem 2.9 states that, on deterministic sets of at least
(
θ2N (logN)
−1/2)2 vertices, all eigen-
vectors of the random graph A are completely flat with high probability. In other words, with high
probability, the random probability measure i 7→ vk(i)2 is close (when tested against determinis-
tic test functions) to the uniform probability measure i 7→ 1/N on {1, . . . , N}. For instance, let
I ⊂ {1, . . . , N} be a deterministic subset of vertices. Setting ai ..= 1(i ∈ I) − |I|/N in Theorem
2.9, we obtain ∑
i∈I
vk(i)2 =
∑
i∈I
1
N
+O
(
θ2N (logN)
−1/2√|I|
N
)
(2.6)
with probability at least 1 − N−D − e−θ
√
log θ. The main term on the right-hand side of (2.6) is
much larger than the error term provided that |I|  (θ2N (logN)−1/2)2.
3. Multilinear large deviation bounds for sparse random vectors
The rest of this paper is devoted to the proof of Theorem 2.2. In this section we derive large
deviation estimates for multilinear forms of sparse random vectors with independent components.
We focus on the linear and bilinear estimates, which are sufficient for our applications. These
estimates are designed to be optimal in the regime of very sparse random vectors.
For n ∈ N∗ denote by [n] ..= {1, 2, . . . , n}, and for a finite set A we denote by |A| the cardinality
of A. For two sets U, V , we denote by V U the set of functions from U to V . For r > 1 we denote
by ‖X‖r ..= (E|X|r)1/r the Lr-norm of the random variable X.
Proposition 3.1. Let r be even and 1 6 q 6 N1/2. Let X1, . . . , XN ∈ C be independent random
variables satisfying
EXi = 0 , E|Xi|k 6 1
Nqk−2
(2 6 k 6 r) . (3.1)
Let a1, . . . , aN ∈ C be deterministic, and suppose that( 1
N
∑
i
|ai|2
)1/2
6 γ , maxi|ai|
q
6 ψ
for some γ, ψ > 0. Then ∥∥∥∥∑
i
aiXi
∥∥∥∥
r
6
( 2r
1 + 2(log(ψ/γ))+
∨ 2
)
(γ ∨ ψ) .
Proof. To avoid cumbersome complex conjugates in our notation, we assume for simplicity that all
quantities are real-valued. Denote by P(r) the set of partitions of [r], and by P>2(r) the subset of
P(r) whose blocks all have size at least two. For (i1, . . . , ir) = [N ]r denote by P (i1, . . . , ir) ∈ P(r)
the partition of [r] associated with the equivalence relation k ∼ l if and only if ik = il. Using the
identity
1 =
∑
Π∈P(r)
1(P (i1, . . . , ir) = Π) =
∑
Π∈P(r)
∑
s∈[N ]Π
∏
pi 6=p˜i∈Π
1(spi 6= sp˜i)
∏
pi∈Π
∏
k∈pi
1(ik = spi) ,
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the independence of the variables Xi, and the fact that EXi = 0 for all i, we find∥∥∥∥∑
i
aiXi
∥∥∥∥r
r
=
N∑
i1,...,ir=1
ai1 · · · air EXi1 · · ·Xir 6
∑
Π∈P>2(r)
∑
s∈[N ]Π
∏
pi∈Π
|aspi ||pi|E|Xspi ||pi| .
Here the restriction Π ∈ P>2(r) follows from the fact that EXi = 0, and we dropped the indicator
function ∏pi 6=p˜i∈Π 1(spi 6= sp˜i) to obtain an upper bound. We deduce from
∑
s∈[N ]Π
∏
pi∈Π
|aspi ||pi|E|Xspi ||pi| =
∏
pi∈Π
N∑
s=1
|as||pi|E|Xs||pi|
6
∏
pi∈Π
(∑
i
|ai|2
)
(max
i
|ai|)|pi|−2 1
Nq|pi|−2
6 γ2|Π|ψr−2|Π|
that ∥∥∥∥∑
i
aiXi
∥∥∥∥r
r
6 Rr(γ, ψ) , Rr(γ, ψ) ..=
r/2∑
k=1
S(r, k)γ2kψr−2k ,
where S(r, k) ..= |{Π ∈ P(r) : |Π| = k}| is the Stirling number of the second kind. To conclude the
proof, it therefore suffices to prove that
Rr(γ, ψ)1/r 6
( 2r
1 + 2(log(ψ/γ))+
∨ 2
)
(γ ∨ ψ) . (3.2)
Using the bound S(r, k) 6 12
(r
k
)
kr−k, we conclude
Rr(γ, ψ) 6 2r max
16k6r/2
f(k) , f(k) ..= kr−kγ2kψr−2k .
If ψ 6 γ then we estimate f(k)1/r 6 rγ and (3.2) follows.
It suffices therefore to assume γ 6 ψ. We consider the function f on the interval (0,∞). By
differentiation, we find that log f is concave on (0,∞) and maximized for
r
k
= 1 + log k + 2 log(ψ/γ) . (3.3)
Since the left-hand side of (3.3) is decreasing and its right-hand side increasing, it is easy to see
that (3.3) has a unique solution k∗ in (0,∞). If k∗ < 1 then, by concavity of log f , we find that f
is decreasing on [1,∞) and
Rr(γ, ψ)1/r 6 2f(1)1/r 6 2ψ,
which is (3.2). Let us therefore assume that k∗ > 1. Then we find
Rr(γ, ψ)1/r 6 2f(k∗)1/r 6 2k∗ψ .
Moreover, for k∗ > 1 from (3.3) we find that
k∗ 6
r
1 + 2 log(ψ/γ) ,
and (3.2) follows.
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Proposition 3.2. Let r be even and 1 6 q 6 N1/2. Let X1, . . . , XN ∈ C be independent random
variables satisfying (3.1). For any deterministic a1, . . . , aN ∈ C we have∥∥∥∥∑
i
ai
(|Xi|2 − E|Xi|2)∥∥∥∥
r
6 2
(
1 + 2q
2
N
)
max
i
|ai|
(
r
q2
∨
√
r
q2
)
.
Proof. Since E|Xi|2 6 1N , a simple estimate using the binomial theorem yields
E
(
|Xi|2 − E|Xi|2
)r
6 1
Nq2r−2
(
1 + 2q
2
N
)r
.
As in the proof of Proposition 3.1, we conclude that
∥∥∥∥∑
i
ai
(|Xi|2 − E|Xi|2)∥∥∥∥r
r
6
r/2∑
k=1
S(r, k)(max
i
|ai|)r 1
q2r−2k
(
1 + 2q
2
N
)r
6
[
2 max
i
|ai|
(
1 + 2q
2
N
)]r
max
16k6r/2
(
k
q2
)r−k
and the claim follows.
Proposition 3.3. Let r be even and 1 6 q 6 N1/2. Let X1, . . . , XN , Y1, . . . , YN be independent
random variables, all satisfying (3.1). Let aij ∈ C, i, j = 1, . . . , N be deterministic, and suppose
that (
max
i
1
N
∑
j
|aij |2
)1/2
∨
(
max
j
1
N
∑
i
|aij |2
)1/2
6 γ , maxi,j |aij |
q2
6 ψ
for some γ, ψ > 0. Then∥∥∥∥∑
i,j
aijXiYj
∥∥∥∥
r
6
( 2r
1 + (log(ψ/γ))+
∨ 2
)2
(γ ∨ ψ) . (3.4)
Proof. As in the proof of Proposition 3.1, to simplify notation we assume that all quantities are
real-valued. We write∥∥∥∥∑
i,j
aijXiYj
∥∥∥∥r
r
=
∑
i1,...,ir
∑
j1,...,jr
ai1j1 · · · airjrEXi1Yj1 · · ·XirYjr .
Analogously to the proof of Proposition 3.1, we encode the terms on the right-hand side using two
partitions Π1,Π2 ∈ P>2(r), by requiring that k, l ∈ [r] are in the same block of Π1 if and only if
ik = il, and k, l ∈ [r] are in the same block of Π2 if and only if jk = jl. Each block of Π1 and
Π2 has size at least two. We encode each pair (Π1,Π2) ∈ P>2(r)2 using a multigraph G(Π1,Π2),
whose vertex set is Π1 unionsqΠ2 and whose set of edges is obtained by adding, for each k = 1, . . . , r, an
edge {pi1, pi2} where k ∈ pi1 ∈ Π1 and k ∈ pi2 ∈ Π2.
It is immediate that G(Π1,Π2) has r edges, that each vertex has degree at least two, and that
G(Π1,Π2) is bipartite. Thus we find∥∥∥∥∑
i,j
aijXiYj
∥∥∥∥r
r
6
∑
Π1,Π2∈P>2(r)
∑
s∈[N ]Π1unionsqΠ2
( ∏
{pi1,pi2}∈E(G(Π1,Π2))
|aspi1spi2 |
)( ∏
pi∈Π1unionsqΠ2
1
Nq|pi|−2
)
. (3.5)
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To estimate the right-hand side of (3.5), we construct an algorithm that successively sums out the
variables spi. For a multigraph G = (V (G), E(G)) define
Val(G) ..= 1
N |V (G)|
∑
s∈[N ]V (G)
( ∏
{pi1,pi2}∈E(G)
|aspi1spi2 |
)
so that (3.5) becomes∥∥∥∥∑
i,j
aijXiYj
∥∥∥∥r
r
6
∑
Π1,Π2∈P>2(r)
1
q2r−2|Π1|−2|Π2|
Val(G(Π1,Π2)) (3.6)
We shall need the following notions. We denote by x(G) ..= ∑v∈V (G)(degG(v) − 2)+ the to-
tal excess degree of a multigraph G. We fix Π1,Π2 ∈ P>2(r) and abbreviate k ..= |Π1| + |Π2|.
Abbreviate
a ..=
(
max
i
1
N
∑
j
|aij |2
)1/2
∨
(
max
j
1
N
∑
i
|aij |2
)1/2
, A ..= max
i,j
|aij | .
We construct a sequence G0, G1, . . . , GL of multigraphs recursively as follows. First, G0 ..=
G(Π1,Π2). Since degG0(v) > 2 for all v ∈ V (G0), we immediately find x(G0) = 2r− 2k. For ` > 0,
the multigraph G`+1 is constructed from G` according to the two following cases.
1. G` has no vertex of degree 6 2. Choose an arbitrary e ∈ E(G`) and let G`+1 be the multigraph
obtained from G` by removing the edge e. Clearly,
x(G`+1) = x(G`)− 2 , Val(G`) 6 AVal(G`+1) .
2. G` has a vertex v of degree 6 2. Let G`+1 be the multigraph obtained from G` by removing
the vertex v and all degG`(v) edges incident to it. Clearly,
x(G`+1) 6 x(G`) , Val(G`) 6 adegG` (v) Val(G`+1) ,
where the second estimate follows by Cauchy-Schwarz and the fact that degG`(v) = 0, 1, 2.
It is easy to see that the algorithm terminates atGL = (∅, ∅), the empty graph with Val(GL) = 1.
Next, for i = 1, 2, let ri be the total number of edges removed by the algorithm in all steps of
case i. Clearly, r1 +r2 = r. Moreover, since x(GL) > 0, we find that x(G0)−2r1 > 0, i.e. r1 6 r−k,
which implies r2 > k. We conclude that
Val(G0) 6 Ar1ar2 6 Ar−kak ,
where we used that a 6 A. Hence, with ki ..= |Πi| (so that k = k1 + k2), we have
1
q2r−2k1−2k2
Val(G(Π1,Π2)) 6
(
A
q2
)r−k1−k2
ak1+k2 .
Summarizing, we have∥∥∥∥∑
i,j
aijXiYj
∥∥∥∥r
r
6
r/2∑
k1,k2=1
S(r, k1)S(r, k2)
(
A
q2
)r−k1−k2
ak1+k2 6
( r/2∑
k=1
S(r, k)√γ 2k√ψ r−2k)2 .
The claim now follows from applying the estimate (3.2) to Rr(
√
γ,
√
ψ).
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Remark 3.4. It might be tempting to try to prove an analogous result with the parameter γ in
(3.4) replaced with the smaller 1
N2
∑
i,j |aij |2. However, in this case the moment-based argument
used in the proof of Proposition 3.3 does not lead to a prefactor that is small in the targeted regime
q2 & r, maxi,j |aij |  1, maxi 1N
∑
j |aij |2  N−c, which corresponds to the typical behaviour of the
parameters q, r, aij in the applications to proving a local law for supercritical graphs (see Section 4
below). Indeed, consider the case where Π1 is arbitrary and Π2 consists of a single block. There are
an order (Cr)r partitions Π1. If we only allow estimates in terms of 1N2
∑
i,j |aij |2 and maxi,j |aij |,
then each such partition yields a contribution of order
1
N2
∑
i,j
|aij |2
(maxi,j |aij |
q
)r−2
Thus, the total contribution of such pairings is of the order N−cq2
(
Cr
q
)r
, which is much too large.
This observation leads us believe that maxi 1N
∑
j |aij |2 is the correct quantity, instead of the
smaller 1
N2
∑
i,j |aij |2, when deriving large deviation estimates in the very sparse regime.
Proposition 3.5. Let r be even and 1 6 q 6 N1/2. Let X1, . . . , XN be independent random
variables satisfying (3.1). Let aij ∈ C, i, j = 1, . . . , N be deterministic, and suppose that(
max
i
1
N
∑
j
|aij |2
)1/2
∨
(
max
j
1
N
∑
i
|aij |2
)1/2
6 γ , maxi,j |aij |
q2
6 ψ
for some γ, ψ > 0. Then∥∥∥∥∑
i 6=j
aijXiXj
∥∥∥∥
r
6
( 4r
1 + (log(ψ/γ))+
∨ 4
)2
(γ ∨ ψ) . (3.7)
Proof. Using the simple decoupling argument from the proof of [10, Lemma B.4], we find∥∥∥∥∑
i 6=j
aijXiXj
∥∥∥∥
r
6 12N−2
∑
IunionsqJ=[N ]
∥∥∥∥∑
i∈I
∑
j∈J
aijXiXj
∥∥∥∥
r
,
where on the right-hand side the sum ranges over disjoint nonempty sets I, J whose union is [N ].
The Lr-norm on the right-hand side can be estimated using Proposition 3.3, and the sum∑IunionsqJ=[N ]
yields a factor 2N − 2. Hence the claim follows.
Alternatively, we can repeat the proof of Proposition 3.3 almost verbatim, except that instead
of having a bipartite multigraph encoded by two partitions, Π1,Π2 ∈ P>2(r), we have a multigraph
without loops encoded by the single partition Π ∈ P>2(2r).
4. Proof of Theorem 2.2
In this section we give the proof of Theorem 2.2. Throughout this section we frequently omit the
spectral parameter z from our notation, unless this leads to confusion. We start with a few standard
tools.
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Definition 4.1. For k ∈ [N ] we define A(k) as the (N − 1)× (N − 1) matrix
A(k) = (Aij)i,j∈[N ]\{k} . (4.1)
Moreover, we define the Green function of A(k) through
G(k)(z) = (A(k) − z)−1 . (4.2)
We also abbreviate
(k)∑
i
..=
∑
i:i 6=k
. (4.3)
By applying the resolvent identity to G−G∗, we get the Ward identity∑
j
|Gij |2 = ImGii
η
, (4.4)
which of course also holds for G(k) for any k ∈ [N ].
The following variant of Schur’s complement formula is standard and its proof is given e.g.
in [5].
Lemma 4.2. For i 6= j we have
Gij = −Gjj
(j)∑
k
G
(j)
ik Akj = −Gii
(i)∑
k
AikG
(i)
kj . (4.5)
For i, j 6= k we have
G
(k)
ij = Gij −
GikGkj
Gkk
. (4.6)
Finally,
1
Gii
= Aii − z −
(i)∑
k,l
AikG
(i)
kl Ali (4.7)
for all i.
Define the Stieltjes transform of the empirical eigenvalue measure as
s ..= 1
N
N∑
i=1
Gii .
From (4.7) we easily deduce the following result, which serves as the starting point of our analysis
of the diagonal entries of G.
Lemma 4.1. We have
1
Gii
= −z − s+ Yi , (4.8)
where
Yi ..= Hii +
1
N
∑
k
GkiGik
Gii
−
(i)∑
k 6=l
HikG
(i)
kl Hli −
(i)∑
k
(
H2ik −
1
N
)
G
(i)
kk
+ f
N
−
( f
N
)2 (i)∑
k,l
G
(i)
kl −
f
N
(i)∑
k,l
G
(i)
kl (Hik +Hli) . (4.9)
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Proof. The proof consists of comparing the right-hand side of (4.7) to its conditional expectation
E(· |H(i)), and we omit the details.
Next, we define the random z-dependent error parameter
Γ ..= max
i,j
|Gij | ∨max
i,j 6=k
|G(k)ij | ,
as well as the z-dependent indicator function
φ ..= 1(Γ 6 2) . (4.10)
The proof consists of a stochastic continuity argument, which establishes control on the entries
of G under the bootstrapping assumption φ = 1. The following lemma provides the key probabilistic
estimates that allow us to estimate the various fluctuating error terms that appear in the proof.
Lemma 4.3 (Main estimates). Let 2 6 r 6 q2 6 N . Then
max
i
‖φYiGii‖r 6 482
[( r
q2
)1/2
+ r
2
(Nη)1/3
+
(
r
(logN + log η)q
)2
+ f
2
√
Nη
]
, (4.11)
max
i 6=j
‖φGij‖r 6 12
[ 1
q
+ r
(Nη)1/6
+ r(logN + log η)q +
f
(Nη)1/4
]
, (4.12)
and
max
i,j 6=k
∥∥φ(Gij −G(k)ij )∥∥r 6 12
[ 1
q
+ r
(Nη)1/6
+ r(logN + log η)q +
f
(Nη)1/4
]
(4.13)
for all z ∈ S.
Proof. We begin with (4.11). Pick i ∈ [N ]. We shall first bound ‖φYi‖r by estimating the Lr-norm
of the terms on the right-hand side of (4.9). Definition 2.1 (iii) ensures
‖Hii‖r 6 1/q , (4.14)
and by the Ward identity (4.4) we get∣∣∣ 1
N
∑
k
GkiGik
Gii
∣∣∣ 6 1
Nη
. (4.15)
We shall estimate the Lr-norms of the remaining terms on the right-hand side of (4.9) using
the multilinear large deviation estimates from Section 3. We begin with the term ∑(i)k 6=lHikG(i)kl Hli.
Define
φ(i) ..= 1
(
max
k,l 6=i
|G(i)kl | 6 2
)
,
and note that φ 6 φ(i). Denote by ‖ · ‖r|H(i) the conditional Lr norm with respect to the conditional
expectation E[ · |H(i)]. Then by the nesting property of conditional Lr-norms, we have∥∥∥∥∥φ
(i)∑
k 6=l
HikG
(i)
kl Hli
∥∥∥∥∥
r
6
∥∥∥∥∥φ(i)
(i)∑
k 6=l
HikG
(i)
kl Hli
∥∥∥∥∥
r
=
∥∥∥∥∥φ(i)
∥∥∥∥∥
(i)∑
k 6=l
HikG
(i)
kl Hli
∥∥∥∥∥
r|H(i)
∥∥∥∥∥
r
.
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The conditional Lr norm is amenable to the large deviation estimate from Proposition 3.5. To that
end, we use the Ward identity to estimate
φ(i)
(
max
k
1
N
∑
l
∣∣G(i)kl ∣∣2)1/2 ∨ φ (maxl 1N ∑
k
∣∣G(i)kl ∣∣2)1/2 6
√
2
Nη
, (4.16)
so that Proposition 3.5 with the choices γ =
√
2
Nη and ψ =
2
q2 gives∥∥∥∥∥φ
(i)∑
k 6=l
HikG
(i)
kl Hli
∥∥∥∥∥
r
6
[( 4r
1 + (log(
√
Nη/q2))+
)2
+ 16
](√ 2
Nη
∨ 2
q2
)
6 16r2 · 2
(Nη)1/3
+
( 24r
logN + log η
)2 · 2
q2
+ 32√
Nη
+ 32
q2
,
(4.17)
where the second step is obtained by considering the two cases q2 > (Nη)1/3 and q2 6 (Nη)1/3
separately.
Similarly, using Proposition 3.2 on the fourth term on the right-hand side of (4.9) gives∥∥∥∥∥φ
(i)∑
k
(
H2ik −
1
N
)
G
(i)
kk
∥∥∥∥∥
r
6 4
(
1 + 2q
2
N
)√
r
q2
6 12
√
r
q2
. (4.18)
Next, by the Ward identity we have
∣∣∣∣φ( fN
)2 (i)∑
k,l
G
(i)
kl
∣∣∣∣ 6 f2
√
2
Nη
. (4.19)
Next, we estimate the last term of (4.9). With the abbreviations
ak
..= φ(i) f
N
(i)∑
l
G
(i)
kl , Xk
..= Hik
we have maxk |ak| 6
√
2f/
√
Nη by the Ward identity. From Proposition 3.1 with γ = ψ =√
2f/
√
Nη we therefore get∥∥∥∥∥φ fN
(i)∑
k,l
G
(i)
kl Hik
∥∥∥∥∥
r
=
∥∥∥∥∥
∥∥∥∥∥
(i)∑
k
akXk
∥∥∥∥∥
r|H(i)
∥∥∥∥∥
r
6 2r ·
√
2f√
Nη
6 (r2 + f2)
√
2
Nη
, (4.20)
and the same bound can also be derived for the Lr-norm of φ fN
∑(i)
k,lG
(i)
kl Hli.
Summarizing, by Minkowski’s inequality and (4.14)–(4.20), we get
‖φYiGii‖r 6 2‖φYi‖r 6 2
q
+ 2
Nη
+ 64r
2
(Nη)1/3
+ (48r)
2
(logN + log η)2q2 +
64√
Nη
+ 32
q2
+ 24
√
r
q2
+ 2f
N
+ 6f2
√
2
Nη
+ 4r2
√
2
Nη
.
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and by Nη > 1, r > 2 we have
‖φYiGii‖r 6 100r
2
(Nη)1/3
+ (48r)
2
(logN + log η)2q2 + 100
√
r
q2
+ 100f
2
√
Nη
, (4.21)
and (4.11) follows.
Now we turn to (4.12). For i 6= j, by (4.5) we have
Gij = −Gii
(i)∑
k
(
Hik +
f
N
)
G
(i)
kj . (4.22)
Thus, for i 6= j we have
‖φGij‖r 6
∥∥∥∥∥φGii
(i)∑
k
(
Hik +
f
N
)
G
(i)
kj
∥∥∥∥∥
r
6 2
∥∥∥∥∥φ(i)
(i)∑
k
HikG
(i)
kj
∥∥∥∥∥
r
+ 4f√
Nη
,
where in the last step we estimated the term φGii
∑(i)
k
f
NG
(i)
kj by
4f√
Nη
, using the Ward identity.
Invoking Proposition 3.1 with the choices γ =
√
2
Nη and ψ =
2
q yields, by the Ward identity,
‖φGij‖r 6
( 4r
1 + 2(log(
√
Nη/q))+
+ 4
)(√ 2
Nη
∨ 2
q
)
+ 4f√
Nη
6 4r · 2
(Nη)1/6
+ 6rlogN + log η ·
2
q
+ 8√
Nη
+ 8
q
+ 4f√
Nη
,
where the second step is obtained by considering the two cases q > (Nη)1/6 and q 6 (Nη)1/6
separately. Together with Nη > 1 we obtain (4.12).
Finally, to show (4.13) we use (4.6) and (4.5) to write
G
(k)
ij −Gij = Gkj
(k)∑
l
G
(k)
il
(
Hlk +
f
N
)
.
The right-hand side can be estimated similarly to the right-hand side of (4.22) to obtain (4.13); we
omit the details.
The following lemma is a standard stability estimate of the self-consistent equation associated
with the semicircle law (see e.g. [5, Lemma 5.5]). Here we give a version with a sharp constant.
Lemma 4.4. Let z = E + iη ∈ S. Let m, m˜ be the solutions of the equation
x2 + zx+ 1 = 0 .
If s satisfies s2 + zs+ 1 = r then
|s−m| ∧ |s− m˜| 6
√
|r| . (4.23)
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Proof. We choose the branch cut on the positive real axis, which gives Im
√
z > 0 for all z ∈ C\R+.
Thus
m = −z +
√
z2 − 4
2 and m˜ =
−z −√z2 − 4
2 .
Also, we have
s = −z +
√
z2 − 4 + 4r
2 .
Then (4.23) follows from the fact that
|√a+ b−√a| ∧ |√a+ b+√a| 6 |b|√|a|+ |b| 6
√
|b|
for any a, b ∈ C and any complex square root √·.
Next, we set up the bootstrapping argument. Fix E ∈ R. Let K ..= max{k ∈ N : 1 − kN−2 >
N−1}, and for k = 0, 1, . . . ,K, we define the spectral parameter zk ..= E + iηk. We abbreviate
ζk
..=
( r
q2
)1/4
+ r
(Nηk)1/6
+ r(logN + log ηk)q
+ f
(Nηk)1/4
(4.24)
where ηk ..= 1− kN−2.
The main work is to prove the following result, which states that Theorem 2.2 holds for the
spectral parameter z being in the lattice {z0, z1, . . . , zK}. To simplify notation, we use the variable
ξ ..= t/750 instead of the t from Theorem 2.2.
Proposition 4.5. Let ξ > 0. Suppose that 2 6 r 6 q2 6 N , and 750 ξζk 6 1 for all k = 0, 1, . . . ,K.
We have
P
(
max
i,j
|Gij(zk)−m(zk)δij | > 360ξζk
)
6 (3k + 1)N3ξ−r . (4.25)
Proof. Throughout the proof we assume ξ > 1, for otherwise the proof is trivial. We proceed by
induction on k. Since the sequence ζk is increasing, we may without loss of generality assume that
the condition 1200 ξζk 6 1 holds for all k = 0, . . . ,K. Since the spectral parameter z varies in the
proof, in this proof we always indicate it explicitly.
We define the events
Ωk ..=
{|s(zk)−m(zk)| 6 50ξζk} , Ξk ..= {Γ(zk) 6 3/2}
for k = 0, 1, . . . ,K.
For k = 0, we see that Γ(z0) 6 1 and hence φ(z0) = 1. Thus P(Ξ0) = 1. From (4.8) we find
1 + zs+ s2 = 1
N
∑
i
GiiYi ,
so that, by Minkowski’s inequality and (4.11),
‖1 + z0s(z0) + s(z0)2‖r = ‖φ(1 + z0s(z0) + s(z0)2)‖r 6 max
i
‖φ(z0)Yi(z0)Gii(z0)‖r
6 482
[( r
q2
)1/2
+ r
2
(Nη0)1/3
+
( r
(logN + log η0)q
)2
+ f
2
√
Nη0
]
6 (50ζ0)2 .
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Thus Chebyshev’s inequality implies
P
(
|1 + z0s(z0) + s(z0)2| > (50ξζ0)2
)
6 ξ−2r (4.26)
Hence Lemma 4.4 yields
P
(
|s(z0)−m(z0)| ∧ |s(z0)− m˜(z0)| > 50ξζ0
)
6 ξ−2r . (4.27)
Note that Im s > 0, and for η0 = 1, we easily see that Im m˜(z0) < −1. Thus |s(z0) − m˜(z0)| > 1,
and together with 50ξζ0 6 1 we get P(Ωc0) 6 ξ−2r. Similarly, by (4.11) and 50ξζ0 6 1 we have
max
i
P
(
|Yi(z0)Gii(z0)| > 50ξζ0
)
6 max
i
P
(
|Yi(z0)Gii(z0)| > (50ξζ0)2
)
6 ξ−2r . (4.28)
From (4.8) we get
1 + (z +m)Gii = (m− s)Gii + YiGii ,
so that by m2 + zm+ 1 = 0 and the elementary estimate |m| 6 1 we have
|Gii −m| 6 |(s−m)Gii|+ |YiGii| . (4.29)
By P(Ωc0) 6 ξ−2r and (4.28)–(4.29) we have
max
i
P(|Gii(z0)−m(z0)| > 150ξζ0) 6 2ξ−2r . (4.30)
Similarly, by (4.12) we have
max
i 6=j
P(|Gij(z0)| > 12ξζ0) 6 ξ−r . (4.31)
Thus a union bound shows
P
(
max
i,j
|Gij(z0)−m(z0)δij | > 150ξζ0
)
6 2Nξ−2r +N2ξ−r 6 2N2ξ−r , (4.32)
where in the last step we used without loss of generality ξ > 1 (for otherwise the probability bound
is trivial). This proves the case k = 0.
For k > 1, we introduce the threshold index K˜ ..= min{k : k 6 K, 105ξζk > |m(zk) − m˜(zk)|}.
Note that
|m− m˜|4 = η4 + 2E2η2 + 8η2 + E4 + 16− 8E2 (4.33)
is an increasing function of η. Thus, the sequence |m(zk)− m˜(zk)| is decreasing and the sequence
ζk is increasing. Hence 105ξζk < |m(zk)− m˜(zk)| for all k < K˜.
Case 1: 1 6 k < K˜. Since |dΓ/dη| 6 1/η2, we have φ(zk) = 1 on Ξk−1. As in (4.27), we have
P
(
φ|s(zk)−m(zk)| ∧ φ|s(zk)− m˜(zk)| > 50 ξζk
)
6 ξ−2r . (4.34)
By Lipschitz continuity, Nη > 1, and ξ > 1, we have
|s(zk)−m(zk)| 6 50ξζk−1 + 2
N2η2
6 52ξζk
on Ωk−1. Note that for k < K we have
|m(zk)− m˜(zk)| > 105 ξζk ,
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thus on Ωk−1 we have |s(zk)−m(zk)| ∧ |s(zk)− m˜(zk)| = |s(zk)−m(zk)|. We have therefore proved
that
P(Ωk−1 ∩ Ξk−1 ∩ Ωck) 6 ξ−2r . (4.35)
As in (4.30), we can use (4.11) and (4.29) to show that
max
i
P
(
Ωk−1 ∩ Ξk−1 ∩ {|Gii(zk)−m(zk)| > 150 ξζk}
)
6 2ξ−2r . (4.36)
Also, by (4.12) and (4.13) we see that
max
i 6=j
P(Ξk−1 ∩ {|Gij(zk)| > 12ξζk}) 6 ξ−r (4.37)
and
max
i,j 6=l
P(Ξk−1 ∩ {|Gij(zk)−G(l)ij | > 12ξζk}) 6 ξ−r . (4.38)
Thus by |m| 6 1 and a union bound we have
P(Ωk−1 ∩ Ξk−1 ∩ {Γ(zk) > 1 + 162 ξζk}) 6 2Nξ−2r + (N2 +N3)ξ−r 6 2N3ξ−r. (4.39)
Note that the assumption 750ξζk 6 1 ensures 162 ξζk < 1/2, we find
P(Ωk−1 ∩ Ξk−1 ∩ Ξck) 6 2N3ξ−r. (4.40)
Note that P(Ω0 ∩ Ξ0) > 1− ξ−2r > 1− ξ−r, thus (4.35), (4.40), and an induction argument shows
P(Ωk ∩ Ξk) > 1− (2kN3 + 1)ξ−r (4.41)
for all k < K˜. Thus (4.25) for 1 6 k < K˜ follows from (4.36), (4.37), and a union bound.
Case 2: K˜ 6 k 6 K. As in Case 1, we have φ(zk) = 1 on Ξk−1, and
P
(
φ|s(zk)−m(zk)| ∧ φ|s(zk)− m˜(zk)| > 50 ξζk
)
6 ξ−2r . (4.42)
Note that |m(zk)− m˜(zk)| 6 105ξζk, so that the triangle inequality yields
P(Ξk−1 ∩ {|s(zk)−m(zk)| > 155ξζk}) 6 ξ−2r . (4.43)
As in (4.36), (4.37), and (4.40), we can show that
max
i
P(Ξk−1 ∩ {|Gii(zk)−m(zk)| > 360ξζk}) 6 2ξ−2r , (4.44)
max
i 6=j
P(Ξk−1 ∩ {|Gij(zk)| > 12ξζk}) 6 ξ−r , (4.45)
and
P(Ξk−1 ∩ Ξck) 6 2N3ξ−r, (4.46)
where in showing (4.46) we used the fact that 750ξζk 6 1. Note that (4.41) shows P(ΞK˜−1) >
1− (2(K˜ − 1)N3 + 1)ξ−r, so that together with (4.46) we have
P(Ξk) > 1− (2kN3 + 1)ξ−r (4.47)
for all K˜ 6 k 6 K. Thus (4.25) for K˜ 6 k 6 K follows from (4.44), (4.45), and a union bound.
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We may now easily conclude the proof of Theorem 2.2. Without loss of generality, we can
assume that r 6 q2, for otherwise the condition (2.2) implies that t 6 1, in which case Theorem
2.2 is trivially true. By using K 6 N2 −N , ξ = t/750, and r > 10, we deduce from (4.25) that for
k = 0, 1, . . . ,K, we have
P
(
max
i,j
|Gij(zk)−m(zk)δij | > tζk/2
)
6 N5
(1000
t
)r
. (4.48)
Note that |dG/dη|, |dm/dη| 6 1/η2, and ζ is a decreasing function of η. Thus for any z ∈ S, we
have
P
(
max
i,j
|Gij −mδij | > tζ2 +
2
N2η2
)
6 N5
(1000
t
)r
.
Note that the above is trivial for t 6 1000, thus by 1/(Nη)2 6 ζ we get
P
(
max
i,j
|Gij −mδij | > tζ
)
6 N5
(1000
t
)r
. (4.49)
This proves Theorem 2.2 for C∗ = 1000.
A. Proof of (2.4)
In (2.3), let r = logN and t = C∗e5+D for some D > 0, which yields
P
[
max
i,j
|Gij −mδij | 6 C∗e5+Dζ
]
> 1−N−D .
Let us work under the assumption η > N−1+τ for some τ > 0. By the definition of ζ in (2.1), in
order to show C∗e5+Dζ < δ for some given δ > 0, it suffices to show
C∗e5+D max
{( logN
q2
)1/4
,
logN
(Nη)1/6
,
logN
(log η + logN)q ,
f
(Nη)1/4
}
< δ/4 . (A.1)
This leads to the three conditions
q > max
{(4C∗e5+D
δ
)2√
logN, 4C∗e
5+D
τδ
}
, f 6 δ4C∗e5+D
·N τ/4 , N τ >
(4C∗e5+D logN
δ
)6
.
(A.2)
where the first condition comes from the first and third terms in (A.1), the second condition comes
from the last term in (A.1), and the last condition comes from the second term in (A.1).
• In order to prove (2.4) for q > C√logN , we shall assume
τ > (logN)−1/2 (A.3)
for the rest of this appendix. (One easily checks that for a much smaller choice of τ 
(logN)−1/2, the first condition in (A.2) implies q  √logN , i.e. q has to be much larger than
the critical scale.)
• By the first condition in (A.2), we need
q > C
√
logN , where C ≡ C(δ,D) ..=
(4C∗e5+D
δ
)2
. (A.4)
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• By the second condition in (A.2) and f 6 q, it suffices to have
q 6 (logN)10 (A.5)
and
(logN)10 6 δ4C∗e5+D
·N (logN)−1/2/4 ,
where the latter can be simplified to
N > exp
[(
e10 log
(4C∗e5+D
δ
))2]
=.. N0(δ,D) . (A.6)
• One easily checks that N > N0 satisfies the last condition in (A.2).
Thus we see that (2.4) is true provided (A.3)–(A.6) holds.
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