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Musculoskeletal overuse injuries represent a significant health burden for athletes and a 
puzzling rehabilitation pathway for clinicians. The complex pathophysiology of overuse 
injuries impedes their accurate identification and limits the advancement of injury 
prevention methods. Current methods used to screen for overuse injury risk do not 
account for the evolving, non-linear progression of somatic tissue injury to repair. There is 
a demonstrated need for a monitoring method that can assess a tissue’s response to / 
capacity for loading. One potential monitoring method involves the autonomic nervous 
system (ANS); a system responsible for regulation of inflammatory pathways during 
tissue pathology and regeneration. Cardiac ANS activity can be measured indirectly with 
heart rate variability (HRV). This thesis investigated the association between changes in 
ANS activity, indexed by HRV, and the development of overuse injuries.     
Methods:  
This thesis involved four processes: development of the research question and theoretical 
framework, a systematic review, a reliability study, and a cohort study. A literature 
review was performed to summarize findings on HRV monitoring in sport and evaluate 
possible mechanisms for ANS participation in overuse injury pathophysiology. A 
systematic review examined the evidence base for HRV monitoring and overuse injuries. 
To determine optimal study protocol procedures for improved inter-session reliability of 
HRV, a reliability study (n = 41) was completed. In the testing phase, a field-based cohort 
[iii] 
 
study (n = 29) was conducted to explore the association between changes in HRV leading 
up to development of overuse injuries in college-aged participants.    
Results:  
Evidence from the literature review suggested that the ANS is responsible for local 
inflammatory responses that occur during tissue pathology. Based on this, a theoretical 
framework was created that hypothesized the relationship between ANS activity and 
overuse injury. The systematic review confirmed the absence of literature investigating 
HRV and overuse injury, and provided preliminary evidence for an association between 
HRV and acute musculoskeletal injury. The reliability study demonstrated that inter-
session consistency of HRV was improved with collection of five daily HRV measures per 
week, application of “low” artefact filtering, and analysis of time domain HRV measures. 
Results from this study informed the data collection and processing procedures of the 
cohort study. Linear mixed model analyses for the cohort study (n = 29) found no 
statistically significant associations between changes in HRV and overuse injury 
problems.   
Conclusions:  
This thesis produced a novel hypothesis for exploring the role of ANS monitoring for 
early detection of developing musculoskeletal overuse injury. Testing the hypothesis did 
not produce statistically significant associations between HRV and overuse problems. 
Despite these findings, the cohort study adds to the existing evidence for HRV monitoring 
[iv] 
 
in college-aged participants. The work of this thesis represents a step towards improved 
understanding of the behavior of overuse injury pathophysiology through monitoring 
patterns of change in a global, dynamic system involved in tissue injury and repair. 
Finally, this thesis highlighted the need for future research that incorporates broader, 
integrative approaches to investigate how complex interactions among risk factors 






I am deeply grateful to my supervisors, Professor David Baxter and Dr Steve Tumilty, for 
quickly figuring out who I am as a student (quirks and all) and providing me with the 
most timely, balanced guidance throughout my PhD. Your calming influence and 
trustworthy advice was exactly the medicine needed to help me conquer my moments of 
doubt. Thank-you, also, for reminding me to take a deep breath and enjoy the journey. I 
truly appreciated all the impromptu coffee or ‘strategic meetings’; and thank-you for 
caring about me not only as your student, but also for who I am outside of Otago. Finally, 
thanks for supporting my new career in Korean pop singing; first new single to be 
released in 2019: “La la la, foot, football”! Cheers, you two! 
 
Many thanks to High Point University’s HBLAP staff (shout out to JW and his excel 
wizardry!), cross-country teams, my cohort study participants, and my HPU International 
PhD Advisors: Dr Alexis Wright, Dr Eric Hegedus and Dr James Smoliga. Thank-you for 
your generous time, many Skype sessions, and guidance from afar! I am especially 
grateful to Dr Wright’s sage advice to “don’t think, just say yes!” to the opportunity of 
pursuing a PhD at Otago ! 
 
I’ve learned it takes a community to support a PhD candidate, and so I gratefully 
acknowledge the administration and academic staff at the School of Physiotherapy. 
Thank-you to Dr Marina Moss for your friendship and prayers – means the world! I 
would also like to especially thank Andrew Gray for his unbelievable patience and 
statistical mentorship. Thank-you for creating a learning environment where I felt 
comfortable asking questions and admitting when I had absolutely no idea what was 
going on!  
 
To my family (Gisselmans, Spontellis & Cervinis) and friends, both near (N+PW, LL, ZJ), 
and far (FHSIII + ES, NSN, TLC, KLB, HMS, MLC, S&R-HM, C&C-G, T&J-K, KWR, AW & 
LQ), and to my fellow PhD buddies at Otago: Thank-you for your unending support and 
encouragement that was a source of strength on those days in the valleys. And, on days 
spent on mountain tops, I’m deeply grateful for how you authentically shared in my joys 
and accomplishments!  
And, special thanks to Marisa – thank-you for your generous time and most exceptional 
proof-reading of my thesis on such a short notice!   
[vi] 
 
To the man who has quite literally followed me to the ends of the earth, whose friendship 
and love continues to overwhelm me with energy and joy, to my best friend who I am so 
happy I get to call my husband – thank-you! I am not certain words can fully express my 
gratitude for you, and your willingness to journey together through this crazy, beautiful 
thing called life. I look at what you have done to support me – from redefining your 
passions and priorities in life, to opening your heart and mind to a deeply challenging but 
rewarding period in our lives – you amaze me. Above all, I love how you dream! Let’s 
keep dreaming and exploring together, my love. May we never forget the rewards of 
taking a leap of faith into the unknown. I love you! 
 
To my Mom, whose selfless, resilient spirit has shaped me as a daughter, wife, sister, and 
friend in ways that no course or higher degree can ever teach. Your capacity to love and 
care for others in the face of incredible adversity is unsurpassed. If I can provide but a 
fraction of the compassion, patience, and love to my children as you have for us, this will 
be the ultimate life achievement. I love you, Mom!    
“A woman who will be like a rock in a riverbed, enduring without complaint,  
her grace not sullied but shaped by the turbulence that washes over her”  
– A Thousand Splendid Suns, Khaled Hosseini   
 
To my Dad – how I wish you could be here to see me finally (…maybe?! ") finish decades 
of studying in school. You were, without a doubt, my number #1 fan who continually 
pushed me out of my comfort zone and into an environment where I flourished. It’s a 
striking irony that the cornerstone measure of my thesis, the heart, is the organ that failed 
you far too early. I love you, I miss you, and I hope I’ve made you proud. 
 
To my heavenly Father, you called me “out beyond the shore into the waves”, and into the 
waves we leapt. Your grace and love were unmistakeably present each step of the way, 
we just had to remember to open our eyes and hearts to it. I pray that we continue to live 
out the lessons learned while living, growing, and adventuring in New Zealand. And I 
pray that we may always be a reflection of your light, mercy, and love for all.  
‘“My grace is sufficient for you, for my power is made perfect in weakness.”  
Therefore, I will boast all the more gladly about my weaknesses, so that Christ’s 
power may rest on me. That is why, for Christ’s sake, I delight in weaknesses, in 
insults, in hardships, in persecutions, in difficulties….  
For when I am weak, then I am strong.’ 




OUTPUTS OF WORK CONDUCTED DURING THE THESIS 
Full-text publications: 
Gisselman, A.S., Baxter, G.D., Wright, A., Hegedus, E.J., & Tumilty, S. (2016). 
Musculoskeletal overuse injuries and heart rate variability: Is there a link? Medical 
Hypotheses, 87, 1-7. doi: 10.1016/j.mehy.2015.12.003 
Gisselman, A.S, D'Amico, M. & Smoliga, J. (2017). Optimizing inter-session reliability of 
heart rate variability - the effects of artefact correction and breathing type. Journal 
of Strength & Conditioning Research, Advance on-line publication. 
doi:10.1519/JSC.0000000000002258 
   
Conference presentations:  
Gisselman, A.S. (2017). Musculoskeletal overuse injuries and heart rate variability: is 
there value to monitoring the autonomic nervous system in athletes? Centre for Health, 
Activity, and Rehabilitation Research and School of Physical Education, Sport, and Exercise 
Science’s Postgraduate Symposium 2017, Dunedin, New Zealand. 
• Oral presentation  
Gisselman, A.S., D’Amico, M., Smoliga, J.M. (2017). Optimizing inter-session reliability of 
heart rate variability measurements – the effects of filtering and breathing type on time, 
frequency, and non-linear domain analyses. American Physical Therapy Association's 
Combined Sections Meeting, San Antonio, USA.  
• Poster presentation  
Gisselman, A.S. (2016). Reliability of Polar Team2 monitors in measuring heart rate 
variability at rest: implications for research. Centre for Health, Activity, and Rehabilitation 
Research Graduate Student Research Conference, Dunedin, New Zealand.     
• Oral presentation  
Gisselman, A.S. (2015). Heart Rate Variability & Athletes. Centre for Health, Activity, and 
Rehabilitation Research Graduate Student Research Conference, Dunedin, New Zealand.     
• Oral presentation  
Gisselman, A.S. (2015). Musculoskeletal overuse injuries and the role of the autonomic 
nervous system. Centre for Health, Activity, and Rehabilitation Research Graduate Student 
Research Conference, Dunedin, New Zealand.     
• Oral presentation  
[viii] 
 
Other thesis-related outputs: 
Mainstream media article featuring thesis publication, Kiwi Trail Running Magazine, 
Heart rate variability – the science explained, 2017. Available at: 
https://www.jameskuegler.com/articles/adaptability  
Mainstream media article featuring thesis publication, Esquire.com, Meditation Is Exactly 
What Your Workout Routine Is Missing, 2017. Available at: 
http://www.esquire.com/lifestyle/health/news/a52158/meditation-workout/  
Guest blog post, myithlete.com, The role of monitoring the autonomic nervous system in 





TABLE OF CONTENTS 
1 Introduction .............................................................................................................................. 1 
1.1 Research pathway ............................................................................................................ 2 
1.1.1 Structure of the thesis .............................................................................................. 3 
2 Musculoskeletal overuse injuries, the autonomic nervous system, and heart rate 
variability .......................................................................................................................................... 5 
2.1 Musculoskeletal Overuse Injuries ................................................................................. 5 
2.1.1 Background ............................................................................................................... 5 
2.1.2 Challenges inherent to overuse injuries ............................................................... 6 
2.1.3 Pathophysiology of musculoskeletal overuse injuries ....................................... 8 
2.1.4 Current injury risk monitoring methods and how they have failed .............. 14 
2.2 The autonomic nervous system and heart rate variability ...................................... 16 
2.2.1 Autonomic nervous system and homeostasis ................................................... 16 
2.2.2 HRV monitoring in medicine ............................................................................... 19 
2.2.3 HRV monitoring in sport science ........................................................................ 21 
2.3 Developing the research question ............................................................................... 23 
3 Heart rate variability – its utility in sport monitoring & injury prediction methods .. 25 
3.1 Heart rate monitoring in sport – selecting the best measure ................................... 26 
3.2 Resting heart rate variability ........................................................................................ 27 
3.2.1 HRV patterns in response to positive training adaptations ............................ 31 
3.2.2 HRV and negative adaptations to training ........................................................ 32 
3.3 Theoretical hypothesis for this thesis .......................................................................... 34 
3.4 The autonomic nervous system and injury of the somatic tissues ......................... 36 
3.4.1 Pathophysiology of tendinopathy ....................................................................... 36 
3.4.2 The proposed role of the ANS in tendinopathy ................................................ 39 
3.5 The autonomic nervous system and heart rate variability ...................................... 41 
3.6 Overuse musculoskeletal injury risk factors and the role of HRV monitoring .... 43 
3.6.1 Prior history of injury ............................................................................................ 44 
3.6.2 Fatigue ..................................................................................................................... 46 
3.6.3 Training load .......................................................................................................... 49 
3.7 Conclusion and potential implications ....................................................................... 52 
[x] 
 
4 The relationship between heart rate variability and musculoskeletal injury: A 
systematic review ........................................................................................................................... 55 
4.1 Introduction .................................................................................................................... 55 
4.2 Methods ........................................................................................................................... 58 
4.2.1 Search strategy ........................................................................................................ 58 
4.2.2 Selection criteria ..................................................................................................... 59 
4.2.3 Quality assessment ................................................................................................ 60 
4.2.4 Data extraction ........................................................................................................ 61 
4.2.5 Statistical analysis .................................................................................................. 62 
4.3 Results .............................................................................................................................. 63 
4.3.1 Literature search ..................................................................................................... 63 
4.3.2 Reasons for exclusion ............................................................................................ 65 
4.3.3 Quality assessment ................................................................................................ 66 
4.3.4 Participant characteristics ..................................................................................... 68 
4.3.5 Heart rate variability data collection methods .................................................. 70 
4.3.6 Heart rate variability data processing ................................................................. 70 
4.3.7 Heart rate variability measures ............................................................................ 72 
4.3.8 Time domain measures and acute musculoskeletal pain and injury ............. 72 
4.3.9 Frequency domain measures and acute musculoskeletal pain and injury .... 73 
4.4 Discussion ....................................................................................................................... 76 
4.4.1 Main findings .......................................................................................................... 76 
4.4.2 Strengths and limitations ...................................................................................... 80 
4.5 Conclusion ....................................................................................................................... 81 
5 Heart rate variability parameters: Inter-session and intra-session reliability ............... 83 
5.1 Introduction .................................................................................................................... 83 
5.2 Methods ........................................................................................................................... 87 
5.2.1 Study design ........................................................................................................... 87 
5.2.2 Subjects .................................................................................................................... 88 
5.2.3 Data collection procedures ................................................................................... 88 
5.2.4 Data processing procedures ................................................................................. 90 
5.2.5 Statistical analyses .................................................................................................. 92 
5.3 Results .............................................................................................................................. 93 
[xi] 
 
5.3.1 Intra-session reliability .......................................................................................... 93 
5.3.2 Inter-session reliability .......................................................................................... 97 
5.4 Discussion ..................................................................................................................... 100 
5.4.1 KubiosHRV software artefact correction .......................................................... 102 
5.4.2 Breathing condition ............................................................................................. 103 
5.4.3 Frequency domain measures ............................................................................. 104 
5.4.4 Inter-session reliability ........................................................................................ 105 
5.4.5 Time between repeated HRV measures and its influence on inter-session 
reliability ............................................................................................................................... 106 
5.5 Limitations .................................................................................................................... 108 
5.6 Conclusion .................................................................................................................... 109 
6 Heart rate variability and its association with overuse injury in college-aged runners: 
Introduction and methods of a cohort study ........................................................................... 112 
6.1 Introduction .................................................................................................................. 112 
6.2 Study Hypothesis ......................................................................................................... 116 
6.3 Methods ......................................................................................................................... 116 
6.3.1 Study design and setting ..................................................................................... 116 
6.3.2 Participants ........................................................................................................... 117 
6.3.3 Variables ................................................................................................................ 118 
6.3.4 Study size .............................................................................................................. 130 
6.3.5 Statistical analysis ................................................................................................ 131 
7 Heart rate variability and its association with overuse injury in college-aged runners: 
Results and discussion of a cohort study ................................................................................. 134 
7.1 Introduction .................................................................................................................. 134 
7.2 Results ............................................................................................................................ 134 
7.2.1 Participants ........................................................................................................... 134 
7.2.2 Primary outcome data ......................................................................................... 135 
7.2.3 Linear mixed model results ................................................................................ 142 
7.2.4 Additional analyses ............................................................................................. 143 
7.3 Discussion ..................................................................................................................... 146 
7.3.1 Statement of main findings ................................................................................. 147 
7.3.2 Implications for future studies ........................................................................... 158 
[xii] 
 
7.4 Strength and limitations .............................................................................................. 159 
7.5 Conclusion ..................................................................................................................... 162 
8 General discussion ............................................................................................................... 163 
8.1 Background ................................................................................................................... 163 
8.2 Overview of thesis ....................................................................................................... 164 
8.3 Summary of thesis findings ........................................................................................ 166 
8.4 Issues raised by thesis with implications for future research ................................ 171 
8.4.1 What is the role of inflammation in the pathological mechanisms of overuse 
injury?.................................................................................................................................... 171 
8.4.2 Is HRV a surrogate measure of peripheral ANS activity? ............................. 173 
8.4.3 Can compliance with HRV monitoring be improved? ................................... 176 
8.4.4 Can the OSTRC overuse injury questionnaire detect early signs / symptoms 
related to overuse injury? ................................................................................................... 177 
8.4.5 Exploring alternative statistical methods – an option for future studies? ... 179 
8.5 Strengths and limitations of the thesis ...................................................................... 184 
8.6 Conclusion ..................................................................................................................... 188 
9 References .............................................................................................................................. 191 




LIST OF TABLES  
Table 3.1. Commonly used HRV measures ............................................................................... 30 
Table 4.1. Heart rate variability abbreviations. ......................................................................... 57 
Table 4.2. Example search strategy used in Embase via OVID interface .............................. 59 
Table 4.3. Systematic review inclusion and exclusion criteria ................................................ 60 
Table 4.4. Quality assessment grading using modified Downs & Black tool ....................... 67 
Table 4.5. Characteristics of included participants ................................................................... 69 
Table 4.6. Heart rate variability data collection methods ........................................................ 71 
Table 4.7. HRV Results: Measured HRV parameters and acute musculoskeletal injury and 
pain findings ................................................................................................................................... 75 
Table 5.1. Intra-session reliability of selected HRV parameters during different breathing 
conditions and using different artefact removal methods ....................................................... 95 
Table 5.2. Inter-session reliability and precision of selected short-term (180s) HRV 
parameters ....................................................................................................................................... 98 
Table 7.1. Participant demographics at baseline ..................................................................... 135 
Table 7.2. Weekly prevalence of any overuse problem during the cohort study .............. 136 
Table 7.3. Means and SDs of HRV measures across the cohort study ................................. 138 
Table 7.4. Linear mixed models estimates of fixed effects .................................................... 142 
Table 7.5. Means and SDs of training load over the cohort study ....................................... 143 
Table 7.6. Linear mixed models estimates of fixed effects with relative changes in training 
load added to the models ........................................................................................................... 145 
[xiv] 
 
LIST OF FIGURES 
Figure 1.1. Research pathway of the thesis .................................................................................. 2 
Figure 2.1.  The complexity of overuse injury pathophysiology and the proposed role of 
HRV monitoring. ............................................................................................................................ 12 
Figure 3.1. Heart rate variability analysis. ................................................................................. 28 
Figure 3.2. Diagram illustrating how heart rate variability (HRV) may be modulated by 
and represent changes of autonomic nervous system (ANS) activity in response to a 
developing overuse injury ............................................................................................................ 38 
Figure 3.3. Examples of common tools used in athletic monitoring to help quantify 
internal and external training loads ............................................................................................ 51 
Figure 4.1. PRISMA flow diagram of article selection process ............................................... 64 
Figure 5.1. Graphical representation of heart rate variability measurement protocols ....... 93 
Figure 5.2. Application of Spearman-Brown prophecy formula .......................................... 107 
Figure 6.1. Calculation of relative changes in HRV (Δ HRV) ................................................ 122 
Figure 6.2. OSTRC overuse injury questionnaire .................................................................... 124 
Figure 6.3. Body map diagram used with the OSTRC overuse injury questionnaire ........ 126 
Figure 6.4. sRPE questionnaire .................................................................................................. 130 
Figure 6.5. Sample calculation of relative changes in RMSSD used in linear mixed model 
analysis .......................................................................................................................................... 132 
Figure 7.1. Weekly average severity score over the twelve-week study ............................. 137 
[xv] 
 
Figure 7.2. Prevalence and count of reported areas of anatomical concern over the 12-week 
study .............................................................................................................................................. 138 
Figure 7.3. Sample Record: daily RMSSD and weekly mean for participant 197 .............. 139 
Figure 7.4. Grand mean of RMSSD over the twelve-week study ......................................... 140 
Figure 7.5. Grand mean of SDNN over the twelve-week study ........................................... 141 
Figure 7.6. Grand mean of weekly training load over the twelve-week study .................. 144 
Figure 7.7. Number of participants who completed OSTRC overuse injury questionnaire 
over course of study .................................................................................................................... 146 




LIST OF APPENDICES  
Appendix 1. Reliability study: Medical history questionnaire ............................................. 216 
Appendix 2. Reliability study: High Point University’s Human Institutional Review 
Board’s Ethical approval ............................................................................................................. 218 
Appendix 3. Reliability study: Inter-session reliability for all HRV indices across two 
separate days of data collection ................................................................................................. 219 
Appendix 4. Cohort study: University of Otago’s Human Ethics Committee (Health) 
approval ......................................................................................................................................... 237 
Appendix 5. Cohort study: High Point University’s Human Institutional Review Board 
ethical approval ............................................................................................................................ 238 
Appendix 6. Cohort study: Recruitment flyer ......................................................................... 239 
Appendix 7. Cohort study: Participant information sheet .................................................... 240 
Appendix 8. Cohort study: Participant consent form ............................................................ 244 
Appendix 9. Cohort study: Baseline questionnaire ................................................................ 245 
Appendix 10. Cohort study: Baseline questionnaire .............................................................. 247 
Appendix 11. Cohort study: Sample records of OSTRC overuse injury severity score 
across the twelve-week cohort study for five participants with the highest severity scores.
 ......................................................................................................................................................... 248 
Appendix 12. Cohort study: Sample records of the daily and weekly mean of HRV across 
the twelve-week study for the five participants with the highest severity scores. ............ 251 
[xvii] 
 
Appendix 13. Cohort study: Grand mean relative changes of RMSSD and SDNN across 




LIST OF ABBREVIATIONS  
 ΔHRV relative change in HRV calculated for cohort study, expressed as a 
percentage  
 ΔRMSSD relative change in RMSSD calculated for cohort study, expressed as a 
percentage 
 ΔSDNN relative change in SDNN calculated for cohort study, expressed as a 
percentage 
 ΔTL relative changes in training load, expressed as a percentage 
 ACh acetylcholine 
 ANOVA analysis of variance  
 ANS autonomic nervous system  
 ASD average standard deviation of RR intervals for one-minute period 
 ASG Angela Spontelli Gisselman  
 AU arbitrary units  
 BIC Schwarz’s Bayesian information criterion  
 CB controlled breathing 
 CI confidence interval 
 CINAHL Cumulative Index to Nursing and Allied Health 
 D&B Downs & Black quality checklist for non-randomized studies 
 ECG electrocardiogram   
 FMS™ Functional Movement Screen TM 
[xix] 
 
 GRAPH Guidelines for Reporting Articles on Psychiatry and Heart Rate 
Variability 
 HF high frequency  
 HFnu normalized units of high frequency power (HFnu = HF / (LF + HF))  
 HPA hypothalamic-pituitary-adrenal axis  
 HR heart rate  
 HRV heart rate variability  
 ICC intraclass correlation coefficient  
 JS James Smoliga 
 KS Kesava Sampath  
 LF low frequency 
 LFnu normalized units of low frequency power (LFnu = LF / (LF + HF)) 
 LF/HF low frequency to high frequency ratio 
 MSNA muscle sympathetic nerve activity 
 NFOR non-functional overreaching  
 OSTRC Oslo Sports Trauma Research Centre  
 OT overtraining  
 OTS overtraining syndrome  
 PNS parasympathetic nervous system 
 pNN50 mean number of times per hour in which the change in consecutive 
normal R-R intervals exceeds 50 milliseconds 
[xx] 
 
 PPG photoplethysmography 
 PPMs physical performance measures 
 PRISMA Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
 RC-q Recovery Cue questionnaire  
 REDCap Research Electronic Data Capture 
 RMSSD square root of the mean squared differences between successive R-R 
intervals  
 RPE rate of perceived exertion  
 R-R interval R-wave to R-wave interval; duration of time measured between 
consecutive R-waves on electrocardiogram traces of the QRS complex 
 QRS complex Q wave, R wave, and S wave complex measured on 
electrocardiogram traces  
 SB spontaneous breathing  
 SD standard deviation  
 SDA standard deviation of averaged RR intervals during one-minute 
period 
 sd1 standard deviation of the short-term R-R interval variability 
measured from Poincaré plots  
 sd2 standard deviation of the long-term R-R interval variability measured 
from Poincaré plots 
 SEM standard error of measurement 
 SEM% mean-normalized value of the standard error of measurement   
[xxi] 
 
 SDNN standard deviation of R-R intervals 
 SNS sympathetic nervous system  
 sRPE session rating of perceived exertion 
 ST Steve Tumilty 
 STROBE  Strengthening the Reporting of Observational Studies in 
Epidemiology  
 TP total spectral power 
 VLP very low frequency power  





1 INTRODUCTION  
“Life is about rhythm.  
We vibrate, our hearts are pumping blood,  
we are a rhythm machines,  
that’s what we are.”  
- Mickey Hart  
 
The human body is a rhythm machine – a complex coordination of systems that work in 
harmony to react to stimuli from the environment. A healthy rhythm of the body is 
expressed through the variability and adaptability of the systems responsible for 
maintaining homeostasis. The human heart, a seemingly simple mechanical pump, 
articulates its own rhythm through the varying time differences between each heartbeat, 
known as heart rate variability (HRV). HRV may be used as a non-invasive measure that 
reflects the synchronization of a critical system involved in maintenance of the body’s 
homeostasis – the autonomic nervous system (ANS). When the functioning of the ANS 
and other systems is disrupted, the body may be vulnerable to illness or injury. 
Musculoskeletal overuse injuries are an example of when the homeostatic balance of the 
muscle or tendon undergoing load is altered and injury occurs. HRV has been shown to 
be a sensitive marker of the body’s physiological response to training load, but its 
response to injury is unknown. The purpose of this thesis was to explore the relationship 





1.1 Research pathway  
 




1.1.1 Structure of the thesis  
A step-wise research pathway was used to answer the current research question. The 
research structure is illustrated in Figure 1.1.     
 
Chapter 2 provides a background on the epidemiology, pathophysiology, and health 
burden of musculoskeletal overuse injuries. After an overview of ANS function and the 
use of HRV monitoring in medicine and sport, the primary research question for this 
thesis is identified.   
 
Chapter 3 is a literature review that identified the current evidence base for monitoring 
HRV in endurance athletes. This review also examined evidence for the role of the ANS in 
the pathophysiology of overuse injuries, which informed the theoretical foundation and 
working hypothesis of this thesis.  
 
Chapter 4 is a systematic review that assessed the patterns of change in HRV measures in 
response to musculoskeletal overuse injuries. The results of this review confirmed the 
research gap that this thesis aimed to fill, provided preliminary evidence for an 
association between HRV and musculoskeletal injury, and highlighted weaknesses of 
HRV study methodologies and designs.    
 




the intra- and inter-session reliability of HRV measures. The results of this study provided 
the basis for the study protocol and methodologies used in the cohort study.  
 
Chapters 6 and 7 are a cohort study that assessed the correlation between changes in HRV 
and development of musculoskeletal overuse injuries in college-aged participants during 
a three-month monitoring period.  
 
Chapter 8 is a comprehensive integration and critical analysis of the thesis findings. The 
chapter offers a discussion on the potential clinical impact of the findings and proposes 





2 MUSCULOSKELETAL OVERUSE INJURIES, THE AUTONOMIC 
NERVOUS SYSTEM, AND HEART RATE VARIABILITY  
This chapter begins with a focus on the epidemiology and burden of musculoskeletal 
overuse injuries in athletics. This is followed by a consideration of the challenges 
encountered when defining overuse injury and monitoring risk factors for injury 
prediction and prevention. The pathophysiology of overuse injuries is then briefly 
discussed, with a deeper explanation provided in Chapter 3. Next, the autonomic nervous 
system (ANS) and heart rate variability (HRV) are introduced along with a summary of 
the ANS’ homeostasis-regulating mechanisms. Finally, an overview of HRV monitoring in 
medicine and sport science is offered and the primary research question of this thesis is 
provided. 
 
2.1 Musculoskeletal overuse injuries 
2.1.1 Background  
Musculoskeletal overuse injuries are a significant concern in athletics, particularly in 
endurance sports where the balance between exercise loading and recovery is often 
compromised for maximal performance outcomes (Clarsen, Ronsen, Myklebust, Florenes, 
& Bahr, 2014; Tenforde et al., 2011; Tonoli, Cumps, Aerts, Verhagen, & Meeusen, 2010; 
Warden, Davis, & Fredericson, 2014). Although reported prevalence differs due to a 




track and field athletes (Jacobsson et al., 2012), to 56% in iron-distance triathletes 
(Andersen, Clarsen, Johansen, & Engebretsen, 2013), and 68% in high school runners 
(Tenforde et al., 2011). Overuse injuries are predominant in non-contact running sports at 
the collegiate level, with cross country athletes reporting the highest rates of overuse 
injuries (19.59 injuries and 13.67 per 10,000 athlete-exposures for women and men, 
respectively) (Roos et al., 2015). Even amongst elite athletes, where access to advanced 
training technologies is common, the burden of overuse injuries is pervasive: a recent 
prospective study on 142 Olympic and Paralympic candidates during a 40-week training 
period demonstrated a significantly greater proportion of reported overuse injuries versus 
acute injuries (70.1% and 20.8%, respectively, of all injuries reported) (Clarsen et al., 2014).  
 
2.1.2 Challenges inherent to overuse injuries 
The challenges encountered with musculoskeletal overuse injury research may first be 
attributed to the lack of a universally-accepted definition and categorization of overuse 
injuries (Roos & Marshall, 2014). Unlike an acute injury, defined as “any physical complaint 
that is caused by the inability of the body’s tissues to maintain its structural and/or functional 
integrity following an instantaneous transfer of energy to the body” (Finch & Cook, 2014, p.1), 
overuse injuries are the result of accumulating microtrauma and cannot be tied to a 
specific, identifiable injury event (Finch & Cook, 2014; Timpka et al., 2014).  
 




event is recorded when the athlete is unable to participate fully in training and / or 
competition due to an injury sustained by the player during training or competition 
(Fuller et al., 2006; Fuller et al., 2007). There are two fundamental issues limiting the 
effectiveness of using this injury definition for monitoring overuse injury prevalence. 
First, the pathological process of an overuse injury often develops before an athlete notices 
pain and / or alters training participation, and many athletes will continue full sport 
participation despite the presence of a developing overuse injury (Bahr, 2009; Rio et al., 
2014). Second, overuse injuries are associated with repetitive, low-grade microtrauama 
that accumulates quietly over time, and it is nearly impossible to associate the onset of 
overuse injuries to a specific event during training or competition (Bahr, 2009; Timpka et 
al., 2014). Therefore, while the “time-loss” surveillance method may adequately capture 
the impact of acute injuries, it is ineffective for quantifying the incidence and burden of 
overuse injuries (Bahr, 2009; Clarsen, Myklebust, & Bahr, 2013; Timpka et al., 2014). 
Moreover, a “time-loss” injury definition lacks the sensitivity needed to account for newly 
acquired or developing symptoms that may not affect an athlete’s participation in training 
or practice, but may be important symptoms to monitor for future injury pattern 
recognition (Bahr, 2009; Bittencourt et al., 2016; Clarsen et al., 2013).  
 
Recognizing the need for an updated injury surveillance method capable of capturing an 
accurate representation of overuse injuries in athletes, researchers from the Oslo Sports 




(Clarsen et al., 2013). When this new method of overuse injury definition and monitoring 
was employed in the field, an improved understanding of the burden associated with 
overuse injuries was exposed. Use of the OSTRC questionnaire illustrated that injuries 
normally recorded as “acute” were, in fact, the outcome of developing overuse injuries 
(e.g. hamstring strain) that were missed with traditional injury surveillance methods 
(Clarsen et al., 2013). The OSTRC overuse injury questionnaire identified more than ten 
times the number of overuse injury cases compared to the standard method of injury 
registration (Clarsen et al., 2013). Furthermore, the OSTRC questionnaire demonstrated 
that overuse injuries were responsible for 49% of the cumulative severity score, a score 
developed for the OSTRC questionnaire that represents the consequences of a sport injury 
(e.g. reported difficulty completing training or reduction in sport performance). 
Compared to the acute injury severity score, the overuse injury score represented a 
greater overall health burden on athletes (Clarsen et al., 2014).   
 
2.1.3 Pathophysiology of musculoskeletal overuse injuries 
The improved understanding of the true health burden and incidence of overuse injuries 
gained from updated injury surveillance methods clearly demonstrates the need for 
research and interventions to reduce the impact of overuse injuries. However, the 
complex and multifaceted nature of tissue pathology in overuse injuries represents the 




health burden of overuse injuries.  
 
Musculoskeletal overuse injuries are a broad category of conditions that are defined as 
injuries, “in which no identifiable single external transfer of energy can be associated. Multiple 
accumulative bouts of energy transfer could result in this kind of injury” (Timpka et al., 2014, 
p.5). Overuse injuries can affect muscles, bones, and non-contractile tissue (e.g. tendons) 
(Roos et al., 2015; Warden et al., 2014). Although the etiology of overuse injuries differs 
due to factors such as body site, type of anatomical tissue, and loading conditions, there 
are shared similarities among their pathophysiology worth highlighting. Tendon 
pathologies (e.g. tendinopathy) are the most common type of overuse injury reported in 
collegiate athletes (Roos et al., 2015). Collegiate athletes were identified as the population 
of interest for this thesis. Therefore, the pathophysiology of tendinopathy is used as an 
example in this thesis with a summary below and an expanded explanation provided in 
Chapter 3.  
 
Tendons connect muscle to bone and are a force transmitting structure (Durgam & 
Stewart, 2017; Nourissat, Berenbaum, & Duprez, 2015; Reinking, 2012). Designed to 
withstand significant tensile loads, tendons contribute to muscular force production and 
movement efficiency (Magnusson, Henning, & Michael, 2010; Reinking, 2012). Given their 
anatomical location and function, tendons are subject to high amounts of repetitive 




unloading a tendon is a key stimulus for either normal adaptations of the tissue (i.e. 
balanced degradation and synthesis at the cellular level), or failed healing during which 
tissue homeostasis is disrupted and signs of tendinopathy appear (e.g. increased levels of 
inflammatory cytokines, collagen disorganization, dysregulated apoptosis of tendon cells) 
(Cook, Rio, Purdam, & Docking, 2016; Coombes, Bisset, & Vicenzino, 2015; Durgam & 
Stewart, 2017; Glasgow, Phillips, & Bleakley, 2015; Khan & Scott, 2009; Millar, Murrell, & 
Mcinnes, 2017; Nourissat et al., 2015). The tenuous balance between optimal loading and 
unloading as it relates to tissue repair or injury is also a critical factor in the development 
of other overuse-related injuries such as bone stress injuries (Warden et al., 2014) and 
gluteal tendinopathy (Grimaldi et al., 2015). It is important to note that at the cellular 
level, the ANS holds a commanding role in early inflammatory events during both tissue 
healing and injury (Ackermann et al., 2014); this is discussed in more detail in the 
following chapter (Chapter 3).  
 
Several models have been proposed to explain the course of tendinopathy and the 
relationship between tissue pathology and clinical presentation. Some examples include 
models with theories focused on factors such as neuronal proliferation and collagen 
disruption, while others describe mechanical overload and tendon cell response to injury 
(Cook et al., 2016; Durgam & Stewart, 2017; Millar et al., 2017; Nourissat et al., 2015). 
Although no single model can accommodate all interactions between variables that 




factors in the development of tendon overuse injuries: the amount and type of load 
applied to the tendon and, critically, the tendon’s physiological response to such load 
(Cook & Docking, 2015; Cook et al., 2016; Durgam & Stewart, 2017; Glasgow et al., 2015; 
Grimaldi et al., 2015; Magnusson et al., 2010; Millar et al., 2017; Nourissat et al., 2015). 
While mechanical loading of somatic tissue (or tendon) is a critical determinant in normal 
and abnormal adaptations of tissue, there are other stressors that contribute to the overall 
physiological load imposed on the body that must also be considered (see Figure 2.1). 
Examples of this can be seen in studies where non-sport related stressors such as 
academic demands, sleep quality, and mental fatigue have been shown to negatively 
impact athletic performance (Marcora, Staiano, & Manning, 2009; M. R. Smith, Coutts, et 
al., 2016; M. R. Smith, Zeuwts, et al., 2016) and increase odds of injury risk (Malik & 
Camm, 1993; Mann, Bryant, Johnstone, Ivey, & Sayers, 2016; Milewski et al., 2014; 
Nédélec, Leduc, Dawson, Guilhem, & Dupont, 2017; von Rosen, Frohm, Kottorp, Friden, 
& Heijne, 2017). This evidence illustrates that mechanically loading the body, or tendon, 
does not occur in isolation from other stressors that influence the tendon’s response to 
external stimuli. Moreover, studying other sources of “loading” that contribute to the total 
physiological load imposed on somatic tissue may be important for a better 









Figure 2.1.  The complexity of overuse injury pathophysiology and the proposed role of HRV 
monitoring. 
Mechanotransduction, the process by which somatic tissue (or, in the example above, the Achilles tendon) 
responds to mechanical load, is influenced by numerous external (e.g. magnitude of load) and internal (e.g. 
fatigue) factors. At the cellular level, the total physiological load imposed on the tissue initiates a cascade of 
inflammatory events that may be mediated by the ANS (autonomic nervous system) and contribute to the 
outcome of the tissue under loading – that is, injury or the normal remodeling / repair process. As this 
illustration suggests, indirectly monitoring ANS activity with HRV may be able to reveal when the 
physiological load on the tissue has tipped the scales towards tendon injury / degeneration as opposed to 
repair / remodeling.  
Note. HRV = heart rate variability; PNS = parasympathetic nervous system; SNS = sympathetic 
nervous system.      
 
While there are many measures that can directly quantify external loads imposed on the 
body (e.g. amount of weight lifted, distance run, training intensity, etc.), the same is not 
true for monitoring a tissue’s physiological response to loading. Currently, no methods 




indirect measurement are often invasive, costly, and less valid (Cook & Docking, 2015). 
For example, blood lactate, a commonly used biomarker that is sensitive to exercise 
intensity, requires resource-intensive data collection and analysis methods to capture 
short-lived changes of this measure (Bird, Linden, & Hawley, 2013; Halson, 2014). Further, 
once touted as a primary marker of muscle fatigue, there is renewed and continued debate 
on the ability of blood lactate as a measure to accurately indicate muscle fatigue or 
damage (Chrismas, Taylor, Siegler, & Midgley, 2017; Halson, 2014).  
 
Complicating things further is the “iceberg” effect underpinning the relationship between 
clinical presentation of overuse injury symptoms and tissue pathology (Bahr, 2009; 
Reinking, 2012; Rio et al., 2014). In the pathogenesis of overuse injuries, it is well 
recognized that an abnormal inflammatory response occurs within injured tissue before 
pain is perceived (Rio et al., 2014). This pathological inflammatory process is analogous to 
the large body of the iceberg that lurks beneath the water’s surface. The abnormal 
inflammatory process can disrupt the tissue’s normal remodeling and lead to 
degeneration of the injured tissue (Cook et al., 2016; Millar et al., 2017; Reinking, 2012; Rio 
et al., 2014). Therefore, subjective pain reports are insufficient for monitoring the tolerance 
of the injured tissue to loads used during training or rehabilitation. Appreciating the 
critical role that tissue capacity plays in overuse injury development, novel monitoring 





2.1.4 Current injury risk monitoring methods and how they have failed  
The prevalence and negative impact of overuse injuries, combined with their non-linear 
pathophysiology, supports the need for an injury risk monitoring system that can reflect 
athletes’ evolving adaptations to loads imposed by training and other non-sport related 
stressors (Soligard et al., 2016). Although the current approach for exercise monitoring 
and injury prevention using physical performance measures (PPMs) is advancing, the 
measures readily employed in sport lack adequate sensitivity to predict injury in 
recreational or elite athletes (Bahr, 2016; Dallinga, Benjaminse, & Lemmink, 2012; Dossa, 
Cashman, Howitt, West, & Murray, 2014; Hegedus, McDonough, Bleakley, Cook, & 
Baxter, 2015; Hegedus, McDonough, Bleakley, Baxter, & Cook, 2015; Lockie et al.; Teyhen 
et al., 2014; Wright, Dischiavi, Smoliga, Taylor, & Hegedus, 2017; Wright et al., 2016).  
 
PPMs are limited in their ability to predict injury in several important respects. First, 
PPMs address athletes’ absolute values of strength, functional motion, agility, or speed, 
and do not capture a pattern of change of these indices over time (Meeuwisse, Tyreman, 
Hagel, & Emery, 2007). Second, the most commonly employed musculoskeletal screening 
measures, including the Functional Movement Screen™ (FMS™), are focused on 
biomechanics and do not provide a baseline measure of the athlete’s physiological 
readiness to perform in sport or accept training load. Therefore, predicting overuse injury 
risk based upon biomechanical assessment alone excludes the influence of other systems 




physiological readiness to perform (Figure 2.1). Third, PPMs are often based on an 
assumed common linear approach from interaction of multiple risk factors to resultant 
injury (Bittencourt et al., 2016). This type of monitoring paradigm does not account for the 
evolving influence of intrinsic and extrinsic risk factors to which an athlete is repeatedly 
exposed during training and sport participation (Meeuwisse et al., 2007). It has been 
proposed that a dynamic recursive model of etiology in sport injury, as opposed to the 
common linear approach, may be more successful at depicting shifting markers of injury 
risk (Bittencourt et al., 2016; Meeuwisse et al., 2007).  
 
More recently, Bittencourt et al. (2016) added to the dynamic recursive model, proposing a 
complex systems approach for sport injury prediction models (Bittencourt et al., 2016). 
Building on the non-linearity theory for injury etiology, the complex systems approach 
shifts focus from investigating the contribution of individual risk factors on injury risk to 
a model that examines the relationships among multi-level risk factors. With use of a 
complex systems approach, an injury prediction system would continually monitor the 
interactions between risk factors to produce an individual risk profile for each athlete. 
Such an individualized risk profile reflects the dynamic patterns among risk factors before 
and during the emergence of an injury. The authors of this approach explain that 
analogous to weather prediction models that study changing weather patterns before a 
major event (e.g. hurricane), injury prediction models must first aim to understand the 




up to an outcome of interest (e.g. injury) can improve prediction models (Bittencourt et al., 
2016). Further, the complex systems approach aligns well with the International Olympic 
Committee’s recent consensus statement on monitoring load in sport and injury risk 
(Soligard et al., 2016). In this statement, the committee clearly outlined the need for 
research that examines the interactions between multi-level injury risk factors and then 
incorporates these findings with athletes’ intra-individual responses to training (Soligard 
et al., 2016).  
 
2.2 The autonomic nervous system and heart rate variability  
2.2.1 Autonomic nervous system and homeostasis  
 The ANS normally functions under subconscious control and is comprised of two 
divisions, the parasympathetic and sympathetic nervous systems (PNS and SNS, 
respectfully). The ANS’ primary role is to regulate the body’s homeostasis as well as the 
body’s transport system and blood flow through activation of immune and inflammatory 
responses during illness and / or injury (Pavlov & Tracey, 2012; Tracey, 2002, 2007). 
Homeostasis of the body is maintained through a complex coordination of the ANS with 
other systems including the hypothalamic-pituitary axis and endocrine system (Pavlov & 
Tracey, 2012; Thayer, Loerbroks, & Sternberg, 2011). The ANS serves as a bi-directional 
neural pathway that communicates information between the immune system and the 




specifically, the PNS monitors and integrates information from local sites through its main 
nerve, the vagus nerve, and uses this information to adjust the body’s inflammatory 
response (Pavlov & Tracey, 2012; Thayer et al., 2011; Tracey, 2002, 2007). Through the 
vagus nerve, the ANS makes precise changes to systemic or local inflammatory activity so 
that the magnitude of the response matches the metabolic demands resulting from 
pathology or injury (Tracey, 2002).  
 
The PNS and SNS dually innervate the heart and their neural pathways largely control 
cardiac functions, including heart rate (Shaffer, McCraty, & Zerr, 2014; TaskForce, 1996). 
HRV, the variation in the time interval between each heartbeat, is an indirect measure of 
the dynamic coordination of PNS and SNS neural effects on the heart during stress and 
recovery (Aubert, Seps, & Beckers, 2003; Buchheit, 2014; Makivic, Nikic, & Willis, 2013). 
Resting heart rate is predominantly controlled by parasympathetic, or vagal, tone and this 
has been previously confirmed by pharmacological blockade studies (Jose & Collison, 
1970; Malik & Camm, 1993). Beyond the body’s resting state, the interplay of the PNS and 
SNS on the heart allows the body to respond and adapt to fluctuating stimuli or stressors 
from the environment. For example, during the onset of low-level exercise, 
parasympathetic influence at the heart is withdrawn, which results in increased heart rate 
to match the body’s metabolic demands (Aubert et al., 2003; Makivic et al., 2013; 
Robinson, Epstein, Beiser, & Braunwald, 1966). During moderate to maximal intensity 




nerve activity (Robinson et al., 1966). With augmented SNS activity and PNS withdrawal, 
heart rate increases significantly, leading to less time between the beat-to-beat intervals, 
and overall decreased variance between each beat.    
   
An organism expresses homeostasis through the adaptability and variability of the 
systems responding to stressors and maintaining overall health. In the case of the ANS, 
optimal homeostasis is represented by increased parasympathetic modulation at the heart 
(Kemp, Koenig, & Thayer; Pavlov, & Tracey, 2012; Thayer, Yamamoto, & Brosschot, 2010). 
Rapid adjustments in heart rate can be made under increased parasympathetic control, 
allowing the body greater adaptability when responding to stressors or stimuli (Pavlov & 
Tracey, 2012; Thayer et al., 2011; Tracey, 2002, 2007). Increased PNS activity results in 
lowered average heart rate and an increased variability of the time interval between each 
heartbeat (that is, an increase in HRV measures) (Kemp et al., in press; Thayer et al., 2010). 
Alternatively, when parasympathetic control is reduced, which can also be accompanied 
by increased sympathetic influence, the body’s stress response is slowed and inflexible 
(Thayer et al., 2011). This imbalance of the ANS is reflected in heightened average heart 
rate, which leads to decreased variability of the time interval between each heartbeat and 
decreased HRV measures.  
 
In summary, the ANS holds an integral and adaptive role in maintaining the body’s 




immunomodulation when pathogens or injury are present (Kemp et al., in press; Pavlov & 
Tracey, 2012; Tracey, 2007). Given its direct role in heart rate control and resulting HRV 
parameters, ANS activity can be indirectly monitored with HRV. Therefore, monitoring 
ANS function via HRV may provide useful information regarding the body’s response to 
tissue injury and the inflammatory process during healing (see Figure 2.1).  
 
 
2.2.2 HRV monitoring in medicine  
Clinical applications of HRV analysis began in the mid-1960s, prompted by Hon & Lee’s 
discovery that fetal distress was associated with disturbances in HRV indices, and that 
these disturbances occurred before changes in heart rate were measured by the 
researchers (Hon & Lee, 1965). Since this initial observation linking disrupted ANS 
balance to disease, HRV has been studied in a variety of disciplines including cardiology, 
neurology, behavioral science, psychology, and sport science.  
 
Notable examples of HRV analyses in medicine include those completed on individuals 
with conditions such as stroke, myocardial infarction, and type II Diabetes mellitus. A 
reduction in HRV measures (decreased variability), was associated with poorer health 
outcomes including: stroke severity (Yperzeele et al., 2015); increased risk of future 
cardiovascular events (Melillo et al., 2015; Shah et al., 2013; Thayer et al., 2010); and 
increased risk of developing diabetes (Liao et al., 1995; Singh et al., 2000). The relationship 




confirmed even after adjusting for a range of covariates (Song et al., 2014; Thayer et al., 
2010). The evidence for this association is clearly seen in studies where decreased HRV 
parameters, compared to conventional echocardiographic results, were a stronger 
predictor of mortality in patients who had suffered a previous myocardial infarction 
(Melillo et al., 2015; Song et al., 2014).  
 
As explained in the previous section, the ANS holds a commanding role in the body’s 
response to stressors such as illness or injury. Therefore, it is unsurprising that ANS 
function measured by HRV was also strongly correlated with a measure of self-reported 
health in a cohort of five thousand employees (Jarczok et al., 2015). Further, a clinically 
relevant finding from this study is that the strength of the relationship between ANS 
function and self-reported health was significantly stronger than any other biomarker 
measured in this cohort; such as common biomarkers including those for inflammation (c-
reactive protein, white blood count), lipids (e.g. total cholesterol, triglyceride, etc.), 
glycemic parameters (fasting blood glucose and glycosylated hemoglobin), and blood 
pressure (Jarczok et al., 2015). Considering the associations between disease states and 
altered ANS function indexed by reduced HRV, monitoring HRV in medicine illustrates 





2.2.3 HRV monitoring in sport science  
In sport science, HRV analysis has been used to study the effects of training on athletes’ 
physiological adaptations. For athletes, and most especially for elite endurance athletes, 
achieving optimal performance outcomes involves a precarious balance between the 
appropriate training stimulus / workload and the risk of illness or injury. Accurate 
prescription of training load and recovery time that optimizes performance and 
minimizes injury and / or illness risk is critical for success but often challenging to attain. 
In an effort to inform training load prescription methods, HRV has been used in sport 
science to assess the physiological consequences of external workload on athletes 
(Buchheit, 2014; Makivic et al., 2013; Plews, Laursen, Stanley, Kilding, & Buchheit, 2013).  
 
HRV has been studied extensively in elite endurance athletes due to the demanding 
nature of their sport and availability of heart rate monitoring technology (Aubert et al., 
2003; Bellenger et al., 2016; Makivic et al., 2013; Plews, Laursen, & Buchheit, 2017; Plews, 
Laursen, Stanley, et al., 2013; Stanley, D'Auria, & Buchheit, 2015; Thorpe et al., 2016). 
Monitoring resting HRV in elite endurance athletes has revealed promising patterns with 
increased HRV parameters associated with positive training and performance outcomes 
(Bellenger et al., 2016; Plews, Laursen, Kilding, & Buchheit, 2013). With technological 
advancements making heart rate monitoring cost-effective and readily available, HRV 
research in non-elite athletic populations is also increasing. Regardless of sport level (elite 




reflecting an optimal functioning ANS (Bellenger et al., 2016). Increases in 
parasympathetic-mediated HRV measures have been consistently associated with positive 
performance outcomes such as 5-km (D. F. da Silva, Verri, Nakamura, & Machado, 2014) 
and 10-km (Buchheit et al., 2010) running performance; increased overall aerobic fitness 
(Kiviniemi et al., 2015); and swimming performance (Chalencon et al., 2012; Flatt, 
Hornikel, & Esco, 2017; Koenig, Jarczok, Wasner, Hillecke, & Thayer, 2014; Merati et al., 
2015).  
 
HRV has also been researched as a physiologic marker of negative consequences to 
training such as overtraining syndrome (OTS). Athletes diagnosed with OTS demonstrate 
long-term decrements in performance along with physiological and / or psychological 
signs and symptoms that resemble disturbed ANS function (e.g. excessive fatigue, altered 
sleep, depression) (Meeusen et al., 2013). The cause of OTS is multifactorial but may be 
largely attributed to an imbalance between training stimulus and recovery time (Meeusen 
et al., 2013). In contrast to the seemingly definitive associations between autonomic 
dysfunction and cardiovascular disease presented above, the relationship between ANS 
function index by HRV and overtraining remains unclear (Bellenger et al., 2016). There are 
several possibilities to explain why this association is cloudy, including one critical factor 
that is examined further in this thesis – poorly designed study methodologies that prevent 
accurate interpretation of HRV analyses (Buchheit, 2014; Plews et al., 2014). Despite such 




HRV has not faded. In fact, research interest in HRV has strengthened thanks to improved 
data collection and analysis procedures. Updated HRV research on athlete monitoring is 
starting to reveal promising results suggesting that HRV may be a reliable indicator of an 
athlete’s physiological response to positive and negative adaptations to training load 
(Flatt, Esco, Nakamura, & Plews, 2016; Flatt & Esco, 2016; Flatt, Esco, & Nakamura, 2017; 
Flatt, Hornikel, et al., 2017; Nakamura et al., 2015; Williams, Booton, Watson, Rowland, & 
Altini, 2017).  
 
2.3  Developing the research question  
While many studies have attempted to define patterns of HRV change that reflect ANS 
function in overtrained athletes, few, if any, have investigated HRV patterns in the 
presence of developing musculoskeletal injury. As presented earlier, optimal loading of 
somatic tissues is a crucial component of tissue repair and function following injury 
(Durgam & Stewart, 2017; Glasgow et al., 2015; Khan & Scott, 2009). Our current methods 
of assessing the tissue’s capacity for loading may not be sensitive enough to detect subtle 
yet important changes in tissue function that have not resulted in altered performance or 
perceived pain (Bahr, 2009). Further, each athlete will have inherently unique responses to 
training load and other external and internal stressors (e.g. sleep quality and stress levels 
due to academic or relationship demands) that can influence injury (Brink et al., 2010; M. 




Figure 2.1). For this reason, international consensus statements on monitoring load and 
health outcomes in sport emphasize the need for research that explores the intra-
individual variations of athlete’s physiological adaptations to load and injury risk factors 
(Bourdon et al., 2017; Soligard et al., 2016).  
 
A study of physiological mechanisms that influence tissue repair pathways during injury 
development and recovery is needed in order to achieve an improved understanding of 
how the body responds to training load or rehabilitation. Exploring the relationship 
between ANS modulation via HRV and overuse injury development could elucidate 
whether somatic tissue distress and healing can be monitored at the level of ANS cardiac 
control. Accordingly, the work presented in the following chapters addresses the primary 
aim of this thesis: To investigate the relationship between musculoskeletal overuse 





3 HEART RATE VARIABILITY – ITS UTILITY IN SPORT 
MONITORING & INJURY PREDICTION METHODS 
After identifying the research question (Chapter 2), an essential component of this thesis 
was the development and refinement of the theoretical framework. The literature review 
performed for this chapter established the scientific theory and hypothesis that drove the 
direction of subsequent research projects for this thesis.  
 
This chapter begins with an introduction of heart rate variability (HRV) monitoring in 
sport, and provides a summary of HRV patterns associated with athletes’ positive and 
negative adaptations to training (3.1, 3.2). Following this, the hypothesis that serves as the 
foundational principle of this thesis is presented (3.3) and expanded upon in the 
remaining sections of the chapter. A broad overview of the pathophysiology of overuse 
injuries is explored including a discussion on the importance of the autonomic nervous 
system (ANS) in the health and repair of somatic tissue injury (3.4), specifically 
tendinopathy. Next, a summary of the ANS’ organization and neural regulation of the 
heart is presented (3.5). The chapter finishes with a theoretical application of the 
hypothesis (3.6). The current methods of monitoring the status of musculoskeletal overuse 
injuries are limited (Chapter 2) and the goal of the hypothesis application is to improve 






3.1 Heart rate monitoring in sport – selecting the best measure     
Previously, heart rate (HR) has been used to monitor the impact of exercise load, or stress, 
on the body (Bosquet, Merkari, Arvisais, & Aubert, 2008; D. F. da Silva et al., 2014; 
Daanen, Lamberts, Kallen, Jin, & Van Meeteren, 2012; Owen et al., 2014; Plews, Laursen, 
Kilding, & Buchheit, 2012; Soares-Caldeira et al., 2014). HR can quantify the body’s 
tolerance to external stressors (e.g. exercise) and can be monitored and analyzed in 
various ways. When measured at rest (e.g. resting HR or HRV), during (e.g. exercise HR), 
or immediately following exercise (e.g. post-exercise heart rate recovery or post-exercise 
HRV), HR measures may represent ANS control of the heart and provide sensitive 
indicators of the body’s response to exercise load (Bellenger et al., 2016; Buchheit, 2014; 
Ornelas et al., 2017; Saboul, Balducci, Millet, Pialoux, & Hautier, 2015). However, due to 
the complexity of cardiac control, there are inherent advantages and disadvantages 
associated with each procedure that need to be considered when selecting the most 
appropriate HR measure to monitor. For example, a substantial amount of noise occurs in 
the recordings of HRV monitored during exercise. The noise creates measurement error 
and inaccurate results, making this type of HR measure difficult to interpret and 
impractical for real-world monitoring (Aubert et al., 2003; Buchheit, 2014; Giles & Draper, 
2017). In contrast, monitoring HRV at rest provides a more reliable and sensitive measure 
in response to training load and non-sport stressors (Buchheit, 2014; Flatt & Esco, 2015; 
Nakamura et al., 2017; Plews, Laursen, Stanley, et al., 2013). As a result, resting HRV has 




measure investigated in this thesis.           
 
3.2 Resting heart rate variability  
There are over twenty-five measures of HRV that are derived and analyzed from resting 
HR data (Tarvainen, Lipponen, Niskanen, & Ranta-aho, 2017; TaskForce, 1996). HRV 
analysis begins with proper identification of consecutive R-R intervals from each QRS 
complex recorded from electrocardiogram (ECG) or photoplethysmograph sensors 
(Aubert et al., 2003; Shaffer et al., 2014; TaskForce, 1996). An ECG measures the electrical 
impulses generated by atrial and ventricle depolarization prior to contraction of the 
atrium and ventricles (Romanò, 2015; Shaffer et al., 2014). The QRS complex from an ECG 
trace consists of a Q wave, R wave, and S wave. Together, the individual waves of the 
QRS complex represent ventricle depolarization (Romanò, 2015). For HRV analysis, the R-
R interval is the measured time between the R wave of one QRS complex and the R wave 
of the consecutive QRS complex (Figure 3.1) (Aubert et al., 2003; TaskForce, 1996). Once 
the RR interval, also known as the interbeat interval, is properly identified, HRV measures 
are computed through a series of statistical methods ranging from simplistic (time domain 
measures) to complex mathematical derivations (nonlinear domain and frequency 






Figure 3.1. Heart rate variability analysis.  
After proper identification of RR intervals from electrocardiogram trace (top picture), the measured time of 
each RR interval is plotted over time (middle picture). From the selected RR series, three common methods of 
HRV analysis can be performed: time domain, nonlinear and frequency domain (three bottom pictures).  
  
The variations observed in each RR interval, that are ultimately reflected in the resulting 
HRV analyses, represent the shared activity of the two branches of the ANS on heart rate 
control (Aubert et al., 2003; Shaffer et al., 2014; TaskForce, 1996). (A more detailed 
description of the autonomic influences on heart rate control is provided in section 3.5 of 
this chapter.) Therefore, each HRV measure represents the parasympathetic and / or 




parasympathetic activity (Aubert et al., 2003; Pumprla, Howorka, Groves, Chester, & 
Nolan, 2002; Shaffer et al., 2014; TaskForce, 1996) (Table 3.1). For example, the standard 
deviation of normal RR intervals (SDNN) represents total variability, that is the influence 
of both the parasympathetic and sympathetic nervous systems (PNS and SNS, 
respectfully); whereas parasympathetic activity is the major contributor reflected in high 




Table 3.1. Commonly used HRV measures (table adapted with permission from the corresponding authors) (Koenig et al., 2014; Tracy et al., 2016).  
Note. PNS = parasympathetic nervous system; SNS = sympathetic nervous system 
HRV measure 
abbreviation 
Unit Description/definition ANS 
contribution 
Time Domain Measures 
Mean RR interval ms Raw duration of R-wave to R-wave intervals, and is the result of all regulatory mechanisms on heart 
rhythm. The longer the R-R interval, the slower the heart rate (increased HRV) whereas a shorter R-R 
interval is indicative of faster heart rate and decreased HRV.    
PNS and SNS   
SDNN ms Standard deviation of the normal R-R intervals, reflects all influences on HRV  PNS and SNS  
pNN50 % Mean number of times per hour in which the change in consecutive normal R-R intervals exceeds 50 
milliseconds 
Primarily PNS 
RMSSD ms Root mean square of successive differences (the square root of the mean squared differences of 
successive R-R interval). This index acts like a high-pass filter, removing long-term trends and slower 
frequency variability from the signal. This measure is highly correlated with HF and therefore 
represents beat-to-beat changes primarily modulated by the PNS.   
Primarily PNS 
Frequency Domain Measures  
HF ms2 High frequency (0.15–0.5 Hz) represents short-term fluctuation of heart rate induced by 
parasympathetic influences 
Primarily PNS 
LF ms2 Low frequency (0.04–0.15 Hz) clinical interpretation is discussed and debated; it was once believed to 
represent sympathetic influences but now the widely accepted belief is that it reflects both sympathetic 
and parasympathetic influences  
PNS and SNS 
LF/HF N/A LF to HF ratio is believed to represent the relative balance between parasympathetic and sympathetic 
control however, many researchers disagree that this ratio accurately reflects sympathovagal balance 
due to several confounding factors affecting LF   
PNS and SNS 
TP ms2 Total spectral power PNS and SNS 
Non-linear Measures   
sd1 ms Standard deviation of the short-term R-R interval variability measured from Poincaré plots, highly 
correlated with RMSSD and HF indices  
Primarily PNS 




3.2.1 HRV patterns in response to positive training adaptations 
Resting HRV has been widely researched in elite and well-trained athletes in order to 
understand the body’s response to training loads via activity of ANS on the heart (Aubert 
et al., 2003; Bellenger et al., 2016; Bosquet et al., 2008; Buchheit, 2014; Daanen et al., 2012; 
Flatt et al., 2016; Flatt & Esco, 2016; Flatt, Hornikel, et al., 2017; Koenig et al., 2014; Makivic 
et al., 2013; Nakamura et al., 2015; Plews, Laursen, Stanley, et al., 2013). Due to the unique 
nature of HRV for each individual, in addition to methodological inconsistencies across 
studies, conflicting results have been reported on which patterns of HRV modulation 
accurately reflect an athlete’s negative or positive adaptation to training load (Chapter 2). 
In some cases, increased parasympathetic tone, represented by increased day-to-day 
variability of HRV and / or relative increases of other HRV indices (e.g. the root mean 
square of successive differences, RMSSD) representing parasympathetic influence, were 
associated with improved performance (Atlaoui et al., 2007; Bellenger et al., 2016; Botek, 
McKune, Krejci, Stejskal, & Gaba, 2014; Chalencon et al., 2012; D. F. da Silva et al., 2014; 
Koenig et al., 2014; Plews, Laursen, Stanley, et al., 2013; Stanley et al., 2015). Alternatively, 
HR monitoring of athletes has also revealed variable results, with negative correlation or 
no correlation between increased HRV and improved performance (Buchheit et al., 2012; 
Hedelin, Bjerle, & Henriksson-Larsen, 2001; Hedelin, Wiklund, Bjerle, & Henriksson-
Larsen, 2000; Kiviniemi et al., 2015; Le Meur, Pichon, et al., 2013; Plews, Laursen, et al., 





The application of improved research methodologies in recent studies is revealing 
increasingly consistent directional changes of parasympathetic-mediated markers of HRV 
(e.g. RMSSD and others, see Table 3.1) in response to athletes’ positive adaptations to 
training. An example of this directional change phenomenon is represented in a study by 
Stanley, D’Auria, and Buchheit (2015) in which an elite triathlete exhibited week-to-week 
increases in RMSSD, along with decreases in resting HR, when the athlete was responding 
well to training (Stanley et al., 2015). Another demonstration of this correlation can be 
seen in a cohort of collegiate athletes where increases in RMSSD were associated with 
improvements in subjective wellness scores (i.e. decreased fatigue and soreness) (Flatt & 
Esco, 2016). Taken together, these current findings support the previously-established 
hypothesis that, in general, athletes who exhibit an increase in parasympathetic-mediated 
HRV measures in response to training load are coping positively and performing 
optimally in their sport (Bellenger et al., 2016; Flatt, Esco, et al., 2017; Flatt, Hornikel, et al., 
2017; Stanley et al., 2015).  
 
3.2.2 HRV and negative adaptations to training 
HRV has also been used as an index to objectify the physiological consequences of ANS 
distress observed in athletes who demonstrate prolonged abnormal adaptations to 
training, such as overtraining syndrome (OTS) (Baumert et al., 2006; Le Meur, Pichon, et 




investigating HRV and intensified load, this area has revealed some consistent patterns 
with athletes suffering from OTS showing a decrease in the day-to-day variability of HRV 
indices, indicative of reduced parasympathetic activity (Baumert et al., 2006; Bellenger et 
al., 2016; Kiviniemi, Tulppo, Hautala, Vanninen, & Uusitalo, 2014; Plews et al., 2012; 
Schmitt et al., 2013; Stanley et al., 2015). However, a definitive conclusion on how HRV 
indices change in athletes who respond negatively to training remains unclear due to 
studies that have reported contradictory results (Baumert et al., 2006; Bellenger et al., 2016; 
Dupuy, Bherer, Audiffren, & Bosquet, 2013; Hedelin et al., 2000; Le Meur, Pichon, et al., 
2013; Mourot et al., 2004) or no correlation between HRV and overtrained athletes 
(Bosquet et al., 2008; Bosquet, Papelier, Leger, & Legros, 2003; Thorpe et al., 2016). 
Authors of a recent systematic review with meta-analysis confirmed unclear directional 
patterns of change in parasympathetic-modulated HRV measures in response to negative 
training outcomes, stating that the limited number of studies available for meta-analysis 
and statistical heterogeneity likely contributed to the conflicting findings (Bellenger et al., 
2016). Despite such discrepancies, routine monitoring of HR indices remains an attractive 
option for a non-invasive, convenient measure to track athletes’ health and performance 
adaptations over time (Bellenger et al., 2016; Buchheit, 2014; Koenig et al., 2014;Plews, 





3.3 Theoretical hypothesis for this thesis 
An area of HR monitoring that has not been researched is the relationship between HRV 
indices and their response to developing musculoskeletal overuse injury. With the 
advancement of personal health tracking devices, HRV has emerged as a time-efficient, 
inexpensive tool to guide training. Anecdotal claims have been made that HRV-adjusted 
training can prevent overuse injuries. However, to date, no research has been published to 
validate these claims. It is well accepted that multiple factors contribute to the 
development of overuse injuries and that the injured tissue demonstrates failure of the 
tissue remodeling process (Ackermann et al., 2014; Magnusson et al., 2010; Reinking, 
2012). The exact pathophysiology of overuse injury remains debated but a theme observed 
among common injuries such as tendinopathy, bone stress injury, and hamstring strains, 
is an abnormal physiological response to the stress of tissue loading and unloading (Cook 
& Purdam, 2009; Khan & Scott, 2009; Magnusson et al., 2010; Reinking, 2012; Small, 
McNaughton, Greig, & Lovell, 2010; Warden et al., 2014). Similarly, as introduced in 
Chapter 2, optimal tissue loading appears to hold a crucial role in the healing process of 
injured tissues for athletes presenting with tendinopathy (Gabbett, 2010; Glasgow et al., 
2015; Magnusson et al., 2010; Windt & Gabbett, 2017). 
 
Research seeking to understand tendon healing has revealed the dynamic role of the ANS 
via neuromediators that regulate pain, inflammation and tissue repair (Ackermann, 2013; 




peripheral and central nervous system is intricately involved in the tissue repair process 
(Ackermann et al., 2014; Pavlov & Tracey, 2012; Tracey, 2002). Considering this dynamic 
communication pathway between the central and peripheral nervous system during an 
inflammatory response to somatic tissue dysfunction, monitoring the body’s response to 
stress and recovery at the level of ANS cardiac control (i.e. HRV) may have the potential 
to reveal early signs of somatic tissue distress (see Figure 3.2) (Grimm, Cunningham, & 
Burke, 2005; Tracey, 2002).   
 
The remaining sections of this chapter present the hypothesis on how HRV, an indirect 
measure of ANS homeostasis, may be able to indicate early signs of somatic tissue 
overload prior to the onset of pain and / or injury. If HRV indices are modulated by 
accumulating microtrauma and resultant neuromediators at the peripheral tissues, these 
measures, used in combination with psychological and biomechanical markers of stress / 
training load (e.g. self-reported measures of stress, muscle fatigue), may improve our 
ability to interpret an athlete’s response to training. Since HRV measures offer a unique 
profile for each athlete, information collected from this index may also contribute to our 
knowledge of the relationships that exist between training workload, sport performance, 
injury, and illness. With an improved understanding of physiological response to training 
stress, athletic programming can be appropriately adjusted to achieve positive 
performance outcomes and avoid the negative consequences of overtraining (OT) such as 




our focus from pain as the primary indicator of somatic tissue dysfunction and injury, to 
physiological indices that reflect the body’s evolving balance between stress and recovery, 
remodeling and degradation.  
 
3.4 The autonomic nervous system and injury of the somatic tissues 
In order to explore the proposed relationship between HRV indices and musculoskeletal 
overuse injury, an overview of the pathophysiology of somatic tissue injury is needed. 
This section will briefly describe the physiological response of a tendon under excessive 
physiological load in which the normal healing process fails, as is observed in painful 
human tendinopathy. Although the exact physiological response to injury differs between 
somatic tissue types, for the purpose of this chapter, the concepts presented can be 
applied to other soft tissue areas that are frequently susceptible to repetitive strain injury.    
 
3.4.1 Pathophysiology of tendinopathy 
Tendons are comprised primarily of type I collagen imbedded in dense, regular 
connective tissue. Due to their unique position between muscle belly and a boney 
attachment site, tendons are subject to large amounts of tensile or compressive strain 
(Magnusson et al., 2010; Wang, 2006; Wang, Iosifidis, & Fu, 2006). Mechanical loading of a 
tendon contributes significantly to both the synthesis and degradation of collagen fibers 




Wang, 2006; Wang et al., 2006). A number of cellular processes involved in tendon health 
are altered by mechanical loading, some of which include the release of metabolic and 
growth factors, tendon blood flow, collagen synthesis, and proteolytic enzyme activity 
(Khan & Scott, 2009; Kjaer, Bayer, Eliasson, & Heinemeier, 2013; Magnusson et al., 2010). 
The way in which a tendon responds to mechanical loading, known as 
mechanotransduction, is complex and influenced by a number of intrinsic and extrinsic 
factors including: the tendon’s location and size (Wang et al., 2006); the magnitude, 
direction, frequency, rate and duration of the mechanical loading (Cook & Purdam, 2009; 
Glasgow et al., 2015; Wang et al., 2006); the history of tendon loading (Wang et al., 2006); 
age, and genetics (Cook & Purdam, 2009; Wang et al., 2006) (see Chapter 2, Figure 2.1). In 
a healthy tendon under optimal loading, it is believed that an ‘ideal’ inflammatory 
response occurs which maintains the balance between collagen degradation and collagen 
synthesis (Millar et al., 2017; Nourissat et al., 2015; Wang et al., 2006). However, if a 
tendon is overloaded beyond its threshold, collagen degradation occurs in excess, 
offsetting the balance between collagen breakdown and repair which leads to reduced 
tendon strength and function (Cook & Docking, 2015; Cook & Purdam, 2009; Lewis, 2010; 
McCreesh & Lewis, 2013; Wang et al., 2006). When excessive damage occurs, the neuronal 
pathways within the tendon release inflammatory mediators, initiating an immunological 
cascade of events designed to address the damaged tissue (see Figure 3.2) (Ackermann et 
al., 2014; Wang et al., 2006). This abnormal biological response which results in 




subject to repetitive, submaximal loading without appropriately paired unloading and 




Figure 3.2. Diagram illustrating how heart rate variability (HRV) may be modulated by and 
represent changes of autonomic nervous system (ANS) activity in response to a developing 
overuse injury. 
When the balance between somatic tissue degradation and repair shifts the conditions of somatic tissue under 
loading to an abnormal inflammatory response, this may require increased ANS activity at the site of 
developing injury (please refer to section 3.4.2 for details). Through dynamic communication pathways 
involving the central nervous system (CNS) and hypothalamic-pituitary-adrenal axis (HPA axis), this 






3.4.2 The proposed role of the ANS in tendinopathy 
It is important to note that both the PNS and SNS are intricately involved in the initiation 
and regulation of the somatic tissue repair process via release of their respective 
neuromediators (Ackermann, 2013; Ackermann et al., 2014; Pavlov & Tracey, 2012; Tracey, 
2007). Autonomic neuronal regulation influences normal tissue function, tissue repair 
after injury and, there is emerging evidence to also support its role in tendinopathy 
(Ackermann et al., 2014; Dean, Franklin, et al., 2013; Jewson et al., 2017; Lian et al. 2006). 
At nerve terminals in the blood vessel walls of healthy Achilles tendons, the SNS regulates 
inflammation through the release of noradrenaline and neuropeptide Y, whereas the PNS 
contributes to the inflammatory response via the release of acetylcholine (Ackermann et 
al., 2014; Tracey, 2002; Bjur, Alfredson, & Forsgren, 2005; Bjur, Alfredson, & Forsgren, 
2009; Danielson, Alfredson, & Forsgren, 2007). At the site of injured tissue, a complex mix 
of inflammatory mediators and other cellular substances from the autonomic, sensory, 
and excitatory neuronal pathways are present and active in the inflammatory process 
(Dakin et al., 2017; Dean, Gwilym, & Carr, 2013; Gaida et al., 2012; Schubert, Weidler, 
Lerch, Hofstadter, & Straub, 2005; Tracey, 2002, 2007).  
 
More recent research comparing painful human tendinopathy with healthy controls 
suggests there is a significant change in the location and presence of autonomic, 




al., 2014; Dean, Franklin, et al., 2013). For example, in painful, tendinopathic Achilles 
tendons, a reduction of noradrenaline in vascular nerve fibers has been noted whereas 
increases in acetylcholine are also observed (Ackermann et al., 2014; Danielson, Alfredson, 
& Forsgren, 2007; Lian et al. 2006). Some of these inflammatory mediators released by the 
PNS and SNS are also believed to be responsible for activating nociceptors at the site of 
injury and subsequent pain associated with tendinopathy (Dean, Gwilym, et al., 2013; 
Jewson, Lambert, Storr, & Gaida, 2015; Jewson et al., 2017; Millar et al., 2017). However, 
the origin of pain in tendinopathy remains a debated topic with opposing beliefs, missing 
links, and conflicting evidence (Littlewood et al., 2013; Rio et al., 2014).  
 
Despite the inconsistencies in our understanding of tendinopathy pathophysiology, it is 
evident that the ANS plays an active role both centrally and peripherally through its 
neuronal regulation of inflammatory processes that respond to somatic tissue disturbance 
(Ackermann, 2013; Ackermann et al., 2014; Bialosky, Bishop, Price, Robinson, & George, 
2009; Rio et al., 2014; Tracey, 2002, 2007; Bjur, Alfredson, & Forsgren, 2005; Bjur, 
Alfredson, & Forsgren, 2009). Although the specific role of the peripheral ANS in tendon 
inflammation, pain processing, and repair has yet to be definitively determined, the 
presence of ANS activity at the site of injured tissue serves of great interest when 





3.5 The autonomic nervous system and heart rate variability  
Located within the motor division of the peripheral nervous system, the ANS, also known 
as the visceral motor division, is comprised of the parasympathetic, sympathetic, and 
enteric nervous systems. The ANS controls functions beneath conscious control that are 
related to resting and repair of the body (Hamill, Shapiro, & Vizzard, 2012). Additionally, 
the ANS, along with the hypothalamic-pituitary-adrenal (HPA) axis, are two primary 
physiologic systems activated by stress and responsible for maintaining the body’s 
homeostasis (Hamill et al., 2012). Nuclei of the ANS originate in the brainstem, spinal 
cord, and hypothalamus with SNS and PNS pathways targeting peripheral organs 
(Gabella, 2009). Unlike the somatic system which innervates skeletal muscle, projections of 
the ANS extend to cardiac muscle, smooth muscle, and glands. At the target organ, the 
SNS and PNS efferent projections control viscera, vessel, and glands whereas their 
respective afferent projections are involved in pain, sensory, and reflex modulation (R. C. 
Drew & Sinoway, 2012; Thayer et al., 2012; Tracey, 2007). Both systems differ anatomically 
with complementary actions that, together with HPA and other physiologic systems, 
contribute to maintenance and control of the body’s homeostasis during varying stress 
and recovery situations (Hamill et al., 2012; Pavlov & Tracey, 2012; Tracey, 2007).  
 
Many organs in the body are dually innervated with extensions from the PNS and SNS. 
At the heart, the dynamic interplay of the SNS and PNS is illustrated with each heartbeat. 




physiological mechanisms, the ANS maintains a dominant role in control of heart rate, 
conduction velocity, contractility and relaxation (Aubert et al., 2003; R. C. Drew & 
Sinoway, 2012; TaskForce, 1996; Thayer et al., 2012). In the case of heart rate, 
neurotransmitters from the SNS and PNS directly influence the time between heart beats 
with their respective effect on the sinoatrial node (R. C. Drew & Sinoway, 2012).  
 
Parasympathetic outflow to the heart originates in the brain stem and is carried via cranial 
nerve X, vagus nerve, to its terminal destination on a cluster of cells located at the 
sinoatrial node (R. C. Drew & Sinoway, 2012). Here, the PNS releases acetylcholine (ACh) 
which has an inhibitory effect, decreasing cardiac nerve threshold potential and slowing 
heart rate (R. C. Drew & Sinoway, 2012; Makivic et al., 2013). At rest, the heart is 
predominantly controlled by parasympathetic, or vagal, tone (TaskForce, 1996). Unlike 
the PNS, SNS control of HR originates from sympathetic ganglia along the thoracic region 
of the spinal cord. Through a network of pre- and postganglionic sympathetic fibers, the 
sympathetic nerve fibers reach the heart. At the sinoatrial node, the SNS releases 
norepinephrine which, in contrast to ACh, increases excitability of the cardiac nerve cells 
and in turn heart rate. Although the actions of the PNS and SNS neurotransmitters oppose 
one another, the ability of the cardiovascular system to respond to changing internal and 
external stimuli relies upon the beat-to-beat adjustments made possible by the 
complementary interaction of both systems (Aubert et al., 2003; Pumprla et al., 2002; 





For the purposes of the hypothesis supporting this thesis, it is important to emphasize that 
modulations of cardiac function and HRV rely upon a complicated network of 
feedforward and feedback communication between receptors, neuromediators, 
mechanical factors, and other physiological mechanisms located centrally and 
peripherally (Aubert et al., 2003; Fatisson, Oswald, & Lalonde, 2016; Heathers, 2014; 
Pavlov & Tracey, 2012; Shaffer et al., 2014; Tracey, 2002, 2007). As a result of this 
constantly evolving loop of afferent and efferent information, cardiac adjustments via the 
ANS take place frequently and are reflected in HR measures tracked over time. In the case 
of HRV, these cardiac adjustments are reflected in the recording and calculation of 
varying time periods between consecutive R-R intervals.  
 
3.6 Overuse musculoskeletal injury risk factors and the role of 
HRV monitoring   
The basis of monitoring and interpreting HRV relies not only on an understanding of the 
cellular mechanisms of somatic tissue injury and the physiological basis of HRV, but also 
on the recognition of other physiological inputs related to overuse injuries that may 
perturb the ANS and HRV indices. Three recognized factors in the development of 
musculoskeletal overuse injuries are presented here with proposed theories on how HRV 




3.6.1 Prior history of injury 
As the pathophysiology of overuse injuries is poorly understood, risk factor analysis is 
difficult, multifaceted, and often inconclusive. There have been a number of studies 
performing risk factor analysis for musculoskeletal overuse injuries, and yet only a few 
factors have been consistently identified as having a relationship to injury development 
(Dias Lopes, Hespanhol Junior, Yeung, & Pena Costa, 2012; Freckleton & Pizzari, 2013; 
Saragiotto et al., 2014; Whittaker, Small, Maffey, & Emery, 2015). A systematic review 
investigated the main risk factors for all running-related injuries across a variety of 
experience levels (Saragiotto et al., 2014). Although numerous risk factors were proposed 
in the included studies, a prior injury in the last twelve months was the single main risk 
factor identified. This pattern is also observed when analyzing risk factors for 
development of overuse injuries in other sport disciplines such as running (Saragiotto et 
al., 2014; Wright, Taylor, Ford, Siska, & Smoliga, 2015) and professional soccer (McCall et 
al., 2014). In the case of hamstring strains, another systematic review with meta-analysis 
identified only three risk factors associated with this debilitating overuse injury 
(Freckleton & Pizzari, 2013). Of the three risk factors extracted, a previous hamstring 
injury was the only risk factor that has been consistently corroborated by earlier 
systematic reviews (Freckleton & Pizzari, 2013). Prior history of injury appears to have a 
significant influence on overuse injury risk in athletes and yet our current measures of 





A prior history of injury is classified as a non-modifiable risk factor; however, there is 
room for debate when this is considered from a physiological perspective. An athlete with 
a risk factor of a prior overuse injury can represent several potential physiological 
scenarios for the tissue at risk. For instance, it is reasonable to hypothesize that if an 
athlete with history of a hamstring strain re-injures this muscle during training, the tissue 
was not ready to accept an otherwise acceptable amount of mechanical loading. 
Analogous to other overuse injuries, failure of the hamstring to achieve full physiologic 
healing and respond positively to accumulating load can be impaired by a myriad of 
factors such as abnormal blood supply (Magnusson et al., 2010), muscle fatigue 
(Magnusson et al., 2010; Warden et al., 2014), and improper timing of mechanical 
unloading and loading (Cook & Docking, 2015; Cook & Purdam, 2014; Reinking, 2012; 
Warden et al., 2014). Understanding how these factors influence tissue healing is beyond 
the scope of this thesis and is unnecessary to appreciate that the ANS is actively involved 
in the mechanisms responsible for somatic tissue healing.  
 
The ANS is one of the primary systems in the body activated to respond to injury and 
illness, whose products influence blood supply, transport of metabolic substances, and 
release of neuromediators involved in mechanotransduction (Ackermann et al., 2014; 
Marvar & Harrison, 2012; Tracey, 2002, 2007). Therefore, if developing somatic tissue 
damage, or actively healing tissue, is driving a need for an increased ANS response via 




activity may be reflected in HRV indices (Figure 3.2). HRV has the potential to produce a 
more authentic picture of the physiological state of healing tissues and their readiness to 
accept mechanical load. Similar to how HRV has been used to successfully design training 
programs to maximize performance and avoid excessive fatigue or OTS (Bisschoff, 
Coetzee, & Esco, 2016; Kiviniemi, Hautala, Kinnunen, & Tulppo, 2007; Kiviniemi et al., 
2010; Koenig et al., 2014; Ornelas et al., 2017) information gained from HRV indices may 
guide rehabilitation and return to sport progressions, in order to protect and enhance the 
recovery of injured tissues. This hypothesized scenario would improve accuracy of 
‘reloading’ as a part of rehabilitation, which may allow clinicians and coaches to modify 
the negative impact of a prior injury risk factor on an athlete’s return to sport play or 
training.  
3.6.2 Fatigue 
For elite and recreational athletes alike, successful training involves a delicate balance 
between OT and adequate recovery (Bourdon et al., 2017; Meeusen et al., 2013; Plews et 
al., 2012; Purvis, Gonsalves, & Deuster, 2010; Soligard et al., 2016). OT, the process of 
overloading an athlete, is a necessary component of effective training and when paired 
with appropriate recovery, positive performance can be achieved (Meeusen et al., 2013; 
Soligard et al., 2016). Outcomes of OT are dependent upon each athlete’s physiological 
and psychological adaptation to the training stimulus and recovery period. As many 
factors contribute to an athlete’s response to training, not all OT produces beneficial 




overreaching, experiences acute fatigue and brief periods of performance decrement and 
yet following adequate recovery, enhanced athletic performance can be attained (Meeusen 
et al., 2013; Stanley, Peake, & Buchheit, 2013). In contrast, OT without sufficient recovery, 
known as non-functional overreaching (NFOR), results in prolonged abnormal training 
adaptations accompanied by psychological and / or neuroendocrinological symptoms 
requiring weeks to months of extended recovery (Meeusen et al., 2013; Wyatt, Donaldson, 
& Brown, 2013).  
 
Previous studies have found that athletes in NFOR may demonstrate signs of ANS 
distress (Baumert et al., 2006; Le Meur, Hausswirth, et al., 2013; Le Meur, Pichon, et al., 
2013; Meeusen et al., 2013; Plews et al., 2012) including chronic physical and psychological 
fatigue, frequent infections, loss of motivation, tachycardia, depression, disturbed sleep, 
and hormonal changes associated with performance reduction (Baumert et al., 2006; Bell 
& Ingle, 2013; Hausswirth et al., 2014; Meeusen et al., 2013; Purvis et al., 2010; Wyatt et al., 
2013). Furthermore, at the level of ANS control of cardiac functions, athletes in NFOR 
demonstrate patterns of abnormal sympathovagal balance (Baumert et al., 2006; Le Meur, 
Hausswirth, et al., 2013; Le Meur, Pichon, et al., 2013). Continued signs and symptoms of 
NFOR over several weeks to months, despite decreased training load and adequate 
recovery time, is consistent with a diagnosis of OTS (Meeusen et al., 2013).   
 




cytokines and high-sensitivity C-reactive protein, are central and peripheral nervous 
system products reflecting the balance between load-induced microtrauma, a normal 
consequence of exercise, and the tissue remodeling process (Bell & Ingle, 2013; Tracey, 
2002, 2007). Excessive fatigue in an overreached athlete is an expression of ANS overload 
in which the body is in a continual state of stress and repair (Purvis et al., 2010). A 
complex symptom involving both the central and peripheral nervous system, fatigue is 
influenced by a number of intrinsic and extrinsic factors. These factors include, but are not 
limited to, an athlete’s training adaptation and non-training stressors, environmental 
conditions, type of training stimulus, training load, type of muscle, and type of muscle 
contraction (Halson, 2014; Purvis et al., 2010). Fatigue and its physiological consequences 
can extend beyond OTS and is recognized as a contributing risk factor in common overuse 
injuries such as hamstring strains and bone stress injuries (Small et al., 2010; Warden et al., 
2014). Fatigue has also been shown to negatively affect muscular (Small et al., 2010; 
Warden et al., 2014) and sport performance (Bell & Ingle, 2013; Hausswirth et al., 2014; 
Meeusen et al., 2013; Purvis et al., 2010). Coaches are rightly concerned about fatigue and 
consider it a significant risk factor for non-contact injury development (McCall et al., 
2014). Despite this perception, our current system of pre-participation screening does not 





3.6.3 Training load   
As explained earlier, mechanotransduction is an important physiological process involved 
in tendon injury and repair (Khan & Scott, 2009; Magnusson et al., 2010; Nourissat et al., 
2015). Tendons require mechanical loading and unloading for normal adaptation and 
growth (Magnusson et al., 2010; Nourissat et al., 2015). The challenge, however, is 
prescribing the appropriate amount of progressive loading and unloading that promotes 
healthy, and not pathological, changes in the tendon. Recognizing the imperative role of 
loading in overuse injury development, monitoring training load and its relationship to 
overuse injury development has been a research area of great interest for decades (Cook & 
Purdam, 2009; M. K. Drew & Finch, 2016; Gabbett, 2016; Halson, 2014; Kibler, Chandler, & 
Stracener, 1992). More recently, with advancements in monitoring technology, 
investigations of the relationship between training load and overuse injury development 
have produced promising results (M. K. Drew & Finch, 2016; Gabbett, 2016; Hulin, 
Gabbett, Caputi, Lawson, & Sampson, 2016; Hulin, Gabbett, Lawson, Caputi, & Sampson, 
2016).  
 
A complete picture of an athlete’s training load should include measures of both external 
and internal stressors (Halson, 2014; Soligard et al., 2016) (Figure 3.3). External training 
load is defined as, “any external stimulus applied to the athlete that is measured independently of 
their internal characteristics”, such as distance covered in a soccer match or pitches thrown 




“physiological and psychological responses in each individual, following interaction with, and 
variation in several other biological and environmental factors” (Soligard et al., 2016, p. 1032).  
 
Recent advancements in external training load monitoring and modeling techniques have 
revealed consistent patterns that illustrate the tenuous balance between training load and 
injury risk (Gabbett, 2016; Hulin, Gabbett, Caputi, et al., 2016). Through investigation of 
an athlete’s acute to chronic-workload ratio, researchers are discovering the harmful 
effects of acute spikes in training loads as well as the protective effect of chronic external 
loading on an athlete’s risk for injury (Gabbett, 2016). However, this training load 
monitoring method and its ability to predict or prevent injuries is not without its 
limitations (Cardinale & Varley, 2016; Lolli et al., 2017). Experts agree that a model 
focused on external load monitoring without consideration of the internal physiological 
and psychological responses to sources of “load” (e.g. training and non-sport stressors 
such as perception of training effort, academic demands, psychosocial stressors) lacks the 
comprehensive approach needed for successful load management and injury risk 
reduction (Bourdon et al., 2017; Mujika, 2016; Soligard et al., 2016). As depicted in Figure 
3.2, and discussed previously (see section 2.1.3), “loading” of the body, or tendon, does 
not occur in isolation from other stressors that influence its ability to adapt to demands 
from external stimuli. Common factors that contribute to the overall loading or stress on 
the system include elements such as international travel, sleep quality, nutrition, and an 




single measure to quantify the interactions of numerous variables on an athlete’s 
adaptation to load, monitoring internal training load is needed to inform the current 
models of loading and its relationship with overuse injury risk (Bourdon et al., 2017; 
Soligard et al., 2016; Timpka et al., 2014).  
 
 
Figure 3.3. Examples of common tools used in athletic monitoring to help quantify internal and 
external training loads (adapted from Soligard et al. (2016) and Bourdon et al. (2017))  
 
There are numerous options for monitoring and quantifying an athlete’s internal load 




methods available for HR monitoring, each measure of internal load has its advantages 
and disadvantages. However, with an appreciation of the role that ANS holds in tissue 
injury and repair, HRV may be suggested as a primary marker of internal load to quantify 
how the ANS is responding to sport and non-sport stressors. Additionally, since HRV can 
be measured non-invasively and quickly (< 60 seconds) (Esco & Flatt, 2014), it is an index 
with minimal resource burden and high potential to inform training load management 
methods for improved sport performance outcomes, and possibly decreased injury risk. 
Recent investigations using HRV as an internal load measure are demonstrating large 
associations between changes in HRV and external training load (Flatt, Esco, et al., 2017; 
Ornelas et al., 2017; Saboul et al., 2015); HRV may provide a sensitive and accurate 
reflection of the body’s physiological response to load, and therefore an important 
measure to study in association with overuse injury development.    
 
3.7 Conclusion and potential implications 
The primary purpose of this chapter was to establish a theoretical framework and 
working hypothesis to support the thesis. A synthesis of the literature on HRV monitoring 
in sport and pathophysiology of overuse injuries supported the potential role of 
monitoring ANS homeostasis via HRV to aid in detection of physiological signs and 
symptoms leading up to an overuse injury, and rehabilitation of injured tissues. Exploring 




development could elucidate whether somatic tissue distress and healing can be 
monitored at the level of ANS cardiac control.  
 
Considering the complex interactions of external and internal factors involved in overuse 
injury development, current injury prediction models, such as the Functional Movement 
Screen™, focus heavily on biomechanical faults with minimal attention dedicated to the 
influence of ANS homeostasis (Teyhen et al., 2014; Wright, Dischiavi, Smoliga, Taylor, & 
Hegedus, 2017; Wright et al., 2016). As abnormal HRV patterns have been observed in 
athletes who respond adversely to training load (Baumert et al., 2006; Kiviniemi et al., 
2014; Le Meur, Pichon, et al., 2013; Plews et al., 2012; Schmitt et al., 2013), it is 
hypothesized that athletes with accumulating somatic tissue damage will demonstrate 
HRV modulations at rest reflecting decreased parasympathetic activity. Relative to each 
athlete’s baseline HRV measurements, imbalances in PNS and SNS activity may indicate 
an athlete is in a state of ongoing repair and recovery versus an athlete who is adapting 
positively to training load. In the case of an athlete re-entering training with an overuse 
injury, HRV monitoring has the potential to reveal the influence of external stimuli such 
as fatigue, nutrition, and stress on the recovery and protection of damaged somatic tissue. 
If as clinicians and researchers we seek to better understand how and why the body 
sometimes responds negatively to exercise, we need a deeper understanding of the impact 
of ANS homeostasis, a primary driver of recovery and repair, on the body’s readiness to 





The literature review performed for this chapter stimulated development of the 
hypothesis and led to the following observations that guided the next steps of the thesis. 
First, a commonly reported limitation of previous HRV investigations was the lack of 
consistent study protocols that adequately addressed the influence of confounding factors 
and protected the consistency of HRV results. This finding indicated the need to conduct a 
reliability study (Chapter 5) to ensure optimal data collection and processing procedures 
were applied in the cohort study (Chapter 6). Second, although numerous studies 
investigated HRV and sport-related outcomes, it remained unknown whether the 
relationship between changes in HRV and development of an overuse injury had been 
explored. The systematic review in the subsequent chapter (Chapter 4) answered this 







4 THE RELATIONSHIP BETWEEN HEART RATE VARIABILITY 
AND MUSCULOSKELETAL INJURY: A SYSTEMATIC REVIEW 
4.1 Introduction 
The previous chapters established critical questions that were instrumental to the design 
of the subsequent research projects (Chapters 5, 6, and 7) for this thesis. Chapters 2 and 3 
presented several important findings that are worth highlighting. First, the relationship 
between external loading (e.g. acute to chronic-workload ratio) and injury risk has become 
one of great interest in musculoskeletal overuse injury research over the past several years 
(Bourdon et al., 2017; M. K. Drew & Finch, 2016; Gabbett, Whyte, Hartwig, Wescombe, & 
Naughton, 2014). While monitoring external load for injury prevention has promising 
implications, it cannot account for the influence of internal loading, such as the body’s 
physiological response to exercise, or an athlete’s subjective wellbeing, on injury risk 
(Ivarsson et al., 2017; Soligard et al., 2016).  
 
Second, heart rate variability (HRV) assessment is one possible measure of internal load 
that can represent the body’s physiological stress-recovery balance. HRV is a non-invasive 
measurement and is the result of the integration of numerous mechanisms regulating 
heart rate (TaskForce, 1996). HRV is used as a surrogate indicator of autonomic nervous 
system (ANS) function. When monitored and analyzed over time, HRV can quantify how 




al., 2013), including exercise and sport training (Bellenger et al., 2016). In sport science, 
frequent HRV monitoring in athletes has revealed patterns of change reflecting an 
athlete’s negative (Thorpe et al., 2015) and positive (Plews et al., 2014) adaptations to 
training.  
 
Third, while the literature review (Chapter 3) produced a synthesis of information on 
athletes’ HRV changes in response to training or sport performance, it remains unclear 
whether studies have explored the effect of early physiological signs associated with 
developing musculoskeletal injury on HRV measures. The most relevant systematic 
reviews on HRV appear to confirm this research gap as they have focused on changes in 
HRV in response to adaptations to sport training (Bellenger et al., 2016; Koenig et al., 
2014), and to chronic pain conditions (Tracy et al., 2016), but not on the response of HRV 
leading up to musculoskeletal injury. For example, Bellenger et al. (2016) explored 
changes in HRV associated with performance-based adaptations to training. Only vagal-
related HRV measures (RMSSD, SD1, and HF; see Table 4.1 for HRV abbreviations) were 
considered, which fails to provide a complete picture of HRV response to external stimuli 
(Bellenger et al., 2016). Additionally, this systematic review focused on HRV in athletes 
with documented changes in sport performance. Given this inclusion criteria, Bellenger et 
al. (2016) did not consider HRV in situations where an athlete’s sport performance 
remained unchanged or not measured, but the athlete may have been experiencing pain 




review offered a comprehensive investigation of HRV changes in response to chronic pain 
conditions, including chronic musculoskeletal pain (Tracy et al., 2016). However, HRV 
patterns observed in participants with chronic pain conditions, where central-sensitization 
of pain is known to occur (Bruehl & Chung, 2004), may differ from those observed in 
participants with overuse injuries. 
  Table 4.1. Heart rate variability abbreviations  
 
As hypothesized in the previous chapter (Chapter 3), monitoring HRV leading up to the 
onset of musculoskeletal overuse injuries may provide a method to help quantify the 
association between ANS and overuse injury risk or, at the very least, provide an effective 
measure of internal load. To date, no systematic review has investigated the association of 
HRV and musculoskeletal overuse injury and pain. Therefore, this chapter presents the 
results of a systematic review that aimed to comprehensively evaluate studies that 
investigated the relationship between changes in HRV and musculoskeletal overuse 
injury.   
 
Parameter, 
abbreviation Units Description 
SDNN ms  Standard deviation of all R-R intervals 
RMSSD ms Root mean square of successive differences 
SD1, SD2 ms Standard deviations of the Poincaré plot 
LF ms2 Absolute power in the low frequency range (0.04 – 0.15 Hz) 
HF ms2 Absolute power in the high frequency range (0.15 – 0.40 Hz) 




4.2 Methods  
This systematic review was carried out in accordance with the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses (PRISMA) 2009 guidelines (Moher, Liberati, 
Tetzlaff, Altman, & Group, 2009). The review protocol was prospectively registered 
(CRD42016046804) with PROSPERO and can be accessed at: 
https://www.crd.york.ac.uk/PROSPERO/display_record.asp?ID=CRD42016046804.  
4.2.1 Search strategy   
A systematic literature search was performed on the following databases from 01 January 
1996 to 08 October 2016: Cumulative Index to Nursing and Allied Health (CINAHL), 
SPORTDiscus, Web of Science, Ovid (MEDLINE), Embase, Scopus, and Google Scholar. 
Google Scholar was used in this review in an effort to include grey literature in the results. 
This time frame was chosen since the first guidelines on standardization of HRV 
measurement, interpretation, and use were published on March 1, 1996 (TaskForce, 1996). 
Where possible, the search results were restricted to the English language and human 
participants only. Keywords, MeSH and subject headings were used when appropriate; an 
example full electronic search strategy can be found in Table 4.2. The search was 
completed by two independent reviewers (Angela Spontelli Gisselman, ASG and Kesava 
Sampath, KS) and the results were downloaded into EndNote X8 (Thompson Reuters, 
California, USA). Duplicates were removed and titles and abstracts of remaining studies 




provisionally included. Full-texts were then screened against eligibility criteria and in 
cases when a consensus was not reached, a third reviewer (Steve Tumilty, ST) was 
consulted.  
Table 4.2. Example search strategy used in Embase via OVID interface (searched on October 08, 
2016).  
1. exp autonomic nervous system/ or exp parasympathetic nervous system/ or exp 
sympathetic nervous system/  
2. exp Heart Rate/  
3. heart rate variability.mp.  
4. HR variability.mp.  
5. 1 or 2 or 3 or 4  
6. exp Athletic Injuries/ or musculoskeletal injury.mp.  
7. overuse injury.mp. or exp Cumulative Trauma Disorders/  
8. exp musculoskeletal pain/  
9. exp myalgia/ or exp tendinopathy/ 
10. 6 or 7 or 8 or 9 
11. 5 and 10  
12. limit 11 to (english language and full text and humans) 
 
4.2.2 Selection criteria 
Randomized and non-randomized clinical trials and cohort studies investigating HRV in 
the presence of musculoskeletal pain or injury were considered for inclusion. Study 
participants were required to have reported overuse musculoskeletal injury. Given the 
continued debate and difficulty surrounding overuse injury definition and 
pathophysiology (Clarsen et al., 2013), studies investigating HRV and acute (less than 
three months duration) musculoskeletal injury were also considered. Studies that 
included data from peripheral surrogates of autonomic nervous function, such as skin 




with HRV, were excluded. No limits were placed on the age or sex of participants in 
included studies however, studies investigating chronic musculoskeletal pain (i.e. pain 
duration greater than three months duration) or widespread chronic pain syndromes (e.g.: 
fibromyalgia) were excluded. A full list of the inclusion and exclusion criteria can be 
viewed in Table 4.3.  
Table 4.3. Systematic review inclusion and exclusion criteria  
INCLUSION CRITERIA: 
1. Studies which measure acute (<3 months duration) musculoskeletal pain or injury.  
2. Studies which measure overuse musculoskeletal pain or injury (ie: tendinopathy) 
3. Studies which monitor resting heart rate variability.  
4. Studies which are published in the English language. 
EXCLUSION CRITERIA: 
1. Studies which are case studies, case series, editorials, reviews or surveys.  
2. Studies which do not report resting HRV indices of interest (see primary HRV 
measures listed in Data Extraction, section 4.2.4).   
3. Studies which experimentally induce musculoskeletal pain.  
4. Studies which investigate chronic (>3 months duration) musculoskeletal pain or 
chronic widespread pain syndromes (i.e.: Fibromyalgia)  
5. Studies which do not investigate the relationship between musculoskeletal pain or 
injury and changes in resting, HRV indices. 
6. Animal studies. 
 
4.2.3 Quality assessment 
The risk of bias of individual studies was assessed with the Downs and Black’s checklist 
(D&B) (Downs & Black, 1998) for non-randomized controlled trials. The original D&B is 
comprised of 27 questions however, since the primary aim of this systematic review was 
to investigate HRV response in the presence of overuse injury or pain, and not the 




Modeling previous studies (Filbay, Culvenor, Ackerman, Russell, & Crossley, 2015; Pas et 
al., 2015), a modified D&B was utilized to appropriately reflect the primary outcomes of 
this review. Six items (questions 4, 8, 14, 19, 23, and 24) intended to assess the 
“intervention of interest” were excluded from the original D&B. Additionally, question 27 
was changed to a binary scale where “no” (awarded zero points) was scored if no sample 
size calculation was provided or, if the calculation was found insufficient to detect 
clinically important effect in primary outcome(s); and “yes” (awarded one point) was 
scored if the sample size was calculated and was sufficient to detect a clinically important 
effect where the probability value for a difference being due to chance was < 5% (Filbay et 
al., 2015; Pas et al., 2015). With the modified D&B for this review, studies could achieve a 
maximum score of 21, indicating high methodological quality. The following cut-off 
points were calculated to categorize studies by quality: “excellent” (18 – 21), “good” (14 – 
17), “fair” (11 – 13), and “poor” (<11). Two reviewers (ASG and KS) independently scored 
included studies; a third reviewer (ST) was consulted if a consensus was not met. The 
methodological quality of included studies was aggregated and synthesized.  
4.2.4 Data extraction 
Data extraction was performed by the lead investigator (ASG) and verified by a second 
reviewer (James Smoliga, JS). Data extraction included the following: participant 
demographics; condition of HRV collection procedures (time of day, duration of 
recording, number of HRV recordings, patient position, breathing condition); outcome 




indices (means, standard deviations). Primary HRV outcome measures included the 
following indices: time domain (RMSSD, SDNN), frequency domain (HF, LF and HF/LF) 
and nonlinear (sd1, sd2) analyses (Table 4.1). When a study listed additional indices, these 
were also assessed and aggregated. However, given the scrutiny surrounding the 
physiological basis of very low frequency (VLF), this HRV index was not included in the 
analysis (Heathers, 2014; TaskForce, 1996).  
4.2.5 Statistical analysis 
As data allowed, the standardized mean difference in the primary HRV indices before and 
after the onset of musculoskeletal pain and / or before and after treatment for 
musculoskeletal pain or injury were calculated for quantitative analysis. If statistical 
heterogeneity was low to moderate (I2 <50%) (Higgins, Thompson, Deeks, & Altman, 
2003), extracted data were pooled and meta-analysis performed. If not, a descriptive 
synthesis was performed on all data. When possible, subgroup analyses were carried out 
on different breathing conditions, participant training status, participant position during 





4.3 Results  
4.3.1 Literature search 
A flow diagram of the results of the study selection process can be seen in Figure 4.1. The 
final search yielded 911 references and following duplicate removal, 717 remained. 









Full-texts were retrieved to assess the eligibility of the remaining 38 studies. Two articles, 
an observational cohort (Grimm et al., 2005) and a pre- post- single cohort design 
(Chuang, Chung, Shu, & Chen, 2007), were included in this review. Both studies 
examined HRV in participants with acute musculoskeletal pain and injury. No other 
studies were identified investigating the association of changes in HRV and 
musculoskeletal overuse injury. Given the lack of eligible studies for the review, and the 
observed heterogeneity of the two included studies, pooling of data for meta-analysis and 
sub-group analyses was not performed and therefore a descriptive synthesis is presented.    
4.3.2 Reasons for exclusion 
Of the 38 full-texts that were retrieved for review, 36 were excluded from synthesis due to: 
investigating HRV in participants with chronic pain (n= 15) (Buttagat, Eungpinichpong, 
Chatchawan, & Kharmwan, 2011; Castro-Sánchez et al., 2011; Chalaye, Lafrenaye, 
Goffaux, & Marchand, 2014; Figueroa, Kingsley, McMillan, & Panton, 2008; Generaal et 
al., 2016; Ha et al., 2008; Hallman, Ekman, & Lyskov, 2014; Hallman, Lindberg, Arnetz, & 
Lyskov, 2011; Hallman & Lyskov, 2012; Hallman, Olsson, von Schéele, Melin, & Lyskov, 
2011; Hassett et al., 2007; Kalezic, Åsell, Kerschbaumer, & Lyskov, 2007; Laskar & Harada, 
1999; Mostoufi, Afari, Ahumada, Reis, & Wetherell, 2012; Shiro, Arai, Matsubara, Isogai, & 
Ushida, 2012), inducing experimental musculoskeletal pain (n = 2) (Bendixen, Terkelsen, 
Baad-Hansen, Cairns, & Svensson, 2012; De Kooning et al., 2015), assessing surgery-
related musculoskeletal pain (n = 1) (Nielsen et al., 2015), not including a measure of 




Barnekow-Bergkvist, Nakata, & Lyskov, 2005; Kristiansen et al., 2011; Olivier et al., 2007), 
not assessing cardiovascular autonomic activity with HRV (n = 4) (Chen, Nackley, Miller, 
Diatchenko, & Maixner, 2013; Davydov & Perlo, 2015; Dursun et al., 2015; Fazalbhoy, 
Birznieks, & Macefield, 2014), being a literature review (n = 2) (Benoliel et al., 2011; 
Fontenele & Félix, 2009), irrelevant study aims (n = 3) (Danielson, Alfredson, & Forsgren, 
2007; Danielson, Andersson, Alfredson, & Forsgren, 2008; Janssens et al., 2016) , 
insufficient reporting (n =1) (Macefield & Henderson, 2015), and inability to retrieve full 
text (n = 3) (Furlan et al., 2005; Rollo & Tracey, 2016; Zhang et al., 2014).  
4.3.3 Quality assessment  
Results from the modified D&B assessment of the two included studies can be found in 
Table 4.4. In comparison to Chuang et al.’s (2007) quality rating of “good”, Grimm et al. 
(2005) received a quality rating of “poor”, scoring less than 50% of the total possible 
methodological checklist items. Grimm et al.’s (2005) primary shortcoming was a failure 
to report the source population for the participants, resulting in zero points awarded for 
questions assessing external validity. The quality appraisal also revealed that although 
each study attempted to control for confounding factors with varied approaches, neither 
study openly acknowledged or described how these factors influenced HRV, which 




Table 4.4. Quality assessment grading of individual studies using modified Downs & Black tool 
Study Modified Downs & Black Questions  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 Total 
Chuang et 
al. (2007) 
1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 U0 0 1 0 16 
Grimm et 
al. (2005) 
1 1 1 0 1 1 1 0 0 U0 0 0 1 NA 1 1 U0 U0 0 1 0 10  
Note. U0 = unable to determine, zero score awarded; NA = not applicable.  
Non-applicable questions were omitted from original D&B tool; see text for details. Below are the questions used in the modified D&B tool for this review.   
1. Is the hypothesis/aim/objective of the study clearly described? 
2. Are the main outcomes to be measured clearly described in the Introduction of Methods sections? 
3. Are the characteristics of the patients included in the study clearly described? 
4. Are the distributions of principle confounders in each group of subjects to be compared clearly described? 
5. Are the main findings of the study clearly described? 
6. Does the study provide estimates of the random variability in the data for main outcomes?  
7. Have the characteristics of patients lost to follow-up been described?  
8. Have actual probability values been reported for the main outcomes except where the probability value is less than 0.001? 
9. Were the subjects asked to participate in the study representative of the entire population form which they were recruited? 
10. Were those subjects who were prepared to participate representative of the entire population from which they were recruited?  
11. Were the staff, places and facilities where the patients were treated, representative of the treatment the majority of patients receive?  
12. Was an attempt made to blind those measuring the main outcomes of the intervention? 
13. If any of the results of the study were based on “data dredging”, was this made clear? 
14. In trials and cohort studies, do the analyses adjust for different lengths of follow-up of patients, or in case-control studies, is the time period between the intervention and 
outcomes the same for cases and controls?  
15. Were the statistical tests used to assess the main outcomes appropriate? 
16. Were the main outcome measure used accurate (valid and reliable)? 
17. Were the patients in different interventions groups (trial and cohort studies) ow ere the cases and controls (case-control studies) recruited from the same population? 
18. Were study subjects in different intervention groups (trial and cohort studies) or were the cases and controls (Case-control studies) recruited over the same period of time?  
19. Was there adequate adjustments for confounders in the analyses from which main findings were drawn? 
20. Were losses of patients to follow-up taken into account?  




4.3.4 Participant characteristics  
Extracted participant data are shown in Table 4.5. The included studies reported on a total 
of 43 participants who had HRV measured and analyzed in the presence of acute 
musculoskeletal injury and pain. Six of the 43 participants were from an age- and sex-
matched healthy control group used in the observational cohort study (Grimm et al., 
2005). A mixed sex cohort was used for both included studies, with an overall greater 
proportion of male participants being studied. Neither of the included studies measured 
HRV in the presence of overuse musculoskeletal injury. Acute musculoskeletal injury was 
diagnosed by a medical professional and participants’ reported pain was monitored with 
the Visual Analogue Scale in both studies. Detailed diagnostic criteria of the reported 
musculoskeletal injuries, such as mechanism of injury, was not described in either study, 
although Grimm et al. (2005) did list the general area where the injury occurred (e.g. low 
back, right knee). Grimm et al. (2005) also provided evidence that the participant’s 
reported injury was acute in nature, with included participants having reported onset of 
symptoms between one and six days prior to study enrollment. In contrast, Chuang et al. 
(2007) failed to report the location of musculoskeletal injury and duration of reported 
musculoskeletal symptoms. Rather, eligible participants were described as those who had 





Table 4.5. Characteristics of included participants  
 
Note. M = male; F = female; ANS = autonomic nervous system; NA = not applicable  
 
Study n  Age, years 
(mean ± SD) 
Inclusion criteria Duration of 
symptoms 
Exclusion criteria 




35.5 ± 10.5 Acute 
musculoskeletal 
pain diagnosed by 
physician 
Not reported Any disease that would affect heart rate; participants 
undergoing treatment for psychiatric or psychological 
disorder; participants taking medications for any known 
disease; participants who had consumed coffee or alcohol 
the day prior to data collection 




25 ± 3.2 Acute 
musculoskeletal 
injury to the low 
back or one 
extremity. 
Low back pain (3); 
shoulder pain (1); 




= 3 days ± 1.5 
days 
Heart disease, hypertension, kidney function abnormalities, 
diabetes mellitus, obesity, current cigarette smoking, taking 
medications that would affect the ANS or cardiovascular 
systems 





26 ± 2.5 Matched controls NA Heart disease, hypertension, kidney function abnormalities, 
diabetes mellitus, obesity, current cigarette smoking, taking 





4.3.5 Heart rate variability data collection methods 
The methods of HRV data collection differed somewhat between the two studies (Table 
4.6). Although the length of heart rate data recording used for HRV analysis was 
equivalent in both studies, the stabilization periods used prior to data collection varied 
significantly in length. Grimm et al. (2005) used a 30-minute stabilization period, whereas 
Chuang et al. (2007) had participants rest for three to five minutes. Grimm et al. (2005) 
reported using a 250 Hz sampling rate; Chuang et al. (2007) did not provide a sampling 
rate. Participants were positioned prone during data collection in one study (Grimm et al., 
2005); Chuang et al. (2007) did not clarify patient position, although the authors’ 
terminology of “lying” suggests the supine position. Heart rate data collection occurred in 
temperature-controlled rooms for all participants in the included studies. Additional 
standardization of data collection protocols was performed by Grimm et al. (2005) with 
use of consistent data collection periods (between 2:00 and 4:00 PM). Respiratory rate was 
neither measured nor controlled for in either study. 
4.3.6 Heart rate variability data processing 
Chuang et al. (2007) did not provide details on HRV data cleaning and processing. Grimm 
et al. (2005) stated that ECG signals were visually inspected for artifacts however, the 
percentage of artifacts discovered and the method by which artifacts were corrected was 




Table 4.6. Heart rate variability data collection methods 
Note. ECG = electrocardiogram; QRS complex = the series of deflections in an electrocardiogram that represent electrical activity generated by 
ventricular depolarization prior to contraction of the ventricles
Study Recording 




















ECG 3 – 5 mins 5 mins Not 
reported 






Participants instructed not to 
speak or move during recording; 
data collection occurred in 
temperature-controlled (25° C), 
private room; participants 
refrained from consuming coffee 





ECG 30 mins 5 mins 2:00 – 4:00 
pm 













Participants instructed to “rest 
quietly”; data collection occurred 
in a temperature-controlled 
(specific temperature not 
provided), private room; 
participants refrained from 
consuming coffee and/or alcohol 
on day of data collection; data 
collection occurred 2 hours 
following food consumption; 
control group refrained from 





4.3.7 Heart rate variability measures 
All HRV measures included in this review were analyzed in accordance with the Task 
Force of European Society of Cardiology and the North American Society of Pacing and 
Electrophysiology HRV guidelines (TaskForce, 1996). Included studies reported time 
(SDNN, ASD, SDA, RMSSD, PNN50) and frequency (VLF, LF, HF, LF/HF ratio) domain 
indices as the primary HRV measures. Two time domain analyses used by Chuang et al. 
(2007), ASD (average standard deviation for one minute period) and SDA (standard 
deviation of averaged one minute period), are unusual measures that are not 
acknowledged nor defined in the International HRV Task Force Guidelines (TaskForce, 
1996). For this reason, ASD and SDA were excluded from the review and qualitative 
synthesis. Nonlinear analyses were not investigated in the included studies.  
4.3.8 Time domain measures and acute musculoskeletal pain and injury  
Quantitative analysis of HRV measures in the presence of acute musculoskeletal pain and 
injury between the two included studies could not be performed due to different study 
designs – one with an intervention but no control group; the other with a control group, 
but no intervention. Rather, a descriptive synthesis of the findings from each study was 
performed. A summary of HRV changes associated with acute musculoskeletal injury and 
pain is presented in Table 4.7.  
 




with acute musculoskeletal injury. Following physical therapy treatment and reported 
pain reduction, there was a statistically significant increase in all time domain measures 
compared to pre-treatment levels. A specific description of the physical therapy treatment 
was not provided however, authors stated that the following modalities could have been 
used as a part of the treatment: hot pack, transcutaneous electrical nerve stimulation, 
ultrasound, and traction. A consistent pattern was observed in Grimm et al. (2005) where 
injury-free participants had greater variability, measured by SDNN, in comparison to 
participants with acute musculoskeletal injury. SDNN was the only time domain measure 
investigated in this study. Together, these results suggested that in the presence of acute 
musculoskeletal injury, there is a reduction in time domain HRV measures.  
4.3.9 Frequency domain measures and acute musculoskeletal pain and 
injury 
HF and LF was monitored in both studies included in this review. Chuang et al. (2007) 
calculated frequency measures as absolute units whereas Grimm et al. (2005) calculated 
normalized units (percentage) of frequency measures. Due to the different units of 
frequency measurement used, the qualitative synthesis presented here must be considered 
with caution. HF, absolute and normalized units, was reduced in participants with acute 
musculoskeletal pain and injury in the included studies. This reduction was statistically 
significant in Chuang et al. (2007) (p = 0.007) but did not reach statistical significance in 




and this is an expected pattern given that RMSSD is strongly correlated with HF and also 
reflects the parasympathetic nervous system activity (TaskForce, 1996).   
 
Conflicting results were reported with LF measures in participants with acute 
musculoskeletal pain and injury. In Chuang et al. (2007), acute musculoskeletal pain and 
injury was associated with reduced LF prior to treatment. A contrasting association was 
observed in Grimm et al. (2005) where increased normalized LF measures were recorded 
in participants with musculoskeletal injury versus healthy controls. Given the reported 
changes in HF and LF in Chuang et al. (2007), there was an observed decrease in the 
LF/HF ratio pre-treatment in participants with musculoskeletal injury. Grimm et al. (2005) 
did not investigate changes in the LF/HF ratio. In contrast to time domain analyses, 
frequency measures did not reflect a consistent pattern of change in the presence of 




Table 4.7. HRV Results: Measured HRV parameters and acute musculoskeletal injury and pain findings  
Note. HRV = heart rate variability; Mean RR interval = Raw duration of R-wave to R-wave intervals, and is the result of all regulatory mechanisms 
on heart rhythm; SDNN = standard deviation of all RR intervals; RMSSD = the square root of the mean of the sum of the squares of differences between 
adjacent RR intervals; PNN50 = the number of interval differences of successive RR intervals greater than 50 ms; LF = absolute power in the low frequency 
range (0.04 – 0.15 Hz); HF = Absolute power in the high frequency range (0.15 – 0.40 Hz); LF/HF = low frequency to high frequency ratio; VLF = absolute 
power in the very low frequency range (0.003-0.04 Hz); LFnu = low frequency expressed in normalized units; HFnu = high frequency expressed in 
normalized units





HRV and acute musculoskeletal pain- and 








one group,                 
pre-post analysis 
Time  Patients with acute musculoskeletal pain 
presented with reduced time domain HRV values 
pre-treatment. Post-treatment, a statistically 
significant increase of all time domain indices 
occurred.  




p = 0.000 
p = 0.002 
p = 0.000 
p = 0.017    
Frequency  LF and HF were reduced in patients with acute 
musculoskeletal pain. A statistically-significant 
increase in HF was seen post-treatment; LF also 
increased, but was not statistically significant.  
LF/HF ratio decreased post-treatment, this was 
not statistically significant. VLF results were not 
reported.   
HF (0.15 – 0.40 Hz) 
LF (0.02 – 0.15 Hz) 
LF/HF 
VLF (0.003 – 0.04 Hz) 
 
p = 0.007 
p = 0.102 





two groups,        
between group analysis  
Time  Patients with acute musculoskeletal pain had 
significantly reduced SDNN compared with 
controls. 
SDNN P < 0.02 
Frequency  No difference in normalized LF and HF between 
patients with acute musculoskeletal pain and 
controls.  
LFnu (0.04 – 0.15 Hz) 





4.4 Discussion  
4.4.1 Main findings 
A systematic search was performed to evaluate changes in HRV associated with 
musculoskeletal overuse injury. This systematic review revealed an absence of literature 
exploring HRV measures leading up to or associated with musculoskeletal overuse injury. 
That said, the two included studies provide some insight into a potential relationship 
between acute musculoskeletal pain and injury and HRV, suggesting that in the presence 
of acute musculoskeletal pain and injury, there is a reduction of overall variability, 
expressed most consistently in the observed changes of time domain measures. These 
results, in combination with the reduction of parasympathetic-mediated HF, suggest that 
participants with acute musculoskeletal pain and injury present with decreased HRV, 
which is perhaps driven by a reduction in overall parasympathetic activity. There was no 
clear pattern observed between LF and musculoskeletal injury and pain. While the 
findings from this review suggest a link between parasympathetic-mediated measures of 
HRV and acute musculoskeletal injury, the contrasting study designs and poor to good 
methodological quality of the included articles require caution when interpreting these 
results. The lack of evidence highlights the need for well-designed prospective studies 
exploring the relationship between HRV and overuse injury. 
 




those from a recent systematic review on HRV and chronic pain conditions (Tracy et al., 
2016). In a meta-analysis comparing controls to participants living with chronic 
musculoskeletal pain, Tracey et al. (2016) found no significant difference in the following 
temporal domain measures: RMSSD and SDNN. However, comparable to the results of 
this review, the authors noted that significant reductions of RMSSD were indeed observed 
in three low-quality studies not included in the meta-analysis. Contrasting the results 
from Chuang et al. (2007), Tracey et al. (2016) found no significant decrease in SDNN, the 
HRV measure thought to reflect overall variability due to parasympathetic and 
sympathetic influences. The noted associations between parasympathetic mediated 
measures (e.g. RMSSD) and acute and chronic musculoskeletal pain and injury contrast 
reported results from a recent review investigating HRV and athletes’ negative 
adaptations to training (Bellenger et al., 2016). However, it is important to note that there 
were only two studies with HRV data included in their findings therefore, these results 
may be limited by small sample size and statistical heterogeneity (Bellenger et al., 2016).  
 
Previously, HF and LF were believed to represent the outflow of the separate branches of 
the ANS – the parasympathetic and sympathetic nervous systems, respectively. Although 
HF is still believed to be strongly associated with activity of the parasympathetic nervous 
system (see Table 3.1), mounting evidence suggests that LF does not accurately reflect the 
sympathetic nervous system (Heathers, 2014; Reyes del Paso, Langewitz, Mulder, van 




represent the sympathetic nervous system in isolation (Billman, 2013; Goldstein, Bentho, 
Park, & Sharabi, 2011; Heathers, 2014; Martelli, Silvani, McAllen, May, & Ramchandra, 
2014). Rather, HRV measures such as the LF/HF ratio and SDNN, are a reflection of both 
the parasympathetic and sympathetic nervous systems (Chapters 2 and 3) (Heathers, 2014; 
Quintana & Heathers, 2014). Similar to the results reported in Tracey et al. (2016), 
associations between frequency domain measures and acute musculoskeletal injury in the 
two included studies from this review were not consistent. 
 
Overall, the quality of the included studies was poor to good. The lower quality study 
(Grimm et al., 2005) mostly lacked adequate reporting on the source of the participant 
population, which limits external validity of the results. Both studies failed to: report 
details on sample size calculation; blind assessors analyzing the outcomes; and properly 
control for confounders. Controlling for and reporting of confounding factors is essential 
for accurate assessment and interpretation of HRV measures (Quintana, Alvares, & 
Heathers, 2016). Although Grimm et al. (2005) and Chuang et al. (2007) controlled for 
caffeine and alcohol consumption, they did not address the influence of differing 
respiration rates during HRV measurement. Respiration rate has been shown to 
significantly influence frequency domain measures and can result in improper 
interpretation of results (Quintana & Heathers, 2014; Saboul, Pialoux, & Hautier, 2014). 
Not controlling for this confounding factor is complicated further by the fact that the 




have been shown to demonstrate weaker correlations with training adaptations and, 
because of this, researchers are strongly encouraged to collect at least three daily measures 
per week to improve the sensitivity of HRV measures (Plews et al., 2014). Finally, it’s 
important to acknowledge that HRV is influenced by a variety of factors, including 
cardiovascular fitness, such that HRV fluctuates in response to training load (Baumert et 
al., 2006) and aerobic adaptation (D. F. da Silva et al., 2014; Stanley et al., 2013). Therefore, 
if the participants significantly changed their routine physical activity due to injury or 
pain, this may result in altered HRV measures. The pattern and degree of HRV response 
in relation to training changes would vary and depend on participants’ individual chronic 
adaptations to previous training history (Buchheit, 2014). No information was provided in 
this review’s included studies regarding the participants’ physical activity levels pre- or 
post- musculoskeletal injury. Because of this, inferences regarding the influence of 
cardiovascular fitness on changes in HRV cannot be made. 
 
Data filtering and processing is an important and often underreported step in HRV 
investigations that can limit the methodological quality and utility of HRV results 
(Quintana et al., 2016). Incomplete reporting of data collection, artifact correction, and 
processing was evident in both included studies. Reflecting the concerns of recent reviews 
investigating the utility of HRV as a clinical and sport performance measure (Bellenger et 
al., 2016; Tracy et al., 2016), this review’s results highlight the urgent need for greater 




methodological quality of HRV research in psychiatry have been introduced and can 
serve as a valuable guide for sport scientist researchers to follow to ensure consistency of 
participant recruitment, data collection, filtering, and HRV analysis procedures (Quintana 
et al., 2016).   
4.4.2 Strengths and limitations  
This review has several limitations and strengths. First, a strength of this review was the 
comprehensive systematic search performed by two independent reviewers using seven 
databases and grey literature. Another strength of this review was the use of several key 
words and MeSH headings (e.g. repetitive strain injur*; cumulative trauma disorders; 
tendinopathy*) (Table 4.2) to encompass the wide range of vocabulary used to describe 
“overuse injury” in the literature. Importantly, the results from this systematic review 
informed the methodology for the cohort study in this thesis (Chapters 6 & 7). 
 
Two non-randomized cohort studies with small sample sizes and poor to good 
methodological quality were included in the qualitative synthesis for this review. The 
surprising dearth of literature on this topic is a limitation to this systematic review, as well 
as the generalizability of the results to other populations or conditions. The included 
studies were published before researchers reported the improved sensitivity and utility of 
averaged HRV measures over isolated measures. Because of this, the associations reported 
in this review must be interpreted with caution. A final limitation of this study is the 




unspecified duration of injury (Chuang et al., 2007).  
 
4.5 Conclusion  
The comprehensive search performed in this systematic review found no articles that have 
studied the association between changes in HRV leading up to or associated with 
musculoskeletal overuse injury. Qualitative synthesis of the two included studies 
investigating HRV and acute musculoskeletal injury suggest that time domain measures 
are reduced in participants with acute injury; however, these results are limited by 
inconsistent study methodologies. Although HRV monitoring and its correlation with 
athletic performance and adaptation has been examined extensively (Bellenger et al., 2016; 
Buchheit, 2014; Plews et al., 2012; Plews, Laursen, Stanley, et al., 2013; Thorpe et al., 2015), 
this chapter confirmed a clear research gap for studies monitoring HRV in the presence of 
overuse injury.  
 
While the previous chapter laid the theoretical groundwork for this thesis, the results of 
this chapter justified the need for high quality, prospective studies to explore the potential 
utility of HRV as an indicator of physiological response of somatic tissue to loading, and 
to quantify its potential association with overuse injury risk. The methodological 
limitations contributing to the lower quality of the included studies were accounted for 




importance of establishing reliable, standardized protocols to facilitate effective 
evaluation and accurate interpretation of HRV. Accordingly, the next chapter investigates 
the effects of two common sources of error in HRV analysis and their influence on the 





5 HEART RATE VARIABILITY PARAMETERS: INTER-SESSION 
AND INTRA-SESSION RELIABILITY  
5.1 Introduction  
Chapters 2 and 3 introduced the hypothesis for using heart rate variability (HRV) as a 
possible monitoring tool of physiological symptoms related to a developing 
musculoskeletal overuse injury. At the same time, these chapters highlighted several 
issues contributing to the inconsistent study methodologies often observed in HRV 
research, and their impact on HRV results. Similar to the concerns expressed by HRV 
researchers in psychology (Quintana et al., 2016) and sport science (Buchheit, 2014; Plews, 
Laursen, Stanley, et al., 2013), findings from Chapters 3 and 4 echoed the need for 
consistent data collection, processing, and analysis procedures to improve the accuracy 
and utility of HRV analysis.    
 
Test-retest reliability, the degree to which an instrument can consistently measure a 
specific variable (Portney, 2015), is a crucial consideration for any clinical monitoring tool. 
This is especially the case for HRV, a measure that fluctuates daily and may be influenced 
by numerous internal and external factors such as stress (Thayer et al., 2012) and fatigue 
(Schmitt et al., 2013; Thorpe et al., 2015). In order to be confident that changes observed in 
HRV are due to “true” physiologic responses and not those due to measurement error or 




optimal HRV reliability are needed. From the various sources of error that can be targeted 
to improve the consistency of HRV data, two primary factors and their effects on HRV 
reliability are investigated in this chapter: participant respiration rate and RR interval 
artefact correction methods. 
  
A key methodological issue in HRV research that remains debatable is how respiration 
should be addressed during data collection. The mechanics of respiration ultimately 
influence vagal tone such that slowed respiration decreases heart rate, which then 
increases RR interval length, and can result in altered variability of HRV indices (Aubert 
et al., 2003; Saboul et al., 2014). Unintended effects of respiratory rate on HRV 
measurements can especially be observed in athletes with low resting respiratory rate (< 
0.15 Hz), and may lead to misinterpretation of HRV results (Quintana & Heathers, 2014; 
Saboul, Pialoux, & Hautier, 2013; Saboul et al., 2014). The degree to which respiratory rate 
influences HRV indices appears to depend on the type of HRV analysis performed (i.e.: 
frequency, temporal, or non-linear); however, contradictory results are reported 
(Nakamura et al., 2015; Saboul et al., 2014; Weippert, Behrens, Rieger, Kumar, & Behrens, 
2015).  
 
In a recent study comparing the influence of different breathing frequencies on the low 
frequency to high frequency ratio (LF/HF ratio) in healthy athletes, a statistically 




and higher rates (> 0.15 Hz) (Saboul et al., 2014). In fact, of several HRV indices analyzed, 
only two indices (root mean square of successive differences, RMSSD, and standard 
deviation of the Poincaré plot, SD1) were not influenced by the breathing condition. These 
findings, in combination with similar results from other researchers (Al Haddad, Laursen, 
Chollet, Ahmaidi, & Buchheit, 2011), may explain why HRV research in sport science has 
shifted focus away from frequency domain measures (e.g. LF/HF ratio) to temporal and 
non-linear HRV measures (e.g. RMSSD) (Plews et al., 2012; Plews, Laursen, Stanley, et al., 
2013). By contrast, Weippert et al. (2015) results demonstrated that time domain measures 
were not protected from the effects of different breathing conditions (Weippert et al., 
2015). In fact, low respiratory rate (0.10 Hz) had a marked and statistically significant 
effect on the standard deviation of RR intervals (SDNN), RMSSD, and other linear, 
frequency, and non-linear measures (Weippert et al., 2015). These conflicting results 
support the need for further investigations on the influence of respiratory rate on HRV 
analyses.  
 
Accurate HRV analysis also depends on appropriate filtering of the electrocardiogram 
signal, such that noise is reduced and the occasional ectopic beats do not unduly influence 
calculations (Quintana et al., 2016). While artefact correction is sometimes reported in 
HRV studies, the rationale for different filtering methods are seldom described, and few 
studies have examined how these methods influence repeatability of results (Quintana et 




on electrocardiogram versus heart rate monitor recordings support the need for 
appropriate filtering methods to reduce frequently occurring bias in heart rate recordings 
(Giles & Draper, 2017). The study presented a thorough assessment of commonly used 
artefact correction methods for electrocardiogram readings, but it did not explore the 
effects of these corrections on inter-session reliability of HRV. Further, it did not 
investigate the influence of different levels of artefact correction offered in KubiosHRV 
software (Kubios Oy, Kuopio, Finland), a popular HRV analysis program, on the 
reliability of HRV parameters. Thus, evidence-based recommendations for artefact 
correction procedures remain lacking.  
 
For HRV indices to be valuable in monitoring athletes’ response to external and internal 
sources of loading, the stability of HRV parameters across days or weeks must be known, 
so that longer-term trends representing training- or injury-induced changes in HRV 
measurements can be differentiated from normal physiological variation and 
measurement error. Although many of the aforementioned procedural factors (e.g. 
breathing condition and artefact correction) have been explored independently (Giles & 
Draper, 2017; Nakamura et al., 2015; Saboul et al., 2014; Weippert et al., 2015) other 
methodological differences between studies make it inherently difficult to collectively 
compare their influence on HRV measurements and reliability of HRV parameters. 
 




HRV and overuse injuries (Chapters 6 and 7) is to determine the normal daily variation 
that can be expected, and to ascertain the data collection and processing techniques that 
produce the most reliable results. Therefore, the purpose of this chapter was to establish 
the intra- and inter-session reliability of various HRV parameters with different breathing 
conditions and the application of different levels of KubiosHRV artefact correction 
methods. The results from this reliability study provided a scientifically justified rationale 
for choosing the data collection procedures and HRV data processing methodology used 
to investigate the relationship between HRV changes and overuse injuries (Chapters 6 and 
7). 
 
5.2 Methods  
5.2.1 Study design  
A test-retest design was used to comprehensively investigate the intra- and inter-session 
reliability of all HRV indices produced by KubiosHRV, and to explore the influence of 
breathing condition and KubiosHRV artefact correction on the consistency of these 
indices. Absolute (standard error of measurement, SEM) and relative (intraclass 
correlation coefficient, ICC) agreement were calculated to determine intra- and inter-
session reliability across different breathing and artefact filtering conditions. The 




breathing condition (two levels: spontaneous and controlled breathing) and level of 
artefact correction (two levels: “low” and “strong”).   
5.2.2 Subjects  
Forty-one healthy, college-aged individuals (age: 19.9 ± 1.2 years; 28 females, 13 males) 
participated in this study. Participants were recruited from a university setting (High 
Point University, NC) and were in good health and recreationally active. Prior to initiation 
of the study, consented individuals completed a medical history questionnaire (Appendix 
1) that indicated all participants in the study were reportedly free from neurological or 
cardiopulmonary conditions. Participants were excluded if they had a history of cigarette 
smoking in the past six months; pacemaker; open wounds on the torso; or any other 
condition in which wearing a chest strap would be contraindicated. Prior to providing 
consent, participants were provided detailed information of the benefits and risks of the 
study. All participants provided verbal and written consent in accordance with that 
approved by High Point University’s Institutional Review Board for Human Participants 
(Protocol #201401-250; Appendix 2).    
5.2.3 Data collection procedures  
Participants reported to the laboratory for all data collection sessions and were instructed 
to avoid alcohol consumption the night before data collection and caffeine consumption 
on the day of data collection. Prior to initiation of data collection, participants were asked 




bladders (Quintana & Heathers, 2014). Data collection occurred in a quiet room, with the 
lights dimmed, at standard comfortable room temperature (~21-22oC) and these 
conditions were kept consistent for all participants. They were requested to leave their 
mobile phones and other distractive devices out of the room. R-R interval data were 
collected continuously at 1000 Hz using Polar Team2 (Polar Electro Oy, Kempele, Finland) 
monitors during two separate 25-minute sessions, with an interval of at least one day 
(range 1 – 14 days; mean 7.8 ± 4.2 days) between sessions. Polar Team2 monitors share 
similar interbeat intervals signal processing with other Polar monitor models and have 
been validated against electrocardiogram (ECG) with excellent agreement (Martinmaki & 
Kinnunen, 2011; Schönfelder, Hinterseher, Peter, & Spitzenpfeil, 2011; Weippert et al., 
2010). Investigators ensured proper chest strap and monitor placement in accordance with 
manufacturer instructions. Following monitor placement, participants lay supine on a 
padded examination table. They were asked to remain awake and still for the duration of 
the data collection period. The first five minutes of data collection was considered an 
acclimation period (Flatt & Esco, 2015). Then, the following 20 minutes of each data 
collection session were divided into two, ten-minute epochs for spontaneous breathing 
(SB) and controlled breathing (CB) (Flatt & Esco, 2015). At the point when participants 
changed from one breathing condition to the other, an investigator gently opened the 
door to the exam room, turned the metronome on or off (depending on the condition), 
instructed the participants to change breathing conditions, and visually observed that the 





During SB, participants were instructed to breathe at their normal, resting pace; whereas 
during CB condition, participants were guided by an audible bi-tonal computerized 
metronome program to breathe in and out at a frequency of 0.25 Hz (i.e. fifteen breaths 
per minute) (Aubert et al., 2003; Saboul et al., 2014). Fifteen breaths per minute represents 
a normal breathing rate for healthy adults (Bendixen, Smith, & Mead, 1964). Moreover, the 
selected rate for the CB condition has demonstrated minimal influence on HRV indices 
(Saboul et al., 2014). Verbal instructions for CB were given prior to the start of each 
session, and a verbal reminder was provided at the time when CB was initiated. For the 
verbal reminder, the cue phrase of “In…  Out…  In…  Out…” was provided by the 
investigator in synch with the metronome tones. The order of the breathing condition was 
randomized for each participant (i.e. some participants were randomized to perform SB 
first, whereas others performed CB first), and this order was kept consistent for each 
participant throughout the study (i.e. a participant who performed SB first during the first 
session would also perform SB first during their second session). This consistency 
eliminated the possibility of a within-participant crossover effect influencing HRV data 
between sessions. 
5.2.4 Data processing procedures  
Data were transferred from the transmitter to the Polar Precision Performance Software 
(Polar Precision Performance Software, Polar Electro, Kemple, Finland). Like most heart 




levels of automatic R-R filtering in which aberrant beats are automatically replaced with 
interpolated adjacent R-R interval values (Martinmaki & Kinnunen, 2011; Nunan et al., 
2008). In order to understand the influence of KubiosHRV filtering on HRV indices, no 
automatic filtering was applied with the Polar software in this study. R-R interval data 
were exported and then imported into KubiosHRV software (Tarvainen, Niskanen, 
Lipponen, Ranta-aho, & Karjalainen, 2014). Based on the guidelines provided by the Task 
Force of the European Society of Cardiology and the North American Society of Pacing 
Electrophysiology (TaskForce, 1996), KubiosHRV calculated time-domain, frequency-
domain, and non-linear HRV indices (Tarvainen et al., 2014). Two frequency bands were 
calculated using fast Fourier transformation: low frequency (LF: 0.04 – 0.15 Hz) and high 
frequency (HF: 0.15 – 0.4 Hz) (Aubert et al., 2003). To allow for adequate stability of heart 
rate (HR) measures (Flatt & Esco, 2015), a four-minute stabilization period was discarded 
and HRV measurements were calculated from the final six minutes of each ten-minute 
breathing condition. Within each breathing condition the six minutes of HR data was 
divided into two, 180-s epochs for analysis (Figure 5.1). KubiosHRV’s “low” artefact 
correction option was applied to all epochs and the resulting HRV analyses were 
exported. These HRV analyses were then repeated, except with application of “strong” 
artefact correction. KubiosHRV detects artefacts with a threshold based correction 
method, where each beat interval is compared with an average of local beat-to-beat 
intervals. If the beat interval exceeds a selected threshold (e.g. “low” or “strong”), this 




for “low” artefact correction is 0.35 s, whereas the “strong” threshold is set at 0.15 s 
(Tarvainen et al., 2017). 
5.2.5 Statistical analyses 
Statistical analyses were completed using IBM® SPSS® Statistics, version 22 (SPSS Inc., 
Chicago, IL, USA). Statistical evaluation was performed on all HRV time, frequency, and 
nonlinear HRV parameters. Data were tested for differences by sex; however, comparable 
to results from a previous HRV reliability study, current results were not significantly 
different (Cipryan & Litschmannova, 2014). Therefore, all participant data was pooled for 
analyses. To assess relative reliability and to allow for comparison to previous studies, 
ICCs with 95% confidence intervals were calculated to determine intra- and inter-session 
reliability (Shrout & Fleiss, 1979). A two-way random effects model (ICC2,1) of absolute 
agreement was used (Shrout & Fleiss, 1979; Weir, 2005). To determine intra-session 
reliability, ICCs were calculated using the two consecutive 180-s epochs within one 
breathing condition. To determine inter-session reliability, ICCs were performed across 
day 1 and day 2 for the 1st and 2nd 180-s epoch within each breathing condition (Figure 
5.1). There are no absolute standards available for interpreting ICCs; however, the 
following standards have been proposed and used previously: ICC values <0.40 indicate 
poor reliability; 0.40 to 0.75 indicate fair to good reliability; and > 0.75 indicate excellent 
reliability (Shrout & Fleiss, 1979). To measure absolute reliability, single ICC values were 
used to compute the standard error of measurement (SEM) and its mean-normalized 




2005), where SD was the standard deviation of the set of observed values from all 
participants. Repeated measures analysis of variance (ANOVA) were performed on all 
variables to assess differences between sessions, with p-value < 0.05 set for significance. 
 
Figure 5.1. Graphical representation of heart rate variability measurement protocols 
At the start of each session, there was a five-minute acclimation period. Following this, each breathing 
condition (spontaneous or controlled) was performed for ten minutes, and the last six minutes of each 
condition were analyzed (bolded). Intra-session reliability was computed for two 180 s epochs within each 
condition. Inter-session reliability was computed for each respective 180 s epoch within each condition. The 
order of breathing conditions was randomized within an individual, and the order maintained for both days 
of testing. (In the figure above, each block represents one minute.)  
 
5.3 Results   
5.3.1 Intra-session reliability  
Intra-session ICC values across both breathing conditions ranged from 0.85–0.98 for time 
domain parameters; 0.49–0.75 for frequency domain parameters; and 0.82–0.95 for 
nonlinear parameters (Table 5.1). Generally speaking, time domain indices had the best 
intra-session absolute reliability, as demonstrated by the lowest normalized SEM’s, with 









Table 5.1. Intra-session reliability of selected HRV parameters during different breathing conditions and using different artifact 
removal methods  
P-values represent results of repeated measures ANOVA comparing the two 180-s epochs within each breathing condition. Summary data for each 
parameter are presented as mean ± standard deviation, and 95% confidence intervals are provided for the ICCs.   
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(0.95, 0.98) 28.8 3.0 
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(0.84, 0.95) 7.5 13.0 
HF (n.u.)                        
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(0.54, 0.84) 10.4 18.0 
 

















value ICC SEM SEM% 
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(0.54, 0.84) 10.4 25.0 
LF/HF ratio                        
Low 





(0.47, 0.81) 0.8 57.0 
1.0 ±  
1.8 
1.0 ±  
0.9 0.67 
0.62  
(0.39, 0.78) 1.1 111.0 
Strong 











(0.34, 0.75) 1.2 109.0 


























(0.84, 0.95) 5.3 13.0 


























(0.79, 0.93) 14.3 15.0 
Note. N = number; ICC = intraclass correlation coefficient; SEM = standard error of measurement; SEM% = mean-normalized value of the standard error of 
measurement; MeanRR = mean value of the time between two adjacent heart beats (R-R interval); SDNN = standard deviation of the R-R intervals; RMSSD 
= square root of the mean squared differences between successive R-R intervals; HF = high frequency power in normalized units; LF = low frequency power 
in normalized units; n.u. = normalized units; LF/HF = low frequency/high frequency ratio; sd1 = standard deviation of instantaneous R-R interval variability 




5.3.2 Inter-session reliability  
Summary and inter-session reliability data for mean RR interval and seven HRV variables 
(SDNN, RMSSD, LF, HF, LF/HF, SD1, and SD2) from the second 180-s epoch are reported 
in Table 5.2 based on their clinical applicability and common use in sport science 
(Bellenger et al., 2016; Plews et al., 2012; Plews, Laursen, Stanley, et al., 2013). Data from 
all HRV parameters for both 180-s epochs are available in Appendix 3. Mean RR interval 
generally had superior ICC and SEM% compared to all HRV parameters across breathing 
conditions and filtering methods. With “low” filtering applied, time-domain HRV indices 
(SDNN and RMSSD) demonstrated poor to good inter-session agreement (ICC: 0.39–0.53; 
SEM%: 31.0–39.0), regardless of breathing condition. For frequency indices, fair to good 
inter-session agreement occurred with CB (ICC: 0.40–0.45; SEM%: 26.0–70.0) and poor 
with SB (ICC: 0.03–0.13; SEM%: 32.0–81.0). Nonlinear indices demonstrated poor to good 
reliability (ICC: 0.34–0.53; SEM%: 32.0–39.0) with minimal difference between CB and SB 
conditions. LF/HF ratio represented the lowest inter-session reliability (ICC=0.07) with the 
highest SEM% (SEM%=81.0, indicating low absolute reliability) during SB. For all HRV 
parameters, the second 180-s epoch generally demonstrated the highest intra- and inter-
session reliability. “Low” KubiosHRV artefact correction in comparison to “strong” 





Table 5.2. Inter-session reliability and precision of selected short-term (180-s) HRV parameters using spontaneous and controlled breathing and 
different artefact correction methods  
Data from the second 180-s epoch are represented here. Summary data for each parameter are presented as mean ± standard deviation, and 95% confidence intervals are 
provided for the ICCs. A complete list of all variables from both 180-s epochs is available in Appendix 3.  
 
Spontaneous Breathing (N = 41)  Controlled Breathing (N = 41)   
Day 1 Day 2 ICC SEM SEM% Day 1 Day 2 ICC SEM SEM% 
Mean RR (ms)                     
Low 940.5 ± 177.6 919.7 ± 151.1 0.68  
(0.47, 0.82) 
100.0 11.0 903.5 ± 158.4 901.6 ± 143.2 0.57  
(0.30, 0.75) 
104.2 12.0 
Strong 939.1 ± 179.0 920.4 ± 154.9 0.69  
(0.48, 0.83) 
99.7 11.0 900.2 ± 159.9 900.1 ± 145.6 0.55  
(0.28, 0.74) 
107.3 12.0 
Time Domain            
SDNN (ms)       
  
        
 
Low 90.1 ± 32.1 84.2 ± 39.8 0.39  
(0.09, 0.63) 
31.0 36.0 82.8 ± 32.3 85.0 ± 38.8 0.56  
(0.29, 0.75) 
25.7 31.0 
Strong 81.4 ± 27.5 75.8 ± 36.6 0.33  
(0.02, 0.59) 
29.9 38.0 73.0 ± 26.4 76.5 ± 32.6 0.47  
(0.17, 0.69) 
23.8 32.0 
RMSSD (ms)       
  
        
 
Low 74.6 ± 33.9 66.2 ± 35.1 0.50  
(0.22, 0.70) 
24.9 35.0 73.0 ± 37.4 71.1 ± 41.3 0.53  
(0.25, 0.73) 
28.4 39.0 
Strong 59.7 ± 21.8 53.6 ± 21.5 0.47  
(0.20, 0.68) 
15.9 28.0 58.0 ± 24.0 54.5 ± 22.5 0.41  
(0.10, 0.65) 
18.4 33.0 
Frequency Domain            
HF (n.u.)       
  
        
 
Low 48.8 ± 17.6 52.6 ± 17.4 0.13 
(-0.19, 0.43) 
16.4 32.0 59.0 ± 19.3 52.4 ± 18.5 0.45  
(0.16, 0.67) 
14.4 26.0 
Strong 47.3 ± 18.4 51.5 ± 17.7 0.09  
(-0.23, 0.39) 





      
  
        
 





Spontaneous Breathing (N = 41)  Controlled Breathing (N = 41)   
Day 1 Day 2 ICC SEM SEM% Day 1 Day 2 ICC SEM SEM% 
(-0.20, 0.43) (0.16, 0.67) 
Strong 52.6 ± 18.3 48.4 ± 17.8 0.08  
(-0.24, 0.39) 
17.5 35.0 42.7 ± 19.7 49.6 ± 19.7 0.30  
(-0.01, 0.56) 
16.5 36.0 
LF/HF       
  
        
 
Low 1.4 ± 1.1 1.3 ± 0.9 0.07  
(-0.25, 0.38) 
1.0 81.0 1.0 ± 1.0 1.2 ± 0.8 0.40  
(0.10, 0.64) 
0.7 70.0 
Strong 1.5 ± 1.1 1.2 ± 1.0 0.03  
(-0.28, 0.34) 
1.1 80.0 1.1 ± 1.0 1.3 ± 0.9 0.19  
(-0.13, 0.48) 
0.9 77.0 
Non-Linear           
sd1 (ms)        
  
        
 
Low 52.9 ± 24.0 46.9 ± 24.9 0.50  
(0.22, 0.70) 
17.7 35.0 51.7 ± 26.6 50.4 ± 29.3 0.53  
(0.25, 0.73) 
20.1 39.0 
Strong 42.3 ± 15.5 38.0 ± 15.3 0.47  
(0.19, 0.68) 
11.3 28.0 41.2 ± 17.0 38.7 ± 16.0 0.41  
(0.11, 0.65) 
13.1 33.0 
sd2 (ms)       
  
        
 
Low 114.9 ± 41.4 108.4 ± 53.0 0.34  
(0.02, 0.59) 
43.2 39.0 105.6 ± 39.7 109.0 ± 49.0 0.52  
(0.23, 0.72) 
34.0 32.0 
Strong 106.3 ± 37.8 99.3 ± 51.4 0.28  
(-0.04, 0.55) 
43.7 42.0 94.8 ± 35.8 100.5 ± 45.5 0.42  
(0.11, 0.66) 
34.6 35.0 
Note. N = number; ICC = intraclass correlation coefficient; SEM = standard error of measurement; SEM% = mean-normalized value of the standard error of 
measurement; MeanRR = mean value of the time between two adjacent heart beats (R-R interval); SDNN = standard deviation of the R-R intervals; RMSSD = square 
root of the mean squared differences between successive R-R intervals; HF = high frequency power in normalized units; LF = low frequency power in normalized 
units; n.u. = normalized units; LF/HF = low frequency/high frequency ratio; sd1 = standard deviation of instantaneous R-R interval variability (short axis, “width”, 






There are four key findings from this study which can be used to enhance HRV 
assessment and utility across clinical and sport performance domains. First, inter-session 
reliability was satisfactory for time domain and nonlinear parameters regardless of the 
breathing condition. In contrast, questionable inter-session reliability was observed for 
frequency domain measurements and this was especially evident with SB. Likewise, intra-
session reliability was found to be good to excellent overall, but lower ICCs were 
observed for frequency domain measures (Table 5.1). Second, for all HRV indices, “low” 
filtering produced better intra- and inter-session agreement than “strong” filtering, 
regardless of breathing condition, but filtering had an inconsistent effect on SEM%. Third, 
CB markedly improved the reliability of frequency domain parameters. This contrasts the 
inconsistent effect of CB in time domain and non-linear analyses, although the 
comparative differences between breathing conditions were quite small for these analyses. 
And forth, the wide range of days between isolated measurements of HRV in this study 
illustrated the need for at least three, but preferably five, daily HRV measures each week 
to improve consistency of HRV results.        
 
This study examined both ICC and SEM in an effort to make data-driven 
recommendations for measuring and analyzing HRV data. ICC is a unitless measure of 
reliability and therefore does not provide clinicians with parameter-specific guidelines for 




(Weir, 2005). To account for limitations of ICCs, SEM% was calculated as it provides 
practical information for HRV interpretation through expressing absolute reliability in the 
scale of the measurement being tested (Pinna et al., 2007; Weir, 2005). As a representation 
of measurement error, SEM is also useful when determining the magnitude of change 
required for a difference/change to be considered “real.” To put this in context, this 
study’s results suggest that when monitoring responses of MeanRR over a period of 
several weeks, repeated measurements within the SEM (~100 ms) of one another would 
not be attributed to clinically meaningful physiological changes, but rather typical inter-
session variation. Differences within this range could be due to a combination of real 
physiologic changes which affect the parameter (e.g. training load, anxiety, sleep 
deprivation, circadian rhythm, posture) and actual error in measurement (e.g. loose 
contacts missing ECG data points) or analysis (e.g. software not identifying QRS wave). 
However, the SEM’s here most likely represent typical physiologic fluctuation in HRV, 
given the adherence to proper data collection and analysis techniques during the study, 
and testing participants who did not undergo intense training regimens. Changes beyond 
the SEM’s could be considered beyond the normally expected daily variation, and can be 
subject to clinical interpretation (e.g. stressors beyond normal, deconditioning, 





5.4.1 KubiosHRV software artefact correction  
Filtering is an important process in HRV analysis which is commonly underreported in 
studies (Quintana et al., 2016; Quintana & Heathers, 2014). Most heart rate monitor 
software automatically applies some filtering to ECG data, and previous studies have 
demonstrated standard Polar artefact removal is insufficient at identifying and correcting 
abnormal beats, which may produce inaccurate HRV measurements (Parrado et al., 2010; 
Wallen, Hasson, Theorell, Canlon, & Osika, 2012). Due to the known influence of ectopic 
beats on HRV indices and other sources of noise to the ECG signal, appropriate artefact 
removal and correction is necessary (Giles & Draper, 2017; Quintana et al., 2016). 
Researchers are often encouraged to use the lowest artefact filtering possible that 
adequately identifies and corrects ectopic beats and signal noise (Quintana et al., 2016). 
This study’s results provide new insight on the effect of KubiosHRV artefact correction on 
the reliability of HRV indices. “Low” artefact correction produced higher ICCs for all 
HRV indices in comparison to “strong” artefact correction. This may be due to ICCs being 
dependent upon inter-individual variance (Weir, 2005), and “strong” artefact removal 
may cause HRV results to have less inter-individual variability. Alternatively, “strong” 
filtering may be overaggressive in eliminating signal, and erroneously remove QRS 
complexes and reduce the accuracy of HRV parameters. As such, it appears that “low” 





5.4.2 Breathing condition  
Although it is accepted that HRV is influenced by breathing rate through physiologic 
coupling of respiratory rate and heart rate (Quintana & Heathers, 2014; Saboul et al., 
2014), the debate continues surrounding the necessity of controlling for breathing when 
collecting HRV data (Quintana & Heathers, 2014). It has been argued that CB is 
unnecessary for time domain and nonlinear analysis (Plews, Laursen, Stanley, et al., 2013), 
based on results from Saboul, Pialoux, & Hautier (2013) in which RMSSD and SD1 were 
minimally affected by breathing condition (Saboul et al., 2013). Critics of CB also reason 
that manipulating breathing rate may cause artificial changes in HRV, thereby reducing 
the amount of “true” physiological change that can be observed in HRV parameters 
(Quintana & Heathers, 2014). For instance, the cognitive task of following a metronome 
may increase sympathetic nervous system activity and influence HRV measurements 
(Quintana & Heathers, 2014). The results for RMSSD and SD1 in this study were 
remarkably similar to one another; however, they demonstrated superior ICC for CB but 
superior SEM for SB using “low” artefact removal, making it difficult to determine if one 
breathing technique is more advantageous for these parameters. Interestingly, SEMs 
demonstrated lower values (increased absolute reliability) for all HRV indices during CB 
except for the (popular) time domain index, RMSSD. This result may suggest that 
although CB provides slightly improved relative reliability for RMSSD, it also introduces 





The differences observed in frequency domain measure results between CB and SB are 
comparable to the findings by Saboul et al. (2013 and 2014). Poor reliability of frequency 
measures in this study may also suggest that there was significant variation in SB 
frequencies; however, the actual rates of spontaneous frequencies were not assessed. 
Nonetheless, the findings suggest that those opting to use frequency domain analysis can 
likely incorporate CB without having a major influence on the reliability of time domain 
and non-linear analysis.  
5.4.3 Frequency domain measures  
Although time domain parameters were the most reliable in this study, some remain 
cautious about disregarding frequency domain analysis (which requires CB for 
reliability), as its omission may preclude an accurate picture of ANS homeostasis (Schmitt, 
Regnard, & Millet, 2015). The inferior intra- and inter-session reliability of frequency 
domain indices in this study is consistent with previous investigations. Several studies 
have also shown that the LF/HF ratio produced the lowest ICCs among HRV indices 
when data collection is separated by a period of two or more days (Cipryan & 
Litschmannova, 2013; Farah et al., 2016; Nunan et al., 2009). For instance, Nunan et al. 
(2009) performed repeated HRV measures over a period of three weeks with at least one 
week between data collection sessions (Nunan et al., 2009). Their findings also showed 
poor reliability for LF and HF (ICC = 0.45, SEM = 11.3) but, unlike this study, they did not 





Overall, these results add to the evidence that supports the advice of psychophysiology 
(Billman, 2013; Heathers, 2014) and sport scientist researchers (Plews et al., 2012; Plews, 
Laursen, Stanley, et al., 2013) who urge investigators to take great caution when 
interpreting changes of HRV frequency domain measures in isolation. The low inter-
session reliability observed for frequency measures in this and other studies, serve as 
further evidence that interpretations of observed changes in HRV should not be made 
based on frequency measures alone. Our results also confirm that if frequency domain 
analysis is performed, HRV data collection requires CB.   
5.4.4 Inter-session reliability  
The relative inter-session reliability values reported in this study are lower than those 
from previous HRV reliability investigations (Chuang et al., 2007; Cipryan & 
Litschmannova, 2013; Farah et al., 2016; Nakamura et al., 2015; Nunan et al., 2009; Pinna et 
al., 2007). Inter-session ICCs for time domain values ranged from 0.66 – 0.90 (Farah et al., 
2016; Nakamura et al., 2015; Nunan et al., 2009; Pinna et al., 2007) whereas frequency 
domain measures ranged from 0.48 – 0.81 (Cipryan & Litschmannova, 2013; Farah et al., 
2016; Nakamura et al., 2015; Nunan et al., 2009; Pinna et al., 2007). Caution should be 
taken, however, when comparing these previous results to the values determined in this 
study due to the considerable differences in testing protocols. Nearly all of these studies 
did not control for nor investigate the influence of breathing condition on inter-session 
HRV reliability (Cipryan & Litschmannova, 2013; Farah et al., 2016; Nakamura et al., 2015; 




24 hours or less (Nakamura et al., 2015; Pinna et al., 2007), to as many as 30 days between 
sessions (Cipryan & Litschmannova, 2013). Such wide discrepancies seen in study 
methodology and data collection procedures impairs our ability to make definitive 
comparisons between HRV reliability studies.    
5.4.5 Time between repeated HRV measures and its influence on inter-
session reliability  
The increased length of time between data collection sessions and the use of two, isolated 
HRV measurements most likely contributed to the lower inter-session reliability in this 
study. This represents a common weakness in HRV research that was briefly considered 
in the systematic review (Chapter 4) but warrants deeper discussion. In previous HRV 
studies investigating patterns of change from single HRV measurements, inconsistent or 
equivocal findings were frequently reported (Bellenger et al., 2016; Koenig et al., 2014). 
Much like the variable nature of blood pressure, HRV is an inherently unstable measure 
and, therefore, it is unsurprising that the consistency of measurement, and therefore the 
accuracy, of HRV results is limited when analyzing single HRV measurements. Recently, 
sport science researchers addressed this limitation and concluded that HRV must be 
collected and averaged three to five times a week for improved detection and assessment 
of changes in HRV values (Le Meur, Pichon, et al., 2013; Plews et al., 2014).  
The benefits of multiple data collection points on the consistency of HRV results can also 
be illustrated with the application of a statistical method, the Spearman-Brown prophecy 




applied to explore how many measurements of HRV are needed to achieve acceptable 
reliability (de Vet, Mokkink, Mosmuller, & Terwee, 2017; Warrens, 2017). For example, 
when HRV is collected five times, the formula predicts RMSSD’s inter-session ICCs to 
increase from 0.39 (95% CI: 0.09, 0.63) with CB and 0.56 (95% CI: 0.29, 0.75) with SB, to 0.76 
(95% CI: 0.33, 0.89) and 0.86 (95% CI: 0.67, 0.94), respectively (Figure 5.2).  
 
 
Figure 5.2. Application of Spearman-Brown prophecy formula 
Application of the Spearman-Brown prophecy formula to the inter-session ICC (0.39) for RMSSD during 
controlled breathing. The formula estimates that when the number of measurements increases to five, 
reliability would improve to 0.76.  
 
Note. n = the factor by which the number of items will be multiplied; r = the reliability of the 
original test.  
 
The transformation of this study’s ICCs with the Spearman-Brown formula, in 
combination with evidence-based recommendations from HRV researchers (Le Meur, 
Pichon, et al., 2013; Plews et al., 2014), confirms the need for multiple HRV measures each 
















5.5 Limitations  
The significant variations seen in day-to-day SEM (30-40%) from this study are 
comparable to large coefficient of variations (Al Haddad et al., 2011) and between-subject 
standard deviations (Cipryan & Litschmannova, 2013; Pinna et al., 2007) reported in 
similar investigations. These day-to-day fluctuations may be attributed to the inherent 
variability of HRV and, the influence of isolated data collection sessions separated by a 
variable length of time, a limitation of this study discussed previously. It appears that 
when HRV data collection sessions are separated by two or more days, the reliability of 
frequency domain measures, in comparison to time domain measures, is more easily 
influenced by confounding factors (Al Haddad et al., 2011; Cipryan & Litschmannova, 
2013; Nunan et al., 2009). Extended inter-session time periods can introduce various 
internal and external factors which may cause fluctuations in HRV: these include sleep 
quality (Hausswirth et al., 2014), stress (Thayer et al., 2012), exercise (Kiviniemi et al., 
2010), and fatigue (Schmitt et al., 2013; Thorpe et al., 2015). However, given that forty-one 
individuals participated over a four-month data collection period, such factors would be 
expected as part of normal living, randomly spread throughout the study duration, and 
not introduce any specific bias to the results (i.e., as opposed to all data being collected 
during an academic exam period). Additionally, HRV monitoring over periods of weeks 
or months can be valuable for detecting changes beyond normal day-to-day variation. 
This notwithstanding, HRV needs to be collected more frequently to support accurate 




A second limitation is the generalizability of the results to a cohort of athletes. In an 
attempt to improve the inter-session reliability with reducing the influence of daily 
variability of physical fatigue / recovery status seen in athletes, a healthy population of 
college-aged individuals was specifically selected. While this minimized the variance in 
HRV measurements due to differences in training load and recovery, it is possible that 
highly trained athletes may exhibit different daily fluctuation in HRV compared to the 
normal healthy population.   
 
During this experiment, participants’ self-selected breathing frequencies, known as SB, 
were not measured. As explained above, slowed breathing rates (< 9 breaths/minute, 0.15 
Hz) are commonly observed among athletes and have been shown to significantly 
modulate frequency domain HRV measures (Saboul et al., 2013, 2014). In this study’s 
sample of healthy, college-aged participants, some may have had slow breathing 
frequencies, thereby affecting the consistency of HRV measurements and contributing to 
reliability values.   
 
5.6 Conclusion     
This study aimed to concurrently investigate the influence of breathing condition and 
different levels of artefact correction on the reliability of numerous HRV indices across 
time domain, frequency domain, and non-linear analyses. The findings add to previous 




measures (Buchheit, 2015; Nakamura et al., 2015; Plews, Laursen, Stanley, et al., 2013), as 
these indices demonstrated superior measurement consistency across different days of 
HRV data collection, regardless of breathing condition or filtering method. Further, in 
situations when breathing rate is not controlled, which is often the case during daily HRV 
monitoring with sport teams, observed changes in frequency domain measures should not 
be interpreted in isolation. Frequency domain parameters were found to be unreliable 
during SB, with minimal improvement of inter-session reliability during CB.  
 
From this study’s systematic analysis of KubiosHRV artefact correction levels, the use of 
“low” filtering option is recommended over “strong” as this setting appears to preserve 
the inherent variability of HRV while eliminating sources of measurement error. 
Additionally, the mean-normalized standard error of measurement represents the 
“normal” daily fluctuation in HRV and generally tends to be ~30-40% of the mean, and 
therefore any inter-session differences less than this value for a given parameter may not 
be attributed to a clinically significant change in HRV. However, it worth noting that large 
between-participant day-to-day variation in HRV has been noted before (Cipryan & 
Litschmannova, 2013; Nunan et al., 2008; Pinna et al., 2007) and may be attributed to the 
genuine intra-individual differences of HRV, and not solely the consequence of 
measurement or random error. Finally, the results of this study indicated the need for at 
least three, but preferably five, daily HRV measurements to improve inter-session 




This study’s findings provide simple options to minimize sources of measurement error 
and gain a better understanding of what constitutes a “real” change in HRV. Findings 
provide a scientifically justified rationale for choosing the most consistent HRV measures, 
as well as data collection and processing procedures. The findings from this chapter were 
used to inform the design and implementation of the study protocol for the subsequent 
chapter (Chapter 6). Along with this evidence-based study protocol, Chapters 6 used the 
knowledge gained from investigating changes of HRV in the presence of musculoskeletal 
injury (Chapter 4) with previously reported HRV patterns in athletes (Chapters 2 and 3), 





6 HEART RATE VARIABILITY AND ITS ASSOCIATION WITH 
OVERUSE INJURY IN COLLEGE-AGED RUNNERS: 
INTRODUCTION AND METHODS OF A COHORT STUDY    
6.1 Introduction  
Musculoskeletal overuse injuries are a primary cause of impaired sport performance and 
disrupted training in athletics. An updated picture of the health burden due to overuse 
injuries was recently documented with the help of a new injury definition and new 
monitoring methods (Clarsen et al., 2013) (Chapter 2). Previous chapters have presented 
evidence that highlighted the complexity of overuse injury pathophysiology, and the 
disparate views on the primary mechanisms underlying such pathophysiology (Chapters 
2 and 3). Despite varied theories, it is widely accepted that the cycle of mechanically 
loading and unloading of somatic tissue holds an integral role in overuse injury 
development (Cook & Docking, 2015; Cook & Purdam, 2009; Durgam & Stewart, 2017; 
Khan & Scott, 2009; Magnusson et al., 2010; Millar et al., 2017; Nourissat et al., 2015). 
While there are numerous ways to quantify the amount and type of loading on the body, 
there is no easy method to measure tissue response, or capacity, for loading (Cook & 
Docking, 2015). In Chapters 2 and 3, the autonomic nervous system (ANS) was identified 
as a primary regulator of inflammatory mechanisms involved in tendon homeostasis, 
injury, and repair (Ackermann, 2013; Tracey, 2002; Valentin & Kevin, 2012). Taken 
together, this evidence suggests that monitoring ANS activity may provide an indication 






A review of the literature (Chapters 2 and 3) also revealed a current mismatch of injury 
prediction and prevention methods given the complex nature of overuse injury 
pathophysiology. In response to the limitations of current injury prediction models, a call 
for a complex systems approach for investigating injury development was made 
(Bittencourt et al., 2016). According to the complex systems model for sport injuries, injury 
research and monitoring methods should advance from a reductionist approach (i.e. 
research focused on isolated risk factors and their association with injury), to a complexity 
paradigm that investigates the relationships and patterns among injury determinants 
(Bittencourt et al., 2016). Such an approach requires longitudinal research that monitors 
historical and acute changes of a risk factor as a putative precursor to the targeted injury 
outcome. The goal of this research was to model a risk factor’s variability or patterns of 
change (normal and abnormal) in order to create an individualized risk profile that may 
be related to injury occurrence. In accordance with a complex systems approach, the 
cohort study in this chapter tested the theory that patterns of change in ANS activity, 
measured by heart rate variability (HRV), would be associated with the onset of a 
developing overuse injury.    
 
In sport, monitoring HRV is used to indicate an athlete’s adaptation to training and 




root mean square of successive differences (RMSSD) have been frequently associated with 
improvements in sport-related outcomes (Bellenger et al., 2016; Buchheit et al., 2010; Flatt 
& Esco, 2016; Flatt, Esco, et al., 2017; Nakamura et al., 2015; Plews, Laursen, Kilding, et al., 
2013). On the other hand, when studies have attempted to use HRV as a marker of 
negative adaptations to training (e.g. fatigue or overtraining syndrome (OTS), the results 
have been equivocal (Bellenger et al., 2016; Crowcroft, McCleave, Slattery, & Coutts, 2016; 
Thorpe, Atkinson, Drust, & Gregson, 2017; Thorpe et al., 2016). While inconsistent study 
design and poorly controlled data collection procedures may have contributed to the 
discrepant results, another factor may be related to the challenge of accurately diagnosing 
an athlete with OTS. The various clinical presentations of prolonged fatigue, a hallmark 
sign of OTS, illustrate this point clearly. Fatigue is a complicated symptom with 
psychological and physiological components that are expressed differently in each athlete 
(Bell & Ingle, 2013; Meeusen et al., 2013; Purvis et al., 2010). While fatigue associated with 
OTS in one athlete may present as disturbed sleep and altered performance, fatigue may 
present as psychological stress and illness in another (Meeusen et al., 2013). Therefore, it 
was hypothesized that accumulating microtrauma and inflammation caused by a 
developing injury may perturb ANS activity to a greater degree than fatigue, and could, 
therefore, result in altered HRV indices.  
 
The majority of HRV research in sport has been performed on small cohorts of elite 




usefulness of daily HRV monitoring for college-aged athletes remains to be determined. 
Additionally, despite numerous studies investigating HRV and its association with sport 
performance outcomes, the systematic review (Chapter 4) confirmed an absence of 
research monitoring HRV changes related to musculoskeletal injury. Therefore, the 
primary aim of the current study was to determine the association between changes in 
HRV, a marker of ANS modulation, and athlete self-reported symptoms leading up to 
overuse injury development in a cohort of college-aged runners. Secondary aims included 
evaluating the effect of training load on the correlation between HRV and overuse injury; 
and assessing the feasibility of the recently developed Oslo Sports Trauma Research 
Centre (OSTRC) Overuse Injury questionnaire for monitoring symptoms and overuse 
injury in a cohort of non-elite athletes.  
 
This chapter details the methods of the cohort study while the results and discussion are 
reported in Chapter 7. The guidelines for Strengthening the Reporting of Observational 
Studies in Epidemiology (STROBE) were used as a reporting checklist for this cohort 
study (Elm et al., 2007). Recognizing the need for higher quality HRV research, the data 
collection and processing procedures used in this study were developed based on the 
reliability study results (Chapter 5) and protocol design information synthesized from the 
literature and systematic reviews (Chapters 3 and 4). Finally, the Guidelines for Reporting 
Articles on Psychiatry and Heart Rate Variability (GRAPH) were used to standardize the 




6.2 Study Hypothesis 
The experimental hypothesis was that there would be a significant correlation between 
relative changes in HRV indices and OSTRC overuse injury questionnaire severity score. 
It was hypothesized that as overall variability decreased, athletes would report higher 
disability and musculoskeletal symptoms, as indicated with a higher OSTRC overuse 
injury severity score. 
 
6.3 Methods  
6.3.1 Study design and setting  
This was a prospective cohort study with a three-month observation period. Data 
collection took place from August 2016 to December of 2016 at High Point University in 
High Point, North Carolina, USA. All eligible and consented participants participated in 
their normal training regimen as prescribed by the coaches and support staff. The 
participants’ training sessions were not altered in any way for the purposes of this study. 
This research project was reviewed and approved by University of Otago’s Human Ethics 
Committee (Health) (ref: 16/075) (see Appendix 4) and High Point University’s Human 




6.3.2 Participants  
6.3.2.1 Eligibility criteria 
Inclusion criteria: Male or female participants (aged 18 – 25 years) in and around High 
Point University who were running at least 25 miles per week were eligible to participate.  
Exclusion criteria: Participants were excluded if, at the start of the study, they reported: 
any injury that would prevent them from participating in sport training; history of any 
cardiac condition or heart surgery within the past six months which would restrict the 
athlete from participating in sport or athletic training; a pacemaker or any other cardiac 
device; history of open wounds, injury to the torso area, or any other condition in which 
wearing a heart rate strap would be contraindicated; any use of tobacco products in the 
past three months.  
6.3.2.2 Recruitment process  
Recruitment occurred from May 2016 through early September 2016. Flyers were 
distributed around High Point University and emails were sent to students, college-
sponsored athletes, and coaches (Appendix 6). Word-of-mouth was also used to recruit 
participants. High Point University’s Division I National Collegiate Athletic Association 
sanctioned cross-country coaches were also approached and asked whether they were 
interested in participation in the study. If the coaches expressed interest, the athletes were 





Prospective participants were invited to High Point University’s (HPU) Human 
Biomechanics and Physiology Laboratory to be screened for inclusion and exclusion 
criteria. Eligible participants were provided an Information Sheet (Appendix 7) and 
Consent Form (Appendix 8) for discussion and completion. Consented participants filled 
out an intake questionnaire (Appendix 9) on demographics, contact information, sport 
experience, and musculoskeletal injury history. Participants also completed an internet-
based version of the OSTRC overuse injury questionnaire (Appendix 10) to ensure 
familiarity with online formatting and overuse problem definitions used in the 
questionnaire.  
6.3.3 Variables  
Descriptive and analytical variables were collected for this study. Baseline descriptive 
variables included: age; gender; primary sport; years of competitive participation in their 
primary sport; and any self-reported injuries related to their sport that occurred within 
the past six months. Primary analytical variables included HRV as the predictor 
(independent) variable and OSTRC overuse injury questionnaire severity score as the 
outcome (dependent) variable. Training load was used as a secondary predictor variable.  
6.3.3.1 Primary predictor / independent variable 
Daily, resting HRV was the independent variable. There are more than forty HRV indices 
available for analysis. The following indices were chosen due to their previously 




2016) and possible correlation with acute musculoskeletal injury (Chapter 4): RMSSD and 
the standard deviation of R-R intervals (SDNN). These two measures were also chosen 
given their improved inter-session reliability when breathing rate was not controlled 
(Chapter 5), as was the case in the current cohort study.   
 
Heart rate data collection: Five minutes of daily, morning resting heart rate was recorded by 
participants using Polar Team2 heart rate monitors (Polar Electro Oy, Kempele, Finland). 
Shortened HRV recordings have demonstrated excellent consistency with 
electrocardiogram (ECG) recordings (Esco & Flatt, 2014) and were chosen to decrease the 
burden of daily heart rate recordings on participants. Interbeat interval data were 
collected at a sampling rate of 1000 Hz. The excellent agreement of the Polar Team2 
monitors with ECG has been previously reported (Martinmaki & Kinnunen, 2011; 
Schönfelder et al., 2011; Weippert et al., 2010), and their intra- and inter-session reliability 
was established in Chapter 5. To minimize potential interference with recordings, chest 
straps were individually fit to each participant and researchers ensured that participants 
demonstrated proper use and care of the strap (Giles & Draper, 2017).  
 
Upon waking each morning, participants were instructed to first void their bladder before 
returning to bed to complete the heart rate monitoring in supine position (Quintana & 
Heathers, 2014). Participants were advised to avoid talking or excessive movement, and to 




measures of interest (RMSSD and SDNN) are minimally influenced by variable breathing 
frequencies (Chapter 5). Therefore, participants breathed spontaneously during heart rate 
recordings (Saboul et al., 2013). Frequency domain measures (i.e. low frequency, high 
frequency and the low frequency to high frequency ratio) demonstrated poor inter-session 
reliability during spontaneous breathing conditions that improved minimally with 
controlled breathing (see Chapter 5, section 5.3.2). For this reason, frequency domain 
measures were not included in statistical analysis for this study. Participants were 
encouraged to obtain at least five, but no less than three, resting HRV recordings per week 
based on findings that inter-session reliability was greatly improved with five repeated 
HRV measures (see Chapter 5, section 5.4.5) (Le Meur, Pichon, et al., 2013; Plews et al., 
2014).  
 
Heart rate data analysis and cleaning: Polar Team2 software was used to manually inspect 
heart rate data files for significant artefacts such as ectopic beats or extraneous heart rate 
signal detections. Aligned with the data processing protocol used in the reliability study 
(Chapter 5), no filtering was applied within the Polar Team2 software. Heart rate data files 
were exported from Polar Team2 software and imported into KubiosHRV software 
(Kubios Oy, Kuopio, Finland), a freely available HRV analysis program (Tarvainen et al., 
2017). The first and last minutes of data recording were considered stabilization periods 
(Flatt & Esco, 2015) and thus discarded, leaving a three-minute period for analysis. When 




to capture artefact-free sections for analysis. Once the three-minute window was selected, 
"low" artefact filter was applied to R-R interval series to address remaining artefacts. 
When applying low filtering, the researcher (Angela Spontelli Gisselman, ASG) visually 
inspected each series of results following application of the "low" filter to ensure that the 
R-R interval series was not unduly distorted. KubiosHRV identifies artefacts with a 
threshold based correction method, where each beat interval is compared with an average 
of local beat-to-beat intervals. When the beat interval exceeded a selected threshold (e.g. 
the threshold for “low” is .035 s), this beat was treated as an artefact and replaced using a 
cubic spline interpolation (Tarvainen et al., 2017).   
 
Heart rate variability calculation: The primary time domain indices of interest (RMSSD and 
SDNN) were calculated using KubiosHRV according to the Task Force of the European 
Society of Cardiology and the North American Society of Pacing Electrophysiology 
(Tarvainen et al., 2014; TaskForce, 1996). RMSSD and SDNN reflect variability in R-R 
intervals caused by parasympathetic and sympathetic activity. RMSSD is more strongly 
associated with parasympathetic-mediated responses of the ANS whereas SDNN 
represents total variability, a reflection of both parasympathetic and sympathetic nervous 
systems activity (See Table 3.1).  
 
HRV is an inherently unstable measure with significant day-to-day variations due to 




HRV indices (Chapter 5). An example of this variation can be appreciated in the 
significant inter-session standard error of measurement determined for most HRV 
measures in the reliability study (refer to Table 5.2 and section 5.3.2). Given this wide 
variation, meaningful changes in HRV are accurately interpreted when weekly and seven-
day rolling means of HRV, and not isolated daily HRV values, are analyzed (Buchheit, 
2014; Plews et al., 2012; Plews, Laursen, Kilding, et al., 2013). Aligned with these findings, 
weekly HRV means of at least three daily HRV measures were calculated for this study. 
To assess the week-to-week changes in HRV, relative HRV change (ΔHRV) was 
calculated. ΔHRV expressed the relative change in weekly HRV as a percentage of the 
previous three-week rolling average of HRV (Figure 6.1).  
 
Figure 6.1. Calculation of relative changes in HRV (Δ HRV)  
The current week’s mean HRV value was subtracted from a three-week rolling mean of HRV. This 
result was then divided by the three-week rolling mean and multiplied by 100 to normalize percentage 






6.3.3.2 Primary outcome variable / dependent variable:  
The OSTRC Overuse Injury Questionnaire was used to measure consequences due to 
overuse injury (Clarsen et al., 2013). This self-report questionnaire was chosen over the 
standard time-loss methods of injury registration because of its ability to capture 
significantly more overuse injury cases (Chapter 2) (Clarsen et al., 2013). The 
questionnaire has been validated in a cohort of elite team and individual athletes, and 
demonstrated high internal consistency (Chronbach a of 0.91) (Clarsen et al., 2013). In 
comparison to the standard method of injury registration that records only injury or 
symptoms if they result in time-loss from sport or training, the OSTRC overuse injury 
questionnaire asks participants to report any sport-related “problems” (e.g. pain, stiffness, 
aching) (Figure 6.2) that affected the participant’s sport participation or training. OSTRC 
questionnaire data were collected and managed using Research Electronic Data Capture 
(REDCap) electronic data capture tools hosted at the University of Otago. REDCap is a 
secure, web-based application designed to support data capture for research studies, 
providing: 1) an intuitive interface for validated data entry; 2) audit trails for tracking data 
manipulation and export procedures; 3) automated export procedures for seamless data 
downloads to common statistical packages; and 4) procedures for importing data from 





Figure 6.2. OSTRC overuse injury questionnaire (Clarsen et al., 2013) 
After selecting an anatomical area of concern, participants completed these four questions which, in this 




The OSTRC overuse injury questionnaire consists of four questions that are summed 
together to calculate a severity score (Figure 6.2). In the original design of the 
questionnaire, these four questions were repeated when the athlete reported more than 
one anatomical area of concern. For example, when an athlete wanted to record problems 
for his / her knee and ankle, he / she completed eight questions in total, four questions 
corresponded with each area of concern. A high response rate was reported during testing 
of the questionnaire; however, it is important to note that the survey was developed with 
a cohort of elite, competitive athletes (Clarsen et al., 2013). Considering the non-elite 
population for this study and the potential burden of multiple questionnaires, the survey 
administration was slightly modified so that participants were required to fill out only 
one OSTRC questionnaire each week. Athletes were first instructed to select one or two 
areas of greatest concern on the body map provided (Figure 6.3) (Lacey, Lewis, Jordan, 
Jinks, & Sim, 2005). After selecting the areas of greatest concern, the athletes were 
prompted to fill out one OSTRC overuse injury questionnaire according to their selected 












At the start of each questionnaire, the participant was reminded that their results were 
confidential and would not be shared with coaching staff. To minimize the risk of recall 
bias, when the participant did not complete the questionnaire within two days, an 
automated reminder email was sent. When a participant failed to complete the 
questionnaire within four days from its due date, the questionnaire was discarded. If a 
participant failed to complete a questionnaire for two consecutive weeks, or if his / her 
answers on the questionnaire were unclear, the primary researcher contacted the 
participant by telephone. 
 
Scoring the OSTRC: Each question was awarded a value from 0 to 25, where 0 represents 
no problems and 25 represents inability to participate in training or sport, or severe pain 
due to an overuse problem. Questions 1 and 4 are scored 0-8-17-25, and questions 2 and 3 
are scored 0-6-13-19-25 (Clarsen et al., 2013). The responses for the four questions were 
summed weekly to calculate a ‘severity score’ ranging from 0 to 100; with 0 indicating no 
problems and 100 indicating maximal consequences (e.g.: severe levels of pain; complete 
cessation of sport training) due to an overuse problem. According to Clarsen et al. (2013), 
a ‘substantial’ overuse problem was identified when a participant reported moderate or 
severe reductions in training volume (i.e. participant selected options 3 or 4 in question 2), 
or moderate or severe reductions in sport performance (i.e. participant selected options 3 
or 4 in question 3), or complete inability to participate (i.e. participant selected option 5 in 




The total number of overuse problems (severity score > 0) and their corresponding 
anatomical areas of concern reported by athletes over the twelve-week study were 
identified. The average weekly severity score was calculated by averaging the severity 
score of all athletes who reported a severity score greater than zero. The weekly 
prevalence of overuse problems was calculated by dividing the number of athletes who 
reported a severity score greater than zero by the number of questionnaire respondents 
for that week. Similarly, the weekly prevalence of substantial overuse problems was 
calculated by dividing the number of athletes reporting substantial overuse problems by 
the number of questionnaire respondents. The feasibility of using the OSTRC 
questionnaire was evaluated with the average weekly response rate and number of 
athletes responding to all questionnaires during the study. Analyses were performed after 
removing the intake questionnaire which was used as a trial to ensure participants’ 
familiarity with the questionnaire.       
6.3.3.3 Secondary predictor variable  
As discussed in Chapters 2 and 3, monitoring the relationship between training load and 
injury has revealed patterns that strongly support the use of load monitoring and 
management in athletes (Bourdon et al., 2017; Hulin, Gabbett, Lawson, et al., 2016; 
Soligard et al., 2016). An integrative approach that synthesizes information from internal 
and external measures of training load is needed to investigate the relationship between 




load (arbitrary units, AU) was estimated after each training session using the following 
formula:       
Training load (AU) = Session rating of perceived exertion (sRPE) * total training session 
duration (minutes)  
 
The sRPE was based on the 10-item Borg’s CR10 scale, modified by Foster et al (2001) 
(Figure 6.4) (Foster et al., 2001; Impellizzeri, Rampinini, Coutts, Sassi, & Marcora, 2004). In 
team and individual sports, sRPE has been strongly correlated with heart rate during 
steady state and high intensity exercise (Foster et al., 2001; Impellizzeri et al., 2004; Manzi 
et al., 2015). Participants were familiarized with the sRPE scale at their intake session. 
Both sRPE and total training session duration were recorded by the participant within 30 
minutes of completing a training session. If the participant performed more than one 
training session in a day, training loads from each session were summated and recorded 





How difficult would you rate the training 
session or competition you just completed? 
 
0 Rest 
1 Very, very easy 
2 Easy 
3 Moderate 
4 Somewhat hard 
5 Hard 
6  




How many total minutes was your training 
session or competition that you just 
completed? 
 
Figure 6.4. sRPE questionnaire recorded daily by participants for each training and/or 
competition session completed 
 
For data analysis, a three-week rolling average of weekly training load was calculated for 
each subject. Similar to the calculation of relative changes in HRV (see Figure 6.1), relative 
changes in training load were calculated by subtracting the current week’s training load 
with the previous three-week’s average.       
6.3.4 Study size  
In order to provide 80% power to detect a correlation coefficient of 0.50 (equivalent to 
explaining 25% of the variance in the dependent variable, and representative of a large 
effect) (Cohen, 1992) using a two-sided test at 0.05 significance level, a sample size of 30 




6.3.5 Statistical analysis  
All data were analyzed using Statistical Package for the Social Sciences (Version 23) (IBM 
Corp., 1989, 2015). Demographic data of the cohort were presented as descriptive statistics 
including mean values and standard deviations for normally-distributed continuous 
variables, and counts and percentages for categorical variables. For statistical analysis, the 
relationship between ΔHRV and severity score was explored with a linear mixed model.   
6.3.5.1 Linear mixed model 
A linear mixed effects model using restricted maximum likelihood evaluated was used to 
evaluate the relationship between relative weekly changes in HRV (ΔHRV) and weekly 
severity score. A random subject effect was used to handle the within-participant repeated 
measures data collected over time (Krueger & Tian, 2004; Lloyd, 2000; Muller & Stewart, 
2006). Additionally, this approach allowed the inclusion of participants with one or more 
missing-at-random values, whereas repeated measures ANOVA models require balanced 
data sets (Krueger & Tian, 2004; Lloyd, 2000). Relative changes in HRV (i.e. ΔRMSSD and 
ΔSDNN) were entered in the model as fixed effects and treated as continuous variables. 
To account for each participant’s baseline HRV measures, ΔHRV for each week were 
modelled as percentage departure from a moving average of the three previous week’s 
values (Figure 6.5). The subsequent week’s severity score was used as the continuous, 





Figure 6.5. Sample calculation of relative changes in RMSSD used in linear mixed model 
analysis 
As described earlier, the RMSSD relative change (ΔRMSSD) was calculated as a percentage departure 
from the previous three weeks’ HRV mean values. In the example above, ΔRMSSD for week four (-6.4%) 
was correlated with the subsequent week’s OSTRC injury questionnaire’s severity score (week five severity 
score, indicated by a star).  
 
The primary objective of this model was to assess the significance of changes in HRV 
leading up to a substantial overuse problem. Analyses of changes in HRV occurring after a 
substantial overuse problem and prior to resumption of normal training were outside of 
the scope of this thesis. Therefore, participants were removed from the model during the 
week they had reported a “substantial” overuse problem. Given that the calculation of 
ΔHRV was based on a three-week rolling average, participants re-entered the model only 
when they reported three weeks of severity scores that were below the “substantial” 




6.3.5.2 Sensitivity Analysis  
Sensitivity analysis was performed to assess the effect of training load on the relationship 
between ΔHRV and severity score. The effects of study week and study week2 were added 
to the model to test for confounder effects. The addition of a quadratic term was used for 
all models containing linear predictors to assess evidence for non-linearities in the 
association. Schwarz’s Bayesian information criterion (BIC) values were used to determine 
if a quadratic term should be retained. When visual inspection of scatter plots of residuals 
against fitted values revealed funneling or there was positive skew of histogram of 





7 HEART RATE VARIABILITY AND ITS ASSOCIATION WITH 
OVERUSE INJURY IN COLLEGE-AGED RUNNERS: RESULTS 
AND DISCUSSION OF A COHORT STUDY    
7.1 Introduction 
This chapter provides the results and discussion of the cohort study described in Chapter 
6. The primary aim of this study was to investigate the association between changes in 
heart rate variability (HRV) and severity score (representative of an overuse injury) in 
college-aged runners. There were two secondary aims for this study: first, to examine the 
effect of training load on the correlation between HRV and overuse injury; and second, to 
evaluate the feasibility of the Oslo Sports Trauma Research Centre (OSTRC) Overuse 
Injury questionnaire for monitoring musculoskeletal overuse problems in non-elite 
athletes. This chapter was written in accordance with the guidelines for Strengthening the 
Reporting of Observational Studies in Epidemiology (STROBE) (Elm et al., 2007).        
 
7.2 Results 
7.2.1 Participants  
Thirty college-aged runners were screened for eligibility and enrolled for the twelve-week 
study. Table 7.1 provides the baseline characteristics of enrolled participants. One 
participant withdrew from the study after baseline screening due to personal reasons. No 




were reported for all remaining results. The cohort was comprised of male and female 
participants, and ages ranged from 18 to 25 years. The majority of the cohort (76%) were 
National Collegiate Athletic Association Division-1 cross-country and mid-distance track 
athletes.  
Table 7.1. Participant demographics at baseline (n = 30)  
Demographic  
Age (years), mean (SD) 21 (1) 
Male 18 (60) 
Female 12 (40) 
Primary sport  
Cross-country 19 (63) 
Track 4 (13) 
Community runner 6 (20) 
Other (soccer) 1 (3) 
History of prior injury in last six months?  
Yes 13 (43) 
No 17 (57) 
Note. SD = standard deviation; all numbers listed are count (percentage) unless specified otherwise.    
 
7.2.2 Primary outcome data  
7.2.2.1 OSTRC overuse injury questionnaire results 
Over twelve weeks, 242 overuse problems (severity score > 0) were reported with an 
average weekly prevalence of 64% (Table 7.2). The median severity score for all overuse 
problems was 20 (interquartile range 0, 28) and there was a gradual increase in the mean 





Table 7.2. Weekly prevalence of any overuse problem (severity score > 0) and substantial 
overuse problem over the course of the study  




Week 0  18 (62) 0 (0) 
Week 1 21 (72) 0 (0) 
Week 2 22 (76) 1 (4) 
Week 3 21 (72) 3 (10) 
Week 4 18 (62) 3 (10) 
Week 5 18 (62) 4 (14) 
Week 6 20 (69) 3 (10) 
Week 7 16 (55) 3 (10) 
Week 8 19 (66) 5 (17) 
Week 9 18 (62) 4 (14) 
Week 10 19 (66) 4 (14) 
Week 11 14 (48) 6 (21) 
Week 12 17 (59) 6 (21) 
Note. Values are shown as count of participants with prevalence of overuse or substantial overuse problem, 
and as percentage in parentheses.  
 
The anatomical areas most commonly associated with overuse injury problems included 
the calf (15% of all cases), anterior lower limb (13% of all cases), and hamstrings (11% of 
all cases) (Figure 7.2). Of the 242 reported overuse problems, 42 (17%) were classified as 
‘substantial overuse problems’ that resulted in moderate to severe reductions in training 
load and sport performance, or an inability to participate in sport. Substantial overuse 
problems affected 17 of the 29 (59%) participants at some point during the study. The 
mean weekly prevalence of substantial overuse problems over the twelve weeks was 11%. 
Appendix 11 presents data reported by five athletes with the highest cumulative severity 






Figure 7.1. Weekly average severity score (n=29; with 95% confidence intervals, CI) over the 




Figure 7.2. Prevalence and count of reported areas of anatomical concern over the 12-week study 
(when overuse injury severity score was greater than zero)   
 
 
7.2.2.2 Heart rate variability  
Table 7.3 provides the means and standard deviations (SDs) for the time domain variables 
analyzed throughout the study: the square root of the mean squared differences between 
successive RR intervals (RMSSD), and the SD of RR intervals (SDNN). All participants 
recorded at least three HRV recordings each week (mean number of weekly recordings 5.6 
± 0.7).    
Table 7.3. Means and SDs of HRV measures across the twelve-week study   
HRV measure Overall mean Week 0 Week 6 Week 12 
SDNN (ms) 127.1 ± 59.2 118.1 ± 54.3 126.5 ± 59.6 122.6 ± 57.5 
RMSSD (ms) 109.7 ± 53.6 106.2 ± 49.5 110.5 ± 55.0 106.4 ± 56.8 




























































































































































































Prior to statistical analyses, the following steps were taken to explore the trends of HRV 
data for both individuals and the cohort. First, individual graphs of each participant’s 
day-to-day HRV values over the twelve-week period were created. As illustrated in 
Figure 7.3, significant day-to-day variability of HRV was observed. Considering the 
inherent instability of daily HRV data (Plews et al., 2014) and results from the reliability 
study (Chapter 5), a seven-day (Monday – Sunday) weekly HRV mean was calculated for 
each participant. Calculation of this weekly mean resulted in some smoothing of the data 
but preserved the overall trend of HRV through the course of the study (Figure 7.3). 
Appendix 12 presents daily and seven-day mean values for the five participants who 
reported the highest severity scores across the study.    
 
Figure 7.3. Sample Record: daily RMSSD and weekly mean for participant 197 over the course of 























































































Next, the cohort’s weekly means and SDs of the HRV measures were plotted over time to 
identify general trends of the data (Figures 7.4 and 7.5). Numerically speaking, RMSSD 
and SDNN demonstrated similar upward trends from baseline to week three. While both 
measures declined at weeks four and five, SDNN increased from weeks five through ten 
whereas RMSSD had a more variable course and decline through week nine. Following 
increases in RMSSD and SDNN at week ten, both measures exhibited a downward trend 
to the end of the study.  
 
 





Figure 7.5. Grand mean of SDNN over the twelve-week study; error bars indicate 95% CIs   
   
In the final analysis, relative changes in HRV (ΔHRV) were calculated using the current 
week’s average HRV subtracted from a rolling baseline average of the three previous 
weeks of HRV data (refer to Figure 6.1 in section 6.3.3.1 for explanation of this 
calculation). Appendix 13 presents the cohort’s mean relative changes of RMSSD and 
SDNN across the study. A baseline of three weeks was chosen to increase the mean 
number of measurements used to calculate the average and to stabilize HRV measures 
over time (Chapter 5). ΔHRV (expressed as a percentage) was used in the linear mixed 




7.2.3 Linear mixed model results 
7.2.3.1 Main results  
The linear mixed model results can be seen in Table 7.4. Relative changes in RMSSD 
(ΔRMSSD) and relative changes in SDNN (ΔSDNN) were entered separately into the 
models given that these measures are correlated (TaskForce, 1996). The association 
between relative changes in ΔRMSSD or ΔSDNN and overuse injury severity score was 
not statistically significant (p = 0.801 and p = 0.096, respectively).  
 
Table 7.4. Linear mixed models estimates of fixed effects (dependent variable: subsequent 
week’s severity score) 
Parameter Estimate Significance 





ΔRMSSD -.019 .801 -.169 .131 
ΔSDNN -.110 .096 -.240 .020 
Note. ΔRMSSD = relative changes in RMSSD; ΔSDNN = relative changes in SDNN.  
7.2.3.2 Sensitivity analysis  
No significant effects (p = 0.391) were found when study week was added to the model to 
test for confounder effects. Study week plus study week2 were then added to assess for 
non-linearities in the associations. Schwarz’s Bayesian information criterion (BIC) values 
were used to compare the fit of the model with or without the addition of a quadratic 
term. Smaller BIC values were noted for the model without study week2. Given the non- 




study week2 were removed from subsequent analyses. Visual inspection of scatter plots of 
residuals revealed funneling with greater variability seen with higher predicted values. 
The primary outcome variable was log transformed to improve distribution of residuals 
and model assumptions. However, the distributions of residuals did not significantly 
improve with log transformation of data and thus, untransformed data were used for 
analyses with appropriate caution.  
7.2.4 Additional analyses  
7.2.4.1 Training load and injury 
Table 7.5 provides the means and SDs for weekly training load values over the course of 
the study. A gradual decrease in weekly training load means for all participants was 
noted over the twelve weeks (p = .000) (Figure 7.6).   
Table 7.5. Means and SDs of training load over the course of the study  
 










Figure 7.6. Grand mean of weekly training load over the twelve-week study; error bars indicate 
95% CIs   
 
Relative changes in training load (ΔTL) were added to the linear mixed model to assess its 
effect on the correlation of changes in HRV and overuse problems. Training load was not 
significantly associated with overuse problems when added to the model with ΔRMSSD 
(p = 0.64, 95% CI = -.066, .107) or ΔSDNN (p = 0.60, 95% CI = -.063, .108). The addition of 
training load appeared to attenuate the association between changes in HRV measures 





Table 7.6. Linear mixed models estimates of fixed effects with relative changes in training load 
added to the models (dependent variable: subsequent week’s severity score)  
Parameter Estimate Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
ΔRMSSD .009 .917 -.157 .175 
ΔTL .020 .639 -.066 .107 
ΔSDNN -.108 .130 -.249 .032 
ΔTL .023 .599 -.063 .108 
          
7.2.4.2 OSTRC questionnaire compliance rates 
The average weekly response rate over the monitoring period was 97%, with 25 of 29 
(86%) participants responding to all 12 questionnaires (Figure 7.7). There were no missing 
data in the completed questionnaires. The first missed survey was recorded in week eight, 





Figure 7.7. Number of participants who completed OSTRC overuse injury questionnaire over 




This present study examined the association between changes in HRV and OSTRC 
severity score (reflecting development of overuse injury) in a cohort of college-aged 
runners. It was hypothesized that there would be a negative correlation between changes 
in HRV and overuse problems, where decreases in weekly HRV compared to a rolling 
three-week baseline mean would be associated with increasing severity of overuse 
problems. Overall, there was no evidence of an association between relative changes in 
HRV and overuse problems measured by OSTRC severity score, thus failing to reject the 
null hypothesis. Secondary analysis included investigating the effect of training load on 

























OSTRC overuse injury questionnaire for monitoring overuse problems in non-elite 
runners. Training load was not significantly associated with overuse injury, and the 
addition of training load to the mixed model attenuated the non-significant effect between 
HRV and overuse injury. Excellent response rate for the OSTRC overuse injury 
questionnaire supported the feasibility of using the weekly self-report measure in non-
elite runners.    
7.3.1 Statement of main findings  
7.3.1.1 Association between heart rate variability and overuse problems 
No statistically significant associations between ΔRMSSD or ΔSDNN and overuse 
problems measured by severity score were found. The results of the linear mixed model 
were that for every 1% change in ΔRMSSD, there was a 0.02 (p = 0.801, 95% CI = -0.17, 
0.13) decrease in severity score (Table 7.4). Given the severity score scale of 0 – 100, and its 
grand mean ± SD over the course of the study (20 ± 22), together the estimated effect and 
CI limits represent a small and possibly not clinically significant shift in the severity score. 
It is important, however, to interpret these results in the context of what values that might 
constitute a meaningful change in HRV.  
 
In sport science, there are a variety of methods used to calculate meaningful changes in 
HRV, including application of Cohen’s effect size principles (Buchheit, 2014; Cohen, 1977). 
When this approach is applied, a moderate shift (equivalent to Cohen’s effect size of 0.5) 




by multiplying the SD of ΔRMSSD (17.2) by a Cohen’s effect size of 0.5.) When the results 
of the linear mixed are considered in the context of producing a moderate shift in 
ΔRMSSD, a 0.20 (95% CI = -1.45, 1.13) decrease in severity score is the predicted estimate. 
In other words, for every 8.6% increase in ΔRMSSD, a moderate change for this variable 
according to Cohen’s effect size, there was a 0.20 decrease in severity score. Regardless of 
the method used to interpret the results, these magnitudes of reduction in severity score 
are minimal and most likely not a clinically meaningful change in severity score.  
 
These results may indicate the absence of any associations but other explanations should 
also be considered including violations of model assumptions, larger than expected 
random error, or an ill-fitted study design to explore the proposed hypothesis. More 
discussion around the appropriateness of the study design and use of the OSTRC severity 
score to define overuse injury for this research question appears in Chapter 8.  
 
Residual plots and histograms of residuals were evidence that model assumptions were 
violated. Plotting model residuals against fitted values demonstrated heteroskedasticity 
that was not improved after log transformation of the primary outcome variable. These 
results indicated that model assumptions were not fully satisfied. Other sophisticated 
statistical analyses could be considered; however, given the results and narrow CIs, it is 





The lack of statistically significant correlations between HRV measures and overuse 
problems may not be surprising considering the inconsistent patterns of change in HRV in 
response to training maladaptation (e.g. fatigue, poor athletic performance). For example, 
while decreases in parasympathetic-mediated HRV measures (e.g. RMSSD and high 
frequency power, HF) were associated with prolonged fatigue or nonfunctional 
overreaching in athletes (Baumert et al., 2006; Bellenger et al., 2016; Leti & Bricout, 2013; 
Plews et al., 2012; Schmitt et al., 2013; Stanley et al., 2015), increases in these measures have 
also been correlated with poor training adaptations (Bellenger et al., 2016; Le Meur, 
Pichon, et al., 2013). One possible explanation for these disparate responses of 
parasympathetic-mediated HRV measures to physiological adaptations is discussed in a 
subsequent section titled, Saturation effect (p. 153).  
 
In addition to the varied patterns of change in HRV in response to training-induced 
fatigue, there have been studies showing no correlation between HRV and fatigue 
(Buchheit et al., 2012; Kiviniemi et al., 2010). Based on these results, it was postulated that 
the occurrence of an injury in this study, unlike fatigue, would exert a larger influence on 
ANS activity and HRV measures. The non-significant results refute this hypothesis, 
suggesting that overuse problems indexed by severity score did not significantly influence 
observed changes in HRV. This finding leads to the question as to whether severity score 
was an appropriate outcome variable to measure the presence of, or symptoms related to, 




related to overuse injury are discussed further in the subsequent chapter (Chapter 8).  
 
On the other hand, the lack of significant association identified in this study is somewhat 
unexpected given the results of the systematic review (Chapter 4), findings from a 
systematic review of HRV and chronic musculoskeletal conditions (Tracy et al., 2016), and 
a recent study on HRV and overuse problems in a cohort of CrossFitTM athletes (Williams 
et al., 2017). The systematic review identified relatively consistent changes in 
parasympathetic-mediated HRV measures. Acute musculoskeletal injury appeared to 
cause a reduction in HRV measures compared to controls without reports of injury 
(Grimm et al., 2005). A similar pattern was also observed in Chuang et al. (2007) where 
baseline resting HRV measures were reduced prior to treatment for acute musculoskeletal 
injury. These results suggested that there may be a negative correlation between 
parasympathetic-mediated HRV measures and musculoskeletal injury. Caution must be 
exercised when interpreting these results due to the limited number of studies eligible for 
the review.  
 
A recent systematic review with meta-analysis investigated HRV patterns of change in 
response to chronic musculoskeletal conditions (Tracy et al., 2016). The results of this 
review also suggested a significant correlation between chronic musculoskeletal 
conditions and ANS activity indexed at the heart. It could be hypothesized, however, that 




sensitization of pain, and not physiological signs of somatic tissue injury (Bruehl & 
Chung, 2004).  
 
Williams et al. (2017) tested the published hypothesis from Chapter 3 and is the only 
known published study that investigated associations between HRV and overuse injury. 
The lack of HRV changes to predict OSTRC severity score in the current study contrasts 
findings of Williams et al. (2017) where the risk of overuse problems was significantly 
increased (RR: 2.61, 90% CI: 1.38 – 4.93) when reductions in weekly RMSSD concurrent 
with high acute to chronic workload ratios were measured. There are several similarities 
between the methods used by Williams et al. (2017) and the current study including: daily 
resting HRV measurements, using session rate of perceived exertion (sRPE) as an index of 
training load, and monitoring overuse problems with the OSTRC severity score. Despite 
such similarities, there are differences in study design, and concerns regarding their 
statistical analyses that limit comparability of the findings.  
 
First, the cohort was comprised of highly competitive, older (mean age (SD), males = 26 
(4); females = 27 (2)) CrossfitTM athletes (Williams et al., 2017). CrossfitTM is a high-intensity 
exercise program that targets a wide range of athletic skills including metabolic 
conditioning and weightlifting (Dawson, 2015; Drake, Smeed, Carper, & Crawford, 2017). 
Compared with physiological outcomes of participation in mid-distance running, 




muscular power and balance to increases in aerobic and anaerobic capacity (McKenzie, 
2015; Murawska-Cialowicz, Wojna, & Zuwala-Jagiello, 2015; M. M. Smith, Sommer, 
Starkoff, & Devor, 2013). Sport modality and level of performance have been shown to 
significantly influence HRV measures (V. P. da Silva, de Oliveira, Silveira, Mello, & 
Deslandes, 2015; Kiss et al., 2016); therefore, caution must be exercised when comparing 
results to the current study’s cohort of cross-country runners.  
 
Second, related to statistical analyses, Williams et al. (2017) used a generalized linear 
mixed-effects model. HRV and training load were converted into low, moderate, and high 
tertiles, and then entered in the model as categorical predictor variables. Overuse 
problems, measured by the OSTRC severity score, were entered as fixed, binary outcome 
variables (i.e. overuse problem or no overuse problem). It’s important to note that the 
authors did not state what severity score value was selected as the “cut-off” score for the 
binary outcome. Converting severity score from a continuous to binary measure may be 
an alternative approach to researching associations between HRV and injury; however, 
there are issues with this method that are discussed further in Chapter 8, section 8.4.5. 
Additionally, their sample size (n = 6) and clusters of observations are less than what is 
commonly recommended for mixed models (Maas & Hox, 2005). Making inferences based 
on a sample size that does not support the statistical approach nor allow for confounder 
adjustments can lead to inaccurate conclusions. In summary, although it was encouraging 




conclusions based on inappropriate statistical analyses and so caution must be applied 
when interpreting these findings.   
 
The systematic review performed for this thesis (Chapter 4) along with the results by 
Tracey et al. (2016) and Williams et al. (2017) suggested that there was a possible 
correlation between perturbations of the ANS indexed by HRV and musculoskeletal 
injury. Despite the limitations of these studies, the lack of a significant association in the 
current study is somewhat surprising. 
 
Saturation phenomenon 
Another possible explanation for the results in this study could be related to a nonlinear 
relationship identified between HRV measures that represent parasympathetic activity 
(e.g. RMSSD or high frequency power), and parasympathetic activity at the heart indexed 
by resting heart rate (Kiviniemi, Hautala, Seppanen, & Makikallio, 2004). As discussed in 
Chapters 2 and 3, a linear relationship is typically observed between parasympathetic 
activity at the heart and cardiac measures. That is, as parasympathetic (or vagal) activity 
increases at the heart, it produces increased parasympathetic-mediated HRV measures 
and decreased heart rate. In general, when this cardiac profile is observed in athletes, it 
signifies an athlete is responding positively to training (Bellenger et al., 2016). In contrast, 
participants responding well to training have also demonstrated decreased resting heart 




This unexpected relationship of a mismatch between parasympathetic-mediated HRV 
measures and increased vagal activity at the heart is referred to as the ‘saturation 
phenomenon’ (Kiviniemi et al., 2004). The saturation phenomenon describes the 
dissociation between vagal activity (measured by the R-R interval) and magnitude of 
parasympathetic-mediated HRV measures.   
 
Researchers theorize that the saturation phenomenon occurs when acetylcholine receptors 
at the heart are saturated to the point where continued increases in vagal nerve activity 
produce a parasympathetic-dominant effect (Kiviniemi et al., 2004; Plews, Laursen, 
Stanley, et al., 2013). This effect dampens modulation of the heart that normally occurs 
during respiration, causing a reduction in HRV measures (Kiviniemi et al., 2004). This 
relationship can be investigated using the natural logarithm of RMSSD to R-R interval 
ratio (Kiviniemi et al., 2004; Plews, Laursen, Stanley, et al., 2013). When this ratio is 
plotted over time, cardiac profiles of participants with the saturation phenomenon exhibit 
a point at which the value of parasympathetic-mediated HRV measures (e.g. RMSSD or 
HF) are dissociated from the magnitude of parasympathetic activity at the heart 
(Kiviniemi et al., 2004). This saturation effect has been confirmed in pharmacological 
modulation and ambulatory studies (Kiviniemi et al., 2004). The phenomenon does not 






For example, if reductions in RMSSD and a low resting heart rate are measured in an 
athlete who is not showing signs of training maladaptation, this could be explained by the 
saturation phenomenon. In the case of this athlete who is responding well despite heart 
rate measures that suggest a negative response to training, presence of the saturation 
phenomenon would indicate there is increased, not decreased, vagal activity at the heart 
(Buchheit, 2014; Buchheit et al., 2006; Kiviniemi et al., 2004). This paradox has been most 
commonly documented in elite athletes who have very low resting heart rates and 
undergo high training loads (Plews, Laursen, et al., 2017; Plews, Laursen, Stanley, et al., 
2013; Stanley et al., 2015). There are few studies documenting the presence and effect of 
this phenomenon on HRV analysis in non-elite athletes (Kiviniemi et al., 2014; Ornelas et 
al., 2017). Given the population in this study and relatively low training loads reported 
compared to those measured at the elite level, it is unlikely that the phenomenon 
influenced the reported outcomes. Future studies are needed to investigate whether the 
RMSSD to R-R interval ratio provides a more reliable indicator of an athlete’s response to 
training or overuse injury, and whether its changes are correlated with overuse injury.  
7.3.1.2 Training load and overuse problems  
When added to the linear mixed model, relative changes in weekly training load 
attenuated the correlation between HRV and overuse problems indexed by severity score. 
There was also no evidence found for an association between relative changes in training 
load and overuse problems when entered in the model with ΔRMSSD (p = .639) or 




that have identified significant relationships between training load and injury risk in 
athletes (M. K. Drew & Finch, 2016; Gabbett, 2010, 2016; Hulin, Gabbett, Caputi, et al., 
2016). 
 
These results could be due to the similar trends in training load and HRV over the course 
of the study, both demonstrating gradual decreases. As a marker of overall training load, 
session rating of perceived exertion (sRPE) quantifies both the work the participant 
performed (i.e. external loading, reflected in the reported duration of training session), 
and the participant’s physiological response to the workload (i.e. internal loading, 
reflected by the rating of perceived exertion (RPE) for the training session). Since sRPE is 
an indicator of internal physiological load and is correlated with heart rate responses to 
exercise (Impellizzeri et al., 2004), sRPE and HRV may reflect similar, if not associated, 
responses to training stressors such as pain or overuse problems (Kaikkonen, Hynynen, 
Mann, Rusko, & Nummela, 2012; Saboul et al., 2015).  
 
The sRPE is limited in its ability to capture the intensity of training sessions and may be 
another reason for the findings in this study (Veugelers, Young, Fahrner, & Harvey, 2016). 
For example, when a participant records a total daily training load of 180 arbitrary units, 
this value could indicate a near-maximal training session (RPE = 9) that was 20 minutes in 
duration or, an easy training session (RPE = 2) that was 90 minutes in duration. Therefore, 




sRPE) and overuse problems, this limitation could have produced inaccurate correlations 
between these two variables. While it is clear that sRPE is influenced by subjectivity, this 
load monitoring method is considered a valid tool for assessing a participant’s 
physiological responses to training (Foster et al., 2001; Impellizzeri et al., 2004; Manzi et 
al., 2015). Additionally, there is strong support for significant correlations between sRPE 
and non-contact musculoskeletal injuries in sport (Cross, Williams, Trewartha, Kemp, & 
Stokes, 2016; Gabbett, 2004, 2016; Gabbett & Jenkins, 2011). Therefore, the reasons for the 
findings of no correlation between training load and overuse problems in this study 
remain occult.  
 
7.3.1.3 Feasibility of the OSTRC-q in non-elite runners 
The OSTRC overuse injury questionnaire was developed with a cohort of competitive, 
elite athletes (Clarsen et al., 2013) and has been used in several studies on such athletes 
(Soligard et al., 2017; Theilen, Mueller-Eising, Bettink, & Rolle, 2016; Weiss, McGuigan, 
Besier, & Whatman, 2017) its feasibility and utility in non-elite populations was less 
known. In anticipation that non-elite runners may not be as motivated as elite athletes to 
complete multiple weekly questionnaires over this three-month study, administration of 
the questionnaire was slightly modified so that participants were required to complete 
only one questionnaire each week (see Chapter 6 section 6.3.3.2). With the modified 
approach, the overall response rate was very good (86% of participants responding to all 




encouraging to note that response rates in this study were higher than those from elite 
athletes who piloted the questionnaire (81% of participants responded to all 
questionnaires; 93% average weekly response rate) (Clarsen et al., 2013). This finding 
supports the effectiveness and efficiency of the modified procedures used to administer 
and remind participants to complete weekly surveys in this cohort of non-elite athletes.   
7.3.2 Implications for future studies 
Contrary to expectations from the proposed hypothesis (Chapter 3) and a recently 
published investigation (Williams et al., 2017), this study did not find a statistically 
significant correlation between relative changes in HRV and overuse problems measured 
with the OSTRC severity score. As discussed previously, there are several issues that may 
explain the current results including the difficulty of measuring a complex outcome such 
as overuse injury. The results of the study also necessitate a re-examination of the 
hypothesis and study model used to investigate the associations between HRV and injury. 
These issues and others are discussed further in Chapter 8.  
 
One of the more challenging aspects of this study was selecting the most appropriate 
statistical methodology to answer the research question. There are a variety of statistical 
approaches that could have been used to conduct the analysis. Chapter 8, section 8.4.5 
explores the strengths and limitations of an alternative statistical analysis that can inform 






7.4 Strength and limitations 
Most studies in sport science have focused on HRV monitoring with small cohorts of elite 
athletes. While the number of HRV investigations with college-aged participants is 
increasing, sample sizes are small and typically less than fifteen participants (Flatt et al., 
2016; Flatt & Esco, 2016; Flatt, Hornikel, et al., 2017). Smaller samples sizes have allowed 
researchers to explore unique characteristics of HRV patterns on an individual level (e.g. 
saturation phenomenon), but they also limit statistical approaches that can adjust for 
confounders and assess for non-linearity of data (Peduzzi, Concato, Kemper, Holford, & 
Feinstein, 1996). The low sample sizes of prior HRV investigations highlights one of the 
key strengths of the current study: a protocol designed to recruit a larger sample size (n = 
29) to achieve external validity for study results. There are three examples of how the 
study design supported real-world application for HRV monitoring.   
 
First, in consultation with a biostatistician (Andrew Gray), the sample size estimate to 
attain statistical significance was determined (n = 30) and nearly achieved, with twenty-
nine participants completing the twelve-week study. Second, compared to the protocol 
design of previous studies (including the reliability study, Chapter 5), HRV and weekly 
questionnaire collection protocols were modified to address the needs of participants. For 




laboratory. Allowing participants to perform home-measurement introduced confounding 
factors (e.g. room temperature, distractions) that may not have occurred if measurements 
took place in laboratory conditions. It was decided, however, that the anticipated benefits 
of heart rate recordings at home, i.e. increasing participant adherence, outweighed the 
potential costs. Accurate analysis and practical application of HRV depends on participant 
compliance and frequency of measurements (Chapter 5). The mean number of weekly 
HRV recordings across the twelve-week study (5.6 ± 0.7) provides evidence for the 
efficiency of daily home-measurement in this study. Finally, excellent response rate for 
weekly questionnaires, and high retention rate of participants also suggested that the 
protocol design was effective and acceptable for a non-elite athletic population. 
 
There are important limitations to this study that need to be considered. First, there are 
well recognized concerns regarding the reliability of self-reported, retrospective 
questionnaires (i.e. OSTRC overuse injury questionnaire) due to the threat of recall bias 
(Gabbe, Finch, Bennell, & Wajswelner, 2003). In anticipation of this limitation, the lead 
researcher (Angela Spontelli Gisselman, ASG) developed a reminder procedure (see 
Chapter 6 section 6.3.3.2) to ensure that questionnaires were completed on time. The 
excellent response rates over the course of the study suggested that the reminder 
procedure, which involved contacting participants through email and texting, was 





The OSTRC overuse injury questionnaire results were not validated with a medical 
examination; therefore, it was not possible to determine an exact injury diagnosis or 
mechanism of injury. The primary aim of this study was to investigate HRV changes in 
response to any developing overuse injury and therefore, a specific injury diagnosis was 
not needed to answer the research question. It was also possible that some of the recorded 
overuse problems (i.e. when the OSTRC severity score was > 0) were ‘normal’ symptoms 
caused by training and unrelated to a developing overuse injury. One solution that could 
address these limitations is to follow-up each recorded problem on the OSTRC 
questionnaire with a medical examination. It’s important to acknowledge logistical and 
financial challenges associated with such an approach. While this solution has been used 
with elite athletes (Clarsen et al., 2013), future studies are needed to investigate the 
feasibility of this follow-up method in non-elite cohorts.  
 
As discussed above, participants recorded daily resting heart rate measures each morning 
before getting out of bed. While it was not possible to control for confounding factors due 
to environmental conditions (e.g. room temperature, lighting), this method allowed for 
some within-participant standardization of recording conditions (i.e. same room, 
relatively same time of day, quiet and familiar environment). Participants were also 
instructed not to consume food or caffeinated beverages before completing heart rate 
recording. Participants did not report whether they had adhered to this protocol; however 




likely that participants followed these instructions.                                                                       
 
7.5 Conclusion 
There was no evidence of an association between relative changes in HRV and overuse 
problems indexed by the OSTRC severity score using this cohort study design. The 
findings suggest that a re-consideration of the hypothesis, statistical methods, and 
outcome measure used to identify overuse injury is required before exploring the 
possibility of future trials. The implications of the cohort study findings are considered 





8 GENERAL DISCUSSION  
8.1 Background 
Musculoskeletal overuse injuries are a leading cause of time loss from sport and impaired 
performance in athletics. Overuse injuries present a frustrating rehabilitation journey for 
athletes, coaches, and clinicians due to their non-linear pathophysiology and dynamic 
healing process. Complicating things further, clinical symptoms associated with overuse 
injury do not consistently reflect the physiological status of injured tissue.   
 
The autonomic nervous system (ANS) is chiefly involved in a network of neural 
communication and integration that contributes to the body’s homeostasis and immune 
response. Acting locally and centrally, the ANS makes fine-tuned changes to modulate 
immune responses in the presence of a threat or stressors to the body, such as injury 
(Tracey, 2002, 2007). ANS activity can be indirectly measured with heart rate variability 
(HRV), which reflects the shared responsibility of the parasympathetic and sympathetic 
nervous systems’ control of heart rate. Aligned with a complex systems approach to sport 
injury research (Bittencourt et al., 2016), this thesis aimed to develop and test a theory that 
investigated the role of monitoring ANS function with HRV to indicate early signs of 




8.2 Overview of thesis 
This thesis performed a systematic investigation of the association between HRV indices 
indicative of ANS modulation and overuse injury to elucidate whether somatic tissue 
distress could be monitored at the level of ANS cardiac control.  
 




The research process (Figure 8.1) for this thesis involved the following steps: After the 
primary research question for this thesis was identified (Chapter 2), a literature review 
synthesized current concepts on HRV monitoring in sport and the role of the ANS in 
overuse injury pathophysiology (Chapters 2 and 3). Importantly, a theoretical framework 
and working hypothesis emerged from this literature review that provided a pathway for 
subsequent thesis works. In the development phase of this thesis, a systematic review 
(Chapter 4) was conducted to examine the evidence for HRV monitoring in the presence 
of developing musculoskeletal injury. In addition to confirming the research gap that this 
thesis sought to fill, the systematic review highlighted several methodological issues 
surrounding HRV research. The HRV reliability study performed in Chapter 5 addressed 
two of these methodological concerns and its results informed the protocol design of the 
cohort study (Chapter 6). The cohort study tested the hypothesis and investigated the 
correlation between changes in HRV measures and overuse injury problems in a cohort of 
collegiate athletes (Chapter 6). Results of the cohort study (Chapter 7) did not produce 
evidence for a statistically significant association between HRV and overuse problems, 
measured by the Oslo Sport Trauma and Research Centre (OSTRC) overuse injury 
questionnaire. These findings raise several questions and issues that were introduced in 
the preceding chapter but require further consideration. Following an overview of thesis 
findings, these issues and implications of the thesis findings for future research are 




8.3 Summary of thesis findings 
In reviewing literature for the prevalence of overuse injuries (Chapter 2), a newly 
developed method of injury monitoring revealed the apparent increase and health impact 
of overuse injuries on athletes (Clarsen et al., 2013). Additionally, despite the widespread 
use of physical performance and screening measures to identify who is at risk for overuse 
injury, their predictive abilities were found to be limited (see Chapter 2, section 2.1.4). 
Chapters 2 & 3 provided important insight that a complex interaction of biomechanical, 
psychosocial, and physiological factors contributed to the pathophysiology of overuse 
injuries (Cook & Purdam, 2009; Cook et al., 2016; Durgam & Stewart, 2017; Magnusson et 
al., 2010; Reinking, 2012). This finding suggested that current overuse injury prevention 
methods focused on biomechanical faults or performance standards lacked the sensitivity 
needed to identify the status of tissue injury or repair. 
 
Several theoretical models explaining overuse injury pathophysiology were considered in 
Chapters 2 & 3. A strong relationship between mechanical loading and unloading of 
somatic tissue (e.g. muscle, tendon, or bone) and tissue pathology or repair was reported 
in the literature (Cook et al., 2016; Durgam & Stewart, 2017; Glasgow et al., 2015; Khan & 
Scott, 2009; Millar et al., 2017; Nourissat et al., 2015). Importantly, a tissue’s response to, or 
capacity for, loading was identified as a critical component that modulates the 
relationship between load and health of the tissue (Cook & Docking, 2015). While research 




be said for measuring the tissue’s response to loading. The lack of evidence for methods 
that quantify tissue’s physiological response to loading prompted a focus on the ANS and 
its physiological mechanisms implicated in overuse injury development.  
 
Preliminary evidence examined in Chapters 2 & 3 suggested that an ANS-mediated 
inflammatory response occurs locally at the site of injury and is responsible for critical 
physiological mechanisms during tissue injury and repair (Pavlov & Tracey, 2012; Thayer 
et al., 2011). Given these findings, it was plausible to hypothesize that monitoring ANS 
activity with HRV may aid in the detection of injured tissue or, at the very least, an 
athlete’s risk for injury. Based on the synthesis of findings from the background and 
literature review (Chapters 2 & 3), the theoretical framework for this thesis was created to 
describe the potential link between peripheral ANS activity and overuse injury 
pathophysiology (see Figure 3.2).   
 
After the evidence base for HRV monitoring in sport was assessed in the literature review 
(Chapter 3), two important findings became clear: first, despite numerous investigations 
on HRV and athletes’ adaptations to training, it appeared that few, if any, studies had 
studied HRV monitoring and its response to injury; and second, a common issue among 
HRV studies was the lack of consistent data collection and processing protocols that 
impacted external validity of HRV results. To address these findings, a systematic review 




The systematic review conducted in Chapter 4 confirmed the preliminary finding that 
there was an absence of published studies investigating the association between HRV and 
musculoskeletal overuse injury. Descriptive synthesis of the included studies suggested 
that participants with acute musculoskeletal injury demonstrated a reduction in HRV 
measures, which was most consistently reflected in parasympathetic-mediated HRV 
indices (i.e. the square root of the mean squared differences between successive RR 
intervals, RMSSD and high frequency power). Results from the systematic review also 
highlighted several methodological weaknesses of HRV research including not controlling 
for confounders, inconsistent data collection procedures, and incomplete reporting of data 
processing procedures. The variability in HRV research methodology limits external 
validity of findings and precludes practical application of HRV monitoring (Quintana et 
al., 2016). In response to these limitations, a reliability study was conducted to determine 
the most reliable data collection and processing procedures for assessing longitudinal 
changes in HRV.      
 
The reliability study assessed the effects of breathing condition (spontaneous versus 
controlled breathing) and artefact correction (“low” versus “strong”) on the intra- and 
inter-session reliability of all available HRV measures produced with KubiosHRV 
software (Kubios Oy, Kuopio, Finland). Optimal reliability of HRV measurements was 
achieved when data were minimally filtered (i.e. application of “low” filter) and analyzed 




definitive recommendation for or against controlled breathing when using time domain or 
non-linear analyses. Importantly, the study did find that frequency domain measures 
were significantly influenced by breathing condition and required controlled breathing 
for improved consistency of HRV analyses. Another critical finding from the reliability 
study was the determination that five daily measures of HRV were needed each week to 
achieve excellent inter-session reliability.   
 
Taken together, these findings directly informed the cohort study protocol development 
in the following ways: first, spontaneous breathing was the preferred breathing condition 
for the participants and therefore, time domain measures, not frequency measures, were 
chosen for analysis; second, two time domain measures that demonstrated the highest 
inter-session reliability during spontaneous breathing condition (RMSSD and standard 
deviation of RR intervals, SDNN) were selected as the HRV indices for analysis; third, 
KubiosHRV software was used to produce HRV analyses and “low” artefact filter was 
applied; and finally, participants were instructed to obtain at least five, but no less than 
three, heart rate recordings each week for improved consistency of measurement and 
accuracy of HRV results (Plews et al., 2014).  
 
Despite the availability of studies on HRV monitoring and sport performance outcomes, 
evidence for the relationship between changes in HRV and injury was scarce. Up until 




musculoskeletal overuse injury. In the exploratory cohort study, the correlation between 
relative changes in HRV and development of an overuse problem, measured by the 
OSTRC overuse injury questionnaire severity score, was investigated in a cohort of 
college-aged runners. Results indicated no statistically significant correlation between 
relative changes in RMSSD or SNDD and overuse problems. Similarly, no association was 
found between training load changes and overuse problems; moreover, the addition of 
training load to the linear mixed model attenuated the observed effects between HRV and 
overuse problems. Excellent compliance rate with daily heart rate recordings and weekly 
injury questionnaires indicated the data collection protocols were acceptable for college-
aged participants.      
 
The lack of effect of overuse problem on relative changes in HRV was at odds with the 
research hypothesis and findings from recently published work by Williams et al. (2017) 
(see Chapter 7, section 7.3.1.1 for discussion of this research). These results suggested the 
absence of any correlation between these two variables but other explanations such as 
model assumption violations, ill-fitted study design, or inaccurate research hypothesis 
were also considered (see section 7.3.1 of Chapter 7 and section 8.4 in the current chapter 





8.4 Issues raised by thesis with implications for future research 
The findings of this thesis prompted consideration of several issues with implications for 
future HRV research of overuse injury monitoring and prediction methods. This next 
section will examine five issues raised by the thesis with a critical eye to inform the 
development of future study designs investigating HRV and overuse injury. 
8.4.1 What is the role of inflammation in the pathological mechanisms of 
overuse injury?  
The hypothesis for this thesis was a new concept developed from preliminary evidence 
that implicated ANS-mediated inflammatory mechanisms in common overuse conditions 
(e.g. tendinopathy) (Chapter 3). Based on these findings, the idea was created that HRV, a 
surrogate measure of ANS, may be influenced by the ANS-mediated inflammatory 
response of peripheral tissues undergoing pathological changes due to a developing 
overuse injury (Chapter 3).   
 
The published hypothesis from Chapter 3 has received great interest among the research 
community, with a recent study producing preliminary support of the theorized 
relationships between ANS activity and overuse injury pathology (Williams et al., 2017). 
The lack of correlation between HRV and overuse problems, however, suggested that the 
hypothesis did not hold true in the cohort study (Chapter 7). These results prompted a re-




question: what is the role of inflammation in overuse conditions?  
 
At the time the hypothesis was being developed (late 2014) for the current thesis, the role 
of inflammation in overuse injury pathophysiology (e.g. tendinopathy) was under 
continued scrutiny (Cook et al., 2016; Khan, Cook, Bonar, Harcourt, & Astrom, 1999; Rees, 
Stride, & Scott, 2014). The change in nomenclature from “tendinitis” to “tendinopathy” in 
the late 1990s – 2000s illustrates the progression of thinking that persists today, that 
overuse conditions are degenerative in nature and devoid of inflammatory mechanisms 
that contribute to the disease (Khan, Cook, Kannus, Maffulli, & Bonar, 2002). In contrast to 
this, evidence from this thesis (Chapters 2 & 3) suggested a significant role of the ANS, a 
primary driver of an inflammatory response at the site of tissue injury, in tendon 
pathology. However, if as currently proposed, inflammation is not implicated in the 
pathophysiology of overuse conditions, then what was the explanation for increased ANS 
activity at the site of injury? 
 
A recent publication shines light on this debated topic with biological evidence that 
demonstrates a complex inflammatory response in chronic and ruptured Achilles tendons 
(Dakin et al., 2017). The data from this study, and others, validates the role of 
inflammatory mechanisms in the pathogenesis of overuse diseases such as rotator cuff 
and Achilles tendinopathies. In fact, this is not the first study that has identified elements 




overuse conditions (Andersson, Danielson, Alfredson, & Forsgren, 2008; Rees et al., 2014; 
Schubert et al., 2005). While these findings do not confirm the assumed role of the ANS in 
the inflammatory mechanisms, they seem to corroborate the hypothesized relationship 
between inflammation and pathology of overuse injury (Figure 3.2). Collectively, these 
studies highlight the need for research that explores ways to monitor and target systems 
(e.g. the ANS) responsible for inflammatory responses to injury (Dakin et al., 2017).  
8.4.2 Is HRV a surrogate measure of peripheral ANS activity?  
Another question raised by this thesis is whether HRV changes are indicative of 
peripheral, and not just cardiac autonomic activity as suggested by the hypothesis 
(Chapter 3). While it is not feasible to measure the global drive of parasympathetic and 
sympathetic activity throughout the body, peripheral SNS activity can be measured with 
muscle sympathetic nerve activity (MSNA). MSNA uses microneurography to produce a 
direct recording of SNS action potentials and is the gold standard for muscular SNS 
outflow at the periphery (Grassi & Esler, 1999; Kondo et al., 2004). In comparison to low 
frequency (LF) HRV that was once believed to represent sympathetic-mediated influences 
at the heart, MSNA has shown to be a reliable measure of peripheral SNS activity 
(DeBeck, Petersen, Jones, & Stickland, 2010; Goldstein, Bentho, Park, & Sharabi, 2011; 
Heathers, 2014; Reyes del Paso et al., 2013). (There is strong evidence against the claim 
that LF HRV represents SNS activity, therefore LF was not considered a marker of 





The current thesis was not designed to evaluate MSNA for the reason explained in the 
subsequent paragraph. However, it is worth considering the value that MSNA could 
provide in future studies investigating the relationship between ANS activity and overuse 
injury pathophysiology. As discussed previously (sections 2.2.1, 3.5 and 4.4.1), while HRV 
is believed to represent both sympathetic and parasympathetic influence, it is more 
strongly mediated by parasympathetic control (Heathers, 2014; Reyes del Paso et al., 2013; 
TaskForce, 1996). This is an important factor to consider when the evidence for 
sympathetic and parasympathetic activity in healthy and injured somatic tissue, such as 
tendons, is re-examined.  
 
In healthy tendons, both the PNS and SNS contribute to tendon homeostasis through 
release of mediators such as acetylcholine and noradrenaline, respectively (please see 
section 3.4.2) (Ackermann, 2013; Ackermann et al., 2014; Tracey, 2002). In response to 
acute tendon injury, parasympathetic and sympathetic mediators are suppressed for 
several weeks until the regenerative phase (Ackermann et al., 2014). During the 
regenerative phase, increases in PNS and SNS mediators are measured and contribute to 
tendon healing (Ackermann et al., 2014). Autonomic innervation differs, however, in the 
case of chronic, painful tendinopathy where evidence supports that the sympathetic drive, 
and not parasympathetic drive, dominates (Jewson, Lambert, Storr, & Gaida, 2015; Jewson 
et al., 2017). Therefore, since evidence suggests that chronic tendinopathy necessitates 




mediated (i.e. HRV) would be limited in its ability to reflect such a change. Alternatively, 
it is also possible to hypothesize that suppression of PNS activity during the acute phase 
of injury could perturb HRV indices. And yet, the biggest limitation to this hypothesized 
scenario remains the proposed theory that peripheral ANS activity can influence cardiac 
ANS activity measured by HRV.  
 
Whether HRV is or is not a surrogate measure of peripheral ANS activity, there is clinical 
evidence to support the value of understanding how the health of the ANS influences 
homeostasis and adaptability of the body (Chapter 2). The uses of HRV in medicine 
provide pragmatic examples of how monitoring patterns of change in a surrogate health 
measure like HRV can inform our understanding of risk profiles for diseases ranging from 
stroke risk and diabetes to chronic musculoskeletal conditions (Chapter 2). Studying 
regularities and irregularities of HRV patterns in response to developing overuse 
conditions may still provide useful information related to how the function of the ANS 
influences recovery after loading of somatic tissues (Bittencourt et al., 2016). 
 
In the context of the primary aims of this thesis, there is an important limitation to MSNA 
that needs consideration and supports the exclusion of this measure from the cohort 
study. While there is accumulating evidence to support a sympathetic nervous system 
component in the chronicity of tendinopathy (Jewson et al., 2017), whether sympathetic 




et al., 2017). What appears to be more likely is the involvement of sympathetic nervous 
system drive in chronic, tendinopathic pain, and not acute pain related to this condition 
(Jewson et al., 2017). Therefore, because the cohort study’s primary aim was to monitor 
autonomic nervous system activity preceding musculoskeletal injury, MSNA may also be 
limited in its ability to assess early changes in peripheral ANS activity at the onset of 
tendon injury. Future studies are needed to investigate whether the combination of 
MSNA and HRV could provide a more comprehensive picture of ANS activity leading up 
to an overuse injury. 
 
8.4.3 Can compliance with HRV monitoring be improved?   
Daily compliance of heart rate monitoring is critical for improving the external validity 
and accuracy of HRV results. Great care was exercised to implement reliable data 
collection and processing procedures in the cohort study. While the study methodology 
and data handling procedures used in this thesis were robust and evidence-based 
(Chapter 5), increasing frequency of daily HRV measurement per week is one way that 
future studies may improve the utility of HRV monitoring leading up to an injury event 
(Plews et al., 2014). 
 
The mean weekly number of HRV recordings for the cohort study was acceptable (5.6 ± 
0.7); however, increasing the consistency of daily measurement would improve the 




The heart rate monitoring technology used in this thesis (Polar Team2 chest strap 
monitors), potentially introduced the potential for equipment error and increased burden 
of participation during a longitudinal study. There were two instances of heart rate 
monitors failing during the cohort study, but these issues were remedied with immediate 
replacement of the faulty monitors. When considering using HRV monitoring for athletes 
who travel frequently for competition or training, a failed heart rate strap or monitor can 
present a logistical challenge and possible loss of data. A potential solution to this issue is 
a new method of HRV monitoring called photoplethysmography (PPG), which is a 
technique that detects heart rate through the fingertip using a smartphone’s camera and 
flash (Plews, Scott, et al., 2017). PPG has demonstrated acceptable agreement of RMSSD 
measurement when compared to chest strap monitoring and electrocardiogram methods 
(Plews, Scott, et al., 2017). As an alternative to chest strap monitoring, collecting heart rate 
data with PPG has the potential to reduce the burden of participation and increase 
compliance rates with daily heart rate recording for future studies.  
8.4.4 Can the OSTRC overuse injury questionnaire detect early signs / 
symptoms related to overuse injury? 
Another explanation worth considering for the cohort study results is whether the OSTRC 
questionnaire was limited in its ability to detect meaningful changes in participant 
complaints that preceded an overuse injury. A solution to improve the sensitivity of the 
OSTRC-q to detect changes in symptoms before injury could be more frequent sampling. 




injury registration is placed on the participants. One potential consequence of increasing 
the frequency of measurement is a reduction in response rates, thereby limiting the 
questionnaire’s validity (Clarsen et al., 2013). 
 
Assuming that the sampling rate is sufficient for detecting changes in symptoms related to 
an overuse injury, the next question arising from the results relates to whether the OSTRC 
overuse injury questions are efficient at capturing small but significant changes in a 
participant’s health, pain, or symptoms that may be related to early signs of an overuse 
injury. Martínez-Silván, Díaz-Ocejo, & Murray (2016) conducted a small study in middle-
distance runners that analyzed the correlation between lower-limb overuse injuries and 
participant-reported symptoms monitored with the OSTRC injury questionnaire and 
Recovery Cue questionnaire (RC-q). The RC-q is a weekly self-report questionnaire; 
however, unlike the OSTRC injury questionnaire, its questions assess participants’ stress 
and recovery states (Kellmann, 2010). In one study, while week-to-week changes in the 
RC-q were detected before 67% of the musculoskeletal injuries that required medical 
treatment, an OSTRC questionnaire severity score > 0 was recorded ahead of only 25% of 
the musculoskeletal injury cases (Martínez-Silván, Díaz-Ocejo, & Murray, 2016). These 
results must be interpreted with caution given the small sample size (n = 5); however, it 
does challenge the ability of the OSTRC overuse injury questionnaire to detect meaningful 





These results do not imply that OSTRC-q data is unrelated to an overuse injury, but they 
do suggest that the questionnaire may be limited in its ability to identify small but 
significant changes in symptoms related to a developing injury. Based on these results, it 
is plausible that assessing changes in HRV in response to an injury monitoring 
questionnaire with greater sensitivity may produce associations not observed in this 
thesis.  
 
8.4.5 Exploring an alternative statistical method – an option for future 
studies?   
One challenge faced when designing the cohort study was determining the most suitable 
statistical approach for investigating the research question. There were several unknown 
factors surrounding the primary predictor and outcome variables that complicated 
selection of statistical methods. Although the reliability study (Chapter 5) provided 
insight for the ‘typical’ day-to-day changes in HRV, evidence for what constituted 
‘abnormal’ changes in HRV that might precede poor physiological adaptations (e.g. 
injury) was lacking (Chapter 4). Similarly, because the OSTRC overuse injury 
questionnaire had been recently developed, the amount of change that represented a 
clinically significant difference had not been established for this questionnaire. Given the 
lack of evidence for how to distinguish between HRV patterns that suggested ‘normal’ 
versus ‘abnormal’ physiological adaptations, combined with the limitations of the OSTRC 





A repeated measures linear mixed effects model was chosen because it represented our 
best guesses for how HRV might change leading up to an overuse injury problem, and 
what changes in OSTRC scores might constitute a clinically meaningful change. There 
were several strengths of this statistical design that were discussed earlier (please refer to 
sections 6.3.5.1), but it is worth highlighting an advantage of this analysis included its 
ability to preserve as much information from the data as possible by avoiding 
categorization of continuous variables (i.e. HRV and OSTRC injury questionnaire scores). 
Two other strengths of the linear mixed effects model included its ability to protect 
statistical power when data was missing and the ability to test for confounder effects 
(section 6.3.5.2).  
 
This carefully chosen statistical approach was not without its limitations, including the 
fact that the complexity of linear mixed models requires thorough consideration when 
specifying critical model components such as main effects, fixed effects, variance 
components, and random factors (Matuschek, Kliegl, Vasishth, Baayen, & Bates, 2017). 
Inappropriate designation of these components can result in an imbalance between Type I 
error and statistical power (Matuschek et al., 2017). Further, with increasingly complex 
models comes the risk of either over-fitting the data and/or a reduction in statistical power 
(Matuschek et al., 2017). In an effort to reduce these limitations, the primary investigator 




biostatistician (Andrew Gray) throughout the statistical planning and analysis 
procedures. Additionally, model selection criteria (i.e. Schwarz’s Bayesian information 
criterion) was used to help compare and select the best fitted model (Section 6.3.5.2). 
Overall, the linear mixed model with its innately flexible design was well-matched to the 
cohort study aims and helped to preserve the statistical power needed to detect a 
correlation between the predictor and outcome variables.  
 
Results of the cohort study indicated that model assumptions were violated, indicating 
another limitation of the linear mixed effects model and/or the study design. These results 
also prompted the question as to whether alternative statistical methods could better 
assess associations between HRV and overuse injury. An alternative analysis approach for 
the study could have been a discrete time survival analysis using a mixed logistic 
regression. While this statistical method is a plausible approach, it’s important to consider 
several issues that might arise considering the cohort study design in this thesis. To start, 
a mixed logistic regression analysis would have required a clinically relevant, binary cut-
off score (e.g. injury event versus no injury). Establishing a cut-off score with the primary 
outcome measure used in this study (i.e. OSTRC overuse injury questionnaire) would 
have been challenging for three reasons. 
 
Firstly, the OSTRC injury questionnaire is a self-report measure that records any 




experiences related to his or her sporting participation (see Chapter 6, Figure 6.2). The 
self-reported problems were not validated with a medical examination or interview and 
therefore the diagnosis of a clinically-defined injury versus no injury was not determined. 
Secondly, while the current thesis’ use of the OSTRC questionnaire did not categorize 
participants as “injured” or “not injured”, the questionnaire did identify cases that 
represented a “substantial overuse problem”. It is important to note that the classification 
of a substantial overuse problem is not based on an absolute severity score; rather, it is 
dependent on the selection of specific answer choices from two of the four questions in the 
OSTRC questionnaire (see Figure 6.2 and section 6.3.3.2 in Chapter 6). Given this 
calculation, it becomes difficult to clinically justify the threshold between a severity score 
that signifies a substantial overuse problem and a severity score that does not. For 
example, using the scoring method for a substantial overuse problem by Clarsen et al. 
(2013), a severity score of 42 / 100 is considered a substantial overuse problem because the 
participant recorded moderate training load reductions and a moderate effect of overuse 
problems on his / her sport performance. Alternatively, a score of 53 / 100 is not a 
substantial overuse problem because the participant reported minor disruption of 
training, even though this score also indicates performance was moderately affected and 
moderate pain was recorded. Again, without the use of an interview or medical 
examination to validate which of these cases represent a significant overuse injury event 
or not, it would have been clinically inappropriate to establish a binary cut-off score based 




solution to this problem would be to follow-up each reported substantial overuse problem 
with a medical examination (Clarsen et al., 2013). However, the financial and logistical 
challenges were considered prohibitive for implementing this solution for the cohort 
study (Chapters 6 & 7).  
     
Thirdly, as discussed previously, converting the OSTRC-q from a continuous outcome 
variable to a dichotomous variable would reduce its power to detect associations. The 
OSTRC-q was originally designed as a continuous outcome measure that aimed to capture 
the gradual pathological process of an overuse injury (Clarsen et al., 2013). Given this 
questionnaire design, changes in the severity score that occur below the substantial 
overuse problem threshold may still hold clinical significance even when they do not shift 
a participant from “injury” to “no injury”.  
 
Related to the above, another potential issue with a mixed logistic regression approach for 
this study is the number of events needed to support the validity of the logistic model 
(Peduzzi et al., 1996). According to Peduzzi et al. (1995), at least ten injury events and ten 
non-injury events per variable of interest are required for stable estimation of the 
regression coefficient. When the number of outcome events is too few, regression models 
can produce unreliable and potentially misleading associations (Concato, Peduzzi, 
Holford, & Feinstein, 1995; Peduzzi, Concato, Feinstein, & Holford, 1995). In this study, 




and twelve without injury. However, if a mixed logistic regression model was used, the 
sample size (n = 29) would have been too small to allow for model adjustments or 
assessment of non-linearities in the data (Peduzzi et al., 1996). Future research on HRV 
monitoring could adjust study designs to account for these limitations and - potentially - 
produce clinically significant findings that add to the knowledge surrounding the role of 
ANS activity and overuse injury development. 
   
8.5 Strengths and limitations of the thesis  
The primary strength of this thesis is that its work represented a step towards a global, 
integrative approach to monitoring physiological responses leading up to an overuse 
injury event (Bittencourt et al., 2016). The thesis was developed through a pragmatic, step-
wise process that identified a specific research problem (Chapters 2 & 3), created a novel 
framework and research hypothesis to investigate the primary question (Chapter 3), 
designed a standardized study protocol to test the theory (Chapters 4 & 5), conducted 
exploratory research with a cohort study (Chapters 6), evaluated findings in the context of 
the thesis, and considered wider implications of thesis findings for HRV and overuse 
injury research (Chapters 7 & 8).  
 
An overall limitation of this thesis was the postulation that peripheral autonomic activity 
related to an overuse injury could be monitored with cardiac autonomic activity at the 




significant association between cardiac autonomic activity and HRV measures; however, 
there are other possible explanations for the findings that have been discussed above (see 
section 8.4). Additionally, of over twenty HRV indices collected and processed, only two 
indices (RMSSD and SDNN) were analyzed in the cohort study. These measures were 
selected given their frequent use in athletic monitoring and previously documented 
associations with physiological adaptations to training (Chapters 2 and 3). However, both 
RMSSD and SDNN are time domain measures and therefore may need to be interpreted 
along with frequency and / or nonlinear measures in order to have a complete picture of 
autonomic function in the presence of injury (Schmitt et al., 2015). 
 
The comprehensive literature review performed in Chapter 3 stimulated creation of a new 
theory that described the association between ANS function and overuse injury 
pathophysiology. The main strength of this review was the synthesis of evidence from 
several research fields including cardiac and ANS physiology, sport science, and overuse 
injury pathophysiology that contributed to the theoretical framework for this thesis. 
Findings from this study resulted in the first published hypothesis (Gisselman, Baxter, 
Wright, Hegedus, & Tumilty, 2016) proposing a link between HRV monitoring and 
overuse injury.  
 
While a primary limitation of the systematic review (Chapter 4) was the dearth of eligible 




processing protocols (Chapter 5) to improve consistency of HRV analysis. A second 
strength is that its results provided preliminary evidence that suggested a correlation 
between HRV monitoring and acute musculoskeletal injury. In combination with the 
information gathered from the literature review (Chapter 3), results from the systematic 
review informed development of the research hypothesis tested in the cohort study 
(Chapter 6).  
 
A potential threat to the validity of the research design for this thesis included extraneous 
factors that have been shown to influence HRV and produce unreliable results. The 
comprehensive reliability study (Chapter 5) was performed to address these potential 
threats and formulate a study design solution. A main limitation to the reliability study 
and its results were the isolated data collection sessions separated by variable lengths of 
time. Findings from the reliability study informed the design of standardized data 
collection and testing procedures for improved consistency of HRV measurements in the 
cohort study (Chapter 6). Further, given that the cohort and reliability studies recruited 
participants with similar characteristics (i.e. healthy, college-aged adults), the results of 
the reliability study could be generalized to the cohort study design.  
 
The cohort study methods (Chapter 6) were the result of a thorough, systematic process 
undertaken in the current thesis to conduct exploratory research on HRV monitoring and 




findings from previous thesis works (Chapters 4 & 5), the cohort study was conducted 
with sound external validity. Care was also exercised to design a high-quality, 
statistically-powered study that allowed for confounder adjustments and exploration of 
non-linearity in the data. Relying on self-reported overuse problems recorded with the 
OSTRC overuse injury questionnaire is a limitation to consider. The self-reported results 
were not confirmed with a medical examination and so the diagnoses could not be 
validated (Clarsen et al., 2013).  
 
A primary strength of the cohort study was its sample size, which represented one of the 
larger HRV investigations of college-aged participants. Other strengths of the cohort 
study results (Chapter 7) included excellent participant response rates and compliance. In 
an effort to improve the quality of data reporting in HRV research, the Guidelines for 
Reporting Articles on Psychiatry and Heart Rate Variability (GRAPH) were used as a 
framework to describe methodological details surrounding HRV measurement (Quintana 
et al., 2016). Finally, to support transparency regarding hypothesis testing and chosen 
statistical methods to evaluate findings, the study was written in accordance with the 
guidelines for Strengthening the Reporting of Observational Studies in Epidemiology 






“Life is about rhythm.  
We vibrate, our hearts are pumping blood,  
we are a rhythm machines,  
that’s what we are.”  
- Mickey Hart 
As humans, we are attuned to daily rhythms that surround us – from sunrise to sunset, 
fall to winter and winter to spring, from death to life, and young to old. And within us lies 
another rhythm that is worth our attention – the heartbeat. The primary aim of this thesis 
was to investigate the relationship between the rhythm of the ANS, reflected by HRV, and 
development of musculoskeletal overuse injuries.  
 
From the literature review, it was highlighted that overuse injury pathophysiology 
warrants screening methods that are individualized and open-system, mimicking the non-
linear, dynamic disease process of this injury type. A synthesis of evidence for HRV 
monitoring in medicine and sport demonstrated the putative role of ANS activity in 
regulation of the body’s homeostasis and inflammatory response pathways implicated in 
tissue injury and repair. From the theoretical framework developed for this thesis, it was 
hypothesized that monitoring HRV in the presence of developing overuse injury may 
indicate important but as of yet unmonitored patterns of change in ANS activity related to 




evidence for an association between HRV and acute musculoskeletal injury but also 
emphasized weaknesses in study methodologies that limited the accuracy of HRV results. 
In response to these findings, the reliability study established optimal data collection and 
processing protocols that contributed to the design of the cohort study. The cohort study 
investigating the hypothesized relationship found no evidence for a statistically 
significant correlation between changes in HRV and overuse problems.  
 
As this thesis has illustrated, an integrative, surrogate measure like HRV has its 
challenges and limitations. HRV reflects the activity of a dynamic, deeply integrated 
system involved in multi-level responsibilities throughout the body from homeostasis and 
heart rate regulation to immunomodulation. Critics of HRV may argue that the 
complexities of the ANS, due to a number of confounding factors, restrict our ability to 
understand what changes in HRV indicate. As valid as this point may be, the intricacies of 
the human body demand sport injury research that explores potential relationships within 
and between systems responsible for injury pathology through a complex systems 
approach (Bittencourt et al., 2016).  
 
Established relationships between non-sport stressors (e.g. stress related to academic 
demands, illness, poor sleep) and injury indicate the need to improve our understanding 
of physiological mechanisms that can influence the biomechanical stimulus of unloading 




suboptimal results of our injury risk screening and prevention methods illustrates that a 
gap remains between what we know contributes to injury pathophysiology and what we 
currently target with our rehabilitation and screening methods. While this thesis did not 
produce evidence for an association between HRV and overuse problems, it has provided 
a novel theoretical framework and recommendations for future studies that explore the 
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Last Name   First   Middle   Date of Birth 
________________________________________________________________________________________________ 
Address    City/town  State   Zip Code 
________________________________________________________________________________________________ 
Phone Number      Cell Phone Number 
________________________________________________________________________________________________ 
Emergency Contact     Relationship  Phone Number 
 
PERSONAL MEDICAL HISTORY 
Check YES if applicable: 
 










Anemia  Diabetes  Heart Disease  
High Blood 
Pressure 
 Hypoglycemia     Mitral Valve 
Prolapse 
 
Chronic Cough  Disease of the Bones     Murmur  
   Bronchitis  Joint Injury     Rheumatic Fever  
   Asthma  Knee/Back Problems  Kidney Disease  
   Sinusitis  Fainting  Neurologic Disorder  
Seasonal Allergies  Seizure Disorder  Other (Explain)  
Eating Disorder  Head Injury    
   Anorexia  Thyroid Disorder  Currently Pregnant  







ALLERGIES: NO YES LIST REACTION 
Medication     
Food     
Latex/Rubber     
Environmental/Insects     
Adhesive Products 
(eg, band aids, tape) 
    
Other     
 
Are you currently taking any prescribed or over the counter medications, herbs, or vitamins?  
 NO _____  YES _____    
 
Please list any drugs / supplements you are currently taking: 
Drug / Supplement 
Name 
Dose Frequency 
   
   
   
   







Appendix 2. Reliability study: High Point University’s Human Institutional Review 







Appendix 3. Reliability study: Inter-session reliability for all HRV indices across two separate days of data collection 
 
Note. SB = spontaneous breathing; CB = controlled breathing conditions; the first, 180 second epoch results are listed, followed by the 




























































































Appendix 5. Cohort study: High Point University’s Human Institutional Review Board 







































Appendix 9. Cohort study: Baseline questionnaire 
 
BASELINE QUESTIONNAIRE  
Cohort study investigating heart rate variability and discomfort, pain, and overuse injury 


















Eligibility Screening  
1. Do you have a history of any cardiac (heart) 
condition that would interfere with your sport 
participation? 
Yes/No 
2. Have you used any tobacco products in the past 
three months? 
Yes/No 
3. Have you been medically cleared to participate in 
your sport this season?  Yes/No 
4. Do you have any injury to your torso/chest area that 
would interfere with your ability to wear a heart rate 
monitor for a few minutes each morning?  
Yes/No 
 
PARTICIPANT ID:  
First name:  
Last name:  
Sex (Male/Female):  
Age (Years):  
Date of birth (MM/DD/YYYY):  
Year in college  
(i.e.: Sophomore, Senior): 
 
Expected year of graduation:  
Year of NCAA eligibility  
(if applicable):  
Email:  (Please provide an email that you check regularly,  
we will use this email to send out your weekly 
questionnaire.) 
Cell phone  
(include area code): 
 
The results of this project will be 
available starting April 2017;  
would you be interested in seeing 
the results?: 
Yes/No 
If you answered “yes” to the 
question above, please provide 
your permanent home address 






General Health Information 
Weight (lbs or Kgs)  
Height (inches or cm)  
VO2 Max (if known)  
 
Sport & Injury History 
We would like to collect some information regarding your sport experience and history of injury 
associated with this sport. Please know this information is kept confidential and is not shared with 
the coaching staff or medical team. Do not worry if you are unable to remember specific terms 
related to prior injuries. Do your best to provide a brief description of these prior injuries, thank-
you!  
1. What is the primary sport that you are currently 
participating in this semester? 
 
2. How many years have you been competitively active in 
this sport? 
 
3. How long have you been an active participant on your 
team at High Point University for this particular sport?   
4. List any other sports that you actively compete in this 
semester:   
5. In your sport, what is your main event that you compete 
in and/or your position on the team? (i.e.: 5K, or 
defensive position)  
 
6. Think back to the past six months: have you had any 
injury related to your sport (related to either training or 
competition)?  
Yes/No 
7. If you answered “yes” to question #4, can you describe 
the location of your body where this injury/these injuries 
occurred? (Be as specific as possible, for example: left 
calf muscle OR front part of my right hip.) 
List all injuries related to your sport that you’ve 
experienced in the past six months. 
 
8. Of the injuries listed in question #7, is there any area of 
concern/problem/pain/discomfort from a prior injury that 
you feel isn’t yet healed 100%? 
Yes/No 
9. If you answered “yes” to the above question, please list 
that area of concern/problem/pain/discomfort.   
 











Appendix 11. Cohort study: Sample records of OSTRC overuse injury severity score 
across the twelve-week cohort study for five participants with the 





















Appendix 12. Cohort study: Sample records of the daily and weekly mean of HRV 
across the twelve-week study for the five participants with the highest 
severity scores. 




















































































































































































































































































































































































































































































































































































































Appendix 13. Cohort study: Grand mean relative changes of RMSSD and SDNN across 
the cohort study 
 
Note. Red dotted line represents mean RMSSD relative change; blue bars represent OSTRC 
overuse injury severity score. Data shown begins at study week three given that relative 
changes in RMSSD and SDNN were calculated from a three-week rolling mean (see 
Chapter 6, section 6.3.3.1 for further details). RMSSD = root mean square of successive 
differences; SDNN = standard deviation of R-R intervals     
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