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Recently a number of theoretical studies of the uniform electron gas (UEG) at finite temperature have appeared
that are of relevance for dense plasmas, warm dense matter and laser excited solids and thermodynamic density
functional theory simulations. In particular, restricted path integral Monte Carlo (RPIMC) results became
available which, however, due to the Fermion sign problem, are confined to moderate quantum degeneracy,
i.e. low to moderate densities. We have recently developed an alternative approach—configuration PIMC
[T. Schoof et al., Contrib. Plasma Phys. 51, 687 (2011)] that allows one to study the so far not accessible
high degeneracy regime. Here we present the first step towards UEG simulations using CPIMC by studying
implementation and performance of the method for the model case of N = 4 particles. We also provide
benchmark data for the total energy.
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1 Introduction
Thermodynamic properties of quantum degenerate electrons are vital for the description of matter at high den-
sities, such as plasmas in compact stars or planet cores, as well as in laser fusion experiments at the National
Ignition Facility (NIF), e.g. [1, 2] or for the imploding z-pinch Liners at Sandia National Lab [3]. Besides, the
electron component is of crucial importance for understanding the properties of atoms, molecules and real ma-
terials. Since exact wave function based methods for solving the many-electron problem are hampered by an
exponential slowing down with increasing number of electrons, e.g. [4], many-body methods are of central im-
portance, e.g. [5, 6]. However, these methods have a limited accuracy determined by the used approximation and
are usually limited to weak or moderate coupling. Alternatives, therefore, have been first principle simulations
such as path integral Monte Carlo (PIMC), e.g. [7], however, in the case of fermions they suffer from the fermion
sign problem (FSP). It prevents direct fermionic simulations, e.g. [8, 9] at strong degeneracy, χ = nλ3DB  1,
where λ2DB = h
2[2pimkBT ]
−1 denotes the thermal DeBroglie wave length and n is the density. The FSP can
be “avoided” by performing “restricted” PIMC (RPIMC) simulations using fixed nodes, e.g. [10] and references
therein, but their error is difficult to assess. Recently finite temperature RPIMC (DPIMC) simulations have also
been performed for the uniform electron gas [11] ([12]), but due to the FSP, reliable results are, most likely,
restricted to moderate densities, rs & 1.5 [rs = r¯/aB , where r¯ is the mean interparticle distance, n−1 = 4pir¯3/3
and aB the Bohr radius] and temperatures above Θ = kBT/EF = 0.0625, where EF is the Fermi energy.
However, this leaves out the high-density range that is of high importance, e.g. for deuterium-tritium implosions
at NIF where mass densities of 400 gcm−3 have recently been reported [2], corresponding to rs ≈ 0.24. To
bridge the gap between the known analytical result for the ideal Fermi gas and the RPIMC data, recently several
fits have been proposed [13, 14] but they also require reliable first-principle data at low rs. We have recently
demonstrated [15] that a suitable approach to PIMC simulations at high degeneracy is given by simulations in
Slater determinant space (configuration PIMC, CPIMC). For the model of fermions in a harmonic oscillator we
could report CPIMC results that are uncaccessible for DPIMC and are essentially complementary with respect to
the FSP [16]. We are presently adapting this approach to the uniform electron gas and here present first results.
For illustration we analyze a small system of N = 4 spin polarized fermions as this allows for comprehensive
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2 T. Schoof, S. Groth, and M. Bonitz: CPIMC results for the electron gas at strong degeneracy
tests of the behavior of the sign as a function of density, temperature and basis size and to compare to exact
diagonalization results.
2 Configuration path integral Monte Carlo (CPIMC)
The thermodynamic properties of a quantum mechanical many-body system in equilibrium are fully determined
by the density operator ρ which, in the canonical ensemble, is given by ρˆ = Z−1e−βHˆ , with the inverse tem-
perature β, the Hamiltonian Hˆ and the partition function Z = Tr ρˆ. As the internal energy and many other
thermodynamic quantities can be derived from Z we are looking for a numerically tractable expression. The
usual approach is to expend the trace in the coordinate representation, decomposing ρˆ into a product of M
density operators, each defined at an M -times higher temperature, and approximating these using the Trotter for-
mula or a higher order scheme. This leads to the well-known path integral formulation of the partition function.
Because the many-body coordinate states are simple product states, they do not fulfill the appropriate particle
statistics for fermions or bosons, and one has to apply the (anti-)symmetrization operator to at least one of the
states. For fermions this introduces a sign change for odd permutations of particles making the calculation of the
integral exponentially difficult with increasing particle number and inverse temperature—this is the fermion sign
problem.
The basic idea of CPIMC is to use, for evaluation of the trace, an arbitrary complete orthonormal set of basis
functions that fulfills the correct symmetry under particle exchange. We will use occupation number (Fock) states
|{n}〉 := |n1n2 . . .〉 , ni = 0, 1. (1)
In Ref. [15] we derived the expression for Z in analogy to the derivation of the path integral in coordinate
representation outlined above. Here we sketch the main steps following another approach that is close to the
formulation of Ref. [17]. We start with a general many-body Hamiltonian with arbitrary pair interaction in
second quantization
Hˆ =
∑
i,j
hij aˆ
†
i aˆj +
∑
i<j,k<l
w−ijklaˆ
†
i aˆ
†
j aˆlaˆk = Hˆ0 + Wˆ with w
−
ijkl := wijkl − wijlk, (2)
where hij and wijkl denote the one-particle and two-particle integrals in an arbitrary one-particle basis |i〉. We
split Hˆ uniqely into a diagonal and an off-diagonal part
〈{ni}|Hˆ|{nj}〉 =
{
〈{ni}|Dˆ|{ni}〉 = D{ni}, if i = j
〈{ni}|Yˆ |{nj}〉 = Y{ni},{nj}, if i 6= j
, (3)
where the matrix elements are given by the Slater-Condon rules [18]
〈{n}|Dˆ|{n}〉 =
∑
i
hiini +
∑
i<j
w−ijijninj , (4)
〈{n}|Yˆ |{n¯}〉 =

(
hpq +
∑
i 6=p,q
w−ipiqni
)
(−1)
∑max(p,q)−1
m=min(p,q)+1
nm , {n} = {n¯}pq
w−pqrs(−1)
∑q−1
m=p nm+
∑s−1
m=r n¯m , {n} = {n¯}p<qr<s
0, else
. (5)
that are non-zero only if the states |{n}〉 and {n¯} differ by a one-particle or two-particle excitation from |q〉 to
|p〉 or from |r〉 and |s〉 to |p〉 and |q〉, respectively. This makes it possible to define an excitation operator by
qˆ(s) :=

hpq + ∞∑
j=0
j 6=p,q
w−pjqj nˆj
 aˆ†paˆq if s = (p, q)
w−pqrsaˆ
†
paˆ
†
qaˆraˆs if s = (p, q, r, s)
, (6)
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Fig. 1 Possible path |{n}〉 (τ) in imaginary time of three particles in six orbitals in the kink picture. Each kink s represents
either a one- or a two-particle excitation.
for all p 6= q and r 6= s and express Yˆ in terms of all possible one- and two-particle excitations, Yˆ = ∑s qˆ(s).
Note that the action of the excitation operator qˆ(s) |{n}〉 = q{n¯},{n}(s) |{n¯}〉 is completely determined by |{n}〉
and s with the resulting state |{n¯}〉 = |{n}pq〉 or |{n¯}〉 = |{n}p<qr<s〉. Switching to the interaction picture with
Hˆ(t) = Dˆ + Yˆ (t) and Yˆ (t) = eitDˆYˆ e−itDˆ one can write the time evolution operator as (Tˆ denotes the time
ordering operator)
Uˆ(t, t0) = e
−iDˆ(t−t0)Tˆ e−i
∫ t
t0
dt′Yˆ (t′)
. (7)
Its action on the exponential function is given by the Dyson series
Tˆ e
−i ∫ t
t0
dt′Yˆ (t′)
=
∞∑
K=0
(−i)K
∫ t
t0
dt1· · ·
∫ tK−1
t0
dtK
K∏
j=1
Yˆ (tj). (8)
As the density operator is proportional to the time evolution operator in imaginary time, we arrive at our final
expression by carefully evaluating the repeated action of the excitation operators qˆ(s, t) on the states in the trace
Z(β) =
∞∑
K=0,
K 6=1
∑
{n}
∑
s1
∑
s2
. . .
∑
sK−1
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK ×
(−1)K exp
{
−
K∑
i=0
D{n(i)}(τi+1 − τi)
}
K∏
i=1
q{n(i)}{n(i−1)}(si)
=
∞∑
K=0,
K 6=1
∑
{n}
∑
s1...sK−1
∫ ′
dKτ W (K, {n}, s1, . . . , sK−1, τ1, . . . , τK) , (9)
with {n0} = {nK} = {n} and, in the last step, we abbreviated the integral over τ = −it (the primed integral
denotes the time ordering) and introduced the weight W . The case K = 1 is forbidden by β-periodicity. This
formula can be interpreted as a sum over all possible paths of occupation number states in the Fock space in
imaginary time τ , as shown in Fig. 1. In this picture sudden changes in the occupation numbers (“kinks”) are
induced by one or two-particle excitations si at the times τi. The weight of each path is uniquely determined by
the number of kinks K, their times and the affected orbitals. Expectation values that are given by derivatives of
Z are readily obtained from Eq. (9). In particular, the internal energy is given by
〈Hˆ〉 =
∞∑
K=0,
K 6=1
∑
{n}
∑
s1...sK−1
∫ ′
dKτ
(
1
β
K∑
i=0
D{n(i)}(τi+1 − τi)−
K
β
)
W, (10)
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Fig. 2 Left: Add or remove pair of kinks. τmin and τmax correspond to the imaginary times of the neighbouring kinks on the
same orbitals. Right: Excite an orbital over the whole β range.
where, remarkably, the off-diagonal part of the Hˆ enters only indirectly through the number of kinks K.
So far these expressions are exact. For the actual computations a finite number of basis functions NB has to
be chosen. This approximation introduces a basis set incompleteness error, and the convergence to the complete
basis set limit has to be carefully investigated. Additionally there is a theoretical limit in the number of kinks
that can be stored in memory, but as the FSP limits calculations to a few hundred kinks (see below), this limit is
not of any practical relevance. To perform these high dimensional integrals and summations we implemented a
Metropolis MC scheme. For a general Hamiltonian, a large number of quite complicated Monte Carlo steps is
necessary to ensure ergodicity. Details on the general algorithm will be published elsewhere. In the case of the
HEG we choose plane waves as underlying one-particle basis. These functions coincide with the eigenfunctions
of the interaction-free Hamiltonian, the Hartree-Fock basis functions and the natural orbitals. In this basis the
Hamiltonian, Hˆ = Hˆel + Hˆback + Hˆel−back, can be written as
Hˆ =
~2
2m
∑
~k
~k2aˆ†~kaˆ~k +
1
2
4pie2
V
∑
~ki~kj~kk~kl
~ki 6=~kk
δ~ki+~kj ,~kk+~kl
1
(~ki − ~kk)2
aˆ†~ki aˆ
†
~kj
aˆ~kl
aˆ~kk
+ EM , (11)
where the ~ki = ~kk components cancel with the interactions of the positive background and the Madelung energy
EM accounts for the self-interaction of the Ewald summation in periodic boundary conditions. Due to momentum
conservation all one-particle excitation operators qˆ(i, j) vanish and only a subset of MC steps is needed that are
sketched below, cf. Figs. 2 and 3.
1. Add a pair of kinks: a) At a random imaginary time τa, select two occupied orbitals with the plane wave
vectors ~ki and ~kj . b) A random excitation vector ~q is chosen with ‖~q ‖ ≤ ‖~qmax‖. It is sufficient to set ‖~qmax‖
to the minimal distance between two ~k-vectors, resulting in 6 possible vectors. The step is rejected if one of
the new orbitals ~kn = ~ki + ~q and ~km = ~ki − ~q is occupied. c) Using a heat-bath sampling method, the time
τb for the second kink is chosen in the interval given by neighbouring kinks or in the whole β range if no
kinks are present. d) If accepted, the kink-pair (n,m, i, j) and (i, j, n,m) will be inserted at τa and τb.
2. Remove pair of kinks: a) choose a random kink sa, b) choose second kink sb, before or after sa. Reject the
step if the kinks do not form a pair of kinks. c) If accepted, the kinks will be removed.
3. Add one kink a) A random kink sa is chosen. b) Two occupied orbitals with ~ki and ~kj are chosen randomly
before or after the kink. c) Depending on the kink and the occupied orbitals one of three different cases
apply:
i: The kink creates or annihilates particles in both orbitals: randomly choose excitation vector ~q. Reject if
one of the new orbitals, ~kn = ~ki + ~q, or ~km = ~ki − ~q, is occupied.
ii: Only one of the occupied orbitals is affected by the kink: choose an orbital ~kn from the two unoccupied
orbitals that are affected by the kink. The last orbital is determined by ~km =~i +~j − ~kn. Reject if this
orbital is occupied.
iii: Otherwise both new orbitals ~kn and ~km are set to the orbitals of the annihilation or creation operators
of the kink sa. Reject if the particle excitation does not conserve momentum.
d) In an interval determined by neighbouring kinks, the time τ for the new kink is chosen using a heat-bath
method. e) If accepted add a kink sb = (i, j, n,m) or sb = (n,m, i, j) at τ and change kink sa accordingly.
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Fig. 3 All possibilities to add or remove a kink. From top to bottom rows correspond to cases i. to iii. The intervals are
determined by neighbouring kinks on the affected orbitals.
4. Remove a kink: a) choose random kink sa. b) This kink determines a set of kinks that can be removed
while changing sa. Choose sb from these kinks. Reject if the changed kink s′a does not fulfill momentum
conservation or is removed during the process. c) If accepted, remove sb and alter sa accordingly.
5. Change two kinks: a) Choose a kink sa randomly. b) Choose two occupied orbitals ~ki and ~kj before or after
sa. c) Determine two unoccupied orbitals ~kn and ~km analogously to 3. d) These orbitals determine a set of
kinks that can be changed together with sa. Choose sb from this set. e) If the step is accepted, the particles
in ~ki and ~kj are excited to ~kn and ~km and the appropriate changes are applied to both kinks.
6. Excite whole orbital: a) Choose an occupied orbital ~ki and an unoccupied orbital ~kj that are free of any
kinks and b) propose to invert the occupation number of both orbitals.
3 Finite temperature CPIMC results for N = 4 spin polarized electrons
To demonstrate the validity of the method and its implementation we compare our results to finite temperature
configuration interaction (exact diagonalization, CI) results. Because the computational costs grow exponentially
with system size, CI calculations are limited to very small numbers of particles and basis functions. It is clear that
these results are dominated by finite size effects and are of limited physical value for the uniform electron gas, but
their comparison constitutes a rigorous test for CPIMC, as both methods are free of any further approximation
and should be numerically identical within statistical errors, if the same basis set is used. This is verified in Fig. 4
where the total energy of N = 4 particles in NB = 19 basis functions is shown for different rs values and
temperatures. The error bars correspond to a one-fold standard deviation and demonstrate perfect agreement for
all parameters. For a CPU time of just 1 hour the relative error is as low as 10−7, for the highest densities and
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Fig. 4 Left: Total energy vs. rs for two temperatures. CPIMC results (points with error bars) are compared to exact
diagonalization results (CI) for the same basis size of NB = 19. The lower part shows the relative deviations. Error bars
show a one-fold standard deviation. Right: Average sign versus number of basis functions for Θ = 0.0625.
low T . At high densities the error is larger for higher T because of the increased thermal fluctuations. At low
densities the main source of the statistical error is the FSP, which is more severe for low T .
To further investigate the FSP we analyze the dependence of the average sign 〈s〉 on the the different param-
eters. In the left part of Fig. 5. 〈s〉 is plotted versus Θ. As for PIMC the sign decreases exponentially with 1/T ,
whereas the dependence on NB does not have a correspondence in coordinate space. Unfortunately, it can be
strong and poses a difficulty for finding the complete basis set limits of the observables. For high densities and
moderate T , 〈s〉 converges and allows for a favorable scaling with NB which, in the current implementation, is
linear, cf. Fig. 6. The dependence of 〈s〉 on the density is shown in right part of Fig. 5. There is no FSP at all in the
high density, interaction-free limit. With decreasing density the sign starts dropping very fast, at a T -dependent
threshold. The higher the temperature, the lower the density where calculations are feasible. This behavior is
complementary to PIMC in coordinate space, which yields accurate results for low densities while suffering from
the FSP at high densities. Due to this complementarity with respect to the FSP there exists a density range where
neither PIMC nore CPIMC have a sufficiently large average sign, for larger particle numbers. This makes a direct
comparison between CPIMC and (R)PIMC difficult. In Tab. 1 we, therefore, present results for N = 4 particles,
which is the lowest particle number for which all MC steps described in Sec. 2 occur, and still has an acceptable
average sign for rs ≤ 5. Our results have been extrapolated to the complete basis set limit by a linear fit as
shown in Fig. 6 and are considered exact within the given statistical error. The extrapolation assumes a linear
convergence over 1/NB for sufficiently large NB , as it was found for the ground state HEG in [19] and is in
good agreement also for higher temperatures. We expect that system should also be accessible to direct PIMC in
coordinate space, so this appears to be a very useful test system.
To summarize, this paper presented the first application of CPIMC to the HEG at finite temperatures. Our
algorithm yields perfect agreement with CI results for small particle numbers and basis sizes, for a large range of
densities and temperatures. For N = 4 particles at high and moderate degeneracy it has been demonstrated that
an accurate extrapolation to the complete basis set limit is possible with small error bars (we underline that this is
not possible with CI). Our results can serve as a benchmark for other first-principle methods like (R)PIMC. The
FSP of the method has been investigated and found to be qualitatively similar to earlier findings for fermions in
a harmonic trap [15]. The complementary dependence of the average sign on the density compared to PIMC in
coordinate space allows to reduce the parameter range where the FSP prohibits accurate ab-initio calculations for
the HEG. More results for larger particle number and different spin polarizations will be presented elsewhere.
Acknowledgements This work was supported by the Deutsche Forschung Gemeinschaft via grant BO1366-10 and the
Northern German Supercomputing Alliance (HLRN) via grant shp006.
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Fig. 5 Left (Right): Average sign versus temperature (Brueckner parameter) for NB = 515.
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Fig. 6 Basis-size incompleteness error of the total energy vs. NB at tem-
perature Θ = 0.0625. Dashed lines are linear extrapolations to NB →∞.
Error bars correspond to CPIMC runs with a duration of 12 CPU hours.
CI results (crosses) are available only for NB ≤ 19. The inset shows the
region used for fitting (for the example rs = 3).
Table 1 Converged total energy.
Θ rs E/N [Ryd]
0.0625 0.5 15.316652(20)
1 3.130643(13)
2 0.429597(10)
3 0.032051(12)
4 -0.07229(6)
5 -0.107(16)
0.25 0.5 16.2125(7)
1 3.34891(20)
2 0.48186(6)
3 0.05465(4)
4 -0.059892(34)
5 -0.09678(23)
1 0.5 36.3421(30)
1 8.3856(7)
2 1.74066(18)
3 0.61353(9)
4 0.25383(6)
5 0.10353(6)
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