Two sets of numerical simulations are presented. Each set contains ten individual runs that differing only in the choice of the random phases for generating the initial conditions from a CDM-type input power spectrum. The two sets themselves differ only in the box size: 4 h −1 Mpc and 16 h −1 Mpc, respectively. The analysis of these twenty simulations focuses on the scatter introduced by both the various representations of the power spectrum and the box. The "direct" variance of internal properties such as the mass and concentration of galactic halos is then compared against the variance derived from averaging over the ten most massive halos in a single "reference" simulation of box size 64h −1 Mpc. There are two primary conclusions from that analysis. First, there are no indications that the commonly used technique for setting up cosmological simulations contains serious flaws. For the two sets, each containing 10 representations of the same input power spectrum in the same cosmological volume, there were no oddities encountered that could not be explained and the fluctuations in the particle distribution actually agree with those described by the input power spectrum. Second, the scatter introduced by the cosmic variance when using small simulation boxes is comparable to the scatter found when analyzing similar objects in a single large-volume simulation. I conclude that it is safe to simulate boxes with scales (marginally) smaller than today's non-linear scale without creating results that are dominated by the cosmic variance.
INTRODUCTION
Evolving of the order of 10 6 (and more) gravitationally interacting particles remains a challenging exercise even with the computing power available today. Therefore it is common practice to simply run a single cosmological simulation of the model under investigation by creating a single representation of the initial input power spectrum. This one representation then serves as the input to an N -body code. The question then arises how confident can we be that the results are not influenced by the method used to generate the initial conditions? This question was addressed recently by Baertschiger & Labini (2001) who suggest this initial condition methodology does not lead to density perturbations consistent with the input fluctuation spectrum. Moreover, people are simulating relatively small box sizes in order to follow the formation and evolution of objects such as dwarf galaxies orbiting in a galactic halo (i.e. Colin, Avila-Reese & Valenzuela 2000) . But then also a second question arises: is it still safe to use boxes smaller than today's non-linear scale?
In this paper I present two sets of simulations consisting of ten runs per set of the same cosmological model within the same cosmological volume. For each set all cosmological and code-related parameters are identical except for the random seed employed in calculating the phases for the waves characterizing the Gaussian density perturbations. For comparison, a single simulation of the same cosmological model in a larger volume of 64h −1 Mpc was run. This paper addresses each of the previous questions, by quantifying the scatter in the internal properties of galactic halos apparent in small cosmological volumes, and comparing it to the scatter expected when averaging over a number of halos in a larger volume run.
The outline of the paper is as follows. In Section 2 the initial conditions are specified along with an explanation of how the simulations were performed. Section 3 concentrates on identifying the most massive halos in those runs and analyzing their internal properties, including mass, velocity dispersion, circular velocity, and the density profile. Finally, in Section 4 the major results are summarized and discussed.
THE N -BODY SIMULATIONS
In this Section the 21 cosmological simulations are described. All simulations were started at a redshift zi = 50 and evolved until z = 0 in a ΛCDM (Ω0 = 0.3, Ω b h 2 = 0.04, λ0 = 0.7, h = 0.7, σ8 = 1.00) cosmological model using 128 3 particles.
Initial Conditions
The common technique used in setting up initial conditions (IC's) for a cosmological simulation is based upon the Zeldovich approximation :
where S( q) is the 'displacement field' and D(t) describes the growing mode of linear fluctuations. The initial Lagrangian coordinates q are usually chosen to form a regular, threedimensional lattice even though there are other realizations of a homogeneous and isotropic distribution possible (i.e. Glass-like initial conditions, White 1996) . The input power spectrum determines the amplitude of the Fourier modes used to populate discrete Fourier space whereas there is still the freedom to choose the phase for those particular waves. These phases should be Gaussiandistributed with mean of zero. In practice, this means choosing a random seed for a suitable random number generator (e.g. RAN3(IDUM) from Numerical Recipes, Press et al. 1992) , where different seeds lead to different series of random numbers. The goal here was to create a number of realizations of the same power spectrum by using a different random seed for each realization. Therefore, phase independent statistics such as the mass function n(> M ), the power spectrum P (k) itself, and the density profiles ρ(r) of halos should all lead to the same results for such runs. The only resulting scatter should come from the cosmic variance introduced by the finite box size and hence improper modeling of large-scale fluctuations. Because a number of studies involve simulating small (2-4h −1 Mpc, cf. Dave et al. 2001 and Gnedin 2000) and intermediate (7-15h −1 Mpc, cf. Avila-Reese et al. 2001 and Valenzuela 2000) box sizes the issue of missing the large-scale power in such runs should be addressed: how much does this really affect the properties of halos on very small scales? The optimal way to properly answer this question is to actually simulate the same cosmological model a significant number of times, but using different random realizations (leaving all other parameters unchanged).
To this extent three sets of cosmological simulations are being considered in this paper. One set contains only a single simulation and serves as the reference run for assessing the importance of the error bars associated with the other two sets. The two main data sets are designed to investigate the influence of the random phases used for creating a real-space representation of an input power spectrum on the internal properties of galactic halos. All other parameters (both cosmological and technical) are fixed for each set. The two sets themselves only differ in the size of the computational volume, which means for instance that the random seed for the phases of run #1 in set B4 agrees with the random seed of run #1 in set B16 (as well as for that single run B64), the random seed for the phases of run #2 in set B4 agrees with the random seed of run #2 in set B16, and so on. The parameters for the simulations described here are listed in Table 1 .
Simulation Details
All 21 simulations were carried out using the publicly available adaptive mesh refinement code MLAPM (Knebe, Green & Binney 2001) . A regular 256 3 domain grid was used to cover the whole computational volume and cells were refined as soon as the number of particles per cell exceeded the preselected value of 8. At the end of the runs the force resolution is determined by the highest refinement level reached. The value given in Table 1 is simply three times the grid spacing on that level and agrees with the scale where the forces are purely Newtonian.
The simulations in set B4 were evolved from the initial redshift z = 50 until z = 0 using 1000 steps on the 256 3 domain grid, whereas only 500 steps were used for the sets B16 and B64. However, the multiple-time stepping of the MLAPM code ensures that the trajectories of all particles are followed correctly by using only half the step size of the next coarser level on a given refinement.
ANALYSIS
The following analysis is based on the overall particle distribution (Section 3.1 and Section 3.2), as well as individual particle groups identified via the standard friends-of-friends algorithm (FOF, Davis et al. 1985) and the more sophisticated Bound-Density-Maxima method (BDM, Klypin & Holtzman 1997) .
Power Spectra
The first test was to quantify how well the input power spectrum is represented by the particle distributions and if there was any pronounced scatter present at the outset. In Fig. 1 and Fig. 2 the input ΛCDM power spectrum (solid line crossing the whole figure) is shown along with the power spectra derived from the initial conditions at z = 50, as well as for the redshifts z = 5, z = 1 and z = 0. Those power spectra were calculated using a regular 256 3 grid and the solid line crossing every figure is the input spectrum as it would evolve using linear perturbation theory.
When creating a density field with fluctuations according to a given power spectrum P (k) and using a certain number of particles, one is limited in the range of wave numbers by the size of the computational volume on one hand, and the number of particles used to sample the waves, on the other. The wave number of the lowest frequency wave possibly present is given by kmin = 2π/B, where B is the linear dimension of the box. The maximum wave number is determined by the Nyquist frequency kmax = π/∆x, where ∆x is the mean particle separation (not to be confused with the grid spacing used in the N -body code or for calculating the power spectra). Hamana, Yoshida & Suto (2001) have recently shown that high-resolution N -body simulations where even smaller scales than kmax are resolved are justified for power spectra with an effective spectral index n eff = d log P (k)/d log k << −1. This is the case for (nearly) all CDM/WDM type spectra, as P (k) ∝ k −3 for large k. The evolution of power on small scales is driven by the transfer of power from large scales and hence it is important to follow that evolution with an appropriate force resolution even though that power was not present in the initial conditions.
What we can learn from Fig. 1 and Fig. 2 is that the input power spectrum is very well represented by the particle distribution at redshift z = 50. Only the fundamental wave (kmin) shows some pronounced scatter due to the fact that there are only three orthogonal wave vectors associated with the fundamental mode of the box. The zoom shown as an inset panel at redshift z = 50 focuses on this region near the fundamental mode.
Another thing to observe is that this kmin-mode is still close to the linear regime at redshift z = 0, at least for the set B16, and the scatter does not vanish nor increase. This is not surprising as the non-linear scale r nl = 2π/k nl defined by 1 2π 2
is roughly r nl ≈ 20h −1 Mpc for the cosmological model used in this paper. It can be seen though that scatter on slightly smaller scales k > kmin develops during the course of the runs down to the resolution limit of our P (k) calculation. However, the non-linear evolution of set B4 matches the nonlinearity of set B16 at the point P B4 (k
Mass Variance σ(r)
As recently suggested by Baertschiger & Labini (2001) one should use a real-space property for checking the credibility of the density perturbations of the initial conditions against the model predictions as opposed to calculating P (k) in Fourier-space. The most straightforward real-space quantity is the mass variance σM :
where a top-hat window functionŴ (x) = 3/x 3 (sin x − x cos x) has been used. Hence, mass M and scale r relate as
The function σM (r) is readily calculated from the input power spectrum and presented as the solid thick line in Fig. 3 . In order to compare the analytical prediction of Eq. (3) to that of the numerical simulation, one needs to estimate the mass variance in spheres as described by Eq. (4). This is easily achieved by randomly distributing spheres with radius r within the simulation and comparing the number of particles inside those spheres to the expected mean value:
In this formula Ns is the total number of spheres with radius r and < Nr >= < ρ > 4π 3 r 3 /mp is the expected number of particles in such a sphere where mp is the mass of a single particle.
In Fig. 3 the analytical σM (r) is compared to the estimator Eq. (5) as applied to the initial conditions for sets B4 and B16. For every scale r, Ns = 10000 spheres were randomly placed into the simulation box. For both sets the mean mass variance < σ 2 M,est (r) >set (averaged over the 10 representations for set B4 and B16, respectively) is plotted. The error bars are 3 times the variance of σ 2 M,est (r) about the mean value < σ 2 M,est (r) >set. Contrary to the findings of Baertschiger & Labini (2001) I found that the initial conditions agree from the scale of the particle Nyquist frequency out to nearly half the box size with the analytical predictions (at least within the 3σ error bars). The faster drop of < σ 2 M,est (r) >set for scales approaching the box size is simply the effect of the finite (periodical) box. As soon as the size of the sphere approaches the actual box size (near r ≈ B/2) one automatically finds nearly all particles in the sphere due to the periodic boundary conditions. Hence the variance σ 2 M,est (r) drops faster than that predicted by Eq. (3). Fig. 1-Fig. 3 provide convincing evidence that the initial conditions agree with the CDM type fluctuations described by the input power spectrum.
Mass Function of Halos
The recent investigation of the mass function of low mass galaxies (the "faint" end of the mass function) by Chiu, Gnedin & Ostriker (2001) using hydrodynamical simulations showed that it is significantly flatter than that for low mass halos. However, these simulations employed a 4h −1 Mpc box and stopped at a redshift of z = 4 because the present day non-linear scale exceeds the box size. But it would be interesting to see what the effects are when the simulation of such a small volume is continued until redshift z = 0. Is there a substantial influence due to the the cosmic variance? How successful are objects with scales close to the fundamental mode modeled, despite that mode having turned non-linear?
To this extend I started with calculating the cumulative mass function n(> M ) and compared it to the analytical prediction of Press & Schechter (1974) :
where the variance σM is given by Eq. (3) again and δc = 1.68. In Fig. 4 the cumulative mass function n(< M ) is presented for the sets B16 and B4 along with the PressSchechter (PS) prediction. The average over all 10 runs in each set is shown and the errors for each individual bin are not Poissonian errors but 2σ error bars, i.e. two times the variance of the different random realizations about the average value.
We see that the cosmic variance becomes dominant only at the high mass end of the distribution and not for low mass halos. This can be ascribed to the missing modes in such small simulation boxes (especially for set B4) where one does not model large scale power properly. The results provide convincing evidence that it is safe to use small cosmological boxes, when restricting the analysis to objects with sizes much smaller than the volume being simulated. We will see later that the scatter for the most massive halos is roughly the same as the scatter in the mass for the the ten most massive objects formed in our 64h −1 Mpc reference simulation.
Most Massive Halo
The remaining analysis focuses on the most massive halo. This halo is investigated in all runs with respect to its internal parameters, including mass M , concentration c, spin parameter λ, triaxiality T , velocity dispersion σv, maximum circular velocity vcirc, virial radius rvir, and density profile ρ(r). This time the results from run B64 are also included and compared to the sets B4 and B16. The only difference here is that the variances for set B64 are derived by averaging over the ten most massive halos rather than over ten representations, as was done for sets B4 and B16.
Density Profile
In order to calculate the density profile the BDM method (Klypin & Holtzman 1997 ) was applied to all runs. For sets B4 and B16 only the most massive halo was considered. Even though these are not equal in mass they are the correct choice for our purposes because they are the best resolved objects in terms of number of particles (and hence additional scatter due to Poisson noise is minimized). For run B64 the ten most massive objects found in the simulation box were used. The density profile was calculated for each individual halo by using 50 bins with the first bin centered about the force resolution of the run.
Once the mean density profile for B4, B16 and B64 (as well as the variance of the profile) was calculated (the average over the ten runs and ten halos, respectively), both NFW (Navarro, Frenk & White 1997) ρNFW(r) ∝ 1 r/rs(1 + r/rs) 2
and Moore profiles (Moore et al. 1999) ρMoore(r) ∝ 1 (r/rs) 1.5 (1 + (r/rs) 1.5 )
were fitted to the data. The results are presented in Fig. 5 . We can see that the resolution of our runs is sufficient to resolve the innermost parts of the density profiles down to 1-3% of the virial radius where the differences between the NFW and Moore profiles become apparent. However, the 2σ error bars due to the cosmic variance do not allow to rule out or favour either of both profiles; both analytic descriptions of the density profile in the central parts of galactic halos do agree with the data.
It is also obvious that the variance due to averaging over ten halos (B64) versus that due to averaging over ten runs (B4 and B16) is similar. This shows that it is safe to use simulation boxes as small as 4h −1 Mpc (as in the B4 runs). However, the scatter does increase as we reach the outer parts of the halo and approach the box size. Here we do find larger error bars for B4 than for B16 and B64.
Internal Properties
The last section now focuses on several additional internal halo properties. In Table 2 the mean mass M , circular ve- locity vcric, velocity dispersion σv, virial radius rvir, concentration parameter c = rvir/rs,
where rs is the scale radius derived from the fit to the NFW profile, the spin parameter
and the triaxiality parameter are listed. Note that the values are again the average over the ten runs for B4 and B16 and over the ten most massive halos for B64, respectively. The 3σ variance is given in that Table, too.
Here we can see that we do have substantial scatter in the mass of objects even for run B64. However, there is no evident trend for the scatter to be more pronounced in B4 than in B16 (or even B64). In all cases, the 3σ error intervals given in Table 2 are always ∼ <30%, the only exception being the spin parameter λ. At face value, these findings suggest that the reliability interval of numerical simulations -due to cosmic variance -is about ∼ < 30%. However, the results might be contaminated somewhat by the analysis method; for example, the BDM halo finder depends on input parameters that need to be tuned to the actual problem under investigation. For output files in a given set (B4, B16 or B64) though, I chose to use exactly the same input parameters. There may be alternate choices which reduce the variances shown in Table 2 but the parameters actually only depend on the cosmological model and the technical details (e.g. the force resolution) and hence should be identical for identical layouts.
CONCLUSIONS
Two sets of cosmological simulations were investigated in this paper. Each set consisted of 10 runs where the only difference in the runs was the choice of the random seed for the phases of the waves populating discrete Fourier space. This yields 10 (particle-)representations of the same cosmological model. The two sets differed only in the size of the computational volume -4h −1 Mpc and 16h −1 Mpc, respectively. For comparison, a single larger box size simulation of 64h −1 Mpc was performed. The reliability of generating initial conditions for cosmological simulation using the commonly adopted Zeldovich approximation on a regular lattice was explored. Baertschiger & Labini (2001) suggest that there are problems associated with this procedure and the mass variance estimated in spheres (Eq. (5)) does not agree with the analytical prediction Eq. (3). However, I could not find any pronounced evidence for a mismatch; the deviations found in the initial conditions were as expected and agree with the analytical predictions within the error bars (Fig. 3) (cf. also Pen 1997).
I also quantified the cosmic variance present when simulating small cosmological volumes in which the box size was smaller than the present-day non-linear scale. Most of the scatter found comes from the fact the fundamental mode is poorly modeled. This can be seen clearly in Figures 1  and 2 . This affects the statistics of the most massive objects to form in the simulations, leading to relatively large error bars found in, for example, the mass function (cf. "highmass" end of Fig. 4 ) and the scatter in the mass of heavy objects (cf. Table 2), respectively. Judging from the errors bars too, it was impossible to either rule out or approve a NFW or Moore profile for the central parts of the halos. Both analytical description for the density profile lie within the scatter introduced by the cosmic variance. In all cases though, it was safe to simulate only a 4h −1 Mpc box; the cosmic variance was at all times at a level comparable to the scatter found when averaging over the ten most massive halos in the 64h −1 Mpc reference run.
