$1. Introduction. The 0-1 law for a logic 9states that for each sentence 4 in 9. the fraction ,un (4) of the relational models with universe {1,2. ... n } satisfying 4 has a limiting value 0 or 1 as n tends to infinity. The 0-1 law holds for first order logic [3. 21, and was further extended in several ways. see e.g., [ l , 81. It is known that first order logic does not admit a 0-1 law if the vocabulary is not purely relational. However, if the relational vocabulary v is extended with constant symbols c, it follows from [3] that a convergence law holds, i.e.. limn ,un($(c)). where p n is the uniform measure on the set of all (v u c)-models with universe {1,2. ..,n}.
This paper strengthens this convergence law by isolating the convergence part due to the presence of c. The stronger law will imply that for each formula $(x). the fraction of tuples c satisfying 4 ( x ) in almost all v-models is close to some value r E [O. I].
This strong convergence law is naturally defined in a new framework, first introduced in [9] . where a (a-additive) measure is defined on the set of all increasing sequences of finite models.
Intuitively, we perform the experiment of randomly choosing models dnwith universe (1, .., n } . where the dnare chosen independently of each other according to the measures ,un.
In this framework the strong convergence law roughly states that for each formula +(x), the fraction of tuples a in dn, which satisfy the formula q5(x), almost surely has a limit as n tends to infinity.
If x is empty. the fraction mentioned above is either 0 or 1, and the strong convergence law for formulas simply reduces to the strong 0-1 law for sentences [9] , which states that for each sentence 4. we either have d, + 4 for all large n almost surely or d, 4 for all large n almost surely.
After giving the basic definitions and results in Section 2, we define the strong convergence law in Section 3. In Section 4 we show that the logic 92, has the strong convergence law for formulas for the uniform measure. and in Section 5 we characterize the measures on random graphs for which the strong convergence law holds. extending the results of [9] . At the end. Section 6 concludes by some open problems.
Basic definitions and background.
Fix a finite relational vocabulary v. and consider only v-models. Define N = {1,2. ..).
For each n E N, let M, = {sd : sd is a v-model with universe /dl= (1, ..,n)}, and let M = U, , ,Mn.
Also let Fn= 9 ( M , ) be the (a-)algebra of all subsets of M,, and let p, be some probability measure on 9 , .
Our sample space R will be the Cartesian product of the M,s, i.e., R = n,,, M,, with a typical element A = (~i',),~, being a sequence of models.
Define the projection on the n-th coordinate n, : R + M, by n, (A) = d , .
Now let 9 be the a-algebra on R generated by the cylindrical events n i l ( E ) for E c M,, i.e., 9is the least a-algebra that makes each n, measurable.
Identifying the (a-)algebras Sr, with the cylindrical sub-a-algebras,
of 9,we let p be the a-additive product probability measure on 9 satisfying p ( E ) = p, ( E ) for every E E 9,.We call this measure p a product measure on R. and denote its probability space by
The existence and uniqueness of p is guaranteed by a well known theorem of Kolmogorov's (see e.g.. [4] ). Throughout this paper p is understood to be a product measure on R.
For a class C c M . let gn= {A E R : Sal, E C), thus%?" = n r l ( C ) andp(%?") = p , ( C n M , ) . Define and Thus A E C iff (d, E C for all large n), and A E C iff (d, E C for infinitely many n ) .
To investigate the convergence of p, (C) = p ( g n ) . we look at the liminf and the limsup of p('Zn). As in [9] 
We let F O (FOo) denotes the first order (quantifier-free) formulas. and we let 9 ; , denote the infinitary logic with finitely many variables.
We identify a sentence 4 with Mod ( 4 ) = { d E M : J$ 4). and a logic 9 with the set of formulas in 9 .
In the literature a logic 2 is said to have the 0-1 law for p if for every sentence I$ in 9,lim, p,($) = 0 or 1. Now in view of Proposition 2.2 the following definition was introduced in [9] . Following [5.9] . we say that a logic 2 reduces to a logic 9' weakly almost surely (w.r t. p ) and write 9 <, , ., 2 ' ( p ) if:
The following proposition is immediate. Also we can use Keisler's probability quantifier ( 3 2 '~) . introduced in [6] , where the formula ( 3 r r x ) 4 ( x , y ) says that the fraction of the tuples x in the model that satisfy the formula 4 ( x . y ) is 2 r . Using this quantifier we can alternately write:
Note that if 4 is a sentence, i.e., the sequence x is empty. then P d ( 4 ) = 1 if d 4
and 0 otherwise. For a sequence A = ( , a l , ) , ,~ of models dnof size n (which is an element of our sample space R). consider the tail random variables l i m n P d , , ( 4 ( x ) )and E n Pdfl( 4( X I ) .
By Kolmogorov's 0-1 Law they must be constant almost surely. We then define -the "inner measure" ,u(+(x)) and the "outer measure" p ( 4 ( x ) )to be those constant values. Thus we can formally write:
and where E denotes the expectation functional.
Note that, as in the case of inner and outer measures for sentences, we have However, we'll allow ourselves to is to be viewed as a formal "measure". abuse notation by using the terms "inner" and "outer measures". Using Keisler's probability quantifiers the next proposition gives an alternate definition of the inner and outer measure of formulas and relate them to those of sentences. PROPOSITION 3.2.
p ( 4 ( x ) ) = sup {r E [O, 11 : , LL ( ( 3 1 r x ) 4 ( x ) )= I ) . and PROOF. We prove the first equality, from which the second easily follows. First note that by definition: p ((3"x)4(x)) = liff dn (3>'x)$(x) eventually almost surely iff r < Pdn(4(x)) eventually almost surely. Now for the >-part let r belong to the set on the right hand side. Using the above note we get that r 5 Pdn(4(x)) eventually almost surely. Thus r < limnPgn(4(x)) almost surely. i.e.. r < p(+(x)).
For the I-part let r < p(4(x)), i.e.. r < P&,,(#(x)) almost surely. It then follows that r < Pgn($(x)) eventually almost surely. and using the above note again we get that p ((32'x)#(x)) = 1. i.e.. r belongs to the set on the right hand side. -I Using this proposition. we can easily check that the definition of the inner and outer measures for a formula 4(x) reduces to the old definition if 4 is a sentence.
In the literature the underlying relational vocabulary v is sometimes extended by a list of distinct constant symbols c (with Icl = 1x1) to get the vocabulary v Uc. Thus a (v U c)-model will have an interpretation of the constants c in the model.
If we then replace x by c in 4(x) we can talk about the measure pn(4(c)) of the sentence 4(c), where for simplicity we take the distribution of the interpretation of the tuple c in a given model to be uniform.
Fixing a product measure p. we say that a logic 2 has the convergence law for formulas if for every formula 4(x) E 2, limn pn(4(c)) exists.
It follows from Theorem 7 in [3] that, taking p to be the uniform product measure. the first order logic has the convergence law for formulas. In fact. for any first order formula $(x). lim,un(4(c)) exists and equals to 112'. where 1 and s are positive integers determined by the form of +(x).
Actually in [3] the constants c in 4(c) are forced to be interpreted by distinct elements in the model. However. in the limit this will give us the same result if we allow them to take common values.
The next proposition parallels Proposition 2.1 and relates the inner and outer measure of a formula 4(x) with the asymptotic probability of the sentence $(c).
PROOF. We only need to prove the first inequality. Thus using (*) we get:
as required.
In view of this proposition we have the following definition. DEFINITION 3.4. For a fixed product measure p , a logic 2 has the strong convergence law for formulas if for every formula 4 ( x ) E 9 .
= p ( 4 ( x ) ) .
From Proposition 3.3 we easily get: COROLLARY 3.5. A logic that has the strong convergence law for formulas also has the convergence law for formulas.
Also. considering only sentences in 9. the definition reduces to that of the strong 0-1 law. i.e., we have: COROLLARY 3.6. A logic that has the strong convergence law for formulas must also have the 0-1 law.
Note that. unlike the case of the convergence law for sentences. which is weaker than the 0-1 law. the strong convergence law for formulas is actually stronger than the strong 0-1 law.
Let's try to have a close look at the strong convergence law. From the definition. the collapse of p ( 4 ( x ) )and p ( 4 ( x ) )to a common value r means that the limit of -Pdn( 4 ( x ) )almost surely exists and equals to r. In other words it says that for every small 6.Pdn(c$(x))will almost surely eventually fall in the interval [r -6. r +61.
In other words. using Keisler's probability quantifier. this is equivalent to saying that p ((3t"-"""')4(x)) = 1.
for every small 6. Thus the strong convergence law implies that for sufficiently large n , in a strong way "most" of the models dnof size n. will have the value Pdn( 4 ( x ) )"close" to some constant value r .
54. Thelogic 9&. Recall that the infinitary logic 5?g, is the extension of the first order logic, where we allow infinite conjunction and disjunction provided that only finite number of variables are used.
In this section we will extend some results of [9] by proving that 9g, has the strong convergence law for its formulas. We start by the following proposition which parallels Proposition 2.6 and relates the strong convergence law to the weakly almost sure equivalence of Logics. PROPOSITION , 9 ' ( p ) and 9' has the strong convergence law for
formulas. then so also does 9.
In this proposition the logic 9'can be a fragment of the logic 9.If this fragment is the quantifier-free part or the Boolean combinations of some "basic" formulas. we will say that 9 has the almost sure quantifier elimination.
Thus the proposition gives us a technique to prove that the strong convergence law holds for formulas in some logic 9. Namely. prove that some fragment 9' thereof possesses the strong convergence law. then prove that 9 can be reduced to 9'weakly almost surely.
The following stronger version of Theorem 3.13 in [8] subsumes the strong 0-1 law and leads to the strong convergence law for 9&. 
Note that, allowing the use of the two symbols T and F . denoting the always true and always false sentences respectively. and taking x to be empty. the theorem says that each first order sentence collapses to T or F almost surely. This is the strong 0-1 law! Now to prove the strong convergence law for 9&, all we need is to prove it for the quantifier free formulas.
The next lemma easily follows from [7] . LEMMA 4.3. Let y ( x ) be afirst order quantiJier-jree ,formula. Then. with respect to the uniform measure. Now we're ready to prove the strong convergence law. PROOF. Using Theorem 4.2 and Proposition 4.1, all we need to prove is that FOo has the strong convergence law. So let 4 ( x ) be a quantifier free formula. and let ro = limnp , ( $ ( c ) ) . Then ro will be of the form 112" From the remarks after Corollary 3.6, we just need to show that for every 6 > 0. we have: Since the logics FO. IFP and PFP are subsets of 9g, we get: COROLLARY 4.5. For the uniform measure. the logics FO, IFP and PFP have the strong convergence law for formulas. §5. Sparse random graphs. In this section we extend some of the results of [9] by investigating the strong convergence law for formulas about sparse random graphs. Let's first start with a useful tool. We now assume that the vocabulary v contains only one binary predicate symbol R . Our restricted class will be those models satisfying the sentences V x V y ( R x y -
R y x ) and V x~R x x .
Thus a model can be viewed as a loopfree undirected graph with R x y meaning that there is an edge between x and y .
In PROOF. Since the strong convergence law is stronger than the strong 0-1 law. using Theorem 5.3 we only need to prove that each of the statements (0). (8) . (11) implies the strong convergence law. and the nonexistence of limn p ( n ) violates it.
Starting with ( 0 ) .we know from the proof of Theorem 5.3 in [9] that the sentence ( V x y ) l R x ywhich states that the graph is empty has strong measure 1. Thus .sfn will become empty eventually almost surely. But then. any formula v ( x )with the free variables x = (xl....xk)can be reduced almost surely to a formula Q ( x )in just the language of equality. Using Ehrenfeucht-FraYsse games or by quantifier elimination one can show that for sufficiently big models. Q ( x )is equivalent to a quantifier-free formula Bo(x).all of whose atomic parts are equations between elements of x.
--Let $ ( x ) be the conjunction of the inequalities ( x i # x i ) for 1 < i < j < k. We can check that p ( $ ( x ) ) = 1. Also we have that either However. if h n p ( n )< &,p(n) then we can check that for the atomic formula R x y we have: p ( R x y ) = l&p(n) < l i m n p ( n )= p ( R x y ) .
violating the strong convergence law.
§6. Conclusion and open problems.
We introduced a new notion of strong convergence law for formulas based on the new framework for asymptotic probabilities. which was introduced in [9] . and were able to prove that the infinitary logic with finitely many variables possesses the strong convergence law for the uniform measure. Also we were able to characterize the measures for which the strong convergence holds for the first order logic.
In the course of those proofs we stressed on the importance of the almost sure quantifier elimination.
However. it's not clear whether the strong convergence law for formulas holds for Compton's slow growing classes. A proof of such result may have to discover the combinatorial distribution of a variable tuple x among the connected components of big models. Also it's an interesting problem to find a natural measure space to interpret the -"inner" and "outer" measures , u ( 4 ( x ) ) -and , u ( $ ( x ) ) . We leave this task to an enthusiastic reader.
