We consider a hyperbolic-parabolic singular perturbation problem for a quasilinear equation of Kirchhoff type, and obtain parameter-dependent time decay estimates of the difference between the solutions of a quasilinear dissipative hyperbolic equation of Kirchhoff type and the corresponding quasilinear parabolic equation. For this purpose we show time decay estimates for hyperbolic-parabolic singular perturbation problem for linear equations with a time-dependent coefficient.
Introduction
Let H be a separable Hilbert space with norm · . Let A be a nonnegative self-adjoint operator with domain D(A). Then, for a nonnegative number γ , the space D(A γ ) becomes a Hilbert space with the graph-norm of A γ denoted by u γ = ( u 2 + A γ u 2 ) 1/2 . For a nonnegative number γ , the range of A γ is denoted by R(A γ ).
We consider the following singular perturbation problem for a quasilinear hyperbolic equation of Kirchhoff type: εu ε (t) + u ε (t) + m A 1/2 u ε (t) 2 Au ε (t) = 0, (0 u(x, t) = 0, x ∈ ∂Ω, t > 0, in the case that Ω = R n .
In the case n = 1, this equation is a model for the damped small transversal vibration of an elastic string with uniform density ε.
The unique global solvability of (0.1)-(0.2) was proved by Brito [2] and Yamada [24] for small initial data (u (0) , u (1) ) ∈ D(A) × D(A 1/2 ). We see that the smallness assumption for the initial data in [2] and [24] can be replaced by the smallness of ε. Esham and Weinacht [3] considered (0.1) and (0.3), in the case H = L 2 ((0, 1)), A = −d 2 /dx 2 . Then they showed that, for every (u (0) , u (1) This gives the convergence rate with respect to ε. Matsuyama [13, 14] considered (0.1)-(0.2) and (0.3) with nonlinear term μ|u| α u, in the case H = L 2 (Ω) and A = − for bounded domain Ω. In [13] and [14] , he showed
for every fixed T > 0, where C T is a constant independent of ε, if the data are small. The unique global solvability of (0.1)-(0.2) was proved also for degenerate functions m(x) 0 by Nishihara and Yamada [18] (m(x) = x r (r 0)) and Ghisi and Gobbino [6] (general locally Lipschitz functions m), for small initial data satisfying nondegeneracy condition m( A 1/2 u (0)
2 ) > 0. This situation is called mildly degenerate since the solution obtained by them satisfies m( A 1/2 u(t) 2 ) > 0 for every t 0. Gobbino [7] considered mildly degenerate Kirchhoff equations for coercive operators A, that is, the inequality (Au, u) ν u 2 holds with a positive constant ν. Then he showed that, for every (u (0) , u (1) for every fixed T > 0, where C T is a constant independent of ε. The estimates (0.4), (0.5), (0.6) and (0.7) are local in time, in the sense that the constant C T depends on T . Hyperbolic-parabolic singular perturbation problems were considered for other nonlinear problems. See Benauda and Tort [1] , Esham and Weinacht [4] , Milani [15, 16] . However, contrary to the linear case, only time-local estimates of convergence rate are obtained for the difference between the solutions, as far as the authors know. The purpose of this paper is to give convergence and decay estimates with respect to ε and t, respectively, of the difference between the solution u ε of the problem (0.1)-(0.2) and the solution w of (0.3) for nonnegative self-adjoint (not necessarily coercive) operators A (see Theorem 3) . As an immediate consequence, we obtain time-global estimates of the convergence rates with respect to ε.
In order to obtain estimates, we do not regard u ε as a perturbation term. First we show estimates of the difference between the solution u ε of (0.1)-(0.2) and the solution v ε of the corresponding parabolic equation depending on u ε , by regarding them as the solutions of the linear hyperbolic equations and the parabolic equation with the same constant c(t) = m( A 1/2 u ε (t) ) of A. Next we show time decay estimates of the difference between v ε and the solution w of the original parabolic equation (0.3). By combining these estimates, we obtain time decay estimates of the singular perturbation problem for Kirchhoff equation.
The first step is as follows: Consider the hyperbolic-parabolic singular perturbation problem of the linear equations 8) and
with a constant r > 1. In the case that c(t) ≡ 1, Kisynski [11] showed the following estimates: (1) ) , (0.14) 15) for every ε > 0 and t 0. Later on, hyperbolic-parabolic singular perturbation problems for linear equations are considered by a lot of authors. See for example, Lions [12] , Ikehata [9] . Among them, Chill and Haraux [5] showed the following time decay estimate of the difference between the solutions of (0.8) and (0.9) with c(t) ≡ 1 and u (1) = −Au (0) :
where C 0 is a constant independent of u (0) and ε ∈ (0, 1]. Here we note that in [5] it is also showed that the decay estimate (0.16) for t → ∞ is optimal in the sense that the inequality
holds, if 0 belongs to the essential spectrum of A (see Theorem 1.3 and its proof in [5] ). We first show decay estimates of the difference between the solutions of (0.8) and (0.9) with c(t) depending on t for positive time (see Theorem 1), which is a generalization of (0.16). Next we show decay estimates for t 0 (see Theorem 2) . The rate of convergence of our estimates in Theorem 2 with respect to ε becomes better if the initial data have higher regularity, as is expected by comparing (0.12) and (0.13), or (0.14) and (0.15). This paper is organized as follows. Main results are stated in Section 1. In Section 2, we prove the decay estimates for the linear equations. Finally, in Section 3, we show the time decay estimates for the singular perturbation problem of Kirchhoff equation.
Main results

Singular perturbation problem for linear equation
In this subsection, we assume that a function c(t) ∈ C 1 ([0, ∞)) satisfies (0.10) and (0.11). Put Then we show convergence and time decay estimates of the difference between the solution u ε of (0.8) and the solution v of (0.9) as ε → 0. First, we show estimates for t > 0. (0) , u (1) (1) be an element such that u (1) = A qũ (1) , and let +∞) ; H ) be the solution of (0.8) and that of (0.9), respectively. Then the following estimates hold for every t > 0:
with θ max{1/2 − α, 0} and ρ max{1 − α, 1/2} as well, and Next, we show estimates for t 0.
Theorem 2.
In the same situation as in Theorem 1, the following estimates hold for every t 0:
] as well, and
Remark 2. In the estimate (1.4), the element c(0)Au (0) + u (1) corresponds to the initial layer.
Singular perturbations for quasilinear equations of Kirchhoff type
Brito [2] , Yamada [24] and Ghisi and Gobbino [6] showed the unique global solvability of (1) , (1.5) for initial data which are small compared with λ. By changing the variable t = √ εs, the problem (0.1)-(0.2) is transformed into (1.5) with λ = 1/ √ ε, and the initial datum u (1) is replaced by √ εu (1) . Then the unique global solvability and the regularity for small ε follow from their results, as is stated in the next theorem. 
The unique global solvability of (0.3) was shown by Gobbino [8] (see also the references therein):
The main result of this paper are the following estimates of the difference between the solution u ε of (0.1)-(0.2) and the solution w of (0.3).
Theorem 3.
Let m ∈ C 1 ([0, ∞)) be a function satisfying inf r 0 m(r) > 0, and suppose that q 0 and that (u (0) , u (1) 
be the solutions of (0.1)-(0.2) and (0.3), respectively. Then for every α 0, the estimate
as well, and the estimate
2 )Au (0) + u (1) ) if q = 0,
holds for every t 0 if (u (0) , u (1) 
Remark 3. In the estimate (1.7), the element m( A 1/2 u (0) 2 )Au (0) + u (1) corresponds to the initial layer.
Proof of results for linear problem
Throughout this section, we put the same assumption as in Section 1.1, and assume that (u (0) , u (1) 
We first derive ordinary differential equations from (0.8) and (0.9) by using the spectral theorem for self-adjoint operators, as in Chill and Haraux [5] :
Theorem C. (See Reed and Simon [23, Theorem VIII.4, p. 260].) Let A be a self-adjoint operator on a separable Hilbert space H with domain D(A). Then there is a measure space (S, μ) with μ(S) < ∞, a unitary operator U : H → L 2 (S, dμ) and a real-valued function a(ξ ) on S which is finite a.e. so that
we have μ(S \ S 0 ) = 0. Hence we may assume that S = S 0 without loss of generality. For every ξ ∈ S, there exist a unique solutionû ε (t, ξ ) ∈ C 1 ([0, ∞)) of the ordinary differential equation
and a unique solutionv(t, ξ ) ∈ C 1 ([0, ∞)) of the equation
where denotes the derivative with respect to t. Then we have
In view of the correspondence above, we may assume that H = L 2 (S, dμ) and that, for every γ 0, the operator A γ is of the form
We abbreviateû ε (t, ξ ) andv(t, ξ ) to u ε (t, ξ ) and v(t, ξ ) in the sequel. Chill and Haraux [5] showed that the restrictions of the solutions of (2.1) and (2.2) with c(t) ≡ 1 to the region {ξ | a(ξ ) 1/(16ε)} decay exponentially for t 1, and estimated the difference between solutions of (2.1) and (2.2) with c(t) ≡ 1 restricted to the region {ξ | a(ξ ) < 1/(16ε)}.
Similarly we divide S as
where
Then we show the exponential decay of the solutions on S H and the estimate of the difference on S L . Throughout this section, C denote various constants depending on the constants c 0 , c 1 and c 2 in (0.10) and (0.11), and independent of (u (0) , u (1) ), ε, ξ and t.
Estimates in the low frequency region
Throughout this subsection we assume that
Chill and Haraux [5] obtained the estimate (0.16) in the low frequency region by using the direct representation formula of solutions of the dissipative abstract wave equation (0.8) with c(t) ≡ 1. However, we do not have such a formula for general c(t). Therefore we represent the original unknown function by a pair of new unknown functions, which are estimated separately by means of integral inequalities (see Yamazaki [25] , where the different situation with ε ≡ 1, c(t) ≡ 1 and a time-dependent coefficient of u was treated).
Step 1 (Transformation of (2.1)). Let σ ± (t, ξ ) be the solution of the equation
Here we note that by the assumptions (0.10) and (2.5), we have
for every t 0. We put
Note that w ± (t, ξ ) depend on ε > 0. Then
We easily see that (2.1) is equivalent to
14)
Then the system (2.13)-(2.16) is equivalent to
The system above is equivalent to the following system of integral equations:
Substituting (2.21) into (2.20), we obtain
Step 
(Estimates of G(t, ξ ) and F (t, ξ)). It follows from (2.8) that
It follows from (2.24), (2.25), (2.26) and the fact that
By integration by parts, we have
Substituting this inequality and (2.28) into (2.29) and using the assumption (2.5), we obtain
Hence Gronwall's inequality yields 
Step 3. By using the inequalities above, we estimate the difference between εw + (t, ξ )/ √ 1 − 4εa(ξ )c(t) and the solution v(t, ξ ) of (2.2).
Lemma 1.
There is a positive constant C independent of ξ , u (0) and u (1) such that for every ε satisfying
32)
the estimate
holds for every t 0.
Proof. Since the solution v(t, ξ ) of (2.2) is expressed as
we have
Hence, by (0.10) and (2.8), we have
First we estimate I 1 . By (2.18) and (2.22), I 1 is expressed as
where 
Inequalities (2.30), (2.37), together with the assumption (2.5), yield
By the definition of G(t, ξ ) (see (2.23)), I 1,2 is expressed as
By the mean value theorem and the definition of σ + (see (2.6)), we have
with some θ ∈ (0, 1) depending on t and ξ . Therefore, by (0.10), (2.26), (2.37) and (2.5), we obtain
By (2.25), (2.37) and (2.27), we have
Substituting (2.41) and (2.42) into (2.39), we obtain
By (2.15), (2.16) and (2.5), we have
Substituting (2.38) and (2.43) into (2.36) and observing the facts (2.44), (2.46) and (2.5), we obtain
Next we estimate I 2 . By (2.15), we have
which, together with (2.8), implies
Substituting this inequality and (2.47) into (2.35), we obtain (2.33). 2
Step 4. We estimate w − (t, ξ ) itself.
Lemma 2.
There exists a positive constant C independent of ξ , u (0) and u (1) such that, for every ε > 0 satisfying
Proof. By (2.17), (2.19) and (2.21), we have
Hence, by (2.8)-(2.10), (2.26) and (2.31), we obtain
We now put
Integrating by parts and making use of (2.5), we obtain
By the assumption (2.48), we have
Substituting this inequality into (2.50) and using (2.5), we obtain
for every t 0. From this inequality, together with (2.44)-(2.46), the conclusion (2.49) follows. 2
Lemmas 1 and 2 yield the following corollary, which provides estimates of the difference between the solutions and its derivatives of (0.8) and (0.9) for ξ ∈ S L .
Corollary 1.
There exists a positive constant C independent of ξ , u (0) and u (1) such that for every ε > 0 satisfying (2.32) and (2.48), the following estimates hold for every t 0:
(2.52)
Proof. Multiply (2.49) by ε/ √ 1 − 4εa(ξ )c(t) ( 2ε) and add (2.33) to this inequality. Then, since u is expressed by (2.11), we conclude (2.51) by using (2.5).
Next we prove (2.52). From (2.12) and the equality v (t, ξ ) = −c(t)a(ξ)v(t, ξ), it follows that
ξ ).
Hence the inequalities (0.10) and (2.8) imply 
Estimates in the high frequency region
Throughout this subsection, we assume that
and estimate the solution itself of (0.8) and that of (0.9) in this region.
Lemma 3.
Proof. We prove Lemma 3 in a way similar to the proof of Lemma 2.1 of [5] . We define H (t, ξ) as
for t 0, where β = c 0 10c 1 ε . Since u is the solution of (2.1) (û is abbreviated to u), we have 
Corollary 2.
For every β 0 and γ 0, there exists a positive constant C depending on β and γ , and independent of ξ , u (0) and u (1) such that for every ε satisfying (2.56), the following estimates hold for every t 0:
Proof. Since 16c 1 εa(ξ ) 1, the inequality (2.57) implies
Hence the inequality (2.66) holds. In the same way, the inequalities (2.67) and (2.68) follow from (2.57). 2
Lemma 4.
For every β 0, there exists a positive constant C depending on β and independent of ξ and u (0) such that for every ε > 0, the following estimates hold for every t 0: (1) such that for every ε > 0 satisfying (2.56), the estimate
holds for every t 0 if θ max{1/2 − α, 0} and ρ max{1 − α, 1/2}, and the estimate
holds for every t 0 if θ, ρ 0.
Proof. Proof of (2.71).
We first consider the case that 0 α 1/2. Raising (2.66) and (2.67) to the power of 1 − 2α and of 2α, respectively, and taking their product, we obtain
for every t 0. On the other hand, multiplying (2.69) with β = θ by a(ξ ) α , we obtain
for every t 0. Adding this to (2.73) with β = α + θ − 1/2 ( 0) and γ = α + ρ − 1 ( 0), we see that (2.71) holds in the case that 0 α 1/2. Next we consider the case α 1/2. Multiplying (2.67) with β = θ and γ = ρ − 1/2 by a(ξ ) α−1/2 , and multiplying (2.69) with β = θ by a(ξ ) α , and summing up these two inequalities, we obtain (2.71) for α 1/2.
Proof of (2.72) . Adding (2.68) with β = θ + 1/2 and γ = ρ to (2.70) with β = θ , and multiplying a(ξ ) α , we obtain (2.72). 2
Proofs of Theorems 1 and 2
Proof of Theorem 1. Proof of (1.1). First we consider the case ξ ∈ S L . Then the inequality (2.51) and the fact a(ξ ) Cε −1 imply 
Integrating the square of (2.71) on S H with respect to ξ , we obtain
for every t 0. In view of (2.4), we obtain (1.1) by adding (2.76) and (2.77) and taking the square root.
Proof of (1.2) . Using (2.52) instead of (2.51), and using the assumptions a(ξ ) Cε −1 and r > 1, together with the fact exp(−t/2ε) C(ε/t) p for every fixed p 0 and every t > 0, we have in the same way as in the proof of (2.75) that
for every ξ ∈ S L and t > 0. In the same way as in the proof of (1.1), we obtain (1.2) from (2.78) and (2.72). 2 (1) ,
Proof of Theorem 2. Proof of (1.3). Inequality (2.51) yields
. This estimate implies (1.3) for 0 t 1. The inequality (1.1), together with the inequality e −c 3 t/ε C(ε/t) p for every t > 0 with p = α + 1, α + q, implies (1.3) for t 1.
Proof of (1.4) . In the same way as in the proof of (2.79), the inequality (2.52) together with the assumption c 3 1/2 yields
for every t 0 and ξ ∈ S L if θ, ρ 1. On the other hand, (2.72) implies that the inequality (2.80) holds also for ξ ∈ S H if θ, ρ 0. Thus, the inequality (2.80) holds for every
Taking the L 2 (S, dμ ξ )-norm of (2.80), we have
. This estimate implies (1.4) for 0 t 1. By the same reason as in the proof of (1.3), the inequality (1.2) implies (1.4) for t 1. 2
Proof of the result for quasilinear equation
Throughout this section, we assume that (u (0) , u (1) ) ∈ D(A 3/2 )×D(A) and 0 < ε ε 1 , where ε 1 is the positive constant in Theorem A. 
Decay estimates for Kirchhoff equation
For the solution u ε of (0.1)-(0.2) and α 0, we put
for every t 0, where
A priori estimates
We obtain an a priori estimate for E 1 (t) + u ε (t) 2 in the same way as in Yamada [24] . Taking the inner product of (0.1) with 2u ε (t), we have
Integrating this equality on [0, t], we have
Especially, it follows that
for every t 0. Taking the inner product of (0.1) with u ε (t), we have
Integrating this equality on [0, t], we have (1) .
Adding this inequality to (3.3), we obtain the estimate (1) .
We obtain an a priori estimate for F α (t) in the same way as in Nishihara and Yamada [18] . We only give the sketch of the proof. From the fact that u ε is the solution of (0.1), it follows that
Let ε 3 be a positive number satisfying 10) and assume that ε ε 3 . Then by the continuity argument, we can prove that
for every t 0. Hence, by (3.9) we have
for every t 0. From (3.13), it follows that
Remark 4.
Since the a priori estimate (3.14) is obtained for every 0 < ε ε 3 , we can take ε 1 = ε 3 in Theorem A.
Decay estimates
We prove decay estimates of E 1 (t), E 2 (t) and E 3 (t) by using Nakao's method [17] . In the case ε ≡ 1, Ono in [20] obtained decay estimates of E 1 (t), and in [19] [22] ). Similarly, we obtain the decay estimates for E 1 (t), E 2 (t) and E 3 (t) by using the following lemma.
Theorem D. (See [20, Lemma 2.1].) Let
Then E(t) satisfies the estimate We obtain the following decay estimates of E 1 (t), E 2 (t) and E 3 (t).
Proposition 4.
There exist positive constantsC 1 depending on u (0) 1/2 + u (1) andC j (j = 2, 3, 4) depending on u (0) 1 + u (1) 1/2 such that the following estimates hold for every 0 < ε min{ε 3 , 1}, where ε 3 is a positive number defined by (3.10):
Hence, by (3.8) , the definition of D 1 (t) (see (3.19) ) and the monotonicity of E 1 (t), we have
From this we conclude (3.15) by using Theorem D.
Proof of (3.16) . Integrating (3.13) with α = 1 on [t, t + 1], and using (3.5), we have
Then there exist t 1 ∈ [t, t + 1/4] and t 2 ∈ [t + 3/4, t + 1] such that
Taking the inner product of (0.1) with Au ε (t), we have
Integrating this equation on [t 1 , t 2 ] and using (3.22) , (3.23) and (3.15), we obtain
Integrating (3.12) with α = 1 on [t, t 2 ], and making use of the monotonicity of E 2 (t), we have
Substituting (3.22) and (3.24) into the right-hand side of this inequality, we obtain
It follows from the definition of D 2 (t) (see (3.22) ) and the monotonicity of E 2 (t) that
From this we conclude (3.16) by Theorem D.
Proof of (3.17) . Differentiating (0.1), we have
Substituting this equality into
By (3.1), (3.5), (3.6), (3.15) and (3.16), we have
In view of this inequality and (3.11), the equality (3.25) yields
and integrating (3.28), we have
for every τ, σ ∈ [t, t + 1]. Integrating (3.30) with respect to σ , and making use of the definition of E 3 (t), we obtain
Hence, by (3.29) and (3.16), we obtain
for every τ ∈ [t, t + 1]. It follows from this inequality that 
This inequality and (3.32) yield 
Hence Theorem D implies (3.17).
Proof of (3.18) . Since
the estimate (3.18) immediately follows from (3.16) and (3.17). 2
Difference between the solutions of linear hyperbolic and parabolic equations
We give an estimate of the difference between the solution u ε of (0.1)-(0.2) and the solution v ε of the following parabolic equation depending on u ε :
where c ε (t) = m( A 1/2 u ε (t) 2 ). (1) . Then there exist positive constants ε 4 ,c andC depending on u (0) 1 + u (1) 1/2 such that the following assertions hold for every 0 < ε ε 4 . Let u ε and v ε be the solutions of (0.1)-(0.2) and (3.33), respectively. Then for every α 0 we have
as well, and
Proof. It is easy to see that c ε (t) ∈ C 1 ([0, ∞)) with m 0 c ε (t) m 1 for every t 0. By (3.16) and (3.18), we have
Thus we can apply Theorem 2 with r = 2 to obtain the estimates (1.3) and (1.4) with θ = ρ = 1, which imply the conclusion. 2
Difference between the solutions of two parabolic equations
We give an estimate of the difference between the solution v ε of (3.33) and the solution w of (0.3).
Lemma 6.
Let ε 4 be the positive number in Lemma 5. Let (u (0) , u (1) 
Then there exists a constantC depending on u (0) 3/2 + u (1) 1/2 such that the following assertions hold for every 0 < ε ε 4 . Let v ε and w be the solutions of (3.33) and (0.3), respectively. Then for every α 0 we have
Proof. In the proofC denotes various constants depending on u (0) 3/2 + u (1) 1/2 and independent of ε. We use the same notation as in the beginning of Section 2. Since v ε and w are solutions of (0.9) with c(t) = m( A 1/2 u ε (t) 2 ) and c(t) = m( A 1/2 w(t) 2 ), respectively, the formula (2.34) yields
and In the same way as in the proof of (3.43), we have Substituting this inequality, (3.36) with α replaced by α + 1, and (3.45) with (3.48), into (3.52), we obtain (3.37) in the case q ∈ (0, 1]. Using (3.51) in place of (3.48), and proceeding in the same way, we obtain (3.37) in the case q = 0. 2
Proof of Theorem 3
The assertion follows immediately from Lemmas 5 and 6 by taking ε 2 = ε 4 .
