We prove a Harnack inequality for eigenfunctions of certain homogeneous graphs and subgraphs which we call strongly convex. This inequality can be used to derive a lower bound for the (nontrivial) Neumann eigenvalues by 1/(8kD 2 ) where k is the maximum degree and D denotes the diameter of the graph.
Introduction
Let Γ = (V, E) denote a graph with vertex set V = V (Γ) and edge set E = E(Γ). Suppose a group H acts on V such that:
(i) for all g ∈ H, {gu, gv} ∈ E if and only if {u, v} ∈ E, (ii) for any two vertices u and v, there is a g ∈ H such that gu = v.
Then we say Γ is a homogeneous graph with the associated group H. In other words, Γ is vertex-transitive under the action of H and We can identify V with the coset space H/I where I = {g ∈ H : gv = v} , for a fixed vertex v, denotes the isotropy group. We note that the Cayley graph is a special case of homogeneous graphs with I trivial. The edge set of a homogeneous graph Γ can be described by an (edge) generating set K ⊂ H so that each edge of Γ is of the form {v, gv} for some v ∈ V, and g ∈ K. In this paper we require the generating set K to be symmetric, i.e., g ∈ K if and only if g −1 ∈ K.
We say that a homogeneous graph is invariant if for every element a ∈ K, we have
In other words, K is invariant as a set under conjugation by elements of K. For example, a homogeneous graph associated with an abelian group is invariant and we call the graph an abelian homogeneous graph. Suppose a homogeneous graph Γ is associated with a nonabelian group H. If the edge generating set K is a subgroup of H, then Γ is still invariant.
In a graph G, the distance d (u, v) between two vertices u and v, is the minimum number of edges in any path joining u and v in G, and the diameter of G, denoted by D(G) is the maximum distance d(u, v) among all pairs of vertices.
The diameter is closely related to various graph invariants. Let λ denote the dominant eigenvalue of the Laplacian of G. For a regular graph G, the Laplacian L of G is just I − 1 k A where I is the identity matrix, A is the adjacency matrix and G is k-regular. The eigenvalues of L are denoted by 0 = λ 0 ≤ λ 1 ≤ · · · ≤ λ n−1 . Many results for random walks on groups and Markov chains are based upon the following inequality for vertex-transitive graphs [1, 2, 6] .
where c denotes some appropriate absolute constant, k is the degree and D denotes the diameter of the graph. For a general graph, however, (1) does not necessarily hold. (For example, the graph of two cliques K n joined by an edge has λ ≤ c n 2 and D = 3). The main result of this paper is to generalize (1) for certain induced subgraphs of a homogeneous graph. An induced subgraph determined by a subset S of the vertices has edge set consisting of all edges with both endpoints in S. For convenience, we will use S to denote both the induced subgraph and its vertex set, if there is no confusion.
An induced subgraph of a homogeneous graph can be viewed as a graph with boundary while the "host" homogeneous graph has no boundary. In Section 2, we will define the Laplacian and Neumann eigenvalues for an induced subgraph of a homogeneous graph. This can be viewed as the discrete analogue corresponding to the continuous case of Neumann eigenvalues for Riemannian manifolds with boundary (which is different from the Dirichlet eignvalues for domains with boundary, cf. [7] ).
An induced subgraph S of a graph G is said to be strongly convex if, for all pairs of vertices u and v in S, all shortest paths joining u and v in G are contained in S. We will show that for a finite strongly convex subgraph S in an invariant abelian homogeneous graph Γ, an eigenfunction f with eigenvalue λ satisfies
where the vertices x and y are adjacent and k is the degree of Γ. Furthermore, the dominant eigenvalue λ S of the Neumann Laplacian of S satisfies
where D is the diameter of S.
This paper is organized as follows: In Section 2, we give definitions and examples for the Laplacian of a homogeneous graph, the Neumann eigenvalues of an induced subgraph of a homogeneous graph and strongly convex subgraphs. In Section 3, we derive a Harnack inequality for eigenfunctions of invariant homogeneous graphs. In Section 4, we prove a Harnack inequality for strongly convex subgraphs of invariant abelian homogeneous graphs. In Section 5 we establish an eigenvalue inequality using the Harnack inequality and then briefly discuss some applications of (2) in random walks and rapidly mixing Markov chains.
The Laplacian, convexity and Neumann eigenvalues
Let Γ denote a homogeneous graph with associated group H and an edge generating set K. Let k = |K|. The Laplacian L of Γ acts on the space of functions f : V (Γ) → R as follows:
and, therefore
Equivalently, we have
where A is the adjacency matrix of Γ. Various properties of Laplacians and eigenvalues for general graphs can be found in [3] For an induced subgraph S of a homogeneous graph Γ, we define the boundary δS of S by
An induced subgraph S of a homogeneous graph Γ is said to be strongly convex if the edge generating set K satisfies the following condition:
We note that (A) is implied by the following condition:
(B): For all pairs of vertices u and v in S, all shortest paths joining u and v are contained in S.
Clearly, the intersection of two strongly convex subgraphs is strongly convex.
Example 1: Suppose we consider a homogeneous graph Γ t with vertex set
a i ≥ 0} to be a halfplane. It is easy to see that H i is strongly convex and
Let S denote a finite induced subgraph of a homogeneous graph Γ. We define the extensionŜ of S to be the graph formed by all edges {x, y} with at least one endpoint in S. We now define the Neumann eigenvalue of the subgraph S as follows:
where k denotes the degree in Γ and f ranges over all functions f :
Lemma 1: Suppose f is the eigenfunction achieving λ S in (5). For x ∈ S, we have
and for x ∈ δS, we have
The proof is by using a variational principle and will be omitted. We remark that the second equation in Lemma 1 corresponds to the vanishing of the normal derivative at the boundary which is usually called the Neumann condition.
We also remark that the Neumann eigenvalues are intimately related to problems arising in random walks. In an induced subgraph S of a homogeneous graph with degree k, we define the following random walk: The probability of moving from a vertex v to a neighbor u of v is 1/k if u is in S. If u is not in S, we then move from v to each neighbor of u in S with the (additional) probability 1/kd u where d u denotes the number of neighbors of u in S. The transition matrix P for this walk, whose columns and rows are indexed by S, is defined as follows:
It can be easily checked that the stationary distribution is the uniform distribution. Furthermore, the dominant eigenvalues ρ of P are related to the Neumann eigenvalues λ S by
This can be proved by using the Neumann condition in Lemma 1 as follows:
where f ranges over all functions f :
The inequality (7) is quite useful in bounding the rate of convergence of random walks and the rapidly mixing of Markov Chains. For more discussions on random walk problems and their relations with the Neumann eigenvalue λ S , the reader is referred to [3] .
A Harnack inequality for homogeneous graphs
We will first prove the following Harnack inequality for homogeneous graphs which are invariant.
Theorem 1
In an invariant homogeneous graph Γ with edge generating set K consisting of k generators, suppose a function f : V (Γ) → R satisfies
Then the following inequality holds for all x ∈ V (Γ):
for any α > 2.
Proof: We define
and we consider
Let X denote the second term above and we have
Since Γ is an invariant homogeneous graph, we have
and therefore
Now we consider
Combining the above arguments, we have, for any positive α, the following:
Now we consider a vertex v which achieves the maximum value, over all x ∈ S, for
We have
This implies 1
for α > 2. Therefore for every x ∈ V (Γ), we have
for any α > 2. The proof of Theorem 1 is complete.
By taking α = 4 in Theorem 1 we have
Corollary 1 In an invariant homogeneous graph Γ with edge generating set K consisting of k generators, suppose a function f : V (Γ) → R satisfies
Lf (x) = 1 k a∈K [f(x) − f(ax)] = λf (x). Then for all x ∈ V (Γ) 1 k a∈K [f (x) − f (ax)] 2 ≤ 8λ sup y f 2 (y)
A Harnack inequality for strongly convex subgraphs
For strongly convex subgraphs, a similar but slightly different Harnack inequality for Neumann eigenvalues can be derived. The proof is based on the Neumann boundary condition and the assumption that the homogeneous graph is invariant.
Theorem 2 Suppose S is a finite strongly convex subgraph in an abelian homogeneous graph Γ with edge generating set K consisting of k generators. Let f : S → R denote an eigenfunction associated with eigenvalue λ. Then the following inequality holds for x ∈ S, a ∈ K and ax ∈ S:
Proof:
We define, for x and y in S ∪ δS,
For y = gx for g ∈ K, we write
Let {z, az} be an edge in S achieving the maximum value of φ g (x) ranging over all g ∈ K, x, gx ∈ S.
Proof: We consider the following three possibilities:
Case 1: Suppose ax ∈ S and x ∈ δS. We have, by using Lemma 1
where W = δx ∩ S and w = |W |. Therefore
From the definition of strongly convex subgraphs, bx is adjacent to ax for bx ∈ W : Therefore, we have
Case 2: Suppose ax ∈ δS and x ∈ S.
where W = δax ∩ S and w = |W |. Here we use the fact that abx is adjacent to x because of strong convexity.
Case 3: Suppose that x, ax ∈ δS. We define
We set w i = |W i | and w = w 1 + w 2 + w 3 . Clearly, W 1 = ∅ since z ∈ W 1 . We will state several useful facts before finishing the proof for Case 3.
Fact 1. bx is adjacent to both z and az for b ∈ W 2 . Proof: Since z and bx are both in S and both adjacent to x in δS, by strong convexity, we know that z is adjacent to bx. Then we observe that bx and az are both in S and both adjacent to abx in δS, again by strong convexity, bx is adjacent to az.
The proofs for the following several facts are very similar to the proof for Fact 1 and will be omitted. We are now ready to complete the proof for Case 3. Without loss of generality, we assume w 2 ≤ w 3 . Also we consider a subset W 3 ⊂ W 3 with |W 3 | = w 2 and W 3 = W 3 \ W 3 . Let π denote a bijection between W 2 and W 3 . We have
The claim is proved.
In the remainder of this section, we let φ(x) denote φ a (x), if there is no confusion. From the claim, we have
On the other hand, we consider
Eigenvalues and diameters
The Harnack inequality in previous sections can be used to derive the following eigenvalue inequality: We consider
By Theorem 2, we have S ≤ 8kλD.
On the other hand, we have
2 ≥ 1 D Therefore we obtain λ ≥ 1 8kD 2 and the proof of Theorem 3 is complete.
We remark that eigenvalue lower bounds of the form c kD 2 are particularly useful for deriving polynomial approximation algorithms for enumeration problems since many families of combinatorial structures can often be represented as certain subgraphs of some appropriate homogeneous graphs. Eigenvalue lower bounds then translate to upper bounds (of the form 1/λ S log n) for the rate of convergence on the random walk problems which, under some mild conditions, can then be used to obtain randomized approximation algorithms. We note that the condition for strongly convex subgraph still pose quite severe constraints for some applications. In a subsequent paper [4] , the convexity condition will be further relaxed and eigenvalue inequalities similar to that in Theorem 2 are derived for large families of graphs. The main methods are by using properties of the heat kernels and the approach is entirely different from that in this paper. Numerous applications in rapidly mixing Markov chains are further explored in [5] .
