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Abstract
We study the orbits of reversible one-dimensional cellular automata. It is shown that the
Turing degree structure of the orbits of these automata is the same as for general cellular au-
tomata. In particular there are reversible cellular automata whose orbits have arbitrary recursively
enumerable degree.
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1. Computation in cellular automata
It was shown by Bennett [1] that reversible Turing machines can compute any par-
tial recursive function. More precisely, given a partial recursive function f : N→N
the function f̂(x)= 〈x; f(x)〉 can be computed by a reversible Turing machine where
〈:; :〉 is any e6ective pairing function. If f happens to be injective then f itself can
be computed by a reversible Turing machine. Morita demonstrated that the same holds
true for one-dimensional cellular automata [9,7], even in the sense that any irreversible
cellular automaton can be simulated by a reversible one on 9nite con9gurations. The
focus in the references is on the use of Turing machines and cellular automata as
transducers, machines that convert input into output, at least if the input belongs to
the domain of the corresponding partial recursive function. The orbits of the instan-
taneous descriptions coding these inputs under the action of the Turing machine are
9nite; they end when a certain halting state is reached. Davis [4,10] proposed to use
9nite orbits of instantaneous descriptions to de9ne universality of Turing machines:
a Turing machine is universal if the collection of instantaneous descriptions with
9nite orbits is recursively enumerable complete. There are two distinct advantages
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of this approach when one considers generalizations to realm of cellular automata.
First, it bypasses the issue of input/output conventions and, second, one deals with
a larger set of con9gurations, rather than just the ones that directly code steps in a
computation.
Thus we will consider the complete (forward) orbit
Orb = {(X; t(X )) | t ¿ 0; X 9nite con9guration}
of a given cellular automaton with global map . We adopt as measure of the com-
plexity of  the Turing degree of Orb. In particular a universal cellular automaton has
to have a recursively enumerable complete orbit. Note that in this case the orbit can
be used to compute an arbitrary partial recursive function, albeit in a somewhat more
complicated fashion than with a standard simulation. More precisely, given a partial
recursive function f and some argument x we can 9rst use the orbit as an oracle to
determine whether x lies in the domain of f, and, if so, use repeated queries to 9nd
the y such that f(x)=y. The second step exploits the fact that f−1(y) is recursively
enumerable uniformly in y.
One can also think of the complete orbit as a decision problem, the Reachabil-
ity Problem for : given two con9gurations X and Y determine whether Y lies in
the orbit of X . A closely related problem is ConFuence: given two con9gurations X
and Y determine whether the orbits of X and Y overlap. Both problems are natu-
rally recursively enumerable (r.e. for short) regardless of the cellular automaton in
question. It is shown in [14] that one can select the diGculty of the ConFuence and
Reachability Problems arbitrarily within the r.e. degrees for one-dimensional cellular
automata.
Theorem 1. For any two recursively enumerable degrees d1 and d2 there is a one-
dimensional cellular automaton whose Reachability Problem is of degree d1 and
whose Con3uence Problem is of degree d2.
It is clear that Theorem 1 cannot hold for reversible cellular automata: X and Y are
conFuent if, and only if, one con9guration appears in the orbit of the other. Thus the
degree of the Reachability Problem is an upper bound for the degree of the ConFuence
Problem for any reversible cellular automaton. It follows that erasing information is
an indispensable component in some of the constructions dealing with the complexity
of orbits of cellular automata. On the other hand, we will show that the Reachability
Problem alone can have arbitrary r.e. degree, so that the diGculties one encounters in
the classi9cation of general cellular automata is fully reFected in the smaller class of
reversible cellular automata.
In Section 2 we will give a brief review of Bennett’s and Morita’s constructions and
show how to modify them to obtain a reversible cellular automaton whose Reachability
Problem is of arbitrary r.e. degree. We close with a few open problems in Section 3.
For background in recursion theory we refer the reader to the literature, in particular
[6] or [11]. Our notation is compatible with the last reference.
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2. Reachability in reversible cellular automata
We start with a brief review of the construction of a reversible universal Turing ma-
chine and the analogous construction of a reversible cellular automaton that can sim-
ulate a universal Turing machine in a simple manner. Details concerning the physical
relevance of reversibility in computation and a discussion of time/space trade-o6s in-
volved in reversible computation can be found in [2,3]. In [8] Morita gives an overview
of results on reversible cellular automata.
2.1. Constructing reversible cellular automata
The construction of a reversible Turing machine by Bennett [1] uses a history tape
that records all moves of a given Turing machine. When the machine halts, the output
is copied to a special output tape, and then the history is used to undo the computation.
In the end, we are left with only the input and the output of the computation. Since we
are interested in acceptors rather than transducers we can avoid Bennett’s copying trick
and revert to Lecerf’s method [5]: we undo the computation and are left solely with
the input, provided that the input is accepted by the machine. Otherwise, the simulation
fails to terminate.
Suppose M is a Turing machine on state set Q and tape alphabet . As is customary,
we think of an instantaneous description (ID) of a Turing machine M as a word in
?Q? where  denotes the tape alphabet of the Turing machine, including the blank
symbol, and Q its state set. We assume that these expressions are uniquely parsable.
We write IDM for the collection of all IDs of machine M and I→M J to indicate that
M acts on ID I and produces J in one step. Reversibility of a Turing machine is usually
de9ned as a local property of the transition function of the machine, see [1,8]: one has
to make sure that a given state p and tape symbol a can have at most one predecessor
state and symbol. As a consequence, any ID has at most one predecessor under →M .
For the construction of reversible Turing machines it is advantageous to represent
the transitions of the Turing machine in a slightly non-standard way as follows, see
[1]. The transition function comes in three parts. There are read/write transitions  :
Q×→Q× , left-shift transitions L : Q→Q and right-shift transitions R : Q→Q .
All these functions are partial and we insist that their domains do not overlap with
respect to states.
Machine M acts on IDs in the natural way. For example, for any read/write transition
(p; a)= (q; b) we have
a1a2 : : : an pa b1b2 : : : bm→M a1a2 : : : an qb b1b2 : : : bm
and for any left-shift L(p)= q we get
a1a2 : : : an ap b1b2 : : : bm→M a1a2 : : : an qa b1b2 : : : bm:
Likewise a right-shift moves the head to the right, ignoring the tape inscription. It is
not hard to see that the Turing machine acts reversibly on IDM if, and only if, the
read/write, left-shift and right-shift functions are injective and if their ranges are disjoint
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with respect to states. Thus, unlike with cellular automata, there is a simple local
condition to test reversibility of Turing machines. Also, unlike with cellular automata,
the action of the Turing machine on its IDs may well be partial.
By keeping a history of the computation and writing the transitions in the special for-
mat just described to verify reversibility, one can now establish the following theorem:
Theorem 2 (Lecerf, Bennett). For any r.e. set W there is a reversible Turing machine
that accepts W.
To establish an analogue of Lecerf’s and Bennett’s theorem for Turing machines in
the realm of one-dimensional cellular automata, Morita uses a special type of cellular
automaton called a partitioned cellular automaton (PCA), see [9,7] and [16]. Just like
Turing machines, partitioned cellular automata a6ord a simple local test for reversibility.
Theorem 3 (Morita, Harao). For any reversible Turing machine there is a reversible
one-dimensional cellular automaton that simulates the Turing machine.
It follows that some reversible one-dimensional cellular automaton will have certain
orbits whose degree is any chosen r.e. degree. To extend this result to all orbits we have
to modify the construction so as to insure that the cellular automaton cannot perform
computations of unintended complexity. For our purposes, it suGces to consider cellular
automata of width 3, de9ned in terms of a local map or local rule  : 3→ , where
 is the alphabet of the automaton. We de9ne the set of con5gurations of  to be
C=∞, the set of all biin9nite words over . The local map acts on C via the global
map ∞(X )(i)= (X (i − 1); X (i); X (i + 1)). We will abuse notation and denote the
global map simply by . Since we are interested in the computational complexity of the
orbits of the global map we will focus on 5nite con5gurations, i.e. con9gurations that
di6er from a special quiescent con5guration Xq(i)= q, where q∈ is 9xed, in only
9nitely many places. Xq is required to be a 9xed point of . We denote the collection
of all 9nite con9gurations Cf .
One can think of a PCA as a cellular automaton whose cells are divided into mul-
tiple tracks; speci9cally Morita uses an alphabet of the form =1 × 2 × 3. The
con9gurations can be written as (X; Y; Z) where X ∈1∞; Y ∈2∞ and Z ∈3∞. Now
consider the shearing map  de9ned by (X; Y; Z)= (RS(X ); Y; LS(Z)) where RS and
LS denote the right and left shift, respectively. Given any function f : → we can
de9ne a map  : C→C by =f ◦  where f is assumed to be applied point-wise.
Since the shearing map is bijective,  will be bijective if, and only if, f is so bijec-
tive. The map  can be construed as the composition of the global maps of a cellular
automaton of width 3 with a trivial cellular automaton of width 1, and so is indeed
the global map of a cellular automaton of width 3.
To describe such PCAs it suGces to specify a collection of rewrite rules of the form
〈x; y; z〉 → 〈x′; y′; z′〉;
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Fig. 1. A reversible cellular automaton simulating particles bouncing between domain walls.
where x; x′ ∈1, y; y′ ∈2, and z; z′ ∈3, as long as the right-hand sides of these rules
are distinct. The corresponding local change in a con9guration is of the form
  x    
   y   
    z  
⇒
   x′   
   y′   
   z′   
: (1)
More precisely, given a partial injective function f : → the functional digraph of
f consists of a collection of cycles and paths, possibly of length 0. We can extend f
to a bijection fc, the completion of f, by adding an edge to each maximal path that
connects the target to the source of such a path. For paths of length 0, corresponding
to triples neither in the domain nor range of f, this means that all such triples will be
9xed points of the completion. We will refer to any triple not in the domain of f as
improper.
As a simple example of this construction we can de9ne a reversible cellular au-
tomaton that simulates particles bouncing between domain walls. The alphabets are
1 = {0; r}, 2 = {0; l; L; r; R;W} and 3 = {0; l}. The map f is given by the follow-
ing table:
〈 0; 0; 0 〉 → 〈 0; 0; 0 〉 〈 0; l; 0 〉 → 〈 0; 0; l 〉
〈 0; W; 0 〉→ 〈 0; W; 0 〉 〈 r;W; 0 〉→ 〈 0; L; 0 〉
〈 r; 0; 0 〉 → 〈 0; r; 0 〉 〈 0; W; l 〉→ 〈 0; R; 0 〉
〈 0; r; 0 〉 → 〈 r; 0; 0 〉 〈 0; R; 0 〉 → 〈 r;W; 0 〉
〈 0; 0; l 〉 → 〈 0; l; 0 〉 〈 0; L; 0 〉 → 〈 0; W; l 〉
As Fig. 1 shows, the global map handles collisions between particles properly despite
the fact that no explicit provisions were made in f for this case. One should note,
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though, that on random con9gurations, unlike the carefully chosen initial conditions
in the 9gure, the behavior of this RCA becomes somewhat more complicated. For
example, the typical period length appears to be exponential using cyclic boundary
conditions whereas con9gurations as in the 9gure have periods linear in the size of the
con9guration.
2.2. Stable reversible Turing machines
When dealing with all orbits of a cellular automaton a direct simulation of a re-
versible Turing machine using Morita’s approach meets with two principal obstacles.
First, since we are dealing with all possible 9nite con9gurations of the RCA rather
than just the ones that correspond to a step in computation of the Turing machine
in some obvious way, we have to make sure the orbits of unintended con9gurations
do not a6ect the degree of Orb. Second, even if we start with a reversible Turing
machine that somehow addresses the 9rst issue, we have to de9ne a cellular automaton
whose global map is injective on all con9gurations without a6ecting the simulation of
the Turing machine.
We will 9rst contend with the problem of constructing a suitable reversible universal
Turing machine. Let M be an arbitrary Turing machine accepting some r.e. set W ⊆ N.
We may safely assume that M starts its computation on input x= x1x2 : : : xn in ID
Ix = q0x1x2 : : : xn, meaning that the head is positioned at the last blank square before
the input ( will be used throughout to denote a blank symbol). If x is accepted, M
winds up in the halting ID Hx = qH  and stops; moreover, the tape head at this point is
in the same position as in Ix. Certainly any Turing machine can be primitive recursively
transformed into another that satis9es these constraints.
Call an ID of a Turing machine admissible if it lies in the orbit of some initial ID Ix
under the action of the machine. Inadmissible IDs may cause problems in simulations
that attempt to preserve the degree of the acceptance set of the Turing machine, since
they may give rise to computations of higher complexity. It is easy to see that the
collection of admissible IDs may well be r.e.-complete, so there is no e6ective way
of eliminating inadmissible IDs. However, one can still avoid inadmissible IDs in the
sense that one can force all their orbits to be 9nite. For example, it was shown by
Davis in [4] that any total recursive function can be computed by a Turing machine
M that halts on all its IDs. Davis’ proof uses a special representation of total recursive
functions, rather than special Turing machines as in the following argument.
Since we are dealing with acceptors we de9ne a Turing machine to be stable if
the orbit of any inadmissible ID is 9nite, see [12,13] for an application of stability to
classi9cation problems of cellular automata. The references contain a careful discussion,
including coding details, of a construction similar to the one in the next lemma, so we
will omit details here. Since we are interested in reversible machines the construction
can be somewhat simpli9ed by using a history mechanism similar to Bennett’s method
rather than the time stamps used in the references.
Lemma 4. For any recursively enumerable set W there is a stable reversible Turing
machine that accepts W.
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Proof. Start with a Turing machine M accepting W as described above. We construct
a new machine M ′ that simulates M in a circuitous fashion by maintaining the history
of the computation performed so far, and by executing repeated checks if the history
really describes the alleged corresponding ID. For input x the initial tape inscription
of machine M ′ for input x has the form
$0$x$Ix$1; (2)
where Ix is the initial ID of x for M and the head is positioned on separator symbol
$0. The part between $0 and $ will be used to record the history of the computation
of M on x. In general, the tape inscriptions of M ′ look like
$0H$ x $ I $1: (3)
The markers $ are stationary, but $0 and $1 can be moved to accommodate growing
and shrinking blocks of symbols. The tape head sweeps back and forth between the
two outermost markers. Of course, one can avoid the use of actual endmarkers by the
usual coding conventions at the cost of introducing more states in M ′. We may assume
without loss of generality that the degree of irreversibility of M is no higher than 2,
meaning that there are at most two predecessor IDs for each ID of M . In this case
a single bit suGces to disambiguate any transition of the Turing machine, so we may
use a block of 0’s and 1’s as history. One can think of $0H$ as a binary stack: at each
move of the Turing machine M a bit is pushed onto this stack (for non-ambiguous
moves we push 0 by default).
M ′ works in two main phases, compute and undo, and the states used during these
phases are distinct. In the compute phase, rather than just simulating M step by step,
keeping track of the history of transitions used, after each simulation step M ′ enters a
veri9cation procedure. During veri9cation a copy of the history stack and ID is made
in the space to the right of $1. Then M ′ attempts to unravel ID I popping bits o6 the
copied stack to disambiguate the steps of M . If, in the end, Ix ∈ IDM is reached when
all the history bits have been used up, veri9cation succeeds, we remove all non-blank
entries in the scratch-space and perform the next simulation step. If veri9cation fails
M ′ halts without accepting.
If, at some point, M reaches a halting ID, M ′ enters its undo phase during which
the history bits are removed and used to run the computation of M leading to the
halting ID backward. Unlike with the compute phase, the actual history and
ID are used rather than copies. When inscription (2) is reached, M ′ also
halts.
It is easy to see that M ′ accepts W . A bit more tedious is to check that M ′ is
indeed reversible. The crucial point is that whenever a single step of M is simu-
lated in the computation phase, the state of M ′ carries information about which transi-
tion was used, and pushes the appropriate bit onto the history stack, thus maintaining
reversibility.
Lastly, we have to make sure that M ′ is stable. To this end consider an inadmissible
ID J of M ′. If the tape inscription is not of the form (3) or if the tape head is
not located somewhere between $0 and $1 the orbit of J ∈ IDM ′ will be 9nite since
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the sweeping tape head will, after 9nitely many steps, encounter an inappropriate tape
symbol, including possibly the blank symbol, and stop without accepting. So suppose
J is of the proper form as in (3) but still inadmissible. If the state of M ′ belongs to
the compute phase, a veri9cation procedure must be initiated after 9nitely many steps.
Since J is inadmissible there must be a mismatch between the alleged history and the
ID of M , so that M ′ halts. If M ′ is in its undo phase the same argument applies.
Hence M ′ is stable and we are done.
By adding Bennett’s trick of copying the output to another tape before the compu-
tation is reversed, a similar construction can be used to compute recursive functions
reversibly.
Corollary 5. For any partial recursive function g : N→N there exists a stable re-
versible Turing machine that computes the function ĝ(x)= 〈x; g(x)〉.
Of course, there is no need to use an actual pairing function here, one can simply
adopt the convention that the output is represented by the ID qhxg(x). If g is already
injective, x can be omitted.
2.3. Degrees of reversible cellular automata
We are now ready to show that the Reachability Problem for reversible cellular
automata can assume any r.e. degree.
Theorem 6. For any r.e. degree d there is a one-dimensional reversible cellular
automaton whose complete orbit has degree d.
Proof. Let M be a reversible stable Turing machine accepting an r.e. set W of degree
d as in Lemma 4. We will use a 3-track cellular automaton to simulate M , though
it will be convenient to think of the top and bottom tracks as being divided into
two sub-tracks: one of the sub-tracks is dedicated to simulating the Turing machine,
and the other serves as a signal channel. For the time being, we ignore the signal
channels.
The track alphabets are then 1 =QR∪{; }, 2 =∪Q∪{ } and 3 =QL∪{}.
Here QR denotes the set of “move right” states of the Turing machine, and likewise
for QL. As before, symbol  denotes the blank symbol for the Turing machine and
can be construed as a special signal that is used to extend accepting computations to
be two-way in9nite. The transitions of the Turing machine are expressed in the cellular
automaton by the rules
〈 ; pa;  〉→ 〈 ; qb;  〉 read/write transition (p; a)= (q; b),
〈 ; pa;  〉→ 〈 q; a;  〉 right-shift transition R(p)= q,
〈 q; a;  〉 → 〈 ; qa;  〉,
〈 ; pa;  〉→ 〈 ; a; q 〉 left-shift transition L(p)= q,
〈 ; a; q 〉 → 〈 ; qa;  〉.
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To avoid having to deal with computations that are 9nite sequences, add the rules
〈 ; ;  〉 → 〈 ; q0;  〉 q0 initial state,
〈 ; qH ;  〉→ 〈 ; ;  〉 qH 9nal state,
〈 ; a;  〉 → 〈 ; a;  〉,
〈 ; ;  〉 → 〈 ; ;  〉 quiescence.
The last two rules are not superFuous despite our convention about fc, see below.
Thus, acts like a seek-right operation that 9nds a specially marked position on the
“tape” and then initiates the actual computation of the Turing machine. Assuming the
input is accepting, the marker is reinserted, and will move further to the right in
the top track upon completion of the computation. Let f be the partial function from
=1×2×3 to itself, corresponding to the local rules, D its domain of de9nition,
and fc its completion. Thus, persistence rules such as 〈 ; a;  〉 → 〈 ; a;  〉 for improper
triples will be supplied automatically.
In the actual construction we replace 1 by 1×{0; 1} and likewise 3 by 3×{0; 1}.
We will write the extra bits as subscripts. The local rules from above then take the
form
〈u; pa; v〉 → 〈u; qb; v〉;
〈u; pa; v〉 → 〈qu; a; v〉
and so forth. For any improper triple 〈 x; y; z 〉 we set
〈xu; y; zv〉 → 〈x′v; y′; z′u〉;
where fc(x; y; z)= (x′; y′; z′). Thus, the signal bits in the top and bottom sub-tracks
remain unchanged whenever one of the local replacements is performed that are de-
termined by f. However, when an improper triple occurs, the signal bits from the top
and bottom sub-tracks are interchanged. For example, suppose two heads are trying to
move into the same tape cell in a con9guration representing an inadmissible ID. Then
we have
〈pu; a; qv〉 → 〈pv; a; qu〉:
For any input x= x1x2 : : : xn to the Turing machine de9ne the con9guration Cx, sup-
pressing signal bits, to be
: : :
     : : :   
  q0 x1 x2 : : : xn  
     : : :   
: : : :
The signal bits in the top track are all 0, and in the bottom track they are all 1. We
consider 〈 0; ; 1 〉 to be the quiescent symbol of the RCA just de9ned, so that Cx is
indeed a 9nite con9guration.
Any con9guration that appears in the two-way orbit of Cx, x any input, will be
called admissible. An easy induction shows that the triples appearing in any admissible
con9guration will always lie in the domain of f. Thus, in the orbit of an admissible
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con9guration, the signal bits are never interchanged and undergo a simple left/right
shift at every step.
Claim. The Reachability Problem has degree d.
Let x be some natural number and Cx and CHx the corresponding initial and accepting
con9gurations of . Then x∈W if, and only if, (Cx; CHx )∈Orb so that W6TOrb.
For the opposite direction consider two arbitrary 9nite con9gurations X and Y . Using
W as an oracle we have to determine whether Y appears in the orbit of X . For the
sake of simplicity we will only consider the case where X contains a single contiguous
block of non-quiescent symbols; the argument easily carries over to the general case.
We distinguish several cases depending on the number of appearances of state symbols
p∈Q in X . To avoid extra cases, a symbol in the top track should be considered
a state in this context. An inspection of the rule table for our RCA shows that the
number of state symbols is preserved under application of the global map. Moreover,
in the absence of any state symbols, the global map simply acts as a right-shift on the
top track and a left-shift on the bottom track; it is the identity on the middle track.
To see this recall that the completion fc of f is de9ned to be the identity on all
improper triples.
When there is exactly one state symbol, X may lie in the two-way orbit of some
con9guration Cx. We can decide whether this is indeed the case, and determine the
corresponding input x, by evolving X until a veri9cation phase has been passed suc-
cessfully, or until the undo phase is successfully completed. If there is a failure at
some point, machine M stops without accepting, in which case the argument from the
no-state case above applies, even if we ignore the signal bits in the top and bottom
track. Otherwise we can use our oracle to test whether x∈W . If so, the orbit of X is
trivial (a signal moving to the right) after a 9nite initial segment, corresponding to
the actual computation of M on x. Otherwise the computation diverges, meaning that
the history part of the inscription also grows inde9nitely. In either case, given W as
oracle, we can easily decide whether Y appears in the orbit of X .
For the last case assume that there are at least two state symbols in X . We may
safely assume that at least two state symbols appear in the same region between the
endmarkers of M . Otherwise the evolution proceeds much as in the one-state case,
though there may ultimately be a collision between expanding regions representing
computations of M . If such a collision occurs an improper triple is generated and the
signals in the outer tracks are interchanged, which, as we will see shortly, suGces to
make the orbit of X decidable.
So suppose we have at least two states in one block of X representing a tape
inscription of M , positioned between the endmarkers. A priori, multiple state symbols
might interact in an unintended way to produce orbits of degree dW . To see that this
cannot happen, note that the tape heads in M sweep out the region between the markers.
Hence unboundedly many improper triples must appear in the orbit, either because of a
collision between the state symbols, or because of state/symbol combinations for which
the transition function is unde9ned. Now consider the signal bits in the top track that
are being shifted to the right by the action of the global map. The bits originating in the
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quiescent part of X to the left of the non-quiescent block are all 0 by de9nition. When
one of these bits appears in an improper triple in some con9guration t(X ) in the orbit,
it is switched to the lower track and now travels to the left. Note that it may happen
that, at some later time, the bit appears in another improper triple and is switched back
up. Furthermore, if the signal bit in the top track was 1 at this time, the bits would
be restored to the same order as in the quiescent state. By considering the light-cones
of all switching events one can see that there has to be an event whose light-cone has
a left edge that does not intersect any of the other light-cones. The 0 bit in the lower
track from this event will escape into the quiescent region, and will henceforth move
to the left inde9nitely. But then the con9gurations in this 9nal segment of the orbit of
X all carry a time-stamp and membership in the orbit is decidable. This completes the
proof.
As the proof shows, the orbits of the RCA are all decidable except for those that
correspond to actual computations of the simulated Turing machine M . It is only those
orbits that force the Reachability Problem to have the chosen r.e. degree.
3. Conclusion and problems
We have shown that reversible cellular automata are indistinguishable from general
cellular automata as far as the Turing degrees of their orbits on 9nite con9gurations are
concerned. Davis suggested in [4] to use the set of all con9gurations that have 9nite
orbits as a measure for the complexity of a Turing machine and in particular to de9ne
a notion of universal Turing machine. We do not know if an analogous approach is
possible for reversible cellular automata: can the set of con9gurations that have 9nite
orbits as sets rather than sequences be used to distinguish universal automata?
Another interesting question is the complexity of the orbits of reversible cellular
automata on spatially periodic con9gurations. For general one-dimensional cellular au-
tomata it is undecidable whether for some 9xed k all spatially periodic con9gurations
of length n evolve to a limit cycle of length O(nk), for all n, see [13]. In the gen-
eral case this holds even for k =0. It is unknown whether a similar undecidability
result obtains for reversible cellular automata. Wolfram gives the outline of a proof of
computational universality of elementary cellular automaton number 110 in [17]. The
argument depends on the use of periodic background patterns; on ordinary 9nite con-
9gurations Reachability for rule 110 is trivially decidable, see [15]. Since backgrounds
may obscure the presence of signals, it is unknown whether Theorem 6 carries over to
this larger class of con9gurations.
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