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Abstract
We find all orthogonal metrics where the geodesic Hamilton-Jacobi equation
separates and the Riemann curvature tensor satisfies a certain equation (called
the diagonal curvature condition). All orthogonal metrics of constant curvature
satisfy the diagonal curvature condition. The metrics we find either correspond
to a Benenti system or are warped product metrics where the induced metric on
the base manifold corresponds to a Benenti system. Furthermore we show that
most metrics we find are characterized by concircular tensors; these metrics,
called Kalnins-Eisenhart-Miller (KEM) metrics, have an intrinsic
characterization which can be used to obtain them. In conjunction with other
results, we show that the metrics we found constitute all separable metrics for
Riemannian spaces of constant curvature and de Sitter space.
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1 Introduction 1
1 Introduction
In a previous article [RM14], KEM coordinates (webs) were defined and shown to be
(orthogonal) separable coordinates for the Hamilton-Jacobi equation. It was shown
in that article that the converse is true for Riemannian spaces of constant curvature.
Namely that all orthogonal separable coordinate systems in Riemannian spaces of
constant curvature are KEM coordinates.
In [RM14], the BEKM separation algorithm was introduced and shown to be a
complete test of separability for natural Hamiltonians in KEM coordinates. This raises
the problem of obtaining the KEM coordinates defined on a given pseudo-Riemannian
manifold. Motivated by the case of spaces of constant curvature, in this article we
obtain certain necessary but insufficient conditions on a coordinate system to be a
KEM coordinate system. These conditions are precisely that the coordinate system be
orthogonally separable with diagonal curvature (to be defined shortly). Our solution
is sufficient to extend the Kalnins-Miller classification to spaces of constant curvature
with arbitrary signature by giving an independent proof. In other words, our results
will be sufficient to prove that every orthogonal separable coordinate system in a space
of constant curvature is a KEM coordinate system.
In order to solve this problem, we note some hints from the literature. First we
need a definition, a coordinate system is said to have diagonal curvature if the Riemann
curvature tensor satisfies Rijik = 0 for j 6= k in the coordinate induced basis. This defi-
nition is equivalent to requiring the curvature operator (which is a
(2
2
)
-tensor associated
with R which induces a map in End(∧2(M)) [Pet06]) to be diagonal in the coordinate
induced basis. Now, for the special case where the KEM coordinates are generated
by a single concircular tensor with functionally independent eigenfunctions, Crampin
has made some progress towards this problem in [Cra03]. Indeed, proposition 6 in
[Cra03] states orthogonal separable coordinates with diagonal curvature satisfying an
additional technical condition are generated by a concircular tensor.
Furthermore a careful study of the classification of Hamilton-Jacobi separation for
Riemannian spaces of constant curvature due to Kalnins and Miller [Kal86] shows that
a key to their solution was the diagonal curvature assumption. Their work is based
on the seminal article by Eisenhart [Eis34] where Eisenhart was able to make progress
on the classification of orthogonally separable metrics assuming the coordinates had
diagonal curvature (see [Eis34, Section 3]).
Motivated by these hints, we prove later that KEM coordinates have diagonal curva-
ture in Proposition 2.1. Hence KEM coordinates are orthogonal separable coordinates
with diagonal curvature. This gives a partial characterization of KEM coordinates.
In this article we solve for all orthogonally separable metrics with diagonal curvature.
This solution is sufficient to solve for all orthogonally separable metrics in spaces of
constant curvature, thereby showing that all orthogonally separable metrics in these
spaces are KEM metrics.
In the following subsections we will elaborate on such notions as KEM coordinates
and present our main results in more detail.
1 Introduction 2
1.1 Concircular tensors and KEM coordinates
We now define concircular tensors and KEM coordinates. First note that through-
out this article, we assume M is a C∞ manifold equipped with covariant pseudo-
Riemannian metric g, (inverse) contravariant metric G and the Levi-Civita connection
induced by g ia denoted by ∇. A concircular tensor also called C-tensor, L, is a
symmetric contravariant tensor satisfying the following equation:
∇kLij = α(igj)k
for some covector α. See [RM14] and references therein for more on concircular tensors.
By an orthogonal concircular tensor, we mean a concircular tensor whose uniquely
determined
(1
1
)
-tensor is point-wise diagonalizable. It can be shown that for any OCT
L there exists a local product manifold
∏k
i=0Mi where dimMi > 1 for i > 0 such that
the following hold [RM14, theorem 6.1]:
• If F0 is the canonical foliation induced byM0, then L|F0 has simple eigenfunctions.
In particular, L|M0 induces separable coordinates (x0) for (M0, g|M0).
• If Fi is the canonical foliation induced by Mi for i > 0, then L|Fi is a constant
multiple of G|Fi .
An important property of this product manifold is the following: if (xi) are sepa-
rable coordinates on (Mi, g|Mi) for i > 0 then the product coordinates (x0, x1, . . . , xk)
are separable coordinates for (M,g) [RM14]. This observation motivates the following
definition:
Definition 1.1 (KEM coordinates [RM14])
Let L be a non-trivial1 OCT with associated product manifold
∏k
i=0Mi as above. For
each i = 1, ..., k, let (xi) be KEM coordinates on Mi. Then the product coordinates
(x0, x1, . . . , xk) are called Kalnins-Eisenhart-Miller (KEM) coordinates. ✷
Remark 1.2
When L has simple eigenfunctions, the above definition is non-recursive and the KEM
coordinates are separable coordinates associated with a Benenti tensor (by definition)
[Ben05]. In particular when n = 2 every non-trivial orthogonal concircular tensor is a
Benenti tensor. Hence n = 2 defines a base case for the above recursive definition. ✷
It was shown in [RM14, proposition 6.7] that KEM coordinates are necessarily sep-
arable. We will show later on that KEM coordinates have diagonal curvature. The
separability of these coordinates implies that the metric satisfies the Levi-Civita equa-
tions in these coordinates [LC04]. Using these facts, we will solve for all orthogonally
separable metrics with diagonal curvature.
We also note that the orthogonal separability of coordinates (xi) is characterized
by the existence of a characteristic Killing tensor diagonalized in these coordinates
1By a non-trivial concircular tensor, we mean one which is not a multiple of the metric when n > 1.
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[Ben97]. To elaborate, first recall that a Killing tensor is a symmetric 2-tensor K
satisfying the following equation
∇(iKjk) = 0
A Killing tensor K is called characteristic if it has point-wise real simple eigenvalues
and admits local coordinates in which it is diagonal. In conclusion, we note that
the classification of orthogonally separable coordinates on a given pseudo-Riemannian
manifold M is equivalent to the classification of characteristic Killing tensors on M .
1.2 Orthogonally separable metrics with diagonal curvature
In this section we will present the results of this article in detail. But first we need a
preliminary characterization of orthogonal concircular tensors. Suppose (xi) are local
coordinates and L is a tensor defined as follows:
L =
∑
a∈M
σa∂a ⊗ dxa +
∑
I∈P
eI
∑
i∈I
∂i ⊗ dxi
where {1, . . . , n} =M ∪ (∪I∈P I) is a partition (here P is an index set and each I ∈ P
is a subset of {1, . . . , n}), the σa(xa) are non-constant and the eI are constants. It
can be shown that if L is a concircular tensor, then the metric has the following form
[RM14] (cf. [Ben05, Section 18]):
g =
∑
a∈M
Φa
∏
b∈M
b6=a
(σa − σb)dx
2
a +
∑
I∈P
(∏
a∈M
(eI − σa)
)
gI
gIij =
{
f Iij(x
I) i, j ∈ I
0 i /∈ I
(1.4b)
where Φa is a function of xa only. Conversely, if the metric has the above form, then
L is a CT [RM14]. It will follow by the proof of our main result (see Section 3), that
given a metric with the above form, one can construct L such that its eigenspaces are
uniquely determined from the metric.
We will see that most orthogonally separable metrics with diagonal curvature have
a form given by the above equation, i.e. they admit a concircular tensor diagonalized
in the coordinates. We now list the general form of orthogonally separable metrics
with diagonal curvature.
The ones having a form given by Eq. (1.4) can be divided into the following three
classes. The first class are the irreducible metrics
g =
n∑
a=1
Φa
∏
b6=a
(σa − σb)dx
2
a (1.5)
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which occur when the eigenfunctions of any associated concircular tensor are function-
ally independent. These metrics were first found by Eisenhart in his article [Eis34]. The
remaining two classes of metrics are referred to as reducible metrics. The following are
product metrics
g =
p∑
I=1
gI (1.6)
where each gI is given in Eq. (1.4b). The final class are the warped product metrics
g =
m∑
a=1
Φa
∏
b≤m
b6=a
(σa − σb)dx
2
a +
p∑
I=1

∏
a≤m
(eI − σa)

 gI (1.7)
where each gI is given in Eq. (1.4b).
There is one class of orthogonally separable metric with diagonal curvature which
is not in general associated with a concircular tensor, it is given as follows:
g = Φ1dx
2
1 +
p∑
I=1
σI1g
I (1.8)
where Φ1, σ
I
1 are functions of x1 at most with each σ
I
1 non-constant. In conclusion, every
orthogonally separable metric with diagonal curvature has a form given by Eq. (1.4) or
Eq. (1.8). We will show later that if g is an orthogonally separable metric with diagonal
curvature, then each of the metrics gI must also be an orthogonally separable metric
with diagonal curvature. This shows why the classification is recursive: if |I| > 1 then
our classification will tell us that each gI must be of the form given by Eq. (1.4) or
Eq. (1.8). Thus one must recursively apply this classification to obtain all orthogonally
separable metrics with diagonal curvature for a given dimension.
Using the above classification, we will prove the following theorem concerning or-
thogonal separation in spaces of constant curvature:
Theorem 1.3 (KEM Separation Theorem)
Suppose (M,g) is a space of constant curvature. In orthogonal separable coordinates,
g necessarily has the form given by Eq. (1.4).
In terms of tensors, suppose K is a characteristic Killing tensor defined on M .
Then there is a non-trivial concircular tensor L defined on M such that each eigenspace
of K is L-invariant, i.e. L is diagonalized in coordinates adapted to the eigenspaces
of K. Furthermore, the eigenspaces of L are uniquely determined by the separable web
defined by K. ✷
The above theorem is a generalization of the results due to Kalnins and Miller from
[Kal86]; it holds in Lorentzian spaces as well. Together with theory presented in [RM14,
theorem 6.8], the above theorem shows that in a space of constant curvature, every
orthogonal separable coordinate system is a KEM coordinate system. Furthermore
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we note here that these conclusions together with the results presented in [Ben92] (cf.
[Kal86]) allow us to conclude the following:
Theorem 1.4 (KEM Separation Theorem II)
Suppose (M,g) is a space of constant curvature with Euclidean signature or Lorentzian2
signature with positive curvature. Then every separable (not necessarily orthogonal)
coordinate system has an orthogonal equivalent which is a KEM coordinate system. ✷
We now provide an outline of the layout of this article. In Section 2 we first
show that any KEM coordinates are necessarily orthogonal separable coordinates with
diagonal curvature. Then we include the first steps of the derivation of all orthogonal
separable coordinates with diagonal curvature; this part of the derivation can be found
in the literature and so is included here for completeness. In Section 3 we finish off this
derivation and consequently prove that the metrics listed above do in fact constitute all
separable metrics with diagonal curvature. Finally in Section 4 we will do additional
calculations in order to prove the KEM separation theorem.
2 Preliminary results
In this section we introduce the problem we wish to solve precisely. Then we do
some relevant calculations from the literature for completeness. The outline is as
follows: First we show that any KEM coordinates are necessarily orthogonal separable
coordinates with diagonal curvature. Then we solve for all metrics which satisfy these
conditions. In this section we will partially complete this calculation using results from
the literature and then finish it in the next section.
We first prove the following optional result which is included for completeness:
Proposition 2.1
KEM coordinates are orthogonal separable coordinates with diagonal curvature. ✷
Proof Assume that (xi) are KEM coordinates. It follows from proposition 6.7 in
[RM14] that these coordinates are separable. We now show that they necessarily have
diagonal curvature. To do this, we use the eq. (3) in [MRS99] which is a formula for the
Riemann curvature tensor in a twisted product. Observe that the metric necessarily
has the following form:
g =
∑
a∈M
eaρ
2
adx
2
a +
∑
I∈P
ρ2Ig
I
where {1, . . . , n} =M ∪ (∪I∈P I) is a partition (here P is an index set and each I ∈ P
is a subset of {1, . . . , n}), each ea = ±1 as the case may be and each ρi(x1, . . . , xm) is
a positive valued function and each gI is given by Eq. (1.4b).
2We take Lorentzian signature to be (−+ · · ·+)
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Define g˜ as follows:
g˜ =
∑
a∈M
eadx
2
a +
∑
I∈P
gI
Let R (resp. R˜) denote the Riemann curvature tensor of g (resp. g˜). Then for
i ∈ I, j ∈ J, k ∈ K with i, j, k distinct, it follows from eq. 3 in [MRS99] that
〈
(R(∂i, ∂k)− R˜(∂i, ∂k))∂j , ∂i
〉
= g(∂i, ∂i)(〈∇∂kUI − 〈∂k, UI〉UI , ∂j〉)
where UI = −∇ log ρI is the negative gradient of log ρI . By using eq. (2) in [MRS99],
we get the following:
〈∇∂kUI − 〈∂k, UI〉UI , ∂j〉 = (∂k log ρJ∂j + ∂j log ρK∂k) log ρI − (∂k log ρI)(∂j log ρI)
The above vanishes if either j /∈ M or k /∈ M . So we can assume further that
I, J,K are distinct. Then from a direct calculation using the specific form of the twist
functions (see [RM14, theorem 6.1]), it follows that the above is identically zero in this
case. Thus we have proven that if i, j, k are distinct, then
〈R(∂i, ∂k)∂j , ∂i〉 =
〈
R˜(∂i, ∂k)∂j , ∂i
〉
First observe that Rijik = 〈R(∂i, ∂k)∂j , ∂i〉 and we can assume i, j, k are distinct to
check the diagonal curvature condition. Also note that R˜(∂i, ∂k)∂j is not necessarily
zero only if I = J = K or if i, j, k ∈ M (see [MRS99, corollary 2]). In the later case,
clearly Rijik = 0. In the former case the result follows by induction from the above
equation. 
We now assume (xi) are orthogonal separable coordinates with diagonal curvature.
Assume the covariant metric g = diag(e1H
2
1 , ..., enH
2
n) where each ei = ±1 as the case
may be. The separability of this metric implies it satisfies the Levi-Civita equations
[LC04; Ben97]:
∂2 logH2i
∂xi∂xj
+
∂ logH2i
∂xj
∂ logH2j
∂xi
= 0 (2.5a)
∂2 logH2i
∂xj∂xk
−
∂ logH2i
∂xj
∂ logH2i
∂xk
+
∂ logH2i
∂xj
∂ logH2j
∂xk
+
∂ logH2i
∂xk
∂ logH2k
∂xj
= 0 (2.5b)
where i,j, and k are all distinct. We will now proceed to solve the above equations
augmented with the diagonal curvature condition.
The following calculation is from [Cra03, proposition 6] which is adapted from
Kalnins’ book [Kal86] which is from [Eis34]. First note that in orthogonal coordinates
the Riemann curvature component Rjiik for i,j,k distinct has the following form [Eis34]:
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Rjiik =
eiH
2
i
4
[
2
∂2 logH2i
∂xj∂xk
+
∂ logH2i
∂xj
∂ logH2i
∂xk
−
∂ logH2i
∂xj
∂ logH2j
∂xk
−
∂ logH2i
∂xk
∂ logH2k
∂xj
]
In consequence of the second integrability condition, Eq. (2.5b), we find that:
Rjiik =
3
4
eiH
2
i
∂2 logH2i
∂xj∂xk
Thus the diagonal curvature assumption implies that for i,j,k distinct:
∂2 logH2i
∂xj∂xk
= 0 (2.7)
Solving the above equation we find that:
H2i =
∏
j 6=i
Ψij(xi, xj) (2.8)
Now the first integrability condition, Eq. (2.5a), applied twice to i 6= j implies that:
∂2 logH2i
∂xi∂xj
= −
∂ logH2i
∂xj
∂ logH2j
∂xi
(2.9a)
∂2 logH2i
∂xi∂xj
=
∂2 logH2j
∂xi∂xj
(2.9b)
If we substitute the form of H from Eq. (2.8) into Eq. (2.9b) we have that:
∂2 log
Ψij
Ψji
∂xi∂xj
= 0
Thus
Ψij
Ψji
=
χij(xi)
χji(xj)
If we let Φij = Φji =
Ψij
χij
and Φi =
∏
j 6=i
χij, Eq. (2.8) becomes:
H2i = Φi(xi)
∏
j 6=i
Φij(xi, xj)
Now if we substitute the form of H above into Eq. (2.9a) we have that:
∂2Φij
∂xi∂xj
= 0
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Thus
Φij(xi, xj) = σij(xi) + σij(xj)
This gives us the following general form of H satisfying Eq. (2.5a) and Eq. (2.7):
H2i = Φi(xi)
∏
j 6=i
(σij(xi) + σji(xj)) (i = 1, .., n) (2.15)
The above equation was first derived by Eisenhart in his seminal paper [Eis34]
and it was used resourcefully by Kalnins and Miller in their classification of separable
coordinates systems in Sn, En and Hn [Kal86]. When n = 2, the above equation gives
the general solution and it follows that the metric has the form given by Eq. (1.4).
Thus for the remainder of the article we assume n > 2. Now for i,j,k distinct we
evaluate Eq. (2.5b) with all cyclic permutations of i,j,k using the form of H given
above to get the following system of equations:
σ′jiσ
′
ki(σjk + σkj)− σ
′
jiσ
′
kj(σki + σik)− σ
′
kiσ
′
jk(σij + σji) = 0 (2.16a)
σ′kjσ
′
ij(σki + σik)− σ
′
kjσ
′
ik(σij + σji)− σ
′
ijσ
′
ki(σjk + σkj) = 0 (2.16b)
σ′ikσ
′
jk(σij + σji)− σ
′
ikσ
′
ji(σjk + σkj)− σ
′
jkσ
′
ij(σki + σik) = 0 (2.16c)
where the primes indicates differentiation. Now since each Φij = σij + σji is non-
zero, the determinant of the above equations must vanish, this gives us the following
equation:
σ′ijσ
′
jkσ
′
ki + σ
′
jiσ
′
kjσ
′
ik = 0 (2.17)
We will solve the remaining equations in the next section.
3 Classification of orthogonal separable coordinates with
diagonal curvature
We continue the derivation started in the previous section. An important subset of
coordinates are the coordinates i which satisfy σ′ij 6= 0 ∀j 6= i. These coordinates
will be called connecting coordinates for reasons that will become apparent later on.
The set of all connecting coordinates for a given separable metric will be denoted by
M and we will assume the coordinates are chosen such that M = {1, ...,m}.
First we give a rough idea of how we will do this classification. When there are no
connecting coordinates, we show that metric is necessarily a product metric. When
there is at least one connecting coordinate we show that the metric is any one of
the other metrics listed in the introduction. In order to prove that the metric is a
product metric when it has no connecting coordinates we define a relation among the
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coordinates. We then prove that this relation is an equivalence relation. Then we use
this equivalence relation to prove that the metric has at least one connecting coordinate
or is a product metric.
We now define a relation among the coordinates to distinguish between the different
possible metrics that can occur. The relation is designed so that if it gives multiple
partitions then these partitions are associated with a product metric. Furthermore, we
should be able to conclude that the metric is connected if there is only one partition.
It’s easiest to first define when two coordinates i and j are inequivalent. If I and J are
distinct partitions from the product metric in Eq. (1.6) and i ∈ I and j ∈ J , then the
first thing to notice is that σ′ij = σ
′
ji = 0. But with this definition of in-equivalence, if
there are multiple partitions, it’s still possible that we’re dealing with a warped product
metric given by Eq. (1.7); we need to make sure that there is no third coordinate k
such that σ′ki, σ
′
kj 6= 0. This gives us a definition of equivalence:
Definition 3.1
Two distinct variables i and j are said to be connected and denoted i ∼ j if one of the
following conditions hold:
σ′ij 6= 0
σ′ji 6= 0
∃ k 6= i, j : σ′ki, σ
′
kj 6= 0
Also we define ∼ such that i ∼ i. ✷
There are two special types of connectedness that arise, the first is when i,j satisfy
σ′ij 6= 0 or σ
′
ji 6= 0, in this case we say that i and j are strongly connected. If i,j are
connected but not strongly connected, we say that i and j are weakly connected by k
or just that i and j are weakly connected.
Proposition 3.2
The relation ∼ defined in Definition 3.1 is an equivalence relation. ✷
Proof We check that this relation is transitive, as reflexivity and symmetry are im-
mediately verified. So suppose that i ∼ j and j ∼ k where i,j,k are mutually distinct.
Case 1 (σ′ji 6= 0 and σ
′
jk 6= 0)
In this case i and k are weakly connected by j.
Case 2 (σ′ij 6= 0 and σ
′
kj 6= 0)
Assume to the contrary that σ′ik = σ
′
ki = 0, then Eq. (2.16b) can’t be satisfied.
Thus i must be strongly connected to k.
Case 3 (σ′ij 6= 0 and σ
′
jk 6= 0 or σ
′
ji 6= 0 and σ
′
kj 6= 0)
Assume first that σ′ij 6= 0 and σ
′
jk 6= 0 and to the contrary that σ
′
ik = 0, then
Eq. (2.16c) can’t be satisfied. Also the case where σ′ji 6= 0 and σ
′
kj 6= 0 is just
a permutation of the first, so the same argument applies. Thus in either case i
must be strongly connected to k.
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Case 4 (σ′ij 6= 0 and j and k are weakly connected or σ
′
kj 6= 0 and i and j are
weakly connected)
Suppose first that σ′ij 6= 0 and j and k are weakly connected by h. So we have
that σ′hj , σ
′
hk 6= 0.
If h = i then σ′ik 6= 0, so assume that h 6= i. If σ
′
hi 6= 0 then i and k are weakly
connected by h, so assume that σ′hi = 0. If σ
′
ih 6= 0 then by Case 3 we get that
σ′ik 6= 0, so assume further that σ
′
ih = 0. Then after checking Eq. (2.16c) with
the following coordinates, we get a contradiction.
h→ i
i→ j
j → k
The case where σ′kj 6= 0 and i and j are weakly connected is just a permutation
of the first case. Thus we conclude that i is connected to k.
Case 5 (σ′ji 6= 0 and j and k are weakly connected or σ
′
jk 6= 0 and i and j are
weakly connected)
Suppose first that σ′ji 6= 0 and j and k are weakly connected by h. So we have
that σ′hj , σ
′
hk 6= 0.
If h = i then σ′ik 6= 0, so assume that h 6= i. Since σ
′
hj 6= 0 and σ
′
ji 6= 0, by Case
3 we get that σ′hi 6= 0. Thus i and k are weakly connected by h.
The case where σ′jk 6= 0 and i and j are weakly connected is just a permutation
of the first case. Thus we conclude that i is connected to k.
Case 6 (i and j are weakly connected and j and k are weakly connected)
Suppose l satisfies σ′li, σ
′
lj 6= 0 and h satisfies σ
′
hj , σ
′
hk 6= 0.
If h = l then i and k are clearly weakly connected, so assume that h 6= l.
Note that l is strongly connected to j and j ∼ k then we can use one of the
previous cases considered to find that l ∼ k. Similarly because i is strongly
connected to l and l ∼ k we find that i ∼ k.
Thus we conclude that ∼ is transitive and thus defines an equivalence relation. 
Now suppose that ∼ gives a single partition of the coordinates, i.e. the coordinates
are connected. Our goal is to show that there must be at least one connecting coor-
dinate. First we need a definition. We define S, called the set of strongly connected
coordinates as follows:
S ≡ { i : i is strongly connected to every j}
The reason to make this definition is because M ⊆ S (this inclusion might be
proper in some cases which can be observed by inspecting KEM metrics derived by
Kalnins-Miller [Kal86]). So the idea is to first show that S 6= ∅ since this is easier to
do using the hypothesis of connectedness. It turns out that this is possible.
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Proposition 3.3
When the coordinates are connected, S has at least one coordinate. ✷
Proof Suppose to the contrary that S = ∅. Then ∀i, there exists j, k with i, j, k
distinct such that
σ′ij = σ
′
ji = 0 and σ
′
ki, σ
′
kj 6= 0 (3.2)
So fix some i, and choose j, k satisfying Eq. (3.2). Then by Eq. (2.16a) we must
have that σ′jk = 0, similarly by Eq. (2.16b) we must have that σ
′
ik = 0. Now let
A = {i, j} then note that k /∈ A and ∀ l ∈ A, σ′lk = 0.
Claim 3.3.1
Suppose we have a coordinate f and a set of coordinates A 6= ∅ such that f /∈ A and
∀i ∈ A, σ′if = 0. Furthermore assume that {f} ∪A 6= {1, ..., n}. Then we can obtain
a new set A′ such that A ∪ {f} ⊆ A′ and an h /∈ A′ such that ∀i ∈ A′, σ′ih = 0. ✷
Proof (Proof of claim) By assumption there exists g, h satisfying Eq. (3.2) with
f in place of i and g in place of j. Since σ′hf 6= 0, h /∈ A. If {f} ∪A = {1, ..., n}, then
we have reached a contradiction, so assume otherwise. As we observed earlier for a
similar case, we must have σ′gh = σ
′
fh = 0. Also ∀i ∈ A since σ
′
if = 0 and σ
′
hf 6= 0 by
evaluating Eq. (2.16b) with i→ i, f → j, h→ k we find that σ′ih = 0.
Thus if we let A′ = A ∪ {g, f} then ∀i ∈ A′, σ′ih = 0. Also note that |A
′| > |A| and
h /∈ A′. 
Now we can inductively apply Claim 1 to get a set of coordinates A 6= ∅, an f /∈ A
such that ∀i ∈ A, σ′if = 0 and {f} ∪ A = {1, ..., n}. Then by assumption there must
exist a coordinate g such that f is weakly connected to g. So there is a coordinate h,
with h 6= f , such that σ′hf 6= 0. Since {f} ∪ A = {1, ..., n}, h ∈ A, thus σ
′
hf = 0, a
contradiction.
Thus S 6= ∅. 
Then assuming S 6= ∅ we try to prove that M 6= ∅. This is also possible.
Proposition 3.4
When the coordinates are connected and S has at least one coordinate then there must
be at least one connecting coordinate. Thus due to the previous proposition we find that
when the coordinates are connected there must be at least one connecting coordinate.✷
Proof Assume to the contrary that M = ∅. Then ∀i ∈ S there exists j such that
σ′ij = 0 and σ
′
ji 6= 0 (3.3)
Since S 6= ∅ by hypothesis, we can choose some i ∈ S and some j 6= i such that
Eq. (3.3) is satisfied. Let B = {i}.
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Claim 3.4.1
Suppose ∅ 6= B ⊆ S and there is a j /∈ B such that ∀i ∈ B, σ′ij = 0. Furthermore
assume that {j}∪B 6= {1, ..., n}. Then we can obtain a new set B′ = {j}∪B ⊆ S and
a k /∈ B′ such that ∀i ∈ B′, σ′ik = 0. ✷
Proof (Proof of claim) Fix an i ∈ B, then σ′ij = 0 and σ
′
ji 6= 0. Now pick k 6= i, j,
then σ′ik 6= 0 or σ
′
ki 6= 0.
If σ′ik 6= 0 then by Eq. (2.16c) we must have that σ
′
jk 6= 0. If σ
′
ki 6= 0 then
by Eq. (2.16a) either σ′jk 6= 0 or σ
′
kj 6= 0. In either case we find that j is strongly
connected to k. Since k was arbitrary and because j is also strongly connected to i
we find that j ∈ S. Then by Eq. (3.3) there exists ∃ k 6= i, j such that σ′jk = 0 and
σ′kj 6= 0, note that k /∈ B.
Assume i ∈ B is arbitrary, then σ′ij = 0 and σ
′
kj 6= 0, thus by Eq. (2.16b) we must
have that σ′ik = 0.
Let B′ = B ∪ {j} ⊆ S then ∀i ∈ B′ we have σ′ik = 0, also note that k /∈ B
′. 
Now we can inductively apply Claim 1 to a get set B satisfying ∅ 6= B ⊆ S and
a j /∈ B such that ∀i ∈ B, σ′ij = 0 and {j} ∪ B = {1, ..., n}. As in the proof of the
Claim 1, we find that j ∈ S. Then by Eq. (3.3) ∃ k 6= j such that σ′kj 6= 0, but since
{j} ∪B = {1, ..., n} we must have that k ∈ B, then σ′kj = 0, a contradiction.
Thus M 6= ∅. 
The following proposition classifies all metrics with at least one connecting coordi-
nate.
Proposition 3.5
If the metric has at least one connecting coordinate then the following statements are
true. For a ∈M :
H2a = Φa
∏
b∈M
b6=a
(σa − σb)
If m > 1 then one can partition the coordinates in3 M c such that if I is an equiva-
lence class of this partition and α ∈ I, then
H2α = Φα
∏
β∈I
β 6=α
(σαβ + σβα)
m∏
a=1
(eI − σa) (m ≥ 2)
If m = 1 then one can partition the coordinates in M c such that if I is an equiva-
lence class of this partition and α ∈ I, then
H2α = Φασ
I
a
∏
β∈I
β 6=α
(σαβ + σβα) (m = 1)
3If Y ⊆ X, then we denote the complement of Y in X (elements of X not in Y ) as Y c.
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Equations (2.16) are satisfied whenever at least one of i, j or k is in M if and only
if the functions H2i are of the form just described. Furthermore Equations (2.16) are
satisfied whenever i, j, k are not all in the same partition. ✷
Proof By hypothesis we can assume m ≥ 1. We use Latin letters such as a to
denote the connecting coordinates and the remaining coordinates are denoted with
Greek letters such as α. Although i and j are reserved for arbitrary coordinates.
Furthermore we denote N = {1, ..., n}. Then by definition ∀ a ∈ M, i ∈ N we have
that σ′ai 6= 0.
Claim 3.5.1
For a ∈M and α ∈M c, σ′αa = 0. ✷
Proof For any α ∈M c, there exists i ∈ N such that σ′αi = 0.
Suppose first that i ∈ M and let a = i. Suppose to the contrary that there exists
b ∈M \ {a} such that σ′αb 6= 0. Then Eq. (2.16b) can’t hold with α→ i, a→ j, b→ k.
Thus the claim holds in this case.
If i ∈ M c, let β = i. If the first case doesn’t hold for α, then σ′αa 6= 0 ∀ a ∈ M .
Fix a ∈M , then Eq. (2.16b) can’t hold with α→ i, β → j, a → k. Thus the first case
must hold for some a ∈M , thus the claim must hold. 
The proof for the following claim is mainly from [Eis34, P. 292].
Claim 3.5.2
For a ∈M , the following holds
H2a = Φa
∏
b∈M
b6=a
(σa − σb)
where each σa(xa). ✷
Proof Suppose first that m = 1 and let a ∈M . Then for α ∈M c by the above claim
we know that σaα + σαa only depends on the a coordinate and so these factors can be
absorbed into Φa and Φα. Thus the claim holds in this case.
So for the remainder of the proof of this claim assume that m > 1. To prove this
statement, for a, b ∈M our goal is to remove the b dependence from σab. First assume
m > 2 and let a, b, c ∈M . From Eq. (2.17) evaluated with a→ i, b→ j, c→ k we get:
σ′abσ
′
bcσ
′
ca + σ
′
baσ
′
cbσ
′
ac = 0
Since each term is non-zero, by separating variables it follows that
σ′ab
σ′ac
is a constant.
Thus we can set σab = aabσa where aab is a constant and σa involves xa at most. The
above equation implies that the constants must satisfy the following:
aababcaca + abaacbaac = 0 (3.7)
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Assuming the above equation holds, it follows that all three Equations (2.16) are
satisfied for a→ i, b→ j, c→ k. Now set
σa = abcacaσa σb = acbaacσb
Then Eq. (3.7) implies that aabσa + abaσb = aababcaca(σa − σb); in which case the
constant factor may be absorbed into Φa and Φb. Thus we can assume aab = −aba = 1,
then Eq. (3.7) becomes:
abcaca − acbaac = 0
Now set acaσc = −aacσc, then we have:
acaσc + aacσa = aac(σa − σc)
Thus we can assume aac = −aca = 1. Then abcσb + acbσc = abc(σb − σc) and so
we can assume abc = −acb = 1. Inductively, this process can be continued so that
each σab = ±σa, where the sign is positive if σab appears in H
2
a and is negative if σab
appears in H2b .
If m = 2 then we can define σa = σab and σb = −σba without loss of consistency.
For α ∈ M c, σ′αa = 0, so we can absorb terms of the form σαa + σaα into Φa and Φα.
Thus we have proven the following:
H2a = Φa
∏
b≤m
b6=a
(σa − σb) 
We can now assume that Equations (2.16) have been solved whenever i, j, k ∈ M .
Thus if m = n the above claim proves that the metric has the form given by Eq. (1.5)
and so we are finished. So assume for the remainder of the proof that m < n.
Now fix a, b ∈ M and α ∈ M c. Let aαa = σαa ∈ R and aαb = σαb ∈ R. Then
Eq. (2.16c) evaluated with a→ i, b→ j, α→ k gives:
σ′aασ
′
bα(σa − σb) + σ
′
aασ
′
b(σbα + aαb)− σ
′
bασ
′
a(aαa + σaα) = 0
We now proceed to solve the above equations. First we rearrange terms to separate
the variables:
(σa − σb) +
σ′b
σ′bα
(σbα + aαb)−
σ′a
σ′aα
(aαa + σaα) = 0 (3.12)
⇒ σa −
σ′a
σ′aα
(aαa + σaα) = σb −
σ′b
σ′bα
(σbα + aαb) = c ∈ R
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Then one can show that
σ′a
σ′aα
= −d ∈ R \ {0} and similarly
σ′b
σ′bα
= −f ∈ R \ {0}.
Thus the above equation implies:
σa = −d(aαa + σaα −
c
d
)
σb = −f(aαb + σbα −
c
f
)
Now let eα = c then the two equations above implies the following:
aαa + σaα =
eα − σa
d
aαb + σbα =
eα − σb
f
Thus by absorbing the constants d, f into the Φ functions we can assume aαa =
aαb = eα, σaα = −σa and σbα = −σb. With these assumptions, it follows that all
three Equations (2.16) are satisfied for a → i, b → j, α → k. Thus we conclude that
Equations (2.16) hold whenever i, j ∈M and k ∈M c.
Suppose m > 1, we just observed that for α ∈M c and a ∈M that σαa = eα. Thus
we can partition the α ∈ M c by the value eα. We consider α, β ∈ M
c to be in the
same equivalence class, say I, if eα = eβ. We define eI such that α ∈ I implies that
eα = eI . We denote these equivalence classes by I and J .
Suppose a ∈ M and α ∈ I, β ∈ J . We now check Equations (2.16) for a→ i, α →
j, β → k. Since σ′αa = σ
′
βa = 0, Eq. (2.16a) is satisfied. Equation (2.16b) and (2.16c)
reduce to the following:
σ′βα(σ
′
aα(eβ + σaβ)− σ
′
aβ(σaα + eα)) = 0 (3.13)
σ′αβ(σ
′
aα(eβ + σaβ)− σ
′
aβ(σaα + eα)) = 0 (3.14)
Now we can use the fact that σaα = σaβ = −σa to get the following:
σ′βα(eα − eβ) = 0
σ′αβ(eα − eβ) = 0
If I = J then eα = eβ and the above equations are satisfied. If I 6= J then we
must have that σ′αβ = σ
′
βα = 0; in which case σαβ + σβα can be absorbed into the Φ
functions. Thus we have proven the following: if α ∈ I then
H2α = Φα
∏
β∈I
β 6=α
(σαβ + σβα)
m∏
a=1
(eI − σa) (m ≥ 2)
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Now supposem = 1, then we can pullback to a submanifold given by x1 = constant
and then partition the coordinates inM c into connected components. We denote these
equivalence classes by I and J . Let a ∈ M and α ∈ I, β ∈ J . As for the case m > 1
one can see that Eq. (2.16a) is satisfied. Furthermore Equation (2.16b) and (2.16c)
reduce to Equations (3.13) and (3.14) above. If I 6= J then σ′βα = σ
′
αβ = 0, thus
Equations (3.13) and (3.14) are both satisfied. Otherwise assume I = J and α, β ∈ I
satisfy σ′αβ 6= 0 for the moment, then Eq. (3.14) implies
σ′aα
σ′aβ
(eβ + σaβ)− σaα + eα = 0
As with Eq. (3.12) we can deduce that
σ′aα
σ′aβ
= d ∈ R. Then the above equation
implies that
eβ + σaβ =
eα + σaα
d
Let σIa = eα + σaα, then after absorbing d into the Φ functions and relabelling,
we can assume σaα = σaβ = σ
I
a and aαa = aβb = 0. Since the coordinates in I are
connected, we can assume that for any α, β ∈ I with α 6= β that σaα = σaβ = σ
I
a and
aαa = aβb = 0 and then Equations (3.13) and (3.14) are both satisfied. Then for α ∈ I
and a ∈M , we have proven the following:
H2α = Φασ
I
a
∏
β∈I
β 6=α
(σαβ + σβα) (m = 1)
Also note that Equations (2.16) are satisfied whenever i ∈M and j, k ∈M c. Thus
we can conclude that Equations (2.16) are satisfied whenever at least one of i, j or k is
in M . Furthermore one can easily check that Equations (2.16) are satisfied whenever
i, j, k are not all in the same partition. 
When the coordinates are disconnected, i.e. ∼ gives multiple partitions, one can
easily show that the metric is a product metric.
Proposition 3.6
If the coordinates are disconnected, then the metric is a product metric which is given
by Eq. (1.6). Furthermore Equations (2.16) are satisfied whenever i, j or k aren’t in
the same connected component. ✷
Proof Suppose i ∈ I and j ∈ J where I and J are a disconnected set of coordinates.
Then it follows by definition that σij′ = σ
′
ji = 0, thus we can absorb the factors σij+σji
into the Φ functions. Thus we have proven that for i ∈ I the following holds:
H2i = Φi
∏
j∈I
j 6=i
(σij + σji)
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Thus the metric has the form given by Eq. (1.6). One can easily check that Equa-
tions (2.16) are satisfied whenever i, j or k aren’t in the same connected component.
Proposition 3.7
If g is a reducible orthogonal separable metric with diagonal curvature given by Eqs. (1.6)
to (1.8) and |I| > 1, the metric gI pulls back to a orthogonal separable metric with
diagonal curvature on the submanifold with metric proportional to gI . ✷
Proof We know that an orthogonally separable web restricted to one of the integral
manifolds of its n foliations is still separable [Ben93], and gI still has the form given
by Eq. (2.15) thus its Riemann curvature tensor will still satisfy Rijik = 0 for j 6= k
on the integral manifolds. 
We can see how the classification works. If n = 2 then we’ve noted in the previous
section that the general solution is given by Eq. (1.4). So suppose n > 2 and the
general orthogonal separable metrics with diagonal curvature are known on manifolds
with dimension k ≤ n − 1. If the coordinates are disconnected then Proposition 3.6
shows us that the metric must have the form given by Eq. (1.6) and the only equa-
tions that haven’t been solved are Equations (2.16) when i, j, k are inside a connected
component. If the coordinates are connected then Proposition 3.4 in conjunction with
Proposition 3.5 tells us that the metric must have the form given by Eq. (1.4) or
Eq. (1.8). Furthermore in this case the only equations that haven’t been solved are
Equations (2.16) when i, j, k ∈ I where I ⊆ M c is an equivalence class as given in
Proposition 3.5. Now fix some |I| > 1, then by Proposition 3.7, gI pulls back to an
orthogonal separable metric with diagonal curvature on the submanifold with coordi-
nates (xI). Thus inductively we know the general form of g
I since the dimension of
the submanifold is at most n − 1. In particular if |I| > 2 then the components of gI
satisfy Equations (2.16). Thus the solution g will satisfy Equations (2.16) for all i, j, k
distinct and so g satisfies all relevant equations. Thus we have found all the orthogonal
separable metrics with diagonal curvature.
4 Spaces of Constant Curvature
In this section our main goal is to show that the metric given Eq. (1.8) can be ruled
out in spaces of constant curvature. In other words, all metrics in spaces of constant
curvature are given by Eq. (1.4) and thus are invariantly characterized by concircular
tensors.
First we need the following definition. A twisted product is a product manifold
M =
∏k
i=0Mi of pseudo-Riemannian manifolds (Mi, gi) where dimMi > 0 for i > 0
equipped with the metric g =
∑k
i=0 ρ
2
i pi
∗
i gi where ρi : M → R
+ are functions and
pii : M → Mi are the canonical projection maps [MRS99]. A warped product is a
twisted product with ρ0 ≡ 1 and ρi : M0 → R
+ for each i > 0, and is denoted
M =M0 ×ρ1 M1 × · · · ×ρk Mk.
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Let M = M0 ×ρ1 M1 × · · · ×ρk Mk be a warped product as above. We denote the
bilinear product induced by g by 〈·, ·〉 and ‖X‖2 = 〈X,X〉 for X ∈ TpM . If f ∈ F(M),
we denote the Hessian of f [O’N83, P. 86], by Sfij = ∇i∇jf . If X,Y ∈ TpM span a
non-degenerate 2-plane then the sectional curvature of the 2-plane, K(X,Y ), is given
in terms of the Riemann curvature tensor R as [O’N83, lemma 3.39]:
K(X,Y ) =
〈R(X,Y )Y,X〉
‖X ∧ Y ‖2
, ‖X ∧ Y ‖2 = 〈X,X〉 〈Y, Y 〉 − 〈X,Y 〉2
Denote by Ei the distribution associated with canonical foliation induced by the
factor Mi. Let X,Y ∈ Γ(E0), V ∈ Γ(Ei) and U ∈ Γ(Ek) for i, k > 0. Let Hi =
−∇ log ρi, which is the mean curvature normal of Ei (see [MRS99; RM14]). Then by
eq. (6) in [MRS99], we have the following:
KXY = K
M0
XY
KXV = −
Sρi(X,X)
ρi ‖X‖
2 (4.1)
KUV = −〈Hi,Hk〉 (i 6= k) (4.2)
KUV =
KMiUV − ‖∇ρi‖
2
ρ2i
(i = k) (4.3)
Now suppose that M has constant curvature κ. After applying the polarization
identity to Eq. (4.1), we get
Sρi(X,Y ) + κρi 〈X,Y 〉 = 0 (4.4)
By Eq. (4.3), we have:
KMiV U = κρ
2
i + ‖∇ρi‖
2
Now,
∇XK
Mi
V U = 2κρi∇Xρi + 2 〈∇X∇ρi,∇ρi〉
= 2(κρi∇Xρi + S
ρi(X,∇ρi))
= 2(κρi∇Xρi − κρi 〈X,∇ρi〉)
= 0
Hence for each i > 0, (Mi, gi) necessarily has constant curvature, say κi. Finally
Eq. (4.2) gives us the following:
〈∇ log ρi,∇ log ρk〉 = −κ (i 6= k) (4.6)
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Now suppose dimM0 = 1 and suppose coordinates on M0 are chosen such that
g˜ = εdx21 where ε = ±1 as the case may be. Then Eqs. (4.4) and (4.6) imply the
following:
∂21ρi = −κερi
(∂1 log ρi)(∂1 log ρk) = −εκ (i 6= k)
Hereafter we denote ω = κε and let σi = ρ
2
i . We make exclusive use of the above
two equations in the following calculations, suppose i 6= k, then:
σ′i
σ′k
=
ρiρ
′
i
ρkρ
′
k
=
ρiρ
′
i
ρ2k
(−ω
ρ′i
ρi
)
= −ω(
ρ′i
ρk
)2
Thus
(
σ′i
σ′k
)′ = −2ω(
ρ′i
ρk
)(
ρ′i
ρk
)′
= −2ω(
ρ′i
ρk
)(
ρ′′i ρk − ρ
′
iρ
′
k
ρ2k
)
= −2ω(
ρ′i
ρ2k
)(ρ′′i + ωρi)
= 0
Hence any warped product decomposition of a space of constant curvature with
dimM0 = 1 has a metric given by Eq. (1.7). Thus we have proven Theorem 1.3.
5 Conclusion
In this article we have obtained all orthogonal separable metrics with diagonal cur-
vature. As a consequence, we have generalized some results in [Kal86] to arbitrary
spaces of constant curvature and have independently verified those results for the case
of Riemannian spaces of constant curvature.
The results of this article raise the following question: Are there any other spaces of
interest in which one can prove that orthogonally separable coordinates have diagonal
curvature, or at least admit such coordinates? This is a very nice property to have since
if we can rule out the metric Eq. (1.8), then the separable coordinates are invariantly
characterized by concircular tensors and hence highly amenable to analysis [Cra03;
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Ben05; RM14]. It may also be of interest to find another condition in addition to the
diagonal curvature condition in order to characterize KEM coordinates.
A related question: Given a pseudo-Riemannian manifold, what is a necessary and
sufficient intrinsic condition that guarantees the existence of an orthogonal coordinate
system having diagonal curvature? One can show that a necessary condition is the
existence of an orthogonal coordinate system in which the Ricci tensor is diagonal.
In a coming article, we will classify the point-wise diagonalizable concircular tensors
in spaces of constant curvature with Euclidean signature or Lorentzian signature with
positive or zero curvature. This will enable one to obtain all orthogonal separable
coordinates and apply the BEKM separation algorithm in these spaces [RM14]. By
doing this we will derive necessary and sufficient conditions to construct certain KEM
coordinates over an arbitrary warped product.
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