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Abstract
We derive the Holstein-Primakoff oscillator realization on the coadjoint or-
bits of the SU(N + 1) and SU(1, N) group by treating the coadjoint orbits
as a constrained system and performing the symplectic reduction. By using
the action-angle variables transformations, we transform the original vari-
ables into Darboux variables. The Holstein-Primakoff expressions emerge af-
ter quantization in a canonical manner with a suitable normal ordering. The
corresponding Dyson realizations are also obtained and some related issues
are discussed.
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I. INTRODUCTION
It is well known that the Holstein-Primakoff (HP) [1] and Dyson [2] realizations of su(2)
algebra in terms of a single oscillator are very useful in describing the spin-density wave
phenomena and many others in condensed matter physics [3] and nuclear physics [4]. The
HP realization also appears in the q-deformation [5] of the quantum algebras suq(2) and
su(1, 1)q [6] although q-deformation approach of of Jordan-Schwinger type [7,8] is more
conventional.
Since the HP and Dyson representations of su(2) algebra can be interpreted as quantum
mechanical operators on S2, which is the coadjoint orbit of SU(2) group, it is useful to
consider them on the coadjoint orbits of an arbitrary group in extending to higher group
[9]. So far, the generalization was performed mostly to minimal CP (N) orbits [10] or
Grassmanian manifold [11] which was largely based on the coherent state method [12].
In this letter, we discuss general representations of HP and Dyson oscillator realizations
for the su(N+1) and su(1, N) algebras on the coadjoint orbits of SU(N+1) and SU(1, N) by
treating the coadjoint orbits as a constrained classical system and by explicitly performing a
symplectic reduction. Compared with non-linear realization method on coset space [10], this
approach can have some advantage of exploiting the well-developed mathematical tool of
symplectic reduction [13] which in our case deals mainly with quadratic constraints. The HP
realization will emerge, if we transform the reduced system into canonical one by using the
action-angle variable and then quantize it in a standard manner with the normal ordering
prescription. Then, the Dyson realization will be obtained by shifting the square-root factor
in HP realizations [14]. One of the merits of this coadjoint orbit approach is to provide
a unified framework for finding explicit expressions for HP and Dyson realization in the
compact and non-compact case. We will be mainly concerned with minimal and maximal
orbits of SU(N + 1) and SU(1, N) to make the presentation simple.
We start by briefly explaining our notation. Let us denote a column vector as a ket
|Z >= (Z(1), Z(2), · · · , Z(N+1))T and introduce its bra < Z¯| = (Z¯(1), Z¯(2), · · · , Z¯(N+1)). Then,
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< Z¯|Z >= ∑N+1i=1 Z¯(i)Z(i) ≡ Z¯(i)M ijZ(j). The raising and lowering are done with respect
to the metric M = diag(1, ǫ, · · · , ǫ). ǫ = 1(−1) for SN(N + 1)(SU(1, N)). Let us express
the element g of SU(N) and SU(1, N) by N + 1 kets (|Z1 >, |Z2 >, · · · , |ZN+1 >) with
|Zp >= (Z(1)p , Z(2)p , · · · , Z(N+1)p )T . Then, Mg†M is composed of N +1 bras < Z¯p|’s such that
< Z¯p| = (Z¯p(1), Z¯p(2), · · · , Z¯p(N+1)). With the notation < Z¯p| =< Z¯q|Mqp, Mg†Mg = I gives
< Z¯p|Zq >=Mpq, det(|Z1 >, |Z2 >, · · · , |ZN+1 >) = 1. (1.1)
The isospin charges on the coadjoint orbits are defined by
Qa = −2Tr(gxg−1T a). (1.2)
where x = i diag(x1, x2, · · · , xN+1) with∑N+1i=1 xi = 0. The xi’s are real and T a’s are the anti-
hermitian generators of the group which satisfy the Lie algebra with real structure constant
f cab : [Ta, Tb] = f
c
ab Tc and Tr(T
aT b) = −1
2
ηab. By making use of the second equation of the
Eq.(1.1), |ZN+1 > can be eliminated and subsequently we find that Qa can be expressed as
[15]
Qa = −2i
N∑
p=1
Jp < Z¯
p|T a|Zp > . (1.3)
where Jp = xp − xN+1 = x1 + · · ·+ 2xp + · · ·+ xN .
Let us consider a classical system defined on the coadjoint orbit of SU(N) described by
a Lagrangian
L = 2Tr(xg−1g˙)−H(Qa) = 2i
N+1∑
p=1
xp < Z¯
p| d
dt
|Zp > −H(Qa). (1.4)
By using the second equation of the Eq.(1.1) again, we find
L = 2i
N∑
p=1
Jp < Z¯
p| d
dt
|Zp > −H(Qa). (1.5)
Note that there still exist the constraints < Z¯p|Zq > −Mpq = 0 (p, q = 1, · · · , N).
Using the symplectic structure of the above Lagrangian, one can show that the isospin
charges satisfy the su(N + 1) and su(1, N) algebras [15]:
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{Qa, Qb} = fabcQc. (1.6)
HP realizations will be found if one finds a quantum mechanical expression of the above
isospin charges in terms of canonical variables and so it is essential to bring the Lagrangian
(1.4) into a canonical form. We will achieve this by transforming the above system into
action-angle variables. In passing, we mention that action-angle variables approach on the
coadjoint orbits was also considered before [16] in the path integral quantization of the orbits
in the compact case.
II. MINIMAL ORBITS
Let us first apply the above formalism to minimal orbits, CP (N) and its non-compact
counter part. In this case, we have x = i diag(J,−J/N, · · · ,−J/N) and J1 = J , J2 =
· · · = JN = 0. In the compact case, J is an integer for quantizable orbits. For non-compact
case, J depends on the various types of representations of non-compact groups [17]. With
the notation Z = (Z0, Z1, · · · , ZN)T and introducing Z¯ = (Z¯0, Z¯1, · · · , Z¯N), we find that the
Lagrangian can be written as
LZ = iJ(Z¯MZ˙ − ˙¯ZMZ)−H(Qa) (2.1)
with the constraint Z¯MZ = 1. Note that the notation in the above equation denotes the
conventional matrix product rather that the abstract bracket inner product. In addition,
the component is relabeled from 0 to N instead of 1 to N + 1. We mention that the above
Lagrangian in the compact case was used in describing the internal degrees of freedom of
non-Abelian Chern-Simons particles [18].
It is well known that the constraint can be solved explicitly in terms of the projective
coordinates defined by ξi = Zi/Z0(Z0 6= 0, i = 1, 2, · · · , N) with a real gauge condition:
[16,18,19]
χ =
1
2
(Z∗0 − Z0) = 0. (2.2)
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Then, the solution to the constraint Z¯MZ = 1 is given by
Z¯0 = Z0 =
1√
1 + ǫ|ξ|2
, |ξ|2 =∑
i
|ξi|2, (2.3)
By substituting ZI = (Z0, Z0ξi) and Eq. (2.3) into Eq. (2.1), we obtain the following reduced
Lagrangian:
Lξ = iJǫ
ξ¯ξ˙ − ˙¯ξξ
1 + ǫ | ξ |2 −H(Q
a). (2.4)
The isospin charges of Eq. (1.3) becomes
Qa = −i 2J
1 + ǫ|ξ|2
(
T a00 + T
a
0iξi + ǫT
a
i0ξ¯i + ǫT
a
ij ξ¯iξj
)
. (2.5)
To make contact with HP representations, we make the following action-angle transfor-
mation of variables [20]:
Ii =
2|J ||ξi|2
1 + ǫ|ξ|2 ≡ α¯iαi, (2.6)
and the angle variables are given by the phases of the αi’s. Assuming a positive value for
Jǫ, we have the Lagrangian (2.4) given by
Lα =
i
2
(α¯iα˙i − ˙¯αiαi)−H(Qa). (2.7)
The Poisson bracket is defined in a canonical way
{αi, α¯j} = iδij . (2.8)
Note that J is negative in the non-compact case. Otherwise, the role of αi and α¯i would be
interchanged in the canonical commutation relation (2.8). The isospin functions (2.5) are
expressed as follows:
Qa = −i
[
(2J − ǫ|α|2)T a00 + ǫα¯iT aijαj
+ ǫ
√
2J − ǫ|α|2α¯iT ai0 +
√
2J − ǫ|α|2T a0iαi
]
. (2.9)
The quantum mechanical operator realizations are obtained after quantizing the above
operators by replacing the Poisson bracket (2.8) with Dirac bracket αi −→ a†i , α¯i −→ ai, and
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perform the normal ordering of the resulting operators by putting the creation operators a†
to the left of annihilation operators a. Following the above procedure, we get the following
HP realization:
Qˆahp = −i
[
(2J − ǫa† · a)T a00 + ǫT aija†jai
+ ǫ
√
2J − ǫa† · aT ai0ai + a†iT a0i
√
2J − ǫa† · a
]
. (2.10)
If we shift the square root in front of T ai0ai to the back of a
†
iT
a
0i, we get the following gener-
alized Dyson realization:
Qˆad = −i
{
ǫ[T ai0 + T
a
ija
†
j − T a00a†i − T a0ja†ja†i ]ai
+ 2JT a00 + 2JT
a
0ia
†
i
}
. (2.11)
It is easy to check that the above realization satisfies the algebras for both the compact and
non-compact cases. For the compact case with ǫ = 1, the above expression was obtained
as an holomorphic differential operator acting on coherent state [15]. Note that shifting the
square root makes Qˆa’s and Qˆa†’s not manifestly conjugate to each other in the Dyson case.
To make the representation unitary, the inner product should be defined [14] with respect
to the Liouville measure, while the Bargmann measure is used for the HP case.
We note that a similar expression in the compact case appeared in the study of the
generalized spin system [10]. Our result reduces to it after a trivial rescaling of the variables
and choosing a specific representation. Our phase space is in the canonical form (see the
Eq. (2.8)) and the result holds for arbitrary representation of the group. In addition, Eq.
(2.10) also covers the non-compact case.
To put the above expressions into a more familiar form, we consider SU(N + 1) case. It
is convenient to use a representation in which the the ladder operators, Eapq ≡ Eαβpq (α, β =
1, · · · , N ; p, q = 0, 1, · · ·N), are given as follows:
E0αpq = −δ0pδαq , Eα0pq = −δαp δ0q , Eαβpq = δαp δβq (p 6= q), (2.12)
and the Cartan subalgebra is given by N diagonal matrices which are denoted by Hm ≡
Tm
2+2m, m = 1, 2, · · ·N and expressed as follows:
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Hmpq = (
m−1∑
k=0
δpkδqk −mδpmδqm)/
√
2m(m+ 1). (2.13)
Then, we obtain the following HP realization from the Eq. (2.10):
Qˆ0i = a†i
√
2J − a† · a, Qˆi0 =
√
2J − a† · aai = Qˆ0i†
Qˆij = −a†jai (i 6= j) (2.14)
Qˆm =
1√
2m(m+ 1)

(m+ 1)a†mam +
N∑
k=m+1
a†kak − 2J

 .
The corresponding Dyson realizations of SU(N + 1) is given by [21]:
Qˆ0i = a†i (2J − a† · a), Qˆi0 = ai
Qˆij = −a†jai (i 6= j) (2.15)
Qˆm =
1√
2m(m+ 1)

(m+ 1)a†mam +
N∑
k=m+1
a†kak − 2J

 .
III. MAXIMAL ORBITS
Now, let us turn to the maximal orbits, flag manifold of the group. Here, in order to
make the presentation simple, we will restrict to the SU(3) and SU(1, 2) case. Extension to
higher group is straightforward. Let us choose the element x as x = idiag(x1, x2,−(x1+x2)).
Then, J1 = 2x1 + x2, J2 = x1 + 2x2. We require x1 6= x2, J1 6= 0, J2 6= 0. Introduce again
Zi = (Zi0, Zi1, Zi2)
T (i = 1, 2) and Z¯i = (Z¯i0, Z¯i1, Z¯i2), we find
L = i
∑
i=1,2
JiM
ii(Z¯iMZ˙i − ˙¯ZiMZi)−H(Qa). (3.1)
The constraints are given by
Z¯iMZj =Mij (3.2)
To solve the constraints, we again choose the real gauge conditions:
Z¯10 = Z10 ( 6= 0), Z¯22 = Z22 ( 6= 0). (3.3)
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Defining the projective coordinates zi = Z1i/Z10, ξα = Z2α/Z20 (i = 1, 2;α = 0, 1), the
above constraints can be solved as
Z10 =
1√
1 + ǫ|z|2
, Z22 =
1√
1 + ǫ|ξ0|2 + |ξ1|2
, (3.4)
and the remaining constraints become ξ0 = −ǫ(ξ1z¯1 + z¯2). To compare with the known
results of symplectic structure on the maximal orbit [22], we redefine the variables by ξ¯1 →
−z3, ξ¯0 → −z4 with the remaining constraint given by z4 = ǫ(z2− z1z3). Then the canonical
one form of the Lagrangian (3.1) is given by θ = i(∂ − ∂¯)W , where W is given by
W = log(1 + ǫ|z1|2 + ǫ|z2|2)m(1 + |z3|2 + ǫ|z2 − z1z3|2)n (3.5)
with J1 = m andJ2 = −n. In the compact case with ǫ = 1 and m,n = integers, the above
expression precisely reduces to the form given in Ref. [22]. For non-compact case, they need
not be integers. From here on, we will use interchangeably use the variables z1, z2, z3, z4 or
z1, z2, w0 ≡ z4, w1 ≡ z3. With our new notation, the isospin function Qa’s of the Eq.(1.3)
becomes
Qa = −i 2m
1 + ǫ|z|2
(
T a00 + T
a
0izi + ǫT
a
i0z¯i + ǫT
a
ij z¯izj
)
− i 2n
1 + ǫ|w0|2 + |w1|2
(
−ǫT a22 + ǫT a2αw¯α + T aα2ζα − T aαβw¯βζα
)
(3.6)
with ζα = (w0, ǫw1).
Let us again consider the action-angle variable transformations
αi =
√
2m
zi√
1 + ǫ|z|2
, βα =
√
2n
wα√
1 + ǫ|w0|2 + |w1|2
(3.7)
which renders the Lagrangian (3.1) into a canonical form
L =
i
2
[
ǫ(α¯α˙− ˙¯αα) + ǫ(β¯mβ˙ − ˙¯βmβ)
]
−H(Qa) (3.8)
with m given by m = diag(1, ǫ). We also have the isospin functions given by
Qa = −i
[
(2m− ǫ|α|2)T a00 + ǫα¯iT aijαj + ǫ
√
2m− ǫ|α|2α¯iT ai0 +
√
2m− ǫ|α|2T a0iαi
]
− i
[
−ǫ(2n− ǫ|γ|2)T a22 − γαT aαβ β¯β +
√
2n− ǫ|γ|2γαT aα2 + ǫ
√
2n− ǫ|γ|2T a2αβ¯α
]
. (3.9)
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with γα = (β0, ǫβ1). The quantum mechanical operator realizations are obtained after going
through the same steps as in the minimal case.
To deal with the remaining constraint z4 = z2 − z1z3, we will restrict to the compact
case for convenience. One is tempted to substitute this constraint directly into the Eq.(3.9)
and then quantize the system. However, this would change the canonical structure of the
Eq.(3.8) in a very complicated manner. Another way to carry out the analysis is to impose
the constraint on the quantum state. The constraint in terms of α1, α2, α3 ≡ β1, α4 ≡ β0 is
given by
Φhp = α4
√
l1 − α2
√
l2 + α1α3 = 0 (3.10)
where l1 = 2m − |α1|2 − |α2|2, l2 = 2n − |α3|2 − |α4|2. One can easily check that the
constraints are second class.
Using the expression (3.9) and canonically quantizing the system, we obtain the following
HP realizations in the standard notation of the generators E’s, the Eqs. (2.12) and (2.13):
Qˆ1+i2 = a†1
√
lˆ1 − a†4a3, Qˆ1−i2 =
√
lˆ1a1 − a†3a4
Qˆ3 = a†1a1 +
1
2
(a†2a2 − a†3a3 + a†4a4)−m
Qˆ4+i5 = a†2
√
lˆ1 + a
†
4
√
lˆ2, Qˆ
4−i5 =
√
lˆ1a2 +
√
lˆ2a4 (3.11)
Qˆ6+i7 = −a†2a1 − a†3
√
lˆ2, Qˆ
6−i7 = −a†1a2 −
√
lˆ2a3
Qˆ8 =
√
3
2
(a†2a2 + a
†
3a3 + a
†
4a4)−
1√
3
m− 2√
3
n
where lˆ1 = 2m− a†1a1 − a†2a2, lˆ2 = 2n− a†3a3 − a†4a4. Since the constraints are second class,
only half of the constraints is imposed on the physical state
Φˆhp|phys >= (a†4
√
lˆ1 − a†2
√
lˆ2 + a
†
1a
†
3)|phys >= 0. (3.12)
The physical states are labeled by (m,n) and can be obtained by successive applications
of m-times of a†1, a
†
2 combined and n-times of a
†
3, a
†
4 combined to the vacuum state. The
above condition (3.12) will give some restrictions on m and n. The result will determine
irreducible representations of the SU(3) group according to the Borel-Weil-Bott theorem
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[23]. The detailed analysis on the relations between the Eqs. (3.11) and (3.12) and the
irreducible representations is not of concern here and will be reported elsewhere.
By shifting the square root, we again get the corresponding constrained Dyson realiza-
tions:
Qˆ1+i2 = a†1lˆ1 − a†4a3, Qˆ1−i2 = a1 − a†3a4
Qˆ3 = a†1a1 +
1
2
(a†2a2 − a†3a3 + a†4a4)−m
Qˆ4+i5 = a†2lˆ1 + a
†
4 lˆ2, Qˆ
4−i5 = a2 + a4 (3.13)
Qˆ6+i7 = −a†2a1 − a†3 lˆ2, Qˆ6−i7 = −a†1a2 − a3
Qˆ8 =
√
3
2
(a†2a2 + a
†
3a3 + a
†
4a4)−
1√
3
m− 2√
3
n
And we can infer that the constraint changes into
Φˆd|phys >= (a†4 − a†2 + a†1a†3)|phys >= 0. (3.14)
Let us compare the above formula with the other Dyson realization which can be obtained
by the method of geometric quantization in the holomorphic coherent state approach [24]:
Qˆ1 = −1
2
[
(z21 − 1)
∂
∂z1
+ z1z2
∂
∂z2
+ (z2 − z1z3) ∂
∂z3
− 2mz1
]
Qˆ2 = − i
2
[
−(z21 + 1)
∂
∂z1
− z1z2 ∂
∂z2
− (z2 − z1z3) ∂
∂z3
+ 2mz1
]
Qˆ3 = z1
∂
∂z1
+
z2
2
∂
∂z2
− z3
2
∂
∂z3
−m
Qˆ4 = −1
2
[
z1z2
∂
∂z1
+ (z22 − 1)
∂
∂z2
+ z3(z2 − z1z3) ∂
∂z3
− 2mz2 − 2n(z2 − z1z3)
]
Qˆ5 = − i
2
[
−z1z2 ∂
∂z1
− (z22 + 1)
∂
∂z2
− z3(z2 − z1z3) ∂
∂z3
+ 2mz2 + 2n(z2 − z1z3)
]
(3.15)
Qˆ6 =
1
2
[
−z2 ∂
∂z1
− z1 ∂
∂z2
+ (z23 − 1)
∂
∂z3
− 2nz3
]
Qˆ7 =
i
2
[
z2
∂
∂z1
− z1 ∂
∂z2
− (z23 + 1)
∂
∂z3
+ 2nz3
]
Qˆ8 =
√
3
2
(z2
∂
∂z2
+ z3
∂
∂z3
)− 1√
3
m− 2√
3
n.
We find that the expression (3.13) reduces to the above one after naively using the Fock-
Bargmann representation ai → ∂/∂zi, a†i → zi with the substitution z4 = z2−z1z3 and acting
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on the physical states annihilated by a4,
∂
∂z4
|phys >= 0. However, the relation between the
two approach must be investigated further: the Eqs. (3.13) and (3.14) which correspond to
the process of reduction after quantization, in general, does not give the same result as the
case of quantization after reduction, Eq. (3.15).
IV. CONCLUSION
We studied the HP oscillator realization on the coadjoint orbits of the SU(N + 1) and
SU(1, N) group by considering the symplectic reduction of these group and by using the
action-angle variables transformations. The HP expressions were obtained after canonical
quantization with a suitable normal ordering. In the minimal case, the constraints can be
solved explicitly but in the maximal case, some of the constraints were imposed directly on
the physical states. The corresponding Dyson realizations were also obtained.
It would be straightforward to extend the above formalism to other coadjoint orbits.
Especially, it would be interesting to apply it in studying the generalized spin system, fer-
romagnet or antiferromagnet system on the flag manifold [10] and the Hermitian symmetric
space [25,26]. Finally, the q-deformation of the Eqs. (3.11) and (3.13) poses another inter-
esting problem. Details will appear elsewhere.
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