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Abstract
Receiver synchronisation can be a major problem in a mobile radio environment where the
communication channel is subject to rapid changes. Communication in spread spectrum sys-
tems is impossible unless the received spreading waveform and receiver-generated replica of
the spreading waveform are initially synchronised in both phase and frequency. Phase and fre-
quency synchronisation is usually accomplished by performing a two-dimensional search in
the time/frequency ambiguity area. Generally, this process must be accomplished at very low
SNRs, as quickly as possible, using the minimum amount of hardware.
This thesis looks into techniques for improving spread spectrum receiver synchronisation in
terms of the mean acquisition time. In particular, the thesis is focused on receiver structures
that provide and/or use a priori information in order to minimise the mean acquisition time.
The first part of this work is applicable to synchronisation scenarios involving LEO satellites.
In this case, the receiver faces large Doppler shifts and must be able to search a large Doppler
ambiguity area in order to locate the correct cell. A method to calculate the Doppler shift prob-
ability density function within a satellite spot-beam is proposed. It is shown that depending on
the satellite’s velocity and position as well as the position of the centre of the spot-beam, not
all Doppler shifts are equally probable to occur. Under well defined conditions, the Doppler
pdf within the spot-beam can be approximated by a parabola-shaped function. Several search-
ing strategies, suitable for the given prior information, are analysed. The effects on the mean
frequency searching time are evaluated.
In the second part of the thesis a novel acquisition technique, based on a fast preliminary search
of the ambiguity area, is described. Every cell of the ambiguity area is examined two times.
The first search is a fast straight line serial search, the duration of which is a crucial parameter
of the system that must be optimised. The output of the first search is then used as a priori
information which determines the search strategy of the second and final search. The system is
compared with well known active acquisition systems and results in a large improvement in the
mean acquisition time. Its performance is evaluated in Gaussian and fading Rayleigh channels.
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In order to function successfully, a receiver in a digital communication system must first syn-
chronise itself with the incoming signal. Golomb in [8], described the synchronisation problem
as “not a mere engineering detail, but a fundamental communication problem as basic as de-
tection itself !”. There are many facets to this synchronisation process. The receiver must
achieve carrier synchronisation by synchronising its oscillator to the radio-frequency of the
carrier signal at its input. Synchronisation in both phase and frequency is needed for coherent
demodulation, while only frequency synchronisation suffices for noncoherent demodulation.
Once carrier synchronisation has been achieved, the receiver attempts symbol synchronisation,
i.e., the receiver determines where each symbol starts and ends so that it can sample the de-
modulated baseband waveform at the appropriate time instants. Since the symbols are usually
grouped into codewords or frames, the receiver must also achieve frame synchronisation, that
is, determine where its group starts and ends [9]. The subject of this thesis, however, is an
additional task that must be performed by the receiver in any Code Division Multiple Access
(CDMA) system, and that is the achievement of code synchronisation whereby the receiver syn-
chronises its locally generated pseudonoise (PN) code (also known as the signature sequence)
to the PN code of the received signal. The synchronisation process in spread spectrum systems,
is one of the most crucial and difficult tasks that must be performed before communication can
be established. It is often considered to be composed of two parts: acquisition and tracking.
Acquisition involves a search through the region of time-frequency uncertainty and determines
that the locally generated and the incoming code are closely enough aligned. Tracking is the
process of maintaining alignment of the two signals using some kind of feedback loop. Usually,
there are two measures of performance of the acquisition procedure, namely, the mean acquis-
ition time and the probability of successfully acquiring the code. The mean acquisition time is
well suited for commercial mobile networks where time constrains are crucial.
1
Introduction and theoretical background
This work is focused on the code acquisition problem and more precisely, on the use and pro-
duction of any information that can make the acquisition faster, i.e. minimise the mean acquis-
ition time. Although code acquisition is a very important aspect, there has been very limited
research efforts into using and analysing any kind of a priori information into the acquisition
procedure. Moreover, there has been virtually no effort, as far as we know, to actually produce
reliable prior information, useful for the acquisition system. This gap is what motivated us to
investigate this difficult but exciting field.
When prior information is given, it is important to identify which is the optimum way of using it
effectively, i.e. define searching strategies that, based on the provided information, will search
for, and locate the correct cell as fast as possible. In a classic paper on optimum search processes
by C.Gumacos [10], it is shown that the search strategy that minimises the mean acquisition
time, is the one based on the maximum a posteriori (MAP) method. According to the MAP
method, at any instant the search is performed on the cell which is the most likely to be the
correct one based not only on the a priori information, but also on all decisions made up to
this point of the search procedure. More precisely, the cell under test is the one that maximises
the a priori probability multiplied by the probability that all previous tests on this cell were
unsuccessful. Unfortunately, the MAP method is not practical at all and has only been used
in [11] in order to evaluate other strategies. Other suboptimum search strategies were defined
and analysed in [11–15]. In [14] two strategies (the Z-strategy and the expanding window)
are analysed theoretically using the equivalent circular diagram (ECD) method. In [11, 15] the
previous two strategies and two more powerful strategies (UEA and NUEA) are analysed using
the direct approach technique. Those six papers form the basis for studying the effects of the
use of prior information in the acquisition procedure.
1.1.1 Thesis objectives
So far, three probability density functions, namely the uniform, Gaussian and triangular have
been used as prior information for the calculation of the mean acquisition time. The uniform
pdf corresponds to the case where no prior information is provided, the triangular pdf was
chosen because of its simplicity and good mathematical properties while, the Gaussian because
of the powerful central limit theorem and its good properties. Nevertheless, a prior pdf which
is determined by the communication system constraints, has never been derived and used in the
acquisition process. Thus, at first we focused our attention on providing information that de-
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rives from the specifications and characteristics of the communication system. Low Earth Orbit
(LEO) satellite CDMA systems were ideal. The problem in LEOs is the large Doppler ambigu-
ity area that has to be searched fast. This problem can be overcame by providing information
about which Doppler is the most probable to occur. We were able to show that depending on the
satellite’s velocity and position as well as the position of the spot-beam, not all Doppler shifts
are equally probable to occur. The Doppler pdf within the spot-beam was calculated for circu-
lar and elliptical spot beams. It was found that under some geographical conditions the Doppler
pdf can be approximated by a parabola-like function with the Doppler shift corresponding to
the centre of the beam, being the most probable to occur.
Next, searching strategies able of using this information effectively, had to be defined and
tested. Based on the work of V. Jovanovic (direct approach) [11], the mean acquisition time
of a single dwell active acquisition system, for six different strategies was calculated. Some of
the basic equations of the direct approach were modified in order to reduce their computational
load and time. It was shown that some of the conclusions presented in [11] that were based on
the Gaussian/triangular distribution were not valid in the case of a parabolic pdf. It was also
shown that a reduction of up to
	
in the mean acquisition time is feasible, when suitable
searching strategies are used.
The previous work is applicable to LEO satellites only, and can provide information about the
frequency but not about the time uncertainty area. It is the objective of this thesis to study
methods that are able to provide prior information for every communication system (terrestrial
or satellite) and for both the time and frequency ambiguity area. The fast preliminary search
(FPS) system is well suited for this purpose. The idea was that every cell of the ambiguity area
is examined two times. The first search is a fast straight line serial search the duration of which
is a crucial parameter of the system that must be optimised. The output of the first search is
then used as a priori information, which determines the search order of the cells during the
second and final search. An FPS mode can be combined with every acquisition system and can
provide information about both the time and the frequency ambiguity area, in terrestrial and
satellite systems. Simple equations for the mean acquisition time were derived. The system
was compared with other active acquisition systems and it was shown that it outperforms all of
them, in terms of the acquisition time.
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1.1.2 Thesis layout
This thesis is organised in seven chapters. In the remainder of this first chapter, the basic
background for spread spectrum systems and PN code synchronisation techniques, is given.
In the second chapter, the calculation of the Doppler pdf within a LEO spot beam is described.
The analytical models for a flat spot beam are briefly discussed, while the full analysis is given
in appendix A. The Doppler pdf for a spherical Earth, based on simulations, is given and the
condition under which the Doppler pdf can be approximated by a parabola is described.
In the third chapter, the parabolic Doppler pdf that was derived in chapter 2, is used to im-
prove the mean PN code acquisition time. Six searching strategies are presented, analysed and
simulated. Conclusions are drawn.
In the fourth chapter, the FPS system is described and a theoretical analysis for the mean acquis-
ition time based on the direct approach is given. The problem of partial correlation is addressed
for 
	 sequences and Gold codes.
In chapter five, the fast preliminary search method is compared with three systems, namely, the
single dwell acquisition scheme with non uniform a priori information, the active double dwell
straight line system and an adaptive-filter based synchronisation system.
In the sixth chapter, a brief literature review of the acquisition problem in fading channels is
given, and the performance of the fast preliminary search acquisition system is evaluated in a
frequency selective Rayleigh fading channel, using mainly simulations.
The final chapter summarises the work presented in the main body of this thesis, evaluates the
extent to which the original goal has been accomplished and shows the contribution of this
thesis to the research on the code acquisition problem.
1.2 Spread Spectrum review
Spread spectrum communications grew out of research efforts during World War II to provide
secure means of communication, remote control and missile guidance in hostile environments.
This work remained classified, for the most part, until the 1970s. In 1977, the first special issue
of the IEEE Transactions in communications on spread spectrum appeared [16], to be followed
by four more special issues and numerous papers on every aspect of the spread spectrum tech-
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nology. Spread spectrum modulation refers to any modulation scheme that produces a spectrum
for the transmitted signal much wider than the bandwidth of the information being transmitted
independently of the information-bearing signal. Why would such an apparently wasteful ap-
proach to modulation be used ? There are several reasons. Among them are: (1) to provide
resistance to interference and jamming; (2) to provide a means for masking the transmitted sig-
nal in the background noise in order to lower the probability of intercept by an adversary; (3)
to provide resistance to signal interference from multiple transmission paths; (4) to permit the
access of common communication channel by more than one user; (5) to provide a means of
measuring range, or distance between two points.
After many years of strict military use, it was obvious that spread spectrum systems can have
a large number of useful civilian applications. Among others is the Global Positioning Sys-
tem (GPS-also known by its military name NAVSTAR) which makes use of 24 satellites in 12
hour orbits spaced uniformly around the earth, to provide geodesic survey, position location
for civilian vehicles including navigation aids for travellers, position location for hunters and
fishermen, and position location for commercial vehicles and ships. Another application of
the spread spectrum (SS) techniques that is strictly civilian is cellular mobile radio. The first
cellular mobile systems were narrowband and made use of frequency division multiple access
for accommodating multiple users. The last years, standards for SS-based systems have been
proposed and commercial mobile radio systems using CDMA techniques are already in use
(IS-95) or ready to be deployed in the near furure (UMTS, CDMA2000). A related system for
which spread spectrum has been proposed as an accessing modulation is satellite-land-mobile
communications. A number of such systems have been proposed and are in varying stages of
development. Such systems use networks of satellites to provide world-wide communications
between personal users with hand-held telephones, in some cases, and telephone booth-type
facilities in other cases. Generally, connections will take place through a network of multiple
satellites. At least one of these proposed systems will use spread spectrum modulation for ac-
cessing communications satellites as relays. Low Earth Orbit satellites are such an example
and we will refer to them later in detail. Another developing area in which spread spectrum is
expected to play a significant role is the Personal Communications Service (PCS) and Univer-
sal Personal Telecommunication (UPT) service systems. The concept behind PCS and UPT is
that a person’s telephone number will not be assigned to a location but rather to their person.
More specifically, PCS is defined as a set of capabilities that allows some combination of ter-
minal mobility, personal mobility and service profile management, while UPT is a service that
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provides personal mobility, service profile management and involves the network capability of
identifying uniquely a UPT user by means of a UPT number [17]. In what follows a more
detailed analysis of spread spectrum systems and techniques is presented.
1.2.1 The transmitter
Roughly speaking a spread spectrum signal is generated by modulating a data signal onto a
wideband carrier so that the resultant transmitted signal has bandwidth which is much larger
than the data signal bandwidth and which is relatively insensitive to the data signal. A block
diagram of the transmitter is shown in figure 1.1. In the notation used here, u indicates that the
quantity involved should be viewed as being random in some way. Double lines in the diagram
indicate in-phase and quadrature channel signals, with the in-phase channel carrying the real
part of the indicated complex signal, and the quadrature channel carrying the imaginary part.
Thus the transmitted signal    M& is viewed as the real part of the product of three complex
random signals:
















Figure 1.1: A spread spectrum transmitter. [1]
The expression for the SS transmitted signal    M& would be the same as for non-SS modula-
tion schemes if it were not for the extra factor  #M&  which we will refer to as the PseudoNoise
code or simply the PN code. By far the two most widely used SS modulation formats are the
following:
 Direct Sequence with chip time ! $
In direct sequence systems each data bit is encoded with the use of a spreading code that
has bandwidth many times larger than that of the information. Each PN code bit is called
a chip. The PN code must have a number of properties to which we will refer later. The
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PN code can be expressed as:
  
H 
 A   ) 	 K 	   ! $  (1.2)
where:
   M        
	  	 ! $  ;  J  <   
and

is the length or period of the PN code. The value of

depends on the commu-
nication system and can vary between hundreds and thousands of chips. Some typical
values for UMTS (where

is variable) are:
     M  M   M  chips.
 Frequency Hopping with hop time ! $
In frequency hopping (FH) systems, the carrier frequency of the transmitter changes
(hops) in accordance with the PN code sequence. The order of the frequencies selected
by the transmitter is dictated by the code sequence. The PN code is now given by:
   
H 
 A  "  P
	     	 K 	   ! $  (1.3)
where 
    is a sequence of independent random phase variables, uniform on  	  M   .
The sequence
 
in the direct sequence (DS) case, or the frequency sequence 

in the FH case,
must be agreed upon in advance by the transmitter and the receiver, and in fact have a status
similar to that of a key in a cryptographic system. That is, with knowledge of the appropriate
sequence, demodulation is possible and without knowledge of that sequence, demodulation is
very difficult. From a cryptographic view-point, it would be nice to make the PN code purely
random with no mathematical structure. However, since all systems have a finite memory
constraint, all practical PN codes have some periodic structure. It is a common practise for the
DS-SS systems to use one period of the spreading sequence for every bit of data.
Apart from DS and FH spread spectrum systems there are other modulation schemes, namely
the Time Hopping as well as some Hybrid SS systems.
 Time Hopping
In time hopping systems the period and duty cycle of a pulsed RF carrier are varied in a
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pseudorandom manner under the control of a coded sequence:
   
H 
 A    	   K   ! 8  (1.4)
Assuming that the pulse waveform
   has duration at most ! 8    , time has been seg-
mented into ! 8 s intervals, with each interval containing a single pulse pseudorandomly
located at one of
 
locations within the interval.
 Hybrid modulations
Each of the above techniques possesses certain advantages and disadvantages, depend-
ing on the system design objectives. Potentially, a blend of modulation techniques may
provide better performance at the cost of some complexity. Some of the most common
hybrid systems are: Direct Sequence - Frequency Hopping, Direct Sequence - Time Hop-
ping, Frequency Hopping - Time Hopping, Direct Sequence - Frequency Hopping - Time
Hopping.
1.2.2 The receiver
Neglecting interference and receiver noise, the receiver ideally is presented with a waveform
<  #M2 from which the data modulation (  #M2 must be extracted. We assume that:
<   M&       (  #M2 	 	# &&  M& 	 	#  & 
"    	  P
	     (1.5)
i.e the channel inserts a random delay and Doppler shift. This simple model is sufficient to














Figure 1.2: A spread spectrum receiver. [1]
diagram of the receiver is shown in figure 1.2. The indicated mixing operations are the re-
ceiver’s attempt to first reduce the received signal to baseband and then strip the PN code from
the data signal. The baseband filter can be considered to be the basic data detection filter (e.g., a
matched filter in the digital signal case), possessing a bandwidth comparable to the bandwidth
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of the data modulation. Assuming that the RF filter passes
<  #M2 without distortion, the output
of the baseband filter is:
6: #M2   
  
 J  	 $  <   M
$ &   M
$ 		    "    	   
 	   ( $ (1.6)
where
J   is the impulse response of the baseband filter,     M&  is the receiver generated
replica of the transmitter’s PN code and     denotes conjugation. Assuming that second har-
monics of the carrier frequency are eliminated and ideal mixing takes place, by using equation
(1.5) in (1.6) we obtain:
6   M&      
  
J  	 $  (  #M
$ 	 	#  &2 #M $ 	 	#  2&   M
$ 		  "
      
 	       ( $
(1.7)
The values  + M  M 	 are provided by the acquisition system and the tracking loop in an attempt
to align the receiver VCO and PN code generator with the corresponding received signal. When
the receiver is perfectly locked and the receiver PN code is an exact replica of that transmitted,
the output of the baseband filter is given by:
6:  M&    
  
J  	 $, (   M
$ 		 ( $ (1.8)
In an SS system, the signal energy in any portion of the RF spectrum is dominated by the noise
energy. This fact makes it extremely difficult to first lock up the RF carrier tracking loop which
supplies  + and possibly  in the receiver, even using sophisticated loops. It seems that PN code
synchronisation must be established first to concentrate the received energy in a narrow band
and allow suppressed carrier tracking to be established. Many aspects of the synchronisation
procedure will be discussed in detail in section 1.3.
1.2.3 The advantages of spectrum spreading
Spread spectrum systems have a number of features that make them valuable for telecommu-
nications. Perhaps the primary motivation for utilising spread spectrum systems is that they are
highly insensitive to interference (noise, intentional or unintentional jamming) and multipath
distortion. A typical sequence of power spectral densities for the processing of a SS signal and
a narrowband interference is shown in figure 3. The key operation is obviously the mixing pro-
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cess with the PN code, which compresses the desired signal into the bandwidth of the baseband















Figure 1.3: Simplified interference rejection principle. [1]
bandwidth and
 8L8
the bandwidth of the PN code, i.e., the SS bandwidth of the system. A very
important parameter of the system is the Processing Gain which is defined as:
 <=;    LK     OK    8L8   (1.9)
This definition of the processing gain depends on both the modulation and coding technique,
but it is used widely to characterise the SS systems. Another more fundamental definition
depends on the data rate
 
in bits per s:
 <=;    LK     OK    8L8 (1.10)
The latter definition may not agree with the first one but as a general comment we could say
that the higher the processing gain is, the more insensitive to jamming and noise the system
becomes. The processing gain of practical SS systems can be as high as   dB. One byproduct
of SS system design with high processing gain is the inherent nonobservability of the transmit-
ted signal. Suppose for example that an SS system with a   dB processing gain is operating
with a
 
dB SNR at the output of the baseband filter. This implies that the SNR in the RF
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portion of the receiver is 	  dB. Another receiver, with an identical antenna and RF section
but not containing the PN code multiplier, would have an extremely difficult time determining
the presence of the RF signal at 	  dB SNR. Even if it was possible, the listener could not de-
modulate the data without first knowing the PN code. The main advantages of spread spectrum
communication systems are outlined below:
 Jam resistance is what made SS systems important for military purposes at first place.
The anti-jam ability results from the correlation process used in spread spectrum systems
and cancels out to a certain degree, any kind of uncorrelated jamming or interfering
signals with a ratio depending on the processing gain of the system.
 Low probability of intercept i.e. it is difficult for an unintended listener to detect the
signal. The signal detection problem is complicated for a surveillance receiver in two
ways: (1) a larger frequency band must be monitored, and (2) the power density of the
signal to be detected is lowered in the spectrum-spreading process.
 Independent interference rejection and multiple access operation The ability of a SS
system to reject independent interference is the basis for the multiple access capability
of SS systems, so called because several SS systems can operate in the same frequency
band, each rejecting the interference produced by the others by a factor depending on
the processing gain of the system. The asynchronous form of spectrum sharing is called
code division multiple access (CDMA).
 Privacy is obtained by using a different PN code for every user in a multiple access
environment. The message can be demodulated successfully only if the receiver has
knowledge of the transmitted pseudonoise code. It can easily be proven that in order
to keep the data safe from unintended listeners, the data clock must be divided down
from the PN clock so that possible phase change times in the data modulation line up
with phase change times in the PN code modulation, so that no unscheduled phase shifts
occur [1].
Spread spectrum implementation of communication systems has of course certain disadvant-
ages, such as more complex and expensive hardware, large bandwidth requirements and the
Near-Far problem which is an important consideration in DS/SS systems. If there is more than
one active user, the transmitted power of the non-intended users is suppressed by a factor de-
pendent on the correlation between the code of the desired user and the code of the non-intended
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users. However, when a non-intended user is closer to the receiver than the desired user, it is
possible that the interference caused by the non-intended user (however suppressed) has more
power than the desired user. The Near-Far problem can be solved by using interference can-
cellers that cancel the effect of the strong unknown PN code. Another way to deal with this
problem is by careful power control of mobile transmitters. The near-far problem is one of
the most important issues and a very difficult problem for commercial SS systems such as the
UMTS.
1.3 Principles and problems of PN code acquisition
One of the most crucial functions in any DS/SS system is the despreading of the received PN
code. This is accomplished by multiplying the incoming signal by a local replica of the PN
code. To achieve a proper despreading the local and received PN codes must be perfectly
aligned, i.e. synchronised. The process of synchronising the two codes is accomplished in two
stages:
 PN code acquisition: It is the initial coarse alignment of the two codes (typically less
than a fraction -usually
   - of a chip),
 PN tracking: It is the process of bringing and maintaining the two codes in fine syn-
chronisation after the PN acquisition has been accomplished. In this thesis we focus our
attention, only on the acquisition problem.
In what follows the basic concepts of PN code acquisition are presented and a classification of
the receivers is performed. If the received signal is subject to high Doppler shifts, the acquisi-
tion problem becomes complicated and more sophisticated techniques are required in order to
achieve fast and reliable communication. Section 1.3 presents the problems arising from ex-
treme Doppler shifts while the basic techniques for compensating those effects are described in
section 1.3.1.
1.3.1 PN acquisition: the basic concepts
PN codes are usually generated using a shift register whose contents during each time interval
is some linear or nonlinear combination of the contents of the register during the preceding
12
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time interval. For the spread spectrum system to operate efficiently, the PN code is selected
to have certain desirable properties. For example, the phase of the received spreading code
 	 ! +  must be initially determined and then tracked by the receiver. These functions are
facilitated by choosing   to have a two-valued autocorrelation function as exhibited by the
maximal-length sequences to be considered later. It is also desirable to employ a PN code
having a very wide bandwidth. This implies that electronically simple PN code generators
which can operate at very high speeds should be considered. When the SS system is used
for multiple access, sets of codes ) A M      - must be found which have good cross-
correlation properties. When jamming resistance is a concern, PN codes must have extremely
long periods and are difficult for the jammer to generate. The ideal spreading code would be
an infinite sequence of equally likely random binary digits. Unfortunately, the use of an infinite
random sequence implies infinite storage in both the transmitter and receiver. This is clearly not
possible, so that periodic PN codes are always employed. The most widely used PN codes are
the maximal-length sequences (m-sequences). M-sequences are a special case of Shift-Register
Sequences (SRS) which are generated by shift registers as in figure 1.4
feedback function
1 2 n. . . output
Figure 1.4: General scheme for the production of SRS [2, 3].
The feedback function can be linear of the form
*    /  A  /  / where  /    or  ,  / is the
content of the  PRQ cell and the sum is modulo 2. Shift-register sequences having the maximum
possible period (
     	  ) for an n-stage shift register are called m-sequences and have a
number of useful properties for spread-spectrum systems. Some of them are given below [2]:
 Property I A maximal-length sequence contains one more one than zero. The number
of ones in the sequence is
A
      .
 Property II The modulo-2 sum of an m-sequence and any phase shift of the same se-
quence is another phase of the same m-sequence (shift and add property).
 Property III If a window of width r is slid along the sequence for  shifts, each < -tuple
except the all zero
<
-tuple will appear exactly once.
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 Property IV The most important for the PN code acquisition is that the periodic auto-
correlation function
   U      H/  A  	  is two-valued and is given by:
   U      	  U   9 
	
AH  U  9  (1.11)
where
9
is any integer and

is the sequence period [4].
According to equation 1.11, if long PN codes are used, the correlation between the received
code and a local generated reference will be very small, unless the two codes are perfectly
aligned. The calculation of the correlation of the local and received PN codes (figure 1.5) and
the comparison with a pre-defined threshold is the basic technique that many DS/SS receivers







Figure 1.5: Autocorrelation function of an m-sequence with chip duration ! $ and period  ! $ .
[4]
are not secure, i.e., if a jammer or intercepter can receive a relatively noise-free copy of the
transmitted signal, the spreading code feedback connections and initial phase can be determined
in a straightforward manner. The number of symbols that must be received without error is
 
where  is the number of stages of the shift register generator and   is much shorter than the
period
  
 - 	  of the m-sequence. The assumption that   symbols be received without
error can only be made in special circumstances so that the security of m-sequences may in fact
be slightly better than theory implies.
Another family of spreading codes that is widely used is the Gold codes. The Gold codes were
invented in 1967 specifically for multiple-access applications of spread spectrum. A goal of
the spread spectrum system designer for a multiple-access system is to find a set of spreading
codes such that as many users as possible can use a band of frequencies with as little mutual
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interference as possible. The specific amount of interference from a user employing a different
spreading code is related to the cross-correlation between the two spreading codes. Relatively
large sets of Gold codes exist which have well controlled cross-correlation properties. The
Gold code sets have a cross-correlation spectrum which is three-valued. The cross correlation
    U      H/  A  	   spectrum of pairs of m-sequences can be three-valued, four-valued, or
possibly many-valued. Certain special pairs of m-sequences whose cross-correlation spectrum
is three-valued, where those three values are:






AH   7K  	  
(1.12)
where:
 K:        ?     	 A  3:;=< K ;=( (   ?     	   3:;=< K  6 K (1.13)
where the code period
  
  	  , are called preferred pairs of m-sequences. Gold codes are
families of codes which are constructed by a modulo-2 addition of specific relative phases of
a preferred pair of m-sequences [5]. Gold codes are used widely in real systems such as the
Tracking and Data Relay Satellite System (TDRSS-NASA) and the UMTS. Another import-
ant family of PN codes is the Kasami sequences which have optimal cross-correlation values
touching the Welch lower bound [5],pg 326. Details on Kasami sequences can be found in [5].
Finally we should refer to the orthogonal codes which have zero cross-correlation. They may
seem to be attractive to replace PN codes which have non-zero cross-correlations but on the
other hand, the cross-correlation value is zero only when there is no offset between the codes.
In fact, they have large cross-correlation values with different offsets, much larger than PN
codes. The autocorrelation properties are usually not good either. The Welsh codes are an ex-
ample of orthogonal codes which are generated by applying the Hadamard transform upon 0
repeatedly.
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1.3.2 Basic acquisition techniques, crucial parameters and performance meas-
ures.
Let us suppose that the transmitted signal is given by:
        ( )&   $  (1.14)
In equation 1.14, the parameters  and  $ stand for the waveform’s average power and carrier
frequency respectively,   is the  PN code with chip duration ! $ and (  is a binary data
sequence (which might or might not be present during the acquisition mode). The received
waveform is, then, given by:
<        (  & 	=! $ 
    $   C .     K   (1.15)
where K   is Additive White Gaussian Noise,  C denotes the frequency offset due to the
Doppler effect, V! $ is the PN code delay with respect to an arbitrary time reference and 
the carrier phase offset. According to equation 1.15 the synchroniser’s task is to provide the
receiver with reliable estimations  ,  C and  , of the corresponding unknown quantities so
that despreading and demodulation can follow [18]. Usually the receiver assumes that there are
certain bounds for both the phase and frequency offsets (denoted by
 ! and B3 respectively)
which are subdivided into smaller areas
  !  3 . Each of the pairs    ! M  =3  is evaluated by
attempting to despread the received signal using the central phase and frequency of the    ! M  =3 
region. An energy detector at the despreader output measures the signal plus noise energy in
a narrow bandwidth at a known frequency. If the phase and frequency of the local generated
code are correct, the received signal will be despreaded, translated to the central frequency of
the bandpass filter, and the energy detector will detect the presence of signal. Figure 1.6 is a



















Figure 1.6: Simplified block-diagram of a synchroniser. [4]
16
Introduction and theoretical background
Crucial parameters and performance measures: The most important parameter of interest is
probably the mean acquisition time ! " $% and its statistics. The mean acquisition time must
be as short as possible, as communication can be accomplished only after synchronisation has
been established. The time that the decision device spends examining each one of the possible
uncertainty subregions    ! M  =3  is known as the dwell time 	 + . Two additional parameters are
also associated with the detector performance. The detection probability
 +
is the probability
that the detector correctly indicates synchronisation when the local and the received codes are
properly aligned. The false alarm probability
  " is the probability that the detector will falsely
indicate synchronisation when the two codes are actually misaligned. When a false alarm does
occur it is assumed that it can be recognised and thus resuming the search for the proper cell
after some time, known as penalty time ! 4 . The penalty time in some systems is random, but
for simplicity reasons it is usually modelled with fixed time, multiple of the dwell time, i.e.
! 4   U 	 + . The detection and false alarm probabilities strongly depend on the threshold choice.
If the threshold is too high then the
  " will be low enough but at the same time the  + is
also reduced. On the other hand, a low threshold will lead to high
 +
and high
  " . In spread
spectrum systems, usually, a Constant False Alarm Rate (CFAR) criterion is adopted according
to which the threshold is set so as to maintain a fixed false alarm probability. It can be easily
shown [5] that for an active implementation of the acquisition system, similar to that in figure
1.7, the set of equations that determine the threshold for a given false alarm probability is:
  ,+      	    
    A 	  
  
! J    	 +     	 +     A    "  (1.16)
where
    is the Marcum’s function,  is the bandwidth of the bandpass filter in figure 1.6, 	 +
the dwell time and '  is the SNR at the output of the correlator (i.e before the energy detector
in figure 1.6). For a matched filter implementation of the acquisition system, the threshold ! J
for a given
  " [19] can be set using:
 "       (1.17)
where 

is the variance of the AWGN. We must notice that, although we will not discuss it in
detail, the CFAR algorithms is a very important issue for the PN code acquisition systems. For
a detailed analysis of some CFAR algorithms, see [20–22], while an adaptive scheme suitable
for fading channels is described in [23]. The ! " $% also depends on the choice of the uncertainty
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regions   ! M  3  and subregions    ! M  =3  , as well as the search strategy, i.e. the procedure
adopted by the receiver in its search through the uncertainty region, the choice of which is an
important aspect and is well documented in the references [4, 5, 11].
Decision strategy. The decision whether the system has accomplished synchronisation or not,
involves procedures that can be further categorised as follows:
 Decision rate: Correlators can be divided into active and passive. In the case of act-
ive correlators, the received PN waveform is multiplied by the local reference and, after
square-law envelope detection to remove the unknown carrier phase, an integrate-and-
dump device is used to make an acquisition decision by comparison with a threshold
(figure 1.7). This type of correlation is characterised by the fact that the local PN gen-
erator is running continuously, and hence, a completely new set of 	 +  ! $ chips of the
received signal is used for each successive threshold test. There is a basic limitation in
the search speed, since the local PN reference can be updated only at 	 + -s intervals. If the
position update is
   chips then the search rate in chips/s (for the single dwell serial
search) is:
























Figure 1.7: Simplified block-diagram of an active serial search synchroniser. [5]
A passive or matched filter correlator (figure 1.8), on the other hand can provide fast
acquisition, as the search rate is highly increased compared to the active correlators. An

-chip segment of a PN waveform can be represented by the expression:
H 
 A     	 K 	  .! $O (1.19)
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where:
   M  )      
	  	 ! $  ;  J  <   (1.20)
Using equation 1.19, the Fourier transform of the impulse response
J   of the matched
filter is given by:
>          H   A      "   H    	 A    (1.21)
where
     is the complex conjugate of the Fourier transform of    . Ideally the MF
gives no correlation with the received code until the identical segment in the incoming
code matches perfectly with the impulse response of the filter, at which moment max-
imum correlation occurs. A filter matched to a PN code can be implemented as an ana-
logue taped delay line or as a digital shift register [3]. If

is the sampling rate of the
waveform, the search rate (in chips/s) is now given by:





times faster then the active correlator. On the other hand, the presence of
data modulation and frequency offsets can significantly deteriorate the performance of
a matched filter synchronisation system. Extensive analysis of the matched filter imple-




















Figure 1.8: Matched filter implementations: (a) bandpass, (b) lowpass equivalent. [4]
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 Integration time type: The observation time of the detector can either be fixed, or vari-
able. For the category of fixed dwell time there is a further subdivision into single dwell
and multiple dwell detectors. The single dwell detector will actively correlate the re-
ceived signal with the local replica of the PN code and then spend a well defined time
duration 	 + (the dwell time) in order to decide whether the system is synchronised or not.
It is important to notice that every phase of the local PN code is examined for the same
time, even though only one of them is the correct one. The statistical properties of this
method are well studied [4, 5, 31, 32]. Multiple dwell detectors (figure 1.9) are based on
the idea of discarding the false cell as fast as possible while not letting the
  " become
too large due to this fast rejection. Every cell undergoes K successive tests, each one
having duration of 	 + / , such as:
	 +&A 	 	 +  	 	 	 + 
As soon as one of the tests fails, the detector declares out of synchronisation state and
updates the phase of the local reference. If one cell succeeds in all tests, the detector
declares in-synchronisation state and proceeds to the code tracking mode. A detailed
analysis of multiple dwell detectors can be found in [4, 5, 31]. The multiple dwell time
system uses discrete steps to increase the dwell time of each test. Another possibility is
to allow the integration time to be continuous and replace the multiple threshold tests by
a continuous test of a single dismissal threshold. This is a case of a variable dwell time
system, known as sequential detector and the underlying idea is to minimise the mean
time to dismiss a false cell. Thus, since all the cells, except one, are false, sequential
detection can reduce the mean acquisition time. Further details about sequential detection
can be found in [4,5,33], while a comparative evaluation of the previous methods can be
found in [27]
 Search strategies: There are two straightforward ways of looking into the uncertainty area
in order to locate the correct cell. The serial search i.e., going through every possible cell
serially is the simplest method. Assuming ideal conditions (
 +   
and
  "   ) the
worst case acquisition time will be ! "$%    	 + , where  is the total cell number and 	 +
the dwell time. An obvious improvement to the previous method is to search all cells at
the same time. This is the full-parallel search and the acquisition time will be ! " $%   	 + .
The main disadvantage of the serial search is that for large number of cells (as in the
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Figure 1.9: Simplified block-diagram of a multiple dwell synchroniser [5].
case of two-dimension search due to frequency offsets) the acquisition time can be very
large. On the other hand, the full-parallel search of a two-dimension area leads to non-
practical hardware complexity. A good compromise between the two previous methods
is the serial-parallel search. For a total number of

cells to be searched, a block of
   	 
cells is searched in parallel. If no synchronisation occurs the search
phase is updated by

cells, until synchronisation occurs. The acquisition time (ideal
conditions) is:
! " $%    	 + (1.23)
which is better than the serial search and the hardware complexity is lower compared
to the full-parallel case. Apart from those three main techniques there are numerous
special cases depending on the acquisition criterion (maximum a posteriori, maximum
likelihood) and whether there is an a priori information about the position of the correct
cell in the uncertainty area. Extensive analysis can be found: serial [11, 14, 31] , parallel
[4, 5, 34] , serial-parallel [19, 35] , general on acquisition techniques [20, 21, 36–38]. In
the next chapter an a priori probability density function of the position of the correct cell
for a LEO satellite spot beam will be derived and certain search strategies suitable for
this pdf will be analysed and simulated.
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1.4 Doppler Effects
In order to fully describe the effects of Doppler, equation 1.15 must be modified into:
<        ( &

 	  
 =!#$     $	  C       K ) (1.24)
The parameter    is the received code-frequency offset (expanded or compressed PN pulse) and
 C is the carrier-frequency offset. The rest of the symbols are defined as in equation 1.15. The
sampled, baseband model of the received signal (assuming no data) can be written as:








 ?       	 # &7! 8  	   K L (1.25)
where
# 
is the projection of the velocity of the transmitter on the line connecting the transmit-
ter and the receiver,  is speed of light,

 
	$ is the carrier-frequency offset, 	 the unknown PN
code phase, ! 8 is the sampling time ( ! 8   ! $   ) and W is the length in chips of the PN code.
Equations 1.24 and 1.25 show that there are two major effects, namely:
 Carrier-frequency offset (CaD)
 Code-frequency offset (CoD)
If the CaD is small enough we can usually neglect CoD (this may not be the case in LEO
satellites where both Doppler effects, are not only large but also time-varying). The main
problems caused by Doppler are:
 Long-term decorrelation between the received and local generated PN code
 Prohibitively large mean acquisition time
 Decrease of the detection probability  +
 Unpredictable search rate
It can be shown [19] that for a matched filter implementation and code length

, the normalised
frequency response is given by:
  C  3 C   

 
    3 C ! $  
    3 C !#$ (1.26)
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Figure 1.10: Normalised frequency response of MF in Doppler environment.
We can easily see from figure 1.10, which is drawn for
 ! $   	       s, that acquisition
is impossible unless Doppler is compensated. Generally it has been shown [28] that loss of
coherence between the local and received carrier frequencies over the correlation integration
period ( 	 / ) leads to a loss given by:
W ;     	    A ? 
#  3 C 	 / 
 3 C 	 /

(1.27)
Equation 1.27 implies that there is a maximum useful length of the coherent correlation block.
Due to the CoD even if the reference and received waveforms are initially coincident (zero
timing-offset), the relative time offsets will grow linearly with time, according to [39]:
!    ;=3 3      /  O ! 8 #    	 # (1.28)
where #    is the candidate Doppler velocity and  / the time progress in samples. Therefore
when high Doppler is present the CoD causes code chip slipping during the correlation, which
leads to decorrelation, resulting in reduced detection probability. Another point is that in the
two-dimensional search, described in the previous section, the time offset is now time-varying
and not a constant parameter. The CoD also affects the average search rate. An extreme case is
when the code phase shift caused by CoD over a single dwell time is equal to the step size of
the search, resulting into zero search rate. It has been shown [40] that the mean search update
(  ) in chips caused by CoD is:
  
 ! $
! $  	 C  3 $  U 	 C  3 $   " (1.29)
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The mean acquisition time is given by:
 !#"$%   
 	  +     U  "   +  	 C 
 
 
 	 C  3 $	 U 	 C  3 $   " (1.30)
where





the step size of search in fractions of a
chip,
 3 $ the code Doppler in chips, 	 C  3 $ the PN code phase shift due to CoD during dwell
time,
U 	 C B3 $ the code phase shift during hit verification. The mean acquisition time if no
Doppler is present is given for comparison:
 ! " $%   




B3 $ can be negative or positive leading to an increased/decreased acquisition time. We must
note that equations 1.30, 1.31 are valid under the assumption that the detection probability
 +
is constant, which, as previously mentioned, is not usually the case.
In the last paragraphs of this section, the main points of all the anti-Doppler methods that
have been retrieved from bibliography will be presented, highlighting the basic ideas of each
technique. A very general mathematical concept on which many of the known anti-Doppler
techniques are based is the Maximum-Likelihood (ML) criterion. According to ML criterion
a search area is defined (usually two dimensional) and a statistical function depending on the
correlation between the received and local generated PN codes, is calculated for every cell of
the uncertainty area, following some searching strategy (ideally full parallel search). The cell
that maximises the statistical function is the correct one. Referring to equation 1.24, the ML
estimates of  ,    and  C are those who simultaneously maximise the:
W   M    M  C   


    
<   &  	    	





To implement the ML criterion, the Approximate ML estimator (AMLE) has been proposed
[41, 42] which approximates the operation of a two-dimensional ML estimator using a discrete
correlator for delay and an FFT for frequency estimation. The all-digital implementation of the
correlation will be based on the so called ’Fast Convolution’ which is a fast way to calculate
the correlation (which can be calculated as a convolution) between two signals, using FFT
techniques, based on the fact that a convolution in the time domain is a multiplication in the
frequency domain.
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As mentioned before, due to carrier and code Doppler and also due to data modulation (if any)
there is a maximum useful length of coherent correlation. A common way to combat the effects
of decorrelation is the coherent/incoherent correlation method. According to this method the
overall correlation is done in two parts: the first one is a linear, coherent correlation performed
on relatively short code segments (short enough to consider the Doppler shifts constant over
this interval) and the second one is the incoherent correlation which is the sum of the squares
of the linear correlation results which is not affected by phase rotations. The final two parts
correlations are used for the ML-based decision. The number of incoherent summations is
limited by the fact that the squaring of the noise terms degrades the performance. Extensive
analysis on the coherent/incoherent correlation can be found in [24, 43].
Matched filters are extensively used in anti-Doppler techniques resulting in improved acquisi-
tion times. In [26] four rapid code acquisition algorithms using PN matched filters have been
reported. Those algorithms use the coherent/incoherent correlation method, described earlier.
Two of them are fixed dwell algorithms [parallel (PL-FDD) and parallel-serial (PS-FDD)],
while the other two are based on sequential detection [parallel (PL-SD) and parallel-serial (PS-
SD)]. All four of them use a certain search strategy to go through the uncertainty area. They all
involve the calculation of coherent partial correlations for each cell or block of cells (sections)
and then an incoherent summation to calculate a final statistical quantity, upon which a decision
is based.
Sequential detection in the presence of data modulation and Doppler shift has been studied
in [33]. The a) ideal log-likelihood function, b) quantised log-likelihood function and c) biased
square law sequential detectors were studied for a

kHz residual carrier Doppler frequency
offset,
 
chips/s code Doppler offset, code length
W   
chips and chip rate
 $    	
kchips/s. It was found that high code Doppler shifts are tolerated in the absence of data modula-
tion and residual carrier Doppler. A serious degradation of mean acquisition time was observed
when data modulation and residual carrier Doppler were present.
In [39] a joint acquisition of both the time delay and Doppler velocity was attempted. A two-
dwell system, using a short duration correlation to acquire the timing information, with a sub-
sequent longer correlation to acquire the Doppler velocity is proposed. The joint acquisition
process is modelled by a finite state Markov chain, and the performance of the system is charac-
terised by the mean and variance of the acquisition time, which are calculated with a technique
different from the well-known equivalent circular diagram [14]. A different analytical tech-
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nique for evaluating mean and variance of the acquisition time, is presented. This system is
not suitable for multiple-access scenarios, since the two-dwell correlator structure is highly
sensitive to interference.
A DFT technique for measurement and correction of the carrier Doppler shift in a QPSK re-
ceived signal has been presented in [44]. There are two proposed systems: The first one utilises
a DFT of the input signal and estimates the Doppler shift, by the corresponding shifts of the
raised cosine envelope of the DFT values, while the second system makes use of two correlators
to evaluate the Doppler shift simpler and faster. A reduction in the residual Doppler shift from

kHz to less than about
 
Hz can be achieved in less than 3 s.
A different approach to PN acquisition, suitable for CDMA LEOS systems, has been presented
in [45]. This approach is based on transforming the two-dimensional code Doppler and delay
uncertainty area   M2 into a new uncertainty region ! $ M2 , where ! $ is the period of the
correlation pulses at the output of a sliding correlator. The basic idea is that, for each specific
code Doppler  
/
the interval between two correlation pulses during synchronisation, has a
different value ! $  / , so by using serial or parallel search through a ! $ uncertainty area we can
locate the correct cell.
A different acquisition technique in high Doppler environment has been analysed in [46] ac-
cording to which an FFT technique is used to estimate the Doppler offset of a CW pilot carrier
signal which is located at the edge of the spread spectrum signal where the first null occurs.
This CW signal is detected by the receiver, which estimates its frequency and hence the car-
rier offset. The method allows a Doppler shift compensation to within

Hz (with an initial
Doppler shift range of 	  	  
   kHz) and by using serial search method, single correlator





s. This method has the disadvantage of using power (CW pilot carrier) for
non-data transmission.
A fast acquisition system can be derived by combining the serial-parallel architecture, described
in an earlier section, with an FFT technique which scans all possible Doppler frequency in one
dwell time by correlating the incoming signal with a set of phasors rotating at frequencies
covering the range of possible Doppler shifted carrier frequencies [19, 35, 47]. The system
utilises

complex correlators of length  such that      , where  is the length of the
PN code. The output of the

correlators are fed into a

point FFT processor, the output
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of which depends on the frequency difference between the local oscillator and the received
signal (i.e for zero frequency difference -that is zero Doppler shift- the maximum output of the
FFT is obtained from the first bin of the FFT corresponding to a zero Hz frequency offset). A
maximum signal selector after the FFT processor is used to locate the correct Doppler shift.
1.5 The acquisition problem in the third generation (3G) systems
Over the past decade a significant, nearly global, effort has been made to upgrade and unify (as
much as possible) the existing mobile networks. The new system, known as Universal Mobile
Telecommunications System or UMTS, is a complicated mixture of proposals, standards and
specifications. Many aspects of UMTS are still ambiguous or even unknown, as these lines
are written. What is definitely known and well established, is that UMTS is a spread spectrum
based communication system and as such, synchronisation is an important task. In what fol-
lows, we will, briefly, describe the initial synchronisation procedure in the frequency division
duplex-UMTS system based on the guidelines that can be found in the 3GPP documents. The
documents are publicly available at the 3GPP website: http://www.3gpp.org . Certain details
and terminology of UMTS are considered to be known.
Before describing the synchronisation procedure, it is useful to define the channels and codes
that are involved. The synchronisation procedure uses two channels, the synchronisation chan-
nel (SCH) and the primary common control physical channel (primary CCPCH) as depicted in
figure 1.11. The SCH consists of two sub-channels: the primary SCH (pSCH) and the second-
ary SCH (sSCH) which are code multiplexed. The pSCH consists of a 256 chips long Gold
code, the primary synchronisation code, which is transmitted at the beginning of every slot and
it is the same for all the cells within the system. The pSCH is used for slot synchronisation. The
sSCH consists of a repeatedly transmitted sequence of 15 codes, which are called secondary
codeword. The sSCH is related to the downlink scrambling code identification. The scrambling
codes are divided into 64 code groups with 8 codes in each group (
    
). They are based
on the Gold codes and they are assigned to each cell (each base station has its own scrambling
code) at the initial deployment. They are one frame long (40960 chips=10 ms). The secondary
synchronisation codes are derived from a (15,3) Reed-Solomon code over a 16-ary alphabet
(made of 16 possible secondary synchronisation codes) and each codeword corresponds to a
particular group of scrambling codes. As a result, the sSCH is used for frame synchronisation
and code group identification. A detailed description of the channels and codes can be found
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Figure 1.11: Synchronisation and primary common control physical channel [6]
it has the lowest path loss. It then determines the downlink scrambling code and frame syn-
chronisation of that base station. This is accomplished in three steps:
step 1: slot synchronisation
... ... ...
Two rays from BSi







,.- / 0 1
Figure 1.12: Slot synchronisation using matched filter to the  4 [6]
During the first step of the initial cell search the mobile uses the pSCH to acquire slot syn-
chronisation to the strongest base station. This can be done using a matched filter (or any
similar device) matched to the primary synchronisation code  4 which is common to all base
stations (cells) as depicted in figure 1.12. The output of the matched filter will have peaks for
every ray of each base station within range of the mobile. The position of the strongest peak
gives the timing of the strongest base station modulo the slot length. Non coherent accumula-
tion can be used to improve the reliability of the decision. The number of accumulated slots is
a parameter that must be optimised as shown in [48].
step 2: frame synchronisation and code group identification
During the second step, the mobile station uses the sSCH to acquire frame synchronisation and
identify the code group of the base station found in the first step. This is done by correlating
the received signal at the positions of the secondary code with all possible secondary synchron-
isation codes and identifying the maximum correlation value. Since the cyclic shifts of the
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sequences are unique the code group as well as the frame synchronisation is determined [6,48].
step 3: scrambling code identification
During this last step of the initial cell-search procedure, the mobile station determines the exact
scrambling code used by the found base station. At this point, the primary CCPCH is used
and the scrambling code is identified through symbol-by-symbol correlation over the primary
CCPCH with all codes of the code group identified in the second step. In order to reduce the
probability of wrong/false acquisition, due to channel effects, the correlations have to be per-
formed over a number of symbols. This third stage requires a large amount of computational
power and all the relative parameters must be optimised in order to achieve small acquisition
times.
Details of the optimisation analysis for all 3 stages can be found in [49], a discussion on the dif-
ferences among the various code planning configurations (scrambling code allocation) in terms
of various synchronisation performance parameters can be found in [50], details on the effects
of the mobile station’s crystal oscillator drifts as well as other practical acquisition issues for
UMTS can be found in [51] and finally a more detailed description of all three initial cell search
stages can be found in [6, 48].
There is a large number of papers describing PN code acquisition methods and techniques
suited for DS/CDMA third generation mobile networks. We will describe and use some of these
techniques during this thesis in order to compare and evaluate our results. At this point, a short
reference to interesting or simply non-conventional techniques will be given. A synchronisation
system based on adaptive filtering techniques is described in [52]. The LMS algorithm is used
to minimise the Mean Square Error (MSE) between the filter output, and a desired response,
which is chosen as the locally generated PN sequence. If convergence is detected, the delay
offset is estimated from the tap number at which the tap-weight vector is peaked. We will refer
to this system in a later chapter. Another adaptive technique based on the Hebb rule is described
in [53]. In [54], an idea is introduced according to which, an auxiliary signal is used, as opposed
to the PN signal itself, for correlation with the incoming signal. The cross-correlation function
of the auxiliary and the PN signal has a triangle shape that covers the entire period of the PN
signal. The method gives good performance compared to serial search active techniques. The
performance of a matched filter acquisition system, with a median filter as the aiding device to
cancel CW jamming in the AWGN channel is investigated in [55]. Near-far robust acquisition
techniques, are described in [56,57]. They are subspace-based, joint time-delay and frequency-
shift estimation techniques where, MUSIC-type algorithms are analysed and used for code
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acquisition. The use of a sequential probability ratio test for the code acquisition in chips
synchronous DS/SS systems is considered in [58]. The out-of-phase sequence is modelled as
a random sequence, rather than a zero sequence model. It is shown that the random sequence
assumption is more accurate, (under certain conditions) than the usual zero sequence model.
An interesting idea, is examined in [59] according to which, space diversity techniques are
introduced to the code acquisition of a DS/SS signal. In [60] a very interesting problem, that
is usually totally ignored, is addressed. The impact of the chips waveform shaping in the
acquisition procedure, is investigated. Most papers assume a square pulse shape for the PN
code, while in this paper five different pulse shapes are examined. For further reading on
spread spectrum communications and general aspects of code acquisition, refer to [36, 61–72].
1.6 An overview of LEO satellites CDMA systems
LEO satellites will probably play a significant role in world wireless communications of the
near future. LEOs are either elliptical or (more usual) circular orbits at a height of less than
2,000 km above the surface of the earth. The orbit period at these altitudes varies between
ninety minutes and two hours. The radius of the footprint of a communications satellite in LEO
varies from 3000 to 4000 km. The maximum time during which a satellite in LEO orbit is above
the local horizon for an observer on the earth is up to 20 minutes. A global communications
system using this type of orbit, requires a large number of satellites, in a number of different,
inclined, orbits. When a satellite serving a particular user moves below the local horizon, it
needs to be able to hand over the service to a succeeding one in the same or adjacent orbit.
Further, the coverage area is subdivided among a large number of individual spot beams, rather
than spread across a single broad beam. This permits the reuse of frequency channels among
non-interfering beams. It also increases the gain at the transmitting antenna, thereby increasing
the power received at the small hand-held terminals. But these benefits come at the cost of
greater complexity in the satellites. Due to the relatively large movement of a satellite in LEO
with respect to an observer on the earth, satellite systems using this type of orbit need to be
able to cope with large Doppler shifts. Satellites in LEO are also affected by atmospheric drag
which causes the orbit to gradually deteriorate.
The communication channel is usually modelled as a Rician fading process. The exact channel
model depends on various parameters like the orbit type, atmospheric effects, terrain and elev-
ation angle, [73–78]. From the code acquisition point of view, the main difficulty, that does not
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Features Globalstar Iridium Teledesic
Service types voice, data, fax, voice, data, fax, voice, data, fax,
paging, position location, paging, messaging voice, data, fax,
short message service, position location paging, video
Voice (kbps) adaptive 2.4/ 4.8/ 9.6 2.4/ 4.8 16
Data (kbps) 7.2 sustained throughput 2.4 16-2048
Modulation QPSK QPSK –
Satellite lifetime - years 7.5 5 10
Table 1.1: Services and communication-related features
Orbits and geometry Globalstar Iridium Teledesic
Altitude (km) 1410 780 695-705
Number of satellites 48 active 66 active 840 active
8 in-orbit spares 6 in-orbit spares up to 84 in-orbit spares
Inclination - degrees 52 86.4 98.16
Satellite visibility - min. 16.4 11.1 3.5
Minimum mobile terminal 10 8.2 40
elevation angle
Min. mobile link one way 4.63 2.60 2.32
propagation delay - ms
Max. mobile link one way 11.5 8.22 3.40
propagation delay - ms
Table 1.2: Orbital and geometrical features
exist in terrestrial systems, is the large Doppler frequency [35,45,46,74,79]. Most of the time,
carrier Doppler is several times higher than the bit rate so that cross-correlation function of the
input signal and a local code would be significantly degraded. More details were given in an
earlier section of this chapter, while in the next chapter a method of providing information for
the Doppler pdf is described.
Currently there are three major commercial LEO satellites projects: Globalstar, Iridium and
Teledesic. The following tables summarise the basic features of those three commercial pro-
jects. The terms L-Band is 0.5 to 1.5 GHz, C-Band is 4 to 8 GHz and Ka-Band is 18 to 31
GHz. All tables as well as the following two figures showing the constellations and the spot-
beam patterns of two major commercial LEO projects have been retrieved from Lloyd Wood’s
homepage: http://www.ee.surrey.ac.uk/Personal/L.Wood/ [7] (all figures created using the SaVi
software). Extensive analysis and reports on both technical and commercial subjects concern-
ing LEO satellites can be found in [7, 80–89]. For further reading on satellite communications
and digital signal processing, refer to [9, 90–96] [97–100] [101–107]
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Beam and re-use Globalstar Iridium Teledesic
characteristics
Multiple access method CDMA-FDMA TDMA-FDMA TDMA-SDMA
FDD TDD FDMA
Beams per satellite 16 48 64 beams(supercells),
576 cells
Beam diameter - km 2254,average 600,minimum 2.9 (cell diameter)
Footprint diameter - km 5850 4700 1412
Reuse factor 768 180 2222
Satellite antenna fixed, fixed, steerable,
moving cells moving cells earth-fixed cells
Table 1.3: Beam and reuse characteristics
RF characteristics Globalstar Iridium Teledesic
Mobile downlink 2483.5-2500.0 1616.0-1626.5 Ka-Band
frequencies - MHz (S-band) (L-Band)
Mobile uplink 1610.0-1626.5 1616.0-1626.5 Ka-Band
frequencies - MHz (L-band) (L-Band)
Feeder uplink 5.091-5.250 27.5-30.0 Ka-Band
frequencies - GHz (C-band) (Ka-Band)
Feeder downlink 6.875-7.055 18.8-20.2 Ka-Band
frequencies - GHz (C-band) (Ka-Band)
Inter-satellite link N/A 22.55-23.550 60
frequencies - GHz
Handover yes yes yes
Link (fade) margins 11-16 dB 16 dB voice, –
(dB) equivalent margin 35 dB paging
Satellite output 1000 1400 –
power - W
Table 1.4: Frequencies and other RF characteristics
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(a) Globalstar satellites and spot-beams. (b) Teledesic satellites and spot-beams.
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Initial acquisition of the PN code phase is generally the most difficult operation to be performed
in any spread spectrum system. The mean acquisition time can be significantly improved if we
provide the searching mechanism with some a priori information about the position of the
correct cell in the uncertainty region. Using this information and a suitable searching strategy
one can usually optimise the search and improve the statistics of the acquisition time.
In this chapter a method to calculate the Doppler shift probability density function (pdf ) within
a satellite spot-beam is presented. It is shown that depending on the satellite’s velocity and
position as well as the position of the spot-beam, not all Doppler shifts are equally probable to
occur. The Doppler pdf within the spot-beam is a parabola-like function with the Doppler shift
corresponding to the centre of the beam, being the most probable to occur.
2.1 The flat spot beam assumption
LEO satellites have large velocities due to the low altitude of the corresponding orbits. Assum-
ing a circular orbit the velocity
#
is given by the formula:
#       ( (2.1)
where
(
is the distance between the satellite and the centre of the earth and the product
    
 
     A m  s    . From equation 2.1 and assuming a maximum altitude of  km, LEO
satellites’ velocities can be greater than

m/s. Thus, for a carrier frequency of
* $  
 GHz
the Doppler shift ambiguity can be as large as
 
kHz and the time to locate the correct Dop-
pler shift can be quite large. In order to minimise the search time, we try to calculate the
probability density function (pdf) of the Doppler shift within a satellite spot beam. The basic
assumption made, in order to produce a simple and usable model for the density function, is
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(a) A constant Doppler cone (with axis of revolu-












(b) Simplified geometry (flat earth) for Doppler cal-
culation
Figure 2.1: Basic geometrical models for the calculation of the Doppler pdf.
that of a flat spot beam area. The validity of this assumption for LEO systems will be discussed
in the next section. We define a rectangular coordinate system (figure 2.1(b)) where the y-axis
is parallel to satellite’s velocity. The satellite is at   M  M >  and   M   is a point on the earth
which we assume to be the D    plane [88]. The Doppler frequency at   M    is given by:
* +   * $ #    (2.2)
where
* +
is the Doppler frequency offset,
* $ the carrier frequency,  the angle between the
velocity
#
and the position vector and  the speed of light. It is easy to see from equation
2.2 that all the points that belong to a conic surface with axis of revolution the line D   > of
the     plane, vertex at   M  M >  and cone semi-angle  , have the same Doppler shift [88]
(figure 2.1(a)) which can be calculated by the equation 2.2 for 
  
. Thus the intersection of
this cone with the D   plane (representing the surface of the earth), corresponds to constant
Doppler lines (CDL) on earth (figure 2.2). It can be shown that the CDLs, corresponding to the
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CDA CDLy / H
x / H
Figure 2.2: CDLs and the corresponding CDAs. The satellite is at (0,0,750) km, the velo-
city U=7425 m/s, the spot beam radius is 75 km and the centre of the beam is at




 -0/   	

rad and
 - "&1    
 rad.
flat earth geometry previously described, are hyperbolas given by the equation:
   >            (2.3)
where

is the cone semi-angle and
>
the altitude of the satellite. We assume a circular spot
beam (although the same analysis applies to an elliptical beam) the centre of which is at   M  
and that the receiver can tolerate a small Doppler shift  * 8  , which is taken to be   Hz [46]
for the simulations that have been performed. Thus, we can assume that all the mobile receivers
which happen to be between two successive CDLs face approximately the same Doppler shift.
As a result, two successive CDLs corresponding to an
* 8
Doppler frequency difference, define
a constant Doppler area (CDA) in the spot beam as illustrated in figure 2.2. The number of
CDAs defines the number of the Doppler bins to be searched. It is obvious from figure 2.2 that
some CDAs are larger than others leading in a greater probability for a mobile user to be in this
area and thereby greater probability for the corresponding Doppler shift to occur. The number
of Doppler bins is a function of the spot beam’s centre position and the Doppler step  * 8  and
can be calculated by the simple formula:




* + - "&1 , * + - /  are the maximum and the minimum Doppler shifts that a mobile user will
have to handle in the spot beam. Those two frequencies can be calculated using equation 2.2 by
substituting  with  -0/  and  - "&1 respectively. A detailed mathematical analysis of the CDL
model can be found in appendix A. We must note that another assumption was made at this
point. It was assumed that all mobile users are uniformly distributed within the spot beam. The
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uniform distribution of the users is often used in terrestrial systems. In satellite systems, though,
this assumption may not be as accurate as in the terrestrial networks. This is particularly true
for spot beams with large sea-area or spot beams that include areas of very different population
density. Nevertheless, it is necessary in order to get a first idea of the Doppler distribution
within the spot beam and it will be used throughout this work.
The probability of each Doppler cell is calculated as a fraction of the area between the two
CDLs defining the cell (figure 2.2) and the total spot beam area. The pdf is extracted by the
probability curve by normalising it, so that the total area below the pdf curve is 1. Three math-
ematical models for the Doppler pdf have been developed, based on area calculations. In all
models the hyperbolas have been replaced by straight lines (their tangents) in order to simplify
the area calculations. Each model was more accurate than the previous one and the goal was
to obtain a simple analytical formula for the Doppler pdf in order to use it for the calculation
of the PN code acquisition time statistics. However, the area models are complicated. As a
result a fourth model, that of a parabola, is being proposed. All the mathematical details of the
4 models are presented in the appendix A.
 Model 1: The tangents to the hyperbolas are all parallel to the x-axis. This assumption is
accurate only if the spot beam centre is close to the    line (    > ).
 Model 2: The tangents to the hyperbolas are all parallel to each other, but form a certain
angle with the x-axis. The angle is calculated (see appendix A) and used in the pdf
calculations. This assumption is accurate enough for the greatest part of the x-y plane,
but not when the spot beam centre is far away from the   M   point (    > ).
 Model 3 (area model): The tangents to the hyperbolas are not parallel to each other any
more. The angle between them is calculated and used in the pdf calculations. It is very
accurate and we will refer to it as the area model.
 Model 4 (the parabola): A simple analytical formula (that of a parabola) is used to fit
the Doppler pdf. The parabola is not as accurate as the area model, but it is very simple
and will later enable the calculation of the acquisition time statistics. This would be very
difficult by using the area model because the final equation is too complicated to be used
in the mean acquisition time calculations.
Figure 2.3 presents the theoretical Doppler pdf for the area model in comparison with the exper-
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(b) Doppler pdf results for (xo,yo)=(350,350) km.
Figure 2.3: Doppler pdf for various spot beam centres
imental one, generated by simulations using the geometry of figure 2.1(b). In the simulations
the spot beam is replaced by a
 P  P points grid of uniform density. The Doppler shift is calcu-
lated at each one of the grid points. If
 /
points have Doppler frequencies corresponding to the
 bin, then the probability of this bin is ,/    /   P  P . The satellite’s altitude is 	 km (which
is the altitude of the Iridium constellation), while the spot beam radius is

km which is smal-
ler than the Iridium spot beam ( 600 km) but almost the size of a Teledesic supercell (square
160 km on each size). As we can see in the figures, the area model is very accurate. The results
for models 1 and 2 are not given here as they are similar to the area model, only not as accurate.
It is obvious from figure 2.3(b) that the area model becomes less accurate for spot beam centres
away from the sub-satellite point   M   . This is due to the fact that the hyperbolas are not very
well approximated by their tangents anymore. All simulations, under the flat earth assumption,
resulted into almost symmetrical pdfs, like those in figure 2.3. Thus, it is reasonable to fit the
actual pdf with a simple, symmetrical function such as the parabola. The result is depicted by
the solid line in figure 2.4, where the parabola 
   1   
  
  % fits the simulation pdf. The
parabola is calculated using the Marquardt-Levenberg non-linear least squares algorithm [98].
In all cases, a parabola that fits the actual pdf accurately enough can be calculated. Thus, the
parabola can be used as a priori information in the calculations of the mean acquisition time.
In all the previous simulations we assumed a flat circular spot beam. Nevertheless, elliptical
spot beams are a better approximation of the real spot beam patterns. In order to investigate
if the parabola-shaped Doppler pdf is valid for elliptical spot beams we repeat the previous
simulations for the elliptical pattern. It has been found that, in all cases, the Doppler pdf can be
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Figure 2.4: The three Doppler pdf models. The satellite is at (0,0,750) km, the spot beam radius
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(b) Doppler pdf results for (xo,yo)=(1110,742) km,  	 Hz.
Figure 2.5: Doppler pdf for elliptical and circular spot beam patterns (
>  
km).
modeled as a parabola-shaped function. It is worth noticing that for a given spot beam centre, in
the case of an elliptical pattern beam a parabola-shaped function usually fits the actual pdf much
better than in the case of a circular beam. Figure 2.5 depicts the Doppler pdf for two random
spot beam centres. For each centre an elliptical and a circular spot beam have been simulated.
It is obvious that the pdf for the elliptical pattern can still be approximated by a parabola-
shaped function which is, of course, different form the parabola of the corresponding circular
spot beam. The number of Doppler bins,
* + - "&1 and *,+ - /  are also different between the two
patterns, as a result of the different geometry. The geometrical figures below the pdf curves in
figures 2.5(a) and 2.5(b) depict the spot beam patterns that were used in the simulations. The
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2.2 The validity of the flat spot beam assumption.
The basic assumption that we used so far, is that of a flat spot beam area. We did that in order
to simplify the calculations and thus gain a better insight of the problem and be able to evaluate
our results. Moreover, LEO satellites have relatively small footprints, due to their low altitude,
and furthermore large reuse factors (see table 1.3) which means that the footprint is subdivided
in a large number of sub-spot beams. The area of those spot beams seem to be small enough to
allow us to consider them as being flat. Nevertheless, it is important to be able to evaluate the
error introduced by the flat spot beam assumption. In what follows, we will present the results
of our simulations, performed taking into account the actual spheroid shape of the surface of
the earth.
In the simulations we used a perfect sphere of radius
     
km the centre of which is at
#M  M D     M  M   (referring to figure 2.1(b)). We assumed that the satellite is at  8 M 8 M D 8   
   > M  M   , which corresponds to  9  8O8 4    M 9   8L8 4     degrees, where 9  8O8 4 and 9   8L8 4
are the longitude and latitude of the sub-satellite point respectively and
>
is the orbital altitude.
The velocity of the satellite at  9  8L8 4    M 9   8O8 4     degrees is taken to be           . For
our simulations the surface of the earth was replaced by a grid of points which are located
at the intersection of parallel and meridian planes, all taken with uniform angular distance.
By doing so, the grid density increases toward the poles (see [73]) but in our simulations this
did not cause any inaccuracies, as we simulated spot beams located far away from the poles.
Furthermore, the area of the spot beams is small enough to allow a constant grid density. Details
of all the relative calculations for a non flat spot beam can be found in appendix B. Figure 2.6
depicts the Doppler shift for a random spot beam centre for a non-flat spot beam. We found
out that in general, when spherical earth is considered the CDLs can still be approximated by
hyperbolas (figure 2.7) but the resulting Doppler pdf is not a symmetrical function and can
not be approximated by a parabola-shaped function. However, for some positions of the spot
beam centres the Doppler pdf is almost symmetrical and the parabolic approximation of the
pdf is still valid. We found out, that the resulting pdf can be approximated by a parabola if the
difference between the spot beam latitude and the sub-satellite point latitude is large compared
to the corresponding longitude difference. Thus, we defined the fraction:
  




9   8L8 4 are the longitude and latitude of the sub-satellite point respectively
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Figure 2.6: The Doppler shifts for a spot beam when a spherical earth has been considered.
The centre is at  9  8  $ M 9   8 $    M  degrees, the orbital altitude is >    km
and the spot beam radius is
 8    	 km.
while,
9  8  $ and 9   8  $ are the same quantities for the spot beam centre. After a large number
of simulations, we concluded that an empirical rule in order to decide whether the Doppler pdf
can be approximated by a parabola or not, is:
  ;   9  <  (O3       <   ;9    3 
K ; K       < O  9   3  (2.6)
Figures 2.8 and 2.9 present various Doppler pdfs for a spherical earth and a sub-satellite point
at  9  8L8 4   M 9   8O8 4    degrees. The orbital altitude is >   km and the spot beam
radius is
 8     km (which are, approximately, the Iridium constellation’s characteristics).
In figure 2.8 the spot beam centre position result into    and the pdf can be approximated
by a parabola. In figure 2.9 the coordinates of the spot beam centre result into   and the
corresponding pdfs are not symmetrical. In figure 2.9(b) the spot beam centre is “behind” the
satellite  9  8  $   	  M 9   8  $   	   degrees and the negative frequencies denote the fact that
the satellite is moving away from the mobile user. It is also interesting to notice that in the case
of a non-flat spot beam the most probable Doppler shifts are towards the largest (in the absolute
sense) frequencies.
The percentage of the spot beam for which  , in which case the Doppler pdf can be
approximated by a parabola, depends on the geographical characteristics of the area that the
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Figure 2.7: The Doppler CDLs when a spherical earth is considered. The satellite is at 9  8  $ M 9   8  $      M   rad, the orbital altitude is >  	 km. The arrow in-
dicates the velocity of the satellite.














(a) Doppler pdf for    




















(b) Doppler pdf for    
Figure 2.8: The Doppler pdf for two different spot beam centres such as    . A spherical
earth has been considered. The orbital altitude is
>  	
km and the spot beam
radius is
 8      km.
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Figure 2.9: The Doppler pdf for two different spot beam centres such as   (     for (a)
and     for (b)). A spherical earth has been considered. The orbital altitude is>  
km and the spot beam radius is
 8      km.
spot beam covers and the distribution of the users in this area. In fact, it is more appropriate to
calculate the percentage of the users for which   . This depends on the particular coverage
characteristics of each satellite network. The percentage
 "   " of the spot beam area for which
 is approximately  " ( "   when a uniform distribution of users is assumed.
2.3 General remarks
We have to notice that all the previous results are based on ideal geometrical assumptions that
do not apply on a real LEO satellite system. Besides, if a LEO operator decides to use any
kind of information (Doppler pdf or any other) it would certainly base this information on real
measured data and not just theoretical calculations. The author spent a considerable amount
of time trying to obtain real satellite data but LEO systems are new commercial systems and
of course this kind of information is either unavailable or confidential. Thus, the purpose of
this work is not to provide accurate models for the Doppler pdf but to provide a reasonably
accurate framework which will allow us to investigate the implications of the Doppler shifts in
the synchronisation procedure and estimate the improvement, in terms of the mean acquisition
time, that the use of a relative a priori information would offer.
Despite the simple model we used to calculate the Doppler frequencies (as presented in Ap-
pendix B.2), we must note that the results are accurate as long as we ignore the influence of
the rotation of the earth on the velocity of the satellite. Our results concerning the calculation
of the Doppler shift, were verified by the results presented in [86]. In [86] an accurate, ana-
lytical model is derived to calculate the observed Doppler shift for a given terminal location
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and a maximum elevation angle. Although they look different, after careful examination, one
can verify that equation B.7 is identical with equation 5 of [86]. Equation B.7 was derived
using vector analysis and the Doppler shift is given as a function of the mobile’s coordinates
 - M - MD -  relative to the earth centred fixed system. On the other hand, in [86] equation 5
was derived using trigonometric formulas for spherical triangles and the final Doppler shift is
given as a function of the maximum elevation angle
 - "21 and the angle     	   )   , between
the sub-satellite point

(at the time when the Doppler is calculated) and the sub-satellite point

when the satellite is at maximum elevation. In appendix B, equation 5 of [86] is reproduced
and the equivalence of the two methods is proven. The only difference in our calculations is
that the velocity of the satellite is calculated using equation 2.1 while in [86] the velocity is
given by:
 # E   #  	     >       (2.7)
where
#
can be calculated from equation 2.1,           s  
A
is the angular velocity of
the rotation of the Earth (see [108,109]),
 
is the radius of the earth,
>
the orbital altitude and
 is the orbital inclination. For >    km,      km and    

(worst case) the error
in the velocity of the satellite introduced by the rotation of the earth is

. Thus we expect
a proportional error in the Doppler shift calculation but the basic form of the resulting Doppler
pdf (parabolic and non-symmetrical) will not change at all.
Finally, a very important aspect is that of the Doppler rate, i.e., the first time derivative of the
Doppler shift at a given point. It is an important parameter, as it determines for how long a
given pdf can be considered to be constant (time-invariant). In [74], a table of global ranges of
parameters values for satellite-to-ground part parameters (at
 
GHz) is given. The Doppler
rate range is
 	 
 	    Hz/s. That means, that for a Doppler-cell size of * 8   	 Hz the
pdf can be considered to be time-invariant for over

s. As the mean acquisition time is usually
expected to be shorter than

s, we can assume that the pdf is time-invariant and we will use
this assumption for the rest of this work. If the Doppler rate is much larger than the Doppler
cell, than the mobile will have to update this information and redefine its searching strategy
(see next chapter). This would cause the mean acquisition time to increase and result in more
complicated protocols between the satellite and mobile user.




Analysis and simulations of Searching
Strategies for a parabolic a priori
Doppler Probability Density Function
in a DS/SS LEO system
In this chapter, the parabolic Doppler pdf that was derived in chapter 2 is used to improve the
mean PN code acquisition time. Six searching strategies are presented, analysed and simulated
using this pdf as an a priori information. The results are compared with the standard straight
line search without any a priori information. The overall analysis shows that the use of the
Doppler pdf combined with an appropriate search strategy can reduce the mean acquisition time
significantly. The basic theoretical tools used to analyse the searching strategies and derive the
mean acquisition time are presented in the first part of this chapter. Analysis and simulations
of six searching strategies, namely
 The straight line with a uniform a priori Doppler pdf.
 The straight line with a parabolic a priori Doppler pdf.
 The broken centre   with a parabolic a priori Doppler pdf.
 The expanding window with a parabolic a priori Doppler pdf.
 The uniformly expanding alternate (UEA) with a parabolic a priori Doppler pdf
 The non-uniformly expanding alternate (NUEA) with a parabolic a priori Doppler pdf
are presented in the second and third part, while the acquisition time pdf for every strategy, the
mean acquisition time and a general discussion are given in the final section of this chapter.
Important notice: The prior information concerns the location of the frequency cell only. The
time cell acquisition is not considered at all. We can consider the acquisition time to be a sum of
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two terms, the first one due to the search through the time ambiguity area, and the second due to
the search through the frequency ambiguity area. The purpose of this chapter is to calculate the
second term and evaluate the improvement that a suitable searching strategy would introduce.
We assume a straight line search through the time uncertainty area while the aforementioned
strategies are applied in the frequency cell search. Thus, the term “mean acquisition time” in
this chapter, refers to the mean acquisition time of the frequency cell only, i.e. a one dimensional
ambiguity area (Doppler only) is considered for all our calculations.
3.1 General theory
As mentioned in chapter 1, communication in spread spectrum systems is impossible unless
the received spreading waveform and receiver-generated replica of the spreading waveform
are initially synchronised in both phase and frequency. Phase/frequency synchronisation is
difficult because typical spreading waveform periods are long and bandwidths are large. Thus
uncertainty in the estimated propagation delay ! + translates into a large number of symbols of
code phase uncertainty. Oscillator instabilities and Doppler frequency shifts result in frequency
uncertainties which must also be resolved. It is obvious that the synchroniser must perform a
two-dimensional search (figure 3.1) in the   ! M  *  area. In many cases this process must
be accomplished at very low SNRs, as quickly as possible, using the minimum amount of






Figure 3.1: The 2-dimensional ambiguity area
all potential code phases and frequencies until the correct phase and frequency are identified.
Each reference phase/frequency is evaluated by attempting to despread the received signal. if
the estimated code phase or frequency is incorrect, the received signal will not be despread, and
the reference waveform will be stepped to a new phase/frequency for evaluation. This technique
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is called serial search and is a widespread synchronisation technique for the SS systems. All the
searching strategies which will be discussed are serial search strategies. The mean acquisition
time calculation requires as inputs the probability of detection,
 +
, when the correct cell is being
evaluated, and the probability of false alarm,
  " , when an incorrect cell is being evaluated
(for more details on
 +
and
  " see chapter 1) and the probability  $ for every cell to be the
correct one (i.e. the a priori information for the phase/frequency cell). The number of code
phases and frequencies that must be evaluated to obtain initial synchronisation is proportional
to propagation delay uncertainty expressed in spreading code chips and the relative dynamics
of the transmitter and receiver. Since the code chip duration is inversely proportional to the chip
rate, synchronisation time is also directly proportional to the clock rate used for the spreading
code generators. In what follows, we will refer only to DS/SS systems.
3.1.1 Acquisition time calculation techniques
Calculating the statistics of the PN code acquisition time can be a difficult mathematical prob-
lem. Analytical solutions and closed formulas for the mean and variance of the acquisition time
can only be derived for simple cases (like the single dwell DS/SS system) and under specific
assumptions which are not always close to reality (Gaussian channel, a number of approxim-
ations to the pdf of the integrator output, symmetrical a priori pdf). In what follows three
general analytical methods are presented, (a) the Markov chain (flow graph) acquisition model,
by Holmes and Chen [40] (b) the Unified Approach by Polydoros [14, 28, 31] and (c) the direct
approach, by Jovanovic [11].
3.1.1.1 The flow graph technique
Flow graph techniques seem to have been used for the first time in spread spectrum context by
Holmes and Chen in [40]. The flow graph approach is largely based on the properties of the well
known signal flow graphs [110, 111] and the Markov chain theory. This was probably the first
work in which a general method was used to obtain the mean and variance of the acquisition
time for a single dwell DS/SS system. The acquisition process is described as a Markov chain.
The Markov chain nature of the acquisition procedure is a result of the way that the output of
the receiver is processed using integrate and dump methods. If the output of the noncoherent
correlator receiver is greater than a predetermined value or threshold, then a “hit” is declared.
If the hit corresponds to a real hit, (i.e. the correct code phase has been determined) then the
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system has been synchronised and the search comes to an end. If the hit is a false alarm, there
is the time loss of the verification time and then the search continues. If the output is lower than
the threshold level than the search proceeds in the next cell. The most important results of this
approach, which was suitable mainly for the analyses of the straight line search with a uniform
a priori distribution were as follows:
 mean and variance of the acquisition time for the single and double dwell (immediate
rejection) systems, by Holmes and Chen [40].
 pdf of the acquisition time for the single dwell system, by DiCarlo and Weber [32].
 mean and variance for the immediate rejection system with an arbitrary number of dwells,
by DiCarlo and Weber [112].
That was the first general effort to model efficiently the acquisition procedure and gave good
results for simple acquisition systems. However, it does not allow the analysis of more com-
plicated systems. The following methods are more complicated but able to provide results for
more sophisticated acquisition systems.
3.1.1.2 The Unified Approach (or equivalent circular state diagram)
Holmes and Chen suggested the use of the flow graph technique in the serial-dwell acquisition
problem, since the underlying process of the serial search with fixed dwell times is of the
aforementioned Markovian nature. However, the flow graph developed, is complicated and
does not easily lend itself to generalisations. The Unified Approach provides a transform-
domain framework which is formulated in a general manner that allows for significant freedom
in the receiver modelling (active or passive systems, arbitrary verification logic schemes and
arbitrary prior distributions). The basis of the Unified Approach is, once more, the signal flow
graphs properties [110, 111]. In what follows we give the basic points of the theory which is
presented in detail in [14, 28, 31] by A.Polydoros (the next paragraph is based on the original
papers and therefore included in quotation marks).
“...If
  
is the absolute phase offset in chips between the received code and the local replica,
in what follows,
> A
denotes the hypothesis that
    , i.e. the codes are synchronised and
> ?
denotes the alternative hypothesis where
   
. The system has    states of which,
 	  correspond to the cells belonging to hypothesis > ? , while one state corresponds to the
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collective state
> A
. These  stages are indexed in a circular arrangement, with the  PRQ state
(    M  M   M  	  ) corresponding to the 7PRQ cell position to the right of > A . A segment of


























Figure 3.2: A portion of the flow graph diagram of serial search acquisition with an arbitrary
a priori distribution (  / ) and various gains
remaining states are the correct acquisition (ACQ) and false alarm (FA) states. Entry into the
search process can occur at any one of the  states, according to some a priori distribution
(  " MLN   M  M ). Total uncertainty corresponds to a uniform distribution (  "    N  
 M   M  ). Let  / " K: indicate the probability that the Markov process will move from state 
to state N in K steps and let D indicate the unit-delay operator. If the unit delay specifically
corresponds to 	 s, D is replaced by D

in the following. It has been shown that the state
transition diagram can be mapped to its equivalent flow graph if each transition branch from 
to N in the Markovian diagram is assigned a gain equal to  / " D , where  / "   / "    is the one
step transition probability and D represents the unit delay associated with that transition. The
generating function is defined as:
#/ "     ?  / " K:&D  (3.1)
The generating function represents the transfer function from node  to node N on the flow
graph and it is useful as it contains statistical information about the Markovian process. The
generating function of a system can be derived using Mason’s formula [110, 111]. In figure 3.2
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>@C D is the gain of the branch leading from node > A (  PRQ node) to the code ACQ; > G D
is the gain of the branch connecting
> A
with node 1 while
> ? D is the gain of the branch
connecting any other two successive nodes &M     &   M  M  	  . Furthermore, the process
can move between any two successive nodes 2M    with     either without false alarm [in
which case the gain is
> HIE:F D ] or by first reaching the FA state [branch gain >BE:F 7D ], then
pass from FA to node    [branch gain >B D ] so that > ? D   >@HIE:F D  >@E:F 7D >@ 7D .
It has been shown in [31] that the generating function
,F        ?  F   K:&D  of figure
3.2 is:
#F   D   >@C D 	 >@G D >    A? D
  
/  A  /)>    /? 7D (3.2)
Using equation 3.2 we can easily calculate the mean acquisition time with:
 ! " $%   
 (  F    D( D   A (3.3)
Equations 3.2 and 3.3 are very general and can provide good statistical description of the ac-
quisition process as long as the branch gains are calculated and the a priori distribution  / is
determined.”
Our initial attempt to calculate the mean acquisition time, using various searching strategies and
the parabolic a priori distribution was based on this method. The first strategy we tried was the
Broken/Centre Z search. For this strategy, the search is initiated at the centre of the code phase
uncertainty region and proceeds following the arrows in the manner shown in figure 3.3, i.e. it
reverses direction every time the boundaries are reached. At this point the same cells are not
searched twice in a row but instead, when one of the two boundaries is reached, the local code
is quickly rewound to the centre and the search continues to the opposite direction. Another
similar Z-type search, the Continuous/Centre Z search, does not rewind the code but goes again
through the same cells on the way back to the centre. Clearly, for prior distributions which are
peaked around the centre (as the parabolic we use), the Broken/Centre Z search is expected to
give better acquisition performance compared with the Continuous/Centre Z search. Using the
same notation as in figure 3.2 and the same indexes for the all the nodes, the parabolic a priori
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Figure 3.3: Broken and Continuous/Centre Z search
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 M  M  M     A
% 3:;=< N   
     " 3:;=< N     	 A M  M  	  (3.4)
where $ , % and ' are the parameters of the parabola as defined in chapter 2. In order to correctly
interpret equation 3.4 we must note that since the search is always initiated at the centre,  " is
the probability that the central (entrance) cell is not the  PRQ ( >BA ) but the NSPRQ ; in other words,  "
stands for the probability that
> A
is actually  	 N positions to the right (if N          ) or N
positions to the left (if N 	   	     ). It has been shown in [14] that the generating function
for the Broken/Centre Z search, for an arbitrary prior distribution  " is:
#F   7D   >@C D
 
     A 	 "  A 
      "   " D     >    	 A 	 ? D > "? 7D
 	 D 


  >@G D >  ? 7D >@C D    	 D     >@G D >      A 	 ? 7D (3.5)
where !  is the time required to rewind the code and 	 + is the dwell time. We replaced equation
3.4 in 3.5 in order to calculate the generating function for the Broken/centre Z with a parabolic
a priori and then the mean acquisition time using equation 3.3. The gains we used for the
calculations where:
 > G     	  + &D
 
gain for missed verification of detection.
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 > ?     	   " 2D
     " D   	 A    total gain for not being at the right cell
 > C    + D   gain for verification of detection
Finally, the generating function was derived, however problems arose in calculating the mean
acquisition time. The reason for this was that in order to calculate the mean acquisition time
using equation 3.3, the derivative of the
,F    at D    had to be calculated. Throughout
the complex calculations the term 7D 	   appeared in the denominators of several fractions.
When the L’Hospital rules were applied to these limits, one of them led to an infinite term in
the mean acquisition time. Apart from this, it became obvious that the calculations were far too
complicated and time consuming. As more advanced searching strategies were described by
more complicated circular diagrams and generating functions, there was no choice other than
to look for a simpler, general method that would not make use of state diagrams, but instead
would utilise direct mathematical methods to calculate the pdf and moments of the acquisition
time.
3.1.1.3 The direct approach
In this section, the direct approach to obtain statistics of the code acquisition time for serial-
search spread spectrum receivers will be presented. In respect to the flow graph and the equival-
ent circular state diagrams, the main difference comes from the fact that the search strategy is
characterised algebraically, and not by using any kind of state graphs. The method also makes
use of the generating function concept, combining combinatorial arguments with the transform-
domain methods. The direct approach is presented in detail in [11, 15] while an earlier similar
work by H.Meyr and G.Polzer can be found in [113]. In what follows the basic ideas will be
given, and all the equations used to simulate the searching strategies will be analysed in detail
(the next paragraph is based on the original paper and therefore included in quotation marks).
“..Assuming that there are  possible cells in the uncertainty region, with only one correct cell,
the acquisition problem can be regarded as the problem of finding the correct one with the aid




 " . During the search, we thus have three possible outcomes of the tests and three
(generally random) times associated with them: !  which is the time required for the rejection
of the incorrect cell (including the eventual “penalty” time 	 4 introduced by the verification
logic in the case of the false alarm) ! - which is the time required for the false dismissal of the
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correct cell and ! + which is the time required for the correct detection. The functional  &MON  is
defined as the total number of cells tested during the acquisition under the assumption that the
correct location is in the cell marked with     N     and that the correct detection happened during
the 7PRQ test of the N PRQ cell. This functional is determined by the searching strategy and must
be calculated for each one separately, as will be shown later. With the functional  &MON  thus
defined, we next note that the acquisition time conditioned on events  and N is a sum of the
times required for  &MON  	  tests of the incorrect cells,  	  tests of the correct cell that ended
unsuccessfully and the last (successful) test. Using combinatorial arguments and properties of
the generating function one can show that the pdf of the acquisition time is given by ( [11]):
   )     /  A  +   	  +  /   A
% 
"  A  $ N





 &MON 	 
J

  Q "   	   " 
-  /! " 
 
/
  Q   ) 	  7&MLN(	 + 	 J 	 4  (3.6)
where the parameter
J
accounts for the number of false alarms which have occurred during
the acquisition and
 $  N represents the a priori probability of the correct cell location. Us-
ing equation 3.6, we can calculate the probability that the acquisition occurred after searching
 &MON cells (at the  &MON  acquisition occurred) during which  	  times the search failed
to detect the correct cell (and the LPRQ finally did) which is located at the N PRQ cell (out of  that
the uncertainty area contains) and during the search procedure
J
false alarms occurred. The
Dirac function is used to show that decisions about whether the code is synchronised or not,
are made only at specific time points. It is convenient to rewrite equation 3.6 in the equivalent
form ( [11]):
   )    -  A  +   	  +  /  -    A  $  N#   
-
 
/  -  
Q  ?
 
 	   
J

  Q "   	   " 
-
 
/  - 
  Q    	  	 + 	 J 	 4  (3.7)
where the new functionals N#   and    are introduced, showing that in the  PQ step of the
search, the cell marked with     N     is tested for the 7PRQ time. Again N#   and    are determ-
ined by the searching strategy. It should be noted at this point that it is N#   that completely
determines the search procedure so that    can always be evaluated when N#   is given,
although this dependence may be implicit. If we are interested in the explicit solution
   
for any given  then equations 3.6 and 3.7 will not give a closed-form result (equation 3.7 for
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instance represents a series of Dirac’s impulses for various  , N and J , and one has to find out
which are to be taken into account for any particular  ). The situation is simpler if the quotient
	 4  	 + is an irrational number, in which case no two Dirac’s pulses can be overlapping. In that
case,
      for all    $	 +    	 4 where $ and   are integers such that $ 	 $,     (this
last condition comes from the fact that the number of false alarms (
 
) cannot exceed the total
number of incorrect cells tested ( $ 	   $,2 ). In this case equation 3.7 becomes:
      


 ,+   	 ,+  /
 
   A  $  N# $  
  $ 	  $ 
 








 M&   $ 	 +    	 4
 M ;  J  <  
(3.8)
Unfortunately, the penalty time 	 4 is always modelled as an integer multiple of the dwell time
	 + , i.e. 	 4   U 	 + . As a result some of the impulses will be overlapping for every  which is an
integer multiple of the dwell time 	 + . In order to extract the terms in equation 3.7 which should
be summed for some particular    K+	 + (at this point it is helpful to normalise all times to 	 +
and work with discrete pdf
  K: ), we have $   K 	   U and need to sum all terms for which
 
satisfies:
K 	   U 	 K 	   U      (3.9)
and thus
   K: becomes:
   7K   
     
  ?  +   	  +  /           A  $  N#K 	   U  
  K 	   U 	 K 	   U 
 















  - "&1 is the maximum   which satisfies equation 3.9. Equation 3.10 represents the most
general solution for the pdf of any single dwell acquisition system, with arbitrary search strategy
and arbitrary a priori distribution.”
A very convenient alternative for the numerical calculation of the array
    M    M   M    K - "21 
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starts directly from the discrete version of equation 3.7:
   7K     -  A  +   	  +  /  -    A  $  N#   
-
 
/  -  
Q  ?
 
 	   
J

  Q "   	   " 
-
 
/  - 
  Q   K 	  	 JU  (3.11)
In what follows, equation 3.11 is used to calculate the pdf of the acquisition time for different
searching strategies. In all cases the first summation was calculated for an appropriate  - "&1 .
Finally the mean acquisition time can easily be calculated as:
 ! "     -  A ,+   	  +  /  -    A  $  N    
    	    ) !  	      	  ) ! -    )! + & (3.12)
where
 !   ,  ! -  ,  ! +  are the expected values of !  which is the time required for the
rejection of the incorrect cell, ! - which is the time required for the false dismissal of the correct
cell and ! + which is the time required for the correct detection, respectively. In the special case
of a single dwell acquisition system we have:
 ! -     ! +    	 +
 !     	 +    " 	 4 (3.13)
3.2 Analysis of searching strategies
Equation 3.11 is the general acquisition time pdf solution which will be used for some of the
searching strategies. The distinctive characteristic of every strategy are the functionals N   
and    which have to be calculated. The two functionals show that the correct position is the
NSPRQ cell and was detected at the  PQ overall step. The detector had to look  times at the correct
cell. In what follows the a priori probabilities
 $  N#    and the functionals N#   and    are
presented for each strategy. All the analysis presented in the rest of this chapter, concerns a
single dwell acquisition system like the one in figure 1.7.
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1 2 qj
m
Figure 3.4: The straight line search through the q Doppler bins
3.2.1 Strategy 1: Straight line with a uniform a priori Doppler pdf
Straight line search is the simplest method to go through the uncertainty area, simply examining
one cell after another until the correct one is detected, as depicted in figure 3.4. In appendix A
the number of Doppler bins
 C
(or  ) that have to be searched are calculated for every position
of the spot beam centre (equation A.9). A uniform a priori means that all Doppler bins are
equiprobable and thus:
 $  N#     

 C (3.14)
The functionals N#   and     for the straight line search are easily found to be:
N         -  + % (3.15)
     LK
  	     (3.16)
where    -  +=H is the remainder of the division    , and LK    denotes the integer part of
 . The straight line search with a uniform a priori Doppler pdf will be used to compare it with
the straight line search with a parabolic Doppler pdf in order to see if the a priori information
itself can improve the mean acquisition time without utilising any advanced searching strategy.
3.2.2 Strategy 2: Straight line with a parabolic a priori Doppler pdf
The straight line search is now utilised but this time using the parabolic a priori Doppler pdf
(figure 3.5(a)). The functionals N#   and    are given by equations 3.15 and 3.16 since the
strategy is the same, only the prior distribution has changed. Using the same notation as in
appendix A it is convenient to write the parabolic distribution as:
,+ 4  N     * + - /
 
N  * 8 P  4 	 $   '  % (3.17)
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1 qm =
(a) The straight line search with parabolic a priori




F F i + Fstep
(b) From Doppler pdf to Doppler probability
Figure 3.5: The straight line search with parabolic a priori pdf (a) and the calculation of prob-
abilities from the pdf (b)
where N takes the values N    M  M  M   M=  	   ,  is the number of Doppler bins, * + - /  is
the minimum Doppler frequency shift (see equation A.7) and
* 8 P  4 is the frequency step. We
must note at this point, that
 + 4  N describes the Doppler pdf and is not the actual probability
 $  N#    for each Doppler cell to occur. In order to calculate the probability  $  N     we are
using figure 3.5(b). From the definition of pdf we take that the probability for a certain Doppler
frequency
* /
to occur, equals the shaded area which can be approximated by a trapezoid, given
that
*,8 P  4  *#/ . Thus we obtain:
 $  N#     
,+ 4  N   + 4  N   
  * 8 P  4 (3.18)
We will use this strategy in order to evaluate the improvement that more sophisticated searching
strategies offer.
3.2.3 Strategy 3: Broken/Centre Z with a parabolic a priori Doppler pdf
When non-straight line searching strategies are employed it is not always possible to derive
closed form formulae describing the procedure for every  N M &M   , for the functionals N#   ,
   and the prior distribution. Instead, various cases had to be examined, depending on the
total number  of the cells that had been examined before the correct one was detected. The
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Figure 3.6: The Broken/Centre Z with a parabolic a priori
algorithm to calculate
 + 4    (and afterwards  $  N     using equation 3.18) for odd values of
the number of Doppler bins  is as follows:




%    -   A  E   
  3  	 % 	 A
%     -      A E   
  3  	     
%    -   A  E    
  3         K ( LK  -      6 K  <    J   <   %    
	-       A E    
  3         K ( LK  -     ;(S(  9  3   <   %  3   	   -  +      B K (     K  9 9 LK 
(3.19)
where     -  +    ,   
%   A   -  +    ,    -  +H is the remainder of the division   , and LK    denotes the integer part of  . In order to calculate  we used the following:




         3  -  + % 	 A     9  3  9 LK   -   A % 	 A    3   	   -  +       7 K <  9,9 OK  LK           ;  J  <   (3.20)
We must make clear at this point, that the search starts (i.e.    ) from the most probable
cell to occur (i.e. the maximum of the parabola which is marked by the central line in figure
3.6), continues until the right minimum of the parabola (          ), then returns to the
maximum (   
% 	 A   ), continues until the left minimum (       ) has been reached
and after that point the whole procedure is repeated until a “hit” has been declared. We can
easily see that all the steps which examine points belonging to the central line are numbered as
    	  
% 	 A   from which we derive the    for the central line shown in equation 3.20.
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(b) The Broken/Centre expanding window strategy
Figure 3.7: The expanding window strategy
Extension of the theory for even number of Doppler bins is straightforward.
3.2.4 Strategy 4: Expanding Window with a parabolic a priori Doppler pdf
Various forms of expanding window search strategies exist. They all have the common feature
that starting from some cell with high a priori probability, tests are performed until a cell at
the distance
W A
from the centre is reached; if the correct cell has not been detected, a new
search within a radius
W  W A is initiated, etc. Figure 3.7(a) presents characteristic forms of
the expanding window search. There are four forms, namely the “centre expanding window”
where the starting cell is the central one, the “edge expanding window” where the starting cell
is a non-central, the “broken expanding window” where rewind of the code to the starting point
is performed after reaching the edge of the window and the “continuous expanding window”
where no rewind is performed and the same cells are searched on the way back. Apart from [11]
an interesting study of the expanding window strategy by A.Weinberg can be found in [13]
while in [14] the same strategy is examined using the Unified Approach. It is obvious that for
centrally peaked prior distributions the Broken/Centre expanding window will be the optimum
choice among all the expanding windows strategies. This is going to be the one that we will
further analyse. We must also note that the following mathematical analysis is different from
that presented in [11, 13, 14].
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We define the minimum radius by the formula:
 -0/    3:9;=;=<     (3.21)
where the
3 9;=;=<   function rounds the value specified in the  argument down to the largest
integer not greater than the x argument, and

is an arbitrary integer (
   
) which determines
the minimum radius and finally the number of sweeps through the uncertainty area (the smaller
the radius, the larger is the possible number of sweeps). If the correct cell has not been detected
when the  9 	   PRQ sweep is completed, then the next searching radius would be set at:
   3:9;;=<   9    (3.22)
From equation 3.22 we can see that the window will not be uniformly expanding in general (un-
less when  -  + H   ). As we can see from figure 3.7(b), after a certain point the Broken/Centre
expanding window strategy reduces to the corresponding Z search (the numeration of  is the
same as in Broken/Centre Z). The searching strategy is an expanding window one, as long as
 H 	 % 	 A . From this relation, we can calculate after how many sweeps the expanding window
strategy reduces to the Z search:
9 - "21     9         (3.23)
where the function   9   rounds the value specified in the  argument up to the next largest
integer. Finally, we can calculate the exact step number  - "21 in which the transition from
expanding window to Z search happens, using:
 - "&1  
$ /       
	 
"  A 3:9;=;=<   N  
The quantity
  3 9;=;=< N %H in the previous loop is the actual number of steps taken within the
N PRQ sweep. Thus the quantity    "  A   3 9;=;=< N %H is the total number of steps  , at the end
of the
9 PRQ sweep. Finally we define   9         
A"  A  3:9;=;=< N %H    3:9;=;<  9 %H  . We have now
60
Analysis and simulations of Searching Strategies for a parabolic a priori Doppler Probability
Density Function in a DS/SS LEO system
defined all the necessary quantities in order to describe the algorithm used to calculate
 + 4    :
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 3  	   9   3:9;=;=<  9 %H  9   MM  M 9 - "21 	 




  A  
% 	 A   	 3 9;=;=<  %H 
      	   9   3 9;=;=<  9 %H 
    
% 	 A   	   9 
It was not possible to derive a closed form formula for the    and all the necessary values
in order to proceed with the acquisition time pdf and mean acquisition time calculations were
derived using computer simulations.
3.3 Alternate search strategies
In this section the so called “alternate search strategies” will be described. Two strategies,
namely, the uniformly expanding alternate (UEA) and the non uniformly expanding alternate
(NUEA) will be further analysed. The basic idea behind those strategies is to examine the
cells following the order of the decreasing a priori probability. It was shown in [11], that for
triangular and Gaussian prior pdfs, the NUEA strategy results into acquisition times which are
near the optimum values given by using the MAP method (chapter 1). We must note that in
what follows we have assumed that the code rewinding time is negligible in comparison to the
mean time required for the rejection of the incorrect cell
 !   . Finally, as in the expanding
window strategy, we developed a different analysis of the two alternate strategies than the one
by V. M. Jovanovic in [11].
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(b) The NUEA strategy
Figure 3.8: The two alternate strategies with a parabolic a priori pdf
3.3.1 The uniformly expanding alternate strategy
The cells are tested following the order of the decreasing a priori probability until the cell with
the lowest a priori probability is reached. If the correct cell is not detected during the first
iteration the procedure is repeated (see figure 3.8(a)). In order to calculate the pdf and the mean
value of the acquisition time for the UEA strategy we will use the functional  7&MLN which
is the total number of cells tested during the acquisition under the assumption that the correct
location is in the cell marked with     N     and that the correct detection happened during the  PQ
test of the N PRQ cell(see section 3.1.1.3). The pdf can be calculated from the discrete version of
equation 3.6 which can be written as:




 $  N





 &MON 	 
J

  Q "   	   " 
-  /! " 
 
/
  Q   K 	  &MON 	 J U  (3.25)
Equation 3.25 is given in [11] but we modified it before using it for our simulations. The term
 
















   LK   7&MLN 	 &M K 
which denotes the minimum between  2MLN 	  and K . The reason is that the number of false
alarms (i.e.  &MON  	  ) can not exceed K (see equation 3.11 for the definition of K ). This
change, reduces significantly the simulation time for both alternate strategies. The numeration
of N shown in figure 3.8(a) is used as it leads to simpler formulas and calculations. The formula
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to calculate
 + 4  N (once again for odd values of the number of Doppler bins  ) in this case is:
 + 4  N   %   N  * 8 P  4   ' (3.26)
where N   	
%   A M  M %  
A
 as in figure 3.8(a). The actual a priori probability  $  N (by combin-
ing formulas 3.18 and 3.26) is given by:





     %     "   A  E    
    "E    
   3 N  E
     %    "E    
     " 	 A  E    
   3 N  E
  %  3 N  
(3.27)
It is easy to see that the functional  2MLN is given by:
 2MLN    	  ( 
N   (3.28)
where N   is defined by (see also figure 3.8(a)):
N     

   3 N   N  3 N  
	  N    3 N   (3.29)
Finally the mean acquisition time can be calculated using a modified version of equation 3.12.
This equation provides the mean acquisition time as a function of the  &MON functional and
can be considered self-explanatory:




 $  N
    2MLN 	  ) !      	   )! -    ! + 2 (3.30)
where
 !   ,  ! -  ,  ! +  are the expected values of !  which is the time required for the
rejection of the incorrect cell, ! - which is the time required for the false dismissal of the correct
cell and ! + which is the time required for the correct detection, respectively (see also section
3.1.1.3, equation 3.13).
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3.3.2 The non uniformly expanding alternate strategy
The cells are tested following the order of decreasing a priori probability within a predeter-
mined window. If the correct cell is not detected, the window is expanded until the cell with
the lowest probability is reached. After that point, NUEA reduces to the corresponding UEA
strategy (see figure 3.8(b)). We notice that while the UEA strategy is similar to the broken-
centre family, the NUEA strategy is more similar to the expanding window family. Thus we
will use a similar method in order to analyse this strategy but this time the functional  &MON 
will be used as it makes the calculation of the acquisition time statistics easier. Similar to the
expanding window search strategy, we define the minimum radius by the formula:
 -0/    3:9;=;=<     (3.31)
where the
3 9;=;=<   function rounds the value specified in the  argument down to the largest
integer not greater than the  argument, and  is an arbitrary integer (     ) which determines
the minimum radius and finally the number of sweeps through the uncertainty area (the smaller
the radius, the larger is the possible number of sweeps). If the correct cell has not been detected
when the  9 	   PRQ sweep is completed, then the next searching radius would be set at:
   3:9;;=<   9    (3.32)
From equation 3.32 we can see that the window will not be uniformly expanding in general
(unless when  -  + H     ). After a certain point, the NUEA strategy reduces to the cor-
responding UEA strategy (exactly like the expanding window strategy reduces to the corres-
ponding Z search). Using the same numeration of  7&MLN as in the UEA strategy (see figure
3.8(b)), we can see that the searching strategy is a NUEA one (that is, it has not been reduced
to the corresponding UEA strategy), as long as
3 9;=;=<    H  	 %   A . Using this relation and
a simple computer loop we can calculate the number of sweeps
W   " 8 P , at which the NUEA
strategy reduces to the UEA, as the largest integer for which
3:9;=;=<    H  	 %   A . In order to
be able to calculate the functional  2MLN we need a function which shows in which round 9
of the NUEA strategy the cell N (N   	
%   A M  M %  
A
 ) is being tested for the first time. This
function (
 T * 2MLN ) can be calculated for every &MON  (given the radii   9  ) with the following
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algorithm:




9 MLN  0 K (
  9 	    N    9 
9 MLN 	 	   K (





represents the current iteration within the NUEA search procedure (
9  W   " 8 P ),   9 
is the corresponding radius and
       . Finally, we define the quantity    / such as (for a
given N ):
 3    	    /   J     <  J   5 99  K  #    ; K 
     /    J     <  J   <  (   (  ;  J I ;=<=<    ; K ( LK   #   
(3.34)
The quantity    / can be calculated by the formula:
   /      3 ;=< N   	 %  
A

W   " 8 P 	  T* &MON   3 ;=<  6 <  ;  J  < N (3.35)
We now have all the necessary parameters in order to calculate the functional  &MON  . We
notice that the quantity
      A   3:9;=;=<O9 %H  represents the total number of cells that have been
examined at the end of the
9 ?
sweep. It is not difficult to see that  7&MLN is given by:
 7&MLN        
/ -
   A   3 9;=;=<L9 %H  
N    3  	    /
       A   3:9;;=<L9 %H   7 	    / 	  ( 
N    3      / (3.36)
where:
9                 T* &MONM&O  3     K (  T * 2MLN  
          T* &MONM&O 	  3:;<  6  <  ;  J  <   K (  T* &MON
(3.37)
and N   is defined by equation 3.29. Using the same numeration of N and N   as in the UEA case,
all the equations for the a priori Doppler probability remain valid (see equations 3.25, 3.26,
3.27, 3.30), using of course the  7&MLN given by the equation 3.36.
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3.4 Results and commentary
All our simulations were carried out for orbital altitude
>  
km, circular spot beam of
radius
   
km and centre   M        	 M  	  km. The carrier frequency is assumed to
be
* $    GHz, the maximum and minimum Doppler shifts are * + - "21     	 Hz and
*,+.-0/        Hz respectively and the Doppler step is * 8 P  4    Hz. Under those condi-
tions and using equation A.9 we calculated the number of Doppler bins     . The parabola
which fits the Doppler pdf has been calculated using the Marquardt-Levenberg nonlinear least
squares fit algorithm [98] and it is given by the equation 




A   A ?    .
Similar to [11], we define the normalised mean acquisition time by the equation:
  
 )! " 
  !  
   ! " 
 	 +   " 	 4  (3.38)
We will use  to compare the different searching strategies, as it does not depend on the number
of Doppler bins, penalty time and probability of false alarm
  " . As a reference point, notice
that for the single dwell system with uniform a priori information [40] and
 +   
,
  "   ,
the normalised mean acquisition time is 
  
. The penalty time we used is 	 4    	 + i.e.
U  
. For our simulations we used a simple CFAR criterium described in [5], page 783 (see
also chapter 1 of this Thesis, equation 1.16) according to which if we maintain a constant false
alarm probability
  " , the probability of detection as a function of the SNR and the   " is:
,+         A    "  	 '     	 +
     '   (3.39)
where
    is the Marcum’s function,  is the bandwidth of the bandpass filter in figure 1.6,
	 + the dwell time and '  is the SNR at the output of the correlator. Finally, the time is given as
   K 	 + , i.e. as a multiple of the dwell time (see also equation 3.11).
Figure 3.9 is the pdf of the acquisition time for the straight line search with uniform and para-
bolic a priori information for two different   + M  "  . Both pdfs were calculated using equation
3.11. The pdf of the uniform a priori case is in agreement with that presented in [11]. It is in-
teresting to notice in figure 3.9(a) that the pdf retains the form of the a priori information for
a time length equal to the number of bins that are examined. The main energy of the pdf is
concentrated in the same time length, which indicates that it is very probable that acquisition
will occur during the first round. Under bad conditions though (low
 +
and high
  " -figure
3.9(b)), both pdfs are deformed and the energy of the pdf is spread towards larger times as a
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Figure 3.9: The pdf of the acquisition time for the straight line strategy
large number of false alarms will probably occur. Figure 3.10 depicts the normalised mean
acquisition time  for the two cases as calculated using equation 3.12. Figure 3.10(a) depicts 
for relatively large SNRs while figure 3.10(b) is the image for a larger range of SNRs. As it was
expected, the two cases (uniform and parabolic) are almost identical. The conclusion is that a
straight line search does not take any advantage of the given a priori information and thus more
advanced searching strategies must be employed. A last comment on figure 3.10; what might
seem strange is that
  "    results into smaller  than the   "    case. However, this
is justified as higher
  "    results into much higher  + (see chapter 1). Thus if the penalty
time is not too high a result like the one in figure 3.10(b) is expected.
The results for the Broken-centre Z (BCZ) strategy in comparison with straight line (SL) search
with a parabolic pdf are depicted in figures 3.11 and 3.12. In figure 3.11 we compare the pdfs
of the two strategies. We can see that the BCZ pdf has a larger portion of its area towards the
small acquisition times. This is valid for all
  " . This is a first indication that BCZ works better
under the given a priori pdf compared with the SL strategy. Figure 3.12 presents the normalised
mean acquisition time  as a function of the SNR for two different   " . For very low SNRs
(SNR  	   dB) BCZ does not perform any better than the simple SL. We would like to point
out, once more, that the SNR is not the one of the received signal SNR

. It is calculated at the
output of the correlator and it is      <;    OK      OK . Thus, for CDMA systems with
large processing gains, it is unlikely that SNR  	  dB. On the other hand, for SNR  	  dB
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Figure 3.10: The normalised mean acquisition time as a function of the SNR for the straight
line strategy
BCZ performs better in terms of  . The improvement is more significant for larger   " . This
is due to the fact that BCZ will probably have to deal with less false cells as it examines first
the most probable. This, in average, results into fewer false alarms for the BCZ strategy even
for high
  " .
In the expanding window searching strategy (XWIN) analysis, we saw that one of the ba-
sic parameters is

which defines the length of the window for each round by the equation
   3:9;=;=<O9  %H  . The smaller the  is, the larger is the searching window and the less rounds
would take place before XWIN reduces to the corresponding BCZ strategy. The performance
of the XWIN strategy in terms of the acquisition time greatly depends on the parameter

. In
general, there is an optimum value
  4 P which depends on the false alarm probability and the
detection probability. In [2, 11, 14] the same optimisation problem is discussed. An analytical
approach to this problem is very difficult and not practical at all. Thus, all our results concern-
ing the optimisation of

are based on simulations. Figure 3.13 depicts the pdf under the same
conditions but for two different

. It is clear that the statistical characteristics of the acquis-
ition time, greatly depends on

. The pdf for
   
has a larger part of its energy towards
the small times, compared to the
   
case. Thus, we expect the
   
case to give lower
mean acquisition time, under the given conditions. Figure 3.14 depicts the normalised mean
acquisition time  for various  and for   "     as a function of the SNR. It becomes
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Figure 3.11: Typical pdfs for the BCZ strategy










































(b)   for the SL and BCZ strategies,
  
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Figure 3.12: A comparison between the SL and BCZ strategies
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Figure 3.13: The pdf for the XWIN strategy and two different

.
clear, that depending on the SNR, the parameter

must be carefully chosen in order to take
full advantage of the strategy. We can also notice that, for SNR  	  dB,     results into
lower  while, for lower SNRs larger  s are required (figure 3.14(b)). Figure 3.15 presents 
as a function of

for various detection probabilities. From figure 3.15(a) we can see that, for
detection probabilities
 +    the optimum value is   4 P    , while for  +    larger
values must be used in order to optimise the performance of the XWIN strategy. Clearly,
  4 P
increases as
 +
(or equivalently the SNR in figure 3.14) decreases; this is because, as the reli-
ability of the individual cell tests decreases, one has to rely more on the prior information and
thus, spend more time around the peak (more windows-larger

). These general conclusions
are in agreement with the results presented in [11, 14]. Using the two diagrams of figure 3.16
we can compare the three non-alternate strategies, namely, the straight line (SL), broken-centre
Z (BCZ) and expanding window (XWIN). Figure 3.16(a) presents  as a function of the SNR
while figure 3.16(b) presents  as a function of the detection probability  + . Notice, that  + is
determined by the SNR and
  " using equation 3.39. In that sense, figures 3.16(a) and 3.16(b)
are equivalent. A general conclusion is that, for the parabolic a priori information the XWIN
strategy does not offer a significant improvement over the simpler BCZ. On the contrary, for
SNR  	  dB (which corresponds to  +  
 for   "   	 ), BCZ results into marginally
better acquisition times, as we can see from figure 3.16(a). For
 +   
 (figure 3.16(b)) the
XWIN offers a small advantage over the BCZ strategy. For the XWIN we always use the op-
timum
  4 P according to table 3.1. Finally, it should be noticed that in the analysis of the BCZ
and XWIN strategies, we neglected the time to “rewind” the code, i.e. assumed that this time is
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 +
0.5-0.9 0.4, 0.45 0.3, 0.35 0.25 0.2 0.15 0.1
XWIN
 4 P 2 3 4 5 8 10 14
Table 3.1: The optimum

for the XWIN and various detection probabilities























(a) The normalised mean acquisition time for the
XWIN strategy and various  .


























(b) A detail of the previous diagram for  
  dB




  4 P with SNR is obvious.
small in comparison to the dwell time.
Figure 3.17(a) depicts the pdf of the uniform expanding alternate (UEA) strategy in compar-
ison with that of the BCZ strategy, while, figure 3.17(b) depicts the cumulative density function
(cdf) of the two strategies. The cdf is calculated by integrating the pdf and it allows an easier
comparison of the strategies than the pdf. For every   + M   " , the cdf of the UEA strategy rises
towards unity faster than the cdf of the BCZ strategy. Thus, we expect UEA to perform better
than the BCZ. Indeed, as we can see in figure 3.18, UEA results into lower mean acquisition
times for every SNR and
  " . For the same reasons that were previously explained, the im-
provement becomes more significant for larger false alarm probabilities and larger SNRs (i.e.
larger detection probabilities). The triangular signs, in both figures 3.18, named as General
Direct Approach Equation, depict the normalised mean acquisition time for the UEA strategy
and an arbitrary a priori distribution [11], given by:
   

 +      "  ?  N  $  N 	  (3.40)
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(a) The normalised mean acquisition time versus
the parameter  for
 
   




















(b) The normalised mean acquisition time versus
the parameter  for
    
Figure 3.15: Optimising the parameter

for the XWIN strategy.





















BCZ      
SL       
Pfa=0.001 
(a) The normalised mean acquisition time versus
the SNR for the SL, BCZ, XWIN strategies.






















BCZ           
optimised XWIN
Pfa=0.001 
(b) The normalised mean acquisition time versus
the
 
for the BCZ and the optimised XWIN.
Figure 3.16: A comparison between the non-alternate strategies:SL,BCZ,XWIN.
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(a) The pdf of the UEA and BCZ strategies.



















(b) The cdf of the UEA and BCZ strategies.
Figure 3.17: A comparison of the pdf and cdf of the UEA and BCZ strategy.
where, for the case of a parabolic a priori, the
 $  N is given by equation 3.27. We used this
equation to check the correctness of our work. We found out that the results from equation 3.40
are in excellent agreement with our results. The maximum difference is

for SNR  	  dB,
while for most SNRs it is less than

.
The last strategy that we examined is the NUEA strategy. Similar to the expanding window,
NUEA needs to be optimised. The optimisation parameter is the quantity

, defined by equa-
tions 3.31 and 3.32. As in the XWIN case,

determines the number of the sweeps of the uncer-
tainty area, before NUEA degenerates to the corresponding UEA. The analytical optimisation
of

is a very complex task; thus, the optimum value
  4 P will be numerically defined, as we
did for the XWIN case. Figure 3.19 depicts the pdf (for
    M ) and cdf (for     M M  )
of the NUEA strategy. It is obvious that its performance depends heavily on the choice of the
parameter

. The normalised mean acquisition time as a function of the SNR for two different
values of

is depicted in figure 3.20 (solid lines). Similar to the XWIN strategy, for large
SNRs
  4 P    while for lower SNRs,   4 P is larger. In the same figure, labelled as General
theory (no line), we present the normalised mean acquisition time as predicted by the general
equation of the Direct approach [11]. The equation for the NUEA and an arbitrary a priori
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        
/  A ,+   	  +  /   A      W   	 /   A
      A 
 
 ?   	  +                W H   A   +  (3.41)
where,  W           ?    ,  W ?    ,    is the searching radius given by equation 3.32,      
    " 
   	 A
  $  N and  $  N is given by equation 3.27. We remind that the parameter W   " 8 P is
defined as the number of sweeps at which the NUEA reduces to the corresponding UEA. It is
interesting to notice that, although we used a different approach than this in [11] in order to
calculate the searching radius and functional  2MLN , our results are in very good agreement
with equation 3.41 which is a slightly modified version of the original, presented in [11]. The
normalised mean acquisition time as a function of the parameter

for various detection prob-
abilities, is shown in figure 3.21. Table 3.2 summarises the results for the
  4 P . We can see that
they are quite different from the XWIN strategy, although in both cases,
  4 P becomes larger as
the detection probability drops, for a reason that was explained before. Finally, the performance
in terms of the normalised mean acquisition time is depicted in figure 3.22. For low false alarm
probabilities (figure 3.22(a)) the two alternate strategies have only minor differences; UEA be-
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 +
0.5-0.9 0.35-0.45 0.25-0.3 0.2  0.15
NUEA
 4 P 2 3 5 14  	
Table 3.2: The optimum

for the NUEA and various detection probabilities















(a) The pdf for the NUEA and various 















(b) The cdf for the NUEA and various 
Figure 3.19: A comparison of the pdf and cdf of the NUEA strategy and various

.
haves marginally better for SNR  	  dB while NUEA gives a very small advantage for very
low SNRs. The situation is similar for high false alarm probabilities. The difference is that, for
low SNRs, the NUEA strategy performs much better than the UEA. Both alternate strategies,
clearly outperform the non-alternate strategies.
3.4.1 Conclusions
It is important to see what is the overall advantage in the mean acquisition time when the
synchronisation system uses an a priori information and a suitable searching strategy. Figure
3.23 depicts the

improvement in the normalised mean acquisition time that the NUEA offers
over the simple straight line (SL) (figure 3.23(a)) and the more advanced BCZ strategy (figure
3.23(b)). The basic points that became clear so far and that they are highlighted once more by
figure 3.23 are:
 The improvement in the mean acquisition time for all strategies is more significant for low
false alarm probabilities and high SNRs (or, equivalently, high detection probabilities).
The reason is that a good searching strategy will have to deal with less false cells before
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NUEA, N=2          
General theory, N=2
NUEA, N=4          
General theory, N=4
Pfa=0.1 
Figure 3.20: The effects of the parameter

in the mean acquisition time.























(a) The normalised mean acquisition time versus
the parameter  for
 
   
























(b) The normalised mean acquisition time versus
the parameter  for
    
Figure 3.21: Optimising the parameter

for the NUEA strategy    "     .
76
Analysis and simulations of Searching Strategies for a parabolic a priori Doppler Probability
Density Function in a DS/SS LEO system
























(a) The normalised mean acquisition time versus
the SNR for the BCZ, UEA, NUEA strategies





















(b) The normalised mean acquisition time versus
the SNR for the BCZ, UEA, NUEA strategies
Figure 3.22: A comparison between the BCZ and the two alternate strategies. NUEA is optim-
ised
testing the correct one and thus, given a high
 +
, the number of false alarms will be
reduced even if the
  " is high.
 For the parabolic a priori pdf the expanding-window family (XWIN and NUEA) does
not offer great improvement over the Z-family (BCZ and UEA). On the contrary, for high
SNRs the simpler Z-family performs slightly better. In [11], where the triangular and
Gaussian pdfs are examined, BCZ and XWIN are almost equivalent but NUEA always
outperforms the UEA. This is a significant difference with our case where NUEA is not
always better than the UEA strategy.
 The alternate strategies outperform all the conventional non-alternate strategies under all
conditions. As we can see from figure 3.23, NUEA offers an improvement of between
 	   compared to the SL method, and to  	  compared to the BCZ strategy.
Once more we have to notice that the time required to “rewind” the code in all strategies
is neglected. According to [11], this is a valid assumption for all spread spectrum systems
which rely on simple codes like those from linear-feedback shift registers. In the case of
more sophisticated code generators, this may not be true and the benefit of all strategies
compared to the SL becomes smaller.
 All the searching strategies that were presented in this chapter are suitable for centrally
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peaked prior distributions. In chapter 2 though, it became clear that the parabola-shaped
Doppler pdf is valid for only a part of the total spot beam. For the rest of the area the pdf is
edge-peaked (figure 2.9) and thus different strategies must be employed. Those strategies
will examine first the cells closer to the peak of the distribution and then will move
towards the other end. Some searching strategies suitable for edge-peaked distributions
are described in [11], although there are better strategies that can be studied and tested. In
general, it is expected that the improvement in the acquisition time will be less significant
than that of the symmetrical pdf. This is due to the fact that, the searching is not initiated
from the most probable cell (as in the symmetrical case) but from the edge which is
closer to the peak, i.e. the searching is initiated from the less probable cell which is
closer to the most probable (unless the distribution has its maximum to the edge). Thus,
in the case of non symmetrical prior pdfs the only strategies that are expected to give
any advantage over the simple straight line search is the UEA/NUEA type of strategies,
where the search follows the exact ranking of the cells according to the prior pdf. The
theoretical analysis of these strategies is bound to be a very complicated task which, in
any case, is unlikely to provide deep insight to the optimum searching problem. Thus, it
is our belief that simulations are the best way of evaluating strategies for non-symmetrical
prior distributions like those in chapter 2.
 A general conclusion is that the use of any prior information is not always a straightfor-
ward procedure. The searching strategies must be well planned and evaluated. In the
literature, the pdfs which are usually analysed are the uniform, Gaussian and triangular
distributions. It seems, though, that some of the general results which were based on
those distributions are not valid in every case. Furthermore, in order to take full advant-
age of the prior information, complicated searching strategies must be employed. The
complexity is getting larger for non-symmetrical distributions and at the same time the
improvement in the mean acquisition time is getting less valuable. This implies that prior
information is not used optimally by just defining suitable searching strategies. In the
next chapter, a novel way of obtaining and using the a priori information is presented.
78
Analysis and simulations of Searching Strategies for a parabolic a priori Doppler Probability
Density Function in a DS/SS LEO system

















NUEA vs SL, Pfa=0.001
NUEA vs SL, Pfa=0.1  
PSfrag replacements
SNR(dB)
(a) Improvement (   ) in   of the optimised NUEA
over the straight line (SL) strategy


















NUEA vs BCZ, Pfa=0.001
NUEA vs BCZ, Pfa=0.1  
PSfrag replacements
SNR(dB)
(b) Improvement (   ) in   of the optimised NUEA
over the BCZ strategy
Figure 3.23:

improvement in  offered by the NUEA strategy.
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Chapter 4
The Fast Preliminary Search (FPS)
system: theoretical analysis for a
DS/SS system
In this chapter, a novel PN code acquisition system is described and analysed. Every cell of the
1 or 2 dimensional ambiguity area is examined two times using a single dwell time acquisition
system. The first search is a fast straight line serial search -the fast preliminary search (FPS)-
the duration 	 +2A of which is a crucial parameter of the system that must be optimised. The
output of the first search is then used as a priori information, which determines the search
order of the second and final search. The dwell time 	 +&A of the first search is a fraction of 	 + 
i.e. 	 +2A   $  	 +  with $   . The probability of false ranking   is defined as a measure
of the reliability of the a priori information provided by the fast preliminary search. The mean
acquisition time
 ! " $%  of the system is found using the direct approach. It is shown that by
optimising 	 +&A the mean acquisition time can be significantly improved.
In [12] an interesting problem is described. The scenario involves a lost satellite in a region of
the sky and the searching procedure is very similar to the searching procedures that a synchron-
isation system usually employs. The difference is that in this problem, the energy detector was
actually replaced by a radar beam. The method that E.C.Posner describes in [12], involves a
preliminary search of the ambiguity area (the sky). The purpose of this search is to obtain a
ranking of the various portions of the sky, so that the final search can examine the more likely
regions of the sky first. It was shown that a preliminary search can reduce the expected search
time. It is this idea that we actually used, in order to improve the mean acquisition time of the
synchronisation procedure, but the analysis we will present here is totally different from that
in [12].
The basic idea behind the FPS system (figure 4.1) is to provide reliable a priori information
about the location of the correct cell in order to improve the acquisition time. The motivation
for this work is that although, the idea described in chapter 2 about obtaining reliable a priori
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information is valuable, the method of geometrically calculating the Doppler pdf has many
problems: 1) extra information (the position of the mobile user and the coordinates of the
subsatellite point and spot beam centre) is essential, 2) the Doppler pdf is time varying and as
the satellite moves fast it must be updated in order to be usable, 3) a lot of extra calculations
are involved, 4) finally, this method can only provide information about the Doppler ambiguity
area. The FPS system is designed so that it overcomes these problems. More specifically, the
FPS system:
 Provides reliable information about both time and frequency.
 Uses no extra location information in order to provide a priori information.
 Can be used with any CDMA mobile radio system, satellite or terrestrial.
 Can be used with any of the well known commercial synchronisation systems.
 Uses no extra hardware.
This chapter is organised as follows: 1) The basic idea and crucial parameters are described
in detail. The false ranking probability,
 
, is defined and calculated theoretically. 2) An
approximation for the
 
is presented and evaluated. 3) The optimisation procedure of the
fast dwell time, 	 +&A , is described. 4) The mean and variance of the acquisition time are derived
for a single dwell active DS/SS system. 5) Finally, the performance of the system is briefly
discussed. A more detailed presentation of its performance and comparison with other systems
is given in the next chapter.
4.1 The basic concepts and parameters.
As described in chapter 1, in a direct sequence spread spectrum (DS/SS) communication system
the transmitted signal can be modelled as:
 )        ( 2
  $  (4.1)
In equation 4.1, the parameters
  
and  $ represent the waveform’s average power and carrier
frequency respectively,   is the  PN code with chip duration ! $ and (  is a binary data
sequence (which might or might not be present during the acquisition mode). The received
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waveform is, then, given by:
<         ( &) 	 =!#$     $	  C  	    K   (4.2)
where K   is Additive White Gaussian Noise,  C denotes the frequency offset due to the Dop-
pler effect, =! $ is the PN code delay with respect to an arbitrary time reference and  the carrier
phase offset. According to equation 4.2 the synchroniser’s task is to provide the receiver with
reliable estimations  ,  C and  , of the corresponding unknown quantities so that despreading
and demodulation will be successful [18]. Usually the receiver assumes that there are certain
bounds for both the phase (time) and frequency offsets (denoted by
 ! and  * respectively)
which are subdivided into smaller areas
  	   =3 . It is obvious that the synchroniser must
perform a two-dimensional search in the   ! M  *  area as previously described in chapter 3.
The basic parameters that usually describe a DS/SS synchroniser are: the probability of correct
detection,
 +
, i.e. the probability that the detector correctly indicates synchronisation when
the local and the received codes are properly aligned, the probability of false alarm,
  " , i.e.
the probability that the detector will falsely indicate synchronisation when the two codes are
actually misaligned, the dwell time, 	 + , i.e. the time that the decision device spends examining
each one of the possible uncertainty subregions    	 M  =3  , and the penalty time, 	 4 , i.e. the

































Figure 4.1: The FPS system:each cell  is examined twice, using the same hardware.
characteristics of the FPS system are:
 Each cell (marked with  in figure 4.1) is examined for a short time 	 +&A , using the single
dwell serial acquisition system.
 For a noiseless procedure the correct cell would give the maximum output :/A (figure
4.1).
 The cells are ranked according to the I-D circuit output :/A and then re-examined (final
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search), following a descending
 /A
order for a larger period 	 +  until a predetermined
threshold is exceeded, i.e. by using again the same single dwell serial acquisition system.
 The critical parameters for the first (fast) search are: SNR, the short dwell time 	 +&A , the
bandwidth

of the filter and the probability of false ranking
  
, i.e. the probability that
the output
/A
of a wrong cell will be larger from that of the correct cell.
 The critical parameters for the second search are: the probability of detection  + , the
probability of false alarm
  " , the threshold ! Q and the dwell time 	 +  .
Figure 4.2 is a flowchart which depicts the basic functions of the FPS system. We assume
that the fast search and ranking procedure are performed in parallel, i.e. as one cell is being
examined, the cells that were tested before that cell are sorted and ranked using an appropriate
sorting algorithm. Thus, we can assume that the ranking procedure does not contribute to the
mean acquisition time of the FPS system.
τd1 and calculate V 1for 
Examine all cells
V 1
Rank the cells 
according to 
All cells examined 
and ranked.
(end of fast search)
following the ranking
of the fast search until
threshold is crossed
Examine cells τd2 τd1>for
Figure 4.2: A flowchart of the FPS sysyem
The following analysis concerns the fast search part of the FPS system, and it was carried out
assuming a one-dimensional ambiguity area, i.e. the PN code delay. In this case, equation 4.2,
assuming no data during the acquisition mode, can be written as:
<          	 =! $ 
   $ 	  &  K ) (4.3)
while the local reference is given by:
9     	 ':!#$L
    $	 
	 E        (4.4)
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The situation of interest is shown in figure 4.1. The input to the intermediate frequency (IF)
bandpass filter (the bandwidth of which is

, centred around  	 E ) is taken from the output
of the despreading mixer. When the reference waveform phase is correct, the received signal
will be despread and it will appear at the filter output, as a carrier, corrupted by white Gaussian
noise. If the reference is not correct we assume that only AWGN is present at the output of
the filter. The AWGN has a two-sided power spectral density
  A
over the frequency range
 3 	 3 	 E      . The squaring device is combined with a low pass filter which eliminates the
double-frequency terms that result from the squaring operation. An Integrate-and-Dump (I-D)
circuit follows, where the lowpass squared output is integrated for 	 +&A s and, finally, the output
of this operation
 / A
is stored in order to be used in the final search.
It has been shown (for a detailed analysis see [4]-chapter 5 and [114]) that when the reference




of the I-D circuit
follows the chi-square pdf:
3 4 ? 76       A          6        A     	    M      M     (4.5)
where K     	 +&A is the degrees of freedom of the pdf ( K is also the mean value of the chi-
square pdf, and the variance is
 K [115]). When the phase of the reference waveform is the
correct one, (we will refer to this as
> A
case, which we assume to be unique), the output
#8
of
the I-D circuit follows the non-central chi-square pdf ( [4, 114]):
354 A 6 8      A          	     	   	    T     A    6 8   M :8    M :8   (4.6)
where K  
  	 +&A ,   
  	 +&A
 F    H      K '  is the non-centrality parameter (the mean value of
the non-central chi-square is K   and the variance is  K    [115]), '  is the SNR at the
output of the bandpass filter and
T H    is the modified Bessel function of the first kind of order

. In the case where the search is being advanced in non-integer steps of a chip (1/4 or 1/2),
 
must be replaced by:
           	       M  	 	 ! $ M  	   ! $ (4.7)
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where
 	      	 '  ! $ and ! $ is the PN code chip duration. We must note at this point that
the previous definition of the '  is simplified, as it does not take into account the effects of the
partial correlation, the filter and the reduction in the noise spectral density caused by the PN
despreading. Details about how the '  must be modified due to those factors can be found in [5]
(part 4, chap.1), [2], [28], [116]. In this work however, we will use the simplified definition of
the SNR, as it will allow us to evaluate the FPS system more easily. In any case, the exact
definition of the SNR will not alter the results and conclusions about the FPS system.
In order to calculate the probability of false ranking we define the random variable   as:
      	 :8 (4.8)




are defined in equations 4.5 and 4.6. The pdf of   is
given ( [97]-chap.6) by:
354        	 
  
354 ?    6 8  34 A 6 8  ( 6 8 (4.9)
Combining equations 4.5, 4.6, 4.9 will finally result into:
	
   
  
 !"$#
  &% ')(  +*
,.-)/
0 132&46578 9
;: 1 8  2 5 =<  ?>@A 2 5 =<
$B 1 8 C$D 1 8 (4.10)
The probability of false ranking
  
is defined as the probability E that the output 6  of a
wrong cell will be larger from the output of the correct cell 6 8 :
   E           	 ? 354  S (  (4.11)
From equations 4.10 and 4.11 the probability of false ranking is:
FHGI  
   
 !JK#





;: 1 8  2 5 =<  ?>@A 2 5 =<
 B 1 8 C$D 1 8 DN
 (4.12)
Equation 4.12 is the exact analytical formula for the probability of false ranking but it is com-
plicated and requires a lot of computational power and time in order to give accurate numerical
values. In the next section we present a method to approximate equation 4.12 with the simple
Marcum’s function.
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4.2 The Gaussian approximation
In order to provide a simpler expression for the numerical computation of the probability of
false ranking we will approximate the probability density at the output of the integrator by a




cases. Due to the central limit theorem, the approx-
imation will be improved as the time-bandwidth product
 	 +&A increases. The density functions
that must be evaluated are: 
354 ? 6     A          	      *       M > ?     354 A 6 8    A          	      *        M > A     (4.13)
where
   8
, 
  8
are the mean value and the variance, respectively, for the two cases that need
to be calculated. In what follows we will only give the basic points of the computations. A
detailed mathematical analysis can be found in [4, 114] while, some comments can also be
found in appendix C.
For the
> ?
case, the input to the integrator (after squaring and retaining only the baseband
components) can be modelled as:
     K 	  K  (4.14)
where K 	 and K  are baseband Gaussian noise processes with power spectral densities    
over the frequency range
 3      . It can be shown that:
            ?    (    
  	 +&A (4.15)
where
 
represents the mean value of the quantity within the brackets. We can see that
 
is
the same as the mean value of the chi-square pdf (see equation 4.5). The variance at the output




  ?    	 	 +&A      	     & (  (4.16)
where
  is the integrator (baseband) input and  7  the autocorrelation function of   .
It can be shown ( [4]) that
  	       	        4 , where     4  
	      is the standard
deviation of K	 and K  and    	   H    LK:  	 is the autocorrelation function of the same
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quantities. After some algebra, the variance 

is:
     K      ?    	 	 +&A   LK:     (  (4.17)
where K  
  	 +&A as in equation 4.6. It is interesting to notice that:
            K
i.e. for large time-bandwidth products both the variance and the mean value of the Gaussian
approximation of the
> ?




case, the input S to the square-law detector is the bandpass component of the
<  9 ) product:
S    

     
	 E 	
  
      
	 E (4.18)
The integrator input is the baseband components of
      )  K )   and the mean value
of the integrator output is:
 8           ?   (    
  	 +&A         (4.19)
where
        is the signal power at the output of the bandpass filter. It is convenient
to write equation 4.19 in the equivalent form:
 8     	 +&A    '     K   . Once more
we notice that the mean value of the approximate Gaussian is the same as the mean value of
the exact non-central chi-square pdf. The variance 
8
is given again by equation 4.16 where
   )&        ,   	                	      	  and     4 ,    	 as defined
for the
> ?
case. The final expression for the variance is:
 8    K  '      ?    	 	 +&A     OK       '     A  OK:       (  (4.20)
For large time-bandwidth products we have:
         8   K     '  
Similar to the
> ?
case, for large time-bandwidth products both the variance and the mean value
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of the Gaussian approximation of the
> A
case equal that of the exact non-central chi-square
pdf.




have been approximated by the Gaussian pdf,
the new random variable       	 :8 can also be approximated by a Gaussian pdf, the mean
value of which is
 '     	  8   	   	 +&A '  and the variance is 
'       8 which can be
written as:
 '    K
     ?    	 	 +2A   OK:      (   '      ?    	 	 +&A   LK:    (   (4.21)





  '   K      K  	 K   K    '  K     K   	  7K   	 9 K K   	  '  	  	 )+* 
(4.22)
where K     	 +2A , ) *   	   
 is the Euler’s constant and the functions     and
     are related to the sine and cosine integrals     and    by the integrals ( [117]-page
xxxv):
 7      1? I (           
  7    ) *  9 K:    1?  	  ( 
The probability of false ranking is:
   E          	 ?  '          	   	  ' 

  '  (       	  ' '  (4.23)
where
    denotes the Marcum’s function. Equation 4.23 is the Gaussian approximation for
the probability of false ranking. The Marcum’s

-function can be easily evaluated as a poly-
nomial expansion ( [115] and appendix C) while the overall computational time is very short
compared to that of equation 4.12. Simulations for various time-bandwidth products
 	 +&A have
been carried out in order to evaluate the accuracy of the approximation. For
   	 +2A   , the
approximate result is within
 
of the exact result, while for
 	 +&A   the two results are al-
most identical. Figure 4.3 depicts the probability of false ranking as a function of the '  for both
the exact case and the Gaussian approximation. We must note that the maximum value of
 
is
   GBF  
, as it is a binary decision taken for every cell individually. By inserting  '
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as a function of '  for the exact case and the Gaussian approximation.
and
 '
into equation 4.23 we can plot figure 4.4, which depicts the probability of false ranking
as a function of the 	 +2A for various SNRs and time-bandwidth product  	 +&A      . The 	 +&A
is given as a fraction of the second dwell time 	 +  which is set to be 	 +    . Figures 4.4(a) and
4.4(b) present the same results but using different scales (linear and logarithmic respectively).
Thus, it is possible to see how
  
depends on the 	 +&A even for high SNRs for which, the false
ranking probability is very small. As was expected,
  
tends to be reduced as 	 +2A    	 +  .
We will use this fact later in order to optimise the mean acquisition time with respect to the
fast dwell time 	 +&A for a given SNR. It is also interesting to notice that   is less sensitive at
very low SNRs. Figure 4.5, depicts the same function but for a smaller time-bandwidth product
 	 +&A    . The difference with the previous case (figure 4.4) is that the curves are not as
steep, i.e. the improvement in the false ranking probability as 	 +&A    	 +  is much larger for
large time-bandwidth products.
4.3 Calculation of the mean acquisition time
The direct approach [11] was used in order to calculate the mean acquisition time. It was shown
in [11] that the mean acquisition time
 !,"$%2 is given by the equation:
 !#" $%&     /  A  +   	  +  /   A
% 
"  A  $  N
    &MON 	  ) !      	  ) ! -    ! + & (4.24)
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   as a function of     (linear scale)
























   as a function of     (logarithmic scale)
Figure 4.4: The
  
as a function of the fast dwell time 	 +&A for    	 , U    and  	 +&A    
)
Equation 4.24 provides the mean acquisition time assuming that there are  possible cells in the
uncertainty region, there is only one correct cell, the probability of correct detection is
0+
, and
the probability of false alarm is
  " . The functional  2MLN is defined as the total number of
cells tested during the acquisition under the assumption that the correct location is in the cell
marked with     N     and that the correct detection happened during the LPRQ test of the N PRQ cell.  $ N
represents the a priori probability of the correct cell location, i.e. the probability that the N PRQ
cell is actually the correct one. During the search, there are three possible outcomes of the tests
and three (generally random) times associated with them: !  which is the time required for the
rejection of the incorrect cell (including penalty time 	 4 in the case of false alarm), ! - which
is the time required for the false dismissal of the correct cell and ! + which is the time required
for the correct detection. In equation 4.24
 !   ,  ! -  ,  )! +  are the expected values of the
corresponding times.
The FPS system is a combination of two procedures: the fast search mode, the duration ! A
of which is constant ! A   	 +&A  and the final search mode which is a simple, single dwell
acquisition system. If
 ! & is the mean acquisition time for this final search, the overall mean
acquisition time for the FPS system is simply:
 )! " $%    	 +&A   !& (4.25)
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as a function of the fast dwell time 	 +&A for    	 , U    and  	 +&A   
)
The term
 !   can be calculated using equation 4.24. The a priori probability  $ N of the
correct cell location for this case must be replaced by the probability that the correct cell will
be tested after N 	  wrong cells have been tested before it. This would have been the result of
N 	  wrong decisions and  	  	  N 	      	 N correct decisions, during the fast search
procedure. Thus,
 $  N is the probability that the event “wrong decision” occurs exactly N 	 
times in  	  independent trials:
 $  N  
   	 
N 	 






is the probability of false ranking. With the functional  2MLN and also &MON thus
defined, it is straightforward to see that:
 7&MLN    	  & 
N (4.27)
It is proven in [11] that:
 ! -     ! +    	 + 
 !     	 +    " 	 4 (4.28)
By inserting equations 4.25, 4.26, 4.27, 4.28 into equation 4.24 and after some algebrical ma-
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nipulations which can be found in Appendix C, we have:
 !#" $%    	 +&A  	 + ,+  	 +     U   "       	        	  +  	  +  (4.29)
In order to calculate the variance of the acquisition time we used the equation [11] (see also
appendix C):
  < ! "$%     * = ,+  	 *
A   +     	 +     " 	 4   (4.30)
where:
* A   +      /  A  +   	  +  /   A
% 
"  A  $ N  2MLN (4.31)
and:
*   +      /  A ,+   	 ,+  /   A
% 
"  A  $  N   &MON   (4.32)
After substituting equation 4.26 in 4.31 and 4.32 we find:
*    +  	 *
A   +     +    	    +         	       	     	  +  +  
	   	  	     
     +   /  A  	      	  +  /   A (4.33)
The variance can be calculated by inserting equation 4.33 into 4.30. Figure 4.6 is a typical
example of the mean and variance of the acquisition time as a function of the false ranking
probability
  
for a given probability of false alarm and detection. Simulations have been
carried out in order to test the accuracy of equation 4.29 and the results are shown in figure 4.7
for various combinations of   + M  " M    M 	 +&A  . We notice that the theoretical and experimental
mean acquisition times are in very good agreement. The error is less than
 
.
We saw before (figure 4.4), that
  
decreases as 	 +&A    	 +  . On the other hand, it is obvious
from equation 4.29 that large 	 +&A will probably result into large  ! "$%  . By inserting equation
4.23 into equation 4.29 we can express
 )! "$%  as a function of 	 +&A and '  . Figure 4.8 depicts
the results for various SNRs. It is obvious, that for most '  there is an optimum 	 +&A  4 P that
minimises the
 ! " $%  . Nevertheless, for very low and very high SNRs, it seems that there is
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Figure 4.6: The mean and variance of the acquisition time as multiples of the 	 +  (   	 M  +   
 M   "    ).
not an optimum 	 +&A . That is due to the fact (see the previous section) that    is almost constant
for the extreme SNRs. The optimum 	 +&A  4 P is the root of
+
 
*   
  
 +      for which the second
derivative is negative. The first derivative is given by the equation:
(   )! " $%  
( 	 +&A
   	
    	      U  "   '  	 +  * A     A    
      E  (4.34)
where:
* A   *,A "  * A(
* A "   	    ;  K  	 K    K   	  9 K K  	     K   	  )+*  '   K    K     '   ; S  K    	  ' 
* A(   	    ;  7K    K    K   	 9 K K  	   K   	 ) *  '   K    K     '   ; S  K    	  ' 
*     	
   ; SK  	 K        	 +&A 

   	 +&A 	
  9 K   K    	    K  

   	 +&A 	
 )+*       

   	 +&A 
  /
        '   ;    K   

   	 +&A 	
' 

   	 +&A
The optimum 	 +&A can be calculated by solving numerically the
+
 
*   
  
 +     . Equation 4.34 is
complicated but the numerical solution is very fast and accurate.
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Figure 4.7: A comparison between the theoretical and experimental mean acquisition time of
the FPS system. The mean acquisition time and 	 +2A are given as multiples of 	 +   
while,    , U  
	 and (a) 	 +&A    , (b) 	 +2A    , (c) 	 +&A   
4.4 Performance indications
In this section, we will present a comparison between the single dwell serial search acquisition
system combined with a fast preliminary search mode, and the simple single dwell serial search
(SDSS) acquisition system. We will compare the two systems in terms of the resulting mean
acquisition time. This will allow us to determine under what conditions the utilisation of a fast
preliminary search mode can improve the mean acquisition time of the system. It will also give
an indication of the improvement that the FPS system can offer. The mean acquisition time for
the SDSS system with no a priori knowledge of the location of the correct cell [5] is:
 ! " $%  8L+   	 + 
    	  +    	      U   "  ,+ (4.35)
while for the FPS system we will use equation 4.29. The mean acquisition time is given as a
function of the SNR and the probability of false alarm
  " for both systems. The probability of
detection for the SDSS and the second search of the FPS system, assuming a CFAR criterion,
is now given by:
 +         A    "  	 '     	 + 
     '   (4.36)
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Figure 4.8:
 ! " $%  versus 	 +&A for various     ,   "    ,     , U    ,    	
kHz. All times are given as multiples of 	 +    .
while
 
for the fast search of the FPS system is calculated using equation 4.23. The two
systems were compared under various conditions and the general conclusion is that, in most
cases, FPS outperforms the conventional SDSS system. The crucial parameter that determines
the performance of the FPS system for a given SNR and
  " is the fast dwell time 	 +&A . Figure
4.9a presents the 	 +&A  4 P as a function of the SNR for various   " . What might seem as a paradox
is that for the combination of low SNR and low
  " , 	 +2A  4 P is very short. This shows, though,
that for those conditions it is preferable to switch to the final search as soon as possible as,
in order to get reliable information from the fast search (low
 
), we should spend a long
time examining each cell, which will, in any case, increase the
 )! "$%  . Nevertheless, in
spread spectrum systems with high processing gains it is probably unlikely to encounter the
combination of very low SNR and low
  " (note that the SNR is calculated at the output of the
correlator of figure 4.1). For a given SNR and
  " there is a maximum 	 +&A (denoted by 	 +&A.- "21 )
such that for every 	 +&A 	 	 +2A - "21 , the mean acquisition time of the FPS system is better than that
of the SDSS system. The maximum 	 +2A can be easily calculated by equating 4.35 and 4.29 and
solving for 	 +&A . Figure 4.9b depicts the results for various   " . For   " up to     the 	 +&A - "21
as a function of the SNR is practically independent of the
  " and in order to get an improved
acquisition time from the FPS system we must keep 	 +&A   	 +  for the SNRs of practical
interest. For higher
  " , the acceptable range of values of 	 +&A for which FPS outperforms the
SDSS is very large as can been seen from figure 4.9b and we can even have 	 +&A  	 +  for very
large
  " . The two systems are compared in terms of the resulting mean acquisition time in
figure 4.10. The FPS performs better for the SNRs of practical interest. The difference is more
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Figure 4.9: 	 +&A  4 P  	 +  and 	 +2A - "21  	 +  as a function of the SNR and different   " (    ,U  

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Figure 4.10:
 ! "$%  as a function of the SNR and two different   " . The sub-optimum time
used is 	 +&A    	 +  and    , U   ,      kHz)
significant for high
  " and the reason is that the FPS system will have to recover from less
false alarm situations, due to the fact that the fast search provides information, which allow the
correct cell to be examined early enough in the final search, and thus the mean number of false
alarms is reduced significantly.
It is clear from figures 4.9 and 4.10 that it is not necessary to use the optimum 	 +&A in order to get
better acquisition time, from the FPS system compared to the SDSS system. On the other hand,
figure 4.10 shows that we get impressive improvements by using the 	 +&A  4 P compared to what
we get by using a sub-optimum 	 +&A . Nevertheless, the use of 	 +&A  4 P is restricted by two factors.
The first is that 	 +&A  4 P does not always exist (see section 4 and also notice in figure 4.10 that for
the last value of the SNR the
 ! " $%& is not calculated for the 	 +&A  4 P case). The second factor
is that the Gaussian approximation and thus all the previous results are valid for
 	 +&A   .
For smaller product equation 4.12 must be used for the calculation of the
  
and thus all the
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results will be significantly different. There is another, more fundamental, limitation on the fast
dwell time imposed by the effects of the partial correlation. More details on this constrain will
be given in the next section.
The FPS system seems to be a very good compromise between the passive (matched filter)
and the active straight line synchronisation schemes. It combines the hardware simplicity and
robustness under bad conditions (low SNR, data modulation, Doppler) of the active schemes
but it improves significantly their performance in terms of the mean acquisition time. The
proposed FPS system is the simplest version. We did not consider any kind of verification
modes or multiple dwell systems following the second search. The good results that we obtain,
from the combination of the fast preliminary search of the ambiguity area with the simple single
dwell system, allow us to be optimistic that a fast preliminary search mode could be included
to any of the well known acquisition systems and result in better performance.
4.5 Limitations of the work
In the calculation of the false ranking probability, the usual assumption of perfect autocorrel-
ation properties was made. It was assumed, that when the system is synchronised, the output
of the correlator in figure 4.1 would be           while in the non-synchronised case the
output would be just the
     
. This is a very usual assumption in the literature which is
used in order to simplify the calculations of the detection/false alarm probabilities. In the FPS
case however, this assumption must be examined carefully as the correlation length can be very
short. Let us assume an 
	 sequence    of period  . If we define the partial autocorrelation











"  ?  	 " 	    	 " (4.37)
then, by using the theory of [118], [5],pg.291 and the identity 6  <  $    $
 6  <   , (where
 is a random variable, $ a constant and 6  < the variance), it can be shown that the mean  
and variance

of the time-average of
 ""   M K M
	 are:
       M 	    ;( 
	
AH M 	    ;( 
(4.38)
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  ;(  depicts the multiples of the code period  . We must
note that equations 4.38 and 4.39 are valid for chip offsets 	 which are integer multiples of the
chip duration ! $ .


















(a) The autocorrelation variance

















(b) The autocorrelation mean
Figure 4.11: The normalised mean and variance of the autocorrelation as a function of the






Equations 4.38 and 4.39 were verified with simulations. Figure 4.11 depicts the variance and
mean of the partial autocorrelation of an m-sequence of
  
chips for
 A     chips,
     chips and      chips (full correlation). The variances according to equation
4.39 are
 #A   
,
       and       respectively, which are in total agreement
with the simulation results of figure 4.11(a). Similarly, the simulated and theoretical means are
in excellent agreement.
It is obvious now, that if the dwell time is very short compared to the code period, then in the
>@?
case we can not assume that the output of the bandpass filter in figure 4.1 is only AWGN.
An extra term of self noise due to the partial correlation must be added. It has been shown
in [5, 116] that the random variable  
   ""   M K M
	 can be regarded as Gaussian. In short,
for
   
,   behaves like a binomial distribution and the additional constraint
  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causes the binomial distribution to behave like a Gaussian one. Thus, in order to take the effect
of partial correlation into account, we can consider it as an extra Gaussian term that should
be added to the thermal noise. The variance of the partial correlation noise (PCN) is given by




































Figure 4.12: The autocorrelation normalised variance (or equivalently the PCN power) as a
function of

for various  .
Figure 4.12 shows that even for short codes ( 
	 ) the variance of the PCN is 	 dB




 	 chips. Thus, the PCN is well below the expected AWGN for
all practical SNRs and

. As a result, we can approximate the output of the bandpass filter
in the  state with AWGN even for very small  as long as the SNR  dB. Referring to
figure 4.10, the effect of the PCN is that, after a certain SNR point it will dominate over the
AWGN and the mean acquisition time (in the optimum  case) will stop decreasing and will
be stabilised.
We must note however that, the previous results are valid for  -sequence PN codes only, for
which equation 4.39 is valid. Figure 4.13 depicts the normalised variance of the autocorrelation
as a function of the relative time offset for a Gold code of 127 chips length. It is obvious that the
variance for small correlation length is not as good as for the simple  sequences, but once
more the differences with the theory will be significant only for the combination of large SNRs
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(a) The autocorrelation variance














(b) The autocorrelation mean
Figure 4.13: The normalised mean and variance of the autocorrelation as a function of the






and very short correlation lengths. The problem of partial correlation can be serious when
the Walsh codes are used. The Walsh codes are orthogonal codes with good cross-correlation
properties (when synchronised). Their autocorrelation properties though, are not good at all
and furthermore they depend on the specific code. In general, the FPS system will have a poor
performance when handling Walsh codes.
To summarise, the partial autocorrelation effects were studied and it is shown that for the

	 sequences and Gold PN codes, the partial correlation can be ignored in the analysis of
the FPS system, for all SNRs and fast dwell times of practical interest. In the next chapter, the
performance of the FPS system is compared with that of more advanced acquisition systems.
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Chapter 5
The Fast Preliminary Search (FPS)
system: a comparative evaluation
In this chapter, the fast preliminary search method, which was introduced and analysed in
chapter 4, is compared in terms of the resulting mean acquisition time with three synchronisa-
tion systems, namely:
 the single dwell acquisition scheme, in the case where a non uniform a priori information
is provided and advanced searching strategies are utilised.
 the active double dwell straight line system.
 an adaptive filter based synchronisation system.
All the results support the view that a fast preliminary search mode can improve significantly
the mean acquisition time of the system.
5.1 The FPS system versus the single dwell scheme with a known a
priori distribution
In this section we compare the FPS system with the single, fixed dwell system (SD), assuming
a one dimensional (time only) ambiguity area and using the parabola-shaped function, that was
described earlier in chapters 2 and 3, as a priori information. We must notice at this point that
we will use the parabola-shaped pdf as a time a priori information. In chapter 2, we derived
this pdf, under certain geometrical assumptions, as the Doppler pdf within a LEO satellite spot-
beam. In this section though, we will use it as a time information. This does not affect the
results for the mean acquisition time and all the results of chapter 3, concerning the various
searching strategies are valid. For the comparison we will use the two alternate strategies
(NUEA and UEA) which always give the lower mean acquisition time for centrally peaked a
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priori pdfs. The UEA and NUEA strategies are described in detail in chapter 3, where results
are given for a parabolic a priori pdf and in [11] where results are given for a triangular and
Gaussian a priori pdf of the (one dimensional) ambiguity area. The basic idea behind UEA and
NUEA is to examine the cells following the order of the decreasing a priori probability. For
the triangular and Gaussian a priori pdfs, NUEA performs better than UEA, although for large
probabilities of detection (
 +   ) the two strategies perform similarly. For the parabolic
Doppler pdf, it was shown in chapter 3, that UEA performs slightly better than NUEA for
 +    while for low  + NUEA performs marginally better than UEA. The differences,
though, are so small that we can consider the two strategies to be equivalent concerning the
mean acquisition time performance. It was also shown in chapter 3 that by using NUEA or
UEA, given a parabolic pdf, the mean acquisition time can be reduced by up to
  
compared
to the straight line search (i.e. examining one cell after another without any particular order)
of the ambiguity area. Motivated by those results, we compare the FPS system with the SD
acquisition scheme that utilises the alternate strategies. The mean acquisition time is given as
a function of the SNR (denoted by '  ) and the probability of false alarm   " for both systems.
For the FPS system we use equation 4.29 while for the SD/alternate we use the theory presented
in chapter 3, i.e. equation 3.40 for the UEA strategy and equation 3.41 for the NUEA strategy.
The probability of detection for the SD and the second search of the FPS system is given by
equation 4.36 (assuming a CFAR criterion), while
  
for the fast search of the FPS system
is calculated using equation 4.23. For the FPS system a sub-optimum fast dwell time 	 +&A was
used for all the simulations and was set to be 	 +&A    	 +  , where 	 +  is the dwell time for
both the SD system and the second search of the FPS system. Finally, the penalty time is
	 4  
 	 + for both systems and for the FPS system we used  	 +&A     . Figures 5.1, 5.2 and
5.3(a) present the normalised mean acquisition time
 ! "$%   	 +  as a function of the SNR, for
the SD/NUEA, SD/UEA, straight line/SD and FPS systems. For very low SNRs, as in figures
5.1(a) and 5.2(a), (which is unlikely to occur in spread spectrum systems with high processing
gains-note that the SNR is the one at the output of the bandpass filter of figure 4.1), the two
alternate strategies perform marginally better than the FPS and straight line SD. In fact, FPS is
the poorest of all strategies. The reason for this poor performance is that for very low SNRs the
   
(as can be seen in figures 5.3(b), 4.4 and 4.5). A probability of false ranking near

indicates that the provided information is effectively random and thus, no improvement
is expected. In fact, under these conditions we expect a larger acquisition time compared even
to the straight line SD system due to the extra dwell time 	 +&A that the FPS uses. On the other
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Figure 5.1:
 )! "$%  as a function of the SNR and   "     
hand, for the SNRs of practical interest (figures 5.1(b) and 5.2(b)), the FPS strategy clearly
outperforms all the single dwell systems (straight line, UEA and NUEA). The reason is that
for these SNRs the false ranking probability is low. Thus, the information according to which
the second search is performed, is very reliable and results in a very good performance. Figure
5.3(a) is a comparison between the SD/UEA and the FPS scheme for all SNRs and various
false alarm probabilities. We can see that the performance of the FPS is further improved for
larger
  " and this indicates that the FPS system has to recover from a small number of false
alarm situations compared to any SD system. This is due to the fact, that the correct cell will
be examined soon and if the probability of detection is high enough the number of false alarms
is reduced dramatically, since the mean number of false cells that are actually examined is very
small.
5.2 The FPS system versus the double dwell time scheme.
The multiple dwell serial search system is a generalisation of the single dwell serial PN acquis-
ition system. As discussed in the first chapter, the scheme falls into the class of fixed dwell time
synchronisation schemes in the sense that the variation in integration time is achieved by allow-
ing the examination interval to consist of a series of fixed short dwell periods (each longer than
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Figure 5.2:
 )! "$%  as a function of the SNR and   "    
A
its predecessor) with a decision being made after each. More details can be found in chapter
1, while an extensive analysis can be found in [5, 40, 112]. The most important multiple dwell
search system is the two dwell serial search system (TDSS), which we will also use in order to
compare it with the FPS system. The calculation of the mean acquisition time
 ! " $%  H for
the general

-dwell system, can be found in [112] and for    is given by:
 ! " $%  H   








/  A  " /  #E:F 	 4   " H (5.1)
where  " is the dwell time of each of the  dwells,   " / and  + / the corresponding false alarm
and detection probabilities,
 E:F   H/  A   " / ,  C   H/  A  +./ , 	 4 the penalty time and   " H





 ! "$% (    
 	 ,+&A  +   +&A  +    A     " A    " A
  " 
	 4  (5.2)
Equation 5.2 is the same as the one presented in page 782 of [40], in which the penalty time
has been set equal to 	 4   U  . In order to compare the two systems we will use the following
parameters:
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Figure 5.3: Comparison of the mean acquisition time and the
  
as a function of the fast dwell
time
   " A     "      " , where  " is the false alarm probability for the FPS system and
  " A ,  "  are the false alarm probabilities for the first and second dwell of the double
dwell system. The corresponding detection probabilities are calculated using equation
4.36.
  A   	 +&A and     	 +  where, 	 + / denotes the dwell times for the FPS system and  / the
dwell time for the double dwell system. The choice of the dwell times is a reasonable one
for two reasons: (i) since the dwell times of the two systems are the same, we can decide,
according to their relative performance, which one makes the best use of the available
time resources and (ii) both systems perform better when the first dwell time is much
shorter than the second one.
The results of this comparison are summarised in figures 5.4 and 5.5. Figure 5.4(a) depicts
the role of the false alarm probabilities. In general, for low false alarm probabilities (
  " 
    
), the FPS system outperforms the double dwell for very low SNRs, while for large SNRs
(SNR  	  dB) their performance is similar (that is, for a non-optimised fast dwell time 	 +&A
and  A ). For large false alarm probabilities FPS performs better for SNR  	  dB, while for
lower SNRs the double dwell system results into lower mean acquisition time. The significance
of the dwell times is depicted in figure 5.4(b). It has been proven in chapter 4 that the fast
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dwell time for the FPS system can be optimised. An optimisation for the double dwell system
is also possible but, as far as we know, it has not been explicitly and analytically presented
in the literature. Accordingly, the performance of the two systems, greatly depends on the
correct choice of the fast/first dwell time. Nevertheless, the optimisation ability of the FPS
system is much larger, i.e. the improvement in the mean acquisition time by optimising the
fast/first dwell time is much larger in the FPS system. This is obvious in figure 5.5 where the
    ! "$%   	 +  is given as a function of the SNR and fast/first dwell time. An optimum
	 +&A or  A exist for both systems (for which the mean acquisition time is minimised), but the
minimum achieved by the FPS system is better than that of the double dwell system. This is
the reason for which we observe a large improvement in the performance of the FPS system
compared to the double dwell system for 	 +2A    	 +  of figure 5.4(b). In this figure, the fast
dwell time 	 +&A is very close to the optimum value and, as a result the performance is rapidly
improved. Figure 5.6 depicts the role of the parameter
U
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 )! "$%  	 +  as a function of the SNR under various conditions
penalty time ( 	 4   U 	 +  ). A combination of a large U and large false alarm probability   "
means that a large part of the required acquisition time is due to false alarm situations. This
is the case in figure 5.6(a) for
U   
and
  "    . The FPS system outperforms the DD
system for high SNRs (i.e. high detection probabilities) while for lower values DD results into
better acquisition times. A very interesting point in figures 5.6 (which is also noticeable in 5.4)
is that for non-optimum 	 +&A the mean acquisition time of the FPS system finally converges to a
value which only depends on the 	 +&A and is independent of the false alarm parameters (   " and
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U
). This indicates that the FPS system is very robust against false alarms. Given a good SNR,
i.e. SNR  	  dB at the output of the correlator (figure 4.1), which is feasible for SS systems
with good processing gain, the mean acquisition time is almost free of the significant penalty
time part. The reason, as explained before, is that if the SNR is high enough the false ranking
probability is very small. As a result, the correct cell will be one of the first to be tested during





















Figure 5.5: The 
   ! "$%&  	 +  for the FPS and double dwell system (   " A     "     "    ).
the previous results, we could say that the main differences between the FPS and DD systems
can be stated as follows:
 The FPS system allows a large degree of optimisation by controlling the fast dwell time
	 +2A .
 The DD system performs better than the single dwell because it allows incorrect cells to
be quickly discarded. The FPS system moves one step forward by not allowing incorrect
cells to be examined, which in turn can result in shorter acquisition times if the 	 +&A is
correctly chosen.
5.3 The FPS system versus the adaptive filter acquisition system.
The class of PN code acquisition system that use adaptive filter techniques was discussed in
chapter 1. It became clear, that the performance of the adaptive filter acquisition schemes is
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Figure 5.6:
 ! " $%   	 +  as a function of the SNR for two different penalty times (different U ).
similar to that of the matched filter approach. The FPS system can be classified as an active
serial search system. As such, it is not expected to result into acquisition times which are
better than the passive matched/adaptive filter approach. It is clear that under certain conditions
passive acquisition systems perform better, in terms of the mean acquisition time, than the active
systems, for the simple reason that passive systems are designed to test several code phases at
a time, while active systems test only one. Nevertheless, active systems have other advantages
such as, simple and cheap hardware implementation and better usage of the processing gain of
the system. The purpose of this comparison is to evaluate the FPS system against the adaptive
filter acquisition (AFA) system which, although promising and powerful, have not received
considerable attention in the literature. The AFA system of interest uses the LMS algorithm in
order to evaluate the optimum tap weights. The mean acquisition time for the AFA system is
derived in [52] and is given by:
 ! "$%    !#$#C    U "  U +       "     	  C   U=4  #E:/    " 	   #E   	  C  
(5.3)
where ! $ is the chips duration, U " ! $ the time required for the tap coefficients to converge to their
optimum values,
U + ! $ is a decision period about the mean square error (MSE) convergence,
U 4 !#$ is the false alarm penalty time and is modelled as U 4   "  U "  U +  ,  C is the detection
probability,
 E 
is the out-phase false alarm probability and
,E:/
is the in-phase false alarm
probability [52]. Finally,  " is the length of the uncertainty area which is given by  "    W   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where,
W
is the length of the PN code,

the number of the taps of the filter and
   is the
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Figure 5.7:
 ! " $%   ! $ as a function of the detection probability  + for #E "    E "    
,
#E " /  	 ,  E+    , 	 +2A    	 + 
4.29 for the acquisition times of the AFA and FPS systems respectively, and we used
U +     ,
U "  	 , UV4    "  U "  U +  , code length W    chips, filter length      (unless, when
a different value is given). For the FPS system, the second dwell time is 	 +    W ! $ , and the
false alarm constant is
U   U   W in order for the two systems to have the same penalty time
(the penalty time for the FPS system is 	 4   U 	 +  while for the AFA is 	 4   UV4 ! $ ). Figure
5.7 presents a comparison of the FPS and AFA for very low false alarm and false ranking
probabilities (
 E "    E "    	 ,  E " /   	 , #E+     ). This is the only
case for which the mean acquisition time of the FPS system is comparable with that of the
AFA system. For very short filter length (
   
), the FPS acquisition time is better than
that of the AFA system. This highlights a significant characteristic of the FPS system, that
under relatively good SNR conditions, it allows a large degree of optimisation which results
in very low mean acquisition times. For more realistic conditions, the results are presented in
figure 5.8. All the false alarm probabilities that were used are given in the figures. The results
are the same for any combination of false alarm probabilities. As was expected, the AFA
system outperforms the FPS system for the reason that was explained before. The difference
in their performance is more significant for the combination of low detection probabilities and
high false alarm probabilities (figure 5.8(b)). It is shown in [52, 119], that the performance of
the AFA system in terms of the mean acquisition time, is similar to that of the matched filter
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acquisition systems. Thus, we expect that, a comparison of the FPS system with the matched
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Figure 5.8:
 ! " $%   ! $ as a function of the detection probability  + under various conditions
that, the performance of the AFA system depends on a significant number of parameters that
must be suitably chosen in order to minimise the mean acquisition time. Thus, the filter length

, the LMS step size  8 , the averaging window  and the threshold ! J are crucial for the
good performance of the system.
5.4 Concluding discussion
In the last two chapters a novel PN code acquisition system was studied. The Fast Prelim-
inary Search (FPS) system is an active acquisition system, which provides reliable a priori
information about the location of the correct cell in the ambiguity area. This is accomplished
by utilising a fast preliminary search of the ambiguity area, the results of which are used to
accelerate the second and final search. The performance of the system in terms of the mean
acquisition system was studied thoroughly. Both theoretical and experimental (simulations)
results were given and they were in excellent agreement. The system was compared with a
number of well known acquisition systems and it was found that, in most cases, it performs
better than the typical active acquisition schemes. Its good performance is mainly attributed to
two factors:
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 The system greatly reduces the probability of the examination of false cells and thus, the
number of false alarms is significantly reduced.
 The system allows a large degree of optimisation by correctly choosing the fast dwell
time 	 +&A .
We must also notice that the configuration of the FPS system that was analysed in chapters 4
and 5 is a worst case study of the system. It is obvious that, if the second stage (the final search)
is performed by a matched filter device, the mean acquisition time would be better. In the next
chapter, the performance of the FPS system in a fading channel is examined.
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system: performance in a fading
channel
In this chapter, the performance of the fast preliminary search acquisition system is evaluated
in a frequency selective Rayleigh fading channel. Using simulations, the effects of the channel
in the probability of false ranking
  
and the mean acquisition time are evaluated. The chapter
starts with a discussion on the acquisition problem in fading channels. In section 2, simulation
results are presented concerning the false ranking and detection probability in fading channels.
Finally, a comparison of the mean acquisition time of the FPS system in AWGN and fading
channels is presented.
6.1 Acquisition over fading channels: an overview
The theoretical analysis of the acquisition problem over fading channels and the calculation of
the relative crucial parameters (i.e. detection and false alarm probabilities, mean and variance
of the acquisition time) is an exciting but very demanding task. Despite the fact that over the last
15 years, the problem has attracted a considerable amount of research efforts, the fundamental
issue of setting a general theoretical framework for the analysis of the acquisition system over
fading channels remains unsolved. The main difficulty that must be overcome is the influence
that the fading correlation has on the search through the uncertainty region [120]. As discussed
in chapter 3, there are basically two general frameworks that allow the analysis of any acquis-
ition system, namely, the equivalent circular state diagram technique, introduced by Polydoros
and Weber in [31] and the direct approach introduced by Jovanovic in [11]. Both techniques,
which are described in detail in chapter 3, are based on the assumption that there is no memory
to the channel, i.e. the examination of each cell of the uncertainty area is statistically independ-
ent from the examination of any other cell. This allowed for the acquisition procedure to be
described by a Markov chain which gave useful and accurate results in Gaussian channels. The
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problem is, that in a fading channel this fundamental assumption is no longer valid, at least not
in the general case of any fading channel. This effectively means that the Markovian descrip-
tion of the acquisition procedure is not valid and thus both the circular state diagram and the
direct approach are not valid in the general case of a fading channel.
Nevertheless, in practice both methods can be used under specific assumptions. There has
been a significant number of publications in which the circular state diagram has been used in
order to calculate the mean acquisition time in fading channels. In [30, 121–124] the authors
examine the performance of a matched filter based acquisition system in Ricean and Rayleigh
fading channels. The mean acquisition time is derived using the circular state diagram and
then a number of probabilities (detection, false alarm, missing probabilities) are calculated
using the fading channel statistical properties. The papers [121–123] by Sourur and Gupta, are
considered to be important contribution in the field of acquisition over fading channels. In [121]
the case of a frequency non-selective Rayleigh channel is examined. The treatment in terms of
the circular state diagram is the same as for the simple non-fading Gaussian channel. Only
the calculation of the various probabilities takes into account the fading statistics. In [123] a
Rician channel is examined; both frequency non-selective and frequency selective channels are
considered. The main difference compared to the Rayleigh case is that the authors distinguish
between different
> ?
cells in the case of a Rician frequency selective channel; there are the
>  
cells for which the intersymbol interference (ISI) can be ignored and the
>  % cells for
which ISI is taken into account. Nevertheless, the circular state diagram is the same and the
mean acquisition time is calculated as in a non-fading channel with modified detection, false
alarm and missing probabilities to account for the fading channel effects. In [122] the same
authors examine the same system as in [121, 123] but using a serial acquisition method, while
in [121, 123] the analysis concerned a parallel system. In [123] the
> ?
cells were divided
into two groups only for the frequency selective case, in [122] the authors distinguish between
different
> ?
cells even in the case of a Rician frequency non-selective channel. In this case,
there is only one
>  % cell, which is actually a correct cell and does not belong to the dominant
specular component while the rest of the
>B?
cells are taken to be i.i.d. For the frequency
selective channel, the
> ?
cells are divided as in [123]. A common assumption to all three
[121–123] is that the
> A
cell is unique. We should notice that there is no direct comparison
between the theoretical and experimental results in [121–123]. On the other hand, the work of
Sourur and Gupta has been cited regularly in later literature. In [30], for example, the authors
evaluate an acquisition system in fading channels using the framework of Sourur and Gupta.
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It seems that even for relatively high Doppler to PN code frequency ratio (
3 C  3  H        ),
the theoretical and experimental results are in acceptable agreement. In [124] a similar but
simpler approach is presented; the
>B?
cells are all equivalent and the equivalent circular state
diagram is applied as in the simple Gaussian case. The detection and false alarm probabilities
are determined for the Ricean fading channel. Unfortunately, there is no comparison between
the theoretical and experimental work. It is the personal opinion of the author, based on results
that will be presented later in this chapter, that, at least in slowly fading channels, the direct
approach and the equivalent circular diagram can be applied to the calculation of the mean
acquisition time as long as all the relative probabilities are modified to account for the effects
of the fading channel.
A different approach is presented in [125]. According to this, the influence of random amplitude
of the received signal is included in the analysis by averaging the detection probability of the
correct cell over the distribution of the amplitude given that the amplitude follows a certain
distribution (Rice or Rayleigh). The results presented in this paper concern the pdf and cdf of
the acquisition time. There is no comparison between simulations and theory. On the other
hand, it is suggested in [126,127], that using the mean acquisition time equation for an AWGN
channel and substituting the average value of
 +
in the equation, is not exactly correct because
the mean acquisition time is not linearly but inversely dependent on
 +
. The philosophy used in
this paper is the same as when deriving the bit error probability in fading channels. It is assumed
that during each acquisition, the channel is static having fixed
 + /
and that the acquisition time
! GBF   ! GBF   + /  is conditional, i.e. ! GBF   ! GBF   + /    /  where   / is the amplitude of
the signal distributed according to
    /  . Thus, the mean acquisition time is calculated by
averaging as:
! GBF     ? ! G F   + /    /      /  (S  / (6.1)
This approach can be valid only if the channel is fading slowly compared to the acquisition
time. If the fading is fast enough leading to approximately the same
 +
in each acquisition, the
averaging should be performed over conditional
 +
as stated in [126]. The comparison between
theory and simulations presented in [126] concerns only the static channel case. For the more
realistic time-varying channels, only simulation results are presented.
In [128] Wilson used Gilbert’s two-state Markov chain model to study the effect of correl-
ated fading on the performance of parallel acquisition of frequency hopped signals. The two
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states represent the good (unfaded) condition and the bad (faded) condition respectively. This
model has the ability to generate burst errors, but it has limitations in representing real chan-
nels. A similar approach is presented in [129] where the time varying channel is modelled
as a finite-state Markov chain. Each state represents a specified stationary channel model;
they can be frequency selective or frequency non-selective, fast or slow fading, Rayleigh or
Rician fading channel. In order to calculate the acquisition time statistics, the moment gen-
erating function
> "$% 7D for the acquisition time is used (see chapter 3) and the processes
> C DM > G DM >@? D are evaluated as functions of the Markov model transition probabilities.
Theory and simulations seem to be in good agreement but on the other hand, there are very few
results given and thus, a thorough evaluation of the proposed model is not possible.
The application of adaptive techniques in the code acquisition procedure was discussed earlier
in chapter 5. Adaptive techniques are powerful and result in low mean acquisition times. Their
performance in fading channels is investigated in [130, 131] using simulations. It is shown
that the degradation of their performance in fading channels is significantly smaller than that
suffered by matched filters based systems. The application of maximum likelihood techniques
in the acquisition procedure in the presence of multipath, Doppler shift and data modulation is
investigated in [132]. A MUSIC-based estimator of the propagation delays of the transmitted
signals in a DS-CDMA system and the effects of the fading channel and the near-far problem in
the acquisition procedure is studied in [57]. Interesting results are also presented in [133–138]
where various aspects of the acquisition procedure (threshold setting, tracking loop, spreading
sequences optimisation) under fading channel and multiple access interference are discussed.
6.2 Performance of the FPS system over fading channels
After an extensive search of the relative literature it became clear that the theoretical analysis
of any acquisition system in non AWGN channels is still problematic. Thus, the evaluation of
the performance of the FPS system in fading channels, is based only on simulations. In what




and the mean acquisition time are presented. For our simulations
we used a frequency selective two-path Rayleigh channel with various power losses per path.
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channel Power loss, path 1 Power loss, path 2 Tap weight 1 Tap weight 2
P1 3 dB 3 dB 0.707 0.707
P2 5 dB 1.65 dB 0.5621 0.82698
P3 9 dB 0.58 dB 0.35481 0.9349
Table 6.1: Power losses for each path and tap weights for the simulated 2-paths channel mod-
els.
For a Rayleigh channel, the distribution
    /  of the amplitude   / of the signal is:
    /   
   /
  
    (6.2)
where
       / 
[94]. We will not give any more details on the general aspects of fading
channels as it is a well known subject for which extensive literature can be found. Of particular
interest for spread spectrum applications we found the following references [4, 5, 139–141].
Table 6.1 describes the three different channels
 A M  =M   that we used. Channel  A is one
with equal power at each path, while the power distribution per path is unequal for channels
 
and
  . The simulations covered both the slow and the fast fading case for each one of the three
channels. In order to simulate a fast fading channel we used
3 - "&1  3 :H       , while for the
slow fading case we used
3 - "21  3 :H       where, 3  H is the PN code frequency and
3 - "21 the maximum Doppler frequency. We also assumed a classic (Jakes) Doppler psd [142]
given by:
 C  3     
           A     (        M  3  	 3 - "21
 M  3   3 - "21 (6.3)
where
   is the variance of the zero-mean complex Gaussian noise procedure that is used
to produce the Rayleigh distributed signal amplitude. The simulation of the Rayleigh channel
was achieved by using the method of the finite sum of weighted sinusoids as described in
[142] because it allows the complete control of the parameters of the channel. A PN code

	 sequence of length   	 chips was used.
Figure 6.1 depicts the false ranking probability as a function of the SNR in all three
 A M   M  
channels for both slow and fast fading. The Gaussian case is also given for comparison. As
expected, the false ranking probability is getting larger compared to the Gaussian channel case.
Similar to the Gaussian case,
 
is getting lower as the fast dwell time 	 +&A increases, as can
be seen by comparing figures 6.1(a) and 6.1(b). The crucial parameter of the channel, that
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Figure 6.1: The false ranking probability as a function of the SNR for a Gaussian channel and
three fading (fast and slow) Rayleigh channels with different path losses and dwell
times.
determines the effects on the false ranking probability is the channel coherence time ! $  . We
can distinguish three different cases of interest
 	 +&A   !#$  : Very slow fading, the channel is effectively constant throughout the prelim-
inary search.
 	 +2A  !#$  : Very fast fading, the channel will change several times during a single fast
test of one cell.
 	 +&A  ! $  : Normally fast/slow fading, the channel may be constant during a single fast
cell test but will change during the total length of the preliminary search.
It is essential for the correct ranking of the cells, that the channel power is constant for the
period !    	 +&A where the variables, according to which the cells are ranked, are obtained.
Given this, we can see that the first two extreme cases will result in almost equivalent results in
terms of the false ranking probability. The reason is that in both cases the mean channel power
is almost the same for all cells. This is obvious for the very slow fading, but it is also valid for
the very fast fading as all cells are subject to deep fades and thus, the effects of the channel are
more or less the same for every cell. On the other hand, the third case is probably the worst as
the channel may be different as different cells are tested. This is particularly harmful for the
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Figure 6.2: The detection probability as a function of the SNR for a Gaussian channel and two
fading Rayleigh channels (
 A
and
  ) with different path losses.
ranking procedure where a constant power level is very important. In this case, the average false
ranking probability will be the same for both slow and fast fading channels. Using the simple
formula !#$     3 - "&1 , [141], the values of 3 - "21 3 :H and     that we used for our
simulations, it is easy to verify that our results belong to the third case. This is the reason for
which, in figures 6.1(a) and 6.1(b) (a result of averaging over many hundreds of code periods)
the
  
is the almost the same for slow and fast fading channels. It is interesting to notice that
channel
 A
(equal power per path) results in the best performance in terms of the false ranking
probability. The reason is the advantage of the selection diversity, which is obtained in a fading
channel. Both paths have enough power to provide reliable information for the cell ranking
procedure.
Figure 6.2 depicts the effects of the fading channel in the detection probability of the final
search. A simple CFAR criterion was used to provide a constant false alarm probability. The
threshold was constant and set according to equation 1.16, for both the Gaussian and the fading
case. A numerical fine tuning was necessary in the case of fading channels in order to keep
the false alarm close to the desirable value. Nevertheless, the difference, in terms of the false
alarm rate, between the fading and Gaussian channels is not significant. Thus, by using a
more suitable adaptive threshold setting [23] one can justify the assumption presented in [120]
according to which, if the test variable is normalised to achieve CFAR, then fading does not
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Figure 6.3: The mean acquisition time normalised to the second dwell time 	 +  as a function




with different path losses.
affect
>@?
-sector testing. A significant reduction in the detection probability, as expected, is
caused by the fading channel. Similarly to the false ranking probability, the
 A
channel, with
equal distributed power among its paths, gives the best performance compared with channel
 
The results for the mean acquisition time, for two different false alarm probabilities and two
different fast dwell times, are depicted in figure 6.3. The mean acquisition time is normalised
to the second dwell time 	 +  . One of the two fast dwell times (depicted in the figures as K A
case) is chosen to be 	 +&A    	 +  which, for most cases, is close to the exact optimal fast
dwell time. This is the deep blue line in figures 6.3(a) and 6.3(b) for which we get the lowest
mean acquisition time. As expected, fading channels result into increased acquisition times, as
a result of the increased false ranking probability and the decreased detection probability. Note
that in both diagrams, for fading channels, there seems to be no difference in the resulting mean
acquisition time for the two different fast dwell times (cases K A and K+ ). Those results indicate
that the fast dwell time cannot be effectively optimised if the channel is fading. Although, more
simulations are necessary in order to verify this conclusion, all our efforts gave results similar
to that in figure 6.3. This is an important result for the FPS system, because as stated in chapter
5, the large optimisation capability was one of the major advantages of this system.
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Figure 6.4: Comparison of the theoretical and simulated mean acquisition time for a Gaussian
channel and two fading Rayleigh channels (
 A
and
  ) with different path losses.
Figure 6.4 depicts a comparison between the simulated and the theoretical mean acquisition
time. The latter is calculated using equation 4.29 where the false ranking and detection probab-
ilities are given by simulations. Theory and simulations are in excellent agreement. Figure 6.4
is obtained by applying the direct approach to the FPS system. The results of figure 6.4 indicate
that, as long as, all the necessary probabilities take into account the fading characteristics of the
channels, then equation 4.29 is valid. In the first section of this chapter, we saw that this is
the most widely used technique for calculating the mean acquisition time in fading channels.
Although, strictly speaking, this method is not correct, it seems to give accurate results for the
FPS system and for most cases that are described in the literature.
6.3 Conclusions
In this chapter, the performance of the FPS acquisition system in a Rayleigh fading channel
was studied. An overview of the most important work on the acquisition problem in fading
channels was presented. It was shown that the accurate and generic mathematical description
of a PN code acquisition system in fading channels is still an open problem. The most common
approach to the calculation of the mean acquisition time in non-Gaussian channels is to use the
corresponding equations for the Gaussian case and modify the probabilities of detection and
false alarm. For the FPS system we used the results of chapter four for the mean acquisition
120
The Fast Preliminary Search (FPS) system: performance in a fading channel
time, while the probabilities of false alarm and false ranking were calculated using simulations.
This approach gave a very good agreement between theory and simulations. More specifically,
we simulated slow and fast fading conditions for a two-path channel with three different path
power loss profiles. It was shown that the channel with equal power loss per path gives the
best performance in terms of the mean acquisition time. The mean acquisition time and the de-
tection and false ranking probability in comparison with the Gaussian channel are significantly
degraded. Another difference with the Gaussian case is that in a fading environment the fast
dwell time can not be effectively optimised.
The following chapter concludes this thesis, summarises the purpose and motivation of this
research effort and outline the novelties that were proposed.
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Chapter 7
Summary, conclusions and future
work
The purpose of this work, as defined in the introduction of the thesis, is to study techniques able
to provide reliable a priori information which will be used in the PN code acquisition procedure
of a DS-CDMA system. The final goal is to improve the performance of the acquisition system
in terms of the mean acquisition time, i.e. acquire the PN code as fast as possible. This final
chapter summarises the work presented in the main body of this thesis, evaluates the extent
to which the original goal has been accomplished and shows clearly our contribution to the
research on the code acquisition problem.
7.1 Summary of the results
The idea of providing prior information is very well suited to systems that include features
which are, at least to a certain extent, deterministic. Low Earth Orbit (LEO) satellite com-
munications systems is a typical example. The position of the satellite can be determined
accurately. Thus, the uncertainty in time and frequency that the synchronisation system must
overcome, is due to the uncertainty of the position of the mobile and of course due to the chan-
nel statistical nature. The time uncertainty is a sum of the propagation delay uncertainty and
the time offset introduced by the channel (which is usually modelled as a Rician fading chan-
nel). Unfortunately, the overall time offset is a random variable. Thus, it is not possible to
provide any kind of reliable information about the time ambiguity area. On the other hand, the
Doppler frequency is more deterministic and reliable information can be provided. We focused
our attention to the Doppler shift caused by the movement of the satellite which is very large
compared to the Doppler spread of the channel. A simple and accurate model to calculate the
Doppler frequency at any point on the earth, given the position of the satellite, was developed.
Assuming a uniform distribution of mobile terminals within the satellite spot beam, we calcu-
lated the probability density function of the Doppler shift within the spot beam. It was shown
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that under certain conditions the Doppler pdf can be approximated by a parabola-shaped func-
tion, while in the general case the Doppler pdf is a non-symmetrical function. The calculation
of the Doppler pdf in a satellite spot beam is, to the best of our knowledge, presented for the
first time in the open literature.
The idea behind the calculation of the Doppler pdf was to use it as a priori information for the
code acquisition procedure. This is done in chapter 3 using the parabolic Doppler pdf. It was
noted before that in the general case, the Doppler pdf is non-symmetrical. Nevertheless, we
used the parabolic pdf although it is only valid for a limited area of the total satellite footprint.
This was done due to the simplicity of the parabola-shaped function which allowed us to analyse
mathematically and compare six different searching strategies of the ambiguity area and derive
equations for the mean acquisition time. All the calculations were based on the direct approach
although the equivalent circular diagram (ECD) is more popular in the literature. In the case of
a parabolic pdf though, the complexity of the ECD became prohibitively large. On the contrary,
the direct approach gave relatively simple and tractable equations for every searching strategy.
A minor change in the original acquisition time pdf equation (see equation 3.25) was proposed
in order to reduce the computational time. Six different searching strategies were compared
in terms of the resulting pdf, cdf and mean value of the acquisition time. All the results were
verified using both simulations and the general equations that were presented in [11]. It was
found that some of the conclusions reached by Jovanovic in [11] concerning the UEA and
NUEA strategies were not valid for the given a priori pdf. Finally, it was shown that by using
suitable searching strategies for the given prior information the mean acquisition time can be
reduced up to

compared to the straight line search method where no prior information is
provided.
Chapters 2 and 3 gave a good insight not only to the advantages of providing prior information,
but also to the price that has to be paid in order to obtain it, namely a large amount of computa-
tional effort. The method described in chapter 2 requires “external data”, i.e. the position of the
satellite and the centre of the spot beam, that must become known to the receiver. Moreover, if
the acquisition is slow compared to the Doppler rate of change, new geographical information
has to be provided to the receiver. Furthermore, in order to use efficiently the a priori informa-
tion, suitable searching strategies must be employed, the analysis and optimisation of which is
not a trivial task. Finally, the method described in chapter 2 is applicable only to the frequency
ambiguity area of satellite systems. The fast preliminary search (FPS) system, described in
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chapter 4, overcomes all these problems. It performs a fast search of the ambiguity area and
then uses the results of the first search as a priori information that determines the order that the
cells are examined during the second and final search. The FPS system provides information us-
ing only its own resources, i.e. no external information is necessary. It can be used for both the
time and frequency uncertainty area of any CDMA system, satellite or terrestrial. Simple and
accurate analytical expressions for the mean and variance of the acquisition time are derived
using the direct approach. The results are verified by simulations. Its performance depends
basically on the fast dwell time 	 +2A . As this is the only parameter that must be optimised, the
FPS system seems to be a very simple, effective and reliable synchronisation system.
The performance of the FPS system in a Gaussian channel and a comparison with other systems
are examined in detail in chapter 5. It was found that the FPS system outperforms most of the
well known acquisition systems which use active correlation techniques. Its good performance
is attributed to the large reduction of the mean number of false alarms and to the role of the
fast dwell time 	 +2A , the optimisation of which, results into very low mean acquisition time. The
performance of the FPS system in various types of Rayleigh fading channels was studied in
chapter 6. It was shown that the mean acquisition time depends on the relative duration of the
fast dwell time and the coherence time of the channel, and that, optimisation in terms of the fast
dwell time is not as easy as in the Gaussian case. Equation 4.29 was used to calculate the mean
acquisition time, with all the relative probabilities determined by simulations. The results were
in very good agreement with the simulated acquisition time.
The proposal and study of the fast preliminary search system is presented, to the best of our
knowledge, for the first time in the open literature and it is what we consider to be the second
novelty of this thesis.
7.2 Future work
The work concerning the FPS system, which is done and presented so far, sets the basis for a
complete understanding of how a preliminary search mode can improve the acquisition proced-
ure. The original theoretical analysis, presented in chapter 4, although compact and relatively
simple consumed a great lot of our, limited, time resources. On the other hand, every possible
effort was made to ensure the reliability of all the theoretical and experimental results. In what
follows, we present certain points that we consider to be of great interest and worthy of extra
research effort.
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The FPS system as presented in the previous chapters, is comprised of two stages both of which
use active correlators. This is probably a worst case study (at least for Gaussian channels) of
the FPS system. It is clear that the performance of the system will be much better if one
of the two or even both stages are implemented using matched filter devices. One possible
implementation is depicted in figure 7.1. The fast search stage is identical to that in figure 4.1,
i.e. an active acquisition system with short dwell time. The cells, which are ranked according
to the first search, are subsequently examined using a typical matched filter acquisition system.
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Figure 7.1: A matched filter implementation of the FPS system.
than the original proposed FPS system. The reason is that the final search system is replaced
by a passive system which, by definition, gives lower acquisition times. The calculation of the
statistics of the acquisition time of the MF-FPS system is simple. The false ranking probability,

, can be calculated using equation 4.23, while the mean time calculation requires a few
changes due to the replacement of the active system with a matched filter. This would be rather
trivial as the matched filter implementation of acquisition systems has been studied extensively.
An interesting task would be to evaluate mathematically the performance of the system, when
codes other than the  -sequences are used.
A more demanding task would be the theoretical analysis of the FPS system in fading channels.
Some results based on simulations were given in chapter 6. A comparison with other systems
would be useful in order to fully evaluate the capabilities of the FPS system. The MF-FPS can
also be simulated in fading channels. The optimisation of the fast dwell time and of the length
of the matched filter as a function of the channel parameters will be an interesting problem.
Our opinion is that the most important goal of the code acquisition research in the following
years should be the development of an accurate theoretical model of the acquisition procedure
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in fading channels and multiuser environment.
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The CDA method and derivation of
Doppler pdf
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(b) Typical Doppler shifts for the previous flat spot
beam geometry (orbital altitude
   km).
Figure A.1: The flat spot beam geometry and the corresponding doppler shifts
Position vector:  
<             >  D
Length of position vector  
<
:
 <    	       > 
The velocity vector is         
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      <         ;        
 	       >  (A.1)
From equation 2.2 we can see that all the position vectors  
<
that have the same angle

with the
velocity    correspond to points on the D    plane which have the same Doppler shift. Thus in
order to have constant angle

(figure A.1) we must have       where  is a constant
number. From equation A.1 we have:
 	       >     (A.2)
Utilising simple mathematics we can easily derive from equation A.2 the following expression
which describes the constant Doppler lines:
   >            (A.3)
Equation A.3 corresponds to hyperbolas like those in figure 2.2. The intersection point with the
y-axis is the   M   . From equation A.3 we can calculate the cone semi-angle corresponding
to each point of the D   plane. There are three points of great importance:
 spot beam centre:
  M            	    >   (A.4)
 spot beam’s higher point:
  M             	    >     (A.5)
 spot beam’s lower point:
7  M  	   
       	    >   	  (A.6)
By taking all the cones with angles between

 and
  (      ) we can find all the corres-
ponding hyperbolas, thus covering the whole spot beam area with CDLs as in figure 2.2. It is
also necessary to calculate the minimum and maximum expected Doppler shift within the spot
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beam. This can be done either analytically (by minimising/maximising equation A.1) or using
simulations. We used the second way in order to avoid unnecessary mathematical complexity:
 minimum Doppler frequency:
*,+ - /    * $ #   -0/   (A.7)
 maximum Doppler frequency:




 - "&1 are the semi-cone angles corresponding to the * + -0/  and * +.- "21 respect-
ivelly. Finally we can easily calculate the number of Doppler bins of the Doppler uncertainty
area (given the frequency step
* 8 P  4 as described earlier):
 C   *,+.- "21 	 *,+.-0/ *,8 P  4 (A.9)
and the cone angle step corresponding to the frequency step
* 8 P  4 by:
  8     	   C (A.10)
A.2 Derivation of Doppler pdf: Stage 1
In figure A.3(a) the main assumptions that have been made in order to calculate the Doppler
pdf are illustrated. Hyperbolas are taken as straight lines parallel to the x-axis.
  is taken
small enough to allow as to calculate
  as a rectangular area. Figure A.3(b) is on the    
plane where we can use the cone semi-angle as a normal plane angle:
 A     
      
  

        	  A  
>
      	
>
     A (A.11)
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Figure A.3: a:Figure used for the calculation of the area )+* b:Figure used for the calculation
of ),$
From figure A.3 using equation A.11 we obtain:
-/.021 
43 65 0(7891;: 
 65=< $ 5 $   > : 
 65 	 : : < ?%@ 8BA 5 ?C@ 8BA  2> : (A.12)
where  is the spot beam radius and A  given by equation A.4. The cone angle step ) A#D
(equation A.10) is very small. Thus we need to calculate the )E$ for a very small change of the
cone semi angle ) A#D 
 AF 5 A : : ?%@ 8 ) A D 
 ?%@ 8GAF 5 ?%@ 8BA :IH ?%@ 8BAF ?%@ 8GA :
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Using equation A.11 and the fact that for very small
  8    A    we obtain:
    >                 8 (A.13)
Equation A.13 gives





corresponding to the position  . It is now easy to calculate the area
   
     
and the probability of a Doppler shift
* C
(given by
* C   E   	 $  8 $ ), by:
  *#C     
  
A.3 Derivation of Doppler pdf: Stage 2
At this point we assume that the tangents to the hyperbolas are all parallel to each other but

















    
  
 (A.15)
     	     	    (A.16)
                  (A.17)
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Using equations A.15 and A.16 we get:
   
  
   (A.18)
Finally, using equations A.17 and A.18 we have:
          	   	       (A.19)
Using the same method we can easily prove that:
 )   	   	        	     (A.20)
Thus adding equations A.19 and A.20 we finally take:
  )  
 	   	       (A.21)
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Figure A.5: pdf computational algorithm for stage 2
parameter    in figure A.5 is the same quantity as
  of equation A.13 and if  is the mean
value 
    	   of the angles  A M  then taking into account that  A    we can use
the relation  
       , where   is the distance between the lines   A )#A and    )  . The
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intersections of the tangents with the
  axis are the points:
 MS /  P &8 $ P /     7  M  	         (A.22)
where  is the number of constant Doppler line (     , corresponds to the Doppler line of
minimum Doppler, i.e. to the semi-cone angle
  ). For an arbitrary couple of constant Doppler
lines we have:
 A            	        	 Q      
             	           	 Q      
where
 $ A     	     8 and  $      	        8 , where   8 is given by equation
A.10. By using equation A.21 for
    A and      (this  is different from the cone-semi
angles
 $ ) we can calculate    A
) A    9 A and     )     9  (  is the spot-beam radius and
      	        ). We now use the assumption that the constant Doppler lines are parallel
to each other, to calculate the area between the two lines as the area of the trapezoid
  A ) A    ) 
the height of which is   . Thus the probability, as in stage 1, is given by:
  *#C     
  
   9 A  9          (A.23)
As we can see from figure A.5, for the spot beam area which is below the centre   M   , which
corresponds to lower Doppler frequencies, the calculated probability is actually lower than the
real one because of the shaded area which is not taken into account. On the contrary for the spot
beam area which is over the centre   M    , which corresponds to higher Doppler frequencies,
the calculated probability is actually higher than the real one (see top right corner of figure A.5).
A.4 Derivation of Doppler pdf: Stage 3
This is the final analytical stage of the Doppler pdf calculations. The tangents to the hyperbolas
are not parallel to each other any more and an effort has been made to reduce the effects of
the shaded areas. They are assumed to be triangular and the corresponding areas are added
or subtracted (depending on the position of the lines) before the pdf is calculated. The area
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Figure A.6: a:Geometry for stage 3 b:geometry to calculate the shaded area
between the two lines is now calculated as a trapezoid but this time we assume that
  A    and
)#A )  are parallel to each other and that the height of the trapezoid is       )   , where
  )
is the mean value of
  A )#A
and
   )  . Using   A     )#A )        we have that
   
F  F  	        F     	 F      . Using the previous formulas we take:
   
9 A  9 
    
  (A.24)
To calculate the overall shaded area we assume that for every couple of constant Doppler lines,
two triangles exist, each one having the dimensions shown in figure A.6, i.e. we assume that
the length difference of the two lines is equally distributed between the two shaded areas. Thus
the two areas added together are:
  P       9 A 	 9         (A.25)
The

shows that the area
  P   can be added or subtracted to   depending on the position
of the lines compared with the spot beam centre. Finally to calculate the Doppler pdf we use:
  *#C     
  
where
  is now given by:
   
9 A  9 
    
    9 A 	 9         (A.26)
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A.5 The Doppler pdf as a parabola: Stage 4
The need to have a simple formula that describes the Doppler pdf within a LEO spot-beam,
derives from the complicated mathematics which are involved in the calculations of the mean
acquisition time. We figured out that the actual Doppler pdf is best fitted by the parabola:
    	 $ 

 '  % (A.27)
We can see from figure A.7 that:
a
β
Figure A.7: The parabola
 the parameter $ can be calculated as the most probable Doppler frequency.
 the parameter % can be calculated as the maximum value of the Doppler pdf
 The last parameter  can be calculated from equation A.27 by using $ M % , one Doppler
frequency as  and the corresponding pdf value as  . We can easily see that for every
couple (Doppler frequency, pdf value) a different ' is calculated. Since the choice of '
determines how accurate the fitting is, we can use various methods in order to optimise
the choice of this parameter. Using mainly low and high frequencies seems to produce
more accurate parabolas.
Another way to calculate the parabola is using a non-linear fitting algorithm. This method is
more complicated than the one we described before, but it produses the most accurate parabolas
as it uses all the data for the calculation of all the parameters $0M&%0M(' . For our results, we used
the Marquardt-Levemnberg non-linear least squares algorithm.
Mathematical bibliography used: [143–147]
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Elliptical pattern and non-flat spot
beam:the equations used in the
simulations.





















(b) The geometry for a non-flat spot beam
Figure B.1: The geometry for an elliptical spot beam and a non-flat spot beam
The general equation of the red ellipse (figure B.1(a)) in the 
M    system is:
                   *   (B.1)
where  ;       
F
 
  . The same ellipse in the     M      system can be written as:
                                 *      (B.2)
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where
                       ,                  	      ,
              ,         	  	    and *     * . The centre of the ellipse relative
to the    M      system is         C  F   M   *        . By defining *       C  2F    *        	 *   , the ellipse
relative to the      M        system is given by the simple formula:
     E    F         E           (B.3)
Finally, the relations between the three different systems are:
        	     
             
           
             (B.4)
where   M    is the centre of the ellipse (and the centre of the      M        system) relative to the
   M      system. All the previous equations are used in the elliptical spot beam simulations in
order to describe the ellipse mathematically, assuming a flat spot beam geometry.
B.2 Geometry for the non-flat spot beam
Referring to figure B.1(b),  - M - MD -  is the position of the mobile user on the earth,  8 M 8 M D 8 
is the position of the satellite and   8     1     '        D is the velocity of the satellite
with respect to the 












Figure B.2: The spherical coordinate system.
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transform the coordinates of figure B.2 into Cartesian coordinates we used:
   <     %
   <      %
D   <    % (B.5)
where %    	 
	
 M 
   is the latitude (South to North) and     	 
 M     is the longitude
(West to East).
The Doppler calculation is as follows (referring to figure B.1(b)):
* +   * $   8  :
  * $   8
  
<




   8 <  (B.6)
where
  
denotes the length of the corresponding vector and  is the angle between the vectors
 
<
and    8 . From equation B.6 we derive:
* +   * $
7 - 	  8    8 1   - 	  8    '8  D - 	 D 8     8	  - 	  8      - 	  8    D - 	 D 8   (B.7)
By combining equations B.7 and B.5 we can calculate the Doppler at any point on earth. For
our simulations we assumed that the satellite is at   M(%     
 M    and the inclination of the
orbit is
 
which means that    8     '8  . For this case equation B.7 can be simplified:
*,+   * $ #
 -	     > 	  -     -  D - (B.8)
where
#     '8 .
In [86] an accurate, analytical model is derived to calculate the observed Doppler shift for a
given terminal location and a maximum elevation angle (see also chapter 2). Equation 5 of [86]
is reproduced here:
*,+    	 * $
    >   #   ) 	     &  '0    E 	        >   	        >       	   )  &
 '0   (B.9)
where all the symbols are explained in figure B.3 in which

denotes the location of the mobile,

is the sub-satellite point at the instant   the terminal observes maximum elevation angle, 
is the sub-satellite point at the instant  that the Doppler shift is calculated,  is the centre of
the earth,  depicts the satellite and    is the distance between the satellite and the terminal
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at the instant  . Finally,  E     8 	  *   where  8 is the angular velocity of the satellite,




















Figure B.3: The basic satellite geometry during the visibility window, plane and spherical tri-
angle.
are identical. We will prove this for the special case where the satellite at the instant  is
at   M(%,    
 M    (I) and the inclination of the orbit is   

(II). Note, that under the
conditions I and II:
    	         -
'0     % - (B.10)
where   - M(% -  are the longitude and latitude of the mobile user. Using equation B.10, equation
B.9 becomes:
* +    	 * $
  ,  - 
  % -      >   E 	       >   	      >    -  5 % -  (B.11)
Using equation B.5 and the fact that the linear velocity of the satellite is
 #        >   E 
we can see that the numerators of equations B.9 and B.8 are the same. Finally, if we substitute
equation B.5 in the denominator of equation B.8 and take into account that 
-   -  D -     
we will see that the denominators of equations B.9 and B.8 are also the same. Thus, the two
methods of calculating the Doppler shift are equivalent. A generalisation for every   M(%0M L

is
more laborious but straightforward and thus,will be omitted.
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The FPS system: some mathematical
details
The study of the fast preliminary seach (FPS) system requires a lot of mathematical analysis.
The mathematics involved are lenghty and laborious but straightforward in the sense that only
well known stochastic and probabilistic theory was used to derive all the neccesary equations.
The purpose of this appendix is to clarify some points of the FPS analysis. Nevertheless, we
will not present every detail of the mathematical proofs because, as stated before, most of the
mathematics are straightforward and can be found in a number of books and papers that are
listed in chapter 4.
C.1 Comments on the Gaussian approximation
The full analysis of the Gaussian approximation can be found in pages 241-250 of [4]. We
would like to note at this point that equation (5-74), page 248 of [4] about the variance of the
integrator output, has a minor mistake. The correct one is given in equation 4.16 while more
details about how this equation is derived in the first place, can be found in chapter 10 of [97]
(examples 10-7, 10-8, 10-12, 10-25). A slightly different (but equivalent and more complete)
approach can be found in the original work [114] by H.Urkowitz.
Equation 4.14 can be derived if we represent the noise output of the bandpass filter of figure 4.1
by K        K	 
	 E 	    K     	 E where K	 and K  are baseband Gaussian noise
processes with power spectral densities
    over the frequency range  3      . Squaring
the previous equation and retaining only the baseband components of the results yields equation
4.14.
The derivation of equation 4.22 from equation 4.21 is based on the integrals:
    ?    	 	 +&A   LK:   (        	 +2A    	 	 +&A   	    	 +2A              (C.1)
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and




   9 K    	 +&A  	       	 +2A        9 K   	 ) *     
where all symbols are defined in chapter 4.
The polynomial expansion for the Marcum’s

-function [115] is:
    

     A                           (C.3)
where
  A  
   ,      
  ,            ,        
  .
For    ,   	     	   .
C.2 Comments on the calculation of the mean/variance of the mean
acquisition time.
The calculation of the mean and variance of the acquisition time does not present any particular
mathematical difficulty. It is, simply, a problem of substituting equations 4.24, 4.26, 4.27 and
4.28 into equation 4.2 (for the mean value) and equations 4.31, 4.32 and 4.33 into equation
4.30 for the variance. We will not present all the calculations, as they do not have any particular






 ?    U< (      	    K 	   <  

 	 
 <   	     A   	 =      M K    (C.4)
 
 
 ?    U< (      	   <   	 =         (C.5)
% 
"  A
   	 
N 	 

 "   A        %   A (C.6)
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% 
"  A N
   	 
N 	 

 "   A        %   A       	        %   A (C.7)
The sums C.4 and C.5 are given in [117] while sums C.6, C.7 were calculated using Maple.
According to [11], equation 4.30 for the variance of the acquisition time is valid if:
   (C.8)
*   +   !     *,A   +    < !   (C.9)
where
 )!     	 +     " 	 4 and   < !      !   	  !      	 +    	  "  B	 +  	 4     " 	
 	 +     " 	 4     	 4  "   	  "  . The first condition    is valid for all practical systems.
The second one was checked and it was found to be valid, under all conditions. Figure C.1
is typical for the relative size of the two terms of equation C.9 (a value of
* =  +   !     
	     corresponds to * A   +    < !     




















Figure C.1: A comparison of the
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Abstract— The probability density function of the
Doppler shift in a LEO satellite spot beam has been
found for both a circular and elliptical shaped spot
beam. The Doppler pdf was used as a priori in-
formation in order to achieve better mean acquisition
time which is critical in any LEO satellite communica-
tion system. It is shown that the Doppler pdf can be
very well approximated by a parabola-shaped func-
tion. The direct approach [1] is used for the calculation
of the mean acquisition time while various searching
strategies of the Doppler ambiguity area are analysed
and simulated using the parabolic Doppler pdf. The
overall analysis shows that the use of the Doppler pdf
combined with an appropriate search strategy can re-
duce the mean acquisition time significantly.
I. INTRODUCTION
Receiver synchronisation can be a major problem
in a mobile radio environment where the communic-
ation channel is subject to rapid changes. This is es-
pecially true when employing low earth orbit (LEO)
satellites rather than fixed terrestrial base stations.
The receiver must tolerate large Doppler shifts due
to the movement of the satellite over the earth’s sur-
face, as well as Doppler rate (i.e. the rate of change
of the Doppler shift) and Doppler spread. As LEO
satellites are visible for very short times code acquis-
ition and synchronisation must be as fast as possible
in order to maximise useful communication time.
In a direct sequence spread spectrum (DS/SS)





where the parameters / and 021 represent the wave-
form’s average power and carrier frequency respect-
ively, 354(67 is the 8:9 PN code with chip duration ;<1
and =&4>67 is a binary data sequence (which might or
might not be present during the acquisition mode),? 4(67 is additive white Gaussian noise, 0A@ denotes
the frequency offset due to the Doppler effect, B;<1 is
the PN code delay with respect to an arbitrary time
reference and C the carrier phase offset. According
to equation 1 the synchroniser’s task is to provide
the receiver with reliable estimations DB , D0E@ and DC ,
of the corresponding unknown quantities so that de-
spreading and demodulation will be successful [2].
Usually the receiver assumes that there are certain
bounds for both the phase and frequency offsets (de-
noted by FG; and FIH respectively) which are sub-
divided into smaller areas JK.L
JM . The synchron-
iser must perform a two-dimensional search in the
4NFG;POQFIHR7 area. In many cases this process must be
accomplished at very low SNRs, as quickly as pos-
sible, using the minimum amount of hardware.
The basic parameters that usually describe a
DS/SS synchroniser are the probability of correct de-
tection SET i.e the probability that the detector cor-
rectly indicates synchronisation when the local and
the received codes are properly aligned, the probab-
ility of false alarm SEU i.e the probability that the de-
tector will falsely indicate synchronisation when the
two codes are actually misaligned, the dwell time KT
i.e the time that the decision device spends examin-
ing each one of the possible uncertainty subregions
4NJK#OVJM&7 and the penalty time KXW i.e the time in order
to recognise that a false alarm occurred and resume
the search ( KXW can be modelled as a fixed time mul-
tiple of the dwell time, KXWPY[ZKT ).
So far, three general analytical methods have been
proposed to estimate the mean and variance of the
acquisition time which are (a) the Markov chain ac-
quisition model, by J.K.Holmes and C.C.Chen [3, 4]
(b) the equivalent circular state diagram approach,
by A.Polydoros [5, 6] and (c) the direct approach,
by V.M.Jovanovic [1, 7]. We adopted the direct ap-
proach as it led to relatively simple, tractable and
easy to verify results. The direct approach is presen-
ted in detail in [1].
144
Publications
II. DOPPLER SHIFT PROBABILITY DENSITY
FUNCTION CALCULATION
In this section a method to calculate the Doppler
shift probability density function within a satellite
spot beam is presented. It is shown that depending
on the satellite’s velocity and position as well as the
position of the spot beam, not all Doppler shifts are
equally probable to occur. Under certain conditions
the Doppler pdf within the spot beam can be mod-
elled as a parabola-like function with the Doppler
shift which corresponds to the centre of the beam be-
ing the most probable to occur.
LEO satellites have large velocities due to the low
altitude of the corresponding orbits. Assuming a cir-
cular orbit, ideal conditions and a maximum altitude
of   km, LEO satellites’ velocities can be greater
than  m/sec. Thus for a carrier frequency of
	     GHz the Doppler shift ambiguity can be as
large as  kHz and the time to locate the correct
Doppler shift can be quite large. In order to minim-
ise the search time, we will calculate the probability
density function of the Doppler shift within a satellite
spot beam.
The basic assumption made, in order to produce
a simple and usable model for the density function,
is that of a flat spot beam area. The validity of this
assumption for LEO systems will be discussed later.
We define a rectangular coordinate system where the
y-axis is parallel to satellite’s velocity. The satellite is
at  and  is a point on the earth which
we assume to be the  	  plane. The Doppler fre-
CDA CDL
Fig. 1. A constant Doppler cone and the corresponding
CDLs and CDAs for a flat earth and a circular spot
beam on it.
quency at      is given by :
 	 !#"%$& '() (2)
where

is the Doppler frequency offset,
 
is the
carrier frequency, ' is the angle between the velocity!
and the position vector and ) is the speed of light.
It is easy to see from equation 2 that all the points
that belong to a conic surface with axis of revolution
the line  	  of the  	  plane, vertex at *+
and cone semi-angle , , have the same Doppler shift
[8] (figure 1) which can be calculated by equation 2
for ' 	 , . Thus the intersection of this cone with the
 	  plane (representing the surface of the earth),
corresponds to constant Doppler lines (CDL) on the
earth. It can be shown that the CDLs, corresponding
to the flat earth geometry previously described, are
hyperbolas given by the equation :
-
./- 	 0-2134-, (3)
where , is the cone semi-angle and  the altitude
of the satellite (figure 1). We assume a circular spot
beam (although the same analysis applies to an el-
liptical beam) the centre of which is at (567 and
that the receiver can tolerate a small Doppler shift
 8  , which is taken to be   Hz [9] for the sim-
ulations that have been performed. Thus we can as-
sume that all the mobile receivers which happen to
be between two successive CDLs face approximately
the same Doppler shift. As a result, two successive
CDLs corresponding to an
98
Doppler frequency dif-
ference, define a constant Doppler area (CDA) in the
spot beam as illustrated in figure 1. The number of
CDAs defines the number of the Doppler bins to be
searched (denoted by : ). It is obvious from figure 1
that some CDAs are larger than others leading in a
greater probability for a mobile user to be in this area
and thereby greater probability for the corresponding
Doppler shift to occur. The number of Doppler bins
is a function of the spot beam’s centre position and
the Doppler step   8  and can be calculated by the
simple formula :
: 	






are the maximum and the min-
imum Doppler shifts that a mobile user will have to
handle in the spot beam. The results are displayed
in figure 2. The pdf depicted with a rhombic sign
is given by simulations in which the spot beam has
been replaced by a HJIKLI points grid of uniform dens-
ity. The Doppler shift is calculated at each one of the
grid points. If H C points have Doppler frequencies
corresponding to the M bin, then the probability of this
bin is simply N C 	 H CO HPIKLI . In the pdf depicted with
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Fig. 2. The three Doppler pdf models. The satellite is at
(0,0,750)Km, the spot beam radius is 75 Km and the
centre of the beam is at (150,150) Km.
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Fig. 3. The Doppler pdf for three different spot beam
centres. A spherical earth has been considered. The
orbital altitude is   km and the spot beam
radius is 	
 km.
as a fraction of the area between the two CDLs de-
fining the bin (figure 1) and the total spot beam area.
In this model the hyperbolas have been replaced by
straight lines in order to simplify the area calcula-
tions. The model is accurate but the final pdf equa-
tion is complicated and is not practical. Finally, the
solid line shows the parabola  ! #"%$ that fits
the simulation pdf. The parabola is calculated using
the Marquardt-Levemnberg non-linear least squares
algorithm. The fitting is accurate enough to allow the
closed form of the parabola to be used as a priori in-
formation in the calculations of the mean acquisition
time.
In an elliptical spot beam the number of Doppler
bins as well as the minimum and maximum Doppler
frequencies change. Nevertheless, we have shown
that the parabolic fit is still valid. Only the coeffi-
ciencies &(' $ '*) are different between a circular and
an elliptical spot beam as a result of the different geo-
metry.
It can be shown that the error introduced
by the flat earth assumption mainly depends on+ -, .0/2143537698.:/21435;0<, =*, .>?353@68.>?35;:<A, where, .B>C33@6 and.:/214353@6 are the longitude and latitude of the sub-
satellite point respectively while, .>*3;0< and .:/21435;0< are
the same quantities for the spot beam centre. When
spherical earth must be considered (i.e. approxim-
ately when +EDGF ) the CDLs can still be approx-
imated by hyperbolas but the most probable cell is
no longer the central one. As a result, the Doppler
pdf is not a symmetrical function and can not be ap-
proximated by a parabola-shaped function. Figure 3
presents various Doppler pdf s for a spherical earth
and a sub-satellite point at H0.B>?33@6IKJL'M.0/1!33@6IKJN
degrees. The orbital altitude is OPGQ2RJ km and
the spot beam radius is S 35;  F J2J km (which are
approximately the Iridium constellation’s character-
istics). In figure 3a the spot beam centre is at H0.B>*35;:<TU 'M.:/21435;0<VXWN degrees (i.e. +IYZF ) and the pdf can
be approximated by a parabola. In figures 3b,c the
coordinates of the spot beam centre result into +[D\F
and the corresponding pdf s are not symmetrical. In
figure 3c the spot beam centre is “behind” the satel-
lite ( .>?3;0<]X8]^*'_.0/1!35;:<9`8a^ degrees) and the neg-
ative frequencies denote the fact that the satellite is
moving away from the mobile user. In the following
analysis we will only examine the symmetrical pdf
case (i.e b Y\F ).
III. ANALYSIS OF THE SEARCHING STRATEGIES
In this section, the following five searching
strategies of the Doppler ambiguity area are presen-
ted:c
The straight line. The cells are examined one after
another starting from the cell de U until the celldfhg and then back to the start if no detection
was declared, until the correct one is detected. This
strategy does not make use of any a priori informa-
tion.c
The broken centre Z (BCZ). The search is initiated
at the centre of the Doppler uncertainty region and
it reverses direction every time the boundaries are
reached. When one of the boundaries is reached, the
local code is quickly rewound to the centre and the
search continues to the opposite direction.c
The expanding window (X.WIN). In this strategy,
tests are performed until a cell at the distance S[i
from the centre is reached; if the correct cell has not
been detected, the local code is quickly rewound to
the centre and a new search within the same radiusS i but to the opposite direction is initiated. If the
correct cell has not been detected at this point, a new
search within a radius Skj Y Sli is initiated, etc (see
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figure 4).  The uniformly expanding alternate (UEA), (figure
4).  The non-uniformly expanding alternate (NUEA).
The basic idea behind UEA and NUEA is to exam-
ine the cells following the order of the decreasing a
priori probability. The UEA strategy is similar to the
broken/centre Z while the NUEA is similar to the ex-
panding window.
numbering as in the UEA
1
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Fig. 4. The four searching strategies.
A detailed analysis can be found in [1]. The pdf and
the mean value of the acquisition time have been cal-
culated for each one of those strategies.
In what follows, the functional 	
 is defined
as the total number of cells tested during the acquisi-
tion under the assumption that the correct location is
in the  cell and that the correct detection happened
during the  test of the  cell. This functional
is determined by the searching strategy and must be
calculated for each one separately. It has been shown
[1] that the pdf of the acquisition time is given by:   !#" %$&('*)+%$,
 - "/.0 !1" %2,3&4(576
 8 0:9 -  ; !< =?> @(A3BC)D@E F  ;G (5)4 	'*)H G  576
 8 0:9 -  - ;:I J) > @	A3&(K$7) E KLM
where the parameter N accounts for the number of
false alarms which have occurred during the acquis-
ition and O*P Q
 represents the a priori probability of
the correct cell location.
For the two alternate strategies we used:
O P  1
SRUTVVW VVX
Y[Z\^],_`badc e f,g#hji Y[Zk lmon apc f Y[Zk lmonrq 	tsvuY[Z\^],_`badc f Y[Zk lmonwaxc e fjyChji Y[Zzk lmon q 	t{vuY[Z\ ` 	|R}u
(6)
to describe the parabolic Doppler pdf, where~Rt g#h\ &zzB g#h\ as in figure 4. The 	
 func-
tional for the UEA is given by:j1
JRpB
 a  (7)
where   is defined by (see also figure 4):
[R TVW VX
 	Ru_  	s/u _  a 	{/u (8)
Similar but more complicated expressions have been
derived [10] for the rest of the strategies. Finally the
mean acquisition time for both UEA and NUEA can
be calculated [1, 10] using:
z&   !#" C$B	'*)+%$,
 - "U	0 ! - (
%23&
(9)4 ( > @(A3B1)D@Q	K$*+ G KL+@K$
IV. SIMULATIONS, RESULTS AND CONCLUSIONS
All the simulations have been carried out assum-
ing that the satellite’s altitude is  u Km and that
the spot beam is circular with radius  	¡ R  Km
which is smaller than the Iridium spot beam ( ¢£ uu
km) but has almost the size of a Teledesic supercell
(square 160 Km on each size) [11–13]. The Dop-
pler step is taken ¤  R _  u Hz and the carrier fre-
quency ¤*P R _  _ GHz [9]. The number of Doppler
cells for this geometry and frequencies is ¥R¦# .
The penalty time is §j¨ R _ u §© . Finally, the para-
bola which is used to fit the Doppler pdf is given byª~Ru uuu _«  eQ¬g#h­:®¯j°,i lm± ²´³ µ hjh ± ho­,¶· .It became clear that all the searching strategies per-
form better than the straight line search. Compar-
ing the non-alternate strategies (BCZ and X.WIN),
the expanding window performs slightly better than
the Broken-Z strategy, while both alternate strategies
(UEA and NUEA) outperform the expanding win-
dow. The UEA works slightly better for high prob-
abilities of detection, while NUEA performance im-
proves for very low O*© . The performance of the ex-
panding window and the NUEA strategies depends
on the choice of a parameter which determines the
number of sweeps through the uncertainty area be-
fore the two strategies degenerate to the correspond-
ing Z and UEA strategies respectively. In all simu-
lations, this parameter was optimised. Figure 5 is a
typical example of the acquisition time pdf using the
parabolic Doppler a priori information, while figure
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6 presents the normalised mean acquisition time  
versus  for 
	  (for the single dwell straight
line search strategy with  and  ,
 















Fig. 5. The pdf for the two alternate strategies in com-
parison with the expanding window,   ,  !
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Fig. 6. The normalised mean acquisition time for the two
alternate strategies in comparison with the expanding
window, +,- . ( /0214365
798;:=<?>"@A3B)CDEFG);H< .
ment (percentage) that the NUEA strategy offers over
the straight line.
A probabilistic model to describe the distribution
of the Doppler shift within a LEO spot beam was
proposed. The distribution of the Doppler shift was
used as a priori information in the PN code acquisi-
tion procedure in order to improve the mean acquis-
ition time. Five searching strategies were analysed
and simulated. It was shown that the use of certain
searching strategies can improve the PN acquisition
procedure in a DS/SS CDMA LEO satellite commu-
nication system.
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