For discrete random variables X 1 , . . . , X n we construct an n by n matrix. In the (i, j )-entry we put the mutual information I (X i ; X j ) between X i and X j . In particular, in the (i, i)-entry we put the entropy H(X i ) = I (X i ; X i ) of X i . This matrix, called the mutual information matrix of (X 1 , . . . , X n ) , has been conjectured to be positive semidefinite. In this paper, we give counterexamples to the conjecture, and show that the conjecture holds for up to three random variables.
I. INTRODUCTION
F OR a random variable 1 X taking the values x 1 , . . . , x k , Shannon defined the entropy of X to be
Here p i denotes the probability Pr(X = x i ) and log denotes the base 2 logarithm. For random variables X 1 , . . . , X n with some joint distribution, we define the entropy of two random variables X i , X j by H (X i , X j ) := H (X i, j ) = H ((X i , X j )).
That is, we consider the random variable (X i , X j ) that is the tuple of X i and X j and take the entropy of that random variable. Similarly for larger set of random variables. The mutual information of two random variables is defined by
In particular, I (X i ;
For a tuple of random variables (X 1 , . . . , X n ) we define its mutual information (MI) matrix to be the n by n matrix whose (i, j ) entry is given by I (X i ; X j ). This matrix was claimed to be positive semi-definite in [2] , but this has never been proved. In this note, we will show some counterexamples, and a proof that the conjecture is true for all three-tuples. Manuscript 1 In this note, all random variables will assumed to be discrete.
II. EXAMPLES AND A THEOREM
Example 1. Let X 1 and X 2 be independent random variables each uniformly distributed on {0, 1}. Now we define
This matrix has 1, 1, 1, 1− √ 13 2 T as an eigenvector, and the corresponding eigenvalue is 3−
Such an example can easily be extended to examples with more random variables. For example we could take the X 1 , X 2 , X 3 , X 4 from above together with random variables Y 1 , Y 2 , . . . Y n−4 independent from each other and from the X i 's. This way we get a counterexample to the conjecture for each n ≥ 4.
Here is an example with a negative eigenvalue that has a much larger absolute value. Example 2. Let X 1 , . . . , X n be independent random variables each uniformly distributed on {0, 1}. For any non-empty set S ⊆ {1, . . . , n} define X S = i∈S X i mod 2. It is clear these variables are pairwise independent. Consider the set of all the X S 's together with the random variable, given by the tuple (X 1 , . . . , X n ). This is a set of 2 n random variables and the MI matrix is
We see that 1, . . . , 1,
is an eigenvector and corresponding eigenvalue is
The eigenvalues are negative, and their absolute value grows as (2 n/2 ).
An alternative proof that the above matrix is not positive semi-definite, suggested by one of the reviewers, is to use is positive semi-definite [1, Appendix A.5.5]. Using this with C = (n) we see that the above MI matrix is positive semidefinite if and only if n − (2 n − 1) ≥ 0, that is n = 1. With this method we see that even if we only take k − 1 of the X S s, where k − 1 > n, together with the random variable (X 1 , . . . , X n ) the corresponding MI matrix will not be positive semi-definite. Again, this construction gives counterexample to the conjecture of any number of variables k ≥ 4. Example 3. We know that for all random variables Y 1 , . . . , Y N , all constants c ≥ 0 and all > 0 we can find random variables Z 1 , . . . , Z N such that for each set [4] . In particular, these Z s would satisfy |cI (Z i ; Z j ) − I (Y i ; Y j )| < 3 , so we can force the MI matrix of the Z s to be entrywise arbitrarily close to c times the MI matrix of the Y s by choosing small enough. By using this on the above example, with N = 2 n and c = 1 n+1 we see that we can find random variables Z 1 , . . . Z 2 n , such that H (Z 1 , . . . , Z 2 n ) ≤ 1 but minus the lowest eigenvalue of the mutual information matrix is ( 2 n/2 n ). That is, even when we require that the entropy of all the variables, H (Z 1 , . . . , Z N ), is at most 1, we can get arbitrarily low eigenvalues. Example 4. In some applications, there may be monotonicity constraints that would rule out the above examples: e.g. in the first example X 3 = X 1 + X 2 (mod2), so if X 1 = 0 then X 3 is increasing in X 2 and if X 1 = 1, X 3 is decreasing in X 2 . However, if we instead take X 3 = X 1 + X 2 the mutual information matrix becomes which has an eigenvalue ≈ −0.11062 and so is still not positive semi-definite.
The following theorem shows that the conjecture is true for collections of up to 3 random variables. Theorem 1. Let M be the mutual information matrix of three random variables X 1 , X 2 , X 3 . Then M is positive semidefinite.
Proof: Let i, j, k be a permutation of 1, 2, 3. We know that I (X i ; X j ) ≥ 0. Recall that H (X i |X j ) denotes the mutual information of X i given X j . It can be computed as
and is known to be non-negative. Furthermore, I (X i ; X j |X k ) denotes the mutual information between X i and X j given X k . This can be computed as
and is also known to be non-negative. Finally, I (X i ; X j ; X k ) denotes the mutual information of X i , X j and X k which is defined as
This is known to be symmetric in X i , X j and X k , and it can take both positive and negative values. Information diagram for X 1 , X 2 , X 3 . For an introduction to information diagrams see [3] .
It is clear that a, b 123 and all the b i s are non-negative. If a = 0 it is clear that b i j is non-negative. If a = 0 we get
Using standard rules from computing with entropy we see that
Thus the information diagram for X 1 , X 2 , X 3 is as shown in Fig. 1 . The corresponding mutual information matrix is now Thus M can be written as a sum of positive semi-definite matrices, so it is itself positive semi-definite.
III. OPEN PROBLEM
Empirically, D. Polani (personal communication) has observed that the mutual information matrix is positive semidefinite in many applications. It would be interesting to give a natural general sufficient condition that explains this phenomenon.
