All details concerning the samples and the sound velocity measurements can be found in Ref. 1. In brief, we have studied two inclusions of pure water in a quartz crystal. Sample 1 is synthetic, and Sample 2 is natural (from the French Alps). If a bubble is present in a sample, it shrinks upon heating and disappears at the homogeneization temperature T h . Upon further cooling, the sample follows a quasi-isochore and a negative pressure develops 2-5 . The samples were chosen for their low cavitation probability during cooling, which allow to reach the doubly metastable region where liquid water is at the same time metastable with respect to vapor and ice. The sound velocity was measured with Brillouin light scattering in backscattering geometry, with a 532 nm laser. The typical uncertainty on sound velocity is 6 m s −11 . The experimental values are listed in Table S1 . The homogeneization temperatures of the samples determined by Brillouin light scattering 6 are T h,1 = 131.8 ± 0.6 • C and T h,2 = 108.8 ± 0.7 • C, respectively, which corresponds to densities at homogenization of ρ 1 (T h,1 ) = 933.3 ± 0.5 kg m −3 and ρ 2 (T h,2 ) = 951.9 ± 0.6 kg m −3 , respectively.
the time step to 1 fs and make use of the Nosé-Hoover thermostat 19, 20 and the Parrinello-Rahman barostat, 21 with coupling constants set to 2 ps. The Lennard-Jones interactions are switched from 0.85 nm and truncated at 0.95 nm. The contributions to the energy and pressure beyond this distance are approximated assuming that the molecules are uniformly distributed.
Choice of the interpolating function
The first step of our analysis is to choose a simple analytic function c int (T, ρ) to interpolate the sound velocity data between the stable region and the largest negative pressure achieved. For simplicity we assume a polynomial density dependence of c int at each temperature. To reproduce the experimental density behavior for c(T, ρ) (non-monotonic at low temperature), a third order polynomial is needed. The interpolating function writes:
where a 2 and a 3 are functions of the temperature to be determined. We start with a reference isochore at ρ 0 = 1000 kg m −3 on which water properties are known accurately through a multi-parameter equation of state, the IAPWS EoS 22 . We impose the known values of c(T, ρ 0 ) and (∂c/∂ρ) T (T, ρ 0 ). At a given temperature T , there is a unique pair of values (a 2 , a 3 ) for which Eq. S.1 reproduces the values of c(T, ρ 1 ) and c(T, ρ 2 ) taken from the two samples. We first compute this solution for (a 2 , a 3 ) at each temperature for which data is available for sample 2, using the corresponding data for sample 1 (or a linear interpolation between the neighboring data points for −10 and −30 • C). The result is shown on Fig. S1 , with the error bars deduced from the experimental uncertainty on the sound velocity. Parameters a 2 and a 3 exhibit a smooth temperature variation, and their ratio ( Fig. S1 , lower panel) is remarkably constant. These observations suggest to use simple interpolating functions for the whole set of c(T, ρ) data. We have investigated 10 possible choices for a 2 (T ) and a 3 (T ), listed in Table S2 . For 5 of them, a 2 and a 3 have the same functional form but independent parameters. For the other 5, the ratio a 2 /a 3 is kept constant, which means that the inflection point in c int (T, ρ) at each T occurs for the same value of ρ. The fits and their residuals are displayed on Figs. S2 and S3, respectively. Given the number of fitting parameters and the fit quality in terms of the reduced χ 2 (Table S2) , we chose to use in the following the interpolations 8 and 10. This will allow to check the sensitivity of the results on the interpolation function. Table S1 obtained with the interpolations listed in Table S2 . The right column corresponds to interpolations for which the ratio a2/a3 is kept constant. Table S1 obtained with the interpolations listed in Table S2 . Note the different vertical scale in the first row. The right column corresponds to interpolations for which the ratio a2/a3 is kept constant. S2: Functions used for a2 and a3 in Eq. S.1 in order to fit the experimental data set of Table S1 . The corresponding number of fitting parameters p and reduced χ 2 are also given.
Construction of an equation of state from sound velocity data along isochores
Our analysis is based on the fact that it is possible to build an equation of state from a series of sound velocity measurements over a given region of the phase diagram 23, 24 . Usually, the sound velocity is measured as a function of temperature and pressure. The procedure then uses as a starting point the sound velocity c, the density ρ and the isobaric heat capacity C P along a reference starting isobar at pressure P , from which thermodynamic relations are integrated to give the ρ and C P over the temperature and pressure ranges in which the sound velocity data is available. In our case, the natural variable is density rather than pressure. Consequently, the starting point is c, P , and C V along a reference starting isochore (ρ ref = 1000 kg m −3 ). The set of thermodynamic relations to be integrated also differs; to our knowledge, the procedure adapted to the density variable has not been reported before, so we give the details here. The relevant relations are:
To integrate them, we use a grid of T − ρ values (with steps δT and δρ) and follow a predictor-corrector scheme 24 :
1. from an isochore at density ρ along which c, C V , (∂P/∂T ) ρ and (∂ 2 P/∂T 2 ) ρ are known, Eqs. S.2 and S.3 give (∂P/∂ρ) T (ρ, T ) and (∂C V /∂ρ) T (ρ, T ).
2. first estimates for P and C V at the next density ρ ′ = ρ + δρ on the grid are obtained through: 
5.
A refined value for P and C V at density ρ ′ is then obtained: The procedure is then repeated starting from ρ ′ to compute properties on the next isochore at ρ ′ + δρ. We have used δT = 0.5 K and δρ = 0.1 kg m −3 . We checked that using δT = 1 K or δρ = 0.025 kg m −3 did not affect the results. Usual thermodynamic relations have been also used to compute the isothermal compressibility κ T and the isobaric heat capacity C P :
.
(S.9) 
Correction due to quartz compliance
Because of the finite thermal expansion and compressibility of quartz, the inclusion shrinks during cooling, and as the negative pressure builds up in the liquid. For a given sample, the liquid density will therefore vary with temperature: ρ(T ) ≥ ρ(T h ) for T ≤ T h . In the temperature and pressure range investigated, the volume expansion coefficient of quartz is constant: α V = 4.4310 −6 K −125 . To account for the elasticity of quartz, for simplicity, we treat the inclusion as a spherical cavity inside an infinite, isotropic medium with bulk modulus B and Poisson ration ν. We use parabolic fits to the data between 19 and 196 • C from Ref. 26 . In this range, B and ν decrease from 38.17 to 35.70 GPa, and from 0.078 to 0.060, respectively. A short extrapolation to −15 • C is needed; it is fully justified by another study at low temperature 27 . The density of the liquid at temperature T when it exerts a pressure P < 0 on the quartz walls writes 28 :
To include these effects in our analysis, we apply an iterative procedure. First, the EoS is calculated assuming that the fluid inclusions follow a perfect isochore at ρ 1 (T h,1 ) and ρ 2 (T h,2 ). From this first step we get an estimate of the pressure in the fluid inclusion as a function of temperature, which is fed into Eq S.10 to calculate the actual densities ρ 1 (T ) and ρ 2 (T ). For completeness we also recalculate the sound velocity of our primary data. Indeed, they are deduced from the measured Brillouin shift using the refractive index of water n(ρ, T ) that depends on density and temperature, so that the density change results in a factor n[ρ i (T h,i ), T ]/n[ρ i (T ), T ] (i=1,2). We note that this last correction is around 2 m s −1 (compare Table S1 to Tables S3 and S4), below our uncertainty on the sound velocity. The new data for density and sound velocity is then used as described in the previous section, and the procedure is repeated until convergence is achieved. This takes only 4 iterations, as shown in Fig. S4 A. Thermal and elastic effects have typically the same contribution. The final data sets after 4 iterations is given in Tables S3 and S4 for  interpolations 8 
Propagation of errors
To estimate the impact of the uncertainty on sound velocity on the results, we proceed as follows. We use interpolation 10. The first fit on the raw sound velocity data (Table S1 ) gives a mean prediction confidence interval on the fitted sound velocity values. We replace the experimental sound velocity values by the lower bound or upper bound of this interval. We then repeat the full procedure to generate the EoS for either choice by using the lower or upper bound as a new initial input data. The effect on the pressure is small. For instance, for the pressure in sample 1 (Figure S5A) , the maximum change is only 1 MPa, to compare to a pressure in the 100 MPa range. The effect on the LDM is small too ( Figure S5B ), amounting to less than 0.06 • C at the largest negative pressure. The effect on derivatives such as the compressibility and heat capacity is more visible, as is shown on Figs. S6C and D. However, we will see in the next section that the results are more dependent on the choice of the interpolating function.
Results and sensitivity to the interpolation function
We have applied the procedure to generate the EoS, including the quartz compliance effects, with two of the interpolations listed in Table S2 : 8 and 10. The best fit parameters are given in Table S5 . The results are compared in Fig. S6 . After correction for quartz compliance, the two fits are of comparable quality (Fig. S6A) . The LDM is found to be a robust feature, with a difference between the two interpolations reaching at most 0.6 • C at the largest negative pressure (Fig. S6B) . In contrast, although the absolute values of thermodynamic derivatives such as κ T (Fig. S6C ) and C P (Fig. S6D ) remain close, their variation is quite sensitive to the choice of interpolation: interpolation 10 finds maxima, whereas interpolation 8 finds a monotonic behavior. Therefore, although our best fit suggests the existence of extrema in the response functions of water around −10 • C and −90 MPa, the present accuracy is not enough to ascertain them, and this issue will require further work. 
Two state model for water
All details of the model can be found in the paper by Holten and Anisimov 29 . In brief, liquid water is treated as a mixture of two interconvertible states with a zero enthalpy of mixing, but an excess entropy of mixing proportional to the product of their molar fraction. Including background terms in the Gibbs free energy of the mixture, one can build an accurate representation of a set of 252 experimental data points from 140 to 310 K, and from 0.1 MPa to 400 MPa; they include data for density, isothermal compressibility, thermal expansion coefficient, isobaric heat capacity, and sound velocity. Moreover, this formulation includes a liquid-liquid critical point in the supercooled region. Two versions of the corresponding equation of state can be written: a mean-field version, and a crossover EoS including critical fluctuations. We use the mean-field version because it is much simpler to implement. The two versions give the same accurate description of experimental data, and differ only from each other close to the liquid-liquid critical point (whose location also changes between the two versions).
The parameters of the HA model were fitted to the available experimental data for water at positive pressure below 27 • C. The best fit parameters for the LLCP are: −45 • C and 0 MPa for a mean field version 30 , vs. −46 • C and 13 MPa for a crossover equation incorporating critical fluctuations 29 .
Calculation of the line of density maxima from numerical simulations of TIP4P/2005
In order to compute the LDM (or temperature of density maxima) in the P − T plane, we simulate a 500 molecules system in the N P T ensemble to calculate the density. We checked that the difference in density between systems made of 500 and 4000 water molecules is comparable to the statistical uncertainty around 0.1 kg m −3 . Thus 500 molecules are enough to neglect finite size effects. In order to locate the maximum density, we run several MD simulations at constant pressure (N P T ) along an isobar (see Table S6 ). Next, for each isobar, we identify the temperature at which the density reaches a maximum, as indicated by the red triangles in Fig. 4 of the main text: when decreasing the pressure the temperature of maximum density increases up to a pressure of about -100 MPa where the temperature starts decreasing again.
