In this computational paper we verify a truncated version of the Buzzard-Calegari conjecture on the Newton polygon of the Hecke operator T 2 for all large enough weights. We first develop a formula for computing p-adic valuations of exponential sums, which we then implement to compute 2-adic valuations of traces of Hecke operators acting on spaces of cusp forms. Finally, we verify that if Newton polygon of the Buzzard-Calegari polynomial has a vertex at n ≤ 15, then it agrees with the Newton polygon of T 2 up to n.
Introduction
Let 2k ≥ 12 and let S 2k be the finite-dimensional C-vector space of cusp forms of weight 2k on SL 2 (Z). For a prime number p and f ∈ S 2k , the action of the Hecke operator T p on f is given by
Motivated by a question of Serre, Hatada [8] obtained several congruences modulo powers of 2 satisfied by the eigenvalues a 2 of T 2 , later improved by Emerton [6] . More precisely, among the normalized eigenforms in S 2k the lowest 2-adic valuation of a 2 is 3 (with multiplicity 1) if k ≡ 0 (mod 2), 4 (with multiplicity 1) if k ≡ 1 (mod 4), 5 (with multiplicity 1) if k ≡ 3 (mod 8), and 6 (with multiplicity 2) if k ≡ 7 (mod 8).
Hatada's congruences represent some of the first results concerning the 2-adic valuations of the eigenvalues of T 2 , refered to as T 2 -slopes. The list of slopes is determined by the 2-adic Newton polygon of the characteristic polynomial P T2 (X) := det(1 − T 2 X | S 2k ) ∈ Z[X]. In [5] Buzzard and Calegari conjectured: This conjecture naturally belongs to the line of questions raised by Buzzard [4] , in an effort to better understand the geometry of Coleman-Mazur eigencurves. Indeed, one can reformulate Conjecture 1 as a statement about the Newton polygon of the characteristic polynomial of U 2 acting on the space of 2 −1/2overconvergent 2-adic cusp forms of tame level one and nonpositive integer weight. More general conjectures have been formulated for other primes in [11] and [2] in connection with Coleman's spectral halo conjecture.
From a different perspective, the polynomial P T2 (X) is particularly relevant in the context of Maeda's conjecture [9] . For example, it has been checked numerically in [7] that P T2 (X) is irreducible over Q and its Galois group is the full symmetric group of degree dim S 2k for all 2k ≤ 14000. Furthermore, the irreducibility of P T2 (X) in all weights would imply the same property for the characteristic polynomial of T p for a density one set of primes p (see [1] ).
The main result of this paper is a computational verification of a truncated version of the Buzzard-Calegari conjecture. In what follows, we denote by N (P ) the Newton polygon of a polynomial P (X). If N is a Newton polygon by the truncation N ≤m at m we mean the portion of N in the region 0 ≤ n ≤ m. We remark that N (P deg≤m ) ≥ N (P ) ≤m , but need not be the same. In Theorem 12 we prove: Date: December 9, 2019. 1 Theorem 2. For k ≫ 0 the Newton polygon N BC of the Buzzard-Calegari polynomial P BC has some vertex n in the interval [7, 15] . For any such vertex:
).
Moreover, N (P deg≤15 T2 ) ≥ N BC .
Theorem 2 relies on a general method for computing p-adic valuations of exponential sums (see §2, particularly Theorem 8). Using the Eichler-Selberg trace formula we express the coefficients of P T2 as exponential sums whose 2-adic valuations we can express in closed form, which we made explicit for P deg≤15 T2 in Sage [13] . Finally, using these explicit formulas we verify computationally Theorem 2.
Theorem 2 no longer holds if we replace N ≤n
). For instance, if k ≡ 131126 (mod 2 17 ) then N (P deg≤15 T2 ) has a vertex at 14, whereas N ≤15 BC does not.
Our proof of Theorem 2 reveals a deep connection between the 2-adic valuations of the coefficients of P T2 and P BC (see Theorem 12) , which suggests the following weaker version of th Buzzard-Calegari conjecture:
Conjecture 3 (Weak Buzzard-Calegari). The Newton polygon of P T2 lies above the parabola y = 3x(x + 1) 2 .
Our computations show that the above conjecture is true for P deg≤15
T2
. We record one consequence of Theorem 2 to Hatada's congruences, assuming . The article is organized as follows: in §2 we give a closed form expression for p-adic valuations of finite exponential sums; in §3 we apply our previous findings to Hecke traces (Corollary 10); in §4 we discuss certain computational improvements obtained from sums involving Hurwitz class numbers; finally, in §5, we explain our computational verification of Theorem 2. The explicit terms that appear in the 2-adic valuations of the traces of T 2 are tabulated in the Appendix.
Valuations of exponential sequences
In this section we describe a general method for computing valuations of finite exponential sums. When applying the recipe below to the exponential sums coming from the trace formula we encounter a technical complication reminiscent of Schanuel's conjecture, but which can be circumvented computationally, if not theoretically.
Let K/Q p be a finite extension with ring of integers O, uniformizer ̟ and residue field F. We denote v K the valuation on K with v K (̟) = 1 and ω any section of O → F, e.g., the Teichmuller lift. In this section we compute the valuations of certain functions on O.
We begin with a lemma describing an explicit algorithm for computing valuations of polynomials.
(2) If λ ≥ 0 then then there exists a (possibly empty) sequence u 0 , u 1 , . . . , u n ∈ F and δ ∈ Z such that v K (P (k)) = min(d(λ + n + 1) + δ, dv K (k − n i=0 ̟ λ+i ω(u i ))).
Proof. The first part is straightforward. In the second part, if λ is not integral we may choose δ = 0 and the empty sequence. If λ ∈ Z ≥0 we remark that the polynomial ̟ −dλ P (̟ λ x) is irreducible with slope 0 and therefore it suffices to treat the case λ = 0.
We construct a sequence of integral polynomials (P n (X)) n≥0 and a sequence (u n ) n≥0 as follows. Let P 0 (x) = P (x). Suppose we have already constructed monic irreducible polynomials P 0 (x), . . . , P n (x) with slopes ℓ 0 , . . . , ℓ n ∈ Z ≥0 . If ℓ n < 0 or ℓ n / ∈ Z or P n has no root in F the sequence terminates at P n (x).
Otherwise, ℓ n ∈ Z ≥0 and P n (x) has a single root in F p , which we denote u n . Define P n+1 (x) = ̟ −d P n (̟x + ω(u n )). The polynomial P n+1 (x) is also monic irreducible and therefore isoclinic with slope ℓ n+1 , and we proceed as above.
First, we show that the process always terminates. Otherwise, ℓ n ∈ Z ≥0 and P n+1 (x) = ̟ −d P n (̟x + ω(u n )) for all n. In this case,
Suppose now that the sequence of polynomials is P 0 , . . . , P n+1 with associated sequence u 0 , . . . , u n ∈ F, in which case either P n+1 (x) has slope δ d not in Z ≥0 or P n+1 has no root in F, in which case we set δ = 0. We will prove the desired formula by induction on n. The base case is n = −1. Since P (x) has nonnegative integral slope we deduce that P (x) has a root in F, λ = 0 and δ = 0 by definition and therefore v K (P (k)) = 0 = min(d(λ + n + 1) + δ, dv K (k)).
For the induction step, note that for the polynomial P 1 (x) the sequence is
We turn to the main results of this section. Our aim is to compute, for each positive integer k, the valuation of a finite exponential sum of the form:
where a 1 , . . . , a m ∈ K and b 1 , . . . , b m ∈ O are nonzero.
Proposition 5. Suppose a 1 , . . . , a m ∈ K × and b 1 , . . . , b m ∈ O × . There exists an integer D and for each class r (mod D) there exist λ r ∈ Z and possibly empty collections of Ω r,i , u r,j ∈ O, n r,j ∈ Z ≥0 , and d r,
for each k ≡ r (mod D). Moreover, all the constants above are effective and can be computed up to arbitrary precision in polynomial time.
Proof. As usual we denote q = |O/̟O| and e = e K/Qp for the ramification index.
Let D be the smallest positive integer such that b D n ≡ 1 (mod ̟ ℓ ) for each n, where ℓ = e + 1, in which case D | q ℓ−1 (q − 1). We denote c n ∈ O such that b D n = 1 + ̟ ℓ c n . If k = Dx + r for some integer x then
Recall that log p (1 + x) converges absolutely when v p (x) > 0 and exp(x) converges absolutely when v p (x) > 1 p−1 . In the latter case, log p and exp are mutual inverses. Since v p (̟ ℓ ) > 1 it follows that v p (log p (1+̟ ℓ c n )) > 1 ≥ 1 p−1 and therefore
is a p-adic analytic function in x. As a result, we see that the p-adic analytic function
Examining the Taylor expansion of f r (x) we see that For all
Suppose we want to compute the constants up to precision M . First note that there is an explicit integer D, computable in polynomial time, such that up to precision M the power series f r (x) agrees with the 
Taking D as the least common multiple of the moduli for f 1 , . . . , f s we deduce that for each i and r mod D there exist constants λ r,i , Ω r,i,j , u r,i,j , n r,i,j , d r,i,j such that
In this nonarchimedean setting whether we can compute the valuation of f (k) depends on whether the valuations of ̟ µik f i (k) are distinct. At first glance it seems that the linear term µ i k dominates this valuation, but this need not be the case.
If none of the Ω r,i,j are superconvergent then indeed the linear term µ i k dominates the valuation of ̟ µik f i (k). However, this is not always the case. For example, suppose Ω is superconvergent. Then for some base b ∈ O × with v K (b − 1) sufficiently large the exponential function f (k) = −b Ω · 1 k + 1 · b x has root Ω which then necessarily appears the the expression for v K (f (k)).
Nevertheless, we expect this to be a local phenomenon only, and ample experimentation leads us to formulate the following global conjecture:
F . For each embedding F ֒→ Q p the exponential function f (k) = a i b k i does not have a superconvergent root. Remark 1. This conjecture can be reformulated to say that if Ω is superconvergent and b 1 , . . . , b m ∈ Q then the elements b Ω 1 , . . . , b Ω m (interpreted as elements in C p ) are linearly independent over Q. Under this formulation Conjecture 7 is reminiscent of, albeit in no way related to, Schanuel's conjecture.
We now turn to the general setting of exponential sums.
There there exists an integer D and for each class r (mod D) there exist λ r ∈ Z, and possibly empty collections of Ω r,i , u r,j ∈ O, n r,j ∈ Z ≥0 , and d r,j ∈ Z ≥2 such that:
(1) If Conjecture 7 is true then for each k large enough:
v
(2) Without assuming the conjecture, if a and t are integers such that t ≥ max v K (a − Ω r,i ) for all i then the above formula holds for each k large enough with
for all sufficiently large integers k such that v K (k − Ω r,i ) > t i . Moreover, all the constants above are effectively computable to arbitrary precision in polynomial time.
Proof. As mentioned above, if we order µ 1 < . . . < µ s the distinct valuations of the exponential bases then
We choose µ = µ 1 , λ r = λ r,1 , Ω r,j = Ω r,1,j , etc.
Assuming
If we do not assume Conjecture 7 but require that v K (k − a) > t then we simply note that the hypothesis on t implies that for each j, v K (k − Ω r,j ) = v K (a − Ω r,j ) is fixed and we conclude that v 1 (k) − µk = O(1). Again we deduce that v(f (k)) = v 1 (k) and in fact more is true, namely that we may replace each v K (k −Ω r,j ) with the constant v K (a − Ω r,j ). This allows us to compute the valuation of f (k) not only for specific k but for entire p-adic balls, as long as their radii are sufficiently small, a fact we will exploit in our explicit computations in the last section.
Finally, the last part comes from the fact that for each fixed t i the RHS of the inequality is a lower bound for v 1 (k) and grows slower than any v j (k) for j > 1.
Remark 2. Assuming Conjecture 7, Theorem 8 yields a computable expression for the valuations of exponential sums. However, the condition that k be large enough cannot be made effective. Nevertheless, parts (2) and (3) of the theorem can be made effective in computations for sufficiently small balls.
Traces of Hecke operators
As discussed in the introduction, Maeda's conjecture is intimately related to the characteristic polynomials P Tp (X) = det(1 − T p X|S 2k ). In this section we turn our attention to algorithmically computing the Newton polygon of P Tp (X), which we implement in the last section for T 2 .
First, we note that if S 2k has dimension m then P Tp (X) = m n=0 (−1) n X n Tr(∧ n T p |S 2k ).
To compute the trace of ∧ n T p we follow the usual method of expressing elementary symmetric polynomials in terms of power sums by means of exponential Bell polynomials. The exponential Bell polynomial B n (x 1 , . . . , x n ) ∈ Z[x 1 , . . . , x n ] has degree n and p(n) monomial terms, where p(n) is the partition function, and we compute:
. . , −(n − 1)! Tr(T n p |S 2k )). Using the definition of T p n and the Newton identities, we see that:
. Finally, we may compute the traces of T p n using the Eichler-Selberg trace formula, which expresses the trace of the Hecke operator in terms of Hurwitz class numbers. Since it will be necessary later, we recall here the definition of the Hurwitz class number H(m) (as in [10, p. 306 
Here ρ t , ρ t are the roots t ± t 2 − 4p n 2 of X 2 − tX + p n = 0.
An immediate consequence is that Tr(∧ n T p |S 2k ) is an exponential sum of the type considered in the previous section and, by Theorem 8, to compute v p (Tr(∧ n T p |S 2k )) it suffices to consider only the exponentials with p-adic unit bases.
Lemma 9. For each p n :
Proof. First, note that for any p, For the first identity it suffices to check that only the above mentioned roots of X 2 − tX + p n = 0 remain. If p is odd, the bound t < 2p n/2 implies that v p (t) < n/2 and so the Newton Polygon of this equation consists 6 of two segments with negative slope, one of which equals −v p (t). We conclude that both roots are in Z p with valuations v p (t) and n − v p (t). In fact ρ t has valuation v p (t) and ρ t has valuation n − v p (t). Since these roots are raised to the exponent k − 1 we may remove all except ρ t with p ∤ t.
When p = 2 the equation is X 2 − 2 ℓ uX + 2 n = 0, where t = 2 ℓ u for an odd number u. A priori we know 2ℓ < n + 2. If 2ℓ < n then the Newton Polygon consists again of two segments, with slopes ℓ and n − ℓ. Otherwise it consists of a single segment with slope (n + 2)/2. When n > 1 then n − ℓ > 0 and so we may eliminate the roots ρ t and keep ρ t for odd t. When n = 1 the above expression is immediate by inspection.
Turning back to f (k) = Tr(∧ n T p |S 2k ) we see that the exponential sum
has the following properties:
(1) B n (0!, 1!, . . . , (n − 1)!) = 0 (the coefficients are all nonnegative) and (2) The remaining bases b i are not roots of unity. Indeed, each base b i is of the form b i = ρ ej j,tj where ρ j,tj is a root of X 2 − t j X + p j = 0. However, each root ρ j,tj has norm p j which means that b i has non-unit norm. We now apply the results of the previous section to Hecke traces. In this case we may choose D = 2 and r = 0 since weights of level 1 modular forms are even.
Corollary 10. For each n ≥ 1 there exists an integer λ n ∈ Z and possibly empty collections Ω i ∈ Z p and integers n j ≥ 0, d j ≥ 2, u j ≥ 0 such that
for all large enough k either assuming Conjecture 7 or assuming that k varies in a sufficiently small 2-adic ball not centered around any Ω j . Not assuming Conjecture 7 if k varies in a sufficiently small ball around Ω r,i for some i one has an explicit lower bound on v 2 (Tr(∧ n T 2 |S 2k )).
Proof. This follows from Theorem 8 since the exponential series for Tr(∧ n T 2 |S 2k ) is not the 0 power series, as explained above.
Computations of valuations of Hecke traces
From an algorithmic perspective Corollary 10 has a major flaw: while the constants in Theorem 8 are computable in polynomial time, the running time is a polynomial in the number of exponentials, which in the case of traces of Hecke operators is on the order of O(2 n/2 ). Note that even if the number of terms in the Eichler-Selberg trace formula were smaller, the exponential Bell polynomials have exponentially many monomials, which means any implementation of Theorem 8 for Tr(∧ n T 2 |S 2k ) would have to be exponential in n.
In this section we explain our implementation of Corollary 10 with an eye towards speeding up this exponential time algorithm. We begin with an observation. Suppose E 1 (k), . . . , E n (k) are exponential sums over Z 2 and R(X 1 , . . . , X n ) ∈ 1 T Z[X 1 , . . . , X n ]. If f r,1 (k), . . . , f r,n (k) are the power series associated with the exponential sums E 1 , . . . , E n for k ≡ r (mod D) then R(f r,1 (k), . . . , f r,n (k)) is the power series associated with B(E 1 , . . . , E n ). This computation is polynomial in the precision of Z 2 , of Z 2 [[k]], and of the number of monomials in B. Moreover, if g r,i ≡ f r,i (mod 2 M ) then B(g r,1 , . . . , g r,n ) ≡ B(f r,1 , . . . , f r,n ) (mod 2 M−v2(T ) ) which means that instead of approximating the exponential sum B(E 1 , . . . , E n ) with power series to precision N it suffices to approximate each E i to precision M + v 2 (T ).
Let us turn to making more efficient the computations of power series attached to the exponential sums in Tr(T 2 n |S 2k ), which can then be used to compute the power series attached to Tr(∧ n T 2 |S 2k ) as in the previous paragraph. A priori the computation involves 2 n/2 exponentials:
We are able to make this computation more efficient by controlling the precision of computations. Suppose we seek the power series f (k) attached to the exponential sum above up to precision M . We compute
∞ r=0 a n,m,r u r where the coefficients a n,m,r can be computed from the Taylor expansion around 0 and satisfy v 2 (a n,m,r ) ≥ 2m + αr for r ≫ 0 for any α < 1. Indeed, this can be seen as follows. As a power series in u we have
]. Factoring 2 2 we obtain the term 2m in the lower bound on valuation. It remains to show that the Taylor coefficients of q(u) = (2 −2 log 2 (ρ 2 1+2u )) m /(ρ 1+2u 2 n+2 − (1 + 2u) 2 ) grow at least as fast as αr for any α < 1 for r ≫ 0. This is equivalent to showing that only finitely many Newton slopes of q(u) are ≤ α. Equivalently that q(u) has only finitely many roots with valuations ≥ −α. Any root of q(u) would satisfy ρ 1+2u = ζ, where ζ is a root of unity of order 2 b for some b. But then 1 + 2u = ζ + 2 n+2 ζ −1 and so u = (ζ − 1)/2 + 2 n+1 ζ −1 which has valuation 1/2 b−1 − 1. Only finitely many such roots have valuation ≥ −α.
Fix α < 1. The fact that v 2 (a n,m,r /m!) ≥ m + αr for r ≫ 0 implies that up to precision M :
It is therefore necessary and sufficient to compute the sums
for r ≤ M/α. Such sums have long been studied in connection with Fourier coefficients of modular forms [12, 3] .
In the remainder of this section we will explain how to make the computation of H odd r (2 n ) faster. We begin with a result that states that it suffices to compute
Lemma 11. We have
Proof. Collecting terms by 2-adic valuation we see that
If n + 2 − 2e < 3 then either n = 2e − 1 in which case the inner sum is H(2 2e ) = 2 e−1 − 1/2 or n = 2e in which case the inner sum is H(3 · 2 2e ) = 2 e − 2/3.
Let us turn to the general case n + 2 − 2e ≥ 3. For any m the function ϕ m that appears in the definition of Hurwitz class numbers is multiplicative, and therefore so is the divisor sum a 2 |m/dm ϕ m (a). For odd t we have 2 n+2−2e − t 2 ≡ 7 (mod 8) and therefore w = 1, and we compute H(2 2e (2 n+2−2e − t 2 )) = H(2 n+2−2e − t 2 ) e k=0 ϕ 2 n+2−2e −t 2 (2 k ) = 2 e H(2 n+2−2e − t 2 ). We deduce that
Solving for the odd Hurwitz sums we conclude the desired formulas.
We now turn to computing the sums H r (2 n ). The following procedure is based on [12, §4] . We will denote f (n) ≈ g(n) if f (n) − g(n) can be computed in time which is polynomial in n. Then the Eichler-Selberg trace formula implies that
In §3 we explained how to do compute the LHS by computing Tr(T n 2 |S 2k ), and this can be evaluated explicitly as the sum of the n-th powers of the normalized a 2 coefficients on a basis of S 2k , which can be done in polynomial time. Solving the system of equations we conclude that H r (2 n ) can be computed in polynomial time for every even r.
The computation of H r (2 n ) for odd r would similarly be related to Tr(T 2 n |S k (N, ε)) for odd weights k and (necessarily) odd characters ε : (Z/N Z) × → C × . For simplicity suppose N = ℓ ≡ 7 (mod 8) is a prime number and ε = · ℓ , an odd character with ε(2) = 1. The Eichler-Selberg trace formula [10, p. 370] in this case implies that − Tr(T 2 n |S k (ℓ, ε)) ≈ i<k/2−1
where t varies such that 1 ≤ t < 2 n/2+1 and the last sum is over t such that t 2 − 2 n+2 ℓ = 1, i.e., ρ t ∈ F ℓ .
As in the even weight case we may compute Tr(T 2 n |S k (ℓ, ε)) for any given odd k in polynomial time. Solving the system of equations above, we may compute a Hurwitz sum H(2 n+2 − t 2 )t r for odd r over t such that t 2 − 2 n+2 ℓ = 1 and ρ t ℓ = 1 in terms of the sums over t such that ℓ | 2 n+2 − t 2 and such that t 2 − 2 n+2 ℓ = 1 and ρ t ℓ = −1. Asymptotically, this eliminates the need to compute a quarter of the terms in H r (2 n ).
The Buzzard-Calegari Conjecture
In this section we turn our attention to the Buzzard-Calegari Conjecture and the proof of Theorem 2. Let 2k ≥ 12 and m = dim S 2k the dimension of the space of cusp forms of weight 2k and level SL 2 (Z). It is elementary to show that the Newton polygon of the Buzzard-Calegari polynomial
is the same as the Newton polygon of the points {(n, a n )|0 ≤ n ≤ m} where the nonnegative integers a n can be described explicitly as follows. For an integer ℓ we denote δ ℓ = 1 if ℓ ≡ 1 (mod 6) and 0 otherwise. Then
(2) a n = 3n(n + 1)
The Buzzard-Calegari conjecture posits that the Newton polygons of points with heights prescribed by equations (1) (Corollary 10) and (2) are the same. We will experimentally verify our truncated version of this conjecture by making explicit the list of transcendental numbers Ω i and integers n j , d j , u j in Corollary 10.
Theorem 12. For 1 ≤ n ≤ 15 there exist Ω i ∈ Z 2 and integers n j , u j such that:
for all large enough k either assuming Conjecture 7 or assuming that k varies in a sufficiently small 2-adic ball not centered around any Ω i . Not assuming Conjecture 7 if k varies in a sufficiently small ball around Ω i for some i the above formula is an inequality. Moreover, the number of expressions of the form v 2 (k − α), counted with multiplicity, is the same in the above equation and (2), and each Ω i / u j is 2-adically close to a corresponding ℓ.
Proof. We implemented Corollary 10 in Sage [13] . The results are tabulated in the Appendix.
We mention that in the case of n = 1 one can compute the one constant in the expression above using the 2-adic log map: x u /u! m n=1 a n (log 2 (b 2 n )) u is approximated with
Removing the content 3n(n+1) 2 of the power series f D (x), we may compute the nonnegative slope polynomials P D (x) with precision P = D − 3n(n+1) 2 . As long as each n j in Theorem 12 is smaller than this precision we know each Ω i to precision P .
The tables in the Appendix were obtained using N = 10000 and D = 500 which means that we identified each constant for ∧ n T 2 up to precision 500 − 3n(n+1) 2 , so overall precision at least 140.
Our main computational result is a partial verification of the Buzzard-Calegari conjecture using Theorem 12. If N is a Newton polygon by the truncation at m we mean the portion N ≤m of N in the region 0 ≤ n ≤ m. 10 Theorem 13. For k ≫ 0 the Newton polygon N BC of the Buzzard-Calegari polynomial P BC has some vertex n in the interval [7, 15] . For any such vertex:
.
We begin with a technical result necessary for verifying computationally when n is a vertex in the Buzzard-Calegary Newton polygon. Proof. The "only if" direction is straightforward. To check that N BC has a vertex at n one needs to check that slopes in the region ≤ n are < the slopes in the region ≥ n, i.e., for all vertices a < n and vertices b > n:
This inequality is automatic for all b > n + 2 3 6n+1 ℓ=3n+4 e n,ℓ v 2 (k − ℓ) and therefore one only needs to compute explicitly slopes in the Newton polygon truncated at this degree.
Proof of Theorem 13. We now describe our computational approach to verifying the corollary. At each iteration i we are left with verifying the case of k varying in a collection of 2-adic balls
We begin with the following observation:
(2) if n > v 2 (u − ℓ) and min(n, v 2 (k − u)) = v 2 (k − ℓ) then again either k ∈ B(u, v 2 (u − ℓ)) or k ∈ B(ℓ, v 2 (u − ℓ)); (3) finally, if u = ℓ then min(n, 2 · v 2 (k − ℓ)) = 2 · v 2 (k − ℓ) then k ∈ B(ℓ, n/2). Therefore the two sets of vertices {(n, v 2 (Tr(∧ n T 2 |S 2k ))) | n ≤ 15} and {(n, a n ) | n ≤ 15} coincide unless for some n and a pair (Ω, ℓ) (resp. triple (m, u, ℓ)) in the Appendix we have v 2 (k − Ω) = v 2 (k − ℓ) (resp. min(m, 2 · v 2 (k − u)) = 2 · v 2 (k − ℓ)). By the discussion above we conclude that we next need to treat the case when k varies in one of the 2-adic balls in the collection:
Suppose we are in iteration i and we desire to verify Theorem 13 for all sufficiently large k in B(a, m) ∈ C i .
For an integer N we denote:
≤ m with equality if the latter inequality is strict; in this case we say that v 2 (k − Ω) is precisely computed in the ball B(a, m). We conclude that the points in S T2 lie below the points {(n, v 2 (Tr ∧ n T 2 |S 2k )) | n ≥ N }, and similarly for S BC , and the same can be said of their Newton polygons. We say that the n-th point in S T2 or S BC is precisely computed in the ball B(a, m) if every valuation in the formula for n is precisely computed in B(a, m). Note that if every vertex of the Newton polygon of S T2 is precisely computed then this Newton polygon is the actual Newton polygon of the points {(n, v 2 (Tr ∧ n T 2 |S 2k )) | n ≤ N }, and similarly for S BC .
We begin with determining the largest n ≤ 15 for which n is a vertex of N BC . First, if n is a vertex of N BC then it must also be a vertex of the Newton polygon N BC,N of the points {(n, a n ) | 0 ≤ n ≤ N } for every N . On a first round, to check if n is a vertex of N BC we first verify if n is a vertex of N BC,2n+1 . The reason for this choice is the following: if a n is not precisely computed in the ball B(a, m) then a is close to some ℓ appearing in the expression for a n . However, the set of ℓ-s appearing in the formula for a 2n+1 is disjoint from the sets of ℓ-s appearing in a n and therefore the last vertex in N BC,2n+1 is likely to be precisely computed. As a proxy for N BC,N we use the Newton polygon of S BC (B(a, m) , N ). If a n is not a vertex of S BC (B(a, m) , 2n + 1) and the Newton polygon is precisely computed (in the sense mentioned above) then n is definitely not a vertex of N BC and we discard it. If a n is precisely computed and is a vertex of S BC (B(a, m) , 2n + 1) (not necessarily precisely computed) then n is definitely a vertex of N BC,2n+1 , and plausibly a vertex of N BC . In all other cases the computation is imprecise and we add B(a, m) to the set CI i of balls B(a, m) where the computation was not precise. It remains to further verify if n is a vertex of N BC in the plausible case. For this, we apply Lemma 14. Since a n was precisely computed so is the upper bound N from Lemma 14. We apply to N BC,N the procedure described above in the case of N BC,2n+1 . Either n is definitely a vertex of N BC,N and, by Lemma 14, definitely a vertex of N BC , or n is definitely not a vertex, or B(a, m) is added to CI i . We determine the largest n ≤ 15 which is definitely a vertex by going backwards from 15 with this verification until we arrive at a vertex. If B(a, m) has not yet been added to CI i , we compute the Newton polygons of S T2 (B(a, m) , n) and S BC (B(a, m), n). If these Newton polygons are precisely computed we verify the Buzzard-Calegari conjecture up to the vertex n by checking if the polygons are equal.
At the end of iteration i we are left with a subset CI i ⊂ C i of balls over which our computations were not precise enough to verify Buzzard-Calegari. For each B(a, m) ∈ CI i we produce two half balls B(a, m + 1) and B(a + 2 m+1 , m + 1) and add them to C i+1 , the collections C i+1 and CI i having the same union. In iteration i + 1 we will verify the corollary for the balls in C i+1 , each of which has smaller radius than the balls in C i , and therefore more likely to yield a precise computation of Newton polygons.
In 23 iterations which ran for about 6 minutes on a laptop the algorithm examined every one of the 1058 balls in C 1 and established the validity of the theorem, including the existence of a vertex of N BC in the interval [7, 15] .
Finally, we remark that the constants in the Appendix are known to sufficient precision to make the above computations correct. Indeed, by the remark after Theorem 12 we know these constants up to precision 140. Since the balls B(a, m) in every C i have radius valuation at most m = 84, it follows that if the center a is approximated by a ′ with precision 140 then B(a, m) = B(a ′ , m).
We end this section with an appealing application of Theorem 13 to Hatada's congruences, already mentioned in the introduction. The computations that led to Theorem 13 imply that the lowest two Newton slopes of P deg 15 T2 are precisely the pairs listed in the introduction, the values depending on k mod 64 as specified. If Conjecture 3 is true then all Newton slopes of P T2 in the region ≥ 15 are ≥ 12 and therefore Theorem 13 suffices to verify that the lowest 2 slopes of P T2 coincide with the lowest two slopes of P deg≤15 T2 . In fact, it would be sufficient if the Newton polygon of P T2 lies above y = 12x for x ≥ 15.
Appendix
In the following tables, for each n ≤ 5 we pair up the expressions of the form v 2 (k − α), with multiplicity, in equations (1) and (2) . The Ω are given mod 2 50 . The complete table for all n ≤ 15 can be found on our webpages.
n v 2 (k − Ω) or min(m, 2v 2 (k − u)) in v 2 (Tr(∧ n T 2 |S 2k )) v 2 (k − ℓ) in a n v 2 (Ω − ℓ) or v 2 (u − ℓ)
