Parameter Estimation
Based on the generative process elaborated above, the proposed model defines the joint probability of the generation of observed variables, latent variables, and model parameters. Specifically, the observed variables are the spatial burstiness r in , r out , and words W in the tweet content; the latent variables are topic assignment X, category assignment Y , and latent state assignment Z. The geographical prior is Θ 0 = {µ 0 , β 0 , Λ 0 , ν 0 }. Their joint distribution is expressed as follows:
where θ = {θ B , θ R }. Thus, searching for the best setting of the model parameters is equivalent to the maximization of the logarithm of the joint distribution in Equation 0.1. This problem can be solved using an EM algorithm 1 . 
E-step
By iteratively executing the E-step and the M-step, the model parameters and the latent variables are continuously updated until convergence. The model parameters are optimized while the likelihood in Equation 0.1 is maximized.
