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Abstract
In this paper, we consider the single machine scheduling problem
with quadratic earliness and tardiness costs, and no machine idle time.
We propose a genetic approach based on a random key alphabet, and
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1present several algorithms based on this approach. These versions dif-
fer on the generation of both the initial population and the individuals
added in the migration step, as well as on the use of local search. The
proposed procedures are compared with the best existing heuristics,
as well as with optimal solutions for the smaller instance sizes.
The computational results show that the proposed algorithms clearly
outperform the existing procedures, and are quite close to the opti-
mum. The improvement over the existing heuristics increases with
both the diﬃculty and the size of the instances. The performance
of the proposed genetic approach is improved by the initialization of
the initial population, the generation of greedy randomized solutions
and the addition of the local search procedure. Indeed, the more so-
phisticated versions can obtain similar or better solutions, and are
much faster. The genetic version that incorporates all the consid-
ered features is the new heuristic of choice for small and medium size
instances.
Keywords: scheduling, single machine, quadratic earliness and tardiness, ge-
netic algorithms
1 Introduction
Inthis paper, we consider the single machine schedulingproblemwith quadratic
earliness and tardiness costs, and no machine idle time. Formally, the prob-
lem can be stated as follows. A set of n independent jobs {1,2,    ,n} has
to be scheduled on a single machine that can handle at most one job at a
time. The machine is assumed to be continuously available from time zero
onwards, and preemptions are not allowed. Job j,j = 1,2,    ,n, requires a
processing time pj and should ideally be completed on its due date dj. Also,
let hj and wj denote the earliness and tardiness penalties of job j, respec-
tively. Given a schedule, the earliness and tardiness of job j are respectively
deﬁned as Ej = max{0,dj − Cj} and Tj = max{0,Cj − dj}, where Cj is
the completion time of job j. The objective is then to ﬁnd a schedule that





j + wjT 2
j
￿
, subject to the constraint that no machine idle time is
allowed.
Even though scheduling models with a single processor may appear to
arise infrequently in practice, this scheduling environment actually occurs in
several activities (for a speciﬁc example in the chemical industry, see Wagner
et al. (2002)). Also, the performance of many production systems is quite
often dictated by the quality of the schedules for a single bottleneck machine.
Moreover, the study of single machine problems provides results and insights
that prove valuable for scheduling more complex systems.
Early/tardy scheduling models have received considerable and increasing
attention from the scheduling community, due to their practical importance
and relevance. In fact, scheduling problems with earliness and tardiness
costs are compatible with the concepts of supply chain management and
just-in-time production. Indeed, these production strategies, which have
been increasingly adopted by many organisations, view both early and tardy
deliveries as undesirable.
In this paper, we consider quadratic earliness and tardiness penalties, in-
stead of the more usual linear objective function, in order to penalize more
heavily deliveries that are quite early or tardy. On the one hand, this is ap-
propriate for practical settings where non-conformance with the due dates is
increasingly undesirable. Moreover, on the other hand, the quadratic penal-
ties also avoid schedules in which a single or only a few jobs contribute the
majority of the cost, without regard to how the overall cost is distributed.
The assumption that no machine idle time is allowed is actually appropri-
ate for many production settings. Indeed, when the capacity of the machine
is limited when compared with the demand, the machine must be kept run-
ning in order to satisfy the customers’ orders. Idle time must also be avoided
for machines with high operating costs, since the cost of keeping the ma-
chine running idle is then higher than the earliness costs. The assumption
of no idle time is additionally justiﬁed when starting a new production run
involves high setup costs or times (e.g. furnaces or similar machines), since
stopping and restarting the machine is not a viable option in these settings.
Some speciﬁc examples of production environments where the no idle time
3assumption is appropriate have been given by Korman (1994) and Landis
(1993).
This problem has been previously considered, and both exact and heuris-
tic approaches have been proposed. A lower bounding procedure and a
branch-and-bound algorithm were developed in Valente (2007a), while Va-
lente & Alves (2008) presented several dispatching heuristics, as well as sim-
ple improvement procedures. Classic, ﬁltered and recovering beam search al-
gorithms were considered in Valente (2008a), and Valente & Moreira (2008)
proposed various greedy randomized dispatching heuristics.
The corresponding problem with linear costs
￿n
j=1 (hjEj + wjTj) has also
been considered by several authors. Lower bounds and branch-and-bound
algorithms were presented by Abdul-Razaq & Potts (1988), Li (1997), Liaw
(1999) and Valente & Alves (2005c). Several heuristic approaches were also
proposed in Ow & Morton (1989), Valente & Alves (2005a,b) and Valente
et al. (2006).
Problems with a related quadratic objective function have also been previ-
ously studied. Schaller (2004) considered the single machine problem with in-




Ej + T 2
j
￿
objective function, while the no idle time version of this problem was analysed
in Valente (2007b, 2008b).
The minimization of the quadratic lateness, where the lateness of job j
is deﬁned as Lj = Cj − dj, has also been studied by Gupta & Sen (1983),
Sen et al. (1995), Su & Chang (1998) and Schaller (2002). Baker & Scud-
der (1990) and Hoogeveen (2005) provide excellent surveys of scheduling
problems with earliness and tardiness penalties, while a review of scheduling
models with inserted idle time is given in Kanet & Sridharan (2000).
In this paper, we present several genetic algorithms, and analyse their
performance on a wide range of instances. The proposed genetic approach
uses a random key alphabet. Therefore, each chromosome is encoded as a
vector of random numbers. The various versions of the genetic approach
diﬀer on the generation of both the initial population and the individuals
added in the migration step, as well as on the use of local search. The
genetic algorithms are then compared with existing procedures, as well as
4with optimal solutions for some instance sizes.
The remainder of this paper is organized as follows. In section 2, we
describe the proposed genetic algorithm approach, and present the several
versions that were considered. The computational results are reported in
section 3. Finally, we provide some concluding remarks in section 4.
2 The proposed genetic algorithm procedures
In this section, we ﬁrst brieﬂy describe the main features of genetic algo-
rithms. Then, the encoding used to represent the problem solutions is pre-
sented. The evolutionary strategy, i.e. the transitional process between con-
secutive populations, is also described. Finally, we present the six diﬀerent
versions that were considered for the proposed genetic algorithm approach.
2.1 Genetic algorithms
Genetic algorithms are adaptive methods that can be used to solve optimiza-
tion problems. The term genetic algorithm was ﬁrst used by Holland in its
book Adaptation in Natural and Artiﬁcial Systems (Holland, 1975). This
book was fundamental to the creation of what is now a large and active ﬁeld
of research. Even though Holland’s work placed little emphasis on optimiza-
tion, the majority of the research on genetic algorithms has indeed since been
focused on solving optimization problems. Due to their increasing popular-
ity in recent years, the literature on genetic algorithms now includes a quite
large number of papers. References describing in detail the genetic algorithm
approach and its applications can be found in Goldberg (1989) and Reeves
(1997, 2003).
Genetic algorithms are based on the evolution process that occurs in
natural biology. Indeed, over the generations, and as ﬁrst stated by Charles
Darwin in The Origin of the Species, natural populations tend to evolve
according to the principles of natural selection or survival of the ﬁttest. The
genetic algorithms mimic this process, by evolving populations of solutions
to optimization problems.
5In order to apply a genetic algorithm to a speciﬁc problem, it is ﬁrst
necessary to choose a suitable encoding or representation. In this encoding,
a solution to the problem being considered is represented by a set of para-
meters, known in genetic terminology as genes. These parameters or genes
are joined together in a string of values that represents (or encodes) the so-
lution to the problem. In the genetic terminology, this string is denoted as a
chromosome or individual. A ﬁtness value is also associated with each chro-
mosome. This value measures the merit or quality of the solution represented
by that chromosome or individual.
At each iteration, the genetic algorithm evolves the current population
of chromosomes into a new population. This evolution is conducted using
selection, crossover and mutation mechanisms. Some of the current indi-
viduals may be simply selected and copied to the new population. Also, a
crossover operator is used in the reproduction phase to combine parent in-
dividuals selected from the current population, in order to produce oﬀspring
which are placed in the new population. The parent chromosomes are cho-
sen randomly, although this selection is usually performed using a scheme
which favours individuals with higher ﬁtness values. The genes of the two
parents are then combined by the crossover operator, yielding one or more
oﬀspring. Finally, a mutation operator can be applied to some individuals.
This mutation operator changes the genetic material of those individuals, i.e.
it changes one or more of their genes.
The reproduction phase and the crossover operator tend to increase the
quality of the populations, since ﬁtter individuals are more likely to be se-
lected as parents. However, they also tend to force a convergence of those
populations (i.e. the individuals tend to become quite similar). This conver-
gence eﬀect can be oﬀset by the mutation mechanism. Indeed, by changing
the genetic material, the mutation operator tries to guarantee the diversity
of the population, thereby ensuring a more extensive search of the solution
space.
62.2 Chromosome representation and decoding
The genetic algorithm approach proposed in this paper uses the random key
alphabet U (0,1) proposed by Bean (1994) to encode the chromosomes. In
the random key encoding, each gene is a uniform random number between 0
and 1. Consequently, each chromosome is then encoded as a vector of random
keys (random numbers). Therefore, in the proposed algorithms each chro-
mosome is composed of n genes gj,j = 1,2,    ,n, so the size of each chro-
mosome is equal to the number of jobs, i.e. chromosome = (g1,g2,...,gn).
In order to calculate the ﬁtness of an individual, it is ﬁrst necessary to
decode its chromosome into the corresponding solution to the considered
problem, i.e. into a sequence of the jobs. This decoding or mapping of a
chromosome into a schedule is accomplished by performing a simple sort of
the jobs. The priorities used in this sorting operation are provided by the
genes. More speciﬁcally, the priority of job j in the sorting operation is equal
to gj (see ﬁgure 1 for an example).
An important feature of the random key encoding is the fact that all oﬀ-
spring generated by crossover operators correspond to feasible solutions. This
is accomplished by moving the feasibility issue from the crossover operator
into the chromosome decoding procedure. Indeed, if any vector of random
numbers can be converted into a feasible solution, then any chromosomes
obtained via the crossover operator also correspond to feasible solutions.
Then, through its internal dynamics, the genetic algorithm can learn the re-
lationship between random key vectors and solutions with good ﬁtness and
objective function values.
This feature is a signiﬁcant advantage of the randomkey alphabet over the
more natural encoding where each chromosome is a permutation of the job
indexes, and its importance increases as the problem becomes more heav-
ily constrained. This natural encoding does not require a decoding of the
chromosome into the corresponding schedule. However, with the natural en-
coding, the crossover operation is made much more diﬃcult and complicated
by the need to assure that the resulting oﬀspring correspond to a feasible
solution.
72.3 The evolutionary strategy
A quite large number of genetic algorithm variants can be obtained by choos-
ing diﬀerent selection, reproduction, crossover and mutation operators. We
now describe the evolutionary strategy employed in the proposed approach,
i.e. the speciﬁc mechanisms that are used to generate a new population from
the current set of individuals. Throughout the procedure, the size of the
population is kept constant. This size is set equal to a multiple pop_mult
of the size of the problem (i.e. the number of jobs n), where pop_mult is
a user-deﬁned parameter. This strategy has proved adequate in previous
applications of genetic algorithms based on the same evolutionary approach
(Valente & Gonçalves, 2008; Gonçalves, 2007; Gonçalves et al., 2005).
Given a current population, the next population is obtained through
elitist selection, crossover and migration mechanisms. The discussion of the
generation of the initial population is deferred to the next section. The cal-
culation of the ﬁtness value of a chromosome will also be addressed in that
section.
The elitist selection strategy, proposed by Goldberg (1989), copies some
of the best individuals in the current population to the new population. The
number of chromosomes that are copied in this elitist selection phase is set
equal to a proportion elit_prop of the population size, where elit_prop is
a user-deﬁned parameter. The advantage of the elitist selection strategy
over the traditional generational approach where the entire population is
completely replaced with new chromosomes is that the best individual in the
population improves monotonically over time. A potential downside is that
it can lead to a premature convergence of the population. However, this can
be overcome by using high mutation or migration rates.
In the proposed evolutionary strategy, the migration mechanism is used
instead of the traditional gene-by-gene mutation operator. In the migration
phase, new individuals are generated and added to the new population. The
number of newly generated individuals is equal to a proportion mig_prop
of the population size, where mig_prop is a user-deﬁned parameter. The
speciﬁc process by which these new individuals are generated will be ad-
8dressed in the next section. Like in the traditional mutation operator, and
as previously mentioned, the migration mechanism tries to prevent prema-
ture convergence, as well as to assure the diversity of the population and
an extensive search of the solution space. Due to the speciﬁc ways in which
this phase is implemented (which will be described in the next section), the
migration mechanism also assures that the proposed genetic approach, if al-
lowed to run for a suﬃcient amount of time, will visit all possible solutions,
and therefore also an optimal one.
Finally, the remaining individuals of the new population are generated via
crossover. In the reproduction and crossover phase, two parents are initially
selected. The ﬁrst parent is chosen at random from the elite individuals
in the current population (i.e. the individuals that are copied to the new
population in the elitist selection phase). The second parent, on the other
hand, is randomly selected from the entire current population. Then, the
parameterized uniform crossover method developed by Spears & De Jong
(1991), and described below, is used to create an oﬀspring that is added to
the new population. This process is repeated until the new population has
been fully generated.
In the parameterized uniform crossover method, a random uniform num-
ber between 0 and 1 is generated for each gene. Then, this random number is
compared with a user-deﬁned parameter cross_prob. If the random number
is less than or equal to the cross_prob parameter, the gene in the oﬀspring
is set equal to the corresponding gene in the ﬁrst parent. Otherwise, the
value of the gene is instead copied from the second parent (see ﬁgure 2 for
an example).
The proposed evolutionary strategy is repeated until a stopping criterion
is met. In our approach, we have chosen the number of iterations without
improvement as stopping criterion. Thus, the genetic algorithms terminate
when stop_iter populations have been generated without improving the best
solution found so far, where stop_iter is a user-deﬁned parameter. The evo-
lutionary strategy is depicted in ﬁgure 3, and the main steps of the proposed
approach are presented in ﬁgure 4.
92.4 The genetic algorithm versions
The discussion of the generation of the initial population and the new indi-
viduals added in the migration step, as well as the calculation of the ﬁtness
value, have been deferred to this section. Indeed, diﬀerent strategies were
considered for these issues. Therefore, we developed six genetic algorithm
versions, corresponding to various combinations of these strategies.
In the version denoted by GA, and on the one hand, both the initial pop-
ulation and the new individuals created in the migration step are generated
at random. On the other hand, the ﬁtness value of a chromosome is set equal
to the opposite of the objective function value of the corresponding sequence
(i.e. the sequence obtained by decoding the chromosome, as described in the
previous section).
The GA_IN version diﬀers from the GA procedure only in the gener-
ation of the initial population, which is not fully random. In fact, in the
GA_IN version, four non-random chromosomes are ﬁrst introduced in the
initial population. Indeed, previous studies (e.g. Reeves (1995) and Ahuja
& Orlin (1997)) have shown that this can improve the performance of a ge-
netic algorithm. In this paper, this will be referred to as initializing the ﬁrst
population (hence the "_IN" part of the heuristic identiﬁer).
These four non-random chromosomes are created so that their corre-
sponding schedules are equal to the sequences generated by the WPT_sj_E,
EDD, WPT_sj_T and ETP_v2 dispatching rules considered in Valente &
Alves (2008). The WPT_sj_E and WPT_sj_T heuristics performed well
for instances were most jobs were early and tardy, respectively. The EDD
heuristic is quite well-known and widely used, and performed better than
the WPT_sj_E and WPT_sj_T rules when there was a greater balance
between the number of early and tardy jobs. Finally, the ETP_v2 heuristic
is the best-performing of the dispatching rules analysed in Valente & Alves
(2008).
The version identiﬁed as GA_GR also ﬁrst includes in the initial popu-
lation the same four non-random chromosomes that are used in the GA_IN
procedure. However, the GA_GR algorithm then diﬀers from the GA_IN
10version both in the generation of the remainder of the initial population, as
well as on the migration phase. Indeed, in the GA_GR version, some chro-
mosomes are created so that they correspond to a schedule generated by the
greedy randomized (hence the "_GR" part of the heuristic identiﬁer) dis-
patching rule RCL_VB proposed in Valente & Moreira (2008). The greedy
randomized dispatching heuristics developed in Valente & Moreira (2008)
perform a greedy randomization of the ETP_v2 rule, so a diﬀerent schedule
can be obtained each time one of these rules is executed. The RCL_VB strat-
egy provided the best results, both in solution quality and in computation
time, among all the approaches analysed in Valente & Moreira (2008).
The GA_GR version can be seen as performing a hybridization of the ge-
netic algorithm and GRASP metaheuristics. Indeed, in the GA_GR heuris-
tic, the greedy randomized strategy that is used in the construction phase
of a GRASP procedure is employed to generate some chromosomes for the
genetic algorithm. This hybridization has been used in previous studies, e.g.
Ahuja et al. (2000) and Armony et al. (2000).
As previously mentioned, the GA_GR procedure ﬁrst includes in the ini-
tial population the four non-random chromosomes also used in the GA_IN
procedure. Then, a proportion init_gr of the remainder of the initial popu-
lation is generated using the RCL_VB greedy randomized heuristic, where
init_gr is a user-deﬁned parameter. The remaining chromosomes of the ini-
tial population are then generated at random. In the migration phase, a
proportion mig_gr of the chromosomes to be newly generated are created
using the RCL_VB procedure, where mig_gr is again a user-deﬁned parame-
ter. The remainder of the migration phase chromosomes are then randomly
generated.
The MA, MA_IN and MA_GR versions diﬀer from their GA, GA_IN
and GA_GR counterparts only in the calculation of the ﬁtness value. In fact,
these last three versions additionally use a local search procedure to improve
the decoded sequence. More speciﬁcally, in order to calculate the ﬁtness of a
chromosome we ﬁrst decode its corresponding sequence. Then, a local search
procedure is used to improve this sequence. The ﬁtness value is set equal
to the opposite of the objective function value of this improved sequence.
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now corresponds to the improved sequence obtained after the application of
the local search procedure. These last three versions of the proposed genetic
approach combine a genetic evolutionary strategy with a local search proce-
dure. Therefore, they can also be viewed as memetic algorithms (Moscato &
Cotta, 2003), hence the "MA" part of their identiﬁers.
We considered three local search procedures: adjacent pairwise inter-
changes (API), 3-swaps (3SW) and ﬁrst-improve interchanges (INTER). The
API procedure considers pairs of adjacent jobs, while the 3SW method in-
stead analyses three consecutive jobs. The INTER procedure, on the other
hand, considers interchanges of two jobs, regardless of whether or not they
are adjacent. More speciﬁcally, both the API and the 3SW procedures start
at the beginning of the schedule, and terminate when the end of the sequence
is reached. The API procedure interchanges a pair of adjacent jobs. If such
an adjacent swap improves the objective function, the swap is retained and
we move one position backward (when possible) in the sequence. Otherwise,
the swap is reversed so the jobs are again scheduled in the original order, and
we move one position forward in the schedule.
The 3SW procedure is similar, but it considers three consecutive jobs.
All the possible permutations of the three jobs are then analysed, and the
best conﬁguration is determined. If the best conﬁguration is diﬀerent from
the original order of the jobs, the jobs are scheduled according to that best
conﬁguration, and we move two positions backward (when possible) in the
sequence. Otherwise, the original order of the jobs is retained, and we move
one position forward in the schedule.
The INTER procedure starts at the ﬁrst position in the sequence, and
then considers all the successive positions, until the end of the sequence
is reached. For each position in the sequence, the INTER method considers
interchangingthe job that is currently scheduled in that position with the jobs
that are scheduled in the following positions. Whenever such an interchange
improves the objective function value, that interchange is performed. If any
interchange is made before the end of the sequence is reached, we start again
at the beginning of the schedule. Otherwise, no change has been made to
12the sequence, and the procedure terminates.
3 Computational results
In this section, we ﬁrst present the set of problems used in the computa-
tional tests. Then, the preliminary computational experiments are described.
These experiments were performed to determine adequate values for the para-
meters required by the several genetic algorithms. Finally, the computational
results are presented. We ﬁrst compare the genetic algorithms with existing
procedures, and the heuristic results are then evaluated against optimum ob-
jective function values for some instance sizes. Throughout this section, and
in order to avoid excessively large tables, we will sometimes present results
only for some representative cases.
3.1 Experimental design
The computational tests were performed on a set of problems with 10, 15,
20, 25, 30, 40, 50, 75 and 100 jobs. These problems were randomly generated
as follows. For each job j, an integer processing time pj, an integer earliness
penalty hj and an integer tardiness penalty wj were generated from one of the
two uniform distributions [45,55] and [1,100], to create low (L) and high (H)
variability, respectively. For each job j, an integer due date dj is generated
from the uniform distribution [P (1 − T − R/2),P (1 − T + R/2)], where P
is the sum of the processing times of all jobs, T is the tardiness factor, set
at 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0, and R is the range of due dates, set at 0.2,
0.4, 0.6 and 0.8.
For each combination of problem size n, processing time and penalty vari-
ability (var), T and R, 50 instances were randomly generated. Therefore, a
total of 1200 instances were generated for each combination of problem size
and variability. All the algorithms were coded in Visual C++ 6.0, and ex-
ecuted on a Pentium IV - 2.8 GHz personal computer. Due to the large
computational times that would be required, the GA heuristic was not ap-
plied to the instances with 100 jobs.
133.2 Preliminary tests
In this section, we describe the preliminary experiments that were performed
to determine adequate values for the parameters required by the genetic al-
gorithms. A separate problem set was used to conduct these preliminary
experiments. This test set included instances with 25 and 50 jobs, and con-
tained 5 instances for each combination of instance size, processing time and
penalty variability, T and R. The instances in this smaller test set were
generated randomly just as previously described for the full problem set. We
considered the following values for the several parameters required by the
proposed genetic algorithms:
pop_mult = {1, 2, 3};
elit_prop = {0.05, 0.10, 0.15, 0.20};
mig_prop = {0.10, 0.15, 0.20, 0.25};
cross_prob = {0.6, 0.7, 0.8};
stop_iter = {10, 30, 50};
init_gr = {0.1, 0.2, ... , 0.9};
mig_gr = {0.1, 0.2, ... , 0.9}.
The intervals for the elit_prop, mig_prop and cross_prob values were
based on previous applications of genetic algorithms based on the same evo-
lutionary approach (Valente & Gonçalves, 2008; Gonçalves, 2007; Gonçalves
et al., 2005). Indeed, good results have consistently been obtained using
values inside the considered ranges. The intervals for the pop_mult and
stop_iter parameters were determined based both not only on a previous
application of this evolutionary strategy to a scheduling problem (Valente &
Gonçalves, 2008), but also on some initial tests. For the MA, MA_IN and
MA_GR versions, we additionally considered the API, 3SW and INTER
local search procedures, as previously mentioned.
The genetic algorithms were then applied to the test instances for all
parameter (and local search procedure, for the MA, MA_IN and MA_GR
versions) combinations. A thorough analysis of the objective function values
and runtimes was then conducted, in order to select the values that provided
the best trade-oﬀ between solution quality and computation time. The pa-
14rameter values and local search procedure selected for the several genetic
versions are given in table 1.
The same elit_prop, mig_prop and cross_prob values proved appropri-
ate for all the versions. For the versions that use a local search procedure,
the results were actually virtually identical for all the combinations of these
parameters. For the other versions, there were some small diﬀerences in
performance, and the chosen values provided good results for all instance
types.
Table 1shows that smaller values are required forthe parameters pop_mult
and stop_iter as the sophistication of the genetic versions increases. In fact,
smaller populations and/or a lower number of iterations without improve-
ment can be used, without compromising the solution quality, with the in-
troduction in the genetic approach of features such as local search, population
initialization and generation of greedy randomized solutions.
The init_gr parameter is smaller for the MA_GRversion. In the GA_GR
procedure, a higher percentage of greedy randomized solutions is then re-
quired in order to generate an initial population that contains high quality
solutions. In the MA_GR version, however, the local search procedure al-
ready improves the quality of the solutions in the initial population, so only
a lower percentage of greedy randomized initial solutions is required.
For both the GA_GR and MA_GR algorithms, the most appropriate
value of the mig_gr parameter was equal to 0.5. Therefore, half of the new
chromosomes introduced in the migration step are produced by the greedy
randomized heuristic, while the remaining half are randomly generated. This
shows that the best results are obtained when there is a balance between the
introduction of relatively good solutions (generated by the greedy randomized
heuristic) and random solutions. Indeed, the greedy randomized solutions
increase the solution quality of the population, but the random solutions are
also important, since they assure the diversity of the population and avoid
its premature convergence.
Finally, the API local search procedure was selected. This procedure pro-
vided results that were virtually identical to those given by the other meth-
ods, and was signiﬁcantly faster. We recall that the parameter values were
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quality and computation time. Therefore, lower objective function values
can still be obtained for some of the test instances, at the cost of increased
computation times, by increasing the pop_mult or stop_iter values.
3.3 Comparison with existing heuristics
In this section, the proposed genetic algorithms are compared with exist-
ing heuristic procedures. On the one hand, the proposed algorithms are
compared with the recovering beam search heuristic, denoted as RBS, devel-
oped in Valente (2008a). Additionally, the RCL_VB_3SW greedy random-
ized heuristic proposed in Valente & Moreira (2008) is also included in the
heuristic comparison (in the following, this procedure will be simply denoted
as R_V_3). Among the existing heuristics, the RBS algorithm provides
the best average performance for small and medium size instances, while the
R_V_3 procedure is the heuristic of choice for medium to large problems.
The RBS algorithm includes a ﬁnal improvement step that uses the 3SW
improvement procedure. Also, in the R_V_3 heuristic, each of the greedy
randomized constructed schedules is improved by the 3SW procedure. There-
fore, the 3SW method was also applied, as a ﬁnal improvement step, to the
best solution generated by each of the genetic algorithms. For each instance,
10 independent runs, with diﬀerent random number seeds, were performed
for all versions of the genetic algorithm (as well as for the R_V_3 heuristic).
Table 2 provides the mean relative improvement in objective function
value over the RBS procedure (%imp). In table 3, we give the percentage
number of times the R_V_3 heuristic and the genetic algorithms performs
better (<), equal (=) or worse (>) than the RBS procedure. The relative
improvement over the RBS heuristic is calculated as (rbs_ofv - heur_ofv)
/ rbs_ofv × 100, where rbs_ofv and heur_ofv are the objective function
values of the RBS procedure and the R_V_3 procedure or the appropriate
genetic version, respectively. The avg (best) column provides the relative
improvement calculated with the average (best) of the objective function
values obtained for all the 10 runs. The results in the avg column provide
16an indication of the relative improvement we can achieve if the procedure is
executed only once, while the best column shows the improvement that can
be obtained if the algorithm is allowed to perform 10 runs.
The processing time and penalty variability has a major impact on the
diﬃculty of the problem, and therefore on the diﬀerences between the results
obtained by the several heuristic procedures. When the variability is low,
the problem is much easier, and even simple procedures can obtain optimum
or near optimum results, so there is little or no room for more sophisticated
procedures to provide a large improvement. This has been previously es-
tablished and discussed in the previous literature on this problem, and will
also be shown quite clearly by the comparison with the optimum results
performed in the next section.
For the low variability instances, the performance of the several consid-
ered procedures is virtually identical. Although there are a few diﬀerences
in the objective function values, as can be seen by the results in table 3,
these values are nevertheless extremely close, as shown by the virtually equal
to 0 relative improvement values presented in table 2. When the variabil-
ity is high, however, the problem becomes considerably more diﬃcult, and
the diﬀerence in performance between the several algorithms is much more
noticeable.
When the average results over the 10runs are considered, the three genetic
versions with local search are superior to their GA, GA_IN and GA_GR
counterparts, as shown by the results in tables 2 and 3. Indeed, not only do
the MA, MA_IN and MA_GR versions provide a larger relative improve-
ment over the RBS heuristic, but they also give better results for a larger
percentage of the test instances, and are seldom inferior to the RBS pro-
cedure. Therefore, the addition of a local search procedure improves the
average performance, in terms of solution quality, of the genetic algorithms.
The average performance of the three genetic versions that use a local
search procedure is quite similar. When the local search is not used, the
GA_IN version is slightly inferior to the GA and GA_GR algorithms. When
the best result over the 10 runs is considered, the performance of the several
genetic algorithms, in terms of solution quality, is quite close. The genetic
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deed, the best and average relative improvement values are usually quite
close for the MA, MA_IN and MA_GR algorithms.
The results given in tables 2 and 3 show that the several genetic ver-
sions are clearly superior to the RBS and R_V_3 heuristics. Indeed, the
genetic algorithms provide a relative improvement of about 1-3% over the
RBS procedure. Also, the genetic algorithms give better results for a larger
percentage of the test instances. The versions with local search, in partic-
ular, give better results for a quite large percentage of the instances, and
are seldom inferior to the RBS procedure. The genetic versions also clearly
outperform the R_V_3 heuristic. Furthermore, the improvement provided
by the genetic algorithms over the existing procedures is increasing with the
instance size.
In table 4, we present the eﬀect of the T and R parameters on the relative
improvement (calculated with the average objective function value) over the
RBS procedure, for instances with 50 jobs. The relative improvement is
quite minor for the extreme values of T (T = 0.0 and T = 1.0). When the
tardiness factor assumes more intermediate values, the relative diﬀerence in
objective function values becomes much larger. Indeed, for some parameter
combinations the genetic algorithms provide a relative improvement of over
10%.
Again, this is in accordance with the results obtained in the previous
literature on this problem. Indeed, the problem is much easier when most
jobs are early (T = 0.0) or tardy (T = 1.0). Once more, this will also be
shown quite clearly in the next section. For the more intermediate values
of T, the number of early and tardy jobs becomes more balanced, and the
problem becomes harder. Hence, there is more room for improvement in the
harder instances with intermediate values of the tardiness factor. Therefore,
the genetic versions provide alarge relative improvement for the more diﬃcult
instances. In fact, as previously mentioned, for the high variability instances
with an intermediate value of the tardiness factor T, the genetic algorithms
can provide an improvement of over 10%.
The heuristic runtimes (in seconds) are presented in table 5. For the
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time, i.e. the average of the runtimes for each of the 10 runs. The R_V_3
algorithm is quite clearly the fastest and most eﬃcient of the considered
heuristics. The RBS procedure is more computationally demanding, but is
faster than the genetic algorithms. Nevertheless, the genetic procedures, with
the exception of the GA version, are still somewhat eﬃcient, since they are
capable of solving instances with 100 jobs in about 2 seconds.
The GA procedure is considerably more computationally demanding than
the other genetic versions. Indeed, the other more sophisticated versions
are much faster, even though they perform an initialization of the initial
population, and/or generate greedy randomized solutions and/or use a local
search procedure. This is due to the lower values required for the parameters
pop_mult and stop_iter, as previously mentioned. In terms of solution
quality, all the genetic versions were virtually identical when the best result
was considered, while the versions with local search were somewhat superior
in average performance. However, in terms of computation eﬀort, the more
sophisticated versions, particularly those with local search, are clearly more
eﬃcient, and can then obtain similar or better results in less computation
time.
The MA_GR version is then the recommended heuristic for small and
medium instance sizes. This procedure provides the best results (along with
the other versions with local search), and is the most eﬃcient of the genetic
algorithms, with the exception of the GA_IN version. For large problems,
however, a genetic algorithm approach will require excessive time. The RBS
procedure can be applied to slightly larger instances than the genetic al-
gorithm, but for the quite large problems only the R_V_3 algorithm (or
eventually a dispatching heuristic) will be able to provide results in reason-
able computation times.
3.4 Comparison with optimum results
In this section, we compare the heuristic procedures with the optimum ob-
jective function values, for instances with up to 20 jobs. Table 6 gives the
19average of the relative deviations from the optimum (%dev), calculated as
(H − O)/O × 100, where H and O are the heuristic and the optimum ob-
jective function values, respectively. The percentage number of times each
heuristic generates an optimum schedule (%opt) is also provided.
The results given in table 6 conﬁrm that, as mentioned in the previous
section, the problem is much more diﬃcult when the processing time and
penalty variability is high. For the low variability instances, all the heuris-
tic procedures provide optimum results for nearly all instances. In fact, the
MA_GR algorithm actually generates an optimal solution for all these in-
stances.
When the variability is high, however, the problem becomes harder, and
there is more room to improve upon the RBS and R_V_3 results. Indeed,
the genetic algorithms clearly outperform these procedures for the high vari-
ability instances. This is particularly evident for the better performing ver-
sions with local search. In fact, these versions provide an optimal solution for
over 96% of the test instances. The GA, GA_IN and GA_GR algorithms
also perform quite well. Indeed, not only is their relative deviation from the
optimum extremely low, but they also provide optimal solutions for about
80-90% of the instances.
In table 7, we present the eﬀect of the T and R parameters on the relative
deviation from the optimum, for instances with 20 jobs. Again, the results
given in this table conﬁrm that, as previously mentioned, the problem is
harder when there is a greater balance between the number of early and
tardy jobs. In fact, when T ≤ 0.2 or T ≥ 0.8, all the heuristics are optimal
or nearly optimal. The problem, however, becomes harder when T = 0.4 or
T = 0.6, particularly when the due date range is low. For these more diﬃcult
instances, the improvement the genetic algorithms provide over the RBS and
R_V_3 heuristics is much higher. Indeed, for these more diﬃcult instances,
the genetic procedures are much closer to the optimum (particularly the
versions with local search, which are nearly always optimal) than the existing
procedures.
204 Conclusion
In this paper, agenetic approach was proposed for the single machine schedul-
ing problem with quadratic earliness and tardiness costs, and no machine
idle time. Several genetic algorithms based on this approach were presented.
These versions diﬀer on the generation of both the initial population and the
individuals added in the migration step, as well as on the use of local search.
We ﬁrst performed initial experiments, in order to determine appropriate
values for the parameters required by the genetic algorithms. The proposed
procedures were then compared with the best existing heuristics, as well as
with optimal solutions for the smaller instance sizes.
The genetic algorithms, particularly the versions with local search, clearly
outperform the existing procedures. Also, the genetic heuristics are quite
close to the optimum. Indeed, the versions with local search provided an
optimal solution for over 96% (and in some cases actually all) of the test
instances. The improvement in performance provided by the genetic algo-
rithms is much larger for the more diﬃcult instances, i.e. instances with a
high processing time and penalty variability and a greater balance between
the number of early and tardy jobs. Also, the improvement given by the
genetic versions increases with the instance size.
The performance of the proposed genetic approach was improved by the
initialization of the initial population, the generation of greedy randomized
solutions and the addition of a local search procedure. In terms of solution
quality, all the genetic versions were virtually identical when the best result
was considered, while the versions with local search were somewhat superior
in average performance. However, in terms of computational eﬀort, the more
sophisticated versions, particularly those which use a local search procedure,
are clearly more eﬃcient, and can then obtain similar or better results in less
computation time. Therefore, the time required by the additional elements
included in the more sophisticated versions is more than oﬀset by the fact
that they require smaller populations and/or a lower number of iterations
without improvement.
The MA_GR algorithm is the new heuristic of choice for small and
21medium instance sizes. Indeed, and on the one hand, this procedure provided
the best results in terms of solution quality, along with the other genetic ver-
sions with local search. Also, and on the other hand, this is the most eﬃcient
of the genetic algorithms, with the exception of the GA_IN version.
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26job index: 1 2 3 4 5
chromosome: ( 0.32 , 0.77 , 0.10 , 0.53 , 0.85 )
sorted gene values: ( 0.10 , 0.32 , 0.53 , 0.77 , 0.85 )
decoded sequence: 3 1 4 2 5
Figure 1: Chromosome decoding example
parent 1: ( 0.32 , 0.77 , 0.10 , 0.53 , 0.85 )
parent 2: ( 0.26 , 0.15 , 0.65 , 0.91 , 0.44 )
random number: 0.58 0.75 0.93 0.42 0.15
(cross_prob = 0.7) < 0.7 > 0.7 > 0.7 < 0.7 < 0.7
offspring: ( 0.32 , 0.15 , 0.65 , 0.53 , 0.85 )
Figure 2: Parameterized uniform crossover example
27crossover
migration





Figure 3: Evolutionary Strategy
GA GA_IN GA_GR MA MA_IN MA_GR
pop_mult 3 2 2 1 1 1
elit_prop 0.05 0.05 0.05 0.05 0.05 0.05
mig_prop 0.25 0.25 0.25 0.25 0.25 0.25
cross_prob 0.8 0.8 0.8 0.8 0.8 0.8
stop_iter 30 30 30 10 10 10
init_gr – – 0.4 – – 0.1
mig_gr – – 0.5 – – 0.5
local search – – – API API API





  Generate Initial Population Pt = P0; 
Evaluate Population P0; 
Update Best Solution; 
Set iter_no_improv = 0; 
 
While (iter_no_improv < stop_iter) 
{ 
Generate New Population Pt+1 
{ 
    Perform Elitist Selection; 
    Perform Migration; 
    Perform Crossover; 




If (new best solution is found) 
{ 
  Update Best Solution; 
  Set iter_no_improv = 0; 
} 
Else 
  Set iter_no_improv = iter_no_improv + 1; 
 
Set Pt = Pt+1; 




Figure 4: Genetic Approach
29n = 25 n = 50 n = 75 n = 100
var heur best avg best avg best avg best avg
L R_V_3 0.0000 -0.0002 -0.0002 -0.0003 -0.0001 -0.0001 -0.0003 -0.0003
GA 0.0000 -0.0004 0.0002 0.0000 0.0001 0.0000 – –
GA_IN 0.0000 -0.0006 0.0001 -0.0003 0.0000 -0.0002 0.0000 -0.0001
GA_GR 0.0000 -0.0006 0.0001 -0.0002 0.0001 -0.0001 0.0000 -0.0001
MA 0.0000 0.0000 0.0002 0.0002 0.0001 0.0001 0.0001 0.0001
MA_IN 0.0000 0.0000 0.0002 0.0002 0.0001 0.0001 0.0001 0.0001
MA_GR 0.0000 0.0000 0.0002 0.0002 0.0001 0.0001 0.0001 0.0001
H R_V_3 0.1463 -0.8608 0.3346 -0.2810 0.4328 -0.2006 0.1056 -0.2668
GA 1.3646 0.8392 2.2310 2.0569 2.4296 2.3216 – –
GA_IN 1.2580 0.5794 2.1925 1.8719 2.3971 2.1718 2.7643 2.6584
GA_GR 1.2856 0.9202 2.1972 1.9714 2.4123 2.2653 2.7603 2.6033
MA 1.3673 1.2935 2.2345 2.1961 2.4337 2.4055 2.7828 2.7678
MA_IN 1.3675 1.2987 2.2337 2.2012 2.4336 2.4115 2.7822 2.7554
MA_GR 1.3653 1.2837 2.2340 2.1800 2.4327 2.3964 2.7828 2.7681
Table 2: Comparison with the RBS heuristic - relative improvement
n = 25 n = 50 n = 75 n = 100
var heur < = > < = > < = > < = >
L R_V_3 0.6 98.8 0.6 2.4 95.9 1.7 6.1 92.1 1.8 2.7 88.3 9.1
GA 0.4 97.6 2.0 1.8 93.2 5.0 4.0 90.5 5.5 – – –
GA_IN 0.4 97.1 2.5 1.2 93.3 5.5 1.9 92.2 5.9 2.5 88.6 8.9
GA_GR 0.4 97.4 2.2 1.4 93.7 5.0 2.5 92.5 5.1 3.7 88.8 7.5
MA 0.7 99.3 0.0 2.9 97.1 0.1 7.1 92.9 0.0 10.5 89.5 0.0
MA_IN 0.7 99.3 0.0 2.9 97.1 0.0 7.1 92.9 0.0 10.5 89.5 0.0
MA_GR 0.7 99.3 0.1 2.9 97.1 0.0 7.1 92.9 0.0 10.4 89.6 0.0
H R_V_3 10.8 75.7 13.5 23.0 57.6 19.4 34.4 43.2 22.4 31.8 40.2 28.0
GA 18.5 63.1 18.3 35.5 43.6 20.9 46.0 30.8 23.3 – – –
GA_IN 15.1 66.9 18.1 30.2 48.9 20.9 37.6 42.0 20.4 41.5 40.7 17.8
GA_GR 16.8 75.5 7.8 35.8 52.1 12.2 45.8 40.4 13.7 49.2 37.9 12.9
MA 22.3 75.6 2.1 42.9 54.8 2.3 56.9 40.9 2.2 64.5 33.9 1.6
MA_IN 22.3 75.8 1.9 43.0 54.9 2.2 56.9 41.2 1.9 64.3 34.2 1.5
MA_GR 22.3 76.6 1.2 42.9 55.5 1.6 57.2 41.3 1.5 64.3 34.6 1.1
Table 3: Comparison with the RBS heuristic - percentage of better, equal
and worse results
30low var high var
heur T R=0.2 R=0.4 R=0.6 R=0.8 R=0.2 R=0.4 R=0.6 R=0.8
R_V_3 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 -0.01 -0.05 -0.02 -0.01
0.4 0.00 0.00 0.00 0.00 -0.79 -0.32 -1.17 -1.17
0.6 0.00 0.00 0.00 0.00 -1.34 -1.63 -0.71 -0.05
0.8 0.00 0.00 0.00 0.00 0.42 0.13 -0.02 -0.02
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
GA_IN 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 -0.04 -0.06 -0.04 -0.01
0.4 0.00 0.00 0.00 0.00 4.30 1.37 0.06 -0.55
0.6 0.00 0.00 0.00 0.00 16.45 10.12 7.02 2.33
0.8 0.00 0.00 0.00 0.00 3.53 0.45 -0.01 0.00
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
GA_GR 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.04 -0.01 0.00 0.01
0.4 0.00 0.00 0.00 0.00 4.41 1.63 0.60 -0.09
0.6 0.00 0.00 0.00 0.00 16.43 10.13 7.20 2.84
0.8 0.00 0.00 0.00 0.00 3.59 0.49 0.02 0.02
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
MA_IN 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.10 0.01 0.00 0.02
0.4 0.00 0.00 0.00 0.00 5.24 2.25 1.13 0.27
0.6 0.00 0.00 0.00 0.00 16.96 10.91 8.28 3.42
0.8 0.00 0.00 0.00 0.00 3.64 0.51 0.04 0.03
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
MA_GR 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.02
0.4 0.00 0.00 0.00 0.00 5.07 2.18 1.02 0.28
0.6 0.00 0.00 0.00 0.00 16.92 10.91 8.21 3.36
0.8 0.00 0.00 0.00 0.00 3.64 0.51 0.04 0.03
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
Table 4: Relative improvement over the RBS heuristic for instances with 50
jobs
31var heur n = 15 n = 25 n = 50 n = 75 n = 100
L RBS 0.002 0.007 0.037 0.104 0.226
R_V_3 0.001 0.003 0.008 0.017 0.020
GA 0.032 0.129 0.923 3.007 –
GA_IN 0.008 0.019 0.068 0.149 0.262
GA_GR 0.011 0.040 0.163 0.467 0.972
MA 0.010 0.030 0.214 0.691 1.656
MA_IN 0.009 0.029 0.209 0.682 1.637
MA_GR 0.009 0.024 0.154 0.484 1.139
H RBS 0.002 0.007 0.038 0.109 0.240
R_V_3 0.002 0.004 0.013 0.030 0.034
GA 0.033 0.131 0.937 3.046 –
GA_IN 0.011 0.032 0.159 0.441 0.982
GA_GR 0.014 0.065 0.488 2.110 3.647
MA 0.010 0.032 0.253 0.907 2.362
MA_IN 0.010 0.031 0.240 0.857 2.258
MA_GR 0.009 0.026 0.183 0.631 1.523
Table 5: Runtimes (in seconds)
32n = 10 n = 15 n = 20
var heur %dev %opt %dev %opt %dev %opt
L RBS 0.0000 99.92 0.0000 100.00 0.0000 99.67
R_V_3 0.0020 99.65 0.0000 99.75 0.0000 99.64
GA 0.0000 99.40 0.0000 98.93 0.0000 98.30
GA_IN 0.0000 99.27 0.0002 98.60 0.0001 97.58
GA_GR 0.0000 99.63 0.0000 99.03 0.0000 98.24
MA 0.0000 100.00 0.0000 100.00 0.0000 99.99
MA_IN 0.0000 100.00 0.0000 100.00 0.0000 99.98
MA_GR 0.0000 100.00 0.0000 100.00 0.0000 100.00
H RBS 0.2211 95.67 0.9067 87.92 1.3971 82.50
R_V_3 0.2938 93.12 0.7071 85.74 1.0254 80.36
GA 0.0010 90.48 0.0001 82.77 0.0024 77.57
GA_IN 0.1597 90.10 0.1502 81.11 0.1310 76.64
GA_GR 0.0440 94.66 0.0596 88.48 0.0475 85.44
MA 0.0000 99.97 0.0000 98.61 0.0000 96.44
MA_IN 0.0000 99.99 0.0000 98.90 0.0000 96.63
MA_GR 0.0000 99.99 0.0000 98.91 0.0002 96.82
Table 6: Comparison with optimum objective function values
33low var high var
heur T R=0.2 R=0.4 R=0.6 R=0.8 R=0.2 R=0.4 R=0.6 R=0.8
RBS 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
0.4 0.00 0.00 0.00 0.00 3.88 6.22 0.68 0.80
0.6 0.00 0.00 0.00 0.00 10.94 3.63 2.64 0.74
0.8 0.00 0.00 0.00 0.00 2.61 1.05 0.03 0.17
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
R_V_3 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.09 0.03 0.01 0.01
0.4 0.00 0.00 0.00 0.00 3.24 5.27 0.58 1.77
0.6 0.00 0.00 0.00 0.00 7.89 2.68 2.12 0.50
0.8 0.00 0.00 0.00 0.00 0.13 0.28 0.00 0.00
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
GA_IN 0.0 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.19 0.03 0.08 0.02
0.4 0.00 0.00 0.00 0.00 0.31 0.32 0.63 0.96
0.6 0.00 0.00 0.00 0.00 0.22 0.08 0.08 0.04
0.8 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.10
1.0 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01
GA_GR 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.09 0.00 0.01 0.01
0.4 0.00 0.00 0.00 0.00 0.12 0.39 0.14 0.01
0.6 0.00 0.00 0.00 0.00 0.22 0.07 0.01 0.00
0.8 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MA_IN 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MA_GR 0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.4 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table 7: Relative deviation from the optimum for instances with 20 jobs
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’ ￿ ( ￿ ￿) ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ + ￿￿ ￿ ￿ # ￿ ￿￿￿’ ￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿# ￿) % ￿￿￿￿￿￿￿￿ * ￿+ ￿￿￿￿ , ￿& ￿￿￿￿￿￿￿￿￿￿￿￿ * ￿
￿￿￿￿￿￿ ￿￿’ % ￿ ￿￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿
￿￿￿￿￿ , ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿$￿ ￿ ￿ ￿ ￿￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿- ￿ . ￿ ￿ ￿ ￿￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿￿ ￿ % ￿ ￿ ￿ ￿ ￿ *￿ ￿ ￿ ￿ ￿$￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿
￿! ￿￿ ￿￿￿￿￿- % ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿. ￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿) ￿ / ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿￿ 0￿
$￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 1 ￿) 1 ￿￿ # ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ 2 ￿ ￿ ￿3 1 ￿￿ 1 ￿) 1 ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿  ￿￿￿ ￿ ￿￿￿￿
￿￿￿￿￿￿ ￿/￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿) ￿ / ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿￿ 4 ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿3 ￿ ￿ # ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿0 ￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿# ￿￿% ￿￿￿￿￿
’ % ￿￿￿% ￿ ￿￿￿￿￿ ￿+ ￿￿￿￿ ￿￿￿) ￿ / ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿￿ ￿￿
$￿ # ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ / ￿ ￿￿￿1 ￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿2 ￿￿￿￿￿￿￿￿￿￿￿$ ￿￿￿ ￿& ￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿$ ￿￿￿￿￿2 ￿￿￿￿
￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿$ ￿￿￿% ￿% ￿￿ ￿￿￿￿￿ ￿￿￿￿) ￿ / ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿￿ ￿ ￿
￿ ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ *￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿$% ￿ ￿ ￿ ￿!￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿￿’ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿
￿￿ ￿￿￿￿￿ ￿￿1 ￿ ￿￿# ￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿1 ￿￿ ￿ ￿￿￿￿￿￿￿ ￿$ ￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿
3 + ￿￿￿￿ ￿￿￿￿# ￿￿￿￿￿￿ ￿￿￿￿￿ ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿￿ ￿￿
￿ ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ *￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ 6 ￿ ￿ ￿ ￿￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿$% ￿ ￿ ￿ ￿!￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿￿+ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
$ ￿￿￿￿ ￿ ￿￿’ % ￿￿￿￿￿￿￿# ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿+ ￿￿￿￿ ￿￿￿# ￿￿￿￿￿￿ ￿￿￿￿￿ ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿￿ ￿ ￿
 ￿ ￿ ￿ ￿ ￿7 ￿ ￿ ￿ 8 ￿ ￿ ￿3 ￿ ￿ ￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿% ￿￿￿. ￿￿￿￿￿￿￿￿￿￿￿% ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿￿ ￿￿ ￿% ￿￿ ￿￿￿
- / ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿￿￿
￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿1 ￿% ￿￿￿ ￿￿￿￿￿￿# ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿
$ ￿￿￿% ￿% ￿￿ ￿￿2 ￿% ￿￿￿4 ￿￿￿￿￿ ￿￿￿- / ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿" ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 1 ￿ 1 ￿9 ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿9 ￿ ￿ ￿ ￿) ￿ ￿ ￿ ￿ ￿￿￿￿ ￿￿￿￿% ￿￿￿ ￿￿￿ ￿& ￿￿￿ ￿￿￿￿￿% ￿ ￿￿￿￿￿￿￿ ￿% ￿￿￿￿￿ ￿￿￿￿
￿￿ ￿￿￿￿￿% ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿$ ￿￿￿% ￿% ￿￿ ￿￿￿ ￿￿ ￿￿￿￿- / ￿ ￿ ￿ ￿ ￿ ￿
￿ ￿ ￿ " ￿
￿￿￿￿ ￿& ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿3 ￿ ￿ ￿ ￿ ￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿# ￿￿￿￿ ￿￿￿￿￿￿￿￿￿4 ￿￿￿￿￿￿￿￿"￿￿￿ ￿￿￿￿- / ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿, ￿
 ￿ ￿ ￿ ￿ ￿!￿ ￿ ￿$1 ￿: ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿3 ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿; ￿ / ￿ ￿ ￿￿ 2 ￿ ￿ ￿ ￿ ￿￿￿￿ ￿"￿￿￿￿￿￿￿ ￿( % ￿￿￿￿￿ ￿! ￿￿￿￿￿￿ ￿ ￿￿￿ ￿
& ￿￿￿. ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿- / ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿0￿
$￿ ￿ ￿ ￿ ￿$￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ 8 ￿ ￿￿￿1 ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿% ￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿0 ￿￿2 ￿￿ ￿% ￿￿￿￿￿￿ ￿￿￿- / ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿4 ￿
 ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ *￿ ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿< ￿ ￿ ￿ ￿ ￿ ￿￿￿0 ￿￿% ￿ ￿ 5 ￿￿￿￿￿￿￿2 ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿# ￿￿￿6 7 ￿￿8 ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿9 ￿￿￿￿￿￿# ￿￿ ￿ ￿￿￿￿￿+ ￿￿: ￿￿ ￿￿￿￿￿ ￿￿￿1 ￿￿￿￿￿￿￿￿￿￿) % ￿￿5 ￿ ￿￿￿￿$ ￿￿￿ ￿￿￿￿￿￿- / ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿￿￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ *￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 1 ￿ 1 ￿9 ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿￿ ￿% ￿ ￿￿￿￿ ￿
￿￿￿￿￿% ￿￿￿ ￿; ￿￿ ￿) % ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿ = ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿￿ ￿
￿ ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ *￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 1 ￿ 1 ￿9 ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿￿￿0 ￿￿￿￿ ￿. ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿<￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿$ ￿￿￿￿￿￿ ￿￿￿￿# = 2 ￿￿￿￿ ￿ = ￿ ￿ *￿ ￿ ￿ ￿
￿ ￿ ￿ " ￿
￿￿￿￿ ￿￿￿
 ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ ￿￿￿ ￿ ￿ 6 ￿ ￿ ￿ ￿3 ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ 6 ￿ ￿ ￿ ￿￿ ￿ ￿ > ￿ ￿ ￿ ￿ ￿ ￿￿￿1 ￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿ ￿+ 2 ￿ * ￿￿￿￿￿ ￿ ￿
’ ￿￿￿￿￿￿"￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿ ) % ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿
￿ ￿ = ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ ￿￿ ￿ ￿ ￿ ￿ *￿ ￿￿ 1 ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿ = ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " ￿￿
￿ ￿ ￿ *￿ ￿￿ 1 ￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿% ￿ ￿￿￿% ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿
￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ = ￿ ￿ *￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " " ￿
$￿ ￿ ￿ ￿ ￿ ￿ ￿￿!1 ￿￿￿>￿￿￿ ￿￿￿￿?￿￿ ￿￿￿￿ ￿7 ￿￿￿￿￿￿￿ ￿￿￿￿￿? ￿￿ ￿ ￿ ￿ ￿ @ ￿ ￿￿ 2 ￿￿ 8 ￿ ￿￿ ￿ ￿ ￿A ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 2 ￿
￿ A  B ￿ A ￿ A  ￿￿￿ = = ￿ ￿ ￿ ￿ ￿!￿ ￿ ￿ ￿ ￿ / 8 ￿￿ ￿ ￿A / ￿ ￿ ￿ *￿ / ￿ ￿￿ ￿ ￿ ￿$￿ ￿ ￿ # ￿ *￿ ￿ ￿ C ￿￿￿ ￿ # ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " & ￿
< ￿ ￿ / ￿ ￿D ￿ ￿ ￿ ￿ ￿￿￿ ￿ 2 ￿ ￿ ￿3 1 ￿ 1 ) 1 ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿￿1 ￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿
￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿/￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿/￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿ ￿￿￿￿ ￿ # ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " , ￿
￿ ￿ ￿ # ￿ ￿$1 ￿￿ 1 ￿< ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿$￿ ￿ ￿ ￿ ￿!1 ￿￿ 1 ￿$￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿. ￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿
￿ ￿% ￿￿￿ ￿￿￿ ￿ ￿￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿ ￿ ￿ ￿￿% ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿) % ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿
￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ # ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿￿￿￿￿ " 0￿
 ￿ ￿ ￿ ￿ / ￿ ￿ ￿9 ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿D ￿ = ￿ ￿ ￿￿ ￿ ￿ ￿!￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿< ￿ ￿ ￿ ￿ ￿￿￿1 ￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ + # ￿￿￿￿￿￿ ￿ ￿￿￿ % ￿￿￿ ￿￿ ￿ ￿
$ ￿￿￿% ￿% ￿￿ ￿￿￿￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ # ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " 4 ￿
￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿￿￿% ￿ ￿￿￿￿￿￿￿￿# ￿￿ ￿￿￿￿￿￿￿2 ￿￿￿￿￿￿￿￿￿￿￿￿% ￿￿￿￿￿￿ ￿￿$ ￿￿￿￿￿￿￿
￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿$ ￿￿￿￿￿￿￿ ￿ ￿￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " ￿￿
 ￿ ￿ ￿ ￿ ￿!￿ ￿ ￿$￿ @ ￿ ￿ ￿ ￿: ￿ ￿ ￿￿ ￿ ￿ ￿; ￿ / ￿ ￿ ￿￿ 2 ￿ ￿ ￿ ￿ ￿￿￿1 ￿￿ ￿ ￿￿￿￿￿￿￿ ￿￿/@ ￿￿ ￿￿￿￿￿￿2 ￿ ￿￿￿￿￿ ￿ ￿￿￿￿! ￿￿ /
￿) % ￿￿￿￿￿￿￿"￿￿￿￿￿ ￿￿￿ ￿( % ￿￿￿￿￿ ￿! ￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " ￿ ￿
￿ ￿ ￿ ￿ = ￿ ￿￿ 1 ￿￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿D ￿ . ￿ ￿$1 ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿& ￿ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿% ￿￿ ￿￿
￿￿ ￿% ￿A ￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " ￿￿
 ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ E ￿￿ ￿ ￿ 6 ￿ ￿ ￿ ￿3 ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ 6 ￿ ￿ ￿ ￿￿ ￿ ￿ > ￿ ￿ ￿ ￿ ￿ ￿￿￿1 ￿ ￿￿"￿￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿
2 ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿ ￿ ￿’ ￿￿￿￿￿￿"￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿ ) % ￿￿ ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿
￿ ￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ " ￿ ￿
- / ￿ % ￿ ￿ ￿ ￿￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿: ￿ ￿ *￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿) ￿ ￿ # ￿ ￿ ￿ ￿F￿ ￿ ￿ G￿ ￿ ￿ ￿￿￿4 ￿￿￿￿￿ ￿￿￿
2 ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿"￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿￿% ￿ ￿￿￿￿￿￿2 ￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & ￿￿
￿ ￿ ￿ # ￿ ￿$1 ￿￿ 1 ￿< ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿’ ￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿ ￿% ￿￿￿ ￿￿￿ ￿ ￿￿ ￿￿￿) % ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿
￿ ￿ ￿ ￿￿% ￿￿￿￿￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & " ￿
￿￿ ￿ ￿ ￿9 ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿; ￿ / ￿ ￿ ￿￿ 2 ￿ ￿ ￿ ￿ ￿￿￿# ￿/￿￿￿￿% ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿% ￿￿￿￿￿￿￿ ￿% ￿￿ ￿￿ ￿￿￿￿
￿￿ ￿￿￿￿￿￿ ￿￿￿￿ ￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & & ￿
’ ￿ ( ￿ ￿) ￿ ￿ *￿ ￿ ￿ ￿￿￿’ ￿￿￿ ￿￿￿￿￿￿￿￿￿# ￿) % ￿￿￿￿￿￿￿￿ * ￿’ % ￿ ￿￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿+ ￿% ￿ ￿% ￿￿￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿
’ ￿￿ ￿￿￿￿ ￿ ￿ ￿￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & , ￿
 ￿ ￿ ￿ ￿ ￿!￿ ￿ ￿$￿ @ ￿ ￿ ￿ ￿: ￿ ￿ ￿￿￿￿￿￿ ￿￿. ￿￿￿+ ￿￿ ￿￿ ￿￿￿￿￿0 ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿+ ￿￿￿￿
2 ￿ ￿￿￿￿￿ ￿ * ￿’ % ￿ ￿￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿$￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & 0￿
9 ￿ ￿ ￿ ￿ ￿ ￿) ￿ ￿ # ￿ ￿ @ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 1 ￿ 1 ￿9 ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿￿￿￿ ￿1 ￿ ￿￿￿￿￿+ ￿￿￿￿￿ ￿$ ￿ ￿ ￿ ￿￿ ￿￿￿￿ ￿& % ￿￿￿￿
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿; ￿2 ￿￿￿￿￿ ￿￿ % ￿￿￿￿ ￿￿￿￿￿￿￿￿￿& ￿￿￿ ￿ ￿# ￿￿￿￿￿￿ A ￿￿￿$￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & 4 ￿
9 ￿ ￿ ￿ ￿ ￿ ￿$1 ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ ￿ ￿￿ 1 ￿ ￿ ￿ ￿ ￿ H ￿ ￿￿ ￿ ￿ ￿ 1 I 1 ￿I ￿ ￿ ￿ ￿ ￿ ￿￿￿1 ￿ ￿￿# ￿￿￿￿￿￿￿￿ ￿ ￿￿￿ ￿￿￿￿
"￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ % ￿￿￿￿￿￿￿ ￿￿￿& ￿￿ ￿￿￿￿￿ ￿￿￿$ ￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿$￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & ￿￿
 ￿ ￿ ￿ ￿ ￿: ￿ ￿ *￿ ￿ ￿ ￿ ￿ ￿￿- / ￿ % ￿ ￿ ￿ ￿￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿) ￿ ￿ # ￿ ￿ ￿ ￿F￿ ￿ ￿ G￿ ￿ ￿ ￿￿￿2 ￿￿￿￿ ￿￿￿￿￿1 ￿￿ ￿￿ ￿￿ ￿￿￿
￿￿ ￿￿! ￿￿ ￿￿￿￿￿￿( % ￿￿￿￿￿￿￿￿￿￿ = ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & ￿ ￿
!￿ ￿ ￿D ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿ ￿; ￿ / ￿ ￿ ￿￿ 2 ￿ ￿ ￿ ￿ ￿￿￿￿￿ ￿ ￿￿ ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿/￿ ￿ /￿￿￿￿￿* ￿￿￿￿ ￿ ￿￿￿￿￿￿ /￿￿￿￿￿￿￿￿￿
￿ ￿￿ ￿￿ ￿￿￿￿￿ ￿￿￿￿￿￿￿) % ￿￿￿￿￿ ￿￿￿￿ = ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & ￿￿
￿ ￿ ￿ ￿ ￿ ￿ ￿￿ 1 ￿ 1 ￿9 ￿ ￿ 5 ￿ ￿ ￿ ￿ ￿￿￿8 ￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿
￿ = ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ & ￿ ￿
9 ￿ ￿ # ￿ ￿$￿ ￿ ￿ ￿￿￿￿ ￿￿% ￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿1 ￿ ￿￿>￿￿￿￿￿￿￿￿￿￿￿B ￿% ￿￿￿￿* ￿￿￿ ￿￿8 ￿ ￿C ￿￿￿ ￿1 ￿￿￿￿ ￿￿￿￿￿
￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿D E F D ￿￿￿￿D E F G ￿￿￿￿ = ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ , ￿￿
￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿J ￿ ￿ ￿ + ￿ ￿3 ￿ ￿ ￿ ￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿) % ￿￿￿￿ ￿￿% ￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿
￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿$￿ ￿ / 8 ￿￿ ￿ ￿ " ￿
￿￿￿￿ , " ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿3 ￿ ￿ ￿ ￿ ￿￿￿# ￿￿￿￿￿￿￿￿ ￿ ￿￿￿"￿￿￿ ￿￿￿￿￿￿￿+ ￿￿￿￿￿ ￿￿ ￿0 ￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿￿￿% ￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿
# ￿￿ ￿￿￿￿ ￿ ￿￿￿$￿ ￿ / 8 ￿￿ ￿ ￿ " ￿
￿￿￿￿ , & ￿ ￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿@ % . ￿￿￿￿ H ￿ ￿& ￿ ￿￿￿￿ ￿￿ ￿￿ ￿￿ ￿￿￿1 ￿ ￿￿2 ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ , , ￿
￿ ￿ # ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿$ % ￿ ￿￿￿ /$ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿$ ￿￿￿￿￿￿￿ ￿ ￿￿￿ ￿￿ ￿￿2 ￿￿￿￿￿￿￿￿￿￿￿￿% ￿￿￿￿￿￿ ￿￿￿ ￿￿￿
￿ ￿￿ ￿￿￿ ￿￿% ￿ ￿% ￿￿￿ ￿# ￿￿ ￿￿￿￿￿￿￿￿1 ￿￿1 ￿ ￿￿8 ￿ ￿0 ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ , 0￿
K ￿ ￿ ￿ ￿ ￿ ￿￿ # ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿!￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿>￿ ￿ ￿2 ￿￿￿￿￿￿￿￿￿￿’ ￿￿￿ ￿ ￿$ % ￿ ￿ ￿￿ ￿￿￿￿￿￿% ￿ ￿% ￿￿￿￿
# ￿￿ ￿￿￿￿ A ￿1 ￿ ￿￿￿￿￿ ￿￿￿￿ ￿￿￿# ￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿! ￿￿ ￿￿￿"￿￿￿ ￿￿￿￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
￿￿￿￿ , 4 ￿
￿ ￿ ￿ # ￿ ￿$1 ￿￿ 1 ￿< ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ ￿￿ ￿ ￿ + ￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿: ￿ ￿ H ￿ ￿ ￿ ￿ ￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿
￿ ￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿ ￿ ￿ ￿￿% ￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿) % ￿￿￿￿￿￿￿ ￿
￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ " ￿
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￿￿￿￿ ￿ ￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿ ￿ ￿ ￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿ ￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿