In this letter, we propose two computationally efficient precoding algorithms that achieve near-ML performance for multiuser MIMO downlink. The proposed algorithms perform tree expansion after lattice reduction. The first full expansion is tried by selecting the first level node with a minimum metric, constituting a reference metric. To find an optimal sequence, they iteratively visit each node and terminate the expansion by comparing node metrics with the calculated reference metric. By doing this, they significantly reduce the number of undesirable node visit. Monte-Carlo simulations show that both proposed algorithms yield near-ML performance with considerable reduction in complexity compared with that of the conventional schemes such as sphere encoding.
Introduction
Due to tremendous advances in multiple input multiple output (MIMO) technology, its application has been extended to a variety of research areas. Recently, in particular, considerable attention has been drawn to a multiuser MIMO broadcast channel where a base station (BS) with multiple antennas simultaneously transmits independent information to multiple uncoordinated users, each with one antenna. Numerous intensive researches related to this have been carried out (e.g., [1] - [3] ). Among them, a precoding method with vector perturbation (VP) is one of promising techniques since it provides significant performance gain compared to linear processing approaches such as plain and regularized channel inversion.
As a simple form of dirty paper coding (DPC) concept [4] , the VP minimizes the transmit power by perturbing the data vector at the transmitter. An optimal perturbation vector can be searched by using proper precoding algorithms such as sphere encoding (SE) [3] . In general, the SE can achieve maximum-likelihood (ML) performance but its implementation is infeasible due to the high complexity. Furthermore, its worst case complexity is also very high. A lattice reduction (LR) [5] , one of the complexity-reduction techniques, was proposed over slow fading channel environ- ments. The authors addressed that when the channel realization is considered as a basis of lattice, it is crucial to find an appropriate basis in reducing the computational burden. However, the simple rounding quantization in the LRprecoding is shown to result in performance degradation.
In this letter, we propose two tree searching-based iterative precoding algorithms to reduce the complexity of the closest point search in lattices. These algorithms are inspired by stack-based iterative detection (SBID) in [6] , which provides the near-ML performance with significantly reduced complexity for MIMO detection. Based on the detection algorithm, we redesign two precoding approaches for multiuser MIMO broadcast channel: One is a stackbased iterative precoding (SBIP) and the other is QRD-M-based iterative precoding (QRMIP). These approaches are combined with LR to make the channel to be wellconditioned. This LR preprocess allows the complexity in both schemes to be reduced dramatically as the conventional stack algorithm. It turns out that two suggested algorithms provide the performance tightly close to that of ML with significantly less complexity compared to that of the SE. Moreover, their worst-case complexity become remarkably reduced, which are preferred characteristic for implementation point of view. 
System Model
We consider a multiuser MIMO broadcast channel which consists of a common BS with N T transmit antennas and K users, each with single receive antenna. The received signals from all K users, y = y 1 , · · · , y K T , are expressed as
where H is a K × N T Rayleigh channel matrix whose elements are independent identically distributed (i.i.d.) complex Gaussian fading gains, x is a N T × 1 power constraint transmit symbol vector, and n is an additive white Gaussian complex noise vector with zero mean and variance of σ 
where the subscript r will be omitted in the following equations for the sake of brevity. It is assumed that the channel is slow varying frequency flat fading and the BS has a perfect channel state information (CSI) for all users. Since cooperation among users is not allowed in the broadcast channel, an interference cancelation technique at the transmitter may be the only way to remove the multiuser interferences. Hence, a proper precoding approach is required for the different users to see independent signals with added noise.
Proposed Algorithm Description
In this section, we first review the VP method closely related to our research work. Then, we describe two precoding algorithms, SBIP and QRMIP in detail.
Vector Perturbation Overview
To deal with the performance degradation due to power deficiency in linear techniques, the VP as one of nonlinear precoding methods has been proposed in [3] . It can be combined with zero-forcing (ZF) or minimum mean square error (MMSE) criteria, which is labeled as ZF or MMSE VP. Conceptually, the arbitrary data is added to symbol in order to choose the appropriate lattice point with the lowest power by applying the DPC concept. In this sense, the optimal perturbation vector is given by
where τ is a perturbation interval to provide a symmetric decoding region, γ is a normalized transmit signal power, s is a vector of symbols from pre-defined modulation format, t is an arbitrary vector obtained by minimizing γ, and Z 2K denotes a 2K-dimensional infinite integer space. By using the modulo operation, the receiver can easily recover the original symbols from the congruent points in lattices.
For MMSE VP approach, P in (3) is equivalent to
, where I represents an identity matrix and α is defined as Kσ 2 n . The MMSE VP has been further investigated to find the optimum perturbation vector that minimizes the total MSE in [7] . Therein, the cost function for the closest point problem is redefined as
where a nonnegative diagonal eigenvalue matrix Λ and an unitary eigenvector matrix Q are defined from the eigenvalue decomposition, i.e., HH H = QΛQ H .
The optimal vector t may be found using the SE with a finite search space. However, its computational complexity may be rather high. The complexity can be reduced by the LR techniques based on LLL (Lenstra-Lenstra-Lovasz) algorithm [5] . When G √ ΩQ H in (4) is transformed into a better basisG = GT wherein T is an unimodular matrix, the cost function in (4) can equivalently be rewritten as
τ . Then, the desired t can be easily obtained from t = Tt. Consequently, the better performance can be achieved with lower complexity sinceG is more orthogonal than G.
Proposed Precoding Approaches
Based on the LR assisted MMSE VP as a preprocessing, we desire to perform the closest point search by two useful precoding algorithms, i.e., SBIP and QRMIP with as less efforts as possible. As in SBID [6] , the entire signal processing of the proposed algorithms is divided into two parts: preparation and iterative tree searching (ITS).
In the preparation part, a tree searching-friendly form is first made using the QR decomposition (QRD) ofG, i.e., G =QR. Unless otherwise stated, we assume that the tree depth t d = 1, · · · , N T corresponds to the detection order N T , · · · , 1 due to the property ofR. Ifỹ is defined as −Q HGs from (5), the ML decision rule is expressed as t = arg miñ
Equivalently, an optimal metric that minimizes (6) is calculated by accumulating the branch metrics at each tree depth, which is written as
wheret j is an arbitrary integer but in practice, |t j | ≤ C is typically used to avoid the infinite searching. Even with the bounded search region, an exhaustive search for the optimal vector requires an exponential complexity of (2C + 1) N T . However, the reasonable performance-complexity tradeoff can be achieved if the value of C is properly selected. Prior to the ITS, a path metric at
is evaluated forỹ N T and all q lattice points,t 
In the ITS part, remaining lattice pointst
at the lth iteration. Here, we use two existing tree searching algorithms, i.e., stack algorithm for SBIP and QRD-M one for QRMIP which are well described in [6] , [8] , and each related reference therein. Let
T be a full-length lattice vector searched at the first iteration, μ (1) its corresponding metric evaluated from (7), and μ * a reference metric with the smallest metric, which is used to decide whether the next iteration is performed succeedingly or not. As the iteration runs, μ * is updated if a new metric computed at the next iteration is smaller than μ * . After the first iteration is done with initial μ * = ∞, μ * is changed to μ (1) . Then, if μ (1) is smaller than b (2) , the second smallest metric at t d = 1, the closest point search by SBIP or QRMIP is stopped, which is typically called an early termination technique (ETT). Otherwise, it is performed continuously while the current metric of partial or full-length lattice vector is smaller than μ * . These above procedures are repeated until the lattice vector with smallest metric,t, is found within all iterations. Then, SBIP or QRMIP regardst as the optimal lattice vector. In some case, such as ill-conditioned channel, all q iterations may be executed. However, fortunately, the LR method and the ETT allow significant reduction in complexity while achieving near-ML performance.
Simulation Results
In this section, we provide the simulation results of three different precoding schemes for the uncoded multi-user MIMO downlink systems, in terms of the bit error rate (BER) performance and the corresponding complexity. A signal-tonoise ratio (SNR) is defined as
where A denotes a modulation order. For the simulation, we consider the base station with N T = 4 and four users in a cell (K = 4), each with single antenna. Both QPSK and 16QAM signaling formats are used. The channel is assumed to be slow varying frequency flat fading. All precoding algorithms considered here are based on the MMSE VP with the LR technique. The constrained stack size, N s = 2, is considered for the SBIP, and M = 2 is used for the QRMIP. Two different values, C = 3 and C = 6, are also used for QPSK and 16QAM signaling formats, respectively. Figure 1 shows the BER performance of three types of precoding techniques, i.e., SE, SBIP, and QRMIP, where the SE is considered as an alternative ML in that the optimal perturbation vector is shown to be obtained via the SE in [3] . It is observed in this figure that the performances of two proposed algorithms are almost the same as that of SE. Here, we note that the specific values (N s = 2 and M = 2) are selected from various simulations such that the reasonable performance-complexity tradeoff is achieved. Thus, we may argue that both proposed algorithms can provide the flexible tradeoff, depending upon the value of N s and M.
For the corresponding complexity, the complexity of algorithm is defined as the average sum of real operations required for the precoding signals, i.e., multiplication/division and addition/subtraction. Since the LR is applied to all precoding algorithms, each algorithm body only is considered for the complexity evaluation. Figure 2 provides the complexity comparison for various precoding schemes. We observe in this figure that both proposed precoding methods effectively reduce the complexity, compared to the SE. In particular, the SBIP has the lowest complexity among them for both modulation formats. Moreover, the worst case complexities of SBIP and QRMIP have remarkably less than that of SE (e.g., for 16QAM and SNR of 18 dB, SE: 1.8 × 10 4 , SBIP: 2.9 × 10 3 , and QRMIP: 2.7 × 10 3 ). In addition, Fig. 3 shows the complexity depending upon the parameter q = 2C + 1 which has an important influence on the total complexity. From this figure, we easily see that the complexities of SBIP and QRMIP almost linearly increase with increasing value of q while that of SE is nearly constant irrespective of q. However, we note that both SBIP and QRMIP can achieve almost the same performance as SE with less complexity even when q = 13 or equivalently C = 6 is used for 16QAM. Consequently, two proposed algorithms with the value of q less than 14 is sufficient to achieve the near-ML performance with less complexity when 16QAM or less is considered.
Conclusion
In this letter, we have proposed two low complexity tree searching-based iterative precoding algorithms, SBIP and QRMIP which are based on the MMSE VP with LR preprocessing. Inspired by SBID for MIMO detection, we redesigned two useful precodig schemes for multiuser MIMO broadcast channel. Furthermore, the LR and the ETT are employed for reducing the computational load. As demonstrated in simulation results, the SBIP and the QRMIP provide the near-ML performance with much less complexity than the SE in both the average and maximal sense. Therefore, we expect that the proposed algorithms can be an practical alternatives to the conventional SE for multiuser MIMO broadcast channel.
