This paper presents an unsupervised Bayesian algorithm for hyperspectral image unmixing accounting for endmember variability. The pixels are modeled by a linear combination of endmembers weighted by their corresponding abundances. However, the endmembers are assumed random to take into account their variability in the image. An additive noise is also considered in the proposed model generalizing the normal compositional model. The proposed algorithm exploits the whole image to provide spectral and spatial information. It estimates both the mean and the covariance matrix of each endmember in the image. This allows the behavior of each material to be analyzed and its variability to be quantified in the scene. A spatial segmentation is also obtained based on the estimated abundances. In order to estimate the parameters associated with the proposed Bayesian model, we propose to use a Hamiltonian Monte Carlo algorithm. The performance of the resulting unmixing strategy is evaluated via simulations conducted on both synthetic and real data.
I. INTRODUCTION
Hyperspectral imaging is a remote sensing technology that collects 3 dimensional data cubes composed of 2D spatial images acquired in numerous contiguous spectra bands. Due to the limited spatial resolution of the observed image, each pixel generally consists of several physical elements that are linearly [1] , [2] or nonlinearly [3] - [5] mixed. Spectral unmixing (SU) consists of decomposing the pixel spectrum to recover these materials, known as endmembers, and estimating the corresponding proportions or abundances [6] . The linear mixture model (LMM) has received great interest in the literature and has been used intensively for SU. The unmixing is generally performed using two distinct steps: (i) identifying the endmembers using an endmember extraction algorithm (EEA) such as vertex component analysis (VCA) [7] , pixel purity index (PPI) [8] and N-FINDR [9] , (ii) estimating the abundances under physical non-negativity and sum-to-one constraints using algorithms such as the fully constrained least squares [2] . Some algorithms also tackle the SU problem in an unsupervised manner, i.e., by jointly estimating the endmembers and the abundances. This is generally achieved under a statistical framework using optimization techniques [10] or Markov chain Monte Carlo (MCMC) simulation methods [6] , [11] . The unsupervised algorithms generally provide more sophisticated results and appear to be less sensitive to the absence of pure pixels [3] .
The previous described algorithms provide one endmember spectrum for each physical component present in the image (see Fig. 1(a) ). This appears as a clear simplification since in many cases, the endmember spectra vary along the image causing what is known as spectral variability. Spectral variability has been identified as one of the most profound sources of error in abundance estimation and is knowing growing interest in the hyperspectral community [12] , [13] . Many algorithms have been proposed in the literature to describe this variability by considering each endmember as a finite set or as a statistical distribution. Some deterministic approaches represent each physical material as a set or bundle of spectra (see Fig. 1(b) ). One can distinguish between algorithms assuming a known spectral library [14] , [15] and those estimating it from the data [16] , [17] . SU resulting from these approaches is generally sensitive to the quality of the available or extracted endmember libraries. There are also statistical approaches assuming that each endmember is a random vector with a given distribution (see Fig. 1(c) ). Statistical approaches provide a parametric representation of the endmembers and thus can estimate endmembers that are not present in the observed data. This property makes these algorithms more robust in absence of pure pixels [18] - [20] . A more detailed discussion about these algorithms, their advantages and challenges is available in [12] , [13] .
The main contribution of this paper is the consideration of endmember variability under a Bayesian framework. Any endmember is considered via a probability distribution to model its variability. Two main approaches have been considered in the literature assuming the endmembers are random vectors: the Beta compositional model [19] and the normal compositional model (NCM) [18] , [20] , [21] . This paper considers a generalization of the NCM model characterized by Gaussian variability for the endmembers (as for the NCM) and an additive Gaussian noise modeling fitting errors (which was not present in the NCM). Moreover, the proposed model considers a different mean and covariance matrix for each endmember to analyze each component separately. These parameters are both estimated to generalize the works of [18] and [20] that estimated the endmembers means and covariances, respectively. Moreover, the endmember fluctuation with respect to the spectral bands is quantified by considering non identically distributed endmember variances. Another important point concerning hyperspectral unmixing is the spatial correlation between pixels. Indeed, even if many algorithms consider a pixel-by-pixel context, recent studies have shown the interest of considering spatial information to improve the unmixing quality [22] - [24] . Within a Bayesian framework, this spatial correlation can be introduced using Markov random fields (MRFs) as already shown in [22] , [23] , [25] . In this work, a Potts model is considered since it has already shown good performance when processing hyperspectral images [22] , [23] . The image is then segmented into regions sharing similar abundance characteristics. Note that this segmentation was also achieved in [23] and [10] by considering Gaussian and Dirichlet distributions for the abundances.
This paper proposes an unsupervised Bayesian algorithm to estimate the parameters associated with endmembers and abundances. In addition to the abundance Dirichlet priors, it assumes appropriate prior for the remaining parameters/hyperparameters to satisfy the known physical constraints. The joint posterior distribution of the proposed Bayesian model is then derived. However, the classical minimum mean square error (MMSE) and maximum a posteriori (MAP) estimators cannot be easily computed from this joint posterior. A classical way of alleviating this problem is to generate samples distributed according to the posterior using MCMC methods. This goal is achieved in this paper using a Gibbs sampler coupled with a Hamiltonian Monte Carlo (HMC) method. HMC is well adapted for problems with a large number of parameters to be estimated [26] . Moreover, this method presents good mixing properties when compared to the classical Metropolis-Hasting algorithm. This paper considers a constrained-HMC (CHMC) that has been introduced in [26, Chap. 5] and successfully used for hyperspectral SU in [11] . This CHMC accounts for inequality constraints which is required to satisfy the physical constraints related to the proposed SU problem. 4 The paper is structured as follows. The unmixing problem considered in this study is formulated in Section II. The different components of the proposed Bayesian model are studied in Section III.
Section IV introduces the Gibbs sampler and the CHMC method which will be used to generate samples asymptotically distributed according to the joint posterior of the unknown parameters and hyperparameters. Section V analyzes the performance of the proposed algorithm when applied to synthetic images. Results on real hyperspectral images are presented in Section VI whereas conclusions and future works are reported in Section VII.
II. PROBLEM FORMULATION

A. Notations
The variables used in this paper are described as follows N number of pixels R number of endmembers L number of spectral bands K number of spatial classes Y ∈ R L×N spectra of the pixels
Σ ∈ R R×L matrix containing the diagonal of endmember covariances
B. Mixing model and endmember variability
This section introduces the proposed mixture model. The classical LMM assumes the pixel spectrum y n , n ∈ {1, · · · , N }, where N is the number of pixels in the image, is a linear combination of R deterministic endmembers s r , r ∈ {1, · · · , R}, corrupted by an additive noise as follows
a rn s r + e n = Sa n + e n (1)
where R is the number of endmembers, y n is an (L × 1) vector representing the nth observed pixel,
(L × R) matrix of endmembers and e n is a centered additive, independent and identically distributed Gaussian noise.
The endmembers are generally variable in the observed image due to environmental conditions or inherent variability [13] . In this paper, we introduce a model taking into account this variability. The proposed model can be seen as a generalization of the NCM model (GNCM) since it introduces an additional residual Gaussian noise e as follows
a rn s rn + e n = S n a n + e n
with
where
rL is the variance vector of the rth endmember and
is the (L × R) matrix containing the endmember means of the image. The main difference between model (3) and the LMM used in [6] is that the endmember matrix S n depends on each observed pixel in order to introduce the spectral variability. Each physical element is then represented in a given pixel by an endmember s rn that has its own Gaussian distribution whose variances σ 2 r change from one band to another. This allows the GNCM to capture the spectral variations of each physical element with respect to each spectral band. The GNCM also includes an additional Gaussian noise e n ∼ N 0 L , ψ 2 n I L (that is independent from the variables s 1n , · · · , s Rn ) whose goal is to make the proposed model more robust with respect to mismodeling. Moreover, we consider that the endmember variability is the main source of randomness in the observed pixel, which is ensured by assigning a very sparse prior to the noise variance (see Eq. (19)). Note finally that the proposed model reduces to the NCM for ψ 2 n = 0, ∀n. Thus, it generalizes the model of [18] , [20] by considering a non-isotropic covariance matrix for each endmember.
C. Abundance reparametrization
Since the abundance vector a n usually represents spatial coverage of the material in a given pixel, it should satisfy the physical positivity and sum-to-one constraints a rn ≥ 0, ∀r ∈ {1, . . . , R} and 
However, in order to transform the sum to one constraint into an inequality constraint (which will be handled more easily in the algorithm), we propose the following reparametrization
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The transformation (6) has been introduced in [27] and has shown interesting properties for hyperspectral unmixing in [11] . Its main advantage is to express the positivity and the sum to one constraints for the abundances as follows
which will be easily handled in the sampling procedure developed in this paper (see Sections III and IV).
III. HIERARCHICAL BAYESIAN MODEL
This section introduces a hierarchical Bayesian model for unsupervised hyperspectral SU accounting for spectral variability. The unknown parameters of this model include the (L × R) endmember mean matrix M , the (R×L) matrix Σ gathering the endmember variances (with Σ r,l = σ 2 rl ), the (R−1)×N reparameterized abundance matrix T (whose nth column is T :n = t n ), the (1 × N ) label vector z and the (1 × N ) vector Ψ containing the noise variances (with Ψ n = ψ 2 n ).
A. Likelihood
Using the observation model (3), the Gaussian properties of both the noise sequence e n and the endmembers, and exploiting independence between the observations in different spectral bands, yield
Ωln , denotes the Hadamard (termwise) product and ⊗ denotes the Kronecker product. Note that the abundance vector a n (t n ) has been denoted as a n in (8) for brevity. Moreover, contrary to the LMM, Eq. (8) shows that the elements 1 of Ω depend jointly on the pixel abundances and on the pixel index #n. This property was also satisfied by the NCM model as previously shown in [18] , [20] . Note finally that the joint likelihood of the observation matrix Y can be obtained by exploiting independence between the observed pixels
B. Parameter priors
This section introduces the prior distributions that we have chosen for the parameters of interest z, T (or A), M , and Σ.
1) Classification prior modeling:
Many recent works related to hyperspectral imaging have been considering spatial correlation between the image pixels to segment the image into homogeneous regions with similar abundances [10] , [23] . In this paper, we propose to exploit this correlation by dividing the observed image into K classes sharing the same abundance properties [23] . Each pixel is assigned to a specific class by using a latent label variable z n that takes its value into a finite set {1, · · · , K}. The whole set of random variables {z n } n=1,··· ,N forms a random field. The correlation between neighboring pixels is then introduced by considering a Markov random field prior for z n as follows f z n |z \n = f z n |z ν(n) (10) where ν(n) denotes the pixel neighborhood as in [23] (a four neighborhood structure will be considered in the rest of the paper), z ν(n) = {z i , i ∈ ν(n)} and z \n = {z i , i = n}. As in [22] , [23] , [28] , this paper considers a Potts-Markov model which is appropriate for hyperspectral image segmentation.
The prior of z is then obtained using the Hammersley-Clifford theorem
where β > 0 is the granularity coefficient, G(β) is a normalizing (or partition) constant and δ(.)
is the Dirac delta function. The parameter β controls the degree of homogeneity of each region in the image. It is assumed known a priori in this paper. However, it could be also included within the Bayesian model and estimated using the strategy described in [29] .
2) Abundance matrix T : In order to satisfy the constraints (5), the abundance vector should live in the following simplex S S = a n a rn ≥ 0, ∀r and
Thus, a natural choice for the prior of a n is a uniform distribution on S [5] , [30] . However, we want to define a prior enforcing strong correlations for close pixels. Therefore, we propose to assign a Dirichlet prior to the abundances of the kth class of the image with Dirichlet parameters
where Dir(.) denotes the Dirichlet distribution, and n ∈ I k means that y n belongs to the kth class (which is also equivalent to z n = k). This prior allows the data to be located in several different clusters inside the simplex [10] . Note that assigning a Dirichlet prior for a n corresponds to a beta distribution prior for the coefficient t rn as shown in [11] , [27] 
is an R×K matrix containing the Dirichlet parameters. The prior associated with the vector t n is finally obtained by assuming prior independence between its elements leading to
for n ∈ I k , where
3) Endmember means: The endmember mean matrix M contains reflectances that should satisfy the following constraints [11] 0 < m rl < 1, ∀r ∈ {1, · · · , R} , ∀l ∈ {1, · · · , L} .
Moreover, it makes sense to assume that the reflectances are close to estimates computed using an EEA. Therefore, we choose a truncated Gaussian prior for each endmember as follows [11] , [20] 
where m r denotes an estimated endmember (resulting from an EEA such as VCA 2 ) and 2 is a variance term defining the confidence that we have on this estimated endmember m r .
4) Endmember variances:
The absence of knowledge about the endmember variances can be considered by choosing a Jeffreys distribution for the parameters σ 2 rl , i.e.,
where we have assumed prior independence between the endmember variances.
5) Noise variance prior:
To avoid identifiability problems, the noise effect should be smaller than the effect of endmember variability. This can be achieved by choosing an exponential prior
where λ is a large coefficient imposing sparsity for ψ n (λ = 10 7 in our simulations). We furthermore assume prior independence between the random variables ψ 2 n , ∀n ∈ {1, · · · , N }. Note that the estimation of ψ 2 n can be removed from the proposed Bayesian algorithm without changing significantly the estimation performance (see Section V-D). This paper presents a general formulation allowing the noise effect to be removed by setting to zero the noise variance. 2 We consider in this paper the VCA algorithm even if other algorithms such as N-FINDR [9] and pixel purity index (PPI) [8] could also be investigated.
C. Hyperparameter priors 1) Dirichlet parameters:
The Dirichlet parameters c k are assigned the following conjugate prior
where α and γ are fixed constants that have been chosen to ensure a non-informative prior (flat distribution).
D. Posterior distribution
The parameters of the proposed Bayesian model are included in the vector θ = {θ p , θ h } where The joint posterior distribution of the unknown parameter/hyperparameter vector θ can be computed from the following hierarchical structure
has been defined in (9) and f (θ p , θ h ) is the joint prior of the unknown parameters. Assuming prior independence between the parameters yields
The joint posterior distribution f (θ p , θ h |Y ) can be computed up to a multiplicative constant after replacing (9) and (22) in (21) . Unfortunately, it is difficult to obtain closed form expressions for the standard Bayesian estimators associated with (21) . In this paper, we propose to use MCMC methods to generate samples asymptotically distributed according to (21) and to build estimators of θ from these generated samples. Due to the large number of parameters to be sampled, we use an HMC algorithm which improves the mixing properties of the sampler and reduces the required number of iterations to approximate the target distribution [26] . The parameters are finally estimated using the minimum mean square error (MMSE) estimator for {T , M , Σ, Ψ, C} and the maximum a posteriori (MAP) estimator for the labels z. The next section defines the proposed sampling procedure based on a hybrid Gibbs sampler including a CHMC method.
IV. HYBRID GIBBS ALGORITHM
The principle of the Gibbs sampler is to generate samples according to the conditional distributions of the target distribution (here the posterior (21)) [32] . When a conditional distribution cannot be Fig. 2 : DAG for the parameter and hyperparameter priors (the fixed parameters appear in boxes).
Note that the dashed box defines the statistical distribution of the endmember matrix S.
sampled directly, sampling techniques such as the Metropolis-Hasting (MH) algorithm can be applied.
In this paper, we consider HMC as the proposal strategy since it provides better mixing property than independent or random walk MH moves especially for high-dimensional problems. The next section describes the CHMC algorithm followed by the description of the sampling procedure of the conditional distributions.
A. Constrained Hamiltonian Monte Carlo method
HMC is used to sample the high dimensional parameter vector of the proposed Bayesian model.
It exploits the gradient of the target distribution to improve the quality of the generated samples.
Denoting as f (q) (resp. q) the distribution (resp. d-dimensional variable) to be sampled from, HMC defines the Hamiltonian function after introducing a Gaussian momentum variable p as follows
where U (q) = − log [f (q)] is the potential energy related to the target distribution f (q) and K(p) = 1 2 p T p is the momentum energy which results from an independent centered Gaussian distribution for p [11] . The evolution of the (q, p) samples is determined using the partial derivatives of the Hamiltonian referred to as Hamiltonian equations [26] . For computer implementations, these equations should be discretized which can be done using the leapfrog method that ensures volume preservation and reversibility of the chains. This leapfrog discretization scheme moves the samples by an stepsize, i.e., from the nth state (q n , p n ) to the (n+1)th state q (n+1) , p (n+1) using N L iteration steps defined by
The resulting samples are accepted with probability ρ given by
.
This procedure ensures the resulting samples to be asymptotically distributed according to the target distribution.
In the presence of inequality constraints (q (i,n ) ∈ [q l , q u ]), we adopt the procedure presented in [11] and [26, Chap. 5] . This procedure replaces a sample that violates the constraints at each leapfrog iteration by its symmetric to the bound (see [11] for more details). For example, the candidate q (i,n) = q u +h with 0 < h < (q u −q l ) will be replaced by q (i,n) = q u −h (and similarly q (i,n) = q l −h will be replaced by q (i,n) = q l + h) when a constraint is not satisfied.
B. Sampling the abundance matrix T
It can be shown that the N vectors t n , n ∈ {1, · · · , N } are a posteriori independent leading to
Moreover, using the likelihood (8) and the prior (15) leads to the following conditional distribution
for n ∈ I k . The conditional distribution (29) is not easy to sample. However, the CHMC framework is well suited for sampling the independent vectors t n , n ∈ {1, · · · , N } in an effective parallel procedure that reduces the computational cost. Moreover, the small size of these vectors (of size (R − 1) × 1) improves the convergence of the sampler. Note that the CHMC requires the definition of the potential
Note finally that the derivatives of U with respect to the variable of interest t n (that are required for the CHMC steps) are provided in the appendix.
C. Sampling the mean endmember matrix M Straightforward computations using the posterior distribution (21) yield
Equation ( 
The derivatives of V with respect to M l: are provided in the appendix.
D. Sampling the variance of the endmember matrix
Considering (21) yields the following conditional distribution for matrix Σ containing the endmember variances
Sampling from (36) can again be performed using a CHMC algorithm (as in Sections IV-B and IV-C).
The potential energy associated with the vector Σ :l is
The derivatives of W with respect to Σ :l are provided in the appendix.
E. Sampling the labels
The conditional distribution associated with the discrete random variable z n is given by
where f (t n |z n = k, c k ) has been defined in (15) . Sampling from this conditional distribution is classically performed by drawing a discrete value in the finite set {1, · · · , K} with the probabilities (39).
F. Sampling the noise variance Ψ
Considering (21) yields the following conditional distribution for the noise variance matrix
for n ∈ I k . This distribution is sampled using a parallel CHMC procedure with the following potential energy H ψ
G. Sampling the Dirichlet coefficients
Using (21) and (22), it can be easily shown that the conditional distribution of c k |T , z n∈Ik is given
for k ∈ {1, · · · , K}. This distribution is also sampled using a CHMC procedure. The corresponding potential energy is given by
logΓ (c rk ) 
A. Evaluation criteria
Abundances and endmembers are known for synthetic images. In this case, the quality of the unmixing strategy can be measured by comparing the estimated and actual abundances by using the average root mean square error (aRMSE) defined by
where || · || denotes the standard l 2 norm such that ||x|| 2 = x T x. The mean of the rth estimated endmember can be compared with the actual one by using RMSE(m r ) or the spectral angle mapper SAM (m r ) defined as follows
where arccos(·) is the inverse cosine operator. Moreover, the global endmember error is evaluated by the averaged RMSE (aRMSE) and averaged SAM (aSAM) given by
Note finally that the RE and SAM criteria can also be evaluated for the #pth measured and estimated pixel spectra y n ,ŷ n as follows
B. Performance of the proposed algorithm
This section considers a 50×50 synthetic image generated according to (3) with R = 3 endmembers (construction concrete, green grass and micaceous loam) that have been extracted from the ENVI software library [33] . The considered endmember variances depend on the spectral bands as shown in Fig. 3 (dashed lines). This image contains K = 3 classes whose label maps have been generated using (11) with β = 1.5 (see Fig. 4 ). The abundances of each class share the same Dirichlet parameters (that are reported in Table I ) leading to the observed pixels displayed in Fig. 5 . Note that the generated abundances have been truncated (a r < 0.9, ∀r) to avoid the presence of pure pixels in the image.
Finally, we have considered a noise variance equal to 10 −7 (note that the noise variance has to be smaller than the endmember variances). The proposed unsupervised GNCM-based algorithm, denoted by UsGNCM, has been run using N bi = 11000 burn-in iterations and N MC = 12000 iterations. Table I .
A significant advantage of the proposed algorithm is its ability to estimate the endmember means and variances. Fig. 5 shows the estimated endmembers obtained using the VCA algorithm (diamonds) [7] , the UsLMM algorithm (circles) [6] and the proposed UsGNCM approach (triangles). Contrary to the VCA algorithm that provides bad endmember estimates because of the absence of pure pixels in the image, both UsLMM and UsGNCM strategies yield good endmember estimations. As explained before, the good performance of the UsGNCM algorithm can be explained by the fact that it is able mitigate the endmember variability. Fig. 6 displays the endmember means (continuous lines), the endmember distributions (colored areas in Figs. 6(a), (b) and (c)) and the associated variability intervals defined by mean ±3σ (Fig. 6 (d) ). 
C. Performance as a function of the number of endmembers and the image size
The UsGNCM algorithm estimates many parameters which might require a lot of observations in order to obtain acceptable performance. The first part of this section deals with this problem by analyzing the proposed algorithm when varying the number of observed pixels. The considered image has been generated using the three endmembers considered in Section V-B with abundances uniformly distributed in the simplex S defined by the positivity and sum-to-one constraints (the corresponding Dirichlet parameters are c rk = 1, ∀r, ∀k). Fig. 7 shows the obtained aRMSE(A), RE and SAM when varying the size of the observed image. As expected, the unmixing performance improves by increasing the number of observations. This figure also shows that the aRMSE(A) converges to a constant value for √ N > 50 while RE and SAM continue to improve when increasing N . Note, however, that the obtained results are quite good for N ≥ 100. The second part of this section analyzes the behavior of UsGNCM with respect to the number of endmembers. Table II shows the obtained aRMSE(A), aRMSE(M ) and aSAM(M ) criteria for R = {3, 4, 5, 6}. The considered endmembers are construction concrete, green grass, micaceous loam, olive green paint, bare red brick, and galvanized steel metal. These spectra have been extracted from the spectral libraries provided with the ENVI software [33] . As previously, the images associated with R = {3, 4, 5, 6} have been generated with abundances uniformly distributed in the simplex S. As expected, increasing the number of parameters (i.e., increasing R) reduces the estimation performance. However, the obtained results are still acceptable confirming the robustness of UsGNCM with respect to the number of endmembers R. 
D. Comparison with state-of-the-art algorithms
This section evaluates the performance of the proposed UsGNCM algorithm for different images.
All images have been constructed using R = 3 endmembers with truncated abundances (with a i < 0.9, ∀i ∈ 1, · · · , R) to avoid the presence of pure pixels. The remaining parameters have been defined as follows
• the image I 1 has been generated according to the GNCM model with K = 1 class and abundances uniformly distributed in the simplex S. The endmember variances have been adjusted as in Fig.   3 . The noise variance is ψ 2 n = 10 −7 .
• the image I 2 is the GNCM image used in Section V-B.
• the image I 3 has been generated according to the LMM model with K = 3 classes and the Dirichlet parameters of Table I . The noise variances vary linearly with respect to the spectral bands with
These images are processed using different unmixing strategies that are compared to the proposed UsGNCM algorithm. More precisely, we have considered the following unmixing algorithms
• VCA+FCLS: the endmembers are extracted from the whole image using VCA and the abundances are estimated using the FCLS algorithm [2] .
• UsLMM: the unsupervised Bayesian algorithm of [6] is used to jointly estimate the endmembers and abundances.
• AEB: this is the automated endmember bundles algorithm proposed in [17] . We consider a 10% image subset and the VCA algorithm to extract the endmembers. For each pixel, the 3 endmembers that provide the smallest RE are selected.
• UsNCM: the proposed unmixing strategy with ψ n = 0 (i.e., the additive noise e n of (3) is removed). Note that the resulting algorithm reduces to the NCM model.
The first two algorithms provide one estimate for each endmember while the other algorithms estimate endmember variability. Note that the UsNCM is introduced to study the effect of the additive noise. Table III reports the quality of the estimated abundances and endmembers by unmixing the three images with the different algorithms. This table shows bad performance for VCA+FCLS and AEB algorithms which is mainly due to the absence of pure pixels in the considered images. The UsLMM provides good results for the three images. However, it appears to be sensitive to the variation of endmember/noise variances with respect to the spectral band and to the spatial correlations between adjacent pixels. Indeed, the UsLMM did not consider spatial correlation which leads to a performance reduction when processing the images I 2 and I 3 . Note also that the UsLMM algorithm provides one estimate for each endmember and does not take into account the spatial variability of endmembers in the processed images. The best performance is generally obtained by the proposed UsNCM and UsGNCM strategies that provide almost similar results. However, the UsGNCM algorithm is more robust than UsNCM when processing the LMM image I 3 . Moreover, the UsGNCM provides the best endmember estimates as highlighted by the criteria ARE and ASAM. These results confirm the superiority of the proposed approach in presence of endmember variability, spatial correlation between pixels and in absence of pure pixels in the observed scene. proposed unmixing algorithm has been applied to two subimages: scene #1 of size 50 × 50 which is composed of R = 4 components: tree, grass, soil and shadow (see Fig. 8 (right)), and scene #2 of size 31 × 31 which is composed of R = 3 components: grass, road and ditch (see Fig. 8 (left) ).
B. Endmember Variability
The proposed UsGNCM algorithm can estimate both the endmember means and variances. Fig. 9 compares the endmember estimates of this algorithm with those obtained with VCA and UsLMM VCA provides a different shadow endmember because it estimates the endmember as the purest pixel in the image while UsLMM and UsGNCM estimate both the abundances and endmembers resulting in a better shadow estimate (lower amplitude). Moreover, the proposed algorithm provides endmember distributions (blue level areas in Fig. 9 ) which measure the endmember variability in the considered image. It can be seen that the higher relative variation is obtained for the shadow spectrum because of its low amplitude. Moreover, the variation is more pronounced for high spectral bands (l > 80)
which is in agreement with the results presented in [11] . Fig. 10 shows the obtained endmembers when considering scene #2. This figure presents similar results between UsGNCM and UsLMM, especially for capturing spectral components having low amplitudes as for ditch. for the Madonna image.
C. Abundance Estimation and Image Classification
The fraction maps of scene #1 estimated by the proposed method are shown in Fig. 11 (bottom).
Note that a white (black) pixel indicates a large (small) proportion of the corresponding materials.
These pictures are in good agreement with the FCLS and UsLMM results shown in Fig. 11 (top) and (middle), respectively. Note that the compared algorithms also provide similar abundance maps when considering scene #2. However, these results are not presented here for brevity. In addition to unmixing, UsGNCM also provides a spatial segmentation of the considered scenes as shown in Fig. 12 (a) for scene #1 and Fig. 13(a) for scene #2. These classifications clearly highlight the area of each physical element in the scene. Indeed, for scene #1 we have 4 classes that represent tree, shadow, soil and grass zones while for scene #2 we have 3 classes representing road, ditch and grass areas. Table IV finally reports the estimated Dirichlet parameters and the number of pixels for each spatial class when considering scene #1. These parameters suggest a highly non uniform distribution over the simplex which promote the use of the proposed approach. 
D. Residual Components
The proposed algorithm also provides a measure of the noise variance for each observed pixel. This parameter brings an information about pixels that are inaccurately described by a linear formulation, i.e., allows modeling errors to be quantified. Fig. 12(b) shows the obtained noise variances for the scene #1. This figure shows a higher error in the shadow area and around trees, i.e., for regions where possible interactions between physical components might occur (e.g., tree/soil) resulting in a more complex model than the proposed linear one. The noise variances associated with the scene #2 are shown in Fig. 13(b) . This figure shows a higher error near the ditch area which might be due to the presence of nonlinearities as explained in [11] . Note finally that both Fig. 12(b) and Fig.   13 (b) highlight the presence of regular vertical patterns that have also been observed in [35] and were associated with a sensor defect or other miscalibration problems. sample the posterior of interest and to approximate the Bayesian estimators of the unknown parameters using the generated samples. The sampling was achieved using an Hamiltonian Monte Carlo method which is well suited for problems with a large number of parameters. The proposed algorithm showed good performance when processing data presenting endmember variability, spatial correlation between pixels and in absence of pure pixels in the observed scene. UsGNCM fully exploits both the spatial dimension (segmentation, abundance and noise estimation) and the spectral dimension (estimation of endmember means and variances). Future work includes the study of endmember variability with nonlinear mixing models. This point is an interesting issue that is currently under investigation.
APPENDIX DERIVATIVES OF THE POTENTIAL FUNCTIONS
The derivative of U with respect to t n is given by ∂U ∂t n = ∂U 1 ∂a n ∂a n ∂t n + ∂U 2 ∂t n + ∂U 3 ∂a n ∂a n ∂t n (50) with ∂U 1 ∂a n = − [Λ :n (y n − M a n )] T M + 1 2 [(y n − M a n ) (y n − M a n )] 
The derivatives of W with respect to Σ :l are given by (y n − M a n ) (y n − M a n ) Ω :n Ω :n 28 The derivative of P with respect to c rk is given by 
where Υ denotes the polygamma function, i.e., the derivative of the log-gamma function.
