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mogeneous problem with an imposed mean pressure gradient, and are pre-
sented for Rem = 20 and a wide range of dispersed phase volume fractions
(0.1 ≤ φ ≤ 0.4) and density ratios of the dispersed phase to the carrier phase
(0.001 ≤ ρp/ρf ≤ 1000). The velocity fluctuations in the fluid and dispersed
phase at the statistically stationary state are quantified by the turbulent ki-
netic energy (TKE) and granular temperature, respectively. It is found that the
granular temperature increases with decreasing density ratio and then reaches
an asymptotic value. The qualitative trend of the behavior is explained by
the added mass effect but the value of the coefficient that yields quantitative
agreement is unphysical. It is also shown that the TKE has a similar depen-
dence on the density ratio for all volume fractions studied here other than
φ = 0.1. The anomalous behavior for φ = 0.1 is hypothesized to arise from the
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1 Introduction
Dispersed multiphase flows are common in industry (bubble columns, spray
combustors, and, chemical reactors) and the environment (pollutant particles
in air and debris flows). These flows are defined by a dispersed phase in the
form of particles, droplets, or bubbles which are distributed within a fluid,
termed the continuous or carrier phase. Examples are solid particles in gas
or liquid and gaseous bubbles in liquid. In many applications of dispersed
multiphase flow, turbulence plays an important role and many researchers
have tried to improve the understanding of turbulence in such flows. A deeper
understanding of these flows is critical to developing strategies to predict and
control them thereby reducing their negative effects or utilizing their benefits.
In the following, the term particles is used for the dispersed phase in a general
manner and covers drops and bubbles as well. Also, the term fluid is used for
the carrier phase which could be gas or liquid.
Generally, the sources for generation of turbulence in dispersed multiphase
flow are categorized as shear–induced turbulence (SIT) and particle–induced
turbulence (PIT). SIT is the same source of turbulence in high Reynolds num-
ber single–phase flow which is generated in the fluid by the presence of a source
of shear, for instance, a wall. Adding particles to the fluid can decrease or en-
hance the inherent turbulence of the fluid (turbulence modulation [18]) and
fluid turbulence itself also affects the motion of the particles (particle disper-
sion [13]). The interested reader is referred to the review paper by Balachandar
and Eaton [3] for more details on this topic. PIT refers to the pseudo–turbulent
velocity fluctuations generated by the presence of particles which forces the
fluid to match the boundary condition at each particle’s surface. Examples are
the generation of fluid velocity fluctuations caused by pouring heavy particles
into a lighter quiescent fluid or velocity fluctuations generated in fixed and
fluidized beds. In this case, the flow disturbances are generated by the mere
presence of particles which induces velocity fluctuations in the surrounding
fluid. In the literature, this type of turbulence is sometimes called pseudo–
turbulence [46,24] because the spectrum of velocity fluctuations in PIT is not
the same as that of SIT with particles. This pseudo–turbulence in the fluid
phase, in turn, affects the motion of the particles and induces fluctuations in
particle velocity.
PIT and SIT also differ in the scales at which they are dominant: PIT
dominates at the scale of particles, here referred to as the microscale, while
SIT dominates at the scale of hundreds of particles called the mesoscale. Thus
far it has not been feasible to perform mesoscale simulation of PR–DNS due to
the computational cost, but these are anticipated in the near future. For now,
mesoscale simulations are performed using large eddy simulation–like (LES–
like) Euler–Lagrange (EL) simulations [8] using assumed drag laws (without
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resolving flow around the particles). Fox [15] recently derived the Reynolds–
averaged equations for a macroscale description of multiphase turbulence in
collisional fluid–particle flows starting from a continuum mesoscale descrip-
tion. This study provides information on pseudo–turbulent velocity fluctua-
tions which need to be included in the mesoscale description which is the
starting point of the work by Fox [15] and also provides data for closure mod-
els in LES–like EL simulations at the mesoscale.
Although SIT and PIT are present at the same time in many applica-
tions of dispersed multiphase flow, in some others, PIT is the only source of
turbulence and plays an important role in the dynamics of the system, for
example, in bubble columns where gas bubbles are injected at the bottom of
a tank filled with a liquid otherwise at rest. In addition, Mehrabadi et al. [24]
have shown that pseudo–turbulence in the gas–phase velocity of a gas–solid
flow can contribute significantly to the total gas–phase kinetic energy. The
pseudo–turbulent fluid velocity fluctuations also have obvious implications for
scalar transport and axial dispersion [20–22,6,5,12]. A comprehensive study
of scalar mixing in the context of heat transfer can be found in [36], where
the fluid heating/cooling by heat transfer from solid particles is accounted for
and no assumptions are made regarding the axial variation of mean tempera-
ture. Derksen [19] has studied mass transfer using a coupled lattice Boltzmann
method (LBM) and finite volume approach to examine scalar dispersion and
self–diffusion of particles in liquids with ρp/ρf = 4.
Even in the cases that both types of turbulence are present, the study
of PIT alone might provide some useful information about the nature of the
problem. For instance, Prakash et al. [28] found that the energy spectra of
liquid fluctuations follow the −3 scaling (in contrast to −5/3 scaling for single–
phase flow) at length scales smaller than the size of the bubbles not only in
the well–established case of pseudo–turbulence of bubbly flows, but in all cases
where bubbles are present in the liquid with inherent turbulence.
Pseudo–turbulence of dispersed flows has been studied both numerically
and experimentally in the literature. However, in experimental studies, the
variance of liquid phase velocity is measured and these variance measurements
only give a rough description of liquid fluctuations [30]. In gas–liquid flows,
Risso and Ellingsen [31] studied the flow around monodisperse bubbles for
Re ≥ 500 and showed that the variance of liquid phase velocity normalized by
mean velocity of bubbles increases as a linear function of φ. Mart`ınez–Mercado
et al. [23] extended this study for a broader range of Reynolds numbers and
volume fractions (0.001 ≤ φ ≤ 0.1) and recognized the same trend for Re ≥ 80.
They also showed that the variance of liquid phase velocity increases at a
smaller rate for lower Reynolds number. Later, Riboux et al. [29] showed that
the same behavior exists for volume fractions up to 14%.
Numerical studies done with direct numerical simulation (DNS) using the
front–tracking method also indicate a similar trend [7,14]. However, the com-
parison done by Mart`ınez–Mercado et al. [23] between experimental and nu-
merical results shows that the numerical results of Bunner and Tryggvason [7]
only predict the correct trend with volume fraction. (The magnitude of the
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velocity fluctuations in liquid phase from the numerical simulations is several
times smaller than the experimental results). On the other hand, the numeri-
cal results of Esmaeeli and Tryggvason [14] were in very good agreement with
the experimental data. Another numerical study done by Gillissen et al. [17]
using LBM also reports linear scaling of kf normalized by squared mean slip
velocity with volume fraction.
In the context of gas–solid flows, Mehrabadi et al. [24] studied pseudo–
turbulence in fixed particle assemblies and freely evolving suspensions by PR–
DNS using the particle–resolved uncontaminated–fluid immersed boundary
method. They proposed the following correlation for the pseudo–turbulent
kinetic energy (PTKE) in steady flow of gas over fixed beds that fits the data
obtained from PR–DNS with an average deviation of 5%:
k(f)
Eslip
(φ,Rem) = 2φ+ 2.5φ(1− φ)3 exp
(
−φRe1/2m
)
. (1)
In this equation, Eslip = 〈W ·W〉/2 is the kinetic energy in the mean
slip velocity between the fluid and the particles with W =
〈
u(f)
〉 − 〈v〉 be-
ing the mean slip velocity.
〈
u(f)
〉
is the mean fluid velocity and 〈v〉 is the
mean particle velocity. The PTKE is defined as k(f) =
〈
u′′(f) · u′′(f)〉/2 where
u′′(f) = u− 〈u(f)〉 denotes the fluctuation in the fluid velocity u with respect
to the mean fluid velocity. Note that for the special case of fixed particles,
Eslip =
〈
u(f)
〉 · 〈u(f)〉/2. This correlation is proposed from simulations done
for solid volume fraction in the range 0.1 ≤ φ ≤ 0.5 and mean slip Reynolds
number 0.01 ≤ Rem ≤ 300. Mehrabadi et al. [24] also showed that the level
of PTKE in freely evolving suspensions for inertial particles (with particle–
to–fluid density ratio of ρp/ρf = 100, 1000) with Rem = 20 and φ = 0.1, 0.2
differs from the values for equivalent fixed beds by only 10% and 15% for
elastic (coefficient of restitution, e = 1) and inelastic (e = 0.7, 0.9) collisions,
respectively.
An interesting feature of the correlation given by Eq. (1) is that it predicts
the fluctuation velocity of the gas phase in a gas–solid flow to be a linear
function of volume fraction for high Reynolds number which is the same trend
seen in bubbly flows [31] as noted earlier. Note that the Reynolds number in
Eq. (1) is based on the superficial velocity, in contrast to the Reynolds number
defined with the average fluid velocity in bubbly flows mentioned above. For
high Reynolds number, the exponential term in Eq. (1) goes to zero and the
linear scaling is valid and independent of this difference in definition of the
Reynolds number.
Fluctuations are not specific to the fluid phase but are present in the
velocity of the dispersed phase also. The fluctuations in particle velocity can
be characterized by turbulent kinetic energy of particles k(p) = 〈v′′ · v′′〉 /2
or granular temperature T = 〈v′′ · v′′〉 /3. In these definitions, v′′ = v − 〈v〉
denotes the fluctuation in the particle velocity v with respect to the mean
particle velocity 〈v〉.
Effect of density ratio on velocity fluctuation 5
Tenneti et al. [41] have proposed a correlation, given by Eq. (2), for the
steady granular temperature in statistically homogeneous gas–solid flow:
T
|〈W〉|2 =
{[
9.9(1− φ)1.23 exp (−0.02(1− φ)Re0.28m )] [1− 1
exp(Re−0.8m )
]
+
0.135 (1− φ)
exp(Re−0.8m )
}(
ρp
ρf
)−1
. (2)
This correlation is obtained from PR–DNS data for parameters in the range of
0.1 ≤ φ ≤ 0.4, 10 ≤ Rem ≤ 100, and 100 ≤ ρp/ρf ≤ 2000. This correlation pre-
dicts that the granular temperature will increase continuously with decreasing
density ratio. Tang et al. [38] have also proposed a similar dependence on den-
sity ratio in their correlation for the granular temperature of gas–solid flows.
The correlations of Tenneti et al. [41] and Tang et al. [38] when extended to
very low–density ratios which lie outside their range of applicability, for exam-
ple, bubbly flows, predict infinite fluctuation. However, experimental studies
of bubbly flows show that the fluctuation of bubble velocity rapidly increases
from zero for very low volume fractions of the bubbles to a finite value for
higher volume fractions [23,9].
In this work, the granular temperature of particles in a dispersed multi-
phase flow for different density ratios – spanning gas–solid, solid–liquid and
gas–liquid (bubbly) flows – is studied to answer the question of how granular
temperature changes from high–density ratios to low–density ratios. However,
it should be noted that bubbly flow simulations in this study correspond to
small spherical bubbles (Eo¨tvos number, 0.1 ≤ Eo¨ ≤ 10) in contaminated
liquid allowing bubble deformation to be neglected. In addition, although it
was discussed that k(f) increases linearly with volume fraction for both bubbly
flow and gas–solid flow at high Reynolds number, it is not clear how the level
of k(f) will change for different density ratios. It is also of interest to find out
the contribution of each phase in the mixture kinetic energy of the system.
The rest of the paper is organized as follows: the numerical method used
in this study for doing PR–DNS is explained in section 2. Then, the setup and
different parameters used for the simulations are presented in section 3. After
that, the results are discussed in section 4. Finally, conclusions are drawn in
section 5.
2 Numerical Method
The PR–DNS approach used in this work is based on the direct forcing im-
mersed boundary method of Mohd–Yusof [25] which is developed by Tenneti
et al. [39] and is called the particle–resolved uncontaminated–fluid reconcil-
able immersed boundary method (PUReIBM). The PUReIBM methodology
is explained in detail in other works [39,41] and has been extensively vali-
dated in different cases [16,40,41]. Here, the main features of this method are
presented.
6 Vahid Tavanashad et al.
The governing equations of the fluid phase that are solved in PUReIBM
are the continuity equation:
∇ · u = 0, (3)
and the Navier–Stokes equations:
∂u
∂t
+ S = − 1
ρf
∇p+ νf∇2u + fIBM −Af . (4)
which are solved on a uniform Cartesian grid points. In Eqs. (3) and (4), u
is the instantaneous velocity field, S = ∇ · (uu) is the convective term, ∇p
is the pressure gradient. The boundary conditions on the fluid velocity at the
particle interface (no–slip and no–penetration) are imposed via the IB force
term, fIBM. Finally, Af accounts for the acceleration of the frame of reference
[39].
The simulations in PUReIBM are carried out in an accelerating frame of
reference that moves with the mean velocity of particles. The advantage of this
setup is that it enables the simulation of sedimenting or rising suspensions at
arbitrary mean slip values while maintaining average particle motion at rest
in the accelerating frame. It is important to mention that the instantaneous
velocity field will be different in laboratory and accelerating frames, however,
the fluctuating velocity is the same in both frames (as shown in Appendix
A). Consequently, the turbulent kinetic energy of the fluid or particles is not
affected by this change of frame. In Appendix A, the simulation results for
a sample case from both frames are also compared to show that both yield
similar results.
The motion of each particle in PUReIBM is evolved by updating its po-
sition, X, and translational velocity, V, according to Newton’s second law
as:
dX
dt
= V, (5)
m
dV
dt
= B + Fh +
Np∑
j=1
j 6=i
F(ij)c +mAf , (6)
where B is any external body force, Fh is the hydrodynamic force (the integral
of pressure and shear stress tensor at the particle surface) and F
(ij)
c is the
collisional force between the ith particle and jth particle. A soft–sphere collision
[10] is used to model the particle–particle interactions. The rotation of particles
is not considered here since there is no mean shear in the simulation set–up (the
mean fluid velocity and mean particle velocity are uniform in the simulations)
and it is reasonable to assume the effect of rotation is not significant. More
discussion on this assumption is presented in section 4.5.
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2.1 Modification of PUReIBM for low–density ratios
All the earlier reports using PUReIBM were done for density ratios higher than
100. To achieve the parameter range needed for this study, it was necessary
to extend the range of density ratio that PUReIBM is capable of simulating
to very low values, i.e. ρp/ρf = 0.001 which represents the density ratio in
bubbly flows. Since Eq. (6) is solved explicitly for the particle acceleration
in PUReIBM, some numerical instabilities arise in the code when the density
ratio is reduced below 0.1. To overcome this problem, the virtual force concept
introduced by Schwarz et al. [32] is utilized in PUReIBM. In this approach,
a term called virtual force is added to both sides of the Eq. (6) to stabilize
the simulation. Although this term is defined similar to the well–known added
mass force, it is purely a numerical technique to stabilize the scheme and does
not have any physical meaning.
Recall that the boundary condition used at the surface of particles in
PUReIBM is the no–slip boundary condition. As a result, bubbly flow sim-
ulations in this paper should be considered as simulations of small spherical
bubbles (0.1 ≤ Eo¨ ≤ 10) in presence of surfactant in the liquid (contaminated
liquid). It is shown by numerous experiments [11,37,26] that contamination of
the liquid causes the bubbles behave like a rigid body and no–slip boundary
condition is a valid approximation.
3 Simulation Setup
In this study, simulations are done in a cubic domain with periodic boundary
conditions. The length of the domain, L, is chosen in a way that ensures the
two–point correlation functions in the fluid phase decay to zero within the box
length [40]. A mean pressure gradient is specified in the x–direction that moves
the particles and the fluid. Both the mean fluid velocity and the mean particle
velocity increase, however, their difference—the mean slip velocity—reaches a
statistically stationary value. The magnitude of the mean pressure gradient de-
pends on three independent parameters, the dispersed phase volume fraction,
φ, the density ratio, ρp/ρf , and a Reynolds number defined as:
Rem =
(1− φ) |〈W〉| dp
νf
, (7)
where dp is the particle diameter. In the accelerating frame introduced in
section 2, the mean particle velocity is zero, 〈v〉 = 0, and the desired fluid
phase mean velocity
〈
u(f)
〉
is known in terms of the input Reynolds number
and other physical properties.
Since the simulations here are for statistically homogeneous flow, all the
mean quantities in the fluid phase are computed by first volume–averaging
the flow variable for one realization (corresponding to a particle configura-
tion), and subsequently, ensemble averaging over different particle configura-
tions (corresponding to the same physical parameters). The mean quantities
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Table 1 The numerical and physical parameters of simulations. (number of particles, Np,
the number of grid cells across the diameter of a particle, dp/∆x, the ratio of the length of
the box to the particle diameter, L/dp, Reynolds number, Rem and particle–to–fluid density
ratio, ρp/ρf )
φ dp/∆x L/dp Np Rem ρp/ρf
0.1 20 7.5 80 20 0.001, 0.01, 0.1, 10, 100, 1000
0.2 20 7.5 161 20 0.001, 0.01, 0.1, 10, 100, 1000
0.3 30 5 71 20 0.001, 0.01, 0.1, 10, 100, 1000
0.4 30 5 95 20 0.001, 0.01, 0.1, 10, 100, 1000
in the dispersed phase are computed by averaging over all particles and then
ensemble averaging over different particle configurations. Mehrabadi et al. [24]
have shown that the ensemble–averaged means obtained with 65 realizations
is converged and lies within the 95% confidence intervals obtained with 5 re-
alizations. Therefore, five independent realizations were simulated for all the
cases in this study.
The initial positions of the particles are obtained following elastic colli-
sions (in the absence of interstitial fluid) starting from a lattice arrangement
with a Maxwellian velocity distribution. The simulations are initialized with a
uniform mean flow for the fluid phase and zero granular temperature for the
particles and are carried out until a steady value of k(f) and k(p) is attained.
Different numerical and physical parameters used for completing simula-
tions are reported in Table 1. The grid resolution used in this study is the
same as our previous works [40,24] in which we have shown is enough to get
converged results. Note that the lower limit of the density ratio corresponds
to gaseous bubbles in water, while the upper limit is characteristic of fluid cat-
alytic cracking catalyst particles in air. Although a complete parametric study
needs simulations for different Reynolds numbers, the total combination of pa-
rameters is very high with ρp/ρf included. Therefore, the simulations here are
only done for one Reynolds number, Rem = 20.
4 Results
In this section, the effect of density ratio on velocity fluctuations in particles
and fluid is presented. The mean drag force which determines the rate of which
energy transfer from mean to fluctuations is then discussed, followed by the
variation of mixture energy with density ratio and volume fraction. Finally,
the range of Stokes number for the cases considered in this study is examined.
4.1 Effect of density ratio on dispersed phase velocity fluctuations
Velocity fluctuations of the dispersed phase are usually quantified by the gran-
ular temperature. The granular temperature at statistically stationary state,
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Fig. 1 (a) Granular temperature, T , normalized by mean slip velocity squared, |〈W〉|2, as
a function of density ratio, ρp/ρf , for different volume fractions, φ, and Rem = 20. The
correlation by Tenneti et al. [41] (Eq. 2) is also shown for comparison. (b) Comparison of
PR–DNS results for φ = 0.3 with modified version of Eq. (2) in which ρp is replaced by ρtotp
for two different Cam. Symbols show PR–DNS data and lines present the correlation. The
error bars represent 95% confidence intervals.
normalized by the square of the mean slip velocity, for different volume frac-
tions and density ratios is shown in Fig. 1(a). Note that there is no relative
motion in the case of the neutrally buoyant particles, ρp/ρf = 1, since the
particles move with the fluid and consequently the Reynolds number (mean
slip velocity) is zero [2]. Granular temperature calculated from Eq. (2), the
correlation proposed by Tenneti et al. [41] for freely evolving suspensions of
gas–solid flows, at the same Reynolds number, solid volume fractions and den-
sity ratio is also shown in this figure by lines for comparison. According to this
correlation, the granular temperature will increase continuously with decreas-
ing density ratio. However, the PR–DNS data show that granular temperature
reaches an asymptotic value for buoyant particles (particles with density ratio
smaller than one). This correlation, and also a similar correlation by Tang
et al. [38] which gives the same dependence between T and ρp/ρf , were es-
tablished for gas–solid flows and are explained by the reasoning that lighter
particles move faster due to lower inertia. Although this explanation is logical,
the added mass effect should be considered for gas–liquid and bubbly flows.
Added mass is an added inertia to a particle as it accelerates (or deceler-
ates) and moves (or deflects) a portion of its surrounding fluid. The added mass
is defined by a fraction of the displaced fluid mass i.e. the fluid density times
the volume of the particle, mam = Cam (ρfVp), where Cam is a dimensionless
coefficient called the added mass coefficient and Vp is the volume of particle.
The added mass coefficient Cam is obtained from potential flow theory to be
0.5, and is widely used in the literature even for viscous flows.
With this definition, the total inertia of a particle is ρtotp = ρp + Camρf
and the total particle to fluid density ratio is ρtotp /ρf = ρp/ρf + Cam which
shows the added mass effect becomes important if ρ ∼ O (Cam) or smaller.
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Note that the added mass is only important in unsteady flows (accelerating or
decelerating particles) and the simulations in this study reach a statistically
stationary state. Therefore, there is no added mass effect in an average sense
and only the motion of individual particles and their fluctuating velocity or
acceleration is affected by added mass.
Finally, it is concluded that asymptotic behavior of T could be explained
by two competing effects: particle inertia and added mass which changes the
total inertia of a particle. Lighter particles move faster due to lower inertia and
consequently have a higher granular temperature but their inertia has a lower
limit determined by the added mass and as a result the granular temperature
has an upper limit (the asymptotic value).
As a first step to modify the correlation given in Eq. (2) to capture the
asymptotic behavior, one can replace ρp/ρf with ρ
tot
p /ρf . Comparison of PR–
DNS results for φ = 0.3 and the modified correlation with this change for
two different Cam values is shown in Fig. 1(b). This small modification with
Cam = 0.5 predicts the right qualitative behavior of PR–DNS data. It is
also possible to reproduce the correct magnitude quantitatively by choosing
an appropriate value for the added mass coefficient. The modified correlation
with Cam = 8 matches the PR–DNS data. Although the added mass coefficient
increases with volume fraction, the Cam value of 8 is much higher than the
reported value in the literature [47,43,4,35]. So it seems more reasonable to
fit a new function to PR–DNS data while accounting for the added mass effect
with the modification introduced here.
4.2 Effect of density ratio on fluid phase velocity fluctuations
Velocity fluctuations in the fluid phase are expressed by the turbulent kinetic
energy. Fig. 2(a) shows the data for k(f), scaled with the mean slip energy,
Eslip = 〈W ·W〉/2, obtained from PR–DNS for Rem = 20 and different
density ratios and volume fractions. The PTKE k(f) calculated from Eq. (1),
the correlation proposed by Mehrabadi et al. [24] for fixed particles in gas–solid
flow, at the same Reynolds number and solid volume fractions is also shown
in this figure by lines.
The comparison of k(f) with the correlation indicates that the level of fluid
phase velocity fluctuations is enhanced by decreasing ρp/ρf for all φ values
other than 0.1. In Fig. 2(b), the percentage increase of k(f) in comparison
to fixed beds (the infinite inertia case) is plotted to illustrate the effect of
inertia. This figure shows that the increase of k(f) in particle suspensions of
high density ratios (ρ = 100, 1000) from its value in the corresponding fixed
bed is less than 15%. A similar conclusion was also made by Mehrabadi et al.
[24] for volume fraction up to 20%, which is now extended to volume fraction
up to 40%. This observation confirms that approximating high Stokes number
suspensions by a fixed bed simulation, which was employed in earlier studies
[46,39], is a valid simplification.
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Fig. 2 (a) Pseudo–turbulent kinetic energy, k(f), normalized by mean slip energy, Eslip,
as a function of ρp/ρf for different volume fractions, φ, and Rem = 20. The correlation by
Mehrabadi et al. [24] for fixed beds (Eq. 1) is also shown for comparison. Symbols show
PR–DNS data and lines present the correlation. The error bars represent 95% confidence
intervals. (b) The percentage increase of k(f) in comparison to the correlation for fixed beds.
The increase in k(f) from its value in the corresponding fixed bed reaches
a maximum of 35% for low–density ratios, which shows the importance of
quantifying pseudo–turbulence in solid–liquid and bubbly flows. Interestingly,
a trend similar to granular temperature is observed in Fig. 2. The PTKE k(f)
also increases and reaches a constant value for lower density ratios and volume
fractions larger than 0.2. The reason for the different variation of k(f) versus
ρp/ρf for volume fraction 0.1 and higher volume fractions could be due to wake
interactions. At low volume fractions, the wakes behind each particle are not
affected by other particles, however, at higher volume fraction the wakes from
different particles interact with each other. This interaction could increase the
velocity fluctuations of the fluid phase. To verify this explanation, the ratio of
the length scale associated with fluid phase velocity fluctuations to the local
average interparticle spacing are quantified using our simulations. The details
of how to calculate these length scales are presented by Mehrabadi et al. [24].
Mehrabadi et al. [24] use the Eulerian two–point correlation of fluid phase
velocity fluctuations to define a characteristic length for fluid phase velocity
fluctuations L||,|| and use the radial distribution function g(r) which is the
probability of finding a particle at separation r given that there is a particle
at the coordinate origin to define a characteristic local interparticle spacing
Lint within a neighborhood of a test particle. The ratio of these length scales
is shown in figure 3 for ρp/ρf = 0.001. This figure clearly shows that L||,|| is
smaller than Lint for φ = 0.1 which means particles do not affect the wake of
other particles in this case while for larger volume fractions the length scale of
fluid phase velocity fluctuations is larger than the local average interparticle
spacing.
The asymptotic behavior of k(f) can be explained through its connection
to the granular temperature. In fact, the velocity fluctuations in fluid and
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Fig. 3 Ratio of the length scale of fluid phase velocity fluctuations to the corresponding
local interparticle spacing for ρp/ρf = 0.001 and different volume fractions.
particles in a system are coupled together dynamically and the source for
their generation is the mean drag force [30]. The mean relative motion of
particles through the fluid results in a mean drag force 〈Fd〉 acting on the
suspension. The rate of energy transfer effected by this force, Π(m) = 〈Fd〉 ·
〈W〉, according to the principle of conservation of interphase turbulent kinetic
energy transfer proposed by Xu and Subramaniam [45], is responsible for the
generation of velocity fluctuations in the system. This principle states that
Π(m) is divided into sources of interphase TKE transfer in the fluid phase
Π(f) and the particle phase Π(p), which appear in the evolution equations
of k(f) and k(p), respectively. At the statistically stationary state, it is shown
that Π(p) is zero and Π(f) balances with viscous dissipation [24].
It is also shown by Wylie et al. [44], and later by Tenneti et al. [39] and Tang
et al. [38], that mean drag force itself is affected by the velocity fluctuation
in particles in freely suspensions of gas–solid flow. A similar description is
also given for bubbly flows by Risso [30] that mean relative motion of bubbles
is responsible for the generation of fluid velocity fluctuations which in turn
modify velocity fluctuations in bubbles and the mean relative motion between
phases.
In Fig. 4, the mean drag normalized by Stokes drag, Fst = 3piµdp(1− φ) |〈W〉|,
is shown as a function of density ratio for different volume fraction at Rem =
20. The drag force obtained from the drag correlation proposed by Tenneti et
al. [40] for fixed particles in gas–solid flow, collectively referred to as TGS, at
the same Reynolds number and solid volume fractions, is also shown in this
figure by lines. As Fig. 4 shows, the mean drag force is not affected by density
ratio and is fairly constant for each volume fraction. An important consequence
of this observation is that Π(m) is also fairly constant with changing density
ratio because Π(m) = 〈Fd〉 · 〈W〉 and all the simulations in this study are
for the same mean slip. Even so, the steady value of kinetic energy contained
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Fig. 4 Drag force, Fd, normalized by Stokes drag force, Fst, as a function of ρp/ρf for
different volume fractions φ and Rem = 20. The drag correlation by Tenneti et al. [40] for
fixed beds is also shown for comparison. Symbols show PR–DNS data and lines present the
correlation. The error bars represent 95% confidence intervals.
in the fluid and particle velocity fluctuations does depend on density ratio,
corresponding to the steady state balance of Π(m) with fluid phase dissipa-
tion (which we consequently deduce is also fairly constant with density ratio).
Therefore, we argue that the steady values of k(f) and k(p) are determined by
the density ratio (relative inertia of the phases), the effect of added mass and
the interaction of particle wakes between neighbors.
4.3 Dependence of kinetic energy of the two–phase mixture
The turbulent kinetic energy and the granular temperature plots presented
thus far represent the energy per unit mass of each phase. Greater insight into
the partitioning of energy in phase velocity fluctuations is gained by examining
the density–weighted kinetic energy, which is defined as e˜(f) = ρf (1 − φ)k(f)
for the fluid phase and e˜(p) = ρpφ k
(p) for the dispersed phase. The sum of
these density–weighted energies is called the mixture energy, e˜(m) = e˜(f)+ e˜(p).
Mehrabadi et al. [24] have shown that the kinetic energy of the fluid phase is
as important as the kinetic energy of the dispersed phase in gas–solid flows.
Therefore, it is of interest to look at the kinetic energy of each phase and
mixture energy for the whole range of density ratios used in this study.
Fig. 5 shows the density–weighted kinetic energies of fluid and particles and
also mixture energy of the two–phase system. These energies are normalized
by the kinetic energy in the mean slip E˜slip = ρfE
slip. The change of e˜(f)
versus density ratio for different volume fractions (Fig. 5(a)) is similar to k(f)
(Fig. 2(a)), since multiplication of k(f) with density and volume fraction of
fluid gives e˜(f). Fig. 5(b) shows that e˜(p) decreases with decreasing density
ratio and becomes almost zero for buoyant particles This is as expected since
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Fig. 5 The density–weighted kinetic energy normalized by the fluid energy corresponding to
the mean slip velocity in (a) fluid velocity fluctuations, e˜(f), (b) particle velocity fluctuations,
e˜(p), and (c) mixture energy, e˜(m). The error bars represent 95% confidence intervals.
it is multiplied with the particle density which goes to zero. This figure also
reveals that buoyant particles pick up less energy for themselves.
The mixture energy for different density ratios and volume fraction is shown
in Fig. 5(c) which shows that mixture energy decreases with decreasing density
ratio. This leads to the conclusion that low ρp/ρf systems are less efficient in
extracting energy to fluctuations from the mean flow. This is in spite of the
fact that the rate at which energy is transferred, Π(m), is almost the same for
all density ratios and each volume fraction according to the Fig. (4).
It is also clear in Fig. (5) that the main source of mixture energy is e˜(f) for
low–density ratios, while both e˜(f) and e˜(p) have a contribution to the mixture
energy for higher density ratios. Also note that beyond the density ratio of 10,
the particle density is so high that even small level of fluctuating energy, k(p),
in the particles results in the mixture energy being larger than the energy in
the mean slip. One may argue that a better scale for fluctuating energy can
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Table 2 Stokes number based on the definition in Eq. (10) for different cases. (Rem = 20
and Cam = 0.5)
ρ φ = 0.1 φ = 0.2 φ = 0.3 φ = 0.4
0.001 0.160 0.135 0.123 0.099
0.01 0.166 0.136 0.121 0.103
0.1 0.191 0.166 0.138 0.125
10 3.632 3.056 2.287 1.901
100 36.87 26.97 22.97 20.04
1000 380.2 291.2 252.7 218.4
be derived from either the energy transfer rate or dissipation rate (which are
equal at statistically stationary state) but this requires us to determine the
appropriate time scale for dissipation which is the subject for future studies.
4.4 A note on Stokes number
An important dimensionless number in dispersed multiphase flow is the parti-
cle Stokes number, St, which is defined as the ratio of the particle momentum
response time, τp, to the characteristic time of the flow, τf . For small Stokes
number, the particles follow the streamlines of fluid and for higher values, they
continue moving on their initial trajectory.
The characteristic fluid time scale τf is defined using a characteristic length
and velocity, which in this problem are diameter of the particle, dp, and mean
slip velocity, |〈W〉|, respectively:
τf =
dp
|〈W 〉| . (8)
The momentum response time of the particle τp is defined as [2]:
τp =
(ρp/ρf + Cam) d
2
p
18νf
1
Fd (Rem, φ)
, (9)
which is modified in comparison to the particle response time for gas–solid flow
in Stokes regime
(
ρpd
2
p/18µf
)
, to account for the effects of volume fraction,
finite Reynolds number and added mass. With these definitions, the Stokes
number is calculated as:
St =
τp
τf
=
(ρp/ρf + Cam)
18
Rem
(1− φ)
1
Fd (Rem, φ)
. (10)
The Stokes number for simulations done in this study is given in Table (2).
As the table shows, buoyant particles have Stokes number smaller than one
which means they move along the streamlines of the fluid and quickly adapt to
the surrounding flow. On the other hand, particles with higher density ratios
have St larger than one and so particles follow their own path.
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4.5 Effect of particle rotation
In previous sections, the rotation of particles was not considered. The main
reason for this assumption is that our simulations present rising or sedimenting
of particles in the absence of mean shear flow. Therefore, mean torque of the
particles is zero and other mean quantities are not affected by considering the
rotation of particles. To show the accuracy of this assumption, a comparison
between rotating and non–rotating particles is done in this part. Rotation of
each particle in PUReIBM is evolved by updating its rotational velocity, Ω,
according to:
I
dΩ
dt
= Th +
∑Np
j=1
j 6=i
T
(ij)
c , (11)
where I is the moment of inertia of particles, Th is the hydrodynamic torque
and Tc is the collisional torque which is zero for frictionless particles.
The comparison of results for a case with ρp/ρf = 10, φ = 0.4 and
Rem = 20 shows that the mean drag does not change much when rotation
is included. In fact, the difference in mean drag for rotating and non–rotating
particles is less than 10% of the standard deviation in drag of non–rotating
particles. The mean lift force is essentially zero for both cases. The changes
in pseudo–turbulent kinetic energy and the granular temperature for rotating
and non–rotating particles are also less than 10%. A difference in the PDFs of
quantities may be seen, but because of high statistical variability owing to the
relatively small number of samples, it is difficult to conclude that this change
is statistically significant.
4.6 Importance of lubrication force
In numerical methods like IBM when the distance between the surface of
particles become less than a grid point the flow field is not captured correctly
and the lubrication force is not completely resolved. To resolve lubrication
force, it is necessary to use a fine grid with very small time step. However, it is
argued that details of lubrication and collision model are only important when
the trajectory of the individual particle is investigated while average statistics
of large systems are not affected by these details [1]. Results of simulation with
considering lubrication force are presented here to show that the lubrication
force does not affect the mean values and it only affects PDFs. The lubrication
force is modeled as [34,33]:
Fijlub =

0 δ < col
−6piµd
2
p
16
(
1
δ
− 1
lub
)
Uij · nij col < δ < lub
0 δ > lub
, (12)
where Fijlub is the lubrication force, Uij is relative velocity between particle i
and j, nij is unit vector pointing out from the center of particle i to the center
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of particle j, δ = |xi − xj |−dp is surface to surface distance between particle i
and j, lub is the cut–off distance over which lubrication force is negligible and
col has a non–zero positive value to prevent singularity in lubrication force
as δ → 0. Even with considering lubrication force, there is some situation in
which particles collide to each other in this case we use the same collision
model already introduced with a small change that the collision starts when
δ < col which accounts for the roughness of the particle surface.
The results of a simulation with ρp/ρf = 10, φ = 0.4 and Rem = 20 show
that the mean quantities do not change much when lubrication is included. In
fact, considering lubrication force changes the mean values by less than 5%.
The parameters of lubrication force used for this simulation are lub/dp = 0.5
and col/dp = 0.0003 which are suggested in earlier works [33,1]. Note that
the lubrication force itself is pairwise conservative and does not affect the
mean drag. However, doing the simulations with and without lubrication force
will result in different configurations of particles at statistically stationary
state which will have different mean drag, but this will not affect mean values
reported in the manuscript since those are ensemble–averaged means obtained
with 5 different realizations.
It is also important to verify that considering lubrication force does not af-
fect the homogeneity of particle configuration at statistically stationary state.
For this reason, the radial distribution function g(r) of two cases (with and
without lubrication force modeling) is shown in figure 6. This figure shows that
g(r) is not changed significantly with considering lubrication and its value is
almost unity which means particle configuration is homogeneous. The most
obvious difference of g(r) between these two cases is close to r/dp = 1. In the
absence of lubrication force, g(r) is larger for 0.96 < r/dp < 1 which means
more particles are in contact and have overlap. In the case of lubrication force,
g(r) is larger for 1 < r/dp < 1.04 which means many particles come very close
but lubrication force does not allow them to collide.
In summary, the effect of lubrication force on mean quantities is not statis-
tically significant and only may be seen in the PDFs and the pair correlation
close to contact.
4.7 Reynolds stress tensor of pseudo–turbulent fluid phase velocity
fluctuations
In Section 4.2, velocity fluctuations in the fluid phase were expressed using
k(f) which is, in fact, the trace of the fluid phase Reynolds stress defined as:
R
(f)
ij =
〈
I(f)u
′′(f)
i u
′′(f)
j
〉
〈
I(f)
〉 . (13)
Using this definition, fluid phase anisotropy tensor can be calculated as:
b
(f)
ij =
R
(f)
ij
2k(f)
− 1
3
δij . (14)
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Fig. 6 Comparison of radial distribution function of particles for a case with and one
without lubrication force modeling. ρp/ρf = 0.1, φ = 0.3 and Rem = 20.
It is known that anisotropy of fluid phase Reynolds stress in particle–laden
flows modifies the structure of the carrier phase [42,46] and may have an
effect on, e.g., scalar dispersion rates.
Figure 7 shows the normal components of anisotropy along the stream-
wise (b
(f)
||,||) and spanwise (b
(f)
⊥,⊥) directions. This figure shows that the level
of anisotropy is almost independent of density ratio and the increase of solid
volume fraction causes a decrease in the level of anisotropy. The results for
the cross–correlation of velocity fluctuations b
(f)
||,⊥ are not presented here since
they are at least two orders of magnitude smaller than the normal compo-
nents. Figure 7 also shows that b
(f)
||,|| is larger in magnitude compared to b
(f)
⊥,⊥
which means the state of pseudo–turbulent fluid phase velocity fluctuations is
axisymmetric [27].
5 Conclusion
In this work the PR–DNS approach is used to simulate freely evolving sus-
pensions by imposing no–slip and no–penetration boundary conditions on the
surface of particles for a wide range of volume fractions (0.1 ≤ φ ≤ 0.4) and
density ratios (0.001 ≤ ρp/ρf ≤ 1000) which covers gas–solid, solid–liquid and
gas–liquid (bubbly) flows. The goal of this paper was to study the effect of
density ratio on velocity fluctuation of fluid and particles. It should be noted
that these simulations are for rigid particles (for low ρp/ρf corresponding to
small bubbles in contaminated liquid), although we expect these results do
not change significantly even for deforming bubbles.
It is shown that the granular temperature increases with decreasing den-
sity ratio and reaches an asymptotic value. The physics of the added mass
effect explains this behavior albeit with an unrealistically large value of the
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Fig. 7 Normal components of fluid phase Reynolds stress tensor are shown for different φ
and ρp/ρf at Rem = 20. The error bars represent 95% confidence intervals.
added mass coefficient. With decreasing density ratio, the inertia of particles
decreases and particles can move faster so one might expect the granular tem-
perature increases as predicted by correlation of Tenneti et al. [41] (although it
was generated from data for density ratio in the range of 100 ≤ ρp/ρf ≤ 2000).
Here it is explained that the inertia of buoyant particles is increased due to
the added mass and therefore we find from PR–DNS that the granular tem-
perature reaches a constant value for low–density ratios. It is also discussed
that accounting for the added mass in the original correlation of Tenneti et al.
[41] correctly reproduces the qualitative trend and by choosing an appropriate
value for Cam it can even give the correct quantitative value.
The effect of density ratio on k(f) is almost similar to the granular temper-
ature. The results reveal that the level of k(f) increases and reaches a constant
value with decreasing density ratio for all volume fractions greater than 0.2.
This behavior is also connected to the added mass effect since T and k(f) are
coupled together. Since one of them, T , reaches an asymptotic value, the other
one, k(f) follows the same behavior. Looking at the variation of k(f) with den-
sity ratio shows that there is a change in behavior for φ = 0.1 when compared
to higher volume fractions. This difference in behavior for low volume fraction
systems could be explained in terms of the wake interactions. At higher vol-
ume fractions, the wakes behind particles are broken up due to the neighbor
particles while there is no wake interaction at lower volume fractions.
The density–weighted energy of fluid and particles and mixture energy are
also presented. The results show that the mixture energy decreases with de-
creasing density ratios. It is concluded that systems with buoyant particles
extract less energy from the mean flow in comparison to high inertia systems,
although the rate at which energy is extracted from the mean flow to fluctua-
tions (given by Π(m)) is the same.
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A Comparison of Fluid–phase Fluctuating Velocity in Laboratory
Frame and Accelerating Frame
In PUReIBM, the equations of motion are solved in a reference frame that moves with
the mean velocity of the particles. Since the particles will be accelerating in the laboratory
frame, the new reference frame will be a non–inertial frame of reference. This formulation
allows the simulation suspensions with arbitrary values of mean slip velocity as an input
while maintaining average particle motion at rest in the accelerating frame in addition to the
simulation of sedimenting or rising suspensions. In this appendix, it is shown that fluctuating
velocity does not change due to this transformation and then the results of both systems
are compared for a sedimenting case.
Let the velocity of the accelerating frame with respect to the laboratory frame be Vf (t).
The transformation rule for velocity between the two frames is:
u¯ (x, t) = u (x, t)−Vf (t) . (15)
By taking the phasic average of this equation: (recall that
〈
V
(f)
f
〉
V
(t) = Vf (t) since it is
not a function of position):
〈
u¯(f)
〉
V
(t) =
〈
u(f)
〉
V
(t)−Vf (t) , (16)
Substracting Eq. (16) from Eq. (15) gives:
〈
u¯′′(f)
〉
V
(t) =
〈
u′′(f)
〉
V
(t) . (17)
So, the fluctuating velocity of fluid (and in a similar manner fluctuating velocity of particles)
in laboratory frame and accelerating frame are the same.
Next, the results in both frames are compared for a case with ρp/ρf = 100 and Rem = 20
for different volume fractions. In the laboratory frame setup, the Reynolds number is not
known a priori and input of the simulation is Archimedes number defined as:
Ar =
gd3p
(
ρp/ρf − 1
)
νf 2
. (18)
Fig. 8(a) shows the evolution of Reynolds number for different volume fractions for the
sedimentation of solid particles (ρp = 100) under gravity. To get an exact value for Reynolds
number in laboratory frame is only possible through trial and error in selecting the value of
Ar. Since an increase of volume fraction decreases the sedimenting velocity (and Reynolds
number), the Archimedes number is also increased by increasing the volume fraction. For
this case, Archimedes numbers of (1600, 2700, 4900, 9400) are used for volume fraction
(0.1, 0.2, 0.3, 0.4), respectively. In Fig. 8(b), the evolution of fluctuating kinetic energy
obtained from different frames is compared for different volume fractions. As is clear in this
figure, the results from both frames are similar and the change of frame does not affect the
physics of the problem and the results presented earlier in this paper could be considered
as the simulation of dispersed flow under gravity. In the comparison, note that the Rem in
laboratory frame is not exactly the same as the one used in accelerating frame, and, also it
takes more time to reach the statistically stationary state in the laboratory frame.
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Fig. 8 (a) Evolution of mean slip Reynolds number versus time normalized by the char-
acteristic flow timescale, | 〈W〉 | /dp, for different φ. (b) Evolution of k(f) normalized by
mean slip energy Eslip versus normalized time for different φ. In the legend, AF represents
accelerating frame data and LF represents laboratory frame data. The error bars represent
95% confidence intervals.
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