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Abstract
Consider the operator Hψ = −ψ′′ + qψ = λψ, ψ(0) = 0, ψ′(1) + bψ(1) = 0 acting in
L2(0, 1), where q ∈ L2(0, 1) is a real potential. Let λn(q, b), n > 0, be the eigenvalues of
H and νn(q, b) be the so-called norming constants. We give a complete characterization
of all spectral data ({λn}∞0 ; {νn}∞0 ) that correspond to (q; b) ∈ L2(0, 1)×R. If b is fixed,
then we obtain a similar characterization and parameterize the iso-spectral manifolds.
1 Introduction and main results
Consider the Sturm-Liouville problem
−ψ′′ + q(x)ψ = λψ, x ∈ [0, 1], q ∈ L2(0, 1),
with boundary conditions
ψ′(0)− aψ(0) = 0, ψ′(1) + bψ(1) = 0, a, b ∈ R ∪ {∞},
where real q belongs to L2(0, 1), equipped with the norm ‖q‖2 = ∫ 1
0
q(t)2dt. There are a
lot of papers (Borg, Gel’fand, Levitan, Marchenko, Trubowitz, ...) devoted to the inverse
spectral theory for Sturm-Liouville problems on a finite interval (see the books [L], [M],
[PT]). Recall that the inverse problem consists of the following parts:
i) Prove that the spectral data (eigenvalues and some ”additional” parameters) uniquely
determine the potential.
ii) Reconstruct the potential from spectral data.
iii) Characterize all spectral data that correspond to some fixed class of potentials.
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The first uniqueness results were obtained by Borg. The first results about the recon-
struction were obtained by Gel’fand and Levitan (see details in [L], [M]). Trubowitz and
his co-authors ([IT], [IMT], [DT], [PT]) developed the ”analytic” method based on nonlin-
ear functional analysis and the explicit reconstruction procedure for the special case when
only one spectral datum has been changed. The book [PT] contains an elegant complete
solution of the inverse Dirichlet (i.e. a= b= ∞) problem on [0, 1]. In [IT] the case when
(non fixed) a, b run through R was considered (we recall the main result of [IT] in Theorem
5.1) and [IMT] is devoted to the case of fixed a, b ∈ R. These authors ([IT], [IMT]) reduce
the mapping (q, a, b) 7→ {spectral data} to the case of Dirichlet boundary conditions [PT].
This reduction allows to prove the characterization theorem, to construct the isospectral
manifolds (i.e. the set of all (q, a, b) with the same spectrum) and so on.
Consider the case of mixed boundary condition a=∞, b ∈ R. We think that the best
results in this case are those of Dahlberg and Trubowitz [DT]. In order to describe their
results we need some definitions. Define the self-adjoint operator H in L2(0, 1) by
Hψ = −ψ′′ + q(x)ψ, ψ(0) = 0, ψ′(1) + bψ(1) = 0, b ∈ R.
Here and below ( ′) = ∂
∂x
, (˙) = ∂
∂λ
. Denote by {λn(q, b)}∞0 the eigenvalues of H . It is
well-known that all λn(q, b) are simple and satisfy the asymptotics
λn(q, b) = λ
0
n +Q0 + 2b+ µn(q, b), where Q0 =
∫ 1
0
q(t)dt and {µn(q, b)}∞0 ∈ ℓ 2 = ℓ 20 .
Here and below the real Hilbert spaces ℓ2m are given by ℓ
2
m=
{{fn}∞0 :∑n>0(n+1)2mf 2n<∞},
m > 0, and λ0n = π
2(n+ 1
2
)2, n > 0, are the unperturbed eigenvalues. The monotonicity
property λ0 < λ1 < ... gives that if (q; b) runs through L
2(0, 1)×R, then {µn}∞0 doesn’t run
through the whole space ℓ 2. In order to describe this situation, we introduce the open and
convex set
M = {{µn}∞0 ∈ ℓ 2 : λ00+µ0<λ01+µ1<. . .} ⊂ ℓ 2.
Fix some b ∈ R. The main results of [DT] are:
(i) The sequence of real numbers λ∗n = λ
0
n + c
∗ + µ∗n, c
∗ ∈ R, is the spectrum of H for some
potential q ∈ L2(0, 1) if and only if {µ∗n}∞0 ∈ M.
(ii) Let q ∈ L2(0, 1) and e ∈ L2even(0, 1), i.e. e(1−x) = e(x), x ∈ [0, 1]. There are two cases:
(a) there is no potential p ∈ L2(0, 1) such that the Dirichlet spectrum of p coincides with the
Dirichlet spectrum of e and λn(p, b) = λn(q, b) for all n > 0; (b) such a potential p is unique.
An explicit condition which distinguishes the cases (a) and (b) from each other is given in
terms of {λn(q, b)}∞0 and the Dirichlet spectrum of e.
Roughly speaking, (ii) describes the bijection between the set of isospectral potentials
Isob({λ∗n}∞0 ) = {q ∈ L2(0, 1) : λn(q, b) = λ∗n for all n > 0}. (1.1)
and some open subset of L2even(0, 1) (see [DT] for details).
The main goal of our paper is to give a more explicit characterization of spectral data in
the style of [PT], [IT] and to parameterize the isospectral manifolds in a more classic way.
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Let ϕ(x) = ϕ(x, λ, q) and ξb = ξb(x, λ, q) be solutions of −ψ′′ + q(x)ψ = λψ such that
ϕ(0) = 0, ϕ′(0) = 1 and ξb(1) = −1, ξ′b(1) = b.
Note that the eigenvalues λn(q, b) are the roots of the Wronskian
w(λ) = w(λ, q, b) = {ϕ, ξb}(λ, q) = ϕ′(1, λ, q) + bϕ(1, λ, q),
where {ϕ, ξb} = ϕξ′b − ϕ′ξb. The Hadamard Factorization Theorem implies the identity
w(λ, q, b) = cos
√
λ ·
∏ λ− λn(q, b)
λ− λ0n
, λ ∈ C. (1.2)
Let ψn(x) = ψn(x, q, b) be the n-th normalized eigenfunction of H such that ψ
′
n(0)>0. We
introduce the norming constants (”additional” spectral data) by
νn(q, b) = log [(−1)nϕ(1, λn(q, b), q)] = log
∣∣∣ψn(1, q, b)
ψ′n(0, q, b)
∣∣∣ , n > 0, (1.3)
ν0n = νn(0, 0) = − log k0n, where k0n =
√
λ0n = π(n+
1
2
).
Recall that λn(q, b) = λ
0
n +Q0 + 2b+ µn(q, b). Our main result is
Theorem 1.1. (i) The mapping
Φ : (q; b) 7→ (Q0+2b ; {µn(q, b)}∞0 ; {νn(q, b)− ν0n}∞0 )
is a real-analytic isomorphism between L2(0, 1)× R and R×M× ℓ 21 .
(ii) For each (q; b) ∈ L2(0, 1)× R the following identity is fulfilled:
b =
∑
n>0
(
2− e
νn(q,b)
|w˙(λn, q, b)|
)
. (1.4)
Remarks. i) In the proof of (i) we use the method from [PT]. The main ingredients are
nonlinear functional analysis and the explicit reconstruction procedure, when only one λn or
νn has been changed. Using similar arguments, it is possible to reprove the main result of
[IT], i.e. the complete characterization of spectral data in the case (q, a, b) ∈ L2(0, 1)× R2,
without the reduction to the inverse Dirichlet problem.
ii) Identity (1.4) gives the explicit expression of b in terms of spectral data (in the case
a =∞). This can be rewritten in the form b =∑n>0(2−‖ξb(·, λn, q)‖−2L2(0,1)) (see Lemma 2.2).
Note that similar identities were proved in [JL] using the technique of transmutation oper-
ators and the Gel’fand-Levitan equation. Our proof is based on the contour integration. In
Sect. 5 (Appendix) we prove the analogue of (1.4) in the case a, b ∈ R.
Fix some b ∈ R (for instance, b=0 gives the boundary conditions ψ(0)=0, ψ′(1)=0). In
this case spectral data {λn}∞0 , {νn}∞0 are not independent since they satisfy the nonlinear
equation (1.4). Fortunately, the first eigenvalue λ0(q, b) can be uniquely reconstructed from
the other spectral data (i.e. {λn}∞1 and {νn}∞0 ). More precisely, we have
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Corollary 1.2. For any fixed b ∈ R the mapping
Φb : q 7→
(
Q0 ; {µn+1(q, b)}∞0 , {νn(q, b)− ν0n}∞0
)
is a real-analytic isomorphism between L2(0, 1) and R×M(1) × ℓ 21 , where
M(1) = {{µn+1}∞0 ∈ ℓ 2 : λ01+µ1<λ02+µ2<. . .} ⊂ ℓ 2.
It is possible to ”remove” from the spectral data not only the first eigenvalue λ0 but also
one norming constant. Recall that for any sequence {λ∗n}∞0 such that λ∗n = λ0n + c∗ + µ∗n,
where (c∗; {µ∗n}∞0 ) ∈ R×M, the set of isospectral potentials Isob({λ∗n}∞0 ) is defined by (1.1).
Note that
w(λ, q, b) = w∗(λ) = cos
√
λ ·
∏
n>0
λ−λ∗n
λ−λ0n
for each q∈ Isob({λ∗n}∞0 ).
Corollary 1.3. Fix some b ∈ R and let (c∗; {µ∗n}∞0 ) ∈ R ×M. Then for each m > 0 the
mapping
q 7→ {νn(q, b)− ν0n}∞n=0,n 6=m
is a real-analytic isomorphism between Isob({λ∗n}∞0 ) and the open nonempty set N bm ⊂ ℓ 21
given by
N bm =
{
{νn − ν0n}∞n=0,n 6=m ∈ ℓ 21 :
∑
n:n 6=m
(
2− e
νn
|w˙∗(λ∗n)|
)
> b− 2
}
. (1.5)
Remark. Let {νn − ν0n}n:n 6=m = tγ, where t ∈ R, γ = {γn}n:n 6=m ∈ ℓ 21 and γn > 0, n 6= m.
Then, due to the monotonicity reasons, there exists t0 ∈ R such that tγ ∈ N bm iff t < t0.
In conclusion, note that the method from [PT] works well in other inverse spectral prob-
lems with a purely discrete spectrum. In particular, this scheme was applied in the paper
[CKK] devoted to the inverse problem for the perturbed harmonic oscillator on R. The
inverse problem for the harmonic oscillator in R3 perturbed by a spherically symmetric po-
tential is reformulated as a problem on the half-line R+ and it is solved in [CK]. In the last
case the boundary conditions are essentially nonsymmetric and it gives an extra motivation
to investigate the case of mixed conditions on [0, 1], which are also essentially nonsymmetric.
We describe the plan of the paper. In Sect. 2 we prove identity (1.4) and the Uniqueness
Theorem. Sect. 3 is devoted to the analytic properties of the mapping Φ. In Sect. 4 we
prove our main results: Theorem 1.1 and Corollaries 1.3, 1.2. Sect. 5 (Appendix) is devoted
to the modifications of identity (1.4) and Corollary 1.2 to the case a, b ∈ R.
Acknowledgments. Dmitry Chelkak was partly supported by grants VNP Minobrazo-
vaniya 3.1–4733, RFFR 03–01–00377 and NSh–2266.2003.1. Evgeny Korotyaev was partly
supported by DFG project BR691/23-1. Some part of this paper was written at the Mittag-
Leffler Institute, Stockholm. The authors are grateful to the Institute for the hospitality.
The authors would like to thank Markus Klein for useful discussions.
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2 Preliminaries and proof of identity (1.4)
Introduce the fundamental solutions ϑ(x, λ, q), ϕ(x, λ, q) of the differential equation
− ψ′′ + q(x)ψ = λψ, λ ∈ C, (2.1)
such that
ϑ(0, λ, q) = ϕ′(0, λ, q) = 1, ϑ′(0, λ, q) = ϕ(0, λ, q) = 1.
For each x ∈ [0, 1] the functions ϑ, ϑ′, ϕ, ϕ′ are entire with respect to (λ, q) ∈ C × L2
C
(0, 1)
(see [PT]). Moreover, the following asymptotics are fulfilled:
ϑ(x, λ, q) = cos
√
λx+
1
2
√
λ
∫ x
0
(
sin
√
λx+ sin
√
λ(x− 2t)
)
q(t)dt+O
(e| Im√λ|x
|λ|
)
, (2.2)
ϑ′(x, λ, q) = −
√
λ sin
√
λx+
1
2
∫ x
0
(
cos
√
λx+ cos
√
λ(x− 2t)
)
q(t)dt+O
(e| Im√λ|x
|λ|1/2
)
, (2.3)
ϕ(x, λ, q) =
sin
√
λx√
λ
+
1
2λ
∫ x
0
(
− cos
√
λx+ cos
√
λ(x− 2t)
)
q(t)dt+O
(e| Im√λ|x
|λ|3/2
)
, (2.4)
ϕ′(x, λ, q) = cos
√
λx+
1
2
√
λ
∫ x
0
(
sin
√
λx− sin
√
λ(x− 2t)
)
q(t)dt+O
(e| Im√λ|x
|λ|
)
(2.5)
as |λ| → ∞, uniformly on bounded sets of (x; q) ∈ [0, 1]× L2C(0, 1).
Lemma 2.1. For each (q; b) ∈ L2(0, 1)× R and n > 0 the following identities are fulfilled:
‖ϕ(·, λn, q)‖2 = (−1)n+1eνnw˙(λn, q, b), ‖ξb(·, λn, q)‖2 = (−1)n+1e−νnw˙(λn, q, b),
ψ2n(x, q, b) =
ϕ(x, λn, q)ξb(x, λn, q)
w˙(λn, q, b)
,
where λn = λn(q, b) and νn = νn(q, b).
Proof. Let ϕ(x) = ϕ(x, λn, q), ξb(x) = ξb(x, λn, q) and so on. Definition (1.3) yields
ϕ(x) = −ϕ(1)ξb(x) = (−1)n+1eνnξb(x).
This identity and ϕ2 = {ϕ˙, ϕ}′ give
‖ϕ‖2 = {ϕ˙, ϕ}(1) = (−1)n+1eνn(ϕ˙ξ′b − ϕ˙′ξb)(1) = (−1)n+1eνnw˙(λn, q, b),
since ϕ˙(0) = ϕ˙′(0) = ξ˙b(1) = ξ˙′b(1) = 0. Furthermore, we have
ψ2n(x) =
ϕ2(x)
‖ϕ‖2 =
ϕ(x) · (−1)n+1e−νnϕ(x)
w˙(λn, q, b)
=
ϕ(x)ξb(x)
w˙(λn, q, b)
and ‖ξb‖2 = e−2νn‖ϕ‖2 = (−1)n+1e−νnw˙(λn, q, b).
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Lemma 2.2. For each (q; b) ∈ L2(0, 1)× R the identity
b =
∑
n>0
(
2− e
νn
|w˙(λn, q, b)|
)
holds true, where λn = λn(q, b) and νn = νn(q, b), n>0.
Proof. Consider the meromorphic function
f(λ) =
ϕ(1, λ, q)
w(λ, q, b)
=
ϕ
ϕ′ + bϕ
(1, λ, q), λ ∈ C.
All roots λn = λn(q, b) of w(λ) = w(λ, q, b) are simple and sign w˙(λn) = (−1)n+1. Therefore,
definition (1.3) gives
res
λ=λn
f(λ) =
ϕ(1, λ, q)
w˙(λn)
=
(−1)neνn
w˙(λn)
= − e
νn
|w˙(λn)| , n > 0, (2.6)
Put |λ| = π2m2 →∞. Then, due to (2.4), (2.5) and ∫ 1
0
eik(1−2t)q(t)dt = o(e| Im k|), |k| → ∞,
we have
f(λ) =
λ−1/2 sin
√
λ− λ−1 cos√λ · 1
2
Q0 + o(λ
−1e| Im
√
λ|)
cos
√
λ+ λ−1/2 sin
√
λ · (1
2
Q0 + b) + o(λ−1/2e| Im
√
λ|)
=
λ−1/2 tan
√
λ− λ−1 · 1
2
Q0 + o(λ
−1)
1 + λ−1/2 tan
√
λ · (1
2
Q0 + b) + o(λ−1/2)
= λ−
1
2 tan
√
λ− λ−1 · 1
2
Q0 − λ−1 tan2
√
λ · (1
2
Q0 + b) + o(λ
−1).
Let f0(λ) = λ
− 1
2 tan
√
λ. Applying the Cauchy Theorem in the disk |λ| < π2m2, we obtain
m∑
n=0
(
res
λ=λn
f(λ)− res
λ=λ0n
f0(λ)
)
= −1
2
Q0 − (12Q0 + b) ·
m∑
n=0
res
λ=λ0n
(f0(λ))
2. (2.7)
Note that
f0(λ) =
tan
√
λ√
λ
= − 2
λ−λ0n
(
1 +
λ−λ0n
4λ0n
+O
(
(λ−λ0n)2
))
as λ→ λ0n, n > 0.
Hence,
res
λ=λ0n
f0(λ) = −2, res
λ=λ0n
(f0(λ))
2 = − 2
λ0n
, n > 0,
and ∑
n>0
res
λ=λ0n
(f0(λ))
2 = − 2
π2
∑
n>0
1
(n+ 1
2
)2
= − 2
π2
· π
2
2
= −1.
Substituting these identities and (2.6) into (2.7), we obtain (1.4) as m→∞.
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Theorem 2.3 (Uniqueness Theorem). Let λn(q, b) = λn(p, h) and νn(q, b) = νn(p, h) for
all n > 0 and some (q; b), (p; h) ∈ L2(0, 1)× R. Then (q; b) = (p; h).
Proof. Lemma 2.2 immediately gives b = h. The rest of the proof is standard (see p. 58 [PT]).
Define functions
f1(λ, x) =
F1(λ, x)
w(λ, q, b)
, F1(λ; x) = ϕ(x, λ, p)ξ
′
b(x, λ, q)− ξb(x, λ, p)ϕ′(x, λ, q),
f2(λ, x) =
F2(λ, x)
w(λ, q, b)
, F2(λ, x) = ϕ(x, λ, p)ξb(x, λ, q)− ξb(x, λ, p)ϕ(x, λ, q).
Recall that
w(λ, q, b) = ϕ′(1, λ, q) + bϕ(1, λ, q) = {ϕ, ξb}(λ, q).
All roots λn(q, b) = λn(p, b) of the denominator w(·, q, b) are simple. Moreover, all these
values are roots of the numerators F1, F2, since definition (1.3) of the norming constant νn
yields
ϕ(x, λn, p) = (−1)n+1eνnξb(x, λn, p), ϕ(x, λn, q) = (−1)n+1eνnξb(x, λn, q).
Hence, the functions f1, f2 are entire with respect to λ for each x ∈ [0, 1]. Let |λ| = π2m2,
m→∞. Due to asymptotics (2.4), (2.5), we have
w(λ, q, b) = cos
√
λ+O(|λ|−1/2e| Im
√
λ|) = cos
√
λ · (1 +O(|λ|−1/2).
Note that
ξb(x, λ, q) = −ϑ(1− x, λ, q∗)− bϕ(1− x, λ, q∗),
where q∗(x) = q(1− x), x ∈ [0, 1]. Therefore, asymptotics (2.2)-(2.5) give
F1(x, λ) = − sin
√
λx · sin
√
λ(1− x) + cos
√
λx · cos
√
λ(1− x) +O(|λ|−1/2e| Im
√
λ|)
= cos
√
λ · (1 +O(|λ|−1/2) and F2(x, λ) = O(|λ|−1/2e| Im
√
λ|).
Thus,
f1(x, λ) = 1 +O(|λ|−1/2) and f2(x, λ) = O(|λ|−1/2) as |λ| = π2m2 →∞.
Since f1 and f2 are entire with respect to λ, the maximum principle yields f1(x, λ) = 1 and
f2(x, λ) = 0 for each x ∈ [0, 1] and λ ∈ C. In other words,
(ϕ(x, λ, p)− ϕ(x, λ, q))ξ′b(x, λ, q)− (ξb(x, λ, p)− ξb(x, λ, q))ϕ′(x, λ, q) = 0,
(ϕ(x, λ, p)− ϕ(x, λ, q))ξb(x, λ, q)− (ξb(x, λ, p)− ξb(x, λ, q))ϕ(x, λ, q) = 0.
This gives ϕ(x, λ, p) = ϕ(x, λ, q) for all x ∈ [0, 1] and λ 6= λn(q), n > 0. Hence, p = q .
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3 Analyticity, asymptotics and local isomorphism
Lemma 3.1. Let (q; b) ∈ L2
C
(0, 1)× C and N > 2(‖q‖+|b|)e‖q‖. Then w(λ) has exactly N
roots, counted with multiplicities, in the disc {λ : |λ| < π2N2} and for each n > N exactly
one simple root λn(q, b) in the region {λ : |
√
λ − k0n| < π/4}. There are no other roots.
Moreover, the following asymptotics is fulfilled:
λn(q, b) = λ
0
n +O(1) as n→∞, (3.1)
uniformly on bounded subsets of L2
C
(0, 1)× C.
Proof. The standard estimates of ϕ and ϕ′ (see p. 13 [PT]) give
|ϕ′(1, λ, q)− cos
√
λ| 6 |λ|− 12 · ‖q‖e‖q‖+| Im
√
λ|, |ϕ(1, λ, q)| 6 |λ|− 12 · e‖q‖+| Im
√
λ|.
Hence,
|w(λ, q, b)− cos
√
λ | 6 |λ|− 12 · (‖q‖+|b|)e‖q‖+| Im
√
λ| < 1
2
N |λ|−1/2e| Im
√
λ|.
Let λ ∈ LN ∪
⋃
n>N ln, where LN = {λ : |λ|=π2N2} and ln = {λ : |
√
λ−k0n|=π/4}, n > N .
Then the simple estimate 4| cos√λ| > e| Im
√
λ| is fulfilled (p. 27 [PT]) and we have
|w(λ, q, b)− cos
√
λ | < 2N |λ|−1/2 · | cos
√
λ | < | cos
√
λ |, λ ∈ LN ∪
⋃
n>N ln .
Therefore, by Rouche´’s Theorem, w(·, q, b) has as many roots as cos√λ in each region
bounded by these contours and the remaining unbounded domain. Furthermore, it follows
from (2.4), (2.5) that 0 = w(λn, q, b) = cos
√
λn +O(n
−1) as n→∞, uniformly on bounded
subsets of L2
C
(0, 1) × C. Note that the point k0n is the simple root of the function cos z.
Hence, we have
√
λn = k
0
n +O(n
−1) or, equivalently, (3.1).
Define the inner product in L2
C
(0, 1)× C by
〈(q; b), (p; h)〉 =
∫ 1
0
q(t)p(t)dt+ bh.
Below we write d(q;b)σ(q, b) = (f ; g) iff the identity [d(q;b)σ(q, b)](p; h) = 〈(f ; g), (p; h)〉 is
fulfilled for all (p; h) ∈ L2(0, 1)×R. We use the similar notation ∂(q;b)σ(λ, q, b) for the partial
derivative of σ with respect to (q; b).
Lemma 3.2. (i) All functions λn(q, b), µn(q, b), νn(q, b), n > 0, are real-analytic on
L2(0, 1)× R. Their derivatives are given by
d(q(x);b)λn(q, b) =
(
ψ2n(x);ψ
2
n(1)
)
, d(q(x);b)µn(q, b) =
(
ψ2n(x)− 1;ψ2n(1)− 2
)
, (3.2)
d(q(x);b)νn(q, b) = ((ψnχn)(x); (ψnχn)(1)) , (3.3)
where ψn(x) = ψn(x, q, b) is the n-th normalized eigenfunction of the operator H and
χn(x) = χn(x, q, b) =
ϑ(x, λn, q)
ψ′n(0, q, b)
− ψn(x, q, b)
∫ 1
0
(ϕϑ)(t, λn, q)dt. (3.4)
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(ii) Let (q; b) ∈ L2(0, 1)× R. Then, each function λn, µn, νn, has an analytic continuation
from L2(0, 1)×R into some complex ball {(p; h) ∈ L2
C
(0, 1)×C : ‖(p− q; b−h)‖ < ε}, where
ε = ε(q, b) > 0 doesn’t depend on n.
Remark 3.3. Since ψn(0) = 0, we have ψn(x) = ψ
′
n(0)ϕ(x). Therefore, χn(x) is the solution
of (2.1) for λ = λn such that {χn, ψn} = 1 and
∫ 1
0
ψn(x)χn(x)dx = 0. Note that these
conditions define χn uniquely.
Proof of Lemma 3.2. (i) It is well-known (see p. 21 [PT]) that
∂q(x)ϕ(1, λ, q) = ϕ(x)(ϑ(x)ϕ(1)− ϕ(x)ϑ(1)),
∂q(x)ϕ
′(1, λ, q) = ϕ(x)(ϑ(x)ϕ′(1)− ϕ(x)ϑ′(1)),
where ϕ(x) = ϕ(x, λ, q), ϑ(x) = ϑ(x, λ, q) and so on. This gives
∂(q(x);b)w(λ, q, b) =
(
((ϕ′+bϕ)(1)ϑ(x)− (ϑ′+bϑ)(1)ϕ(x))ϕ(x) ; ϕ(1)) .
Note that
(ϕ′+bϕ)(1)ϑ(x)− (ϑ′+bϑ)(1)ϕ(x) = −ξb(x),
since both functions are solutions of (2.1) with the same initial data at x = 1. Therefore,
∂(q(x);b)w(λ, q, b) = (−ϕ(x)ξb(x) ; −ϕ(1)ξb(1)) .
Recall that the function w(·, ·, ·) is entire and w(λn(q, b), q, b) = 0. Then, the Implicit
Function Theorem and Lemma 2.1 give
d(q(x);b)λn(q, b) = −∂(q(x);b)w(λn, q, b)
w˙(λn, q, b)
=
(
ψ2n(x) ; ψ
2
n(1)
)
.
The identity µn(q, b) = λn(q, b)− λ0n −
∫ 1
0
q(t)dt− 2b yields
d(q(x);b)µn(q, b) = d(q(x);b)λn(q, b)− (1; 2) =
(
ψ2n(x)− 1 ; ψ2n(1)− 2
)
.
Furthermore, definition (1.3) implies
d(q(x);b)νn(q, b) =
d(q(x);b)ϕ(1, λn(q, b), q)
ϕ(1)
=
(
∂q(x)ϕ(1, λn, q) ; 0
)
+ ϕ˙(1)d(q(x);b)λn(q, b)
ϕ(1)
.
Substituting ∂q(x)ϕ(1, λn, q) and d(q(x);b)λn(q, b) into this formula and using the identity
ψn(x) = ψ
′
n(0)ϕ(x), we obtain
d(q(x);b)νn(q, b) = (ψn(x)χn(x) ; ψn(1)χn(1)) , χn(x) =
ϑ(x, λn, q)
ψ′n(0, q, b)
− Cnψn(x, q, b),
where Cn = Cn(q, b) is some constant. In order to find Cn, note that νn(q+c, b) = νn(q, b)
for all c ∈ R. Therefore,
0 = 〈∂q(x)νn(q, b), 1〉 =
∫ 1
0
ψn(x)χn(x)dx =
∫ 1
0
ϕ(x)ϑ(x)dx− Cn
∫ 1
0
ψ2n(x)dx.
Since
∫ 1
0
ψ2n(x)dx = 1, this yields Cn =
∫ 1
0
ϕ(x)ϑ(x)dx.
(ii) The proof repeats p. 51 [PT] for eigenvalues and p. 64 for norming constants.
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Lemma 3.4. (i) The following asymptotics are fulfilled:
ψn(x, q, b) =
√
2 sin k0nx+O(n
−1), χn(x, q, b) =
cos k0nx√
2k0n
+O(n−2), n→∞, (3.5)
µn(q, b) = −∧q (cos)n+ 1
2
+O(n−1), νn(q, b) = ν
0
n +
∧
q (sin)
n+ 1
2
2k0n
+O(n−2), n→∞, (3.6)
uniformly on bounded subsets of [0, 1]× L2
C
(0, 1)× C, where
∧
q(cos)
n+ 1
2
=
∫ 1
0
q(x) cos 2k0nxdx,
∧
q (sin)
n+ 1
2
=
∫ 1
0
q(x) sin 2k0nxdx.
(ii) The mapping Φ is real-analytic on L2(0, 1)× R and its Fre´chet derivative is given by
[d(q;b)Φ](·) =
(
〈(1; 2), ·〉; {〈Xn, ·〉}∞0 ; {〈Yn, ·〉}∞0
)
, (3.7)
Xn = (ψ
2
n(x)− 1;ψ2n(1)− 2), Yn = ((ψnχn)(x); (ψnχn)(1)), n > 0.
Proof. (i) Let λn = λn(q, b). Due to (3.1), we have
√
λn = k
0
n + O(n
−1). Asymptotics
(2.2)-(2.5) yields
ϕ(x, λn, q) =
sin k0nx
k0n
+O(n−2), ‖ϕ(·, λn, q)‖2 =
∫ 1
0
ϕ2(x, λn, q)dx =
1
2λ0n
+O(n−3).
Hence,
ψn(x, q, b) =
ϕ(x, λn, q)
‖ϕ(·, λn, q)‖ =
√
2 sin k0nx+O(n
−1).
This gives ψ′n(0, q, b) = ‖ϕ(·, λn, q)‖−1 =
√
2k0n +O(1). Also,
ϑ(x, λn, q) = cos k
0
nx+O(n
−1),
∫ 1
0
(ϑϕ)(x, λn, q)dx = O(n
−2).
Using definition (3.4), we obtain the second asymptotics in (3.5). Lemma 3.2 and (3.5) yield
νn(q, b) =
∫ 1
0
[d(q;b)µn(tq, tb)](q; b) dt = λ
0
n + 〈(2 sin2 k0nx−1; 0), (q(x); b)〉+O(n−1),
νn(q, b) = ν
0
n +
∫ 1
0
[d(q;b)νn(tq, tb)](q; b) dt = ν
0
n +
〈(sin k0nx cos k0nx; 0), (q(x); b)〉
k0n
+O(n−2).
This gives (3.6) since 2 sin2 k0nx = 1− cos 2k0nx and sin k0nx cos k0nx = 12 sin 2k0nx.
(ii) As it shown above, Φ : L2(0, 1)×R→ R×M×ℓ 21 is locally bounded and all ”coordinate
functions”
∫ 1
0
q(t)dt+2b, λn(q, b), νn(q, b)− ν0n are real-analytic. Therefore (e.g., see p. 138
[PT]), Φ is a real-analytic mapping and its Fre´chet derivative is given by (3.7).
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Lemma 3.5. Let (q; b) ∈ L2(0, 1)× R and
Xn = (ψ
2
n(x)− 1;ψ2n(1)− 2), Yn = ((ψnχn)(x); (ψnχn)(1)), n > 0,
Zm = (−2(ψmχm)′(x); (ψmχm)(1)), Tm = (2(ψ2m)′(x);−ψ2m(1)), m > 0.
Then vectors (1; 0), {Zm}∞0 , {Tm}∞0 form the biorthogonal basis to (1; 2), {Xn}∞0 , {Yn}∞0 .
In other words,
〈(1; 2) , (1; 0)〉 = 1, 〈(1; 2) , Zm〉 = 0, 〈(1; 2) , Tm〉 = 0
〈Xn , (1; 0)〉 = 0, 〈Xn , Zm〉 = δnm, 〈Xn , Tm〉 = 0, n,m > 0.
〈Yn , (1; 0)〉 = 0, 〈Yn , Zm〉 = 0, 〈Yn , Tm〉 = δnm,
Proof. By definition, < (1; 2), (1; 0) >= 1 and < (1; 2), Zm >=< (1; 2), Tm >= 0, since
ψm(0) = 0. Due to
∫ 1
0
ψ2n(x)dx = 1 and
∫ 1
0
(ψnχn)(x)dx = 0 (see Remark 3.3), we obtain
<Xn, (1; 0)>=<Yn, (1; 0)>= 0. We consider <Xn, Zm>. The partial integration gives
<Xn, Zm>= −2
∫ 1
0
(ψ2n(x)−1)(ψmχm)′(x)dx+ (ψ2n(1)−2)(ψmχm)(1)
= −2
∫ 1
0
ψ2n(x)(ψmχm)
′(x)dx+ (ψ2n)(1)(ψmχm)(1) = −
∫ 1
0
(
ψ2n(ψmχm)
′−(ψ2n)′ψmχm
)
(x)dx
= −
∫ 1
0
({ψn, ψm} · ψnχm + ψnψm · {ψn, χm}) (x)dx.
If n 6= m, then we have {ψn, ψm}′ = (λn−λm)ψnψm, {ψn, χm}′ = (λn−λm)ψnχm. Hence,
<Xn, Zm>= −{ψn, ψm}{ψn, χm}
λn − λm
∣∣∣1
0
= 0, n 6= m,
since {ψn, ψm}(0) = {ψn, ψm}(1) = 0. If n = m, then {ψn, ψm} = 0, {ψn, χn} = −1 and
<Xn, Zn>=
∫ 1
0
ψ2n(x)dx = 1, n > 0.
The proof of other identities is similar.
Theorem 3.6 (Local Isomorphism). For each (q; b) ∈ L2(0, 1) × R operator d(q;b)Φ :
L2(0, 1)× R→ R× ℓ 2 × ℓ 21 given by (3.7) is invertible.
Proof. Due to Lemma 3.4, we have
Xn = (− cosπ(2n+1)x; 0) +O(n−1), 2k0nYn = (sin π(2n+1)x; 0) +O(n−1), n > 0.
Note that vectors (0; 1), {(2 cosπ(2n+1)x; 0)}∞0 , {(2 sinπ(2n+1)x; 0)}∞0 form the orthonormal
basis in L2(0, 1)×R and the error terms are square summable. Then, d(q(x);b)Φ is a Fredholm
operator. Due to Lemma 3.5, the vectors (1; 2), {Xn}∞0 , {Yn}∞0 are linearly independent.
Using the standard arguments from the functional analysis (e.g., see p.163 [PT]), we deduce
that (d(q;b)Φ)
−1 is bounded.
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4 Proof of Theorem 1.1 and Corollaries 1.3, 1.2
Lemma 4.1. For each (c∗, {µ∗n}∞0 )∈R ×M there exists a potential q∗∈L2(0, 1) such that
λn(q
∗, 0) = λ0n+c
∗+µ∗n for all n>0.
Proof. Define λ0
n+ 1
2
and λ∗
n+ 1
2
by
λ0
n+ 1
2
= π2(n+1)2, λ∗
n+ 1
2
=
λ0n+1−λ0n+ 1
2
λ0n+1−λ0n
· λ∗n +
λ0
n+ 1
2
−λ0n
λ0n+1−λ0n
· λ∗n+1, n > 0.
Then, λ∗n < λ
∗
n+ 1
2
< λ∗n+1, n > 0, and λ
∗
m/2 = π
2(m/2)2 + c∗ + µ∗m/2, where {µ∗m/2}∞0 ∈ ℓ 2.
Using [PT], we see that there exists an ”even” potential q ∈ L2(0, 2), q(x)=q(2−x), x∈ [0, 2],
such that {λ∗m/2}∞0 is the Dirichlet spectrum of q on the interval [0, 2]. Put q∗ = q|[0,1]. Then
we have λn(q
∗, 0) = λ∗2n/2 = λ
∗
n for all n > 0.
Lemma 4.2. Fix any (q; b) ∈ L2(0, 1)× R, n > 0 and t ∈ R. Denote
qtn(x) = q(x)−2
d2
dx2
log ηtn(x, q, b), where η
t
n(x, q, b) = 1+(e
t−1)
∫ 1
x
ψ2n(t, q, b)dt, x ∈ [0, 1],
btn = b− (et − 1)ψ2n(1, q, b).
Then (qtn; b
t
n) ∈ L2(0, 1)× R and
λm(q
t
n, b
t
n) = λm(q, b), νm(q
t
n, b
t
n) = νm(q, b) + tδmn for all m > 0.
Proof. Let ψn(x) = ψn(x, q, b) and so on. Repeating the arguments of p. 91–93 [PT] or using
direct calculations, it is easy to check that for each m > 0 the function
ψ˜m(x) = ψm(x)− (et − 1)ψn(x)
ηtn(x)
∫ 1
x
ψn(t)ψm(t)dt,
is some solutions of −ψ′′ + qtn(x)ψ = λm(q, b)ψ (in particular, ψ˜n(x) = ψn(x)/ηtn(x)). Since
ψm(0) = ψn(0) = 0, we have ψ˜m(0) = 0, m > 0. The crucial point is the new boundary
condition at x = 1. We have
ψ˜′m(1) + b
t
nψ˜m(1) = ψ
′
m(1) + (e
t − 1)ψ2n(1)ψm(1) + btnψ˜m(1) = ψ′m(1) + bψm(1) = 0
for all m > 0. Therefore, λm(q
t
n, b
t
n) = λm(q, b), m > 0 (there are no other roots due to
Lemma 3.1). Furthermore,
ψ˜′m(0) = ψ
′
m(0), m 6= n, and ψ˜′n(0) = e−tψ˜′n(0).
By definition (1.3), it gives νm(q
t
n, b
t
n) = νm(q, b) + tδmn for all m > 0.
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Proof of Theorem 1.1. ii) Identity (1.4) was proved in Lemma 2.2.
(i) It follows from Lemma 3.4 that Φ maps L2(0, 1)×R into R×M×ℓ 21 and Φ is real-analytic
and its Fre´chet derivative is given by (3.7). Theorem 3.6 yields that Φ is a local real-analytic
isomorphism. Furthermore, due to Theorem 2.3, Φ is one-to-one. We prove that Φ is onto.
Let c∗ ∈ R, {µ∗n}∞0 ∈ M and {ν∗n − ν0n}∞0 ∈ ℓ 21 be an arbitrary spectral data. Due to
Lemma 4.1, there exists a potential q∗ ∈ L2(0, 1) such that λn(q∗, 0) = λ∗n = λ0n+ c∗+µ∗n for
all n>0. Let ηn = νn(q
∗, 0)− ν0n. Note that we have the following convergence:
(η0, ..., ηN−1, ν∗N − ν0N , ν∗N+1 − ν0N+1, ...)→ (η0, ..., ηN−1, ηN , ...) in ℓ 21 as N →∞.
Theorem 3.6 yields that the mapping Φ is invertible in some neighborhood of the point
Φ(q∗, 0) = (c∗; {µ∗n}∞0 ; {ηn}∞0 ) ∈ R × M × ℓ 21 . Hence, for some large integer N and
(q(N); b(N)) ∈ L2(0, 1)× R we have(
c∗; {µ∗n}∞0 ; (η0, ..., ηN−1, ν∗N − ν0N , ν∗N+1 − ν0N+1, ...)
)
= Φ(q(N), b(N)).
Applying Lemma 4.2 step by step, we construct the sequence of potentials and boundary
constants
(q(k); b(k)) = (q(k+1); b(k+1))tkk ∈ L2(0, 1)× R, tk = ν∗k−ν0k−ηk, k = N−1, N−2, ..., 0,
such that Φ(q(k), b(k)) =
(
c∗; {µ∗n}∞0 ; (η0, ..., ηk−1, ν∗k − ν0k , ν∗k+1 − ν0k+1, ...)
)
. In particular,
λn(q
(0), b(0)) = λ∗n and νn(q
(0), b(0)) = ν∗n for all n > 0. We are done.
Proof of Corollary 1.3. Fix some b, c∗ ∈ R, {µ∗n}∞0 ∈ M and m > 0. It follows from
Theorem 1.1 that the mapping q 7→ {νn(q, b)− ν0n}∞0 is a real-analytic isomorphism between
Isob({λ∗n}∞0 ) and the set
N b =
{
{νn − ν0n}∞0 ∈ ℓ 21 :
∑
n>0
(
2− e
νn
|w˙∗(λ∗n)|
)
= b
}
⊂ ℓ 21 .
Introduce the mapping Pm : {νn − ν0n}∞0 7→ {νn − ν0n}∞n=0,n 6=m. Since eνm > 0, we have
Pm : N b → N bm,
where N bm is given by (1.5). Moreover, this mapping is a bijection between N b and N bm since
νm is uniquely reconstructed from {νn}n:n 6=m by
νm = log |w˙∗(λ∗0)|+ log
[
2− b+
∑
n:n 6=m
(
2− e
νn
|w˙(λ∗n)|
)]
.
Note that Theorem 1.1 yields that the mapping
{νn(q, b)− ν0n}∞0 7→
(
c∗; {µ∗n}∞0 ; {νn(q, b)− ν0n}∞0
)
= Φ(q, b) 7→ b =
∑
n>0
(
2− e
νn
|w˙∗(λ∗n)|
)
is real-analytic. It is clear that ∂b/∂νm = −|w˙(λm)|−1 6= 0. Using the Implicit Function
Theorem, we obtain that P−1m : N bm → N b is real-analytic. Therefore, Pm is a real-analytic
isomorphism and the mapping q 7→ {νn(q, b)−ν0n}∞n=0,n 6=m is a composition of real-analytic
isomorphisms.
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For each c ∈ R and {µn}∞0 ∈M, we introduce the function
W (λ) = W (λ ; c, µ0, µ1, ...) = cos
√
λ ·
∏
k>0
λ−λk
λ−λ0k
, where λn = λ
0
n + c+ µn, n > 0. (4.1)
Lemma 4.3. Let c ∈ R, {µn}∞0 ∈M and n > 0. Then,
∂
∂µ0
|W˙ (λn)|−1 > 0, lim
µ0→−∞
|W˙ (λn)|−1 = 0.
Moreover, limµ0→λ01−λ00+µ1 |W˙ (λ0)|−1 = limµ0→λ01−λ00+µ1 |W˙ (λ1)|−1 = +∞.
Remark. Note that the convergence µ0 → λ01 − λ00 + µ1 is equivalent to λ0 → λ1.
Proof. In order to consider W as a function of µ0, we introduce the notation
Wβ(λ) =W (λ ; c, µ0+β, µ1, µ2, ...) =
λ−λ0−β
λ−λ0 ·W (λ) =
(
1− β
λ−λ0
)
W (λ).
Let n > 1. Due to W (λn) = 0 and W˙ (λn) 6= 0, we have
W˙β(λn) =
(
1− β
λn−λ0
)
W˙ (λn),
∂W˙ (λn)
∂µ0
=
∂
∂β
W˙β(λn)
∣∣∣
β=0
= −W˙ (λn)
λn−λ0 .
Hence,
∂
∂µ0
|W˙ (λn)|−1 = |W˙ (λn)|−2 · |W˙ (λn)|
λn−λ0 > 0,
lim
µ0→−∞
|W˙ (λn)|−1 = lim
β→−∞
|W˙β(λn)|−1 = lim
β→−∞
∣∣∣1− β
λn−λ0
∣∣∣−1 · |W˙ (λn)|−1 = 0.
Moreover, if n = 1, then
lim
µ0→λ01−λ00+µ1
|W˙ (λ1)|−1 = lim
β→λ1−λ0
|W˙β(λ1)|−1 = lim
β→λ1−λ0
∣∣∣1− β
λ1−λ0
∣∣∣−1· |W˙ (λ1)|−1 = +∞.
Let n = 0. We have
W˙β(λ0+β) =
W (λ0+β)
β
,
∂W˙ (λ0)
∂µ0
=
∂
∂β
W˙β(λ0+β)
∣∣∣
β=0
=
W¨ (λ0)
2
.
Recall that W˙ (λ0) < 0. Therefore, the Hadamard factorization yields
W (λ) = C(λ−λ0)
∏
n>1
(
1− λ− λ0
λn−λ0
)
, C < 0,
and W¨ (λ0) = −2C
∑
n>1(λn−λ0)−1 > 0. Hence,
∂
∂µ0
|W˙ (λ0)|−1 = − ∂
∂µ0
(W˙ (λ0))
−1 =
W¨ (λ0)
2(W˙ (λ0))2
> 0,
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lim
µ0→−∞
|W˙ (λ0)|−1 = lim
β→−∞
|Wβ(λ0+β)|−1 = lim
β→−∞
|β| · |W (λ0+β)|−1 = 0,
and
lim
µ0→λ01−λ00+µ1
|W˙ (λ0)|−1 = lim
β→λ1−λ0
|Wβ(λ0+β)|−1 = lim
β→λ1−λ0
|W (λ0+β)|−1 · |β| = +∞,
since |W (λ1)| = 0.
For each c ∈ R, {µn}∞0 ∈M and {νn − ν0n}∞0 ∈ ℓ 21 , we put
B(c, µ0, ν0, ...) =
∑
n>0
(
2− e
νn
|W˙ (λn)|
)
, (4.2)
where the function W is given by (4.1). Note that the sum converges due to Theorem 1.1.
Proof of Corollary 1.2. Fix some b ∈ R and m > 0. Due to Theorem 1.1, the mapping
q 7→ Φ(q, b) = (Q0+2b ; {µn(q, b)}∞0 ; {νn(q, b)− ν0n}∞0 )
is a bijection between L2(0, 1) and the set
Sb =
{
(c; {µn}∞0 ; {νn − ν0n}∞0 ) ∈ R×M× ℓ 21 : B(c, µ0, ν0, ...)=b
}
.
Define the mapping P : Sb ⊂ R×M× ℓ 21 → R×M(1) × ℓ 21 by
(c; {µn}∞0 ; {νn−ν0n}∞0 ) 7→ (c; {µn+1}∞0 ; {νn−ν0n}∞0 ).
Note that Φb(q) = P (Φ(q, b)). In particular, Φb is real-analytic as a composition of real-
analytic mappings. Due to (4.2) and Lemma 4.3, we have
∂B(c, µ0, ν0, ...)
∂µ0
< 0, lim
µ0→−∞
B(c, µ0, ν0, ...) = +∞, lim
µ0→λ01−λ00+µ1
B(c, µ0, ν0, ...) = −∞.
Therefore, for each (c; {µn+1}∞0 ; {νn−ν0n}∞0 ) ∈ R ×M(1) × ℓ 21 there exists unique point µ0
such that µ0 < λ
0
1 − λ00 + µ1 and B(c, µ0, ν0, ...) = b. Thus, the mapping P is a bijection
between Sb and R×M(1)× ℓ 21 . Hence, Φb is a bijection between L2(0, 1) and R×M(1)× ℓ 21 .
Using Theorem 1.1, we see that the mapping
(c, µ0, ν0, ...) 7→ B(c, µ0, ν0, ...)
is real-analytic and ∂B/∂µ0 < 0 due to Lemma 4.3. Then, the Implicit Function Theorem
yields that P−1 : R × M(1) × ℓ 21 → Sb is real-analytic too. We deduce that (Φb)−1 is
real-analytic as a composition of real-analytic mappings.
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5 Appendix. The case of general boundary conditions
Consider the Sturm-Liouville problem
−ψ′′ + q(x)ψ = λψ, x ∈ [0, 1], q ∈ L2(0, 1),
ψ′(0)− aψ(0) = 0, ψ′(1) + bψ(1) = 0, a, b ∈ R.
Denote by σn(q, a, b) the eigenvalues of this problem. It is well-known that
σn(q, a, b) = σ
0
n +Q0 + 2a+ 2b+ τn(q, a, b), where Q0 =
∫ 1
0
q(t)dt, {τn}∞0 ∈ ℓ 2 (5.1)
and σ0n = π
2n2, n > 0. Note the σn(q, a, b) are the roots of the Wronskian
w(λ, q, a, b) = (ϑ′+aϕ′ + b(ϑ+aϕ))(1, λ, q).
Following [IT], we introduce the norming constants
κn(q, a, b) = log[(−1)n(ϑ+aϕ)(1, σn, q)] = log
∣∣∣∣ψn(1, q, a, b)ψn(0, q, a, b)
∣∣∣∣ ,
where ψn is the n-th normalized eigenfunction such that ψn(0) > 0.
Theorem 5.1 (Isaacson, Trubowitz [IT]). The mapping
Ψ : (q; a; b) 7→ (Q0+2a+2b ; {τn(q, a, b)}∞0 ; {κn(q, a, b)}∞0 )
is a real-analytic isomorphism between L2(0, 1)× R2 and R× T × ℓ 21 , where
T = {{τn}∞0 ∈ ℓ 2 : σ00 + τ0<σ01 + τ1<. . .} ⊂ ℓ 2.
Theorem 5.1 and Theorem 1.1 are similar. In order to consider the case of fixed a, b ∈ R,
we need some modification of identity (1.4).
Proposition 5.2. For each (q; a; b) ∈ L2(0, 1)× R2 the following identities are fulfilled:
− 1 +
∑
n>0
(
2− e
κn
|w˙(σn)|
)
= b; −1 +
∑
n>0
(
2− e
−κn
|w˙(σn)|
)
= a, (5.2)
where w(λ)=w(λ, q, a, b)=−
√
λ sin
√
λ ·
∏
n>0
λ−σn
λ−σ0n
and σn = σn(q, a, b), κn = κn(q, a, b).
Remark. Note that identities (5.2) and Theorem 5.1 directly yield the following well-known
result:
Fix some constant a = b and q ∈ L2even(0, 1), i.e. q(x) = q(1− x), x ∈ [0, 1].
If p ∈ L2(0, 1) is such that σn(p, a, a) = σn(q, a, a) for all n > 0, then p = q.
Indeed, in this case we have w(λ, p, a, a) = w(λ, q, a, a) and κn(q, a, a) = 0 for all n > 0.
Summing identities (5.2) for the potential p and subtracting corresponding ones for the
potential q, we deduce that ∑
n>0
coshκn(p, a, a)− 1
|w˙(σn)| = 0.
This yields κn(p, a, a) = 0 for all n > 0 since coshκn > 1. Thus, Theorem 5.1 gives p = q.
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Let a, b ∈ R be fixed. Then, due to identities (5.2), it is possible to reconstruct (σ0,κ0)
from the other spectral data {σn}∞1 , {κn}∞1 . More precisely, we have
Proposition 5.3. For any fixed a, b ∈ R the mapping
Ψa,b : q 7→ (Q0+2a+2b ; {τn+1(q, a, b)}∞0 ; {κn+1(q, a, b)}∞0 )
is a real-analytic isomorphism between L2(0, 1) and T (1) × ℓ 21 , where
T (1) = {{τn+1}∞0 ∈ ℓ 2 : σ01+τ1<σ02+τ2<. . .} ⊂ ℓ 2.
Proof of Proposition 5.2. We prove the first identity in (5.2), the proof of the second is
similar. Consider the meromorphic function
f(λ) =
(ϑ+ aϕ)(1, λ, q)
w(λ, q, a, b)
=
ϑ+ aϕ
(ϑ′+aϕ′) + b(ϑ+aϕ)
(1, λ, q), λ ∈ C.
All roots σn = σn(q, a, b) of w(λ) are simple. Therefore, definition (5.1) yields
res
λ=σn
f(λ) =
(ϑ+ aϕ)(1, λ, q)
w˙(σn)
=
(−1)neκn
w˙(σn)
= − e
κn
|w˙(σn)| . (5.3)
Put |λ| = π2(m+ 1
2
)2 →∞. Then, due to asymptotics (2.2)-(2.5), we have
f(λ) =
cos
√
λ+ λ−1/2 sin
√
λ · (1
2
Q0 + a) + o(λ
−1/2e| Im
√
λ|)
−λ1/2 sin√λ+ cos√λ · (1
2
Q0 + a+ b) + o(e| Im
√
λ|)
= −λ− 12 cot λ− λ−1 · (1
2
Q0 + a)− λ−1 cot2 λ · (12Q0 + a + b) + o(λ−1).
Let f0(λ) = −λ− 12 cot
√
λ. Applying the Cauchy Theorem in the disk |λ| < π2(m+ 1
2
)2, we
obtain
m∑
n=0
(
res
λ=σn
f(λ)− res
λ=σ0n
f0(λ)
)
= −(1
2
Q0 + a)− (12Q0 + a+ b) ·
m∑
n=0
res
λ=σ0n
(f0(λ))
2. (5.4)
Note that
f0(λ) = − 1√
λ tan
√
λ
= −1
λ
(
1− λ
3
+O(λ2)
)
, λ→ σ0=0,
and
f0(λ) = − 2
λ−σ0n
(
1− λ−σ
0
n
4σ0n
+O((λ−σ0n)2)
)
, λ→ σ0n, n > 1.
Hence,
res
λ=σ0
0
f0(λ) = −1, res
λ=σ0n
f0(λ) = −2, n > 1,
res
λ=σ0
0
(f0(λ))
2 = −2
3
, res
λ=σ0n
(f0(λ))
2 = − 2
σ0n
, n > 1,
and ∑
n>0
res
λ=σ0n
(f0(λ))
2 = −2
3
− 2
π2
∑
n>0
1
n2
= −2
3
− 2
π2
· π
2
6
= −1.
Substituting these identities and (5.3) into (5.4), we obtain (5.2) as m→∞.
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For each c ∈ R, {τn}∞0 ∈ T and {κn}∞0 ∈ ℓ 21 we put
W (λ) =W (λ; c, τ0, τ1, ...) = −
√
λ cos
√
λ ·
∏
k>0
λ− σk
λ− σ0k
, where σk = σ
0
k + c+ τk, k > 0.
F (c, τ0, τ1, ...) =
1
|W˙ (σ0)|
, G±(c, τ0, τ1,κ1, τ2,κ2, ...) = −1 +
∑
n>1
( e±κn
|W˙ (σn)|
− 2
)
. (5.5)
Note that the sum in the definition of G± converges due to Theorem 5.1 and Proposition
5.2. Using these notations, we rewrite the identities (5.2) in the following form:
e−κ0F +G− = −a, eκ0F +G+ = −b. (5.6)
Lemma 5.4. (i) Let c ∈ R, {τn}∞0 ∈ T and {κn}∞0 ∈ ℓ 21 . Then,
∂F
∂τ0
> 0, lim
τ0→−∞
F = 0, lim
τ0→σ01−σ00+τ1
F = +∞; (5.7)
∂G±
∂τ0
> 0, lim
τ0→−∞
G± = −∞, lim
τ0→σ01−σ00+τ1
G± = +∞. (5.8)
(ii) For each a, b, c ∈ R, {τn+1}∞0 ∈ T (1), {κn+1}∞0 ∈ ℓ 21 there exist unique τ0 < σ01 − σ00 + τ1
and κ0 ∈ R such that identities (5.6) (or, equivalently, (5.2)) hold true.
Proof. (i) The proof repeats the proof of Lemma 4.3.
(ii) Note that identities (5.6) are equivalent to
F 2 = (a+G−)(b+G+), eκ0 = − F
a +G−
= −b+G+
F
.
We will consider F and G± as functions of τ0. It follows from (5.7) that the function F (τ0)
is positive for all τ0 < σ
0
1−σ00 + τ1. Hence, a+G−(τ0) < 0 and b+G+(τ0) < 0. Due to (5.8),
there exist unique points τ ∗± < σ
0
1 − σ00 + τ1 such that a + G−(τ ∗−) = b+ G+(τ ∗+) = 0. Since
the functions G±(τ0) are increasing, we have τ0 < τ ∗±. Put τ
∗ = min(τ ∗−, τ
∗
+) and
G(τ0) = (a+G−(τ0)) · (b+G+(τ0)), τ0 6 τ∗.
Using (5.8), it is easy to see that
G′(τ0) < 0, lim
τ0→−∞
G(τ0) = +∞, G(τ∗) = 0; (F 2)′(τ0) > 0, lim
τ0→−∞
(F (τ0))
2 = 0.
Therefore, the equation (F (τ0))
2 = G(τ0) has the unique solution τ0 ∈ (−∞, τ∗) and
κ0 = log |F (τ0)/(a+G−(τ0))| = log |(b+G+(τ0))/F (τ0)] is uniquely determined by τ0.
Proof of Proposition 5.3. Fix some a, b ∈ R and m > 0. Due to Theorem 5.1 and
Proposition 5.2, the mapping q 7→ Ψ(q, a, b) = (Q0 + 2a + 2b; {τn(q, a, b)}∞0 ; {κn(q, a, b)}∞0 )
is a bijection between L2(0, 1) and the set
Sa,b =
{
(c; {τn}∞0 ; {κn}∞0 ) ∈ R× T × ℓ 21 : e−κ0F+G− = −a and eκ0F+G+ = −b
}
,
where F and G± are given by (5.5).
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Define the mapping P : Sa,b ⊂ R× T × ℓ 21 → R× T (1) × ℓ 21 by
(c; {τn}∞0 ; {κn}∞0 ) 7→ (c; {τn+1}∞0 ; {κn}∞0 ).
Note that Ψa,b(q) = P (Ψ(q, a, b)). In particular, Ψa,b is real-analytic as a composition of real-
analytic mappings. Due to Lemma 5.4 (ii), for each (c; {τn+1}∞0 ; {κn}∞0 ) ∈ R ×M(1) × ℓ 21
there exist unique τ0 < σ
0
1 − σ00 + τ1 and κ0 ∈ R such that both equations e−κ0F+G− = −a
and eκ0F +G+ = −b hold true. Therefore, the mapping P is a bijection between Sa,b and
R×M(1) × ℓ 21 . Thus, Ψa,b is a bijection between L2(0, 1) and R×M(1) × ℓ 21 .
In order to prove that Ψ−1a,b is real-analytic, we deduce from Theorem 5.1 that the mapping
(c; {τn}∞0 ; {κn}∞0 ) 7→ (−a;−b) = (e−κ0F+G− ; eκ0F+G+)
is real-analytic. Lemma 5.4 (i) gives ∂a
∂τ0
<0, ∂b
∂τ0
<0, ∂a
∂κ0
=e−κ0F >0, ∂b
∂κ0
=eκ0F <0. Hence,
det
(
∂a/∂τ0 ∂b/∂τ0
∂a/∂κ0 ∂b/∂κ0
)
> 0.
Then, the Implicit Function Theorem yields that P−1 : R×T (1)× ℓ 21 → Sa,b is real-analytic.
We obtain that (Φb)−1 is real-analytic as a composition of real-analytic mappings.
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