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1. Introduction
Let G be a finite almost simple group, with L = F ∗(G) the unique minimal normal
subgroup of G—so L is a finite simple group. For x ∈G, let α(x) be the minimal number
of L-conjugates of x which generate the group 〈L,x〉. In this paper we obtain some upper
bounds on α(x). Of course, this number depends on the type of L and on x . If G = Sn,
then it is easy to see that α(x)= n− 1 for x a transposition and α(x) n− 1 for all non-
trivial x . (See Lemma 6.1 for an improved easy estimate and [30, Theorem 4] for further
results.) Similarly, if G is a classical group of dimension n, then one needs at least n con-
jugates of a pseudoreflection (here a pseudoreflection is an element whose fixed space is a
hyperplane). One result we shall prove is that if n 5 then α(x) n, except for symplectic
groups in even characteristic, where α(x) n+ 1. More generally, if L is a finite simple
group of Lie type of untwisted rank  than α(x) + 3, with a few explicitly determined
exceptions. (Recall that the untwisted rank is the rank of the ambient algebraic group.)
Our results are improvements on the results obtained by Hall et al. in [30]: they proved the
bound α(x) 8(2+ 1) in general, and α(x) 2+ 1 if x is a long root element.
One motivation for studying this problem is to classify groups acting irreducibly and
primitively on a vector space V containing an element x such that dim[x,V ] is small
compared to the dimension of V . This problem was considered by Gordeev [24] in
characteristic zero, and by Hall et al. [30] in general. One can show that a consequence
of the bounds in [30] is the result, for both algebraic and finite groups, that any primitive
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the group contains an element with a commutator space of dimension 2 (a bireflection)
and dimV > 288, the group and module are known. Our improved bounds allow much
better results in this direction: In particular, in Section 7 we obtain a classification of
irreducible groups containing a bireflection without any restrictions on dimV . The special
case of characteristic zero was obtained using other methods by Huffman and Wales [31].
This result should have applications in invariant theory (cf. [40]). Groups generated by
bireflections come up in the ongoing efforts to classify finite groupsG and modules V such
that k[V ]G is a complete intersection ring. It was shown by Kac and Watanabe [37] and by
Gordeev that a necessary condition is that G is generated by bireflections. This topic has
become of considerable interest also in symplectic geometry (so far only in characteristic
zero—see [73]).
Another application of our result appears in the thesis of Goodwin [22], and relates to
the work of Robinson and Thompson [61] on the k(GV ) problem of Brauer (i.e., to show
that the number of conjugacy classes in the semidirect product GV with V an elementary
abelian p-group for some prime p that does not divide |G| is at most |V |). Robinson
and Thompson introduced some new ideas and solved the k(GV ) problem for all primes
larger than 530; in the insoluble case, they used the paper of Liebeck [45] (which in turn
uses the bounds from [30]). They also indicated how improvements to [45] would extend
their solution to smaller primes. This has now been accomplished for all primes other
than 5—see [21,23,59,60]. The first author and Tiep have used the results of this paper to
prove some analogous results when one drops the assumption that |G| and |V | are coprime
(though one needs some assumptions).
As a further application, we obtain in Section 11 a classification of maximal subgroups
of finite classical groups of index not divisible either by 3 or 4.
We now outline the rest of the paper. Section 2 contains some elementary preparatory
material. In Section 3 we deal with linear groups of small dimensions; special care is
needed here. Section 4 contains the main result on generation of finite classical groups (see
Theorem 4.1). One nice corollary of the main result of that section is:
Theorem 4.2. Let L be a simple classical group of dimension n  5. If x ∈ Aut(L), then
α(x) n, unless L= Spn(q) with q even, x is a transvection and α(x)= n+ 1.
In Section 5 we obtain the following generation theorem for the finite exceptional
groups.
Theorem 5.1. Let L be an exceptional group of Lie type, of untwisted Lie rank  and
1 = x ∈ Aut(L) Then α(x)   + 3 except possibly for the case L = F4(q) with x an
involution, where α(x) 8.
It seems likely that the correct result is that α(x) 5 for all the exceptional groups. It is
known that α(x)= 5 for a long root element x for the groups of type E.
The short Section 6 deals with alternating and symmetric groups. See [30] for more
definitive results in this case.
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(this includes reflections and transvections). Analogously, we call x a bireflection if it
is trivial on a subspace of codimension 2. Section 7 contains the classification of finite
irreducible linear groups generated by bireflections. More generally, we classify primitive
linear groups of degree d generated by elements which have an eigenspace of codimension
at most
√
d/2. A less technical version of the main result is the following:
Theorem 7.A. Let V be a finite dimensional vector space of dimension d > 8 over
the algebraically closed field F of characteristic p  0. Let G be a finite irreducible
subgroup of GL(V ) which is primitive and tensor-indecomposable on V . Define νG(V )
to be the minimum dimension of [λg,V ] for g ∈G, λ a scalar with λg = 1. Then either
νG(V ) >max{2,
√
d/2} or one of the following holds:
(a) G is classical in a natural representation;
(b) G is alternating or symmetric of degree c and V is the deleted permutation module of
dimension c− 1 or c− 2;
(c) F ∗(G)=U5(2) with p = 2, d = 10.
In particular, all the groups in the conclusion above (up to multiplying by scalars) are
bireflection groups. If d  8, there are many more exceptions. See Theorem 7.1.
In Section 8 we obtain extensions of both the generation result and the bireflection
theorem to algebraic groups. Essentially the same results are obtained for algebraic groups.
Section 9 discusses overgroups in finite classical groups of special elements; in
particular, we obtain a result classifying irreducible overgroups of elements which lie
in a fundamental subgroup of the classical group and the classification of irreducible
overgroups of short root elements.
In Section 10, we have a brief discussion of subgroups of the symplectic group
generated by bireflections.
2. Some lemmas
Lemma 2.1. Let G be a group generated by two subgroups P1,P2, let R1,R2 be normal
subgroups of P1,P2, both contained in P1 ∩ P2. If x ∈ P1 ∪ P2 with xG  P1 ∪ P2 then
there exists a G-conjugate y of x with y ∈ Pi\Ri for i = 1 or i = 2.
Proof. Assume false. Then xG ∩ P1 = xG ∩ P2, for if xg ∈ P1 then xg ∈ R1 ⊆ P1 ∩ P2,
Since xG  P1 ∪ P2, there is some g ∈ G with xg /∈ P1 ∪ P2; take such a g with
g = a1a2 · · ·a, where ai ∈ P1 ∪ P2 and  is minimal. Put h= ga−1 . Then xh ∈ P1 ∪ P2,
so xh ∈ P1 ∩ P2; if a ∈ Pi then xha ∈ Pi—a contradiction.
Lemma 2.2. Let L be a simple group of Lie type, let G= Inndiag(L) and let x ∈G.
(a) If x is unipotent, let P1 and P2 be distinct maximal parabolic subgroups containing
a common Borel subgroup of G, with unipotent radicals U1 and U2. Then x is
conjugate to an element of Pi\Ui for i = 1 or i = 2.
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is at least 2, then there exists a maximal parabolic P with a Levi complement J such
that x is conjugate to an element of J not centralized by any Levi component (possibly
solvable) of J .
Proof. (a) If x is unipotent, we can take x ∈ P1 ∪ P2; the claim follows by Lemma 2.1.
(b) Assume x is semisimple and is contained in the Levi complement J of some
maximal parabolic subgroup P . If x is contained in a Borel subgroup of G, then we can
apply Lemma 2.1 (with Pi any two distinct end node maximal parabolic subgroups and
Ri =UiZ(Ji), where Ji is the Levi complement of Pi and Ui its radical).
Suppose x ∈ P corresponds to the node β of the Dynkin diagram. If β is an end node,
then the Levi complement of P is T J with T a torus contained in a Borel subgroup of the
Levi complement. The centralizer of J is contained in T and so is contained in a Borel
subgroup of G, a case already handled. Otherwise, the result holds.
Suppose β does not correspond to an end node and x centralizes some component
of J . Let X denote the connected component of the Dynkin diagram corresponding to
this component. Then as above x will be contained in the maximal end node parabolic Pγ
where γ ∈X is an end node. Now argue as in the previous case. ✷
Lemma 2.3. Let G be a group with F ∗(G) = L2(q), q > 3 odd. Let x be an involution
in Inndiag(G). If q > 5, or q = 5 and x is inner, then AutG is not transitive on triples
of conjugates of x which generate 〈F ∗(G), x〉. If q = 5 and x is outer, then AutG is not
transitive on generating 4-tuples of conjugates of x .
Proof. First assume x = x1 is inner. If q  11 or q = 5, choose x2 such that x1 and
x2 generate a maximal dihedral subgroup. Then choose a conjugate x3 = x1 with x3
commuting with x1. Then (x1, x2, x3) and (x1, x3, x2) are obviously not in the same AutG-
orbit. If q = 9, then we choose y12 of order 5 and y23 of order 3 so that the product has
order 4 (and so they generate L2(9)). Now choose x2 and x3 so that xixj = yij and argue
as in the previous case. If q = 7, argue similarly with yij of orders 3 and 4.
Now assume x is outer. It is well known that there is a unique such conjugacy class in
PGL2(q). If q = 5, view G as S5 and first choose 4 generating transpositions such that the
first two do not commute and first and last do commute. Now argue as above.
So assume q > 5. If q ≡ 3 mod 4, then x normalizes a Borel subgroup. So choose x2
with x1x2 of order p where q is a power of p and x3 so that x2x3 has order q − 1. Since
x2x3 cannot be contained in that Borel subgroup, it follows easily that they generate a
group containing F ∗(G).
If q ≡ 1 mod 4, then we argue as in the first paragraph of the proof (since two conjugates
generate a maximal dihedral group of order 2(q + 1)—note that for q = 9, the normalizer
of this torus now becomes maximal since the two classes of A5 are interchanged). ✷
Lemma 2.4. Let L = SLn(q) with n > 2 and (n, q) = (3,2). Let M = SLn−1(q)′ be
embedded naturally in L. If x ∈ L is noncentral, then there exists a conjugate y of x
such that L= 〈M,y〉.
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M2 which are the two parabolic subgroups containing M: if (n, q) = (3,3), this follows
by inspection of the irreducible subgroups of L3(3); in all the other cases, a long root
subgroup of L is contained in M and so we may apply [38].
Let x ∈ L. Then it is straightforward to see that if a 1-space or hyperplane is chosen
randomly, the probability that x fixes it is less than 1/q (cf [28]). Thus, |xL∩Mi |< |xL|/q .
In particular, we may choose y ∈ xL\(M1 ∪M2). This y has the desired properties. ✷
Note that if (n, q)= (3,3), then M is the quaternion group of order 8. If (n, q)= (3,2),
the lemma is not true (the proof does not go through because M is contained in a subgroup
of order 21).
Let p be a prime and q a power of p. Let F := Fq be the field of q elements. Suppose
that V is a finite dimensional FG-module. If σ ∈ Aut(F ), then σ acts on V . Then V σ is
a G-module via V σ = V and g · v = σgσ−1v. Of course, V can be viewed as an FpG-
module as well. We view F as a trivial G-module. The following is well known.
Lemma 2.5. V ⊗Fp F ∼=
∑
σ∈Aut(F ) V σ as FG-module.
Proof. Define φσ :V ⊗Fp F → V σ by v⊗λ → λσ(v). This is clearly F -linear (the action
of F on V ⊗Fp F is on the right-hand term). Moreover, φσ (g(v ⊗ λ)) = λσgσ−1σ(v) =
λg ·v = g ·(λv). Thus, φσ is a surjective FG-homomorphism. Let φ =⊕φσ :V →⊕V σ .
Now each φσ is surjective, it follows that φ is surjective and hence an isomorphism. ✷
Lemma 2.6. Let G be a finite group. If V is an absolutely irreducible FqG-module which
is defined over no proper subfield of Fq , then V is FPG-irreducible (where Fp is the prime
subfield of Fq ).
Proof. Now V ⊗Fp Fq ∼=
∑
σ∈Aut(Fq) V
σ
. In particular, V ⊗Fp Fq is a semisimple
multiplicity-free FqG-module (it is multiplicity free since Fq is a field of definition
for V—thus the character of V is fixed by no element of Aut(Fq)).
Let E = EndFpG(V ). Thus, E ⊗Fp Fq ∼= EndFqG(V ⊗Fp Fq) (we identify e ⊗ λ with
the map sending v⊗ α to e(v)⊗ λα).
Since V (and each Galois conjugate) is absolutely irreducible over Fq , the right-hand
side is a-dimensional over Fq where q = pa . Thus, E is a-dimensional over Fp . Since Fq
is contained in E, it follows that E = Fq . Since V is semisimple over FpG, this implies
that V is irreducible over FpG. ✷
Lemma 2.7. Let V be an FG-module with F = Fq . Let W be the radical of V . Then W is
also the radical of V as an FpG-module.
Proof. Let W ′ be the radical of V as an FpG-module. Since the radical is just the
intersection of the maximal submodules and any FG-submodule is an FpG-submodule,
W ′ ⊆W . On the other hand, F commutes with FpG and so leaves W ′-invariant. Thus,
W ′ is an FG-submodule of V . Thus, we may pass to the quotient V/W ′ and assume that
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FG-module (since F/Fp is a separable extension). Since V embeds in V ⊗Fp F,V is also
semisimple and the result follows. ✷
In the proof of our theorem, we shall have to investigate the situation where x lies in
a parabolic subgroup P . Write P = UJ , where U is the unipotent radical and J is a Levi
complement. Then J acts on the moduleU/Φ(U), often irreducibly. The structure of these
modules is known. See [4,15]. It will be convenient in some cases (where the action is not
semisimple), to replace Φ(U) by a slightly larger subgroup.
Definition. Let H be a finite group acting on a finite p-group U . Define ΦH(U), the
H -Frattini subgroup of U , to be the intersection of all those subgroups of U which are
maximal in the collection of all H -invariant subgroups of U .
Here is a little lemma containing three observations concerning ΦH .
Lemma 2.8. With the Definition above, the following hold.
(a) Φ(U)ΦH(U).
(b) If G is the semidirect product G=UH then ΦH(U)=U ∩Φ(G).
(c) U/ΦH(U) is the largest homomorphic image of U which is semisimple as an
H -module.
Proof. (a) If M is a maximal H -invariant subgroup of U then Φ(U)M .
(b) Firstly, if M is a maximal H -invariant subgroup of U , then MH is a maximal
subgroup ofG with M =MH ∩U , so U ∩Φ(G)⊆ΦH(U). Conversely,ΦH(U)⊆Φ(G):
Let M be a maximal subgroup of G, and assume that M does not contain U . Then
G=MU ; since M ∩U containsΦ(U), we see that M ∩U is normal in G and in particular
is H -invariant. The quotient U/(M ∩U) is H -irreducible by maximality. Thus M ∩U is
a maximal H -invariant subgroup of U .
(c) Here U/ΦH (U) is isomorphic as an H -module to the quotient of U/Φ(U) by its
Jacobson radical. ✷
Lemma 2.9. Let H be a finite group acting on an elementary abelian p-group V which is
an irreducible nontrivial H -module (over Fp). Assume that H is generated by h1, . . . , hr .
Set ei = dim[hi,V ]. Let C1(H,V ) denote the subgroup of H 1(H,V ) which is trivial on
〈hi〉 for each i . Then ∑i ei  dimV + dimC1(H,V ). If
∑
i ei > dimV + dimC1(H,V ),
then HV = 〈h1v1, . . . , hrvr 〉 for some vi ∈ [hi,V ]. In particular, hi is conjugate to hivi
for each i .
Proof. For each w := (v1, . . . , vr ) ∈ [h1,V ] × · · · × [hr ,V ], let Hw denote subgroup
generated by the hivi . Note that any complement to V in HV corresponding to an element
of C1(H,V ) has this form. Also, note that Hw =Hw′ implies that w = w′ or Hw =HV
(because of the irreducibility of V ). This proves the first inequality of the result.
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such w, whence Hw =HV for some such w. ✷
Lemma 2.10 (Lifting Lemma). Let H be a finite group acting on the finite p-group U .
Assume that W :=U/ΦH(U) is an irreducible FpH -module (in particular, this is satisfied
if W is FqH -absolutely irreducible where Fq is the field of definition).
(a) If H can be generated by hi , 1  i  r , W is an absolutely irreducible FqH -module
with Fq being the field of definition such that
∑
i dim[hi,W ] > dimH 1(H,W) +
dimW , then the semidirect product HU can be generated by elements hiui,1 i  r ,
for some ui ∈ [hi,U ].
(b) If H can be generated by r conjugates of h and r dim[h,W ] > dimH 1(H,W) +
dimW , then HU can be generated by r conjugates of h.
Proof. Since ΦH(U) is contained in Φ(HU), there is no loss in assuming that W = U is
irreducible. Now apply Lemma 2.9 to obtain (a). Note that (b) is a special case of (a) since
hu is conjugate h for any u ∈ [h,U ] (when U =W ). ✷
As we remarked earlier, we will apply the previous results to H a subgroup of the Levi
complement J of a maximal parabolic subgroupP of a Chevalley groupL. Almost always,
U/ΦH (U) will be irreducible and we then need to verify the condition in (b) to apply the
previous result. We occasionally abuse notation and write Φ(U) forΦJ ′(U). We shall refer
to the previous lemma as the Lifting lemma.
Next follows a result on products of conjugacy classes, which is essentially in [57] (see
also [64]).
Lemma 2.11 (Character Lemma [57]). Let G be a finite simple classical group of untwisted
Lie rank . Assume that G contains an element x regular in a torus T1 which acts
irreducibly on the natural module for G—so G is linear, unitary, symplectic or orthogonal
of type −. Let T2 be a torus acting irreducibly on a hyperplane in the first two cases,
a maximal totally singular subspace in the symplectic case and a nonsingular subspace of
codimension 2 of type—in the last case. Let C be a G-class of regular elements in T2. Then
for any element z ∈G there exists an element y ∈ C with xy conjugate to z.
Proof. This is essentially proved in [57]. Let y1 ∈ C and z ∈ G. It is well known
that the assertion is true if
∑
(χ(x)χ(y1)χ(z)) = 0, where the summation runs over
all the irreducible characters χ of G (cf. [57, Lemma 2.1]). By [57, Proposition 2.1,
etc.], χ(x)χ(y1) = 0 implies that χ is a unipotent irreducible character. In fact, in
[57, Proof of Theorem 2.1, etc.], it is shown that the only nonzero contribution comes from
χ either the principal character or the Steinberg character. The assertion now follows im-
mediately. ✷
Let G be a group with F ∗(G) = S simple. We define α(G) to be the maximum value
of α(x) with x a nontrivial element of G. We also need a connection between α(S) and
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property that S is the union of the powers Ci with 0  i  k, for any conjugacy class C.
There is a considerable amount of literature on this topic.
Lemma 2.12. Let S be a non-abelian simple group with covering number cn(S)= k. Then
α(S) k + 1.
Proof. If x is a nontrivial element of S, then S = 〈x, y〉 for a suitable element y ∈ S
by [28]. Since cn(S) = k, there exist j  k conjugates of x with y = x1x2 . . . xj . Then
S = 〈x, x1, . . . , xj 〉. ✷
We need an elementary lemma about cohomology.
Lemma 2.13. Let G be a finite group with a normal subgroup N . Let V be a finite
dimensional kG-module with k of characteristic r .
(a) If CV (N)= 0, then H 1(G,V ) embeds in H 1(N,V ).
(b) IfCV (N)= 0 andG/N is an r-group, thenH 1(G,V )= 0 implies thatH 1(N,V )= 0.
Proof. If 0→ V →W → k→ 0 is a short exact sequence of G-modules that is N -split it
is clearly G-split (since the complement would be the unique trivial N -constituent). Thus
(a) holds.
We now prove (b). Let D =Der(N,V ). Since CV (N)= 0, we can identify V as a kN -
submodule of D. Since G acts on V , G acts on D as well. We need to show that D = V .
If not, then D/V is a G/N -module and so G/N has a nontrivial fixed space D′/V . Since
H 1(G,V )= 0, this implies that D′ = V ⊕ U for some G-invariant subspace U , whence
also for N , a contradiction. ✷
The next result follows from the Künneth formula. See, for example, [2] or [8].
Lemma 2.14. Let Gi be finite nontrivial groups for i = 1,2. Let Vi be faithful irreducible
kGi -modules. Then H 1(G1 ×G2,V1 ⊗ V2)= 0.
We shall use the following known results for certain cohomology groups. Typically,
we need information about the modules for the Levi subgroups of some of the end node
parabolics.
Lemma 2.15. H 1(G,V )= 0 in the following cases:
(a) G = SLn(q), n  2 with (n, q) = (3,2) or (2,2a), a > 1 and V the natural module
(or its dual);
(b) G= Sp2m(q) with m 2 and q odd and V the natural module;
(c) G=Ω±m(q) with m> 4 and V the natural module unless (m,q)= (5,3);
(d) G = SLn(q), q odd, with (n, q) = (2,5), and V the symmetric square of the natural
module;
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(f) G=E6(q) or E7(q) with V of dimension 27 or 56, respectively.
Moreover, H 1(G,V ) is one-dimensional in the following cases:
(g) G= SL3(2), V the natural module (or its dual);
(h) G= SL2(2a), a > 1, V the natural module;
(i) G= Sp2m(q), m 2, q even and V the natural module;
(j) G=Ω5(3) and V the natural module;
(k) G= L2(5), V of dimension 3.
Most of these results are stated in [36]. See [54, 1.8] for G= 2Dm(3) and V the natural
module. The natural modules for orthogonal groups over the field of 2 elements are handled
in [58]. Note that a bound for the quasisimple subgroup yields the same bound for an
overgroup that normalizes it. Also, the result in [58] holds for both the simple and almost
simple groups (for example, apply Lemma 2.13). The result of (d) appears in [53, 1.8] for
n > 2 and in [36] for n= 2.
We remark that we do not use the natural module for unitary groups. This is still given
in [36] for q > 3 and in [54] for q = 3. We note for completeness that one can show that
H 1 = 0 as well for q = 2 if the dimension is at least 5.
We will be using considerable amount of information about outer automorphisms of
Chevalley groups. The structure is well known by a theorem of Steinberg. We refer the
reader to [3, §§8,19], [26, 4.5, 4.7, 4.9] and [25, I.7] for detailed information on conjugacy
classes of outer automorphisms of prime order. See also [50].
We will also use the following special case of [27, Theorem 2.1].
Lemma 2.16. Let G be an almost simple group and x a nontrivial element of G. Then
xG ⊂M1 ∪M2 for subgroups M1 and M2 implies that F ∗(G) is contained in M1 or M2.
3. Some special cases
We first consider some small groups separately where extra complications are present.
In the next lemma, we make frequent use of the character tables and subgroup structure
of L2(q). See [16,68].
Lemma 3.1. Let L = L2(q) with q  4. Let F ∗(G) = L. Let x ∈G have prime order r .
Then α(x) 3 unless either
(a) x is a field automorphism of order 2 and α(x) 4 except that α(x)= 5 for q = 9; or
(b) q = 5, x is a diagonal automorphism of order 2 and α(x)= 4.
Moreover, if x has odd order, then α(x)= 2, unless q = 9, r = 3 and α(x)= 3.
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(q + 1)/(2, q − 1) (by the character table or inspection). If q is odd, this implies that
〈x, y〉 = L, except for q = 9, where we see that α(x)= 3. If q is even, then x, y generate
the normalizer of a nonsplit torus which is maximal. Thus, α(x)= 3 in this case.
If x is irreducible of odd order, it follows by the character table that there exists y of
order (q − 1)/(2, q − 1) with xy = z conjugate to x . Thus, 〈x, z〉 contains a maximal split
torus and is irreducible, whence equals L for q > 11 (as the only overgroups of a split
torus are its normalizer and two Borel subgroups). If q = 11, then x has order 3 and we
can choose y conjugate to x with xy of order 11, whence α(x)= 2. If q = 9, then xy has
order 4, and so (by viewing this as A6) we see that 〈x, y〉 = L. If q = 8, then x has order 3
and xy has order 7, for suitable conjugate y of x , whence α(x) = 2. If q = 7, there are
no such elements. If q = 5, then A5 is generated by two 3-cycles. If q = 4, then A5 is
generated by two 5-cycles.
Assume that x ∈ L is an involution. Then two conjugates generate the normalizer
of a nonsplit torus; if q = 7, then this is maximal, whence α(x) = 3. If q = 7, we
choose x, y so that they a generate a Sylow 2-subgroup. There are exactly two overgroups
(each isomorphic to S4) containing the Sylow 2-subgroup and these do not exhaust all
involutions.
Next let x be diagonal of odd order. By character theory, there exists a conjugate y
with xy generating a nonsplit torus. Since the only overgroup of the nonsplit torus is its
normalizer for q > 9, it follows that α(x) = 2 for q > 9. This situation does not arise for
q = 5 or 9. If q = 7, the maximal overgroups of a nonsplit torus are isomorphic to S4 and
these do not contain a pair of elements of order 3 whose product has order 4. So α(x)= 2
for q = 7.
Assume next that x is a diagonal automorphism (and so q is odd) and x is an involution.
If q ≡ 3 mod 4, then x normalizes a Borel subgroup and its opposite. We may choose
u,v unipotent with uv of order (q+ 1)/2 and x conjugate to xu and xv, whence α(x) 3.
So q ≡ 1 mod 4. If q = 5, then x is a transposition in S5 and α(x) = 4. Let q > 5.
We may assume x normalizes the diagonal subgroup and necessarily acts as an inversion
on it. Thus, x is conjugate to xy where y has order (q − 1)/4. For q > 17, the maximal
subgroups of L containing y are two Borel subgroups and the normalizer of the centralizer
of y . Since x interchanges the two Borel subgroups, this implies that 〈x, y〉 is contained in
a unique maximal subgroup. Therefore α(x) 3. Similarly, we see that x is conjugate to
xy where y generates a nonsplit torus in L. For q  9, this is maximal and so α(x) 3.
Finally assume that x is inducing a field automorphism of prime order r . Note that any
two are conjugate (via an element of PGL) and so we may take x to be the standard one
(i.e., induced from the corresponding automorphism of the field).
Assume x is of order 2. Note that x is conjugate to xy for y a transvection, whence
for q odd with q = 9, α(x)  4. If q = 9, then 〈L,x〉 = S6 and α(x) = 5. If q is even,
q = q20 , then we may choose y of order q0 − 1 and z of order q0 + 1 noncommuting with
x conjugate to xy and xz. The only possible overgroup containing x, y, z is L2(q0) which
is maximal. Thus α(x) 4.
Assume x has odd order. In this case, we use a counting argument, as follows. Write
q = qe1···es1 = qes0 where the ei are distinct primes and es is the order of x . Let Γ =
{y ∈ xL | 〈x, y〉 = L〈x〉}. Suppose that y ∈ Γ . Then 〈x, y〉 ∩ L is contained in a conjugate
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follows easily from the description of the subgroups of L (note that since es is odd, any
subgroup S4 or A5 is contained in a subfield subgroup, and any relevant subgroup of the
split torus is contained in a Borel subgroup). Let H be either a Borel subgroup, a nonsplit
torus or a subfield subgroup L2(q1/ej ) with j = s. Since any two conjugates of x in H 〈x〉
are already conjugate via an element of H (this is essentially Lang’s theorem—see [25,
7.2]), it follows that the conjugates of H fixed by x form a single CL(x) orbit. Thus, the
union of all conjugates of x which normalize a conjugate of H also fixed by x has size at
most |H ||CL(x)|/CH(x)|2. Since x fixes no nontrivial conjugate of CL(x), there are most
|CL(x)| conjugates of x which generate a subgroup of CL(x) together with x . Thus,
|Γ |< ∣∣CL(x)
∣∣+
∑
|H |∣∣CL(x)
∣∣/∣∣CH (x)
∣∣2,
where the sum runs over H from a set of representatives for the classes above.
If H is a Borel subgroup, we see that
|H |∣∣CL(x)
∣∣/∣∣CH (x)
∣∣2 = q(q − 1)q0
(
q20 − 1
)/(
q20
(
q20 − 1
)2)
= q(q − 1)(q0 + 1)/q0(q0 − 1).
If H is a nonsplit torus, then
|H |∣∣CL(x)
∣∣/∣∣CH (x)
∣∣2 = (q + 1)q0
(
q20 − 1
)/
(q0 + 1)2 = (q + 1)q0(q0 − 1)/(q0 + 1).
If H is a subfield group, we obtain the estimate
|H |∣∣CL(x)
∣∣/∣∣CH (x)
∣∣2  q1/e
(
q2/e − 1)∣∣CL(x)
∣∣/q1/re
(
q2/re − 1)
 q1/2(q − 1)∣∣CL(x)
∣∣/q1/2r
(
q1/r − 1).
Note that s < q0 and so the contribution from all the subfield terms (other than CL(x))
is at most q0q1/2(q − 1)|CL(x)|/q1/20 (q0 − 1).
A straightforward computation now shows that |Γ | < |xL| and so L is contained in
〈x, xg〉 for some g ∈ L as required. ✷
Lemma 3.2. Let F ∗(G)= L= L3(q). Let x ∈G be of prime order. Then α(x) 3 unless
x is an involutory graph-field automorphism and α(x) 4.
Proof. If q = 2, we can apply the previous results. So assume q > 2.
If x is an inner involution, the result follows by [57] since there is a unique class of
involutions in L.
First assume x is semisimple in Inndiag(L). If x is irreducible, then by Lemma 2.11 we
may choose y of order (q2 − 1)/(3, q − 1) with xy conjugate to x . By [29], it follows that
these two conjugates generate L.
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shows that there exists a conjugate y of x with 〈x, y〉 containing SL2(q) acting irreducibly
on a 2-space. By [57], there is a conjugate z of x such that 〈x, y, z〉 contains an irreducible
torus; hence α(x) 3. If q = 7, r = 3, we use the character table in [12]: If x is of class 3A
then there are two conjugates giving an element of order 19 and so generating a maximal
subgroup 19.3, and so again α(x)  3. And if x is of class 3B (so diagonal), there is a
conjugate y of x with w = xy of order 8, and some other L-conjugate z of x with wz of
order 57, whence 〈x, y, z〉 = 〈L,x〉.
Now consider x unipotent. Then q is odd; assume that q = 9. If x is a transvection,
choose a conjugate y with 〈x, y〉 = SL2(q). Then as in Lemma 2.11, there exist u ∈ SL2(q)
and z a Singer cycle with uz a transvection. Thus, L= 〈x, y,uz〉.
If x is unipotent but not a transvection, let P be a maximal parabolic subgroup
containing x , with radical U . There is an L-conjugate y of x with 〈x, y,U〉  P ′. Now
x is a regular unipotent, so it is not contained in a Levi complement. Since there is a
unique class of complements, we get 〈x, y〉  P ′, and so α(x)  3. If q = 9, from [12],
there is an L-conjugate y of x with w = xy of order 5, and an L-conjugate z of x with wz
of order 91—so again α(x) 3.
Next assume that x is a field automorphism of order prime to 3, which we may take to
be the standard one. Then x is conjugate to xz where z has order a multiple of a p-primitive
divisor of q3 − 1. Also, x is conjugate to xy with y a transvection and so L 〈x, y, z〉.
If x is a field automorphism of order 3, then by Lemma 3.1, two conjugates of x
generate a subgroup containing an SL2(q). Since this subgroup is contained in precisely
two maximal subgroups (each parabolic), there is another conjugate not contained in either
and so α(x) 3.
If x is a graph automorphism, then there exists a z ∈L with z of order a multiple of a p-
primitive divisor of q3−1 with xz conjugate to x . We also have x conjugate to xv for some
transvection v (this is clear for x a field automorphism—for x the graph automorphism, let
v be a symmetric transvection; note that any involution in the coset xL is conjugate to x).
So 〈x, z, v〉 contains L and α(x)= 3.
Finally, we consider x the graph-field automorphism of order 2. Note that the normalizer
of the irreducible torus T ofL contains a commuting pair of graph and field automorphisms
of order 2. The graph automorphism inverts the torus and the field automorphism
centralizes the subgroup T0 of the torus contained in L3(q0) (where q = q20 ). Thus, x is
conjugate to xz where z generates T0. By Lemma 2.11, two conjugates of z generate
a group containing the nonsplit torus of SL2(q). It follows that these two conjugates
generate L, whence α(x) 4. ✷
Lemma 3.3. If F ∗(G)= L=U3(q) for q > 2 and x has prime order then α(x) 3, unless
q = 3 and x is an inner involution with α(x)= 4.
Proof. If x ∈ L is an involution, then since there is a unique class, it is a special (and easy)
case of [57] that α(x)= 3, unless q = 3 when α(x)= 4.
First assume x is semisimple in Inndiag(L). If x is irreducible, then as in Lemma 2.11,
we may choose y of order (q2 − 1)/(3, q+ 1) with xy conjugate to x . It follows that these
two conjugates generate L.
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nonsingular 2-space. We may assume that x has odd order; then the argument of Lemma 3.1
shows that there exists a conjugate y of x with 〈x, y〉 containing SL2(q) acting irreducibly
on this 2-space. If q = 4 or q > 5, this is contained in a unique maximal subgroup, whence
α(x)  3. If q = 3, there are no such elements. If q = 5, then there is a unique class of
elements of order 3 in L. By working in A7, we see that 2 conjugates generate A7 which
is maximal and so α(x) 3.
If x is a unipotent element, then we may take q odd. If x is a transvection, choose a
conjugate y with 〈x, y〉 = SL2(q). Then as in [57], there exist u ∈ SL2(q) and z a Singer
cycle with uz a transvection. Thus, L= 〈x, y,uz〉.
If x is unipotent but not a transvection then x is a regular unipotent element. There is an
irreducible overgroup, arising from irreducible 3-dimensional orthogonal action of SL2(q).
By Lemma 3.1, this is generated by two conjugates of x , and gives a maximal subgroup
of L except for q either 3 or 5, so α(x)  3 for q > 5. If q = 5, then any such element
is contained in a maximal A7 and two conjugates will generate A7. If q = 3, then two
conjugates generate a non-abelian subgroup of order 21 contained in L2(7). It follows
by [12] that this group is contained in a unique maximal subgroup. It follows that α(x) 3.
Next, assume that x is a field automorphism of order prime to 3, which we may take to
be the standard one. Then x is conjugate to xz where z has order a multiple of a p-primitive
divisor of q6 − 1. Also, x is conjugate to xy with y a transvection and so L 〈x, y, z〉.
If x is a field automorphism of order 3, then by Lemma 3.1, two conjugates of x
generate a subgroup containing an SL2(q) (stabilizing a nondegenerate 2-space). Since
this subgroup is contained in a unique maximal subgroup (the full stabilizer), α(x) 3.
If x is a graph automorphism of order 2, then there exists a z ∈ L with z of order
a multiple of a p-primitive divisor of q6 − 1 with xz conjugate to x . Then for q different
from 3 or 5, L 〈x, xz, xg〉 for g ∈ C(x)\NL(z). So α(x)= 3. If q = 3 or 5, inspect the
character table to obtain the same conclusion. ✷
Lemma 3.4. If F ∗(G) = L = U4(q) and x has prime order, then α(x)  4 unless one of
the following holds:
(i) x is an involutory graph automorphism and α(x) 6;
(ii) q = 2 with x a transvection and α(x) 5.
Proof. First assume q = 2. If x has order 5, then two conjugates generate A6 which is
contained in a unique maximal subgroup. Thus, α(x) 3. Similarly, if x has order 3 and is
contained in a maximal S6, then α(x) 4. If x has order 3 and is not contained in S6, then
it is of type 3AB in the notation of [12, p. 27]. A simple calculation shows that we can find
two conjugates of x with product an element of type 4B; this then squares to an involution
of type 2B. On the other hand, there are two involutions like this with product an element of
order 5. Hence four conjugates of x can be found to generate a subgroup of order divisible
by 5 and containing x; an inspection of [12] shows that there is no proper subgroup
with these properties, whence α(x)  4. Now assume x is an involution. Both classes
of involutions intersect a maximal subgroup S6, so we may take x ∈ S6. If x ∈ A6, argue
that α(x) 4; a simple calculation in A6 (using the fact that (12)(34) · (13)(45)= (12354)
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since S6 is the only overgroup, we obtain α(x) 4. In the other case, x is a transvection
in L; we see that four conjugates generate an S5 which by [12] is contained in a unique
maximal subgroup (the element of order 5 is already contained in a unique subgroup of
type S6, and S6 is the only possible type of maximal overgroup of S5). If x is an outer
involution, then we may assume that x is contained in the normalizer of the stabilizer of
a totally singular 2-space (since that group contains a Sylow 2-subgroup). This group is
isomorphic to 24 :S5. Since the radical is contained in L, we see that four conjugates of x
generate this maximal subgroup modulo the radical. Thus, five conjugates generate this
maximal subgroup and α(x) 6. So we may assume that q > 2.
Assume x ∈ Inndiag(L) is semisimple. Note that x can be neither irreducible, nor can it
preserve a partition into two orthogonal irreducible subspaces of dimension 2. If x has an
irreducible 3-dimensional invariant subspace, then three conjugates generate an overgroup
of SU3(q), whence four generate L.
If x has a 2-dimensional irreducible invariant totally singular subspace, then a small
computation shows that x has odd order. By Lemma 3.1, two conjugates of x generate
a subgroup involving L2(q2). We can choose u,v in the radicals of the two parabolics
containing L2(q2) with x conjugate to xu and xv. Thus, α(x) 4.
In the remaining case, x has 1-dimensional invariant subspaces. If x fixes a nonsingular
1-space, then by the previous result (except where q = 3 and x is an involution), three
conjugates of x generate a subgroup containing SU3(q). Since this is contained in a unique
maximal subgroup, it follows that α(x) 4.
If q = 3, in the remaining case, x ∈ L is an involution, then x is contained in a
maximal A7. It is easy to see that α(x,A7)= 3, and it follows that α(x) 4.
Consider q > 3. If x only fixes singular 1-spaces, then x acts noncentrally on a 2-di-
mensional totally singular space. By Lemma 3.1, if x has odd order, then two conjugates
of x generate an L2(q2) and so, as usual, α(x) 4.
If x is an involution, we can generate a dihedral group of order q2 + 1. By [57], it
follows that three conjugates contain a subgroup with elements of order (q2 + 1)/2 and
q2 − q + 1 which (also by [57]) generate L.
Suppose x is unipotent. Thus, there exists a maximal parabolic subgroup P with
unipotent radical U with x ∈ P\U . If P is of type GL2(q2) and q is odd, then two
conjugates of x generateL2(q2), whence three generate P ′ and α(x) 4. If q is even, then
two conjugates of x generate a dihedral group of order 2(q2+1) and by [57], it follows that
three conjugates contain a subgroup with elements of order q2 + 1 and q2 − q + 1 which
(also by [57]) generate L. Thus, if xL ∩ P is not contained in U , we are done. An easy
calculation shows that this leaves only transvections. In this case, x ∈ SU3(q), whence the
previous lemma (recall q > 2) yields three conjugates generating SU3(q) and α(x)= 4.
Next assume that x is an outer automorphism, not in Inndiag(L). If x is a field automor-
phism of odd order, then x normalizes a subgroup SU3(q). We deduce from Lemma 3.3
that α(x) 4. So assume x is an involution inducing a graph automorphism. First consider
q odd. Then by the description of the automorphisms either x normalizes (and does not
centralize) SU3(q) and the result follows easily by induction, or CL(x)= PSp4(q). In the
latter case, we may choose a conjugate of x acting on a subgroup S = SU2(q) ◦ SU2(q) in-
terchanging the two components. Now S  PSp4(q). If q > 3, then induction for Sp yields
R.M. Guralnick, J. Saxl / Journal of Algebra 268 (2003) 519–571 533α(x) 6 (we assume throughout that our claim holds for smaller groups). If q = 3, a Sy-
low 2-subgroup of 〈L,x〉 is contained in N = 24.S5 with the 24.A5 contained in L. Then
x M = 24.S5 with the S5 acting irreducibly on the 24. It follows that four conjugates of
x generate this group modulo the normal 2-subgroup, whence 5 conjugates generate M .
By [12], N is the unique maximal subgroup containing M and so α(x) 6.
Now assume that q is even. There are 2 classes of such automorphisms. In one case,
x normalizes but does not centralize SU3(q) and we argue as for q odd (note that q > 2).
In the other case, we may again choose a conjugate of x acting on S = SU2(q) ◦ SU2(q)
interchanging the two components. Again, S  PSp4(q). Since q > 2, the induction for Sp
yields α(x) 6. ✷
4. Classical groups
First we state the main result of this section.
Theorem 4.1. Let L be a simple classical group over Fq . Let V be the natural module for
L of dimension n > 2. Assume that n > 6 for the orthogonal groups. If x ∈ Aut(L) is of
prime order r , then either α(x) n or one of the following holds:
(a) L= L3(q), x is a graph field involutory automorphism and α(x) 4;
(b) L= U3(3) with x ∈L, r = 2 and α(x)= 4;
(c) L= Lε4(q), q > 2, x is an involutory graph automorphism and α(x) 6;
(d) L= L4(2) with x a graph automorphism with α(x)= 7;
(e) L = U4(2), with x a transvection and α(x)  5, or x an involutory graph automor-
phism and α(x) 6;
(f) L= PSp4(q), x an involution and α(x) 5, or q = 3 and α(x) 6;
(g) L= Spn(q), q even and x a transvection and α(x)= n+ 1.
The next result is an immediate consequence of Theorem 4.1.
Theorem 4.2. Let L be a simple classical group of dimension n  5. If x ∈ Aut(L), then
α(x) n, unless L= Spn(q) with q even, x is a transvection and α(x)= n+ 1.
While proving Theorem 4.1, we shall in fact obtain some more detailed information in
the case of symplectic and orthogonal groups.
Theorem 4.3. Let L= PSp2m(q) and x ∈ Aut(L). Then α(x)m+ 3 unless:
(a) x is a transvection with α(x)= 2m or 2m+ 1 with q odd or even respectively; or
(b) m= 2, q = 3, x an involution with α(x)= 6.
Theorem 4.4. Let L=Ωεn(q) with n= 2m, m 4 or n= 2m+ 1 with m 3 and q odd.
Suppose x ∈ Aut(L). Then α(x)m+ 3, unless q is odd, x is a reflection and α(x)= n,
or q is even, x is a transvection and α(x)= n.
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assuming all the claims (in this and later sections) hold for all the almost simple groups
with smaller socle. Let x ∈ Aut(L) of prime order r and set G= 〈L,x〉.
First consider L = Ln(q). If n  3, the result follows by Lemma 3.2. We will treat
L= L4(2) later, in the alternating section.
Suppose x ∈ Inndiag(L). Note that then x acts on V .
First suppose x is unipotent. If P1 is the stabilizer of a 1-space and P2 is the stabilizer
of a hyperplane containing that 1-space, there is some conjugate of x and some i so that
x is in Pi − Ui where Ui is the radical of Pi . Let P denote this parabolic subgroup, U
its radical, J the Levi complement and J ′ the commutator subgroup of J . By induction,
n− 1 conjugates of x generate a subgroup H with HU containing J ′U . If H  J ′U , then
P is the unique maximal subgroup containing H (by a well-known result of Tits, the only
maximal subgroups containing a Sylow p-subgroup are the parabolic subgroups containing
it—clearly, P is the only parabolic containing J ′U ) and so α(x)  n. Otherwise, since
H 1(J ′,U) = 0, we may assume that H contains J ′. Thus, H leaves invariant a unique
1-space and hyperplane. By a simple counting argument or by Lemma 2.17, we may choose
another conjugate y of x not fixing these subspaces. Then 〈H,y〉 is irreducible and contains
root subgroups and so by the classification of such groups (cf. [38]), this group contains
Ln(q). Thus, α(x) n.
If x is semisimple and has a 1-dimensional invariant subspace, the argument of the
previous paragraph applies. Now assume x is semisimple and has no 1-dimensional
invariant subspace. If x is irreducible, then by Lemma 2.11, there exists y of order
(qn−1 − 1)/(n, q − 1) and z a conjugate of x such that xy is conjugate to x and yz is
a transvection. Hence α(x) 3.
So assume that V = V1 ⊕ V2 with Vi invariant under x , dimVi = ni and n1  n2  2
and x acts irreducibly on V2. Then by induction (using Lemma 3.1), unless n = 4 and
q = 3 or 5, n1 + 1  3 conjugates of x will generate a group H containing SL(V1) × R
with R a cyclic r-group acting irreducibly on V2. Let U be the unipotent radical of the
stabilizer of V1. Then U is an irreducible H -module which is the tensor product of an
SL(V1)-module and an R-module. Thus H 1(H,U) = 0 (cf. [2] or Section 2). If W is an
irreducible submodule of V1 (for x), then W ⊗ V2 has x-fixed points if and only if W
is the dual of V2 and in that case the fixed points have dimension qn2 (the cardinality
of Endx(V2)). Thus, |CU(x)| qn1n2/2 = |U |1/2 and |[x,U ]| |U |1/2. It follows by the
Lifting Lemma 2.10 that n1 + 1 conjugates of x generate HU . Let y be a conjugate of
x in HUop with Uop the unipotent radical of the stabilizer of V2. Since Uop is also an
irreducible H -module, it follows that G= 〈U,Uop〉  〈H,y〉. Thus, α(x)  n1 + 2  n.
If (n, q) = (4,5), then the previous argument is valid unless r = 2. If r = 2, then three
conjugates of x will still generate a group H containing Z3 ×R and the argument above is
still valid. If (n, q)= (4,3), then r = 2. Then three conjugates of x generate Q8 × R and
the argument above applies.
Finally, let x be a nondiagonal outer automorphism of L. If x is a field or a graph-field
automorphism, then x leaves invariant the subgroup fixing the decomposition V = A⊕B
with A a hyperplane. First suppose n= 4 and r = 2 and x is a field-graph automorphism.
Write q = q20 . Then x normalizes SL3(q0) and induces a graph automorphism. By
Lemma 3.2, three conjugates of x generate H containing SL3(q0). Since x does not
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containing H intersects L in the stabilizer of A. Thus, α(x)  4. In all remaining cases,
by induction, n− 1 conjugates of x generate a group containing S = SLn−1(q). If either
parabolic containing S is x-invariant, argue as above (we still haveH 1(S,U)= 0 forU the
unipotent radical of the parabolic). If not, then (by [38]), the normalizer of S is the unique
maximal subgroup containing S〈x〉 in L〈x〉. Thus, α(x) n.
If x is a graph automorphism, then x leaves invariant the subgroup fixing the
decomposition V = A ⊕ B where A has codimension 1 or 2 in V (see [3, Section 19]
and [50, p. 285]).
If n = 4, then by the description of the classes of these automorphisms (see [26] or
[50]), one of the following holds:
(a) CL(x)= PSp4(q);
(b) x acts nontrivially on X= PSp4(q); or
(c) x stabilizes a decomposition as above with A a hyperplane.
Assume first that q > 3. In case (b), it follows that 5 conjugates suffice to generate
a group containing X, whence α(x)  6. In case (c), argue as above. In (a), note that
for q odd, x is conjugate to some noncentral element in C (because x is acting as a
reflection in O+6 (q)). As above, α(x)  6. If q is even, then there are two classes of
such elements. When viewed in O+6 (q), these are either transvections or products of three
commuting transvections. Thus, in either case, x ∈ Sp4(q) and so 5 conjugates generate
Sp4(q). Since q > 2, this subgroup is maximal and so α(x) 6. It remains to consider the
case q = 3—the problem here is that we need six conjugates of x to generate the subgroup
S = PSp4(3).2. In notation of the Atlas [12, p. 69], the involutions we need to deal with
are of type 2D. These are reflections when considered in the action on an O+6 (q)-space.
Hence there is a conjugate of x non-central in an O−4 (3). Working in Aut(A6), we see that
there are two conjugates of x with product a suitable 3-element y , and any 5-element is
the product of four conjugates of x . By Lemma 2.12, a 13-element of L can be written as
the product of y and a suitable 5-element; hence there is a subgroup of order divisible by
65 generated by six conjugates of x . Since any such subgroup contains L, it follows that
α(x) 6 in this case as well.
If n = 5, take the decomposition with A of codimension 2; we see as above that
α(x) 5. Next consider n= 6. Then one of the following holds (cf. [50, p. 285]):
(a) x stabilizes a decomposition as above with A a hyperplane;
(b) x stabilizes a decomposition as above with A of codimension 3 such that x centralizes
neither component of the subgroup stabilizing the decomposition; or
(c) q is odd and x induces a nontrivial inner automorphism on O+6 ( we may take x = τS
where τ is the inverse transpose map where S is a skew symmetric orthogonal matrix).
In case (a), we obtain 5 conjugates generating a group containing S = SL5(q). Then
〈S,x〉 is contained in a unique maximal subgroup. So α(x) 6.
In case (b) or (c), we consider the subgroup S = SL3(q) ◦ SL3(q) with x interchanging
the two components. Then the normalizer of S is the unique maximal subgroup of G
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a generating set for SL3(q). Let c′ and d ′ be such that x, x(c, c′), x(d, d ′) are all conjugate.
These generate 〈S,x〉 or at least a suitable overgroup of a diagonal subgroup. Thus four
conjugates will generate 〈S,x〉, and we obtain α(x) 5.
If n > 6, then x leaves invariant the subgroup fixing the decomposition V = A ⊕ B
where A has codimension 1 or 2 in V . Since we do not need the 4-dimensional case, an
easy induction argument as above shows that α(x) n.
Now consider L= Un(q), n 5. Let x ∈ L be unipotent. If x stabilizes a nonsingular
1-space, then x is contained in a subgroup H containing SUn−1(q). Thus, by induction,
unless (n, q)= (5,2) with x a transvection, we see that n− 1 conjugates of x generate H .
This is contained in a unique maximal subgroup, and so α(x) n. Note that is always the
case for q even and n odd, since x will be an involution and have fixed space of dimension
greater than n/2.
If (n, q) = (5,2) and x is a transvection then 4 conjugates of x generate H = S5
contained in the monomial group M . The only maximal subgroups containing H are three
conjugates of M and the stabilizer of the nonsingular 1-space fixed by H . There are 45
conjugates of x in U4(2) and 30 conjugates of x in M . Since there are 165 conjugates of x
in G, there exists a conjugate y with G= 〈y,H 〉. Hence α(x) 5.
Let P be the stabilizer of a singular 1-space and U the unipotent radical of P . If x ∈U ,
then x centralizes a subspace of codimension 2 and so x fixes a nonsingular 1-space, a case
already dealt with. So consider x ∈ P\U with x fixing no nonsingular vector. In particular,
x is not a transvection and so by induction (even for (n, q) = (6,2)), n − 2 conjugates
generate J ′U/U where J is a Levi complement of P . Adding conjugates of the form xu
and xv with u,v in radicals of P and its opposite (being careful to choose u,v outside the
centers of the parabolics) yields α(x) n.
Now assume x ∈ Inndiag(L) is semisimple. If x stabilizes a nonsingular 1-space, then
n − 1 conjugates generate a group containing SUn−1(q) which is contained in a unique
maximal subgroup, whence α(x)  n. If x stabilizes a singular 1-space, then argue as
above.
If x is irreducible, argue analogously as in the linear case to conclude that two
conjugates of x generate a group containing an element whose order is a multiple of
(qn−1 − 1)/(q − 1). By [29], it follows that these two conjugates generate x .
If n is even and x acts irreducibly on a maximal totally singular subspace, then three
conjugates of x generate SLn/2(q2) and so the usual argument shows that α(x) 5 n.
Otherwise, x fixes a nonsingular subspaceA of dimension n/2 and codimension 2.
By induction, n − 1 conjugates generate a group containing SU(A) ◦ SU(A⊥). This is
contained in a unique maximal subgroup and so α(x) n.
If x is a field automorphism of odd order, x normalizes SUn−1(q). Argue in the usual
manner using induction. So assume x is an involution inducing a graph automorphism. If n
is odd, then there is a unique class (modulo Inndiag(L)) and we may choose x normalizing
SUn−1. If n > 5, then argue as above. If n= 5, then x normalizes an irreducible torus. Thus,
there exists y a product of two conjugates of x which has order a multiple of a p-primitive
divisor of q10 − 1. Since two conjugates of y generate, four conjugates of x generate.
So assume n = 2m is even. First consider q odd. Then by the description of the
automorphisms either x normalizes (and does not centralize) SUn−1(q) and the result
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conjugate of x acting on S = SUm(q) ◦ SUm(q) interchanging the two components. Since
SUm(q) can be generated by two elements, we see that at most four conjugates of x
generate 〈S,x〉. Since m 3, we see that 〈S,x〉 is contained in a unique maximal subgroup
and so α(x) 5.
So q is even. There are two classes of such automorphisms. In one case, x normalizes
but does not centralize SUn−1(q) and we argue as for q odd. In the other case, we
may choose a conjugate of x acting on S = SUm(q) ◦ SUm(q) interchanging the two
components. Since SUm(q) can be generated by two elements, unless m = 3, q = 2, we
see that at most four conjugates of x generate 〈S,x〉. Since m 3, 〈S,x〉 is contained in a
unique maximal subgroup and so α(x) 5.
So we need to consider U6(2). We can use the character table (or GAP) to show that
both classes of outer involutions are represented in the maximal subgroupM22.2: one class
centralizes a 7-element, the other inverts an 11-element. By induction, four conjugates of
x generate M22.2 and so α(x) 5.
Next consider L= PSp2m(q). If m= 2 with q  3, then as Sp4(2)= 6 and PSp4(3)=
U4(2), the assertions hold: The former is handled in Lemma 6.1, the latter in Lemma 3.4.
So assume q > 3 if m= 2.
Consider the end node parabolic subgroups P1 and Pm. Write U for the unipotent
radical, J for Levi component and V =U/Φ(U). If P = P1, the derived Levi complement
J ′ = Sp2m−2(q) acts on V = U/Φ(U) as on the natural module. If P = Pm, the derived
subgroup of the Levi complement J ′ = SLm(q) acts on the unipotent radical as on the
symmetric square of the natural module for J . This action is irreducible if q is odd, and it
is indecomposable with the top factor natural, if q is even. The cohomologyH 1(J ′,V ) for
these V is given in Lemma 2.15.
Suppose x is unipotent. By Lemma 2.2, we can choose an end node maximal parabolic
subgroup P with x ∈ P\Op(P). If P is the stabilizer of a totally singular space, then
P/Op(P ) = GLm(q)/Z. By induction, P ′/U can be generated by m conjugates of x ,
unless m = 2 and either q is even or q = 9, and by three in the remaining cases. Thus
α(x)m+ 2, unless m= 2 and q is even, in which case α(x) 5, except possibly when
q = 9. In this last case, the action of L2(9) on V is the symmetric square of the natural
module, so H 1(J ′,V ) is trivial, and the Lifting lemma (Lemma 2.10) gives α(x) 4 also
in this case.
If P is the stabilizer of a 1-space, assume first that (m,q) is not (2,9). By induction,
2m− 2 conjugates generate P ′/U for q odd and 2m− 1 conjugates generate P ′/U for
q even. Thus, α(x)  2m for q odd and α(x)  2m+ 1 for q even. Let (m,q) = (2,9).
Here V is the adjoint module for L2(9) so the action of J ′ contains no transvection and
H 1(J ′,V ) is 1-dimensional. The Lifting lemma applies to give α(x) 4 also in this case.
We are now going to prove the stronger bound for unipotent elements other than
transvections. Note that for m= 2 there is nothing more claimed, so assume that m> 2.
If x does not act as a transvection on U/Φ(U), then the Lifting lemma and induction
implies that α(x)m+ 2 if q is odd and α(x)m+ 3 if q is even.
Now assume that x is not a transvection but acts as a transvection on the unipotent
radical, and m > 2. Then x will stabilize a nonsingular partition A ⊥ B (cf. [50, 1.4]).
A consideration of the small number of cases shows that we may assume that B is
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previous paragraph. If x is a transvection on A, then the same is true. The only remaining
case is when x is nontrivial on B and not a transvection on A. By induction, m + 1
conjugates if q is odd and m + 2 conjugates if q even generate the maximal subgroup
Sp2m−2(q) ◦ Sp2(q), and the assertion follows.
Consider x ∈ Inndiag(L) semisimple. If x is irreducible, then by Lemma 2.12, there
exists y of order qm−1 + 1 with xy conjugate to x . Also yz is a transvection for
some conjugate z of x , whence α(x)  3. If x acts irreducibly on a maximal totally
singular space, then three conjugates of x generate a subgroup containing SLm(q)/Z
(noting in the case (m,q) = (2,5) that no involution induces a diagonal automorphism
on SL2(5)). It follows that α(x)  5, and so α(x)  m + 2 for m  3. If m = 2, since
H 1(SL2(q),U/Φ(U)) (with U the radical of the corresponding parabolic P ) is at most
1-dimensional (cf. [36]), it follows by the Lifting lemma that P ′ can be generated by three
conjugates of x . So α(x)m+ 2 also for m= 2.
If x is not an involution and fixes a 1-dimensional space, then by induction m + 1
conjugates will generate H  Sp2m−2(q)′. Let U be the unipotent radical of P1, the
parabolic subgroup fixing our 1-space. Since H 1(H,U/Φ(U)) = 0 for q odd and is
1-dimensional for q even (see [36]), the Lifting lemma shows that since x does centralize
a hyperplane of U/CU(H), m+ 1 conjugates of x generate HU , whence α(x)m+ 2.
Next consider q = 3 = m with x an involution. By [12], if x is an outer involution
we see that x is contained in a maximal S5 whence α(x)  5. If x is inner, then by [12],
4 conjugates will either generate a maximal A5 or a subgroup containing U3(3) which is
contained in the unique maximal subgroup (2×U3(3)) · 2. Thus α(x) 5.
If x is an involution and fixes a 1-space, we may assume that x is an involution on the
linear space. Also, we can assume that q = 3 if m= 3. The previous argument with m+ 1
replaced by m+ 2 yields α(x)m+ 3.
By [50, 1.5], we can now assume x leaves invariant a partition V =A⊥ B with A and
B nonsingular and dimA dimB , and also x fixes no 1-dimensional space.
Suppose that m = 2. Suppose first that x has odd order. Then three conjugates of x
generate a group containing SL2(q) ◦ SL2(q) (note that if q = 7 or 9, then x does not
have order 3—thus Lemma 3.1 applies). Hence α(x)  4. If x has even order, then q
is odd. It follows by Lemma 3.4 that three conjugates of x generate a group containing
SL2(q) ◦ SL2(q), whence α(x)  4, unless q = 5 and x induces a transposition on each
L2(5). If (m,q)= (2,5) and x is the involution as above, then x stabilizes a nonsingular
2-space and acts nontrivially on both the 2-space and its orthogonal complement. Then we
can choose four conjugates of x which project onto a generating set for each 2S5, with x
corresponding to a transposition in S5. Since S5 is not transitive on generating 4-tuples
of transpositions, it follows that four conjugates of x generate a subgroup containing
SL2(5) ◦ SL2(5). This is contained in a unique maximal subgroup. Thus, α(x) 5.
Suppose next that dimB = 2 and m> 2. If m> 3, then m+ 2 conjugates of x generate
a group containing Sp2m−2(q) ◦ SL2(q)′. This subgroup is contained in a unique maximal
subgroup (cf. [38]), whence α(x)  m + 3. The same argument applies also for m = 3,
unless q is odd and r = 2. In this remaining case, since q = 3 here, at most five conjugates
of x generate a subgroup Sp4(q) ◦ SL2(q), and so α(x) 6.
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Sp(A)′ and Sp(B)′ where 2d is the dimension of A, unless dimA= dimB = 4 and q = 3
in which case 6 conjugates suffice. If dimA = dimB , this group contains Sp(A)′ ◦ Sp(B)′;
thus, α(x)  d + 4 < m + 2. If dimA = dimB , then 1 more conjugate of x suffices to
generate Sp(A)′ ◦ Sp(B)′. Thus, α(x)  d + 5  m + 3. So finally assume that m = 4,
q = 3 and x is an involution. Since AutSp4(3) is not transitive on generating 6-tuples of
conjugates of the restriction of x to Sp4(3).2 (consider the Coxeter diagram for this Weyl
group), it follows that six conjugates of x generate Sp(A) ◦ Sp(B), whence α(x) 7.
If x is a field automorphism, then x acts on S = Sp2m−2(q) ◦ SL2(q) as a field
automorphism. If m > 2, by induction, m + 2 conjugates of x generate a group
containing S. Since 〈S,x〉 is contained in a unique maximal subgroup, the result follows.
If m = 2 and x has odd order, then three conjugates generate a group containing
SL2(q) ◦ SL2(q). In the remaining case, x can be taken to normalize S and interchange
the two components (if x is the standard field automorphism and acts on S as above,
consider xy where y is an involution defined over the prime field and interchanges the
two components). Then four conjugates of x generate a group containing 〈S,x〉 and so
α(x) 5.
Finally consider m = 2, g = 2a > 2 and x an involutory graph automorphism. This
implies that a is odd. The class of x is unique, whence we can take x to act as an inner
automorphism on 2B2(q), which is generated by 3 involutions (using either induction and
Proposition 5.8 or [57]). Thus, α(x) 4.
Now consider L an orthogonal group of dimension n and of type ε. If n is odd, we may
assume n 7 and q is odd. If n is even, then n 8. Let Pi denote the stabilizer of a totally
singular i-space. Let Ui denote its radical and Ji the Levi complement. First consider x
unipotent. By Lemma 2.2, we may choose x ∈ Pi , an end-node parabolic such that x is not
contained in the unipotent radical of Pi . Write J for the corresponding Levi complement.
If i = 1, by induction, J ′ is covered by at most m + 2 conjugates. Now H 1(J ′,U) = 0
unless m= 3 = q in which case it is 1-dimensional (cf. [36]). Since x does not induce a
transvection on U , the Lifting lemma applies and α(x)  m+ 3. Next consider the case
where i = m and either n = 2m + 1 or n = 2m with ε = +. Then m conjugates cover
P ′/U , whence m + 2 conjugates generate L. Finally, let n = 2m with ε = −. We claim
that we can take x ∈ P1\U1—a case already considered. If not, x ∈ U1 and so x centralizes
a space of codimension 2. Thus, x acts trivially on a nonsingular 2-space of type. Thus,
x is conjugate to an element of J1 and the claim is proved.
If x ∈ Inndiag(L) is semisimple, then one the following holds (cf. [50, 1.5]):
(a) x acts irreducibly (with n even and ε =−);
(b) x acts irreducibly on a maximal totally singular space (with n even and ε =+); or
(c) x leaves invariant a proper nonsingular subspace A.
If (a) holds, then using Lemma 2.11 we see that α(x) 3. If (b) holds, then by the proof
for Ln/2, three conjugates of x generate the Levi complement of the stabilizer of the totally
singular space; the usual argument shows that 5 conjugates of x generate G.
So assume (c) holds. Write B = A⊥. If x is a reflection, there is no difficulty: we can
put x noncentrally in a On−1 and use induction, to obtain α(x)= n. Assume that x fixes a
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in the action of the Levi subgroup of P on the unipotent radical of P . By induction and the
Lifting lemma, we get α(x)m+ 3.
So assume that x fixes no singular 1-space. In particular, x is not trivial on any 3-space
or any O+2 -space.
If x acts centrally on A or B , then x is contained noncentrally in a suitable On−1. We
consider this case next. If n= 2m then by induction m+ 2 conjugates generate a subgroup
containing O ′n−1. Thus, m + 3 conjugates of x generate G. The same argument applies
also for n= 7, unless x is an involution; in this latter case, we can choose the subgroup O6
more carefully so that x is noncentral in the derived subgroup, and then the result for Lε4
does apply.
If n = 2m + 1 > 7 (and so q is odd), then we may assume as above that x is not a
reflection on the fixed hyperplane. If x is irreducible on this hyperplane, then arguing
as above gives α(x)  4. Similarly, if x is irreducible on a maximal totally singular
space there, then α(x)  5. So we may assume that x leaves invariant a nonsingular
decomposition of this hyperplane. Thus, x leaves invariant a nonsingular decomposition
A ⊥ B with dimA = a and dimB = b and a > b  2. If b = 2, then a is odd and so
we may decompose A further and assume that b > 2. If x acts as a scalar on B , then x
fixes a singular 1-space, a case already dealt with. If x acts as a reflection on B , then the
same holds unless b = 3. Furthermore, x cannot act as a reflection (modulo scalars) or as
a scalar on A, since a  4 and x fixes no singular 1-spaces. So by induction (a + 5)/2
(respectively (a+6)/2) conjugates of x generate a subgroup containingΩ(A)×Ω(B) for
a odd (respectively a even). The assertion follows.
Hence we may assume that x fixes no 1-space. We assume that dimA= a  b = dimB
and dimB is minimal. By the above, we may assume that b is even. Let S be the stabilizer
of A. If b > 4, argue as above. If b = 4 and B is a-space, the previous argument applies,
unless n = 8 and ε = −. In any case, if b = 4, we may assume that B has + type
(interchange A and B if necessary).
Assume x has odd order. Then three conjugates of x generate a subgroup containing
Ω(B) (note that the centralizer of x in Ω(B) does not contain L2(q); also, if q = 7 then x
does not have order 3 by the minimality assumption on b).
If m> 4, then by induction [(a+ 6)/2] conjugates of x generate a subgroup containing
S′ and so α(x)m+3. If m= 4, then five conjugates of x generate a subgroup containing
Ω(A)×Ω(B). Since this is contained in a unique maximal subgroup, α(x) 6.
If b= 2, then by induction m+2 conjugates generate a subgroup containingΩ(A)×J ,
where J acts irreducibly on B . This group is contained in a unique maximal subgroup,
whence α(x)m+ 3.
If x is an involution (and so q is odd), then since it stabilizes no 1-space, it follows
that x lifts to an element of order 4 acting on the natural module and q ≡ 3 mod 4. If B
is 2-dimensional, argue precisely as above. Otherwise, every irreducible x-invariant space
is a 2-dimensional totally singular space and so b = 4. It follows that x leaves invariant a
maximal totally singular space (and is noncentral in the Levi complement). Thus, by the
result for SL,m conjugates of x generate SLm(q) and so α(x)m+ 2.
If x induces a graph automorphism of order 2, then x acts on V as well. If q is odd,
argue as above for semisimple involutions to obtain α(x) 2m, and in fact α(x)m+ 3
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assume that x normalizes the stabilizer of a singular 1-space. It follows by induction that
α(x) 2m (note the induction starts with Oε6(q)= Lε4(q)) unless G=O+8 (2). Moreover,
argue as for the symplectic groups to conclude that α(x)m+3 unless x is a transvection.
If G=O+8 (2), there are two classes of graph automorphisms each of which is conjugate
to a noncentral involution of O7(2)= 2 × Sp6(2) (see [12]). Thus, seven conjugates of x
generateO7(2) and α(x) 8. Moreover, there is a class of outer involutions in the maximal
subgroup S9 which are not transpositions. For this class, four conjugates generate S9 and
so α(x) 5. Clearly, the class requiring eight is the class of transvections.
Consider the remaining cases. Suppose that x is a field or a field-diagonal automor-
phism. In particular, if n is even and ε = −, then x has odd order. Thus, x stabilizes
an On−1 and induces a field or a field-diagonal automorphism. If n = 2m is even or if
n= 7, then by induction, α(x)m+ 3. In the remaining cases, n= 2m+ 1 and x acts on
S =Ω+2m−2 ×Ω3 as a field automorphism. Thus, by induction, m+ 2 conjugates gener-
ate a subgroup containing S′. Since 〈x,S′〉 is contained in a unique maximal subgroup of
〈L,x〉 (note that q  4 here), we see that α(x)m+ 3.
Let x be a graph-field automorphism of order 2. We assume that the space is of + type
since we consider the other above as a graph automorphism. By [25], there is a unique
class of such under Inndiag(L). Then we may assume that x normalizes On−1 and induces
a field or a field-diagonal automorphism. The result follows by induction.
It remains to deal with n = 8, ε = + and x a graph-field or a graph automorphism
of order 3. Then (see [25] or [50]), either x normalizes and does not centralize G2(q)
or C(x) = G2(q) and x is the standard triality. In the latter case, we note that since
G2(q) does not contain a Sylow 3-subgroup, x normalizes more than one conjugate of
G2(q). Since it centralizes a unique such, in either case, we take x inducing a nontrivial
automorphism of G2(q). Induction (that is, the result for G2(q)) yields five conjugates
generating 〈G2(q), x〉. Since 〈G2(q), x〉 is maximal in 〈L,x〉, we get α(x) 6.
5. Exceptional groups
The main theorem of this section deals with the exceptional groups.
Theorem 5.1. Let L be an exceptional group of Lie type, of untwisted Lie rank  and
1 = x ∈ Aut(L). Then α(x)   + 3 except possibly for the case L = F4(q) with x an
involution, where α(x) 8.
Proposition 5.2. Theorem 5.1 holds for L∼=E(q).
Proof. Let x ∈ Inndiag(L) of prime order. First assume that x is contained in an end
node maximal parabolic subgroup P with Levi complement J and unipotent radical U .
By Lemma 2.1, we can choose P so that 〈xP 〉 contains J ′U .
If x is unipotent, another application of Lemma 2.1 shows that we may assume that P
is either an A−1 parabolic or of type E−1 or D5 if = 6.
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In the A−1 case,  conjugates of xU generate a group containing J ′U/U . Thus, + 2
conjugates of x generate a group containing L.
In particular, this implies that +2 conjugates of a root element generateL. Hence if V
is an irreducible L-module, (+ 2)dim[x,V ] dimV for x a root element or indeed for
any noncentral element contained in the Levi complement of the type A−1 parabolic.
Since a root element is in the closure of every unipotent orbit in the algebraic group,
we obtain the same bound for any unipotent element. Also, in the algebraic group, every
semisimple element is conjugate to a noncentral element of that Levi subgroup. So we have
shown that (+ 2)dim[x,V ] dimV for any nontrivial element of L and any irreducible
L-module V .
Suppose x is in a D−1-parabolic (with 〈xP 〉 containing J ′U ). By the result for D,
we know that  + 2 conjugates of x cover J ′U/U (note that no graph automorphisms
are induced on J ′ by an element of P ). Then V := U/Φ(U) is the 2−2-dimensional
spin module. By [36], H 1(J ′,V ) = 0. If  = 6, the bireflection result implies that
dim[x,V ]> 2. If  > 6, we certainly have that ( + 2)dim[x,V ]  dimV . Since  + 2
does not divide dimV in these cases we still have a strict inequality. The Lifting lemma
applies and we conclude that + 2 conjugates of x generate an overgroup of J ′U and so
α(x) + 3.
Suppose next that  > 6 and the parabolic is of type E−1. By induction,  + 2
conjugates of x generate a subgroup covering J ′U/U . Set V = U/Φ(U). Then V is
irreducible and again, by [36], H 1(J ′,V )= 0. Our argument above showed that (+ 1)×
dim[x,V ]  dimV (note the estimate above is for the Levi and so the comment applies
with − 1). In particular, (+ 2)dim[x,V ]> dimV and the Lifting lemma applies.
Next consider the case where x is a semisimple element in a parabolic P but is not
contained in any end node parabolic subgroup. Then x lies in a Levi complement J of P ,
and centralizes no component of J (see the proof of Lemma 2.2). First assume that if
q  3 then no component is A1. If the maximum rank of a component of J is k, then
k + 3 conjugates of x will generate an overgroup of J ′, unless P = P4 in the E6-case:
this follows by induction, noting that (i) in the special cases involving orthogonal groups
x does not induce an outer involution on a component, and (ii) there are no problems with
diagonal subgroups, since the only time there are two isomorphic components is the P4
parabolic of E6. Let U be the unipotent radical of P . By [4], U/Φ(U) is an irreducible
and restricted FqJ ′-module. Then we can choose two conjugates xi of x such that 〈J ′, x1〉
contains U and 〈J ′, x2〉 contains Uopp. Thus, k + 5 conjugates of x generate a group
containing 〈U,Uopp〉 = L. Since k   − 2, α(x)  k + 5   + 3. This argument also
works for the remaining case P = P4 in the E6-case, with 6 replacing k + 3, so α(x) 8
in this case.
Next consider the case where q  3 and some component is A1. If q = 3, then x is an
involution; it is easy to see that x lies in an end node parabolic after all. If q = 2, then x has
order 3. Consider E6 first. The Sylow 3-subgroup is contained in a maximal subgroup F4.
By induction, this is generated by at most 8 conjugates of x , whence 9 conjugates of x
suffice to generate E6. In the remaining cases, the centralizers are listed in [25, §34], and
we observe that in all cases they contain a long root element. It follows that x is contained
in the centralizer of a long root element, and so x is contained in an end node parabolic.
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semisimple and its centralizer is a reductive group with no unipotent elements, whence its
centralizer C is a torus. It is well known [65] that any torus has order at most (q + 1).
We will show that three conjugates of x generateL. Note that x is contained in L. LetK
denote the set of maximal subgroups of L which either are not almost simple or have order
> qc where c8 = 110, c7 = 64 and c6 = 37. It follows by [54, Theorem 2] and [50] that
any maximal subgroup of L is either almost simple of order at most qc or is a parabolic
subgroup, a subgroup of maximal rank, a local subgroup, the centralizer of a graph or graph
field automorphism or is given in [54, Table III].
There are  conjugacy classes of maximal parabolics and the maximal subgroups of
maximal rank are given in [51], the maximal subgroups which are local are given in [11]
and there are at most three classes of graph or graph-field automorphisms (cf. [3,26,44]).
The almost simple maximal subgroups which have order bigger than qc are given in [49].
It follows that there are at most 2+1 conjugacy classes of maximal subgroups in G which
are not almost simple.
Let R denote the set of ordered triples of elements in the conjugacy class X = xL. First
we bound the number of ordered triples contained in almost simple proper subgroups of G.
Let Y denote the set of pairs (y, z) where y is an involution, z ∈G and 〈x, y〉 is a simple
subgroup whose normalizer N(y, z) is an almost simple maximal subgroup. Let Γ denote
the set of N(y, z) as (y, z) ranges over Y and let Γ (M) be the set of pairs (y, z) ∈ Γ
such that N(y, z)= N . We first bound the number of elements N1 in R which generate a
subgroup contained in N(y, z) for some (y, z) ∈ Y .
Note that the number of involutions in L is at most 2qd where d8 = 128, d7 = 70, and
d6 = 40 (the conjugacy classes of involutions in L are given in [3,32]).
For any given (y, z), the number of such triples generating a subgroup of N(y, z) is at
most |N(y, z)|3. Since N(y, z)=N(yg, zg) for any g ∈N(y, z), it follows that
N1 <
∑
M∈Γ
∣∣R ∩M3∣∣
∑
M∈Γ
|M|3 
∑
Γ
∑
M(y,z)∈Γ (M)
|M|2 
∑
Y
∣∣N(y, z)
∣∣2 < 2qd|L|q2c .
Now we bound N2, the number of elements in R which generate a subgroup of M ∈K.
Let b6 = 52, b7 = 79, b8 = 136. Note that if x is contained in a maximal subgroup M , then
it is not a parabolic and so by [49], |M|< qb . If M is a representative of a fixed conjugacy
classM of maximal subgroups contained in K, then
∑
M∈K
∣∣R ∩M3∣∣ |L|q2b,
and so
N2  2+1|L|q2b.
It follows that
N1 +N2 < |L|3(q + 1)−3  |R|.
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of L.
Now assume x /∈ Inndiag(L). If x is a field or a field-diagonal automorphism, then x
normalizes a P2-parabolic; the same also holds for x an outer involution for q even (since
x normalizes some Borel subgroup and the class of P2 is stable under Aut(L)). By result
for A−1(q), we can generate an overgroup of A−1(q) with  conjugates and so by the
usual argument, we can generate by + 2 conjugates.
It remains to consider x a graph or a field-graph automorphism with = 6. If x is a field-
graph automorphism, then x acts on a maximal F4 as a field automorphism. The result for
F4 implies that α(x) 8 if q is odd and α(x) 9 if q is even.
If x is a graph automorphism, then x normalizes but does not centralize some maximal
F4(q) and we may argue as above. (If q is odd, see [44, 3.6]. If q even, it follows
by [3, 19.9] that there are two classes of such elements of the form x and xt where
CL(x) = F4(q) and t ∈CL(x). Clearly, xt has this property. Since x must have more than 1
fixed point on the coset space L/CL(x), it follows that x normalizes some other conjugate
of CL(x).) ✷
Proposition 5.3. Let L∼= 2E6(q). If 1 = x ∈ Aut(L), then α(x) 9.
Proof. Let x ∈ Inndiag(L). First consider the case where x is a unipotent element. By
Lemma 2.2, we may take x ∈ P\U , where P is an end node parabolic and U is its radical.
The Levi subgroup J is of type U6 or O−8 . By Theorems 4.1 and 4.4, seven conjugates of
x can be found to generate an overgroup of J ′ (note that there are no inner reflections in
the latter case). By [4], U/Φ(U) is an irreducible and restricted FqJ ′-module. Choosing
two more conjugates, an overgroup of both J ′U and J ′Uopp can be generated by nine
conjugates, yielding α(x)  9. Exactly the same argument applies if x is a semisimple
element contained in an end node parabolic subgroup. Now consider the possibility that x
is a semisimple element in a maximal parabolic subgroup P , which does not lie in an end
node parabolic. Then x is an element of J ′, where J , the Levi subgroup of P , is of type
A1(q2)A2(q) or A1(q)A2(q2), and x centralizes neither component. In the first case, since
x has prime order, we see that x cannot be regular in both components, and we deduce
that x lies in an end node parabolic, so this not so. In the second case, the normalizer N of
the A2(q2) component is of type A2(q)A2(q2), and there is a unique maximal subgroup
containing N ′′ (cf. [14,54]). By Lemma 3.2, it follows that α(x) 4.
If x ∈ Inndiag(L) is not contained in a parabolic subgroup, then the usual counting
yields α(x) 3.
Finally, if x an outer automorphism, we argue as in E6(q). ✷
Proposition 5.4. Let F ∗(G)= L∼= F4(q). If x ∈G has prime order r , then α(x) 7 for
q odd and α(x) 8 for q even.
Proof. First assume x ∈ Inndiag(L)= L. Suppose x is contained in a parabolic subgroup.
We argue that we may take x ∈ P\U where P is an end node parabolic subgroup, where
U is the radical of P and J is the Levi complement of type B3 or C3. If x is unipotent,
this follows from Lemma 2.2, so assume that x is semisimple, and suppose that our claim
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the A1-component, it follows by orders that x is not an irreducible of A2; thus x can be
taken in an end node parabolic, as claimed. Then U/Φ(U) is an irreducible J ′-module of
dimension 8 or 14 (cf. [15]). By [36], it follows thatH 1(L′,U/Φ(U)= 0. Thus, the Lifting
lemma applies and α(x)  7 unless x is a reflection with J ′ = B3 or x a transvection in
J ′ = C3. In any case, we obtain α(x) 8.
Note that one can show for q odd, if x is one of the elements above leading to a higher
bound, we can replace x by a conjugate contained in the other parabolic subgroup. So
α(x) 7.
If x ∈ L is not contained a parabolic subgroup, then the counting argument in the
previous result shows that α(x) 3.
Finally assume x is an outer automorphism. If x is a field automorphism, then x
stabilizes an end node parabolic subgroup and we may argue as above. The only other
possibility is that q = 2a with a odd and x a graph automorphism. Then x is conjugate to
xy where y is any involution in CL(x)= 2F4(q). Thus, we may assume that x induces an
inner involution on this group. Since this subgroup is maximal, we see that Proposition 5.5
implies α(x) 8. ✷
Proposition 5.5. Let F ∗(G)= L∼= 2F4(q)′ with q = 2a , a odd. Then the Theorem holds.
Proof. Assume q > 2.
First assume that x is contained is some maximal parabolic subgroup P with unipotent
in the radical U and Levi complement J . We may assume as usual that x is missing in the
radical of P . Since U/Φ(U) is irreducible for J ′ (see [19]) and three conjugates of x (by
Proposition 5.8) generate a subgroup covering P ′/U , it follows that α(x) 5.
If x is not contained in a parabolic, the usual counting argument yields the result (see
[56] for a list of maximal subgroups).
If x is outer, then x is a field automorphism and normalizes a parabolic subgroup. Thus,
we may argue as above.
If q = 2, then x has order 2, 3, 5 or 13. If x has odd order, then there is a unique class of
cyclic subgroups, whence x ∈ L2(25) which is maximal (cf. [12]). Thus, two conjugates
of x generate L2(25) and so α(x) 3. If x is an involution in L2(25), the same argument
yields α(x)  4. This leaves the case that x is an involution not contained in L2(25). It
follows by the character table that x inverts z of order 5. Since two conjugates of z generate
L2(25), it follows that four conjugates of x generate a subgroup containing L2(25). Since
this involution is not contained in any L2(25), we see that α(x) 4. ✷
Proposition 5.6. The Theorem holds if F ∗(G)= L=G2(q).
Proof. If q = 2, we use the result for U3(3). So assume q > 2. Suppose x ∈ L.
If q is odd and x is an involution, then we have α(x) 3 by [57], since there is a unique
class of inner involutions.
First assume q is even, By [47], Sp6(q) = G2(q)O±6 (q). Also, any element in the
algebraic group C3 (cf. [63, 4.1] and [52]) fixes a nondegenerate quadratic form on the
natural six-dimensional module. Thus, any element of L is conjugate to an element of
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generate a group containing S′ and S is the unique maximal subgroup containing S′
(cf. [13]), and it follows that α(x)  5. If x is central in S, then x lies in the parabolic
subgroupP , and by 2.2 we can take it to be non-central in the Levi complement J . Now the
unipotent radicals U of P have U/Φ(U) irreducible FqJ ′-modules of dimension two or
four. Moreover, the field of definition is Fq unless q = 4 and the module is 4-dimensional.
Since an overgroup of J ′ can be generated by two conjugates of x and U/Φ(U) can be
generated by two elements as J ′-module, it follows that four conjugates of x generate an
overgroup of P ′, and so α(x) 5.
Now assume q is odd. There is a unique class of involutions in L (cf. [32]), and so
α(x) 3 for any inner involution x ∈ L by [57]. If x is semisimple and not an involution,
then x ∈H with H = SU3(q) or SL3(q). Thus, if x is not a central element of H , it follows
that αH (x) 3 by Lemmas 3.2 and 3.3 and so α(x) 4 since H is contained in a unique
maximal subgroup.
So assume x is unipotent or x is a central element of H . Then x lies in a parabolic
subgroup. By Lemma 2.2, we may take x ∈ P\U for P a maximal parabolic subgroup
with Levi complement J and radical U . Moreover, in the case where x is a semisimple
element of order 3 in the center of H , we may take x ∈ J\Z(J ). Thus, two conjugates of
x generate L′ modulo U unless q = 9 in which case 3 will do. If p = 3, then U/ΦJ ′(U)
is a nontrivial irreducible restricted FqL′-module (cf. [4]), and it follows by Lemma 2.6
that three conjugates of x generate P ′, whence α(x) 4. So let p = 3. Here U/Φ(U) is
the direct sum of two irreducibles of dimension two; by the Lifting Lemma and the fact
that the cohomology is trivial, we see that four conjugates of x will generate an overgroup
of P ′, and so α(x) 5.
Lastly, we consider outer automorphisms. If x is a field automorphism, then x induces
a field automorphism on S = SL3(q). Thus, four conjugates of x generate 〈S,x〉 and
α(x)  5. Finally, assume q = 3a with a odd and x an involutory graph automorphism.
Since there is a unique class of such, x induces a nontrivial inner automorphism on
J = 2G2(q). By [57], three conjugates of x generate 〈J ′, x〉 which is contained in a unique
maximal subgroup and so α(x) 4. ✷
Proposition 5.7. If F ∗(G)= L∼= 3D4(q), then α(x) 7.
Proof. First consider the unipotent elements. By Lemma 2.2, we can take x to be non-
central in a Levi subgroup SL2(q) or SL2(q3) in a parabolic subgroup P . By Lemma 3.1,
three conjugates of x will generate an overgroup of this Levi subgroup, provided q > 3. (If
q  3, at most two conjugates are needed to generate the subgroup generated by unipotent
elements.) By [4] (in particular Lemma 7c), if U is the unipotent radical of P , then
U/Φ(U) is the sum of at most three modules. We deduce that 6 conjugates of x can be
found to generate P ′, from which it follows that α(x) 7.
The same argument applies for semisimple elements contained in a parabolic subgroup,
except for q  3 with x in P of type SL2(q). If q = 3, then x is an involution, and [57]
give α(x)  3. If q = 2, then x has order 3, and it is clear that U/Φ(U) is still a sum of
three irreducibles of dimension 2, so the same applies.
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subgroups [41] to get α(x) 3. ✷
Proposition 5.8. Let F ∗(G) = L ∼= 2B2(q) with q = 2a , a > 1 odd, or F ∗(G) = L ∼=
2G2(q) with q = 3a , a > 1 odd. Then α(x) 3 for any x ∈G, x = 1.
Proof. If x is involution, then it follows by [57] since there is a unique class of involutions.
There are two classes of maximal tori Ti in L each of which is cyclic. If x ∈ Ti is
semisimple, then the character table (cf. [67,72]) shows that two conjugates of x have
product a generator of Tj for j = 3− i . Then L= 〈Tj , x〉 and the result follows.
If x is unipotent and F ∗(G)= L∼= 2G2(q), then it follows from the character table that
we may choose y conjugate to an element of 〈x〉 such that xy is a generator of a maximal
torus. Since the only maximal subgroup containing the torus is its normalizer, α(x) 3.
If x is an outer automorphism, it is a field automorphism of prime order. Then we may
assume that x normalizes T1 and T2. It follows easily from the list of maximal subgroups
(cf. [67,72]) that L 〈x, t1xt−11 , t2xt−12 〉, where ti is a generator for Ti . ✷
Remark. It seems possible that the bound in Theorem 5.1 is α(x) 5 for all exceptional
groups.
6. Alternating groups
The following simple lemma can be deduced from [30].
Lemma 6.1. Let F ∗(G) = L = An, n  5. Then α(x)  n − 1. Moreover, if x is not a
transposition then α(x) n/2, unless n 6.
Proof. The assertion for x a transposition is well-known and easy to prove, so we shall
assume that x is not a transposition. Proceed by induction on n. To start the induction,
using [12], it is quite easy to check that the assertion in fact holds also for n = 5 and 6,
except for certain involutions, of type 221 and 23, respectively. Further, we check the claim
for involutions for n= 7 as well as those of types 2312 and 24 for n= 8.
Assume that n  7 and that x is not one of the involutions in the case n  8 already
dealt with. Since the transpositions are not proper powers of 2-elements, we may assume
that x has prime order r .
If x fixes two points α, β , let An−2 be the stabilizer of α, β in An. By induction,
〈An−2, x〉 is generated by (n− 2)/2 conjugates of x , and since x is not a transposition, we
can find one more conjugate h of x so that 〈An−2, h〉 contains An; thus α(x) n/2.
Now assume that x fixes at most one point. If n= r then α(x)= 2: taking x = (12 · · · r)
and t = (123), we have xtx−1t−1 = (2r3), a 3-cycle. Also, if n= r + 1, then α(x) 3 is
clear. Next, if n= 2r then α(x) 4 < r: two suitable conjugates of x generate a subgroup
containing a diagonalAr in Ar×Ar , so α(x) 4. Finally, we may assume that x stabilizes
a partition Γ ∪∆ with |Γ | + |∆| = n and |Γ |> |∆|> 1. Putting |∆| = k (and choosing
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containing An−k ×Ak , so α(x) n/2. ✷
7. Bireflection groups
We now apply our results to a classification of bireflection groups and more generally
irreducible groups generated by elements with very large eigenspaces. In particular, we
improve [30, Theorem 4].
In order to avoid confusion, we point out that GL(W) ! Sm acts naturally on W⊗m . This
group is acting tensor indecomposably.
Theorem 7.1. Let V be a finite dimensional vector space of dimension d  6 over
the algebraically closed field F of characteristic p  0. Let G be a finite irreducible
subgroup of GL(V ) which is primitive and tensor-indecomposable on V . Define νG(V )
to be the minimum dimension of [λg,V ] for g ∈G, λ a scalar with λg = 1. Then either
νG(V ) >max{2,
√
d/2} or one of the following holds:
(a) G is classical in a natural representation;
(b) G is alternating or symmetric of degree c 7 and V is the deleted permutation module
of dimension c− 1 or c− 2;
(c) G normalizes one of the groups below, with q a power of p and d  8 given as follows:
• L3(q) or U3(q) (for p = 2) with d = 6;
• G2(q) with d = 7 if p = 2, d = 6 if p= 2;
• 3D4(q), Oε7(q), (for p = 2) and O7(q) (for p = 2) with d = 8;
(d) G normalizes one of the groups below, with d and p given as follows:
• U5(2) with p = 2, d = 10;
• 2O+8 (2) with p = 2, d = 8;• Sp6(2) with p = 2, U3(3) with p = 2,3, for d = 7;
• 2M12 with p = 3, 3M22 with p = 2, 2J2, 3A6 with p = 2,3, 3A7 with p = 3, L2(7)
with p = 2,7, U3(3), 6L3(4) with p = 2, U4(2) with p = 3, 3U4(3) with p = 2, and
6U4(3) p = 2,3, all with d = 6;
(e) G is of extraspecial type, p is not 2, and d = 8;
(f) G preserves a tensor cube structure, with d = 8.
Remarks.
(1) The assumptions that G is primitive and tensor indecomposable can be removed; the
relevant groups generated are easily listed—see Theorem 8.4.
(2) The assumption d  6 can be removed. However, there are plenty of examples. For
example, if d  3, any noncentral element satisfies ν(g) 2. If d  5 then any group
of even order modulo its center contains elements with ν(g) 2.
(3) Note that the list becomes very short if we assume d > 8 in the theorem; the examples
are then precisely the natural examples in (a) and (b) above, plus the sporadic example
U5(2) with d = 10.
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odd (the choice of B may depend on q) acting on V2 ⊗V2 ⊗V2. Let x be an involution
interchanging the copies of A. Then x is a reflection on V2 ⊗ V2 and a bireflection on
V . Note that this element is contained in both N(E) and in GL2(q) ! S3, the group
preserving a tensor structure on V (note however that this group is clearly tensor
indecomposable). Thus we get the examples in (e) and (f) above.
Proof. Consider first the case where G preserves a tensor product structure V = V1 ⊗
· · · ⊗ Vk , with all Vi of dimension e. Let e  3 first. We claim that here ν 
√
d . If k = 2,
since e  3, this is clear. If k  3 and g is not transitive on the set of the Vi , this follows
by induction, using the elementary observation [30, 4.1]. If g is transitive, then k is prime
and the fixed space of g on V can be identified with Sd(V1). Again, the assertion follows.
Thus e = 2. By assumption, k  3. If g is not an involution, or if g preserves the tensor
product, the previous argument works. By induction, to rule out the possibilities with k > 3,
it suffices to consider the case where k = 4. Here g preserves the tensor product of two
four-dimensional spaces, and [30, 4.1] shows that ν  4. Thus the only case is that of
dimension 8, as in the theorem. Thus we can assume from now on that G preserves no
tensor structure on V .
Next consider the case where the Fitting subgroup of G is not in the center. Let S be the
preimage in G of a minimal normal abelian subgroup of G/Z(G). By an easy argument,
or using [1], we see that S is non-abelian and G is of extraspecial type (class C6 of [1]).
By the argument in [30, p. 452] we see that four conjugates of g can be found to get a
nontrivial scalar. Thus the dimension of the commutator space is at least d/4. Thus d = 8,
as in the theorem.
Now we see that F ∗(G/Z(G)) is simple, since G is primitive and preserves no tensor
structure.
Notice that we have the obvious inequality να  d for G. Thus we shall assume that
if ν 
√
d/2 then d  α(G)2/4, and if ν  2 then d  2α(G).
Thus we are ready to apply the results we have obtained concerning α(G).
Assume first that S is an alternating group An. Then α(G)  n − 1 (with more
information when the element being considered is not a transposition—in particular
α(An)  n/2). It follows that (n − 1)2  4d , respectively n − 1  d/2, and in fact for
elements other than transpositions furthermore (n/2)2  4d , respectively n d .
Lemma 7.2. Let G be a double cover of An or Sn. If 1 = x ∈ G and V is a faithful
irreducible G-module of dimension d , then dim[x,V ]  d/4. Theorem 7.1 holds in this
case.
Proof. We first show that any noncentral involution y has Brauer character 0 on V . Note
that u := (12)(34) lifts to an element of order 4 in G (see [26, 5.2.4(a)]). We can find a
conjugate w of y so that yw is conjugate to u (modulo the center). Thus yw has order
4 with square in the center. So y is conjugate to yz for z the central involution and so
tr(y)=− tr(y)= 0. In particular, dim[y,V ] = d/2.
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involution, whence dim[x,V ] d/4 as claimed.
The assertion of the Theorem follows in this case, except possibly for d = 6 and d = 8,
with x an element of odd order. If d = 8, here n 10. Since α(x) 4, it is easy to check
that x is a 3-cycle. If p = 3, we see from the modular character tables of A6 (and its
covering groups—see [33]) that x is free. If p = 3, the product of two conjugates gives a
5-cycle, and that is free. The assertion follows. If d = 6, since α(x) 3, then n 7. From
character tables n= 6, p = 3 and x can be taken to be a 3-cycle. Then x is in 2A5 and the
representation remains irreducible—however, that cannot be an example. ✷
Lemma 7.3. If S =An then we get no examples in the Theorem other than those with V a
deleted permutation module, except for d = 6.
Proof. Assume that V is not the deleted permutation module. Since we are assuming that
d  6, we have n 6. Let n= 6. If d = 6, we get examples with G normalizing 3A6, as
in the Theorem (note that 2A6 in characteristic 3 is not an example—to rule out elements
of order 3, consider the group as SL2(9) in defining characteristic). Assume that d > 6.
Since α(g) > 3, we see that g must be a transposition or a triple transposition, by the proof
of Lemma 6.1. By character tables and Lemma 7.2, one of d = 8 with p = 5, d = 9 and
d = 10. If d = 8 and p = 5, use the character table. If d = 9, we see from the character
tables that V is the tensor product of two 3-dimensional modules, and we deduce that
the commutator space has dimension at least 3. If d = 10 from character tables we see
that p = 2 and then that transpositions fix a 4-space. Now let n= 7. Again, we get some
examples for d = 6; assume that d > 6. Again, g is a transposition. Then d  12, and by
character tables, d is one of 8 (with p = 5), or 10 (with p = 7). In these cases we just
inspect the values in the character tables. Next let n = 8. Then d  14, and in fact d  8
if g is not a transposition. If p = 2 then d = 14. The transpositions are contained in a
subgroup S7, and the module remains irreducible on restriction; however, we have already
dealt with S7. If p is not 2 then d = 14, or d = 13 with p either 3 or 5; the assertion
follows by inspecting the values of characters on transpositions. If n = 9, then d  16;
the only possibility is d = 8 with p = 2. By [33], no semisimple elements give examples.
Since the module is not the deleted permutation module, it follows that the A8-composition
factors are both of dimension 4. It follows that the only possible candidate is a transvection
in L4(2). Then this is an element of type 241 in A9, and it is easy to see that 3 conjugates
generate A9. It follows that there is no example here. If n = 10 then d = 16 and p = 2.
However, then S10 < Sp8(2) and V is a module for this larger group; we shall rule this
possibility out in Lemma 7.5. If p is not 2, we now use the bound of [34, Theorem 7 and
(∗), p. 420]. In fact, the same works also for p = 2, provided n  15. It remains to deal
with p = 2 and 11 n  14. The assertion is clear unless g is a transposition. And there
are no suitable modules for An invariant under transpositions for these values of n (cf. [33],
[35, p. 419] and [5]), other than the deleted permutation modules. ✷
Lemma 7.4. If S is a group of Lie type over a field of characteristic different from p, then
we get one of the examples in Theorem 7.1(d).
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assume that s is not one of 4, 5 or 9. If d = 6 then s is odd and s  13; if s = 7 we get
examples for p = 2,7 (note that it is L2(7), not SL2(7), giving the examples). If s is 11
or 13, x must yield an involution in L2(s); if S = SL2(s), x squares to −I , so x is not an
example; in the remaining case, S = L2(13) and p = 2—but then two conjugates multiply
to an element of order 7, which is regular—so again, there is no example. Now assume that
d > 6. Since α(g) > 3, by Lemma 3.1 we see that r is a square (g is a field automorphism)
and α(g)= 4. It follows that d  8, whereas s  16 implies d  12. If S = L3(s), assume
that s > 2. Then d > 6, so then α  4, which implies by Lemma 3.2 that s is a square, g is
a graph-field automorphism and α(g)= 4, whence d  8. Hence s = 4 by the Landazuri–
Seitz bounds. Moreover,V must be a tensor square, so d > 8. If S = Ln(s)with n 4, then
we can assume that s > 2 if n= 4. Now the bounds and Theorem 4.1 yield an immediate
contradiction.
Next consider the unitary groups Un(s). If n > 4, the same argument applies, forcing
(n, s) = (5,2) with d = 10. An inspection of the character tables shows that here we get
an example in all characteristics p other than 2 as in the Theorem. The element 2A has an
8-dimensional eigenspace corresponding to −1, so that the involution obtained from this
by multiplication by −I is a bireflection. No other element is a bireflection: this is clear
from the character tables for p′-elements; for elements of order 5 or 11, have α(g) < 5,
as we see by embedding into a maximal subgroup L2(11); and all elements of order 3 are
contained in a maximal subgroup 3×U4(2) for which the space becomes a tensor product
of a 2-space and a 5-space in characteristic 3, and there are no transvections in O5(3).
If n = 4, the same argument gives s  3. If s = 3 then d  12; by character tables, this
is impossible for d > 6, whereas for d = 6 we get the examples as given. If s = 2 then
d  12; for d = 6 we get the examples as given. If we assume d  7, by character tables
d = 10 and p is not 2. On the other hand, then we must have α(g) at least 5, and so g is an
involution by Lemma 3.4; we can see from the character tables that involutions fix at most
a 6-space. If n= 3 then s > 2. If d = 6 we get the examples as given, so assume d  7. By
Lemma 3.3, since α(G) > 3, we have s = 3, g is an inner involution, α(g)= 4 and d  8.
From the character tables we have d = 7 as in the theorem.
If S = PSpn(s) with n 4, note that we can assume that s > 3 if n= 4. We see from
Theorem 4.3 and from the Landazuri–Seitz bounds that (n, s)= (6,2). Here d  14. From
the character tables we see that d is 7 or 8. The case d = 7 appears in the theorem—Sp6(2)
(or more precisely 2 × Sp6(2)) is a Weyl group. And d = 8 is not an example: for
p′-elements this is clear from the character tables; the elements of orders 3 and 5 other
than class 3B lie in a subgroup S8 and this representation remains irreducible; and there
are two elements of the class 3B with product of order 7, fixing precisely a 2-space.
If S is an orthogonal group, then Theorem 4.4 and the bounds give S =Ω+8 (2) as the
only possibility. Here d  16. From character tables, d = 8. We get an example in the
theorem.
The remaining possibilities, of exceptional groups of Lie type, are easily ruled out using
the same considerations. ✷
Lemma 7.5. If S is a group of Lie type over a field of characteristic p, then we get one of
the examples in Theorem 7.1.
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Ln(q). If n = 2, we may assume that q  11 or q = 8. By Lemma 3.1, d = 6 and x has
even order (note that the only possible exception, with x a field involutory automorphism
and d  8 would force G to preserve a tensor square structure, which is impossible as d is
not a square). However, then x is not a bireflection as it has trace zero (for example, pass
to the algebraic group).
If n = 3, we may assume that q > 2. By Lemma 3.2, either d = 6 or x is a graph-
field automorphisms and d  8. If d = 6 we get the examples. In the latter case, in the
presence of such automorphisms, the module cannot be restricted, so d  9. If n= 4, we
may assume q > 2. By Theorem 4.1 it follows that d  12, and in fact d  8 unless graph
automorphisms are present. By [43], there are no possibilities with d > 6; for d = 6, we
get the orthogonal examples. Finally, for n > 4, we have d  n2/4 or d  2n; by [43], V is
a natural module for G or d = 5 and n = 10 with V the exterior square. It is easy to see
that there are no bireflections in this case (work in the algebraic group).
The same applies for the unitary groups Un(q), provided that n 4 (note that we have
already dealt with U4(2)). If n= 3, then only q = 3 needs further treatment: here α(g)= 4
for inner involutions; this does not give an example, as we see from the character table. We
could also work in the algebraic group (for inner diagonal elements).
Next consider the symplectic groups—so S = PSpn(q), and assume that V is not
a natural module for G. We use [43, Theorem 2.7]. If n = 4, then d = 10 and p is odd.
We can assume that q > 3. Moreover, g is an involution. This module is Λ2W , where W
is the natural 5-dimensional orthogonal module for S. It is clear from this that this is not
an example. If n = 6 with p odd then d  12 by Theorem 4.1, so there are no suitable
modules. If p = 2 then d  14; hence either d = 8 or d = 14. The former is the spin
module and leads to the examples in (e) of the Theorem. The latter, a section of Λ2W ,
where W is the natural 6-dimensional module for S, remains irreducible on restriction to
the maximal subgroups Oε6(q); hence this is not an example, since every element of G
lies in a conjugate of one of these two subgroups. If n 8, the only remaining possibility
is n = 8, p = 2 and d = 16, with V the spin module. Arguing in the algebraic group C4,
we see that the module remains irreducible on restriction to the subgroups Oε8(q); hence
this is not an example, by the result for these groups, proved below: the outer elements of
order 2 are graph automorphisms, and the inner groups split the module, with no element
a generalized reflection.
Next we consider the orthogonal groups. We use the bounds in [42, 5.4.11]. If n is odd
then p is odd. By [42, 5.4.11], n is 7 or 9 and d is 8 or 16, respectively, and V is the spin
module. The former leads to examples in the Theorem. The latter is disposed off below,
when dealing with O+10(q).
If n is even, we see that n is 8, 10 or 12, and V is a spin module, of dimension 2(n−2)/2.
In the last of these, g must be a transvection (when p even) or a reflection (when p odd).
We can use induction in a subgroup O11(q) to rule this out. If n = 8, we get examples
in the Theorem. To deal with n = 10, we argue in the algebraic group D5. The graph
automorphism does not act, so we are in the simple group.
If g is unipotent, then the closure of the conjugacy class of g contains root elements.
It follows that dimCV (g) dimCV (g′) for g′ in the closure of the conjugacy class of g.
So we may assume that g is a root element. Then g ∈D4 and V restricted is a sum of 2
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that dim[g,V ] 4 (in fact equality holds).
If g is semisimple, we can also embed g ∈D4T1 with g not centralizingD4. Since D4T1
is connected, we see that g does not induce a reflection on either of the two composition
factors for this subgroup, whence again dim[g,V ] 4.
Finally we consider the exceptional groups. If S is a Suzuki or a Ree group, we have
α = 3, so d = 6. However, there are no modules. If S = 3D4(q) then d  14, and so d = 8
(cf. [42, 5.4.11 and 5.4.2]). We get the examples in case (d) of the theorem. In the other
cases, we use the bounds in [42, 5.4.12]; the only case which requires further attention is
G2(q) of dimension 6 or 7; this gives examples in (c). ✷
Finally we consider the case where S is a sporadic simple group.
Lemma 7.6. There are no examples with S a sporadic simple group with d > 6. For d = 6
the examples are precisely 2M12 with p = 3, 3M22 with p = 2, and 2J2.
Proof. It is not hard to obtain good bounds on α(G) using the information in the Atlas [12].
However, we can avoid doing this in most cases: The paper of Zisser [76] contains complete
information concerning covering numbers cn(S) for each sporadic simple group S; in most
cases cn(S) 4—the only exceptions are the two smaller Fischer groups, where cn(S)= 6.
By Lemma 2.13, it follows that α(S) cn(S)+1. Moreover, it is clear that α(G) 2α(S);
however, it is usually easy to get a much better bound for outer automorphisms, since we
are dealing with elements of prime order, that is involutory automorphisms. These results
are then combined with the lower bounds for degrees of faithful representations of sporadic
groups in [47, Appendix 1] and the information in [12,33]. We list the information in
Table 1. Similar information is in [23].
We give the details of the calculation just for the Mathieu groups and the groups Suz,
J2, J3, HS and Fi22. The other calculations are entirely similar.
If G = M11, it is immediate from the character table that α(G)  3, so no further
consideration is necessary: for involutions, this is a consequence of [57]; any element
of odd order is contained in a maximal subgroup L2(11). If G =M12, then α(G)  4:
each element of prime order lies in a maximal subgroupM11, L2(11) or L2(11).2. Finally,
α(G) 4 for the remaining Mathieu groups: for inner elements this follows from [76]; and
for the two classes of outer involutions in M22 : 2, the square of the class 2C contains 11
elements, whereas the class 2B is represented in the maximal subgroup M21, from which
the assertion follows. However, the Mathieu groups do not have irreducible representations
of dimension 7 or 8—so these do not yield any examples for d > 6; for d = 6 we get the
well-known examples in the lemma.
If S = Suz then d  12, and from [76] we get α(S)  5. There are two classes of outer
involutions. The class 2C is represented in the maximal subgroup G2(4) : 2; calculating
there we see that the square of this class meets the class of 7-elements; and the class
product formula shows that the square of this class contains 11-elements. Similarly, by the
class product formula we see that the square of the class 2D contains 11-elements, and
the square of that class contains 7-elements. Since there are no proper subgroups of order
divisible by 77 (cf. [12]), we see that α(g) 4 for each outer involution g ∈G\S.
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S cn(S) R(S) |Out(S)| α(G)
M11 3 5 1 3
M12 4 6 2 4
M22 3 6 2 4
M23 3 11 1 4
M24 3 11 1 4
J1 2 7 1 3
J2 4 6 2 4
J3 3 9 2 4
J4 3 110 1 4
HS 4 20 2 5
Mc 3 21 2 4
He 4 24 2 5
Ru 3 28 1 4
Suz 4 12 2 5
ON 3 31 2 4
Co3 4 22 1 5
Co2 4 22 1 5
Co1 4 24 1 5
Fi22 6 27 2 7
Fi23 6 234 1 7
Fi′24 3 702 2 8
HN 4 56 2 5
Ly 3 110 1 4
Th 3 48 1 4
B 4 234 1 5
M 3 729 1 4
If S = J2 then α(S)  4. It is convenient to use the maximal subgroup A5 to deal
with the inner elements. This contains elements of types 2B, 3B, 5CD in the notation of
[12, p. 42], so four conjugates of any of these will suffice to generate. The elements of type
2A and 5AB lie in a maximal subgroup 3.PGL2(9), so three conjugates will generate that
and the assertion holds for these elements. The assertion for the elements of type 3A and
7A follows by embedding into a maximal subgroup U3(3). Finally, there is a unique class
of outer involutions; from the product formula, a pair of these will get an element of order
7, and a pair of these will give an element of order 15. Since there is no proper subgroup
of order divisible by 105, the assertion follows. It now follows that there are no examples
with d > 6, since J2 has no irreducible representations of degree 7 or 8; for d = 6 we get
the well-known examples as given.
If S = J3, the assertion for inner elements follows from [76], as indicated above. There
is a unique class of outer involutions; two of these have product of order 19, and the
resulting subgroup D38 is maximal, so α(g)= 3 for this element. If S = HS, we only need
to deal with the outer involutions. There are two classes, both represented in the maximal
subgroupM22.2, as we can see from the permutation character. Hence the assertion follows
from the claim in that subgroup. Finally, let S = Fi22. All three classes of outer involutions
are represented in a maximal subgroup 2.U6(2).2, and the assertion follows as usual.
This completes the proof of Theorem 7.1. ✷
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In this section, we consider the analogous questions for algebraic groups where the
results are easier and many of the complications disappear.
Let G be an algebraic group over an algebraically closed field of characteristic p  0.
In this section, we will consider generation of G topologically (in the Zariski topology),
i.e., we say a subset S generates G (and we will delete topological when it is clear from
the context) if the closure of the subgroup generated by S is G. Of course, if k is algebraic
over a finite field, then G is locally finite. So we assume in the first part of this section that
k is not algebraic over a finite field. By an almost simple algebraic group, we mean a group
G with LG Aut(L) where L is a simple algebraic group and Aut(L) is the group of
algebraic automorphisms of L (i.e., is generated by graph automorphisms and L).
Theorem 8.1. Let k be an algebraically closed field of characteristic p  0 which is not
algebraic over a finite field. Let G be an almost simple classical group over k with natural
module of dimension n. Set L= F ∗(G). If x ∈G\1, then n conjugates of x topologically
generate the subgroup 〈L,x〉 unless one of the following occurs:
(a) L= L2, x is an involution and 3 conjugates of x suffice;
(b) L= L4, x is an involutory graph automorphism and 6 conjugates suffice;
(c) L= Spn, p = 2, x is a transvection and n+ 1 conjugates suffice;
(d) L= Sp4, x is an involution and 5 conjugates suffice.
Theorem 8.2. Let G be an almost simple exceptional group of Lie type, over an
algebraically closed field of characteristic p  0 which is not algebraic over a finite
field. Set L = F ∗(G). If x ∈ G\1, then  + 3 conjugates of x generate (topologically)
the group 〈F ∗(G), x〉 where G has rank , except possibly for the case F ∗(G)= F4 with
x an involution, where 8 conjugates suffice.
We just sketch the proofs indicating how it follows the case of finite groups but is easier.
First assume that x ∈ L. We may assume that x is either semisimple or unipotent. Then x
is contained in a Borel subgroup. So as in the finite case, we may assume that x is in an
end node parabolic P and is not contained in the unipotent radical (if x is unipotent) and
is in the Levi complement J but not central in it (if x is semisimple). Now by induction,
we can (topologically) generate a subgroup containing J ′ modulo U (the unipotent radical
of P ). We then consider U/Φ(U) as a module for J ′. This will be irreducible even over Z
(if p > 0, this follows from the finite case or from [4]—in characteristic 0, we just observe
that any closed subgroup of the abelian unipotent group U/Φ(U) is a k-vector space).
Now we can use the Lifting lemma (changed in the obvious manner) and cohomology
computations if necessary precisely as in the finite case.
One can give an alternative argument as follows using the results for the finite (split)
groups over large fields. We sketch the proof. We will further explore this approach in a
later paper.
Let G(q) be the corresponding finite group. Let m be the maximum value of α(x) for
x ∈G(q). We show that this implies that the same is true for the algebraic group.
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order (for the elements of finite order are dense in G and a standard algebraic geometry
argument shows that the set of elements x ∈G with α(x)m is a closed subvariety of G).
So we may take g ∈G(q). By the result for finite groups, we know that m conjugates of g
generate a subgroup containing L(q).
Choose a finite family of rational finite dimensional irreducible modules for G so
that the only proper closed subgroups of G acting irreducibly on all of these modules
are groups containing L(q ′) for q ′ sufficiently large (start with the adjoint module and
aside from groups G of type C in characteristic 2, we have eliminated all positive
dimensional subgroups). Consider the collection of {g1, . . . , gm}with gi ∈ gL that generate
an irreducible subgroup on each of these modules. This is nonempty since we may generate
an L(q) with q arbitrarily large. This is also an open subvariety of Cm, so almost any such
m-tuple has this property. As in [27], we can then choose such an m-tuple that generates
an infinite group whose closure necessarily contains L, whence the result.
If x is an outer automorphism, then x will be in the coset of a graph automorphism
(moreover, we do not have to consider the graph automorphisms of B2 in characteristic 2
and G2 in characteristic 3 since these are not algebraic automorphisms of the simple
group). If x does not have order 2 or 3, then we can replace it by a power of x and use
the inner result. So we may assume that x has order 2 or possibly order 3 in D4. Then x
normalizes a Borel subgroup and so also parabolic subgroups containing this Borel stable
under the graph automorphism. Now use induction and the Lifting lemma (or argue as in
the finite case).
We point out that the algebraic group analogs of the representation theoretical results
in Section 7 are consequences of Theorems 8.1 and 8.2. Note also that the representation
theoretic results for algebraic groups over the algebraic closure of Fp follow from the
results for larger fields. So in the following k is an arbitrary algebraically closed field of
characteristic p  0.
Note that if V is an irreducible rational module of dimension d for G and a conjugates
of x topologically generate G, then dim[x,V ]  d/a. Thus, arguing as in the finite
case (but again slightly easier since, for example, we do not need to consider field
automorphisms), we obtain the following result:
Theorem 8.3. Let V be a finite dimensional vector space of dimension d > 1 over the
algebraically closed field k of characteristic p  0. Let G be an algebraic irreducible
subgroup of GL(V ) which is primitive and tensor-indecomposable on V . Define νG(V )
to be the minimum dimension of [λg,V ] for g ∈G, λ a scalar with λg = 1. Then either
νG(V ) >max{2,
√
d/2} or one of the following holds:
(a) G is classical in a natural representation;
(b) G is finite and either is given in Theorem 7.1 or d  6;
(c) the socle of G is G2 with p = 2 and d = 7 or d = 6 and p = 2;
(d) the socle of G is Sp6 with p = 2, or O7 with p = 2 or O8 with d = 8 and the module
is a spin module;
(e) G preserves a tensor cube structure, with d = 8 and the socle of G is A1A1A1;
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(g) the socle of G is A2 and the high weight is 2λ1 with d = 6 and p = 2.
Proof. The proof is identical to the finite case using the results about topological
generation. Note that since V is tensor indecomposable and primitive, it follows that if
G is not finite, then F ∗(G/Z) is simple or d = 4,8 and G preserves a tensor structure.
The case d = 8 leads to the possibility in (e). The case d = 4 leads to O4 and so a natural
module.
The only additional point is to consider modules with d < 6. The only possibilities are
A2 with high weight 2λ1 (and p = 2) and A1 with high weight (d − 1)λ1 with p = 0
or p  d . If p = 2, then any involution in G′ (possibly taking its negative) will be a
bireflection. Thus, A2 is an example for p = 2.
So all that remains is G= A1 with d < 6. Since the module is tensor indecomposable,
we may assume that it is as given. Any element which has order 2 modulo scalars will be
a scalar times an element with a commutator space of dimension at most 2. ✷
If G is an irreducible algebraic subgroup of GL(V ) which is not necessarily tensor
indecomposable or primitive, then the more natural question is to classify those spaces
where G is generated by elements with dim[g,V ] small.
Theorem 8.4. Let V be a finite dimensional vector space of dimension d > 1 over the
algebraically closed field k of characteristic p  0. Let G be an algebraic irreducible
subgroup of GL(V ) which is generated by elements with dim[g,V ]  max{2, (√d/2}.
Then one of the following holds:
(a) V is tensor indecomposable and primitive (and Theorem 8.3 applies);
(b) G preserves the decomposition V = V1 ⊕ · · · ⊕ Vr , with dimVi = d/r  2 and either
(i) d = r , G has a normal abelian subgroup T stabilizing each Vi and G/T acts on
the set of Vi as Sd,Ad with d  3, A5 with d = 6, L3(2) with d = 7 or 23 :L3(2)
with d = 8; or
(ii) d = 2r , G has a normal subgroup T stabilizing each Vi and G/T = Sr ;
(c) V is tensor decomposable and d = 4.
Proof. By the previous result, we may assume that either G is imprimitive or tensor
decomposable on V . Suppose the former. Let V = V1 ⊕ · · ·⊕ Vr be a decomposition of V
which is G-invariant and such that G acts primitively on {Vi, . . . , Vr }. Let e = dimVi and
let T be the normal subgroup of G which stabilizes each Vi . Since G is generated by
elements with dim[g,V ]max{2, (√d/2}, it follows that some element g ∈G\T moves
at most 2
√
n/e (or 4/e in the case of bireflections) elements of {Vi, . . . , Vr}. If e= 1, then
T is abelian and it follows by [50, 6.1] thatG/T # Sd or an Ad or we are in the bireflection
case with d  8. An easy inspection of primitive groups of degree at most 8 yields the
result. If e = 2, the same argument yields the result (noting that in the bireflection case,
G/T is a primitive group containing a transposition and so is the full symmetric group).
So now assume that G is tensor decomposable. Say V = V1 ⊗ V2 is a tensor
decomposition for the module with dimVi = di . Assume that 1 < d1  d2. We note that if
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d and this is
also greater than 2 unless d1 = d2 = 2. Thus, the group generated by elements with small
commutator space is trivial on V1 unless d = 4. This possibility occurs. ✷
Next a strong result on generation by semisimple regular elements. One can prove a
similar result for regular unipotent elements using different methods.
First we need an easy lemma whose proof we leave to the reader. Note that one easily
reduces to the case of a torus.
Lemma 8.5. Let S be a connected reductive algebraic group over an algebraically closed
field k which is not algebraic over a finite field. The set of elements x ∈ S such that the
closure of 〈x〉 is a maximal torus of S is dense in S.
Theorem 8.6. Let S be a simple algebraic group over an algebraically closed field k
of characteristic p  0. Assume that k is not algebraic over a finite field. Let C1 and
C2 be conjugacy classes of regular semisimple elements of S. Then S can be generated
topologically by some pair (x, y) ∈C1×C2 unless x or y is an involution (and so S =A1).
Proof. If S = A1 and C1 is not a class of involutions, then an element of C1 is contained
in precisely 3 maximal subgroups (2 Borel subgroups and 1 torus) and certainly we can
choose a conjugate of any element not contained in that finite union (since a conjugacy
class is an irreducible variety, it cannot be contained in a finite union of closed subgroups).
So we assume that S has rank r > 1.
Let D be the collection of elements in S whose closure is a maximal torus. Consider
the map f :C1 × C2 → S given by (x, y) → xy . By [17,18], this map is onto S\1. Let
X = f−1(D). Then X is dense in C1 × C2 (if not, f would map an open subvariety of
C1 × C2 into a proper closed subvariety of S, which contradicts the fact that f (C1 × C2)
is dense in S).
If (a, b) ∈ X, then the closed subgroup generated by a, b contains a maximal torus T .
There are only finitely many conjugacy classes of closed subgroups of S which contain a
maximal torus (see [51]). Let M1, . . . ,Me be representatives of these conjugacy classes.
Let Vi = {(a, b) ∈C1 ×C2 | 〈a, b〉Mgi for some g ∈ S}.
Suppose the result is false. It follows that D ⊂⋃i Vi and $D is irreducible, this implies
that D ⊂ $Vi for some i . We show that this is impossible unless S = A1 and C1 and C2
consist of involutions. Assume that D ⊂ $Vi . Set V = Vi and M =Mi .
First we consider the case that M is connected. We claim that x is in only finitely many
conjugates of M; for let C = CG(x); then C is a maximal torus and so is contained in M .
If C Mg as well, then by the Frattini argument, it follows that we may take g ∈NS(C),
whence the number of conjugates of M containing x is at most the order of the Weyl group
(indeed, the exact number of conjugates of M containing x is |NG(C) :NM(C)|).
It follows that dimV  dimC1 + dimM − r = dimS + dimM (the projection map
from V onto C1 has fibers which are finite unions of the form a × C2 ∩Mg ; since C2 is
a regular class, this is still true in M and it breaks up into only finitely M classes, whence
the estimate).
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dimM < dimS − r .
So now we may assume that M is not connected and in particular, M is not a parabolic
subgroup. An inspection of the maximal rank disconnected subgroups M of S (cf. [51])
shows that dimM < dimS − 2r .
Note that dimV  dimS + dimM (consider the morphism G/M × M × M → V
sending (g,u, v) → (ug, vg)). Combining this with the previous inequality shows that
dimV < 2(dimS − r)= dimD and again we see that D is not contained in $V . ✷
Finally, we extend Theorem 8.3 to the case of Chevalley groups over arbitrary fields by
using the results of Borel–Tits. If the field is finite, then we are dealing with finite groups.
So we consider infinite fields.
Suppose that L is an infinite field and that S := S(L) is a simply connected simple
Chevalley group defined over L. We assume that S is generated by its unipotent elements
(i.e., it has nontrivial unipotent elements). If σ is a field embedding of L into K , then we
can view σ also as a map of S(L)→ S(K).
We need the following lemma.
Lemma 8.7. Let L be a field and S := S(L) be a split simple Chevalley group over L. Let
τ be a restricted irreducible representation of S (so τ is defined over the prime field). Then
the field generated (over the prime field) by the character values of τ is L.
Proof. Let L′ denote the field generated by the character values and suppose that L′ = L
(note that L′ is contained in L since the representation can be defined over L). Choose
a ∈ L\L′. Let M be a subfield of L containing L′ which is maximal with respect to not
containing a. Then L/M is algebraic (otherwise consider M(t) with t ∈ L transcendental
over M; so a ∈M(ti) for every positive integer i; the intersection of all such subfields
is M).
We next claim that L/M is separable. If not, then by maximality L/M is purely
inseparable, whence again by maximality, ap ∈M and L=M(a). Since τ is restricted the
weights for the maximal torus all involve powers less than p. Substituting different powers
of a into the character formula shows that one cannot get only terms involving a±p.
So L/M is separable. Let σ be a field embedding of L into its algebraic closure which
is the identity on M . Consider the representation σ · τ for S. Then this representation has
the same trace at τ , whence they are equivalent representations (cf. [20]). This implies that
the unique weight for the Borel subgroup is the same under these two representations. So
σ(λ(t)) = λ(t) for all t in the split maximal torus. However, it is clear that λ(T )= L\0.
Thus, σ is trivial on L. So L=M , a contradiction. ✷
Theorem 8.8. Let L be an infinite field. Let S := S(L) be a simply connected simple
Chevalley group over L which is generated by its unipotent elements. Let K be a field
with W a finite dimensional absolutely irreducible S(L)-module over K of dimension d .
Let k denote the algebraic closure of K . Let φ :S → GLd(K) denote the corresponding
representation. Suppose that S(L) contains a noncentral element g so that [λg,W ] has
dimension at most max{2,√d/2} for some scalar λ ∈ k.
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(b) If S is a split Chevalley group, then σ(L)⊂K .
Proof. Let V =W⊗K k. Then the closure of S(L) in GL(k¯) acts on V and also satisfies the
hypothesis. Clearly, V is tensor indecomposable, whence by [7, 8.16] the closure of S(L)
is a simple algebraic group of the same type. Now applying Theorem 8.3 and [7, 8.16], we
see that if $V := V ⊗k k¯, then the representation ρ ∈ S(L)→ GL($V ) is of the form τ ◦ σ
where σ is a field embedding of L into k¯ and τ is a rational representation of S(k¯) listed in
Theorem 8.3. This proves (a).
Now assume that S is split. Let χ denote the character of φ. By the previous lemma, the
field generated by χ(σ(L)) is precisely σ(L). On the other hand, since the representation
is defined over K , the character values are certainly contained in K . Thus, (b) holds. ✷
One can give an easier proof of (b) above if K is perfect. Namely, the split Borel
subgroup of S has a unique fixed 1-space over k, whence this 1-space is invariant under
the absolute Galois group of K . Thus, this 1-space is defined over K . This implies that the
eigenvalue is defined overK (i.e., the weight takes on values in K). So now one only needs
the trivial fact that the high weight of a restricted module maps the torus onto L\1.
9. Special elements
There is a substantial amount of literature on groups generated by reflections (see [10,
66,69–71,74,75]) as well as groups generated by long root elements (see [38,49] and
references therein). In fact, these results for irreducible subgroups of classical groups
could be deduced from our Theorem 7.1. Although we do quote some of these results,
we are using induction and so are allowed to quote our Theorems for the smaller groups
instead. Another consequence of the theorem is the classification of irreducible subgroups
of classical groups generated by short root elements. For example, if G is the algebraic
group of type B (q odd) or C in dimension at least 9, then the only irreducible subgroups
generated by short root elements are the classical subgroups or possiblyAc in characteristic
at most 3 (with the module being the deleted permutation module).
We now proceed to obtain one more application, classifying the irreducible subgroups
G of a classical group containing an element whose conjugacy class meets a fundamental
subgroup of this classical group. Some results concerning this appear also in [55]. Some
extra conditions are imposed (but there are also results for exceptional groups).
In fact, in most cases the elements we are considering are bireflections, so Theorem 7.1
applies. The only case where this is not so is the semisimple elements of the orthogonal
groups. In this case, the elements have commutator space of dimension 4; moreover the
non-1 eigenvalues are α,α,α−1, α−1. We now proceed to treat this case. We shall assume
that the dimension is greater than 8, and that G is primitive and tensor indecomposable. As
before, this is not necessary, but without these assumptions the list is longer.
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irreducible subgroup of a classical group that contains a conjugate of a nontrivial element
of a fundamental subgroup of the classical group.
Assume first that G preserves a tensor product structure V = V1 ⊗ · · ·⊗ Vk , with all Vi
of dimension e. As in the proof of 7,1, either e is 3 or 4 and k is 2, or e is 2 and k is 4.
If e is 3 or 4 with k = 2 then there are no elements of the right type. If e = 2 and k = 4,
we get examples; a transposition on the set of factors has a 4-dimensional eigenspace
corresponding to −1, of type O+4 . Next consider the case where the Fitting subgroup of
G is not in the center. Then G  21+8+ O+8 < O
+
16, as in the proof of Theorem 7.1, and
again, there are examples. Now we see that F ∗(G/Z(G)) is a simple group S, since G is
primitive and preserves no tensor structure.
We start with the generic case, where S is a group of Lie type in the same
characteristic—that is an extension of Lemma 7.5. Note that we do not need to worry about
automorphisms outside Inndiag(S), since we have dealt with the case where G preserves
a tensor structure. Let S = Ln(q) or Un(q). If n = 2 we shall assume that q > 5 and
q = 9. Since we assume that d > 8, we must have x of even order and d  12 (since
2 < α(x)  3). Considering the action of involutions on the modules (which are well
known), we get d = 9. This leads to the example L2(q) < O9(q) in characteristic p  11.
If S = U3(3), there are no orthogonal modules with 9  d  16. If S = U4(2), we have
d  20; from character table, d = 14, a case considered below. In all the other cases, by
Theorem 4.1 we have d  4n. If n = 3, then 8 < d  12; it is easy to see that there are
no such self dual modules. Hence n > 3. By [46, 6.6], one of: n = 4, the high weight is
101 and d = 15, or 14 if p = 2; n = 6, the high weight is 00100 and d = 20. For n = 4,
this is the adjoint module; we check this is not an example. Similarly for n= 6, this is the
alternating cube of the natural module and hence is not an example.
Next consider S = B2. We find all the modules of dimension 8 < d  20: the possible
high weights are 11 for all q , and for q odd also 02, 20 and 03, and the dimensions are
16 (respectively 12 for p = 5), 10, 14 (respectively 13 for p = 5), and 20. The module
with high weight 02 is the module S2V4, where V4 is the natural symplectic module, with
p odd. This leads to examples in the Theorem. The module with high weight 20 is S2V5,
where V5 is the natural orthogonal module, with p odd. Again, this leads to examples in
the Theorem. (In both of these cases, it is easy to see that the modules are orthogonal.)
The module with weight 03 is the module S3V4, with p > 3. This is not an example, as
we see working on GL4(q). Finally, consider the module of high weight 11. If p = 2 then
this is the tensor product of two modules of dimension 4, so not an example. And if p is
odd, the module is symplectic: this is seen from the Steinberg criterion, as λ2 occurs as a
fundamental weight in V and hence −I acts faithfully on V .
Next consider S = Cn. If n= 3, by [53, 1.11] the modules have high weights 010, 200,
001, and the dimensions are 14 (respectively 13 if p = 3), 21 and 14, with p odd in the
last two cases (in the last case, if p = 2 then the dimension is 8, which is ruled out here).
The first two possibilities are closely related to Λ2V6 and S2V6, respectively, where V6 is
the natural 6-dimensional module. Hence it is easy to rule these out. The last possibility
leads to symplectic modules: this is seen from the Steinberg criterion, as λ1 occurs as a
fundamental weight in V and hence −I acts faithfully on V .
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with p = 2. These are considered below.
Next consider S = Bn with n 3 and q odd. If n= 3, if d  26 then by [53, 1.11], the
high weights are 010, 200, and the dimensions are 21 and 27 (respectively 26 if p = 7).
These are closely related to the alternating and symmetric square of the natural module,
and are easily ruled out. By Theorem 4.4, the only remaining possibility is that x is a
reflection and d  28; it is easy to extend [53, 1.11] (using [9]) to show that there are no
further modules. If n 4, by [46, 6.6], n is 4 or 5 and the module is a spin module. These
are considered below.
Similarly, for S =Dn, we have either n= 4 and the high weight is 0100, of dimension
28 (respectively 26 if p = 2), or n is either 5 or 6 and the module is a spin module. The
former is the alternating square of the natural module and hence is ruled out.
To conclude our investigation of the classical groups in natural characteristic, it remains
to investigate the spin representations of orthogonal groups in small dimensions. Let
d = 16, and consider B4. The subgroup B3 acts on V as a sum of two copies of the spin
module. As such it contains semisimple elements of the desired form—hence is appears
in the Theorem. Now let d = 32, and argue in the algebraic group D6. Any semisimple
element lies in an end node parabolic, and by the proof of Lemma 2.2, we can take it to lie
in a Levi subgroup A5. The module V splits under this group with quotients of dimension
6, 6 and 20. Since the 20-dimensional module is Λ3V6, we see that this is not an example.
Finally, for the exceptional groups, using the results in Section 5 together with [43], we
have one of: S =G2, high weight 01 with d = 14 (with p = 3), or possibly 14 < d  20;
S = 3D4(q) with high weight 0100 of dimension 28 (respectively 26); S = F4(q), high
weight 0001, of dimension 26 (respectively 25 if p = 3). It is easy to check that G2 has no
irreducible modules with 14 < d  20 (cf. the calculations in [53, 1.11] and [9]). The above
14-dimensional module for G2 is the adjoint module; it is not an example. The possibility
S = 3D4(q) is out by the corresponding argument for D4. Finally, the smallest module for
S = F4(q) is out by restriction to a B3 or C3 Levi subgroup in an end node parabolic.
Next, the alternating groups Ac. Since we are only interested in orthogonal representa-
tions, we do not need to consider the exceptional covers of A6 and A7. As in Lemma 7.2,
for faithful representations of double covers, we need to consider only d  16. Then
c  11, and we check from character tables that there are no new examples. It remains
to consider the representations of alternating and symmetric groups. If the characteristic
is odd, the results of James [34] together with our bounds give c  13. For these remain-
ing values we use character tables in Gap. The same applies also in characteristic 2 (note
that here our bound is stronger, since we are only concerned with semisimple elements
and hence not transpositions) except for c = 14. Here we use the table in [5], to rule this
remaining possibility out.
Next we consider groups of Lie type in cross characteristic representations. We argue
as in Lemma 7.4, using the Landazuri–Seitz bounds. Let S be a linear group Ln(s). If
n = 2, since d > 8, we can take s > 7 and s not 9. For s one of 8, 11, 17 and 25, we get
examples. We rule out the possibilities of s being one of 13, 16, 19 or 23 using the character
tables. If S = L3(s), we may assume that s > 2. By Theorem 4.1, either d  12 or s is a
square and d  16. So s is 3 or 4. We get the examples in the Theorem. If S = Ln(s)
with n 4, we have s = 2 if n= 4; the bounds rule this out. If S = Un(s), let n= 3 first.
R.M. Guralnick, J. Saxl / Journal of Algebra 268 (2003) 519–571 563Then s > 2, and the bounds force s = 3 or s = 4. These are excluded using the character
tables. Similarly, for n = 4 we only have s = 2 and s = 3, and for n  5 we only have
S = U5(2). Using the character tables we see there are no new examples (for U4(2) we
get the example in characteristic 3 already listed for PSp4(3); for S = U5(2) we get the
example in dimension 10 discussed in Section 7.) Next let L = PSpn(s). Using similar
arguments, we reduce to the cases of (n, s) one of (4,3), (4,4), (4,5), (6,2), (6,3) and
(8,2). All of these are treated using the Gap tables. In the last of these, the character is
of degree 35 and does not take the right values. For (n, s) = (6,3), the character with
the right values is the Weil character of dimension 14; however, that is not orthogonal.
For (n, s) = (4,5), the relevant character has dimension 13; this does lead to examples
in the Theorem. Similarly, for (n, s) = (6,2), we get the example with dimension 15
(respectively 14 if p = 3) (note again we are assuming d > 8—otherwise we get another
example here). Finally, in the cases (n, s)= (4,3) and (n, s)= (4,4), there are no further
examples. Next let L be an orthogonal group of dimension at least 7. Using the bounds,
we only have to consider the groups O7(3) and Oε8(2). Using the tables in Gap, we rule
out O−8 (2) immediately. Now O
+
8 (2) is also out, since the only relevant representation has
degree 8 and we are assuming d > 8 (otherwise this is a well know example). In the case
of O7(3), we are only interested in the double cover of the group; there are no relevant
representations.
Next we consider the exceptional groups of Lie type in cross characteristic representa-
tions. Using our bounds, we only have to deal with Sz(8), G2(3), G2(4) and 2F4(2)′. For
Sz(8), we have d  12; there are no representations with d > 8 (though there is a well-
known embedding into O+8 (5)). Now 2F4(2)′ is ruled out by character tables. For G2(4),
the only relevant representation is the projective representation of degree 12; however, that
is not orthogonal. And for G2(3), the relevant representation has degree 14; however, the
values of the character are not right for an example.
Finally we consider the sporadic groups. From Table 1, we only have to consider the
groups Fi22, Suz, HS, the Mathieu groups and the first three Janko groups. We now use
the information in Gap or the Modular Atlas. For the Mathieu groups, we just inspect
the character tables; the only ones of dimension > 8 supporting an orthogonal form and
containing a semisimple element with large enough fixed space are those given in the
Theorem below. The only relevant representations of the Janko groups (note d > 8 again)
are those of J2 of dimension 14 (respectively 13 if p = 3). An inspection of the tables rules
these out. For HS, the only relevant representation has dimension 20, with p = 2; this is
not orthogonal. For Suz, the only relevant representations are for the full covering group in
dimension 12; this is never orthogonal (even in characteristic 3, it is symplectic). Finally,
for Fi22, the representation would have to have dimension 27 or 28; however, to support
a quadratic form, it would have to be a representation of the simple group, and there is no
representation of such dimension (cf. the short argument in [6, p. 167], showing that there
is no representation of the simple group of dimension less than 54).
We have thus proved:
Theorem 9.1. Let G be a subgroup of a finite classical group of dimension d > 8,
containing an element lying in a fundamental subgroup of this classical group. Assume
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following holds:
(a) G is classical in a natural representation;
(b) G is alternating or symmetric of degree c  10 and V is the deleted permutation
module of dimension c− 1 or c− 2;
(c) d = 16, and G is a suitable subgroup of a tensor structure stabilizer or is a suitable
2-local;
(d) G normalizes one of the groups below, in natural characteristic:
• L2(q) in characteristic p  11 with d = 9;
• PSp4(q) with q odd, of dimension d = 10 or d = 14 (respectively 13 when p = 5);
• an orthogonal group of dimension 9 or 10, acting on a spin module with d = 16;
(e) G normalizes one of the groups below, with characteristic given as follows:
• U5(2) with d = 10 and p = 2;
• M11 and M12 on various permutation modules with 9 d  11;
• 2M12 with d = 12 and p = 5, and 2M22 with d = 10 and p = 7;
• PSp4(5) with d = 13 and p = 5;
• PSp6(2) with d = 15 and p = 5 (respectively d = 14 if p = 3);
• A6 with d = 9 and p > 2 or with d = 10 and p > 3, A7 with d = 10 and p = 7
or with d = 14 and p > 5 (respectively d = 13 and p = 3,5), A8 with d = 14 and
p > 5 (respectively d = 13 and p = 3,5);
• L2(8) with d = 9 and p = 2,7, L2(11) with d = 10 and p = 2,11, L2(17) with
d = 9 and p = 2,17, L2(25) with d = 13 and p = 2,5;
• L3(3) with d = 12 and p = 13 (respectively d = 11 and p = 13);
• 2L3(4) with d = 10 and p = 7.
10. Bireflections in symplectic groups
In this section, we make a few remarks about subgroups of symplectic groups. There
has been interest in the problem of studying finite subgroups of symplectic groups over C
with applications to algebraic geometry—see Verbitsky [73]. In the case of characteristic
0, one can apply the results of [31] to classify the irreducible finite subgroups of
Sp2d(C) generated by bireflections. Here we consider the general case. We note that these
bireflections are called symplectic reflections by Verbitsky.
We make a few simplifications in order to avoid considerations of the first cohomology
group.
Hypothesis. Let F be an algebraically closed field of characteristic p  0 and assume
that G is a finite subgroup of Sp2m(F)= Sp(V ). We further assume that G acts completely
reducibly on V and that G is generated by the set R of symplectic bireflections.
Let V1 be a nondegenerate G-invariant subspace of V . Then V = V1 ⊥ V2 with V2
also G-invariant. Let Gi denote the image of G in Sp(Vi). Then Gi is also generated by
symplectic bireflections. If each Gi contains no transvections, then in fast G=G1 ×G2.
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ease, we see that there is no harm in assuming that V contains no nontrivial G-invariant
nondegenerate subspaces.
The next result reduces the problem to the irreducible case.
Theorem 10.1. If V is indecomposable but not irreducible, then V = U ⊕U∗ where U is
a totally singular irreducible G-module. Then G embeds in GL(U) as a group generated
by pseudoreflections and U∗ is the dual of U .
Proof. LetU be a minimal nontrivialG-invariant subspace. By hypothesis and minimality,
U is totally singular. Let U ′ be a G-invariant complement to U⊥. Then U ⊕ U ′ is
nondegenerate and G-invariant and so V = U ⊕ U ′. We see that U ′ # U∗ as G-modules
(for each semisimple element g ∈ G, choose a basis of eigenvectors for U and the
corresponding dual basis for U ′). Thus, any element of R must act as a pseudoreflection
on U .
Since all (irreducible) pseudoreflection groups are known, we are reduced to the case
that V is irreducible.
If V is a J -module, the homogeneous components of V for J are the submodules
generated by isomorphic simple submodules. Note these are permuted by the normalizer
of J in GL(V ).
Theorem 10.2. If V is irreducible, then one of the following holds:
(i) V = V1 ⊥ · · · ⊥ Vr where each Vi is nondegenerate and 2-dimensional and G
permutes the Vi as Sr . Moreover, H , the image of the stabilizer of V1 in GL(V1)
is an irreducible subgroup of Sp(V1) and G embeds in H ! Sr ;
(ii) dimV  4;
(iii) dimV = 6, p = 2 and G=G2(q) with q even;
(iv) dimV = 6 and G normalizes 2×U3(3) or G= 2J2;
(v) dimV = 8 and G preserves a tensor cube structure or is of extraspecial type with
p = 2, or is one of 3D4(q), Oε8(q), Sp6(q) with p = 2;
(vi) dimV = 2m and G normalizes 2×U5(2) with p = 2;
(vii) G= Sp2m(q), dimV = 2m;
(viii) GΩ±2m(q), q even, and dimV = 2m;
(ix) G is an alternating or symmetric group, acting on its deleted permutation module,
and p = 2.
Proof. Suppose that G is imprimitive, that is, V =⊕ti=1 Ui and G permutes the Ui . Since
V is irreducible, it follows that G is transitive and since G is generated by R, each Ui has
dimension at most 2. Let Hi be the stabilizer of Ui . Then Hi is irreducible on Ui (since G
is irreducible).
Suppose first that dimUi = 2. It follows that each element of R either fixes all the Ui or
interchanges precisely 2. Thus, G surjects onto St (the symmetric group of degree t) with
kernel N (the subgroup stabilizing each of the Ui ). Clearly, N embeds in H × · · · × H ,
where H is the image of H1 in GL(U1) and so G embeds in H ! St .
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or the Ui are the homogeneous components (because otherwise, R permutes subspaces of
dimension larger than 2). If N acts homogeneously, then G embeds in GL(U1)⊗GLt . This
latter group does not contain symplectic reflections unless t  2 and dimV  4.
If the Ui are the homogeneous components for N , then either they are all self dual or
they come in dual pairs. In the latter case, G cannot act primitively on the set of Ui (as it
permutes the blocks of dual pairs). So each Ui is self dual and so the Ui are perpendicular
to each other. If N is not irreducible on Ui , then as it is homogeneous on U1, it must
acts as scalars on U1 (and so as ±1). It follows that H1 acting on U1 is a 2-dimensional
projective representation of St−1. Inspection shows that in all cases U1 is self dual for H1.
Let B be the unique (up to scalar) H1 invariant bilinear form on U1. Then the sum of
the G-conjugates of B is nonzero (it is just B on U1) and is G-invariant and so must be
the alternating form left invariant by G. Hence B is alternating and G embeds in H ! St ,
whence the result.
Suppose that U1 is 1-dimensional. We may assume that G acts primitively on the set
of Ui (i.e., preserves no partition)—otherwise, we can assume that dimUi > 1.
Let N be the normal subgroup of G preserving each of the Ui . Then N is abelian and G
permutes the homogeneous components of N . If these components are not 1-dimensional,
then either N acts homogeneously on V (i.e., acts as scalars) or we are in the previous
case. Assume that N acts as scalars, then |N |  2 since N < Sp(V ). Let u1 be a
nonzero element of U1. Note that Gu1 = {±u1,±u2, . . . ,±ut } where ui is contained
in Ui . Thus, A := u1 ∧ · · · ∧ ut is an eigenvector for G and is mapped to ±A under G.
Thus, G contains a normal subgroup J of index at most 2 which preserves A. Note
that A is a degenerate alternating form on V (unless t = dimV = 2) and so J leaves
the radical of this space invariant—this is a subspace of codimension 2. Thus, A has a
2-dimensional invariant subspace, whence G has a subspace of dimension at most 4 that is
invariant.
Thus, the Ui are the homogeneous components for N . It follows that these are the only
eigenspaces for N and so come in pairs which generate nondegenerate spaces (say U2 is
not orthogonal to U1—then all other eigenspaces of N must be contained in (U1 + U2)⊥
whenceU1 is orthogonal to Uj for j > 2). Now G must preserve this pairing and so cannot
act primitively on the set of Ui , a contradiction.
So we may assume that G acts primitively on V . It now follows by the results of
Sections 7 and 8 that if d is large enough, G is a classical group or p = 2 and G is an
alternating or symmetric group acting on the deleted permutation module.
It remains to consider the possibilities with d := dimV  10. If d = 10, it follows
by Theorems 7.1(d) and 8.4 that the only remaining possibility is that of G normalizing
2×U5(2) (and p = 2).
If d = 8, we get the possibilities arising in Theorem 7.1, (c), (e), and (f), listed in the
Theorem (cf. [42, Chapter 4] for the case (e) and (f)).
Finally, if d = 6, again the only possibilities for G are given in Theorems 7.1(d) and
8.4; checking the character tables, one sees that the only possibilities are G normalizing
2×U3(3) and G= 2J2.
This leaves only the cases of dimension 2 and 4 to list and to completely describe
the groups in (i) above. Note that the modules in (i) are induced modules (from H1)—
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2-dimensional case).
There will be a number of 4-dimensional examples—e.g., subgroups of the normalizer
of A=Q8 ∗D8 (which modulo A is A5—this includes the subgroup SL2(5)), subgroups
of the groups of the form A × B with A < Sp(2) and B < O(2). There are also some
representations of 2A6 and 2S6 possible.
11. Permutation representations of special degrees
Let G be a finite classical group, H a maximal core-free subgroup of G of index n.
Assume that either 3 or 4 does not divide n. If 3 does not divide n, then H contains
a full Sylow 3-subgroup of G and since there are bireflections of order 3 in G, there
exist such in H . If n is not a multiple of 4, we use that the fact there exist Klein
4-groups whose nontrivial elements are bireflections and so meet some conjugate of H
or if the characteristic is 2, we can find a bireflection of order 4 (except in very small
dimension).
Hence it is one of the subgroups we considered in Section 7. This enables us to prove
the following results—see [62, Section 5] for a discussion of related results (and also [48]
and [39], where all representations of odd degree were determined). We shall assume again
that the dimension is greater than 8—this is not necessary but makes the statement more
concise (cf. Remark 3 after Theorem 7.1).
Theorem 11.1. Let G be a finite classical group of dimension d > 8 over the field of q
elements, with a faithful primitive permutation action of degree n with n congruent to 2
modulo 4. Let H be the stabilizer of a point. Then q is odd, and H is the stabilizer of a
subspace (totally singular or nondegenerate), or G normalizes Ld(q), involves the graph
automorphism and H is the stabilizer of an unordered pair of subspaces of complementary
dimensions.
We draw the attention of the reader to the fact that the list here is remarkably short. The
corresponding list for the permutation representations of the alternating and symmetric
groups consists, apart from exceptions with n either 6 or 10, only of actions on suitable
subsets and partitions. The list for exceptional groups of Lie type is also very short (cf.
[62, pp. 107, 108]).
Theorem 11.2. Let G be a finite classical group of dimension d > 8 over a field of q
elements, with a faithful primitive permutation action of degree n which is prime to 3. Let
H be the stabilizer of a point. Then one of the following holds:
(A) if q is divisible by 3 then H is a parabolic subgroup;
(B) if q is prime to 3, then one of the following holds:
(1) H is the normalizer of a suitable subfield subgroup;
(2) H is the stabilizer of a suitable subspace, totally singular or nondegenerate;
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space;
(4) H is a suitable classical subgroup in natural action;
(5) G normalizes Ld(q), involves the graph automorphism and H is the stabilizer of
an unordered pair of subspaces of complementary dimensions.
Proof. Part (A) follows from a result of Tits. Part (B) is just by inspection of orders,
using Theorem 7.1, since H contains a bireflection of order 3. Observe that the alternating
groups Ac (as in Theorem 7.1(b)) do not yield examples; by orders we only have to worry
about c  12, and since d is assumed to be greater than 8, in fact only c = 12. However,
A12 <O
−
10(2), and A12 <O11(p) with p > 3, so this is not an example. ✷
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