I. INTRODUCTION
T HE problem of finding sparse representations of multiplemeasurement vectors (MMV) in a redundant dictionary was motivated by a neuromagnetic inverse problem that arises in magnetoencephalography (MEG)-a modality of imaging the possible activation regions in the brain. We refer to Cotter et al. [1] , [2] and a historic paper [3] for more details and other potential applications. The problem of MMV can also be considered as how to achieve sparse representations for single-measurement vectors (SMVs) simultaneously [4] - [6] . In this paper, we focus on the theoretical development of the MMV problem, instead of its applications.
Given a multiple-measurement vector and a dictionary , an MMV problem solves the system of equations where , , and . Each column of the matrix is associated with an atom. A set of all atoms is called a dictionary (see Mallat's book [7] ), which is denoted by . A sparse representation means that matrix (or a vector, if one has an SMV:
) has a small number of rows that contain nonzero entries. A mathematical definition of the sparsity of a matrix will be provided later.
A redundant dictionary simply means that . Usually, we have and . As we mentioned earlier, when
, we have the case of an SMV. Matrices and can be rewritten as , , where 's and 's, , are column vectors. Evidently, the system of equations can be rewritten as , where . For simplicity, we assume that the columns of have been normalized; hence all the diagonal entries of the Gram matrix are equal to ones and all the off-diagonal entries are in the interval . In the case of SMV, there are abundant results on the sparsest representations in a redundant dictionary. We refer to [8] - [14] . The introduction of Donoho, Elad, and Temlyakov [15] gives a comprehensive depiction on many important applications. In MMV, we replace and by the upper-case letters, and , emphasizing that they are matrices instead of column vectors.
In SMV, the sparsity of a representation is defined as the quasi-norm of the vector , which is denoted by . The quantity is simply the number of nonzero elements in the vector . Without loss of accuracy, for simplicity, throughout this paper, we will call the quantity an norm, instead of an -quasi-norm; similarly, we will say an -norm-like criterion, instead of an -quasi-norm-like criterion. The sparsest representation in SMV is the solution to the following optimization problem: subject to
The above problem can be convexified as a minimizing-the--norm problem subject to where is the sum of the absolute values of the entries of vector , i.e., for , we have . Readers may compare the objective functions in (Q0) and (Q1). Note that (Q1) can be solved via linear programming.
The problem (Q0) is essentially a combinatorial optimization problem, which in general is difficult to solve. We hope that the solution to problem (Q1) is, in some situations, close enough to the solution to (Q0). The equivalence of the solutions between (Q0) and (Q1) has been proved under various conditions, and the more recent work was done by many researchers, including Donoho and Elad [12] , Tropp [16] , and Fuchs [14] . Evidently, the equivalence between the two solutions is very important in computing the sparsest representation in SMV. In this paper, we extend the corresponding theorems from SMV to MMV.
Another way to obtain a sparse representation is through a greedy algorithm, e.g., orthogonal matching pursuit (OMP). It has been proved by Donoho, Elad, and Temlyakov [15] and Tropp [16] independently that under certain conditions, the OMP can find the sparsest representation of the signal. In this paper, we extend this theory to MMV as well.
In the present paper, we consider a noiseless case: an SMV or an MMV is a linear combination of atoms without noise, i.e., or . It will be a different mathematical problem when additive noise is considered in the formulation. For noisy cases, we refer to [15] - [17] for results in SMV and [5] , [6] for results in MMV.
In our generalization from SMV to MMV, it is shown that the generalization can be very broad: the inner vector norm can be any vector norm in a Euclidean space. Moreover, in the case of minimizing the -norm, less stringent requirements to guarantee uniqueness can be derived, compared with those for SMV.
The rest of the paper is organized as follows. Section II describes the uniqueness of the solutions to the minimizing-the--norm problems. Section III describes the situations in which the solutions to the minimizing-the--norm problems are identical with the solutions to the minimizing-the--norm problems. Section IV describes the property of the sparsest representations that are computed from a greedy algorithm-the OMP. Conditions under which OMP gives the sparsest representations are given. Section V describes some simulations, which indicate that the theoretical bounds are conservative. Section VI gives the discussion on related works, possible extensions, and future research topics. Section VII makes some concluding remarks.
II. MINIMIZING THE NORM

A. Formulation
We describe our formulation of MMV. The following quantity is the number of rows (in a matrix ) that contain nonzero entry(ies):
where is the transpose of the th row of the matrix , i.e., , is any vector norm in , and vector has the th entry equal to , . Symbol stands for a sparsity rank. A noiseless sparse representation problem in MMV can be written as subject to
Readers can compare this with (Q0). In fact, if , the above optimization problem becomes (Q0).
In general, solving (P0) requires enumerating all the subsets of set . The complexity of such a subset-search algorithm grows exponentially with the dictionary size .
B. Uniqueness in -Norm Minimization
We restrict our attention to the case when the solution to (P0) is unique. It is provable that having sufficient sparsity is a sufficient condition for the solution (i.e., representation) to be the unique sparsest one. We give some conditions under which the solution to the problem (P0) is unique. This is a necessary preparation for a subsequent result, i.e., equivalence of solutions between the -norm minimization problem and the -norm minimization problem.
The following generalizes the result of Donoho and Elad [12] to MMV. We start with the concept of [18] . Definition 2.1 (Spark): Given a matrix , the quantity , which is denoted by (or ), is the smallest possible integer such that there exist columns of matrix that are linearly dependent.
In [12] , is a threshold of the sparsity: if the signal is made by less than atoms, or in other words, if the signal is a linear combination of less than columns of matrix , then the solution to (P0) is exactly the atoms that are included in this linear combination. For MMV, with the above mentioned , we can draw the following conclusion. It is interesting that the result holds for any vector norm . Combining all the above, we have Hence, . The last inequality is based on (2.9) and (2.10). It is easy to see that the above proves the theorem.
It turns out that to study the theoretical property of the -norm approach, we only need the fact that if and only if , where is an all zero vector in . It is evident that Theorem 2.2 is a special case of Theorem 2.4, as . For the upper bound of Theorem 2.4, it is conceptually interesting to ask whether the rank of matrix can be replaced with the rank of matrix . Because , it is evident that . Hence, . Therefore, . Given this, it is not clear how to utilize the existing approach to generate an upper bound that is based on . Further exploitation in this direction will be a future research topic.
C. Mutual Incoherence and
A difficulty associated with an upper bound with is that the quantity is hard to calculate, as pointed out by Donoho and Elad [12] . Up to now, there is no good algorithm to compute besides enumerating all the possible subsets. For practical use, we introduce other quantities: mutual incoherence and . These quantities have appeared in previous papers, e.g., [9] , [10] , and [12] . They provide upper bounds that are lower than the one that is built on . However, these quantities are easy to compute. 
P0).
We conclude our analysis of the uniqueness in the minimizing-the--norm approach.
III. MINIMIZING THE NORM
A. Formulation
Recall that we have defined a sparsity rank of matrix where is a vector norm in . In this section, we consider a relaxation to the above quantity.
We consider the following function as a relaxation of the quantity :
Relax
Note that the only difference between and Relax is that the outside norm is replaced by an norm. The corresponding optimization problem becomes Relax subject to
The above formulation includes many known works. For example, in Tropp [6] , is the norm; in Malioutov et al. [19] , is the norm. Besides the norm, other functions of have been proposed as objective functions. In the pioneer works on MMV [1] , [20] , [21] , the following diversity measure on sparsity was proposed:
where and are parameters, and vector is the th row of matrix . The norm of a row is given by . An algorithm, which was named M-FOCUSS, is proposed to minimize the above objective [1] . The M-FOCUSS, for , is an iterative algorithm that uses the idea of Lagrange multipliers. A disadvantage of the above objective function is that it could have more than one local minima, e.g., when
. An iterative algorithm could be trapped by a local minimum. With in the above objective, we obtain the -norm minimization problem (P1) with norm inside.
B. Uniqueness Under the Norm
We consider an optimal solution to the problem (P1). Let , where is the optimal solution to the problem (P0). Let be an index set that contains the rows of where . Here denotes the th row of matrix . Let denote a matrix that is made by the columns of with indexes from . We can write , where matrix is made by the nonzero rows of . Without loss of generality, we can assume that is of full column rank; otherwise, the number of nonzero rows of can be reduced, which contradicts the optimality. We define the generalized inverse of to be . Based on the fact that is of full column rank, the generalized inverse is well defined. We present a sufficient condition of the sparsity of in the following. Theorem 3.1: A sufficient condition for to be the unique solution to (P1) is that (3.11) Note that the above is the exact recovery condition in Tropp's [16] . (See also [14] .) It turns out that it is also a sufficient condition for the uniqueness under the norm for MMV, with an arbitrary inner vector norm . Readers may want to revisit the formulation of (P1).
As a preparation for the proof of theorem 3.1, the following is a well-known result for norms in the Euclidean space. We present it without a proof. The last inequality is based on two facts (see Acknowledgment). The first fact is that contains at least one column that does not appear in ; otherwise, would be a strict subset of , which contradicts the minimality of . Therefore, there must exist some , such that , based on (3.11). The other fact is that for every column in matrix . Hence, we prove (3.12).
C. Equivalence
In [16, Theorem B and Corollary 3.6], we know whenever one of the following conditions is satisfied: (3.13) or (3.14)
holds for any signal with atoms in its optimal representation. Therefore, according to Theorem 3.1, when (3.13) or (3.14) holds, is the unique solution to (P1).
On the other hand, according to [12] , we have the following relation:
. Thus, according to Theorem 2.2, if and or , is the unique sparest solution to (P0), i.e., . From all the above, we have the following theorem. Note that our condition of equivalence in the above theorem is identical with the one in SMV. Recall that by taking into account of the property of matrix , a stronger uniqueness condition is achieved in the -like norm. The difficulty in getting a stronger equivalence condition for MMV is that the uniqueness of the -norm approach does not seem to depend on the matrices or .
It is interesting to realize that the proof of SMV still works for any norm in .
D. Comparison Between SMV and MMV
In the minimizing-the--norm problem, by taking advantage of the formulation of MMV, we can raise the upper bound in the uniqueness condition from to . There is no evidence that between condition and condition , one is able to dominate the other. In principle, if and , we can claim the equivalence between norm and norm for MMV, and this is not achievable by simply concatenating SMV problems.
Here is another difference between an MMV problem and an SMV problem. Note that if we find the sparsest representation for under the condition in Theorem 3.1, we do not have enough evidence that each column of can be obtained by solving an SMV problem for each column of . The reason is that from , where consists of the atoms in the optimal representation of matrix , it is not necessary to have , where consists of the atoms in the optimal representation of vector . This is because the number of the atoms in the optimal representation of vector may be less than the number of the atoms in the optimal representation of matrix . In summary, the uniqueness conditions under the norm differ between in the formulation of an MMV and in the formulation of a combination of several SMVs. (The description here is speculative and consequently raises an open question: What can we say about the relationship between the set and the group of sets ? We leave this question to be studied in the future.)
IV. ORTHOGONAL MATCHING PURSUIT
Matching pursuit (MP) [22] is proposed as an efficient numerical method to decompose a signal. As an improvement of MP, OMP [23] , [24] has been introduced. OMP overcomes some drawbacks of MP. Unfortunately, counterexamples show that both methods could be trapped by the initial selection of a "bad" atom (see Chen et al. [25] ). For the MMV problem, many variants of OMP have been proposed. A subset of them are [1] , [4] , [5] , [26] - [29] .
For this section, we propose our OMP with an norm of the inner product. Note that in MMV, the inner product becomes a vector. A condition that guarantees the exact recovery of OMP is derived. This condition is identical to the corresponding exact recovery condition in SMV (see [16] ). Again, it is interesting to see that an existing condition holds for a large class of vector norms.
A. OMP Algorithm for MMV
An OMP in MMV, which is denoted by OMPMMV, works as follows.
Orthogonal Matching Pursuit for MMV (OMPMMV) 1) Initialization: residual and subset . 2) At the th iteration: a) choose the atom , which satisfies , where and ; b) let , and , ; c) Set .
Readers can find that, except taking the norm of the vector in Step 2a), the remaining components in the above algorithm are standard in an OMP.
In [4] and [5] , Tropp et al. proposed norm in Step 2a). In [26] - [29] , and are proposed for weak matching pursuit and weak matching pursuit for the MMV problem. In [1] , norm is applied. We will prove that, when the coefficient matrix of is very sparse, no matter what the norm is, an OMP with the norm in Step 2a) can recover the sparsest representation.
B. Matrix Norm Preparation
Before providing the proof, we introduce some necessary notations and results that will be used in this section.
Definition 4.1: The matrix (or operator) norm of is defined as
Several of the matrix norms can be computed easily (see also [5] and [30] We prove the lemma.
C. Main Result
Note that OMP never chooses the same atom twice because the residual is to the atoms that have already been selected. If at each step, OMP selects the atoms in the optimal representation, after steps, the residual must become zero, and the algorithm stops. Note that since we only consider the noiseless formulation, we are allowed to use such an idealistic argument.
According to our notation, in Step 2a) in OMPMMV, we have , where . Thus, at th step, we can select the atom in the optimal representation if and only if , where is the complement of in the dictionary . Following this idea, we have the following theorem with the same notations used in the previous sections.
Theorem 4.5:
A sufficient condition for OMPMMV to recover a representation of matrix associated with atom indexes is
Readers can see that the above is again the Exact Recovery Condition in [16] . In fact, readers can see that the following proof is modified from the corresponding proof in [16] .
Proof: At each iteration
In the above, we use the equality (4.15)
Recall , which is a projection matrix to the subspace spanned by the columns of matrix . Because is the optimal set, the columns of is in the subspace spanned by the columns of . Hence, we have (4.15 Compared with Theorem 4.5, the conditions in the above corollary are much easier to check. We can calculate matrix through OMPMMV first, and then check if such a matrix satisfies the conditions.
V. SIMULATION
A. Exact Recovery of OMPMMV and (P1)
Simulations are conducted to bring insights on when OMPMMV and (P1) can exactly find the original signal. Two experiments are conducted. In the first experiment, matrix has dimensions and . We set and . The entries of matrix are independently sampled from the standard normal . We compute the multiple-measurement vector, , using , where the nonzero rows of matrix are randomly chosen, and the values of the nonzero entries of matrix are assigned again by independently sampling from the standard normal distribution. The value of is ranged from 1 to . For each generated pairs of matrices and , matrix is solved via both OMPMMV and (P1). The solution is compared with the original matrix . If , an 'exact recovery' is obtained. The above simulation is executed for 1000 times for the same matrix . The proportion of exact recoveries among 1000 times of simulation via OMPMMV (respectively, (P1)) for the nonzero rows of matrix is reported as "the empirical probability of exact recovery" for the value via OMPMMV (respectively, (P1)) in Fig. 1(a) . We observed that the OMPMMV performs slightly better. Symbol indicates where the theoretical upper bound for uniqueness is (i.e., ). In the figures, it is not very evident where the above proportions are equal to 1-the proportions of exact recoveries are very close to 1, but not 1. We introduce two symbols to indicate the positions when the proportion are exactly equal to 1: symbol indicates the largest value of while OMPMMV finds the original among all simulations; symbol indicates the largest value of while the solutions of (P1) are identical with matrix for all simulations.
In the second experiment, matrix is generated by concatenating two orthonormal bases:
, where matrix is an identity matrix and matrix is a Hadamard matrix. We choose and . Matrix has columns. All the other settings are the same as in the first experiment. Again, we observe that the OMPMMV performs slightly better. In both cases, we observe that the exact recovery can occur when the value of is above the theoretical threshold ( ) that is given in this paper. Based on this, we say that the theoretical upper bound is pessimistic.
B. Comparison of Different Vector Norms in (P1)
The settings in the subsection are the same as those in the last subsection. In this subsection, we do the simulation for the norm method with different norms. First, for matrix randomly generated from , where , , , we do the simulation for and , respectively, and draw their empirical probabilities of exact recoveries on one plot. [See the results in Fig. 2(a) Fig. 2(b) .]
From the simulations, we see that the curves in each plot are similar. This might imply that for the method of norm , there is no significant difference among different inside vector norms. 
C. Comparison of Different Vector Norms in OMPMMV
The settings in this subsection are the same as those in the previous subsections. In this subsection, we do the simulation for the OMPMMV method with different norms. First, for matrix whose entries are randomly generated from , where , , , we do the simulation for , and , respectively, and draw their empirical probabilities of exact recoveries on one plot. [See the results in Fig. 3(a) Fig. 3(b) .]
From the simulations, we see that the curves in each plot are similar. This might demonstrate that for the same method ( norm or OMP), among different vector norms, there is no significant difference. 
VI. DISCUSSION
A. Better Vector Norms in MMV?
In both sparsity rank and its relaxation Relax of matrix , we choose an arbitrary norm in . One logic question is whether or not one norm can consistently outperform another norm. To be more specific, we introduce the following dominance concept. is a constant, we have proved the lemma. Note our notion of "equivalent" differs from some uses in the literature, e.g., [31, page 269] . More specifically, the result such as Theorem 5.4.4 in [31] is typically associated with the equivalence. The foregoing lemma is similar to some description in the [31, sec. 5.5]; however, we failed to find a direct reference.
The above demonstrates that there is no optimal relaxation when SMV is generalized to MMV. Note that we consider the optimality in the worst case. If we know some properties about or , some norms may work better than other norms in function Relax , e.g., on statistical average. We leave it as an open question.
B. Simulation
In the simulation, we verify the criterion of "exact recovery," instead of the sparsest representation as formulated in (P0). exact recovery in many applications is a more interesting problem. On the other hand, this approach seems to be adopted by most publications in the field-perhaps due to the numerical difficulty to verify the most sparsity.
C. Other Numerical Approaches
The work of Couvreur and Bresler [32] on backward elimination and related analysis has strong similarity with some of the results that we developed here for MMV.
Short papers [33] , [34] proposed various heuristics to achieve sparse representations . They give a flavor on algorithms that have been adopted in signal processing.
D. Probability, Random Matrices
Recently, in the case of SMV, some very inspiring new results are obtained. Recall in SMV, we have , where , , and , . Donoho in [35] shows that when and the matrix is random, with the probability nearly equal to 1, the minimizing norm approach (i.e., (Q1)) gives the solution being equal to .
In general, the upper bounds that are given in this paper are lower than . The cases that are considered here are the worst cases. It is shown that these worst-case results are extremely conservative.
A similar result regarding noisy data was reported in [36] . At the same time, Candès gave several talks with similar results, based on his joint work with Tao and Romberg [41] .
There are interesting developments in the random matrix. Recall that the mutual incoherence has been used in several upper bounds of underlying sparsity, for both uniqueness and equivalence. Roughly, the upper bounds are . Historically, it is of particular interest to study the case when matrix is a concatenation of two square matrices , where matrices , are orthogonal. Apparently, the mutual incoherence is the maximum magnitude of the entries of matrix . Jiang in [37] derived the asymptotic distribution of this quantity. Basically, if , he proved that is almost surely between and . In another work of Jiang [38] , the limit distribution of the maximal off-diagonal entry in a correlation matrix was derived. It can have similar applications as the above result in analyzing the behavior of in other scenarios. We would like to point out that the worst-case analysis (which eventually produces ) is not powerful enough to produce the probabilistic results that are stated at the beginning of this subsection.
E. Related Publications
Some preliminary results in this paper were reported in a conference paper [39] and a manuscript [40] . The latter was downloadable online. This paper is an extensive revision of [40] .
VII. CONCLUSION
We showed that most of the results on sparse representations of simple measurement vectors can be generalized to the case of multiple-measurement vectors. Our generalization is broad: the inside norm in (P0) and (P1) can be any vector norm. When additional information is available in multiple-measurement vectors, better upper bounds for uniqueness in (P0) (and hopefully for equivalence, referring to our discussion) become possible. An incarnation of this is Theorem 2.4.
We showed that a greedy algorithm-OMP-under certain conditions, can achieve the sparsest representation, just like the result in SMV. We realize that the generalization can be achieved in a broad sense; more specifically, the inner vector norm in the Step 2a) of OMPMMV can be norm for any . These results provide useful insights in designing numerical solutions to find the sparse representations of multiple-measurement vectors.
