Probabilistic forecasts from discrete choice models, which are widely used in marketing science and competitive event forecasting, are often best evaluated out-of-sample using pseudo-coefficients of determination, or pseudo-R 2 s. However, there is a danger of misjudging the accuracy of forecast probabilities of event outcomes, based on observed frequencies, because of issues related to pseudo-R 2 s. First, we show that McFadden's pseudo-R 2 varies predictably with the number of alternatives in the choice set. Then we evaluate the relative merits of two methods (bootstrap and asymptotic) for estimating the variance of pseudo-R 2 s so that their values can be appropriately compared across nonnested models. Finally, in the context of competitive event forecasting, where the accuracy of forecasts has direct economic consequence, we derive new R 2 measures that can be used to assess the economic value of forecasts. Throughout, we illustrate using data drawn from UK and Ireland horse race betting markets.
Introduction
Decision makers often face choices between different alternatives A i , i = 1, . . . , n, with payoffs x ij depending on the future state of the world W j , j = 1, . . . , m. Normative models of decision making indicate that the decision maker should select the option with the highest expected utility,
where p(W j ) is the probability of future state W j occurring and U (x ij ) is the utility of outcome x ij if alternative A i were selected and state W j occurred.
Clearly, to determine which alternative is associated with the maximum expected utility it is important to develop accurate estimates of the utility values U (x ij ). In addition, rather than simply predicting which state of the world is most likely to occur, it is important to accurately forecast the probabilities of the different states of the world, p(W j ). It is the means of improving such probabilistic forecasts derived from discrete choice models that forms the focus of this paper.
The importance that organizations attach to accurate probabilistic forecasts is highlighted by the significant growth in the adoption of prediction markets.
These are essentially internal betting markets that attempt to tap into the dispersed 'wisdom of the crowd' to produce probability forecasts for a range of possible future events. They have been used by many companies such as Hewlett Packard, Eli Lilly, General Electric, and Google to predict a variety of uncertain outcomes, from the likelihood of the success of new products to the probability of meeting project deadlines (Plott & Chen, 2002; Cowgill et al., 2009 ). Forecasts derived from prediction markets can be combined with other information (e.g., data concerning the characteristics of products that have been successful in the past or previous completion times) in an attempt to derive accurate probabilistic forecasts. Discrete choice models, such as conditional logit (CL) and multinomial probit, are ideal for performing this function and are widely applied in probabilistic forecasting. Their primary use has been 2 in predicting individuals' choices from a range of alternatives, so they have been employed in consumer choice and marketing (Lin & Sibdari, 2009 ) and econometrics (Maddala, 1983) , but have also been adopted in such diverse fields as epidemiology (Breslow & Day, 1994) , operations research (Cheng & Stough, 2006) , and the forecasting of competitive events (Smith & Vaughan Williams, 2010 ).
The development of novel and sophisticated discrete choice methods, particularly to improve the accuracy of forecast probabilities, has received a great deal of attention (e.g., Liu, 2011; Abe, 1999) . In general terms, probabilistic forecasts are regarded as being accurate when the relative frequencies of observed events match the forecast probabilities (Maddala, 1983) . However, there has been relatively little consideration in the literature to the manner in which probabilities derived from discrete choice models are evaluated out-of-sample, yet this is essential for maximizing the accuracy of probabilistic forecasts. A key property of any means of evaluating the accuracy of forecast probabilities is its comparability across empirical models (Kvålseth, 1985) . Otherwise, the researcher cannot be certain whether differences in the evaluation arise because of changes in the model's predictive power or because of confounding factors, such as properties of the data. Comparability is also reliant on being able to assign degrees of uncertainty to forecast point estimates, in order to ensure that conclusions drawn from evaluating measures of accuracy are statistically significant and hence robust to randomness.
In linear models, the coefficient of determination R 2 is widely used as a measure of a model's ability to explain variation in the data, and thus the accuracy of the model's forecasts. The properties of R 2 and when and how it should be employed are now well-understood (e.g., Kvålseth, 1985; Draper & Smith, 1998) , although with some caveats in the case of out-of-sample forecasting (Armstrong, 2001 ). However, in this paper, we are concerned with the out-of-sample forecasting accuracy of choice models, which are nonlinear. Measures such as information criteria would be useful for assessing predictive accuracy in this case, but only if one were interested in the accuracy of specific event predic-3 tion, such as binary win/loss predictions. This is not our focus. Rather, we are concerned with the calibration of probability forecasts. In such settings, pseudo-R 2 s, which are equivalent measures to R 2 for nonlinear models, are generally recommended (e.g., Greene, 2012; Maddala, 1983) . In fact, in any environment where one seeks to use probability predictions to make pecuniary gain (e.g., in options, futures, spread trading and betting markets), it can be shown that there is a direct link between increases in pseudo-R 2 values and out-of-sample returns (e.g., Benter, 1994; Lessmann et al., 2012) .
Despite the literature's focus on the use of pseudo-R 2 s to assess the out-ofsample forecasting accuracy of choice models, there is little consensus regarding the properties and appropriate application of pseudo-R 2 s for this task. To begin with, there are significant differences between R 2 s and pseudo-R 2 s. So, while pseudo-R 2 s are commonly reported (Cheng & Stough, 2006; Schnytzer et al., 2010) , their usage is seldom justified (Veall & Zimmerman, 1996) , and there are still many unresolved issues associated with them. First, unlike R 2 , there is no single definition of pseudo-R 2 that is universally employed. Rather, a variety of measures has been proposed, which may have different interpretations (Menard, 2000) . Second, they are not necessarily comparable across different datasets. Finally, the distributions of R 2 s are complex and depend on unknown parameters (Ohtani, 2000) . For pseudo-R 2 s, this issue is exacerbated because not only are the distributional properties of pseudo-R 2 s different to those of R 2 , they also depend on the particular definition of pseudo-R 2 employed and the choice of model. Consequently, while pseudo-R 2 s are often reported, they are seldom accompanied by standard errors (Press & Zellner, 1978) , meaning significance tests are often ignored. The above considerations have serious consequences for the development of accurate discrete choice models because they impact effective evaluation of the forecasting accuracy of these models. Since these issues are rarely examined, there is a significant danger of selecting a sub-optimal model or misinterpreting the relative forecasting ability of different discrete choice models.
One of the many applications for discrete choice models is in the forecasting 4 of competitive event (CE) outcomes (e.g., Lessmann et al., 2009 Lessmann et al., , 2012 . A CE is a contest between at least two rival participants, where (generally) one winner is declared and the outcome is uncertain, such as political elections or sporting events. Probabilistic forecasting in this context involves estimating the probability of the various competitors winning. Often, these events are associated with markets for betting or trading on their outcome, e.g., betting markets in the case of sporting events , or prediction markets for political contests or for outcomes associated with business policies (Wolfers & Zitzewitz, 2006) . Since the outcomes of CEs are of particular interest for economic (in the case of sporting events or business policies) or policy reasons (elections), the forecasting of CEs is a prominent subject in the literature (e.g., Schnytzer et al., 2010) .
The standard modeling approach is to view competitors as alternatives in a choice set with the winner being the participant whose attributes lead it to being 'preferred', hence, the suitability of discrete choice models. While the typical motivation for pseudo-R 2 in out-of-sample forecast evaluation is as a measure of improvement from the null model (where each alternative is considered equally likely) to the fitted model (e.g., Benter, 1994; Franck et al., 2010) , a more useful measure would be improvement of the fitted model from a model based on the forecasts of prices from the associated market. In the case of prediction markets, this would be the degree to which the fitted model (incorporating the prediction market prices together with information from other data sources, such as the probability of meeting project deadlines in the past) improves on the probability forecasts derived directly from the prediction market prices. Such a measure, which we call relative pseudo-R 2 , would be of value because there would be a direct link between relative pseudo-R 2 s and the economic value of the forecast probabilities derived from the fitted model. Most importantly, this metric would be comparable across different market settings.
In this paper, we address the above unresolved issues related to pseudo-R 2 s and illustrate these points empirically with data drawn from CEs. Throughout the paper we refer to the CL model, which is the most widely-used in this context, although our findings readily extend to other discrete choice models.
We show that at least one commonly reported pseudo-R 2 measure is not robust to changes in the number of alternatives in each event. Consequently, in order for discrete choice models to be comparable using these measures across nonnested models or across models evaluated on different datasets, we suggest a rescaling of the pseudo-R 2 . We also demonstrate, with an example from CEs, a potential misinterpretation that may arise from the bias if this rescaling is not employed.
We also describe means of conducting significance tests for comparing pseudo-R 2 values from different forecasting models. In particular, we describe two methods for obtaining estimates of the variance of pseudo-R 2 measures, the bootstrap and asymptotic methods, and find that they both produce estimated variances that are reasonably close. Consequently, either method could be used to conduct significance tests for comparing pseudo-R 2 values.
In addition, we define relative pseudo-R 2 s that measure the improvement of a fitted model from a model based on the forecast prices in the associated betting or prediction market (in the context of out-of-sample forecasting of CEs). This provides a comparable metric across different market settings, and shows that there is a relationship between relative pseudo-R 2 s and the economic value of forecast probabilities, a finding that has important implications for assessing the efficiency of financial markets.
Throughout the paper we illustrate the value of the approaches and measures we introduce using data drawn from horserace forecasting. These data contain the essential features of all complex choice modelling problems, including different numbers of alternatives (horses) in different choice sets (races). In addition, they offer the advantage, for the purpose of illustrating the applicability of the techniques we suggest, that a certain point in time (the end of the race) all uncertainty is resolved and we are able to assess the accuracy of forecasts. In addition, the associated betting markets provide us with a means of assessing the economic value of forecast probabilities. 
where β = (β 1 , β 2 , . . . , β m ) are the coefficients of the attributes x ij , and ij is an independent error term. There are likely to be many independent factors that contribute to the error term and, consequently, the central limit theorem can be used to justify the assumption that the ij are normally distributed, resulting in a probit specification. However, to make the forecast probabilities tractable, it is generally assumed that the error term has a double exponential distribution (Maddala, 1983) ; in practice, the difference between logit and probit models is small (Judge et al., 1985) . The probabilities are then given by
where n j is the number of alternatives. The coefficients are estimated by maximum likelihood:
where y ij = 1 if alternative i is chosen, y ij = 0 otherwise, and N is the total number of choice problems. We denote the maximized log-likelihood function by ln L(β).
Pseudo-R 2 s
The coefficient of determination R 2 is a popular goodness-of-fit measure in linear models. Varying between 0 and 1, it has multiple interpretations: (i) the proportion of variation explained by the model, (ii) the square of the correlation between predicted and observed values, and (iii) the improvement from a null model (with no independent variables) to the fitted model. For nonlinear models, a range of alternative pseudo-R 2 measures have been proposed. The motivation for these is primarily interpretation (iii) above, i.e., improvement from null to fitted model. CL is an example of a model estimated by maximum likelihood, and in fact, for any model estimated by maximum likelihood, pseudo-R 2 s that satisfy this criterion can be defined.
The most widely used measure (e.g., Franck et al., 2010) is the McFadden (1974) pseudo-R 2 , which is given by
where ln L(0) is the ln L of the null model, where each alternative is assigned the same probability of being chosen:
An alternative is the Maddala (1983) pseudo-R 2 , given by
The McFadden pseudo-R 2 has a maximum value of 1, while the maximum value Nagelkerke (1991) proposed that Maddala's definition be rescaled so that it takes a maximum of 1, but the original definition actually has the desirable property of alternatives independence (see the next section), so we would not recommend this rescaling. In this paper we consider only these two definitions of pseudo-R 2 , which are the two most popular, but our results are readily extended to other versions that have been
proposed (e.g., Nagelkerke, 1991).
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A major concern in probabilistic forecasting is that of evaluating the accuracy of forecast probabilities. We believe that pseudo-R 2 s are the most fundamentally important tool for assessing the performance of discrete choice models designed to forecast the probabilities of future events. Maximizing pseudo-R 2 is equivalent to maximum likelihood, where the criterion essentially chooses the set of parameters which maximizes the probability of observing the particular set of alternatives that are observed ex post. It is especially important in choice models to maximize the model probability for the alternative that is eventually chosen. For example, from the perspective of an organization, it is important when estimating the probability of success of various products, to maximize the model probability of success for the product that turns out to be successful (from a range of possible products), as this will increase the chance that this product has the highest expected utility and is then the one that is selected. In addition, the forecast probability of success of this product is likely to affect the level of investment from the organization.
Equally, in probabilistic forecasting of CEs, it is important to maximize the probability for the eventual winning competitor, since a decision of whether or not and how much to bet on that competitor will depend on the predicted 'edge' to a bet on that competitor p j /q j , where q j is some baseline probability that the model is being compared against (the null probability later in this section, and the market probability in section 4). Indeed, this is an approach advocated by Benter (1994) , who is reported to be the most successful bettor of all time. He recommends the application of CL models (incorporating a range of explanatory variables) to develop forecasts of the winning probability for each competitor and emphasizes the role of pseudo-R 2 as a measure of the 'explanatory power' of a model. He indicates that pseudo-R 2 is the best means he has found for comparing the efficacy of alternative models. In addition, it has been shown that probabilities estimated by maximum likelihood yield maximum in-sample return (on investments based on these forecast probabilities) to a log utility investor (Johnstone, 2011) . Moreover, increases in out-of-sample returns generally result directly from an increase in pseudo-R 2 (Lessmann et al., 2012) . Note that the 9 emphasis here is on the accuracy of the probabilities derived from discrete choice models, rather than a binary classification of win/lose (chosen / not chosen). It is a common misconception in forecasting of CEs that the goal above all else is to pick winners, whereas it is easy to demonstrate that maximizing edge is the key to success. Therefore, traditional measures of forecasting accuracy such as percentage of correct classifications are significantly less relevant in this context.
Dependence on the number of alternatives
When comparing two or more competing models, a problem may arise when the models are compared over different data. Specifically, the datasets might differ in their underlying characteristics. This could arise when subsets of data are sampled, or when data is split into training and holdout samples. For example, Hyndman & Koehler (2006) give the example from time series of scale-dependent measures being compared across datasets with different scales. Menard (2000) shows that the Maddala pseudo-R 2 has a dependence on the base rate in logistic regression models. A specific example in discrete choice modelling is that, depending on how the data are sampled, the average number of alternatives available to each subject may vary. For example, in CEs, we might seek to analyze variations in the predictability of horseraces depending on the number of horses in each race. Here, we sample alternative datasets depending on the number of runners in each race. Consequently, the average number of competitors will be different in each dataset. This presents us with a problem, as we cannot adequately assess the predictability of these events by comparing R 2 s over these samples using the McFadden pseudo-R 2 . We now demonstrate this.
Recall that the motivation behind pseudo-R 2 s is that they measure the degree of improvement from the null to the fitted model. Null model probabilities are 1/n j , since without predictors we cannot make any distinction between alternatives. Suppose that, for each set of alternatives j, our model assigns a probability of p j = f j /n j to the eventual chosen alternative, i.e., model probabilities have an 'edge' f j ≤ n j over the null probabilities. In this way, pseudo-R 2 s can be evaluated for their dependence on (or independence from) the number of alternatives. These dependencies are given in the following proposition (for a proof, see Appendix B).
Proposition 1. If the model probabilities assigned to the eventual chosen alternative are p j = f j /n j , then the McFadden and Maddala pseudo-R 2 s are given
are the geometric means of the number of alternatives and of f j , respectively.
Here,f can be viewed as the part of R 2 that measures the accuracy of probabilities derived from the model. In each case, asf increases, so do the R 2 s.
However, the McFadden version has a predictable dependence on the number of alternatives: as n j increases, R 2 M decreases in proportion to lnñ. Hence, in order to define an unbiased, rescaled McFadden pseudo-R 2 , we multiply R 2 M by lnñ, i.e.,R
Note that this definition now has a maximum of lnñ, rather than 1. The Maddala pseudo-R 2 is already independent of n j .
We now show empirically that the Maddala and rescaled McFadden R These models have just one independent variable, which is the log of winning probability as implied by market prices; the coefficient of this variable is given by β. The results are presented in Table 1 and Figure 1 .
Clearly, the Maddala and rescaled McFadden R 2 s vary in a consistent manner as the number of alternatives is changed, while the standard McFadden Table 1 : Conditional logit models with log of odds-implied probability as the single variable fitted to different subsets of the data depending on the number of competitors n in each event (N denotes number of events). we might have concluded that forecast accuracy does not change with number of alternatives, which is clearly incorrect. In summary, forecasters must take great care when comparing pseudo-R 2 s between models fitted on different data.
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In particular, the specific definition of pseudo-R 2 employed must be appropri- 
which can be used to test the alternative hypothesis that the probabilities derived from one model are more accurate than those derived from the other, against the null hypothesis of no difference.
The asymptotic distribution of pseudo-R 2 s
An alternative, much faster, method for estimating the distribution of a pseudo-R 2 is to estimate its asymptotic distribution, i.e., the expected distribution as the number of events tends to infinity. Hu et al. (2006) derive analytically the asymptotic distribution of the Maddala pseudo-R 2 in the multinomial logit model (a discrete choice model that is similar to the CL model). Here, we adapt their analysis to derive the asymptotic distribution of the McFadden pseudo-R 2 , our own rescaled McFadden pseudo-R 2 specified above, and the Maddala pseudo-R 2 for the CL model (for an outline proof, see Appendix B).
Proposition 2. Assume that the independent variables x ij , j = 1, 2, . . . , N , i = 1, 2, . . . , n j are independent and identically distributed random m-vectors with finite second moment (i.e., E[x 2 ij ] finite). Let
y ij ln p ij , and let
where
The above proposition gives the asymptotic distribution of the pseudo-R 2 s.
Hence, to obtain the estimates of the variance of point estimates of these pseudo-R 2 s, we can replace the unknown quantities with consistent estimators. So, denote byn,ñ, and s 2 (n) the arithmetic mean, geometric mean, and sample variance of the number of alternatives, respectively, i.e.,
Then estimates of the variance of the McFadden, rescaled McFadden, and Maddala pseudo-R 2 s are given by
respectively.
An empirical comparison of the asymptotic and bootstrap methods
We now verify the two methods by estimating variances of the three pseudo-R 2 s described above. It has been shown that the bootstrap method overestimates standard errors in large samples for standard logistic regression, relative to the asymptotic distribution (Teebagy & Chatterjee, 1989) . Here, we compare values estimated from the bootstrap and asymptotic distribution methods on the same real data, which are described in section 2. This time odds from two different markets (exchange and bookmaker) are used. We again fit CL models with just the log of odds-implied probability as the single explanatory variable; the coefficient of this variable is β. From the results presented in Table   2 , it is clear that both methods produce reasonably similar estimates, with the differences not being significant according to F tests for difference of variances.
Since the asymptotic method is very fast to calculate, we would therefore recommend that pseudo-R 2 s are always reported with a measure of dispersion, so that comparing two non-nested models can always be carried out with a significance test.
4. Pseudo-R 2 as a predictor of the economic value of a discrete choice model
Probabilistic forecasting of competitive events
We now turn to a specific application of discrete choice models: probabilistic forecasting of CEs for identifying and measuring the degree of inefficiency in betting markets. CEs, such as horseraces, usually have an associated market for trading on the outcome. From the prices available in the market (the odds), it is possible to obtain 'public' forecasts of the probabilities of each outcome.
If these probabilistic forecasts are inaccurate, then the market is inefficient.
Skilled forecasters are able to exploit this inefficiency for profit (e.g., Benter, 1994) . We argue that, in this context, the primary interpretation of pseudo-R 2 s, as improvement from the null to fitted model, is misleading. This is because we can easily specify a 'public' model that has a single variable, which is the log of odds-implied probabilities (the model we used in sections 2 and 3), and this model supersedes the null model that has no variables at all. Rather, pseudo-R 2 in this context should measure the improvement of the relevant model over the public, where the model contains both the log of odds-implied probabilities together with variables that it is believed are not fully discounted by the public.
In this section we define such a measure, which we call relative pseudo-R 2 , and link it directly to the model's 'edge', i.e., the economic significance of the inefficiency identified by the model.
Recall that our dataset consists of N events, where each event j is between n j ≥ 2 competitors; for each event, there is one winner, given by y ij = 1, with
denoting market prices. The decimal odds represent the potential return to a bettor from a bet on competitor i in race j, with a winning bet of $1 returning D ij if the bet wins. If the bettor assigns winning probabilities p ij , the expected profit from a $1 bet is p ij D ij −1. Denote the winning probability that the bettor assigns to the eventual winner by p j , its market price d j , its decimal odds D j , and the winning probability as implied by the odds q j = d ij /(1 + B j ), where the 'over-round' B j = nj i=1 d ij − 1 represents the market's transaction costs. Then expected profit from a bet on this competitor, or 'edge', is given by
Now, we define the relative McFadden and Maddala pseudo-R 2 s bȳ
where the log-likelihood of the bettor's and the public models are given by
respectively. Defined in this way, the relative pseudo-R 2 s measure the degree of improvement over the public odds for the winning competitor, which we now show is directly related to the bettor's realized edge (profit per $1 bet).
Substituting (20) into (21), we can write the relative McFadden pseudo-R
where GM (x j ) = N j=1 x j 1/N denotes geometric mean. As in section 2, this has a dependence on the data: in this case, the average over-round and average odds of the winner. So, we define the relative rescaled McFadden pseudo-R 2 bȳ
Then this measure has a log-proportional relationship with average edge. Rearranging,
Similar relationships for the Maddala pseudo-R 2 arē
These relative pseudo-R 2 s are a novel tool for evaluating and comparing probabilistic forecasts of competitive events, since they allow us to quantify the relative gain of the out-of-sample probability forecasts of a model over those of the relevant benchmark, which is the public model and not the irrelevant null model.
Relative pseudo-R 2 s in betting markets
To illustrate the usefulness of relative pseudo-R 2 s, we conduct analysis using real betting market data. We train a number of CL models on a dataset consisting of 18040 horse races from the years 2007-2009, and the results are presented in Table 3 . Each model includes a transformation of the public odds (LN FIXED ODDS PROB), which itself adds some predictive power over and above the raw odds-implied probability, along with a successively increasing set of independent variables based on fundamental information pertaining to the horse's winning chances, such as its lengths beaten in past races, speed in past races, ability of the jockey/trainer and weight carried. With model coefficients β k fixed from the in-sample data, we then evaluate the probability forecasts derived from each model on a holdout set of 6309 races from 2010, and calculate relative pseudo-R 2 s over this data (Table 4) . To illustrate how relative pseudo-R 2 s derived from a model are related to its economic importance, we simulate a Kelly betting strategy (Kelly, 1956 ) on the outcomes of each race in the holdout set using the actual market prices available. A proportion of capital
is bet on each horse, which is the amount that maximizes the log of expected returns from the bet (it is assumed that the bookmaker will take bets of any size).
The first column in Table 4 is based on the q ij directly, without any model.
Hence, the relative pseudo-R 2 s are 0 and no betting opportunities are found.
Each of the other models are effectively being compared with this one. The relative pseudo-R 2 s here are small, so we present them as percentages, but they translate into increasingly large expected and actual profits, which are determined from the p ij and from the identity of the winning horse, respectively (odds-implied number of wins are determined assuming win probabilities are q ij ). Note that while the expected profits increase consistently as the number of predictor variables is increased, actual profits are subject to the natural variance in the data, and therefore do not necessarily increase monotonically. However, because relative pseudo-R 2 s increase consistently with expected profits and have a natural interpretation of 0 being no expected profits, it is clear that the relative pseudo-R 2 s can be used as an indicator of the economic value of the model.
In this section we have demonstrated that direct relationships can be derived between forecast probabilities estimated by CL models containing multiple predictor variables, and relative pseudo-R 2 measures. These relationships are crucial because they represent the economic value of forecasting models and can be used to assess the economic significance of any market efficiency that the models unearth. They also contribute to an understanding of the context in which pseudo-R 2 s should be reported. In a broader range of problems, the context-specific public model might be replaced by other types of 'base' model that are not simply the 1/n null model. For example, an organization, wishing to maximize their subjective expected utility from their decision making, might already be in possession of hard data on some possible courses of action, such as their current practices. In this case, it might be more appropriate to compare their forecasts with their existing data, in which case it is the relative expected gain that is important; in a choice model context this could be measured by relative pseudo-R 2 .
Conclusion
In this paper, we have described and evaluated properties of pseudo-R 2 s as a measure of accuracy of probabilistic forecasts from discrete choice models.
These are a class of models primarily employed to predict choices made by individuals, and thus have applications in marketing, public choice (e.g., healthcare provision), econometrics, operations research, and other areas. While R 2 in ordinary least squares linear regression is a widely-used and well-justified measure, the same is typically not true of pseudo-R 2 s, but these are nevertheless invaluable measures of forecast accuracy, particularly in the context of competitive events. We have shown both theoretically and empirically that at least one of the definitions of pseudo-R 2 (McFadden's definition) is not robust to variations in the number of alternatives in each event. We have therefore suggested a rescaling to correct for the resulting bias. This has important implications for the comparability of pseudo-R 2 measures across models, particularly non-nested models or models tested on different datasets, and comparability is a key desirable property of any forecast evaluator. We have also described two methods for estimating the variance of pseudo-R 2 s so that their values can be statistically compared: the bootstrap and asymptotic methods. A comparison of the two methods on real-world data demonstrates that the estimates that they produce are reasonably close, so we would recommend that the faster asymptotic method is used. Finally, in a specific application to the forecasting of competitive events, we have derived simple relationships between relative pseudo-R 2 measures and the expected profit to a trader from betting on competitive events. This relationship is crucial because choice modelling is often employed in the context of competitive events in order to assess market efficiency, an important concern with implications for the health of markets as allocative mechanisms.
Our findings contribute to an understanding of the use of pseudo-R 2 s, and our results suggest that the common practice of simply reporting these without a justification or without standard errors when comparing them across models is not advisable. Moreover, the methods described in this paper (rescaled McFadden pseudo-R 2 , bootstrap and asymptotic methods for standard errors, and relative pseudo-R 2 ) are crucial when the pseudo-R 2 itself is the value of interest in hypothesis testing; for instance, in comparing the out-of-sample predictive power of discrete choice models, or evaluating the efficiency of speculative financial markets. Accurate probabilistic forecasting is a desirable goal in any context, but it is particularly important to be able to assess that accuracy in a consistent and intuitive manner. This paper helps achieve this consistency by providing a more rigorous understanding of the value of pseudo-R 2 s in evaluating probabilistic forecasts from discrete choice models.
Appendix A. A description of UK betting markets
The two major types of betting market in the UK are bookmakers and exchanges, together accounting for 94% of horserace betting turnover (over £5.7 billion) in the year to March 2010 (Gambling Commission, 2010) . In bookmaker markets, bettors place bets at fixed odds set by the bookmaker. The bettor must accept the odds currently offered by the bookmaker or the unknown starting price (the odds available at the close of the market). Bookmakers have the highest operating costs (e.g., maintaining an estate of betting offices) so their margins are typically higher than exchange markets. Bets can be placed at racetracks (on-course market) as well at betting offices around the UK or online (off-course market). Prices are distinct in the on-course and off-course markets until 10 minutes before the race starts, at which point the two markets converge.
A betting exchange is an online platform that allows bettors to back horses to win or to lay them to lose. Bets are only matched when two or more bets of the appropriate stake and odds are made, with the exchange automatically pairing backers and layers to settle bets. Exchanges typically have lower margins than bookmakers. For more information on exchanges, see Smith & Vaughan Williams (2008) . Lemma. Assume that the independent variables x ij , j = 1, 2, . . . , N , i = 1, 2, . . . , n j , are independent and identically distributed random m-vectors with finite second moment (i.e., E(x 2 ij ) finite). Let
3)
y ij ln p ij .
Then, as N → ∞, R Proof of Proposition 2. Define Z j = (n j , W j ), where
y ij ln p ij . (14) follow.
