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Abstract
We present a large class of parallelogram tilings that have two important features in common
with the Ammann–Beenker tiling: they can be constructed by canonical projection from Z4 ⊂ R4
to a plane, and they admit substitution rules.
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1. Introduction
In 1981 De Bruijn [14] discovered that the beautiful aperiodic substitution tilings of
Penrose [16] can be constructed from the projection of a slice of a <ve-dimensional
lattice. This led to the development of the canonical projection and more general pro-
jection methods, which have been studied in great detail, for example see [5]. The
projection setting can be used to study a wide variety of substitution tilings [6–8,32,39].
The method of De Bruijn was used by Beenker [1] and Socolar [41] to construct
aperiodic tilings with eight- and 12-fold rotational symmetry, which later turned out to
have been discovered independently by Ammann. Like the Penrose tilings, these tilings
can be obtained by canonical projection, but also admit a substitution rule. This leads
us to pose the following general question:
[Q] What substitution rules do canonical projection tilings admit?
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Fig. 1. Section of an Ammann–Beenker tiling (grey tiles) and a locally isomorphic expansion tiling (black
lines). The edges and vertices of this picture are obtained by canonical projection. The window for the tiling
with grey tiles is the projection of the hypercube with it center at the origin onto the window space. The
window for the expansion tiling with black lines is the subwindow at the center of this window. This is
shown in Fig. 3. The central vertex of this <gure is the origin.
Interestingly, despite the elementary nature of the question, and the amount of research
the Penrose, Ammann and Socolar examples have generated, this particular question
has received relatively little attention.
A partial answer to [Q] was formulated in the setting of 2–1 canonical projection
tilings by Lamb [28], combining results of [43,40], detailing all 2-letter substitutions.
We will present a general answer to [Q] in the 2–1 setting in a forthcoming publication
[20].
The current paper contains the <rst step of a program to answer [Q] and thus clas-
sify canonical substitution tilings and the canonical substitution rules that they admit.
Here we present a class of planar canonical substitution tilings, where the canonical
projection is from Z4⊂R4 to a plane. In fact, the class of canonical projection tilings
we present is precisely the set of all 4–2 canonical projection tilings that admit sub-
stitution rules, but a proof is beyond the scope of this paper. We address this issue
elsewhere [19].
Our main result is Theorem 1.12. Before stating and discussing this theorem in
Section 1.4, we <rst describe our setting in Sections 1.1–1.3.
The rest of the paper is organised as follows. In Section 2 we illustrate our method
of constructing substitution rules for canonical projection tilings with the Ammann–
Beenker tilings (see Fig. 1). Our treatment provides an alternative proof to that of
Beenker. Thereafter, in Section 3 we prove our main result: Theorem 1.12. This con-
structs general 4–2 canonical projection tilings, including the Ammann–Beenker tiling.
Finally, to illustrate our general result, in Section 4 we present some new examples of
canonical substitution tilings.
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1.1. Parallelogram tilings
We consider planar parallelogram tilings. Although the idea may be intuitively clear,
we provide some de<nitions following the settings of [17,36] (cf. also [18]). After
that we provide the more important details of our notions of substitution tilings and
canonical projection tilings.
As usual, we let the sum P + Q of two subsets P;Q⊂Rn, denote the set of points
P + Q = {p+ q|p ∈ P; q ∈ Q} ⊂ Rn: (1)
We also let E2 denote R2 with the Euclidean metric.
We consider tiles that are parallelograms: a parallelogram is the set of points lying
within the polygonal region with vertices 0; a; a+b; b, where a and b are vectors in E2.
For such a parallelogram S, we de<ne its vertices to be vert(S)= {0; a; b; a + b}. As
we are interested in tilings that are constructed from a <nite set of tiles, we introduce
the notion of the set of proto-tiles for a tiling.
Denition 1.1 (Proto-tiles). Let P be a <nite set of parallelograms which are pairwise
non-equivalent up to translation. For each S ∈P let LS be a <nite set of labels for the
parallelogram S. Then, the collection
 = {(S; l)|S ∈ P; l ∈ LS} (2)
is a set of proto-tiles. The pairs (S; l) provide the labelling of the set of proto-tiles.
For any proto-tile T =(S; l)∈ , we denote its support supp(T )= supp(S), its label
label(T )= (S; l) and its vertices vert(T )= vert(S).
With tiles from a given set of proto-tiles, one may (try to) construct a tiling of the
plane. A patch is a part of such a tiling.
Denition 1.2 (Tilings and patches). Given a set of proto-tiles . A tile, R, is the
translation of a proto-tile T =(S; l)∈ . That is. R=T+r, where supp(R)= supp(S)+r,
label(R)= (S; l) and vert(R)= vert(S) + r.
A tiling is a set of tiles T that do not intersect except on their edges and that cover
the plane:
(1) For distinct R1; R2 ∈T, interior(R1)∩ interior(R2)= ∅.
(2)
⋃
R∈T supp(R)= E2.
The vertices of the tiling are denoted vert(T)=
⋃
R∈T vert(R).
Let Z be a bounded subset of E2. Then the patch of the tiling T covering Z is
PTZ = {R ∈T|Z ∩ R = ∅}: (3)
Note that we consider here only tilings with tiles that are translations of a <nite set
of proto-tiles. We thus exclude certain examples, such as the pin-wheel tiling [38], that
have an in<nite set of translation classes of tiles, but only a <nite set of proto-tiles
if one considers an equivalence relation that not only considers translations but also
rotations.
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1.2. Substitution tilings
We now de<ne what we mean by a substitution rule. A substitution rule consists of
two steps. First, we stretch a tiling by some uniform constant factor and then replace
each inIated tile by a patch of tiles from the set of proto-tiles.
Denition 1.3 (Substitution rule). Consider a set of proto-tiles , and a real number
¿1. A substitution rule ! associates a tile (translation of a proto-tile from ) to
a patch of tiles. We <rst consider the action of ! on a single proto-tile (S; l). The
substitution rule consists of two parts. First, we uniformly inIate the tile by the factor
. Then we replace the inIated tile by a patch of tiles from the original (non-inIated)
set of proto-tiles. The substitution rule naturally extends to all tiles R=(S + r; l) as
!(R)= !((S; l)) + r. Analogously, the action of ! can be de<ned for patches of tiles,
by <rst inIating the patch and then replacing each tile from the patch according to the
substitution rule for single tiles.
We call ! a substitution rule if for all proto-tiles T ∈  and all n∈N the following
conditions hold:
(1) The substitution patch !n(T ) covers the inIated tile: supp(nT )⊂ supp(!n(T )).
(2) The substitution patch !n(T ) is minimal: for all tiles R∈ !n(T ) we have supp(R)
∩ supp(nT ) = ∅.
(3) The substitution patches are consistent. Consider a tile R in !n(T ). This tile R is
contained in !(R′) for every tile R′ of !n−1(T ) that intersects R.
Note that in our de<nition of a substitution rule, we explicitly allow (in point (3))
for the patches replacing tiles to overlap, as long as individual tiles in these patches
match (either have no intersection of their interior or overlap entirely). For some
examples, see Fig. 2.
A substitution rule is called primitive if for all T ∈  there is an n∈N such that
!n(T ) contains instances of translations of every proto-tile in .
Before we de<ne what we mean by a substitution tiling, we <rst recall the concept
of a local isomorphism class of a tiling, which contains all tilings that are locally
indistinguishable from a given one.
Denition 1.4 (Local isomorphism class). Two tilings T and T′ are locally isomor-
phic if for any patch PZ of T there exists a vector t such that PZ + t is in T′ and
vice versa. The local isomorphism class of a tiling T is the set of all tilings that are
locally isomorphic to T.
A substitution tiling is a tiling whose patches are de<ned by iteration of a substitution
rule.
Denition 1.5 (Substitution tiling). A tiling T, with proto-set  is a substitution tiling
with substitution rule ! if for every patch PTZ , there are T ∈ , n∈N and t ∈ E2
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Fig. 2. The substitution rules which generate the Ammann–Beenker and Penrose tilings. The curved lines
break the symmetry of the tiles. The other proto-tiles will be rotations of the ones shown. In the Penrose
substitution each tile has 5 rotated versions, each in two orientations as given by the pattern, so there are
20 proto-tiles. In the Ammann–Beenker substitution the rhomb has 4 rotated versions and the square 8 so
there are 12 proto-tiles.
such that
PTZ ⊂ !n(T ) + t: (4)
If vert(T)⊂ vert(!T) then the tiling is called vertex hierarchic. If ! is primi-
tive then (4) holds for all T , and the set of substitution tilings for ! forms a local
isomorphism class.
Two of the best-known substitution tilings are those by Penrose and Ammann–
Beenker.
Example 1.6 (Ammann–Beenker and Penrose substitution rules). The Ammann–Bee
nker and Penrose substitution rules, shown in Fig. 2, are associated to two of the
simplest and most beautiful non-trivial tilings on the plane. Fig. 1 shows a patch of
the tiling associated to the Ammann substitution rule.
Finally, in this section, we discuss the concept of a vertex hierarchic expansion tiling.
As will be shown in this paper, the existence of expansion tilings is necessary for the
existence of substitution rules.
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Denition 1.7 (Vertex hierarchic expansion tiling). Let T be a tiling with labelled set
of proto-tiles . Let T be a tiling with set of proto-tiles = {T |T ∈ }.
(1) T is an expansion tiling of T if −1T is locally isomorphic to T.
(2) T is a vertex hierarchic expansion tiling, if moreover
vert(T) ⊂ vert(T): (5)
In this paper, whenever we refer to expansion tilings, we in fact refer to vertex
hierarchic expansion tilings.
1.3. Quadratic expansion matrices and associated canonical projection tilings
We now introduce the concept of canonical projection tilings. To be more precise,
we consider a speci<c construction of such tilings, using a certain type of 4× 4 integer
matrices.
Denition 1.8 (4× 4 Quadratic expansion matrix). A 4× 4 quadratic expansion ma-
trix is a unimodular, 4× 4 integer matrix which has two planar eigenspaces V and W ,
with Mv= v for all v∈V and Mw= ± −1w for all w∈W , with ∈R; ¿1.
The eigenspace V is called the expanding, or tiling eigenspace, the eigenspace W
the contracting, or window eigenspace.
We now de<ne our version of the canonical projection method, in relation to quad-
ratic expansion matrices. We <rst use it to de<ne a point set. We then add an additional
condition to the matrix requiring that the point set can be considered as the set oJ
vertices of a parallelogram tiling.
Denition 1.9 (Canonical projection point set). Consider R4 containing the lattice
L=Z4 and a 4× 4 quadratic expansion matrix M . Let ai be the standard generators of
L. Let V and W denote the expanding and contracting two-dimensional eigenspaces
of M .
We equip R4 with the inner product:
〈a; b〉 = aV · bV + aW · bW ; (6)
where a= aV + aW ; b= bV + bW , aV ; bV ∈V; aW ; bW ∈W and · denotes the standard
(Euclidean) inner product on V and W .
Let %A denote orthogonal projection to A⊂R4, with respect to the inner product
〈·; ·〉.
Let '0 = {(a; b; c; d) | a; b; c; d∈ [0; 1]} denote a unit hypercube in L, and 't ='0+t
be its translation by a vector t ∈R4 with vertices vert('t)= vert('0) + t.
We now consider the cylinder V + 't , and the intersection of this cylinder with
the lattice L. The canonical projection point set is de<ned as the projection of this
set to V :
%V (L ∩ (V + 't)): (7)
We refer to the set %W ('t) as the window for the canonical projection point set.
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A canonical projection point set is called singular if %W (t)∈%W (L), and non-
singular otherwise.
The intersection of the lattice L and the cylinder V + 't in the above de<nition,
forms a set of vertices of a discrete plane, or staircase.
Denition 1.10 (Canonical projection staircase). Let line(a; b) denote the line segment
joining a point a to a point b, and facet(r; c; d)= line(r; r + c) + line(r; r + d) be the
parallelogram plane segment with vertices at r; r+c; r+d; r+c+d. Then, the canonical
projection staircase is the set of facets in the cylinder:
St={facet(r; p; q) | r; p; q ∈ (L ∩ (V + 't); |r−q|= |r−p|=1; p = q}: (8)
We note that the notion of staircase is not restricted to that given in this de<nition.
In fact, we use other staircases later in this paper.
The aim is to obtain a tiling from projecting St to V , with the facets of St projecting
to tiles of this tiling.
Denition 1.11 (Tiling property). A 4× 4 quadratic expansion matrix M has the tiling
property, if the projection to V of the canonical projection staircases associated to M
are all tilings, whose tiles are the projections of the facets constituting the staircase.
We note that in order to check if a matrix has the tiling property, it is suKcient
to check the projection of only <nite sets of two-dimensional facets of the hypercube
meeting at one point of the Z4 lattice.
The speci<c class of canonical projection tilings we deal with in this paper are
canonical projection tilings associated to 4× 4 quadratic expansion matrices with the
tiling property which are the projections to V of the canonical projection staircases
associated to such matrices.
1.4. Statement and discussion of the main result
The main result of this paper is summarized in the following theorem.
Theorem 1.12. The canonical projection tiling of a 4× 4 quadratic expansion matrix
M with the tiling property is a substitution tiling.
In fact, we establish the existence of a countable in<nity of diJerent vertex hierarchic
substitution rules for each such canonical projection tiling, see Theorem 3.15.
We refer to the tilings described in Theorem 1.12 as canonical substitution tilings.
Our result is constructive in the sense that we provide an algorithm that constructs
substitution rules for any such canonical projection tiling.
In the literature substitution rules are frequently used to de<ne a tiling or a set of
tilings; in fact it has been shown that many substitution tilings can be realised as pro-
jection tilings by lifting the tiling to a higher dimensional space and then constructing a
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suitable window, see for instance [6-8,31,39]. However, in the theoretical construction
of the window it has proven diKcult to control its properties. For example, it is not
easy to determine from the substitution rule whether the associated window will be
connected, or whether the window is in fact the projection of a hyper-cube, such as
in the canonical projection method. In this paper we approach the study of the con-
nection between the substitution and projection properties from the opposite direction:
starting with canonical projection tilings (and thus imposing a window structure) and
then establishing the existence of substitution rules.
In related work, Pleasants [35] has studied projection point sets, establishing, under
certain conditions, the mutual local derivability (MLD) property. If the canonical pro-
jection point sets is interpreted as the set of vertices of a canonical projection tiling,
then MLD implies the existence of a substitution rule as shown in [9]. The substitu-
tion rules we consider in this paper all have the MLD property. However, it is not
true that all possible substitution rules admit the MLD property [19]. In contrast to
Pleasant’s work, we obtain an algorithm to explicitly construct a countable in<nity of
non-equivalent substitution rules, rather than establishing the existence of (at least) one
substitution rule.
Another property of interest is that of matching rules. These are local decorations on
the tiles that enforce aperiodicity of the tiling. It is known that the canonical projection
tilings with quadratic slope admit matching rules [29]. In this paper we begin to answer
a question of Goodman-Strauss [17], which asked whether these were also the canonical
projection tilings admitting a substitution rule. The canonical substitution tilings in this
paper all have quadratic slope. In fact, our class of tilings consists of all 4–2 canonical
projection tilings that admit a substitution rule. As there exist planes with quadratic
slope that are not <xed by a quadratic expansion matrix with the tiling property, the
set of canonical projection tilings with matching rules is therefore strictly larger than
the set of canonical projection tilings with substitution rules.
In this paper we develop a method for constructing substitution rules, that uses a set
of parallel lines on the plane. These lines appear super<cially similar to lines Ammann
used to construct the Ammann tiling. Such lines are nowadays referred to as Ammann
lines, and have been used to help understand individual examples in [41,18, Chapter
10]. They are considered in greater generality in [31]. The lines have primarily been
used to <nd tilings with a high degree of symmetry, for example tilings with eight-,
10- and 12-fold rotational symmetries have been constructed in [21–23]. More general
examples have been considered in [10, and references therein].
It is important to stress that the lines we use are diJerent to the Ammann lines. The
lines that we use are such that intersections of four of them correspond to vertices of
our tiling. The Ammann lines create the edges of a planar tiling that is dual to the
Ammann tiling (with each of the tiles generated by the lines corresponding to a tile
of the Ammann tiling and vice-versa).
Some examples from the class of tilings we describe in this paper have been dis-
cussed before in the literature. Apart from the Ammann–Beenker tiling, we mention in
particular the work of Katz et al. [25] and Baake et al. [2–4].
While studying matching rules, Katz [25] considered the set of tilings with the edge,
but not vertex, matching rules of the Ammann tiling. Some of the non-periodic tilings
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that he considered in fact turn out to be topologically equivalent to canonical projection
tilings for 4× 4 quadratic expansion matrices with the tiling property. For more details
see Section 4.
In [2–4], Baake et al. consider the eJects of Schur rotations on the planes V and W ,
in order to try to explain the formation of quasicrystals. These tilings are the projection
from Z4 onto the plane V . The planes V and W are rotations of the spaces for the
Ammann tiling. A similar set of canonical substitution tilings are also considered in
[42].
Our insistence on the quadratic nature of the expansion matrices is motivated by the
well established fact that canonical substitution rules require quadratic scaling, see for
example [15,35]. As a byproduct of quadratic scaling, our work on canonical projection
tilings is <rmly rooted on the theory of canonical projection tilings from Z2⊂R2 to a
line. The canonical projection tilings in this setting are the geometric representation of
Sturmian words that are studied in combinatorics [30,37] and their 2-letter substitution
properties are by now well understood. Substitution properties of other 2–1 interval
projection tilings can be found in [20,34].
It is worth noting that the matrices used to construct canonical substitution tilings in
this paper, induce hyperbolic automorphisms on the lattice Z4 in R4. As this hyperbolic
structure arises in combination the Euclidean nature of V , this observation might be
explored further in the context of multi-metrical crystallography, in the spirit of Janner
[24]. In particular, it is precisely the hyperbolic structure that gives rise to the existence
of substitution rules.
As mentioned above the results of this paper are the <rst step in a larger program.
Two important examples that are beyond the scope of the present paper are the Penrose
tiling, which can be obtained by canonical projection from Z5⊂R5 to a plane, and
the icosahedral tiling in three dimensions [26,27] which can be obtained by canonical
projection from Z6⊂R6 to a three-dimensional subspace. We aim to consider these
and other examples in the future as we work towards answering [Q].
As an extension of our result, one may consider the substitution properties of canon-
ical projection tilings associated to matrices without the tiling property. In this case,
one can derive a (in general non-parallelogram) tiling from the canonical projection
point set and we expect that substitution rules can be constructed for these tilings.
Alternatively, one may project the canonical projection staircase in such a way to V
that one obtains a parallelogram tiling. In that case, one may <nd substitution rules
with a nonuniform (tile-dependent) inIation factor.
Finally, we expect that the geometric techniques used in this paper can be adapted
to study more general settings for substitution, as discussed for example in [1,12].
2. Example: the Ammann–Beenker tiling
In this section we illustrate our method for obtaining substitution rules for canonical
projection tilings in the case of the Ammann–Beenker tiling. In the process we give
a new proof, alternative to that given by Beenker [11], of the fact that the Ammann–
Beenker tiling is a canonical projection tiling.
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We consider the 4× 4 quadratic expansion matrix
M =


1 1 0 −1
1 1 1 0
0 1 1 1
−1 0 1 1


(9)
and construct a substitution rule for the associated canonical projection tiling. It is
readily veri<ed that M has determinant 1 and doubly degenerate eigenvalues =1+
√
2
and −−1 =√2 − 1. Let V and W be the corresponding expanding and contracting
eigenspaces.
We now consider the set {vert(Tt) | t ∈R4} of canonical projection point sets associ-
ated to this matrix M . Recall that the window used for canonical projection is %W ('t)
where 't is a translation by t of the four-dimensional unit hypercube '0. A patch of
such a point set is the set of vertices of the tiling with grey tiles in Fig. 1.
From this <gure it is clear that the matrix has the tiling property and thus <ts the
context of Theorem 1.12. We consider the canonical projection tilings Tt associated to
M .
We now detail the construction of a substitution rule for this example in several
steps. Later, in Section 3, we show that this construction can be generalised to give
the result of Theorem 1.12.
2.1. Finding expansion tilings
The <rst step in our search for substitution rules concerns the <nding of a suitable
vertex hierarchic expansion tiling. We consider the hypercube 't and its image under
a transformation by M and a subsequent translation
't;s = M'0 + t + s
with s= a3 − a2. The associated windows for objects are %W ('t) and the subwindow
are shown in Fig. 3. As M <xes the lattice Z2, the projection tiling associated to the
subwindow is a uniform inIation of the tiling with window '0 + M−1(t + s). We
denote this tiling Tt; s. It turns out (see Proposition 3.1) that this tiling is in fact also
an expansion tiling of Tt : the tiling Tt; s lies on top of Tt such that vert(Tt; s)⊂Tt .
In Fig. 1, the expansion tiling is depicted with black edges.
2.2. The plane A1 and its geometry
The generators {a1; : : : ; a4} of L project to V and W as shown in Fig. 4. One
observes that a1 projects parallel to the projection of a2 − a4 in both V and W .
We now de<ne the plane A1 orthogonal to %V (a1) and %W (a1). Note that this is
precisely the plane [%V (a3); %W (a3)]R. Let %A1 denote orthogonal projection to A1
with respect to the inner product 〈·; ·〉, which in this case is actually identical to the
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Fig. 3. The window for the Ammann–Beenker tiling and the subwindow corresponding to the Am-
mann–Beenker substitution. The projection of the hypercube 't to W , which gives the window, is shown
in light grey. The dark grey lines are the projection of the edges of the hypercube. The projection of
M'0 + t − a2 + a3, which gives the subwindow, is shown in dark grey. The black lines are the projection
of the edges of M'0 + t − a2 + a3.
Fig. 4. Projections of the lattice generators onto V and W .
standard (Euclidean) inner product on R4. An illustration of this projection is given in
Fig. 5.
We now observe the following:
Claim 2.1. (1) %A1 (V ) is a line V1 = [%V (a3)]R.
(2) %A1 (W ) is a line W1 = [%W (a3)]R.
(3) %A1 (L) is a lattice L1 of rank 2 (L1  Z2).
(4) M |L1 =
(
1
2
1
1
)
.
Proof. The <rst two points hold as %V (a1) and %W (a1) are orthogonal to A1. For the
third, consider a2 − a4. This is orthogonal to A1 as %V (a2 − a4) and %W (a2 − a4) are
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Fig. 5. The plane A1 for the Ammann–Beenker substitution. The projection %A1 ('t + V ) is colored light
grey. The projected lattice points in L1 are linked by a staircase S1t , which is indicated in black.
parallel to %V (a1) and %W (a1). Thus there are two integer relations on the Z-module
%A1 (L) and the projection is therefore a lattice of rank 2. For the <nal claim, note that
M induces an automorphism of the latticeL, and thus also induces an automorphism of
the projected lattice L1. By considering M and noting that %V (a1)= 0 and %W (a1)= 0
one easily veri<es the form precise of M |L1 .
The vertices of the canonical projection staircase project to A1 are the set of points
S1t =L1 ∩ (V1 +%Ai('t)). These points can be joined up in a staircase with two steps;
a vertical step, which we shall call p, and a diagonal step d, as shown in Fig. 5. Note
that this staircase is not the projection of the canonical projection staircase. We aim to
<nd a substitution rule on the projection to V1 of the staircase with vertices at S1t .
Consider the expansion tiling. The vertices of this tiling project to A1 as the set of
points L1 ∩ (V1 +%A1 (M't−a2 +a3)). The projection of 't and M't−a2 +a3, along
with the regions that they generate when added to V1, are shown in Fig. 6. This is also
a two-step staircase, the steps of which are the images of the steps d and p under the
action induced by M |L1 on A1. The image, d, of d is a now a vertical step, the image,
p, of p is the transverse diagonal. We shall denote the vertices of this staircase S
1
t; s.
The two staircases are shown in Fig. 7.
2.3. The substitution rule on A1
To <nd the substitution rule, we consider the window %W1 ('t). As the projections of
the lattice L1 to the window space W1 is totally irrational, every point in S1t projects
to a unique point in the window. We aim to partition the window into intervals, so that
vertices of the staircase projecting to the same interval are similar (in some sense). In
particular, we would like to use such intervals of the window to label corresponding
vertices and steps of the staircase (and hence taking projection into account, tiles). In
this context we will refer to such a window interval partition as labelling intervals.
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Fig. 6. The projection of the hypercube '0 and M't − a2 + a3 onto the A1 plane of the Ammann–Beenker
tiling, and the associated cylinders.
Fig. 7. The staircase, the expansion staircase and their steps for the projection of the Ammann–Beenker
staircase to A1. The steps p and d make up the staircase for the original tiling and the steps p=M |L1p
and d=M |L1d make up the staircase for the expansion tiling.
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Fig. 8. This <gure demonstrates the substitution rule on the plane A1 for the Ammann tiling. A section of the
cylinder for the original and expansion tilings are shown in (a). The edges of this region are parallel to V
and W . At the bottom left of (a) we consider the window in W . The lower left partition shows the intervals
corresponding to the two tiles. The higher partition shows the intervals for the tiles of the expansion tiles in
the full window. The intervals for the expansion tiles are shown on their own in (b). Parts (c), (d) show the
construction of the replacement rule for the tile p. Note that at each step the corresponding particular region
of the window (shown in black in the window division) lies within precisely one of the two tile intervals.
In the bottom right of each <gure is the step p in grey, and the steps of the original tiling in black. In (f)
we show that d is replaced by p.
To divide up the window into labelling intervals, we consider the lattice M=L1 +
%A1 (t). The set %A1 ('t) is singular with respect to this lattice. As a result, the boundary
points of the window coincide with the projections of lattice points in M. We choose
a rectangle R⊂V1 + %A1 ('t), take the intersection with M and project to W1. This
induces a partition of %W1 ('t) into intervals. Our choice of the rectangle is depicted
in Fig. 8(a), as well as the induced partition on %W1 ('t).
We now construct an alternative partition of the window into two intervals by group-
ing together the lowest three intervals in the previously de<ned partition (see Fig. 8(a)).
The second partition has the following property: let l∈ S1t , %W1 (l) lies in the top inter-
val if and only if there is a line segment d to the right side of l in the staircase with
vertices S1t . Analogously, projection to the lower interval indicates that a line segment
p lies to the right side of l in the staircase with vertices S1t .
Now observe (Fig. 8(b)) that our <rst partition restricts nicely to a partition of
%W1 ('t; s), into two intervals. This partition has a property similar to the second par-
tition of %W1 ('t): let l∈ S
1
t; s, %W1 (l) lies in the lower interval if and only if there is
E.O. Harriss, J.S.W. Lamb / Theoretical Computer Science 319 (2004) 241–279 255
a line segment d to the right side of l in the staircase with vertices S
1
t; s. Analogously,
projection to the top interval indicates a line segment p lies to the right side of l in
the staircase with vertices S
1
t; s.
Our partitions of the window have the important property that for l∈ S1t , %W1 (l)
always lies inside an interval and never on the edge of an interval. This is due to
the fact that 't is non-singular with respect to L, whereas %A1 ('t) is singular with
respect to M.
We can now construct the substitution rule. We start by considering a step of type
p in the expansion staircase with vertices S
1
t; s. Such a step is shown on the bottom
left of Fig. 8(c). The vertex at the left of this step is the point l∈L1. We shall now
show that l can be joined to l+p with a unique segment of the staircase St1. In order
to see this, we recall that such %W1 (l) will lie in the region shown in Fig. 8(c) if and
only if l is the left-most point of a p step. From the second partition of %W1 ('t) we
now see that the staircase with vertices St1 has a p step to the right of l.
We can, therefore, consider l + p. As %W1 (l + p) always lies in the top interval
(Fig. 8(d)) of the second partition we conclude that in the staircase with vertices St1,
there is a step d to the right of l+ p.
Finally, as l+ p+ d always lies in the lowest interval of the second partition, this
point is followed by a p step (Fig. 8(e)). As the staircase segment pdp connects l to
p substitutes to pdp. By a similar argument we can obtain that d substitutes to p (Fig.
8(f)).
We have therefore obtained a substitution rule that takes the points S
1
t; s to the points
St1. On the intervals between the points we have the substitution rule (p; d)→ (pdp; p).
2.4. The relationship between the Ai planes and the tiling
In this section we show how the plane A1 de<ned above, and similar planes for the
other lattice directions, can be put together to provide information about the full tiling.
We have the substitution rule (p; d) → (pdp; p) rule acting on intervals of the line
V1. These intervals can be extended to strips of V , with edges parallel to %V (a1).
Every point in the tiling projects to a point on A1, so every point lies on one of these
lines.
In analogy to the de<nition of A1, we de<ne the planes Ai as the planes orthogonal
to %V (ai) and %W (ai). As the window and the subwindow we are using are symmetric
under a rotation of order 8 the same substitution rule may be used for the projections
to planes A2, A3 and A4. We thus <nd substitution rules in these four directions. The
labellings of these substitution rules can be extended to strips of V in the manner
analogous to that used for a1.
We call the lines corresponding to the tiling Tt thin lines. The call the subset of
these lines, which concern the expansion tiling Tt; s, thick lines. Note that every thick
line lies on top of a thin line as the substitution rules found above are vertex hierarchic.
Importantly, every vertex of Tt corresponds exactly to the intersection point of four
thin lines. This is proven in Lemma 3.14.
256 E.O. Harriss, J.S.W. Lamb / Theoretical Computer Science 319 (2004) 241–279
Fig. 9. (a–d) The substitution rule for tiles in the Ammann–Beenker tiling. The thick grey lines show the
ai strips before substitution, the thin grey lines show the strips after substitution by the rules derived on the
Ai plane. The points of the tiling after substitution are the points where grey lines from all four directions
intersect. These are joined by edges of the tiling, shown in black.
2.5. Finding the substitution rule
We can now construct the actual substitution rule for the tiling. The idea is to
consider the strips, and the thick lines between them lying over an expansion tile.
The substitution rule is applied to those strips, producing the set of thin lines. This
information can then be used to derive the section of the tiling lying over that expansion
tile.
Consider a rhomb tile in the expansion tiling Tt; s. Due to the symmetry we need
only to consider one tile. Let us consider the tile with edges parallel to %V (a1) and
%V (a2). In the directions of these vectors the tile lies over a p strip, in the other
two directions it lies over the strips pdp. This determines the position of thick lines as
shown in Fig. 9(a). The situation for the other three rhombs is the same apart from
a rotation. The application the substitution rule on the strips yields the thin lines as
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shown in the <gure. In the <gure, the vertices of the expansion tiling and the vertices
of the tiling are now found as the intersection points of, respectively, four thick lines
or four thin lines. The vertices can then be connected by projections of the lattice
generators to yield the tiles, as shown in Fig. 9(c).
Now consider a square with edges parallel to %V (a1) and %V (a3) in the expansion
tiling. In the directions %V (a2) and %V (a4), this is covered by the strips pp. In the
other two directions things are not de<ned by the vertices. There are two options for the
strips, pd and dp for each of the two directions. Inspection of Fig. 1 shows that all four
options can occur. Each of the two squares, therefore has four possible orientations. One
of these orientations is shown in Fig. 9(b), the other seven possibilities are rotations
of this tile. The <gure shows the thick lines, together with the thin lines generated by
the substitution rule. Once again the vertices are determined by the points where four
thin lines cross. The crossings of four thick lines and four thin lines are shown. Fig.
9(d) shows how the crossings of four thin lines are linked together.
This construction produces the vertices inside the expansion tiles. To <nish we wish
to <nd all the tiles that intersect the expansion tile. Observe that the pattern of thin
lines over the edge of the expansion tiles in Figs. 9(a) and (b) is only compatible with
one orientation of the square tile. Alternatively, one can consider the line pattern just
outside the expansion tiles. Observe that, using the coding of the strips as introduced
before, the <rst and last symbol of the images of the substitution on p and d, must be
equal to p. Every thick line, therefore lies between two strips of type p in the original
tiling. This adds extra thin lines outside the expansion tiles. These lines intersect with
lines from the other directions at the position of the missing vertices for the square.
We have thus retrieved the Ammann substitution rule, shown in Fig. 2.
3. Proof of Theorem 1.12
In this section we prove our main theorem. The proof is essentially algorithmic,
constructing substitution rules from a suitable matrix. Our start point is a matrix M
and an associated canonical projection tiling Tt .
In Section 3.1 we <nd a set of expansion tilings for Tt . For a tiling Tt , these are
tilings with window M'0 + s+ t such that %W (M'0 + s+ t)⊂%W ('t). We require in
addition that s + t =∈%W (L), as we require that the two tilings be locally isomorphic
up to expansion.
Then in Section 3.2 we consider the Ai planes. It turns out that we can de<ne
substitution rules on the lines Vi which are the projections of V to these planes.
In Section 3.3 we show how the tiling on V can be reconstructed from the tilings
on the lines Vi.
Finally in Section 3.4 we show how the substitution rules on the lines Vi can be
combined to <nd the substitution rules on the plane V .
3.1. Vertex hierarchic expansion tilings
In this section we describe a set of vertex hierarchic expansion tilings for Tt .
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Proposition 3.1. Let Tt , be a canonical projection tiling for a 4× 4 quadratic ex-
pansion matrix M with non-singular window %W ('t). Any tiling with non-singular
window %W (M'0 + s+ t)⊂%W ('t) is a vertex hierarchic expansion tiling for Tt .
In order to prove Proposition 3.1, we <rst formulate some lemmas. The <rst lemma
asserts that application of the matrix to R4 expands the tiling and contracts the
window.
Lemma 3.2. The set of points %V (L∩ (M't)+V ) is the set of vertices of the tiling
Tt .
Proof. Consider a point r ∈ vert(St) so that %V (r)∈ vert(Tt) and %W (r)∈%W ('t).
The matrix M acts as an expansion by  on V so that %V (Mr)= %V (r), and as a con-
traction by ±−1 on W so that %W (Mr)=±−1%W (r). Therefore %V (Mr)∈ vert(Tt)
and %W (Mr)∈%W (M't). As M is an automorphism of the lattice, the image under
M contains all lattice points that project to %W (M't) + V , concluding the proof.
Lemma 3.3. The tilings Tt and Tr are locally isomorphic for non-singular t and r.
Proof. Consider some vertex v∈ vert(Tt), where v=%V (p) for p∈L, and some ball
Br(v)⊂V about v. The set of points vert(Tt)∩Br(v) are the projection of some set
of points in the lattice L⊂L, say. We therefore have some set of points in the lattice
which project to the vertices of some region of the tiling. These points project to the
set %W (L) in %W ('t). This set %W (L) is a <nite subset of %W ('t). Recall that we
are assuming the non-singular case so we can assume that %W ('t) is an open set. We
can, therefore, place open balls of radius s about each of the points.
Every point in L which projects to the open ball about %W (p), Bs(%W (p)) has
the same local region up to a radius of r. This is because the same lattice generator
steps will project to the balls about the other points in %W (L). In other words the
points in the ball Bs(%W (p)) correspond to the points at the center of a translation of
Tt ∩Br(v). Now consider Bs(%W (p))+ r− t⊂'r . As it is an open ball and the lattice
projects densely to W , there will be the projection of lattice points in this ball. Each
of these will have the same local region as part of Tt .
Thus any region of Tt will occur in Tr .
Proof of Proposition 3.1. Consider the projection tiling with a window obtained by
projecting the transformed hypercube M'0 + s + t to W . By Lemma 3.2, this is an
expansion of the tiling '0 +M−1(t + s). The window for this tiling is the projection
to W of a translation of 't . By assumption, '0 +M−1(t + s) is non-singular. Hence,
by Lemma 3.3, the tiling is locally isomorphic to Tt . If M'0 + s + t⊂'t , using that
fact that M <xes the lattice, we <nd that the vertices of the tiling with transformed
hypercube M'0 + s+ t is a subset of the vertices of Tt .
For a substitution rule we need to have a unique relationship between a tiling and its
predecessor. We <x a relative location of the subwindow with respect to the original
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window. For the window %W ('t) let the subwindow be %W (M'0+s+t), with s chosen
so that the entire subwindow <ts within the window. Let Tt; s denote the corresponding
expansion tiling with vertices %V (L∩ (M'0 + t + s) + V ) and subwindow hypercube
't; s=M'0 + t + s.
We aim to show that if %W (s)∈%W (L) show that there is a substitution rule
relating the expansion to the original tiling. Note that if %W (s)∈%W (L) we may
choose without loss of generality that s∈L.
3.2. The planes Ai and their geometry
In this section we de<ne the Ai planes. These planes are positioned in such a way
that the 4–2 canonical projection structure projects to the structure of a 2–1 projection
tiling. This latter situation is well studied and relatively easy to work with. In this
section we generalise the results of Sections 2.2 and 2.3. In the generalisation of
Section 2.2 we need to take care of that fact that in contrast to the Ammann example,
where the projected staircase has two types of steps, in the more general setting the
staircase may have three types of steps. This is the contents of Lemma 3.9. From there
we then continue to generalise the result of Section 2.3, demonstrating that all tilings
obtained from such staircases admit substitution rules.
Denition 3.4. For each lattice direction ai, let Ai be the plane orthogonal to [%V (ai);
%W (ai)]R. Let %Ai be the orthogonal projection to Ai with respect to the inner product
〈·; ·〉.
We <rst show that these planes have some useful properties.
Lemma 3.5. The projection to Ai of the 4–2 projection structure contains the follow-
ing:
(1) The tiling space: %Ai(V ) is a line Vi.
(2) The window space: %Ai(W ) is a line Wi.
(3) %Ai(L) is a lattice Li of rank 2.
(4) The matrix M >xes Ai setwise. We denote Mi =M |Ai . The action of Mi on Li
induces an action as that of a unimodular integer matrix, with leading eigenvalue
¿1.
(5) The hypercube: %Ai('t)='
i
t .
(6) The subwindow translation: %Ai(s)= si ∈Li.
(7) The transformed hypercube: From de>nitions %Ai('0;s)=%Ai(M'0+ s)=Mi'
i
0+
si.
(8) The vertices of the tiling’s staircase: (Vi + 'it)∩L= Sit .
(9) The vertices of the expansion tiling’s staircase: (Vi + '
i
t; s)∩L= S
i
t; s.
Proof. For points (1) and (2), note that %Ai(%V (ai))= 0 and %Ai(%W (ai))= 0, so the
projection is at most one-dimensional. The projection cannot be a point as neither V
nor W is orthogonal to Ai.
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For point (3), recall that the matrix acts on the planes V and W by uniform expan-
sion and contraction. Thus M%V (ai) is parallel to %V (ai) for i∈{1; : : : ; 4}. Now we
note that the orthogonal projection with respect to the inner product 〈·; ·〉 commutes
with M . Hence, %V (Mai) is parallel to %V (ai). By an analogous argument, %W (Mai)
is parallel to %W (ai) and consequently Mai ∈ [%V (ai); %W (ai)]R. There are thus two
integer relations in the Z-module %Ai(L), which is therefore a lattice of rank two. As
Z-module is relatively dense in Ai, the rank cannot be less than two.
For point (4), consider the eigenvalues of M , which are  and ±−1. In addition,
 is a quadratic algebraic integer as M is an integer matrix. The matrix M acts a
multiplication on V and W . On L, M acts as an automorphism.
For point (4), consider the matrix M . The action of M on Ai is linear as MAi =Ai,
because M acts as multiplication on V and W . M therefore acts as a matrix Mi on Ai.
As M acts as an automorphism on L, the matrix Mi is an unimodular integer matrix.
The eigenvalues of Mi will be  and ±−1, the eigenvalues of M .
Having observed the 2–1 projection structure on the Ai planes, we now address the
question of the existence of substitution rules on the Ai planes. Our result that follows
is related to the results of [28,34]. Our approach is close to that of [34]. However,
in contrast to the treatment in [34], we approach the problem from a geometric rather
than a number theoretic viewpoint. In addition, we construct the substitution rules for
a large class of sub-windows, whereas Masakova et al. focus on the existence of only
one particular substitution rule. Our geometric technique is related to that of [32].
The remainder of this section is devoted to the proof of the following proposition:
Proposition 3.6. The interval projection tiling with vertices %Vi((V +'t)∩L) admits
a countable set of substitution rules. For each s∈L, so that %Wi('t) ⊃ %Wi('t; s),
there is a substitution rule so that the associated expansion predecessor is the pro-
jection tiling whose vertices are %Vi((V + 't;s)∩L).
This proposition provides a countable in<nity of substitution rules for the inter-
val projection tiling. These substitution rules are inequivalent in the sense that they
have diJerent predecessors and consequently diJerent substitution rules. It is interest-
ing to note, however, that all the predecessors considered here are equivalent up to
translation.
In order to prepare the proof of this proposition, we <rst discuss some intermediate
results.
We choose a point z ∈Li such that 0∈ interior(%Vi('iz)). It is readily veri<ed that
one can always <nd such a point. In line with the above discussion, we consider a
transformation of this hypercube in the following manner: Mi'iz + (si + z −Miz). To
simplify notation, we de<ne si by s′i = si + z −Miz. Note that s′i is a lattice vector.
Lemma 3.7. There exists an n∈N such that
[%Vi(Mi('
i
z + s
′
i)) ∪%Vi(−M−1i s′i)] ⊂ %Vi(Mni 'iz): (10)
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Proof. The linear subspace V is the expanding eigenspace of M . In addition, we have
0∈ interior(%Vi('iz)). Thus limn→∞ %Vi(Mni 'iz)=V . As the set of points %Vi(Mi('iz+
s′i))∪%Vi(−M−1i s′i) is bounded, it will therefore be a subset of %Vi(Mni 'iz) for some
n∈N.
Lemma 3.8. Let M be a unimodular, integer 2× 2 matrix with quadratic real eigen-
value ¿1. Then, either =(1 +
√
5)=2, or ¿2.
Proof. Let M have determinant D= ± 1 and trace T , we have:
 =
T +
√
T 2 − 4D
2
:
Consider 1¡¡2, this implies
1 ¡
T +
√
T 2 − 4D
2
¡ 2
so 2−T¡√T 2 − 4D¡4−T . As  is real, √T 2 − 4D¿0. Thus T 2−4D¡16−8T+T 2.
As D61, 1¡4 − 2T , we therefore conclude that T61. As T61, 2 − T¿0, thus
4 − 4T + T 2¡T 2 − 4D. This gives T¿0, so we have T =1, as T is an integer. If
T =1, =(1 +
√
5)=2, as if D=1,  is not real.
We now show that the set of points Sit can be considered as the vertices of a
staircase, with at most three types of steps. This result is well known, see for example
[33]. We include a proof for completeness.
Lemma 3.9. Let P⊂Wi be an interval such that |P|= |%Wi(z)| for some z ∈Li. Then
the set of points (P + V )∩Li are the vertices of a staircase S with three types of
steps. These steps can be taken to be a; b and a+ b. Furthermore, P can be divided
into three subintervals, whose lengths are |%Wi(z)| for some z ∈Li.
Consider a vertex point v∈ S. Then the step in the staircase from that point in the
positive direction can be deduced from considering to which of the three subintervals
%Wi(v) lies.
Proof. Consider the leftmost point e1 of the interval P. Consider a translation f of
the Li such that e1 ∈Li + f. Since |P|=%Wi(z) for some z ∈Li, there is a point
e2 ∈Li + f such that %Wi(e2) is the other end point of P. Now consider the set of
points (P + Vi)∩ (Li + f)\{e2}, and its projection %Vi((P + Vi)∩ ((Li + f)\{e2}).
Since P is bounded, the projection will be a discrete set of point in Vi.
Consider now the two points in Li +f that project to either side of %Vi(e1) in Vi.
Let us denote these points e1 + a and e1− b. The vectors a and b therefore are among
the steps of the staircase. Indeed, the lattice is periodic and e1 is in Li + f. If there
were a closer point in the projection to Vi then there would be a translation of that
point closer to e1.
The windows for the steps a and b in P are points p∈P such that p+%Wi(a)∈P or
%Wi(b)+p∈P, respectively. These windows are precisely the intervals [e1; %Wi(e2−a)]
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Fig. 10. The division of the window for a staircase with three steps. The arrows show the projection of
steps of type a and b to the window. The central window is the window for a + b.
for a and [%Wi(e1 − b); %Wi(e2)] for b. Hence, if %Wi(e2 − a)=%Wi(e1 − b), then for
every vertex in the staircase the step in the positive direction is either a or b, and we
have a staircase with two types of steps.
If this is not the case, the situation is as in Fig. 10. For any vertex q of the staircase
whose projection lies in the central window interval %Wi(q)∈ [%Wi(e2 − a); %Wi(e1 −
b)], consider the point q + a + b. The projection of q + a + b lies in the interval
[%Wi(e2 + b); %Wi(e1 + a)], which by the de<nition of a and b lies within P. We now
claim that q + a + b is the nearest point in the positive direction for the point q the
central window interval. If there are vertices of the staircase whose projection to V
lies between %Vi(q) and %Vi(q + a + b), then there must be a piece of the staircase
connecting q and q + a + b consisting of at least two steps. Suppose there are two
steps, then by the earlier argument one of them must project to a line segment of Vi
of length greater than or equal to %Vi(a) and one to a line segment of length greater
than or equal to %Vi(b). Hence, the two steps must be equal to a and b, which we
ruled out before by the de<nition of q. If there are more steps, it is immediately clear
that at least one of them would need to project to a line segment of length smaller
than %Vi(a) or %Vi(b), while at the same time it should be longer.
The boundary points for the intervals of the window are e1; %Wi(e2−a); %Wi(e1−b)
and %Wi(e2). These are all projections of points in Li + f, thus the lengths of the
three intervals will be in %Wi(Li).
We now further develop our geometric approach towards <nding substitution rules.
The projection %Ai('t) is a convex polygon whose vertices are separated by elements
of Li. Thus the edges of the window in the projection to Wi are separated by the
projection of an element of this lattice. The length of the window in the projection
to Wi will therefore be |%Wi(z)| for some z ∈Li. By Lemma 3.9, the set of points
Sit can be considered as the vertices of a staircase with three steps. We introduce a
labelling for these steps, and show that two steps with the same label in the expansion
staircase will be covered in the projection to Vi by the same patch of labelled steps
in the original staircase. This is the essential ingredient implying the existence of a
substitution rule. In Section 2.3, when discussing the Ammann–Beenker tiling, it was
suKcient to simply consider the labelling given by the type of each step. In general,
however, the labelling can be more complicated.
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We now discuss the construction of the labelling intervals. As in the Ammann
example, we divide up the window into intervals. The boundary points of these inter-
vals, which will be used as labelling intervals, are de<ned in the same manner as in the
Ammann example and in the proof of Lemma 3.9: the boundaries for the intervals are
the projections of a <nite set of points in a translated copy of the lattice. Considering
the tiling Tt , we de<ne the lattice
Mi =Li +%Ai(t) + z; (11)
where z is the vector mentioned above Lemma 3.7. 'it , the projection of the hypercube
't , is singular with respect to Mi, and as Mi depends on t, is in the same position
with respect to 'it for all t. Let M˜ i be the conjugation of Mi by a translation, so that
M˜ i <xes the point z + t ∈Mi, and consequently <xes the lattice Mi setwise:
M˜ iMi =Mi : (12)
We now construct a set of points which, when projected to Wi, de<ne the labelling
intervals in the window. Let Rn be the parallelogram:
Rn = %Vi(M˜
n
i '
i
t) +%Wi('
i
t): (13)
Note that Rn+1 ⊃ Rn.
By Lemma 3.7 there exists an N ∈N such that ((M˜ i'it+s′i)∪ (−M˜
−1
i s
′
i))⊂RN . Thus
both 'it and M˜ i'
i
t + s
′
i lie in R
N .
Let the lattice point in Mi that projects to the rightmost point of (%Vi(M˜
n
i '
i
t))
be denoted max(Rn; Vi). Consider %Wi((Mi ∩RN+1)\max(RN+1; Vi)). This is a set of
points in the window %Wi('
i
t). We now use these points as the boundary points for
the labelling intervals in Wi for the vertices of the staircase Sit . Let Ci be the set of
subintervals of the window in Wi that provides the labelling Bi.
It is now useful to consider this labelling in another way. The points of the lattice
Mi lying in the region RN+1 ∩Mi can be joined by line segments so that each labelling
interval is the projection of a line segment. By Lemma 3.9, this construction produces
a staircase with at most three types of steps. It is important to note that this is a very
diJerent staircase than the one discussed before: the staircase progresses in the Wi
direction and not in the Vi direction, like before. Also, the staircase we consider here
has only a <nite number of steps. In Fig. 11 there is an illustration of the situation with
the set of points in RN+1 ∩Mi linked up into such a staircase. The partition induced
on the window on Wi is also indicated.
In the de<nition of the points that de<ne the intervals, we have used the parallelogram
RN+1. Later in Claim 3.11, it turns out that in one special case we actually need to
consider RN+2 instead of RN+1. We continue the general discussion with RN+1, and
point out later when the modi<cation to RN+2 needs to be made.
As the tiling Tt is non-singular every vertex point of Sit projects to the interior of
a labelling interval on Wi. Thus every vertex point in Sit has a unique Bi label. As
M˜ i'it + s
′
i ⊂RN , the Bi-labelling of a point identi<es whether it lies in the subwindow
%Wi(M˜ i'
i
t + s
′
i). We can, therefore, consider a labelling of the points in the expanded
staircase S
i
t; s, given by the intervals of Ci in the subwindow. We call this labelling Li.
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Fig. 11. The region RN+1 of the lattice M i , showing the staircase linking the points in the direction of Wi .
The partition induced on the window, which can be used to label the vertices of a non-singular staircase in
the Vi direction, with lattice Li , is also shown.
Note that this labelling is induced by the projection to Wi of the points of the lattice
lying in the region:
%Vi(M˜
N+1
i '
i
t) +%Wi(M˜ i'
i
t + s
′
i): (14)
To show that there is a substitution rule on the set of tiles labelled by Li we now
state two claims. These claims concern the fact that staircase steps at vertex points in
the staircases Sit and S
i
t; s are determined by their Bi-labelling.
Claim 3.10. The step in the positive direction from a vertex point v in Sit or S
i
t; s is
completely determined by the Bi-label of %Wi(v).
Proof. By Lemma 3.9 the window can be divided into subintervals which determine
the step from a vertex point in the positive direction.
The points of Mi that project to the boundaries of these intervals are one staircase
step from the points of Mi that project to the boundaries of the window on Wi. In
the projection to Mi ∩ (Vi +'it) to Vi, these points are precisely neighbours. Note that
points in Mi ∩RN+1 corresponding to the extremal points in Vi projection are diJerent
from the lattice points corresponding to the extremal points in the Wi projection.
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We thus assign Bi labels to vertices of the staircase Sit , according to which of the
three (or two) Wi-window intervals they project to, that determine the staircase step
from a vertice in the positive direction.
The arguments for the expansion staircase are analogous.
We now aim to apply the labelling Li, de<ned on S
i
t; s, to the staircase S
i
t . Recall
that the labelling Li is determined by the projection of the Mi lattice points in
%Vi(M˜
N+1
i '
i
t) +%Wi(M˜ i'
i
t + s
′
i): (15)
In order to produce the Li labelling we rescale the subwindow so that it <ts over the
entire (original) window. The existence of a substitution rule relies on the Li labelling
intervals consisting of unions of entire Bi labelling intervals. To show this property we
invoke the inverse of the map taking 'it to '
i
t; s. This is translation by −s′i , followed
by multiplication by the inverse matrix M˜
−1
i . This gives the set of points of Mi in
%Vi(M˜
N
i '
i
t − M˜
−1
i s
′
i) +%Wi('
i
t): (16)
We now show that the obtained Li labelling is in fact determined by the Bi
labellings.
Claim 3.11. The Li labelling of a vertex point in Sit is completely determined by its
Bi labelling.
Proof. We need to show that the set %Vi(M˜
N
i '
i
t − M˜
−1
i s
′
i) + %Wi('
i
t) is a subset of
RN+1. It is suKcient to demonstrate that
%Vi(M˜
N
i '
i
t − M˜
−1
i s
′
i) ⊂ %Vi(M˜
N+1
i '
i
t): (17)
We <rst assume that %Vi(si) =0. With this assumption and the fact that
%Vi(M˜
N
i '
i
t) ⊂ %Vi(M˜
N+1
i '
i
t) (18)
it is suKcient to show that the leftmost point of %Vi(M˜
N
i '
i
t − M˜
−1
i s
′
i) lies within
%Vi(M˜
N+1
i '
i
t). Let the leftmost point of %Vi(M˜
N
i '
i
t) be m. As 0 lies in %Vi(M˜
N
i '
i
t),
the leftmost point of %Vi(M˜
N+1
i '
i
t) is m (recall that  is the expanding eigenvalue
of M on V ). In addition, we have −M˜−1i s∈RN so m¡%Vi(−M˜
−1
i s
′
i). We thus have
proven our claim if m¡m+%Vi(−M˜
−1
i s
′
i)¡2m, which, recalling that m¡0, requires
¿2. The latter is assured by Lemma 3.8, with the one exception of the case that
= 1+
√
5
2 .
In the latter case, we need to repeat our argument using RN+2 instead of RN+1, and
are led to verify that
%Vi(M˜
N+1
i '
i
t − M˜
−1
i s
′
i) ⊂ %Vi(M˜
N+2
i '
i
t): (19)
By similar considerations as set out above, this leads to the requirement that 2m¡m+
%Vi(−M−1s). As 2 = + 1 and %Vi(−M−1s)¿m, this requirement holds.
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We are now ready to present the proof of Proposition 3.6. Recall that the Mi lattice
points that de<ne the set of intervals Ci can be joined together in a (<nite) staircase in
the Wi direction, as shown in Fig. 11. In the following proof, we denote this staircase
SCi .
Proof of Proposition 3.6. In the discussion below we will be considering three diJerent
staircases. The <rst is the <nite staircase SCi , from which the labellings are induced.
The other two staircases are the staircase Sit and the expansion staircase S
i
t; s.
Consider the set of vertices in the expansion staircase with a certain label in Li.
These points project to a subinterval of the subwindow in Wi. This interval is the
projection to Wi of a step of the staircase SCi , that we denote P. The label determines,
by Claim 3.10, the step in the positive direction of the expansion staircase Sit; s. We
aim to show that it also determines the set of steps in Sit that connect the same two
points that are connected by the step of the expansion staircase. By Claim 3.10, the
<rst step in Sit is determined. Suppose the type of the <rst step in the staircase S
i
t is
g and the type of the <rst step in the expansion staircase with vertices S
i
t; s is g. The
window for the set of points after the <rst step in the staircase with vertices Sit will be
%Wi(P + g), where P + g here denotes the line segment P translated by the vector g.
If P + g is a step in the staircase SCi then the following step is again determined.
The aim is to show that this condition is satis<ed for a <nite sequence of subsequent
steps of the staircase Sit (according to the Bi label associated to the PiWi projection
of the translated copy of P), so that we start at P and end at P + g. In fact, this
construction de<nes a rule replacing all expansion tiles with label corresponding to P,
with a set of tiles that corresponds to the staircase segment of Sit that was followed.
It is readily veri<ed that the end points of the line segment P + g are contained
in RN+1 ∩Mi. Thus the end points of every intermediate step (along the staircase Sit )
of P are also in RN+1 ∩Mi. We now recall that the staircase SCi contains two or
three types of steps. Let us consider <rst the case where P is one of the two shorter
steps (called a and b in Lemma 3.9). In that case, P + g is a line segment with end
points in RN+1 ∩Mi, which must be connected by a part of the SCi staircase. This
connecting path can be either equal to a translation of P, or a translation of a number
of concatenated steps of the other shortest type, since we know that the longer step type
projects to a longer interval in Wi. As the second option is also impossible, because
the two shorter steps lie in diJerent directions, this step must be a translation of P.
This leaves us to discuss the case where P is a step of the longest type.
In this case consider the windows along Vi for the three steps in SCi . By Lemma
3.9 the boundary points for these windows are projection of points in the lattice Mi
to Vi. In fact they are points in
%Vi(M˜
N+1
i '
i
t) +%Wi(M˜ i'
i
t + s
′
i) ⊂ RN+1:
The boundary points of the one-step labelling intervals in the window for SCi for
the shorter steps are precisely projections of two points whose projections to Wi are
neighbours. This follows from the de<nitions of the shorter steps and their windows
as before. In fact points lie in %Vi(M˜
N+1
i '
i
t) +%Wi(M˜ i'
i
t + s
′
i), as M˜ i'
i
t is not a line,
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so that its extremal points with respect to Vi are not the extremal points with respect
to Wi.
We now consider the process of construction the sequence of steps in the staircase
Sit , to get from P to P + g, where g is the <rst step in the expansion staircase S
i
t; s.
Let P be the line segment from p1 ∈Mi to p2 ∈Mi. In the expansion tiling in Vi,
%Vi(p1+g) is the neighbour of %Vi(p1). The point %Vi(p1) is in the central subwindow
for the longest type step (type “a+ b”) of the staircase SCi . As the maximum for this
window is the projection of a Mi lattice point in %Vi(M˜
N+1
i '
i
t)+%Wi(M˜ i'
i
t + s
′
i) then
the most extreme position of this point is the leftmost point of the line segment P+ g.
Thus every step as we go from P to P + g is of the longest type, which is precisely
what we set out to show.
Note that we are not concerned whether at the end of the walk on the Sit staircase,
P+ g coincides a step of the staircase SCi . The next step in the original tiling after an
expansion tile may be diJerent for diJerent tiles.
3.3. The relationship between the Ai planes and the tiling
In the previous sections we have identi<ed substitution tilings on each of the lines
Vi. In this section we consider how these tilings and their substitution rules can be
related to the full projection tiling in V .
Information about the position of the projection of a vertex of the tiling in V in one
of the planes Ai is equivalent to information about the position of the vertex in the
direction orthogonal to %V (ai). We thus decide to treat all points along lines parallel
to %V (ai) as being equivalent with respect to Ai. The following de<nition provides us
with a structure that contains this information.
Denition 3.12. De<ne the extension of a set of points P⊂V , in the direction v∈V ,
as a set of lines parallel to v as follows:
extV (P; v) := {t + [v]R|t ∈ P}: (20)
For a tiling Tt on V and a vector v∈V . Let the extension of Tt by v be de<ned as:
extV (Tt ; v) = extV (vert(Tt); v): (21)
We de<ne extW in the analogous manner.
Now consider the extensions extV (%V (L); %V (ai)) for all i. Clearly, the projection
of each lattice point in L to V lies in the intersection of four such lines. The converse
is also holds.
Lemma 3.13. Let v∈V be such that for all i, ext(v;%V (ai))∈ ext(%V (L); %V (ai)).
Then, v∈%V (L).
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Proof. As %V (L) is relatively dense in V , there exists a j such that V = [%V (a1);
%V (aj)]R. Now consider the set
D = [%V (a1)]R ∩ ext(%V (L); %V (aj)): (22)
This is a Z-module of rank 2, as there are two integrally independent lattice points
that project parallel to %V (aj), by Lemma 3.5. In addition this Z-module contains the
points [%V (a1)]Z as these are the projection of lattice points. We therefore have
D = [%V (a1); k]Z; (23)
where k is a vector in [%V (a1)]R, that is incommensurate to %V (a1). The Z-module D
will also contain the projection of a lattice point with 0 component in the a1 direction,
again by Lemma 3.5. Some integer multiple of k would be the projection of this point,
as k is the generator of D which is not in [%V (ai)]Z. We may therefore consider k to
be the projection of a point in the space generated by the lattice generators with the
exception of ai:
k = %V ((0; k2; k3; k4)T): (24)
Now consider the point v, that lies at the crossing of four extension lines. This implies
that every point in v + %V (L) lies at the crossing of four extension lines, as the
translation of an extension line by a lattice vector gives an extension line, thus all of
the four lines crossing v can be translated to any point of v + %V (L). In particular
there is a point v′ ∈ [%V (a1)]R ∩ v +%V (L). By the de<nition of D, this point must
be in D. Thus v′= q1%V (a1) + q2k, for some q1; q2 ∈Z. We therefore have
v′ = %V ((q1; q2k2; q2k3; q2k4)T): (25)
This means that v′ is the projection of a point with integer a1 coeKcient. Every point
in v + %V (L) is therefore the projection of a point with integer a1 component. By
an analogous argument every point in v+%V (L) is the projection of a point with all
integer coeKcients. Thus:
v+%V (L) = %V (L) (26)
and so v∈%V (L) as claimed.
We are now able to prove the main result of this section, i.e. that the vertices of
the tiling are precisely the points where four extension lines intersect.
Lemma 3.14. For any point v∈V , and canonical projection tiling Tt v∈ vert(Tt)
if and only if v∈ extV (Tt ; %V (ai) for all i∈ 1; : : : ; 4.
Proof. If four extension lines intersect, then by Lemma 3.13 the intersection point is
the projection of a point in the lattice L. It therefore corresponds to the intersection of
E.O. Harriss, J.S.W. Lamb / Theoretical Computer Science 319 (2004) 241–279 269
four lines in the window space. Each of these lines passes through some points in the
window, as they are in the extension of the tiling. We therefore have the intersection
of four lines all intersecting the window %W ('t). Furthermore there is one line parallel
to every edge of this window. Thus the intersection point must lie in the window. The
point is therefore in the tiling.
3.4. Finding the substitution rule
To complete the proof of the theorem we now wish to show that the substitution
rules on the lines Vi, given by Proposition 3.6, can be combined into a substitution rule
on the tiling. Some of the general considerations here are not required in the Ammann
example. This is because the labelling on the squares lying over the edges of the tiles
in the Ammann tiling is determined by the information given within the tile. This is
not true in general, however. We <rst give a general discussion of the ideas required,
then give the proof of the theorem.
We have the set of lines on the plane V , given by the extension of the tiling Tt in
the four directions. We also have a second set of lines given by the extensions of the
expansion tiling Tt; s. We shall denote the <rst set the thin lines and the second set the
thick lines. Note that, as the substitution is vertex hierarchic, every thick line lies on
top of a thin line. The substitution rule labels the intervals between these lines. We
shall call this set of labels Vi labels.
We can consider the intervals in each of the four directions as words on the alphabet
de<ned by the substitution rule. There are only <nitely many possible subwords of any
given length. Thus, given a point with some bounded subset of the plane around it,
there will only be <nitely many ways of covering the region so that the point lies at a
vertex of the tiling. We now wish to construct a set of labels for the expansion tiles.
This labels are given by the Vi labels of a local neighbourhood of the expansion tiling.
We shall call this neighbourhood the labelling region. We de<ne a labelling region for
each tile shape.
We now consider a tile in the expansion tiling T ∈Tt; s and the labelling region
around it. We can apply the substitution rules on the intervals to this region. This
gives the thin lines and the Vi-labelling of the labelling region associated with the
tiling Tt . Now, by Lemma 3.14 the vertices of Tt that lie in the region are the points
where four thin lines cross. These points can be joined by the projections of the lattice
generators to V . This gives the tiles that lie within the labelling region for T , as well
as some of the edges of the tiles that lie over the border. To have a substitution rule
we must know the labelling of every tile of Tt that intersects interior(supp(T )). To
determine the labelling of a tile in Tt we need to know the Vi-labels of its labelling
region. Thus, if the labelling region for every tile in Tt that intersects T , is in the
labelling region of T , then we have a substitution rule as the tiles can be labelled
consistently. In Fig. 12 we show the tile T and its labelling region. We also show a
tile T which intersects T . The labelling for T determines the labelling for T , as the
labelling region around T is a subset of the labelling region around T .
We now wish to consider how large the region around a tile needs to be. We
therefore consider a tile in the expansion tiling T ∈Tt; s. For the substitution rule,
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Fig. 12. A tile T , in an expansion tiling is shown with the surrounding patch which is suKcient to give
the labelling region. A similar tile T in the tiling Tt is also shown. The labelling region of T covers the
labelling region for T .
Fig. 13. A possible chain of associated tiles. The vertical lines show the increased region of the tiling that
one must consider in order to label the original tile T .
however, we need to know the labelling of every tile in Tt that intersects T . We can
therefore start by considering the region within one step of T . This gives the shape of
every tile that intersects T . We also need to know the shapes of the tiles that these tiles
substitute to, after a second application of the substitution on the intervals. We must
therefore consider a chain of tiles, each intersecting the previous one. The tiles will
get increasingly small as we apply the substitution rule at each stage without rescaling.
A possible chain of such tiles is shown in Fig. 13.
As the diameters of the tiles in the chain decrease in a geometric fashion, all tiles of
the chain will lie within a bounded region. A suKcient labelling region around a tile
is therefore given by expanding the tile by at most two copies of each of the lattice
generators at each scale.
E.O. Harriss, J.S.W. Lamb / Theoretical Computer Science 319 (2004) 241–279 271
We can now give a formal treatment along the lines discussed above. As discussed
we de<ne the thin lines as
⋃4
i=1 ext(Tt ; %V (ai)) and the thick lines as the set of lines⋃4
i=1 ext(Tt; s; %V (ai)). By Proposition 3.6 there is a substitution rule on the strips
between the extension lines in each of the four directions. This rule induces the Vi-
labelling on each set of the strips from a <nite alphabet Ai.
We obtain the following theorem, of which Theorem 1.12 is a corollary.
Theorem 3.15. The canonical projection tiling of a 4× 4 quadratic expansion matrix
M with the tiling property has a primitive substitution rule associated to every s∈L
such that %W (M'0 + s + t)⊂%W ('t). As there are a countable number of distinct
subwindows de>ned by di@erent choices of s, this gives rise to a countable in>nity of
di@erent substitution rules.
Proof. We <rst construct a labelling region for the tile shape. To do this we require
a ball that contains two edges away from the tile at every scale. As the edges of Tt; s
all have length less than , and the scaling is by  it suKces to consider the ball
with radius r= 21− . For particular examples one can <nd a more eKcient labelling
region.
We now digress to discuss the labelling of a closed bounded neighbourhood U ⊂V
of a point p, using Vi-labels. We require that %Vi lies exactly on the boundary of two
Vi-labelled intervals in Vi for all i. Let Ii =%Vi(U ) be the bounded interval containing
%Vi(p). We decompose Ii = I
l
i ∪ I ri the two intervals to either side of %Vi(p) in Vi.
Let wli be the word representing the set of Vi-labelled intervals covering I
l
i . As such
I li is labelled by w
l
i . We de<ne w
r
i analogously.
We de<ne the label of U as the collection of words {wl1; wr1 : : : wl4; wr4}. The possible
ways a neighbourhood U may be labelled is bounded in an elementary way by the slice
of the intervals {I l1 ; I r1 : : : I l4 ; I r4}. In fact to each such set of interval sizes we associate
a <nite set of possible labels.
Hence to any bounded neighbourhood U of a point p with the required projection
properties we may associate the <nite set of possible labels, determined by the set of
interval sizes, {I l1(U ); I r1 (U ) : : :l4 (U ); I r4 (U )}. Importantly for our purposes the possible
set of labels is independent of the choice of p.
By this discussion we <nd the set of possible of labels for a ball of radius r,
centered at p. We now wish to re<ne this set of labels so that we only consider the
labeled balls that occur in the tiling. We can <rst restrict the labels to words in the
language generated by the substitution rule for each Vi. These choices, however, are
not completely independent. We must therefore consider which collections of labels
can occur.
To do this we consider the window spaces Wi. Each label corresponds to a section
of staircase on Ai. As the window is an interval, and the projection of the point in L
to Wi gives a dense set, this section of staircase can occur in various positions in the
full staircase. The requirement for these positions is that every vertex of the section of
staircase lies in the window. We may therefore <nd a window for the point p and a
label. Fig. 14 shows the window for a particular section of staircase.
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Fig. 14. The two extreme positions for a section of staircase, giving the window for a labelled point p.
We can therefore de<ne interval windows for p in each of the four lines Wi. These
correspond to strips of the full window space W . A set of labels corresponds to a
section of the tiling if and only if the intersection of the corresponding four strips is
not empty. Note that this intersection will always be in the window as the window for
p will always be a subinterval of the window.
This set of labelled balls can be used to de<ne a proto-set. We <rst note that in
addition to p, the labelling gives the position of every tiling vertex in the ball, by
Lemma 3.14. In particular the vertices of every tile around p is de<ned, as the ball
contains two edges away from p in each direction. We now choose a direction d on
the plane that is not parallel to any of the projections of the lattice generators %V (ai).
We may now associate every vertex of the tiling to the tile in the direction d. Note
that this associates a vertex to every tile in a unique manner.
We have therefore identi<ed a unique tile in each labelled ball, that is the tile
associated to p. We may now apply the substitution rule to the set of strips in each
of the Vi directions. We may therefore give a new set of lines covering the ball (these
were described as ‘thin’ lines in the example). Again by Lemma 3.14 this de<nes the
vertices of the new tiling covering the ball, and thus the tiles with all four vertices
in the ball are also de<ned. The edges in the new tiling have length less than 1, thus
for every point within two of these new edges of the tiles vertices, we have de<ned
the ball of radius r . This is the labeling ball for the new tile. As a result any tile in
the new patch of tiling that intersects the original tile can be identi<ed as one of the
proto-tiles.
We can therefore <nd the set of tiles that cover every proto-tile of the expan-
sion tiling. As these tiles are all labelled, this gives a substitution rule, and the tiling
is therefore a substitution tiling. Note that we have, in fact, found an in<nite set
of (possibly very complex) substitution rules for every such tiling. This is because
we only required that the subwindow translation s lie in some in<nite subset of the
lattice.
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Fig. 15. Patch and substitution rules for the canonical substitution tiling with matrix M1.
4. Some patches of other examples
In this section we show some of the canonical substitution rules tilings that can be
constructed by our methods. The examples all show a patch of the tiling about the
origin for the tiling with hypercube centred at the origin (which is non-singular). Each
patch shows a section of the tiling (with grey lines) and a section of an expansion tiling
(with black lines) the expansion tiling has transformed hypercube, and thus window
centered at the origin. The tiling patches are drawn by MathematicaJ. For some of the
examples the substitution rules have been constructed. In these cases the substitution
rule is also shown.
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Fig. 16. Patch and substitution rules for the canonical substitution tiling with matrix M2.
4.1. Tilings with the alternating condition
The <rst two examples are the tilings associated to the matrices:
M1 =


3 2 0 2
1 1 −1 0
0 −2 3 2
1 0 1 1


; M2 =


1 2 0 2
1 3 −1 0
0 −2 1 2
1 0 1 3


: (27)
These tilings are topologically equivalent to tilings considered in [25], as they satisfy
the alternating condition. This means that topologically equivalent tilings can be con-
structed using the edge matching rules for the Ammann tiling. In this setting we show
that some such tilings can be associated to a substitution tiling.
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Fig. 17. Patch of canonical substitution tiling with matrix M3.
The tilings are shown in Figs. 15 and 16. Both these substitutions have scaling
2 +
√
5.
4.2. Other tilings with two pairs of orthogonal edges
The second pair of examples are the tilings associated to the matrices:
M3 =


2 1 0 2
1 2 −2 0
0 −2 2 1
2 0 1 2

 ; M4 =


3 2 0 4
1 3 −2 0
0 −4 3 2
2 0 1 3

 : (28)
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Fig. 18. Patch of canonical substitution tiling with matrix M4.
Fig. 19. Patch of canonical substitution tiling with matrix M5.
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Fig. 20. Patch of canonical substitution tiling with matrix M6.
Like the <rst two examples, the two examples in this section have two pairs of or-
thogonal edges. This means that they are invariant under a rotation of order 4. Unlike
the Ammann tiling these tilings are not invariant under a rotation of order 8.
The tilings are shown in Figs. 17 and 18. The substitution associated to M3 has
scaling 2 +
√
5, and the substitution associated to M4 has scaling 7 +
√
53.
4.3. Further tilings
The <nal two examples are the tilings associated to the matrices:
M5 =


1 1 1 −1
1 2 2 −1
0 1 2 1
−1 0 1 3


; M6 =


1 2 2 −2
1 4 5 −1
0 1 2 1
−1 0 2 5


: (29)
These tilings have very little symmetry other than the substitution rule. The only sym-
metry is a rotation of order 2. All the rhomb tilings discussed in this paper will have
this symmetry, as it is a symmetry of any zonotope on the plane, the window is
therefore invariant under this symmetry.
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The tilings are shown in Figs. 19 and 20. The substitution associated to M5 has
scaling 2 +
√
3, and the substitution associated to M6 has scaling 3 + 2
√
2.
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