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We discuss the potential creation and measurement of coherences in both dispersive solids and
qubit-like single levels using current generation time- and angle-resolved photoemission technology.
We show that in both cases, when both the pump and the probe overlap energetically with the
coherent levels, and when the probe preferentially measures one level as compared to the other, that
the time-resolved photoemission signal shows a beating pattern at the energy difference between the
levels. In the case of dispersive bands, this leads to momentum-dependent oscillations, which may
be used to map out small energy scales in the band structure. We further develop the two-sided
Feynman diagrams for time-resolved photoemission, and discuss the measurement of decoherence
to gain insight into the characteristics of qubit and dispersive bands.
Main
Coherences are fundamental to quantum mechan-
ics.One particularly striking example is quantum com-
puting, where coherences between the two qubit states
are foundational to the concept. Decoherence, which oc-
curs naturally as qubits interact with their environment,
is a strong limiting factor on the use of quantum compu-
tation. Thus, there is a drive to understand the nature
of the decoherence in order to improve the quality of ex-
isting qubit technology, and for the development of new
qubit candidates.[1]
A second area where coherence plays an important
role is condensed matter physics, in emergent phenom-
ena that arise out of the interaction between constituents.
This field is rife with small energy scales: from small en-
ergy gaps induced by emergent phenomena[2] or Kondo
physics[3] to magnetic effects, and we are often limited
by our ability to resolve physics at the smallest energy
scales. This has led to an ever increasing development of
higher resolution experiments to explore the fundamental
physics at play.
Among the developments in the quest to understand
coherence in solids, time-resolved spectroscopy, and in
particular time- and angle-resolved photoemission spec-
troscopy (tr-ARPES) was envisioned to be able to resolve
very small energy differences by working in the time do-
main. In certain cases, this was indeed possible; oscilla-
tions due to coherent phonons were observed [4–7] and
used to infer properties of interactions.However, the gen-
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eral theme of utilizing the inverse relationship between
time and energy to resolve small energy scales has been
limited because, while the scales do obey an inverse rela-
tionship, the response of driven systems is markedly dif-
ferent from their equilibrium response[8, 9]. Furthermore,
the dynamics observed are often limited to populations
(see e.g. Refs. [10–12]) which do not typically reflect co-
herences.
On the other hand, in the study of molecules (or solids
with strong resonances), the time domain optical re-
sponse show both populations and coherences. Nonlin-
ear optical spectroscopy (specifically multi-dimensional
spectroscopy), maps the beating patterns in the tempo-
ral response onto populations and coherences[13]. The
difficulty in applying multi-dimensional spectroscopies to
solids is largely because, in contrast to molecules, solids
do not typically have a finite set of strong resonances (al-
though exciton complexes and semiconductor nanostruc-
tures are notable exceptions[14–16]), and optical mea-
surements average over the Brillouin zone. This makes
the spectra difficult to interpret without a large amount
of prior knowledge about the solid (i.e. its energy lev-
els, dipole matrix elements, and oscillator strengths)[17].
This limits the usefulness of this approach for studying
less well-known, potentially complex interacting systems.
Here, we bring the concept of coherences from non-
linear optical spectroscopy to photoelectron spectroscopy.
This technique, based on current generation tr-ARPES
experiments can bring new insights into the two fields.
For the strong resonances involved in qubits, tr-ARPES
can enable precise characterization of the qubits and the
coherences. In solids, coherences between bands can be
produced and measured, yielding beat frequencies cor-
responding to the energy difference. First, this has an
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2advantage over optical measurements due to its momen-
tum selectivity, and secondly it truly embodies the in-
verse relationship between time and energy resolutions.
Along with the concepts, we will introduce the two-sided
Feynman diagrams that are commonly used in non-linear
optics[13, 18, 19] as a tool to keep track of the pathways
before and after the photoemission process. This lan-
guage naturally captures the coherence and the chrono-
logical progress as the system undergoes photoexcitation
by the pump, time evolution, and photoelectron emission.
Results.
Photocurrent from a coherence. To begin, we con-
sider a purely off-diagonal density matrix, i.e. one com-
posed of coherences. To simplify notation, and to make
a direct connection to qubits, we study a 2-state system
as shown in Fig. 1. The 2-state system has two initially
unoccupied levels |0〉 and |1〉, close by in energy. We aug-
ment this model with two ancillary states: some deeper
lying occupied levels {|c〉} that act as a source electrons,
and the empty state |v〉 (vacuum) where the electron from
|0〉 / |1〉 ejects into a free electron state outside the crys-
tal. A coherence may be produced by a pump whose
linewidth overlaps the energies of |0〉 and |1〉 (ε0 and ε1,
respectively),
ρcoh ∝ µc0µ1c |0〉〈1|+ µ0cµc1 |1〉〈0| (1)
where µ0c is the transition matrix element from |c〉 to |0〉,
and similar for µ1c.
{|c〉}
|0〉 / |1〉
|v〉
Pump
Probe
|v〉〈v|
|v〉〈1|
|0〉〈1|
|c〉〈c|
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
cos θcˆ0(t
′) +
sin θcˆ1(t
′)
t = t′ = 0
cos θcˆ0(t) +
sin θcˆ1(t)
FIG. 1. Energy levels and two-sided Feynman dia-
grams for a qubit in a solid. Left: Energy levels and
transitions for the 2-state toy model. The pump produces
a coherence (e.g. |0〉〈1|), which is photoemitted by the probe.
Right: corresponding two-sided Feynman diagram showing the
pump/probe process through the intermediate coherences (see
text for description).
For photoelectrons ejected from |0〉, we may evaluate
the photocurrent through Eq. 17 using the operator cˆ0
which produces a transition from |0〉 to |v〉. It is clear
that this yields 0 for the photocurrent; the operators pro-
duce transitions between |0〉 and |v〉, but the final trace
yields nil since |0〉 and |1〉 are orthogonal and ρcoh only
contains the cross-terms; the same result is obtained for
the photocurrent from |1〉.
There is, however, an intriguing case where this ex-
pectation value is nonzero, namely if the photoemission
process occurs with finite likelihood for both states |0〉
and |1〉. One common reason this may occur is if |0〉 and
|1〉 are composites of two different states, e.g. |α〉 and
|β〉, and the photoemission is more sensitive to one or the
other due to matrix elements. This latter case may be
common in solids where the bands are composed of mul-
tiple orbitals of different kinds, e.g. in p-d or p-f systems
such as transition metal oxides or f -electron materials
such as SmB6. In these materials, the orbitals are differ-
ent in spatial extent, and disparate matrix elements may
occur. Qubit candidates, in particular those embedded in
solids, can have similar properties.[20–24]
When one of these scenarios occurs, may we replace the
cˆ0 photoemission operator with a combination cos(θ)cˆ0 +
sin(θ)cˆ0 (and similar for the creation operators) that con-
veys the mixed character of the states, or in another way,
the photoemission matrix elements. First, let us consider
the new photoemission operators as they act on an inco-
herent, population-only density matrix
ρpop = |µc0|2 |0〉〈0|+ |µc1|2 |1〉〈1| . (2)
which yields the lesser Green’s function
G<,pop(t, t′) =i|µc0|2 cos(θ)2e−iε0(t−t
′) (3)
+i|µc1|2 sin(θ)2e−iε1(t−t
′). (4)
As expected, we find a contribution from each state sep-
arately, with their appropriate photoemission matrix ele-
ments. Moving to the coherent density matrix, evaluating
Eq. 17 with the restriction that the matrix elements are
entirely real or imaginary yields
G<,coh(t, t′) =i sin(2θ)µc0µ1ce−i(
ε0+ε1
2 )trel
× cos((ε0 − ε1) tave), (5)
where we have rotated to relative time trel and average
(measurement) time tave. Recalling that the expression
for the photocurrent involves a windowed Fourier trans-
form over trel, we conclude that we can find a peak in
the photocurrent midway between the energies ε0 and ε1,
which oscillates in average time with the corresponding
beat frequency ωbeat = ε0 − ε1. In this simplest form,
this illustrates the existence of a beating pattern in time-
resolved photoemission measurements due to coherence
between two electronic states, which may be seen when
we consider the full signal in Fig. 3 (below).
3Two-sided Feynman diagrams for photoemission.
To economically evaluate the contribution of popula-
tions and coherences, we introduce an extension of
the two-sided Feynman diagrams used in non-linear
spectroscopy[13, 18, 19] to time-resolved ARPES. These
are developed by considering the creation and annihila-
tion operators as applying to one side of the density ma-
trix or the other, and conveying the process diagrammat-
ically. Due to the cyclic invariance of the trace Eq. 17
may be rewritten as
G<k (t, t
′) = iTr
{
Uˆ(tf , t)cˆkUˆ(t, 0)ρ
× Uˆ(0, t′)cˆ†kUˆ(t′, tf )
}
, (6)
where we have introduced an arbitrary final time tf .
Viewing the expectation value as operators and time evo-
lution acting on the two sides of a density matrix sug-
gests that the operators and time evolution may be rep-
resented in a similar manner as those used in nonlinear
optics[13, 18, 19]. When applied to the 2-level system
under discussion, the resulting diagram for the coherence
|0〉〈1| is shown in Fig. 1. The diagram is read from bottom
to top, where the system evolves under the Hamiltonian
during each interval; accordingly, if picks up a phase fac-
tor exp (−i(εa − εb)(∆t)) if it resides in the state |0〉〈1|
for an interval ∆t. The pump creates the coherence at
time t = t′ = 0; for simplicity, here we will consider the
process that occurs on sufficiently short times, i.e. within
the pump pulse, and that the coherence does not time
evolve during the pump. Following that, the annihilation
operator acts on the left |〉 side at time t, and produces a
transition from |0〉 to |v〉. Since the annihilation operator
is a mixture of |0〉 and |1〉, the process picks up a factor
cos θ. A similar process occurs on the right 〈| side with
the creation operator at time t′. Altogether we collect
terms to find
G<,coh(t, t′) = −i cos(θ) sin(θ)µc0µ1c×[
e−i(ε0−ε1)t eiε1(t
′−t) + e−i(ε1−ε0)teiε0(t
′−t)
]
. (7)
Simple manipulations show that this is identical to Eq. 5,
and that these diagrams are thus a faithful representation
of the process.
Coherences in qubits Using the two-sided Feynman
diagrams, it is straightforward to evaluate the full set of
contribution including both pieces. The full set of dia-
grams is shown in Fig. 2.
G<(t, t′) =iρ20e
−iε0(t−t′) + iρ21e
−iε1(t−t′)
+iρ0ρ1
(
e−iε0t+iε1t
′
+ e−iε1t+iε0t
′)
, (8)
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FIG. 2. Full set of diagrams for the photoemission from the
set of states {|0〉 , |1〉}. The αˆ operators are defined as αˆ =
cos θ cˆ0 + sin θ cˆ1.
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FIG. 3. Time-resolved photoemission from a popula-
tion with a coherence. Panels a.-c. show photoemission
with equal probabilities of emission (θ = pi/4) and, and pan-
els d.-f. show preferential photoemission of the lower energy
state (θ = pi/6). The three columns represent three values of
the probe linewidth σω as illustrated diagrammatically above.
where ρ0 = µca cos(θ) and ρ1 = µcb sin(θ). We can use
this expression to decompose the Fourier transform used
to evaluate the photocurrent Eq. 15 using a Gaussian
probe profile with width σt,
I(ω, t0) =
∣∣ρ0e−iε0t0g0(ω) + ρ1e−iε1t0g1(ω)∣∣2
= ρ20g0(ω)
2 + ρ21g1(ω)
2
+ ρ0ρ1g0(ω)g1(ω) cos [(ε0 − ε1) t0] , (9)
where g0/1(ω) are a Gaussian functions of width σ−1t ≡ σω
centered around ε0/1. This expression shows that the
spectrum is positive definite, and has the expected in-
coherent contributions at the energies of the individual
levels. We may rewrite the product g0(ω)g1(ω) in the
interference term as
g0(ω)g1(ω) = e
− 1
σ2ω
(ω− ε0+ε12 )
2
e
− 1
4σ2ω
(ε0−ε1)2
, (10)
and see that this term suppress the interference once the
separation between ε0 and ε1 becomes large on the scale
of the energy resolution σω. It also indicates that the in-
terference signal appears halfway between the two levels,
in agreement with the earlier simpler analysis (Eq. 5).
The resulting photoemission intensities from Eq. 9 for
several values of probe width σω and mixing angle θ are
4shown in Fig. 3. To simulate the pumping process we have
applied a smooth cutoff at t = 0. For equal probabilities
of photoemission (θ = pi/4) from both states (Fig. 3a.) at
small σω the intensity is nearly all from the (incoherent)
populations. As the probe width increases, the signal ac-
quires and oscillatory component (3b.), which eventually
dominates (3c.). When the photoemission process favors
the lower energy state (θ = pi/6), the majority of the in-
tensity lies in the lower energy level |0〉, resulting in an
asymmetric spectrum. A hallmark of coherent state dy-
namics is that in contrast to other dynamics that give rise
to an oscillation in the photoelectron intensity, e.g. co-
herent phonons, there is a variation in intensity without
any shifting in energy levels.
Coherences in solids. Moving beyond the simple 2-
state system, we can apply the same concepts to coherent
states in a band of electrons. Since the in-plane momen-
tum k is a good quantum number for systems with trans-
lation invariance (the dipole transitions happen at q = 0),
the coherence must initially exist between two states with
the same value of k. Thus, two states that lie nearby in
energy at the same momentum (and thus are in separate
bands) are ideal for this technique. Extending the nota-
tion above of states |0〉 and |1〉 to now indicate electronic
bands a and b, the lesser Green’s function for a coherence
in momentum space becomes
G<,cohk (t, t
′) = i sin(2θk)µca,kµbc,ke
−i
(
εa,k+εb,k
2
)
trel
× cos((εa,k − εb,k) tave). (11)
The momentum-sensitivity of tr-ARPES also highlights a
novel aspect: this measurement allows for the momentum
resolution of coherences. We demonstrate the potential of
this technique for a model band structure with hybridiza-
tion gap ∆ between a heavy and a light band. We assume
that the bands may be equally populated and photoex-
cited at any momentum, but with the photoemission ma-
trix elements preferentially selecting the light band, and
evaluate Eq. 9. The results are shown in Fig. 4, where
we plot the dispersions at the minima and maxima of the
oscillatory spectral weight, as well as cuts at fixed mo-
mentum as a function of time, using a probe energy res-
olution slightly larger than the gap energy (σω = 1.2∆).
The spectral weight oscillates most strongly where the
gap is smallest, i.e. right at the band crossing in the
absence of a hybridization gap. As we move in momen-
tum away from the maximum, the oscillation frequency
increases as it is equal to the band separation. The ma-
trix elements continue to highlight the contribution of the
light band. These results underscore the potential advan-
tage of this technique in accessing the smallest energy
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FIG. 4. Time-resolved ARPES of a coherence at an
avoided crossing. The top row shows the tr-ARPES signal
at the first maximum and minimum at the gap momentum;
the solid lines indicate the dispersions. The bottom row show
energy cuts at the momenta k1 through k3 indicated in the
top rows. Here, the probe energy resolution is larger than the
gap (1.2∆)
scales; the energy resolution is one of the inherent lim-
itations in time-resolved ARPES, yet here it is used to
reveal the smallest energy scales by turning to the time
domain. For dispersive bands, the oscillation frequency
varies rapidly with momentum, leading to a beating pat-
tern even though each momentum oscillates at its own
frequency. In turn, this suggests that a potential inver-
sion is possible; if the oscillations can be measured as a
function of momentum, the gap between the bands may
also be resolved as a function of momentum. Conversely,
if little to no momentum dependence is seen, this suggests
a large regime of bands with a constant gap (e.g. as seen
in SmB6[25]).
Decay and Dephasing. One major point that remains
un-addressed is the decay of populations and coherences.
There are, however, several: population decay rates in
|0〉〈0|-like states, and decoherence in both the |0〉〈v| and
|0〉〈1|-like states.
First, let us consider the population portion of the den-
sity matrix. While the system is in a population |0〉〈0|,
the decay is solely due to the population transfer out of
5this state, and this is typically measured in time-resolved
photoemission studies. Naively, in reading the diagram
we would assign a decay factor exp (−Γ0min (t, t′)) since
the coherence is present until the earlier of times t and
t′. However, this is an oversimplification; the correct ap-
proach is to solve the Lindblad equation (or the time do-
main Dyson equation[8]) because the time dynamics in
average and relative times are not separable. Here, we
will work with an approximation where the population
decay rate Γ0 is small compared to the system energy
scales (Γ  ε0,Σ); this simplifies the decay factor to
exp (−Γ0tave). After the first photoemission operator, the
system is in a |v〉〈0| state. This is in principle also a co-
herence, although it is between an empty and filled state;
this state is the usual one involved in the propagation of
a single-particle excitation, and thus is subject to decay
due to the imaginary part of the self-energy (Σ
′′
0 ). Be-
low, we will assume that the real part of the self-energy
has been absorbed into the quasiparticle energy. Thus,
the photoemission signal from the populations |0〉〈0| and
|1〉〈1| becomes
G<,pop(t, t′) = iρ20e
−iε0trele−Γ0tavee−Σ
′′
0 |trel|
+ iρ21e
−iε1trele−Γ1tavee−Σ
′′
1 |trel| (12)
The relationship between Γ0/1 and Σ
′′
0/1 is complex, and
has been studied in some detail previously[8]; however,
both arise due to interactions.
The decay of the coherence has two contributions.
First, the populations in the levels |0〉 and |1〉 decay
with their individual rates Γ0 and Γ1. Second, there is
a “proper dephasing rate” that does not involve popula-
tion decay, which we denote as γprop01 . The overall rate of
decay of the coherence is given by
γcoh =
1
2
(Γ0 + Γ1) + γ
prop
01 . (13)
This rate applies while the coherence exists, i.e. during
the time interval 0 < t, t′ < tave. Thus, the coherence
decays in a similar fashion as the populations, but with
the decay rate Γ given by Eq. 13. The influence of the
self-energy is more complex because, in principle, the self-
energy can be different for the |0〉 and |1〉. If they are
identical, Σ0 = Σ1 = Σ, then
G<,coh(t, t′) = 2iρ0ρ1 cos ((ε0 − ε1) tave) e−γcohtave
× e−i( ε0+ε12 )trele−Σ
′′ |trel|. (14)
The extension to the case where the self-energies are dif-
ferent is straightforward.
Discussion
In this work, we have demonstrated the signatures of op-
tical pump-induced coherences in time-resolved photoe-
mission. Contrary to conventional wisdom where coher-
ences do not contribute to photocurrent, we presented
an intriguing case where it does. We considered com-
posite bands composed of different orbitals where the or-
bital selectivity of photoemission operator is an enabling
factor for coherence observation. To evaluate the contri-
butions to photocurrent, we developed a density matrix
based two-sided Feynman diagrammatic formalism. We
applied the developed formalism to a simple 4-level toy
model (qubit with ancillary states) highlighting the fac-
tors governing the interference exhibited due to coherence
between proximal energy levels in photoemission spec-
trum. Such manifestations of coherence in photoemission
spectrum persists even in presence of decay mechanisms
as long as the decay timescale is long compared to the
interference beating timescale. Beyond the toy model,
we applied the presented formalism to solid-state systems
where coherence can be observed at avoided crossings.
Thus, our work identified the conditions under which co-
herences can be observed in time-resolved photoemission
measurements.
The presented work helps lay the foundation for ob-
serving signatures of coherence in time-resolved photoe-
mission measurements. It further opens up new avenues
for research in a variety of directions. First, we have pro-
posed composite bands composed of different orbitals as
a platform for observing such coherences in time-resolved
photoemission, where the orbital selectivity of photoemis-
sion operator is critical. Evaluating the orbital selectivity
from the different orbitals forming the composite bands in
various material platforms is an important direction that
requires exploration. Second, the next step here is to
couple the presented formalism with the Lindblad master
equation for open quantum systems to formally and sys-
tematically incorporate the decay mechanisms that can
hinder coherence observations. And last, identify how
such observations of coherences can help advance our un-
derstanding of material properties.
Methods.
Time-resolved ARPES.
Wemake use of the formalism for time- and angle-resolved
photoemission (tr-ARPES) as laid out by Freericks et
al.[26] They conclude that tr-ARPES effectively measures
an averaged lesser Green’s function G<k (t, t
′) for each mo-
mentum k; given a probe that is temporally described by
s(t) which is centered around the measurement time t0,
6the photocurrent I(k, ω, t0) may be written as
I(k, ω, t0) = −i
∫∫
dt dt′ s(t)s(t′)eiω(t−t
′)G<k (t, t
′).
(15)
This expression denotes an effective averaging of G<k (t, t
′)
in a window set by the probe pulses, and a Fourier trans-
form along the relative time direction trel ≡ t − t′. t0
is also known as the average time tave ≡ (1/2) (t+ t′),
and it indicates the time delay in the experiment be-
tween the pump and the probe. Thus, to investigate
tr-ARPES, one has simply to obtain the lesser Green’s
function. This approach was used successfully for a va-
riety of systems, including strongly correlated materials,
superconductors, excitonic insulators, as well as simpler
interacting systems.[9, 26, 27] These approaches used a
Green’s function formalism, which naturally provides ac-
cess to G<(t, t′). However, coherences are more naturally
described by a density matrix formalism, which is the ap-
proach we will follow here.
The lesser Green’s function is
G<k (t, t
′) = i〈cˆ†k(t′)cˆk(t)〉. (16)
We may evaluate this expression using a density matrix
formalism, and using the time evolution operators Uˆ(t, t′)
for the operators,
G<k (t, t
′) = iTr{Uˆ(0, t′)cˆ†kUˆ(t′, t)cˆkUˆ(t, 0)ρ}, (17)
where ρ is the density matrix of the system at a reference
time. In equilibrium and when single-particle excitations
are diagonal, a straightforward evaluation yields
G<k (t, t
′) = inke−iεk(t−t
′), (18)
where nk is the Fermi function nk =
[
1 + eβεk
]−1. To
obtain the ARPES spectrum, we may simply rotate
t − t′ → trel (the relative time coordinate) and perform
a Fourier transform from trel to ω, which would yield
a peak at the energy ω = εk and no average time
dependence.
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