The problem of early convergence in the Particle Swarm Optimization (PSO) algorithm often causes the search process to be trapped in a local optimum. This problem often occurs when the diversity of the swarm decreases and the swarm cannot escape from a local optimal. In this paper, a novel dynamic diversity enhancement particle swarm optimization (DDEPSO) algorithm is introduced. In this variant of PSO, we periodically replace some of the swarm's particles by artificial ones, which are generated based on the history of the search process, in order to enhance the diversity of the swarm and promote the exploration ability of the algorithm. Afterwards, we update the velocity of the artificial particles in corresponding generating period by a new velocity equation with the minimum inertia weight in order to enhance the exploitation potentiality of the swarm. The performance of this approach has been tested on the set of twelve standard unimodal and multimodal (Rotated or unrotated) benchmark problems and the results have been compared with our previous work as well as four other variants of the PSO algorithm. The numerical results demonstrate that the proposed algorithm outperforms others in most of the test cases taken in this study.
Introduction
Particle Swarm Optimization (PSO), which is one of the swarm intelligence computation techniques, was invented by Russ Eberhart and James Kennedy in 1995 [2] [3] . It is an evolutionary algorithm that inspired from social behaviors in birds flocking and fish schooling to guide particles to search for global optimum in optimization problems. Each particle has an associated point in the search space which represents a solution, and flies through the search space to find globally optimal solution with an associated velocity which dynamically adjusted through the search process. The current velocity of a particle is typically a linear combination of three elements: (1) its previous velocity (2) the distance from the best point found by the particle and (3) the distance form the best point found by the swarm. The PSO algorithm iteratively modifies the point and the velocity of each particle as it looks for the optimal solution. The rate of convergence of particles in PSO is good through the fast information flowing among particles, so its diversity decreases very quickly in the successive iterations and lead to a suboptimal solution. This situation was said that an evolutionary process was trapped in a local optimal or premature convergence of the process.
The standard PSO algorithm can easily get trapped in the local optimal when solving complex multimodal problems. These weaknesses have restricted wider applications of the PSO [5-6-7] . Some reasons cause to this problem, one of that is decreasing diversity of population. A number of variants of PSO algorithm have been proposed to overcome the problem of diversity loss. One of the common methods to increase the diversity is mutation. Mutation causes an improvement in exploration abilities, which can be applied to different elements of a particle swarm. The effect of mutation depends on which elements of the swarm are mutated [8] . Velocity vector s considered.
In [8] a negative feedback mechanism into particle swarm optimization has proposed and developed an adaptive PSO. This mechanism takes advantage of the swarm-diversity to control the tuning of the inertia weight (PSO-DCIW), which in turn can adjust the swarm-diversity adaptively and contribute to a successful global search. Some other methods exist that using diversity measuring and mutation in the particle's position, to promote the performance of the algorithm include Gaussian Mutation [8-10-11-12-13] , Cauchy [13] [14] , and Chaos Mutation [15-16-17] .
There are other different ways of introducing diversity and controlling the degree of diversity; Riget and Vesterstorm proposed an algorithm named ARPSO. In ARPSO if diversity is above the predefined threshold d high then particles attract each other, and if it is below d low then the particle repel each other until they meet the required high diversity d high [18] ; repulsion to keep particles away from the optimum proposed by Parsopoulos and Vrahatis [19] ; LoZvbjerg and Krink made dispersion between particles that are too close to one another [20] ; and Blackwell and Bentley have reduced the attraction of the swarm center to prevent the particles clustering too tightly in one region of the search space in order to escape from local optimal [21]. J. J. Liang and P. N. Suganthan proposed a dynamic multi-swarm particle swarm optimizer (DMS-PSO) [22] . In this method whole population is divided into many small swarms, these swarms are regrouped frequently by using various regrouping schedules and information is exchanged among the swarms.
In this paper we propose a mechanism to enhance the diversity of the swarm based on particle replacement periodically, which in turn try to detect suitable positions (new particles) of the search space (points with fairly good fitness, and good distance from current distribution of the swarm particles) to replacing some of existing particles by new ones, hoped to increase diversity level of the swarm and escape from local optimal by detecting better area of the search space.
The rest of the paper is organized as follows: Section 2 describes the basic Particle Swarm Optimization algorithm. In section 3, we have a definition of Particle swarm optimization based on diversified artificial particles. Dynamic diversity enhancement mechanism described in section 4. Experimental results are discussed in section 5. Finally, this paper concludes in section 6.
Particle swarm optimization
Particle Swarm Optimization or PSO is a population based evolutionary algorithm developed by Eberhart and Kennedy in 1995, inspired from social behavior of natural species such as bird flocking or fish schooling. Each particle represents a point of multidimensional search space or a solution of the multidimensional problem that flies through a search space, denoted by X i = (x i1 , x i2 ,...,x id ,..., x iD ) for a D-dimensional problem, and looking for a globally optimal solution. So each member of the swarm adjusts its position in the search space from time to time according to the flying experience of its own and of its neighbors (or colleagues). In PSO, best position that the particle i meets in previous generations is denoted by P i = ( p i1 , p i2 ,..., p id ,..., p iD ), and the best one among all the particles in the swarm is represented as P g = ( p g1 , p g2 ,..., p gd ,..., p gD ). The two basic equations of PSO which implement flying of particles are the velocity equation and the position one as the Equation (1) .
Where Vi in the first equation is the velocity of Particle i that represented as Vi = (vi1, vi2,..., vid ,..., viD). The represents the personal thinking of the particle. The third part is the social component. In this equation c1 and c2 are acceleration constants. They represent the weighting of the stochastic acceleration terms that pull each particle toward personal best and global best positions. The constants r1, r2 are the uniformly generated random numbers in is clamped to a maximum magnitudeV max ) was firstly used to adjust the ability between exploration and exploitation [4, 23] . However, velocity candidate solution. In each iteration a new velocity value for each particle is calculated based on its current velocity, the distance from the local best position, and the global best position. The new velocity value is then used to calculate the next position of the particle in the search space according to Equation (1) . This process is then iterated a number of times or until a certain condition occurs.
Particle swarm optimization based on diversified artificial particles
The basic idea of our previous work [1] was to measure the diversity level [4] of the swarm during the evolutionary process and once the diversity of the population drops down to the predefined threshold level d, then the system of generating diversified artificial particle (DAP system) activated, and start to replacement some of the particles of the swarm that have relatively bad fitness with the particles generated by the DAP system which have high diversity and fairly good fitness. Therefore, the diversity level of the swarm would be increased up to certain degree; this process should be repeated once the diversity level drops down the d value again. Since in the PSO algorithm the speed of convergence is very high, the diversity control mechanism and generating DAP particles should be repeated very often. Therefore, we introduced a new parameter T, to define the duration that the DAP system should be passive after each replacement process. The proposed method for generating DAP particles, which illustrated in [1] and replacement of the swarm's particles was implemented independently from the problem characteristics to improve the global convergence behavior of PSO algorithms.
In this research we use similar process, and since the artificial particles generated in new regions of the search space at positions with good fitness and have far distance from current distribution of the converged swarm, we try to search very carefully in new regions by new artificial particles in corresponding generating period, In order to search more thoroughly and precisely.
Dynamic diversity enhancement mechanism
As mentioned above the basic idea of this research is enhance the diversity of the swarm dynamically by introducing new artificial particles into swarm and search carefully new regions of the search space, which new artificial particles located in. In order to generate artificial particles we a system of generating diversified artificial particle (DAP system), which uses the history of the search process by making an external archive that consists the best particles of previous generations. The following section illustrates the new variant of PSO, and section 4.2 shows how we generate diversified artificial particles from external archive. Fig. 1 shows the process of Dynamic Diversity Enhancement Particle Swarm Optimization algorithm (DDEPSO); the steps of this process are the same as the steps of the standard PSO except steps 4, 5, and in step 6 we use two different velocity equations. In step 4 we update External Archive in order to use as historical information in generating diversified artificial particles. In step 5 we have a diversified artificial particles mechanism (DAP), and should be executed if duration T from last Replacement time was elapsed. DAP process will enhance the swarm diversity by replacement some of converged bad fitness particles with the new diversified artificial particles. Through this step strongly prevent premature convergence and extend the searching space for locating a better solution. Although, the fitness of the DAPs may not as good as those within the population before DAP process, but the diversity of new artificial particles is pretty high, and the exploration of the evolutionary process can restart again.
DDEPSO algorithm
In step 6 we use two different velocity equations, the equation (1) and the following equation, for update velocity of the swarm's particle. The following velocity equation is used just for artificial particles which generated in the latest replacement process. Since we want to search more carefully in new regions by new artificial particles, we use the minimum inertia weight. In addition to the above, since new artificial particles locate in regions more likely with far distance from converged particles, then probably we have a big component of velocity to the global best particle in velocity equation, so we use a random coefficient in new velocity equation.
(2)
An artificial particle generation
As mentioned in the previous sections, high diversity and variety of particles could influence the convergence and the ability to escape from local optimal solution. In this section we describe a diversified artificial particle generating mechanism in order to generate artificial particles with high quality and good diversity. In the previous section, we discussed development of an external archive to collect particles with high diversity and fairly good fitness in previous generations of PSO process. In this research we established an external archive with 100 particles, and initialized it with random particles. Firstly, we gather particles with best fitness in the first generations (about 100 generations in this research) of the PSO process and replace particles in the external archive which have bad fitness. Then we should establish a replacement policy in order to gather effective particles in external archive and avoid the convergence of external archive particles. In this study after first 100 generations, we only do replacement when best particle found by PSO algorithm (best of all generation up to now) changed, and remove one of the particles with low diversity. For detect low diversity particles to remove from external archive, we use a Euclidean distance [1] , and measure distance of each particle from the mean of external archive particles. One of the particles with less distance should be replaced by new particle. For generating artificial particle from information of the external archive, we use a roulette wheel concept to create a new copy of external archive as Roulette, and We add two new rows to the Roulette for mutation purpose, first one is a vector of xMax (maximum value in each dimension), and the second is a vector of xMin(minimum value in each dimension) at the end of the matrix. Therefore, we use this mechanism to determine value of each dimension in an artificial particle by randomly selection one of the values stored in the same dimension of the Roulette. In other words, in order to generate each artificial particle, for each dimension value we select one row of the Roulette randomly, and use value stored in the same dimension of selected particle, then we insert this new particle into a mating pool. Therefore, we have particles which are in the external archive and new generated particles, all in one mating pool; then we apply operators such as selection(Roulette wheel method), crossover and mutation to promote quality and diversity of generated particles. Finally, we select a numbers of particles (45% of the swarm in this research) that have good diversity (distance from mean of the swarm) and fairly good fitness, and replace with the same numbers of existing particles in the swarm with relatively bad fitness particles. This process will increase diversity of the swarm notably and help to escape from local optimal trap. Fig. 2 illustrates the DAP system process. Fig. 3 shows how diversity level of DDEPSO increases in comparison with GPSO(Global star structure PSO) and causes to escape from local optimal for function 10 in Table 1 . This experiment is on 3000 iteration by 20 particles of 30 dimensions, and duration 100 for DAP system.
Step 1: Initialize PSO parameters, Period T, and Replacement Rate R, Generate initial Swarm, External Archive, and velocities of all particles
Step 2: Evaluate the Fitness of all particles in the Swarm
Step 3: Update particles personal best position and global best position (i.e. Pi and Pg).
Step 4: Update External Archive
Step 5: If (last Replacement took place more than T generations ago) Generate Diversified Artificial Particles (DAPs) Select artificial particles with high diversity and fairly good fitness Replace R% of the swarm's particles (with bad fitness) by selected DAPs Generate velocities, and set personal best position to the current position for replaced particles End if
Step 6: For each particles P of the swarm If P is a particle of latest DAPs Update particles velocity using equations (2) Else Update particles velocity using equations (1) Update position vector of particle P
Step 7: If (Stopping criteria is reached) then go to step 8 Else go to step 2
Step 8: Print the global best particle and the corresponding fitness function value 
Experimental settings and numerical results
Here For comparison of PSO and DDEPSO algorithms, we have used a collection of 12 standard benchmark problems. Mathematical models of the problems along with the true optimum value are given in Table 1 . In this benchmark problem set, we have a unimodal, and multimodal (rotated and unrotated) functions [28] . The entire set of test problems taken for this study is scalable i.e. the problems can be tested for any number of variables. However, for the present study we have tested the problems for dimensions 30 and 50.
In order to make a fair comparison of proposed DDEPSO with some of other variants of PSO algorithm, we implement standard PSO algorithm in both global star structure and local ring structure named GPSO and LPSO, respectively. In addition to these comparisons we also implement PSO-DCIW and DMS-PSO algorithms, which are proposed in [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , and PSO-DAP(our previous work [1] ) and compared with DDEPSO. We use the same conditions and same initial populations for candid comparison between all algorithms. The population size was taken as 20 while we have 30 variables (dimensions) for all the test problems, and 50 when problems should be tested with 50 variables. A linearly decreasing inertia weight is used which starts at 0.9 and ends at 0.4, with the user defined parameters c 1 =2.0 and c 2 =2.0. For each algorithm, the maximum number of iterations is set as 3000 iterations in the case of 30 dimensions, and 10000 for dimension 50. A new parameter T for DDEPSO algorithms is set as 30 and 50 in cases of 30 and 50 dimensions respectively, with the external archive of size 100, dispersion rate R is set as 45%. In DMS-PSO we use group size 3 and regroup period 5. A total of 20 runs for each experimental setting were conducted, and the results are given in Table 2 and Table 3 , in terms of mean of best fitness, standard deviation, and P-value of algorithms. Fig. 4 through 6 show performance curves DDEPSO in comparison with the basic PSO in both global star and local ring structures, DMS-PSO, PSO-DCIW, PSO-DAP by mean fitness of best particles history found by the swarm in all runs. The numerical results show that the proposed algorithm outperforms the other variants of PSO algorithms in most of the test cases taken in this study. 
Conclusion
Diversity level of the swarm is a very important point in the PSO algorithm and has a significant effect on its behavior; therefore, our approach enhances the diversity of the swarm with the new idea. In our approach, the algorithm can find the appropriate regions of search space by introducing new artificial particles based on historical information. After that, it carefully searches for these regions in which new artificial particles are located by using new formula to update velocities of artificial particles after replacement with converged particles. Subsequently, the algorithm meticulously moves in the search space and finds better solutions for problems. Experimental results illustrate DDEPSO can investigate the search space more appropriately compared to other approaches such as GPSO, LPSO, DMS-PSO, PSO-DCIW and PSO-DAP to find the better solution for different problems with different properties. This proves the potentiality of our approach which is problem-type-independent. Finally, it is concluded that the DDEPSO is an effective algorithm to solve different kinds of problems. 
