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Abstract
Let A(D) be the space of analytic functions on the open disk D and continuous on D. Let ∂D be the
boundary of D, we are interested in the class of f ∈ A(D) such that the image f (∂D) is a curve that
forms loops everywhere. This fractal behavior was first raised by Lund et al. (1998) [21] in the study of
the Cauchy transform of the Hausdorff measure on the Sierpinski gasket. We formulate the property as the
Cantor boundary behavior (CBB) and establish two sufficient conditions through the distribution of zeros
of f ′(z) and the mean growth rate of | f ′(z)| near the boundary. For the specific cases we carry out a detailed
investigation on the gap series and the complex Weierstrass functions; the CBB for the Cauchy transform
on the Sierpinski gasket will appear elsewhere.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Let D be the open unit disk and let ∂D be the boundary of D. For f analytic in D and
continuous on D, let ∂ f (D) denote the boundary of f (D). It follows from the open mapping
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theorem that ∂ f (D) ⊂ f (∂D). These two sets have very rich and intriguing geometric properties.
In fact, when f is conformal on D, then they are equal and there is a large literature on their
boundary behaviors; the reader can refer to Pommerenke [28] for the classical developments;
there are more recent developments in connection with Brownian motion [20] and for the random
fractals [3,4].
Our interest is in the class of analytic functions f for which the image curve f (∂D) form
infinitely many loops everywhere; naturally they are not univalent. From intuition, the function
f has the property that for any open arc I on ∂D, f (I ) contains at least one loop (which is
inside f (D)). If we let C = f −1(∂ f (D)), then C = ∂D \ ∞i=1 Ii , where Ii are open arcs
of ∂D, f (Ii ) ⊂ f (D), and ∞i=1 Ii = ∂D. The condition of loops everywhere implies that
C is a nowhere dense closed set (i.e., totally disconnected) and the image stretches out to be
f (C) = ∂ f (D), which is a curve if f (D) is simply connected, or contains more than one curve
if f (D) is multiple connected. This is analogous to the Cantor function that maps the Cantor set
onto the interval [0, 1]. Also note that for any uncountable nowhere dense closed set E ⊂ ∂D,
if we let E ′ ⊆ E be the set of accumulation points x of E such that each neighborhood of x
contains uncountably many points of E , then E ′ is, in addition, a perfect set (no isolated point),
and it is well known that such E ′ is homeomorphic to the Cantor set [17, p. 100]. For this reason
we call an uncountable nowhere dense closed subset E ⊂ ∂D a Cantor-type set for convenience.
This boundary behavior was first observed by Lund et al. [21] in the study of Cauchy transform
on the Sierpinski gasket. Let µ be the canonical Hausdorff measure on the Sierpinski gasket K
and let F(z) = K dµ(w)/(z −w) be the Cauchy transform. It is clear that F is analytic outside
K , and they showed that F has a Ho¨lder continuous extension over K . Let ∆ be the unbounded
connected component of C \ K . From computer graphics, they observed that the image F(∂∆)
is a complicate system of loops. They raised the Cantor set conjecture that F−1(∂F(∆)) is a
Cantor-type set (see also [7,8]). By using the Riemann mapping theorem, we can convert it into
the more general problem on the unit disk D as the above.
To formulate such boundary behavior, there are difficulties in obtaining a precise meaning
of “infinitely many loops”. Our approach is to use a weaker topological concept on the
connected components determined by f (∂D). We let C be the Riemann sphere. We make a
first decomposition on the range as
C \ f (∂D) =
j
W j (1.1)
whereW j are connected components (see section 2); then a second decomposition on the domain
by
f −1(W j ) =
q j
k=1
Okj (1.2)
with Okj connected components and q j <∞. It follows that theseW j , Okj are simply connected
and f satisfies f (Okj ) = W j and f (∂Okj ) = ∂W j (Theorem 2.4), this is equivalent to say that
f : Okj →W j is a proper map, in the sense that pre-images of compact subsets in the range are
compact [29].
Definition 1.1. We say that f ∈ A(D) has the Cantor boundary behavior (CBB) if (i)
f −1(∂ f (D)) and (ii) f −1(∂W j ) ∩ ∂D for each j , are Cantor-type set in ∂D.
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Note that the set in (i) has an image on the outer boundary of f (D), and (ii) makes a similar
assertion on W j . This, in some sense, explains the situation of loops inside loops. It is not
difficult to see that (i) is equivalent to the statement that for any non-degenerate subarc I ⊂ ∂D,
f (I ) ⊄ ∂ f (D), and similarly for (ii) in terms of Okj and W j . The following are some useful
criteria for the CBB.
Theorem 1.2. Let f ∈ A(D) be non-constant. Suppose the set of limit points of Z = {z ∈
D : f ′(z) = 0} equals ∂D, then f has the Cantor boundary behavior.
The next criterion makes use of the well known integral mean spectrum β(ρ), ρ > 0, the least
upper bound of the mean growth rate of | f ′(z)|ρ of the class of normalized univalent functions
on D (see [27,28], and also Section 5).
Theorem 1.3. Let f ∈ A(D). Suppose for every interval E ⊆ [0, 2π ] with |E | > 0, there exist
ρ > 0 and η > β(ρ), and C > 0, 0 < r0 < 1 (all depend on E) such that
E
| f ′(reiθ )|ρdθ ≥ C
(1− r)η , r0 < r < 1, (1.3)
then f has the Cantor boundary behavior.
As β(ρ) = O(ρ2) as ρ → 0 [27,28,16,23], we have the following corollary which is useful
to determine the CBB for specific cases.
Corollary 1.4. Let f and E be as in Theorem 1.3. Suppose there exist κ, ρ0,C > 0 and
0 < r0 < 1 (all depend on E) such that
E
| f ′(reiθ )|ρdθ ≥ C
(1− r)κρ , 0 < ρ < ρ0, r0 < r < 1, (1.4)
then f has the Cantor boundary behavior.
It is easy to use Theorem 1.2 and the infinite Blaschke product to construct examples of CBB
(see Example 5.5). Moreover, by making use of some classical results on the value distribution
of the Hadamard gap series [15,22], we obtain the following.
Theorem 1.5. Let f (z) = c0 +∞k=1 ck znk such that inf{nk+1/nk} ≥ a > 1, ∞k=0 |ck | < ∞
and supk |nkck | = ∞. Then the set of limit points of Z := {z ∈ D : f ′(z) = 0} equals ∂D, and
hence f has the Cantor boundary behavior.
In particular, for 0 < β < 1 and q ≥ 2 an integer, the complex Weierstrass function,
fq,β(z) =
∞
n=1
q−nβ zqn , |z| < 1
has the Cantor boundary behavior by Theorem 1.5 (see Fig. 4). The class of fq,β has been studied
for a long time, it is known that the curve fq,β(∂D) can fill up a disk for q large enough and β
sufficiently closed to 0 [30,1]. When q = λ ∈ (1,∞) is not an integer, we consider the domain
of fλ,β to be on the slit disk Ds = {z : |z| < 1} \ [0, 1); by making a slight modification of the
definition of the CBB, we can use Corollary 1.4 to prove.
Theorem 1.6. For 0 < β < 1, λ > 1, fλ,β satisfies the mean growth rate (1.4) in Corollary 1.4,
hence it has the Cantor boundary behavior at Γ = {eiθ : 0 < θ < 2π}.
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It is elementary that for f ∈ A(D), the zeros of f ′ induce loops on the image curve f (∂D). A
natural question is whether f has CBB will imply Z = {z ∈ D : f ′(z) = 0} ≠ ∅. The following
example shows that the answer is negative.
Example 1.7. For t > 0 sufficiently small and q ≥ 2 an integer, the function
f (z) =
 z
0
exp

t
∞
n=1
qnwq
qn

dw, |z| < 1,
has the Cantor boundary behavior, but f ′(z) does not have any zero in D.
The proof of the example depends on yet another more special sufficient condition of the CBB
(Theorem 7.2). We can also prove that the above f satisfies (1.4) (in a forthcoming paper), hence
the two conditions in Theorems 1.2 and 1.3 do not imply each other.
For the Cauchy transform F on the Sierpinski gasket K , we can make use of the Riemann
mapping theorem to convert the present consideration for F on ∆, the unbounded component
of C \ K , onto D and show that F satisfies the mean growth rate in (1.4) near ∂∆, hence
Corollary 1.4 yields a positive answer to the Cantor set conjecture in [21]. Since the proof of
the mean growth rate condition involves some technical estimations on the Cauchy transform
and is lengthy, the detail, together with some other results on fractal geometry will be presented
in a separate paper [10].
Returning to Theorems 1.2 and 1.3, we point out that the crux of the proof depends on the
following proposition and its analog on W j (Propositions 4.1 and 4.3).
Proposition 1.8. Let f ∈ A(D) be non-constant. Suppose there exists a non-degenerate subarc
I ⊂ ∂D such that f (I ) ⊂ ∂ f (D), then there exist a non-degenerate subarc I ′ of I , and a Jordan
domain D ⊂ D with I ′ ⊂ ∂D such that f (z) is univalent in D.
The proofs of the proposition and its counterpart on W j are rather involved. It makes use
of some interesting results of analytic topology [33] and analytic proper maps [29] on Okj and
W j , as well as a technique to reduce such maps to univalent functions on certain subdomains.
These are developed in Sections 2–4. Theorem 1.2 follows readily from Proposition 1.8, as the
accumulation of the zeros of f ′ at the boundary implies that f cannot be univalent near the
boundary, which verifies that for any arc I ⊂ ∂D, f (I ) ⊄ ∂ f (D). Therefore, f has the CBB.
For Theorem 1.3, we see that the condition implies the integral mean of | f ′|ρ exceed the least
upper bound of the mean growth rate for univalent functions on D, hence Proposition 1.8 can be
applied in a similar way to ascertain that the f in the theorem has the Cantor boundary behavior.
For the organization of the paper, in Section 2 we give some preliminary results of the
decompositions in (1.1) and (1.2), and the related analytic and topological properties. In
Section 3, we study these decompositions in connection with the finite Blaschke product. We
prove Proposition 1.8 in Section 4 (i.e., Propositions 4.1 and 4.3). The Cantor boundary behavior
is introduced in Section 5, and Theorems 1.2–1.3 will be proved there. In Section 6, we prove
Theorem 1.5 of the Hadamard gap series and Theorem 1.6 of the Weierstrass functions. In
Section 7, we consider Example 1.7 of CBB such that f ′ is free of zeros. Finally we give some
remarks and open questions related to the CBB.
We acknowledge that the main results of this paper together with the part on the Sierpinski
gasket had been announced in a conference proceedings without proof [9]. This paper provides
the detailed proofs, with some additional results in Sections 6 and 7; the part of the Sierpinski
gasket has independent interest, it is written separately and will appear elsewhere [10].
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2. Analytic and topological preliminaries
We use D = {z : |z| < 1} to denote the open unit disk and ∂D = {z : |z| = 1} to denote
the boundary of D; Cδ(a) = {z : |z − a| < δ} is the disk with center at a and radius δ. LetC be the Riemann sphere and let E be a compact set, then C \ E has at most countably many
connected components, and they are simply connected if E is a connected compact set [2, p. 205].
Furthermore it is known [33, p. 113] that if E is a bounded continuum, then E is locally
connected if and only if (i) each of the connected components of C \ E have locally connected
boundaries, and (ii) for any ϵ > 0, there are at most finitely many components of C \ E with
diameter > ϵ. (The assertion for (i) is called the Torhorst Theorem.) It follows that in this case
the boundaries of the components are closed curves. The above topological facts are essential in
our development throughout the paper.
LetΩ be a bounded domain, we use A(Ω) to denote the algebra of bounded analytic functions
on Ω that can be extended continuously to Ω . It is a Banach space under the supremum norm.
Unless otherwise stated, we always assume the functions f to be in A(Ω). For E ⊆ Ω , we use
n f (w, E) to denote the number of roots z ∈ E of the equation f (z) = w, counting according
to multiplicity. The following proposition will be used repeatedly in this paper, and the proof is
elementary.
Proposition 2.1. Let Ω be a bounded domain, f ∈ A(Ω), and let C \ f (∂Ω) =  j≥0W j be
the decomposition as connected components. Then for each w ∈W j , there exists a non-negative
integer n j (<∞) such that
n f

w,Ω
 ≡ n j ∀ w ∈W j .
Proof. For w0 ∈W j , we let n j = n f

w0,Ω

, we prove that there exists ρ > 0 such that
n f (w,Ω) ≡ n j <∞, w ∈ Cρ(w0). (2.1)
Then a simple continuation argument yields the proposition.
First observe that n j < ∞. For if otherwise, there exists zn ∈ Ω such that f (zn) = w0. By
the uniqueness theorem for analytic function and by passing to subsequence, we can assume that
zn → z∗ ∈ ∂Ω as n → ∞. The continuity of f implies that f (z∗) = w0 so that w0 ∈ f (∂Ω),
which is absurd. Let f −1(w0) = {z1, z2, . . . , zs}, then
f (z) ≠ w0, z ∈ Ω \ {z1, z2, . . . , zs}. (2.2)
Let αi be the multiplicity of f at zi . It follows that there are disjoint open disks Cδ(zi ) ⊂ Ω and
univalent functions hi (z) = a(i)1 (z− zi )+ a(i)2 (z− zi )2 + · · · , z ∈ Cδ(zi ) with a(i)1 ≠ 0 such that
f (z) = w0 + hαii (z), z ∈ Cδ(zi ).
It is obvious that
s
i=1 αi = n j . Let ηi = δ|a(i)1 |/4. By Koebe 1/4-covering Theorem, Cηi (0) is
covered once by hi (Cδ(zi )), hence Cηαii
(0) is covered αi times by h
αi
i (Cδ(zi )). This implies
n f (w,Cδ(zi )) = αi ∀w ∈ Cηαii (w0).
Let ρ0 = min1≤i≤s{ηαii } and let Dδ =
s
i=1 Cδ(zi ). Then
n f (w, Dδ) =
s
i=1
αi = n j (2.3)
for w ∈ Cρ(w0) with ρ ∈ (0, ρ0].
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Also a simple proof by contradiction yields
n f (w,Ω \ Dδ) = 0 ∀w ∈ Cρ(w0). (2.4)
The claim in (2.1) follows from (2.3)–(2.4). 
Let Ω ,G be domains in C, a continuous map f : Ω → G (not necessary defined at the
boundary) is called a proper map if the pre-images of compact subsets of G are compact [29]. It
is easy to prove that if the domain is bounded, the definition is equivalent to: for any sequence
{zn} ⊂ Ω , dist(zn, ∂Ω) → 0 implies dist( f (zn), ∂G) → 0. If in addition f ∈ A(Ω), then f
is a surjection [29, p. 301] and f (∂Ω) ⊆ ∂G = ∂ f (Ω). Note that f (Ω) is an open set by the
open mapping theorem, it follows that ∂ f (Ω) ⊆ f (∂Ω), therefore, f is proper if and only if
f (∂Ω) = ∂ f (Ω) = ∂G. As a direct consequence of Proposition 2.1, we have the following.
Corollary 2.2. Let f ∈ A(Ω) and f : Ω → f (Ω) is proper (hence f (∂Ω) = ∂ f (Ω)), then
there exists k > 0 such that n f (w,Ω) ≡ k for all w ∈ f (Ω).
We call the value k in the above corollary the degree of the map f . Note that the Ω can
be any bounded domain and can be multiple connected. Intuitively, if ∂Ω is a curve, the
condition ∂ f (Ω) = f (∂Ω) in Corollary 2.2 means f (∂Ω) contains no loops inside f (Ω), so
the multiplicity of each image point is the same.
In the following we study in detail the connected components of C \ f (∂Ω) in the range and
Ω \ f −1 f (∂Ω) in the domain. The former is used as a rigorous setup for the loose concept of
loops of f (∂Ω), and the second one divides Ω into connected subregions that are mapped onto
the connected components ofC\ f (∂Ω). These two classes of connected components play a key
role in our consideration.
Lemma 2.3. Let Ω be a bounded simply connected domain, and let f ∈ A(Ω) be non-constant.
Let C \ f (∂Ω) = j≥0W j be the decomposition as connected components. Then
(i) each W j is a simply connected domain;
(ii) f −1( f (∂Ω)) is connected and each connected component of Ω \ f −1( f (∂Ω)) is a simply
connected domain.
Proof. Since f (∂Ω) is a compact connected subset ofC, theW j ’s are simply connected domains
in C (by [2, Theorem 11.1.2]) and (i) follows.
To prove (ii), we note that f −1( f (∂Ω)) is compact, we need only show that it is connected,
then by the same reasoning as the above, each connected component of C \ f −1( f (∂Ω)) is
simply connected. This implies (ii).
Suppose Γ := f −1( f (∂Ω)) is disconnected, then Γ can be written as Γ = A ∪ B such that
A ∩ B = A ∩ B = ∅. (2.5)
Since Γ is closed, it follows that both A and B are closed. Obviously ∂Ω is a connected subset
of Γ , hence it is either a subset of A or a subset of B. Without loss of generality we assume that
∂Ω ⊆ B. Then A ⊂ Ω , and there exists an open set O ⊂ Ω such that
A ⊂ O and O ∩ B = ∅. (2.6)
Since f (O) is open and f (A) is a compact subset in f (O), by the maximum modulus theorem,
max
z∈A | f (z)| < maxz∈Ω | f (z)| = maxz∈∂Ω | f (z)|.
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Hence f (A) $ f (∂Ω). We observe that
f (O) ∩  f (∂Ω) \ f (A) ≠ ∅
(for if otherwise, f (A) ∩ ( f (∂Ω) \ f (A)) = ∅, which implies that f (∂Ω) is disconnected, and
is a contradiction). Hence there exists
z0 ∈ O ∩ f −1

f (∂Ω) \ f (A) ⊆ O ∩  f −1( f (∂Ω)) \ A = O ∩ B.
This contradicts (2.6). 
Theorem 2.4. With the notations in Lemma 2.3, suppose W j is such that W j ∩ f (Ω) ≠ ∅. Let
f −1(W j ) = q jk=1 Okj be the decomposition of connected components. Then 1 ≤ q j < ∞,
each Okj is a simply connected component of Ω \ f −1( f (∂Ω)), and f : Okj → W j is a proper
map, i.e.,
f (Okj ) =W j , f (∂Okj ) = ∂W j (2.7)
with degree n j,k , and
q j
k=1 n j,k = n f (w,Ω) = n j for all w ∈W j . Also
f −1(∂W j ) = J ∪
q j
k=1
∂Okj , (2.8)
with J ⊂ ∂D (if nonempty) and is disjoint from the ∂Okj ’s.
If in addition ∂Ω is locally connected, then all the ∂W j and ∂Okj are also locally connected.
Proof. It is direct to show that

j f
−1(W j ) = Ω \ f −1( f (∂Ω)). Since f −1(Wi )∩ f −1(W j ) =
∅ for i ≠ j , we see that j q jk=1 Okj is the decomposition of the open set j f −1(W j ) as con-
nected components. By uniqueness, this family of Okj ’s is the decomposition of Ω \ f −1( f (∂Ω))
and they are simply connected domains by Lemma 2.3.
To show f : Okj →W j is a proper map, we observe that
f (∂Okj ) ∩W j = ∅. (2.9)
(Otherwise there exists z0 ∈ ∂Okj with w0 = f (z0) ∈ W j , therefore z0 ∈ f −1({w0}) ⊂
f −1(W j ) = q jk=1 Okj . Hence z0 ∈ Olj for some l, which implies z0 ∉ ∂Okj , a contradiction.)
Clearly f (Okj ) ⊆ W j . If f (Okj ) ≠ W j , then being a proper open subset of a connected open
set, we see that ∂ f (Okj ) ∩W j ≠ ∅. This contradicts (2.9) by observing that ∂ f (Okj ) ⊆ f (∂Okj ).
Therefore we have f (Okj ) = W j . Furthermore this conclusion together with (2.9) again imply
that f (∂Okj ) = ∂W j .
It follows from (2.7) and Corollary 2.2 that there exist n j,k ∈ N+ such that
n f (w, O
k
j ) ≡ n j,k, w ∈W j .
Since W j ∩ f (Ω \q jk=1 Okj ) = ∅, we have, by Corollary 2.2,
q j
k=1
n j,k =

k
n f (w, O
k
j ) = n f (w,Ω) ≡ n j <∞, w ∈W j ,
and 1 ≤ q j <∞ follows.
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To prove (2.8), first note that f −1(∂W j ) ⊃q jk=1 ∂Okj . Let us write
f −1(∂W j ) = J ∪
q j
k=1
∂Okj ,
with J (if nonempty) disjoint from the ∂Okj ’s. We show that J ⊂ ∂D. Indeed for z0 ∈ J ∩ D,
w0 = f (z0) ∈ ∂W j and z0 ∉ q jk=1 Okj , hence d := dist(z0,q jk=1 Okj ) > 0. Since f (C(z0, δ))∩W j ≠ ∅ for all small δ > 0, we can choose z1 ∈ C(z0, d/2) such that f (z1) ∈ W j . This
contradicts that f −1(W j ) =q jk=1 Okj , hence we have J ∩ D = ∅.
For the last statement, it follows from [26, p. 89] that f (∂Ω) is compact and locally connected
as f ∈ A(Ω) and ∂Ω is compact and locally connected. This shows that ∂W j is also locally con-
nected [33, p. 113]; that ∂Okj is locally connected follows from (2.7) and [5, Lemma 1]. 
Remark. In (2.8), the set J cannot be omitted in general. For example, we can take f (z) =
(z+ 1/2)2, then f (D) \ f (∂D) has two components (in Fig. 1). LetW be the shaded component
in the range, and let O = f −1(W) be the shaded region in D, then clearly, f −1(∂W) is J ∪ ∂O
where J is the circular arc from e2π i/3 to e4π i/3.
1
1 1 2–1
–1
0.5
0.5
0.5 0.5
–0.5
1.5–0.5 –0.5
–0.5
f
Fig. 1. The image of f (z) = (z + 1/2)2.
To conclude this section, we recall that the Riemann–Hurwitz formula states that if Ω and G
are domains inC with connectivity m and n, and φ : Ω → G is an analytic proper map of degree
k, then
m − 2 = k(n − 2)+ r (2.10)
where r is number of zeros of φ′(z) in Ω [32]. By using this and Theorem 2.4, we have
Corollary 2.5. Let f ∈ A(D), let Okj be defined as in Theorem 2.4 and let n j,k :≡ n f (w, Okj ),
w ∈W j . Then f ′ has n j,k − 1 zeros in Okj .
3. Univalent decomposition
Note that the finite Blaschke products are the only analytic proper maps from D onto D
[29, p. 300]. In view of Theorem 2.4, the map f : Okj → W j is a proper map. Hence to discuss
further the properties of f on Okj and W j , it is convenient to use the Riemann mapping theorem
to lift them to Dand to consider the finite Blaschke product. We use this to prove Proposition 3.2
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in the following, which will be used in the proof of Lemma 4.2. For simplicity, in this section, we
will replace Okj and W j by the bounded simply connected domains with Ω and G respectively.
Lemma 3.1. Let f be analytic in D with f (D) = D and n f (w,D) ≡ k < ∞ for each w ∈ D.
Then f is a Blaschke product of degree k, i.e.,
f (z) = eiβ
k
n=1
z − zn
1− znz , |z| < 1, (3.1)
with zn ∈ D. Moreover f ′(z) has k − 1 zeros in D; f ′(z) ≠ 0 for |z| = 1 and n f (w, ∂D) = k
for |w| = 1.
Proof. The assumption implies that f is an analytic proper map from D onto D, hence it is a
finite Blaschke product and has the expression in (3.1). That f ′ has k − 1 zeros in D (by (2.10)).
It remains to show f ′(z) ≠ 0 for |z| = 1, obviously, f has an analytic extension to D with
| f (z)| = 1 for z ∈ ∂D. Let eiϕn(θ) = (eiθ − zn)/(1− zneiθ ), 0 ≤ θ < 2π . We have
ϕ′n(θ) =
d
dθ

arg
eiθ − zn
1− zeiθ

= Im d
dθ

log
eiθ − zn
1− zeiθ

= 1− |zn|
2
|1− zneiθ |2 > 0,
which implies f ′(z) ≠ 0 for |z| = 1. Hence n f (w, ∂D) ≡ k for all w ∈ f (∂D) (=∂D). 
Proposition 3.2. Let Ω and G be bounded simply connected domains with locally connected
boundaries. Let f ∈ A(Ω) be a proper map in Ω . Suppose there exists w0 ∈ ∂G such that
f −1(w0) = {z0}, and z0 is not a cut point of ∂Ω , then f (z) is univalent in Ω .
Proof. By Corollary 2.2, we know that n f (w,Ω) ≡ k, w ∈ G. We need to show that k = 1.
Let ϕ, ψ be conformal maps from D onto Ω and G respectively. By the continuity theorem,
both maps have continuous extensions to D. Let ψ(ξ0) = w0. As z0 is not a cut point of ∂Ω ,
it follows that #(ϕ−1(z0)) = 1 [28, Proposition 2.5], hence there is a unique a ∈ ∂D such that
ϕ(a) = z0. It follows from the assumption f −1(w0) = z0 that a is also the unique point in ∂D
such that f (ϕ(a)) = w0.
Consider h(η) = ψ−1( f (ϕ(η))), η ∈ D. It follows from Lemma 3.1 that h is a Blaschke
product of k factors, and nh(ξ, ∂D) = k,∀ |ξ | = 1. We claim that a is the unique point such that
h(a) = ξ0. Indeed, if there is b ∈ ∂D such that h(b) = ξ0, then ψ(h(b)) = ψ(h(a)) = ψ(ξ0) =
w0, so that
f (ϕ(b)) = ψ(h(b)) = ψ(h(a)) = w0 = f (ϕ(a))
and b = a by the uniqueness of a of the identity. It follows that k = 1, and h is univalent on D,
so is f on Ω . 
In the following, we want to decompose further the proper map f : Ω → G into simply con-
nected components with locally connected boundaries and f is univalent there (Proposition 3.4).
First we recall an elementary fact of choosing the branch curves of f −1(Γ ) for some simple
curve Γ near a point. Let f be analytic in the domain D and let a ∈ D, we write
f (z) = f (a)+ bq(z − a)q + bq+1(z − a)q+1 · · · , bq ≠ 0.
Let Γ = {w(s) : s ∈ [−1, 1]} be a simple curve in f (D) with w(0) = f (a). Consider a
single-valued analytic branch
ξ = h j (z) =

q

f (z)− f (a) j = e2 jπ i/q{c1(z − a)+ c2(z − a)2 + · · ·},
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then h j (z) is univalent for z near a, and
L j : z j (s) = h−1j

(w(s)− f (a))1/q
is a simple curve for s near 0 satisfying z j (0) = a and
f (z j (s)) = f (a)+ h j (z j (s))q = w(s), j = 0, 1, . . . , q − 1.
It is direct to show that {L j \ {a}}q−1j=0 are pairwise disjoint. Hence there exist η > 0 and a sub-
curve Γδ = {w(s) : s ∈ [−δ, δ]}(δ > 0) of Γ such that f −1(Γδ) |C(a,η) are q pairwise disjoint
simple curve {L j }q−1j=0 except for a common intersection point at a. The following lemma makes
use of this fact. As a convention, for ℓ continuous curves intersecting at a common point a, we
count them having ℓ intersections at a.
Lemma 3.3. Let Ω and G be bounded simply connected domains with locally connected
boundaries. Let f ∈ A(Ω) be an analytic proper mapping of degree k such that f (Ω) = G
and let Z = {z : f ′(z) = 0}. Suppose Γ is a simple curve in G with only one end point ξ0 ∈ ∂G
and f (Z) ⊂ Γ . Then there are simple curves γ1, . . . , γk such that
(i) γ j lies in Ω except for an end point z∗j ∈ ∂Ω , f (γ j ) = Γ , and f −1(∂G ∪ Γ ) = ∂Ω ∪k
j=1 γ j ;
(ii) γ1, . . . , γk have exactly k − 1 intersection points at Z (count according to multiplicity).
Proof. In order to avoid confusion, we also use Dz (Dw) to denote the unit disk as the
domain (range, respectively). Let ϕ and ψ be the conformal maps from Dz , Dw onto Ω and
G respectively, then g = ψ−1 ◦ f ◦ ϕ is a finite Blaschke product of degree k. We can
raise the simple curve Γ in G to ψ−1(Γ ) ⊂ Dw, again a simple curve with one end point
at w0 ∈ ψ−1(ξ0) ⊂ ∂Dw. It is direct to check that for Zg = {η ∈ Dz : g′(η) = 0},
g(Zg) ⊂ ψ−1(Γ ). In view of this, we can assume that Ω = Dz , G = Dw and f is a finite
Blaschke product with degree k.
We letZ = {a1, . . . , ap} be the (distinct) zeros of f ′ which has multiplicity q j−1 ≥ 1 at each
a j . Then by Lemma 3.1, the number of zeros of f ′ (counting multiplicity) is
p
j=1(q j − 1) =
k − 1. Let f (Z) = {ξ1, · · · , ξm} and let Zi = f −1(ξi ) ∩ Z = {a j : f (a j ) = ξi }, i = 1, . . . ,m.
Note that ξ0 ∈ ∂Dw is given as an end point of Γ . For convenience, we assume that ξm is another
end point of Γ . We arrange the a j ’s to follow the order of the Zi ’s, and parameterize Γ as
w(t) : 0 ≤ t ≤ m, so that w(i) = ξi . We let wi (t) = w(t), i ≤ t < i + 1, be the segment of the
curve Γ in between ξi and ξi+1 for i = 0, . . . ,m − 1 (see Fig. 2).
Since n f (w,Dz) = k for w ∈ Dw, by using a simple analytic continuation argument, we
have, for t ≠ 0, 1, . . . ,m,
f −1(wi (t)) = {z(i)1 (t), z(i)2 (t), . . . , z(i)k (t)} (3.2)
where each z(i)ℓ (t), ℓ = 1, . . . , k, are continuous in (i, i+1). From

Γ \{w(0), w(1), . . . , w(m)}
∩ f (Z) = ∅, it is direct to show that z(i)ℓ ((i, i + 1)) is an open simple curve for each (i, ℓ), and
these {z(i)ℓ ((i, i+1))}i,ℓ do not intersect each other. In the following, we will paste together these
curves by a continuity argument.
By Lemma 3.1, f ′(z) ≠ 0 at ∂Dz and f −1(ξ0) = {z∗1, . . . , z∗k } are k distinct points in ∂Dz .
Hence we can choose z(0)ℓ (t) to start at t = 0 with value z∗ℓ .
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Fig. 2. f has degree 3, f ′(z) has zeros at a1, a2 with multiplicity 1.
Next, let γℓ(t) = z(0)ℓ (t), t ∈ [0, 1), we extend these simple curves across 1 to [0, 2) as
follows. Note that w(1) = ξ1, we let
f −1(ξ1) = Z1 ∪ B1
where Z1 = {a1, . . . , an1} is a subset of Z (the zeros of f ′) and B1 does not contain the point of
Z . At a1, f ′ has multiplicity q1 − 1, there exist δ, η > 0 such that
f −1(w(t)) |C(a1,η) = {z1(t), . . . , zq1(t)}, t ∈ [1− δ, 1+ δ],
are q1 disjoint simple curves except for the intersection point at a1. By changing indices if
necessary, we can find jℓ such that
γℓ([0, 2)) := γℓ([0, 1)) ∪ {a1} ∪ z(2)jℓ ((1, 2)), (3.3)
coincides with zℓ(t) in a small neighborhood of t = 1 for ℓ = 1, . . . , q1. They are simple curves
having a common intersection point a1 (they are counted to have q1 − 1 intersections).
We apply the same construction of γℓ(t), 0 ≤ t < 2 for the rest of the a j ∈ Z1. These curves
are simple curves, they only intersect the family of curves associated with the same a j . The total
number of intersection is q(1) =n1j=1(q j − 1) (and the total count of such curves isn1j=1 q j ).
For the case bi ∈ B1, f ′(bi ) ≠ 0. It is clear that { f −1(w(t)) |C(bℓ,η) : t ∈ [1 − δ, 1 + δ]} is
a simple curve. Similar to (3.3), we find the needed simple curve γℓ([0, 2)) that passes through
biℓ , it is disjoint from the other γℓ([0, 2)).
Finally, continuing inductively the process, we obtain k simple curves γℓ(t), 0 ≤ t ≤ m
lying in Dz and with starting point γℓ(0) = z∗ℓ ∈ ∂Dz . The curves have exactly
m
i=1 q(i) =p
j=1(q j − 1) = k − 1 intersections at Z = {a1, a2, . . . , ap}. This completes the proof of the
lemma. 
Proposition 3.4. Let Ω and G be bounded simply connected domains with locally connected
boundaries. Let f ∈ A(Ω) be an analytic proper mapping of degree k such that f (Ω) = G and
let Z = {z : f ′(z) = 0}. Suppose Γ is a simple curve in G with only one end point ξ0 ∈ ∂G and
f (Z) ⊂ Γ , let f −1(G \ Γ ) =dj=1 O j be the decomposition as connected components. Then
(i) each O j is simply connected with a locally connected boundary;
(ii) f (O j ) = G \ Γ , f (z) is univalent in O j and d = k.
Proof. By Lemma 3.3, f −1(∂(G \ Γ )) = f −1(∂GΓ ) = ∂Ω ∪kℓ=1 γℓ := γ is a bounded
continuum and is locally connected. Let Ω \ γ := dj=1 O j be the decomposition as connected
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components. Following from the statements in the beginning of Section 2, each O j is simply
connected ([2, p. 205]). It follows from [33, p. 113] that ∂O j is locally connected.
It is clear that
f −1(G \ Γ ) = Ω \ γ =
d
j=1
O j . (3.4)
By using the same argument as in the second paragraph of the proof of Theorem 2.4, we have
f (O j ) = G \ Γ , f (∂O j ) = ∂(G \ Γ ).
Hence f : O j → G \ Γ is an analytic proper map. By Corollary 2.2, there is a positive integer
k j such that k j ≡ n f (w, O j ) for w ∈ G \ Γ . It follows from (3.4) that
d
j=1
k j = n f

w,
d
j=1
O j

= k, ∀w ∈ G \ Γ . (3.5)
Note that both O j and G \ Γ are simply connected domains, and f ′(z) ≠ 0 in O j , we have
from (2.10) (the Riemann–Hurwitz formula) that k j = 1. Therefore f (z) is univalent in O j and
d =dj=1 k j = k by (3.5). 
4. Local univalence near the boundary
In this section, we will prove two major propositions, which are the key steps to study the
Cantor boundary behavior. By convention, an arc will mean a non-degenerate arc.
Proposition 4.1. Let f ∈ A(D) be non-constant. Suppose there exists an open arc I ⊆ ∂D
such that f (I ) ⊂ ∂ f (D). Then there exists a subarc I ′ of I and a Jordan domain D ⊂ D with
I ′ ⊂ ∂D such that f (z) is univalent in D.
Proof. Let I = {eiθ : θ1 < θ < θ2} where θ1, θ2 ∈ [0, 2π). By replacing with a sub-arc,
we can assume f (eiθ1) ≠ f (eiθ2) by Privalov’s uniqueness theorem [28, p. 126]; furthermore,
we can assume that f (eiθ j ) ∉ f (I ), j = 1, 2. Indeed let θ3 := sup{θ ∈ [θ1, θ2) : f (eiθ ) =
f (eiθ1)}, θ4 = inf{θ ∈ (θ3, θ2] : f (eiθ ) = f (eiθ2)}. Then clearly, θ1 ≤ θ3 < θ4 ≤ θ2, and
f (eiθ ) ≠ f (eiθ3), f (eiθ4) for all θ ∈ (θ3, θ4). We can replace I by this subarc.
We choose a simple curve γ lying in D except for the two end points at eiθ1 , eiθ2 . Then I ∪ γ
is a simple closed curve, we denote its interior by Ω . Let f˜ := f |Ω . Then f˜ ∈ A(Ω) with
f˜ (I ) ∩ f˜ (Ω) = ∅ and f˜ (γ ) ∩ f˜ (I ) = ∅. (4.1)
Let C \ f˜ (I ∪ γ ) = C \  f˜ (I ) ∪ f˜ (γ ) =
j≥1
W j (4.2)
where the W j ’s are simply connected components with locally connected boundary ∂W j
(Lemma 2.3 and Theorem 2.4).
Choose η0 = eiθ0 ∈ I and let∆δ := {z ∈ D : |z− η0| < δ}, δ > 0 sufficiently small such that
∆δ ⊂ Ω and f˜ (∆δ) ∩ f˜ (γ ) = ∅. This and f˜ (I ) ∩ f˜ (∆δ) = ∅ (by (4.1)) ensure the existence of
a connected component W j0 in (4.2) such that
f˜ (∆δ) ⊂W j0 :=W∗. (4.3)
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Let f˜ −1(W∗) = ki=1 Oi where the Oi ’s are simply connected components of f˜ −1(W∗) as
in Theorem 2.4. By the connectedness of ∆δ , there exists an Oi0 such that
∆δ ⊂ Oi0 . (4.4)
Note that ∂Oi0 is locally connected, f˜ : Oi0 → W∗ is an analytic proper map of degree k0, and
n f˜ (w, Oi0) ≡ k0 for w ∈W∗ (Theorem 2.4).
We now apply Proposition 3.4 to consider f˜ restricted on Oi0 . LetZ = {z ∈ Oi0 : f˜ ′(z) = 0}.
Since # f˜ (Z) ≤ k0 − 1 <∞, we can choose a smooth simple curve Γ in W∗ with an end point
ξ0 ∈ ∂W∗ \ f˜ (I ) such that f˜ (Z) ⊂ Γ and f˜ (∆δ) ∩ Γ = ∅. This choice implies
f˜ (∆δ) ⊂W∗ \ Γ (4.5)
by (4.3). Let f˜ −1(W∗ \ Γ ) = k0j=1 D j as in Proposition 3.4, where each D j is a simply
connected domain with a locally connected boundary, and f˜ is univalent in D j . It follows from
(4.5) that
∆δ ⊂ f˜ −1(W∗ \ Γ ) =
k0
j=1
D j .
This and the connectedness of∆δ imply that there exists a D j0 such that∆δ ⊂ D j0 . Let D = ∆δ ,
then f˜ is univalent in D. 
The next proposition is an analog of Proposition 4.1 by replacing ∂D and ∂ f (D) with ∂Oℓj
and ∂W j respectively. The difficulty here is that ∂Oℓj is more complicate and we do not have
(4.4). We need the following lemma which requires some delicate argument.
Lemma 4.2. Let f be a non-constant function in A(D). Let W j ⊂ f (D) and f −1(W j ) =q j
k=1 O
k
j as in Theorem 2.4. Suppose there exists an open arc I ⊂ ∂O1j ∩ ∂D such that f (I ) ⊂
∂W j , then there exist a subarc I ′ of I , and a curve γ such that γ o ⊂ O1j (γ o means omitting the
two end points of γ ), L := I ′ ∪ γ is a simple closed curve, and
(i) f (γ ) is a simple curve and f (I ′) ∩ f (γ o) = ∅, and
(ii) f is univalent in the region Ω enclosed by L.
Proof. Let I ′ = {eiθ : θ1 < θ < θ2} be a subarc of I satisfies f (eiθ1) ≠ f (eiθ2) and f (eiθ j ) ∉
f (I ′), j = 1, 2. It follows from Theorem 2.4 that f is proper in O1j . By Proposition 3.4, we can
find a simple curve Γ inW j with only one end point w∗ ∈ ∂W j \ f (I ′) and a simply connected
domain O∗ ⊂ O1j such that I ′ ⊂ ∂O∗, f (z) is univalent in O∗, f (O∗) = W∗ = W j \ Γ , and
both ∂O∗, ∂W∗ are locally connected.
Since ∂O∗ is locally connected, we can choose a simple curve γ with eiθ1 , eiθ2 as endpoints
and γ o lies in O∗. It is obvious that f (γ ) is a simple curve (as f is univalent in O∗) and
L := I ′ γ is a simple closed curve, let Ω be the Jordan domain enclosed by L . Note that
O∗ \ γ has exactly two connected components [28, Proposition 2.12]. We let O denote the
simply connected component such that I ′ ⊂ ∂O . (Note that if there exists an η0 ∈ I ′ such that
∆0 := {z ∈ Ω : |z − η0| < δ} ⊂ O , then proceed as in Proposition 4.1, we can conclude f
is univalent in ∆0 and complete the proof. However we cannot conclude this as O ( Ω if there
exist cut points of ∂O in I ′, and these cut points can be dense on I ′ (See Fig. 3). We need a
different proof (see (4.8)).)
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Fig. 3. Ω is the Jordan domain enclosed by I ′ ∪ γ , O is the shaded domain.
Let
Ω \ ∂O = O ∪

i
Di

(4.6)
be the decomposition of simply connected components. We claim that
Di ∩ Okj = ∅ for k ≥ 2.
If otherwise, Di ∩ Okj ≠ ∅ for some k ≥ 2. As Okj ∩ ∂Di ⊂ Okj ∩ ∂O1j = ∅, it follows that
Okj ⊆ Di . Hence
f (O) (W j = f (Okj ) ⊆ f (Di ),
there exists w0 ∈ ∂ f (Di ) such that w0 ∉ ∂ f (O). This contradicts ∂ f (Di ) ⊂ f (∂Di ) ⊂
f (∂O) = ∂ f (O) (the last equality follows from f is univalent in O) and the claim follows.
It follows from (4.6) and the claim that
Ω ∩ Okj = ∅ for k ≥ 2. (4.7)
We will prove
f (I ′ ∪ γ ) ∩ f (Ω) = ∅. (4.8)
Once this is done, then f is a proper map from the simply connected domain Ω onto f (Ω),
f (I ′)∩ f (γ ) = ∅ and f is one-to-one in γ . We conclude from Proposition 3.2 that f is univalent
on Ω . This completes the proof of the lemma.
To prove (4.8), note that the univalence of f on O∗(⊂ O1j ) and (4.7) imply f (γ )∩ f (Ω) = ∅.
Hence we need only prove
f (I ′)

f (Ω) = ∅.
Suppose otherwise, there are ξ0 ∈ I ′ and η0 ∈ Ω such that w0 := f (η0) = f (ξ0). As w0 ∈
f (∂O), (2.8) and (4.7) imply η0 ∈ ∂O . Let A := {z ∈ D : |z − η0| < δ} ⊂ Ω and B :=
{z ∈ D : |z − ξ0| < ϵ}. By the open mapping theorem and the continuity of f , we choose small
δ > 0 and ϵ > 0 such that
A ∩ B = ∅ and f (B ∩ Ω) ⊂ f (A).
As ξ0 ∈ ∂O , then B ∩ O ≠ ∅, let z∗ ∈ B ∩ O ⊂ B ∩ Ω , w∗ = f (z∗) ∈ f (O), then { f −1(w∗)}
have at least two points in Ω (one in A and one in B), but (4.7) implies { f −1(w∗)} ⊂ O , which
contradicts the univalence of f in O and (4.8) follows. 
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Proposition 4.3. Let f be a non-constant function in A(D). Suppose there exists an open arc
I ⊂ ∂D such that f (I ) ⊂ ∂W j for some connected component W j of C \ f (∂D), then there
exists a subarc I ′ of I and a Jordan domain D ⊂ D with I ′ ⊂ ∂D such that f is univalent in D.
Proof. If W j ∩ f (D) = ∅, then it is clear that f (I ) ⊂ ∂W j ⊆ ∂ f (D) and Proposition 4.1
applies. Hence we only consider the case W j ⊂ f (D).
Let f −1(W j ) =q jk=1 Okj as before, then by (2.8), we have
I ⊆ f −1( f (I )) ⊂ f −1(∂W j ) = J ∪
q j
k=1
∂Okj (4.9)
where J ⊂ ∂D (if nonempty) is disjoint from all the ∂Okj ’s. We consider the following two cases:
Case 1. There exists some k0 such that I ∩∂Ok0j contains an open subarc I0. Then f (I0) ⊂ ∂W j .
We let I ′ and γ be as in Lemma 4.2 and let D(=Ω) be the region enclosed by L = I ′ ∪ γ . It
follows from the lemma that f is univalent in D.
Case 2. If otherwise, I ∩ ∂Okj does not contain any open subset of I for any k, then by the Baire
theorem and (4.9), there exists a subarc I1 ⊂ J . Let z0 ∈ I1 and choose δ > 0 small enough so
that ∆z0 := {z ∈ D : |z − z0| < δ} is such that
I2 = {eiθ : |z0 − eiθ | < δ} ⊆ I1 and ∆z0 ∩
 q j
k=1
Okj

= ∅.
Hence f (∆z0)∩W j = ∅. Consider f : ∆z0 → C, it follows that f (I2) ⊂ ∂ f (∆z0). By mapping
∆z0 conformally onto D, we can apply Proposition 4.1 to conclude that there is a subarc I ′ of I2
and Jordan domain D ⊂ ∆z0 with I ′ ⊂ D and f is univalent on D. This completes the proof of
the proposition. 
5. The Cantor boundary behavior
In this section, we define the Cantor boundary behavior and study this property through the
distribution of the zeros of f ′(z) and the mean growth rate of | f ′(z)| as |z| → 1. Following
the notation in Section 1, we will call an uncountable, nowhere dense closed subset E ⊂ ∂D a
Cantor-type set.
Definition 5.1. Let f ∈ A(D), and let C \ f (∂D) = j W j be the decomposition as connected
components, we say that f (z) has the Cantor boundary behavior (CBB) in D if f −1(∂ f (D)) and
f −1(∂W j ) ∩ ∂D are Cantor-type sets.
Remarks. 1. It can happen that in the extreme case f (∂D) = f (D) (i.e., f (∂D) is a space filling
curve of f (D) [6]), hence the family {W j } is the unbounded component together (if exist) with
those bounded components disjoint from f (D). It follows that the CBB is determined only by
f −1(∂ f (D)) being a Cantor-type set in ∂D, and the second part in the definition is not necessary.
2. For the generic cases, the heuristic geometric interpretation of the definition is that: for
C := f −1(∂ f (D))(⊂ ∂D), we can write C = ∂D\∞k=1 Ik where Ik are disjoint open arcs of ∂D.
These Ik satisfies f (Ik) ⊂ f (D). It follows that f ( I¯k) forms a closed curve (loop) in the image.
The Cantor-type set assumption says that C is a nowhere dense set in ∂D (i.e.,k Ik = ∂D), and
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the boundary ∂ f (D) of the image f (D) comes from C in ∂D. If we look at the region enclosed
by f ( I¯k), then the second part of the assumption explains that there is another family of loops
formed by f ( I¯k). Inductively, we see that f (∂D) is a closed curve which has family of loops
inside loops. (See Proposition 5.2 for a rigorous statement.)
3. By Lemma 2.3, Theorem 2.4 and [33, p. 113], we see that each W j is a simply connected
domain with a locally connected boundary, hence ∂W j is a closed curve by Pommerenke
[28, p. 20]. Further, it is easy to see that W j is a Jordan domain if W j ∩ f (D) = ∅. Let
C j = f −1(∂W j ) ∩ ∂D, then f (C j ) is a closed curve for each j , and a closed Jordan curve
if W j ∩ f (D) = ∅. On the other hand f (D) can be multiple connected, and f (C) = ∂ f (D) can
contain more than one curve.
We make a few more comments on the definition of the CBB by two specific examples. Let
ℓn,k =

re
2k−1
2n 2π i : 1− 2−n ≤ r < 1 and Γ = ∞
n=1
2n−1
k=1
ℓn,k .
Then Γ is a dense family of radial slits from ∂D. The setΩ := D\Γ is a simply connected domain
with ∂D∪Γ as its boundary. Let f : D→ Ω be a conformal surjection with f (0) = 0, f ′(0) > 0.
It is easy to check that ∂Ω is locally connected, so the continuity theorem implies f ∈ A(D).
Clearly
f −1(∂ f (D)) = ∂D and f −1(∂ f (D)) = C
where C is a Cantor-type set. In our definition of CBB, we use f −1(∂ f (D)) instead of
f −1(∂ f (D)) as the former excludes the slit cases, and hence this example.
Also if we let g(z) = f (z)3, then g(D) = D (see [31]) and
g(∂D) = ∂D ∪

n,k

r3e
2k−1
2n 6π i : 1− 2−n ≤ r < 1.
It follows that g(D) \ g(∂D) =W1 is the only bounded connected component, and
g−1(∂g(D)) = g−1(∂D) = C, and g−1(∂W1) ∩ ∂D = ∂D.
We see that g satisfies the condition for g−1(∂g(D)) to be a Cantor-type set, but not for
g−1(∂W1) ∩ ∂D.
Proposition 5.2. Suppose f ∈ A(D) has the Cantor boundary behavior, and the Lebesgue mea-
sure of f (∂D) is zero, then both decompositions f (D)\ f (∂D) = j W j and D\ f −1( f (∂D)) =
j,k O
k
j contains infinitely many connected components.
Proof. Suppose the statement is false, then there are finitely many W j . It follows from Theo-
rem 2.4 that there are only finitely many Okj . We denote them by {Ok}Nk=1. Then
N
k=1 Ok is
dense in D, otherwise there exists an open set U ⊂ D such that f (U ) ⊂ f (∂D). This is impos-
sible as Leb( f (∂D)) = 0. Hence we have ∂D = Nk=1(∂Ok ∩ ∂D), and by the Baire theorem,
there is at least one ∂Ok0 that contains an open arc I of ∂D. This contradicts the CBB. 
Note that the condition Leb( f (∂D)) = 0 is satisfied if f has Ho¨lder exponent >1/2 on
∂D [12]. On the other hand one can construct an example (using the criterion in [6]) such that
f (∂D) fills up an open subset in f (D) and f (D) \ f (∂D) has finitely many components.
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The following is our first criterion for the CBB.
Theorem 5.3. Let f be a function in A(D). Suppose the set of limit points of Z := {z ∈ D :
f ′(z) = 0} equals ∂D, then f has the Cantor boundary behavior.
Proof. We first consider f −1(∂ f (D)), we show that it is a nowhere dense set in ∂D. Suppose
otherwise, there exists an open subarc I of ∂D such that I ⊂ f −1(∂ f (D)). It follows that
f (I ) ⊂ ∂ f (D). By Proposition 4.1, there exist a subarc I ′ of I , and a Jordan domain D ⊂ D
with I ′ ⊂ ∂D such that f (z) is univalent in D. Hence f ′(z) ≠ 0 in D, i.e., Z ∩ D = ∅ and Z
does not have limit points in I ′. This contradiction yields the case for f −1(∂ f (D)).
The proof that f −1(∂W j )∩∂D is nowhere dense is the same as the above, with Proposition 4.3
replacing Proposition 4.1. 
As a direct consequence of the theorem, we have the following.
Corollary 5.4. Let f be as in the above theorem, and let g be an analytic function defined on a
domain Ω ⊃ f (D), then g ◦ f also has the Cantor boundary behavior.
Proof. We need only observe that (g ◦ f )′(z) = g′( f (z)) f ′(z) and the limit points of the zeros
of (g ◦ f )′(z) is ∂D. Then Theorem 5.3 applies.
The theorem also allows us to construct a large class of functions to have the CBB. Recall
that the H p-space on D, p > 0 is defined to be the class of analytic functions on D so that
∥ f ∥p = supr<1

1
2π

∂D | f (reiθ ) |p dθ
1/p
<∞. 
Example 5.5. Let θk,m = m/k,m = 1, 2, . . . , k − 1, k = 2, 3, . . . , and let zk,m = (1 − k−s)·
ei2πθk,m . Since
∞
k=2
k−1
m=1(1 − |zk,m |) =
∞
k=2(k − 1)k−s < ∞ if s > 2, then the Blaschke
product
ps(z) =
∞
k=2
k−1
m=1
|zk,m |
zk,m
zk,m − z
1− zk,m z
converges uniformly for |z| ≤ r < 1 and |ps(z)| ≤ 1 for z ∈ D. For s > 2, we define a subclass
Fs of analytic function in A(D):
Fs =

f (z) =
 z
0
g(ξ)ps(ξ)dξ : g ∈ H1(D)

.
Then for any f ∈ Fs , f has the Cantor boundary behavior.
Proof. Since f ′(z) = g(z)ps(z) is in H1(D), we have f ∈ A(D). Moreover, f ′ has a zero set
Z ⊇ {zk,m} in D and the set of limit points of Z is ∂D. Theorem 5.3 hence implies that f (z) has
the CBB. 
Next we will give another sufficient condition of different nature for f to have the CBB. It is
related to the growth rate of the integral mean of | f ′|.
Let S denote the class of univalent functions f on D with f (0) = 0, f ′(0) = 1. For ρ > 0,
we define
β(ρ) = sup
f ∈S
lim sup
r→1−
log
 2π
0 | f ′(reiθ )|ρdθ

− log(1− r)
 (5.1)
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and call it the integral mean spectrum of S [27,28]. A nice survey of this and related problems
can be found in [3,4]. It follows easily that for any f ∈ S and for any fixed ϵ > 0, there exists a
constant C = C(ϵ) > 0 such that
1
2π
 2π
0
| f ′(reiθ )|ρdθ ≤ C
(1− r)β(ρ)+ϵ ,
1
2
< r < 1. (5.2)
The estimate of β(ρ) is an interesting problem, the upper bound estimate was first given by
Pommerenke ([27,28, p. 178]):
β(ρ) ≤ ρ − 1
2
+

4ρ2 − ρ + 1
4
1/2
< 3ρ2 + 7ρ3, ρ > 0, (5.3)
and was improved by Hedenmalm and Shimorin [16] to β(ρ) ≤ 0.4365ρ2(ρ → 0). The lower
bound was considered by Makarov [23], and the sharper estimate was given by Kayumov [18,19]
more recently: β(ρ) ≥ 15ρ2 for 0 < ρ ≤ 25 .
Theorem 5.6. Let f ∈ A(D). Suppose for every interval E ⊆ [0, 2π ] with |E | > 0, there exist
ρ > 0 and η > β(ρ), and C > 0, 0 < r0 < 1 (all depend on E) such that
E
| f ′(reiθ )|ρdθ ≥ C
(1− r)η , r0 < r < 1, (5.4)
then f has the Cantor boundary behavior.
Proof. Similar to the proof of Theorem 5.3, we only consider the case f −1(∂ f (D)) using
Proposition 4.1. The other case for f −1(∂W j )∩∂D follows from the same argument by applying
Proposition 4.3 instead.
Suppose f −1(∂ f (D)) is not a Cantor-type set, then there exists an open arc I ⊂ ∂D such that
f (I ) ⊂ ∂ f (D). By Proposition 4.1, we can find an open subarc I ′ = {eiθ : θ1 < θ < θ2} of I
with 0 ≤ θ1 < θ2 < 2π , and a Jordan domain D ⊂ D such that I ′ ⊂ ∂D and f is univalent in
D. Let z = ϕ(u) which maps D conformally onto D, then
g(u) = f (ϕ(u))− f (ϕ(0))
f ′(ϕ(0))ϕ′(0)
∈ S.
The Caratheodory theorem implies that ϕ(u) has a continuous injective extension to D. Hence
there is an open arc J = {ei t : 0 ≤ t1 < t < t2 ≤ 2π} ⊂ ∂D such that ϕ(J ) = I ′, and ϕ(z) is
injective on J , and ϕ(ei t1) = eiθ1 , ϕ(ei t2) = eiθ2 .
The reflection principle implies that ϕ has an analytic univalent continuation passing J ,
hence ϕ′(ei t ) ≠ 0 for t ∈ (t1, t2). Because ϕ is analytic and univalent in a domain containing
D ∪ {ei t : t1 < t < t2}, it follows that for [t3, t4] ⊂ (t1, t2) with t3 < t4, there exists c > 0 such
that
c ≤ |ϕ′(rei t )| ≤ 1
c
, t ∈ [t3, t4], r ∈

2
3
, 1

. (5.5)
For arbitrary small δ > 0, ϕ is analytic and univalent in Cδ(ei t ) for t ∈ [t3, t4], hence the Koebe
one-quarter theorem gives
Ccδ/4(ϕ(e
i t )) ⊂ ϕ(Cδ(ei t )), ∀t ∈ [t3, t4]. (5.6)
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It is easy to prove by (5.6) that for small δ > 0, there exist [θ3, θ4] ⊂ (θ1, θ2) with θ3 < θ4 such
that
{seiθ : s ∈ [s1, 1], θ ∈ [θ3, θ4]} ⊂ {ϕ(rei t ) : r ∈ [r1, 1], t ∈ [t3, t4]} (5.7)
where r1 = 1− δ, s1 = 1− cδ/4. It follows from (5.5) and (5.7) that 1
r1
 t4
t3
|g′(rei t )|ρdtdr = cρ1
 1
r1
 t4
t3
(| f ′(ϕ(rei t ))||ϕ′(rei t )|)ρdtdr
≥ cρ1 c2−ρ
 1
r1
 t4
t3
| f ′(ϕ(rei t ))|ρ |ϕ′(rei t )|2dtdr
≥ cρ1 c2−ρ
 1
s1
 θ4
θ3
| f ′(seiθ )|ρdθds
≥ cρ1 c2−ρ0C(1− s1)−η+1 (by assumption).
It follows that
1
δ
 1
1−δ
 t4
t3
|g′(rei t )|ρdtdr ≥ C ′δ−η
where C ′ is independent of δ. Since δ > 0 is arbitrary, this contradicts (5.2) for g ∈ S. 
It is more convenient to use the following corollary to apply to specific cases.
Corollary 5.7. Let f ∈ A(D). Suppose for every interval E ⊆ [0, 2π ] with |E | > 0, there exist
κ, ρ0,C > 0 and 0 < r0 < 1 (all depend on E) such that
E
| f ′(reiθ )|ρdθ ≥ C
(1− r)κρ , 0 < ρ < ρ0, r0 < r < 1, (5.8)
then f has the Cantor boundary behavior.
Proof. By (5.3), we see that for ρ sufficiently small, β(ρ) < 3ρ2 + 7ρ3 < κρ. We take η = κρ
in the above theorem. 
Remark. It is useful to relax Theorem 5.6 slightly: if there exist B := {x1, x2, . . . , xq} ⊂ [0, 2π ]
such that (5.4) holds for every interval E ⊂ [0, 2π ] disjoint from B, then we can still conclude
that f has the CBB from the proof of Theorem 5.6.
6. Hadamard gap series and complex Weierstrass functions
We call
f (z) = c0 +
∞
k=1
ck z
nk , inf{nk+1/nk} ≥ a > 1
a Hadamard gap series. This class of series has been studied in great detail in complex function
theory, and there is a large literature on its boundary properties and the value distribution
properties. Here we make use of some results by Maclane [22] and Hwang and Campbell [15] to
conclude the accumulation of the zeros of f ′ near the boundary.
We say that an analytic function f inD has an asymptotic valuew (∞ is permitted) at z0 ∈ ∂D
if there exists a path γ ⊂ D with γ ∩ ∂D = {z0} such that lim|z|→1,z∈γ f (z) = w. Let A denote
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the class of analytic functions f in D such that f has asymptotic values at a dense subset of ∂D.
From [22,25] we obtain the following.
Proposition 6.1. Hadamard gap series belong to A.
The following lemma implies the so called Picard property of an analytic function on D
[22, Theorems 3 and 10]. For ξ ∈ ∂D, δ > 0, let Uδ(ξ) = Cδ(ξ) ∩ D.
Lemma 6.2. Suppose f ∈ A and f is unbounded on every curve γ in D on which |z| → 1, then
for any ξ ∈ ∂D and δ > 0, f (Uδ(ξ)) assumes every value in C infinitely many times.
A function f analytic in D (not necessarily defined on ∂D) is called annular if there is a
sequence of simple closed curves Jn ⊂ D such that each Jn is contained in the interior of Jn+1,
and
lim
n→∞min{|z| : z ∈ Jn} = 1 and limn→∞min{| f (z)| : z ∈ Jn} = ∞.
The following is proved in [15].
Proposition 6.3. Let f be a Hadamard gap series, then f is annular if and only if sup |ck | = ∞.
Theorem 6.4. Let f (z) = c0 + ∞k=1 ck znk , nk+1/nk ≥ a > 1 with ∞n=0 |cn| < ∞ and
supk |nkck | = ∞. Then the set of limit points of Z = {z ∈ D : f ′(z) = 0} is ∂D, and hence f
has the Cantor boundary behavior.
Proof. Let g(z) = z f ′(z) =∞k=0 cknk znk , then g belongs to A (by Proposition 6.1), and is an
annular function as supk |nkck | = ∞ (by Proposition 6.3). Let Jn be a sequence of simple closed
curves as in the definition of annular function. Then for any curve γ inD on which |z| → 1, there
exists N such that γ intersects all Jn , n > N . We choose zn on the intersection of γ and Jn and
form a sequence {zn}. Then |zn| → 1 and lim supn→∞ |g(zn)| = ∞. So g(z) is unbounded on γ .
It follows from Lemma 6.2 that g(Uδ(ξ)) assumes every value w ∈ C infinitely many times. In
particular we consider w = 0, we conclude that the set of limit points of Z = {z ∈ D : g(z) = 0}
equals ∂D. The same conclusion holds for f ′(z) as well. That f (z) has the CBB follows from
Theorem 5.3. 
For the class of complex Weierstrass functions
fq,β(z) =
∞
n=1
q−βnzqn ,
where 0 < β < 1 and q ≥ 2 an integer, it is well known that fq,β(z) is a Lipschitz function of
order β and the Hausdorff dimension of fq,β(∂D) is ≤1/β (<2) for β > 12 [12]. Theorem 6.4
implies the following.
Corollary 6.5. Let fq,β(z) = ∞n=1 q−βnzqn be the Weierstrass function with 0 < β < 1 and
q ≥ 2 an integer. Then the set of limit points of Z = {z ∈ D : f ′q,β(z) = 0} is ∂D, and hence
fq,β has the Cantor boundary behavior.
In the following we give an alternative proof for fq,β to have the CBB by showing that fq,β
satisfies the mean growth rate condition in Corollary 5.7. The advantage is that with the mean
growth rate, we can use the fq,β to construct larger classes of analytic functions that possess the
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CBB (see Corollaries 6.8–6.9). Moreover, by a slight adjustment of the branch of the function on
the domain, we can obtain the same results for q = λ > 1 that is not an integer (see the remark
in the last part of this section).
Lemma 6.6. Let gs(r) = ∞n=1 qsnrqn with s > 0 and q ≥ 2 an integer, then there are c1,
c2 > 0 such that
c1
(1− r)s ≤ gs(r) ≤
c2
(1− r)s ,
1
2
< r < 1. (6.1)
Proof. We can rewrite gs(z) = (1 − z)∞m=q Sm zm where Sm = q≤qn≤m qsn . Let km be the
integer satisfying qkm ≤ m < qkm+1, then
Sm =
km
n=1
qsn = q
s − qs(1−km )
qs − 1 q
skm .
Recall that (1−r)−λ =∞m=0 a(λ)m rm where a(λ)m = Γ (m+λ)Γ (λ)Γ (m+1) = mλ−1Γ (λ) 1+O( 1m ) as m →∞.
Let C = Γ (s + 1)/(qs − 1). Since q−s < qskm/ms ≤ 1, it is easy to see that
lim inf
m→∞ Sm/a
(s+1)
m = C, lim sup
m→∞
Sm/a
(s+1)
m = qsC.
Hence
C ≤ lim inf
r→1 (1− r)
s gs(r) ≤ lim sup
r→1
(1− r)s gs(r) ≤ qsC,
and the lemma follows. 
Theorem 6.7. For 0 < β < 1, q ≥ 2 an integer, let f (z) = ∞n=1 q−nβ zqn , z ∈ D. Then for
every non-degenerated sub-interval [a, b] ⊂ [0, 2π ], there exist C > 0 and r0 ∈ (0, 1) (depends
on [a, b]) such that for any 0 < ρ < 1,
[a,b]
| f ′(reiθ )|ρdθ ≥ C
(1− r)ρ(1−β) , r0 ≤ r < 1. (6.2)
Proof. Let g(z) = z f ′(z) =∞n=1 qn(1−β)zqn , then
Re(g(reiθ )) =
∞
n=1
qn(1−β)rqn cos qnθ.
Let an = qn(1−β)rqn/2, by using cos qnθ = 12 (eiq
nθ + e−iqnθ ), we have
G N (re
iθ ) :=
∞
n=N
qn(1−β)rqn cos qnθ =
∞
n=N
ane
iqnθ +
∞
n=N
ane
−iqnθ .
It follows that b
a
|G N (reiθ )|2dθ = 2(b − a)
∞
n=N
a2n +
 ∞
n=N
a2n
 b
a
(ei2q
nθ + e−i2qnθ )dθ
+

j,k≥N
j≠k
a j ak

±
 b
a
e±i(qk±q j )θdθ

. (6.3)
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Let RN denote the last two series in the parentheses. By using ab ≤ 12 (a2+b2) and |
 b
a e
i tθdθ | ≤
2/|t |, we have
|RN | ≤ 2q N
∞
n=N
a2n + 8
∞
k=N+1
1
qk
k−1
j=N
(a2j + a2k )
1
1− q j−k
≤ 2
q N
∞
n=N
a2n +
8q
q − 1
∞
k=N+1
1
qk
 ∞
m=N
a2m + (k − N )a2k

.
By simple calculus, maxk≥N+1(k − N )/qk ≤ c3q−N , we have
|RN | ≤ c4q−N
∞
m=N
a2m . (6.4)
Choose fixed N0 such that c4q−N0 < (b − a). It follows from (6.3), (6.4), Lemma 6.6 and an =
qn(1−β)rqn/2 that b
a
|G N0+1(reiθ )|2dθ ≥ (b − a)
∞
k=N0+1
a2k ≥
c5
(1− r)2(1−β) . (6.5)
Also by Lemma 6.6, we have for 0 < ρ < 1, b
a
|G N0+1(reiθ )|4−ρdθ ≤
c6
(1− r)(1−β)(4−ρ) . (6.6)
Combining (6.5)–(6.6), the Schwartz inequality and simplifying, we have for 12 < r < 1,
 b
a
|G N0+1(reiθ )|ρdθ ≥
 b
a |G N0+1(reiθ )|2dθ
2
 b
a |G N0+1(reiθ )|4−ρdθ
≥ c7
(1− r)(1−β)ρ . (6.7)
Noting that Reg(reiθ ) =N0n=1 qn(1−β)rqn cos(qnθ)+G N0+1(reiθ ), and that (a+b)ρ ≤ aρ+bρ
for a, b > 0, 0 < ρ < 1, we conclude from (6.7) that there exists r0 such that for r0 < r < 1, b
a
| f ′(reiθ )|ρdθ ≥
 b
a
|Re(g(reiθ ))|ρdθ
≥
 b
a
|G N0+1(reiθ )|ρdθ − (b − a)

N0
n=1
q(1−β)nrqn
ρ
≥ c8
(1− r)(1−β)ρ . 
Corollary 6.8. Let fq,β(z) = ∞n=1 q−βnzqn with q ≥ 2 an integer and 0 < β < 1, we define
the class of analytic functions on D by
Fq,β,p =

f (z) = fq,β(z)+
 z
0
h(ξ)dξ : h ∈ H p(D)

.
Then for p > (1− β)−1, f ∈ Fq,β,p has the Cantor boundary behavior.
X.-H. Dong et al. / Advances in Mathematics 232 (2013) 543–570 565
Proof. By the Hardy–Littlewood Theorem, h(z) = O((1 − |z|)−1/p) as |z| → 1 [11, p. 84],
hence
 z
0 h(ξ)dξ is a Lipschitz function of order 1 − 1/p on D. Let f ∈ Fq,β,p and 0 < ϵ <
(1−β)− 1/p. It follows from (a+ b)ρ ≤ aρ + bρ for a > 0, b > 0, 0 < ρ < 1 that there exists
C > 0 such that for any 0 < ρ < 1,
| f ′(reiθ )|ρ ≥ | f ′q,β(reiθ )|ρ − |h(reiθ )|ρ ≥ | f ′q,β(reiθ )|ρ − C(1− r)−(1−β−ϵ)ρ .
By applying Theorem 6.7, it is direct to show that f (z) satisfies (6.2) and the corollary
follows. 
Corollary 6.9. For 0 < β < 1, q ≥ 2 an integer, let f (z) = fq,β(z)g(z) where g(z) ≢ 0 is
analytic in D. Then f (z) has the Cantor boundary behavior.
Proof. Consider f ′(z) = f ′q,β(z)g(z) + fq,β(z)g′(z). Since g(z) is analytic in D, it has an
analytic extension to a neighborhood of D. Hence g(z) has at most finitely many zeros on ∂D,
denote this set by {eiθ1 , . . . , eiθk }. It follows from the remark after Corollary 5.7 that f ′q,β(z)g(z)
satisfies (5.8). On the other hand, the term fq,β(z)g′(z) is a bounded function of which the mean
growth rate is negligible in comparison with f ′q,β(z)g(z). Hence we conclude that f ′(z) satisfies
(5.8) and has the CBB. 
In Fig. 4, we display some graphs of the complex Weierstrass functions f (z) = ∞n=1
q−βnzqn for different values of β and integer q . It is seen that the number of pedals increases on q
(actually there are q − 1 symmetric pedals, a consequence of f (ze2π i/(q−1)) = e2π i/(q−1) f (z)).
Also as β is closer to 0, the mean growth rate of | f ′| is larger and the curve f (∂D) loops more
violently. It is known that the curve f (∂D) can fill a disk for q large enough and β sufficiently
closed to 0 [30,1]. The picture also illustrates this point.
Remark. For the complex Weierstrass functions fq,β(z) = ∞n=1 q−βnzqn , we can consider
q = λ that is not an integer. We take the principal branch of zλn to be on the slit disk Ds =
{z : |z| < 1} \ [0, 1). The boundary of Ds is (∂D \ {1}) l+ l− where l+ and l− denote the
boundary of [0, 1] from above or below. It is seen that fλ,β is a single valued analytic function
in Ds and can be continuously extended to the boundary.
We also need to modify the definition of CBB slightly to accommodate for this situation. Let
Ω be a simply connected domain in C with locally connected boundary ∂Ω . Let ϕ : D → Ω
be a Riemann map (hence ϕ has a continuous extension to D). Let Γ be a sub-curve of ∂Ω , i.e.,
there is a subarc I ⊂ ∂D such that Γ = ϕ(I ). We say that E ∩ Γ is a Cantor-type set in Γ
if ϕ−1(E ∩ Γ ) ∩ I is a Cantor-type set in I . For f analytic in Ω and continuous on Ω , we letC \ f (∂Ω) = j≥0W j be the decomposition of connected components.
Definition 6.10. With the above notation, we say that f has the Cantor boundary behavior at a
curve Γ ⊂ ∂Ω if f −1(∂ f (Ω))Γ and for eachW j , f −1(∂W j )Γ are Cantor type sets in Γ .
For the case of Ω = Ds , we will simply say that f has the Cantor boundary behavior if it has
the property on Γ = {eiθ : 0 < θ < 2π}. It is easy to see that Propositions 4.1 and 4.3 also
hold the same way for f ∈ A(Ω) with some obvious modifications. The proofs of Lemma 6.6,
Theorem 6.7 is the same for fλ,β .
Theorem 6.11. For 0 < β < 1, λ > 1, the Weierstrass function fλ,β satisfies the mean growth
rate in Corollary 5.7, hence it has the Cantor boundary behavior at Γ = {eiθ : 0 < θ < 2π}.
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Fig. 4. The images fq,β (∂D). The first two are q = 30, β = 0.5, 0.4; the second two are q = 10, β = 0.6, 0.5; the last
two are q = 3, 2, β = 0.5.
Also Corollaries 6.8–6.9 remain the same for fλ,β .
7. CBB with f ′(z) ≠ 0
It is intuitive that for f ∈ A(D), the zeros of f ′ give rise loops in the image curve f (∂D).
Theorem 5.3 also suggests that CBB may be related to the zeros of f ′. In contrast to this thought,
in this section we give an example that f has the CBB, but f ′ does not have zeros. First we
use the pre-Schwarz derivative to obtain another sufficient condition for the CBB. The following
proposition is in [28, p. 9].
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Proposition 7.1. If f maps D conformally into C, then(1− |z|2) f ′′(z)f ′(z) − 2z¯
 ≤ 4, z ∈ D.
The inequality yields the well known Koebe distortion theorem, and also
1
4
(1− |z|2)| f ′(z)| ≤ dist f (z), ∂ f (D) ≤ (1− |z|2)| f ′(z)|, z ∈ D. (7.1)
Theorem 7.2. Let f ∈ A(D). Suppose f ′(z) ≠ 0, z ∈ D, and there exists a dense set E of ∂D
such that for any eiθ ∈ E, there exists a sequence zn → eiθ (n →∞) with
lim sup
n→∞
(1− |zn|2)
 f ′′(zn)f ′(zn)
 > 24, (7.2)
then f has the Cantor boundary behavior.
Proof. We first show that f −1(∂ f (D)) does not contain any subarc of ∂D, which implies that
f −1(∂ f (D)) is a Cantor-type set of ∂D. Suppose otherwise, there exists an open arc I ⊂ ∂D
such that f (I ) ⊂ ∂ f (D). By Proposition 4.1, there exists an open subarc J ⊂ I and a Jordan
domain D ⊂ D with J ⊂ ∂D such that f (z) is univalent in D.
Let z = ϕ(u)which mapsD conformally onto D, then g(u) = f (ϕ(u)) is a univalent function
on D. By Proposition 7.1, we have for any u ∈ D
6 ≥ (1− |u|2)
g′′(u)g′(u)
 ≥ (1− |u|2) ϕ′(u) f ′′(ϕ(u))f ′(ϕ(u))
− 6. (7.3)
Let eiθ0 ∈ J ∩ E and let {zn}n be a sequence in (7.2) with zn → eiθ0 . By choosing a subse-
quence, we can assume that un = ϕ−1(zn) converges to eiα0 ∈ ∂D where ϕ(eiα0) = eiθ0 . Hence
for sufficiently large n we have
dϕ(un) := dist(ϕ(un), ∂ϕ(D)) = 1− |ϕ(un)| ≥ 12 (1− |ϕ(un)|
2). (7.4)
Using (7.1), (7.3) and (7.4), we have
(1− |zn|2)
 f ′′(zn)f ′(zn)
 ≤ (1− |ϕ(un)|2)dϕ(un) (1− |un|2)
ϕ′(un) f ′′(ϕ(un))f ′(ϕ(un))

≤ 2(1− |un|2)
ϕ′(un) f ′′(ϕ(un))f ′(ϕ(un))
 ≤ 24,
which contradicts (7.2). Hence f −1( f (∂D)) does not contain any open arc. It is a Cantor-type
set in ∂D.
The same proof holds for f −1(∂W j )

∂D. We therefore conclude that f has the CBB. 
We now construct another class functions which satisfies the conditions of Theorem 7.2.
Lemma 7.3. Let h(z) =∞n=1 qnzqqn with integer q ≥ 2, then there exist c1, c2 > 0 such that
c1 log
1
(1− r) ≤ h(r) ≤ c2 log
1
(1− r) ,
1
2
< r < 1.
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Proof. For any integer n ≥ 0 and 0 ≤ r < 1, we have (qn+1 − qn)rqqn+1 ≤ qn+1j=qn+1 rq j . It
follows that
h(r) =
∞
n=1
qnrq
qn = q
q − 1
∞
n=0
(qn+1 − qn)rqqn+1 ≤ q
q − 1
∞
n=1
rq
n
.
By applying Lemma 6.6 to the last sum with s = 1 and integrate, we have h(r) ≤ c2 log(1/
(1− r)).
On the other hand, observing that (qn+1 − qn)rqqn ≥qn+1−1j=qn rq j , we have
h(r) = 1
(q − 1)
∞
n=1
(qn+1 − qn)rqqn ≥ 1
(q − 1)
∞
n=q
rq
n ≥ c1 log 1
(1− r)
(the last inequality is by Lemma 6.6). This proves the lemma. 
Example 7.4. Let f (z) =  z0 exp(t ∞n=1 qnwqqn )dw. Then for 0 < c2t < 1 (c2 as given in
Lemma 7.3) and q ≥ 2 an integer, f ∈ A(D) and has Cantor boundary behavior, but f ′(z) does
not have any zero.
Proof. Recall a theorem of Hardy–Littlewood [11, Theorem 5.1] that for an analytic function h
in D, it has continuous extension to D and has Lipschitz order 0 < α < 1 on ∂D if and only if
h′(z) = O
 1
(1− r)1−α

.
For f in the example, f ′(z) = exp(t ∞n=1 qnzqqn ). It follows that from Lemma 7.3 that
f ′(z) = O((1 − r)−c2t ), hence f ∈ A(D) with Lipschitz order 1 − c2t at the boundary. Next
we prove that f satisfies condition (7.2) of Theorem 7.2. For k ≥ 2 and 0 ≤ m ≤ qqk − 1, let
θk,m = 2πm/qqk , then {θk,m} is dense in ∂D. For z = reiθk,m , we have
r(1− r2)
 f ′′(reiθk,m )f ′(reiθk,m )
 = t (1− r2)
k−1
n=1
qnqq
n
(reiθk,m )q
qn +
∞
n=k
qnqq
n
rq
qn

≥ t (1− r)

qk+lqqk+l rqq
k+l − q
kqq
k−1
q − 1

where l is a positive integer. Let rl = 1 − q−qk+l (l ≥ 1), then there exists l0 > 0 such that
rq
q(k+l)
l ≥ 13 for l ≥ l0. By the above inequality, we have
rl(1− r2l )
 f ′′(rleiθk,m )f ′(rleiθk,m )
 ≥ tq−qk+l

qk+lqqk+l
3
− q
kqq
k−1
q − 1

≥ t
4
qk+l ,
which converges to ∞ as ℓ→∞. Hence f satisfies (7.2) and therefore has the Cantor boundary
behavior. 
8. Remarks
For the two main criteria of CBB, namely, the accumulation of zeros of f ′ near the boundary
and the fast mean growth rate of | f ′| near the boundary, it is clear that the former does not
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imply the latter (use Example 5.5 of the Blaschke product). On the other hand we have shown in
Example 7.4 that f ′ does not contain any zero in D, and in a forthcoming paper, we will show
that it satisfies the latter condition. These show that the two criteria do not imply each other if no
additional condition is imposed.
In our investigation here, we only consider the topological feature of the Cantor boundary
behavior, and have left out the measure-theoretic feature of the property. The interest question is
Q. What is the Hausdorff measure and the dimension of the Cantor-type set C, and the outer
boundary f (C) of the image f (D).
In the example of Stegenga and Stephenson [31] in Section 5, the Lebesgue measure of C
is 0. On the other hand we can show that for f ∈ A(D) with the Cantor boundary behavior,
then f ′ ∈ H1(D) implies the Lebesgue measure m(C) > 0. Other than this we do not have any
knowledge on the above question. It seems that the above question is more likely to be answered
for some specific classes of functions like the complex Weierstrass function.
Also it is well known that for the real Weierstrass function Re f and Im f , the box dimension
of the graph is known to be 2 − β [12], the question for Hausdorff dimension is still open (see
[24,13,14]). It is seen that for the complex Weierstrass function f (∂D) is a fractal curve and it
will be interesting to find the dimension in connection with the results in [1].
The CBB was first raised in the study of Cauchy transform on the Sierpinski gasket [21] and is
settled in [10]. It is natural to consider this property on the broader classes of self-similar fractals.
In particular it may be interesting to consider the CBB and the other function theoretic problems
of the Cauchy transform on the snowflake domain.
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