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ESTRATEGIA DE IDENTIFICACIÓN DINÁMICA NO LINEAL 
BASADA EN NARX  PARA FUENTES DE GENERACIÓN 
DISTRIBUIDA ACOPLADAS ELECTRÓNICAMENTE A MICRO 
– REDES AC/DC. 
Resumen 
En el presente artículo, se propone un 
algoritmo para la identificación 
dinámica no lineal de  fuentes de 
generación distribuidas acopladas 
electrónicamente a Micro-redes (MRs) 
eléctricas híbridas en AC/DC. El 
algoritmo propuesto  aplica herramientas 
de identificación de sistemas por NARX 
para obtener un modelo no lineal  de la 
planta en estudio. Los resultados 
obtenidos del modelo son validados 
mediante la observación  de la respuesta 
dinámica de las salidas (V y I) obtenidas. 
La gran similitud entre los datos otenidos 
y la aplicación del modelo NARX 
confirma, que el algoritmo propuesto 
servirá para la obtención de modelos no 
lineales de las fuentes de generación 
distribuidas asociadas las MRs en 
AC/DC. Se verifica y analiza los 
resultados mediante simulación digital 
en Matlab. 
 
Palabras Clave: Sistemas no lineales, 
Micro-redes Hibridas AC/DC, 
Generación distribuida, Identificación de 















In this article, is proposed an algorithm 
for the non linear dynamic identification 
of distibuted generation sources coupled 
electronically to Microgrids (MRs) 
electrical hybrid  AC/DC . The proposed 
algorithm applies system identification 
tools by NARX to obtain a non-linear 
model of the plant under study. The 
results obtained from the model are 
validated by observing the dynamic 
response of the outputs (V and I) 
obtained. The great similarity between 
the data obtained and the application of 
the NARX model confirms that the 
proposed algorithm will serve to obtain 
non linear models of the distributed 
generation sources associated MRs in 
AC / DC. Are verified and analyzed the 
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El aumento de la carga en la red de 
transmisión se ha incrementado a un 
ritmo apresurado, ya que esto se debe al 
aumento de consumidores. Por lo cual se 
dificulta la expansión de la red de 
transmisión, también al alto costo 
económico de inversión. Por ende el 
estudio de las Micro - redes (MRs) han 
entrado en auge en los últimos 10 años, 
se han desarrollado gracias a su bajo 
costo económico y su gran adaptación al 
sistema, por lo cual son más viables [1].   
El estudio de las MRs adquirieron 
importancia en los últimos años ya que 
permiten una mejor capacidad de 
recuperación urbana y resiliencia en los 
Sistemas de Energía Eléctrica. Además, 
constituye uno de los conceptos 
emergentes para la transformación de las 
redes de transmisión, por las MRs las 
cuales facilitaran los servicios de 
generación, transmisión,  distribución y 
la movilidad eléctrica [2], [3]. 
Comprender las dinámicas de las MR y 
usar metodologías de modelado 
apropiadas, busca la forma de resolver, 
los modelos convencionales de las 
Fuentes de Generación Distribuida (GD) 
[2], [4]. Dependiendo de la 
configuración, tipo y componentes, la 
dinámica de la MRs puede cambiar y 
resolver diferentes problemas en los 
sistemas de energía  eléctrica  [2], [5].  
En los estudios recientes, se tiene claro 
que las MRs obtendrá un modelo de 
trabajo sobre los sistemas de energía 
electrica. Lo cual se convertirá 
paulatinamente, en mejores modelos 
para lugares aislados como también para 
sitios interconectados al sistema 
nacional de electricidad y otros estudios 
importantes [6]–[9] 
Por lo tanto, es necesario realizar un 
estudio exhaustivo de las condiciones de 
oscilación de las MRs, debido a las 
variaciones de ganancia para garantizar 
el funcionamiento estable [10]. Hoy en 
día las fuentes de GD son parte de 
estudios y se están integrando a temas 
como la Identificación de Sistemas para 
mejorar los funcionamientos y mejorar la  
estabilidad del sistema de electricidad. 
En algunos escenarios, los 
investigadores tienen un modelo de un 
sistema para su análisis y para el control 
de los sistemas, ya que la gran mayoría 
de los métodos de diseño se basan en  
parámetros o diseños obtenidos [4], [11]. 
Pero algunos investigadores  modelan 
prototipos, a partir de algún 
conocimiento previo sobre el proceso de 
funcionamiento o sobre un proceso 
experimental, a esto se lo define como 
Identificación de Sistemas [12]. Estos 
modelos con características dinámicas 
desconocidas, son no lineales y 
complejos de obtenerlos [13]. 
En consecuencia los investigadores han 
creado un campo de investigación 
amplio, en donde básicamente son 
conjuntos de métodos estadísticos y 
estocásticos, los cuales encuentran un 
modelo matemático, para un sistema 
dinámico no lineal que tiene un 
comportamiento similar a un sistema 
desconocido, como caja negra, que 
describe el comportamiento de la MRs, 
al inicio del análisis de las señales [4], 
[11], [14]. 
En este artículo se utilizara una estrategia 
a través  de la utilización de un modelo, 
auto-regresivo no lineal con entradas 
exógenas (NARX), como herramienta 
para modelar las fuentes de GD 
acopladas a las MR AC/DC [15].  
Este modelo  permitirá la identificación 
sistemas dinámicos no lineales en las 
fuentes de GD, las cuales están 
acopladas a la MR en AC/DC por medio 
de convertidores electrónicos de 
potencia y sistemas de batería BEES. 
Dicho conjunto de fuentes de GD 
operara en condiciones normales, sin 
contingensias y en modo isla.  
La validación del algoritmo y resultados 
se los realizará en el entorno de Matlab-
Simulink. 
Para una mejor revisión del trabajo 





partes: en el capítulo dos: MRs electrica, 
donde se explica de las características de 
la MR y las arquitecturas de la MRs. En 
el capítulo 3 se discutirá sobre las fuentes 
de generación distribuida (GD) en las 
MRs.  En el capítulo 4 se dará una 
descripción de la Identificación de 
sistemas y del algoritmo NARX 
utilizados en el trabajo. En el capítulo 5 
de discute sobre el planteamiento del 
problema y la resolución que se la va a 
dar con el algoritmo NARX. El capítulo 
6 se describe los casos de estudio para el 
artículo. El capítulo 7 está compuesto 
por los resultados obtenidos  del análisis 
del modelo propuesto. Y en los capítulos 
8 y 9 se comenta sobre investigaciones 
futuras y las conclusiones del trabajo.  
  
2. Micro – red Eléctrica. 
 
Hoy en día los investigadores, han 
determinado que las MR se la puede 
modelar como una red de unidades 
generadoras de energía, las cuales son 
capaces de suministrar energía eléctrica 
a un área aislada, a una industria o a un 
sitio comercial [2], [16]. 
En un futuro muy cercano, las MR serán 
eléctricamente independientes y una 
alternativa viable para el desarrollo, las 
fuentes de GD, lo cual disminuirá que se 
utilicen  fuentes de combustible fósil y 
que serán  cambiadas con fuentes 
renovables las cuales no tendrán ningún  
impacto ambiental. Debido a su 
dinámica  acelerada y tiempo de 
respuesta corto, mencionan los 
investigadores que esto es un desafío, 
para mejorar las MRs. Las MRs deben 
ser robustas para proteger el sistema de 
energía y así puedan controlar voltaje, 
corriente, frecuencia y proteger la red 
principal ante fallas del sistema [2], [17].  
Usando las MR se puede lograr en las 
fuentes de GD, una mejor fiabilidad de 
las fuentes de alimentación, de igual 
forma el aumento de la eficiencia 
energética. Algo interesante es el 
almacenamiento de energía en los 
sistemas de baterías. Se espera que en el 
futuro, las MRs ofrezcan un  intercambio 
de datos, por lo tanto el análisis dinámico 
de la MR sea un punto clave para 
organizar y garantizar el funcionamiento 
correcto y estable de una MRs [2], [16], 
[17]. 
 
2.1 Arquitectura de las Micro – redes. 
 
Como se muestra en la Figura 1, las MR 
son capaces de tener conectados a todos 
sus componentes, de consumo como 
también de equipos de generación, 
abastecimiento los cuales tendrán una 
autonomía completa en el sistema de 
conexión [18]. Los investigadores  
mencionan que las MR operan en bajo y 
medio voltaje y se puede tener entre 2 o 
más fuentes de generación. Las MR en 
modo de operación puede funcionar en 
modo aislado de la red autónoma o 
conectada a la misma [2][19]. Habiendo 
dicho esto, La MR están compuestas por 
diferentes sistemas y subsistemas para su 
buen funcionamiento, los autores 
consideran cuatro componentes claves 
para la operación correcta: Generación, 
Consumidor, almacenamiento y 
















Figura 1. Modelo de la Micro - red AC/DC, asociada a una Red Neuronal. 
 
 
en la siguiente Figura 2 se presenta una 
MR básica, donde se puede apreciar, una 
arquitectura sintetizada los las que 
consisten en zonas urbanas y rurales, 
como también para industria, se puede 
tener diferentes estructuras como anillo, 
paralelo o mallado y una gestión de 
comunicación de tipo jerárquico [2]. 
 
 
Figura 2. Estructura de la Micro – red básica. 
Para tener una buena gestión de parte de 
la MR, se debe tener en cuenta un 
balance de la generación y demanda esto 
es indispensable, para el mejor 
funcionamiento de la MR la cual puede 
trabajar en modo aislado o en conexión a 
la red [19]–[21]. 
2.2 Fuentes de Generación 
Distribuida en las Micro - 
redes. 
Las fuentes de Generación Distribuida, 
se han convertido en parte importante de 
las MR [22], [23] Los investigadores 
mencionan que, las fuentes de GD se 
pueden conocer como instalaciones de 
tamaño más reducido que los mismos 
centros de generación que existen hoy en 
día, por ello este sistema permite la 
conexión de cualquier punto a la red [1]. 
Esta MR tiene que dar la energía 
suficiente a un conjunto de cargas de 
manera eficiente. Para ello las fuentes de 
GD trabajan en el rango de baja potencia, 





que se encuentran cerca de la MR, la cual 
proporciona una salida de DC a AC por 
medio de convertidores electrónicos y 
esto va dirigido a nuevos modelos para 
las MR [24]–[30]. 
En la figura 3 se puede apreciar un  
modelo básico de fuentes de GD, donde  
muchas veces el cliente deja de ser un 
consumidor, para convertirse en un 
productor – consumidor y así poniendo 
al cliente como parte de la red de 
eléctrica. Los sistemas de fuentes de GD  
usan diferentes tipos de generadores 
como: Paneles Fotovoltaicos, 
Aerogeneradores, Mini híbridos, 




Figura 3. Modelo de generación distribuida. 
 
Estos equipos se incorporan en los 
hogares de los nuevos clientes y se debe 
colocar convertidores electrónicos para 
el cambio de potencia, equipos de 
almacenamiento y equipos de medición 
[29], [31], [32]. 
A más de otorgar una eficiencia en el 
sistema de las MR, esto permite realizar 
otras operaciones [33] como: 
- Reducir las pérdidas energéticas 
en los sistemas de distribución. 
- Incrementar la calidad de 
servicio en cuanto a voltaje, 
corriente y armónicos de la red. 
- Regenerar los niveles de voltaje 
para los clientes. 
- Proyectar planes de expansión a 
lugares alejados de los sistemas 
de generación. 
Los investigadores mencionan que estos 
sistemas están en auge de expansión y 
mejoramiento para brindar un mejor 
servicio con tecnología y energía 
renovable al consumidor de hoy en día. 
Esto demuestra que las fuentes de GD 
quieren lograr respuestas para las MR y 
mejorarlas utilizando fuentes de energía 
renovables [34]. 
3. Problema de Identificación 
de Sistemas No lineales. 
 
Tener un modelo, es indispensable para 
iniciar algún análisis y en ocasiones para 
el control de un sistema, que en general 
la gran mayoría se basan en los 
parámetros conocidos del mismo. De 
igual forma se puede precisar un modelo, 
únicamente con un conocimiento previo 
y si es posiblemente tener experiencias 
del modelo, a esto se lo conoce como 
Identificación de sistemas [4], [11], [12], 
[35].   
A la Identificación de Sistemas con 
dinámicas de práctica no lineal de 
entradas y salidas se lo conoce como caja 
negra.  
En los últimos años, los investigadores  
han desarrollado la identificación de 
sistemas con dinámicas no lineales, las 
mismas, deben estimar una similitud 
entre las entradas y salidas obtenidas por 
el algún sistema dinámico desconocido 
[15]. Esto ha desarrollado varios 
modelos, donde las redes neuronales 
artificiales, observadas como una 
estrategia de regresiones no lineales han 
visto que se puede desarrollar modelos. 
Sin embargo los modelos no lineales se 
adaptan mejor a los problemas 





[36]. Estos problemas se pueden 
presentar en una MR asociada a los 
sistemas de fuentes de GD ya que son 
considerados sistemas no lineales. Estos 
sistemas no lineales pueden figurar por la 
interconexión de modelos estáticos y 
estacionarios que se presentan en las 
fuentes de GD [4], [37] 
3.1 Redes Neuronales 
Artificiales. 
Las redes neuronales artificiales (RNA) 
imitan al sistema nervioso neuronal 
humano, con el propósito de tener un 
comportamiento inteligente para 
diferentes procesos. Los investigadores 
mencionan que las RNA, modelan 
procesos en paralelo para obtener 
modelos matemáticos las cuales son 
recreadas con mecanismos artificiales 
[38].En la figura 4 se observa la 
estructura de una red neuronal artificial, 
donde se aprecian las capas de entrada, 
ocultas y salidas las mismas que son 
elegidas por el creador y se seleccionan 
mediante ensayo – error [39]. Las RNA 
han ganado importancia en los últimos 
años ya que a su desarrollo, pueden 
solucionar problemas complejos, los 
mismos que no pueden ser resueltos con 
métodos convencionales. Una ventaja 
que presenta las RNA, es que pueden 
aprender sobre un conjunto de 
comportamientos de un sistema y este 
aprendizaje  relaciona las entradas y 
salidas del mismo [40]. 
El entrenamiento de la RNA es el 
objetivo principal, ya que se desea 
encontrar que el conjunto de datos de 
entrada que sea mínimamente 
consistente o igual a los datos de salida 
para un entrenamiento idóneo. Las RNA 
se utilizan en ingeniería, y son modelos 
auto adaptables y no requieren tener 
ninguna estimación del problema de 
estudio, para que puedan encontrar 
modelos, los mismos son usados para dar 
soluciones a problemas complejos y que 
puedan aprender, memorizar, sintetizar y 
abastecer [41], [42] para las fuentes de 
GD.    
3.2 Red Neuronal 
Autorregresiva no Lineal 
con entradas Exógenas 
(NARX). 
La red neuronal NARX (Red neuronal 
Autoregresiva no lineal con entradas 
exógenas), es una generalización basada 
en el sistema ARX (modelo dinámico 
lineal de autorregresión con variables 
exógenas). El mismo es una herramienta 
para realizar la identificación de sistemas 
lineales y también para series de tiempo 












La estructura base para la red neuronal se 
muestra en la figura 5 donde se ve las 




Figura 5. Modelo red neuronal NARX. 
 
Los autores mencionan que los sistemas 
dinámicos no lineales pueden ser 
modelados mediante la red NARX, la 
cual se ha utilizado en varios estudios. 
Estos determinan o predicen valores 
futuros de  series temporales a partir de 
los valores obtenidos, por lo que 
mencionan que es un modelo que se 
adapta de la mejor manera a los sistemas 
dinámicos complejos [44], [45].  
Para sacarle el mejor provecho, a la red 
neuronal NARX para las predicciones de 
series de tiempo, es necesario darle el 
mejor uso a la memoria de la red, con sus 
valores pasados de las series temporales, 
las mismas que son estimadas o 
encontradas, y son usadas en forma de 
retroalimentación para futuras respuestas  
[46].  
En la figura 6  se observa la arquitectura 
utilizada para el ingreso de las entradas 
que serán en serie al principio y ya 
usadas, se realizará la identificación del 
sistema de caja negra y las partes 
exógenas de la red neuronal que se van a 
utilizar. Posterior a esto pasa a una 
arquitectura en paralelo para utilizar 
nuevas entradas al sistema de 
identificación. En la figura se observan   
bloques TD, los cuales representan las 
unidades de retardo de la señal de 
entrada como para la señal de salida y 
estos bloques le permiten a la red NARX, 
que analice las propiedades del sistema, 
para los procesos dinámicos a los que se 





Figura 6. Arquitectura de entradas en Serie y Paralelo del modelo NARX. 
 
 
El inicio del algoritmo NARX se lo 
estima mediante entradas y salidas del 
sistema a trabajar y vienen dados por: 
 




𝑾𝑵 Vector de entrada y salida.  
𝒚(𝒕) Salidas del modelo en un 
instante t. 
𝒖(𝒕) Entradas del modelo en un 
instante t. 





La estructura de la red neuronal NARX 
es la que se ve en  la figura 6.   
 
A esta estructura la ecuación que la 
representa es la siguiente  [15]:  
 




𝑡 Instante de tiempo. 
𝑓 Modelo no lineal deseado. 
𝑌𝑡 Salidas del sistema en el 
instante t. 
𝑈𝑡 Entrada del sistema en el 
instante t. 
𝑒𝑡 Vector ruido en el instante 
t. 
𝑛𝑦, 𝑛𝑢 Retrasos de la salida y 
entrada. 
 
Para el entrenamiento correcto de la red 
NARX los investigadores han dicho que  
consiste en un proceso organizado 
utilizando la ecuación (1) para una buena 
organización. Durante el entrenamiento 
se necesita ingresar un número 
específico de entradas y salidas de la red. 
Mediante este proceso de entrenamiento 
se tiene varias ecuaciones a tener en 
cuenta a la hora de realizar 
correctamente el algoritmo NARX.  
Una de las ecuaciones es la implantación 
del modelo mediante la función que 
interpreta la salida a partir de las entradas 
del sistema original y también se tiene en 
cuenta el tiempo en que se guarda las 
estimaciones del sistema identificado. La 
ecuación es: 
 
?̂?(𝒕) = ?̂?𝑵(𝒕, 𝒖(𝒕))                                      (3) 
 
Donde:  
?̂?𝑵 Modelo de estimación 
identificado. 
?̂?(𝒕) Salida del modelo en un 
instante t. 
𝒖(𝒕) Entradas del modelo en un 
instante t. 
𝒕 Instante de tiempo. 
Se tiene que tomar en cuenta los 
parámetros o puntos de operación (𝜃) del 
sistema para una adecuada estimación 
del sistema a identificar por ello la 
ecuación siguiente define los parámetros 
de uso:  
 




𝒖(𝒕) Entradas del modelo en un 
instante t. 
𝒕 Instante de tiempo. 
𝜃 Parámetros o puntos de 
operación. 
Y para comprobar si el método usado es 
el correcto se tiene que chequear con una 
medición del error para visualizar un 
análisis correcto en la identificación del 
sistema de caja negra. 
 




𝒖(𝒕) Entradas del modelo en un 
instante t. 
𝒚(𝒕) Salidas del modelo en un 
instante t. 
𝒕 Instante de tiempo. 
𝒈(𝜽) Parámetros o puntos de 
operación. 
La red debe trabajar para identificar el 
sistema mediante caja negra, y se pueda 
obtener unos valores cercanos para que, 
la estimación sea la correcta al sistema 
original [45], [47], [48]. 
4. Planteamiento del problema. 
Considere, una fuente de GD acoplada a 
una MR AC/DC, la misma funciona 
conectada a la red o también en forma 
aislada. Esta MR está formada por un 
recurso de energía distribuida (DER) y 
un grupo de fuentes de energía 
inteligentes que están hechos para la 
transformación de energía a (DC/DC, 
DC/AC, AC/AC, bidireccional) también 





monitoreo [11].  Este trabajo emplea la 
información observada de la MR hibrida 
MRH, estos datos son altamente no 
lineales para el estudio en proceso.  
El rumbo fijado que se propone 
anteriormente, va a permitir obtener 
estimaciones semejantes a la 
información observada de la MR 
AC/DC. Los datos obtenidos de la fuente 
de GD se consideraran como variables de 
índice m (m) y ángulo (ang), los mismos 
serán usados para la estrategia de 
identificación y la obtención del modelo 
matemático para el sistema de MR. La 
identificación del sistema se lo hará 
basado en los datos observados: m(t), 
ang(t), v(t) y i(t) [2], [4], [11], [49]. 
4.1 Modelo Matemático NARX. 
La red neuronal NARX, será usada para 
estimar los datos observados en las 
fuentes de GD a las MR, esta estimación 
será lo acopladas más semejante posible  
a los datos originalmente. El algoritmo y 
variables se mostraran en las siguientes 
tablas. Este algoritmo será utilizado 
libremente y su modificación se la 
realizará con las necesidades de las 
fuentes de GD acoplada a la MR [4].  
Para iniciar el algoritmo NARX lee los 
datos observados de la MR en la etapa de 
muestreo, posterior a esto el algoritmo 
procede al análisis y visualización del 
muestreo obtenido y al final el algoritmo 
realiza la identificación del modelo para 
su validación de resultados. Estos datos 
se los mostrara en las siguientes tablas.  
En la tabla 1 se observará las variables 
utilizadas en el para el algoritmo NARX 
que se muestra a continuación. 
 
Tabla 1. Variables del Algoritmo 
Símbolo Variable unidad 
𝑢 Datos observados  de 
entrada del conversor 
𝑚, 𝑎𝑛𝑔 
𝑦 Datos observados  de 
salida del conversor 
𝑉𝑎𝑏𝑐 , 𝐼𝑎𝑏𝑐  
𝑡 Tiempo  𝑠 
narx net Red neuronal 
autorregresiva no 
lineal con entrada 
na 
externa, con 10 
neuronas. 
parametros Prepara datos de 
entrada y series de 
tiempo objetivo. Para 
simulación. 
 
train Entrena la red  
sim Simulación de red 
abierta. 
 




En la tabla 2 se muestran las funciones 
del algoritmo NARX que han sido 
usadas para el correcto funcionamiento 
del sistema modelado.  
 
Tabla 2. Funciones del Algoritmo. 
Función  Descripción 
d1, d2 Retrasos de la red 
ysdata_V_NA
RX 
Datos de voltaje de la red 
ysdata_I_NA
RX 
Datos de corriente de la red 
narxnet Red neuronal autorregresiva 
no lineal con entrada externa 
preparets Prepare datos de entrada y 
series de tiempo objetivo 
para simulación de red o 
capacitación 
train Entrenar red neuronal 
superficial 
sim  Simula el modelo de la plata 
y la red neuronal entrenada. 
gensim Genera el bloque de 
Simulink para narx_net.  
Tabla 3. Algoritmo NARX.. 
Algoritmo 1: Obtención dinámica del modelo. 
Paso 1: Entrada: { 𝑢 [𝑚, 𝑎𝑛𝑔]; 𝑦 [𝑉𝑎𝑏𝑐, 𝐼𝑎𝑏𝑐] }  
Paso 2: Salida: { narx_net; }  
Paso 3: Initialize: 𝑢 = 𝑢𝑖(𝑑𝑎𝑡𝑎), 𝑦 = 𝑦𝑖(𝑑𝑎𝑡𝑎); 
               𝑌𝑡 = 𝑓 (𝑌𝑡−1, … , 𝑌𝑡−𝑛𝑦 , 𝑈𝑡−1, … , 𝑈𝑡−𝑛𝑢) + 𝑒𝑘; 
                𝑇 = 𝑡(𝑑𝑎𝑡𝑎);  𝑁𝑘 = 𝑛𝑦, 𝑛𝑢 , 𝑒𝑘 ; 
             d1 = [1:2]; d2 = [1:2]; 
             narx_net1  narxnet (d1,d2,10); 
Paso 4: Entrenamiento:  
               𝑊𝑁 = {[𝑦(𝑡), 𝑢(𝑡); 𝑡 = 1 … 𝑁]}; 
               ?̂?(𝑡) = 𝑔𝑁(𝑡, 𝑢(𝑡)); 
             𝑔(𝑡, 𝜃, 𝑢(𝑡)); … . 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑜𝑠 
             𝑉𝑛(𝜃) =
1
𝑁
∑ |𝜀(𝑡, 𝜃)|2𝑁𝑡=1  𝑒𝑟𝑟𝑜𝑟 
            𝜃(𝑡) = 𝜃(𝑡 − 1) + 𝜇𝑡𝑅𝑡𝛾(𝑡)𝜀(𝑡) 𝑚𝑖𝑛 𝑒𝑟𝑟𝑜𝑟 
            [p, Pi, Ai , t]  preparets (narx_net1, u, y); 
             narx_net  train (narx_net1, p, t, Pi); 
Paso 5: Validación: gensim (narx_net ,0.002); 
          𝑠𝑖𝑚 (modelo de validación); 
Paso 6: Retorna: narx_net; ysdata V NARX (t); 






5. Caso de Estudio. 
Para el estudio correspondiente, se 
muestran los resultados de la 
identificación no lineal realizada al 
sistema de generación acoplado 
electrónicamente a una MR en AC/DC 
[2], [49], los datos obtenidos son 
resultados de simulaciones en el entorno 
Matlab/Simulink. 
 
Para simular el modelo AC/DC, se va a 
utilizar varios elementos necesarios, a 
continuación se presentara varios 
equipos: 
 
- 2 sistemas fotovoltaicos (PV). 
- 2 Baterías para almacenamiento 
de energía (BEES). 
- Un generador. 
- Cargas lineales y no lineales. 
 
El modelo AC/DC de la MR, va a tener 
2 valores de distribución de voltaje, en el 
primario se tendrá 13.8 kV y en el 
secundario se tendrá 220 V. La Barra de 
DC está compuesta por 2 formaciones de 
PV y 2 baterías (BESS).  
La formación del primer grupo de PV 
está compuesta por 42 módulos y estos 
tendrán una potencia nominal de 10.5 
kW y la segunda formación está 
compuesta por 1750 módulos y estos 
tendrán una potencia nominal de 725 
kW. Ambas formaciones de PV 
funcionaran con una irradiación solar de 
𝐺 = 1000 𝑊/𝑚2  y a una temperatura 
de 25 °C  [2], [49]. La frecuencia del 
sistema es de 60 Hz.  
El BEES que trabaja en el lado de 
corriente continua (CC) será, una batería 
de litio de 120 VDC de voltaje nominal 
y el BEES que trabaja del lado de 
corriente alterna (CA) trabajara, con 3 
baterías de níquel-metal-hidruro (Ni-
MH) de 650 VDC de voltaje nominal, 
con una corriente nominal de 1.5 (Amp) 
y están enlazadas mediante una conexión 
en cascada y con un inversor lo cual 
permitirá que el voltaje varié de 650 
VDC a 950 VAC.  
Se utilizará un convertidor bidireccional 
boost-buck para que se conecte con el 
primer sistema de BEES, y se utilizara un 
convertidor Boost para que sea 
conectado a un enlace de formación de 
módulos PV los mismos están 
conectados a CC. Por el lado de corriente 
alterna se conectará 2 convertidores 
bidireccionales los mismos pueden ser 
usados como inversores o rectificadores 
[4]. 
Este sistema fue creado para que pueda 
trabajar con voltajes de 300 VDC y que 
entregue en la salida un voltaje de 150 
VCA y viceversa, esto nos manifiesta 
que su gran rendimiento, la robustez que 
presenta este sistema y la flexibilidad. 
Va a generar una gran cantidad de 
niveles de voltaje para su desempeño en 
la AC/DC  MR [2], [49]. 
Los tres casos de estudios  mostrados en 
esta investigación están asociados al 
inversor bidireccional en la figura 8, se 
observa el modelo de estudio. 
6.1 Datos obtenidos para todos 
los puntos de operación en la 
barra AC. 
 
Para obtener los resultados de este 
trabajo, se necesita seleccionar los 
puntos de operación del modelo trabajar. 
Los datos seleccionados, serán todos los 
puntos de operación obtenidos en el 
BEES AC y el inversor, de la simulación 
como se muestra en la figura 7 de la 
AC/DC  MR de los casos de estudio que 
se presenta. 
Una vez que se obtengan los datos de 
MR AC/DC, se realizará una 
identificación del sistema dinámico con 
el uso del algoritmo NARX para que, la 
RN simule los datos originales y 
tengamos como resultado una exactitud 
al sistema original. Los puntos de 
operación se los presentará en las 
siguientes figuras. En las figuras se 
muestran los comportamientos de los 
resultados obtenidos de voltaje y 







Figura 7. Esquema del caso de Estudio MR AC/DC. 
5.1.1 Identificación y análisis 
de los puntos de 
operación del caso 1.  
 
Para esta sección se va a trabajar con los 
datos del BEES de la simulación 
implementada a la MR AC/DC. Los 
datos a usar serán únicamente de voltaje 
y corriente y sus respectivas fases Va, Vb 
y Vc. Los valores a utilizar serán 
obtenidos de los dispositivos PV y el 
BEES, los mismos son vistos en la figura 
7. Para este caso los valores de los puntos 
de operación serán todos los datos 
obtenidos del BEES. Por ende en los 
datos obtenidos se observará la dinámica 
de los elementos de la MR AC.  
Los comportamientos dinámicos de las 
salidas de voltaje y corriente del 
conversor conectado a la MR. Para una 
mayor exactitud, eficiencia y mejor 
análisis de los puntos de operación de la 
MR, se tomaron todos los datos. .   
En las figuras 8 y 9  se tiene las señales 
de prueba los cuales son los datos de 
voltaje (Va, Vb, Vc) y corriente (Ia, Ib, 
Ic) obtenidos del sistema dinámico del 
BEES y estos datos son serán usados 
para el entrenamiento de la RN y la 
identificación mediante el algoritmo 
NARX. Todos los puntos de operación 
serán tomados en cuenta, para el caso de 








Figura 9. Datos de corriente de la barra AC de la MR 
5.1.2 Identificación y análisis 
de los puntos de 
operación del caso 2. 
 
En esta parte se mostrarán los datos 
obtenidos del BEES en la parte de AC, 
de la simulación de la MR. Los datos 
adquiridos serán netamente de corriente 
y voltaje con las fases a, b y c. Los 
valores de entrada serán las señales de 
operación de los equipos PV, batería y el 
generador del modelo presentado en la 
figura 7. Para este estudio serán tomados 
en cuenta todos los puntos de operación 
correspondientes al inversor. En 
consecuencia el modelo utilizado vera la 
dinámica del BEES entre el lado de CC 
de la MR y el lado de CA. 
A continuación, en las siguientes figuras 
10 y 11. Se apreciará la corriente (Ia, Ib 
e Ic) y voltaje (Va, Vb, Vc) del modelo 
dinámico y esto conlleva a un sistema 
MIMO por ende se obtendrá varias 
entradas y varias salidas. Por ende las 





tomadas en cuenta, todos los puntos de 
operación del modelo y posterior a esto 
para la identificación del sistema 
mediante la RN del algoritmo NARX. 
También se tiene los resultados de las 
señales de prueba de la corriente (Ia, Ib, 
Ic) y voltaje (Va, Vb, Vc)  obtenidos del 
sistema dinámico del inversor propuesto 
anteriormente y estos resultados 
obtenidos serán usados para la 
identificación mediante el algoritmo 
NARX. Todos los puntos de operación 
serán tomados en cuenta, para el caso de  
estudio y el posterior análisis del 
modelo. Los datos de entrada serán m y 
ang, para cada caso de estudio.  
 
Figura 10. Resultados observados de la corriente en 
la barra AC de la MR 
  
 
Figura 11. Resultados observados del voltaje en la 
barra AC de la MR 
6. Análisis de resultados y 
validación del modelo . 
 
Ahora con los puntos de operación de la 
MR AC/DC ya en marcha, se puede 
realizar la identificación del sistema en el 
BESS. Se obtendrá los resultados usando 
la RN mediante algoritmo NARX, la 
cual realizará la comparación y el 
posterior ajuste de la señal original, con 
la señal que será estimada con el 
algoritmo NARX.     
Una vez que los puntos de operación han 
sido establecidos, es sumamente 
necesario ver si el modelo que se obtiene 
con la simulación del algoritmo NARX 
describe, con una precisión el 
comportamiento dinámico del sistema 
BEES. Es decir, si los datos de salida del 
modelo de la MR AC/DC, se ajustan a 
los datos obtenidos de la simulación del 
modelo con los datos originales. 
Posterior a este análisis se determinará 
una validación del modelo. El método 
utilizará los puntos de operación 
obtenidos del modelo original del 
sistema BEES, para la identificación de 
caja negra, con el cual se obtendrá un 
sistema MIMO con dos entradas (m y 
ang) y las salidas como el voltaje (Va, 
Vb, Vc) y la corriente (Ia, Ib, Ic) del 
modelo la MR AC/DC del sistema 
BEES. 
6.1 Análisis del Modelo NARX 
en el caso 1. 
 
Para realizar la validación de los 
resultados, se tiene que ver como fue el 
entrenamiento de la RN para que la 
simulación no falle y sea lo más exacta 
posible al modelo original de la MR del 
sistema BEES. 
La RN fue entrenada mediante el 
software Matlab con el código de 
programación desarrollado para este 
estudio y se tiene lo siguiente. 
El número de capas y neuronas, para el 
entrenamiento de la RN del caso 1, son 
determinadas empíricamente por la 
programación del algoritmo, ya que para 
el dimensionamiento de la topología de 
este tipo de redes existe la ecuación (1), 
la misma, que define las capas y 
neuronas necesarias para un 
entrenamiento eficaz de la RN. De igual 
forma estas pruebas son realizadas con 





hace el algoritmo desarrollado en 
Matlab.  
En la figura 12 se presenta la RN 
entrenada mediante el algoritmo NARX, 
la misma que dio las mejores 
estimaciones para el modelo original.  
Esta RN es una red recurrente, 
(retroalimentación de la entrada con la 
salida de la red), tiene  2 retardos para las 
señales de entrada y salida, tiene 10 
neuronas en la capa oculta y 3 neuronas 
en la en la capa de salida.  
Este diseño de la RN es la más adecuada 
para el análisis y la validación de los 
puntos de operación de la MR, ya que 
simula la dinámica del sistema 
correctamente.  
La comprobación se la realiza con el 
modelo obtenido, los cuales son los datos  
reales del sistema BEES de la MR de las 
figuras 9 y 10 y estos datos son los 
voltajes y corrientes. Con estos datos, se  
obtendrá un sistema MIMO, el cual  se 
obtendrá mediante la identificación del 
sistema de la RN mediante el algoritmo 
NARX. El resultado del estudio se lo 
presenta en las figuras  13 y 14. 
 
 
Figura 12. Estructura de la red neuronal caso 1. 
6.1.1 Análisis y Validación de 
los puntos de operación 
de la MR AC del caso 1. 
 
El método desarrollado realiza la 
identificación del sistema y esto se lo 
hará mediante los puntos de operación 
obtenidos de la MR, para comprobar la 
validez del sistema. Este análisis 
obtendrá un sistema MIMO con 2 
entradas (m, ang) y 2 salidas compuestas 
por un voltaje (Va, Vb, Vc) y corriente 
(Ia, Ib, Ic) y estos datos tendrán una 
exactitud al sistema dinámico BEES.   
En la figura 13 se puede apreciar el alto 
grado de similitud entre los puntos de 
operación de voltaje del sistema del 
BEES de la MR, con la identificación del 
sistema de caja negra, realizado 
mediante la RN del algoritmo NARX. 
Y en la figura 14 se aprecia el grado de 
exactitud, entre los puntos de operación 
de la corriente simulado y validado del 
sistema BEES, con la identificación del 
sistema de caja negra implementada con 
la RN del algoritmo NARX. También 
representa la habilidad que tiene la  Red 
neuronal NARX, para estimar o predecir 













Figura 14. Voltaje del modelo y puntos de operación, en la fase de validación. 
 
El aprender datos de salida que no han 
sido presentados, es una ventaja a la hora 
de adquirir conceptos nuevos. De esta 
manera la RN puede tratar con 
información que nunca antes se le había 
presentado y ahora da como resultado 
una exactitud del sistema de la MR AC 





modelo NARX predice de manera exacta 
la salida exógena de voltaje y corriente 
del sistema BEES de la MR AC/DC, lo 
cual nos dice que el sistema de 
identificación de caja negra estima de 
manera perfecta los puntos de operación 
de la MR en funcionamiento y la 
inteligencia artificial desarrollada, está 
siendo efectiva en este caso de estudio.  
El error presentado por el entrenamiento 
del algoritmo es el correcto, además se 
puede observar el valor promedio de los 
errores por fase de la identificación para 
las salidas de V (0.0008 pu, 0.0013 pu, 
0.0006 pu) y I (-0.1582 A, -0.9720 A,  
-0.0794 A). El error de entrenamiento es 
calculado mediante la diferencia de los 
datos idóneos del sistema dinámico real 
y los datos adecuados del sistema no 
lineal NARX obtenido. Al examinar la 
dinámica de los valores obtenidos se 
observa que el funcionamiento del 
algoritmo NARX es aceptable. Los 
errores de estimación del modelo 
propuesto para la salida de V y I se 
pueden observar en las figuras 15 y 16. 
 
 
Figura 15. Error de identificación de voltaje. 
Figura 16. Error de identificación de corriente. 
7.2 Validación de resultados del 
modelo NARX en el caso 2. 
 
La validación de los resultados se 
observa mediante la RN entrenada, la 
cual debe ser lo más exacta posible, a la 
salida de datos del modelo original de la 
MR del sistema BEES. El entrenamiento 
de la RN fue realizado con el algoritmo 
desarrollado NARX mediante el 
software Matlab, el cual, debe dar como 
resultado un modelo de identificación de 
sistema similar, al modelo original.  
Para el caso 2 el número de capas y 
neuronas son determinadas de forma 
empírica, las mismas son proporcionadas 
por el desarrollo del código de 
programación, y también con el desglose  
de la ecuación (1) la cual define las capas 
y neuronas necesarias para un mejor 
desarrollo del sistema de identificación 
de caja negra.  
En la figura 17 se presenta RN del 
algoritmo NARX ya entrenada, y esta 
red es el mejor resultado para la 
comprobación del sistema original con el 
sistema identificado. Para la RN el 
algoritmo NARX, implementó 2 retardos 
en la entrada y salida del sistema, está 
constituido por 10 neuronas en la capa 
oculta  y 3 neuronas en la capa de salida. 
Esta estructura es la más adecuada para 
el desarrollo de la identificación del 
sistema a trabajar y fue encontrada por el 
algoritmo desarrollado en Matlab y las 
ecuaciones  indicadas anteriormente.  
 
Figura 17. Estructura de la red neuronal caso 2. 
 
La validación del modelo identificado se 
lo realiza mediante la comprobación del 
sistema original de las figuras 10 y 11 
con el sistema identificado por el 





El resultado del estudio realizado se lo 
presenta en las figuras 18 y 19. 
7.2.1   Análisis e 
Identificación de los puntos de 
operación de la MR AC caso 2. 
 
El modelo implementado obtiene la 
identificación del sistema mediante los 
puntos de operación del sistema de la 
MR. Esto llevará a la comprobación y 
dar una validez al sistema a obtener. Se 
obtendrá un sistema MIMO con 2 
entradas (m, ang) y dos respuestas las 
cuales serán en voltaje (Va, Vb, Vc) y 
corriente (Ia, Ib, Ic) y estas respuestas 
deberán tener una exactitud al sistema 
dinámico de entrada (BEES).   
En la figura 16 se observa la gran 
similitud entre los puntos de operación 
obtenidos de la simulación de la MR del 
sistema BEES, con la identificación del 
sistema realizado con el sistema de caja 
negra implementado mediante el 
algoritmo NARX. Y en la figura 17 se 
mira la gran  similitud entre los puntos de 
operación de la corriente simulada y 
validada del sistema BEES, con la 
identificación del sistema implementada 
con la RN del algoritmo NARX.  
Las figuras 18 y 19 representan la gran 
capacidad que tiene la Red neuronal 
NARX a la hora de aprender y estimar 
nuevos resultados para los que se quieren 
obtener. Esta red maneja datos 
empíricos, que solo a la hora de 
entrenarla nos da como resultado la 
identificación del sistema de caja negra, 
para la posterior comparación de los 
puntos de operación originales de la MR 
AC del sistema BEES, con los datos del 












Figura 19. Corriente del modelo y validación del sistema de identificación. 
 
Para este caso de estudio, el modelo 
propuesto, cumple con las estimaciones 
precisas, las cuales son comparadas con 
los puntos de operación de voltaje y 
corriente del modelo original obtenido 
del sistema BEES de la MR AC/DC, de 
manera que el sistema de identificación 
funciona para este caso en especial, ya 
que  predice los valores originales sin 
ningún problema. 
El error presentado por la estimación del 
algoritmo es adecuado, además se puede 
apreciar el valor promedio de los errores 
por fase de la identificación para las 
salidas de V (0.0015 pu, 0.0035 pu, 
0.0022 pu) y I (-2.4344 A, -1.3484 A,  
-2.4942 A). El error de estimación es 
calculado mediante la diferencia de los 
datos correspondientes del sistema 
dinámico real y los datos 
correspondientes del sistema no lineal 
NARX obtenido. Al analizar la dinámica 
de los valores resultantes se observa que 
el funcionamiento del algoritmo NARX 
es aceptable. Los errores de estimación 
del modelo propuesto para la salida de V 
y I se pueden observar en las figuras 20 
y 21.  
Figura 20. Identificación de errores de Voltaje. 
 
 







En esta investigación se ha 
proporcionado un modelo NARX, para 
predecir salidas exógenas de voltaje y 
corriente en las fuentes de generación 
distribuidas asociadas a las AC/DC MRs 
eléctricas híbridas. De tal modo que se ha 
comprobado que el uso de inteligencia 
artificial basada en  las Redes neuronales 
y los métodos estadísticos son  eficientes 
en el campo de la identificación de 
sistemas y se determinó que es una 
herramienta poderosa para modelar 
procesos dinámicos eléctricos de un 
grado de complejidad alto.  
Se ha puesto en marcha la simulación de 
las MRs AC/DC y se ha considerado 
todos los puntos de operación del sistema 
BEES, para los casos presentados. Los 
resultados obtenidos han sido los 
esperados, con el uso del modelo NARX 
el cual, tomó los datos del sistema 
original para el estudio y su posterior 
entrenamiento para obtener los datos de 
identificación resultante. 
La ventaja de utilizar el algoritmo 
NARX es que permite predecir una serie 
de datos estadísticos o estocásticos. Esto 
ayuda a que el algoritmo haga una 
evaluación de los datos y  entrene  una 
RN en función de los datos originales, de 
una manera fácil y  automatizada. Una 
novedad existente es que, al usar este 
algoritmo NARX, este funciona como 
caja negra y este mecanismo relaciona 
las entrada con la salida del sistema 
original, por lo contrario al usuario se le 
complica apreciar lo que sucede dentro 
de la red para saber cómo funciona o a su 
vez, el saber cómo interactúa el 
algoritmo para que pueda solucionar la 
tarea de estimar los datos originales con 
los datos identificados. Un problema del 
algoritmo NARX, es cuando se tiene los 
datos entrenados o estimados, no se 
puede realizar modificaciones externas 
para que exista una exactitud al sistema 
original.  
Por último, el algoritmo utilizado basado 
en NARX es capaz de entrenar una red 
que reproduce de forma adecuada la 
mayoría de los puntos operación de la 
MRH en AC y DC. Por las razones antes 
expuestas se considera que el método 
propuesto puede ser usado para la 
obtención de modelos no lineales de 
MRs. 
8. Trabajos Futuros. 
 
Para trabajos futuros se propone la 
detección e identificación de fallas, sobre 
la corriente de secuencia positiva y 
negativa para los sistemas de energía 
eléctrica. 
Adicionalmente, los resultados del 
presente estudio servirán de base 
fundamental para otros algoritmos  de 
detección e identificación de fallas 
internas o externas asociadas a los 
sistemas de control de las MRs.   
Se propone trabajar en futuros estudios 
que enmarquen estrategias de control no 
lineal y tolerancia a fallas de 
convertidores electrónicos de potencia 
en las MRs. 
Finalmente, se puede realizar estudios 
para estrategias de control tolerante a 
fallas, que mejoren confiabilidad de las 
MRs y los sistemas que lo componen. 
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