Given a fixed graph H and a constant c ∈ [0, 1], we can ask what graphs G with edge density c asymptotically maximize the homomorphism density of H in G. For all H for which this problem has been solved, the maximum is always asymptotically attained on one of two kinds of graphs: the quasi-star or the quasi-clique. We show that for any H the maximizing G is asymptotically a threshold graph, while the quasi-clique and the quasi-star are the simplest threshold graphs having only two parts. This result gives us a unified framework to derive a number of results on graph homomorphism maximization, some of which were also found quite recently and independently using several different approaches. We show that there exist graphs H and densities c such that the optimizing graph G is neither the quasi-star nor the quasi-clique [4] . We rederive a result of Janson et al.
Introduction
In this paper, we asymptotically study the number of homomorphisms from a fixed graph H to graphs G, with a fixed edge density. Specifically, we investigate the properties of graphs G that maximize the homomorphism density from H to G: where |G| denotes the number of vertices in G and hom(H, G) denotes the number of homomorphisms from H to G.
Formally, for a given graph H, we are interested in finding a sequence of graphs that attains the value of This quantity has been studied for a variety of graphs H. Two families of graphs that frequently maximize t(H, ·) are the quasi-clique and quasi-star where a quasi-clique is an induced clique with isolated vertices, and a quasi-star is the complement of a quasi-clique (See Figure 1) .
A very general result of Alon implies that if H has a spanning subgraph that is a disjoint union of cycles and isolated edges then M H (c) is maximized on the quasi-clique for all c [2] . The study of the behavior of specific H largely began with Ahlswede and Katona, who showed that for any c ∈ [0, 1] (a) Quasi-clique (b) Quasi-star Figure 1 . An example of a quasi-star and quasi-clique 1 when H is the 2-star M H (c) is always achieved on either the quasi-star or quasi-clique [1] . This result was later generalized to k-stars, showing that for any c ∈ [0, 1] the number of homomorphisms from the k-star is maximized when G is the quasi-star or quasi-clique for small k [8] , and shortly after for all k ≥ 2 [13] . The question was also studied in the case where H is the 4-edge path, and again it was shown that the optimizing graph is always either the quasi-star and quasi-clique for all densities [12] . Using a local move, we show that the maximum is always attained on a threshold graph, a class of graphs containing both the quasi-clique and quasi-star (See Section 2). Specifically, we have where T denotes the set of all threshold graphs.
Such a result is of interest as threshold graphs have simpler limit objects than general graphs. Instead of considering the lim sup over all graphs, we can work directly with graphons, which are graph limit objects, and find the graphon that maximizes the number of homomorphisms from H [10] . This approach is employed in the results of Nagy as well as Reiher and Wagner [12, 13] . Threshold graphs may be more convenient to work with as their limits are one-dimensional, as opposed to graphons which are two dimensional [5] .
We then extend Theorem 1.2 to sparse graphs and hypergraphs. To do so, we define M(H, n, m) = max{hom(H, G) : |V (G)| ≤ n, |E(G)| ≤ m}, since homomorphism densities are zero for sparse graphs. This gives where T denotes the set of threshold graphs. Moreover if H has no induced C 4 or P 4 then we have equality for any positive integers n and m.
The analogous result for hypergraphs, unfortunately, only shows that we can assume a hypergraph must have nested neighborhoods, which is not the strongest definition of threshold hypergraphs [14] . Specifically, we have where in a slight abuse of notation we take T to be the set of threshold hypergraphs and C c to be hypergraphs of edge density at most c.
The remainder of the paper shows a variety of applications of these results. We give a simple, non-entropy based proof of a result of Janson et al. [7] : As an immediate consequence, in Theorem 4.5, we find the homomorphism domination exponent of a graph H and an edge. We define the homomorphism density domination exponent between graphs H 1 and H 2 (in analogue with [9] ) as the minimum exponent k such that
We also provide an example in Theorem 4.6 of a graph H which for some c ∈ [0, 1] is optimized on neither the quasi-star nor the quasi-clique, disproving a conjecture of Nagy in [12] . To do so, we find a class of graphs and a graph G that does better for c sufficiently small. This result was found independently from [4] , which uses a similar argument. While the arguments are fundamentally the same, the class of graphs G with more homomorphisms from H than the quasi-star or quasi-clique is the next simplest threshold graph, fitting well into our results.
Additionally, we reprove a result that the two-star is maximized on either the quasi-star or quasiclique.
Theorem 1.6. For any c ∈ [0, 1] we have that M K1,2 (c) is asymptotically attained on the quasi-star or quasi-clique.
Finally, we give a simple proof in Theorem 5.1 of a recent result by Gerbner et al. [6] that every graph is maximized on the quasi-clique for c sufficiently close to 1. In particular, we show that if M K 1,|H|−1 (c) is asymptotically maximized on the quasi-clique then so is M H (c).
Preliminaries
2.1. Notation. We typically use H as the fixed graph, c as an edge density, and let n and m denote the number of vertices and edges in G. Moreover, we will be consistent with the notation described in the introduction.
We denote the neighborhood of a vertex u in G by N G (u), and the closed neighborhood of a vertex u by N G (u) := N G (u) ∪ {u}. We frequently drop the subscript G when the graph is clear from context.
Threshold Graphs.
We begin by recalling some basic facts about threshold graphs. There are a number of equivalent definitions of threshold graphs and for a thorough treatment of the subject we refer the reader to [11] . That said, we primarily use only two
We use the above definition to prove that a given graph is threshold. Once we know we are working with threshold graphs, we exploit their structure by using the following equivalent characterization Definition 2.2 (Threshold Graphs). A graph is a threshold if it can be built, starting from a single vertex graph, by repeatedly adding dominating or isolated vertices.
In light of the above definition, we put the set of n vertex threshold graphs in one-to-one correspondence with binary sequences of length n − 1. In such a sequence the ith element is a 1 if the ith vertex that we added is a dominating vertex and a 0 if the ith vertex added is an isolated vertex.
Moreover, when using this representation we will often refer to the number of parts of a threshold graph. This refers to the number of blocks in the corresponding binary string of the given threshold graph. For instance, 1011100 corresponds to a threshold graph with 4 parts. Similarly, we note that the quasi-clique and quasi-star are threshold graphs with 2 parts.
Finally, while we do not use this definition directly, we state it as it shows that threshold graphs satisfy the criteria of Corollary 3.3. Proof. Let ǫ > 0 and c ∈ [0, 1]. Note that there are at most kn |H|−2 homomorphisms using a given edge, where k is a constant only depending on H. Then it follows that there are at most kδn H homomorphisms using any set of at most δn 2 edges. We claim it suffices to take δ = ǫ/k.
To see this let c ′ < c such that |c ′ − c| < δ. Now if G is a graph with edge density c such that t(H, G) > M H (c) − ǫ 2 then we have that removing any subset of (c − c ′ )n 2 /2 edges gives us a graph
Similarly, by removing edges from c ′ to relate M H (c) and M H (c ′ ) we can handle the case where c ′ > c.
We now also note that while in the definition of M H (c) we take a lim sup we could have equivalently defined it as the supremum over all graphs in C c . This follows from the following useful lemma Lemma 2.5. Let G be a graph on n vertices. Then there exists a sequence of graphs G = G 1 , G 2 , . . . such that |G i+1 | > |G i | and for any graph H we have that t(H, G) = t(H, G i ). Proof. Let G be a graph with n vertices, v 1 , ..., v n . If A denotes the adjacency matrix of G then consider G 2 which we define to be the graph with adjacency matrix
A A A A
Now we claim that hom(H, G 2 ) = 2 |H| hom(H, G). To see this we note that we can construct G 2 by adding vertices
Consider π • f : H → V (G) and note that by the definition of G 2 we have that π • f ∈ hom(H, G). From this we see that there are clearly at most 2 |H| | hom(H, G)| homomorphisms from H to G 2 . But we can easily see conversely that given a homomorphisms g ∈ hom(H, G), any function f : V (H) → V (G 2 ) such that π • f = g is a homomorphism. Hence, we have that hom(H, G 2 ) = 2 |H| hom(H, G) and thus that t(H, G) = t(H, G 2 ). Taking G i+1 = (G i ) 2 then gives the desired result.
Fractional Matching Number.
To discuss the result of Janson et al. [7] we need to define Definition 2.6 (Fractional Independence Number). Given a graph, G = (V, E), with vertices v 1 , ..., v n the fractional independence number denoted α * (G) is
We note that since we can take all the w i = 1 2 we always have that α * (G) ≥ |G| 2 . Moreover, we can see that the polytope defined by the constraints above is half-integral i.e. all its vertices are in {0, 1/2, 1} n .
Threshold Graph Maximization Results

A Local Move and
Results for Dense Graphs. Given a graph G there is a natural way of slowly transforming it into a threshold graph (see Figure 2 ): Take two vertices u and v. Remove the edges between v and N (v) \ N (u) and add edges from N (v) \ N (u) to u. This gives us a new graph
Repeating this process takes us from G to a threshold graph. We prove Theorem 1.2 by showing that this local move doesn't significantly decrease the number of homomorphisms from H.
In order to do this, we define forbidden paths.
Definition 3.1 (Forbidden Path). A forbidden path is a path wxyz where wy and xz are not edges.
We show that homomorphisms lost after applying the local move are those that sent a forbidden path in H to u, v and vertex in N (v) \ N (u). Lemma 3.2. Let H and G be graphs and let G ′ be the resulting graph after taking the vertices in N (v) \ N (u) and connecting them to u instead of v. Then the number of homomorphisms from H to G ′ is at least the number of homomorphisms ϕ from H to G such that for all forbidden paths abcd in H and for all z ∈ N (v) \ N (u) we do not have that u, v, z ∈ ϕ({a, b, c, d}).
Proof. We proceed by creating an injective function that takes a homomorphism from H to G satisfying assumptions in the theorem, ϕ(x), and maps it to a homomorphism from H to G ′ , ϕ ′ (x).
We first show that ϕ ′ (x) is a valid homomorphism. Clearly it suffices to check that only the edges incident to vertices mapping to u or v are preserved.
If we are in this case then ϕ ′ (a) = u and ϕ ′
. Clearly y = a since a doesn't have neighbors mapping to N (v)\N (u). Thus it follows that abyz is a path. However, we note that clearly
Note that in this case, we have that ϕ ′ (a) = u and ϕ ′ (b) = v and we again have that the edge is preserved. So now let a be a vertex such that ϕ(a) = u and ab ∈ E(H) where ϕ(b) = v. Then we clearly have one of two cases Case I. ϕ ′ (a) = u Since ϕ is a homomorphism we have that ϕ(b) ∈ N G (u). But then we have that the edge ab is clearly perserved by the homomorphism since
In this case there exists y, z such that ay, yz ∈ E(H) and ϕ(y)
Since these are all the cases we indeed have that ϕ ′ is a valid homomorphism. To see that the map is injective, suppose that we had that
But then ϕ 2 also maps y to the same vertex, but u is not adjacent to ϕ 2 (y) in G, which contradicts the fact that ϕ 2 is a homomorphism.
So now suppose that ϕ ′ (x) = v. Then there exist y, z such that xy, yz ∈ E(H) and ϕ 2 (y) = v and ϕ 2 (z) ∈ N (v) \ N (u). But then we must have that ϕ 1 (y) = u since xy ∈ E(H). But now y is a vertex such that ϕ 1 (y) = u and ϕ 2 (y) = v and ϕ ′ (y) = u, which we just showed is a contradiction.
Hence the map is injective as desired and the statement holds.
Corollary 3.3. If H has no induced graphs isomorphic to P 4 or C 4 then this local move doesn't decrease the number of homomorphisms.
Proof. If H does not contain induced subgraphs isomorphic to P 4 and C 4 then we have that H has no forbidden paths. Hence G ′ has at least as many homomorphisms as G.
To argue we didn't lose too many homomorphisms after applying multiple local moves we define Definition 3.4 (Total Movement). Let G = G 0 , G 1 , ..., G t be a sequence of graphs from the local move applied to vertices (u 1 , v 1 ), ..., (u t , v t ). Define the total movement after these t moves as
We claim that we can turn G into a threshold graph with small amount of total movement. Lemma 3.5. Let G be a graph. Then using local moves we can turn G into a threshold graph in at most n 2 moves and with total movement at most |E|.
Proof. We prove this by induction on the number of vertices.
For the base case note that a graph with a single vertex is threshold. Now assume the statement holds for graphs with at most n vertices and let G be a graph on n + 1 vertices. Then let v n+1 be the vertex of maximum degree and v 1 , ..., v n be the remaining vertices. Now consider applying the following n moves: Move the neighbors of v 1 to v n+1 , then move the neighbors of v 2 to v n+1 , continue in this way until moving the neighbors from v n to v n+1 .
Let G ′ be the graph after applying all the above moves. Then clearly
Applying these moves to G ′ gives us a graph G ′′ . But now note that G ′′ can be described as adding a dominating vertex to T followed by |I| isolated vertices. So G ′′ is a threshold graph. Note that we made at most (n − 1) 2 + n ≤ n 2 moves. Moreover note that any edge incident to v n+1 was moved at most once by the initial set of n moves hence we incur at most |E| movement cost, as desired.
Lemma 3.6. Let H and G be graphs, where G has n vertices, and let u, v ∈ V (G) and S ⊆ V (G). Then there are at most O(|S|n |H|−3 ) homomorphisms from H to G such there exists a forbidden path whose image includes u, v and a vertex from S, where the big O notation hides a constant depending on H only.
Proof. Let abcd be a forbidden path in H. Then we must choose one of the four vertices to map to u, one of the remaining 3 to map to v, and one of the remaining two to map to a vertex in S. The remaining |H| − 3 vertices in the graph could go to any of n vertices. Hence we have that there are at most 4!|S|n |H|−3 such homomorphisms. Since there are only a constant number of forbidden paths in H, which we denote by f , we have that there are at most
homormophism mapping a forbidden path to set including u, v and a vertex from S. where T denotes the set of all threshold graphs.
Proof. We use the local moves to transform the true maximum graph into a threshold graph and argue that we haven't lost too many homomorphisms. Let G 1 , G 2 , ..., G n , ... be a sequence of graphs with edge density c such that lim n→∞ t(H, G n ) = M H (c) and the number of vertices in G i is increasing. We can apply local moves to each G i to get threshold graphs G ′ i of edge density at most c using O(|E|) total movement. Then by Lemma 3.2 all the homomorphisms except those whose image of some forbidden path includes u, v, and a vertex from N (v) \ N (u) are preserved. Thus by Lemma 3.6 if the total movement is M then
which immediately implies that M H (c) ≤ lim sup G∈Cc∩T t(H, G). Since the reverse inequality holds by definition of M H (c) we have the desired result.
Remark 3.7. Note that such a result will not hold non-asymptotically for M(H, n, m). Specifically we note that no threshold graph achieves M(C 4 , 4, 4).
Extension
To Sparse Graphs. We now extend this result to sparse graphs by strengthening Lemma 3.6. To do this, we rely on a result of [7] Theorem 1.5. where the constants hidden only depend on H and α * (H) denotes the fractional independence number of the graph (See Section 2).
From this, we immediately have: Note that the above lemma can be proved without the result of Theorem 1.5 by simply taking a graph that approximately achieves M(H ′ , n/2, m/4) and adding Ω(m/n) dominating vertices to it to get a graph with many copies of H. We now get the desired result by looking at the movement cost.
Proof of Theorem 1.3. If G is a graph with n vertices and m edges, we note that the proportion of homomorphisms we lose in this process is at most O(m n 3 m 3 ). This goes to zero when m = ω(n 3/2 ). The proof then follows by an argument analogous to that of Theorem 1.2.
3.3. Extension to Hypergraphs. We begin by noting that there are many definitions of threshold hypergraphs. In particular, we will define them as hypergraphs with nested neighborhoods. Formally, Definition 3.10 (Threshold Hypergraph). Let G be a k-regular hypergraph with k ≥ 2. We then say that G is a threshold hypergraph if for any two vertices x, y we either have that x ≪ y or y ≪ x, where we say x ≪ y if for any e ∈ E(G) with x ∈ e and y ∈ e we have that (e \ {x}) ∪ y ∈ E(G). This is not the strongest possible definition of threshold hypergraphs [14] , but will be what we use in this paper.
For hypergraphs, we only prove results for asymptotic maximization in the dense case. We will again use the local moves, but we'll need to be more clever about how we apply them. Our local move applied to vertices u and v for hypergraphs will entail moving the neighbors from v to u. Formally, we replace all the edges e ∈ E(G) containing v and not u and satisfying (e \ {v}) ∪ {u} ∈ E(G) by edges of the form (e \ {v}) ∪ {u}. This generalizes the previous local move for graphs. In contrast to the case for graphs, however, we use a simpler bound on the number of homomorphisms lost from each local move: Proof. We will follow the classical proof for dominating sets given in [3] . Take a random set S such that every vertex of A is in S with probability p. Now let N denote the number of vertices in B without a neighbor in S. Then we clearly have that we can add a neighbor from each edge incident to a vertex in N to S to get a dominating set D. So in expectation we have that
Taking the derivative to optimize for p we get 0 = n − δn k e −pδ p = 1 δ log(δn k−1 )
This along with the fact that δ < n then gives us that
This will be useful to turn a hypergraph into a threshold hypergraph.
Lemma 3.13. Let H, G be k-regular hypergraphs where G has n vertices, then G can be transformed into a threshold hypergraph T by removing o(n k ) edges and using o(n 2 ) local moves.
Proof. We will prove that we can do this with at most cn 3/2 log(n) moves and removing at most n k−1/2 edges, where c is the constant hidden in the big O notation in Lemma 3.3 moves. Note that the statement clearly holds for n = k, since such a hypergraph is already theshold. Now suppose we have a hypergraph G on n vertices. Note to any hypergraph G we can associate a bipartite incidence graph I = (A ∪ B, E). The vertices in A correspond to the vertices in V (G) and the vertices B correspond to S ∈ S k−1 such that S ⊂ e ∈ E(H). Now while there is an S ∈ B in the corresponding incidence graph of G with degree less than √ n we delete all edges in G contaning S. This results in a graph G ′ . If G ′ contains no edges, then we note that G ′ is threshold, we removed at most √ nn k−1 edges, and performed no local moves, so we are done.
Otherwise, we have that I ′ , the incidence graph of G ′ has minimum degree √ n. By Lemma 3.3 we have that there is a dominating set in G ′ of size at most c √ nlog(n) . Let d 1 , . .., d ℓ denote the vertices in D. We can then apply a local move to move neighbors from d 1 to d ℓ then from d 2 to d ℓ and so on until we apply a local move to move neighbors from d ℓ−1 to d ℓ to get a hypergraph G ′′ . Now we claim By the inductive hypothesis, we can transform G[V \ v ℓ ] into a threshold hypergraph with at most c(n − 1) 3/2 log(n − 1) moves. Applying these moves we get a threshold hypergraph T . In total we clearly see we used at most c(n − 1) 3/2 log(n − 1) + c √ n log(n) ≤ cn 3/2 log(n) moves. Finally we note throughout all edge removals we only remove all edges contianing a given subset S ∈ [n] k−1 at most once. Moreover, when we do remove edges containing a subset we remove at most √ n edges. Hence in total we removed at most √ nn k−1 edges. Proof. We note that given a hypergraph G with n vertices by Lemma 3.13 we can use o(n 2 ) moves and remove o(n k ) edges to turn it into a threshold hypergraph. Since each move loses at most O(n |H|−2 ) homomorphisms by Lemma 3.11, we have that we lost at most o(n |H| ) homomorphisms from H to G. Moreover, since we only removed o(n k ) edges we only lost at most o(n |H| ) homomorphisms from edge removals. So we note that t(H, T ) ≥ t(H, G) − o(1). The proof then follows analogously to Theorem 1.2.
The above gives a simpler proof in the case of graphs, albeit with a slightly weaker result. Proof. We will let G be a threshold graph with 3 parts. To analyze the number of homomorphisms, we note that we lost at most a factor of two from the floors. That is α ≥ √ m/2 and γ ≥ (m/4n). Clearly we also have that γ ≥ n − √ m − m/(2n) ≥ n/25. Now let f : V (H) → {0, 1/2, 1} be an optimal fractional independence function. Note that such a function exists since the feasibility polytope for fractional independence is half-integral. Now, we claim that any injective function ϕ that sends f −1 (1/2) to the first block of 1's, f −1 (0) to the second block of 1's, and f −1 (1) to the block of 0 ′ s is a homomorphism. This claim will complete the proof since there are at least √ m 2
Applications of Threshold Maximization
To see that these are homomorphisms, suppose uv ∈ E(H). Without loss of generality assume f (u) ≤ f (v). Now if u ∈ f −1 (0) then since every vertex in the final block of 1's is domininating we have that ϕ(u)ϕ(v) ∈ E(G). Otherwise if f (u) = f (v) = 1 2 then we have that both ϕ(u) and ϕ(v) are mapped to vertices in the first block of ones. Since any two vertices in this block are connected, we have ϕ(u)ϕ(v) ∈ E(G) and this is indeed a homomorphism. It is important to note that the graph we used to prove the lower bound in Lemma 4.1 only has 3 parts. We later show that with only two parts we get far fewer homomorphisms as c → 0.
To prove the upper bound in Theorem 1.5, we need to show that we can uniformly approximate M H (c) up to a constant factor by a threshold graph on a finite number of parts (where the number of parts can depend on H but not c). Proof. We can clearly assume that c > 0, since the case of c = 0 is trivial. Now consider a fixed c ∈ (0, 1]. We will show that there exists a number B c and δ > 0 such that if 0 < c − c ′ < δ then we have that there is a threshold graph T ′ with edge density at most c and at most and |T | > 1/δ. Moreover, note that since the graph is finite, we can see that it has a finite number of parts B c .
Consider a maximal set of vertices R such that the induced subgraph T [R] has at most (c − δ)n 2 /2 edges. Clearly, since any vertex is incident to at most n edges we have that |E(T [R])| ≥ (c−δ)n 2 /2−n > (c − 3δ)n 2 /2 edges. Next we add isolated vertices to T [R] so it has precisely |T | vertices. This gives us a graph T ′ with edge density at most (c − δ). By a union bound argument analogous to that in Lemma 2.4, we have that we lost O(δn |H| ) homomorphisms. Hence, taking δ sufficiently small we lost at most ǫn |H| homomorphisms. Using that M H (c ′ ) ≤ M H (c) and taking ǫ to be MH (c) 6 we then have that the density of H in T is at least MH (c) 3 , giving the desired 3 approximation for any c ′ < c with |c ′ − c| < δ. Now consider 0 < c ′ − c < δ ′ and again let T be a threshold graph of edge density at most c such that t(H, T ) ≥ MH (c) 2 . By following the previous argument with the result with the roles of c and c ′ swapped we can see that if δ ′ is sufficently small M H (c ′ ) ≤ 3M H (c). So it follows that T itself satisfies t(H, T ) ≥ M H (c ′ )/6.
So we now have that for any c there is an open interval U c containing c such that we need at most some finite number of parts B c . We now note that {U c } c∈[0, 1] forms an open cover of [0, 1]. Hence it follows by compactness that there is a finite subcover U c1 , ..., U c k . So it suffices to take B = max k B c k While to simply notation we showed that we could get a 1/6 approximation, the above argument can clearly also give a (1 − ǫ) approximation. Moreover, a more explicit calculation also gives an explicit bound on the number of parts that depends on H. We remark that a result where the number of parts for a constant approximation is independent of H implies the interesting result that M H (c) is achieved asymptotically by a threshold graph with finitely many parts, where the number of parts does not depend on H or c (cf. Question 1). This follows directly by considering t(H ⊔ H ⊔ ... ⊔ H, ·).
We now reprove the result of Janson et al. [7] Now we bound the number of injective homomorphism ϕ from H to T , which will imply the bound. Suppose that there is an injective homomorphism that sends v 1 , ..., v |H| to blocks i 1 , i 2 , ..., i |H| respectively. Then there are c j ai j n |H| such homomorphisms. But now let v s v t be an edge in H. Then we clearly have that c as c at n 2 ≤ cn 2 . So a s + a t ≥ 1 and it then follows that f (v j ) = max(1 − a ij , 0) is a fractional independence function. (Note clearly a i ≥ 0 since k j=1 c aj ≤ 1.) Hence we have that j a ij ≥ |H| − α * (H). Hence we have that there are at most c |H|−α * (H) n |H| such homomorphisms. Proof. This is a corollary of Theorem 1.5. Note that we have that there exists a constant C 1 depending on only H such that
Now to remove the constant C 1 we can use the tensor product trick. Consider the tensor product of G with itself n times, which we denote by G n . Then we have that:
Taking the limit as n → ∞ gives us the desired upper bound.
To see that this is the largest such exponent, we note that by Theorem 1.5 there exists a graph G and constant C 2 such that
So this is indeed the largest such exponent. 
This implies that M H (c) ≥ C 1 c |H|−α * (H) by Lemma 2.5. For the sake of contradiction assume that H is optimized on the quasi-star or quasi-clique. Note that if it's optimized on the clique then we have that t(H, G) ≤ c |H|/2 Since α * (H) > |H|/2 we have that for c sufficiently small C 1 c |H|−α * (H) ≥ c |H|/2 . On the other hand, suppose that H is maximized on the quasi-star. Note that the vertices in H mapping to a 0 vertex form an independent set. Hence we have at least |H| − α(H) vertices are mapped to one of the cn dominating vertices. By a union bound argument this implies that there are at most O(c n−α(H) n |H| ) homomorphisms. But now note again that for c sufficiently small we have that
Thus such a graph H is optimized on neither the quasi-star nor the quasi-clique.
Corollary 4.7. There exist graphs that are optimized on neither the quasi-star nor the quasi-clique. Moreover these graphs can be taken to be connected and threshold.
Proof. Take H = K 6 ⊔ K 1,3 . Then α(H) = 4 and α * (H) = 6. The result then follows by Theorem 4.6.
If we wish to take the graph to be connected adding edges from each vertex in the clique to the vertex of degree 3 in the star gives a graph H where we still have α(H) = 4 and α * (H) = 6. Moreover, such a graph is a threshold graph.
Maximizing The Number of 2-Stars.
We now rederive results of Ahlswede and Katona [1] for maximizing the number of two-stars in a graph. Theorem 1.6. For any c ∈ [0, 1] we have that M K1,2 (c) is asymptotically attained on the quasi-star or quasi-clique.
Proof. Let c > 0 and consider the limiting threshold graph T with edge density at most c that achieves M H (c). Now let T ′ denote the threshold graph with the minimum number of parts of edge density at most c that maximizes t(H, T ′ ) among all limiting threshold graphs with at most some finite number of parts f . We show T ′ has at most 2 parts. The claim will then follow from a result of [5] which states that for any ǫ > 0 there is a limiting threshold graph T * with finitely many parts and edge density at most c such that t(H, T * ) ≥ t(H, T ) − ǫ.
For the sake of contradiction, suppose T ′ has ℓ > 2 parts. Recall that can write T ′ as a sequence of blocks of 0's and 1s as describe in Section 2. Suppose that the sequence starts with a 0 and the blocks have proportions α 1 , α 2 , ..., α ℓ ∈ [0, 1]. Denote by k the quantity α 4 + α 6 + ... i.e. the proportion of 1s after α 3 . Moreover, in a minor abuse of notation we let c denote the edge density in just blocks α 1 , α 2 , α 3 and d denote the constant α 1 + α 2 + α 3 . Now note that we must have that α 1 , α 2 , α 3 must optimize We can now solve for other variables in terms of β
Note we can then rewrite the objective as a function of β
Maximization on the Quasi-Clique
In contrast to the results of Section 4.2 where we show that for small edge density c we need more than two parts, we show that for large c the asymptotically maximizing graph G is always the quasi-clique. This reproves a result of [6] .
Theorem 5.1. Let H be a fixed graph, then we have that for c > k H , where k H ∈ [0, 1), M H (c) is achieved on the quasi-clique.
Proof. We will prove the result for a connected graph. If the graph is not connected we can apply the result to each of the components and take the maximum of the k H 's over all the components.
So now suppose that G is connected. Then G contains a spanning tree T . We note that clearly for any graph t(H, G) ≤ t(T, G) since we only removed edges. Now using a result from Sidorenko [15] we have that t(T, G) ≤ t(K 1,|G|−1 , G). By a result by Reiher and Wagner [13] , we have that there exists a k H such that for c > k H we have that M K 1,|G|−1 (c) is achieved on the quasi-clique. But now note that for any quasi-clique K have that t(H, K) = t(K 1,|G|−1 , K), so M H (c) is also attained on the quasi-clique.
Conclusion
We end with a few open questions. First, perhaps the most natural question to ask Question 1. For any c ∈ [0, 1] and graph H is it true that t(H, ·) asymptotically maximized on a threshold graph with finitely many parts? Is there a bound on the number of parts that is independent of H?
An intermediate question easier to resolve than the above, but still of interest would be Question 2. Can the approach of Theorem 1.6 be generalized to work for k-stars and more general graphs? Can the one-dimensional graphons for threshold graphs help us solve the problem for various H?
We also remark that our result in Theorem 1.3 is likely not tight and can probably be extended to sparser graphs, leading us to the next question The approach taken in this paper was to apply o(n 2 ) local changes to a graph in order to get to a threshold graph. It would be very interesting if this generalizes, specifically: Question 4. Can a similar approach of local changes be used to find the domination exponent for other pairs of graphs?
