








Previous studies of the quality of market-forecasted volatility have used
the volatility that is implied by exchange-traded option prices. The use of
implied volatility in estimating the market view of future volatility has suf-
fered from variable measurement errors, such as the non-synchronization
of option and underlying asset prices, the expiration-day effect, and the
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1Campa and Chang (1995) also employed quoted implied volatility in their study. However, their
objective differed from this study in that they investigated whether forward quoted implied volatility
had any predictive power for future quoted implied volatility. Their data was supplied by a major
commercial bank. The data that is employed in this study was obtained from Bloomberg, which
collected them from major quoting banks.
volatility smile effect. This study circumvents these problems by using the
quoted implied volatility from the over-the-counter (OTC) currency option
market, in which traders quote prices in terms of volatility. Furthermore,
the OTC currency options have daily quotes for standard maturities,
which allows the study to look at the market’s ability to forecast future
volatility for different horizons. The study finds that quoted implied
volatility subsumes the information content of historically based forecasts
at shorter horizons, and the former is as good as the latter at longer hori-
zons. These results are consistent with the argument that measurement
errors have a substantial effect on the implied volatility estimator and the
quality of the inferences that are based on it. © 2003 Wiley Periodicals,
Inc. Jrl Fut Mark 23:261–285, 2003
INTRODUCTION
Previous studies of the quality of market-forecasted future volatility in
currency options have used implied volatilities from exchange-traded cur-
rency options markets. Generally, they found that implied volatility has
substantial informational content, and that it outperforms historically
based volatility forecasts, but it is still biased. However, such empirical
results are likely to be affected by two sources of well-documented
errors: measurement errors in model inputs and errors in the option
pricing model that is used for computation. The errors in model inputs
can arise from bid–ask spreads, non-synchronization in option and
underlying asset prices, different closing times of exchanges, maturity
mismatches, the expiration-day effect, and the time-varying maturity
of exchange-traded options, as discussed in numerous studies (e.g.,
Canina & Figlewski, 1993; Christiansen & Prabhala, 1998; Day & Lewis,
1992; Figlewski, 1997; Fleming, 1998; Jorion, 1995). Furthermore, stud-
ies that are based on exchange-traded options also are likely to suffer
from potential noise from the volatility smile effect. Exchange-traded
options have fixed strike prices, and as the underlying asset price
changes, such option contracts may become more or less in the money or
out of the money. It is very unlikely that the option is exactly at the money,
and thus the implied volatility from an option pricing model that has not
accounted for the smile effect is likely to be subjected to error.
This article differs from previous studies in that it uses quoted
implied volatility data from the OTC currency option market.1 The
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2However, this study does not account for the effect of option-pricing-model misspecification on the
quality of the implied volatility. Empirical studies that account for model misspecification include
Amin and Ng (1997), who employed several interest-rate option models to study the quality of
implied volatility in Eurodollar futures options, and Poteshman (2000), who used a stochastic
volatility model to study the quality of implied volatility in S&P 500 index option.
3See Bank for International Settlement (2000) for details.
4See Bank for International Settlement (1999) for details.
institutional features of the OTC market alleviate the measurement
problems that are found in studies that use implied volatility that is
derived from exchange-traded option prices.2 Unlike exchange-traded
currency option markets in which market players quote option prices in
terms of option premiums, in the OTC currency option market the price
quotes actually are made in terms of volatility, which is expressed as a
percentage per annum. For example, an option might be quoted as a 10%
bid that then would be translated into option premiums by introducing
the volatility figure into the Garman–Kohlhagen model, along with the
current spot exchange rate and domestic and foreign interest rates at
that point in time. Strictly speaking, quoted implied volatility is a form of
implied volatility. Virtually every article in the option literature uses
exchange-traded options with varying maturities. In contrast, the OTC
currency options used in this study have constant maturity and always
are traded at the money, which leads to more stationarity in data and
less specification errors. Furthermore, the OTC currency option market
is substantially more liquid than the exchange-traded currency option
market. The annual turnover of currency options that are traded
on organized exchanges was about US$1.3 trillion in 1995 and
declined to US$0.5 trillion in 1998,3 whereas the annual turnover on the
over-the-counter market was about US$10.25 trillion in 1995 and
US$21.75 trillion in 1998.4
Thus, the importance of this study is in exploring the OTC currency
options market, which has distinct institutional characteristics that obvi-
ate the measurement errors that are found in previous studies, to address
the following questions. Firstly, what is the quality of market-predicted
volatility when the data does not suffer from some of the problems that
were mentioned earlier? Secondly, does the market’s ability to forecast
future volatility vary with the forecasting horizon? The unique features
of the OTC market allow us to test this hypothesis because only within
that market are there daily quotes for currency options with standard
maturities.
Specifically, this study compares the predictive power of quoted
implied volatility for options with standard maturities of 1, 2, 3, and 6
months with volatility forecasts that are derived from historical data.
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5The data that kindly has been provided for this study contains only these three pairs of currencies.
These exchange-rate quotations are used as they are in line with the practice of the OTC currency
market.
Three widely used methods are employed to compute the volatility fore-
cast from historical spot exchange rates: historical standard deviation, the
Generalized AutoRegressive Conditional Heteroskedasticity (GARCH)
(1, 1) model, and the Exponentially Weighted Moving Average (EWMA)
model that is presented in J. P. Morgan’s RiskMetrics™. Because OTC
data has been collected systematically only recently, the limited data
span—June 5, 1996 to April 25, 2000—makes it important to use fully all
of the information in the sample. Thus, the tests are conducted using
daily data for GBP/USD (U.S. dollars per British pound), USD/JPY
(Japanese yen per U.S. dollar), and AUD/USD (U.S. dollars per
Australian dollar) contracts.5
The results of this study show that market-forecasted volatility is a
good estimator of future volatility, even when matched with more sophis-
ticated historical time-series-based conditional volatility estimates from
the GARCH and EWMA models. Differing from previous studies, this
study also finds that quoted implied volatility generally is an unbiased
estimator of future volatility at the shorter forecasting horizon for all of
the currencies that are studied. As previous results were robust across
time, and because there is no reason to believe that traders on the OTC
currency market are better than those in other markets, the plausible
explanations of the differences in the results are: (i) the importance of
measurement errors, and (ii) the higher liquidity on the OTC market,
which is consistent with the Figlewski (1997) hypothesis that the infor-
mational content of quoted implied volatility is related positively to
liquidity. However, the quoted implied volatility is still a biased estimator
for longer horizons, and its superior forecasting ability diminishes as the
forecasting horizon increases. Nevertheless, as options with longer terms
of maturity have lower liquidity than shorter-term options, this observa-
tion supports Figlewski’s liquidity hypothesis.
LITERATURE REVIEW
Scott (1992) examined whether implied volatility less intraquarterly his-
torical volatility would have been useful for forecasting changes in future
intraquarterly volatility from 1983 to 1989. He found that the implied
volatility from British pound, Deutsche mark, and Swiss franc spot
options that were traded on the Philadelphia Stock Exchange (PHLX) is
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6The simulation results of Jorion (1995) showed that when accounting for possible measurement
errors and statistical problems, the slope of the volatility forecast is 0.907, as compared to the actual
slope of 0.547.
informative and close to being an unbiased forecast of future volatility,
but that the implied volatility from the Japanese yen had no informa-
tional content. Using ARCH-based volatility forecasts and a new
methodology that accounts for the term structure of volatility expecta-
tions, Xu and Taylor (1995) found that PHLX implied volatilities provide
specifications for daily conditional variance that cannot be improved
significantly by using past returns. In contrast, Taylor and Xu (1997)
showed that when using high-frequency exchange rates, historically
based forecasts of volatility provide information that is additional to the
information found in option prices.
Jorion (1995) investigated Deutsche mark, Japanese yen, and Swiss
franc futures options that were listed on the Chicago Mercantile
Exchange from 1985 to 1992 and found that implied volatility, while it
outperforms other volatility forecasts, is still biased. Bodurtha and Shen
(1995) reached a similar conclusion with regard to the forecasting ability
of implied volatility from Deutsche mark and Japanese yen spot options
that were listed on the PHLX in a more recent period—1991 to 1994.
Bates (1996) looked at the weekly volatility forecasts from Deutsche
mark and Japanese yen spot options that were listed on the PHLX from
1984 to 1992 and showed that implied volatility has substantial infor-
mational content, but rejects the unbiasedness hypothesis. Using a dif-
ferent approach to extracting the implied variance from option prices,
Guo (1998) also found that daily currency implied volatility is a biased
forecast of future volatility. Thus, extant studies have suggested that the
implied volatility derived from exchange-traded currency option prices is
a biased and inefficient estimate of future volatility. However, as men-
tioned earlier, the use of implied volatility from the exchange-traded
option market in estimating the market view of future volatility suffers
from measurement errors such as the non-synchronization of option and
underlying asset prices, the expiration-day effect, and the volatility smile
effect. Using simulations, Jorion (1995) found that the above-mentioned
sources of measurement error could substantially distort inferences and
account for a significant part of the biases that are associated with the
tests of the predictive power of implied volatility.6
This study circumvents these problems by using quoted implied
volatility from the OTC currency option market, in which traders quote
prices in terms of volatility. Furthermore, the OTC currency options
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7Bruer and Wohar (1996) discussed how ignoring foreign-exchange market conventions on sampling
data can lead to biased estimates.
8The descriptive statistics for the level of the actual and quoted implied volatility are available from
the authors upon request. Other studies that used log volatility series are those of Christensen and
Prabhala (1998) and Poteshman (2000).
have daily quotes for standard maturities, which allows an investigation
of the market’s ability to forecast future volatility for different horizons.
DATA AND METHODOLOGY
Data and Descriptive Statistics
The data set that is employed consists of daily average bid and ask clos-
ing volatility quotes of GBP/USD (U.S. dollars per British pound),
USD/JPY (Japanese yen per U.S. dollar), and AUD/USD (U.S. dollars per
Australian dollar) OTC options from June 5, 1996, to April 25, 2000.
There are 12,180 observations, with an average of 1015 observations per
currency pair in each maturity period.
Specifically, the data represent quoted implied volatility prices that
correspond to the at-the-money forward straddles (i.e., one European call
plus one European put, the common strike price of which equals the for-
ward rate) with standard maturities of 1, 2, 3, and 6 months. The at-the-
money forward-straddle quotes are used because the interbank OTC
currency options frequently are traded in combinations, and the most
liquid combination is the at-the-money forward straddle. Both the quoted
implied volatility and spot exchange rates were obtained from Bloomberg,
who collected them from the interbank OTC market.
The actual or realized volatility is calculated from the spot exchange
rates using market conventions7 over the option period, that is, from the
quotation date to the expiration date of the option. For example, a one-
month option contract that was quoted on February 8, 2000, would
expire on March 8, 2000, with settlement two business days later, on
March 10, 2000. The standard deviation is calculated using the continu-
ously compounded daily spot returns from February 8, 2000, to March 8,
2000, and annualized.
Table I presents the summary statistics for the natural logarithm of
the quoted implied volatility and actual volatility for the USD/JPY,
GBP/USD, and AUD/USD currency pairs. The log series is chosen due
to better normality properties.8 The quoted implied volatility series are
based on the average of the bid and ask prices on 1-, 2-, 3-, and 6-month
options.
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TABLE I
Descriptive Statistics for Quoted Implied and Actual Volatility
Variable Mean SD Skewness Kurtosis Autocorrelation Minimum Maximum
USD/JPY
AV 1M 2.407 0.361 0.342 3.307 0.978 3.485 1.416
QIV 1M 2.486 0.279 0.108 2.895 0.941 3.323 1.792
AV 2M 2.448 0.325 0.263 2.967 0.992 3.344 1.801
QIV 2M 2.505 0.255 0.217 2.806 0.950 3.188 1.879
AV 3M 2.476 0.308 0.087 2.807 0.995 3.224 1.817
QIV 3M 2.522 0.241 0.233 2.704 0.956 3.114 1.895
AV 6M 2.547 0.256 0.044 3.366 0.995 3.078 1.954
QIV 6M 2.555 0.225 0.280 2.469 0.956 3.001 2.001
AUD/USD
AV 1M 2.218 0.351 0.072 3.030 0.980 3.127 1.095
QIV 1M 2.272 0.286 0.081 2.352 0.959 3.033 1.609
AV 2M 2.251 0.318 0.115 2.440 0.993 2.966 1.462
QIV 2M 2.242 0.268 0.110 2.385 0.963 2.996 1.629
AV 3M 2.277 0.289 0.149 2.153 0.995 2.831 1.536
QIV 3M 2.220 0.260 0.133 2.300 0.964 2.890 1.649
AV 6M 2.330 0.239 0.299 2.023 0.996 2.734 1.822
QIV 6M 2.172 0.250 0.131 2.217 0.963 2.757 1.649
GBP/USD
AV 1M 1.967 0.271 0.220 3.062 0.964 2.601 1.141
QIV 1M 2.082 0.204 0.982 4.308 0.935 2.674 1.361
AV 2M 1.999 0.209 0.430 3.748 0.983 2.450 1.264
QIV 2M 2.103 0.176 1.221 4.993 0.934 2.595 1.459
AV 3M 2.025 0.153 0.137 2.885 0.984 2.377 1.565
QIV 3M 2.121 0.156 1.327 5.721 0.927 2.518 1.504
AV 6M 2.025 0.100 0.231 2.468 0.991 2.217 1.786
QIV 6M 2.157 0.094 0.325 2.310 0.927 2.442 1.981
Note. This table summarizes the mean, standard deviation, minimum, maximum, kurtosis, skewness, and the
first-order autocorrelation of the logarithm of quoted implied volatility (QIV) and actual volatility (AV) for options
that have 1 month (1M), 2 months (2M), 3 months (3M), and 6 months (6M) to expiration. The three currency
pairs are USD/JPY (Japanese yen per U.S. dollar), GBP/USD (U.S. dollars per British pound), and AUD/USD
(Australian dollars per U.S. dollar). The statistics are computed from 1015 daily observations per currency pair
for each maturity period from June 5, 1996, to April 25, 2000.
The following observations can be made from Table I. Firstly, there
are no systematic differences in the mean quoted implied volatility and
mean actual volatility. The mean quoted implied volatility is greater than
the mean actual volatility for USD/JPY and GBP/USD, but not for
AUD/USD. This is similar to the Jorion (1995) findings on the relation-
ships between implied volatility and actual volatility. Secondly, the mean
actual volatility increases with the time horizon, whereas the relationship
between the mean quoted implied volatility and the time horizon is mixed.
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The mean quoted implied volatility forAUD/USD decreases with the hori-
zon, whereas those for GBP/USD and USD/JPY show a positive term
structure of quoted implied volatility. Thirdly, and consistent with previ-
ous studies on the term structure of volatility (Campa & Cheng, 1995;
Xu & Taylor, 1994), there is a decrease in the standard deviation of both
quoted and actual volatilities with the maturity. For the GBP/USD pair,
the standard deviation of 1-month quoted implied volatility is 0.204,
which is two times the standard deviation of the 6-month quoted implied
volatility of 0.094. For the same currency pair, the standard deviation of
1-month actual volatility is 0.271, which is 2.7 times higher than the stan-
dard deviation of the 6-month contract at 0.100. Consistent across cur-
rencies, the longer horizon contracts are less variable than the shorter
contract. Campa and Chang (1995, 1998) attributed these findings to the
property of mean reversion of the short-dated currency volatility.
The unit root tests show that the volatilities are marginally station-
ary. According to the autocorrelation statistics in Table I, all volatility
series have very high autocorrelation. For example, for the 1-month
USD/JPY contract, the first lag autocorrelation is 0.941 for the quoted
implied volatility and 0.978 for the actual volatility. These findings are
typical for series with overlapping data and are consistent with other
studies that use implied volatility. Although not reported here, the auto-
correlation and partial correlation functions indicate that all of the series
experience mean reversion and are characterized by a first-order autore-
gressive process. Jorion (1995) showed that autocorrelation in the
volatility series causes a downward bias in the Ordinary Least Squares
(OLS) standard errors. Drawing from the literature, the present study
takes this into account by using the Newey and West (1987) method that
provides consistent estimates of the covariance matrix in the presence of
both heteroskedasticity and autocorrelation.
Time-Series Volatility Forecasts
Three widely used methods are employed to calculate volatility forecast
based on historical return data.
Historical Standard Deviation
Several historical standard-deviation time series are constructed from
spot exchange rates to match the forecasting horizon for each of the
option maturity. This is done by computing the annualized standard devi-
ation of spot-exchange-rate log returns over 23 business days before
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the forecast day for the 1-month contract, 46 business days for the
2-month contract, 69 business days for the 3-month contract, and 138
business days for the 6-month contract.
GARCH-Based Volatility Forecast
One way to provide conditional forecasts is by using a GARCH method-
ology that directly models the time-varying volatility. This article adopts
the GARCH(1, 1) specification, which was employed by Jorion (1995)
and Bodurtha et al. (1995), among others. Further tests of alternative
GARCH specifications also are carried out, but it is found that the
GARCH(1, 1) model is the most appropriate. The GARCH(1, 1) model
is as follows:
(1)
where is the continuously compounded return of the spot exchange
rate, is the mean daily return, and ht is the conditional variance. In the
variance equation, b0 represents the mean variance, b1 is the coefficient
on the squared forecast-error term, and b2 is the coefficient on the
lagged conditional-variance term. The interpretation of this specification
is that a trader predicts the next period variance from a weighted average
of the long-term average variance, the forecasted variance from the last
period, and the information about the volatility that was observed in the
previous period.
Using Equation 1, on any day t, a one-day-ahead forecast of volatility
is constructed. For horizons of one month or more, the T-days-ahead fore-
cast is obtained by using recursive substitution in the variance equation.
To obtain a GARCH forecast that directly is comparable to the quoted
implied volatility, the to forecasts are constructed and the
Kroner, Kneafsey, and Claessens (1994) procedure is used:
(2)
where T is the number of days ahead to forecast, and is the fore-
casted variance at time t over the next T days. This then is multiplied by
the appropriate factor, and the square root is taken to yield the “annual-
ized” GARCH(1, 1) volatility forecast.
To ensure that the volatility forecasts only make use of information
that is available to traders at the time when the forecasts are made, this









ht  b0  b1et1
2  b2ht1
rt  r  et,  et  N(0, ht)
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9See J. P. Morgan (1996, pp. 78–82) for details.
of daily observations is used. On each day, observations over the last 1000
days are used to estimate the ARCH and GARCH coefficients, which
then are used to compute the forecasts over the various horizons, from
1 to 6 months, for that day. In this way, the out-of-sample forecasts of
volatility are obtained to match against the other volatility measures.
RiskMetrics™ (EWMA) Volatility
J. P. Morgan developed the Exponentially Weighted Moving Average
(EWMA) model as an alternative to the GARCH model for estimating
future volatility.9 The name of the model comes from the fact that fore-
casted volatility is an exponentially weighted sum of historical squared
returns, with the weights declining geometrically the farther back in time
that one goes. The strength of the model is the ease of estimation due to
a particularly simple formula for updating volatility estimates:
(3)
where is the one-day-ahead variance forecast, ht is the one-day fore-
cast variance made at day t, is the squared-return innovation, and l is
the decaying factor that determines the relative weights that are applied
to past observations. By recursive substitution of ht in Equation 3, the
following equation is obtained:
(4)
where N is the number of previous return innovations used in forecast-
ing the variance. Consistent with RiskMetrics™, l is set equal to 0.94
and N  74 days. An advantage of the RiskMetrics estimator is that it
gives more weight to recent returns, whereas the usual volatility estima-
tor weights all returns equally over the horizon at which past volatility is
estimated. To obtain volatility forecasts for the T-day horizon, the square
root of is multiplied by 
Methodology
The main hypothesis is that the quoted implied volatility from the OTC
market is a better predictor of future volatility than are forecasts based
on historical data. The model used to test this is:
(5)ln sAVt,T  a0  a1 ln s
QIV












ht1  lht  (1  l)r
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t
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10Taylor (1999) argued that an a0 that is equal to zero and an a1 that is equal to one are sufficient
but not necessary conditions.
where denotes the actual volatility over the period t to and
is the quoted implied volatility that is observed at time t for a con-
tract that expires on is the volatility forecast over the period t
to which is computed using the historical standard deviation,
GARCH(1, 1) or RiskMetrics EWMA models. All of the volatility meas-
ures are standard deviations, and the variables are in log form.
Variations of Equation 5 are used to analyze the forecasting power
of quoted implied volatility and historically based volatility forecasts
independently and jointly in a multiple-regression setting. Several
hypotheses are tested.
Firstly, if quoted volatility is informative about future volatility, a1
should be statistically different from zero. Secondly, an a0 that is equal to
zero and an a1 that is equal to one are the sufficient conditions for quot-
ed volatility to be unbiased.10 Thirdly, if quoted implied volatility is an
informationally efficient forecast of future volatility, then a2 should be
zero when the historically based volatility forecast is regressed jointly
with quoted implied volatility. The above are three standard hypotheses
that are employed in the literature to study the information content of
market volatility. A fourth hypothesis is explored in this study. The data
set allows the study to test whether the forecasting ability of quoted
implied volatility is related negatively to the forecasting horizon. If the
hypothesis is true, then the a1 coefficient should decrease in economic
and statistical significance with the time horizon.
EMPIRICAL RESULTS
Univariate Regression Tests
OLS estimates of Equation 5 are carried out with quoted implied volatility,
historical, GARCH, and EWMA volatilities as independent variables. The
results are presented in Table II.As the actual volatility is constructed from
overlapping daily returns, the OLS estimates are unbiased and efficient,
but standard errors are biased downwards. The Newey–West (1987)
method, with the number of lags equal to the number of days in the fore-
casting horizon, is used in computing the t-statistics to correct for
heteroskedasticity and autocorrelation in the residuals that are caused by
this overlapped data.
When quoted implied volatility is the independent variable in
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TABLE II
Information Content of Quoted Implied Volatility vs. Historical, GARCH,
and EWMA Volatility
a0 a1 a2
Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat
Panel A: USD/JPY








0.34* 0.74* 0.084 0.41 3.87 6.43*
(0.16) (0.19) (0.09)
0.362 0.59* 0.239 0.43 9.17* 10.32*
(0.2) (0.12) (0.13)
0.383 0.86*† 0.043 0.41 2.71 5.84*
(0.22) (0.11) (0.14)








0.35* 0.49* 0.36* 0.48 14.65* 10.22*
(0.17) (0.15) (0.13)
0.393* 0.51* 0.32* 0.47 10.95** 12.51**
(0.19) (0.13) (0.14)
0.372 0.87*† 0.046 0.44 2.43 4.65**
(0.21) (0.12) (0.13)








0.5* 0.33* 0.46* 0.48 24.45** 18.62**
(0.12) (0.12) (0.17)
0.494* 0.39* 0.4* 0.48 20.87** 24.98**
(0.19) (0.12) (0.13)
0.27 0.77* 0.1 0.43 3.24 3.97**
(0.19) (0.11) (0.11)




Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat








0.93* 0.76* 0.13 0.28 12.67** 11.38**
(0.26) (0.21) (0.16)
1.118* 0.31* 0.26* 0.32 29.94** 21.85**
(0.21) (0.1) (0.12)
1.027* 0.61* 0.015 0.27 13.87** 8.83**
(0.23) (0.12) (0.11)
Panel B: AUD/USD








0.307 0.89*† 0.05 0.48 2.24 7.52**
(0.25) (0.11) (0.09)
0.322 0.986*† 0.152 0.49 2.86 8.21**
(0.17) (0.12) (0.1)
0.766* 1.294* 0.668* 0.51 17.34** 27.75**
(0.19) (0.12) (0.14)








0.43* 0.78* 0.03 0.48 5.01** 3.96**
(0.18) (0.11) (0.08)
0.417* 0.92*† 0.101 0.49 4.53 10.32**
(0.16) (0.13) (0.11)
0.969* 1.321* 0.756* 0.54 27.93** 22.54**
(0.2) (0.11) (0.13)
(Continued )




Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat








0.60* 0.40* 0.34* 0.50 15.63** 17.28**
(0.19) (0.12) (0.12)
0.584* 0.606* 0.156 0.49 10.42** 9.23**
(0.15) (0.13) (0.11)
1.088* 1.215* 0.733* 0.55 35.87** 24.21**
(0.19) (0.1) (0.11)








1.11* 0.27* 0.28* 0.36 49.65** 48.65**
(0.19) (0.13) (0.14)
1.114* 0.376* 0.178 0.36 36.48** 38.21**
(0.17) (0.11) (0.1)
1.833* 1.054*† 0.746* 0.48 14.64** 59.35**
(0.18) (0.1) (0.12)
Panel C: GBP/USD








0.62* 0.82* 0.17 0.25 4.43 19.12**
(0.24) (0.12) (0.12)
0.623* 0.832*† 0.199 0.25 6.08** 17.84**
(0.2) (0.15) (0.15)




Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat
0.928* 0.791* 0.301 0.24 6.83** 18.69**
(0.36) (0.14) (0.29)








1.14* 0.71* 0.33* 0.17 14.89** 44.73**
(0.28) (0.19) (0.15)
1.081* 0.68* 0.256 0.13 11.88** 32.86**
(0.29) (0.21) (0.17)
1.509* 0.62* 0.397 0.13 11.47** 36.34**
(0.42) (0.21) (0.32)








1.94* 0.31* 0.29* 0.05 47.85** 91.53**
(0.29) (0.16) (0.14)
1.959* 0.017 0.051 0.01 34.88** 69.57**
(0.27) (0.19) (0.12)
2.207* 0.21 0.309 0.02 43.44** 76.73**
(0.32) (0.18) (0.26)








2.56* 0.04 0.08* 0.04 87.32** 119.85**
(0.31) (0.18) (0.16)
(Continued)
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GBP/USD at the 3-month and the 6-month horizon) have estimates of
a1 that are statistically different than zero. The statistical and economic
significance of a1, however, decreases with maturity. The 1-month fore-
casting horizon has the largest value of a1, which ranges from 0.65 for
GBP/USD to 0.84 for AUD/USD, and the 6-month forecasting horizon
has the smallest value of a1, which ranges from 0.11 for GBP/USD to
0.62 for USD/JPY. Furthermore, a1 is not significantly different from one
for the 1-month USD/JPY and AUD/USD forecasting horizon. However,
the F-test rejects the unbiasedness hypothesis of and for
all of the currencies and maturities except for USD/JPY 1-month. Thus,
quoted implied volatility contains significant information about the
future volatility, and this information decreases as the forecasting hori-
zon lengthens.
The results for historical standard deviation are mixed. The predic-
tive power of historical standard deviation is relatively weaker. However,
for USD/JPY and AUD/USD, the predictive power increases with the
forecasting horizon from 1 month to 3 months.
The difference in the prediction power of historical standard devia-
tion and quoted implied volatility also is evident from the values of the
adjusted R2. For instance, across all currencies for the 1-month horizon,




Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat
2.602* 0.356 0.095 0.05 83.12** 109.31**
(0.29) (0.13) (0.07)
2.483* 0.236 0.026 0.04 85.63** 119.76**
(0.27) (0.13) (0.14)
Note. The table shows the regression estimates of the model:
(1)
where denotes the actual (realized) volatility over the period t to is the quoted implied volatility
that is observed at time t for a contract with maturity at , and is the volatility that is forecast over the
period t to , which is computed using the historical standard deviation, GARCH(1, 1), or RiskMetrics
EWMA models. The historical standard deviation was calculated using daily exchange rates over the 23 work-
ing days (1M), 46 Days (2M), 69 Days (3M), and 123 Days (6M) prior to the forecast. The GARCH forecasts
are based on a rolling GARCH(1, 1) model. The EWMA forecasts are based on a model with . The
results are based on 1015 daily data per currency pair per maturity period from June 5, 1996, to April 25, 2000.
The Newey–West heteroskedasticity and autocorrelation adjusted standard errors are in parenthesis. The
F1-statistic tests the hypothesis that and . The F2-statistic tests the hypothesis that 
and .
*Significantly different from zero at the 5% level; **Significantly different from zero at the 1% level; †Not signifi-
cantly different from one at the 5% level.
a2  0a1  1,
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the adjusted R2 values are much greater for quoted implied volatility
than for historical volatility. However, the difference diminishes with a
longer forecasting horizon.
When GARCH or EWMA volatilities are regressed independently,
both have high explanatory power across forecasting horizons and cur-
rency pairs, but not as good as that of quoted implied volatility. The
largest coefficients, which correspond to the 1-month horizon, are
between 0.45 for GBP/USD and 0.633 for USD/JPY for the EWMA, and
between 0.615 for GBP/USD and 0.796 for AUD/USD for the GARCH.
The univariate results in Table II show that the slopes of the GARCH
and EWMA forecasts are comparable to the slopes of the historical
standard deviation, but are smaller than the slope of quoted implied
volatility. This finding also is supported by a higher R2 for the quoted
implied volatility regression.
Encompassing Regression Tests
The results in the previous section show that the quoted implied volatil-
ity is significantly better than the alternative volatility forecasts. In this
section, forecast-encompassing tests that are based on Equation 5 are
employed to determine whether quoted implied volatility incorporates all
of the relevant information in competing forecasts, namely whether it is
informationally efficient. Table II presents the results.
When both the historical standard deviation and the quoted implied
volatility are employed, the statistical evidence shows that the quoted
implied volatility subsumes the historical volatility for the 1- and
2-month forecasting horizons. However, the same is not observed for the
3- and 6-month forecasting horizons. For the 1-month contract, a1
ranges from 0.74 (USD/JPY) to 0.89 (AUD/USD), and the quoted
implied volatility is an unbiased estimate of the actual volatility for all
three currencies. In contrast, a2 is statistically and economically insignif-
icant across all currencies. However, as the forecasting horizon increas-
es, the economic and statistical significance of a1 decreases and that of
a2 increases, with the results being similar across the three currency
pairs. These results are consistent with the hypothesis that the quoted
implied volatility has good predictive power for future volatility. However,
the statistical evidence on the quoted implied volatility as an unbiased
predictor of actual volatility is mixed. Quoted implied volatility is an
unbiased predictor of future volatility at the 1-month horizon, but
exhibits bias for all other forecasting horizons. The quoted implied
volatility also appears to be an informationally inefficient forecast of
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actual volatility for each forecasting horizon and currency pair, with the
associated F-statistics being greater than the critical value of 3.8.
Table II also shows that the quoted implied volatility contains a sub-
stantial amount of information when compared to GARCH and EWMA
volatility forecasts. The results are consistent across forecasting horizons
and currency pairs. For example, at the 1-month horizon for the
USD/JPY when EWMA is regressed jointly with the quoted implied
volatility, a1 is 0.59 and a2 is only 0.239. At the 6-month horizon for the
AUD/USD when GARCH is regressed jointly with the quoted implied
volatility, a1 is 1.054 and a2 is only 0.746. Furthermore, quoted
implied volatility is an unbiased estimate at the 1- and 2-month horizons
for the USD/JPY when regressed with GARCH, and for the AUD/USD
when regressed with EWMA. The adjusted R2 values also are noticeably
higher when the quoted implied volatility is included. For example, at the
1-month horizon for the AUD/USD when EWMA and GARCH are
regressed independently, the adjusted R2 values are 0.29 and 0.25,
respectively. However, when quoted implied volatility is included, the
adjusted R2 values improve to 0.49 and 0.51, respectively.
Overall, the quoted implied volatility remains the best forecast, even
when matched with more-sophisticated time-series-based volatility
estimators.
The evidence suggests that the ability of quoted implied volatility to
forecast future volatility is surprisingly good for the short-term forecast-
ing horizon. However, the quoted implied volatility does not perform as
well in forecasting longer horizon future volatility. There are several pos-
sible explanations for this. Firstly, it is commonly accepted that market
traders are better in identifying and analyzing the fundamentals (e.g.,
central bank policies or macroeconomic data) and technical factors (e.g.,
market sentiments or trends) that affect short-term volatility than affect
long-term volatility. Secondly, the recent behavioral literature indicates
that investors in the stock market suffer from overconfidence and extrap-
olative biases, and it is plausible that currency traders experience the
same behavior, which might impair their forecasting ability.
Finally, as suggested by Figlewski (1997), although traders may
make rational forecasts of future volatility, the lack of market liquidity,
the presence of transaction costs, and the difficulty of executing
arbitrage opportunities may prevent option prices from accurately
reflecting the best forecast of future volatility. The information on the
actual trading volume for options with different maturity periods is not
available. However, discussions with several OTC currency option
traders suggest that longer maturity option contracts are relatively less
liquid than the shorter contracts. The 1-month contract, which is the
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most liquid and easiest to hedge with delta transactions (cash or
futures), offers the best volatility forecast. In contrast, the least liquid
3- and 6-month contracts provide the worst forecasts.
ROBUSTNESS TESTS
Further tests are conducted to verify the robustness of the results to alter-
native sampling frequencies and methods of evaluating forecast accuracy.
Volatility Forecasting with Monthly Sampling
This section determines how sensitive the results are to the sample fre-
quency. The tests that have been performed so far use daily volatility data
that introduces overlaps in the error terms that tend to bias the OLS
regressions. The reason for this bias is that each observation in a partic-
ular volatility time series is constructed according to a moving window of
N daily returns that differs from the previous window by just one return.
To assess this effect, new series of one-month-ahead forecasts with non-
overlapping periods are constructed based on monthly sampling.
For all of the currencies, the study re-estimates the univariate and
encompassing regressions based on Equation 5; the results are presented
in Table III. Because the non-overlapping series are one-month volatility
TABLE III
Information Content of Quoted Implied Volatility vs. Historical, GARCH,
and EWMA Volatility (Monthly Sampling)
a0 a1 a2
Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat
Panel A: USD/JPY








0.21 0.82*† 0.064 0.35 0.65 2.58
(0.36) (0.16) (0.12)
0.24 0.64* 0.23 0.35 2.32 4.85*
(0.32) (0.18) (0.14)
0.23 0.81*† 0.06 0.35 0.59 2.44
(0.46) (0.17) (0.21)
(Continued)
280 Covrig and Low
TABLE III
(Continued)
Information Content of Quoted Implied Volatility vs. Historical, GARCH,
and EWMA Volatility (Monthly Sampling)
a0 a1 a2
Horizon ct. IV HV EWMA GARCH Ad-R2 F1-stat F2-stat
Panel B: AUD/USD








0.25 0.89*† 0.01 0.48 0.49 1.82
(0.24) (0.16) (0.13)
0.22 1.00*† 0.12 0.48 0.51 1.74
(0.24) (0.14) (0.14)
0.37 0.9*† 0.08 0.47 0.89 2.19
(0.34) (0.15) (0.23)
Panel C: GBP/USD








0.77* 0.91*† 0.35* 0.28 6.39* 13.42*
(0.24) (0.15) (0.12)
0.38 0.85*† 0.09 0.25 1.23 6.83*
(0.31) (0.37) (0.28)
0.61 0.89*† 0.25 0.25 2.08 7.08*
(0.34) (0.32) (0.42)
Note. The table shows the regression estimates of the model:
(1)
where denotes the actual (realized) volatility over the period t to is the quoted implied volatility that
is observed at time t for a contract with maturity at , and is the volatility that is forecast over the period t
to , and is computed using the historical standard deviation, GARCH(1, 1), or RiskMetrics EWMA models.
The GARCH forecasts are based on a rolling GARCH(1, 1) model. The results are based on 51 monthly data per
currency pair per maturity period form June 5, 1996, to April 25, 2000. The Newey–West heteroskedasticity and
autocorrelation adjusted standard errors are in parenthesis. The F1-statistic tests the hypothesis that and
. The F2-statistic tests the hypothesis that and .
*Significantly different from zero at the 5% level.
†Not significantly different from one at the 5% level.
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forecasts, the results from Table III are directly comparable with the
results from Table II, which correspond to the one-month forecast-
ing horizon. The results that correspond to the univariate regressions
for all three currencies show small increases in the coefficients that cor-
respond to the quoted implied volatility and decreases in those that
correspond to the historical standard deviation and GARCH. As before,
the quoted implied volatility is an unbiased estimate of future volatility,
and the historically based volatility forecasts have high explanatory
power. Interestingly, the adjusted R2 values in Table III are lower than
those in Table II, which suggests that the volatility forecasts explain less
of the variation in the actual volatility for one-month sampling than is
explained in daily sampling.
When implied volatility is regressed jointly with the other three
volatility forecasts, there is a small increase in the slopes of the implied
volatility, but no change in the slopes of the alternative forecasts when
compared to the corresponding values from Table II. The information
value of implied volatility is supported further by lower F1 and F2
statistics, with eight out of the nine F1 statistics and five out of the nine
F2 statistics being insignificant at the 5% level. The adjusted R2 values in
Table III for all three of the multivariate regressions that correspond to
USD/JPY are smaller than those in Table II, whereas those that corre-
spond to the other two currencies experience no change.
Overall, the results in this section are qualitatively similar to those
that were reported in the previous section, which suggests that the find-
ings are robust with respect to the sampling frequency.
Alternative Measures of Forecast Accuracy
The robustness of the results is checked further by two alternative
forecast-evaluation methods. The statistics that correspond to the daily
volatility series are presented in Panel A of Table IV, and those for the
monthly series are presented in Panel B. Firstly, the root-mean-squared
error (RMSE) for the quoted implied volatility, historical standard devia-
tion, GARCH, and EWMA volatility estimators are computed. Because
RMSE depends on the scale of the forecast variables, it should be used
as a relative measure to compare forecasts of the same option only. For
both the daily and monthly series, the RMSE results indicate that, over
both the 1- and 2-month horizons, quoted implied volatility outperforms
any of the measures that are based on historical data, but performs
equally well over the 3- and 6-month horizons. The results are qualita-
tively similar across currencies.
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Although the RMSE forecast evaluation is common in the forecast-
ing literature, it has several limitations. Fair and Schiller (1990) showed
that when even one RMSE is higher than the other, it can contain
information that is not present in the forecast with lower RMSE.
Furthermore, when the RMSEs are very close, they cannot be used to
distinguish superior forecast accuracy among several competing models.
An approach that was proposed by Harvey, Leybourne, and Newbold
(1997) (HLN) can be used to achieve further insights into the predictive
power of quoted implied volatility as compared to the alternative fore-
casts. The HLN method is a modified version of the Diebold and
TABLE IV
Forecast Accuracy of Alternative Volatility Forecasts
USD/JPY AUD/USD GBP/USD
Horizon Forecast RMSE HLN RMSE HLN RMSE HLN
Panel A: Daily Sampling
1M QV 0.279 – 0.253 – 0.238 –
HV 0.316 9.66* 0.294 11.31* 0.259 4.78*
GARCH 0.312 11.07* 0.304 9.68* 0.253 3.96*
EWMA 0.289 4.73* 0.293 11.41* 0.252 3.58*
2M QV 0.243 – 0.227 – 0.197 –
HV 0.249 2.57* 0.253 11.68* 0.208 5.13*
GARCH 0.287 11.44* 0.283 13.21* 0.203 3.72*
EWMA 0.256 3.82* 0.261 13.34* 0.201 3.51*
3M QV 0.235 – 0.206 – 0.152 –
HV 0.225 1.05 0.206 1.84 0.152 1.75
GARCH 0.262 8.83* 0.259 12.93* 0.153 4.88*
EWMA 0.238 1.97* 0.222 9.33* 0.153 4.53*
6M QV 0.217 – 0.192 – 0.097 –
HV 0.229 13.85* 0.192 1.12 0.098 2.84*
GARCH 0.238 4.83* 0.231 4.22* 0.099 3.53*
EWMA 0.226 9.53* 0.197 2.44* 0.099 3.70*
Panel B: Monthly Sampling
1M QV 0.301 – 0.287 – 0.223 –
HV 0.373 2.86* 0.343 2.68* 0.261 2.42*
GARCH 0.334 2.31* 0.32 2.36* 0.262 2.75*
EWMA 0.315 1.99* 0.304 2.08* 0.239 2.06*
Note. This table shows the RMSE (Root-Mean-Squared Error) of the quoted implied volatility, historical stan-
dard deviation, GARCH(1, 1), and EWMA volatility estimators for the three currency pairs. It also depicts the
Harvey, Leybourne, and Newbold (HLN) statistic on the null hypothesis of the equal forecast performance of
quoted implied volatility and the alternative historical data-based estimators. The HLN statistic is compared to a
critical value from student t-distribution. Panel A presents the results that correspond to the daily series and four
forecasting horizons. Panel B shows the results for the monthly series and a one-month horizon.
*Significantly different from zero at the 5% level.
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11The HLN statistic is defined as: where N is the number of
squared error observations, h is the number of days in the forecast horizon, d is the sample mean
of the difference in squared errors, and is the asymptotic variance of d.V(d)






Mariano (1995) test, which is an asymptotic test of the null hypothesis
of no difference in the accuracy of two competing estimators, which
allows the forecast errors to be non-Gaussian, non-zero mean, and seri-
ally and contemporaneously correlated. In contrast to other methods,
this test does not impose serious restrictions and is not sensitive to the
non-normal properties of forecast errors. Furthermore, the HLN test is
designed to correct for autocorrelation in the error series, which may
result from the overlapping observations. The HLN statistics are com-
pared to the critical value from a Student’s t-distribution with ( )
degrees of freedom.11
Table IV also reports the results of the HLN test of the accuracy of
quoted implied volatility against the three historically based volatility
estimators. A negative and significant statistic indicates that quoted
implied volatility is a better forecast than the alternative. For example, in
Panel A, the AUD/USD quoted implied volatility is a better forecast than
historical volatility for the 1- and 2-month horizon (with HLN statistics
of 11.31 and 11.68), but not for the 3- and 6-month horizons (with
HLN statistics of 1.84 and 1.12). Furthermore, the HLN statistics
show that implied volatility performs better than GARCH and EWMA
for all currencies and horizons. The results in Panel B practically match
those in Panel A (the 1-month horizon), which indicates that the results
are not sensitive to the sampling frequency.
Overall, these results are consistent with the findings that quoted
implied volatility is the best forecast over short horizons and is at least as
good as historically based volatility forecasts over long horizons.
CONCLUSION
The evidence shows that quoted implied volatility is an unbiased estima-
tor of future volatility at the 1-month horizon, but its predictive power
decreases with longer horizons. The results are consistent with the
Figlewski (1997) hypothesis that the informational content of quoted
implied volatility is related positively to liquidity. The 1-month contract
is the most liquid, and arbitrage is relatively easy to implement at the
least cost, but market liquidity drops for contracts with longer maturi-
ties. The results also indicate that the quoted implied volatility has more
predictive power than the historical standard deviation, RiskMetrics, and
GARCH-based volatility forecasts across all of the currency pairs and
N  1
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forecasting horizons. Overall, quoted implied volatility subsumes the
other forecasts at the shorter horizons, and it is as good at the longer
horizons.
Although the two sets of results are not strictly comparable for the
1-month contract, it is worthwhile to note that the results of this study
are a significant improvement over those of previous studies. This study
finds that the quoted implied volatility is an unbiased estimate for all
currencies, with an average slope coefficient that is above 0.83, and an
adjusted R2 value of greater than 0.4, as compared to—for example—
Jorion (1995), who reported slopes of between 0.5 and 0.7, and an
adjusted R2 value that was not greater than 0.15. Possible explanations
of the differences in the results are: (i) the importance of measurement
errors, and (ii) the higher liquidity on the OTC market, which is consis-
tent with the Figlewski (1997) liquidity hypothesis.
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