The dynamics of two plankton population models are investigated to examine sensitivities to model complexity and to parameter values. The models simulate concentrations of nutrients, phytoplankton, zooplankton and detritus in the oceanic mixed layer. In Model 1, zooplankton can graze only upon phytoplankton, whereas in Model 2 zooplankton can graze upon phytoplankton and detritus. Both feeding strategies are employed by zooplankton in the ocean, and both are features of models in the literature. Each model here consists of four coupled ordinary differential equations, and can exhibit unforced oscillations (limit cycles) of the four concentrations. By constructing diagrams that show how steady states and oscillations persist as each parameter is varied, a general picture of the dynamics of each model is built up. The addition of the detritus pool to an earlier nutrient-phytoplankton-zooplankton model appears to have little influence on the dynamics when the zooplankton cannot graze upon the detritus (Model 1), but if the zooplankton can graze upon the detritus (Model 2) then the dynamics are affected in a significant way. These results, obtained using the theory of dynamical systems, enhance our knowledge of the factors governing the dynamics of plankton population models.
Introduction
In addition to the practical difficulties of data collection and interpretation, oceanographers are faced with conceptual challenges when constructing models of the plankton ecosystem. One such challenge involves deciding how many components of the ecosystem should be explicitly included in a model. Hilborn and Mangel (Hilborn and Mangel, 1997) stated that, for ecological models in general, 'Perhaps the most difficult decision in model building is "How complex should the model be?"' (page 36). The answer will depend upon the purpose of the model and on the available data. Here we are interested in understanding how such choices will influence the dynamics of the model.
Of particular relevance to this study is that some models do not explicitly contain a detritus compartment [e.g. (Steele and Henderson, 1981 , 1993 Evans and Parslow, 1985; Franks et al., 1986) ] whereas others do [e.g. (Hofmann and Ambler, 1988; Fasham, 1993 Fasham, , 1995 Garçon, 1998, 1999; Fennel et al., 2000) ]. Here we investigate how the addition of a detritus compartment to a simple nutrient-phytoplankton-zooplankton (NP Z) model changes the dynamics of the original NP Z model. This is of interest because results derived from simple models, such as by Steele and Henderson (Steele and Henderson, 1992) , are often used to help guide the construction and implementation of larger models, such as the seven-component Fasham (Fasham, 1993) model. But the addition of the extra components that transform an NP Z model into a seven-component model may change the dynamics so profoundly that conclusions concerning the NP Z model no longer apply.
Detritus consists of faecal pellets of zooplankton, plus dead phytoplankton and zooplankton (Fasham et al., 1990) . Attached bacteria can break down the detritus into utilisable nutrient, a process known as remineralisation. Detrital particles can aggregate together and sink out of the mixed layer, a mechanism that plays an important part in exporting carbon to the deep ocean. Furthermore, detritus can be grazed upon by zooplankton (Paffenhöfer and Strickland, 1970; Paffenhöfer and Knowles, 1979) . This depends upon the species composition of the zooplankton, and is included in some models that incorporate zooplankton and detritus (Fasham et al., 1990; Fasham, 1993; Popova et al., 1997) , but excluded from others (Hood and Olson's model in Davis and Steele, 1994; Fasham, 1995; Denman and Peña, 1999) .
We investigate the dynamics of two plankton models, each explicitly modelling mixed-layer concentrations of nutrient, phytoplankton, zooplankton and detritus (D). The aim here is to understand the dynamics of models, rather than to attempt to simulate any particular data set. The models are extensions of the NP Z model studied by Edwards and Brindley (Edwards and Brindley, 1996) , which was the model of Steele and Henderson (Steele and Henderson, 1981) modified in the manner of Steele and Henderson (Steele and Henderson, 1993) . The addition of the detrital component to yield an NP ZD model represents a major structural difference from the original NP Z model; here we consider two NP ZD models. In Model 1 we do not allow zooplankton to graze on detritus, whereas we do include such grazing in Model 2. This is so that we increase the complexity of the models one step at a time, making it clear which particular amendment brings about any change in dynamical behaviour.
Previous work on the nature of steady states in NP Z and NP ZD models without physical forcing has helped modellers to understand the dynamics that occur when these biological models are then coupled to physical models (Flierl and Davis, 1993; Olson and Hood, 1994; Franks and Walstad, 1997) . In particular, Edwards et al. (Edwards et al., 2000a (Edwards et al., , 2000b [not the current author] have investigated the behaviour of another NP Z model (Franks et al., 1986) when it is coupled with a vertical mixing model and a coastal upwelling model. The authors extensively utilised the detailed characterisation by Busenberg et al. (Busenberg et al., 1990) of the steady states and oscillations of the original NP Z model. Furthermore, Scheffer et al. (Scheffer et al., 2000) examined a P Z model, showing how a detailed characterisation of bifurcations (defined here later) can explain the abrupt changes in population dynamics often observed in lakes.
Oscillations of variables have attracted much interest [e.g. Caswell and Neubert, 1998) ], prompted by the work of Steele and Henderson (Steele and Henderson, 1992) , who found oscillations to occur only when zooplankton mortality was modelled using a linear function of the zooplankton, and not a quadratic function. It was then shown (Edwards and Brindley, 1996, 1999 ) that oscillations can, in fact, occur when the quadratic function is used, but indeed do appear to be more common with the linear function. Ryabchenko et al. (Ryabchenko et al., 1997) and Edwards and Yool (Edwards and Yool, 2000) have examined similar oscillations that occur in the Fasham (Fasham, 1993 ) model under summertime conditions, when the physical forcing is minimal.
Moreover, such oscillations have been observed in the real ocean. For example, short-term oscillations of chlorophyll values are revealed in data from Ocean Weather Station I in the the north-east Atlantic Ocean (Williams, 1988) . Ryabchenko et al. (Ryabchenko et al., 1997) noted that such oscillations may be due to factors other than simple predator-prey cycles, but that, nevertheless, these intriguing features of models are of interest and warrant investigation. Furthermore, oscillations have been reported in a variety of freshwater plankton populations (McCauley and Murdoch, 1987) . Because of similarities with the dynamics of laboratory populations, from which external physical forcing is excluded, it was concluded that the oscillations were a result of eco-logical interactions. The oscillations found in our models are due to ecological interactions, since no physical forcing is included.
We examine steady states and oscillations of the four variables in our NP ZD models. First we formulate Model 1, and (in the Appendix) we summarise what can be deduced analytically from the equations, using a 'paper-andpencil' approach, without using particular numerical values for the parameters. Two time series are then shown -the first demonstrates the system settling down to a steady state (whereby all four variables reach constant values), and the second demonstrates oscillations of the variables. This leads us to construct bifurcation diagrams showing how the oscillations persist as each of the parameters of the model is independently varied. The diagrams show the bifurcational behaviour of the original NP Z system [determined by (Edwards and Brindley, 1996) ] to be remarkably preserved in the NP ZD system, and can be thought of as giving a general picture of the behaviour of the model across realistic ranges of parameters. Next we discuss how the period of the oscillations changes as each of the parameters is varied. The results for Model 1 show that, by itself, adding the detritus compartment to the NP Z model has little effect upon the qualitative dynamics of N, P and Z.
Then we formulate Model 2, which incorporates zooplankton feeding on detritus, and follow the same investigational approach as for Model 1. We find that the oscillations still occur, but they have a longer period and occur across smaller parameter ranges than for Model 1. So including such feeding by zooplankton seems to have more effect upon the dynamics of the models than merely adding the new detritus compartment to the original NP Z model. We end by discussing the results in relation to previous plankton modelling work.
Comprehensive mathematical details of bifurcations are kept to a minimum in this paper [but are given by (Edwards, 1997) ]. Here we focus upon the general nature of the results, occasionally elaborating on the details in order to fully explain the features of diagrams. Further aspects concerning the theory of dynamical systems, which encompasses bifurcations, can be found elsewhere [e.g. the books by (Thompson and Stewart, 1986; Murray, 1989; Wiggins, 1990; Glendinning, 1994; Kuznetsov, 1995) ]. For brevity, we hereafter use the following abbreviations for papers: EB96 (Edwards and Brindley, 1996) , SH81, SH92 and SH93 (Steele and Henderson, 1981 , 1993 . Figure 1 shows the structure of Model 1, with arrows indicating flows of matter Figure  1 between the four modelled compartments: nutrient (N), phytoplankton (P ), zooplankton (Z) and detritus (D). The arrow not starting at any compartment indicates the input to the system (nutrients entering from below the mixed layer), and arrows not ending at a compartment represent losses from the modelled system. We assume a spatially-homogeneous mixed layer, with the changes in N, P, Z and D given by: dN dt = −uptake + Z excretion + Z predation excretion + D remineralisation + mixing, dP dt = uptake − respiration − grazing by Z − sinking − mixing, dZ dt = growth − higher predation, dD dt = P respiration + Z faecal pellets − remineralisation − sinking − mixing.
Formulation of Model 1
The specific functional forms used are:
Following SH81, the concentrations N, P, Z and D are given in g C m −3 , with concentrations and parameters converted to the appropriate units using the conversion equivalences 1 g carbon ≡ 20 mg chlorophyll ≡ 10 mmol nitrogen. Time t is measured in days and all parameters are positive. A full description of the NP Z subsection of the model, based on the models of SH81 and SH93, is given by EB96. Here we summarise the NP Z subsection of the model and explain the formulation of the additional processes that involve detritus. Each parameter definition is given in Table I , together with a default value (the Table  I value originally used by SH81) and a range of values. The ranges cover those used by a variety of authors across a spectrum of models [detailed in EB96, amended slightly by (Edwards and Brindley, 1999) ], and will be used later.
Nutrients enter the mixed layer due to diffusive mixing with deep water, which is assumed to have a constant concentration N 0 of nutrients. The mixing occurs at a rate k, which represents the fraction of the mixed layer that is exchanged with deep water each day. Following SH81 we consider a fixed mixed-layer depth of 12.5 m, which is implicitly incorporated into the values of a, k, s and ψ. A shallow mixed layer is characteristic of summertime conditions at stations in the North Atlantic Ocean [e.g. (Fasham, 1993) ; SH93].
Phytoplankton growth is given by the first term in (2), where N/(e + N) represents nutrient limitation with half-saturation constant e, and a/(b + cP ) represents non-nutrient limited growth, which decreases due to light attenuation by the water, b, and by the phytoplankton, c. The value a/b gives the maximum daily growth rate averaged over the depth of the mixed layer. Edwards (Edwards, 1997) has shown how a can be related to the canonical form for primary production derived by Platt et al. (Platt et al., 1990) and Platt and Sathyendranath (Platt and Sathyendranath, 1993) , giving a formulation of a that allows its value to be explicitly calculated for any location and for any time of the year.
Phytoplankton can be grazed upon by zooplankton, modelled using the Holling Type III function λP 2 / (µ 2 + P 2 ), with maximum zooplankton grazing rate λ, and half-saturation constant µ. A fraction α of zooplankton grazing fuels growth of the zooplankton, and a fraction β is excreted by zooplankton and is regenerated immediately into the nutrient compartment. The remaining fraction 1 − α − β represents zooplankton faecal pellets, which enter the detritus compartment. In the original NP Z model faecal pellets were assumed to sink out of the mixed layer and be lost from the system. The rP term is a general phytoplankton loss term, incorporating phytoplankton respiration and natural mortality. For the NP Z model this was converted straight back into utilisable nutrient, but here this process occurs via remineralisation of detritus by bacteria [e.g. (Fasham et al., 1990) ]. Phytoplankton can sink out of the mixed layer (and are subsequently lost from the system) at a rate s, and also get mixed across the base of the mixed layer, at a rate k.
Zooplankton grow by consuming phytoplankton, and are themselves consumed by higher predators. This mortality is modelled using the quadratic function dZ 2 , as proposed by SH81 and SH92 and used by EB96. Zooplankton mortality terms, called 'closure terms' by SH92, are implicitly assumed by modellers to include natural mortality. A proportion γ of the mortality term is regenerated as nutrient via excretion of the higher predators, with the remaining fraction 1 − γ fuelling the growth of the higher predators.
The detritus concentration increases due to the phytoplankton loss rP , and due to faecal pellets from zooplankton grazing on phytoplankton. Detritus can be converted into nutrient via remineralisation by (unmodelled) bacteria. This remineralisation is modelled as a flow of φD converting detritus into nutrient, where the rate φ has units of day −1 . Detritus can sink out of the mixed layer, given by the term −ψD, where the sinking rate ψ has units of day −1 . Detritus will also leave the mixed layer due to mixing with sub-mixed-layer water; as for nutrient and phytoplankton, this linear loss rate is parameterised by k. Following Fasham (Fasham, 1995) , we assume that faecal pellets of the higher predators sink rapidly out of the mixed layer, without the possibility of being remineralised within the mixed layer.
We need values for the two parameters φ and ψ that are new to this model and were not present in the NP Z model. Fasham et al. (Fasham et al., 1990) quoted the review of breakdown rates of dead organic matter by Jones and Henderson (Jones and Henderson, 1986) , who found a range of 0.004-0.18 day −1 . Fasham et al. used the value of 0.05 day −1 for breakdown of detritus into dissolved organic nitrogen, which can then be utilised by phytoplankton via uptake by bacteria. The Hood and Olson closed NP ZD model (Davis and Steele, 1994 ) has a value of 0.2 day −1 . To include all these values, we thus take a range for φ of 0.004-0.2, with a default at the average value of φ = 0.1 day −1 .
Fasham et al. (Fasham et al., 1990) used two detritus sinking velocities, of 1 and 10 m day −1 . Since we have a relatively shallow mixed-layer depth of 12.5 m, we use the lower value for our default sinking velocity. Dividing the sinking velocity by the mixed-layer depth gives a default value for the sinking rate of ψ = 0.08 day −1 , and a range of 0.08 − 0.8.
In the Appendix we summarise the algebraic results that can be obtained for the model. The algebraic approach involves attempting to derive analytical expressions for the steady states (equilibria) of the system, without invoking particular numerical values for the parameters; Truscott and Brindley (Truscott and Brindley, 1994) performed such an analysis on a general class of NP Z models. This insightful exercise enables us to understand some aspects of the dynamics of the model before we undertake any numerical computations; we relate these algebraic results to the numerical calculations within the following sections.
Time series and phase portraits
Figure 2(a) shows the time series of the system from the initial condition Figure 2(b) shows that when d, the higher predation on zooplankton, is increased to 1.5, the variables are not attracted to steady-state values, but rather (after a short transient time) they undergo exactly-repeating oscillations: the trajectory is attracted onto a limit cycle. This is what happened for the NP Z model, and the period of the oscillations obtained here is 34 days, only one day less than the period for the NP Z model. The existence and nature of such oscillations led to a useful characterisation of the dynamics of the NP Z model as parameters were varied (EB96). Therefore we now follow the same methodology with the NP ZD model, to investigate how the addition of the detritus compartment changes the dynamics of the NP Z model. We choose d as the primary parameter to vary because SH81 found it to have a significant effect on the dynamics of their NP Z model (from which our model is derived), and d is a particularly difficult parameter to measure and assign a value to -SH93 stated that in any model it is essentially a free choice. Figure 3(a) ; the solid line indicates that the steady state is locally stable, and so attracts, rather than repels, nearby trajectories. At values of d less than 1.0 and up to the square marked A, the steady state remains stable, but its N value changes.
One-parameter bifurcation behaviour
The limit cycle shown in Figure 2 (b) occurs at d = 1.5 in Figure 3 (a) -the maximum and minimum values of N reached during an oscillation are indicated by the solid circles. The dashed line passing through d = 1.5 indicates that the steady state still exists, but that it is unstable rather than stable (and so it repels, rather than attracts, nearby trajectories). Therefore it did not attract the trajectory in Figure 2 (b). The two branches of solid circles show that there exists a stable limit cycle at each value of d between the squares marked A and B, and the N values along the branches show how the maximum and minimum values of N along the limit cycles vary as d changes.
The two squares at the points A and B thus separate the values of d for which trajectories are attracted to steady states or to limit cycles. These points are called Hopf bifurcations [e.g. (Thompson and Stewart, 1986; Glendinning, 1994; Kuznetsov, 1995) ]. By definition, they occur at the point where a steady state changes stability and a branch of limit cycles arises. And also by definition, as d varies the branch of limit cycles collapses (shrinks) onto the steady state at each Hopf bifurcation. , with the steady-state values increasing as d increases, and P reaching much higher values along the cycles than for any steady state. The increase in d would not directly cause P to increase, rather it would directly cause Z to decrease, releasing some grazing pressure on P which can then increase, causing a reduction in N. The higher P allows Z to consume more, and this higher growth seemingly offsets the expected direct reduction due to the increase in mortality from predators.
Figure 3 (d) shows that the steady-state values of D correlate with those of P . This is to be expected from the definition of the steady-state value of D, given by (19) in the Appendix, and by noting that both inputs to the D compartment will increase with P .
The changes in the period of the limit cycles are shown in Figure 3 (e), with solid circles indicating the period, which is only defined for the appropriate range of d (i.e. between the two Hopf bifurcations). We see that the period remains fairly insensitive to the value of d, and stays close to the value of 34 days seen for the trajectory in Figure 2 (b).
Equivalent bifurcation diagrams were computed for the NP Z model by EB96, except that there was no detritus diagram. EB96 found that the Hopf bifurcations occurred at d = 1.42 and d = 1.91, compared with d = 1.43 and d = 1.84 for the current NP ZD model, so oscillations occur across a slightly smaller range of d for the NP ZD model. Otherwise, the diagrams are remarkably similar for the two models, the main dissimilarity being that a larger range of P values is reached for the NP Z model. Figure 3 was constructed using the dynamical-systems package Auto (Doedel et al., 1994) . Auto does not work by computing trajectories at numerous individual values of d to determine whether steady states or limit cycles are reached, but instead it utilises the theory of dynamical systems. It starts from a user-given steady state, then changes d by a small amount and recomputes the new steady state and its stability. Stability is calculated from the eigenvalues of the Jacobian matrix, also called the community matrix (Murray, 1989) . When a Hopf bifurcation is reached (as indicated by the eigenvalues), the branch of limit cycles that emanates from it is then computed.
Two-parameter bifurcation behaviour
In Figure 4 we plot two-parameter bifurcation diagrams, which show how Figure  4 the qualitative nature of the diagrams in Figure 3 changes as each of the remaining parameters is independently varied. Each diagram corresponds to a different parameter, with the range shown on the vertical axis being from zero to approximately the maximum reported value given in Table I . The horizontal axis is always d, and a and b have been combined as a/b in a single diagram for the maximum phytoplankton growth rate, giving fourteen distinct bifurcation diagrams. The diagrams were computed using the dynamical-systems package LOCBIF (Khibnik et al., 1992 (Khibnik et al., , 1993 .
For each parameter, the bifurcation diagram from Figure 3 is shown as a horizontal line at the default value of the parameter. The line is horizontal because the parameter was held constant in Figure 3 . A solid horizontal line represents a stable equilibrium, a dashed horizontal line is an unstable equilibrium, and squares again represent the Hopf bifurcations, labelled A and B in Figure 4 (a). In the region of d where the equilibrium is unstable, limit cycles occur, as for For example, consider Figure 4 (f), the diagram for the phytoplankton sinking loss rate, s. As s increases from its default value of 0.04 (indicated by the horizontal line) to its maximum value of 0.08, Hopf A moves to the right (its d value increases), and Hopf B moves slightly to the right and then back to the left. As s decreases from 0.04, both Hopf bifurcations move to the left. So both bifurcations persist across the full range of s. The area between the two Hopf bifurcations is where the steady state is unstable and limit cycles occur; outside this region the steady state is stable. Thus limit cycles can occur across the full range of s. Essentially, a branch of cycles still commences from a subcritical Hopf bifurcation, but the cycles are unstable rather than stable, and then these cycles often become stable as d is varied. But here we are more concerned with the overall picture presented by Figure 4 , and how it compares with the corresponding picture for the NP Z model. Figures 4(a)-(l) are virtually identical to the equivalent twelve diagrams shown by EB96 for the NP Z model. The dynamical behaviour of the NP Z model therefore appears to change very little when the D compartment is added to the system. Our computation of bifurcation diagrams shows that the models are similar over broad regions of parameter space -we have not restricted ourselves to looking at variations in only a few parameters. Further details of the diagrams for the NP Z model were discussed by EB96, and since the diagrams for the NP ZD model are so similar we do not give any more details here.
The addition of the detritus equation to the NP Z model introduces an extra eigenvalue of the Jacobian matrix (see Appendix), but despite its potential to alter the stability of steady states, this eigenvalue apparently does not cause any extra bifurcations -it seems to remain negative and not pass through zero. For each diagram of Figure 4 in turn, we have searched for further bifurcations of the steady state. This was done for each parameter by setting d = 1.0 and increasing and decreasing the parameter across its full range, and then repeating this at a low and a high value of d. Then the parameter was fixed at a high then a low value, and d varied across its range. No other bifurcations were found, implying that the Hopf and fold bifurcations plotted are indeed the only such bifurcations occurring in the realistic regions of parameter space explored.
We have two more diagrams for Model 1 than for the NP Z model, namely Figures 4(m) and (n) for parameters φ and ψ (which relate to detritus and so did not appear in the NP Z model). Figures 4(m) shows that the Hopf bifurcations persist across almost the full range of φ, and Figures 4(n) shows that the bifurcations only occur at low values of ψ. These diagrams tell us how the choice of default values for φ and ψ influences our results (a considerable advantage of using our approach to analyse the models). Most values of φ within the range given in Table I , and within the regions of oscillations contours of constant period (measured in days) are plotted. Contours are plotted at increments of 5 days, and are computed using a method described elsewhere (Edwards and Brindley, 1999) . The squares indicate Hopf bifurcations A and B at the default values of φ and ψ. The diagrams show that the period can range from just below 30 days to values no greater than 40 days, as φ or ψ are varied (the 40-day contour lies above the realistic range of φ). Thus, the values of φ and ψ do not greatly affect the period of the oscillations.
Edwards and Brindley (Edwards and Brindley, 1999) plotted such contour diagrams for all twelve parameters in the NP Z model, and found that the period does not reach as low as 20 days, and can exceptionally attain values above 100 days. We have investigated whether or not the effect on the period of varying each of the remaining twelve parameters in the NP ZD model is the same as for the NP Z model. This was done by criss-crossing the region of oscillations for each parameter (Edwards, 1997) . We found that the period changes fairly conclusively in the same manner as for the NP Z model, i.e. if an increase in a parameter increases the period for the NP Z model, then this is also true for the NP ZD model. Even when the actual region of oscillations is fairly narrow, as in Figures 4(h) and (k) for α and λ, the trend of the period still agrees with that for the NP Z model. In general the period remains within a narrower range for the NP ZD model than for the NP Z model. One clear difference is that for variations in β, the period remains below 50 days for the NP ZD model, but can reach over 125 days for the NP Z model (albeit for a very narrow range of d). This difference is due to homoclinic connections occurring for the NP Z model (Edwards, 1997) , which arise from a Bogdanov-Takens bifurcation, but this is beyond the scope of the present paper [although see (Scheffer et al., 2000) for a clear graphic example of how such dynamics appear commonplace for their simple P Z model, and indeed can explain abrupt changes in ecosystem state].
The clear conclusion from the results concerning Model 1 (including the Appendix), is that the simple addition of detritus to the NP Z model does not significantly affect the nature of the bifurcations. The analytical and numerical investigations demonstrate that the general bifurcational structure of the NP Z model is preserved upon addition of the detritus compartment in the manner presented here. This implies that if an ecosystem is considered to be expressed by the food web shown in Figure 1 , and knowledge of the actual level of detritus is not explicitly required, then the dynamics of the food web may be modelled by considering just the NP Z system.
With hindsight it may be unsurprising that the addition of the detritus compartment to the NP Z model does not greatly affect the dynamics, because D only appears linearly in the equations for the model. However, it would not seem possible to have predicted, a priori, that this should be the case. Rather, once the investigation has been performed, the fact that D only appears linearly in the equations offers a plausible explanation for the unaltered dynamics.
Model 2 -zooplankton grazing on detritus plus phytoplankton
We now modify Model 1 to give Model 2, in which zooplankton can graze on both detritus and phytoplankton. As mentioned in the Introduction, this is a feature of some models in the literature but not of others. This modification adds extra interactions to the food web, and requires changing the zooplankton grazing function of Model 1 to incorporate consumption of the two alternative food sources, phytoplankton and detritus. M.J.R. Fasham (personal communication) suggested the following function for zooplankton grazing on phytoplankton, as used by Ryabchenko et al. :
where parameters p 1 and p 2 are assumed nominal preferences [termed 'palata-bilities' by (Evans, 1988) ] for phytoplankton and detritus when the concentrations of these foods are equal. Thus an increase in the preference for detritus, p 2 , or in detritus itself, will directly reduce the grazing pressure on phytoplankton as the zooplankton switch to the more preferable or relatively more abundant food source. The equivalent function for zooplankton grazing on detritus is
By dividing through (5) and (6) by p 1 and defining
as the relative zooplankton palatability for detritus compared to phytoplankton, we obtain the final grazing functions
Setting ω = 0 means that p 2 = 0, such that zooplankton do not find detritus palatable at all, corresponding to Model 1 for which G 1 reduces to the original λP 2 Z/(µ 2 + P 2 ) form, and G 2 = 0.
The resulting new food web is shown in Figure 6 . Allowing zooplankton to Figure  6 graze on detritus creates the extra pathway from D to Z, plus the resulting recyclings of excretion into N, given by βG 2 , and of faecal pellets back into D, (1 − α − β)G 2 . The remainder of the food web is the same as for Model 1, except for the dependence of G 1 on D. Following Fasham et al. (Fasham et al., 1990) we use the same values of α and β for zooplankton grazing on detritus as for grazing on phytoplankton.
The resulting equations for the model are:
The (1 − α − β)P 2 term in the numerator of the second term of (10) represents zooplankton faecal pellets that are the result of feeding on phytoplankton, as for Model 1. The −(α + β)ωD 2 term represents the net loss of detritus due to zooplankton feeding on detritus: detritus is lost due to zooplankton grazing by an amount G 2 , where G 2 = λωD 2 Z/(µ 2 + P 2 + ωD 2 ), but an amount (1 − α − β)G 2 is then returned to detritus as faecal pellets, giving the net
The incorporation of multiple zooplankton grazing into the model only adds one extra parameter, ω, to the system. Fasham (Fasham, 1993) had zooplankton grazing on phytoplankton, detritus and bacteria, for which the respective nominal preference values used were p 1 = 0.5, p 2 = 0.25 and p 3 = 0.25, where p 3 is the nominal preference for bacteria. Popova et al. did not model bacteria, and took p 1 = 0.7 and p 2 = 0.3. We use Fasham's values for ω = p 2 /p 1 , to give a default value of ω = 0.5. The zooplankton palatability for phytoplankton is therefore assumed to be twice that for detritus. We take a range of ω ∈ [0, 2], so that the maximum value gives the converse situation to the default, in that the palatability for detritus is twice that for phytoplankton.
In the Appendix we present the analytical results concerning steady states of Model 2. The extra terms introduced to the equations, compared with those for Model 1, mean that explicitly calculating a positive steady state of the form (N * , P * , Z * , D * ) is even more difficult for Model 2 than for Model 1. , we see that the steady state for Model 2 has slightly higher values of N * and P * , an increase in Z * of 26%, and a reduction in D * of 41%. The changes in Z * and D * are the expected direct result of allowing the zooplankton to graze on the detritus. The minor increase in P * from that of Model 1 may be expected, since the zooplankton now have an alternative source of food to phytoplankton. However, when the system is at the steady state, the loss rate of phytoplankton due to zooplankton grazing, given by the different definitions of G 1 in each model, is higher for Model 2 than for Model 1. So the zooplankton are grazing more phytoplankton per day than in Model 1, but P * is actually higher. This can be explained by the small increase in N * , which is due to increased regeneration from excretion. It is interesting to note that nutrient limitation to phytoplankton growth is given by N/(e + N), and although the N * values of 0.33 and 0.36 are well above the half-saturation constant value of e = 0.03, the difference in N * values between the models does seem to influence the value of P * .
The transient time taken to reach the steady state is longer than for Model 1. This is because the eigenvalues (of the Jacobian matrix) with real parts closest to zero, which for both models are a complex and conjugate pair, have real part equal to −0.078 for Model 1, whereas for Model 2 the real part is −0.022. This means that the steady state in Model 2 is less strongly attracting, and hence the transient time is longer. Starting from a host of other initial conditions, all trajectories converge onto the same steady state, implying that (N, P, Z, D) = (0.36, 0.035, 0.091, 0.036) is the unique steady state with strictly positive values of all four variables. Unlike Model 1, we could not verify this by mathematical analysis (see the Appendix).
In Figure 7 (b) we show what happens when d is set to 1.5. A steady state is reached, for which all four variables take roughly equal values. This behaviour is unlike Model 1 and the original NP Z model, for which a stable limit cycle occurs when d = 1.5. Whether or not the limit cycles of Model 1 have disappeared, because of the extra interactions introduced for Model 2, will now be investigated by computation of one-parameter bifurcation diagrams.
One-parameter bifurcation behaviour Hopf bifurcation A is subcritical, rather than supercritical, meaning that the branch of limit cycles emanating from it is unstable rather than stable -the corresponding maxima and minima of the cycles are represented by the open circles. This branch then undergoes a fold bifurcation, resulting in a branch of stable limit cycles (solid circles) which eventually collapse onto Hopf B as d increases. The fact that Hopf A is subcritical is not too important, and simply leads to a very narrow region of d values (between the fold bifurcation of the cycles and Hopf A) for which a stable limit cycle, an unstable cycle and a stable steady state all coexist. A trajectory will reach one of the two stable attractors depending on the initial conditions. Unstable cycles will not be reached (because they are unstable and so repel nearby trajectories), and are mentioned for mathematical completeness rather than ecological importance. is fairly similar for both models. But for values above Hopf B in Model 2, P * is much higher than for Model 1. It even reaches higher values than the maximum values of P along the limit cycles in Model 1. In both Model 1 and the NP Z model, the maximum P values along the cycles exceed the highest P * value reached, whereas such high values are reached by the steady state in Model 2.
As expected, we see from Figures 8(c) and 3(c) that the values of Z * are greater for Model 2 (an expected result because the zooplankton have more food sources). Also the values of Z during the oscillations are higher than the values attained both during the cycles and at steady states for Model 1.
From Figures 8(d) and 3(d) we see that D
* is usually lower for Model 2 than for Model 1. This would be expected, due to the consumption of detritus by zooplankton in Model 2. However, for d ∈ (1.32, 1.43), the steady state is stable for both models, and D * is actually greater in Model 2. This curious effect demonstrates that the nonlinearities and feedback loops in these models mean that the expected outcome of an alteration does not always occur, i.e. letting zooplankton eat the detritus will not always reduce the detritus concentration. Similar 'unexpected effects' were investigated by Yodzis (Yodzis, 1981 (Yodzis, , 1988 In Figure 9 we illustrate the trajectory for d = 1.25, the value halfway between Figure  9 the two values of Figure 7 . A limit cycle is reached, which is to be expected from Figure 8 . The cycle has a period of 59 days, much larger than the period of 34 days attained by the limit cycle at d = 1.5 for Model 1. We already know this, as well as the amplitudes of the oscillations, from Figure 8 .
So the oscillations have not disappeared, rather the range of d values for which they occur has been shifted and shrunk, compared to Model 1, and the period has lengthened.
Two-parameter bifurcation behaviour
Since two Hopf bifurcations occur for Model 2, we can construct equivalent two-parameter bifurcation diagrams to those for Model 1 given in Figure 4 . These diagrams are shown in Figure 10 . The most striking difference between Figure  10 the diagrams for Model 1 and Model 2 is that the regions of oscillations are much narrower for Model 2. This is not surprising, since Figure 8 showed that the oscillations occur over a much narrower range of d (with all other parameters fixed at their default values) than for Model 1. However, despite this narrower range of d, the pictures for each parameter are still qualitatively similar for the two models -the oscillations tend to persist or not persist, as each parameter is varied, in the same way for both models.
The most informative diagram is Figure 10 (o) for ω, the zooplankton feeding preference, a parameter which does not appear in Model 1. Recall that ω = 0 means that zooplankton do not graze on detritus at all, and so ω = 0 corresponds to Model 1. Thus on Figure 10 (o), the d values of the Hopf bifurcations at ω = 0 are the default d values of the Hopf bifurcations in Model 1. We see that a very small increase in ω from zero causes Hopf B to move to the left (its d value decreases) by a significant amount. Hopf A initially moves to the right as ω increases from zero, and then it moves to the left. At ω = 0.05 Hopf A is again at d = 1.43, the same value as for ω = 0. But at ω = 0.05 Hopf B has moved to d = 1.62, compared to the value of d = 1.84 at ω = 0. The value of ω = 0.05 means that the zooplankton preference for phytoplankton is twenty times their preference for detritus, but even this small predilection for detritus has an impact on the dynamics, compared to the ω = 0 situation of complete distaste for detritus.
Hopf A is supercritical at ω = 0, and remains so as ω increases, until ω = 0.39 where it becomes subcritical. This explains why in Figure 8 , for which ω = 0.5, Hopf A is subcritical. As ω increases further, the Hopf bifurcations remain practically the same distance apart, and move only slightly to the left. Thus, at such values the qualitative behaviour is fairly insensitive to the value of ω, whereas at the low values small changes in ω can have large consequences. Fold bifurcations of the steady state occur at high values of ω; [there are actually two curves of fold bifurcations which terminate at a cusp point at ω = 1.56, although the curves are very close together and look like just one curve in Figure 10 show that for both models, oscillations do not occur for c greater than about 0.6, and can occur at all values below 0.6. Oscillations occur across the full ranges of r, s and γ for both models. The fact that at the default parameters the oscillations occur across only a small range of d in Model 2, makes it surprising that the oscillations should still persist across the full ranges of these parameters, and that the bifurcation diagrams in general remain so similar between the two models.
In Figure 10 (j), fold bifurcations of the steady state occur at high values of γ, but these did not occur for Model 1. This can be explained because fold bifurcations occur at high levels of ω, and so if we had instead computed the bifurcation diagrams with ω set to a high default value, fold bifurcations would appear in each of the diagrams. So at the default value of ω = 0.5, the fold bifurcations start 'creeping in' to some of the diagrams.
The diagrams which show the most striking difference between the two models are Figure 10 (l) and Figure 4 (l) for µ, the half-saturation constant for zooplankton grazing. This is not too surprising, since G 1 , the function for zooplankton grazing on phytoplankton, has changed definition from Model 1, effectively replacing µ 2 with µ 2 + ωD 2 , and the introduction of G 2 , the function for zooplankton grazing on detritus, means that µ appears elsewhere in the equations. In Figure 10 (l) we see that the two curves of Hopf bifurcations cross over, and fold bifurcations of the steady state occur. The two fold curves terminate at a cusp point. This looks quite different to the equivalent picture, Figure The other parameters involved in the zooplankton grazing functions are α, β and λ. The corresponding bifurcation diagrams for these parameters show the same qualitative nature between the two models (except that the fold bifurcations for β in Model 1 occur out of the range plotted). Figure 10 (m) shows that oscillations can now occur across the whole range of φ, the remineralisation rate of detritus, whereas the oscillations do not occur at low values of φ for Model 1.
So, overall, the general qualitative nature of the bifurcational structure of Model 1, and of the NP Z model, is retained upon the introduction of multiple grazing by zooplankton, but there are significant quantitative changes.
Dependence of the period of oscillations on the parameter values
In Figure 11 we show the period-contour diagrams for φ, ψ and ω, the three Figure  11 parameters that appear in Model 2 but not in the NP Z model. Figure 8 (e) showed that as d changes, and the other parameters are set to their default values, the period of the oscillations varies between 48 and 61 days. Thus we know a priori that there must be 50-, 55-and 60-day contours passing through the default values of each of the parameters in the three diagrams of Figure  11 .
We first discuss Figure 11 (c) for the zooplankton feeding preference, ω; note that we have plotted d from 0.8 to 1.8, rather than from 1.0 to 2.0, in order to show the full behaviour. Since ω = 0 corresponds to Model 1, there is, as expected, a 35-day contour close to ω = 0. Figure 11 (c) shows that as ω increases from zero, the period of the oscillations increases quite sharply at first, attaining over 50 days when ω has only reached ω = 0.2. As ω increases further, the period is between 55 and 65 days for most values of d. But at values of d close to Hopf B, higher periods are reached, as indicated by the closely-compacted contours. The highest contour reached is for a period of 100 days.
The left-hand endpoints of the 50 and 55 contours are fold bifurcations of the limit cycles (mentioned earlier). This must be so since at the corresponding values of ω Hopf A is subcritical (and therefore the branch of cycles emanating from it is unstable, but the contours only represent the period of stable cycles). The closeness of the two endpoints to the curve of subcritical Hopf bifurcations shows that the region of coexistence of a stable limit cycle with a stable fixed point, defined as the region lying between the Hopf bifurcations and the fold bifurcations of the limit cycles, is very small. Thus the region of oscillations is bounded, more or less, by the curves of Hopf bifurcations. This is important in interpreting the two-parameter bifurcation diagrams of Figure 10 , and means that we can talk of the oscillatory region as being, as near as makes no great difference, the region bounded by the curves of Hopf bifurcations. So the fact that Hopf A is subcritical rather than supercritical in Figure 8 and in regions of Figure 10 is not too important.
Figure 11 (a) shows that as the detritus remineralisation rate, φ, increases, the period tends to increase. This was also the case for Model 1. Since, as already mentioned, there must be 50-, 55-and 60-day contours passing through the default value of φ, the fact that no other contours appear in the diagram (the 45 and 65 contours lie outside of the plotted range) implies that the variation of period with φ is as small as possible. And furthermore, the 50 and 55 contours are practically vertical and remain very close to Hopf A, and so away from Hopf A the period remains around 60 days. Using the same approach as for Model 1, we have verified whether or not the period changes in the same direction as for the NP Z model when each of the other parameters is increased and decreased. The starting point we used for each parameter was the limit cycle that occurs for d = 1.21, which is the midpoint of the region of oscillations, with all of the other parameters set to their default values. This cycle has a period of 57 days.
As for Model 1, we find that the period tends to vary with each parameter in the same direction as that for the NP Z model. The situation for β is not as clear-cut as for the other parameters, with the 60-day contour running almost the full length (in a vertical direction) of the oscillatory region, whereas for the NP Z model the contours tend to be horizontal. At the maximum value of β = 0.75 the period reaches 89 days, much higher than the period attained at low levels of β. So, in agreement with the behaviour of the NP Z model, the greatest periods are reached at the high values of β. For e there is also a 60-day contour running from low to high values of e, and there is no clear trend in the period as e varies. For the remaining parameters the period does behave in the same qualitative way as for the NP Z model and Model 1. During the process of tracing limit cycles when constructing the contour diagrams here and for Model 1, no bifurcations of limit cycles were found, except for the aforementioned fold bifurcations which must occur when a Hopf bifurcation is subcritical. So, as for the NP Z model, no period-doubling bifurcations or Naimark-Sacker bifurcations (Kuznetsov, 1995) were found anywhere within the oscillatory regions. This means that we have not found the start of a sequence of period-doubling bifurcations which would culminate in a chaotic attractor, and no chaotic behaviour has been found for either NP ZD model.
Discussion
We have examined the behaviour of two NP ZD models in order to help understand the factors that most influence the dynamics of such models. This work extends earlier work (Edwards and Brindley, 1996) that showed how unforced oscillations in an NP Z model persist as parameters are varied. Here we have added a detritus compartment to simulate remineralisation more realistically. Firstly we examined Model 1, which did not allow zooplankton to graze upon detritus. The resulting diagrams show that the addition of the detritus compartment hardly changes the nature of the qualitative dynamics that were found for the NP Z model (at least across the regions of parameter space examined). This implies that if the food web of Model 1 represents an ecosystem to be modelled, but the size of the detritus pool is not a required output, then the NP Z model can be used -little is gained by adding the detritus compartment to the NP Z model. However, the results concerning Model 2 show that if zooplankton are assumed to graze on the detritus then the dynamics are quantitatively shifted compared to the NP Z model. In this situation, simulations of the full NP ZD model are needed, even if knowledge of the value of detritus is not explicitly required -just using the NP Z model as a simplification would not be suitable. Even if zooplankton have only a slight predilection for detritus, the dynamics are shifted, as shown by Figure 10(o) . The qualitative dynamics found for the NP Z model and Model 1 are preserved for Model 2, but the oscillations occur across narrower ranges of parameter space and have longer periods.
Edwards and Brindley (Edwards and Brindley, 1999) replaced the zooplankton mortality term dZ 2 in the original NP Z model with the linear form qZ, which is the other popular choice of closure term (Steele and Henderson, 1992) . They found that oscillations still occur, and that the oscillations appear to exist across broader ranges of parameter values than for the original NP Z model, and hence than for the models examined here. This implies that changing the zooplankton mortality term from quadratic to linear has more of an effect on the dynamical behaviour of the system than adding the detritus compartment to the NP Z model. It may have been expected that adding a whole new compartment would have more of an effect than just changing one function in the equations. Our results are in keeping with Steele and Henderson (Steele and Henderson, 1992) , who concluded that the choice of zooplankton mortality term has a large influence upon the output of models. Edwards and Yool (Edwards and Yool, 2000) recently revealed an anomaly in the models of Steele and Henderson (Steele and Henderson, 1992) , but nevertheless their work agreed with and strengthened Steele and Henderson's conclusions. Note, however, that our Figures 4 and 10 show that some of the parameters involved in the 'internal' processes, such as zooplankton grazing, also have a strong influence on the dynamics. This last point highlights a benefit of the approach taken here, namely that sensitivity to every parameter in a model is considered.
Popova et al. ) also investigated the behaviour of an NP ZD model. Their model included seasonal physical forcing of the ecosystem, and was a reduced version of the seven-component Fasham (Fasham, 1993) model. Popova et al. looked at complex behaviour of the variables, defined as long-term quasi-periodic or chaotic motion, i.e. simulations that did not give an annually-repeating cycle of the variables (which would have corresponded to the frequency of the annually-repeating forcing) or a repeating cycle with a period of a fixed whole number of years.
Popova et al. found the occurrence of complex behaviour to be uninfluenced by the values of parameters related to the half-saturation constant for nitrogen uptake by phytoplankton, phytoplankton mortality rate, detritus remineralisation rate and detritus sinking velocity (their Figure 7) . Complex behaviour occurred across the full range of each of these parameters, which relate to e, r, φ and ψ in our models. Popova et al. included zooplankton grazing on detritus, and so our Model 2 more closely corresponds to their model than our Model 1 does. In our Figure 10 for Model 2, we see that r and φ have little influence upon the existence of oscillations, analogous to Popova et al.'s insensitivity of complex behaviour to these parameters. Insensitivity to these parameters across models is rather desirable, since at present they are almost impossible to measure accurately (Fasham and Evans, 1995) . But we note that if seasonal forcing is included in our models, then r plays an important role in determining the annual dynamics (Edwards, 1997) , due to its appearance in the function Φ which is defined here in the Appendix. The other parameters that we found to be fairly uninfluential on the existence of oscillations, namely s, β and γ, were either not included or not varied by Popova et al.
On the other hand, we found that the values of the aforementioned parameters e and ψ had more effect upon our oscillations (Figure 10 ) than Popova et al.'s equivalent parameters did on their complex behaviour. So these parameters do not appear to have a definitive influence across models. Differences in model formulation, parameter values and investigational approaches do make such comparisons difficult, and although similarities in results can be revealing, variations are inevitable.
Popova et al. found short-term oscillations to be a common feature of their model during the summertime, when the environment is relatively constant and the forcing is weak. Furthermore, for a chaotic trajectory (which thus did not exactly repeat itself year after year), they plotted the probability, for each day of the year, that the first phytoplankton bloom of the year occurred on that day. As would be expected, the most common timing of the bloom was around the abrupt shallowing of the mixed layer in the spring. However, if the bloom did not occur at this time, then it would only occur at certain fixed times, namely 1, 2, 3, 4, or 5 months after the shallowing (and sometimes not until the autumn deepening). So no blooms ever occurred 1.5 months after the shallowing, but they did occur exactly 1 and 2 months after. This intriguing feature points to some monthly periodicity inherent in the dynamics -how this relates to the oscillations of the same period found here and elsewhere (Edwards and Brindley, 1996, 1999; Yool, 1998) remains to be answered.
We have not found any chaotic behaviour here for our unforced models. Caswell and Neubert (Caswell and Neubert, 1998) showed that the chaotic 'tea-cup' attractor of the Hastings and Powell (Hastings and Powell, 1991) three-species food chain still occurs when a quadratic zooplankton mortality term replaces the linear term originally used by Hastings and Powell. Edwards and Bees (Edwards and Bess, 2001 ) have presented a chaotic attractor for the EB96 NP Z model (which uses the quadratic mortality term), so in general the quadratic mortality term used in this paper does not necessarily eliminate chaos. Due to the similarities of behaviour between our NP ZD models and the original NP Z model, we suspect that chaos lurks somewhere for our NP ZD models, but we have not come across it here.
McCann and Hastings (McCann and Hastings, 1997 ) also modified the Hastings and Powell (Hastings and Powell, 1991) model, by including omnivory by the top predator. They found that increasing the strength of omnivory tended to stabilise the food web, in the sense that chaotic dynamics and limit cycles tended to be eliminated or be bounded further away from zero population levels. In going from Model 1 to Model 2 we have also found that omnivory reduces the prevalence of limit cycles. These results run counter to the conventional view that omnivory tends to destabilise food webs (Pimm and Lawton, 1978) . However, our Figure 10 (o) shows that although a small amount of omnivory does lessen the existence of limit cycles, further increases in the omnivory have little qualitative effect. Similarly, McCann et al. (McCann et al., 1998) found weak interactions to have an important influence on the dynamics of simple food web models. Recently, Armstrong (Armstrong, 1999) analysed the stability of models containing multiple phytoplankton species grazed upon by a grazing community which was represented by a single variable. Stability was enhanced when the grazing preferences for different phytoplankton species could change more rapidly; this is somewhat analogous to our findings just discussed.
Yool (Yool, 1998) examined numerous progressively-reduced versions of the Fasham (Fasham, 1993) model, and found detritus to play a key role in the success of the reduced versions in reproducing faithful simulations of the full Fasham model. In particular, an NP ZD model was found to reproduce the features of the full Fasham model, but the NP Z model that omitted the detritus compartment exhibited qualitatively different dynamics. Yool allowed zooplankton to graze on detritus in addition to phytoplankton (because Fasham did in the full model), and so his results are consistent with ours, in that adding detritus to our NP Z model to give our Model 2 does affect the dynamics. Yool's simulations, however, show a far more drastic change in dynamics than we find for our models.
It is impractical to attempt to classify the dynamics of plankton models throughout the entire expanse of realistic parameter space. The approach taken here gives us a digestible indication of the nature of the dynamics, and a conception of how the dynamics change with parameter values, functional forms and the number of modelled compartments. Although we have inferred that if oscillations persist in the same way for two models then these models can be said to have similar behaviour, it may be the case that quantitatively the dynamics are actually different (e.g. steady-state values may change significantly). However, the one-parameter diagrams presented here (Figures 3  and 8 ) and by Edwards and Brindley (Edwards and Brindley, 1996) do indeed suggest that similarity in the location of Hopf bifurcations is a good indication that steady-state values remain relatively unchanged, whereas if the Hopf bifurcations do move as parameters vary then the steady-state values do change. The models investigated here do not include any physical forcing, but when such forcing is added to the models, our analytical and numerical results explain features of the annual cycle, such as the presence or absence of a spring phytoplankton bloom (Edwards, 1997) . Complex behaviour, as discussed earlier with reference to Popova et al. , was not found when forcing was included in our NP ZD models.
Unforced oscillations have proved to be a robust feature of our models. As well as being interesting in their own right , their persis-tence has allowed us to use techniques from the theory of dynamical systems to construct diagrams such as those in Figures 4 and 10 . These diagrams can be thought of as giving a broad representation of each model's dynamics across parameter space, and provide a way of determining the effects of changing the formulation of the models. Together with other techniques, such as nonlinear optimisation (Fasham and Evans, 1995) and data assimilation (Franks, 1997; Fennel et al., 2000) , this approach improves our perception of which factors are the most important in controlling the dynamics of plankton population models.
Appendix: Calculation of steady states
A steady state, or equilibrium, of the system of equations (1)- (4) of Model 1, is a solution (N, P, Z, D) to dN/dt = dP/dt = dZ/dt = dD/dt = 0. Thus, a trajectory that starts from a steady state will simply remain fixed at the steady state, since none of the variables are increasing or decreasing in value. Whether a steady state is locally attracting or repelling depends upon the eigenvalues of the Jacobian matrix evaluated at that steady state. Edwards (Edwards, 1997) gives the detailed algebraic steps involved in calculating the steady states, plus the explicit Jacobian matrices and bifurcation diagrams; here we summarise those results.
The steady states of the system are obtained by solving the four simultaneous equations
The simplest steady state is (N, P, Z, D) = (N 0 , 0, 0, 0) -the nutrient concentration equals that in the deep water, and the mixed layer is devoid of life. The four eigenvalues of the Jacobian matrix are −k, Φ, 0 and −φ − ψ − k, where
The occurrence of a zero eigenvalue means that centre manifold analysis (Kuznetsov, 1995) would be required to deduce the stability of (N 0 , 0, 0, 0), but numerical simulations suggest that (N 0 , 0, 0, 0) is unstable for Φ > 0, and stable for Φ < 0. Essentially, if the phytoplankton growth rate is too low compared to the loss terms (r, s and k), then Φ < 0 and the phytoplankton will die out, and consequently so will the zooplankton and detritus. This behaviour is directly analagous to the stability of the (N, P, Z) = (N 0 , 0, 0) steady state of the original NP Z model, and of NP Z models in general [e.g. (Busenberg et al., 1990; Truscott and Brindley, 1994) ].
Two more steady states are given by (N 1 * , P 1 * , 0, D 1 * ) and (N 2 * , P 2 * , 0, D 2 * ), where N 1 * and N 2 * are the two solutions to the quadratic equation (15) where
and
for i = 1, 2. The constant term of the quadratic (15) is negative, and so it has two real roots, one negative and one positive. We define N 1 * to be the positive root, and consider the ecologically unrealistic negative root N 2 * no further. We find that P 1 * has the same sign as Φ, and so as Φ → 0, we have
is never stable (it has at least one unstable manifold), as was the case for the analagous steady state (N 1 * , P 1 * , 0) for the NP Z model. However, if the −dZ 2 higher predation term is replaced by the linear form −qZ, then (N 1 * , P 1 * , 0) can become stable (Edwards and Brindley, 1999) . It is a consequence of the −dZ 2 mortality term [or any term −dZ m with 1 < m ≤ 2 (Edwards and Bees, 2001) ] that the zooplankton cannot die out if there are still phytoplankton available for grazing.
Finally, we find steady states of the form (N * , P * , Z * , D * ) with non-zero values of all the variables. Such steady states are given by the solutions to
(the right-hand side of (20) is in terms of P when (18) and (19) are substituted), and the values of P are the roots of a tenth-order polynomial in P .
Writing the polynomial such that the coefficient of P 10 is one, the constant term of the polynomial is given by Ψ, where
.
We see that Ψ is a positive multiple of Φ, and so Ψ → 0 as Φ → 0, and at Φ = 0, P = 0 becomes a solution of the tenth-order polynomial. An (N * , P * , Z * , D * ) solution thus degenerates to (N 0 , 0, 0, 0) at Φ = 0, suggesting that we have a 'three-way transcritical bifurcation' (Truscott, 1994) ; this bifurcation is shown graphically by Edwards and Bees (Edwards and Bees, 2001) for the NP Z model. At such a bifurcation, the steady states (N 1 * , P 1 * , 0, D 1 * ) and (N * , P * , Z * , D * ) are both equal to (N 0 , 0, 0, 0). Setting all of the parameters to their default values given in Table I , upon solving the aforementioned tenth-order polynomial and using (18), (19) and (20), we find only one solution of the form (N * , P * , Z * , D * ) with strictly positive values of all of the variables. Therefore, if all parameters are set to their default values, and a numericallycomputed trajectory is attracted to a steady state with N, P, Z, D > 0, as in Figure 2 (a), then we know that this is the unique steady state with strictly positive values of all four variables. However, we find that multiple steady states are possible when parameters are varied from their default values (Figure 4 ). Analytical calculation of the stability of (N * , P * , Z * , D * ) is unfeasible.
The steady states for Model 2 are obtained by solving the four simultaneous equations
Clearly, solutions which have Z = 0 will have the same definitions as those for Model 1, since the new grazing functions (the only difference between the models) always appear as a multiple of Z. So there is a steady state (N 0 , 0, 0, 0), which numerical simulations again suggest is unstable for Φ > 0, and stable for Φ < 0. As for Model 1, the steady state (N 1 * , P 1 * , 0, D 1 * ) → (N 0 , 0, 0, 0) as Φ → 0, and (N 1 * , P 1 * , 0, D 1 * ) is never stable.
For Model 1, the dZ/dt equation only contains P and Z, and is independent of N and D. This means that dZ/dt = 0 can be rearranged to express Z in terms of P in order to calculate steady states with Z = 0, as given by (18).
However, D appears explicitly in the dZ/dt equation of Model 2. So, from (23), we cannot express Z in terms of P alone, but as a function of P and D, namely
Adding (21), (22), (23) and (24) gives, upon rearrangement, the following expression for N:
Thus we can express N and Z in terms of P and D. When we substitute for N and Z into (21) and (24), we obtain a pair of multivariate polynomials in P and D. One polynomial is sixth order, and the other is eleventh order, making any further analysis impossible. This is unlike Model 1, for which, although we could only reduce the solutions to a single tenth-order polynomial in P , we could show that the constant term of the polynomial tends to zero as Φ → 0 and so the (N * , P * , Z * , D * ) solution degenerates to (N 0 , 0, 0, 0) at Φ = 0, which is the three-way transcritical bifurcation. However, numerical computations show that the three-way transcritical bifurcation does occur for Model 2, and so (N * Fig. 1 . Interactions between nutrients (N ), phytoplankton (P ), zooplankton (Z) and detritus (D) for Model 1. Arrows indicate flows of matter through the system, and are labelled with the functions used to model the processes. Open-ended arrows indicate the input to and losses from the system. U is the phytoplankton uptake function, and G 1 is the zooplankton grazing term. See Table I for parameter definitions. Table I . adding extra pathways to the system. G 2 is the function for zooplankton grazing on detritus. As with grazing on phytoplankton, a proportion α fuels zooplankton growth, β is excreted and (1 − α − β) is returned to detritus as faecal pellets. The grazing-on-phytoplankton function, G 1 , now depends on D as well as P and Z. Fig. 11 . The period-contour diagrams for each of the parameters φ, ψ and ω, which do not appear in the N P Z model, show higher periods than the diagrams for φ and ψ for Model 1. As ω decreases to zero, the period reduces to 35 days, corresponding to Model 1.
