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ANDERSON LOCALIZATION FOR THE DISCRETE
ONE-DIMENSIONAL QUASI-PERIODIC SCHRO¨DINGER
OPERATOR WITH POTENTIAL DEFINED BY A
GEVREY-CLASS FUNCTION
SILVIUS KLEIN
Abstract. In this paper we consider the discrete one-dimensional
Schro¨dinger operator with quasi-periodic potential vn = λv(x+nω). We
assume that the frequency ω satisfies a strong Diophantine condition
and that the function v belongs to a Gevrey class, and it satisfies a
transversality condition. Under these assumptions we prove - in the
perturbative regime - that for large disorder λ and for most frequencies ω
the operator satisfies Anderson localization. Moreover, we show that the
associated Lyapunov exponent is positive for all energies, and that the
Lyapunov exponent and the integrated density of states are continuous
functions with a certain modulus of continuity. We also prove a partial
nonperturbative result assuming that the function v belongs to some
particular Gevrey classes.
1. Introduction and statements
The discrete one-dimensional Schro¨dinger operator with quasi-periodic
potential is the selfadjoint, bounded operator H(x) = Hω,λ(x) on l2(Z)
defined by
(1.1) Hω,λ(x) := −∆+ λv(x+ nω)δn,n′
where ∆ is the discrete (lattice) Laplacian on l2(Z) :
(1.2) (∆u)n := un+1 + un
In (1.1), v is a real valued function on T = R/2πZ, that is, a real valued
2π-periodic function on R, x is a parameter on T, ω is an irrational frequency
and λ is a real number called the disorder of the system.
We may assume the following on the data :
• (Strong) Diophantine condition on the frequency : ω ∈ DCκ ⊂ T for
some κ > 0. That is,
(1.3) dist (kω, 2πZ) =: ||kω|| > κ · 1|k|(log(1 + |k|))3 ∀ k ∈ Z\{0}
Notice that mes [T\DCκ] . κ.
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• Gevrey-class regularity on the function: v is a smooth function which
belongs to a Gevrey class Gs(T) for some s > 1. That is,
(1.4) sup
x∈T
|∂mv(x)| ≤MKm(m!)s ∀m ≥ 0
for some constants M, K > 0.
This condition is equivalent (see Chapter V.2 in [Ka]) to the fol-
lowing exponential-type decay of the Fourier coefficients of v:
(1.5) |vˆ(k)| ≤Me−ρ|k|1/s ∀ k ∈ Z
for some constants M, ρ > 0 , where
(1.6) v(x) =
∑
k∈Z
vˆ(k)eikx
We will use (1.5) instead of (1.4).
• Transversality condition on the function : v is not flat at any point.
That is :
(1.7) ∀x ∈ T ∃m ≥ 1 so that ∂mv(x) 6= 0
Notice from (1.4) or (1.5) with s = 1 that the Gevrey class G1(T) is the
class of analytic functions on T. The transversality condition (1.7) on a func-
tion in this class, simply means that the function is non constant. Therefore,
the Schro¨dinger operator with a potential given by a function which satisfies
the Gevrey class regularity condition (1.4) and the transversality condition
(1.7) is a natural generalization of the non constant analytic case considered
in [B], [BG], [GS].
Notice also that s1 < s2 ⇒ Gs1(T) ⊂ Gs2(T), so the greater the order
of the Gevrey class is, the larger the class becomes.
Let’s recall the following definitions (see also [B]):
Definition 1.1. We say that an operator satisfies Anderson localization if
it has pure point spectrum with exponentially decaying eigenfunctions.
Definition 1.2. Consider the Schro¨dinger equation:
Hω,λ(x)u = Eu
for u = [u(n)]n∈Z ⊂ R. Then(
u(n+ 1)
u(n)
)
=MN (E)
(
u(1)
u(0)
)
where
MN (E) =MN (x, ω, λ,E) :=
1∏
j=N
(
λv(x+ jω)− E −1
1 0
)
is called the transfer (or fundamental) matrix of (1.1).
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Define further
LN (E) = LN (E,ω, λ) :=
∫
1
N
log ||MN (x,E)|| dx
and
L(E) := lim
N→∞
LN (E)
L(E) is called the Lyapunov exponent of (1.1).
Definition 1.3. For any interval Λ ⊂ Z centered at the origin, let EΛ(x)
denote the set of eigenvalues of the operator H(x) restricted to Λ with
Dirichlet boundary conditions. Set
NΛ(E, x) :=
1
|Λ| #[(−∞, E) ∩ EΛ(x)]
The ergodic theorem implies that the (weak) limit (in the sense of measures)
lim
|Λ|→∞
NΛ(E, x) =: N(E) = Nω,λ(E)
exists for a.e. x ∈ T (and it does not depend on x up to a set of measure 0).
N(E) is called the integrated density of states (IDS) of the operator H(x)
and it is linked to the Lyapunov exponent by the Thouless formula:
L(E) =
∫
log |E −E′| dN(E′)
The main result of this paper is the following :
Theorem 1.1. Consider the Schro¨dinger operator (1.1)
Hω,λ(x) := −∆+ λv(x+ nω)δn,n′
Assume that v ∈ Gs(T), where s > 1, v satisfies the transversality condition
(1.7) and ω ∈ DCκ for some κ > 0. There exists λ0 = λ0(v, κ) so that the
following hold:
(P) For |λ| ≥ λ0, the Lyapunov exponent of (1.1) is positive for all ener-
gies E ∈ R:
(1.8) Lω,λ(E) ≥ 1
4
log |λ| > 0
(C) For |λ| ≥ λ0, the Lyapunov exponent Lω,λ(E) and the integrated
density of states Nω,λ(E) are continuous functions of the energy E, with
modulus of continuity - on any compact interval I - at least as good as
(1.9) h(t) = C e−c| log t|
η
where C = C(I, λ, v, κ, s) and c, η are some positive absolute constants.
(AL) Fix x0 ∈ T, and λ so that |λ| ≥ λ0. Then for a.e. frequency
ω ∈ DCκ, Hω,λ(x0) satisfies Anderson localization.
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The theorem above is a perturbative (so weaker) result, because the size
of the disorder λ depends on κ too (not only on v), so there is a a dependence
on the frequency ω. However, when v is ’close’ to being analytic, we can
prove the following:
Theorem 1.2. Consider the Schro¨dinger operator
(1.10) Hω(x) := −∆+ v(x+ nω)δn,n′
Assume that v ∈ Gs(T), where 1 < s < 2 and ω ∈ DCκ for some κ > 0.
Assume also that the Lyapunov exponent of (1.10) is positive
(1.11) Lω(E) ≥ c0 > 0
for all ω ∈ DCκ and for all E ∈ I, where I is some compact interval. Then
we have:
(C) The Lyapunov exponent Lω(E) and the integrated density of states
Nω(E) are continuous functions on I, with modulus of continuity at least
(1.12) h(t) = C e−c| log t|
η
where C = C(I, v, κ, s), c is some positive universal constant and
η = η(v, κ, s), with η → 0 as s→ 2.
(AL) Assume that (1.11) holds for a.e. ω ∈ DCκ and for all E ∈ R. Fix
x0 ∈ T. Then for a.e. ω ∈ DCκ, Hω(x0) satisfies Anderson localization.
Remark 1.1. The disorder in Theorem 1.2 is fixed. We don’t assume
the transversality condition (1.7) on v, but we assume the positivity of the
Lyapunov exponent.
The statement (C) in this theorem extends the continuity result of Theo-
rem 6.1 in [GS] from a potential given by an analytic function to one given
by a more general Gevrey-class function of order s < 2. We are not able
to get Ho¨lder continuity as in [GS] though, but only the weaker modulus of
continuity (1.12).
The statement (AL) in this theorem extends the localization result of The-
orem 10.1 in [B] or of Theorem 1 (for dimension 1) in [BG] from a potential
given by an analytic function to one given by a more general Gevrey-class
function of order s < 2.
Therefore - at least when v ∈ Gs(T) with s < 2 - the problem of showing
continuity of the Lyapunov exponent and of the IDS and Anderson local-
ization for the operator (1.10) is reduced to the one of proving positivity of
the Lyapunov exponent.
There is a long list of related results in the literature. We will mention
only the ones that are most relevant to this paper :
- In 1991, E. Sorets and T. Spencer considered (see [S-S]) the operator
Hω,λ(x) given by (1.1) - with any frequency ω and a nonconstant analytic
function v. They proved that for |λ| ≥ λ0, where λ0 depends only on
v, the Lyapunov exponent is bounded away from zero for all energies E:
L(E) > 12 log |λ|.
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- In 1997, L. H. Eliasson considered (see [E]) the operator Hω,λ(x) given
by (1.1) - with frequency ω satisfying a (weak) Diophantine condition and
the function v satisfying the Gevrey-class regularity and the transversality
condition. Under these assumptions, he proved - using KAM methods - that
for |λ| ≥ λ0, where λ0 depends on the function v and on the Diophantine
condition on ω, the operator Hω,λ(x) has pure point spectrum for a.e. x ∈ T.
Moreover, this implies, using Kotani’s theory (see [Simon], [B]) that the
Lyapunov exponent is non zero for a.e. energy E. The author has also
suggested that the argument could be modified to obtain exponential decay
of the eigenfunctions, but he has not provided a proof of it.
- In 1999, S. Jitomirskaya proved (see [J]) Anderson localization for the
Almost-Mathieu operator, that is, for the operator (1.1) with v(x) = cos x.
The result in [J] is nonperturbative (and very precise): for any Diophantine
ω, for a.e. x, and for |λ| > 2, there is only point spectrum with exponentially
decaying (at exactly the Lyapunov rate) eigenfunctions.
- In 2000, J. Bourgain and M. Goldstein considered (see [BG], [B]) the
operator Hω(x) given by (1.10) - where ω satisfies a weak Diophantine con-
dition and v is a nonconstant analytic function. Assuming also that the
Lyapunov exponent is positive: Lω(E) > 0 for a.e. ω and for all E, the
authors prove that the operator Hω(x) satisfies Anderson localization - with
exponential decay of the eigenfunctions at almost Lyapunov rate - for ev-
ery x and for a.e. ω. This - combined with E. Sorets and T. Spencer result
mentioned above - implies nonperturbative Anderson localization for the op-
erator Hω,λ(x) given by (1.1) assuming ω is a Diophantine frequency, v is a
non constant analytic function, and λ is a large enough disorder - depending
only on v.
- In 2001, M. Goldstein and W. Schlag proved (see [GS]) that on every
compact interval on which the Lyapunov exponent is bounded away from
zero, both the Lyapunov exponent and the IDS are Ho¨lder continuous func-
tions of the energy. In this paper, the function v defining the potential of
Hω(x) is non constant and real analytic, while the frequency ω satisfies a
(strong) Diophantine condition.
- In 2001, J. Bourgain, M. Goldstein, W. Schlag proved (see [BGS]) An-
derson localization and positivity of the Lyapunov exponents for the skew-
shift model, with potential given by a non constant analytic function. Their
result is perturbative - the disorder of the system depends on the frequency.
Our paper shows basically that the methods in [B], [BG] and especially
in [GS], [BGS] are robust enough to allow more general potentials, namely
those defined by a Gevrey-class function which also satisfies the transver-
sality condition. We have not been able, though, to get nonperturbative
results, other than a partial one, Theorem 1.2. We will follow closely the
ideas in the aforementioned papers.
We prove a large deviation theorem (LDT) for the transfer matrices as-
sociated to (1.1) or (1.10). As in [BGS] and [GS], this LDT will be used to
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prove the positivity of the Lyapunov exponent in the perturbative case, and
the continuity of the Lyapunov exponent and of the IDS in both the pertur-
bative and the nonperturbative cases. This LDT will also imply, as in [B],
[BG], ’good bounds’ on the Green’s functions associated to (1.1) or (1.10).
Because of the exponential-type decay (1.5) of the Fourier coefficients of our
function v, the same arguments - using semi-algebraic set theory - from [B],
[BG], will apply similarly to this more general situation, eventually proving
Anderson localization for these operators.
The challenge is then to prove the LDT for the transfer matrices MN (x).
The LDT says that uN (x) :=
1
N log ||MN (x)|| is close to its mean (integral)
denoted by < uN > for all x outside a small set (where how ’close’ or ’small’
will be expressed in terms of the scale N).
In [B], [BG], where v is an analytic function, this is proved exploiting the
existence of a subharmonic extension uN (z) of uN (x). Using the Riesz rep-
resentation theorem for subharmonic functions, it is shown that the Fourier
coefficients of uN (x) have the decay :
(1.13) |uˆN (k)| . 1|k| for all k 6= 0
It is important that the decay (1.13) is uniform in N . Using Fourier expan-
sion, (1.13) implies, for x outside a small set, a good approximation of the
mean < uN > by averages of shifts of uN (x), provided we consider shifts
with a Diophantine frequency (so that their orbits are fairly uniformly dis-
tributed on T). This, combined with the fact that uN (x) is close to averages
of its shifts provided the number of shifts considered is much smaller then
the scale N , eventually leads to the proof of the LDT.
For functions which are not analytic, uN (x) does not have a subharmonic
extension. The idea is then to substitute - at each scale N - in MN (x) and
in uN (x), the potential v(x), by an appropriate truncation vN (x). The new
function uN (x) has a subharmonic extension, but the trade-off is that the
decay of its Fourier coefficients is not uniform in N as in (1.13), and we only
get :
(1.14) |uˆN (k)| . N δ 1|k| for all k 6= 0
where δ > 0 is a power which depends on how we define the truncations
vN (x), and on the order s of the Gevrey class the function v(x) belongs to.
As long as δ < 1, we can use (1.14) in a similar way the uniform decay
(1.13) is used in [B], [BG] and therefore prove the LDT (see Theorem 3.1
and Theorem 4.1). This situation corresponds to functions v ’close’ to being
analytic, namely v ∈ Gs(T) with s < 2.
But in general, for functions in an arbitrarily large Gevrey class, the power
δ in the estimate (1.14) is ≥ 1, and (1.14) is too weak to prove the LDT
with this method. The same kind of technical problem, but for a different
model - the skew shift - was encountered in [BGS]. There, the authors used
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the avalanche principle from [GS] to better control the size of the transfer
matrices. We will follow this approach for the general case (see Section 5).
The paper is organized as follows: in Section 2 we give the basic definitions
and we show rigorously the approximation (truncation) argument explained
above. In Section 3 we prove a technical result, on Diophantine shifts of
subharmonic functions, to be used in the proof of the LDT. In Section 4
we prove the LDT for the case s < 2. In Section 5 we prove the LDT in
the general case, and the positivity of the Lyapunov exponent - which is
the statement (P) in Theorem 1.1. Using the LDT from previous sections,
in Section 6 we complete the proofs of Theorem 1.1 and of Theorem 1.2
by proving the continuity of the Lyapunov exponent and of the IDS (the
statement (C) in these theorems) and Anderson localization for the operators
(1.1) or (1.10) (the statement (AL) in these theorems).
2. Definitions, notations, general setup
We assume that the function v = v(x) belongs to the Gevrey class Gs(T),
where s > 1 and T = R/2πZ. Therefore v(x) is a 2π-periodic function on R
so that
(2.1) v(x) =
∑
k∈Z
vˆ(k)eikx
(2.2) where |vˆ(k)| ≤Me−ρ|k|1/s ∀ k ∈ Z
for some constants M,ρ > 0.
At every scale N we will substitute - in the formula defining the Nth
transfer matrix MN (x) - the function v(x) by a trigonometric polynomial
vN (x). This polynomial should be chosen to approximate v(x) within a
very small error (this error should be (super)exponentially small in N), so
that the “transfer matrix substitute” would be close to the original transfer
matrix. Therefore, the degree deg vN =: N˜ of this polynomial should be
very large, namely, based on the rate of decay (2.2) of the Fourier coefficients
of v, N˜ should be a power of N (which would depend on the Gevrey class).
The trigonometric polynomial vN has a holomorphic extension to the
whole complex plane, but we should restrict it to a strip of width ρN so
that this extension would be bounded by a constant depending only on v
(uniformly in the scale N). It turns out that the width ρN of holomorphicity
should be ρN ≈ (deg vN )−1 ≈ N˜−1 ≈ N−θ, for some power θ > 0.
The fact that the “substitutes” vN (x) have different, smaller and smaller
widths of holomorphicity, is what creates additional technical problems
(compared to the v(x) analytic function case) and also makes this approach
to fail for functions v(x) with slower rate of decay of their Fourier coeffi-
cients.
We therefore have to find the optimal “error vs. degree” approximations
of v(x) by trigonometric polynomials vN (x). Here is the formal calculation:
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For every positive integer N , consider the truncation
(2.3) vN (x) :=
∑
|k|≤N˜
vˆ(k)eikx
where N˜ = deg vN will be determined later.
vN (x) is an analytic, 2π-periodic function on R. It can be extended to a
holomorphic (2π-periodic) function on C by:
(2.4) vN (z) :=
∑
|k|≤N˜
vˆ(k)eikz
To assure the uniform boundedness in N of vN (z) we have to restrict
vN (z) to the strip [|ℑz| < ρN ], where ρN := ρ2N˜1/s−1. Indeed, if z = x+ iy,|y| < ρN , then:
|vN (z)| = |
∑
|k|≤N˜
vˆ(k)eikz| ≤
∑
|k|≤N˜
|vˆ(k)|e−ky ≤M
∑
|k|≤N˜
e−ρ|k|
1/s
e|k||y| ≤
≤ 2M
N˜∑
k=0
e−ρ|k|
1/s+k|y| ≤ 2M
N˜∑
k=0
e−
ρ
2
k1/s ≤ 2M
∞∑
k=0
e−
ρ
2
k1/s =: B <∞
where B is a constant which depends on ρ, s,M , and we have used :
|y| < ρN = ρ2N˜1/s−1 ≤ ρ2 |k|1/s−1 for |k| ≤ N˜ .
We also have |v(x) − vN (x)| ≤ Ce−cN˜1/s for all x ∈ R, where C, c > 0
depend on ρ, s.
We will need, as already mentioned, (super)exponentially small error, so
N˜ should be chosen such that e−cN˜1/s ≤ e−Nb for some b > 1.
Therefore N˜ := N b s for some b > 1 to be fixed later, so the width of
holomorphicity of vN (z) will be: ρN =
ρ
2N
bs( 1
s
−1) = ρ2N
−b(s−1) =: ρ2N
−δ,
where δ := b (s− 1) > 0.
We conclude: for every integer N ≥ 1, we have a function vN (x) on T so
that
(2.5) |v(x) − vN (x)| < e−cNb
and vN (x) has a 2π-periodic holomorphic extension vN (z) to the strip
[|ℑz| < ρN = ρ2N−δ], for which
(2.6) |vN (z)| ≤ B
where the positive constants c, B depend only on v. The constants b, δ are
linked by δ := b(s − 1) ⇔ b = δs−1 and have to satisfy b > 1 and δ > 0 (so
s < δ + 1).
For v ∈ Gs(T), ω ∈ DCκ, λ ∈ R consider the discrete quasiperiodic
Schro¨dinger operator (1.1) :
H(x) = Hω,λ(x) := −∆+ λv(x+ nω)δn,n′
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Let T = Tω : T → T, Tx := x + ω be the shift by the frequency ω, and
let T jx = x+ jω be its jth iteration.
For every integer N ≥ 1 and for every energy E ∈ R, the Nth transfer
matrix of H(x) is MN (x) =MN (x, ω, λ,E) :=
∏1
j=N A(T
jx, λ,E), where
A(y) = A(y, λ,E) :=
(
λv(y)− E −1
1 0
)
Denote by LN (E) = LN (E,ω, λ) :=
∫
T
1
N log ||MN (x, ω, λ,E)|| dx.
Then for every energy E,
(2.7) L(E) = Lω,λ(E) := lim
N→∞
LN (E,ω, λ) = inf
N
LN (E,ω, λ)
is the Lyapunov exponent of (1.1) (see also [B]).
We now substitute vN (x) for v(x) in the definition of the transfer matrix
MN (x) and get :
M˜N (x) :=
1∏
j=N
A˜N (T jx) where A˜N (y) :=
(
λvN (y)− E −1
1 0
)
Denote also by L˜N (E) = L˜N (E,ω, λ) :=
∫
T
1
N log ||M˜N (x, ω, λ,E)|| dx.
The spectrum of Hω,λ(x) is contained in the interval [−2−|λ|B, 2+|λ|B],
since supx∈T |v(x)| ≤ B. It is then enough to consider only the energies E
such that |E| ≤ 2 + |λ|B.
By Trotter’s formula,
MN (x)− M˜N (x) =
=
N∑
j=1
A(TNx) . . . A(T j+1x) [A(T jx)− A˜N (T jx)] A˜N (T j−1x) . . . A˜N (Tx)
A(T jx)− A˜N (T jx) =
(
λv(T jx)− λvN (T jx) 0
0 0
)
so
||A(T jx)− A˜N (T jx)|| ≤ |λ| sup
y∈T
|v(y)− vN (y)| < |λ| e−cNb
Moreover :
||A(T jx)|| = ||
(
λv(T jx)−E −1
1 0
)
|| ≤ |λ|B+|E|+2 ≤ 2|λ|B+2 ≤ eS(λ)
so
(2.8) ||A(T jx)|| ≤ eS(λ)
where S(λ) is a (fixed, for fixed λ) scaling factor : 1 ≤ S(λ) ≈ log(|λ|+Cv),
Cv being a constant which depends on v.
Clearly, we also have :
||A˜N (T jx)|| ≤ ||
(
λvN (T
jx)− E −1
1 0
)
|| ≤ |λ|B + |E|+ 2 ≤ eS(λ)
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Therefore,
||MN (x)− M˜N (x)|| ≤
N∑
j=1
eS(λ) . . . eS(λ)e−cN
b
eS(λ) . . . eS(λ) ≤ eNS(λ)−cNb
and since b > 1, if N & S(λ)
1
b−1 , we get
||MN (x)− M˜N (x)|| ≤ e−cNb
Since detMN (x) = 1 and det M˜N (x) = 1, we have that ‖MN (x)‖ ≥ 1 and
||M˜N (x)|| ≥ 1. Thus, for all N & S(λ)
1
b−1 and for every x∣∣∣∣ 1N log ‖MN (x)‖ − 1N log ||M˜N (x)||
∣∣∣∣ ≤ 1N ||MN (x)− M˜N (x)|| < e−cNb
and by averaging, ∣∣∣LN (E)− L˜N (E)∣∣∣ < e−cNb
For fixed parameters ω, λ,E consider:
uN (x) :=
1
N
log ||M˜N (x)||
and
< uN >= L˜N :=
∫
T
uN (x)dx
Since
M˜N (x) =
1∏
j=N
(
λvN (x+ jω)−E −1
1 0
)
and since vN (z) is the holomorphic extension of vN (x) to [|ℑz| < ρN ], it
follows that
M˜N (z) :=
1∏
j=N
(
λvN (z + jω) −E −1
1 0
)
is the holomorphic extension of M˜N (x) to the strip [|ℑz| < ρN ]. Using (2.6)
we get ‖MN (z)‖ ≤ S(λ)N . Therefore
uN (z) :=
1
N
log ||M˜N (z)||
is a subharmonic function on the strip [|ℑz| < ρN ≈ N−δ] so that for any z
in this strip, |uN (z)| ≤ S(λ).
We can summarize all of the above in the following :
Remark 2.1. For fixed parameters ω, λ,E, at every scale N , we have a
2π-periodic function uN (x) :=
1
N log ||M˜N (x)||, which extends on the strip
[|ℑz| < ρN ], ρN ≈ N−δ, to a subharmonic function uN (z) so that
(2.9) |uN (z)| ≤ S(λ) ∀ z ∈ [|ℑz| < ρN ]
(Note that the bound (2.9) is uniform in N).
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Moreover, if δ is chosen so that s < 1 + δ and if N & S(λ)
1
b−1 , where
b = δs−1 > 1, then the transfer matrices MN (x) are well approximated by
their substitutes M˜N (x):
(2.10)
∣∣∣∣ 1N log ‖MN (x)‖ − uN (x)
∣∣∣∣ < e−cNb
(2.11) |LN− < uN >| < e−cNb
We will use estimates on subharmonic functions as in [B], [BG], [BGS] for
the functions uN in the remark above.
The following will be used later :
Remark 2.2. For all x ∈ T, and for all parameters ω, λ,E, we have :
(2.12)
∣∣∣∣ 1N log ‖MN (x)‖ − 1N log ‖MN (x+ ω)‖
∣∣∣∣ ≤ CS(λ)N
where C is a universal constant.
Proof.∣∣∣∣ 1N log ‖MN (x)‖ − 1N log ‖MN (x+ ω)‖
∣∣∣∣ =
∣∣∣∣ 1N log ‖MN (x)‖‖MN (x+ ω)‖
∣∣∣∣ =
=
∣∣∣∣ 1N log ||A(T
Nx) · . . . ·A(T 2x) · A(Tx)||
||A(TN+1x) · A(TNx) · . . . ·A(T 2x)||
∣∣∣∣ ≤
≤ 1
N
log ||(A(TN+1x))−1|| · ||A(Tx)|| . S(λ)
N
after using (2.8). The inequality (2.12) then follows. 
3. Averages of shifts of subharmonic functions
Let u = u(x) be a function on T having a subharmonic extension, and
ω ∈ DCκ for some κ > 0. We prove that for x outside a small set, the mean
of u is close to the averages of shifts of u(x) by ω. Here being ’close’ or ’small’
is expressed in terms of the number of shifts considered. To prove stronger
estimates (see Theorem 3.1), we have to consider higher order averages. In
particular (see Corollary 3.1) we also get an estimate for first order averages,
which is already contained (although not explicitly formulated) in [B], [BG].
After writing this paper we have learned that Theorem 3.1 has been
proved - even considering only first order averages - in [GS] (see Theorem
3.8 in [GS]). However, we choose to present here our proof, since it gives a
different argument - namely an optimization of the one in [B], [BG].
Consider the (Feje´r) kernel (of order p) :
(3.1) KpR(t) := (
1
R
R−1∑
j=0
eijt)p
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Then we have : ∣∣KpR(t)∣∣ = 1Rp
∣∣∣∣1− eiRt1− eit
∣∣∣∣
p
≤ 1
Rp ‖t‖p
and also
∣∣KpR(t)∣∣ ≤ 1 so
(3.2)
∣∣KpR(t)∣∣ ≤ min{1, 1Rp ‖t‖p } ≤ 21 +Rp ‖t‖p
We can write
(3.3) KpR(t) =
1
Rp
p(R−1)∑
j=0
cpR(j)e
ijt
where cpR(j) are positive integers so that
1
Rp
p(R−1)∑
j=0
cpR(j) = 1
Notice that if p = 1 then K1R(t) =
1
R
∑R−1
j=0 e
ijt so c1R(j) = 1 for all j.
Theorem 3.1. Let u : T→ R, ω ∈ DCκ and ρ > 0. Assume that u(x) has
a subharmonic extension to the strip [|ℑz| < ρ] so that
(3.4) |u(z)| ≤ S ∀ z ∈ [|ℑz| < ρ]
Then, if 0 < a < 1, 0 < σ < 1− a and p ∈ N, p > a1−a we have :
(3.5) mes [x ∈ T : | 1
Rp
p(R−1)∑
j=0
cpR(j) · u(x+ jω)− < u > | >
S
ρ
R−a] < e−R
σ
for R ≥ R0 = R0(κ, a, σ, p).
Proof. Fix the numbers a, σ, p subject to the constraints in the theorem. We
may now suppress p from the notations (e.g. KR = K
p
R, cR = c
p
R).
Choose α ∈ (a, 1) so that p > a1−α (which is possible since p > a1−a ).
Since u(z) is subharmonic on [|ℑz| < ρ] so that (3.4) holds, from Corollary
4.7 in [B] we get :
(3.6) |uˆ(k)| . S
ρ
1
|k|
Expand u as a Fourier series :
u(x) =< u > +
∑
k 6=0
uˆ(k)eikx ∀x ∈ T
⇒ u(x+ jω) =< u > +
∑
k 6=0
uˆ(k)eik(x+jω)
⇒ 1
Rp
p(R−1)∑
j=0
cR(j) ·u(x+jω) =< u > +
∑
k 6=0
uˆ(k) ·( 1
Rp
p(R−1)∑
j=0
cR(j)e
ijkω) ·eikx
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Therefore,
(3.7)
1
Rp
p(R−1)∑
j=0
cR(j) · u(x+ jω)− < u >=
∑
k 6=0
uˆ(k) ·KR(kω) · eikx
We will estimate the right hand side of (3.7).
Since ω ∈ DCκ, there is a best approximation mq of ω so that
(3.8) R < q <
1
κ
R(log(1 +R))3
thus
(3.9) ||jω|| > 1
2q
if 1 ≤ j < q
(See chapter I in [Lang]).
Split the right hand side of the sum in (3.7) as :
(3.10)
∑
k 6=0
uˆ(k) ·KR(kω) · eikx =
∑
0<|k|<Rα
+
∑
Rα≤|k|<q
+
∑
|q|≤|k|<K
+
∑
|k|≥K
where K = eR
σ′
with σ′ ∈ (σ, 1 − a).
The first three sums in (3.10), denoted by (I), (II), (III) respectively, will
be uniformly bounded in x by SρR
−a, while the forth sum, denoted by (IV)
will be estimated in the L2-norm.
|(I)| ≤
∑
0<|k|<Rα
|uˆ(k)| · |KR(kω)| ≤ S
ρ
∑
0<|k|<Rα
1
|k|
1
Rp||kω||p
But ω ∈ DCκ so ||kω|| > κ · 1|k|(log(1+|k|))3 ⇒ 1|k|||kω||p < 1κp |k|p−1(log |k|)3p
Then
|(I)| ≤ S
ρ
1
κp
1
Rp
Rα(p−1)(logR)3pRα =
S
ρ
1
κp
Rp(α−1)(logR)p <
S
ρ
R−a
since p > a1−α and provided R is large enough, R ≥ Ro(κ, a, p).
To estimate (II) and (III) we need the following: let I ⊂ Z be an interval
of size |I| < q. Then for any k, k′ ∈ I, since |k − k′| ≤ |I| < q, (3.9)
implies ||kω− k′ω|| > 12q . Arranging the points kω, k ∈ I according to their
distances on the torus to 1, we get :∑
k∈I
|KR(kω)| ≤
∑
k∈I
min{1, 1
Rp||kω||p } . 1+
∑
1≤|j|≤q
1
1 +Rp( jq )
p
. 1+
q
R
.
q
R
Then, for any interval I ⊂ Z of size < q,
(3.11)
∑
k∈I
|KR(kω)| . q
R
It follows that:
|(II)| ≤
∑
Rα≤|k|<q
|uˆ(k)| · |KR(kω)| ≤ S
ρ
∑
Rα≤|k|<q
1
|k| |KR(kω)| ≤
13
≤ S
ρ
1
Rα
∑
1≤|k|<q
|KR(kω)| ≤ S
ρ
1
Rα
q
R
<
S
ρ
R−α
1
κ
R(log(1 +R))3
R
<
S
ρ
R−a
since α > a, and provided R ≥ R0(κ, a).
Similarly:
|(III)| ≤
∑
|q|≤|k|<K
|uˆ(k)| · |KR(kω)| ≤ S
ρ
∑
|q|≤|k|<K
1
|k| |KR(kω)| =
=
S
ρ
∑
1≤s≤K/q
∑
(s−1)q≤|k|<sq
1
|k| |KR(kω)| <
S
ρ
∑
1≤s≤K/q
1
sq
q
R
=
=
S
ρ
1
R
∑
1≤s≤K/q
1
s
≈ S
ρ
1
R
log
K
q
≤ S
ρ
R−1Rσ
′
<
S
ρ
R−a
since σ′ < 1− a.
We conclude that :
(3.12) |(I)|+ |(II)|+ |(III)| < S
ρ
R−a
uniformly in x ∈ T, and for R ≥ R0(κ, a, p).
We know estimate (IV) in the L2-norm:∫
T
|(IV)|2 =
∫
T
|
∑
|k|≥K
uˆ(k)KR(kω)e
ikx|2dx =
∑
|k|≥K
|uˆ(k)|2|KR(kω)|2 ≤
≤
∑
|k|≥K
|uˆ(k)|2 < (S
ρ
)2
∑
|k|>K
1
|k|2 ≈ (
S
ρ
)2
1
K
= (
S
ρ
)2e−R
σ′
Using Chebyshev’ s inequality we get:
mes [x ∈ T : |(IV)| > S
ρ
R−a] < (
S
ρ
R−a)−2 · (S
ρ
)2e−R
σ′
= R2ae−R
σ′
Therefore, since σ < σ′, we have :
(3.13) mes [x ∈ T : |(IV)| > S
ρ
R−a] < e−R
σ
provided R ≥ R0(a, σ).
The estimate (3.5) follows now from (3.12) and (3.13). 
Notice that in the estimate (3.5) which we have just proved, the greater
the power a is, the stronger the estimate becomes. For an arbitrary subhar-
monic function u(x), a = 1− is probably optimal.
Also notice that as a→ 1 we have σ → 0 and p→∞, so we need higher
and higher order averages to get (3.5).
On the other hand, we can work with first-order averages (p = 1) as long
as we only need a < 12 (say a =
1
3) and σ < 1− a (say σ = 13). In particular
we get :
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Corollary 3.1. Let u : T→ R, ω ∈ DCκ and ρ > 0. Assume that u(x) has
a subharmonic extension u(z) to the strip [|ℑz| < ρ] so that |u(z)| ≤ S for
all z ∈ [|ℑz| < ρ]. Then, for R ≥ R0(κ) we have:
(3.14) mes [x ∈ T : | 1
R
R−1∑
j=0
u(x+ jω)− < u > | > S
ρ
R−1/3] < e−R
1/3
4. Large deviation theorem: the case s < 2
Theorem 4.1. Consider the Schro¨dinger operator (1.10):
Hω(x) := −∆+ v(x+ nω)δn,n′
with v ∈ Gs(T) where 1 < s < 2, and ω ∈ DCκ for some κ > 0.
Then, for every energy E ∈ R,
(4.1) mes [x ∈ T : | 1
N
log ||MN (x,E)|| − LN (E)| > N−τ ] < e−Nσ
for some positive constants τ , σ which depend on s, and for N ≥ N0(κ, v, s).
Proof. We fix the energy E (the estimates will not depend on it), so we can
drop it from notations. The order s of the Gevrey class satisfies s ∈ (1, 2),
so there is δ ∈ (0, 1), s < 1 + δ. Put b := δs−1 > 1, and recall Remark 2.1
(note that here the disorder λ is fixed):
For all x ∈ T and for N large enough, N ≥ N0(v, s), if we consider
uN (x) :=
1
N log ||M˜N (x)|| and < uN >:=
∫
T
uN (x)dx, then:
(4.2)
∣∣∣∣ 1N log ||MN (x)|| − uN (x)
∣∣∣∣ < e−Nb
(4.3) |LN− < uN >| < e−Nb
Moreover, uN (x) extends to a subharmonic function uN (z) on the strip
[|ℑz| < ρN ], ρN ≈ N−δ, so that |uN (z)| ≤ S for all z in the strip, and
uniformly in N (here S depends only on v, namely on supx∈T |v(x)| = B).
We will apply Theorem 3.1 for u(x) = uN (x) as follows.
Choose a ∈ (δ, 1), σ ∈ (0, 1 − a), p ∈ N, p > a1−a ; take R = N1−ǫ, where
ǫ > 0 is sufficiently small. Then SρNR
−a ≈ SN δN−(1−ǫ)a ≈ N−c, where
c = (1− ǫ)a− δ > 0 if ǫ is small enough.
Theorem 3.1 then implies:
(4.4) mes [x ∈ T : | 1
Rp
p(R−1)∑
j=0
cpR(j) ·uN (x+ jω)− < uN > | > N−c] < e−N
σ1
for N (therefore R) large enough, N ≥ N0(κ, s). The positive constants c
and σ1 ( = (1− ǫ)σ) depend only on s.
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We now have to compare 1Rp
∑p(R−1)
j=0 c
p
R(j) · uN (x+ jω) and uN (x). Re-
calling Remark 2.2, for any x ∈ T and for every N , (2.12) holds, so:∣∣∣∣ 1N log ||MN (x)|| − 1N log ||MN (x+ ω)||
∣∣∣∣ < SN
Combining this with (4.2), we get that for any x, ω and for N large enough,
|uN (x)− uN (x+ ω)| < S
N
Therefore, for every integer j :
|uN (x)− uN (x+ jω)| < S|j|
N
It follows that for any x, ω ∈ T, and for N large enough
(4.5) |uN (x)− 1
Rp
p(R−1)∑
j=0
cpR(j) · uN (x+ jω)| ≤
Sp(R− 1)
N
.
R
N
= N−ǫ
The estimate (4.1) (with 0 < τ < min{c, ǫ}) follows from (4.4) and (4.5). 
Remark 4.1. Regarding the constants τ , σ in (4.1), notice from the above
proof that τ , σ → 0 as s→ 2.
5. Large deviation theorem: the general case
We prove the LDT for the Schro¨dinger operator (1.1) where the function
v ∈ Gs(T) with s > 1 arbitrarily large and the frequency ω ∈ DCκ for some
κ > 0.
We use Remark 2.1. Choose δ > 0 so that s < 1+δ (say δ := 2(s−1)), and
consider at every scale N the corresponding truncation vN (x) of the function
v(x). This will give, for every set of parameters ω, λ, E, the transfer matrix
substitute M˜N (x) and the function uN (x) :=
1
N log ||M˜N (x)|| which extends
on the strip of width ≈ N−δ to a subharmonic function uN (z) satisfying
|uN (z)| ≤ S(λ) uniformly in N . Moreover, if N ≥ CS(λ), from (2.10) and
(2.11) we get
(5.1)
∣∣∣∣ 1N log ||MN (x)|| − uN (x)
∣∣∣∣ < e−cN2
(5.2) |LN− < uN > | < e−cN2
Notice that since s is arbitrarily large, so is δ, and we cannot use the
method from Section 4 to prove the LDT. We will follow the ideas in [BGS]
and use instead the avalanche principle to boost the estimates on uN (x)
given by Corollary 3.1. For the reader’s convenience, we reproduce here the
statement of the avalanche principle (see [GS] for the proof) :
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Proposition 5.1. Let A1, . . . , An be a sequence of arbitrary SL2(R) matri-
ces. Suppose that
(5.3) min
1≤j≤n
||Aj || ≥ µ ≥ n
(5.4) max
1≤j≤n
[log ||Aj+1||+ log ||Aj || − log ||Aj+1Aj ||] ≤ 1
2
log µ
Then
(5.5) | log ||An · . . . ·A1||+
n−1∑
j=2
log ||Aj || − log ||Aj+1Aj || | ≤ Cn
µ
We prove the LDT by induction on the scale N . The initial condition
step of the induction follows from the transversality condition only - we
don’t need any regularity condition here, but just the “non singularity” of
v(x). The regularity condition (1.4) is needed for the inductive step.
Lemma 5.1. (The inductive step)
The data is the following: a function v ∈ Gs(T), s > 1, δ := 2(s − 1),
D := δ + 3, A := max{12 · δ, 2}; some fixed parameters ω, λ, E such that
ω ∈ DCκ for some κ > 0, |E| ≤ |λ|B + 2 ( where supx∈T |v(x)| ≤ B as in
Section 2); a fixed number γ > 14 .
Assume N0, the small scale, is a sufficiently large integer, N0 ≥ N00(s, κ),
so that Corollary 3.1 applies at this scale and so that different powers and
exponentials of N0 behave as they are suppose to do asymptotically, e.g.
NA0 ≪ e
9
40
N0 etc.
Assume (5.1) holds at scale N0, that is, N0 has to satisfy
(5.6) N0 ≥ CS(λ) ⇔ |λ| ≤ ecN0
Take N , the large scale, so that :
(5.7) NA0 ≤ N ≤ e
9γ
10
N0
Suppose the following hold :
(5.8) mes [x ∈ T : | 1
N0
log ||MN0(x, λ,E)||−LN0(λ,E)| >
γ
10
S(λ)] < N−D
(5.9)
mes [x ∈ T : | 1
2N0
log ||M2N0(x, λ,E)|| − L2N0(λ,E)| >
γ
10
S(λ)] < N−D
(5.10) LN0(λ,E), L2N0(λ,E) ≥ γS(λ)
(5.11) LN0(λ,E) − L2N0(λ,E) ≤
γ
40
S(λ)
17
Then there are absolute constants c, C0 > 0 so that
(5.12) LN (λ,E) ≥ γS(λ)− 2(LN0(λ,E)− L2N0(λ,E)) − C0S(λ)N0N−1
(5.13) LN (λ,E) − L2N (λ,E) ≤ C0S(λ)N0N−1
(5.14)
mes [x ∈ T : | 1
N
log ||MN (x, λ,E)|| − LN (λ,E)| > S(λ)N−1/10] < e−cN1/10
Proof. The parameters ω, λ, E are fixed, so they can be suppressed from
the notations. For instance MN (x) =MN (x, ω, λ,E), S(λ) = S etc.
We can assume, without loss of generality, that N is a multiple of N0,
that is, N = n ·N0.
Indeed, if N = n ·N0 + r, 0 ≤ r < N0, then
(5.15) | 1
N
log ||MN (x)|| − 1
n ·N0 log ||Mn·N0(x)|| | ≤ 2SN0N
−1
Therefore, if we prove (5.12), (5.13), (5.14) at scale n ·N0, then they hold
at scale N too.
To prove (5.15), first notice that MN (x) = B(x) ·Mn·N0(x), where
B(x) :=
n·N0+1∏
j=N
A(T jx) =
n·N0+1∏
j=n·N0+r
A(T jx)
so
||B(x)|| ≤ er·S ≤ eN0·S and ||B(x)−1|| ≤ er·S ≤ eN0·S
Since ||Mn·N0(x)|| ≥ 1 and ||MN (x)|| ≥ 1, it follows that:
1
N
log ||MN (x)|| − 1
n ·N0 log ||Mn·N0(x)|| =
1
n ·N0 log
||MN (x)||
n·N0
N
||Mn·N0(x)||
≤
≤ 1
n ·N0 log
||B(x)||n·N0N · ||Mn·N0(x)||
n·N0
N
||Mn·N0(x)||
≤
≤ 1
n ·N0 log (e
N0S)
n·N0
N = SN0N
−1
Similarly
1
n ·N0 log ||Mn·N0(x)|| −
1
N
log ||MN (x)|| = 1
n ·N0 log
||Mn·N0(x)||
||MN (x)||
n·N0
N
=
=
1
n ·N0 log [
( ||Mn·N0(x)||
||MN (x)||
)n·N0
N
· ||Mn·N0(x)||
r
N ] ≤
≤ 1
n ·N0 log [ ||(B(x))
−1||n·N0N · ||Mn·N0(x)||
r
N ] ≤
≤ 1
n ·N0 log [ (e
N0S)
n·N0
N · (enN0S)N0N ] = 2SN0N−1
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and the inequality (5.15) now follows.
Denote the set in (5.8) by BN0 and similarly the set in (5.9) by B2N0 .
If x /∈ BN0 then using (5.8), (5.10) we get
||MN0(x)|| > e−
γ
10
SN0+LN0 ·N0 ≥ e 9γ10SN0 =: µ ≥ N
so
(5.16) ||MN0(x)|| ≥ µ ≥ n if x /∈ BN0
For 1 ≤ j ≤ n = NN0 consider Aj = Aj(x) := MN0(T (j−1)N0x). Then
(5.16) implies
(5.17) min
1≤j≤n
||Aj(x)|| ≥ µ for all x /∈
n⋃
j=0
T−jN0BN0
Since Aj+1(x) · Aj(x) =M2N0(T (j−1)N0x), using (5.8), (5.9), (5.11), for
x /∈ ⋃nj=0(T−jN0BN0) ∪⋃nj=0(T−jN0B2N0) (which is a set of measure
< 2N−D ·N = 2N−D+1), we have :
log ||Aj+1(x)||+ log ||Aj(x)|| − log ||Aj+1(x) ·Aj(x)|| =
= log ||MN0(T jN0x)||+ log ||MN0(T (j−1)N0x)|| − log ||M2N0(T (j−1)N0x)|| ≤
≤ N0(LN0 +
Sγ
10
) +N0(LN0 +
Sγ
10
) + 2N0(
Sγ
10
− L2N0) =
= 2N0(LN0 − L2N0) +
4Sγ
10
N0 ≤ 9Sγ
20
N0 =
1
2
log µ
Therefore,
(5.18) log ||Aj+1(x)|| + log ||Aj(x)|| − log ||Aj+1(x) ·Aj(x)|| ≤ 1
2
log µ
for x outside a set of measure < 2N−D+1.
We can now apply the avalanche principle (Proposition 5.1) and get:
(5.19)
| log ||An(x) · ... ·A1(x)||+
n−1∑
j=2
log ||Aj(x)||−
n−1∑
j=1
log ||Aj+1(x) ·Aj(x)|| | ≤ Cn
µ
for x outside a set of measure < 2N−D+1.
Hence, since N = n ·N0 and An(x) · ... ·A1(x) =MN (x), we have:
| log ||MN (x)|| +
n−1∑
j=2
log ||MN0(T (j−1)N0x)||−
−
n−1∑
j=1
log ||M2N0(T (j−1)N0x)|| | ≤ C
n
µ
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Therefore
(5.20) | 1
N
log ||MN (x)|| + 1
n
n−1∑
j=2
1
N0
log ||MN0(T (j−1)N0x)|| −
− 2
n
n−1∑
j=1
1
2N0
log ||M2N0(T (j−1)N0x)|| | ≤
C
µ
In (5.20) replace x by each of the elements {x, Tx, ...TN0−1x} and then
average (add all the N0 inequalities obtained and divide by N0). We get:
(5.21) | 1
N0
N0−1∑
j=0
1
N
log ||MN (T jx)|| + 1
N
N−1∑
j=0
1
N0
log ||MN0(T jx)|| −
− 2
N
N−1∑
j=0
1
2N0
log ||M2N0(T jx)|| | ≤
C
µ
Using Remark 2.2 we have:
(5.22) | 1
N
log ||MN (x)|| − 1
N0
N0−1∑
j=0
1
N
log ||MN (T jx)|| | ≤ CSN0
N
From (5.21) and (5.22) we get:
(5.23) | 1
N
log ||MN (x)||+ 1
N
N−1∑
j=0
1
N0
log ||MN0(T jx)|| −
− 2
N
N−1∑
j=0
1
2N0
log ||M2N0(T jx)|| | ≤
CSN0
N
+
C
µ
≤ CSN0N−1
for x /∈ B1 :=
⋃N
j=0(T
−jBN0)∪
⋃n
j=0(T
−jB2N0) where mes [B1] < 2N−D+1.
Integrating the left hand side of (5.23) in x, we get:
(5.24) |LN + LN0 − 2L2N0 | < CSN0N−1 + 4S · 2N−D+1 < C0SN0N−1
⇒ LN + LN0 − 2L2N0 > −C0SN0N−1
⇒ LN > LN0−2(LN0−L2N0)−C0SN0N−1 > γS−2(LN0−L2N0)−C0SN0N−1
which proves (5.12).
Clearly all of the arguments above work for N replaced by 2N , so we get
the analogue of (5.24) :
(5.25) |L2N + LN0 − 2L2N0 | < C0SN0N−1
From (5.24) and (5.25) we obtain
LN − L2N ≤ C0SN0N−1
which is exactly (5.13).
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To prove (5.14) consider uN0(x) :=
1
N0
log ||M˜N0(x)|| which extends to a
subharmonic function uN0(z) on the strip [|ℑz| < ρN0 ≈ N−δ0 ] so that for z
in this strip, |uN0(z)| ≤ S. The same holds for u2N0(x).
Using (5.1) which holds at scales N0 and 2N0 by (5.6), we can ’substitute’
in (5.23) 1N0 log ||MN0(T j(x)|| by uN0(T jx) and 12N0 log ||M2N0(T j(x)|| by
u2N0(T
jx) and get, for x /∈ B1:
(5.26)
| 1
N
log ||MN (x)||+ 1
N
N−1∑
j=0
uN0(T
jx)− 2
N
N−1∑
j=0
u2N0(T
jx)| < CSN0N−1
Applying Corollary 3.1 to uN0 and u2N0 we get :
(5.27)
mes [x ∈ T : | 1
N
N−1∑
j=0
uN0(T
jx)− < uN0 > | > S ·N δ0 ·N−1/3] < Ce−N
1/3
(5.28)
mes [x ∈ T : | 1
N
N−1∑
j=0
u2N0(T
jx)− < u2N0 > | > S ·N δ0 ·N−1/3] < Ce−N
1/3
Denote the union of the two sets in (5.27), (5.28) by B2.
Since N satisfies (5.7),
S ·N δ0 ·N−1/3 < S · (N1/A)δ ·N−1/3 < S ·N−1/4
so from (5.26), (5.27), (5.28) we get:
(5.29) | 1
N
log ||MN (x)||+ < uN0 > − 2 < u2N0 > | <
< CSN0N
−1 + S ·N−1/4 < 2S ·N−1/4
for x /∈ B := B1 ∪B2, where
mes [B] < 2N−D+1 + 2e−N
1/3
< 3N−D+1 < N−D+2.
Using (5.2) at scales N0, 2N0 and taking into account (5.7), (5.29) becomes:
(5.30) | 1
N
log ||MN (x)||+LN0 − 2L2N0 | < 2S ·N−1/4 +2e−cN
2
0 < 3SN−1/4
provided x /∈ B.
Combine (5.30) with (5.24) to get:
(5.31) | 1
N
log ||MN (x)|| − LN | < C0SN0N−1 + 3S ·N−1/4 < S ·N−1/5
for all x /∈ B, where mes [B] < N−D+2.
Notice that (5.31) is not exactly what we need in order to prove the
estimate (5.14). We have to prove an estimate like (5.31) for x outside an
exponentially small set. We will use Corollary 4.10 in [B] (see also Lemma
2.3 in [BGS]) to boost (5.31) to the desired estimate (5.14). We reproduce
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here, for convenience, the “rescaled” result in [B] (we have to take into
account the width ρ of the subharmonic extension of u(x)) :
Proposition 5.2. Assume u = u(x) : T→ R has a subharmonic extension
u(z) to the strip [|ℑz| < ρ], ρ > 0, so that |u(z)| ≤ S for all z. If
(5.32) mes [x ∈ T : |u(x)− < u > | > ǫ0] < ǫ1
then, for an absolute constant c > 0,
(5.33) mes [x ∈ T : |u(x)− < u > | > √ǫ0] < e−c
(√
ǫ0+
√
ǫ1·S
ǫ0·ρ
)−1
From (5.31), using again (5.1), (5.2) at scale N , we get:
(5.34) mes [x ∈ T : |uN (x)− < uN > | > S ·N−1/5] < N−D+2
We apply Proposition 5.2 to u(x) := 1SuN (x) =
1
SN log ||M˜N (x)||.
The function u(x) has a subharmonic extension u(z) = 1SuN (z) to the
strip [|ℑz| < ρN ] where ρ = ρN ≈ N−δ, so that |u(z)| ≤ 1 on this strip.
The estimate (5.34) implies
(5.35) mes [x ∈ T : |u(x)− < u > | > N−1/5] < N−D+2
Put ǫ0 = N
−1/5, ǫ1 = N−D+2, S = 1, ρ = N−δ, so that
√
ǫ0+
√
ǫ1 · S
ǫ0 · ρ = N
−1/10+(N−D+2N1/5N δ)1/2 = N−1/10+N−4/10 < 2N−1/10
The estimate (5.14) follows then from Proposition 5.2. 
Remark 5.1. The width ρ of the strip of subharmonicity in the estimate
(5.33) is a great obstacle in extending the LDT to operators given by more
general functions v(x). Indeed, notice that in order to get a decay in (5.33)
we should have ǫ1 = o(ρ) ⇔ 1ρ = 1ρN = o(
1
ǫ1
) = o(NC), for some big C. On
the other hand, when the decay of the Fourier coefficients of v(x) is slower
then (1.5), to get the correct error in the approximation of v(x) by vN (x),
deg vN has to dominate any power of N . Hence
1
ρN
≈ deg vN ≫ NC for
any C > 0.
Remark 5.2. Another obstacle, which we believe prevents this approach
(by polynomial approximations) to provide the inductive step in the proof
of the LDT when v(x) is in a Sobolev space is the following: the decay of
the Fourier coefficients of a function v(x) in a Sobolev space is polynomial.
Therefore, we need trigonometric polynomials vN (x) of degree ≫ eN to
obtain the exponentially small error in the approximation. Then the width
ρN of holomorphicity should satisfy
1
ρN
≫ eN . If we have the LDT at scale
N0 and we want to prove it at scale N1, then we need to use Corollary (3.1)
for u(x) = uN0(x) and R = N1. Therefore we should have N1 ≫ 1ρN0 ≫ e
N0 ,
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hence N1 ≫ eN0 . The next scale N2 should be then N2 ≫ eN1 and so on.
To continue the induction, we should prove that at scale N1 we have:
(5.36) mes [x ∈ T : | 1
N1
log ||MN1(x)|| − LN1 | > N−ǫ1 ] < N−102 ≪ e−N1
But this is far stronger than an estimate of the form mes [...] < e−Nσ1 for
some σ ∈ (0, 1) - and something which does not even hold in the classical
large deviation theory in probabilities, which our LDT mimics here.
We will prove the initial condition step from the induction on scales,
via large disorder, and using the transversality condition (1.7). Let’s first
consider the transversality condition more throughly.
Lemma 5.2. Assume v is a smooth, 2π-periodic function on R. Then v
satisfies the transversality condition (1.7) if and only if
(5.37) ∃m ≥ 1 ∃ c > 0 such that ∀x ∈ T : max
1≤k≤m
|∂kv(x)| ≥ c
The constants m, c in (5.37) depend only on v.
Proof. Clearly (5.37) ⇒ (1.7). The converse is an easy compactness argu-
ment:
∀x ∈ [0, 2π] ∃mx ≥ 1 such that |∂mxv (x)| > cx > 0
⇒ ∃ rx > 0 so that if y ∈ (x− rx, x+ rx) then |∂mxv (y)| ≥ cx > 0
The family { (x−rx , x+rx) }x∈[0,2π] is a covering of [0, 2π]. Consider a finite
subcover (x1 − r1, x1 + r1), . . . , (xk − rk, xk + rk).
Put m := max{mj : 1 ≤ j ≤ k}, c := min{cj : 1 ≤ j ≤ k}, where mj , cj
have obvious meanings, and (5.37) follows. 
The following lemma is a  Lojasiewicz-type inequality (see [ L]). A step in
its proof is contained in [E] (see Lemma 3 in [E]).
Lemma 5.3. Assume that v is a smooth function on [0, 2π] satisfying the
transversality condition (1.7). Then for every t > 0
(5.38) sup
E∈R
mes [x ∈ [0, 2π] : |v(x)− E| < t] < C · tb
where C, b > 0 depend only on v.
Proof. First we show that (5.37) implies
(5.39) mes [x ∈ [0, 2π] : |∂v (x)| < ǫ] < C · ǫ1/m
for some C = C(v) > 0 and for every ǫ > 0.
From Lemma 5.2, there are m ≥ 1 and c > 0 such that for all x ∈ [0, 2π]
max
1≤k≤m
|∂kv(x)| ≥ c
Let
A := max
1≤k≤m+1
max
x∈[0,2π]
|∂kv(x)| <∞
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Partition [0, 2π] in ∼ 2Ac many intervals of length < c2A each, and let I be
such an interval.
Fix ǫ > 0. We can clearly assume ǫ < c.
Then either |∂v(x)| ≥ ǫ for all x ∈ I, so we are done with the interval I,
or there is x0 ∈ I so that |∂v(x0)| < ǫ < c. In this case, for some 2 ≤ j ≤ m,
|∂jv(x0)| ≥ c. Let’s say j = m (this is the worst case, anyway), so
(5.40) |∂mv(x0)| ≥ c
If x ∈ I, then
(5.41) |∂mv(x)− ∂mv(x0)| ≤ sup
y∈I
|∂m+1v(y)| · |x− x0| ≤ A · |I| < c
2
(5.42) (5.40) and (5.41)⇒ |∂mv(x)| ≥ c
2
∀x ∈ I
Let’s now analyze ∂m−1v on I. If for some x1 ∈ I we have |∂m−1v(x1)| <
ǫ1/m, then for every x ∈ I with |x− x1| > 4c · ǫ1/m, there is y ∈ I so that
|∂m−1v(x)− ∂m−1v(x1)| = |∂mv(y)| · |x− x1| ≥ c
2
· 4
c
· ǫ1/m = 2 ǫ1/m
Therefore there exists an interval I1 ⊂ I , |I1| ≤ 4c · ǫ1/m, so that
(5.43) if x ∈ I\I1, then |∂m−1v(x)| ≥ ǫ1/m
Now let’s analyze ∂m−2v on I\I1, which has at most two connected com-
ponents, J1, J2. If for some x2 ∈ J1 we have |∂m−2v(x2)| < ǫ2/m, then for
every x ∈ J1 ⊂ I\I1 with |x− x2| > 2 ǫ1/m, there is y ∈ J1 so that
|∂m−2v(x)− ∂m−2v(x2)| = |∂m−1v(y)| · |x− x2| ≥ ǫ1/m · 2ǫ1/m = 2ǫ2/m
Therefore we get an interval I2 ⊂ J1 ⊂ I\I1, such that |I2| ≤ 2 ǫ1/m and
(5.44) if x ∈ J1\I2, then |∂m−2v(x)| ≥ ǫ2/m
Doing the same for J2, we get I3 ⊂ J2 ⊂ I\I1 such that |I3| ≤ 2 ǫ1/m and
(5.45) if x ∈ I\(I1 ∪ I2 ∪ I3), then |∂m−2v(x)| ≥ ǫ2/m
We continue this for m− 1 steps (when we end up with ∂v). We obtain
2m − 1 intervals, each of length . ǫ1/m so that outside these intervals
|∂v (x)| ≥ ǫm−1m ≥ ǫ
Therefore,
(5.46) mes [x ∈ I : |∂v (x)| < ǫ] < C1 · ǫ1/m
where C1 is a constant which depends on m and c. But then
mes [x ∈ [0, 2π] : |∂v (x)| < ǫ] < 2A
c
· C1 · ǫ1/m < C · ǫ1/m
so (5.39) is proved. We are now ready to prove (5.38).
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For E ∈ R arbitrarily fixed, we have:
[x : |v(x)− E| < t ] ⊂ [x : |∂v (x)| < t1/4 ]∪
∪ [x : |∂v (x)| ≥ t1/4 and |v(x) −E| < t ] =: E1 ∪E2
Using (5.39) with ǫ = t1/4 we get
mes [E1] < C t
1
4m
Now we estimate the measure of E2. Let
A := max
x∈[0,2π]
|∂2v(x)|
Partition [0, 2π] in ∼ t−1/4 many intervals of length < 12A t1/4 each and let
I be such an interval. If I ∩ E2 = ∅, then we are done with the interval I.
Otherwise, let x1 ∈ I ∩ E2, so |∂v (x1)| ≥ t1/4. If x ∈ I, then
|∂v(x)− ∂v(x1)| ≤ sup
y∈I
|∂2v(y)| · |x− x1| ≤ A · |I| < 1
2
t1/4
Therefore, if x ∈ I, then |∂v(x)| > 12t1/4.
Now let x ∈ I with |x− x1| > 4t3/4. For some y ∈ I we have:
|(v(x)−E)−(v(x1)−E)| = |v(x)−v(x1)| = |∂v(y)|·|x−x1| ≥ 1
2
t1/4·4t3/4 = 2t
But x1 ∈ E2, so |v(x1)− E| < t.
Therefore, if x ∈ I with |x− x1| > 4t3/4, then |v(x)− E| > t, so x /∈ E2.
It follows that mes [I ∩E2] ≤ 4t3/4, so mes [E2] . t−1/4 · t3/4 = t1/2 and
the inequality (5.38) is proved. 
Lemma 5.4. (The initial condition step)
Assume that v is smooth and that v satisfies the transversality condition
(1.7). Then there are positive constants λ1, B which depend on v and s so
that for all N and for all λ subject to: |λ| ≥ max{λ1, NB} we have:
(5.47)
sup
E
mes [x ∈ T : | 1
N
log ||MN (x, λ,E)|| − LN (λ,E) | > 1
20
S(λ)] < N−A
2·D
where A and D are the constants defined in Lemma 5.1 (they depend on s).
Furthermore, for these λ, N and for all E we have:
(5.48) LN (λ,E) ≥ 1
2
S(λ)
(5.49) LN (λ,E) − L2N (λ,E) ≤ 1
80
S(λ)
Proof. This statement is the analogue of Lemma 2.10 in [BGS]. The model
considered in [BGS] is the skew-shift, and the potential v is assumed real
analytic. The only fact about the analyticity of v used in the proof of
Lemma 2.10 in [BGS] is the  Lojasiewicz inequality (5.3). We have proved
this inequality assuming (only) the transversality condition on v (see Lemma
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5.3). Therefore, the proof of our result, Lemma 5.4 is completely analogous
to the proof of Lemma 2.10 in the aforementioned paper. We skip this
argument here, but refer the reader to [BGS].
It should be noted that in [BGS] the measure of the set in (5.47) is shown
to be < N−50. Here we want it to be < N−A2·D. Of course, this will not
make any difference in the proof, we just have to choose the power B even
larger, depending on A and D. 
We are now ready to prove the main result of this section - the LDT and
the positivity of the Lyapunov exponent (statement (P) in Theorem 1.1).
Theorem 5.1. Consider the Schro¨dinger operator (1.1):
Hω,λ(x) := −∆+ λ v(x+ nω)δn,n′
where the potential v ∈ Gs(T), s > 1, and v satisfies the transversality
condition (1.7). Assume that the frequency ω ∈ DCκ for some κ > 0.
There exists λ0 = λ0(v, κ) so that for every fixed λ with |λ| ≥ λ0 and for
every energy E, we have:
(5.50) mes [x ∈ T : | 1
N
log ||MN (x, λ,E)|| − LN (λ,E)| > N−τ ] < e−Nσ
for some absolute constants τ, σ > 0, and for all N ≥ N0(λ, κ, v, s).
Furthermore, for every such ω, λ and for all energies E ∈ R we have:
(5.51) Lω,λ(E) ≥ 1
4
log |λ| > 0
Proof. We show that there exists λ0 = λ0(κ, v, s) such that if λ is fixed,
|λ| ≥ λ0 and if N ≥ N0(λ, κ, v, s) then for some absolute constant c > 0 we
have :
(5.52) mes [x ∈ T : | 1
N
log ||MN (x)|| − LN | > SN−1/10] < e−cN1/10
Clearly (5.52) ⇒ (5.50).
Take N0 large enough, N0 ≥ N00(s, κ), so that Corollary 3.1 applies at
this scale and so that different powers and exponentials of N0 behave as
they are suppose to do asymptotically, e.g NA
2
0 ≪ e
9
40
N0 , (2N0)
B ≪ ecN0 ,
NA
2·D
0 ≪ ecN
1/10
0 etc., where A,B, c,D are the constants introduced earlier
in this section (they depend only on s).
N0 will be the scale at which we use the initial step - Lemma 5.1. This
lemma gives λ1, B > 0 such that for every λ with |λ| ≥ max{λ1, N0B} and
for N with NA0 ≤ N ≤ NA
2
0 , (5.8), (5.10), (5.11) hold at scale N0. We also
need (5.9), so just choose λ with |λ| ≥ max{λ1, (2N0)B}.
In order to apply Lemma 5.1 to move to a larger scale, we also have to
satisfy the condition (5.6): |λ| ≤ ecN0 .
Therefore, in order to use both the initial step and the inductive step at
small scale N0 and with disorder λ, the numbers N0, λ have to satisfy:
(5.53) (2N0)
B ≤ |λ| ≤ ecN0
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(5.54) N0 ≥ N00
(5.55) |λ| ≥ λ1
But we want to prove the LDT for every disorder λ large enough, |λ| ≥ λ0
(not just for λ in a bounded interval).
The trick is to choose first λ large enough, and then to pick N0 = N0(λ) ≥
N00 such that (5.53) holds. This is possible because: there is λ2 > 0 such
that for all λ with |λ| ≥ λ2, there exists N0 = N0(λ) ≥ N00 so that (5.53)
holds .
Indeed, (5.53) ⇔ 1c log |λ| ≤ N0 ≤ 12 |λ|1/B
We can find λ2 large enough, λ2 = λ2(κ, v, s), so that if |λ| ≥ λ2, then
1
c
log |λ| ≥ N00 and 1
c
log |λ| ≪ 1
2
|λ|1/B
It follows that for every such λ we can pick N0 = N0(λ) so that
1
c log |λ| ≤
N0 ≤ 12 |λ|1/B , thus (5.53), (5.54), (5.55) hold.
Now we can start the proof of (5.52). Let λ0 := max{λ1, λ2}. Fix λ with
|λ| ≥ λ0.
To start off the induction, choose the initial scale N0 so that
1
c log |λ| ≤
N0 ≤ 12 |λ|1/B . Therefore (5.53), (5.54), (5.55) hold, and we can apply
Lemma 5.4 and Lemma 5.1 with small scale N0 and disorder λ.
If the large scale N is such that
NA0 ≤ N ≤ NA
2
0 (≤ e
9
40
N0)
from Lemma 5.4 we get
mes [x ∈ T : | 1
N0
log ||MN0(x)|| − LN0 | >
1
20
S] < N−A
2·D
0 ≤ N−D
mes [x ∈ T : | 1
2N0
log ||M2N0(x)|| − L2N0 | >
1
20
S] < N−D
LN0 , L2N0 ≥
1
2
S
LN0 − L2N0 ≤
1
80
S
Thus, (5.8) - (5.11) hold at scale N0 with γ = γ0 =
1
2 . Lemma 5.1 implies
that for the large scale N in the range [NA0 , N
A2
0 ] we have:
(5.56) LN ≥ γ0S − 2(LN0 − L2N0)− C0SN0N−1
(5.57) LN − L2N ≤ C0SN0N−1
(5.58) mes [x ∈ T : | 1
N
log ||MN (x)|| − LN | > S N−1/10] < e−cN1/10
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where c, C0 > 0 are absolute constants.
From (5.58) we get (5.52) for the scale N at least in the range [NA0 , N
A2
0 ].
If N1 is anywhere in this range, say N1 = N
A
0 , then (5.57) implies:
LN1 − L2N1 ≤ C0SN0N−1 ≤ C0N−A+10 S (<
1
4
· 1
40
· S)
and combining this with (5.56),
LN1 ≥ γ0 S − 3C0N−A+10 S = (γ0 − 3C0N−A+10 ) · S =: γ1 · S
where γ1 := γ0 − 3C0N−A+10 > 12 − 3 · 14 · 140 > 14 .
Therefore we get
(5.59) LN1 ≥ γ1S
(5.60) LN1 − L2N1 ≤
1
4
· 1
40
· S ≤ γ1
40
· S
Also 2N1 = 2N
A
0 is in the range [N
A
0 , N
A2
0 ] so we get (5.59) at scale 2N1:
(5.61) L2N1 ≥ γ1S
If N2 is the next large scale, so that N
A
1 ≤ N2 ≤ NA
2
1 , then since e
−cN1/10
1 <
N−A
2·D
1 ≤ N−D2 , (5.58) implies
mes [x ∈ T : | 1
N1
log ||MN1(x)|| − LN1 | >
1
20
S] < N−D2
mes [x ∈ T : | 1
2N1
log ||M2N1(x)|| − L2N1 | >
1
20
S] < N−D2
We can apply Lemma 5.1 again, with N1 as the small scale, and N2 as the
large one, where N2 ∈ [NA1 , NA
2
1 ]. From (5.14) we get (5.52) at least in the
range [NA1 , N
A2
1 ] = [N
A2
0 , N
A3
0 ], while from (5.13), (5.12) we get:
LN2 − L2N2 ≤ C0SN1N−12 ≤ C0N−A+11 S (<
1
4
· 1
40
· S)
LN2 ≥ γ1S − 2(LN1 − L2N1)− C0SN1N−12 ≥ (γ1 − 3C0N−A+11 ) · S =: γ2 · S
where γ2 := γ1 − 3C0N−A+11 = 12 − 3C0N−A+10 − 3C0N
A·(−A+1)
0 >
1
4 .
Hence LN2 ≥ γ2 · S and LN2 − L2N2 ≤ γ240 · S.
Continuing this inductively, we get (5.52) at every scale N ≥ NA0 . Also,
at step k, if N ∈ [NAk , NA
2
k ], then LN ≥ γk · S > 14 · S so
L = inf
N
LN ≥ 1
4
· S
and (5.51) is proved. 
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6. Proof of the main results. Final remarks
We are now ready to prove Theorem 1.1 and Theorem 1.2. We will show -
both in the perturbative and the nonperturbative case - that the Lyapunov
exponent and the IDS are continuous functions with a certain modulus of
continuity (which is the statement (C) in Theorem 1.1 and Theorem 1.2)
and that the operators (1.1) and (1.10) satisfy Anderson localization (which
is the statement (AL) in Theorem 1.1 and Theorem 1.2).
In Theorem 1.1 we consider the Schro¨dinger operator (1.1) :
Hω,λ(x) := −∆+ λv(x+ nω)δn,n′
where the function v ∈ Gs(T), s > 1 and it satisfies the transversality
condition (1.7), and the frequency ω ∈ DCκ, for some κ > 0.
Based on Theorem 5.1, there is λ0 = λ0(v, κ) > 0 so that if we fix λ
with |λ| > λ0 (and we suppress it from notations), the following is true for
Hω(x) = Hω,λ(x):
(i.1) The Lyapunov exponent satisfies
Lω(E) >
1
4
log |λ| =: c0 > 0
for all ω ∈ DCκ and for all energies E ∈ R.
(ii.1) For every energy E we have the estimate (5.50):
mes [x ∈ T : | 1
N
log ||MN (x,E)|| − LN (E)| > N−τ ] < e−Nσ
for some universal positive constants τ , σ and for N ≥ N0,0(κ, v).
In Theorem 1.2 we consider the Schro¨dinger operator (1.10) :
Hω(x) := −∆+ v(x+ nω)δn,n′
where the function v ∈ Gs(T), s ∈ (1, 2), and the frequency ω ∈ DCκ for
some κ > 0.
(i.2) We assume that the Lyapunov exponent of Hω(x) satisfies
Lω(E) > c0 > 0
for a.e. ω ∈ DCκ and for all energies E in some compact interval I (when
we prove the statement (C)) or for all energies E ∈ R (when we prove the
statement (AL)).
(ii.2) From Theorem 4.1 we get the estimate (4.1):
mes [x ∈ T : | 1
N
log ||MN (x,E)|| − LN (E)| > N−τ ] < e−Nσ
for all energies E, for some positive constants τ , σ which depend only on s,
and for all N ≥ N0,0(κ, v) (remember that σ, τ → 0 as s→ 2).
Therefore, we either prove (for Theorem 1.1) or we assume (for Theorem
1.2) that the Lyapunov exponent is bounded away from 0. Also, in both
cases we have a LDT for the transfer matrices associated to (1.1) and (1.10)
respectively.
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Proof of the statement (C). Let N0 be any sufficiently large integer, N0 ≥
N0,0(κ, v, s) (so that the LDT holds at this scale, LN0(E) − L(E) < c040 ,
N−τ0 <
c0
10 etc.).
Then from the LDT we have:
(6.1) mes [x ∈ T : | 1
N0
log ||MN0(x,E)|| − LN0(E)| > N−τ0 ] < e−N
σ
0
so for x outside a set of measure < e−Nσ0 ,
1
N0
log ||MN0(x,E)|| > LN0(E) −N−τ0 >
9c0
10
Choose 0 < η < σ (< 1) and consider the large scale N ≈ e(3SN0)η , so
N0 ≈ 13S (logN)1/η .
From (6.1) we get:
(6.2) mes [x ∈ T : | 1
N0
log ||MN0(x,E)|| − LN0(E)| >
c0
10
] < e−N
σ
0 < N−3
We may clearly assume that (6.2) holds for N0 replaced by 2N0. Also
notice that
LN0(E) − L2N0(E) < LN0(E)− L(E) <
c0
40
Therefore, arguing exactly as in the first part of the proof of Lemma 5.1
- using the avalanche principle at small scale N0 and large scale N - we get,
after integrating in x, (see also (5.24), (5.25)):
(6.3) |LN (E) + LN0(E)− 2L2N0(E)| < CSN0N−1
(6.4) |L2N (E) + LN0(E)− 2L2N0(E)| < CSN0N−1
Hence
(6.5) |LN (E)− L2N (E)| < CSN0N−1 < C(logN)1/ηN−1
Notice that (6.3), (6.4), (6.5) hold for every N0 large enough and for every
N such that N ≈ e(3SN0)η (or N0 ≈ 13S (logN)1/η). Therefore, summing over
dyadic N ’s in (6.5) we get:
(6.6) |LN (E) − L(E)| < C(logN)1/ηN−1 ≈ CN0N−1
Substituting (6.6) in (6.3) we get for every energy E:
(6.7) |L(E) + LN0(E)− 2L2N0(E)| < CN0N−1
Using Trotter’s formula, we have:
MN0(x,E) −MN0(x,E′) =
N0∑
j=1
A(TN0x,E) . . . [A(T jx,E)−A(T jx,E′)] . . . A(Tx,E′)
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But
A(T jx,E)−A(T jx,E′) =
(
E′ −E 0
0 0
)
,
||A(T jx,E)|| ≤ eS for all E ∈ I
so
||MN0(x,E)−MN0(x,E′)|| ≤ eSN0 |E − E′|
Therefore, since ||MN0(x,E)|| ≥ 1 and ||MN0(x,E′)|| ≥ 1, we have
| log ||MN0(x,E)|| − log ||MN0(x,E)|| | ≤
≤ ||MN0(x,E)−MN0(x,E′)|| ≤ eSN0 |E − E′|
Integrating in x we obtain:
(6.8) |LN0(E)− LN0(E′)| ≤ eSN0 |E − E′|
Similarly for 2N0 we get:
(6.9) |L2N0(E) − L2N0(E′)| ≤ e2SN0 |E − E′|
Then from (6.7), (6.8), (6.9) we conclude:
(6.10) |L(E) − L(E′)| ≤ CN0N−1 + 2e2SN0 |E − E′|
Set |E − E′| = e−3SN0 , so 2e2SN0 |E − E′| = 2e−SN0 < N0N−1
We proved that for any E, E′ so that |E−E′| = e−3SN0 (where N0 is any
sufficiently large integer),
|L(E)− L(E′)| ≤ CN0N−1 < Ce−c(log
1
|E−E′|
)η
where C = C(I, κ, v, s), and c is an absolute positive constant.
This concludes the proof of the continuity of the Lyapunov exponent. The
corresponding result for the IDS is obtained by standard methods, using
Thouless formula and some elementary properties of the Hilbert transform
(see Section 10 in [GS] for more details). 
Remark 6.1. The modulus of continuity of the Lyapunov exponent and of
the IDS in Theorem 5.1 can be improved to
(6.11) hǫ(t) = Cǫ e
−c| log t|1−ǫ
for every ǫ > 0, where Cǫ = C(ǫ, λ, κ, v, s), and c > 0 is an absolute constant.
We sketch the proof of this fact.
First notice that in order to get this stronger modulus of continuity, we
only need to prove a sharper version of our LDT, namely the following:
(6.12) mes [x ∈ T : | 1
N
log ||MN (x,E)|| − LN (E)| > N−τ ] < e−Nσ
for any 0 < σ < 1, for some τ > 0 and for all N ≥ N0(σ, τ, λ, κ, v, s).
This sharper LDT cannot be proved using our result, Theorem 3.1, on
averages of shifts of subharmonic functions. This is because in Theorem
3.1, in order to obtain sharper estimates, one has to consider higher order
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averages, which does not fit into the avalanche principle argument used in
the proof of the LDT.
However, using Theorem 3.8 in [GS] - where only first order averages
are needed to prove sharp estimates on averages of shifts of subharmonic
functions - one gets the following:
If u = u(x) is a function on T, with a bounded (by S) subharmonic
extension to a strip of width ρ, and if ω ∈ DCκ, then
(6.13) mes [x ∈ T : | 1
R
R−1∑
j=0
u(x+ jω)− < u > | > S
ρ
R−a] < e−R
σ
for any 0 < a < 1, 0 < σ < 1− a and R ≥ R0 = R0(κ, a, σ).
Using (6.13) in our proof of the LDT, instead of Corollary 3.1, as well as
a modified (optimized) version of Proposition 5.2, one gets (6.12), and from
there the stronger modulus of continuity (6.11).
It should be noted that the modulus of continuity of the Lyapunov ex-
ponent and of the IDS given by (6.11) is optimal for this method of proof.
We don’t get Ho¨lder continuity, although one could expect this to hold, as
in the analytic case (see [GS]).
Proof of the statement (AL). From the LDT (ii.1), (ii.2) - exactly as in [B],
[BG] - by using Cramer’s rule, we obtain the following ’good bounds’ on the
Green’s functions GΛ(E, x) associated to the operators (1.1), (1.10).
For every N large enough and for every energy E, there is a set ΩN (E) ⊂ T
with mes [ΩN (E)] < e
−Nσ so that for any x /∈ ΩN(E), one of the intervals
Λ = Λ(x) = [1, N ], [1, N − 1], [2, N ], [2, N − 1]
will satisfy :
(6.14) |GΛ(E, x)(n1, n2)| < e−L(E)|n1−n2|+N1−
Since v(x) =
∑
k∈Z vˆ(k)e
ikx and |vˆ(k)| ≤Me−ρ|k|1/s , substituting in (6.14)
v(x) by v1(x) :=
∑
|k|≤CNs vˆ(k)e
ikx, we can assume that the ’bad set’ ΩN (E)
has not only exponentially small measure, but it also has bounded algebraic
complexity (i.e. it is semialgebraic of degree ≤ Nd(s) ).
The rest of the proof of the localization for the operators (1.1), (1.10) uses
semialgebraic set theory, and follows exactly the same pattern as the proof
of the corresponding result for the analytic case. The reader is referred to
[B], [BG] (see for instance chapter X in [B]). 
Remark 6.2. There are some natural problems left unsolved.
One is to extend E. Sorets and T. Spencer result on the positivity of
the Lyapunov exponent (see [S-S]) from analytic functions to functions in a
Gevrey class Gs(T) - at least for s ∈ (1, 2). One also has to decide whether
a transversality condition is needed here.
A second problem is to prove nonperturbative localization for the operator
(1.1) when v ∈ Gs(T), where s > 1 is arbitrarily large (with or without the
transversality condition) - a result proved for v analytic (see [BG], [B]).
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A third problem is to improve the modulus of continuity (6.11) of the
Lyapunov exponent and of the IDS to say, Ho¨lder continuity, as in the
analytic case.
Finally, of course, the membership to a Gevrey class should not be the
ultimate regularity condition on a function v defining the potential of the
operator (1.1). One should consider more general Carleman-class functions,
or even functions in a Sobolev space, and see if similar localization results
can be obtained. In Remark 5.1 and Remark 5.2, we mentioned the obstacles
we had in using our method for these more general problems.
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