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Abstract. In this paper we propose a new method to detect inclusions. The proposed method
is based on shape and topological optimization tools. In fact after presenting the problem,
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1. INTRODUCTION
From a “physical” or “experimental” point of view, we shall qualify as an inverse
problem any situation where we wish to estimate a certain physical quantity p in-
accessible in experiment from the measure of another quantity d directly accessible
to the experiment, knowing a mathematical model of the direct problem which looks
explicitly d from p (what we note symbolically d = G(p)). This kind of problem is an
“inverse problem”. In mathematics, the resolution of such problems can lead to the use
of many mathematical tools and theories such as linear algebra, ordinary diﬀerential
equations, partial diﬀerential equations or the minimization of an adequate functional.
An interesting and important inverse problem is the determination of cracks by
over determined data. The uniqueness (identiﬁability) result for a buried single crack
has been proved in [15]. The authors consider the case of a crack which is a perfectly
insulating curve σ, located inside a 2-dimensional medium with a known reference con-
ductivity. They proved that the presence of a crack and its actual shape and location
may be determined from exactly two boundary measurements. In the same paper, they
establish a partial stability result. In 1993, other authors proved a Lipschitz stability
result for linear cracks. An identiﬁability result has been developed by Andrieux and
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Ben Abda in [5] in 1992. In the case of a collection of cracks Bryan and Vogeluis in
[10], followed by G. Alessandrini and D. Valenzuela in [3] proved uniqueness results.
In [6], the authors deal with the 2D inverse crack problem, emerging in a known
point of the external boundary. They establish identiﬁability and stability results.
The main purpose of this note is to locate the inclusion in a beginning domain by
using topological optimization tools. The ﬁrst section concerns the formulation and
the localization of the problem, the second one the shape optimization problem where
we establish the functional space and the minimization problem. The third section is
devoted to the topological optimization problem and the main result. The last section
presents the numerical results.
2. PROBLEM FORMULATION
Another interesting and important identiﬁcation problem which arises in electrical
prospecting, in geophysical prospecting and medical imaging is to discover the location
of metals or ﬂuid reservoirs inside the earth.
Let us consider, the following identiﬁcation problem

   
   
div((1 + (k − 1)χD)∇u) = 0 on Ω,
u = f on ∂Ω, or on Γ ⊂ ∂Ω,
∂u
∂ν
= g on ∂Ω,
(2.1)
where k > 0,k  = 1, is the electrical conductivity and D is an unknown subdomain
of Ω,χD denotes the characteristic function of D and u denotes the electrostatic
potential in Ω, f is the boundary voltage function, and some times it is possible to get
a measure only on a part of ∂Ω; and g is the ﬂux across ∂Ω or current measurements.
In (2.1), one wishes to locate D in the equation by knowledge of the boundary
voltage and current measurements.
It is important to emphasize that the formulation of the problem needs to be
explained. Our aim is to identify D under the following hypotheses:
– The conductivity k is given.
– Not both the boundary condition (Dirichlet and Neumann) are considered.
The problem is to obtain some information on the location of D from the measure-
ments f or g.
In [12], the authors supposed there are some errors in the measurements, they
established a local stability theorem, but in [1], the author proved that the stability
is in fact global. In [14], the authors consider an inverse problem for an electrically
conductive material occupying a domain Ω in RN, N ≥ 2. They consider a sub domain
of Ω and suppose that the conductivity coeﬃcient of this sub domain is diﬀerent for
the conductivity in Ω they wish to determine the location of D by injecting a current
across the boundary of Ω, ∂Ω and measure the voltage on a portion of the boundary.
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is not known), then the shape and location of D are determined by one measurement
only. If ∂Ω is piecewise analytic, D is uniquely determined in [18]; the case where
∂Ω is Lipschitz is studied in [17]. In [13], the authors study the case of a single
measurement. In [11], Friedman considers the problem of detection: if the measure of
D is prescribed, can one distinguish D from the empty set? His result was generalized
in [9] by considering the case when the conductivities in Ω\D and D are non constant.
In [2] in 1998, the authors give constructive estimates on the measure of the unknown
inclusion D in terms of the boundary data provided a C1,α bound on ∂Ω is given.
In this work, we want to use topological optimization tools to ﬁnd the location
of D. In order to deﬁne our problem, let us assume here, for the sake of simplicity,
that the conductivity in D is k ≡ 2.
Let us consider the solution u0 to (2.1) when D is replaced by the empty set,

   
   
∆u0 = 0 in Ω,
u0 = f in ∂Ω,
∂u0
∂ν
= g in ∂Ω.
(2.2)
Then the problem (2.1) takes the form

   
   
div((1 + χD)∇u) = 0 on Ω,
u = f on ∂Ω,
∂u
∂ν
= g on ∂Ω.
(2.3)
In this section we deal about a problem of inclusion detections. Let Ω be a bounded
open set of RN, N ≥ 2 and we assume that there exists somewhere an inclusion inside
the domain Ω.
There are many works about the detection of inclusions: In [2], the authors prove
upper and lower bounds on the size of the unknown inclusion D when one pair of
current density and voltage measurements from the exterior of the domain is available.
In [13], from the measurements of a pair of Dirichlet and Neumann data one wishes to
identify D. It is proved that this problem is stable in some local sense. It is also proven
in the same paper that if Ω is of boundary C1,α, D ⊂⊂ Ω and ue = u/Ω\ ¯ D, ui = u/D,
then ue ∈ C1,β(¯ Ω\D), ui ∈ C1,β( ¯ D), β ∈ (0,1). Furthermore, ue = ui on ∂Ω and
∂u
e
∂n = ∂u
i
∂n on ∂D.
The equation (2.3) can be reformulated as the Poisson problem with the following
boundary value problem: 
     
     
−∆uD = 0 in Ω\D,
∂uD
∂n
= 0 on ∂D,
∂uD
∂ν
= φ on ∂Ω,
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and we want to ﬁnd D ⊂ Ω such that the solution uD to (2.4) satisfy the condition
uD/∂Ω = g for a given measuring voltage function f.
Let us consider the boundary value problem deﬁned in Ω without inclusions by



−∆u0 = 0 in Ω,
∂u0
∂ν
= φ0 on ∂Ω.
(2.5)
Let us remark that the above problem, admits a solution only if
 
∂Ω φdσ = 0 for
(2.4) and
 
∂Ω φdσ = 0 for (2.5). For ﬁnding D, we will use shape and topological
optimization tools. The idea is to consider the following cost functional
J(Ω) =
 
Ω
(uD − u0)2dx, (2.6)
for the topological optimization problem. For the shape optimization problem, we are
going to consider
J(D) =
1
2
 
Ω\D
|∇uD|2dx, (2.7)
where D ∈ O, O is a space of admissible domains D. But in functional (2.6) the
solution to (2.4) is not deﬁned everywhere in Ω (it is deﬁned in Ω\D), then we can
use an extension of uD everywhere in Ω and we consider the new cost functional
deﬁned by
J(Ω) =
 
Ω
(˜ uD − u0)
2dx, (2.8)
where ˜ uD is solution to



−∆˜ uD = 0 in Ω,
∂˜ uD
∂ν
= ˜ φ on ∂Ω.
As D and Ω are a regular subset of RN, and uD is a solution to the Poisson with
Neumann boundary condition, the extension of uD every where in Ω is possible. It
suﬃces to consider all open subsets of Rn with the uniform extension. We recall
that the uniform extension is given as follows: for each w ∈ S there exists a linear
continuous extension operator Pw ∈ H1(Ω\D) to H1(Ω), and there exists a constant
M such that for all w ∈ S,  Pw  ≤ M.
Consider a harmonic function deﬁned every where in D and satisfying



∆f = 0 in D,
∂f
∂ν
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and such that
 
∂D m dσ = 0. One can search ˜ uD such that ˜ uD = uDχΩ\D + kfχD,
then for all x ∈ Ω\D, ∆˜ uD = ∆uD = 0, for x ∈ D, then ∆˜ uD = ∆f = 0. ∂˜ uD
∂ν =
∂(uDχΩ\D+kfχD)
∂ν = ˜ φ on ∂Ω. Then ˜ uD is deﬁned in Ω and is a solution to



−∆˜ uD = 0 in Ω,
∂˜ uD
∂n
= ˜ φ on ∂Ω.
3. SHAPE OPTIMIZATION PROBLEM
In this section, we need some deﬁnitions and auxiliary results to study the existence
of a solution for a shape optimization problem.
Deﬁnition 3.1. Let ζ be an unitary vector of RN, ǫ be a positive real number and
y be in RN. We call a cone with vertex y, of direction ζ and angle to the vertex and
height ǫ, the set deﬁned by
C(y,ζ,ǫ,ǫ) = {x ∈ R
N : |x − y| ≤ ǫ and |(x − y)ζ| ≥ |x − y|cosǫ}.
Let D be an open set of RN, D is said to have the ǫ-cone property if for all x ∈ ∂D
then there exists a direction ζ and a strictly positive real number ǫ such that
C(y,ζ,ǫ,ǫ) ⊂ D for all y ∈ B(x,ǫ) ∩ ¯ Ω.
Let K1 and K2 be two compact subsets of Ω. Let
d(x,K1) = inf
y∈K2
d(x,y), d(x,K2) = inf
y∈K1
d(x,y).
Note that
ρ(K1,K2) = sup
x∈K2
d(x,K1), ρ(K2,K1) = sup
x∈K1
d(x,K2).
Let
dH(K1,K2) = max{ρ(K1,K2),ρ(K2,K1)}.
We call the Hausdorﬀ distance of K1 and K2, the following positive number, denoted
dH(K1,K2).
Let (Dn) be a sequence of open subsets of Ω and D be an open subset of Ω. We
say that the sequence (Dn) converges on D in the Hausdorﬀ sense and we denote by
Dn
H → D if limn→+∞ dH(¯ Ω\Dn, ¯ Ω\D) = 0.
Let (Dn) be a sequence of open sets of RN and D be an open set of RN. We
say that the sequence (Dn) converges on D in the sense of Lp, 1 ≤ p < ∞, if χDn
converges on χD in L
p
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Lemma 3.2. Let (Dn)n∈N be a sequence of open sets in RN having the ǫ-cone prop-
erty, with ¯ Dn ⊂ F ⊂ Ω, F a compact set and D a ball, then, there exists an open
set D, included in F, which satisﬁes the ǫ
2-cone property and a subsequence (Dnk)k∈N
such that
χDnk
L
1
→ χD, Dnk
H → D,
∂Dnk
H → ∂D, ¯ Dnk
H → ¯ D.
Proof. See [16].
Let Oǫ be the class of admissible domains deﬁned by
Oǫ =
 
D ⊂ Ω : D is an open set satisfying the ǫ-cône property and
 
D
dx = m0
 
,
where m0 is a ﬁxed volume in R∗
+.
The ﬁrst question is related to the existence problem expressed as follows: Find
D, uD such that
min{J(D), D ∈ Oǫ}
admits a solution and uD is a solution to the Neumann problem

    
    
−∆uD = 0 in Ω\D,
∂uD
∂n
= 0 in ∂D,
∂uD
∂ν
= 0 in ∂Ω,
(3.1)
where
J(D) =
1
2
 
Ω\D
|∇uD|
2dx. (3.2)
We have the following existence result which is a classical one. For more details
see for instance [16,19]. But we are going to present the proof in this work.
Theorem 3.3. Let J(D) be given by (3.2), where uD is solution to (3.1). Then the
problem: Find D0 ∈ Oǫ such that
J(D0) = min{J(D), D ∈ Oǫ}
admits a solution.
Proof. Let us deﬁne the extension ˜ u of u by
˜ u =
 
u if x ∈ Ω\D,
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∇˜ u =
 
∇u if x ∈ Ω\D,
0 if x ∈ D.
J(D) = 1
2
 
Ω\D |∇uD|2dx ≥ 0. This implies that inf{J(D), D ∈ Oǫ} ≥ 0. Let α =
inf{J(D), D ∈ Oǫ}. Then there exists a minimizing sequence (Dn)n∈N ⊂ Oǫ such
that J(Dn) converges on α.
Since the sequence (Dn)n∈N is bounded, according to Lemma 3.2 there exists a
compact set F such that Dn ⊂ F ⊂ Ω. There exists also a subsequence Dnk verifying
the ǫ-cone property and
Dnk
H −→ D0 and χDnk
L
1 p.p
−→ χD0.
Let uDn = un, the sequence un is bounded in W 1,2(Ω). If not, for all s there exists a
subsequence ˜ us
n ∈ W 1,2(Ω) such that 1
2
 
Ω
|∇˜ us
n|2dx > 0 and
 
Ω
|∇˜ us
n|2dx =
 
Ω\Dn
|∇˜ us
n|2dx +
 
Dn
|∇˜ us
n|2dx.
Thus J(Ωn) → +∞, and then it is a contradiction.
As H1
0(Ω) is a reﬂexive space, there exist a subsequence (unk)k∈N and a function
u∗ such that unk ⇀ u∗ in H1(Ω/R) and unk
L
2p.p
−→ u∗. We have
 
Ω\Dnk
∇unk · ∇v = 0, v ∈ H1(Ω)/R. (3.3)
Taking the limit as n → +∞, we get
 
Ω\D
∇u∗ · ∇v = 0, v ∈ H1(Ω)/R. (3.4)
Taking also v = unk in (3.3) and v = u∗ in (3.4), we obtain
 
Ω\D
|∇u∗|2dx =
 
Ω\Dnk
|∇unk|2dx. (3.5)
It follows from (3.5) that u∗ = unk and J(unk)
p.p
−→ J(Ω\D) = infw∈O J(ω).
4. TOPOLOGICAL OPTIMIZATION PROBLEM
Let Ω be a regular and bounded open domain of RN(N = 2,3). We assume that
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situated. Our aim is to locate D by using topological optimization tools. We consider
the following Poisson problem:
 
−∆˜ uD = 0 in Ω,
∂˜ uD
∂ν = ˜ φ on ∂Ω,
(4.1)
where ˜ uD is an extension of uD in Ω. The function uD satisﬁes:

 
 
−∆uD = 0 in Ω\D,
∂uD
∂ν = 0 on ∂D,
∂uD
∂ν = φ on ∂Ω.
(4.2)
The solutions (4.1) and (4.2) are unique up to a constant.
The conditions
 
∂Ω
˜ φdσ = 0,
 
∂Ω φdσ = 0 are added in order to ensure uniqueness
of problems (4.1) and (4.2).
We consider the functional J(Ω, ˜ uD) to be minimized deﬁned by
J(Ω, ˜ uD) = J(˜ uD) =
 
Ω
(˜ uD − u0)2dx, (4.3)
where ˜ uD solution to (4.1) is an extension of uD solution to (2.4) and u0 is solution
to (2.5).
The idea of topological asymptotic analysis is to measure the impact of perturba-
tion of the domain on the cost function. For a small parameter ǫ, we introduce the
perturbed domain Ωǫ = Ω\¯ ωǫ obtained by insertion of a small domain ωǫ = x0 + ǫω,
where x0 ∈ Ω and ω ⊂ Ω.
In Ωǫ, uǫ satisﬁes: 
    
    
−∆uǫ = 0 in Ωǫ,
∂uǫ
∂ν
= ˜ φ on ∂Ω,
uǫ = 0 or
∂uǫ
∂ν
= 0 on ∂ωǫ,
(4.4)
and the corresponding functional is
J(Ωǫ,uǫ) = J(uǫ) =
 
Ωǫ
(uǫ − u0)2dx. (4.5)
In this section the aim is to determine the variation of the cost function induced by
the insertion of this small hall. Our wish is to get the following asymptotic expansion
of J when ǫ tends to zero:
J(uǫ) − J(˜ uD) = f(ǫ)g(x0) + o(f(ǫ)), (4.6)
where f(ǫ) is a positive function satisfying limǫ→0 f(ǫ) = 0 and where g is called the
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gets its lower bound, gives the best approximation in the sense J(uǫ) ≃ J(˜ uD). If this
approximation is obtained, we will be able to claim that where uǫ is far from ˜ uD the
inclusion is located. Before going on it is important to underline that one of the ﬁrst
steps to prove is  uǫ − ˜ uD H1(Ωǫ) = o(f(ǫ)).
Now let us introduce the weak formulation. Multiplying (4.4) by a test function v
and integrating we have
 
Ωǫ
∇uǫ · ∇v dx −
 
∂Ω
∂uǫ
∂ν
.v dσ −
 
∂ωǫ
∂uǫ
∂ν
.v dσ = 0.
As ∂uǫ
∂ν = ˜ φ on ∂Ω, we get ﬁnally the bilinear form
 
Ωǫ
∇uǫ · ∇vdx =
 
∂Ω
˜ φ.v dσ.
Let
Vǫ =
 
v ∈ H1(Ωǫ):
∂v
∂ν
= ˜ φ on ∂Ω, v = 0 on ∂ωǫ
 
,
aǫ(uǫ,v) =
 
Ωǫ
∇uǫ · ∇v dx,
and
Lǫ(v) =
 
Ωǫ
˜ φv dx.
Following the same idea, in Ω, let
V =
 
v ∈ H1(Ω):
∂v
∂ν
= ˜ φ on ∂Ω, v = 0 on ∂Ω
 
,
a0(u,v) =
 
Ω
∇u∇v,
aǫ(uǫ,v) − a0(u,v) =
 
Ωǫ
∇(uǫ − u)∇vdx +
 
¯ ωǫ
∇u∇vdx.
Let V be a ﬁxed Hilbert space and L(V) (resp. L2(V)) denotes the spaces of linear
(resp. bilinear) forms on V. Let us state the following hypotheses:
(H1) There exists a real function f deﬁned in R+, a bilinear and continuous form a0
deﬁned in L2(V) and a linear form δa such that:
lim
ǫ→0
f(ǫ) = 0, (4.7)
 aǫ − a0 − f(ǫ)δa L2(V) = o(f(ǫ)), (4.8)
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(H2) The bilinear form a0 is coercive: There exists a constant α > 0 such that
a0(u,u) ≥ α u 2 for all u ∈ V. (4.10)
According to (4.10), the bilinear form aǫ depends continuously on ǫ. Hence there exist
ǫ0 and β > 0 such that for all ǫ ∈ [0;ǫ0] the following uniform coercivity condition
holds.
aǫ(u,u) ≥ β u 2 for all u ∈ V. (4.11)
Using inequality (4.11) for u1 = uǫ − u0, for all ǫ ≥ 0, the function uǫ is solution to
(4.4), the equalities (4.7) and (4.8) and the continuity of δa, we obtain the following
lemma.
Lemma 4.1. Let uǫ and ˜ u be the solutions to (4.4) and (4.1). Under the hypotheses
(H1) and (H2), we have
 uǫ − ˜ u H1(Ωǫ) = O(f(ǫ)).
Proof. If follows from hypothesis (H2) that there exists v  = 0 such that
β uǫ − ˜ u 2 ≤ a(uǫ − ˜ u,v) ≤ |aǫ(uǫ,v) − lǫ(v)| =
= |aǫ(uǫ,v) − (lǫ − l0 − δlf(ǫ))(v) − l0(v) − f(ǫ)δl(v)| =
= |aǫ(uǫ,v) − a0(˜ u,v) − (lǫ − l0 − δlf(ǫ))(v) − f(ǫ)δl(v)| ≤
≤ |aǫ(uǫ,v) − a0(˜ u,v) − f(ǫ)δa(˜ u,v)|+
+ |lǫ(v) − l0(v) − δl(v)f(ǫ)| + f(ǫ)(|δa(˜ u,v)| + |δl(v)|).
If hypothesis (H1) is satisﬁed, we obtain
β uǫ − ˜ u 2 ≤ o(f(ǫ)) + f(ǫ)( δa L2(V) ˜ u  +  δl L(V)) v .
(H3) Consider a cost function j(ǫ) = J(uǫ), where the functional J is diﬀerentiable.
For u ∈ V, there exists a linear and continuous form DJ(u) ⊂ L(V) and δJ such
that
Jǫ(v) − J0(u) = DJ0(u)(v − u) + f(ǫ)δJ + o(f(ǫ)).
The Lagrangian is deﬁned by
Lǫ(u,v) = Jǫ(u) − aǫ(u,v) − lǫ(v), u,v ∈ V.
Theorem 4.2. If hypothesis (H1), (H2) and (H3) are satisﬁed and let uǫ be the
solution to (4.4). Then the functionals Jǫ admits the following asymptotic expansion:
Jǫ(uǫ) − J0(u) = f(ǫ)δL(u,U) + o(f(ǫ)),
where δL(u,v) = δJ(u)+δa(u,v)−δl and U is the solution of the adjoint problem: to
look for U ∈ V such that
a0(W,U) = −DJ0(Φ)W for all W ∈ V.
In order to get the asymptotic expansion of the cost functional, we will use the
fact that variation of the Lagrangian is equal to the one of the cost functional. Then
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4.1. VARIATION OF THE BILINEAR FORM
Let us take wǫ = uǫ − u. Then wǫ is solution to

   
   
−∆wǫ = 0 in Ωǫ,
∂wǫ
∂n
= 0 on ∂Ω,
∂wǫ
∂n
= −u on ∂ωǫ.
Let us approximate the solution wǫ by hǫ solution to

 
 
∆hǫ = 0 in R2\¯ ωǫ,
hǫ = −u in ∂ωǫ,
hǫ = 0 at ∞.
Let us take hǫ = ǫHǫ(x
ǫ). Then we get

 
 
∆H = 0 in R2\¯ ω,
H = −u on ∂ω,
H = 0 at ∞.
(4.12)
The function H solution to (4.12) can be expressed by a single layer potential on ∂ω.
Let E be a fundamental solution of the Laplace operator, then we have
E(y) =
1
2π
lnr, r = |y|.
Then the function H reads
H(x) =
 
∂ω
λ(y)E(x − y)ds(y), x ∈ R
2\¯ ω,
where λ ∈ H
−1/2
0 (∂ω) is the unique solution of the integral equation
 
∂ω
E(y − x)pω(x)dγ(x) = −u(x0), y ∈ ∂ω.
For x bounded and large, r = |y|, we have
E(y − x) = E(y) + O
  1
r2
 
.
The asymptotic expansion at inﬁnity of the function H is given by
H(y) = Pw(y) + Wω(y),
Pω(y) = Aω(u(x0))E(y),
Aω(u(x0)) =
 
∂ω
pωdγ(x),
Wω(y) = 0
  1
r2
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If ω = B(0,1), then vω(y), pω(y) and Wω(y) can be computed explicitly (see [20]):
vω(y) =
u(x0)
r
= pω(y), Wω(y) = 0, y  = y ∈ R
2.
Then
Aω(u(x0)) = 2πu(x0).
Theorem 4.3. Let Jǫ be the functional deﬁned by (4.5), where uǫ is solution to (4.4)
with
∂uǫ
∂n
= 0 on ∂ωǫ. The following asymptotic expansion holds
Jǫ(uǫ) − J(˜ u) = ǫ
3(−2π∇˜ u(0)∇U(0) − 2π|˜ u(0) − u0(0)|
2) + o(ǫ
n), (4.13)
where ˜ u is a solution to (4.1) and U is a solution to the adjoint state



−∆U = 2(˜ u − u0) in Ω,
∂˜ u
∂n
= 0 on ∂Ω.
(4.14)
Remark 4.4. If uǫ = 0 in ωǫ and ω = B(0,1), the topological gradient associated to
the functional (4.5) is given by
g(x0) = −4π˜ uU, (4.15)
where U is solution to (4.14), and ˜ u is solution to (4.1).
5. NUMERICAL SIMULATIONS
In this section we present numerical simulations obtained for ﬁnding the position of
the unknown subset D inside the domain Ω. We use topological optimization tools
obtained in the last section. The numerical result show that the domain D is located
where the topological gradient g(x0) is most negative. The diﬀerence between the
solution u0 of problem (2.5) and ˜ uD solution to (4.1) is very big. That this is reﬂected
by the fact that the conductivities inside D and Ω are diﬀerent. By a measurement of
the Neumann data
∂u0
∂n = φ, we want to locate D inside the domain Ω. The function
˜ φ obtained by the extension of uD in Ω depends on the conductivity of the domain D.
In the ﬁrst case, we use φ = 2x+y, ˜ φ = k(x+y), k which is very small. We plot
the solution ˜ uD, the adjoint state vD and the topological derivative in the domain
Ω = [−1,1] × [−1,1]. The results obtained are given in Figure 1.Problem of detecting inclusions by topological optimization 93
Fig. 1. Direct solution, adjoint state and topological derivative
In the second case, we take φ = (x2 − 1)(y2 − 1) − 4
9, ˜ φ = −k(x+ y), k = 2. The
results obtained are given in Figure 2.
Fig. 2. Direct solution, adjoint state and topological derivative94 I. Faye, M. Ndiaye, I. Ly, and D. Seck
In the last case, we take φ(x,y) = cosπ(x+y)+sinπ(x+y), ˜ φ = −2kcosπ(x+y)+
+sinπ(x + y), k = 1,2. The results obtained are given in Figure 3.
Fig. 3. Direct solution, adjoint state and topological derivative
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