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The novel technology may allow new easier and faster ways to assess behavior 
and one’s abilities and impairments. Also in the field of logopedics, there will be 
a gradual shift towards new technologies in research and in clinical work. This 
study examines one possible way to utilize technology when assessing nonverbal 
interaction.  
Nonverbal interaction is an important part of interaction and communication (Bur-
goon & Bacue, 2003). The nonverbal interaction skills have an essential role 
when acquiring language and learning social interaction (De Schuymer, De 
Groote, Bayers, Striano & Roeyers, 2011; Tomasello & Farrar, 1986). Atypical 
nonverbal interaction may be a sign of language or interaction impairment or dis-
order, such as autism spectrum disorder (Lee & Schertz, 2019; Zwaigenbaum, 
Bryson & Garon, 2013).  Using current methods, obtaining quantitative data on 
different interaction traits may be slow and laborious. Novel technology may pro-
vide faster and easier ways to perform assessments, and it may also provide 
methods to identify children at the risk of interaction or language disorder earlier 
than is currently possible. 
Interaction can be assessed for example by using movement tracking. Move-
ments can be tracked by, for example, sensors or computer vision using different 
algorithms (Goodwin, Intille, Albinali & Velicer, 2010; Hashemi et al. 2014; Mah-
dhaoui et al., 2011). The OpenPose (Cao, Hidalgo, Simon, Wei & Sheikh, 2018) 
is an algorithm that recognizes subjects poses from video recordings frame by 
frame. The aim of this study is to investigate whether the OpenPose algorithm 
can be used to detect nonverbal interaction events on a smartphone video. 
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2 NONVERBAL INTERACTION  
The development of nonverbal interaction skills precedes language acquisition 
and have an essential role when learning communication and social interaction 
skills (Filipi, 2009). Nonverbal interaction remains a significant part of any social 
interaction also after language acquisition (Burgoon & Bacue, 2003), and for 
some people with learning disabilities, it may remain the only way to interact and 
to communicate with other people.  
The nonverbal cognitive skills, including for example joint attention, promote the 
language acquisition, and children’s language skills in early childhood correlate 
with the development of their non-linguistic skills (De Schuymer et al., 2011; To-
masello & Farrar, 1986). Therefore, assessment of nonverbal interaction skills 
provides valuable information on language development conditions or on symp-
toms of several disorders, for example autism spectrum disorders (Watson, Crais, 
Baranek, Dykstra & Wilson, 2013). 
2.1 Typical development of nonverbal interaction skills 
Development of interaction and communication skills begins already as newborn, 
when an infant learns the most essential interaction skills from his/her parents. 
One of the most essential skills in human interaction is turn-taking. The aim to 
alternate is innate as newborns and even preterm infants produce reciprocal vo-
calizations with parents (Caskey, Stephens, Tucker & Vohr, 2011). The vocaliza-
tions become intentional few weeks after birth (Nathani, Ertmer & Stark, 2006). 
The shared rhythm in talk and in bodily movement between infant and parent is 
also learned in early infancy (Holmlund, 1995). As the eye contact develops at 
about the age of two months (Launonen, 2007), the infant is ready to have proto-
conversations with his/her parent (Bateson, 1979). In the proto-conversations 
parents strengthen infant’s turn-taking skills by answering to his/her turns as if 
they had a meaning and adjusting their own responses to infant’s turns (Yilmaz 
et al., 2015).  
As infants get older, they learns more ways to interact. The first smile appears 
around the age of two months (Messinger & Fogel, 2007). At 7–9 months of age, 
 3 
children start to use gestures, first in social interaction (e.g. to direct another per-
son’s attention to oneself), then to control another person’s behavior (e.g. to 
reach out to an object or to shake head to indicate “no”) and finally to joint atten-
tion (e.g. pointing and gaze, which is explained later) (Watson, Crais, Baranek, 
Dykstra & Wilson, 2013). Gestures and development of intentional communica-
tion are connected, as by using gestures, the child finds out s/he can have an 
influence on other people by his/her own actions (Bates, 1976). At the same time 
as the nonverbal interaction skills are learned, vocalizations change from cooing 
to babbling and finally to the first words usually at the age of 12–18 months (Kun-
nari & Savinainen-Makkonen, 2012). 
Infants learn to follow parent’s gaze usually at the age of 8–9 months (Corkum & 
Moore, 1998). The gaze following skill precedes the learning of joint attention 
skills that are learned about at the age of 9–12 months (Carpenter, Nagell, To-
masello, Butterworth & Moore, 1998; Corkum & Moore, 1998). Learning of joint 
attention means that the infant knows how to share the focus of his/her attention 
with an other person. The most common example of joint attention is a situation 
where a child alternates his/her gaze between an object and parent’s eyes. When 
a child has learned joint attention, s/he can also check if another person is in-
volved and use his/her gaze to direct other person’s attention to what s/he wants 
(Carpenter & al. 1998). At that point child also understands that parent has inten-
tions and focuses of attention that differ from his/her own (Tomasello, 1995). 
Often the term “joint attention” is used to refer to the triadic joint attention, when 
two persons are focusing their attention together to the same object. However, 
also dyadic interaction can be regarded as joint attention (Reddy, 2005). Dyadic 
joint attention appears when two persons are focusing their attention to each 
other. In this study the term joint attention is used for both triadic and dyadic joint 
attention. 
2.2 Meaning of nonverbal interaction to development of lan-
guage and social interaction skills  
Alternation is a basic feature of interaction, and turn-taking skills are essential to 
make the social interaction and communication fluent. The ability to take turns is 
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a necessary precursor for language acquisition as the child needs to be able to 
alternate his/her own attempt to produce speech with parent’s utterances (Kaye, 
1977). According to Lee and Schertz (2019) the turn-taking skills of children with 
autism spectrum disorder also correlate with the development of joint attention. 
Joint attention promotes language development: Children learn new words and 
new gestures best when they have joint attention with their interaction partners 
(Morales et al., 2000; Tomasello & Farrar, 1986). The early development of joint 
attention promotes the development of language (Beuker, Rommelse, Donder & 
Buitelaard, 2013) and is also related to better social competence and lower levels 
of externalizing behavior in childhood (Van Hecke et al., 2007). Infants who can 
follow parent’s gaze may have better word comprehension because they can rec-
ognize the object the parent is focused on and connect it to the words used 
(Brooks & Meltzoff, 2008; Baldwin, 1995). Also, the way parent follows child’s 
focus of attention has an effect on language acquisition (Tomasello & Farrar, 
1986). If parent follows child’s attention and talks about the object the child’s at-
tention is focused on, new words are learned better than if parent constantly re-
directs child’s attention.  
Pointing gesture is a key feature of joint attention involved in the language devel-
opment (Colonnesi, Stams, Koster & Noom, 2010). Parents give verbal re-
sponses and name objects more often when child has learned and uses the point-
ing gesture (Kishimoto, Shizawa, Yasuda, Hinobayashi & Minami, 2007). Besides 
the pointing gesture, also the use of other communicative gestures at the age of 
14–15 months predicts language development later in childhood (Kuhn, 
Willoughby, Wilbourn, Vernon-Feagans & Blair, 2014; Rowe, Özçalıskan & 
Goldin-Meadow, 2008). The use of gestures supports both lexical and syntactic 
development, and the changes in gesture use predict also changes in language 
(Iverson & Goldin-Meadow, 2005). 
As nonverbal interaction skills are crucial to the development of language and 
social interaction skills, it is important to detect atypical interaction traits as early 
as possible. The earlier the impairments and disorders are detected, the earlier 
the rehabilitation can begin, and the earlier the intervention starts, the more ef-
fective it is (Rogers & Dawson, 2010; Zwaigenbaum et. al., 2013). 
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2.3 Atypical interaction 
The most common interaction disorders are the autism spectrum disorders 
(ASD). According to the DSM-5 (American psychiatric association, 2013), the in-
ternational taxonomic and diagnostic tool of mental disorders, the most essential 
symptoms of ASD are deficits and deviances in social interaction and in both 
verbal and nonverbal communication. These atypical interaction traits can be de-
tected as early as at the age of 1–2 years (Charman, 2004). One of the first signs 
of ASD is weakness in joint attention. A child with ASD takes less eye contact, 
follows less adults gaze and uses less pointing gestures than his/her typically 
developed peers (Watson et al., 2013). Also the amounts of spontaneous initia-
tions to joint attention, eye contact, gestures and verbal communication are 
smaller (Winder, Wozniak, Parlade & Iverson, 2013). 
Another rather common disorder with interaction deficits and delays in language 
development, is Williams syndrome (Laing et al., 2002). Children with Williams 
syndrome are proficient in dyadic but impaired in triadic interaction. This means 
they are skilled to interact with another people but their triadic joint attention skills 
are weak. They use fewer pointing gestures and their language development is 
delayed. This is at least partly due to the difficulties in joint attention. Also devel-
opmental disorders may affect in verbal and nonverbal interaction. For example, 
Down syndrome children make nonverbal requests for objects or assistance sig-
nificantly less than their typically developed peers (Mundy, Sigman, Kasari & 
Yirmiya, 1988). This is associated with their deficits in expressive language. 
Interaction between a parent and a child can be impaired as well. Attachment, 
healthy development, learning and well-being are all based on early parent-infant 
interaction (Davis, 2010). If the early interaction is atypical, it can affect child’s 
skills and general well-being also later in life (Mäntymaa et al., 2003; Murray, 
Fiori-Cowley, Hooper & Cooper, 1996). The interaction may be atypical for ex-
ample due to mother’s mental health’s problems (Murray et al., 1996) including 
maternal postnatal depression, or to mother’s and child’s temperament differ-
ences (Campbell, 1979). 
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3 ASSESSING NONVERBAL INTERACTION 
The assessment of nonverbal interaction skills is currently based on observa-
tions, interviews and questionnaires (Launonen, 2007). The assessment meth-
ods used include for example the Infant-Toddler Checklist (Wetherby & Prizant, 
2002), The MacArthur Communicative Development Inventories (Fenson & al., 
1993), the Symbolic Play Test (Lowe & Costello, 1976) and the Early Social Com-
munication Scales (Mundy & al., 2003). The focus varies slightly from test to test, 
but is mainly on gaze following, turn-taking, gestures, vocalizations and symbolic 
play (Laakso et al., 2011; Mundy & al., 2003; Watt, Wetherby & Shumway, 2006). 
The tests are checklists, that parents or therapists fill out and the results are ob-
tained by scoring answers.  Most of the test are qualitative and they rely on ther-
apist’s or parents’ interpretations when answering to questions. 
In interaction research, observing interaction situations and analyzing video re-
cordings are common ways to study both verbal and nonverbal interaction, e.g. 
with conversation analysis (Antaki & Wilkinson, 2013; Beach, 2013; Dickerson, 
Rae, Stribling, Dautenhahn & Werry, 2005). Conversation analysis is used to 
study interaction and communication in naturally occurring conversations (Beach, 
2013) instead of studying specific verbal or nonverbal skills in isolation. The re-
search methods based on observations offer qualitative data on everyday inter-
action, on one’s communicative skills and how they are used, and on one’s com-
munication disabilities and the ways to compensate them (Antaki & Wilkinson, 
2013). They provide a lot of valuable information for example on turns, commu-
nication initiatives, responds and repairs (Beach, 2013: Dickerson, et al., 2005). 
However, because of their workload and the time required, it is challenging to 
transfer observation based methods to clinical work. 
3.1 Automatic assessment methods 
Automatic assessment methods are methods that utilize technology to recognize 
and analyze interaction traits automatically. Assessment of interaction traits using 
traditional methods may be slow and laborious. Novel technological methods al-
low new ways to evaluate interaction, and may provide an effective and rapid way 
to perform assessments (see e.g. Cabibihan, Javed, Aldosar, Frazier & Elbashir, 
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2016; Gatica-Perez, 2009; Pisharady & Saerbeck, 2015). New automatic assess-
ment methods are constantly being studied. The aim is to develop methods that 
are faster, more accurate and/or easier to use than the traditional ones. As inter-
action is a complex entity consisting of, among others, speech, prosody, gestures 
and gaze, also the methods studied are diverse. Assessments can be made us-
ing for example video or audio recordings, different sensors or eye-tracking 
(Cabibihan et al., 2016). 
There are only few existing quantitative assessment methods, especially for 
those who have limited communication abilities (Saulnier & Ventola, 2012). Using 
automatic analyzing methods, the valuable knowledge obtained by observations 
could be better utilized for assessing and diagnosing disorders and for evaluating 
the effectiveness of an intervention. Automatic assessment methods may also 
allow assessment of several persons at the same time, which means that the 
whole interaction event can be better analyzed (e.g. Avril et al., 2014).  They 
could also facilitate and advance the detection of atypical interaction traits. For 
example, autism spectrum disorders are usually first suspected at the age of 1.5–
2.5 years but an accurate diagnosis can usually only be made after prolonged 
observation and follow-up of the child (Autismikirjon häiriöt, 2019). However, us-
ing automatic detection methods, it might be possible to identify and quantify 
atypical interaction traits from children who are at high risk of ASD earlier than is 
possible nowadays (Hashemi et al., 2014; Taffoni et al, 2012).  
As autism spectrum disorders are the most common interaction disorders, many 
studies focus on evaluating persons with ASD. For example, the attention and 
orienting in response to name calls of children with and without ASD was studied 
by using camera and computer vision (Campbell et al., 2018). Computer vision 
has been used also to develop a tool to assess visual attention by tracking facial 
features (Hashemi et al., 2014). Several screening tools using eye-tracking and 
gaze detection has been studied (e.g. Frazier et al., 2018; Vargas-Cuentas et al., 
2017), as well as a method to detect autism spectrum disorders based on acous-
tic-prosodic analysis of pre-verbal vocalizations of 18 month old toddlers (Santos 
et al., 2013).  
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In fields other than ASD, the analysis of audio recordings by automatic speech 
sounds segmentation has been used for detecting motherese in home videos 
(Mahdhaoui et al., 2011). Eye-tracking methods has been used for example when 
studying mother’s gaze direction in mother-infant interaction (De Pascalis et al., 
2017) and computer vision tools in automatic recognition of facial expressions 
(Zhu, 2015). 
3.2 Assessment methods using movement tracking 
Movements can be tracked for example by using sensors like accelerometers 
(e.g. Goodwin et al., 2011) or 2D or 3D cameras and computer vision (e.g. Camp-
bell & al., 2018; Hashemi & al., 2014). 
Leclère and colleagues (2016) have proposed a method to measure different fea-
tures of interaction and to study dyadic behaviors. They studied quality of early 
interaction during free play four-minute video sessions using automatic measures 
of individual and dyadic motion features. They had two groups of mothers and 
their 12–36 months old children: a group of 10 dyads with mothers showing emo-
tional neglect and a control group of 10 dyads with normal development and with-
out interactional difficulty. Kinetic cameras were used to obtain two-dimensional 
and three-dimensional data. From the 2D and 3D images obtained, several indi-
vidual (e.g. quantity of movement) and dyadic parameters (e.g. head distances, 
time spent face to face, synchrony ratio) were extracted. As a result, Leclère and 
colleagues could classify 100 % of the dyads correctly in either control dyads or 
in dyads with mother showing neglect. The method is not fully automatized as it 
requires preprocessing to obtain 3D space reconstruction from the saved data.  
Gesture recognition methods have been utilized for example in Praxis test, a test 
used when diagnosing cortical pathologies such as Alzheimer’s disease (Negin 
et al., 2018). To evaluate dynamic and static gestures the method uses body part 
data obtained from RGB-D gesture videos. Also gesture recognition systems for 
the detection, segmentation and recognition of hand postures against natural 
backgrounds has been developed (Pisharady, Vadekkepat & Loh, 2013). The 
method is based on image features like shape, texture and color. The recognition 
rate of the algorithm was 94.4 % 
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The OpenPose algorithm (Cao et al., 2018) is a new open source software to 
recognize poses of multiple persons on a video. Applications taking advantage of 
it for different purposes are constantly being developed. It has for example been 
used to estimate the attention level of participants in a multi-person interaction 
scene (Komiya, Saitoh and Shimada, 2018). In eight simulated interaction scenes 
three participants were seated around a round table, and on the center of the 
table was placed an omnidirectional camera. The attention level of participants 
was calculated by estimating the head position using the horizontal direction of 
yaw, and estimating the gaze direction by detecting the eye center point. As the 
eye image size was small and often too unclear for OpenPose, the gaze direction 
was also estimated using convolutional neural network (CNN) based eye center 
point detection. The overall accuracy of the proposed method was 73 %. The 
biggest source of error was the small size and unclearness of the eye image. 
The OpenPose algorithm has been used to find a way to infer attention automat-
ically from videos of parents implementing Pivotal Response Treatment (PRT) for 
their child (Heath, Venkateswara, McDaniel and Panchanathan, 2018). The re-
search material consisted a total of 14 videos from seven parent-child pairs, two 
videos from each pair, implementing PRT in free play situation. In the videos, the 
activities of child and parent varied from playing with toys and playing games to 
moving about the room and watching videos. Poses of the parent and the child 
were extracted using the OpenPose algorithm. Also gazes were estimated using 
the facial key points. However, due to several reasons, the results were not very 
promising. The OpenPose algorithm identified only 66 % of the body key points 
with an average confidence of 56 %. The confidence of facial point recognition 
was only 23 %. The poor body and facial key point recognition was mainly due to 
the poor quality of the videos, the distance of subjects from the camera, the fact 
that time to time subjects had his or her back to camera and/or that the clothing 
did the identification more difficult. The two-dimensionality of the videos made it 
difficult to detect the target of the gaze of the subjects. 
The OpenPose algorithm has also been used to study rapport in groups of 3–4 
persons from nonverbal behavior, including facial expressions, hand motion, 
gaze, speaker turns and speech prosody (Müller, Huang & Bulling, 2018).  The 
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interaction of 22 groups was recorded using multi-view system consisting of 8 
cameras placed behind and above each participant. The OpenPose algorithm 
was used to extract hand poses and motions from videos. The amount of hand 
movements for each participant and the synchronization of hand movements be-
tween participants were computed. When estimating the low rapport, the facial 
expression data extracted using OpenFace algorithm (Baltrušaitis, Robinson & 
Morency, 2016) performed best (average precision (AP) = 70 %), but the perfor-
mance of hand motion and synchrony data extracted using OpenPose (AP = 44 
%) also outperformed the baseline (AP = 25 %). 
In other fields than interaction, the OpenPose algorithm has, for example, been 
used in assessment of Parkinson’s disease (Ajay et al., 2018; Li et al., 2018), as 
a part of bipolar disorder classification framework (Yang et al., 2018) and to cap-
ture the key aspects of infant’s general movements (Marchi et al., 2019). Li and 
colleagues (2018) captured ordinary two-dimensional videos of a Timed-Up-and-
Go test (TUG), a test of basic functional mobility for people with Parkinson’s dis-
ease. There were 24 participants with Parkinson’s disease involved in the data 
collection. Each participant underwent 4–6 TUG tests, and the total amount of 
video sequences was 127. The data was analyzed using the OpenPose and the 
Iterative Error Feedback, another pose estimation algorithm, and the sub-tasks 
were classified using two machine learning models. The method using the Open-
Pose algorithm had an average accuracy of 93 %.  The bipolar disorder classifi-
cation framework of Yang and colleagues (2018) used the OpenPose to detect 
upper body movements and hand gestures. The amount of hand movements dis-
tinguished patients in the remission phase from those in the manic or hypomanic 
phase. 
Marchi and colleagues (2019) assessed the general movements of infants aging 
from 8 to 17 months in order to recognize the infants in risk of cerebral palsy. The 
research material consisted of videos of 21 infants, of which 14 had typical move-
ments and 7 had atypical movements and were later diagnosed with cerebral 
palsy. The poses were estimated using the OpenPose algorithm that was en-
hanced with a software customized to better estimate infants body-to-limb pro-
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portions and movement ranges that differ from adults. Two experts rated the orig-
inal videos and the skeleton videos obtained by the algorithm. Several video clips 
had to be removed, because the algorithm had not recognized all poses right. 
The main reason for this was the suboptimal quality of the videos. Finally, only 
seven videos were included in the assessment, four with typical and three with 
atypical movements. From these videos, the spatial distribution of key points was 
computed and infant’s movements were assessed. The wrist-related movements 
were found to be the best classifier between the two groups. 
Some researchers have combined two-dimensional pose estimations obtained 
by the OpenPose to three-dimensional RGB-D videos to get three-dimensional 
pose estimates. The 3D pose estimates have been used to develop a 3D Skinned 
Multi-Infant Linear body model (SMIL) (Hesse et al., 2018). The model was suc-
cessfully applied in General Movements Assessment, a method used for early 
detection of neurodevelopmental disorders in infants. A method to estimate 
child’s engagement during child-robot collaboration using the OpenPose and 
RGB-D camera has also been proposed (Hadfield et al., 2018). 
3.3 Challenges with automatic assessment methods 
Many of the automatic assessment methods require specific equipment like RGB-
D cameras or sensors, or the assessment need to be done in very controlled 
laboratory settings or in other specific place (e.g. Hesse et al. 2018; Leclère et 
al., 2016; Negin et al., 2018). If many special devices are needed, measurements 
can be difficult or expensive to perform. If the examination is made in a laboratory 
by unfamiliar adults, a child may be shy of them, stress or feel uncomfortable, 
and thus not perform in the best possible way. Therefore, it would be ideal if the 
tests could be made at home with parents or other familiar people, at a time when 
the child is not tired or hungry but in a good mood.  
The use of wearable sensors can disturb children, and they may refuse to use 
them or they may fiddle sensors and thereby cause errors in the measurements 
(Rodrigues, Gonçalves, Costa, & Soares, 2013). According to DSM-5 (American 
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psychiatric association, 2013), sensory abnormalities including tactile hypersen-
sitivity is one of the diagnostic criteria of ASD, and thus especially children with 
ASD may experience wearable accessories distracting.  
The OpenPose algorithm looks promising, as it does not require laboratory meas-
urements or use of any specific equipment. However, in some situations it has 
been found to have challenges in detecting people correctly (Ajay et al. 2018; 
Heath et al., 2018; Komiya et al. 2018; Marchi et al. 2019). 
In the study of Heath and colleagues (2018) the biggest problem was that some 
body key points were occasionally missing because of occlusion. The problem of 
missing body key points was solved by estimating the location from a set number 
of frames or using the last known location. If the facial points were missing, the 
gaze direction was estimated using eye, nose and neck values from the body key 
point set. Probably due to the occlusion, OpenPose often recognized only one 
person in a video frame instead of two. There were also significant amount of 
frames where OpenPose recognized three or more persons instead of only two. 
This may be due to OpenPose incorrectly recognizing objects in the background 
as humans.  
Also Ajay and colleagues (2018) mention occlusion when reporting problems 
when using OpenPose. In addition, they mention the problem of moving camera, 
if the position of the camera is not fixed. The changes in viewing angles have to 
be normalized somehow for meaningful analysis. Also the distance from the cam-
era is critical. If the person on the video is too far away from the camera, the 
skeleton extraction is not accurate enough. The suboptimal quality of videos is 
also a possible source of error (Heath et al., 2018; Komiya et al., 2018; Marchi et 
al., 2019), as was mentioned earlier. 
3.4 Annotation 
To enable the analysis of video or audio recordings, they need to be transcribed 
or annotated (Ochs, 1979). The choice of the schema used depends on the aim 
of the study, on the type of the analysis and on the material (Wagner, Malisz & 
Kopp, 2014). When annotating gestures, the schema may be focused either on 
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form or on function or take into account both of them (Jenks, 2011; Wagner, 
Malisz & Kopp, 2014).  
Transcriptions and annotations are representations of interaction or an event 
(Green, Franquiz & Dixon, 1997), and therefore they are subjective and depend-
ent on transcriber or annotator who decides what features to include or exclude 
from the transcription (Tilley, 2003). Therefore, annotations of different annota-
tors may differ both in timing (the start and end points of an event) and in inter-
pretation of events. 
Annotations are currently used a lot in the interaction research. In addition to 
manual annotations also automatic annotations are used, and a study may also 
combine manual and automatic annotations to make the most of both (e.g. 
Beugher, Brône & Goedemé, 2018; Delaherche et al., 2013; Kumano, Otsuka, 
Ishii & Yamato, 2017). The complex behavior is more easily recognized by a hu-
man annotator than by machine, while the automatic annotation may well be used 
when annotating simple or frequent movements or actions in order to speed-up 
and simplify the annotation process (Bianco, Ciocco, Napoletano & Schettini, 
2015; Vondrick, Patterson & Ramanan, 2013). For example, Delaherche and col-
leagues (2013) combined manual and automatic annotation when assessing the 
use of speech, hand and head gestures and gazes of children with and without 
autism spectrum disorder. Participants hand trajectories were tracked automati-
cally with coupled Camshift algorithm (Bradski, 1998) and the gestural turn-taking 
features were calculate based on the hand velocities. The more complicated in-
teractive traits, such as utterances, conventional gestures and pointing gestures, 
of child and therapist were manually annotated and divided into six different cat-
egories depending on their interactional role. Also echolalia and stereotypic 
movements were annotated. Based on the manual annotations, features such as 
the durations of speaking and pause segments, percentage of interactional time 
and synchrony between vocal features and gestures were calculated. As a com-
bination of the results obtained from the manual and automatic annotations, the 
features characterizing therapist’s gestural rhythms and the duration of gestural 
pauses were found to discriminate the two groups best. 
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The manual annotation data can also be used as input for algorithms and auto-
mated processes (Mathur, Poole, Peña-Mora, Hasegawa-Johnson & Contractor, 
2012).  In a study of interaction links among group members, verbal and nonver-
bal interaction of participants were manually categorized in four groups: 1) direc-
tions of gaze, 2) conversational distance, 3) body posture, gestures and other 
nonverbal cues and 4) vocalics and verbal cues. The manually annotated data 
was used as input in a machine learning process determining interaction links 
between participants. The validity of the automated process was assessed by 
comparing the automatically detected links with manually detected ones, and it 
was found to be adequate. 
The annotations can also be used to control reliability of an automatic method. In 
a study on stereotypic movements, a wearable accelerometer tracked the move-
ments of the participants (Gilchrist et al., 2017). The movements were recorded 
on video and the video recordings were annotated for repetitive behaviors. An 
algorithm processed the accelerometer signals, and the results were compared 
to annotations to check the reliability of the method. Also in a study of detecting 
attention of children with autism spectrum disorder in PRT videos (Heath et al., 
2018), annotations were used as a reliability check. The videos were split into 
segments of 30 frames, which were labeled as “attentive”, “inattentive” or includ-
ing “joint attention”. The reliability of the proposed assessment method was 




4 AIMS OF THE STUDY 
This master’s thesis is part of the Quantifying Interaction project, a study of Hel-
sinki University and Aalto University to examine the possible applications of a 
pose estimation algorithm. The principal investigator is Dr. Satu Saalasti (Depart-
ment of Psychology and Logopedics, Medical Faculty, University of Helsinki) and 
the responsible data scientist is Dr. Enrico Glerean (Aalto University).  
The aim of this study is to find out whether the same interactional events can be 
found from a video recording by the algorithm and by human annotators. Another 
purpose is to examine how annotations and automatic movement tracking are 
related, and what kind of information is possible to get by using the algorithm and 
by using human annotators. 
The specific research questions are as follows: 
1. Is it possible to recognize the same meaningful interactional events from 
a video by the OpenPose algorithm and by human annotators? 
2. What kind of information is obtained by using the algorithm and by using 
annotations?  
3. What is the best way to annotate the videos in a study like this? 
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5 RESEARCH METHODS AND MATERIAL 
5.1 Research material 
The material of this study consists of four videos (duration 1–2 minutes) of dyadic 
interaction between a parent and a 1–3 years old typically developed child. All 
videos are recorded at home using a smartphone. Parents were given written 
instructions i.e. the play videos were semistructured (see Appendix 1). 
In the videos, the parent blows soap bubbles and then closes the soap bubble jar 
so tightly the child can not open it by him- or herself. Then the parent places the 
jar on the floor between them and waits the child to take the initiative.  
5.2 Data processing and analysis 
5.2.1 Annotations 
The videos were annotated by three researchers with speech and language pa-
thology bachelor, masters and doctorate education. The annotations were made 
using ELAN (ELAN, 2018), a tool to annotate video and audio resources. Two 
different types of annotations were made: Basic unit annotation and annotation 
of interaction events. The term basic unit annotation stands for the annotation of 
the form, or, single movements and gaze directions. Annotation of interaction 
events means annotation of the function, or, interactional events such as com-
munication initiatives, turn-taking and joint attention. Basic units were annotated 
in order to check the reliability of algorithm’s movement tracking. Annotations of 
interaction events were used to identify meaningful interaction moments 
Interaction events were annotated by marking the beginning and ending points of 
communication initiatives of the child, turn-taking and joint attention. Annotations 
of joint attention included both dyadic and triadic joint attention. Only the nonver-
bal interaction was annotated as the algorithm used in the study can not detect 
the vocal utterances. The annotation instructions are presented in Appendix 2. 
Two annotators agreed with the results. 
 17 
One annotator annotated basic units: the gaze directions and the handling of the 
soap bubble jar of both child and parent. Consensus on the annotations was 
sought by one of the other annotators.  
5.2.2 Pose estimation by OpenPose 
In this study, the OpenPose algorithm by Cao and colleagues (2018) was used 
to recognize poses of all persons on an image, or, a video frame. It recognizes 
the poses frame by frame, so the method is very precise, although a lot of data 
is accumulated. 
The use of the OpenPose algorithm does not require any specific devices or con-
ditions. As input, it takes regular videos recorded, for example, on a smartphone 
at home by parents. The algorithm recognizes two-dimensional poses of all sub-
jects in each frame by recognizing the determined key points (25 body key points 
including the major limb joints, eyes, nose, neck and feet, 70 facial and 2x21 hand 
key points). In this study, the 25 body key points were used. They are presented 
in Figure 1. 
 
Figure 1. The OpenPose body key points 
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The key point recognition is done by predicting a set of 2D confidence maps of 
body part locations and a set of 2D vector fields (part affinity fields, PAFs), that 
encode the degree of association between parts. To define the 2D key points of 
all subjects on a frame, the confidence maps and the PAFs are parsed by greedy 
inference. By tracking the key points, it is possible to monitor subjects’ poses and 
movements on a video. 
Preprocessing 
The videos used in this study were run using the OpenPose algorithm in Depart-
ment of Neuroscience and medical engineering due to computational resources. 
As result a json file for each frame was obtained. A json file contains the x- and 
y-coordinates and the detection confidence of each key point in the frame in ques-
tion. The json files were further processed with Matlab (MathWorks Inc.). The 
code related to analysis is available at GitHub “https://github.com/eglerean/quid”. 
First, all json files of one video were loaded and converted into four matrixes, two 
for each subject. One matrix contained the x-coordinates and the other y-coordi-
nates of key point locations over time.  
The key points that were present in less than 90 % of frames were excluded. Also 
the first and last 2 seconds of each video were excluded from the analysis be-
cause of missing key point values and possible distractions in the beginning and 
at the end of the video. To get rid of noise, Savitzky-Golay filtering (Savitzky & 
Golay, 1964) was performed with filtering window of half second. 
Challenges and solutions 
Vertical videos are problematic for the algorithm, but three of the four videos were 
shot vertically. In order to fix the issue, x- and y-coordinate values were swapped. 
Furthermore, the algorithm occasionally mixed the key points of the child and the 
parent. Due to the semistructured play situation, parent was always on the other 
side of the frame and child on the other side, and the problem with mixing key 
points was overcome by determining that the key points on one side of the frame 
belong to one person and the key point on the other side belong to the other 
person. Furthermore, all the key points were not visible in every frame. The loca-
tions of missing key points were estimated from their location in previous frames 
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by linear interpolation. The non-numeric values were removed in order to make 
the interpolation and later filtering and plotting work properly. 
The gaze directions could not be determined by algorithm with these recording 
arrangements. As the gaze direction is essential when recognizing joint attention, 
the joint attention could not be recognized by the algorithm either. Therefore, the 
gaze direction and joint attention are excluded from the results. The limitations 
are discussed more in detail in chapter 7.  
Total activities, coupling and hand closeness  
When all the preprocessing was done, the key point distances in pixels from the 
previous location were calculated. From the sum of the distances the total activ-
ities of child and parent were calculated at every time instance. The total activity 
tells how much the person’s body parts have moved altogether compared to the 
previous frame. The coupling of the activities was calculated by multiplying the 
activities. The value is high when both child and parent are active at the same 
time, and at its lowest when neither of them is moving. The values are relative 
and therefore not comparable between videos. 
Distances between the four hand pairs (child’s left hand–parent’s left hand, child’s 
left–parent’s right, child’s right–parent’s left and child’s right–parent’s right) were 
determined. Then the overall closeness of all the hands, or hand closeness, was 
calculated from the hand pair distances. The hand closeness is a relative value, 
and not comparable between different video recordings. 
5.2.3 Analysis 
The analysis was mainly qualitative, as the aim was to find out, what could be 
found out from videos using automatic methods and to see if the meaningful mo-
ments of interaction could be identified. 
A quality check of the algorithm results was made by the author by comparing 
the peaks of hand closeness curves visually to corresponding video frames. The 
reliability was further checked by comparing the hand closeness curves to the 
annotated moments of interactional jar handling, such as child giving the jar to-
ward parent and parent reaching toward child or taking the jar from the child. 
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The graphs of the activities of parent and child, the coupling, and the hand close-
ness graphs were visually compared to the annotations of interaction events. For 
this reason, figures containing both annotated interaction events and results ob-
tained by the algorithm were made. The aim was to find out if, based on the 
changes in the curves, the interactional events can be differentiated from other 
activities.  
5.3 Ethical aspects 
The Quantifying Interaction project has been subject to a prior ethical evaluation 
by Helsinki University Ethical Review Board in the Humanities and Social and 
Behavioural Sciences. The photographs in this thesis have been edited to con-




Interaction events were annotated by two annotators. The two annotators agreed 
with the results. Each video contained 2–3 communication initiatives by child, 2–
3 turn-taking situations and 2–5 moments of joint attention. The annotated inter-
action events are presented in Appendices 3–4.  
Basic unit annotation contained parent’s and child’s gaze directions and jar han-
dling. Parent’s jar handling was divided into reaching toward and taking the jar, 
holding the soap bubble stick, blowing bubbles, opening and closing the jar and 
placing it on the floor (Table 1). Child’s jar handling annotations contained taking 
the jar, holding it, trying to open it, showing it to the parent and giving it to the 
parent. The gazes were directed to the jar, to the stick, to the bubbles, to other 
person, to the camera, straight ahead or on the side. The annotations of basic 
units (Table 1) are presented in Appendices 5–8. 
Table 1. Basic unit annotations 
Gaze direction Jar handling, parent Jar handling, child 
to other person reaching toward the jar taking the jar 
to the bubbles taking the jar trying to open the jar 
to the jar opening the jar holding the jar 
to the stick closing the jar showing the jar 
to the camera placing the jar on the floor giving the jar 
straight ahead holding the stick  
on the side blowing bubbles  
  
The annotations of gaze and joint attention were not reliable due to the challenges 
in the recognition of the gaze direction.  
Comparing the basic unit annotations and the annotations of interaction 
events 
In order to find out the overlap of the basic unit annotations and the annotations 
of interaction events they were compared to each other. The moments of dyadic 
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joint attention could be seen in basic unit annotations as moments, when the child 
and the parent looked at each other at the same time. Most of the communication 
initiatives and turn-takings were seen either as child giving the jar to parent or as 
parent reaching the jar. However, all the communication initiatives and turn-taking 
were not related to jar handling (e.g. pointing, kissing), so they were not visible in 
the basic unit annotations.  
The turn-taking was described more in detail in basic unit annotations. In basic 
unit annotations all jar handling related turns were visible, while in the interaction 
event annotations, it was only annotated that turn-taking is happening but not 
who is active and how many turns the turn-taking situation included. Besides the 
interaction related movements, the basic unit annotations included a lot of addi-
tional information, like holding the soap bubble stick and blowing the bubbles. 
6.2 Algorithm 
The OpenPose algorithm (Cao & al., 2018) recognizes the key point locations for 
all persons on a video frame.  One video frame with detected key points is pre-
sented in Figure 2. The body key points that were present in less than 90 % of 
the frames were excluded from the following calculations. In video 1 four key 
points, in videos 2 and 4 three key points and in video 3 eleven key points were 
excluded. The excluded key points were typically the key points of feet or the ear 
that was facing away from the camera. 
 
Figure 2. A video frame with body key points detected with the OpenPose (Cao 
et al., 2018). Subjects have given permission to use the picture. 
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6.2.1 Reliability of the results obtained by the algorithm 
The reliability of the results obtained by algorithm was confirmed by comparing 
the hand closeness curves with the videos. In Figures 3–4 are presented the hand 
closeness curves of the videos 2 and 4 and screenshots from the corresponding 
videos at the moments when the hand closeness was high.  As can be seen from 
these figures (3–4), the algorithm tracks the movements quite reliably. Both the 
jar handling and the random hand closeness is seen from the screenshots. As 
the hand closeness is a result of the closeness of all four hand pairs, it can be 
high even though the hands are not touching but also if all four hands are close 
to each other. Even though the hand closeness tracking is quite reliable, in video 
4 there can be seen some false hand closeness peaks. At 6.9 s and at 50.5 s the 
hands of the parent and the child are not close to each other, contrary to what 
the curve implies. As can be seen from Figure 5, the algorithm has not detected 
the key points right at these time instances. Same applies to videos 1 and 3. In 
video 1 there are false peaks at 77–80 s and from 87 s on and in video 3 at 12.5 
s, 13.2 s, 47 s and 52.2 s. At these moments, the key points are either detected 
wrong or they are missing because of occlusion or because they are outside the 
image. 
 
Figure 3. Video 2: Hand closeness curve and screenshots at time instances when 




Figure 4. Video 4: Hand closeness curve and screenshots at time instances when 
the hand closeness is high. Faces of the subjects have been blurred to conceal 
their identity. 
   
Figure 5. Video 4: Key points detected by OpenPose (Cao et al., 2018) at 6.9 s 




The hand closeness curves were also compared to the basic unit annotations. In 
Figure 6 are presented the hand closeness curves and the annotated moments 
when the child hands the soap bubble jar to the parent. The hand closeness is 
high at these moments. The variation in peak heights is due to the fact that the 
child and the parent may use either one or two hands to give and to take the jar, 
and the overall closeness is a result of the closeness of all four hand pairs. As 
there is happening much more than just handing over the jar, the curves track 
also events that are not related to interaction or to jar handling, for example when 
the child catches bubbles near the parent. 
 
Figure 6. Overall hand closeness by algorithm (black) and jar handling annota-
tions (red and blue). Annotations overlapped to indicate meaningful events of in-
teraction. The higher the hand closeness curve, the closer the hands are. 
6.2.2 Activities, coupling, hand pair distances and hand closeness 
The activities of child and parent and the coupling of the activities are presented 
in Figure 7 and in Appendices 9–12. In videos 1 and 3 the child is sitting still and 
reaches bubbles only by stretching out his/her hands. The activity of the child in 
these videos is low and with no high peaks. In video 4 the child first sits still but 
starts moving at 45–55 s which can be seen from the curves as higher activity 
level. The child in video 2 is standing and runs after bubbles, and therefore the 
activity curve of the child is almost all the time at higher level than in the other 
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videos. The parent in video 1 is more active, and as the child is calm, the activity 
curve of the parent is on average at higher level than the activity of the child. In 
the three other videos, parents are monitoring children’s activities more sedately. 
 
Figure 7. Activities of the child (blue) and parent (red) and the coupling of activi-
ties (black). 
The value of coupling (Figure 7) is high when both the child and the parent are 
active and lower when only one of them is active. The value is at its lowest, when 
both child and parent are stay still. In video 2 the coupling follows closely child’s 
activity. In that video, the activity level of the parent is quite constant whereas the 
activity level of the child varies a lot. In the three other videos, there is no such 
clear relation between the coupling and the activity of either the child or the par-
ent. 
The distances between hand pairs and the overall hand closeness are pre-
sented in Figure 8 and in Appendices 13–16. In video 2, the child runs after the 
bubbles and is occasionally much further from the parent than in the three other 
videos. Video 2 is also the only one shot vertically, so the shooting setup was 
wider. Therefore, the hand pair distances vary much more and the maximum 
hand pair distance is bigger than in the three other videos. In video 1, the parent 
sits with hands on knees, and the hands are close to the child almost all the time. 
This is why the peaks of the hand closeness curve are not as clear as in the other 
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videos. Instead, in video 3 the hand closeness peaks are particularly clear, be-
cause the child is very calm, and moves his hands only to reach the bubbles or 
to handle the soap bubble jar.  
 
Figure 8. Hand pair distances (blue, red, yellow and purple) and overall hand 
closeness (black). The lower the hand distance curve, the smaller the distance 
between the hand pairs. The higher the hand closeness curve (black), the closer 
all the hands are to each other. Notice the different y-axis scale in video 2. 
6.3 Comparing the annotations and the OpenPose results 
The activities of child and parent and the annotated communication initiatives 
and turn-takings are presented in Figure 9. The hand closeness and the com-
munication initiatives and turn-takings are presented in Figure 10. Based on this 
data, the coupling does not seem like a good indicator of interaction events. 
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Figure 9. Activity curves of parent (red) and child (blue) show peaks and alterna-
tion in activities. Annotated events of turn-taking (blue) and communication initi-
atives (green) over-lapped to indicate meaningful events of interaction. 
 
 
Figure 10. Overall hand closeness (black) show the closeness of parent’s and 
child’s hands. Annotated communication initiatives (green) and turn-takings 
(blue) overlapped to indicate meaningful events of interaction. 
 29 
For all communication pairs, communication initiatives were seen as hand close-
ness and as child’s activity. Turn-taking was seen as hand closeness and as 
alternation in child’s and parent’s activities. The hand closeness (Figure 10) 
was typically high, or, the distance between the hand pairs was typically low when 
there was interaction between the child and the parent. This was because in most 
of the cases the interaction was related to giving and taking the soap bubble jar. 
During communication initiatives child’s activity was usually higher (Figure 9) 
and during turn-taking, the activities of child and parent alternated depending on 
who’s turn it was. 
However, as the interaction is not the only reason why hands are close to each 
other, hand closeness peaks (Figure 10) occurs also in other time instances. 
Therefore, interaction can not be identified simply by the hand closeness. Hands 
can be close to each other for example because the child reaches the bubbles 
near the parent or because the parent places the jar on the floor in front of the 
child. Also, the algorithm handles images as two-dimensional although the reality 
is three-dimensional. This is why the hands may seem to be close to each other 
even if in reality the hands of one person are further away from the camera than 
the hands of the other.  
Identification of interaction can not be made solely on the basis of activities ei-
ther, as communication initiatives and turn-taking are not the only reasons to 
causes changes in them. Combination of the hand closeness and the activity 
data predicts interaction a little better, as can be seen from Figure 11. Still it does 
not distinguish interaction from other activities well enough.  
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Figure 11. Hand closeness (black) and activities of parent (red) and child (blue). 
Annotated communication initiatives (green) and turn-takings (blue) overlapped 
to indicate meaningful events of interaction. The scale of y-axis is logarithmic, so 
the hand closeness curves look a little different from the previous figures. 
Some communication initiatives and turn-takings are missed if only the activity 
and hand closeness curves are looked (Figures 9–11). For example, in video 1 
the child points at the bubbles and later responds to the parent’s kiss. These 
interaction situations are not based on hand closeness and can not be seen from 
the selected variables here. Also, the results vary a lot depending on how active 
the child and the parent are, as can be seen for example from Figure 12. The 
hand closeness peaks are more distinct in video 3 than in videos 1 or 2.  
 
Figure 12. The hand closeness curves in videos 1–4. The y-axis has no unit, and 
the values of the graphs are not comparable with each other 
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6.4 Adding the annotated gaze direction 
The algorithm could not determine the gaze direction from the videos. However, 
knowing when child’s gaze is directed to parent might help to distinguish interac-
tion from other events. Therefore, the moments when the child was looking at the 
parent were picked from the annotation data and combined to hand closeness 
curves and the child’s and parent’s activity curves. The results are presented in 
Figures 13–14. 
 
Figure 13. Hand closeness (black) and annotated gaze (red curve and area). 
Communication initiatives (green) and turn-taking (blue) overlapped to indicate 
meaningful events of interaction. 
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Figure 14. Child's (blue) and parent's (upper red curve) activities and annotated 
gaze (lower red curve and area). Communication initiatives (green) and turn-tak-
ing (blue) overlapped to indicate meaningful events of interaction. 
As can be seen from Figure 13, the combination of child’s gaze information and 
hand closeness predicts communication initiatives and turn-takings better than 
the hand closeness data solely. 65 % of the moments, when there was both peak 
in hand closeness and the child looked at the parent, involved interaction. All 
interaction events were not detected by this method either, as they were either 
not related to jar handling or did not contain child’s gaze toward the parent. As 
was the case with the hand closeness curve alone (Figure 10), the accuracy var-
ied considerably depending on child’s and parent’s activities. In video 3 the com-
bination of the gaze and the hand closeness distinguished nearly all the commu-
nication initiatives and turn-takings from other events, while in video 2 it missed 
most of the interaction events. Adding the gaze data to the activity curves did not 




7.1 The relation of annotated interaction events and automatic 
movement tracking 
The algorithm tracked hand movements reliably. Most of the communication ini-
tiatives and turn-takings annotated by human annotator could be identified by the 
algorithm as peaks in hand closeness and as changes in activities. However, the 
monitored interaction traits were not the only things causing peaks and changes 
in the curves, and therefore the interaction events could not be distinguished from 
other events on the basis of these graphs alone. Also, the general activity of the 
child and the parent influenced on how reliable the results were.  With a calm 
child and a passive parent, the hand closeness and activity curves predicted the 
interaction events better than with active ones.  
Some interaction events, such as pointing and kissing, were not related to hand 
closeness, and thus they were not visible on the hand closeness curves. On the 
other hand, the algorithm detected hand closeness also when the hands were 
adjacent in the image but in fact at different distances from the camera, for ex-
ample when the child was reaching bubbles behind or in front of the parent. The 
algorithm can not detect three-dimensional elements from a two-dimensional im-
age. This could be, in theory, solved by using a RGB-D camera as for example 
Hesse and colleagues (2018) did, but it is against the aim of avoiding the use of 
special devices or laboratory measurements. 
Although the automatic TUG test (Li et al., 2018) and the bipolar disorder classi-
fication framework (Yang et al., 2018) using the OpenPose algorithm were suc-
cessful, the automatic recognition of interaction events in the current study was 
not reliable enough. Unlike recognition of predefined movements or tracking the 
movements of predefined body key points as was the case in the studies of Li 
and colleagues (2018) and Yang and colleagues (2018), distinguishing individual 
interaction events reliably enough is much more complicated. The interaction 
events are diverse and communication initiatives and turn-takings can take many 
different forms. Human annotator can identify them easily, but an algorithm would 
require more than just one or two factors to recognize them. In this study, the 
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combination of hand closeness and annotated gaze direction led to better results 
than the hand closeness data solely, but was still not accurate enough. To distin-
guish individual interaction events from other events, several features should be 
tracked simultaneously.  
In the current study, only hand closeness and activity data were extracted from 
the algorithm data. However, also other parameters could be calculated from the 
key point location data obtained by OpenPose. For example, activities of some 
determined body key points, recognition of gestures or the synchrony of child’s 
and parent’s movements could be useful. Had the videos been shot closer and 
had the faces been more visible, the facial key points could have been used to 
identify gaze directions and maybe also facial expressions. 
7.2  Limitations and challenges 
The limitations and sources of error in this study were partly due to the video 
recordings and the recording arrangements and partly due to the operation of the 
OpenPose algorithm and the Matlab code. 
The quality of the videos was not always optimal. First, the OpenPose algorithm 
is designed for horizontal videos, but three of the four videos were shot vertically. 
Although the problem was fixed by swapping the x- and y-coordinates while pro-
cessing the data with Matlab, the results from vertical videos caused challenges 
for analysis and therefore are not ideal. The request of horizontal videos should 
be clearly mentioned in the recording instructions. In some videos the hand close-
ness peaks were not very clear, as the hands of the child and the parent were 
close to each other almost all the time. This was partly due to the fact that the 
child and the parent were situated so close to each other and partly dependent 
on how the parent hold his or her hands when not operating the soap bubble jar. 
The horizontal videos might help, at least partly, solve this problem, as in hori-
zontal videos there is more space on the side and the child and the parent are 
not forced to sit so close to each other. 
For some reason parent’s key points were occasionally recognized as child’s key 
points and vice versa. The problem was easily fixed, as it was known that the 
child was always situated on the other side of the frame and the parent on the 
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other side. However, mixing of the key points may cause more problems, if in the 
future also unstructured playing videos are used.  
False hand closeness peaks 
Although the hand movement recognition was reliable, the algorithm recognized 
some false hand closeness peaks in three of the four videos, even the hands 
were not close to each other. About 40 % of the false peaks were at random 
moments, and all of them were in videos 3 and 4 where the parent was wearing 
background-colored clothing and the lighting was not bright enough. Therefore, 
the random false peaks were probably caused by the algorithm not detecting all 
key points right due to the low contrast between clothing and background. Similar 
problems came up in Marchi’s and colleagues’ (2019) and Komiya’s and col-
leagues’ (2018) studies. They mentioned that the too low quality of the videos 
caused problems when recognizing key points. Marchi and colleagues (2019) 
had to reject several video clips due to bad quality. In this study the problem was 
not as severe since all the videos were usable, only some key points had to be 
excluded from the calculations. 
There were false hand closeness peaks also when hand key points were missing 
due to occlusion or because they were outside the image. Probably the estima-
tion of missing key points was not accurate enough. The code should be re-
checked in order to dispose these sources of error. In this study the problem of 
missing key points was not as bad as in Heath’s and colleague’s (2018) study, 
where they had recorded children and parents playing freely. In their study, the 
OpenPose algorithm sometimes found only one person instead of two, and some-
times it, incorrectly, found three or more persons. In our videos, the bubble blow-
ing situation was more structured and thus not as much occlusion occurred. 
There were neither toys or other objects on the background, that could have been 
recognized as people and so most of the key points were recognized right. 
Gaze 
The gaze direction is essential when evaluating joint attention, but it helps also to 
identify other interaction events, as people often look at each other when com-
municating. In this study gaze direction could not be detected by the algorithm. 
The use of OpenPose’s facial key points requires videos, that are shot close to 
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face. Similarly to Komiya’s and colleagues’ study (2018), the distance from cam-
era was too long, and the size of the eyes was too small and quality of the image 
too low to use them for gaze tracking in the current study. Instead of facial key 
points, gaze direction could be evaluated from the body key points of eyes, nose 
and ears. However, if the subjevts are sitting sideways to the camera, as was the 
case in our videos, some key points are hidden most of the time and the latter 
method does not work either. In their study, Heath and colleagues (2018) had 
similar problem with gaze recognition. The recording arrangements in Müller and 
colleagues (2018) study were much better for facial recognition as they had 
placed a camera in front of each subject. Therefore, the faces were visible all the 
time. Even though they used a different algorithm to recognize facial key points, 
similar placement of cameras would be ideal also when using OpenPose for facial 
key point recognition. 
In the future, it is possible to utilize gaze directions by modifying recording ar-
rangements. The videos should be shot closer, and better shooting angle should 
be chosen. The subjects should be more angled and the faces should be more 
towards the camera. Still, following the gaze direction of a moving child can re-
main challenging.  
7.3 Annotation 
The two different annotation schemas provided different kind of information about 
the videos. The basic unit annotations were used to check the reliability of the 
movement tracking. They included lot of additional information besides the useful 
information on interactive events: The jar handling annotations contained the in-
formation of, for example, holding the stick, blowing bubbles and child’s attempts 
to open the jar, which had no use in the study. The annotation of additional events 
meant lot of irrelevant work when annotating, and the vast amount of information 
also complicated processing of the results. Moreover, as all the communication 
initiatives and turn-takings were not related to jar handling, they could not be seen 
in the jar handling annotations. So, even if the annotation of basic units was ac-
curate, it did not catch all interaction. The annotation of interaction events was 
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used to identify meaningful interaction moments. However, the turn-taking anno-
tations were not detailed enough, as they did not include the information on how 
many turns the event included and who was active at which time instance. 
There are always differences between annotators on how they interpret data (Til-
ley, 2003), and the annotation of small details and their timing is not as reliable 
as the annotation of larger entities. In the videos used in this study, the interaction 
events were rather simple and easy to recognize. Therefore, instead of basic 
units, which hopefully in the future could be recognized by the algorithm, it might 
be better to concentrate on interaction events. To be able to correlate annotations 
with the OpenPose movement time series the annotations need to be continuous. 
7.4 Recommendations for the future research 
7.4.1 Aims of the future studies 
Based on these data there is a lot of variation between child-parent pairs on how, 
for example, communication initiatives and turn-taking appear, and thus it may 
be difficult to find a general way to recognize them. Also, interaction is always 
dyadic or multilateral, and the interaction partner has an influence on the behavior 
of the other party (Kenny & Malloy, 1988). Therefore, distinguishing individual 
interaction events of one person may not be the most appropriate way to assess 
interaction. Parent’s involvement and actions affect child’s behavior, and with dif-
ferent interaction partner the child could act in a different way.  
This study focused on predefined interaction events, but there is interaction also 
between the monitored interaction situations. Visualization of the hand closeness 
and the activity data showed that they differ between dyads also outside the an-
notated interaction moments. Therefore, it is probably more beneficial to study 
the whole interaction situation or global units such as synchrony between child 
and parent instead of individual interaction events and interaction traits of one 
subject.   
Another reason for focusing on larger entities is that in some cases, the best way 
to detect atypical interaction is not by assessing the interaction skills of an indi-
vidual, but by monitoring the behavior of his/her interaction partner. This was the 
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case in the study of Delaherche and colleagues (2013). The factors discriminating 
best a group of children with ASD from a control group, were the gestural rhythm 
and the duration of gestural pauses of the therapists, not the parameters related 
to child’s behavior. Also, by concentrating on only child’s behavior, the root cause 
of the problem is not necessarily reached, as the impaired interaction can also 
originate for example from parent’s mental health problems (Murray et al., 1996) 
or temperament differences between child and parent (Campbell, 1979). 
In their study, besides individual parameters, Leclère and colleagues (2016) used 
dyadic parameters like overlap ratio, pause ratio and percentage of time used 
face-to-face. By computational methods, similar parameters might be possible to 
use also with OpenPose algorithm. For example, although the coupling was not 
useful in this study that used visual analyzing, it may offer interesting results if 
computational analysis is used instead. 
Depending on the aim of the future studies, the annotation schemas need to be 
reconsidered, as distinguishing predefined interaction events from other move-
ments requires different annotation than the aim to study larger interaction enti-
ties. Also, if in future the researchers end up to study large entities, it might be 
worth to reconsider the interaction situation used in videos. There should be 
larger variety of play situations, and also unstructured free play. However, it 
should be kept in mind, that the free play situations cause more occlusion and 
probably make gaze detection harder. Therefore, the use of unstructured videos 
need to be planned carefully. 
7.4.2 Gaze 
The main disadvantage in the current study was that the faces of subjects were 
not fully visible on the videos, and therefore the gaze directions could not be es-
timated. Therefore, as described earlier in limitations, the recording instructions 
should be modified to enable the gaze direction estimation. If the recognition of 
gaze directions were to work, the moments of dyadic joint attention could proba-
bly be recognized by the algorithm as moments when child and parent are looking 
at each other. The triadic joint attention may not be as easy to recognize only by 
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gaze directions as it involves also gazes to a third party. Therefore, it probably 
would require annotation.  
7.4.3 Voice 
As the method in this study was based solely on images, verbal communication 
was ignored and could not be seen on the results. However, especially the older 
children used also language in their communication initiatives and turn-taking. 
The vocalizations had an influence on how the child or the parent acted, and 
further, also on how the interaction was decoded. For example, in video 2 the 
child makes verbal communication initiative saying “Äiti avaa” (“Mummy opens”) 
before the parent reaches toward the jar. Only after that the child gives the jar to 
the parent. The communication initiative was made by the child, but it can not be 
seen on the annotations or detected by the algorithm as it was verbal. Instead, 
the child’s behavior was seen as turn-taking. Some interaction events may be 
completely missed if the voice is ignored. As voice is an essential part of commu-
nication it should be taken into account when assessing interaction. However, 
this requires use of additional, voice or speech based analyzing method besides 
the OpenPose, as was done in the studies of Kim and colleagues (2017) and 
Müller and colleagues (2018).  
7.4.4 Recommendations for recording instructions 
The current study revealed that data quality can be improved with more accurate 
recording instructions. Therefore, they need to be refined. First, it should be 
clearly mentioned that the videos should be recorded horizontally. The videos 
need to be shot close enough and the subjects should sit at an angle to the cam-
era so that their faces are visible. The clothing must preferably be of a color that 
is not too dark and stands out from the background. If the aim is to study child’s 
behavior, the parent should act restrained while waiting the child to do the initia-
tives and keep the hands close to the body. This may, however, be an unnatural 
way for a parent to act. Therefore, if in the future the aim is to study global units 
or the overall interaction between the child and the parent, the parent should act 
in a way that is natural to her/him. 
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7.5 Conclusion 
The current study suggests that data obtained by the algorithm is reliable. The 
recording conditions were not always optimal, which occasionally lead to incor-
rect results. The accuracy of the hand closeness recognition was found to be 
good, but mainly due to poor lighting conditions and background-colored clothing 
of the subjects the key point recognition was sometimes difficult. Also occlusion 
and occasional missing of some key points caused problems. Therefore, the es-
timation of missing key points should be improved. 
This study concentrated on separate interactional events and child’s nonverbal 
communication abilities, but based on the results, it would be more fruitful to focus 
on global units such as synchrony. The recording arrangements should be rede-
signed and the annotation schema should be chosen to support this aim.   
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APPENDIX 1. Recording instructions 
In the Bubble 
The purpose is to videotape a natural, short play situation between your child and 
you, or someone else close to your child. You need a smartphone and an 
assistant who can video record the play situation, and a bubble jar. Choose a 
moment that is pleasant for both you and your child, and a place (preferably on 
the floor) where you can easily play together face-to-face. It is good to clear other 
toys away so that they will not distract your child’s attention. 
Sit on the floor face-to-face with your child. The video should clearly show both 
the adult and the child.  
To engage your child's attention and interest, start blowing bubbles. 
When the child’s attention is on you and the bubbles, stop, and close the jar tight 
enough that the child will not be able to open it alone and place the jar between 
you on the floor. Wait for the child's reaction. It is important that you do not prompt 
your child either verbally (e.g. "Give me the bubbles so I will blow some more!") 
or with gestures (e.g., by pointing the soap bubbles or stretching out your hand). 
Wait for your child’s reaction. 
After the child has in some way indicated that s/he wants more you should 
continue blowing the bubbles. You may continue this few times.  
Thank you!  
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APPENDIX 2. The instructions for annotating the interaction events. 
Instructions for annotating interaction events 
Annotation is made by using ELAN, an annotator tool. Annotate the child’s com-
munication initiatives, turn-taking and joint attention in each video. When anno-
tating, take into account gestures and other nonverbal interaction. Speech and 
vocalizations are ignored. 
o Create a new file for every video. 
o Create three tiers, one for each interaction event (communication initia-
tive, turn-taking, joint attention). 
o It is recommended to watch the whole video first before doing the annota-
tion, so you will know what to expect. 
o Then watch the video and examine one feature at a time  
o Annotate the following information: 
• Communication initiatives 
• Mark the beginning and ending time of the initiative 
• Tell what the child is doing  
• Other comments if necessary 
• Turn-taking 
• Mark the begining and ending time of turn-taking 
• Tell what the child and the parent are doing 
• Other comments (e.g. uncertainty or if the child is runnign after 
bubbles at the same time). 
• Joint attention 
• The beginning and ending times of the activity that implies joint 
attention. 
• Tell what the child and the parent are doing 
• Other comments (e.g. uncertainty) 
o Save the files as NnNn_nameOfTheVideo.eaf (NnNn = Two first letters of 




APPENDIX 3. Annotations of interaction events, videos 1–2 
Video 1 







00:35.3 00:36.3 00:01.0 Child points the bubbles 
Communication in-
itiative 
00:39.5 00:40.2 00:00.7 C gives the jar 
Communication in-
itiative 
01:02.8 01:03.8 00:01.0 C gives the jar 
     
Turn-taking 00:40.7 00:43.2 00:02.5 Dad kisses, child leans towards dad 
Turn-taking 00:43.2 00:44.5 00:01.3 C gives the jar, D takes it 
Turn-taking 01:02.8 01:05.4 00:02.5 C gives the jar, D takes it 
     
Joint attention 00:24.2 00:24.7 00:00.5 Looking at each other 
Joint attention 00:29.6 00:30.2 00:00.6 C looks at D after popping bubbles 
Joint attention 00:34.7 00:38.0 00:03.3 C looks at D, points bubbles and looks 
back 
Joint attention 01:02.8 01:06.8 00:04.0 Looking each other 















01:38.2 01:39.2 00:01.1 C gives the jar to M 
     
Turn-taking 00:52.3 00:54.5 00:02.1 M hands out a hand, C gives the jar 
Turn-taking 01:13.6 01:15.2 00:01.6 M hands out a hand, C gives the jar 
Turn-taking 01:38.2 01:39.9 00:01.7 C hands out the jar, M takes it 
     
Joint attention 00:31.4 00:32.3 00:00.9 Unsure: C glances at M 
Joint attention 00:37.9 00:38.7 00:00.8 C tries to open, glances at M 
Joint attention 00:50.5 00:52.0 00:01.5 C tries to open, glances at M 
Joint attention 01:13.8 01:14.9 00:01.1 Looking at each other 




APPENDIX 4. Annotations of interaction events, videos 3–4 
Video 3 







00:32.1 00:33.4 00:01.3 Child hands out the jar to mother 
Communication in-
itiative 
01:04.1 01:05.7 00:01.6 C hands out the jar to M 
     
Turn-taking 00:32.1 00:34.3 00:02.1 C hands out the jar, M takes it 
     
Joint attention 00:32.8 00:33.5 00:00.7 Looking at each other 











00:27.4 00:28.3 00:01.0 Child hands out the jar to mother 
Communication in-
itiative 
00:59.1 01:01.7 00:02.6 C takes the jar, shows it to M and 
says: "Äiti aukee tää" 
Communication in-
itiative 
01:03.9 01:04.7 00:00.8 L hands out the jar saying: "Äiti aukee" 
     
Turn-taking 00:33.2 00:35.6 00:02.4 M hands out a hand, C gives the jar 
Turn-taking 01:03.9 01:06.2 00:02.3 C hands out the jar, M takes it 
     
Joint attention 00:27.6 00:28.2 00:00.7 C looks at M while showing the jar to 
her 
Joint attention 00:32.1 00:33.7 00:01.6 Looking at each other 
















C gaze 00:00,0 00:00.5 jar P gaze 00:34.2 00:36.2 child 
C gaze 00:00.5 00:01.4 stick P gaze 00:36.2 00:37.2 up 
C gaze 00:01.4 00:06.7 bubbles P gaze 00:37.2 00:38.5 child 
C gaze 00:07.1 00:08.2 dad P gaze 00:38.5 00:40.4 jar? 
C gaze 00:08.2 00:09.1 jar P gaze 00:40.4 00:44.2 child 
C gaze 00:09.1 00:09.6 stick P gaze 00:44.2 00:47.0 jar 
C gaze 00:09.6 00:22.4 bubbles P gaze 00:47.0 00:49.1 stick 
C gaze 00:22.4 00:23.5 dad P gaze 00:49.1 00:51.3 jar 
C gaze 00:23.5 00:24.1 dad's shirt? P gaze 00:51.3 00:53.1 stick 
C gaze 00:24.1 00:29.5 bubbles P gaze 00:53.1 00:55.1 jar 
C gaze 00:29.5 00:30.6 dad P gaze 00:55.1 00:56.8 stick 
C gaze 00:30.6 00:33.9 dad's hand + 
bubbles 
P gaze 00:56.8 01:02.1 jar? 
C gaze 00:33.9 00:34.9 dad P gaze 01:02.1 01:08.3 child 
C gaze 00:34.9 00:35.9 bubbles P gaze 01:08.3 01:10.1 jar? 
C gaze 00:35.9 00:38.2 dad P gaze 01:10.1 01:13.4 stick 
C gaze 00:38.2 00:39.3 jar P gaze 01:13.4 01:24.1 child 
C gaze 00:39.3 00:43.0 dad P gaze 01:24.1 01:24.8 bubble 
C gaze 00:43.4 00:44.1 dad P gaze 01:24.8 01:26.1 child 
C gaze 00:44.1 00:45.6 camera P gaze 01:26.1 01:26.9 jar 
C gaze 00:45.6 00:46.9 dad C jar handling 00:01.0 00:01.9  
C gaze 00:46.9 00:47.5 camera C jar handling 00:06.0 00:09.2  
C gaze 00:47.5 00:47.9 ? C jar handling 00:38.9 00:39.5 takes 
C gaze 00:48.0 00:57.5 bubbles C jar handling 00:39.5 00:41.2 hands out 
C gaze 01:00.4 01:01.7 dad C jar handling 00:41.2 00:43.3 holds 
C gaze 01:01.7 01:02.9 jar C jar handling 00:43.3 00:44.4 hands out 
C gaze 01:02.9 01:10.8 dad C jar handling 00:49.3 00:51.8  -  
C gaze 01:10.8 01:11.2 stick C jar handling 01:02.2 01:02.9 takes 
C gaze 01:11.2 01:12.7 bubbles C jar handling 01:02.9 01:04.7 hands out 
C gaze 01:12.7 01:13.7 ? C jar handling 01:27.1 01:27.9 takes 
C gaze 01:13.7 01:17.0 bubbles C jar handling 01:27.9 01:29.3 pulls along the floor 
C gaze 01:22.9 01:23.7 bubble? P jar handling 00:00.0 00:01.0 stick handling 
C gaze 01:23.7 01:24.8 dad P jar handling 00:01.0 00:01.9 blows 
C gaze 01:24.8 01:25.7 bubble P jar handling 00:01.9 00:04.6 holds stick 
C gaze 01:25.7 01:26.5 dad P jar handling 00:04.6 00:06.0 blows 
C gaze 01:26.5 01:27.6 jar P jar handling 00:06.0 00:09.2 stick handling 
C gaze 01:27.6 01:28.3 dad P jar handling 00:09.2 00:11.7 blows 
P gaze 00:00.0 00:00.3 jar P jar handling 00:11.7 00:15.4 stick handling 
P gaze 00:00.3 00:02.0 stick P jar handling 00:15.4 00:16.7 blows 
P gaze 00:02.0 00:04.0 bubbles P jar handling 00:16.7 00:19.1 stick handling 
P gaze 00:04.0 00:06.7 stick P jar handling 00:19.1 00:20.5 blows 
P gaze 00:06.7 00:08.4 child P jar handling 00:20.5 00:24.4 puts away 
P gaze 00:08.4 00:11.7 stick P jar handling 00:43.5 00:44.6 takes 
P gaze 00:11.7 00:12.3 child? P jar handling 00:44.6 00:46.3 opens 
P gaze 00:12.3 00:14.5 jar P jar handling 00:46.3 00:48.1 stick handling 
P gaze 00:14.5 00:16.6 stick P jar handling 00:48.1 00:49.3 blows 
P gaze 00:16.6 00:17.6 jar P jar handling 00:49.3 00:51.8 stick handling 
P gaze 00:17.6 00:18.0 child? P jar handling 00:51.8 00:53.1 blows 
P gaze 00:18.0 00:18.4 jar P jar handling 00:53.1 00:55.6 stick handling 
P gaze 00:18.4 00:21.7 stick P jar handling 00:55.6 00:56.7 blows 
P gaze 00:21.7 00:22.5 jar P jar handling 00:56.7 01:02.0 puts away 
P gaze 00:22.5 00:23.1 child P jar handling 01:03.4 01:06.9 takes 
P gaze 00:23.1 00:23.8 bubble P jar handling 01:06.9 01:09.2 opens 
P gaze 00:23.8 00:24.2 jar P jar handling 01:09.2 01:11.0 stick handling 
P gaze 00:24.2 00:25.2 child P jar handling 01:11.0 01:12.7 blows 
P gaze 00:25.2 00:27.4 jar? P jar handling 01:12.7 01:17.7 closes 
P gaze 00:27.4 00:30.4 child? P jar handling 01:17.7 01:26.1 holds jar 
P gaze 00:30.4 00:34.2 own hand + 
"bubble" 
P jar handling 01:26.1 01:26.8 puts away 
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P gaze 00:00.0 00:01.5 child P gaze 01:48.4 01:51.0 child 
P gaze 00:01.5 00:05.3 stick C gaze 00:00.0 00:01.0 camera 
P gaze 00:05.3 00:05.9 child C gaze 00:01.0 00:03.9 mother 
P gaze 00:05.9 00:06.9 jar C gaze 00:07.7 00:23.7 bubbles 
P gaze 00:06.9 00:07.6 child C gaze 00:23.7 00:24.0 mother 
P gaze 00:07.6 00:10.5 jar C gaze 00:24.0 00:27.2 bubbles 
P gaze 00:10.5 00:12.0 child C gaze 00:27.2 00:27.7 mother 
P gaze 00:12.0 00:12.4 stick C gaze 00:27.7 00:37.8 jar 
P gaze 00:12.4 00:12.8 child C gaze 00:37.8 00:38.6 mother 
P gaze 00:12.8 00:19.0 stick C gaze 00:38.6 00:50.5 jar 
P gaze 00:19.0 00:20.6 bubbles C gaze 00:50.5 00:51.8 mother 
P gaze 00:20.6 00:21.5 jar C gaze 00:51.8 00:56.9 jar 
P gaze 00:21.5 00:22.0 bubbles C gaze 00:56.9 00:57.5 mother 
P gaze 00:22.0 00:22.9 jar C gaze 00:57.5 00:57.7 stick 
P gaze 00:22.9 00:23.4 bubbles C gaze 00:57.7 01:00.9 bubbles 
P gaze 00:23.4 00:24.4 child C gaze 01:00.9 01:03.8 jar 
P gaze 00:24.4 00:25.2 bubbles C gaze 01:03.8 01:08.3 bubbles 
P gaze 00:25.2 00:28.7 child C gaze 01:08.3 01:13.6 jar 
P gaze 00:28.8 00:31.0 jar C gaze 01:13.6 01:13.8 to the side 
P gaze 00:31.0 00:34.5 child C gaze 01:13.8 01:14.8 mother 
P gaze 00:34.5 00:38.4 jar C gaze 01:14.8 01:17.4 jar 
P gaze 00:38.4 00:38.8 child C gaze 01:17.4 01:32.9 bubbles 
P gaze 00:38.8 00:40.5 jar C gaze 01:32.9 01:33.4 mother 
P gaze 00:40.5 00:42.0 child? C gaze 01:33.4 01:39.7 jar 
P gaze 00:42.0 00:48.4 jar C gaze 01:39.7 01:42.5 mother 
P gaze 00:48.4 00:48.8 child C gaze 01:42.5 01:49.4 bubbles 
P gaze 00:48.8 00:50.7 jar C gaze 01:49.4 01:50.2 jar 
P gaze 00:50.7 00:51.2 child P jar handling 00:00.0 00:01.6 opens 
P gaze 00:51.2 00:57.6 jar P jar handling 00:01.6 00:04.4 stick handling 
P gaze 00:57.6 00:59.2 bubbles P jar handling 00:04.4 00:05.0 blows 
P gaze 00:59.2 01:00.3 jar P jar handling 00:05.0 00:16.3 stick handling 
P gaze 01:00.3 01:01.9 child P jar handling 00:16.3 00:17.4 blows 
P gaze 01:01.9 01:04.0 jar P jar handling 00:17.4 00:18.6 stick handling 
P gaze 01:04.0 01:08.8 bubbles P jar handling 00:18.6 00:22.7 puts away 
P gaze 01:08.8 01:09.4 jar P jar handling 00:52.4 00:54.4 reaching towards c 
P gaze 01:09.4 01:09.8 child P jar handling 00:54.4 00:56.3 opens 
P gaze 01:09.8 01:11.7 jar P jar handling 00:56.3 00:57.4 stick handling 
P gaze 01:11.7 01:12.7 child P jar handling 00:57.4 00:58.1 blows 
P gaze 01:12.7 01:18.7 jar P jar handling 00:58.1 01:00.8 stick handling 
P gaze 01:18.7 01:20.0 bubbles P jar handling 01:00.8 01:03.5 puts away 
P gaze 01:20.0 01:20.8 jar P jar handling 01:13.7 01:15.4 reaching towards c 
P gaze 01:20.8 01:21.7 bubbles P jar handling 01:15.4 01:16.9 opens 
P gaze 01:21.7 01:22.5 child P jar handling 01:16.9 01:18.3 stick handling 
P gaze 01:22.5 01:26.0 bubbles P jar handling 01:18.3 01:19.2 blows 
P gaze 01:26.0 01:29.9 child P jar handling 01:19.2 01:21.2 stick handling 
P gaze 01:29.9 01:31.4 bubbles P jar handling 01:21.2 01:24.0 puts away 
P gaze 01:31.4 01:32.4 child P jar handling 01:38.2 01:40.2 reaching towards c 
P gaze 01:32.4 01:32.8 bubbles P jar handling 01:40.2 01:41.8 opens 
P gaze 01:32.8 01:34.6 child P jar handling 01:41.8 01:42.9 stick handling 
P gaze 01:34.6 01:37.0 jar P jar handling 01:42.9 01:43.6 blows 
P gaze 01:37.0 01:38.5 child P jar handling 01:43.6 01:45.9 stick handling 
P gaze 01:38.5 01:39.6 jar P jar handling 01:45.9 01:51.1 puts away 
P gaze 01:39.6 01:41.2 child C jar handling 00:29.9 00:32.2 raising the jar 
P gaze 01:41.2 01:43.1 stick C jar handling 00:32.3 00:52.9 opening the jar 
P gaze 01:43.1 01:43.9 bubbles C jar handling 00:52.9 00:54.1 giving the jar 
P gaze 01:43.9 01:44.2 child C jar handling 01:10.6 01:11.8 raising the jar 
P gaze 01:44.2 01:45.0 jar C jar handling 01:11.8 01:13.9 opening the jar 
P gaze 01:45.0 01:45.8 child C jar handling 01:13.9 01:14.9 giving the jar 
P gaze 01:45.8 01:46.7 bubbles C jar handling 01:35.2 01:38.3 raising the jar 
P gaze 01:46.7 01:47.8 child C jar handling 01:38.3 01:39.6 opening & giving 
P gaze 01:47.8 01:48.4 bubbles         
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C gaze 00:00,0 00:00,3 jar P gaze 00:36,8 00:37,3 child 
C gaze 00:00,3 00:00,9 camera P gaze 00:37,3 00:38,3 jar 
C gaze 00:00,9 00:01,3 mother P gaze 00:38,3 00:42,9 stick 
C gaze 00:01,3 00:02,6 jar P gaze 00:42,9 00:46,2 jar 
C gaze 00:02,6 00:04,0 at own lap P gaze 00:46,2 00:49,4 stick 
C gaze 00:04,0 00:05,4 stick P gaze 00:49,4 00:50,3 jar 
C gaze 00:05,4 00:09,0 bubbles? P gaze 00:50,3 00:54,1 child 
C gaze 00:09,0 00:10,2 bubbles? P gaze 00:54,1 00:56,0 jar 
C gaze 00:10,2 00:11,0 mother P gaze 00:56,0 01:02,7 child 
C gaze 00:11,0 00:12,3 jar P gaze 01:02,7 01:04,0 jar 
C gaze 00:12,3 00:12,9 stick P gaze 01:04,0 01:05,3 child 
C gaze 00:12,9 00:17,2 bubbles P gaze 01:05,3 01:06,5 jar 
C gaze 00:17,2 00:18,2 jar P gaze 01:06,5 01:07,5 ahead 
C gaze 00:18,2 00:24,1 bubbles C jar handling 00:25,7 00:28,4 lifting the jar 
C gaze 00:24,1 00:32,0 jar C jar handling 00:28,4 00:32,0 holding jar 
C gaze 00:32,0 00:33,5 mother C jar handling 00:32,0 00:34,0 giving 
C gaze 00:33,5 00:34,5 ahead C jar handling 00:54,8 00:56,5 lifting the jar 
C gaze 00:34,5 00:35,0 mother C jar handling 00:57,0 01:04,1 holding 
C gaze 00:35,0 00:36,2 jar C jar handling 01:04,1 01:05,9 giving 
C gaze 00:36,2 00:37,3 to the side P jar handling 00:00,0 00:02,8 opening 
C gaze 00:37,3 00:38,7 stick P jar handling 00:02,8 00:05,2 stick handling 
C gaze 00:38,7 00:44,4 bubbles P jar handling 00:05,2 00:07,7 blowing 
C gaze 00:44,4 00:47,1 jar P jar handling 00:07,7 00:12,7 stick handling 
C gaze 00:47,1 00:52,6 bubbles P jar handling 00:12,7 00:14,3 blowing 
C gaze 00:52,6 00:54,1 ahead P jar handling 00:14,3 00:18,7 stick handling 
C gaze 00:54,1 01:04,0 jar P jar handling 00:18,7 00:20,3 blowing 
C gaze 01:04,0 01:06,1 mother P jar handling 00:20,3 00:21,4 stick handling 
C gaze 01:06,1 01:07,5 ahead P jar handling 00:21,4 00:23,3 closing 
P gaze 00:00,0 00:00,3 child P jar handling 00:23,3 00:24,2 putting away 
P gaze 00:00,3 00:02,5 jar P jar handling 00:24,2 00:25,4 closing 
P gaze 00:02,5 00:02,8 child P jar handling 00:25,4 00:26,1 putting away 
P gaze 00:02,8 00:03,5 jar P jar handling 00:32,8 00:33,6 reaching towards c 
P gaze 00:03,5 00:07,7 stick P jar handling 00:33,6 00:37,2 opening 
P gaze 00:07,7 00:12,1 jar P jar handling 00:37,2 00:38,7 stick handling 
P gaze 00:12,1 00:14,3 stick P jar handling 00:38,7 00:42,8 blowing 
P gaze 00:14,3 00:18,3 jar P jar handling 00:42,8 00:46,9 stick handling 
P gaze 00:18,3 00:20,2 stick P jar handling 00:46,9 00:48,2 blowing 
P gaze 00:20,2 00:27,0 jar P jar handling 00:48,2 00:49,9 stick handling 
P gaze 00:27,0 00:33,5 child P jar handling 00:49,9 00:54,2 closing 
P gaze 00:33,5 00:35,0 jar P jar handling 00:54,2 00:55,0 putting away 
P gaze 00:35,0 00:36,3 child P jar handling 01:05,0 01:05,8 reaching towards c 















P gaze 00:00,2 00:03,4 child C gaze 00:41,2 00:45,6 bubble 
P gaze 00:03,4 00:06,9 jar C gaze 00:50,0 00:51,2 parent? 
P gaze 00:06,9 00:11,8 stick C gaze 00:51,2 00:53,1 bubble 
P gaze 00:11,8 00:14,6 jar C gaze 00:54,5 00:54,8 jar? 
P gaze 00:14,6 00:16,3 stick C gaze 00:54,8 00:56,1 down, bubble? 
P gaze 00:16,3 00:16,8 child C gaze 00:56,1 00:58,1 parent? 
P gaze 00:16,8 00:18,3 jar C gaze 00:58,1 01:00,1 jar 
P gaze 00:18,3 00:21,6 child C gaze 01:00,1 01:01,0 parent 
P gaze 00:21,6 00:22,9 jar C gaze 01:01,0 01:03,9 jar 
P gaze 00:22,9 00:23,1 child C gaze 01:03,9 01:06,2 parent 
P gaze 00:23,1 00:27,4 jar C gaze 01:06,2 01:10,0 jar 
P gaze 00:27,4 00:34,1 child C gaze 01:10,0 01:10,9 stick? 
P gaze 00:34,1 00:34,8 jar C gaze 01:10,9 01:16,4 bubble 
P gaze 00:34,8 00:37,6 child P jar handling 00:00,0 00:00,5 holding 
P gaze 00:37,6 00:39,7 jar P jar handling 00:00,5 00:03,6 opening 
P gaze 00:39,7 00:41,7 stick P jar handling 00:03,6 00:08,9 stick handling 
P gaze 00:41,7 00:44,5 jar P jar handling 00:08,9 00:11,9 blowing 
P gaze 00:44,5 00:45,2 stick P jar handling 00:11,9 00:15,2 stick handling 
P gaze 00:45,2 00:47,3 child P jar handling 00:15,2 00:15,8 blowing 
P gaze 00:47,3 00:52,9 stick P jar handling 00:15,8 00:17,1 stick handling 
P gaze 00:52,9 00:53,1 bubble P jar handling 00:17,1 00:21,4 closing 
P gaze 00:53,1 00:54,1 stick P jar handling 00:21,4 00:22,5 putting away 
P gaze 00:54,1 00:57,8 child P jar handling 00:33,3 00:35,1 taking 
P gaze 00:57,8 00:59,7 jar P jar handling 00:35,1 00:36,2 holding 
P gaze 00:59,7 01:05,4 child P jar handling 00:36,2 00:38,8 opening 
P gaze 01:05,4 01:06,0 jar P jar handling 00:38,8 00:40,6 stick handling 
P gaze 01:06,0 01:06,9 child P jar handling 00:40,6 00:41,7 blowing 
P gaze 01:06,9 01:08,6 jar? P jar handling 00:41,7 00:45,8 stick handling 
P gaze 01:08,6 01:09,2 jar P jar handling 00:45,8 00:50,8 holding stick&jar 
P gaze 01:09,2 01:09,6 child P jar handling 00:50,8 00:51,8 blowing 
P gaze 01:09,6 01:10,2 jar P jar handling 00:51,8 00:54,4 stick handling 
P gaze 01:10,2 01:11,6 stick P jar handling 00:54,4 00:57,8 closing 
P gaze 01:11,6 01:11,8 bubble P jar handling 00:57,8 00:58,5 putting away 
P gaze 01:11,8 01:12,4 stick P jar handling 01:04,3 01:05,3 taking 
P gaze 01:12,4 01:13,0 jar P jar handling 01:05,3 01:06,1 holding 
P gaze 01:13,0 01:13,5 child P jar handling 01:06,1 01:09,4 opening 
P gaze 01:13,5 01:16,0 bubble P jar handling 01:09,4 01:10,8 stick handling 
P gaze 01:16,0 01:17,0 child P jar handling 01:10,8 01:11,8 blowing 
C gaze 00:00,0 00:01,1 parent? P jar handling 01:11,8 01:12,9 stick handling 
C gaze 00:01,1 00:06,4 jar P jar handling 01:12,9 01:16,6 closing 
C gaze 00:06,4 00:09,6 stick? C jar handling 00:22,2 00:23,3 taking 
C gaze 00:09,6 00:13,3 bubble C jar handling 00:23,3 00:24,2 holding 
C gaze 00:13,3 00:15,7 stick C jar handling 00:24,2 00:27,4 trying to open 
C gaze 00:15,7 00:20,8 bubble C jar handling 00:27,4 00:28,1 handing out 
C gaze 00:20,8 00:27,3 jar C jar handling 00:28,1 00:33,6 holding 
C gaze 00:27,3 00:28,1 parent C jar handling 00:33,6 00:35,3 handing out 
C gaze 00:28,1 00:31,6 jar C jar handling 00:58,3 00:59,0 taking 
C gaze 00:31,6 00:33,6 parent C jar handling 00:59,0 01:04,0 holding 
















APPENDIX 12. Child’s and parent’s activities and coupling of the activities, video 
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APPENDIX 13. Hand pair distances and the overall hand closeness, video 1 
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APPENDIX 14. Hand pair distances and the overall hand closeness, video 2 
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APPENDIX 15. Hand pair distances and the overall hand closeness, video 3 
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APPENDIX 16. Hand pair distances and the overall hand closeness, video 4 
 
