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Abstract
Let X be a finite dimensional compact metrizable space. We study a technique which employs semipro-
jectivity as a tool to produce approximations of C(X)-algebras by C(X)-subalgebras with controlled
complexity. The following applications are given. All unital separable continuous fields of C*-algebras
over X with fibers isomorphic to a fixed Cuntz algebra On, n ∈ {2,3, . . . ,∞}, are locally trivial. They are
trivial if n = 2 or n = ∞. For n  3 finite, such a field is trivial if and only if (n − 1)[1A] = 0 in K0(A),
where A is the C*-algebra of continuous sections of the field. We give a complete list of the Kirchberg
algebras D satisfying the UCT and having finitely generated K-theory groups for which every unital sep-
arable continuous field over X with fibers isomorphic to D is automatically locally trivial or trivial. In
a more general context, we show that a separable unital continuous field over X with fibers isomorphic
to a KK-semiprojective Kirchberg C*-algebra is trivial if and only if it satisfies a K-theoretical Fell type
condition.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
The Gelfand–Naimark characterization of commutative C*-algebras has suggested the prob-
lem of representing noncommutative C*-algebras as sections of bundles. By a result of Fell [15],
if the primitive spectrum X of a separable C*-algebra A is Hausdorff, then A is isomorphic to
the C*-algebra of continuous sections vanishing at infinity of a continuous field of simple C*-
algebras over X. In particular A is a continuous C(X)-algebra in the sense of Kasparov [18]. This
description is very satisfactory, since as explained in [4], the continuous fields of C*-algebras are
in natural correspondence with the bundles of C*-algebras in the sense of topology. Neverthe-
less, only a tiny fraction of the continuous fields of C*-algebras corresponds to locally trivial
bundles.
In this paper we prove automatic and conditional local/global trivialization results for continu-
ous fields of Kirchberg algebras. By a Kirchberg algebra we mean a purely infinite simple nuclear
separable C*-algebra [29]. Notable examples include the simple Cuntz–Krieger algebras [8]. The
following theorem illustrates our results.
Theorem 1.1. A separable unital C(X)-algebra A over a finite dimensional compact Hausdorff
space X all of whose fibers are isomorphic to the same Cuntz algebra On, n ∈ {2,3, . . . ,∞}, is
locally trivial. If n = 2 or n = ∞, then A ∼= C(X)⊗ On. If 3 n < ∞, then A is isomorphic to
C(X)⊗ On if and only if (n− 1)[1A] = 0 in K0(A).
The case X = [0,1] of Theorem 1.1 was proved in a joint paper with G. Elliott [10].
We parametrize the homotopy classes
[
X,Aut(On)
]∼= {K1(C(X)⊗ On) if 3 n < ∞,{∗} if n = 2,∞
(see Theorem 7.4), and hence classify the unital separable C(SX)-algebras A with fiber On over
the suspension SX of a finite dimensional metrizable Hausdorff space X.
To put our results in perspective, let us recall that none of the general basic properties of a
continuous field implies any kind of local triviality. An example of a continuous field of Kirch-
berg algebras over [0,1] which is not locally trivial at any point even though all of its fibers are
mutually isomorphic is exhibited in [10, Ex. 8.4]. Examples of nonexact continuous fields with
similar properties were found by S. Wassermann [37].
A separable C*-algebra D is KK-semiprojective if the functor KK(D,−) is continuous, see
Section 3. The class of KK-semiprojective C*-algebras includes the nuclear semiprojective C*-
algebras and also the C*-algebras which satisfy the Universal Coefficient Theorem in KK-theory
(abbreviated UCT [31]) and whose K-theory groups are finitely generated. It is very interesting
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is of purely K-theoretical nature.
Theorem 1.2. Let A be a separable C*-algebra whose primitive spectrum X is compact Haus-
dorff and of finite dimension. Suppose that each primitive quotient A(x) of A is nuclear, purely
infinite and stable. Then A is isomorphic to C(X)⊗D for some KK-semiprojective stable Kirch-
berg algebra D if and only if there is σ ∈ KK(D,A) such that σx ∈ KK(D,A(x))−1 for all
x ∈ X. For any such σ there is an isomorphism of C(X)-algebras Φ : C(X)⊗D → A such that
KK(Φ|D) = σ .
We have an entirely similar result covering the unital case: Theorem 7.3. The required ex-
istence of σ is a KK-theoretical analog of the classical condition of Fell that appears in the
trivialization theorem of Dixmier and Douady [12] of continuous fields with fibers isomorphic
to the compact operators. An important feature of our condition is that it is a priori much weaker
than the condition that A is KKC(X)-equivalent to C(X) ⊗ D. In particular, we do not need to
worry at all about the potentially hard issue of constructing elements in KKC(X)(A,C(X)⊗D).
To illustrate this point, let us note that it is almost trivial to verify that the local existence of σ is
automatic for unital C(X)-algebras with fiber On and hence to derive Theorem 1.1. A C*-algebra
D has the automatic local triviality property if any separable C(X)-algebra over a finite dimen-
sional compact Hausdorff space X all of whose fibers are isomorphic to D is locally trivial.
A unital C*-algebra D has the automatic local triviality property in the unital sense if any sep-
arable unital C(X)-algebra over a finite dimensional compact Hausdorff space X all of whose
fibers are isomorphic to D is locally trivial. The automatic triviality property is defined similarly.
Theorem 1.3 (Automatic triviality). A separable continuous C(X)-algebra over a finite dimen-
sional compact Hausdorff space X all of whose fibers are isomorphic to O2 ⊗K is isomorphic to
C(X)⊗ O2 ⊗ K. The C*-algebra O2 ⊗ K is the only Kirchberg algebra satisfying the automatic
local triviality property and hence the automatic triviality property.
Theorem 1.4 (Automatic local triviality in the unital sense). A unital KK-semiprojective Kirch-
berg algebra D has the automatic local triviality property in the unital sense if and only if
all unital ∗-endomorphisms of D are KK-equivalences. In that case, if A is a separable unital
C(X)-algebra over a finite dimensional compact Hausdorff space X all of whose fibers are iso-
morphic to D, then A ∼= C(X) ⊗ D if and only if there is σ ∈ KK(D,A) such that the induced
homomorphism K0(σ ) : K0(D) → K0(A) maps [1D] to [1A].
It is natural to ask if there are other unital Kirchberg algebras besides the Cuntz algebras
which have the automatic local triviality property in the unital sense. Consider the following list
G of pointed abelian groups:
(a) ({0},0);
(b) (Z, k) with k > 0;
(c) (Z/pe1 ⊕· · ·⊕Z/pen,ps1 ⊕· · ·⊕psn) where p is a prime, n 1, 0 si < ei for 1 i  n
and 0 < si+1 − si < ei+1 − ei for 1  i < n. If n = 1 the latter condition is vacuous. Note that
if the integers 1  e1  · · ·  en are given then there exists integers s1, . . . , sn satisfying the
conditions above if and only if ei+1 − ei  2 for each 1  i  n. If that is the case one can
choose si = i − 1 for 1 i  n.
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(G(pj ), gj ) is a pointed group as in (c).
(e) (Z ⊕ G(p1) ⊕ · · · ⊕ G(pm), k ⊕ g1 ⊕ · · · ⊕ gm) where (G(pj ), gj ) are as in (d). More-
over we require that k > 0 is divisible by psn(1)+11 · · ·p
sn(m)+1
m where sn(j) is defined as in (c)
corresponding to the prime pj .
Theorem 1.5 (Automatic local triviality in the unital sense – the UCT case). Let D be a unital
Kirchberg algebra which satisfies the UCT and has finitely generated K-theory groups. (i) D has
the automatic triviality property in the unital sense if and only if D is isomorphic to either
O2 or O∞. (ii) D has the automatic local triviality property in the unital sense if and only
if K1(D) = 0 and (K0(D), [1D]) is isomorphic to one of the pointed groups from the list G.
(iii) If D is as in (ii), then a separable unital C(X)-algebra A over a finite dimensional compact
Hausdorff space X all of whose fibers are isomorphic to D is trivial if and only if there exists a
homomorphism of groups K0(D) → K0(A) which maps [1D] to [1A].
We use semiprojectivity (in various flavors) to approximate and represent continuous C(X)-
algebras as inductive limits of fibered products of n locally trivial C(X)-subalgebras where n
dim(X) < ∞. This clarifies the local structure of many C(X)-algebras (see Theorem 5.2) and
gives a new understanding of the K-theory of separable continuous C(X)-algebras with arbitrary
nuclear fibers.
A remarkable isomorphism result for separable nuclear strongly purely infinite stable C*-
algebras was announced (with an outline of the proof) by Kirchberg in [20]: two such C*-algebras
A and B with the same primitive spectrum X are isomorphic if and only if they are KKC(X)-
equivalent. This is always the case after tensoring with O2. However the problem of recognizing
when A and B are KKC(X)-equivalent is open even for very simple spaces X such as the unit
interval or non-Hausdorff spaces with more than two points.
The proof of Theorem 4.6 (one of our main results) generalizes and refines a technique that
was pioneered for fields over zero dimensional spaces in joint work with Pasnicu [11] and for
fields over an interval in joint work with G. Elliott [10]. We shall rely heavily on the classi-
fication theorem (and related results) of Kirchberg [19] and Phillips [28], and on the work on
nonsimple nuclear purely infinite C*-algebras of Blanchard and Kirchberg [5,4] and Kirchberg
and Rørdam [21,22].
The author is grateful to E. Blanchard, L.G. Brown and N.C. Phillips for useful discussions
and comments.
2. C(X)-algebras
Let X be a locally compact Hausdorff space. A C(X)-algebra is a C*-algebra A endowed
with a ∗-homomorphism θ from C0(X) to the center ZM(A) of the multiplier algebra M(A) of
A such that C0(X)A is dense in A; see [18,3]. We write f a rather than θ(f )a for f ∈ C0(X) and
a ∈ A. If Y ⊆ X is a closed set, we let C0(X,Y ) denote the ideal of C0(X) consisting of functions
vanishing on Y . Then C0(X,Y )A is a closed two-sided ideal of A (by Cohen factorization). The
quotient of A by this ideal is a C(X)-algebra denoted by A(Y) and is called the restriction of
A = A(X) to Y . The quotient map is denoted by πY : A(X) → A(Y). If Z is a closed subset of
Y we have a natural restriction map πYZ : A(Y) → A(Z) and πZ = πYZ ◦ πY . If Y reduces to a
point x, we write A(x) for A({x}) and πx for π{x}. The C*-algebra A(x) is called the fiber of
A at x. The image πx(a) ∈ A(x) of a ∈ A is denoted by a(x). A morphism of C(X)-algebras
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then θ is injective. If X is compact, then θ(1) = 1M(A). Let A be a C*-algebra, a ∈ A and
F ,G ⊆ A. Throughout the paper we will assume that X is a compact Hausdorff space unless
stated otherwise. If ε > 0, we write a ∈ε F if there is b ∈ F such that ‖a − b‖ < ε. Similarly, we
write F ⊂ε G if a ∈ε G for every a ∈ F . The following lemma collects some basic properties of
C(X)-algebras.
Lemma 2.1. Let A be a C(X)-algebra and let B ⊂ A be a C(X)-subalgebra. Let a ∈ A and let
Y be a closed subset of X.
(i) The map x → ‖a(x)‖ is upper semicontinuous.
(ii) ‖πY (a)‖ = max{‖πx(a)‖: x ∈ Y }.
(iii) If a(x) ∈ πx(B) for all x ∈ X, then a ∈ B .
(iv) If δ > 0 and a(x) ∈δ πx(B) for all x ∈ X, then a ∈δ B .
(v) The restriction of πx : A → A(x) to B induces an isomorphism B(x) ∼= πx(B) for all x ∈ X.
Proof. (i), (ii) are proved in [3] and (iii) follows from (iv). (iv): By assumption, for each x ∈ X,
there is bx ∈ B such that ‖πx(a − bx)‖ < δ. Using (i) and (ii), we find a closed neighborhood Ux
of x such that ‖πUx (a−bx)‖ < δ. Since X is compact, there is a finite subcover (Uxi ). Let (αi) be
a partition of unity subordinated to this cover. Setting b =∑i αibxi ∈ B , one checks immediately
that ‖πx(a − b)‖∑i αi(x)‖πx(a − bxi )‖ < δ, for all x ∈ X. Thus ‖a − b‖ < δ by (ii). (v): If
ι : B ↪→ A is the inclusion map, then πx(B) coincides with the image of ιx : B/C(X,x)B →
A/C(X,x)A. Thus it suffices to check that ιx is injective. If ιx(b + C(X,x)B) = πx(b) = 0 for
some b ∈ B , then b = f a for some f ∈ C(X,x) and some a ∈ A. If (fλ) is an approximate unit
of C(X,x), then b = limλ fλf a = limλ fλb and hence b ∈ C(X,x)B . 
A C(X)-algebra such that the map x → ‖a(x)‖ is continuous for all a ∈ A is called a con-
tinuous C(X)-algebra or a C*-bundle [3,23,4]. A C*-algebra A is a continuous C(X)-algebra if
and only if A is the C*-algebra of continuous sections of a continuous field of C*-algebras over
X in the sense of [12, Def. 10.3.1] (see [3,4,27]).
Lemma 2.2. Let A be a separable continuous C(X)-algebra over a locally compact Hausdorff
space X. If all the fibers of A are nonzero, then X has a countable basis of open sets. Thus the
compact subspaces of X are metrizable.
Proof. Since A is separable, its primitive spectrum Prim(A) has a countable basis of open sets
by [12, 3.3.4]. The continuous map η : Prim(A) → X (induced by θ : C0(X) → ZM(A) ∼=
Cb(Prim(A))) is open since the C(X)-algebra A is continuous and surjective since A(x) = 0
for all x ∈ X (see [4, p. 388] and [27, Prop. 2.1, Thm. 2.3]). 
Lemma 2.3. Let X be a compact metrizable space. A C(X)-algebra A all of whose fibers are
nonzero and simple is continuous if and only if there is e ∈ A such that ‖e(x)‖ 1 for all x ∈ X.
Proof. By Lemma 2.1(i) it suffices to prove that lim infn→∞ ‖a(xn)‖  ‖a(x0)‖ for any a ∈ A
and any sequence (xn) converging to x0 in X. Set D = A(x0) and let e be as in the state-
ment. Let ψ : D → A be a set-theoretical lifting of idD such that ‖ψ(d)‖ = ‖d‖ for all d ∈ D.
Then limn→∞ ‖πxnψ(a(x0)) − a(xn)‖ = 0 for all a ∈ A, by Lemma 2.1(i). By applying this
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algebra, if ϕn :D → Bn is a sequence of contractive maps such that limn→∞ ‖ϕn(λc + d) −
λϕn(c)−ϕn(d)‖ = 0, limn→∞ ‖ϕn(cd)−ϕn(c)ϕn(d)‖ = 0, limn→∞ ‖ϕn(c∗)−ϕn(c)∗‖ = 0, for
all c, d ∈ D, λ ∈ C, and lim infn→∞ ‖ϕn(c)‖ > 0 for some c ∈ D, then limn→∞ ‖ϕn(c)‖ = ‖c‖
for all c ∈ D. In particular this observation applies to ϕn = πxnψ by Lemma 2.1(i). Therefore
lim inf
n→∞
∥∥a(xn)∥∥ lim inf
n→∞
(∥∥πxnψ(a(x0))∥∥− ∥∥πxnψ(a(x0))− a(xn)∥∥)= ∥∥a(x0)∥∥.
Conversely, if A is continuous, take e to be a large multiple of some full element of A. 
Let η : B → A and ψ : E → A be ∗-homomorphisms. The pullback of these maps is
B ⊕η,ψ E =
{
(b, e) ∈ B ⊕E: η(b) = ψ(e)}.
We are going to use pullbacks in the context of C(X)-algebras. Let X be a compact space and
let Y,Z be closed subsets of X such that X = Y ∪ Z. The following result is proved in [12,
Prop. 10.1.13] for continuous C(X)-algebras.
Lemma 2.4. If A is a C(X)-algebra, then A is isomorphic to A(Y) ⊕π,π A(Z), the pullback of
the restriction maps πYY∩Z : A(Y) → A(Y ∩Z) and πZY∩Z : A(Z) → A(Y ∩Z).
Proof. By the universal property of pullbacks, the maps πY and πZ induce a map η : A →
A(Y) ⊕π,π A(Z), η(a) = (πY (a),πZ(a)), which is injective by Lemma 2.1(ii). Thus it suffices
to show that the range of η is dense. Let b, c ∈ A be such that πY∩Z(b − c) = 0 and let ε > 0.
We shall find a ∈ A such that ‖η(a) − (πY (b),πZ(c))‖ < ε. By Lemma 2.1(i), there is an open
neighborhood V of Y ∩ Z such that ‖πx(b − c)‖ < ε for all x ∈ V . Let {λ,μ} be a partition of
unity on X subordinated to the open cover {Y ∪ V,Z ∪ V }. Then a = λb + μc is an element of
A which has the desired property. 
Let B ⊂ A(Y) and E ⊂ A(Z) be C(X)-subalgebras such that πZY∩Z(E) ⊆ πYY∩Z(B). As an
immediate consequence of Lemma 2.4 we see that the pullback B ⊕πZY∩Z,πYY∩Z E is isomorphic
to the C(X)-subalgebra B ⊕Y∩Z E of A defined as
B ⊕Y∩Z E =
{
a ∈ A: πY (a) ∈ B, πZ(a) ∈ E
}
.
Lemma 2.5. The fibers of B ⊕Y∩Z E are given by
πx(B ⊕Y∩Z E) =
{
πx(B), if x ∈ X \Z,
πx(E), if x ∈ Z,
and there is an exact sequence of C*-algebras
0
{
b ∈ B: πY∩Z(b) = 0
}
B ⊕Y∩Z E
πZ
E 0. (1)
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b ∈ B , let us choose f ∈ C(X) vanishing on Z and such that f (x) = 1. Then a = (f b,0)
is an element of A by Lemma 2.4. Moreover a ∈ B ⊕Y∩Z E and πx(a) = πx(b). We have
πZ(B ⊕Y∩Z E) ⊂ E, by definition. Conversely, given e ∈ E, let us observe that πZY∩Z(e) ∈
πYY∩Z(B) (by assumption) and hence πZY∩Z(e) = πYY∩Z(b) for some b ∈ B . Then a = (b, e) is
an element of A by Lemma 2.4 and πZ(a) = e. This completes the proof for the first part of
the lemma and also it shows that the map πZ from the sequence (1) is surjective. Its kernel is
identified using Lemma 2.1(iii). 
Let X, Y , Z and A be as above. Let η : B ↪→ A(Y) be a C(Y )-linear ∗-monomorphism and
let ψ : E ↪→ A(Z) be a C(Z)-linear ∗-monomorphism. Assume that
πZY∩Z
(
ψ(E)
)⊆ πYY∩Z(η(B)). (2)
This gives a map γ = η−1Y∩ZψY∩Z : E(Y ∩Z) → B(Y ∩Z). To simplify notation we let π stand
for both πYY∩Z and πZY∩Z in the following lemma.
Lemma 2.6.
(a) There are isomorphisms of C(X)-algebras
B ⊕π,γπ E ∼= B ⊕πη,πψ E ∼= η(B)⊕Y∩Z ψ(E),
where the second isomorphism is given by the map χ : B⊕πη,πψ E → A induced by the pair
(η,ψ). Its components χx can be identified with ψx for x ∈ Z and with ηx for x ∈ X \Z.
(b) Condition (2) is equivalent to ψ(E) ⊂ πZ(A⊕Y η(B)).
(c) If F is a finite subset of A such that πY (F) ⊂ε η(B) and πZ(F) ⊂ε ψ(E), then F ⊂ε
η(B)⊕Y∩Z ψ(E) = χ(B ⊕πη,πψ E).
Proof. This is an immediate corollary of Lemmas 2.1, 2.4, 2.5. For illustration, let us verify (c).
By assumption πx(F) ⊂ε ηx(B) for all x ∈ X \Z and πz(F) ⊂ε ψz(E) for all z ∈ Z. We deduce
from Lemma 2.5 that πx(F) ⊂ε πx(η(B)⊕Y∩Zψ(E)) for all x ∈ X. Therefore F ⊂ε η(B)⊕Y∩Z
ψ(E) by Lemma 2.1(iv). 
Definition 2.7. Let C be a class of C*-algebras. A C(Z)-algebra E is called C-elementary if
there is a finite partition of Z into closed subsets Z1, . . . ,Zr (r  1) and there exist C*-algebras
D1, . . . ,Dr in C such that E ∼=⊕ri=1 C(Zi)⊗Di . The notion of category of a C(X)-algebra with
respect to a class C is defined inductively: if A is C-elementary then catC(A) = 0; catC(A) n if
there are closed subsets Y and Z of X with X = Y ∪Z and there exist a C(Y )-algebra B such that
catC(B) n−1, a C-elementary C(Z)-algebra E and a ∗-monomorphism of C(Y ∩Z)-algebras
γ : E(Y ∩Z) → B(Y ∩Z) such that A is isomorphic to
B ⊕π,γπ E =
{
(b, d) ∈ B ⊕E: πYY∩Z(b) = γπZY∩Z(d)
}
.
By definition catC(A) = n if n is the smallest number with the property that catC(A) n. If no
such n exists, then catC(A) = ∞.
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monomorphism (ψ0, . . . ,ψn) into A consists of (n + 1) ∗-monomorphisms of C(X)-algebras
ψi : Ei → A(Yi), where Y0, . . . , Yn is a closed cover of X, each Ei is a C-elementary C(Yi)-
algebra and
π
Yi
Yi∩Yj ψi(Ei) ⊆ π
Yj
Yi∩Yj ψj (Ej ), for all i  j. (3)
Given an n-fibered morphism into A we have an associated continuous C(X)-algebra defined as
the fibered product (or pullback) of the ∗-monomorphisms ψi :
A(ψ0, . . . ,ψn) =
{
(d0, . . . , dn): di ∈ Ei, πYiYi∩Yj ψi(di) = π
Yj
Yi∩Yj ψj (dj ) for all i, j
} (4)
and an induced C(X)-monomorphism (defined by using Lemma 2.4)
η = η(ψ0,...,ψn) : A(ψ0, . . . ,ψn) → A ⊂
n⊕
i=0
A(Yi),
η(d0, . . . , dn) =
(
ψ0(d0), . . . ,ψn(dn)
)
.
There are natural coordinate maps pi : A(ψ0, . . . ,ψn) → Ei , pi(d0, . . . , dn) = di . Let us set
Xk = Yk ∪ · · · ∪ Yn. Then (ψk, . . . ,ψn) is an (n− k)-fibered C-monomorphism into A(Xk). Let
ηk : A(Xk)(ψk, . . . ,ψn) → A(Xk) be the induced map and set Bk = A(Xk)(ψk, . . . ,ψn). Let us
note that B0 = A(ψ0, . . . ,ψn) and that there are natural C(Xk−1)-isomorphisms
Bk−1 ∼= Bk ⊕πηk,πψk−1 Ek−1 ∼= Bk ⊕π,γkπ Ek−1, (5)
where π stands for πXk∩Yk−1 and γk : Ek−1(Xk ∩ Yk−1) → Bk(Xk ∩ Yk−1) is defined by
(γk)x = (ηk)−1x (ψk−1)x , for all x ∈ Xk ∩ Yk−1. In particular, this decomposition shows that
catC(A(ψ0, . . . ,ψn)) n.
Lemma 2.9. Suppose that the class C from Definition 2.7 consists of stable Kirchberg algebras.
If A is a C(X)-algebra over a compact metrizable space X such that catC(A) < ∞, then A
contains a full properly infinite projection and A ∼= A⊗ O∞ ⊗ K.
Proof. We prove this by induction on n = catC(A). The case n = 0 is immediate since D ∼=
D ⊗ O∞ for any Kirchberg algebra D [19]. Let A = B ⊕π,γπ E where B , E and γ are as in
Definition 2.7 with catC(B) = n − 1 and catC(E) = 0. Let us consider the exact sequence 0 →
J → A → E → 0, where J = {b ∈ B: πY∩Z(b) = 0}. Since J is an ideal of B ∼= B ⊗ O∞ ⊗ K,
J absorbs O∞⊗K by [22, Prop. 8.5]. Since both E and J are stable and purely infinite, it follows
that A is stable by [30, Prop. 6.12] and purely infinite by [22, Prop. 3.5]. Since A has Hausdorff
primitive spectrum, A is strongly purely infinite by [5, Thm. 5.8]. It follows that A ∼= A ⊗ O∞
by [22, Thm. 9.1]. Finally A contains a full properly infinite projection since there is a full
embedding of O2 into A by [5, Prop. 5.6]. 
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In this section we study the notion of KK-semiprojectivity. The main result is Theorem 3.12.
Let A and B be C*-algebras. Two ∗-homomorphisms ϕ,ψ : A → B are approximately unitarily
equivalent, written ϕ ≈u ψ , if there is a sequence of unitaries (un) in the C*-algebra B+ = B +
C1 obtained by adjoining a unit to B , such that limn→∞ ‖unϕ(a)u∗n − ψ(a)‖ = 0 for all a ∈ A.
We say that ϕ and ψ are asymptotically unitarily equivalent, written ϕ ≈uh ψ, if there is a norm
continuous unitary valued map t → ut ∈ B+, t ∈ [0,1), such that limt→1 ‖utϕ(a)u∗t −ψ(a)‖ = 0
for all a ∈ A. a ∗-homomorphism ϕ : D → A is full if ϕ(d) is not contained in any proper two-
sided closed ideal of A if d ∈ D is nonzero.
We shall use several times Kirchberg’s Theorem [29, Thm. 8.3.3] and the following theorem
of Phillips [28].
Theorem 3.1. Let A and B be separable C*-algebras such that A is simple and nuclear, B ∼=
B ⊗ O∞, and there exist full projections p ∈ A and q ∈ B . For any σ ∈ KK(A,B) there is a full
∗-homomorphism ϕ : A → B such that KK(ϕ) = σ . If K0(σ )[p] = [q] then we may arrange that
ϕ(p) = q . If ψ : A → B is another ∗-homomorphism such that KK(ψ) = KK(ϕ) and ψ(p) = q ,
then ϕ ≈uh ψ via a path of unitaries t → ut ∈ U(qBq).
Theorem 3.1 does not appear in this form in [28] but it is an immediate consequence of [28,
Thm. 4.1.1]. Since pAp⊗K ∼= A⊗K and qBq ⊗K ∼= B ⊗K by [6], and qBq ⊗O∞ ∼= qBq by
[22, Prop. 8.5], it suffices to discuss the case when p and q are the units of A and B . If σ is given,
[28, Thm. 4.1.1] yields a full ∗-homomorphism ϕ : A → B ⊗ K such that KK(ϕ) = σ . Let e ∈ K
be a rank-one projection and suppose that [ϕ(1A)] = [1B ⊗ e] in K0(B). Since both ϕ(1A) and
1B ⊗ e are full projections and B ∼= B ⊗ O∞, it follows by [28, Lemma 2.1.8] that uϕ(1A)u∗ =
1B ⊗ e for some unitary in (B ⊗ K)+. Replacing ϕ by uϕu∗ we can arrange that KK(ϕ) = σ
and ϕ is unital. For the second part of the theorem let us note that any unital ∗-homomorphism
ϕ : A → B is full and if two unital ∗-homomorphisms ϕ,ψ : A → B are asymptotically unitarily
equivalent when regarded as maps into B ⊗ K, then ϕ ≈uh ψ when regarded as maps into B , by
an argument from the proof of [28, Thm. 4.1.4].
A separable nonzero C*-algebra D is semiprojective [1] if for any separable C*-algebra A
and any increasing sequence of two-sided closed ideals (Jn) of A with J =⋃n Jn, the natural
map lim−→ Hom(D,A/Jn) → Hom(D,A/J ) (induced by πn : A/Jn → A/J ) is surjective. If we
weaken this condition and require only that the above map has dense range, where Hom(D,A/J )
is given the point-norm topology, then D is called weakly semiprojective [14]. These defini-
tions do not change if we drop the separability of A. We shall use (weak) semiprojectivity in
the following context. Let A be a C(X)-algebra (with X metrizable), let x ∈ X and set Un =
{y ∈ X: d(y, x)  1/n}. Then Jn = C(X,Un)A is an increasing sequence of ideals of A such
that J = C(X,x)A, A/Jn ∼= A(Un) and A/J ∼= A(x).
Examples 3.2 (Weakly semiprojective C*-algebras). Any finite dimensional C*-algebra is
semiprojective. A Kirchberg algebra D satisfying the UCT and having finitely generated K-
theory groups is weakly semiprojective by work of Neubüser [26], H. Lin [24] and Spielberg
[32]. This also follows from Theorem 3.12 and Proposition 3.14 below. If in addition K1(D) is
torsion free, then D is semiprojective as proved by Spielberg [33] who extended the foundational
work of Blackadar [1] and Szyman´ski [34].
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Proposition 3.3. Let D be a separable semiprojective C*-algebra. For any finite set F ⊂ D
and any ε > 0, there exist a finite set G ⊂ D and δ > 0 with the following property. Let
π : A → B be a surjective ∗-homomorphism, and let ϕ : D → B and γ : D → A be ∗-
homomorphisms such that ‖πγ (d)− ϕ(d)‖ < δ for all d ∈ G. Then there is a ∗-homomorphism
ψ : D → A such that πψ = ϕ and ‖γ (c)−ψ(c)‖ < ε for all c ∈ F .
Proposition 3.4. Let D be a separable semiprojective C*-algebra. For any finite set F ⊂ D and
any ε > 0, there exist a finite set G ⊂ D and δ > 0 with the following property. For any two ∗-
homomorphisms ϕ,ψ : D → B such that ‖ϕ(d)−ψ(d)‖ < δ for all d ∈ G, there is a homotopy
Φ ∈ Hom(D,C[0,1] ⊗ B) such that Φ0 = ϕ to Φ1 = ψ and ‖ϕ(c) − Φt(c)‖ < ε for all c ∈ F
and t ∈ [0,1].
Definition 3.5. A separable C*-algebra D is KK-stable if there is a finite set G ⊂ D and there
is δ > 0 with the property that for any two ∗-homomorphisms ϕ,ψ : D → A such that ‖ϕ(a) −
ψ(a)‖ < δ for all a ∈ G, one has KK(ϕ) = KK(ψ).
Corollary 3.6. Any semiprojective C*-algebra is weakly semiprojective and KK-stable.
Proof. This follows from Proposition 3.4. 
Proposition 3.7. Let D be a separable weakly semiprojective C*-algebra. For any finite set
F ⊂ D and any ε > 0 there exist a finite set G ⊂ D and δ > 0 such that for any C*-algebras
B ⊂ A and any ∗-homomorphism ϕ : D → A with ϕ(G) ⊂δ B , there is a ∗-homomorphism
ψ : D → B such that ‖ϕ(c) − ψ(c)‖ < ε for all c ∈ F . If in addition D is KK-stable, then we
can choose G and δ such that we also have KK(ψ) = KK(ϕ).
Proof. This follows from [14, Thms. 3.1, 4.6]. Since the result is essential to us we include a
short proof. Fix F and ε. Let (Gn) be an increasing sequence of finite subsets of D whose union
is dense in D. If the statement is not true, then there are sequences of C*-algebras Cn ⊂ An and
∗-homomorphisms ϕn : D → An satisfying ϕn(Gn) ⊂1/n Cn and with the property that for any
n 1 there is no ∗-homomorphism ψn : D → Cn such that ‖ϕn(c) − ψn(c)‖ < ε for all c ∈ F .
Set Bi =∏ni An and Ei =∏ni Cn ⊂ Bi . If νi : Bi → Bi+1 is the natural projection, then
νi(Ei) = Ei+1. Let us observe that if we define Φi : D → Bi by Φi(d) = (ϕi(d),ϕi+1(d), . . .),
then the image of Φ = lim−→Φi : D → lim−→(Bi, νi) is contained in lim−→(Ei, νi). Since D is
weakly semiprojective, there is i and a ∗-homomorphism Ψi : D → Ei , of the form Ψi(d) =
(ψi(d),ψi+1(d), . . .) such that ‖Φi(c)−Ψi(c)‖ < ε for all c ∈ F . Therefore ‖ϕi(c)−ψi(c)‖ < ε
for all c ∈ F which gives a contradiction. 
It is useful to combine Propositions 3.7 and 3.3 in a single statement.
Proposition 3.8. Let D be a separable semiprojective C*-algebra. For any finite set F ⊂ D
and any ε > 0, there exist a finite set G ⊂ D and δ > 0 with the following property. Let
π :A → B be a surjective ∗-homomorphism which maps a C*-subalgebra A′ of A onto a C*-
subalgebra B ′ of B . Let ϕ : D → B ′ and γ : D → A be ∗-homomorphisms such that γ (G) ⊂δ A′
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πψ = ϕ and ‖γ (c)−ψ(c)‖ < ε for all c ∈ F .
Proof. Let GL and δL be given by Proposition 3.3 applied to the input data F and ε/2. We may
assume that F ⊂ GL and ε > δL. Next, let GP and δP be given by Proposition 3.7 applied to
the input data GL and δL/2. We show now that G := GL ∪ GP and δ := min{δP , δL/2} have the
desired properties. We have γ (GP ) ⊂δP A′ since GP ⊂ G and δ  δP . By Proposition 3.7 there
is a ∗-homomorphism γ ′ : D → A′ such that ‖γ ′(d)− γ (d)‖ < δL/2 for all d ∈ GL. Then, since
GL ⊂ G and δ  δL/2,∥∥πγ ′(d)− ϕ(d)∥∥ ∥∥πγ ′(d)− πγ (d)∥∥+ ∥∥πγ (d)− ϕ(d)∥∥< δL/2 + δ  δL
for all d ∈ GL. Therefore we can invoke Proposition 3.3 to perturb γ ′ to a ∗-homomorphism
ψ : D → A′ such that πψ = ϕ and ‖γ ′(d)−ψ(d)‖ < ε/2 for all d ∈ F . Finally we observe that
for d ∈ F ⊂ GL∥∥γ (d)−ψ(d)∥∥ ∥∥γ (d)− γ ′(d)∥∥+ ∥∥γ ′(d)−ψ(d)∥∥< δL/2 + ε/2 < ε. 
Definition 3.9. (a) A separable C*-algebra D is KK-semiprojective if for any separable C*-
algebra A and any increasing sequence of two-sided closed ideals (Jn) of A with J =⋃n Jn, the
natural map lim−→ KK(D,A/Jn) → KK(D,A/J ) is surjective.(b) We say that the functor KK(D,−) is continuous if for any inductive system B1 → B2 →
·· · of separable C*-algebras, the induced map lim−→ KK(D,Bn) → KK(D, lim−→Bn) is bijective.
Proposition 3.10. Any separable KK-semiprojective C*-algebra is KK-stable.
Proof. We shall prove the statement by contradiction. Let D be separable KK-semiprojective
C*-algebra. Let (Gn) be an increasing sequence of finite subsets of D whose union is dense in D.
If the statement is not true, then there are sequences of ∗-homomorphisms ϕn,ψn : D → An
such that ‖ϕn(d) − ψn(d)‖ < 1/n for all d ∈ Gn and yet KK(ϕn) = KK(ψn) for all n  1. Set
Bi =∏ni An and let νi : Bi → Bi+1 be the natural projection. Let us define Φi,Ψi : D → Bi
by Φi(d) = (ϕi(d),ϕi+1(d), . . .) and Ψi(d) = (ψi(d),ψi+1(d), . . .), for all d in D. Let B ′i be the
separable C*-subalgebra of Bi generated by the images of Φi and Ψi . Then νi(B ′i ) = B ′i+1 and
one verifies immediately that lim−→Φi = lim−→Ψi : D → lim−→(B ′i , νi). Since D is KK-semiprojective,
we must have KK(Φi) = KK(Ψi) for some i and hence KK(ϕn) = KK(ψn) for all n  i. This
gives a contradiction. 
Proposition 3.11. A unital Kirchberg algebra D is KK-stable if and only if D ⊗ K is KK-stable.
D is weakly semiprojective if and only if D ⊗ K is weakly semiprojective.
Proof. Since KK(D,A) ∼= KK(D,A⊗K) ∼= KK(D⊗K,A⊗K) the first part of the proposition
is immediate. Suppose now that D ⊗ K is weakly semiprojective. Then D is weakly semiprojec-
tive as shown in the proof of [32, Thm. 2.2]. Conversely, assume that D is weakly semiprojective.
It suffices to find α ∈ Hom(D ⊗ K,D) and a sequence (βn) in Hom(D,D ⊗ K) such that βnα
converges to idD⊗K in the point-norm topology. Let si be the canonical generators of O∞. If
(eij ) is a system of matrix units for K, then λ(eij ) = sis∗ defines a ∗-homomorphism K → O∞j
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D ⊗ O∞ ∼= D (given by [29, Thm. 7.6.6]) we obtain a ∗-monomorphism α : D ⊗ K → D
which induces a KK-equivalence. Let β : D → D ⊗ K be defined by β(d) = d ⊗ e11. Then
βα ∈ End(D ⊗ K) induces a KK-equivalence and hence after replacing β by θβ for some au-
tomorphism θ of D ⊗ K, we may arrange that KK(βα) = KK(idD). By Theorem 3.1, βα ≈u
idD⊗K, so that there is a sequence of unitaries un ∈ (D ⊗ K)+ such that unβα(−)u∗n converges
to idD⊗K. 
Theorem 3.12. For a separable C*-algebra D consider the following properties:
(i) D is KK-semiprojective.
(ii) The functor KK(D,−) is continuous.
(iii) D is weakly semiprojective and KK-stable.
Then (i) ⇔ (ii). Moreover, (iii) ⇒ (i) if D is nuclear and (i) ⇒ (iii) if D is a Kirchberg
algebra. Thus (i) ⇔ (ii) ⇔ (iii) for any Kirchberg algebra D.
Proof. The implication (ii) ⇒ (i) is obvious. (i) ⇒ (ii): Let (Bn, γn,m) be an inductive system
with inductive limit B and let γn : Bn → B be the canonical maps. We have an induced map
β : lim−→ KK(D,Bn) → KK(D,B). First we show that β is surjective. The mapping telescope
construction of L.G. Brown (as described in the proof of [1, Thm. 3.1]) produces an inductive
system of C*-algebras (Tn, ηn,m) with inductive limit B such that each ηn,n+1 is surjective,
and each canonical map ηn : Tn → B is homotopic to γnαn for some ∗-homomorphism αn :
Tn → Bn. In particular KK(ηn) = KK(γn)KK(αn). Let x ∈ KK(D,B). By (i) there are n and
y ∈ KK(D,Tn) such that KK(ηn)y = x and hence KK(γn)KK(αn)y = x. Thus z = KK(αn)y ∈
KK(D,Bn) is a lifting of x. Let us show now that the map β is injective. Let x be an element
in the kernel of the map KK(D,Bn) → KK(D,B). Consider the commutative diagram whose
exact rows are portions of the Puppe sequence in K-theory [2, Thm. 19.4.3] and with vertical
maps induced by γm : Bm → B , m n.
KK(D,Cγn) KK(D,Bn) KK(D,B)
KK(D,Cγn,m) KK(D,Bn) KK(D,Bm)
By exactness, x is the image of some element y ∈ KK(D,Cγn). Since Cγn = lim−→Cγn,m , the map
lim−→ KK(D,Cγn,m) → KK(D,Cγn) is surjective by the first part of the proof. Therefore there
is m  n such that y lifts to some z ∈ KK(D,Cγn,m). The image of z in KK(D,Bm) equals
KK(γn,m)x and vanishes by exactness of the bottom row.
(iii) ⇒ (i): Let A, (Jn) and J be as in Definition 3.9. Using the five-lemma and the split
exact sequence 0 → KK(D,A) → KK(D,A+) → KK(D,C) → 0, we reduce the proof to the
case when A is unital. Let x ∈ KK(D,A/J ). Since the map KK(D+,A/J ) → KK(D,A/J )
is surjective, x lifts to some element x+ ∈ KK(D+,A/J ). By [29, Thm. 8.3.3], since D+ is
nuclear, there is a ∗-homomorphism Φ : D+ → A/J ⊗ O∞ ⊗ K such that KK(Φ) = x+ and
hence if set ϕ = Φ|D , then KK(ϕ) = x. Since D is weakly semiprojective, there are n and a ∗-
homomorphism ψ : D → A/Jn ⊗ O∞ ⊗ K such that ‖πnψ(d)− ϕ(d)‖ < δ for all d ∈ G, where
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is a lifting of x to KK(D,A/Jn).
(i) ⇒ (iii): D is KK-stable by Proposition 3.10. It remains to show that D is weakly semipro-
jective. Since any nonunital Kirchberg algebra is isomorphic to the stabilization of a unital one
(see [29, Prop. 4.1.3]) and since by Proposition 3.11 D is KK-semiprojective if and only if
D⊗K is KK-semiprojective, we may assume that D is unital. Let A, (Jn), πm,n : A/Jm → A/Jn
(m n) and πn : A/Jn → A/J be as in the definition of weak semiprojectivity. By [1, Cor. 2.15],
we may assume that A and the ∗-homomorphism ϕ : D → A (for which we want to con-
struct an approximative lifting) are unital. In particular ϕ is injective since D is simple. Set
B = ϕ(D) ⊂ A/J and Bn = π−1n (B) ⊂ A/Jn. The corresponding maps πm,n : Bm → Bn
(m n) and πn : Bn → B are surjective and they induce an isomorphism lim−→(Bn,πn,n+1) ∼= B .
Given ε > 0 and F ⊂ D (a finite set) we are going to produce an approximate lifting
ϕn : D → Bn for ϕ. Since 1B is a properly infinite projection, it follows by [1, Props. 2.18
and 2.23] that the unit 1n of Bn is a properly infinite projection, for all sufficiently large n. Since
D is KK-semiprojective, there exist m and an element h ∈ KK(D,Bm) which lifts KK(ϕ) such
that K0(h)[1D] = [1m]. By [29, Thm. 8.3.3], there is a full ∗-homomorphism η : D → Bm ⊗ K
such that KK(η) = h. By [29, Prop. 4.1.4], since both η(1D) and 1m are full and properly in-
finite projections in Bm ⊗ K, there is a partial isometry w ∈ Bm ⊗ K such that w∗w = η(1D)
and ww∗ = 1m. Replacing η by wη(−)w∗, we may assume that η : D → Bm is unital. Then
KK(πmη) = KK(πm)h = KK(ϕ). By Theorem 3.1, πmη ≈uh ϕ. Thus there is a unitary u ∈ B
such that ‖uπmη(d)u∗ − ϕ(d)‖ < ε for all d ∈ F . Since C(T) is semiprojective, there is nm
such that u lifts to a unitary un ∈ Bn. Then ϕn := unπm,nη(−)u∗n is a ∗-homomorphism from D
to Bn such that ‖πnϕn(d)− ϕ(d)‖ < ε for all d ∈ F . 
Corollary 3.13. Any separable nuclear semiprojective C*-algebra is KK-semiprojective.
Proof. This is very similar to the proof of the implication (iii) ⇒ (i) of Theorem 3.12. Alterna-
tively, the statement follows from Corollary 3.6 and Theorem 3.12. 
Blackadar has shown that a semiprojective Kirchberg algebra satisfying the UCT has finitely
generated K-theory groups [29, Prop. 8.4.15]. A similar argument gives the following:
Proposition 3.14. Let D be a separable C*-algebra satisfying the UCT. Then D is KK-
semiprojective if and only K∗(D) is finitely generated.
Proof. If K∗(D) is finitely generated, then D is KK-semiprojective by [31]. Conversely, as-
sume that D is KK-semiprojective. Since D satisfies the UCT, we infer that if G = Ki(D)
(i = 0,1), then G is semiprojective in the category of countable abelian groups, in the sense that
if H1 → H2 → ·· · is an inductive system of countable abelian groups with inductive limit H ,
then the natural map lim−→ Hom(G,Hn) → Hom(G,H) is surjective. This implies that G is finitely
generated. Indeed, taking H = G, we see that idG lifts to Hom(G,Hn) for some finitely gener-
ated subgroup Hn of G and hence G is a quotient of Hn. 
4. Approximation of C(X)-algebras
In this section we use weak semiprojectivity to approximate a continuous C(X)-algebra A by
C(X)-subalgebras given by pullbacks of n-fibered monomorphisms into A.
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∗-homomorphisms. Suppose that H ⊂ D contains a nonzero element from each simple direct
summand of D. If ‖ψ(d) − ϕ(d)‖ ‖d‖/2 for all d ∈ H, then ϕ is injective if and only if ψ is
injective.
Proof. Let us note that ϕ is injective if and only if ‖ϕ(d)‖ = ‖d‖ for all d ∈ H. Therefore if
ϕ is injective, then ‖ψ(d)‖ ‖ϕ(d)‖ − ‖ψ(d) − ϕ(d)‖ ‖d‖/2 for all d ∈ H and hence ψ is
injective. 
A sequence (An) of subalgebras of A is called exhaustive if for any finite subset F of A and
any ε > 0 there is n such that F ⊂ε An.
Lemma 4.2. Let C be a class consisting of finite direct sums of separable simple weakly semipro-
jective C*-algebras. Let X be a compact metrizable space and let A be a C(X)-algebra. Let
F ⊂ A be a finite set, let ε > 0 and suppose that A(x) admits an exhaustive sequence of C*-
algebras isomorphic to C*-algebras in C for some x ∈ X. Then there exist a compact neighbor-
hood U of x and a ∗-homomorphism ϕ : D → A(U) for some D ∈ C such that πU(F) ⊂ε ϕ(D).
If A is a continuous C(X)-algebra, then we may arrange that ϕz is injective for all z ∈ U .
Proof. Let F = {a1, . . . , ar} and ε be given. By hypothesis there exist D ∈ C, {c1, . . . , cr} ⊂ D
and a ∗-monomorphism ι : D → A(x) such that ‖πx(ai)− ι(ci)‖ < ε/2, for all i = 1, . . . , r . Set
Un = {y ∈ X: d(x, y)  1/n}. Choose a full element dj in each direct summand of D. Since
D is weakly semiprojective, there is a ∗-homomorphism ϕ : D → A(Un) (for some n) such
that ‖πxϕ(ci) − ι(ci)‖ < ε/2 for all i = 1, . . . , r , and ‖πxϕ(dj ) − ι(dj )‖  ‖dj‖/2 for all dj .
Therefore∥∥πxϕ(ci)− πx(ai)∥∥ ∥∥πxϕ(ci)− ι(ci)∥∥+ ∥∥πx(ai)− ι(ci)∥∥< ε/2 + ε/2 = ε
and ϕx is injective by Lemma 4.1. By Lemma 2.1(i), after increasing n and setting U = Un and
ϕ = πUϕ, we have ∥∥ϕ(ci)− πU(ai)∥∥= ∥∥πU (ϕ(ci)− ai)∥∥< ε,
for all i = 1, . . . , r . This shows that πU(F) ⊂ε ϕ(D). If A is continuous, then after shrinking U
we may arrange that ‖ϕz(dj )‖ ‖ϕx(dj )‖/2 = ‖dj‖/2 for all dj and all z ∈ U . This implies that
ϕz in injective for all z ∈ U . 
Lemma 4.3. Let X be a compact metrizable space and let A be a separable continuous C(X)-
algebra the fibers of which are stable Kirchberg algebras. Let F ⊂ A be a finite set and let ε > 0.
Suppose that there exist a KK-semiprojective stable Kirchberg algebra D and σ ∈ KK(D,A)
such that σx ∈ KK(D,A(x))−1 for some x ∈ X. Then there exist a closed neighborhood U of x
and a full ∗-homomorphism ψ : D → A(U) such that KK(ψ) = σU and πU(F) ⊂ε ψ(D).
Proof. By [29, Thm. 8.4.1] there is an isomorphism ψ0 : D → A(x) such that KK(ψ0) = σx .
Let H ⊂ D be such that ψ0(H) = πx(F). Set Un = {y ∈ X: d(x, y) 1/n}. By Theorem 3.12
D is KK-stable and weakly semiprojective. By Proposition 3.7 there exists a ∗-homomorphism
ψn : D → A(Un) (for some n) such that ‖πxψn(d)−ψ0(d)‖ < ε for all d ∈ H and KK(πxψn) =
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that KK(πUmψn) = σUm . By increasing m we may arrange that πUm(F) ⊂ε πUmψn(D) since we
have seen that πx(F) = ψ0(H) ⊂ε πxψn(D). We can arrange that ψz is injective for all z ∈ U by
reasoning as in the proof of Lemma 4.2. We conclude by setting U = Um and ψ = πUmψn. 
The following lemma is useful for constructing fibered morphisms.
Lemma 4.4. Let (Dj )j∈J be a finite family consisting of finite direct sums of weakly semipro-
jective simple C*-algebras. Let ε > 0 and for each j ∈ J let Hj ⊂ Dj be a finite set such that
for each direct summand of Dj there is an element of Hj of norm  ε which is contained and
is full in that summand. Let Gj ⊂ Dj and δj > 0 be given by Proposition 3.7 applied to Dj , Hj
and ε/2. Let X be a compact metrizable space, let (Zj )j∈J be disjoint nonempty closed subsets
of X and let Y be a closed nonempty subset of X such that X = Y ∪ (⋃j Zj ). Let A be a continu-
ous C(X)-algebra and let F be a finite subset of A. Let η : B(Y ) → A(Y) be a ∗-monomorphism
of C(Y )-algebras and let ϕj : Dj → A(Zj ) be ∗-homomorphisms such that (ϕj )x is injective for
all x ∈ Zj and j ∈ J , and which satisfy the following conditions:
(i) πZj (F) ⊂ε/2 ϕj (Hj ), for all j ∈ J ,
(ii) πY (F) ⊂ε η(B),
(iii) πZjY∩Zj ϕj (Gj ) ⊂δj πYY∩Zj η(B), for all j ∈ J .
Then, there are C(Zj )-linear ∗-monomorphisms ψj : C(Zj )⊗Dj → A(Zj ), satisfying∥∥ϕj (c)−ψj(c)∥∥< ε/2, for all c ∈ Hj , and j ∈ J, (6)
and such that if we set E =⊕j C(Zj ) ⊗ Dj , Z =⋃j Zj , and ψ : E → A(Z) =⊕j A(Zj ),
ψ =⊕j ψj , then πZY∩Z(ψ(E)) ⊆ πYY∩Z(η(B)), πZ(F) ⊂ε ψ(E) and hence
F ⊂ε η(B)⊕Y∩Z ψ(E) = χ(B ⊕πη,πψ E),
where χ is the isomorphism induced by the pair (η,ψ). If we assume that each Dj is KK-stable,
then we also have KK(ϕj ) = KK(ψj |Dj ) for all j ∈ J .
Proof. Let F = {a1, . . . , ar} ⊂ A be as in the statement. By (i), for each j ∈ J we find
{c(j)1 , . . . , c(j)r } ⊆ Hj such that ‖ϕj (c(j)i )− πZj (ai)‖ < ε/2 for all i. Consider the C(X)-algebra
A⊕Y η(B) ⊂ A. From (iii), Lemma 2.1(iv) and Lemma 2.5 we obtain
ϕj (Gj ) ⊂δj πZj
(
A⊕Y η(B)
)
.
Applying Proposition 3.7 we perturb ϕj to a ∗-homomorphism ψj : Dj → πZj (A ⊕Y η(B))
satisfying (6), and hence such that ‖ϕj (c(j)i )−ψj(c(j)i )‖ < ε/2, for all i, j . Therefore∥∥ψj (c(j)i )− πZj (ai)∥∥ ∥∥ψj (c(j)i )− ϕj (c(j)i )∥∥+ ∥∥ϕj (c(j)i )− πZj (ai)∥∥< ε.
This shows that πZj (F) ⊂ε ψj (Dj ). From (6) and Lemma 4.1 we obtain that each (ψj )x is
injective. We extend ψj to a C(Zj )-linear ∗-monomorphism ψj : C(Zj ) ⊗ Dj →
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that ψ : E → (A⊕Y η(B))(Z) ⊂ A(Z) satisfies
πZ(F) ⊂ε ψ(E). (7)
The property ψ(E) ⊂ (A ⊕Y η(B))(Z) is equivalent to πZY∩Z(ψ(E)) ⊆ πYY∩Z(η(B)) by
Lemma 2.6(b). Finally, from (ii), (7) and Lemma 2.6(c) we get F ⊂ε η(B)⊕Y∩Z ψ(E). 
Let C be as in Lemma 4.2. Let A be a C(X)-algebra, let F ⊂ A be a finite set and let ε > 0.
An (F , ε,C)-approximation of A
α = {F , ε,{Ui,ϕi : Di → A(Ui),Hi ,Gi , δi}i∈I}, (8)
is a collection with the following properties: (Ui)i∈I is a finite family of closed subsets of X,
whose interiors cover X and (Di)i∈I are C*-algebras in C; for each i ∈ I , ϕi : Di → A(Ui) is
a ∗-homomorphism such that (ϕi)x is injective for all x ∈ Ui ; Hi ⊂ Di is a finite set such that
πUi (F) ⊂ε/2 ϕi(Hi ) and such that for each direct summand of Di there is an element of Hi
of norm  ε which is contained and is full in that summand; the finite set Gi ⊂ Di and δi > 0
are given by Proposition 3.7 applied to the weakly semiprojective C*-algebra Di for the input
data Hi and ε/2; if Di is KK-stable, then Gi and δi are chosen such that the second part of
Proposition 3.7 also applies.
Lemma 4.5. Let A and C be as in Lemma 4.2. Suppose that each fiber of A admits an exhaustive
sequence of C*-algebras isomorphic to C*-algebras in C. Then for any finite subset F of A and
any ε > 0 there is an (F , ε,C)-approximation of A. Moreover, if A, D and σ are as in Lemma 4.3
and σx ∈ KK(D,A(x))−1 for all x ∈ X, then there is an (F , ε,C)-approximation of A such that
C = {D} and KK(ϕi) = σUi for all i ∈ I .
Proof. Since X is compact, this is an immediate consequence of Lemmas 4.2, 4.3 and Proposi-
tion 3.7. 
It is useful to consider the following operation of restriction. Suppose that Y is a closed sub-
space of X and let (Vj )j∈J be a finite family of closed subsets of Y which refines the family
(Y ∩ Ui)i∈I and such that the interiors of the Vj ’s form a cover of Y . Let ι : J → I be a map
such that Vj ⊆ Y ∩Uι(j). Define
ι∗(α) = {πY (F), ε,{Vj ,πVj ϕι(j) : Dι(j) → A(Vj ),Hι(j),Gι(j), δι(j)}j∈J }.
It is obvious that ι∗(α) is a (πY (F), ε,C)-approximation of A(Y). The operation α → ι∗(α) is
useful even in the case X = Y . Indeed, by applying this procedure we can refine the cover of X
that appears in a given (F , ε,C)-approximation of A.
An (F , ε,C)-approximation α (as in (8)) is subordinated to an (F ′, ε′,C)-approximation, α′ =
{F ′, ε′, {Ui′ , ϕi′ : Di′ → A(Ui′),Hi′ ,Gi′ , δi′ }i′∈I ′ }, written α ≺ α′, if
(i) F ⊆ F ′,
(ii) ϕi(Gi ) ⊆ πUi (F ′) for all i ∈ I , and
(iii) ε′ < min({ε} ∪ {δi, i ∈ I }).
Let us note that, with notation as above, we have ι∗(α) ≺ ι∗(α′) whenever α ≺ α′.
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of continuous C(X)-algebras by subalgebras of category  dim(X).
Theorem 4.6. Let C be a class consisting of finite direct sums of weakly semiprojective simple
C*-algebras. Let X be a finite dimensional compact metrizable space and let A be a separable
continuous C(X)-algebra the fibers of which admit exhaustive sequences of C*-algebras iso-
morphic to C*-algebras in C. For any finite set F ⊂ A and any ε > 0 there exist n  dim(X)
and an n-fibered C-monomorphism (ψ0, . . . ,ψn) into A which induces a ∗-monomorphism
η : A(ψ0, . . . ,ψn) → A such that F ⊂ε η(A(ψ0, . . . ,ψn)).
Proof. By Lemma 4.5, for any finite set F ⊂ A and any ε > 0 there is an (F , ε,C)-
approximation of A. Moreover, for any finite set F ⊂ A, any ε > 0 and any n, there is a sequence
{αk: 0 k  n} of (Fk, εk,C)-approximations of A such that (F0, ε0) = (F , ε) and αk is subor-
dinated to αk+1:
α0 ≺ α1 ≺ · · · ≺ αn.
Indeed, assume that αk was constructed. Let us choose a finite set Fk+1 which contains Fk and
liftings to A of all the elements in
⋃
ik∈Ik ϕik (Gik ). This choice takes care of the above conditions(i) and (ii). Next we choose εk+1 sufficiently small such that (iii) is satisfied. Let αk+1 be an
(Fk+1, εk+1,C)-approximation of A given by Lemma 4.5. Then obviously αk ≺ αk+1. Fix a
tower of approximations of A as above where n = dim(X).
By [4, Lemma 3.2], for every open cover V of X there is a finite open cover U which refines
V and such that the set U can be partitioned into n+ 1 nonempty subsets consisting of elements
with pairwise disjoint closures. Since we can refine simultaneously the covers that appear in a
finite family {αk: 0 k  n} of approximations while preserving subordination, we may arrange
not only that all αk share the same cover (Ui)∈I , but moreover, that the cover (Ui)i∈I can be par-
titioned into n+ 1 subsets U0, . . . ,Un consisting of mutually disjoint elements. For definiteness,
let us write Uk = {Uik : ik ∈ Ik}. Now for each k we consider the closed subset of X
Yk =
⋃
ik∈Ik
Uik ,
the map ιk : Ik → I and the (πYk (Fk), εk,C)-approximation of A(Yk), induced by αk , which is
of the form
ι∗k(αk) =
{
πYk (Fk), ε,
{
Uik , ϕik : Dik → A(Uik ),Hik ,Gik , δik
}
ik∈Ik
}
,
where each Uik is nonempty. We have
πUik
(Fk) ⊂εk/2 ϕik (Hik ), (9)
by construction. Since αk ≺ αk+1 we obtain
Fk ⊆ Fk+1, (10)
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εk+1 < min
({εk} ∪ {δik , ik ∈ Ik}). (12)
Set Xk = Yk ∪ · · ·∪Yn and Ek =⊕ik C(Uik )⊗Dik for 0 k  n. We shall construct a sequence
of C(Yk)-linear ∗-monomorphisms, ψk : Ek → A(Yk), k = n, . . . ,0, such that (ψk, . . . ,ψn) is an
(n− k)-fibered monomorphism into A(Xk). Each map
ψk =
⊕
ik
ψik : Ek → A(Yk) =
⊕
ik
A(Uik )
will have components ψik : C(Uik ) ⊗ Dik → A(Uik ) whose restrictions to Dik will be perturba-
tions of ϕik : Dik → A(Uik ), ik ∈ Ik . We shall construct the maps ψk by induction on decreasing
k such that if Bk = A(Xk)(ψk, . . . ,ψn) and ηk : Bk → A(Xk) is the map induced by the (n− k)-
fibered monomorphism (ψk, . . . ,ψn), then
πXk+1∩Uik
(
ψik (Dik )
)⊂ πXk+1∩Uik (ηk+1(Bk+1)), ∀ik ∈ Ik, (13)
and
πXk (Fk) ⊂εk ηk(Bk). (14)
Note that (13) is equivalent to
πXk+1∩Yk
(
ψk(Ek)
)⊂ πXk+1∩Yk (ηk+1(Bk+1)). (15)
For the first step of induction, k = n, we choose ψn =⊕in ϕ˜in where ϕ˜in : C(Uin) ⊗ Din →
A(Uin) are C(Uin)-linear extensions of the original ϕin . Then Bn = En and ηn = ψn. Assume
that ψn, . . . ,ψk+1 were constructed and that they have the desired properties. We shall construct
now ψk . Condition (14) formulated for k + 1 becomes
πXk+1(Fk+1) ⊂εk+1 ηk+1(Bk+1). (16)
Since εk+1 < δik , by using (11) and (16) we obtain
πXk+1∩Uik
(
ϕik (Gik )
)⊂δik πXk+1∩Uik (ηk+1(Bk+1)), for all ik ∈ Ik. (17)
Since Fk ⊆ Fk+1 and εk+1 < εk , condition (16) gives
πXk+1(Fk) ⊂εk ηk+1(Bk+1). (18)
Conditions (9), (17) and (18) enable us to apply Lemma 4.4 and perturb ϕ˜ik to a ∗-monomor-
phism ψik : C(Uik )⊗Dik → A(Uik ) satisfying (13) and (14) and such that
KK(ψik |Dik ) = KK(ϕik ) (19)
if the algebras in C are assumed to be KK-stable. We set ψk =⊕ik ψik and this completes the
construction of (ψ0, . . . ,ψn). Condition (14) for k = 0 gives F ⊂ε η0(B0) = η(A(ψ0, . . . ,ψn)).
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that Xk = X for some k > 0. In this case F ⊂ε A(ψk, . . . ,ψn) and for this reason we write
n dim(X) in the statement of the theorem. 
Proposition 4.7. Let X be a finite dimensional compact metrizable space and let A be a sep-
arable continuous C(X)-algebra the fibers of which are stable Kirchberg algebras. Let D be
a KK-semiprojective stable Kirchberg algebra and suppose that there exists σ ∈ KK(D,A)
such that σx ∈ KK(D,A(x))−1 for all x ∈ X. For any finite subset F of A and any ε > 0
there is an n-fibered C-monomorphism (ψ0, . . . ,ψn) into A such that n  dim(X), C = {D},
and each component ψi : C(Yi) ⊗ D → A(Yi) satisfies KK(ψi) = σYi , i = 0, . . . , n. Moreover,
if η : A(ψ0, . . . ,ψn) → A is the induced ∗-monomorphism, then F ⊂ε η(A(ψ0, . . . ,ψn)) and
KK(ηx) is a KK-equivalence for each x ∈ X.
Proof. We repeat the proof of Theorem 4.6 while using only (Fi , εi, {D})-approximations of A
provided by the second part of Lemma 4.5. The outcome will be an n-fibered {D}-monomor-
phism (ψ0, . . . ,ψn) into A such that F ⊂ε η(A(ψ0, . . . ,ψn)). Moreover we can arrange that
KK(ψi) = σYi for all i = 0, . . . , n, by (19), since KK(ϕik ) = σUik by Lemma 4.5. If x ∈ X, and
i = min{k: x ∈ Yk}, then ηx ≡ (ψi)x , and hence KK(ηx) is a KK-equivalence. 
Remark 4.8. Let us point out that we can strengthen the conclusion of Theorem 4.6 and Propo-
sition 4.7 as follows. Fix a metric d for the topology of X. Then we may arrange that there
is a closed cover {Y ′0, . . . , Y ′n} of X and a number  > 0 such that {x: d(x,Y ′i )  } ⊂ Yi for
i = 0, . . . , n. Indeed, when we choose the finite closed cover U = (Ui)i∈I of X in the proof of
Theorem 4.6 which can be partitioned into n + 1 subsets U0, . . . ,Un consisting of mutually dis-
joints elements, as given by [4, Lemma 3.2], and which refines all the covers U(α0), . . . ,U(αn)
corresponding to α0, . . . , αn, we may assume that U also refines the covers given by the in-
teriors of the elements of U(α0), . . . ,U(αn). Since each Ui is compact and I is finite, there
is  > 0 such that if Vi = {x: d(x,Ui)  }, then the cover V = (Vi)i∈I still refines all of
U(α0), . . . ,U(αn) and for each k = 0, . . . , n, the elements of Vk = {Vi : Ui ∈ Uk}, are still mu-
tually disjoint. We shall use the cover V rather than U in the proof of the two theorems and
observe that Y ′k
def= ⋃ik∈Ik Uik ⊂⋃ik∈Ik Vik = Yk has the desired property. Finally let us note
that if we define ψ ′i : E(Y ′i ) → A(Y ′i ) by ψ ′i = πY ′i ψi , then (ψ ′0, . . . ,ψ ′n) is an n-fibered C-
monomorphism into A which satisfies the conclusion of Theorem 4.6 and Proposition 4.7 since
πY ′i (F) ⊂ε ψ ′i (Ei) for all i = 0, . . . , n and X =
⋃n
i=1 Y ′i .
5. Representing C(X)-algebras as inductive limits
We have seen that Theorem 4.6 yields exhaustive sequences for certain C(X)-algebras. In this
section we show how to pass from an exhaustive sequence to a nested exhaustive sequence using
semiprojectivity. The remainder of the paper does not depend on this section.
Proposition 5.1. Let X, A and C be as in Theorem 4.6. Let (ψ0, . . . ,ψn) be an n-fibered C-
monomorphism into A with components ψi : Ei → A(Yi). Let Fi ⊂ Ei , F ⊂ A(ψ0, . . . ,ψn)
be finite sets and let ε > 0. Then there are finite sets Gi ⊂ Ei and δi > 0, i = 0, . . . , n, such
that for any C(X)-subalgebra A′ ⊂ A which satisfies ψi(Gi ) ⊂δi A′(Yi), i = 0, . . . , n, there
is an n-fibered C-monomorphism (ψ ′0, . . . ,ψ ′n) into A′, with ψ ′i : Ei → A′(Yi) and such that
(i) ‖ψi(a) − ψ ′(a)‖ < ε for all a ∈ Fi and all i ∈ {0, . . . , n}, (ii) (ψj )−1(ψi)x = (ψ ′ )−1(ψ ′)xi x j x i
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maps η : A(ψ0, . . . ,ψn) → A and η′ : A′(ψ ′0, . . . ,ψ ′n) → A′ induced by (ψ0, . . . ,ψn) and
(ψ ′0, . . . ,ψ ′n) satisfy (iii) ‖η(a)− η′(a)‖ < ε for all a ∈ F .
Proof. Let us observe that if we prove (i) and (ii) then (iii) will follow by enlarging the sets
Fi so that pi(F) ⊂ Fi , where pi : A(ψ0, . . . ,ψn) → Ei are the coordinate maps. We proceed
now with the proof of (i) and (ii) by making some simplifications. We may assume that E0 =
C(Y0) ⊗ D0 with D0 ∈ C since the perturbations corresponding to disjoint closed sets can be
done independently of each other. Without any loss of generality, we may assume that F0 ⊂ D0
since we are working with morphisms on E0 which are C(Y0)-linear. We also enlarge F0 so that
for each direct summand C of D0, F0 contains an element c which is full in C and such that
‖c‖ 2ε.
The proof is by induction on n. If n = 0 the statement follows from Proposition 3.7 and
Lemma 4.1. Assume now that the statement is true for n − 1. Let Ei , ψi , A, A′, Fi , 1 i  n
and ε be as in the statement. For 0  i < j  n let ηj,i : Ei(Yi ∩ Yj ) → Ej(Yi ∩ Yj ) be the
∗-homomorphism of C(Yi ∩ Yj )-algebras defined fiberwise by (ηj,i)x = (ψj )−1x (ψi)x .
Let G0 and δ0 be given by Proposition 3.8 applied to the C*-algebra D0 for the input data
F0 and ε. For each 1  j  n choose a finite subset Hj of Ej whose restriction to Yj ∩ Y0
contains ηj,0(G0). Consider the sets F ′j := Fj ∪ Hj , 1 j  n and the number ε′ = min{δ0, ε}.
Let G1, . . . ,Gn and δ1, . . . , δn be given by the inductive assumption for n − 1 applied to A(X1),
A′(X1), ψj , F ′j , 1 j  n and ε′, where X1 = Y1 ∪ · · · ∪ Yn.
We need to show that G0,G1, . . . ,Gn and δ0, δ1, . . . , δn satisfy the statement. By the inductive
step there exists an (n−1)-fibered C-monomorphism (ψ ′1, . . . ,ψ ′n) into A′(X1) with components
ψ ′j : Ej → A′(Yj ) such that
(a) ‖ψj(a)−ψ ′j (a)‖ < ε′ = min{δ0, ε} for all a ∈ Fj ∪ Hj and all 1 j  n,
(b) (ψj )−1x (ψi)x = (ψ ′j )−1x (ψ ′i )x for all x ∈ Yi ∩ Yj and 1 i  j  n.
The condition (b) enables to define a ∗-homomorphism ϕ : E0 → A′(Y0 ∩X1) with fiber maps
ϕx = (ψ ′j )x(ψ−1j )x(ψ0)x for x ∈ Y0 ∩ Yj and 1 j  n.
Let us observe that ψ0 : E0 → A(Y0) is an approximate lifting of ϕ. More precisely we have
‖πY0X1∩Y0ψ0(a) − ϕ(a)‖ < δ0 for all a ∈ G0. Indeed, for x ∈ Y0 ∩ Yj , 1  j  n and a ∈ G0 we
have∥∥(ψ0)x(a(x))− (ψ ′j )x(ψ−1j )x(ψ0)x(a(x))∥∥= ∥∥(ψj )x(ηj,0)x(a(x))− (ψ ′j )x(ηj,0)x(a(x))∥∥
 sup
h∈Hj
∥∥ψj (h)−ψ ′j (h)∥∥< ε′  δ0.
Since we also have ψ0(G0) ⊂δ0 A′(Y0) by hypothesis, it follows from Proposition 3.8 that there
exists ψ ′0 : D0 → A(Y0) such that ‖ψ ′0(a) − ψ0(a)‖ < ε for all a ∈ F0 and πY0Y0∩X1ψ ′0 = ϕ. By
Lemma 4.1 each (ψ ′0)x is injective since each (ψ0)x is injective. The C(Y0)-linear extension
of ψ ′0 to E0 satisfies (ψj )−1x (ψ0)x = (ψ ′j )−1x (ψ ′0)x for all x ∈ Y0 ∩ Yj and 1  j  n and this
completes the proof of (ii). Condition (i) follows from (b). 
The following result gives an inductive limit representation for continuous C(X)-algebras
whose fibers are inductive limits of finite direct sums of simple semiprojective C*-algebras. For
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whose K1-groups are torsion free. Indeed, by [29, Prop. 8.4.13], these algebras are isomorphic to
inductive limits of sequences of Kirchberg algebras (Dn) with finitely generated K-theory groups
and torsion free K1-groups. The algebras Dn are semiprojective by [33].
Theorem 5.2. Let C be a class consisting of finite direct sums of semiprojective simple C*-
algebras. Let X be a finite dimensional compact metrizable space and let A be a separable
continuous C(X)-algebra such that all its fibers admit exhaustive sequences consisting of C*-
algebras isomorphic to C*-algebras in C. Then A is isomorphic to the inductive limit of a
sequence of continuous C(X)-algebras Ak such that catC(Ak) dim(X).
Proof. By Theorem 4.6 and Proposition 5.1 we find a sequence (ψ(k)0 , . . . ,ψ
(k)
n ) of n-fibered C-
monomorphisms into A which induces ∗-monomorphisms η(k) : Ak = A(ψ(k)0 , . . . ,ψ(k)n ) → A
with the following properties. There is a sequence of finite sets Fk ⊂ Ak and a sequence of
C(X)-linear ∗-monomorphisms μk : Ak → Ak+1 such that
(i) ‖η(k+1)μk(a)− η(k)(a)‖ < 2−k for all a ∈ Fk and all k  1,
(ii) μk(Fk) ⊂ Fk+1 for all k  1,
(iii) ⋃∞j=k+1(μj−1 ◦ · · · ◦ μk)−1(Fj ) is dense in Ak and ⋃∞j=k η(j)(Fj ) is dense in A for all
k  1.
Arguing as in the proof of [29, Prop. 2.3.2], one verifies that
ϕk(a) = lim
j→∞η
(j) ◦ (μj−1 ◦ · · · ◦μk)(a)
defines a sequence of ∗-monomorphisms ϕk : Ak → A such that ϕk+1μk = ϕk and the induced
map ϕ : lim−→ k(Ak,μk) → A is an isomorphism of C(X)-algebras. 
Remark 5.3. By similar arguments one proves a unital version of Theorem 5.2.
6. When is a fibered product locally trivial
For C*-algebras A, B we endow the space Hom(A,B) of ∗-homomorphisms with the point-
norm topology. If X is a compact Hausdorff space, then Hom(A,C(X)⊗B) is homeomorphic to
the space of continuous maps from X to Hom(A,B) endowed with the compact-open topology.
We shall identify a ∗-homomorphism ϕ ∈ Hom(A,C(X) ⊗ B) with the corresponding contin-
uous map X → Hom(A,B), x → ϕx , ϕx(a) = ϕ(a)(x) for all x ∈ X and a ∈ A. Let D be a
C*-algebra and let A be a C(X)-algebra. If α : D → A is a ∗-homomorphism, let us denote by
α˜ : C(X) ⊗ D → A its (unique) C(X)-linear extension and write α˜ ∈ HomC(X)(C(X) ⊗ D,A).
For C*-algebras D, B we shall make without further comment the following identifications
HomC(X)
(
C(X)⊗D,C(X)⊗B)≡ Hom(D,C(X)⊗B)≡ C(X,Hom(D,B)).
For a C*-algebra D we denote by End(D) the set of full (and unital if D is unital) ∗-
endomorphisms of D and by End(D)0 the path component of idD in End(D). Let us consider
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Proposition 6.1. Let X be a compact metrizable space and let D be a KK-semiprojective Kirch-
berg algebra. Let α : D → C(X) ⊗ D be a full (and unital, if D is unital) ∗-homomorphism
such that KK(αx) ∈ KK(D,D)−1 for all x ∈ X. Then there is a full ∗-homomorphism Φ : D →
C(X×[0,1])⊗D such that Φ(x,0) = αx and Φ(x,t) ∈ Aut(D) for all x ∈ X and t ∈ (0,1]. More-
over, if Φ1 : D → C(X)⊗D is defined by Φ1(d)(x) = Φ(x,1)(d), for all d ∈ D and x ∈ X, then
α ≈uh Φ1.
Proof. Since X is a metrizable compact space, X is homeomorphic to the projective limit of
a sequence of finite simplicial complexes (Xi) by [13, Thm. 10.1, p. 284]. Since D is KK-
semiprojective, KK(D, lim−→C(Xi)⊗D) = KK(D,C(X)⊗D) by Theorem 3.12. By Theorem 3.1,
there is i and a full (and unital if D is unital) ∗-homomorphism ϕ : D → C(Xi)⊗D whose KK-
class maps to KK(α) ∈ KK(D,C(X) ⊗ D). To summarize, we have found a finite simplicial
complex Y , a continuous map h : X → Y and a continuous map y → ϕy ∈ End(D), defined
on Y , such that the full (and unital if D is unital) ∗-homomorphism h∗ϕ : D → C(X) ⊗ D
corresponding to the continuous map x → ϕh(x) satisfies KK(h∗ϕ) = KK(α). We may arrange
that h(X) intersects all the path components of Y by dropping the path components which are
not intersected. Since αx ∈ End(D)∗ by hypothesis, and since KK(αx) = KK(ϕh(x)), we infer
that ϕy ∈ End(D)∗ for all y ∈ Y . We shall find a continuous map y → ψy ∈ End(D)∗ defined
on Y , such that the maps y → ψyϕy and y → ϕyψy are homotopic to the constant map ι that
takes Y to idD . It is clear that it suffices to deal separately with each path component of Y , so
that for this part of the proof we may assume that Y is connected. Fix a point z ∈ Y . By [29,
Thm. 8.4.1] there is ν ∈ Aut(D) such that KK(ν−1) = KK(ϕz) and hence KK(νϕz) = KK(idD).
By Theorem 3.1, there is a unitary u ∈ M(D) such that uνϕz(−)u∗ is homotopic to idD . Let
us set θ = uν(−)u∗ ∈ Aut(D) and observe that θϕz ∈ End(D)0. Since Y is path connected, it
follows that the entire image of the map y → θϕy is contained in End(D)0. Since End(D)0 is a
path connected H-space with unit element, it follows by [38, Thm. 2.4, p. 462] that the homotopy
classes [Y,End(D)0] (with no condition on basepoints, since the action of the fundamental group
π1(End(D)0, idD) is trivial by [38, 3.6, p. 166]) form a group under the natural multiplication.
Therefore we find y → ψ ′y ∈ End(D)0 such that y → ψ ′yθϕy and y → θϕyψ ′y are homotopic to ι.
It follows that y → ψy def= ψ ′yθ is the homotopic inverse of y → ϕy in [Y,End(D)∗]. Composing
with h we obtain that the maps x → ϕh(x)ψh(x) and x → ψh(x)ϕh(x) are homotopic to the constant
map that takes X to idD . By the homotopy invariance of KK-theory we obtain that
KK(h˜∗ϕh∗ψ) = KK(h˜∗ψh∗ϕ) = KK(ιD),
where h˜∗ϕ and h˜∗ψ denote the C(X)-linear extensions of the corresponding maps and ιD : D →
C(X) ⊗ D is defined by ιD(d) = 1C(X) ⊗ d for all d ∈ D. Let us recall that KK(h∗ϕ) = KK(α)
and hence KK(h˜∗ϕ) = KK(˜α). If we set Ψ = h∗ψ , then
KK(˜αΨ ) = KK(Ψ˜ α) = KK(ιD).
By Theorem 3.1 α˜Ψ ≈u ιD and Ψ˜ α ≈u ιD, and hence α˜Ψ˜ ≈u idC(X)⊗D and Ψ˜ α˜ ≈u idC(X)⊗D.
By [29, Cor. 2.3.4], there is an isomorphism Γ : C(X) ⊗ D → C(X) ⊗ D such that Γ ≈u α˜.
In particular Γ is C(X)-linear and Γx ∈ Aut(D) for all x ∈ X. Replacing Γ by uΓ (·)u∗ for
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KK(Γ |D) = KK(α) since D is KK-stable. By Theorem 3.1 there is a continuous map (0,1] →
U(M(C(X)⊗D)), t → ut , with the property that
lim
t→0
∥∥utΓ (a)u∗t − α(a)∥∥= 0, for all a ∈ D.
Therefore the equation
Φ(x,t) =
{
αx, if t = 0,
ut (x)Γxut (x)
∗, if t ∈ (0,1],
defines a continuous map Φ : X × [0,1] → End(D)∗ which extends α and such that Φ(X ×
(0,1]) ⊂ Aut(D). Since α is homotopic to Φ1, we have that α ≈uh Φ1 by Theorem 3.1. 
Proposition 6.2. Let X be a compact metrizable space and let D be a KK-semiprojective Kirch-
berg algebra. Let Y be a closed subset of X. Assume that a map γ : Y → End(D)∗ extends to a
continuous map α : X → End(D)∗. Then there is a continuous extension η : X → End(D)∗ of γ ,
such that η(X \ Y) ⊂ Aut(D).
Proof. Since the map x → αx takes values in End(D)∗, by Proposition 6.1 there exists a continu-
ous map Φ : X×[0,1] → End(D)∗ which extends α and such that Φ(X× (0,1]) ⊂ Aut(D). Let
d be a metric for the topology of X such that diam(X) 1. The equation η(x) = Φ(x,d(x,Y ))
defines a map on X that satisfies the conclusion of the proposition. 
Lemma 6.3. Let X be a compact metrizable space and let D be a KK-semiprojective Kirchberg
algebra. Let Y be a closed subset of X. Let α : Y × [0,1] ∪X × {0} → End(D) be a continuous
map such that α(x,0) ∈ End(D)∗ for all x ∈ X. Suppose that there is an open set V in X which
contains Y and such that α extends to a continuous map αV : V × [0,1] ∪ X × {0} → End(D).
Then there is η : X × [0,1] → End(D)∗ such that η extends α and η(x,t) ∈ Aut(D) for all x ∈
X \ Y and t ∈ (0,1].
Proof. By Proposition 6.2 it suffices to find a continuous map α̂ : X × [0,1] → End(D)∗ which
extends α. Fix a metric d for the topology of X and define λ : X → [0,1] by λ(x) = d(x,X \
V )(d(x,X \ V ) + d(x,Y ))−1. Let us define α̂ : X × [0,1] → End(D) by α̂(x,t) = αV (x,λ(x)t)
and observe that α̂ extends α. Finally, since α̂(x,t) is homotopic to α̂(x,0) = α(x,0), we conclude
that the image of α̂ in contained in End(D)∗. 
Proposition 6.4. Let X be a compact metrizable space and let D be a KK-semiprojective stable
Kirchberg algebra. Let A be a separable C(X)-algebra which is locally isomorphic to C(X)⊗D.
Suppose that there is σ ∈ KK(D,A) such that σx ∈ KK(D,A(x))−1 for all x ∈ X. Then there is
an isomorphism of C(X)-algebras ψ : C(X)⊗D → A such that KK(ψ |D) = σ .
Proof. Since X is compact and A is locally trivial it follows that cat{D}(A) < ∞. By
Lemma 2.9, A ∼= pAp ⊗ O∞ ⊗ K for some projection p ∈ A. By Theorem 3.1, there is a
full ∗-homomorphism ϕ : D → A such that KK(ϕ) = σ . We shall construct an isomorphism of
C(X)-algebras ψ : C(X) ⊗ D → A such that ψ is homotopic to ϕ˜, the C(X)-linear extension
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isomorphism for all x ∈ X and t > 0. We prove this by induction on numbers n with the property
that there are two closed covers of X, W1, . . . ,Wn and Y1, . . . , Yn such that Yi contained in the
interior of Wi and A(Wi) ∼= C(Wi) ⊗ D for 1 i  n. First we observe that the case n = 1 fol-
lows from Proposition 6.2. Let us now pass from n− 1 to n. Given two covers as above, there is
yet another closed cover V1, . . . , Vn of X such that Vi is a neighborhood of Yi and Wi is a neigh-
borhood of Vi for all 1  i  n. Set Y =⋃n−1i=1 Yi , V =⋃n−1i=1 Vi and W =⋃n−1i=1 Wi . By the
inductive hypothesis applied to A(V ), and the covers V1, . . . , Vn−1 and W1 ∩ V, . . . ,Wn−1 ∩ V
there is a homotopy h : D → A(V ) ⊗ C[0,1] such that h(x,0) = ϕx and h(x,t) : D → A(x) is an
isomorphism for all (x, t) ∈ V × (0,1]. Fix a trivialization ν : A(Yn+1) → C(Yn+1)⊗D. Define
a continuous map α : (V ∩ Yn+1) × [0,1] ∪ Yn+1 × {0} → End(D) by setting α(x,t) = νxh(x,t)
if (x, t) ∈ (V ∩ Yn+1) × [0,1] and α(x,0) = νxϕx if x ∈ Yn+1. Since V ∩ Yn+1 is a neigh-
borhood of Y ∩ Yn+1 in Yn+1 and since νxϕx ∈ End(D)∗ for all x ∈ Yn+1, by Lemma 6.3
there is a continuous map η : Yn+1 × [0,1] → End(D)∗ which extends the restriction of α to
(Y ∩Yn+1)×[0,1]∪Yn+1 ×{0}. We conclude the construction of the desired homotopy by defin-
ing H : D → A(X)⊗C[0,1] by H(x,t) = h(x,t) for (x, t) ∈ Y × [0,1] and H(x,t) = ν−1x η(x,t) for
(x, t) ∈ Yn+1 × [0,1]. 
Lemma 6.5. Let D be a KK-semiprojective stable Kirchberg algebra. Let X be a com-
pact metrizable space and Y , Z be closed subsets of X such that X = Y ∪ Z. Suppose
that γ : D → C(Y ∩ Z) ⊗ D is a full ∗-homomorphism which admits a lifting to a full ∗-
homomorphism α : D → C(Y ) ⊗ D such that αx ∈ End(D)∗ for all x ∈ Y . Then the pullback
C(Y )⊗D ⊕πY∩Z,γ˜ πY∩Z C(Z)⊗D is isomorphic to C(X)⊗D.
Proof. By Proposition 6.2 there is a ∗-homomorphism η : D → C(Y ) ⊗ D such that ηx = γx
for x ∈ Y ∩ Z and such that ηx ∈ Aut(D) for x ∈ Y \ Z. Using the short five-lemma one checks
immediately that the triplet (˜η, γ˜ , idC(Z)⊗D) defines a C(X)-linear isomorphism:
C(X)⊗D = C(Y )⊗D ⊕πY∩Z,πY∩Z C(Z)⊗D → C(Y )⊗D ⊕πY∩Z,γ˜ πY∩Z C(Z)⊗D. 
Lemma 6.6. Let D be a KK-semiprojective stable Kirchberg algebra. Let Y , Z and Z′ be
closed subsets of a compact metrizable space X such that Z′ is a neighborhood of Z and X =
Y ∪Z. Let B be a C(Y )-algebra locally isomorphic to C(Y )⊗D and let E be a C(Z′)-algebra
locally isomorphic to C(Z′) ⊗ D. Let α : E(Y ∩ Z′) → B(Y ∩ Z′) be a ∗-monomorphism of
C(Y ∩ Z′)-algebras such that KK(αx) ∈ KK(E(x),B(x))−1 for all x ∈ Y ∩ Z′. If γ = αY∩Z ,
then B(Y )⊕πY∩Z,γπY∩Z E(Z) is locally isomorphic to C(X)⊗D.
Proof. Since we are dealing with a local property, we may assume that B = C(Y ) ⊗ D and
E = C(Z′) ⊗ D. To simplify notation we let π stand for both πYY∩Z and πZY∩Z in the sequel.
Let us denote by H the C(X)-algebra C(Y ) ⊗ D ⊕π,γπ C(Z) ⊗ D. We must show that H is
locally trivial. Let x ∈ X. If x /∈ Z, then there is a closed neighborhood V of x which does
not intersect Z, and hence the restriction of H to V is isomorphic to C(V ) ⊗ D, as it follows
immediately from the definition of H . It remains to consider the case when x ∈ Z. Now Z′ is
a closed neighborhood of x in X and the restriction of H to Z′ is isomorphic to C(Y ∩ Z′) ⊗
D ⊕π,γπ C(Z) ⊗ D. Since γ : Y ∩ Z → End(D)∗ admits a continuous extension α : Y ∩ Z′ →
End(D)∗, it follows that H(Z′) is isomorphic to C(Z′)⊗D by Lemma 6.5. 
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A and any ε > 0 there is a C(X)-algebra B which is locally isomorphic to C(X) ⊗ D and
there exists a C(X)-linear ∗-monomorphism η : B → A such that F ⊂ε η(B) and KK(ηx) ∈
KK(B(x),A(x))−1 for all x ∈ X.
Proof. Let ψk : Ek = C(Yk) ⊗ D → A(Yk), k = 0, . . . , n, be as in the conclusion of Proposi-
tion 4.7, strengthen as in Remark 4.8. Therefore we may assume that there is another n-fibered
{D}-monomorphism (ψ ′0, . . . ,ψ ′n) into A such that ψ ′k : C(Y ′k) ⊗ D → A(Y ′k), Y ′k is a closed
neighborhood of Yi , and πYkψ ′k = ψk , k = 0, . . . , n. Let Xk , Bk , ηk and γk be as in Defini-
tion 2.8. B0 and η0 satisfy the conclusion of the proposition, except that we need to prove that
B0 is locally isomorphic to C(X) ⊗ D. We prove by induction on decreasing k that the C(Xk)-
algebras Bk are locally trivial. Indeed Bn = C(Xn) ⊗ D and assuming that Bk is locally trivial,
it follows by Lemma 6.6 that Bk−1 is locally trivial, since by (5)
Bk−1 ∼= Bk ⊕πηk,πψk−1 Ek−1 ∼= Bk ⊕π,γkπ Ek−1 (π = πXk∩Yk−1)
and γk : Ek−1(Xk ∩ Yk−1) → Bk(Xk ∩ Yk−1), (γk)x = (ηk)−1x (ψk−1)x , extends to a ∗-mono-
morphism α : Ek−1(Xk ∩ Y ′k−1) → Bk(Xk ∩ Y ′k−1), αx = (ηk)−1x (ψ ′k−1)x and KK(αx) is a KK-
equivalence since both KK((ηk)x) and KK((ψk−1)x) are KK-equivalences. 
7. When is a C(X)-algebra locally trivial
In this section we prove Theorems 1.1–1.5 and some of their consequences.
7.1. Proof of Theorem 1.2
Proof. Let X denote the primitive spectrum of A. Then A is a continuous C(X)-algebra and
its fibers are stable Kirchberg algebras (see [5, 2.2.2]). Since A is separable, X is metrizable by
Lemma 2.2. By Proposition 6.7 there is a sequence of C(X)-algebras (Ak)∞k=1 locally isomor-
phic to C(X) ⊗ D and a sequence of C(X)-linear ∗-monomorphisms (ηk : Ak → A)∞k=1, such
that KK(ηk)x is a KK-equivalence for each x ∈ X and (ηk(Ak))∞k=1 is an exhaustive sequence
of C(X)-subalgebras of A. Since D is weakly semiprojective and KK-stable, after passing to
a subsequence of (Ak) if necessary, we find a sequence (σk)∞k=1, σk ∈ KK(D,Ak) such that
KK(ηk)σk = σ for all k  1. Since both KK(ηk)x and σx are KK-equivalences, we deduce that
(σk)x ∈ KK(D,Ak(x))−1 for all x ∈ X. By Proposition 6.4, for each k  1 there is an isomor-
phism of C(X)-algebras ϕk : C(X) ⊗ D → Ak such that KK(ϕk) = σk . Therefore if we set
θk = ηkϕk , then θk is a C(X)-linear ∗-monomorphism from B def= C(X) ⊗ D to A such that
KK(θk) = σ and (θk(B))∞k=1 is an exhaustive sequence of C(X)-subalgebras of A. Using again
the weak semiprojectivity and the KK-stability of D, and Lemma 4.1, after passing to a subse-
quence of (θk)∞k=1, we construct a sequence of finite sets Fk ⊂ B and a sequence of C(X)-linear∗-monomorphisms μk : B → B such that
(i) KK(θk+1μk) = KK(θk) for all k  1,
(ii) ‖θk+1μk(a)− θk(a)‖ < 2−k for all a ∈ Fk and all k  1,
(iii) μk(Fk) ⊂ Fk+1 for all k  1,
(iv) ⋃∞ (μj−1 ◦ · · · ◦μk)−1(Fj ) is dense in B and⋃∞ θj (Fj ) is dense in A for all k  1.j=k+1 j=k
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Δk(a) = lim
j→∞ θj ◦ (μj−1 ◦ · · · ◦μk)(a)
defines a sequence of ∗-monomorphisms Δk : B → A such that Δk+1μk = Δk and the induced
map Δ : lim−→ k(B,μk) → A is an isomorphism of C(X)-algebras. Let us show that lim−→ k(B,μk) is
isomorphic to B . To this purpose, in view of Elliott’s intertwining argument, it suffices to show
that each map μk is approximately unitarily equivalent to a C(X)-linear automorphism of B .
Since KK(θk) = σ , we deduce from (i) that KK((μk)x) = KK(idD) for all x ∈ X. By Proposi-
tion 6.1, this property implies that each map μk is approximately unitarily equivalent to a C(X)-
linear automorphism of B . Therefore there is an isomorphism of C(X)-algebras Δ :B → A. Let
us show that we can arrange that KK(Δ|D) = σ . By Theorem 3.1, there is a full ∗-homomorphism
α : D → B such that KK(α) = KK(Δ−1)σ . Since KK(Δ−1x )σx ∈ KK(D,D)−1, by Proposi-
tion 6.1 there is Φ1 : D → C(X) ⊗ D such that Φ˜1 ∈ AutC(X)(B) and KK(Φ1) = KK(Δ−1)σ .
Then Φ = ΔΦ˜1 : B → A is an isomorphism such that KK(Φ|D) = KK(ΔΦ1) = σ . 
Dixmier and Douady [12] proved that a continuous field with fibers K over a finite dimen-
sional locally compact Hausdorff space is locally trivial if and only it verifies Fell’s condition, i.e.
for each x0 ∈ X there is a continuous section a of the field such that a(x) is a rank one projection
for each x in a neighborhood of x0. We have an analogous result:
Corollary 7.1. Let A be a separable C*-algebra whose primitive spectrum X is Hausdorff and of
finite dimension. Suppose that for each x ∈ X, A(x) is KK-semiprojective, nuclear, purely infinite
and stable. Then A is locally trivial if and only if for each x ∈ X there exist a closed neighbor-
hood V of x, a Kirchberg algebra D and σ ∈ KK(D,A(V )) such that σv ∈ KK(D,A(v))−1 for
each v ∈ V .
Proof. One applies Theorem 1.2 for D ⊗ K and A(V ). 
Proposition 7.2. Let ψ be a full endomorphism of a Kirchberg algebra D. If D is unital we as-
sume that ψ(1) = 1 as well. Then the continuous C[0,1]-algebra E = {f ∈ C[0,1]⊗D: f (0) ∈
ψ(D)} is locally trivial if and only if ψ is homotopic to an automorphism of D.
Proof. Suppose that E is trivial on some neighborhood of 0. Thus there is s ∈ (0,1] and an
isomorphism θ : C[0, s] ⊗D → E[0, s]. Since E[0, s] ⊂ C[0, s] ⊗D, there is a continuous path
(θt )t∈[0,s] in End(D) such that θt ∈ Aut(D) for 0 < t  s and θ0(D) = ψ(D). Set β = θ−10 ψ ∈
Aut(D). Then ψ is homotopic to an automorphism via the path (θtβ)t∈[0,s]. Conversely, if ψ
is homotopic to an automorphism α, then by Theorem 3.1 there is a continuous path (ut )t∈(0,1]
of unitaries in D+ such that limt→0‖ψ(d) − utα(d)u∗t ‖ = 0 for all d ∈ D. The path (θt )t∈[0,1]
defined by θ0 = ψ and θt = utαu∗t for t ∈ (0,1] induces a C[0,1]-linear ∗-endomorphism of
C[0,1] ⊗D which maps injectively C[0,1] ⊗D onto E. 
7.2. Proof of Theorem 1.3
Proof. For the first part we apply Theorem 1.2 for D = O2 ⊗ K and σ = 0. For the second part
we assert that if D is a Kirchberg such that all continuous C[0,1]-algebras with fibers isomorphic
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hence that D ∼= O2 ⊗ K by [29, Thm. 8.4.1]. The Kirchberg algebra D is either unital or stable
[29, Prop. 4.1.3]. Let ψ : D → D be a ∗-monomorphism such that KK(ψ) = 0 and such that
ψ(1D) < 1D if D is unital. By Proposition 7.2 ψ is homotopic to an automorphism of θ of D.
Therefore D must be nonunital (and hence stable), since otherwise 1D would be homotopic to
its proper subprojection ψ(1D). Moreover KK(θ) = KK(ψ) = 0 and hence KK(D,D) = 0 since
θ is an automorphism. 
We turn now to unital C(X)-algebras.
Theorem 7.3. Let A be a separable unital C(X)-algebra over a finite dimensional compact
Hausdorff space X. Suppose that each fiber A(x) is nuclear simple and purely infinite. Then
A is isomorphic to C(X) ⊗ D, for some KK-semiprojective unital Kirchberg algebra D, if and
only if there is σ ∈ KK(D,A) such that K0(σ )[1D] = [1A] and σx ∈ KK(D,A(x))−1 for all
x ∈ X. For any such σ there is an isomorphism of C(X)-algebras Φ : C(X)⊗D → A such that
KK(Φ|D) = σ .
Proof. We verify the nontrivial implication. X is metrizable by Lemma 2.2. A is a continuous
C(X)-algebra by Lemma 2.3. By Theorem 1.2, there is an isomorphism Φ : C(X) ⊗ D ⊗ K →
A ⊗ K such that KK(Φ) = σ . Since K0(σ )[1D] = [1A], and since A ⊗ K contains a full prop-
erly infinite projection, we may arrange that Φ(1C(X)⊗D ⊗ e11) = 1A ⊗ e11 after conjugating Φ
by some unitary u ∈ M(A ⊗ K). Then ϕ = Φ|C(X)⊗D⊗e11 satisfies the conclusion of the theo-
rem. 
7.3. Proof of Theorem 1.4
Proof. Let D be a KK-semiprojective unital Kirchberg algebra D such that every unital ∗-
endomorphism of D is a KK-equivalence. Suppose that A is a separable unital C(X)-algebra
over a finite dimensional compact Hausdorff space the fibers of which are isomorphic to D. We
shall prove that A is locally trivial. By Theorem 7.3, it suffices to show that each point x0 ∈ X has
a closed neighborhood V for which there is σ ∈ KK(D,A(V )) such that K0(σ )[1D] = [1A(V )]
and σx ∈ KK(D,A(x))−1 for all x ∈ V .
Let (Vn)∞n=1 be a decreasing sequence of closed neighborhoods of x0 whose intersection is{x0}. Then A(x0) ∼= lim−→A(Vn). By assumption, there is an isomorphism η : D → A(x0). Since
D is KK-semiprojective, there is m 1 such that KK(η) lifts to some σ ∈ KK(D,A(Vm)) such
that K0(σ )[1D] = [1A(Vm)]. Let x ∈ Vm. By assumption, there is an isomorphism ϕ : A(x) → D.
The K0-morphism induced by KK(ϕ)σx maps [1D] to itself. By Theorem 3.1 there is a uni-
tal ∗-homomorphism ψ : D → D such that KK(ψ) = KK(ϕ)σx . By assumption we must have
KK(ψ) ∈ KK(D,D)−1 and hence σx ∈ KK(D,A(x))−1 since ϕ is an isomorphism. Therefore
A(Vm) ∼= C(Vm)⊗D by Theorem 7.3.
Conversely, let us assume that all separable unital continuous C[0,1]-algebras with fibers
isomorphic to D are locally trivial. Let ψ be any unital ∗-endomorphism of D. By Proposition 7.2
ψ is homotopic to an automorphism of D and hence KK(ψ) is invertible. 
7.4. Proof of Theorem 1.1
Proof. Let A be as in Theorem 1.1 and let n ∈ {2,3, . . .} ∪ {∞}. It is known that On satisfies
the UCT. Moreover K0(On) is generated by [1O ] and K1(On) = 0. Therefore any unital ∗-n
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Suppose now that n = 2. Since KK(O2,O2) = KK(O2,A) = 0, we may apply Theorem 1.4 with
σ = 0 and obtain that A ∼= C(X) ⊗ O2. Suppose now that n = ∞. Let us define θ : K0(O∞) →
K0(A) by θ(k[1O∞]) = k[1A], k ∈ Z. Since O∞ satisfies the UCT, θ lifts to some element
σ ∈ KK(O∞,A). By Theorem 1.4 it follows that A ∼= C(X) ⊗ O∞. Finally let us consider the
case n ∈ {3,4, . . .}. Then K0(On) = Z/(n − 1). Since On satisfies the UCT, the existence of
an element σ ∈ KK(On,A) such that K0(σ )[1On] = [1A] is equivalent to the existence of a
morphism of groups θ : Z/(n−1) → K0(A) such that θ(1¯) = [1A]. This is equivalent to requiring
that (n− 1)[1A] = 0. 
As a corollary of Theorem 1.1 we have that [X,Aut(O∞)] reduces to a point. The homotopy
groups of the endomorphisms of the stable Cuntz–Krieger algebras were computed in [7]. Let
v1, . . . , vn be the canonical generators of On, 2 n < ∞.
Theorem 7.4. For any compact metrizable space X there is a bijection [X,Aut(On)] →
K1(C(X) ⊗ On). The kth-homotopy group πk(Aut(On)) is isomorphic to Z/(n − 1) if k is odd
and it vanishes if k is even. In particular π1(Aut(On)) is generated by the class of the canonical
action of T on On, λz(vi) = zvi .
Proof. Since On satisfies the UCT, we deduce that End(On)∗ = End(On). An immediate ap-
plication of Proposition 6.1 shows that the natural map Aut(On) ↪→ End(On) induces an iso-
morphism of groups [X,Aut(On)] ∼= [X,End(On)]. Let ι : On → C(X) ⊗ On be defined by
ι(vi) = 1C(X) ⊗ vi , i = 1, . . . , n. The map ψ → u(ψ) = ψ(v1)ι(v1)∗ + · · · + ψ(vn)ι(vn)∗ is
known to be a homeomorphism from Hom(On,C(X)⊗On) to the unitary group of C(X)⊗On.
Its inverse maps a unitary w to the ∗-homomorphism ψ uniquely defined by ψ(vi) = wι(vi),
i = 1, . . . , n. Therefore
[
X,Aut(On)
]∼= [X,End(On)]∼= π0(U(C(X)⊗ On))∼= K1(C(X)⊗ On).
The last isomorphism holds since π0(U(B)) ∼= K1(B) if B ∼= B ⊗ O∞, by [28, Lemma 2.1.7].
One verifies easily that if ϕ ∈ Hom(On,C(X)⊗On), then u(ψ˜ϕ) = ψ˜(u(ϕ))u(ψ). Therefore the
bijection χ : [X,End(D)] → K1(C(X) ⊗ On) is an isomorphism of groups whenever K1(ψ˜) =
id for all ψ ∈ Hom(On,C(X) ⊗ On). Using the C(X)-linearity of ψ˜ one observes that this
holds if the n − 1 torsion of K0(C(X)) reduces to {0}, since in that case the map K1(C(X)) →
K1(C(X)⊗ On) is surjective by the Künneth formula. 
Corollary 7.5. Let X be a finite dimensional compact metrizable space. The isomorphism classes
of unital separable C(SX)-algebras with all fibers isomorphic to On are parameterized by
K1(C(X)⊗ On).
Proof. This follows from Theorems 1.1 and 7.4, since the locally trivial principal H -bundles
over SX = X × [0,1]/X × {0,1} are parameterized by the homotopy classes [X,H ] if H is a
path connected group [17, Cor. 8.4]. Here we take H = Aut(On). 
Examples of nontrivial unital C(X)-algebras with fiber On over a 2m-sphere arising from
vector bundles were exhibited in [36], see also [35].
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set End(G,g) = {α ∈ End(G): α(g) = g}. The pair (G,g) is called weakly rigid if End(G,g) ⊂
Aut(G) and rigid if End(G,g) = {idG}.
Theorem 7.6. If G is a finitely generated abelian group, then (G,g) is weakly rigid if and only
if (G,g) is isomorphic to one of the pointed groups from the list G of Theorem 1.5.
Proof. First we make a number of remarks.
(1) (G,g) is weakly rigid if and only if (G,α(g)) is weakly rigid for some (or any) α ∈
Aut(G). Indeed if β ∈ End(G,g) then αβα−1 ∈ End(G,α(g)).
(2) By considering the zero endomorphism of G we see that if (G,g) is weakly rigid and
G = 0 then g = 0.
(3) If (G⊕H,g ⊕ h) is weakly rigid, then so are (G,g) and (H,h).
(4) Let us observe that (Z2, g) is not weakly rigid for any g. Indeed, if g = (a, b) = 0, then the
matrix
( 1+b2 −ab
−ab 1+a2
)
defines an endomorphism α of Z2 such that α(g) = g, but α is not invertible
since det(α) = 1 + a2 + b2 > 1.
(5) Let p be a prime and let 1  e1  e2, 0  s1 < e1, 0  s2 < e2 be integers. If (G,g) =
(Z/pe1 ⊕Z/pe2,ps1 ⊕ps2) is weakly rigid then 0 < s2 − s1 < e2 − e1. Indeed if s1  s2 then the
matrix
( 0 ps1−s2
0 1
)
induces a noninjective endomorphism of (G,g). Also if s1 < s2 and s2 − s1 
e2 − e1 then pe1 b¯ = 0 in Z/pe2 , where b = ps2−s1 and so the matrix
( 1 0
b 0
)
induces a well-defined
noninjective endomorphism of (G,g).
(6) Let p be a prime and let 1 k, 0 s < e be integers. Suppose that (Z ⊕ Z/pe, k ⊕ ps) is
weakly rigid. Then k is divisible by ps+1. Indeed, seeking a contradiction suppose that k can be
written as k = ptc where 0 t  s and c are integers such that c is not divisible by p. Let d be
an integer such that dc − 1 is divisible by pe. Then the matrix ( 1 0
dps−t 0
)
induces a noninjective
endomorphism of (Z ⊕ Z/pe, k ⊕ ps).
Suppose now that (G,g) is weakly rigid. We shall show that (G,g) is isomorphic to one of
the pointed groups from the list G. Since G is abelian and finitely generated it decomposes as a
direct sum of its primary components
G ∼= Zr ⊕G(p1)⊕ · · · ⊕G(pm) (20)
where pi are distinct prime numbers. Each primary component G(pi) is of the form
G(pi) = Z/pei1i ⊕ · · · ⊕Z/p
ein(i)
i (21)
where 1  ei1  · · ·  ein(i) are positive integers. Corresponding to the decomposition (20) we
write the base point g = g0 ⊕ g1 ⊕ · · · ⊕ gm with g0 ∈ Zr and gi ∈ G(pi) for i  1. If gij is
the component of gi in Z/peij , then it follows from (1), (2) and (3) that we may assume that
gij = psij for some integer 0 sij < eij . Using (3) and (4) we deduce that r = 1 in (20) and that
g0 = k = 0 by (2). We may assume that k  1 by (1). Then using (3) and (5) we deduce that for
each 1 i m, 0 < sij+1 − sij < eij+1 − eij for 1 j < n(i). Finally, from (3) and (6) we see
that k is divisible by the product ps1n(1)1 · · ·p
smn(m)
m . Therefore (G,g) is isomorphic to one of the
pointed groups on the list G.
Conversely, we shall prove that if (G,g) belongs to the list G then (G,g) is weakly rigid. This
is obvious if G is torsion free i.e. for ({0},0) and (Z, k) with k  1.
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End
(
G(p1)⊕ · · · ⊕G(pm),g1 ⊕ · · · ⊕ gm
)∼= m⊕
i=1
End
(
G(pi), gi
)
it suffices to assume that G is a p-group,
(G,g) = (Z/pe1 ⊕ · · · ⊕Z/pen,ps1 ⊕ · · · ⊕ psn)
with 0  si < ei for i = 1, . . . , n and 0 < si+1 − si < ei+1 − ei for 1  i < n. For each 0 
i, j  n set eij = max{ei − ej ,0}. It follows immediately that si < eij + sj for all i = j . Let
α ∈ End(G,g). It is well known that α is induced by a square matrix A = [aij ] ∈ Mn(Z) with the
property that each entry aij is divisible by peij and so aij = peij bij for some bij ∈ Z, see [16].
Since α(g) = g, we have ∑nj=1 b¯ijpeij+sj = psi in Z/pei for all 0 i  n. Since eij + sj > si
for i = j and ei > si we see that bii − 1 must be divisible by p for all 1 i  n. Since det(A) is
congruent to b11 · · ·bnn modulo p it follows that det(A) is not divisible by p and so α ∈ Aut(G)
by [16].
Finally consider the case when (G,g) = (Z ⊕ G(p1) ⊕ · · · ⊕ G(pm), k ⊕ g1 ⊕ · · · ⊕ gm).
If γ ∈ End(G,g) then there exist αi ∈ End(G(pi), gi) and di ∈ G(pi), 1  i  n, such that
γ (x0 ⊕ x1 ⊕ · · · ⊕ xm) = x0 ⊕ (α1(x1)+ x0d1)⊕ · · · ⊕ (αm(xm)+ x0dm). Note that if each αi is
an automorphism then so is γ . Indeed, its inverse is γ−1(x0 ⊕ x1 ⊕· · ·⊕ xm) = x0 ⊕ (α−11 (x1)+
x0c1) ⊕ · · · ⊕ (αm(xm)−1 + x0cm), where ci = −α−1i (di). Therefore it suffices to consider the
case m = 1, i.e.
(G,g) = (Z ⊕ Z/pe1 ⊕ · · · ⊕Z/pen, k ⊕ ps1 ⊕ · · · ⊕ psn),
and (G,g) is on the list G (e). In particular k = psn+1 for some  ∈ Z. Let γ ∈ End(G,g). Then
there exists α ∈ End(G(p)) and d ∈ G(p) such that γ (x0⊕x) = x0⊕(α(x)+x0d). Just as above,
α is induced by a square matrix A ∈ Mn(Z) of the form A = [bijpeij ] ∈ Mn(Z) with bij ∈ Z,
eij = max{ei − ej ,0}. Since γ (g) = g we have that psn+1di +∑nj=1 b¯ijpeij+sj = psi in Z/pei
for all 0 i  n, where the di are the components of d . By reasoning as in the case when G was
a torsion group considered above, since sn + 1 > si for all 1 i  n, eij + sj > si for all i = j
and ei > si , it follows again that each bii − 1 is divisible by p and that the endomorphism α of
G(p) induced by the matrix A is an automorphism. We conclude that γ is an automorphism. 
7.5. Proof of Theorem 1.5
Proof. (ii) and (iii) Let D be a unital Kirchberg algebra such that D satisfies the UCT and K∗(D)
is finitely generated. Then D is KK-semiprojective by Proposition 3.14 and KK(D,D)−1 = {α ∈
KK(D,D): K∗(α) is bijective}. In conjunction with Theorem 3.1, this shows that all unital ∗-
endomorphisms of D are KK-equivalences if and only if both (K0(D), [1D]) and (K1(D),0)
are weakly rigid. Equivalently, K1(D) = 0 and (K0(D), [1D]) is weakly rigid. By Theorem 7.6
(K0(D), [1D]) is weakly rigid if and only if it isomorphic to one pointed groups from the list G
of Theorem 1.5. We conclude the proof of (ii) and (iii) by applying Theorem 1.4.
(i) By Theorem 1.1 both O2 and O∞ have the automatic triviality property. Conversely, sup-
pose that D has the automatic triviality property, where D is a unital Kirchberg algebra satisfying
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O2 or O∞.
Let Y be a finite connected CW-complex and let ι : D → C(Y ) ⊗ D be the map ι(d) =
1 ⊗ d . Let [D,C(Y ) ⊗ D] denote the homotopy classes of unital ∗-homomorphisms from D to
C(Y ) ⊗ D. By Theorem 3.1 the image of the map Δ : [D,C(Y ) ⊗ D] → KK(D,C(Y ) ⊗ D)
defined by [ϕ] → KK(ϕ) − KK(ι) coincides with the kernel of the restriction morphism ρ :
KK(D,C(Y )⊗D) → KK(C1D,C(Y )⊗D).
We claim that kerρ must vanish for all Y . Let h ∈ kerρ. Then there is a unital ∗-
homomorphism ϕ : D → C(Y )⊗D such that Δ[ϕ] = h. By Theorem 1.4, each unital endomor-
phism of D induces a KK-equivalence. Therefore, by Proposition 6.1 there is a ∗-homomorphism
Φ : D → C(Y ) ⊗ D such that Φy ∈ Aut(D) for all y ∈ Y and KK(Φ) = KK(ϕ). Therefore
Δ[Φ] = KK(Φ)− KK(ι) = h. By hypothesis, the Aut(D)-principal bundle constructed over the
suspension of Y with characteristic map y → Φy is trivial. It follows then from [17, Thm. 8.2,
p. 85] that this map is homotopic to the constant map Y → Aut(D) which shrinks Y to idD . This
implies that Φ is homotopic to ι and hence h = 0.
Let us now observe that kerρ contains subgroups isomorphic to Hom(K1(D),K1(D)) and
Ext(K0(D),K0(D)) if Y = T, since D satisfies the UCT. It follows that both these groups must
vanish and so K1(D) = 0 and K0(D) is torsion free. On the other hand, (K0(D), [1D]) is weakly
rigid by the first part of the proof. Since K0(D) is torsion free we deduce from Theorem 7.6 that
either K0(D) = 0 in which case D ∼= O2 or that (K0(D), [1D]) ∼= (Z, k), k  1, in which case
D ∼= Mk(O∞) by the classification theorem of Kirchberg and Phillips.
To conclude the proof, it suffices to show that kerρ = 0 if D = Mk(O∞), k  2 and Y is
the two dimensional space obtained by attaching a disk to a circle by a degree-k map. Since
K0(C(Y ) ⊗ O∞) ∼= Z ⊕ Z/k we can identify the map ρ with the map Z ⊕ Z/k → Z ⊕ Z/k,
x → kx and so kerρ ∼= Z/k = 0 if k  2. 
7.6. Added in proof
Some of the results from this paper are further developed in [9]. Theorem 1.2 was shown to
hold for all stable Kirchberg algebras D. The assumption that X is finite dimensional is essential
in Theorem 1.1. Theorem 1.5(ii) extends as follows: O2, O∞ and B ⊗ O∞, where B is a unital
UHF algebra of infinite type, are the only unital Kirchberg algebras which satisfy the UCT and
have the automatic triviality property in the unital sense.
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