We propose a convex-optimization-based framework for computation of invariant measures of polynomial dynamical systems and Markov processes, in discrete and continuous time. The set of all invariant measures is characterized as the feasible set of an infinite-dimensional linear program (LP). The objective functional of this LP is then used to single-out a specific measure (or a class of measures) extremal with respect to the selected functional such as physical measures, ergodic measures, atomic measures (corresponding to, e.g., periodic orbits) or measures absolutely continuous w.r.t. to a given measure. The infinite-dimensional LP is then approximated using a standard hierarchy of finite-dimensional semidefinite programming problems (SDPs), the solutions of which are truncated moment sequences, which are then used to reconstruct the measure. In particular, we show how to approximate the support of the measure as well as how to construct a sequence of weakly converging absolutely continuous approximations. The presented framework, where a convex functional is minimized or maximized among all invariant measures, can be seen as a generalization of and a computational method to carry out the so called ergodic optimization, where linear functionals are optimized over the set of invariant measures. Finally, we also describe how the presented framework can be adapted to compute eigenmeasures of the Perron-Frobenius operator.
Introduction
We propose a convex-optimization-based method for approximation of invariant measures. The method is based on the observation that the set of all invariant measures associated to a deterministic nonlinear dynamical system or a stochastic Markov process is given by the set of solutions to a linear equation in the space of Borel measures. The problem of finding an invariant measure can therefore be formulated as the feasibility of an infinitedimensional linear programming problem (LP). Adding an objective functional to this LP allows one to target a particular invariant measure (or a class of invariant measures) such as the physical measure, ergodic measures, absolutely continuous measures, atomic measures etc. The formulation is flexible in the sense that whenever a variational characterization of a given class of measures is known, then it can be used within the proposed framework. The approach is functional analytic in nature, by and large devoid of geometric or topological considerations. The only underlying assumption is that the dynamics is polynomial. This assumption is made for computational convenience even though the approach is far more general, applicable to any algebra of functions closed under function composition (in discretetime) or differentiation (in continuous-time).
The infinite-dimensional LP in the space of Borel measures is subsequently approximated along the lines of the classical Lasserre hierarchy [16] using a sequence of finite-dimensional convex semidefinite programming problems (SDPs). The optimal values of the SDPs are proven to converge from below to the optimal value of the infinite-dimensional LP (for the analysis of the speed of convergence in a related setting of optimal control, see [13] ). The outcome of the SDP is an approximate truncated moment sequence of the invariant measure targeted; this sequence is proven to converge weakly to the moment sequence of the target invariant measure, provided this measure is unique (otherwise every accumulation point of the sequence corresponds to an invariant measure).
As a secondary contribution we describe a numerical procedure to approximate the support and density of the invariant measure using the truncated moment sequence obtained from the SDP. For the former, we provide confidence intervals enclosing, in the limit, a prescribed portion of the support; this is achieved using the Christoffel polynomial, an interesting object constructed from the Christoffel-Darboux kernel, which has already been utilized for support approximation in machine learning applications (e.g., [18, 25] ). For the latter, we construct a sequence of absolutely continuous measures with polynomial densities converging weakly to the target measure.
This work is a continuation of the movement to apply convex optimization-based techniques to nonconvex problems arising from dynamical systems theory and control. For example, the related problem of invariant set computation was addressed in [11] whereas [17, 4, 12] addressed optimal control; [24] , [23] adressed model validation and switching system identification, respectively. The problem addressed here, i.e., invariant measure computation, was also addressed by this approach in [6] in one spatial dimension; this work can therefore be seen as a generalization of [6] to multiple dimensions and with a far more detailed theoretical and computational analysis. In the concurrent work [20] the authors are also applying the Lasserre hierarchy for approximately computing invariant measures for polynomial dynamical systems, but there is no convex functional to be minimized and the focus is on distinguishing measures with different regularity properties (singular vs absolutely continuous).
Let us also mention the optimization-based approaches to invariant measure computation [1, 10] . These approaches are based on non-convex optimization and therefore have to deal with its inherent difficulties such as the existence of suboptimal local minimizers, saddle points or degeneracy. Therefore, contrary to the proposed convex-optimization based approach, these works do not provide convergence guarantees, despite being built on interesting ideas and showing promising practical performance.
The presented framework, where a convex user-specified functional is minimized among all invariant measures, can be seen as a generalization of and a computational method to carry out the so called ergodic optimization [9] , where linear functionals are optimized among invariant measures (therefore leading to ergodic measures as the optimizers since these are the extreme points of the set of all invariant measures, hence the name ergodic optimization).
Finally, we also describe a generalization of the proposed approach to compute eigenmeasures of the Perron-Frobenius operator corresponding to a given (possibly complex) eigenvalue, with the invariant measures being a special case corresponding to eigenvalue one.
The paper is organized as follows. Section 2 formally states the problem of invariant measure computation. Section 3 describes the moment hierarchies and applies them to the invariant measure computation problem. Section 4 describes the reconstruction of the invariant measure from its moments. Section 5 discusses several concrete invariant measures to be targeted via the choice of objective functional to be optimized. Section 6 describes an extension to continuous time systems and Section 7 to Markov processes (both in discrete and continuous time). Section 8 extends the method to eigenmeasures of he Perron-Frobenius operator and Section 9 presents numerical examples.
Problem statement
For concreteness we present the approach for deterministic discrete-time dynamical systems. The case of stochastic Markov processes is treated in Section 7; the continuous time cases are treated in Section 6 and 7.1.
Consider therefore a deterministic discrete-time nonlinear dynamical system
where x ∈ R n is the state, x + ∈ R n is the successor state and each of the n components of the mapping T : R n → R n is assumed to be a multivariate polynomial.
An invariant measure for the dynamical system (1) is any nonnegative Borel measure µ satisfying the relation
for all Borel measurable A ⊂ R n . In this paper we restrict our attention to invariant measures with support included in some compact set X ⊂ R n . With this assumption, the relation (2) reduces to
for all f ∈ C(X).
When a measure µ is supported on a compact set X, it follows from the Stone-Weierstrass Theorem that it is entirely characterized by its moment sequence y := (y α ) α∈N n ∈ R ∞ , where
with
n and α ∈ N n running over all n-tuples of nonnegative integers and with R ∞ denoting the space of all real-valued sequences. In particular, for the choice
for all α ∈ N n , where (5) is a linear constraint on the moments that can be written as
where
We remark that (6) characterizes all invariant measures associated to (1) with support in X. In order to single out one invariant measure of interest we propose to use optimization.
In particular, we propose to solve the infinite-dimensional convex optimization problem
where the minimization is w.r.t. a sequence y belonging to the convex cone
of moments of non-negative Borel measures on X, the objective functional F : R ∞ → R is convex, and the constraint y 0 = 1 is a normalization constraint enforcing that the measure is a probability measure.
We note that, since T is polynomial and hence continuous and X is compact, the KrylovBogolyubov Theorem ensures that there exists at least one invariant measure for (1) and hence the optimization problem (7) is always feasible.
Remark 1 (Role of the objective function) The role of F is to target or single out a specific invariant measure from the set of all invariant probability measures characterized by the constraints of (7). In principle, F can be any convex functional that facilities this. In particular, it can be extended-valued (i.e. equal to +∞), therefore encoding any constraints of interest such as µ being absolutely continuous or singular w.r.t. to a given measure. See Section 5 for concrete choices of F .
A typical example encountered in practice for the choice of F is
where (z α ) |α|≤d is a given finite vector of moments of total degree no more than d. The moments z α can be estimates of the first few moments of the invariant measure that we wish to compute obtained, e.g., from data or analytically. The optimization problem (7) then seeks among all invariant measures µ the one which minimizes the discrepancy between the first moments (y α ) |α|≤d of µ and the given moments (z α ) |α|≤d . Of course, the least-squares criterion in (8) can be replaced by other convex metrics measuring the discrepancy between two truncated moment sequences.
Moment hierarchy
In this section we describe a hierarchy of finite dimensional convex optimization problems approximating the infinite-dimensional problem (7) and prove that the solutions obtained from these approximations converge to a solution of (7) . For this we assume that the objective function F (y) in (7) depends only on finitely many moments (y α ) |α|≤d .
The finite-dimensional approximations are derived from the so-called Lasserre hierarchy of approximations to the moment cone. In particular, we use semidefinite programming representable outer approximations to this cone and in addition we truncate the first equality constraint of (7) by imposing the linear constraint (5) only for f (x) = x α , |α| ≤ k, i.e., for all monomials of degree no more than k. By linearity of the constraint, this implies that the constraint is satisfied for all polynomials of degree no more than k. The degree k is called relaxation degree.
Before writing down the finite-dimensional approximation of (7), we first describe the construction of the finite-dimensional outer approximations to M (X).
Finite-dimensional approximations of the moment cone
Here we describe the semidefinite-programming representable outer approximation to M (X). For this we assume that the compact set X is of the form
with g i being multivariate polynomials. Let us denote the unit polynomial by g 0 (x) := 1.
where · 0 denotes positive semidefiniteness of a matrix and M d (g i y) are the so-called localizing moment matrices, to be defined below. The convex cone M d (X) is an outer approximation to M (X) in the sense that for any non-negative measure µ on X the moment vector y of µ belongs to M d (X).
The localizing moment matrices
and where the Riesz functional
This functional mimicks integration with respect to a measure; in particular when y ∈ R (
In this case, the localizing matrices M d (g i y) are necessarily positive semidefinite, corresponding to the fact that g i p 2 dµ ≥ 0 for any polynomial p. Importantly, the following fundamental converse result states that if localizing moment matrices are positive semidefinite for all d ∈ N, then necessarily y is a moment vector of a nonnegative measure supported on X. In order for this to hold, the defining polynomials g i need to satisfy the so-called Archimedian condition:
Assumption 1 There exist polynomials σ i and a constant r ∈ R such that
where σ i = j p 2 i,j with p i,j polynomial, i.e., each σ i is a sum of squares of other polynomials.
Assumption 1 is an algebraic certificate of compactness of X because this assumption implies that X ⊂ {x | x x ≤ r 2 }. Since X is assumed compact, this is a non-restrictive condition because a redundant constraint of the form g i = r
2 − x x can always be added to the definition of X for a sufficiently large r in which case Assumption 1 is satisfied trivially.
Theorem 1 (Putinar [27] ) Suppose that Assumption 1 holds and that y ∈ M d (X) for all d ≥ 0. Then there exists a unique non-negative measure µ on X such that (4) holds for all α ∈ N n .
Approximation of the infinite-dimensional convex problem
Now we are ready to write down the finite-dimensional approximation to (7) . The first step in the approximation is to impose the equality constraint of (7) only for all monomials of total degree no more than k instead of for all continuous functions. That is, we impose,
αn . This is a set of k linear equations and since T is polynomial it can be re-written in terms of the truncated moment sequence of the measure µ of degree no more than
In terms of the Riesz functional, this set of equalities becomes
This set of equalities can be re-written in a matrix form as
) where y is the moment sequence of µ.
The equality constraint X 1 dµ translates to y 0 = 1. The conic constraint y ∈ M (X) is replaced, according to the previous section, by the constraint y ∈ M d k (X). This leads to the following finite-dimensional relaxation of order k of the infinite-dimensional problem (7) min
In optimization problem (7), a convex function is minimized over a convex semidefiniteprogramming representable set and hence (7) is a convex optimization problem. Provided that the objective functional F (y) is also semidefinite programming representable (e.g., it is of the form (8)), then the problem (7) is a semidefinite programming problem and hence can be readily solved by off-the-shelf software (e.g., MOSEK or SeDuMi [28] ). Importantly, the finite-dimensional relaxation (15) can be derived from the abstract form (7) and passed to a selected SDP solver automatically with the help of the modelling software Gloptipoly 3 [7] and Yalmip [19] .
An immediate observation is that problem (15) is a relaxation of problem (7) in the sense that the moment sequence of any measure feasible in (7) truncated up to degree d k is feasible in (15) . Therefore in particular for any k, the optimal value of (15) provides a lower bound on the optimal value of (7). In the following section we study the convergence of these lower bounds to the optimal value of (7) as as well as convergence of the minimizers of (15) to a minimizer of (7).
Convergence of approximations
In this section we prove convergence of the finite-dimensional approximations (15) to a solution to the infinite-dimensional optimization problem (7). ) denote an optimal solution to (15) and p the optimal value of (7). Then the following holds:
such that y k i converges pointwise to a moment sequence of an invariant measure µ attaining the minimum in (7).
3. In particular, if there is a unique invariant measure µ attaining the minimum in (7), then y k converges to the moment sequence of µ .
Proof:
The proof follows a standard argument (see, e.g., [15] ). By Assumption 1, for everyᾱ ≥ 0 there exists a k 0 such that |y α | ≤ M |α| for any vector y satisfying the constraints of (15) for k ≥ k 0 and for any α ∈ N n satisfying |α| ≤ᾱ, where M is the constant from (13). This statement implies that each component of y k is bounded for sufficiently large k. To see this, let f = σ 0 + i σ i g i be the right-hand-side polynomial from (13) and let k 0 be the
y (1) = r 2 y 0 and y 0 = 1 by the second constraint of (15) and since
. Proceeding recursively, applying the same reasoning to x α f with α i even for all α ∈ N n satisfying |α| ≤ᾱ := max{α ∈ N n | |α|/2 + (deg
}, we conclude that all even moments y α , |α| ≤ᾱ lie in [0, r 2|α| ]. Since even moments are on the diagonal of the matrix M d (y) 0 and since the off-diagonal elements of a positive semidefinite matrix are bounded in magnitude by the diagonal elements, the conclusion follows.
Having established that lim sup k→∞ |y k α | < ∞ for each α ∈ N n , it follows using a standard diagonal argument that we can extract a subsequence y k i satisfying, for each α ∈ N n , lim i→∞ y k i α = y α with y α ∈ R. To conclude the proof it remains to show that y is a moment sequence of a measure attaining the minimum in (7). Using Theorem 1, it follows that y is a moment sequence of a non-negative measure µ on X since M d (g i y ) 0 by continuity of the mapping M → λ min (M ), where λ min (M ) denotes the minimum eigenvalue of a symmetric matrix (or equivalently by closedness of the cone of positive semidefinite matrices). In addition, y satisfies the equality constraints of (7) by continuity since each row of the matrix A has only finitely many non-zero elements. Therefore µ is an invariant measure. Finally, since (15) is a relaxation of (7) we have F (y k i ) ≤ p . By the lower semicontinuity of F we also have F (y ) ≤ lim i→∞ F (y k i ) ≤ p and hence necessarily F (y ) = p since µ is feasible in (7) and therefore F (y ) ≥ p .
Reconstruction of measure from moments
In this section we show how the solutions to the finite dimensional relaxations (15) in the form of a truncated moment sequence can be used to approximately reconstruct the invariant measure. In particular we show how to approximate the support of the measure and how to construct a sequence of absolutely continuous measures converging weakly to the invariant measure. In this section, we assume that the optimal invariant measure is unique, which holds generically (in the Baire category sense) by [9 
Approximation of the support
In this section we show how the solutions to the finite dimensional relaxations (15) can be used to approximate the support of the invariant measure µ .
In order to construct the approximations we utilize a certain polynomial constructed for a vector of moments of a given measure. Assume that we are given the sequence of moments y of a non-negative measure µ on X. Then from the truncated moments of degree up to d, d even, we define the Christoffel polynomial The sublevel sets of the polynomial q y d (x) have a remarkable property of approximating the shape of the support of the measure µ. In the real multivariate domain, this was observed recently for empirical measures (sums of Dirac masses) in [25] and subsequently studied analytically for measures with certain regularity properties in [18] . In the complex domain, the theory is far more developed; see, e.g., [5] and references therein.
Here we use the following simple result which holds for arbitrary probability measures µ.
Lemma 1 Let µ be a probability measure on X with moment sequence y, let ∈ [0, 1) be given and let γ = 
Proof: We bound the complementary event:
where we have used the fact that q y d is nonnegative. Using the definition of q y d we get
where I k denotes the identity matrix of size k. Therefore
and the result follows since µ({x : q
. Lemma 1 can be readily used to construct approximations to the support of µ in the form
) is a solution to the kth order relaxation (15) . We remark that y k only approximates the moments of µ , with guaranteed convergence by Theorem 2, and hence the bound from Lemma 1 may be violated for finite k.
Weakly converging approximations
In this section we show how the to construct a sequence of absolutely continuous measures (w.r.t. the Lebesgue measure) converging weakly to the invariant measure. This is especially useful if in fact the invariant measure possesses a density with respect to the Lebesgue measure although the approach is general and always provides a sequence of signed measures with polynomial densities that converges weakly to the invariant measure. The idea is simple: given a vector y ∈ R ( n+d n ) (e.g., a truncated moment vector of a measure), we can always represent the Riesz functional
for some polynomial q ∈ R[x] d , provided that the set X has a nonempty interior. Indeed, by linearity it suffices to satisfy (18) for p(x) = x α , |α| ≤ d, which leads to a system of linear equations
where q is the coefficient vector of polynomial q in the monomial basis with the same ordering as the vector of moments y, and M L d is the moment matrix of the Lebesgue measure on X of degree 2d, i.e.,
Provided that the interior of X is nonempty, matrix M −1 y. This approach applied to the solutions of (15) leads to the following result: Theorem 3 Let Assumption 2 hold, suppose that the interior of X is nonempty, denote y k ∈ R ( n+d k n ) any solution to (15) , and let
Then the signed measures with densities q k (x) := v k (x)q k ∈ R[x] k with respect to the Lebesgue measure, converge weakly star on X to the invariant measure µ .
Proof: Verifying weak star convergence means that lim k→∞ X f q k dx = X f dµ for all f ∈ C(X). Since X is compact, it is enough to verify this relationship for all f of the form f = x α , α ∈ N n , which forms a basis of the space of all polynomials, which is a dense subspace of C(X). By construction we have X x α q k = y k α for k ≥ |α| and hence
by Theorem 2, part 3.
Theorem 3 says that the density approximations constructed from the solutions to (15) using (20) converge in the weak star topology to the invariant measure optimal in (7). From a practical point of view, e.g., for the purpose of visualization, we recommend using polynomial densities with coefficients
is the vector of the first n+k n elements of y k , rather than the full vector
. This is because the invariance constraint (14) is imposed only for all monomials up to degree k and hence moments of degrees higher than k are less constrained in (15) and hence are likely to be less accurate approximations to the true moments.
Applications -choosing the objective function
In this section we list a several classes of measures that can be targeted through the choice of the objective function F of convex problem (7).
Physical measures
Here we describe how the proposed methodology can be used to compute the moments of physical measures. Let Assumption 2 hold so that there is a unique physical measure µ with support included in X. Therefore for Lebesgue almost every x ∈ X for which the trajectory of (1) originating from x stays in X we have for any f ∈ C(X)
Selecting f (x) = x α , we can approximately compute the moments of µ as
with some N 1 and α running over a selected subset of multiindices I. The idea is that the number of moments we (inaccurately) compute using (22) is very small and then we use the optimization problem (15) to compute a much larger number of moments of µ, just from the information contained in {y num α : α ∈ I}. This is achieved by setting the objective function in (15) to
or any other metric measuring the discrepancy among moments.
Ergodic measures
In this section we describe how one can target ergodic measures through the choice of the objective function F . In particular, these can be use used to locate embedded unstable fixed points or periodic orbits. The starting point is the well-known fact that ergodic measures are precisely the extreme points of the set of all invariant probability measures (see, e.g., [26, Proposition 12.4 ]; see also [2] for general results on the behavior of extreme points under projection in infinite-dimensional vector spaces). Therefore, we can target ergodic measures by selecting a linear objective functional in (7) since the minimum of a linear program is attained at an extreme point, provided the minimizer is unique. This leads to the following immediate result:
Theorem 4 Let F be a continuous linear functional such that Assumption 2 holds and let
) denote the optimal solution to (15) . Then y k converges to a moment sequence of an ergodic measure µ, provided Assumption 1 holds.
Proof: The result follows from Theorem 2 and the fact that the minimizer is unique, therefore necessarily an extreme point of the feasible set of (7).
A typical choice of the objective functional is F (y) = α c α y α with c having only finitely many non-zero elements (i.e., F is a linear combination of a finite number of moments).
Absolutely continuous measures
In this section we describe how to target measures µ absolutely continuous w.r.t. a given measure ν through the choice of the objective function F . In most practical applications the measure ν will be the Lebesgue measure. The absolutely continuity of µ w.r.t. ν is equivalent to the existence of a density ρ such that µ = ρdν. Assuming that ρ(x) ≤ γ < ∞ for ν-almost all x ∈ X, we can impose the absolute continuity constraint by choosing
where I A is the extended-value characteristic of a set A (i.e., I A (x) = 0 if x ∈ A and I A = +∞ if x / ∈ A). Then F (y) is a convex function of y and its domain is the set of moment vectors y such that
where z denotes the moment sequence of ν. This is added to the constraints of (7) and (15) (for a particular fixed d in the latter case).
We remark that, in general, there may be multiple absolutely continuous measures in which case the constraint (24) can be combined with an additional choice of the objective functional F in order to target a specific measure (e.g., the physical measure as in Section 5.1).
Singular measures
In this section we describe how to target singular measures through the choice of the objective function F . In this work, we focus on atomic measures only. Whether there exists and effective variational characterization of the elusive singular-continuous measures (e.g., the Cantor measure) remains an open problem, to the best of our knowledge.
Atomic measures are of interested because they may correspond to unstable periodic orbits or fixed points, which are difficult to obtain using simulation-based techniques. These structures are typically ergodic and therefore the methods of this section can be combined with those of Section 5.2.
We use the observation that if a measure µ consists of K atoms, then the associated moment matrix M d (y) is of rank at most K for all d and of rank exactly K for sufficiently large d. Therefore, in order to seek an invariant measure consisting of K atoms (e.g., a K-period orbit) one would in principle want to choose
Unfortunately, such F is not convex and therefore we propose to use a convex relaxation
where γ ≥ 0 is a regularization parameter. This translates to the constraint
which is added to the constraints of (7) and (15) . We note that since M d (y) is positive semidefinite, its trace coincides with its nuclear norm, which is a standard proxy for rank minimization [3] (since the convex hull of the rank is the trace on the unit ball of symmetric matrices).
Continuous time version
In this section we briefly outline how the presented approach extends to continuous time. Assume therefore that we are dealing with the dynamical system of the forṁ
each component of the vector field b is assumed to be a multivariate polynomial. We are seeking a non-negative measure µ on X invariant under the flow of dynamical system (25) , which is equivalent to the condition
for all f ∈ C 1 (X).
The infinite-dimensional convex optimization problem (7) then becomes
This optimization problem is then approximated by taking f = x α , α ∈ N n , and proceeding in exactly the same way as described in Section 3.2, leading to a finite-dimensional relaxation of the same form as (15) , with the same convergence results of Theorems 2 and 3.
Markov processes
In this section we describe a generalization to Markov processes evolving on the state-space X. We assume a Markov chain in the state-space form for some coefficients t α,β,γ . Therefore,
are the moments of w k , which are fixed numbers that can be either precomputed analytically or using sampling techniques. The equation (29) can therefore be re-written as
or, in terms of the moments of µ (4),
This is a finite-dimensional system of linear equations of the form
Adding the normalization constraint y 0 = 1 and the positive-semidefiniteness constraints
leads to the optimization problem (15) . The objective functional F (y) of (15) is again chosen in order to target a particular class of invariant measures. The same convergence guarantees of Theorems 2 and 3 hold.
Remark 2 (Uniqueness) It is interesting to note that, in the presence of randomness, it is much more common for a unique invariant measure to exist. For example, a sufficient condition for this is the recurrence of the Markov chain; see [21, Chapter 10] for more details.
Continuous-time Markov processes
The extension to continuous-time stochastic processes is straightforward. The invariance condition (26) is simply replaced by
where A is the infinite-dimensional generator of the process. For concreteness, let us consider the stochastic differential equation
where b : R n → R n is the drift, σ : R n → R n×k the diffusion matrix and W t is a vector-valued Wiener process. Then we have
which is a polynomial provided that b(x) and σ(x) are polynomial in x and we set f (x) = x α . The invariance condition (30) can therefore be expressed solely in terms of the moments of µ (4). The approach then proceeds in exactly the same fashion as described in Section 3.2, leading to a finite-dimensional relaxation of the same form as (15) , with the same convergence results of Theorems 2 and 3, provided that the set of invariant measures of the stochastic process considered is non-empty.
Eigenmeasures of Perron-Frobenius
In this section we briefly describe how the presented approach can be extended to computation of the eigenmeasures of the Perron-Frobenius operator [22] . For concreteness we work with the discrete-time dynamics (1), although analogous results can be obtained for continuous time, following the developments of Section 6. The Perron-Frobenius operator
for every Borel measurable set A ⊂ X. Here M c (X) stands for the vector space of all complex-valued measures on X. Given λ ∈ C, a complex-valued measure µ is an eigenmea-
for all f ∈ C(X). Since the moment-based approach developed previously applies to nonnegative measures, we use the Jordan decomposition
where i = √ −1 is the imaginary unit and µ
Then the condition (31) is equivalent to
for all f ∈ C(X). When expressed with f = x α , α ∈ N n , this is equivalent to 
which is then approximated by a sequence of finite-dimensional SDPs in exactly the same fashion as described in Section 3.2, with the convergence results of Theorem 2 also holding in this setting.
9 Numerical examples 9.1 Logistic map
As our first example we consider the Logistic map:
Physical measure
First, we compute the moments of the unique physical measure µ on X. For this example, the density of the physical measure is given by [14] ρ(x) = 1 π
We used the first moment 2 (note that instead of an exactly computed value we could have used an imprecise value of the moment from a simulation or determine this value based on symmetry without analytically integrating the density). Then we solve (15) with k ∈ {5, 10, 100} and compute a degree k polynomial approximation to the density using (21) ; as in [6] , for numerical stability reasons, we work in the Chebyshev basis rather than the monomial basis (i.e., we express the constraint (14) using the Chebyshev basis polynomials instead of monomials x α and replace the monomial basis vectors v d i by the vectors of Chebyshev polynomials up to degree d i in (11)); see [6] for more details on the use of Chebyshev polynomials in this context. In Figure 1 we compare the true density and the polynomial approximations. We observe a very good fit even for low-degree approximations and oscillations of the sign of the approximation error, akin to classical results from approximation theory. The computed moments (transformed to the monomial basis) are compared in Table 1 ; we see a very good match. 
Hénon map
Our second example is the Hénon map: The goal is to compute the moments of the physical measure µ on X. The available information is only the first moment y num (1,0) (i.e., the expectation of the first coordinate) of µ approximately computed using (22) with f (x) = x 1 . The objective function is F (y) = (y (1,0) − y num (1,0) ) 2 . Table 2 compares the moments returned by relaxation (15) of order k = 10 with moments computed numerically using (22); we observe a good agreement. Figure 2 then compares the support approximations computed using using the Christoffel polynomial (17) with y = y k . Table 2 : Hénon map: comparison of moments computed by the SDP relaxation (15) and using (22) .
Only the first moment corresponding to x 1 was given as data input to (15) . 
Moments

