An important task in deriving a summary measure of health is to incorporate stated preferences into health state classifications. This paper examines a range of alternative econometric models for dealing with a skewed, truncated, non-continuous and hierarchical (at the individual level) data set of standard gamble valuations of health states defined by the health state classification the SF-6D. Alternative specifications incorporating random effects for the individual level clustering, Tobit models to deal with skewness and truncation and ordered probit for the noncontinuity did not produce models better than the simple mean model and were often worse in terms of inconsistency, fit and heterogeneity.
Introduction
There is a growing need to develop measures for summarizing the health of a population. A common approach has been to use preference-based measures of health that combine health state descriptive systems with a set of preference-weights usually obtained from the general population (Brazier and Deverill 1999) . Commonly used examples of these preferenceweighted health state classifications include the EQ-5D (Brooks 1996) and the HUI3 (Torrance et al. 1995) . These classifications are typically too large for all the states defined by the classifications to be directly valued and so the approach has been to value a sample of states and then extrapolate to all states using econometric or mathematical means (Dolan 1997; Torrance 1982) .
This paper examines the problems of estimating econometric models for a recently developed health state classification, the first version of the SF-6D, which has been derived from a larger generic measure of health, the SF-36 (Brazier et al. 1998) . A sample of states defined by this classification have been valued using Standard Gamble (SG) by a convenience sample of patients, health professionals and students. The data generated by the valuation survey has a particularly complex structure, which poses many problems for econometric modelling. The distribution of the dependent variable is skewed, truncated and non-continuous. A further feature is the presence of individual heterogeneity and serial correlation since health state valuations may be due, in part, to unobserved individual characteristics rendering observations clustered within respondents. To our knowledge, there is no single, pre-canned estimation procedure that can deal satisfactorily with all of these features of the data. In this paper, our aim is to explore alternative models and estimation techniques that are readily available in commonly used econometric packages, in an attempt to provide a good predictor of health state valuations and thus derive a tariff. The problems of analysing these stated preference data have relevance beyond the confines of health to other areas of applied economics including transport and environment (Bates 1988) , and applied econometrics in general.
The next section of this paper briefly describes the SF-6D health state classification. This section also outlines the survey in which health states were valued using standard gamble techniques. Section 3 discusses the complexity of the data generated by the valuation survey, and outlines a number of alternative model specifications that can be estimated in an attempt to predict the standard gamble scores. The results of the econometric analysis are reported in section 4, with discussion in section 5 and concluding remarks in section 6.
Deriving and valuing health states via the SF-6D
The SF-6D
The first version of the SF-6D health state classification is shown in Table  1 ; it has the six dimensions of physical functioning, role limitation, social functioning, pain, mental health and vitality (δ = 1, 2, …, 6), each with between two and six levels (λ ) (Brazier et al. 1998) . These dimensions and the wording of each level were taken from the SF-36 Health Survey, a profile measure of health widely used in clinical trials throughout the world (Ware, Sherbourne 1992) . These dimensions were selected to represent the core aspects of health. This instrument has been found to perform well in psychometric terms at describing the health of people with a wide range of common medical conditions (e.g. Harper et al. 1997; Hollingsworth et al. 1995; McHorney et al. 1994 ). An SF-6D health state is defined by selecting one statement from each dimension, starting with physical functioning and ending with vitality. A total of 9 000 health states can be defined in this way. The structure of the SF-6D is similar to a number of other health state classifications used in economic evaluation of health care interventions, such as the EQ-5D which has 5 dimensions with 3 levels each (Brooks 1996) , and the HUI3 with eight dimensions with between Table 1 The SF-6D Health State Classification
Physical functioning (δ = 1) four and six levels each (Torrance et al. 1995) . There is a more recently developed version of the SF-6D (Brazier et al. 2002) but this paper is concerned with the earlier version.
The valuation survey
A sample of 57 health states were chosen for valuation, from the 9 000 potential states available. These states were chosen to ensure that every level of each dimension appeared at least once. Health states included different combinations of attribute levels, including those with physical difficulty, those with mental problems, and those with some combination of the two. The data reported here were elicited from a convenience sample recruited from a range of backgrounds including the health professions, health service managers and administrators, professional and technical staff at a large university Medical School, and students from health economics and medical courses. The respondents each valued 12 health states. These were selected from the sample of 57 states on the following basis: perfect health and two "core" states (i.e. those valued by most respondents); 16 "common" states (i.e. those valued by 1 in 5); and the remaining 50 states which were valued by 1 in 10. This selection of states was designed to enable the analyses to address a number of different issues, including an examination of the impact of background variables, internal consistency, a comparison of valuation methods, as well as the estimation of models.
The Standard Gamble (SG) technique was chosen as the main method for eliciting preferences since it has a strong theoretical foundation in expected utility theory; asking respondents to trade changes in health against risk. A self-completed version developed by Jones-Lee et al. (1993) was used, where the respondent is given a list of probabilities of success and failure for each question from which to select upper and lower bounds, as well as points of indifference. This version of SG has been found to perform better than a more conventional "ping-pong" approach using props (Dolan et al. 1996) .
In the SG question, respondents are asked to choose between two alternatives. One is to live in a given SF-6D health state for 10 years. The second is to have a treatment, which may restore them to full health or fail and result in death. The question asked respondents to consider a range of chances of success from 100 in 100 (certain outcome) down to 10 in 100 (with a final box for immediate death preferred). Respondents were first asked to indicate with a tick all those chances of success where they would choose the risky treatment. Then they were asked to place a cross against cases where they would reject the treatment starting from 10 in 100. Finally, they were asked to indicate where it was most difficult to choose.
1 Respondents had the opportunity to indicate they would only choose the treatment if it had a lower than one in 100 chance of failure and to indicate at which level they would accept failure.
One hundred and sixteen people were approached to take part, and only 6 refused. Each respondent was given a booklet to complete, which contained questions on personal background and self-rated health, ranking and rating exercises (reported in Brazier et al. 1998) , and the SG questions. The majority completed the questionnaire in supervised groups. The age of respondents ranged from 20-55, with a mean of 32 (SD = 8.9), and 49% were female. The majority had non-manual occupations. Out of a total of 1 320 possible SG questions, there were 1 037 usable observations across 106 individuals. No attempt has been made to filter the data by omitting "irrational" responses, though the proportion of responses logically inconsistent with the SF-6D was only 6% (Brazier et al. 1998) . Descriptive statistics for the SG valuations of the 57 health states are reported in Table 2 (in descending order of mean valuation). Mean values range from 43.13 to 98.76 and are highly skewed towards the upper end of the scale suggesting that most respondents are not willing to take large risks to avoid the health state in question. There is clear heterogeneity reflected in the inverse relationship between the mean valuation and the standard deviation of these valuations. Median values are higher than means (in all but 5 cases) signifying the substantial skew in the data and this skew is also clearly shown by the distribution of 1 037 individual SG valuations shown in Figure 1 .
Methods
The data generated by the valuation survey described above has a complex structure which creates a number of problems for econometric estimation. Gravelle (1995) has pointed out that the derivation of a tariff for the full set of health states from individual valuations of a subset of states requires both estimation and aggregation and the data can be transformed or untransformed. Transformation, aggregation and estimation can occur in any order and different choices will produce different tariffs.
In the case of our SG valuations modelling can be done at the aggregate level using an appropriate measure of central tendency for the valuations of each of the 57 states, or at the individual level using all 1 037 responses with aggregation occurring via the regression model. Clearly using individual level data utilizes all of the information available and allows the estimation of the effects of respondent characteristics such as age and sex. It also avoids erroneous inference caused by wrongly infer- Valuations ring that aggregate level observed relationships hold at the individual level, a phenomenon referred to as the ecological fallacy. If individual response data is used it is important to recognize the variance structure of the data. Variation is both between respondent and within respondent (across health states). The latter is a direct consequence of within and between variability.
Respondents did not value the same set of states and, although a balanced design was used in selecting health states for each individual, differences between health state values may be partly due to heterogeneity in the preferences of the respondents who valued them rather than the attributes of those states. If modelling is done at the aggregate level the choice of the measure of central tendency is important since it represents a choice about which values are given greatest weight (Busschbach et al. 1999; Williams 1992 ). In the case of a highly skewed distribution like this one, the arithmetic mean gives a high weight to the upper end of the scale, whereas with the median equal weight is given to all responses. A common view has been that it is the mean that should be used regardless of the skewness of the data since this best reflects the individual's strength of preference. Another view would be that in the arena of public policy it is the median that should be used since in a voting context each person has an equal vote regardless of strength of preference. Strictly, neither is an ideal representation of the preferences of individuals, but rather than resolve the debate here we have estimated models using both measures of central tendency.
Before describing the models used in more detail, a third factor should also be considered. As well as being highly skewed, the distribution of SG scores is also truncated and non-continuous. SG scores are truncated at the upper limit since chance of treatment failure cannot be less than zero, giving a SG score of 100. In this data set the SG scores have a minimum of zero, indicating that the respondent would not accept any chance of failure for the treatment. However, SG scores of less than zero are theoretical possible in other data sets where health states are regarded as worse than dead. In addition the SG scores are discrete in that respondents can only specify a range of risk values within which they would accept treatment. These departures from normality and continuity warrant transformations of the dependent variable, and alternative estimation techniques. In combination with the complex form of heterogeneity, these issues present an interesting, and by no means straightforward, problem for econometric modelling.
Modelling standard gamble scores
A number of alternative models can be formulated for predicting the SG gamble scores generated in the valuation survey. The general model is defined as:
where i = 1, 2, ..., n represents individual health state values and j = 1, 2, …, m represents respondents. The dependent variable, y ij , is the SG score for health state i valued by respondent j.
x is a vector of dummy explanatory variables (x δλ ) for each level λ of dimension δ of the SF-6D. For example, x 32 denotes dimension δ = 3 (social functioning), level λ = 2 (…problems interfere slightly…). For any given health state, x δλ will be defined as x δλ = 1 if, for this state, dimension δ is at level λ x δλ = 0 if, for this state, dimension δ is not at level λ
In all there are 23 of these terms, with level λ = 1 acting as a baseline for each dimension. Hence for a simple linear model, the intercept represents state 111111 (full health), and the value of all other states is derived by summing the coefficients on the "on" dummies.
g is a function specifying the appropriate functional form. ε ij is an error term whose autocorrelation structure and distributional properties depend on the assumptions underlying the particular model used.
This is an additive model, which, apart from additivity, imposes no restrictions on the relationship between dimension levels of the SF-6D. It does not enforce an interval scale between the levels of each dimension and neither does it impose ordinality on the levels. Hence it provides an opportunity to test the respondents' understanding of the scales. In this specification each dimension level appears independently as an explanatory variable. However, there is the possibility of interactions between the levels of different attributes. Torrance et al. (1992) have suggested "…that the additional disutility added by a particular deficit is greater if it is the first and only deficit and less if it is the last of two or more deficits". Alternatively, for some states an interaction may increase the deficit over and above the sum of the two parts. The estimation of all possible interaction terms would have required a substantially larger proportion of the 9 000 health states of the SF-6D to be valued. There are, for example, 236 first order interactions alone. Given, the large number of possible interactions, and little evidence on which are likely to be important, there is a risk of finding significant interactions due to the play of chance. With this in mind, and given our primary aim of exploring alternative econometric modelling strategies, we have not considered interaction effects in this paper. 
Alternative model specification
The starting point is ordinary least squares (OLS) estimation of model (1), with g as a linear function. This simple specification assumes a standard zero mean, constant variance error structure, with independent error terms, that is cov(ε ij ε i′j ) = 0, i ≠ i′. This specification ignores the potential heterogeneity by assuming that each individual health state value is an independent observation, regardless of whether or not it was valued by the same respondent.
An improved specification, which takes account of variation both within and between respondents, is the one-way error components random effects (RE) model. This model explicitly recognizes that n observations on m individuals is not the same as n x m observations on different individuals. For the RE model the errors from model (1) are decomposed such that
Here the error disturbance is represented by the components u j and e ij . The former specifies an unobserved individual specific random component and the latter an idiosyncratic observation-specific error component. Both are assumed to have zero mean and constant variance. Maximum likelihood estimation of the components additionally requires that they are random draws from Normal distributions. We also assume that the set of regressors, x ij are exogenous in the sense that they are uncorrelated with the error components: E(x ij u j ) = 0 and E(x ij e ij ) = 0. We further assume that the allocation of health states to respondents is random, such that cov(u j ,e ij ) = 0.
The characteristic RE assumption, E(x ij u j ) = 0, requires that the selection of respondents and the choice of health states is random. Violation of this assumption results in biased and inconsistent estimation of the parameters, β, of the RE model. The sampling of respondents and health states in this study was not random, as described above. In these circumstances a fixed effects estimator, such as least squares dummy variables (LSDV) may be preferable. Here consistency is obtained by conditioning on a set of M -1 individual specific dummy variables. Here the respondent specific effects u j are not assumed to be random, but are a set of fixed effects to be estimated, together with the vector of coefficients on the explanatory variables (β); hence the assumption E(x ij u j ) = 0 is not required. Alternatively, the within-groups estimator may be used which sweeps out the individual effects by transforming the variables by subtracting their respective within individual group means. Again this ensures consistent estimation of the parameters, β. Note however, that fixed effects estimation cannot be more efficient than random effects estimation should the assumption E(x ij u j ) = 0 hold and in practice may well be significantly less efficient.
The complex nature of variation in this data suggests a further class of models for consideration, those developed specifically to deal with hierarchical data structures often termed multilevel models (Goldstein 1995) . The two-level variance components multilevel model is algebraically equivalent to the one-way error components RE model, denoted by the specification given in models (1) and (2) above. Estimation is by iterative GLS (IGLS), which offers a very flexible estimation routine allowing for the extension to many levels of a data hierarchy and more complex modelling of the variance components observed at any level of the hierarchy (see for example Goldstein, 1995) . However, as with the more standard RE estimator, the IGLS estimator is an unbiased and consistent estimator only when the assumption E(x ij u j ) = 0 holds.
Finally we consider alternative functional forms (g in model (1)) to account for truncation and the discrete nature of the SG scores. Firstly, a RE Tobit specification is used in an attempt to account for the fact that the data are bounded between 0 and 100. Tobit specifications assume that the data are censored at a particular limit. This is different to truncation as we are assuming that some underlying latent variable can achieve a value greater than the limit observed.
3 However, as an approximation to truncated regression we fitted a RE Tobit model with censoring points at 0 and 100. Tobit models are also useful in this circumstance where scores are clustered at the upper end of the range. Secondly, we also tried two ordered Probit models in an effort to account for the discrete nature of the SG scores. These used an arbitrary ordering of 20 groups each of width 5, and also an ordering of 17 groups of varying widths to mirror the choices available to respondents.
As well as the core dummy variables describing each health state, it may also be that personal characteristics of the respondents have a significant influence on SG valuations of health states. Characteristics that are pertinent to the equity debate, such as age, sex, ethnicity and socioeconomic status will, if significant, point to the use of different social tariffs for different groups in order to ensure that preferences are treated in an equitable manner (Williams and Cookson 2000) . The effect of respondent characteristics can only be investigated using models estimated at the individual level and the variables available to us in this study are age, sex, employment status, general health status and the presence of a chronic health problem. Table 3 presents results for five alternative ways of estimating model (1) using the core set of dummy explanatory variables that represent the levels of each dimension of health that make up a health state as defined on the SF-6D. Estimation was carried out using STATA v6.0 and MLwiN (Goldstein et al. 1998) . The first two columns use data at the aggregate level, so the dependent variable is the mean (or median) SG valuation for each of the 57 states. Columns (3) to (5) use data on individual responses, so the dependent variable is the individual SG valuations (n = 1 037).
Results
A number of findings are robust across the models. Most coefficients have the expected negative sign representing detriments from the "full health" state 111111, but only the minority of coefficient estimates are significant at traditionally acceptable levels. The intercepts in all cases have the expected sign and size, and are not significantly different to 100 which represent the expected value of the "full health" state. The role dimension and lower levels of the social functioning and pain dimensions have no significant effect on the health state valuation in any of the models. In Table 3 Core models Other results are more sensitive to model specification. Results are similar for the aggregate level mean and median models, except the vitality dimension attracts much larger coefficients if the mean is used as the measure of central tendency. The individual level OLS model gives very similar results to the mean model as expected. However a Cook-Weisberg test for heteroscedasticity indicates that the standard OLS assumption of homoscedastic errors is not applicable in these data ( χ 1 2 = 338, p < 0.001). Further, these data represent repeated observations on the 106 individuals sampled. A standard OLS assumption is that error terms are independent, cov(e ij ,e i′j ) = 0, i ≠ i′, and again this is not appropriate here. OLS standard errors are biased when such assumptions are not realized and as such, the standard errors presented in Table 3 were corrected for intraunit clustering and heteroscedasticity.
Column (4) shows the one-way error components RE model defined by models (1) and (2). 4 The coefficient estimates are generally smaller than those for the models which do not allow for individual respondent effects but the pattern of coefficients is largely similar. However, if the selection of either individuals or health states were not made entirely randomly, then the assumption Corr(x ij ,u j ) = 0 may be violated, resulting in biased and inconsistent estimates. In such circumstances, a fixed effects estimator may be preferable. Estimation of a fixed effects model produces results (Brazier at al. 1998), which are very similar to the RE specification. Also a Hausman test of fixed versus random effects specification (Hausman 1978) indicates that there is insufficient evidence to reject the assumption of individual effects being distributed randomly ( χ 2 23 =22, p = 0.51). A Breusch-Pagan Lagrangian multiplier test of the significance of RE (Breusch and Pagan 1980) confirms that the total variance is better treated as components of variation; both within and between individuals ( χ 1 2 = 899, p = 0.001). As a result we prefer the random to the fixed effects specification.
Standard variance components multilevel models were also estimated using iterative generalized least squares (IGLS) (see Goldstein, 1995) . Again these results are not reported here since as expected they are extremely similar to the GLS RE results reported in column (4). The Tobit model presented in column (5) is an attempt to deal with the skew and truncation of the distribution of SG scores. The results are again very similar to the standard RE model reported in column (4).
An obvious criterion for assessing the different models is consistency of rankings of increasing health state valuations and intuitive signs attached to coefficient estimates. A priori we expect that all estimated coefficients have negative signs (with the exception of the constant which ought to be approximately 100). Further increasing severity of health state levels within a dimension should attract increasingly negative coefficient estimates creating a negative gradient across a dimension.
The mean, median and OLS models all have well behaved physical functioning scales, but for the linear RE and RE Tobit models the coefficient on PF5 is smaller than that on PF4 (although they are not significantly different). Role limitation and social functioning do not appear to be important in any of the models, with the exception of SF4 which attracts a very large coefficient in the median model. The pain dimension is well behaved in all models with the lower levels insignificant, and PAIN5 and PAIN6 attracting large coefficients. In the mean, median and OLS models only the highest level of the mental health dimension is significant, whereas in the RE and Tobit models MH2 and MH3 are significant but MH4 is not, resulting in a violation of the ordinality of the scales. The vitality dimension only has significant levels in the mean and OLS models and here the most severe level is not significant.
The ultimate aim of these models is to predict valuations for all states defined by the SF-6D. Table 4 presents diagnostic statistics for the within Table 4 Diagnostic statistics for core models sample predictive ability of the models. These statistics reflect the models' ability to predict the actual mean (or median) valuation given to each state by our sample of 106 people. All of the models produce random prediction errors as reflected in the insignificance of the Ljung-Box (LB) statistic. The OLS model results in the smallest mean absolute error (MAE) but the distribution of errors in this case is not normal (Jarque-Bera (JB) statistic). In terms of overall error size the mean model performs the best with only 5 errors greater than |5| and none greater than |10|. These large prediction errors are made on states with a relatively small number of valuations (10 or less). Despite the support for the RE model from the Hausman and Breusch-Pagan tests, it does not predict well in comparison to the mean model. The tobit model is clearly the worst performer with large prediction errors that are also biased as reflected in the t-test of the null hypothesis that the mean prediction error is zero.
The ordered probit models using 20 and 17 groups did not perform well and the results are not reported here. The 17 group model was superior but still resulted in coefficient ordering that contravened the ordinality of the scales and only predicted 21 out of 57 health state valuations correctly.
5
Transforming the response to an ordered scale has some appeal since in reality respondents were presented with a finite set of options to chose from when valuing a given health state. However, re-ordering in this manner does involve the loss of information, and for this reason the method may not be desirable. In addition the failure to fully account for residual heterogeneity may contribute to the poor performance of this model.
Given the large number of insignificant coefficient estimates presented in Table 3 , it seemed worth pursuing the mean, OLS and linear RE models to see whether their predictive ability suffered as a result of making the models more parsimonious. 6 Omitting insignificant variables results in little change in the coefficients on the included variables. In terms of predictions the mean model is still superior but there is some reduction in predictive ability compared with the full model. The MAE is 2.926 with 7 errors greater than |5| and 1 greater than |10|. All the models also have a number of inconsistent results in relation to the ordinality of the dimension scales. A further problem is that for the mean and RE models the intercept is significantly lower than 100.
Based on the above results, full models are preferred both in terms of coefficient estimates and predictive ability. Of the alternative models presented here the aggregate mean model (Table 3 , column (1)) is the best. White's test and an ARCH test suggest no remaining heteroscedasticity with this model (F = 0.628, p = 0.876; F = 0.691, p = 0.409 respectively). The model has good inside sample predictive ability; prediction errors are random and 52/57 valuations are predicted correctly to within 5 of the actual mean valuation. The outside sample predictions are not quite so good. The model was estimated on 29 randomly chosen health states and these estimates were used to predict valuations for the remaining 28 health states. The prediction errors are random (LB = 4.165, p = 0.654), but the MAE is 5.724 with 13 errors greater than |5| and 4 greater than |10|. These results are not surprising given the relatively small sample of health states included here.
One disadvantage of a model estimated at this aggregate level is that it does not allow us to investigate the influence of respondent characteristics on SG valuations of health states. If respondent characteristics are important the aggregate mean model may not be appropriate. The effect of respondent characteristics is investigated here via the linear RE model. Characteristics such as age, sex and educational status were not statistically significant. The only significant respondent effect is a NON-WORK dummy variable that takes the value of 1 if the respondent is a student or a retired person. This dummy attracts a coefficient of 5.727 (s.e. = 2.864), implying that students and retired people give higher valuations to the health states than the other respondents. The coefficients on the core dummy variables are very robust to the inclusion of this respondent characteristic, and as such the full results for this model are not reported here. There is a slight increase in the adjusted R 2 compared to the core linear RE model presented in Table 3 (from 0.327 to 0.339). However, the Reset test suggests there may be a misspecification problem, F = 6.250, p = 0.012.
In order to investigate the effect of retired people and students on the tariff derived from our preferred mean model, we estimated this aggregate model excluding the valuations of this subset of respondents. 7 The results (not reported here) are virtually identical to the mean model presented in column (1) of Table 3 in terms of coefficient estimates, standard errors and the predictive ability of the model.
Discussion
The econometric modelling of stated preference data presents a range of problems, which in the case of SG health state valuation data include skewness, truncation, non-continuity and a hierarchical structure at the individual level. There is no single estimation procedure for handling these problems simultaneously and therefore this paper has examined a number of alternative specifications. Previous work with these types of data have limited their analyses to mean models (Kaplan and Bush 1982) or used fixed effects models (Brazier et al. 1998) or random effects models (Dolan 1997) to deal with the clustering around individuals, but these studies have not reported the consequences of attempting to deal with skewness, truncation or non-continuity.
Alternative specifications have been attempted to model SG valuations of health states from a sample of 106 people valuing 12 states each. We acknowledge that these models have been estimated on an unrepresentative United Kingdom sample and do not provide a definitive tariff for valuing the SF-6D, 8 but it provides an opportunity to examine the methods for analysing such data. A number of findings are robust across these models and these suggest that physical functioning, pain and mental health are the most important dimensions of health determining valuations of health states as defined by the SF-6D. The results broadly support the ordinality of the SF-6D scales, with the mean model being the most consistent. However, even for the mean model there is an exception in relation to the vitality dimension of health. The lower levels are significant and the coefficients increase in absolute value with the severity of impairment up to VIT4, but the most severe level, VIT5, attracts a coefficient half the size of that on VIT4. This may have resulted from the selection of health states valued in the study. The results do not support the assumption of equal intervals between levels on each dimension, so the models were correctly specified in not constraining the estimates in this way.
The surprising finding was that the mean model was as good if not better than the more complex model specifications on this data set. Attempts to deal with the skewed and truncated nature of the distribution of SG valuations were largely unsuccessful. The RE Tobit model resulted in large, biased prediction errors suggesting that this is not an appropriate transformation of the dependent variable. While this model allows for both censoring (as an attempt to mimic truncation) and decomposition of the variance components, there are problems associated with this specification in that censoring is not the same as truncation and we have not fully adjusted for the heteroscedastic error terms at the bottom level. The latter leads to inconsistent parameter estimates and biased standard errors.
The ordered Probit models predicted badly and this may be a result of the inability to account for individual respondent effects in these models. Empirical support for the linear RE model shows that individual effects are important as the valuations are clustered by respondent. Nevertheless, despite the intuitive appeal of the RE specification given the study design, the aggregate mean model performs the best both in terms of coefficient expectations and predictive ability.
A potential disadvantage of the mean model is its inability to model the effect of respondent characteristics but in this study most respondent characteristics had no significant effect on health state valuation. This finding is in contrast to other empirical work that has found that age is generally positively related to valuation health states (Dolan 2000) . The contradictory result may be due to our convenience sample which only included respondents from a relatively narrow age range (20 to 55 years). The finding that students and retired people value health states more highly than the other respondents may also be peculiar to our sample, as these groups formed a significant proportion of respondents (20/106).
Conclusion
The modelling of stated preference data is becoming increasingly important for helping policy-makers in the health sector. This chapter has examined for the first time a number of alternative specifications for dealing with the complexities found in an SG health state valuation data set. The results indicate that it is feasible to undertake modelling of these types of data and that a mean model is as good and often better than the more complex specifications. This has important implications for modelling health state valuations and related stated preference data sets.
We have raised a number of issues that must be addressed in the analysis of these types of data, the alternative specifications to address these features and some evidence on their importance in the models. Care should be taken in concluding that a simple mean specification is sufficient for all attempts to model health state classifications and other descriptive systems onto stated preference data, nonetheless this work can assist others seeking to identify the appropriate strategy for modelling stated preference data sets.
Notes
1 Respondents did not always indicate where it was most difficult to choose and in these cases the recommended procedure was adopted of taking the mid-point between the upper and lower values as a proxy (Jones-Lee et al. 1993 ).
