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In this article the unitary equivalence transformation of normal
matrices to tridiagonal form is studied.
It is well-known that any matrix is unitarily equivalent to
a tridiagonal matrix. In case of a normal matrix the resulting
tridiagonal inherits a strong relation between its super- and
subdiagonal elements. The corresponding elements of the super-
and subdiagonal will have the same absolute value.
In this article some basic facts about a unitary equivalence
transformation of an arbitrary matrix to tridiagonal form are
ﬁrstly studied. Both an iterative reduction based on Krylov
sequences as a direct tridiagonalization procedure via Householder
transformations are reconsidered. This equivalence transformation
is then applied to the normal case and equality of the absolute value
between the super- and subdiagonals is proved. Self-adjointness
of the resulting tridiagonal matrix with regard to a speciﬁc scalar
product is proved. Properties when applying the reduction on
symmetric, skew-symmetric, Hermitian, skew-Hermitian and
unitary matrices and their relations with, e.g., complex symmetric
and pseudo-symmetric matrices are presented.
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It is shown that the reduction can then be used to compute the
singular value decomposition of normalmatricesmaking use of the
Takagi factorization. Finally some extra properties of the reduction
as well as an efﬁcient method for computing a unitary complex
symmetric decomposition of a normal matrix are given.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Normalmatrices are an important class ofmatrices arising in various applications and satisfying the
following simple commutative relation AAH = AHA. Hermitian, skew-Hermitian and unitary matrices
are all well-known subclasses of the class of normal matrices. Many interesting properties are known
about normal matrices [1–5] related to, e.g., the eigenvalue and singular value decomposition, the
polar-decomposition, the Hermitian H = 1/2(A + AH) and skew-Hermitian part K = 1/2(A − AH)
and their relation with the Toeplitz decomposition A = H + K . Also nowadays attention is paid to the
class of co-normal matrices [6,7].
Concerning eigenvalue and singular value methods, many algorithms for the classes of, e.g., Her-
mitian, skew-Hermitian and unitary matrices are known (see e.g., [8–13]). All these methods consist
of two phases. An initial reduction to simpler form O(n3) is followed by for instance the widespread
QR-method for computing all eigenvalues (on average this takes O(n3) operations1).
The most widespread and well-known method for computing singular values is the Golub–Kahan
method [16]. Again two steps are required, the so-called Golub–Kahan bidiagonalization procedure
followed by a QR-like method. The article [16] describes both a direct method based on Householder
reﬂectors [13], as well as an iterative Lanczos-like method for reducing a matrix to bidiagonal form.
For computing eigenvalues of a Hermitian matrix ﬁrst a unitary similarity transform is used to
tridiagonalize the matrix. The eigenvalues of the resulting tridiagonal matrix can then be computed
by either QR-methods, divide and conquermethods, etc. [12,14,17] (an overview can be found in [18]).
Also for the generic normal case eigenvalue problems have been studied. Iterative methods for
computing eigenvalues aswell asmethods for transforming normalmatrices tomatriceswith growing
bandwidth2 have been proposed in [4,19–23]. The method proposed in [4,19] transforms the normal
matrix to a band form with increasing bandwidth. In case of Hermitian and skew-Hermitian matrices
this approach coincides with the standard tridiagonalization procedures. Unfortunately even though
attractive, this approach is not capable of achieving the same complexity as the well-known methods
for computing eigenvalues of Hermitian matrices. Computing singular values of normal matrices has
not been studied intensively, since the standard Golub–Kahan algorithm is capable of computing all
singular values and singular vectors of normal matrices.
Two matrices A and B of the same dimensions are said to be equivalent if nonsingular matrices T
and S exist such that A = S−1BT . Unitarily equivalence indicates that both S and T are unitary.
In this article we will study the unitary equivalence transformation of a matrix to tridiagonal form
and apply this reduction to normal matrices. This transformation might seem artiﬁcial since one can
always use unitary equivalences to transformmatrices to bidiagonal form.However, themethod seems
to be useful in several instances [24–26]. An interesting historical account about this method is given
in [27]. Saunders, Simon and Yip [24] discuss solving sparse unsymmetric systems of equations based
on this tridiagonalization procedure. In [25], it was stated by Reichel and Ye that for particular least-
squares problems this approachmight bemore suitable than the standard bidiagonalization procedure
due to the extra created freedom. InGolub, Stoll andWathen [26] thismethodwasdiscussed for solving
two systems of equations involving A and AT simultaneously; they reconsider the tridiagonalization
procedure and make the link with a block Lanczos algorithm of step size 2.
1 For detailed complexity counts we refer to the books [12,14,15].
2 This means that the bandwidth increases as one travels along the diagonal from the upper-left to the lower-right corner.
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In the present article the tridiagonalization procedure is also discussed, but from amore theoretical
viewpoint. Some known results are brieﬂy reviewed and new results such as an alternative proof of the
essential uniqueness of the tridiagonalization procedure are given. These results are necessary, since
they will be used in the parts related to normal matrices.
The main results of this article are related to applying this tridiagonalization procedure to nor-
mal matrices. The resulting tridiagonal matrix yields interesting properties related to its super- and
subdiagonal elements. It will be shown that the corresponding super- and subdiagonal elements
will have the same absolute value. Even though equivalence transformations are naturally linked
with singular values, we will see that for the normal case there are also tight connections with the
eigenvalueswhen applying the reduction procedure to speciﬁcmatrix classes. Flexibility in the unitary
equivalence reduction will be exploited to obtain speciﬁc outcomes in case the algorithm is applied
to symmetric, Hermitian, skew-Hermitian, unitary,… matrices. Interesting properties such as, e.g., an
easy way of computing the unitary complex symmetric factorization [6,28] of the involved normal
matrix are deduced. Finally some comments on the relation with singular values and eigenvalues are
presented.
The article is organized as follows: Section 2 recalls the tridiagonalization procedure for arbitrary
matrices. A direct Householder method, a Lanczos variant and theorems related to the essential
uniqueness are given. The method is reﬁned for normal matrices in Section 3. It is proved that the
resulting matrix inherits a strong relation between super- and subdiagonal elements. Reductions to
speciﬁc matrix types and their relations with scalar product spaces are explored. In Section 4 we will
deduce the tridiagonalization procedure based on “cyclical” Krylov subspaces. First cyclical Krylov
subspaces are deﬁned, followed by an analysis stating that a unitary basis for these subspaces can be
used for transforming amatrix to a unitary equivalent tridiagonal form. Vice versa it is shown that any
unitary equivalence transformation to tridiagonal form is coming from cyclical Krylov subspaces. In
Section 5 some extra properties of the tridiagonalization procedure are presented. Section 6 discusses
how to compute the singular values of a normal matrix using techniques discussed in the article. The
ﬁnal section contains some conclusions.
2. Preliminary results: unitary equivalence with tridiagonal form
In this section we will analyze a unitary equivalence transformation of an arbitrary matrix into
a tridiagonal matrix. This method was ﬁrstly discussed in [24] for solving systems of unsymmetric
equations. The results in Section 2.2 are fully contained in [24]. We refer the interested reader to this
article for a detailed analysis and stable implementation of this method.
To be complete we include also the non-iterative variant based on Householder transformations
for tridiagonalizing a matrix in Section 2.1. Most of the results are quite obvious but some extensions
to the literature such as the essential uniqueness Theorem 4 are provided. This section contains,
however, all necessary ingredients and preliminary results for understanding the following sections
in which we will focus on the normal case. For example, the formulas related to the Lanczos variant,
the tridiagonalization procedure as well as the essential uniqueness theorem are essential in the proof
of the main theorem of this article provided in Section 3.
2.1. Householder equivalence tridiagonalization
The existence of two unitary matrices U and V for reducing an arbitrary matrix to tridiagonal form
is almost trivial. The algorithm involves a small adaptation of the ‘well-known’ standard symmet-
ric tridiagonalization procedure [12,13]. Instead of a similarity transformation we perform now two
different unitary transformations on each side of the matrix.
We consider here the Householder tridiagonalization procedure. Assume a matrix A ∈ Cn×n is
given, Uk and Vk denote Householder transformation matrices of the form:
Uk = I − αvvH, Vk = I − βwwH, (1)
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whereα, v, β andw are constructed, given anx anda y such thatUHk x = ω‖x‖e1, andVHk y = σ‖y‖e1.
The vector e1 is the ﬁrst standard basis vector of length equal to the length of x, respectively, y. The
complex numbers σ and ω lie on the unit circle (i.e. |ω| = |σ | = 1).
The following simple algorithm3 transforms an arbitrary matrix to tridiagonal form.
Algorithm 1 (Householder equivalence tridiagonalization).
Input: Matrix A.
Output: Unitary matrices U and V and a tridiagonal T such that: UHAV = T .
Set U = I, V = I
For k=1:n-2
Based on x = A(k + 1 : n, k), compute the Householder reﬂector Uk = I − αvvH
Set A(k + 1 : n, k : n) = UHk A(k + 1 : n, k : n) and U = UUk
Based on y = A(k, k + 1 : n)H , compute the Householder reﬂector Vk = I − βwwH
Set A(k : n, k + 1 : n) = A(k : n, k + 1 : n)Vk and V = VVk
end
Remark 1. In the Householder equivalence tridiagonalization procedure (Algorithm 1) the resulting
matrices U and V satisfy Ue1 = e1 = Ve1. This is not a constraint. Any initial unitary transformation
can be applied before starting the tridiagonalization procedure. This means that, for instance one
tridiagonalizes the matrix UH0 AV0 instead of A, where U0 and V0 are freely chosen unitary matrices.
We have U = U0U1 · · ·Un−2 and V = V0V1 · · · Vn−2. As a result the equation Ue1 = e1 = Ve1 will
not be true in general anymore.
2.2. Lanczos variant
Assume the following relation holds: UHAV = T , for an arbitrary matrix A, T tridiagonal and both
U and V unitary. Assume T has diagonal elements αi (i = 1, . . . , n), subdiagonal elements βi (i =
1, . . . , n − 1) and superdiagonal elements γi (i = 1, . . . , n − 1). Denote the columns of U and V as uk
and vk , for k = 1, . . . , n. Based on
AV = UT and AHU = VTH
we obtain the following relations:
Avk=γk−1uk−1 + αkuk + βkuk+1 (2)
AHuk= β¯k−1vk−1 + α¯kvk + γ¯kvk+1, (3)
for k = 2, . . . , n − 1 (for k = 1 and k − n some terms do not exist and have to be ignored in the
formula). Since U and V are unitary we have the following equalities with the generalized Rayleigh
quotients (see e.g., [29]): αk = uHk Avk = vHk AHuk . Rewriting (2) and (3) gives us:
rk+1=Avk − γk−1uk−1 − αkuk,
sk+1=AHuk − β¯k−1vk−1 − α¯kvk.
Hence4 βk = ωk‖rk+1‖2, uk+1 = rk+1/βk and γk = σk‖sk+1‖2, vk+1 = sk+1/γk , where bothωk and
σk are complex variables lying on the unit circle, i.e. |ωk| = |σk| = 1.
3 Matlab-like notation is used.
4 The Euclidian norm is denoted by ‖ · ‖2.
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This leads to the following Lanczos-like algorithm:
Algorithm 2 (Lanczos-like unitary equivalence tridiagonalization).
Set u0 = v0 = 0 and γ0 = β0 = 0.
Initialize u1 and v1. (e.g., u1 = e1 = v1.)
for k = 1 : n − 1
αk = uHk Avk
r = Avk − γk−1uk−1 − αkuk
s = AHuk − β¯k−1vk−1 − α¯kvk
βk = ω‖r‖2, γk = σ‖s‖2
(ω and σ are free, satisfying |ω| = |σ | = 1)
uk+1 = r/βk, vk+1 = s/γk
end
This Lanczos-like tridiagonal procedure is not yet tuned for acting onnormalmatrices, see Section3.
Concerning details on how to implement thismethod using restarts and re-orthogonalizationwe refer
to [15,30]. Moreover an effective implementation for solving least-squares problems by this technique
is discussed in [25], we refer the reader to this article for a detailed analysis of this method.
2.3. Essential uniqueness
The vectors Ue1 and Ve1 uniquely determine the transformation. The following theorem can be
seen as an extension of the well-known implicit Q-theorem [13].
Deﬁnition 2. Two matrices A = (aij) and B = (bij) are said to be essentially identical if there exist
two unitary diagonal matrices D and D̂ such that A = D̂BD. This means that |aij| = |bij| for all i, j.
Deﬁnition 3. A tridiagonal matrix T is said to be irreducible if and only if all sub- and superdiagonal
elements are different from zero.
Theorem 4. Assume the relationsT = UHAV andS = ÛHAV̂ hold,withT andS both irreducible tridiagonal
and the matrices U, Û, V and V̂ unitary. Furthermore, assume Ue1 = ωˆÛe1 and Ve1 = ωV̂e1, with |ω| =|ωˆ| = 1, then we have that the resulting tridiagonal matrices T and S are essentially identical.
Proof. The proof proceeds similarly to the proof of the implicit Q-theorem in [13]. Deﬁne two new
unitary matricesW = VHV̂ and Ŵ = UHÛ. The following two equations hold:
TW = ŴS and THŴ = WSH.
Deﬁne wi and wˆi as the columns of W and Ŵ . Writing down the equalities for the ith column we get
for i = 2, . . . , n − 1 (S = (si,j)):
Twi = wˆi−1si−1,i + wˆisi,i + wˆi+1si+1,i ,
THwˆi = wi−1s¯i,i−1 + wi s¯i,i + wi+1s¯i,i+1,
which can be rewritten as
wˆi+1si+1,i = Twi − wˆi−1si−1,i − wˆisi,i, (4)
wi+1s¯i,i+1 = THwˆi − wi−1s¯i,i−1 − wi s¯i,i. (5)
In case i = 1 or i = n some terms do not exist in Eqs. (4) and (5) and have to be ignored in the formula.
The initial assumptions impose that We1 = ωe1 and Ŵe1 = ωˆe1. Based on the recurrence relations
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(4) and (5) and the fact that T is tridiagonal we get that both W and Ŵ are upper triangular. By
construction both W and Ŵ are unitary. Based on the equalities WHW = I and ŴHŴ = I and the
upper triangularity ofW and Ŵ we get that bothW and Ŵ are unitary diagonal. This implies VD = V̂
and UD̂ = Û, with W = D and Ŵ = D̂. Denote the diagonal elements of D with ωi and the diagonal
elements of D̂with ωˆi.
Essential uniqueness of S and T follows easily (for any 1 k, l n):
tk,l = ekÛHAV̂el = ωˆkωl(ekUHAVel) = ωˆkωlsk,l.
Hence, |tk,l| = |sk,l|. 
Let us now consider the case in which irreducibility of S and T is not guaranteed.
Theorem 5. Suppose T = UHAV and S = ÛHAV̂ are both tridiagonal and the matrices U, Û, V and V̂
are unitary. Denote by K the smallest integer such that sK+1,K = 0 and by L the smallest integer such
that sL,L+1 = 0.5 Assume Ue1 = ωˆÛe1 and Ve1 = ωV̂e1, with |ω| = |ωˆ| = 1. We have the following
possibilities:
• K < L. The ﬁrst K columns of U and Û and the ﬁrst K + 1 columns of V and V̂ are essentially unique.
We have (for 1 k K and 1 l K + 1) : |tk,l| = |sk,l|.• L < K. The ﬁrst L + 1 columns of U and Û and the ﬁrst L columns of V and V̂ are essentially unique.
We have (for 1 k L + 1 and 1 l L) : |tk,l| = |sk,l|.• K = L. The ﬁrst K columns of U and Û and the ﬁrst L columns of V and V̂ are essentially unique.
We have (for 1 k K and 1 l L) : |tk,l| = |sk,l|.
Proof. The proof is similar to the one of Theorem 4. We use the same notation as in the proof of
Theorem 4. We will only outline the ﬁrst case: K < L. Reconsidering Eqs. (4) and (5), we can only
exploit Eq. (4) for 2 i K − 1 and Eq. (5) for 2 i K . Eq. (5) can be used for one more value of
i. Hence the ﬁrst K columns of Ŵ are upper triangular and the ﬁrst K + 1 columns of W are upper
triangular. Therefore, the upper-left (K + 1) × (K + 1) block ofW and the upper-left K × K block of
Ŵ are unitary diagonal. This proves the theorem. 
Example 6. Let us illustrate which parts of the matrices T and S in Theorem 5 are essentially unique
for different values of K and L. We assume T and S of dimensions 5 × 5. The upper-left block separated
from the remainder of the matrix is essential unique. This means that |tij| = |sij| for elements taken
out of that part of the matrix, also the zeros appear in both matrices.
K < L and K = 3 K > L and L = 3 K = L = 3
⎡⎢⎢⎢⎢⎣
× ×
× × ×
× × ×
0 × ×
× ×
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
× ×
× × ×
× × 0
× × ×
× ×
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
× ×
× × ×
× × 0
0 × ×
× ×
⎤⎥⎥⎥⎥⎦
The reader can verify that this is a generalization of the implicit Q-theorem in case of Hermitian
matrices [13]. In Section 4.2 we will provide a shorter and more appealing proof based on Krylov
matrices.
Remark 7. Theorems 4 and 5 indicate that U and V can be scaled by different unitary diagonal ma-
trices. This affects of course the resulting tridiagonal matrix T . When considering the Householder
5 In case no such K exist we silently assume K = n. The same holds for L.We deﬁne K and L based on the matrix S, one can as
well deﬁne them based on T, this does not make any difference. This choice is for convenience,w.r.t. the proof of the theorem.
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tridiagonalization procedure this ﬂexibility can also be discovered in the construction of each House-
holder reﬂector. The reﬂectors can be chosen such that any ω or σ in the relations following Eq. (1)
can be obtained. In normal circumstances a choice is made such as to obtain the most accurate result
[13,15]. One can also choose to have σ = ω = 1, such that one projects to a real positive number, this
choice is the natural choice in the proposed Lanczos procedure.
In the remainder of the article, we will assume the most stable operation is performed. Hence we do
not know whether the sub- or superdiagonals are real or not.
Everything presented in this section is directly applicable to normal matrices. Hence, we will not
come back to the essential uniqueness.
3. The normal case
In the general case, the above procedure produces a tridiagonal matrix used for instance for solving
sparse unsymmetric systems in [24–26]. For normalmatrices, however, wewill prove that |γk| = |βk|,
for the sub- and superdiagonal elements βk and γk of the resulting tridiagonal matrix. We will ﬁrst
restrict ourselves to the irreducible case. Furthermore we will show that there is some ﬂexibility in
the reduction procedure, which can be exploited to reduce normal matrices to other speciﬁc matrix
classes.
3.1. Basic theorem
The following proof is quite long and technical. Nevertheless, it provides interesting relations
between the unitary transformations U and V and polynomials in the matrix A and AH .
Theorem 8. Suppose the matrix A ∈ Cn×n is normal. Let U and V be any two unitary matrices with
Ue1 = ωVe1 (|ω| = 1) such that UHAV = T, with T having subdiagonal elements βi, superdiagonal
elements γi and diagonal elements αi. When all subdiagonal and superdiagonal elements are different
from zero, we have |βi| = |γi|,∀i = 1, . . . , n − 1.
Proof. We will prove the statement by ﬁnite induction on k (1 k n − 2). We denote the columns
of U and V by [u1, . . . , un] and [v1, . . . , vn] and introduce the following notation β1:i = β1β2 · · ·βi,
and γ1:i = γ1γ2 · · · γi.
In every induction step k three important items need to be proved.
(i) Initially we prove |γk| = |βk|.
(ii) Secondly, based on the previous item, a recurrence relation using bivariate polynomials is proven
for AHuk+1 and Avk+1. More precisely we will obtain that:
AHuk+1 = 1
β1:k
(
AH
β1:k−1
γ¯1:k−1
p¯k(A
H, A) − βk−1γk−1pk−1(A, AH) − αkpk(A, AH)
)
v1
= 1
β1:k
pk+1(A, AH)v1
and a similar relation
Avk+1 = 1
γ¯1:k
p¯k+1(AH, A)v1,
where p(·, ·) denotes a bivariate polynomial. With p¯(·, ·) the same polynomial is meant to have
complex conjugate coefﬁcients. We initialize the recurrence with β0 = γ0 = 0, p0 = 0 and
p1(x, y) = y. Note that
(
pk+1(A, AH)
)H = p¯k+1(AH, A).
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(iii) Based on the previous two items we can prove ‖Avk+1‖2 = ‖AHuk+1‖2, which concludes the
induction step.
We start the inductive proof by k = 1. Finally we prove the statement for k assuming the relations
hold for all i = 1, 2, . . . , k − 1. Each part of the proof is divided according to the items (i), (ii) and (iii)
mentioned above.
• Suppose k = 1.
(i) We have ωv1 = u1. The following relations hold (since A is normal and |ω| = 1):
‖Te1‖2 = ‖UHAVe1‖2
= ‖Av1‖2
= ‖AHv1‖2 = ‖AHu1‖2
= ‖VHAHUe1‖2 = ‖THe1‖2.
Hence, we obtain
|α1|2 + |β1|2 = |α1|2 + |γ1|2,
which proves that |β1| = |γ1|.
(ii) Secondly, we will prove the recursion formula. We have already
AHu1 = p1(A, AH)v1 and Av1 = p¯1(AH, A)v1.
Based on (2) and (3) we get
β1u2 = Av1 − α1u1 and γ¯1v2 = AHu1 − α¯1v1.
Multiplying the ﬁrst equation by AH and the second by Awe get
AHu2 = 1
β1
(
AHAv1 − α1AHu1
)
= 1
β1
(
AHp¯1(A
H, A) − α1p1(A, AH)
)
v1 = 1
β1
p2(A, A
H)v1, (6)
Av2 = 1
γ¯1
(
AAHu1 − α¯1Av1
)
= 1
γ¯1
(
Ap1(A, A
H) − α¯1p¯1(AH, A)
)
v1 = 1
γ¯1
p¯2(A
H, A)v1. (7)
Note that (p2(A, A
H))H = p¯2(AH, A).
(iii) Finally we prove that ‖Av2‖2 = ‖AHu2‖2. Plugging the Relations (6) and (7) into ‖Av2‖2,
using the fact that the polynomials p2 and p¯2 commute (since A is normal) and using the
equality |β1| = |γ1| gives us:
‖Av2‖2 = ‖p¯2(AH, A)v1‖2/|γ1|
=
(
vH1 p2(A, A
H)p¯2(A
H, A)v1
)
/|γ1|
=
(
vH1 p¯2(A
H, A)p2(A, A
H)v1
)
/|β1| = ‖AHu2‖2.
This proves the initial step for k = 1.
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• Let us assume by induction now that the statements hold for all i = 1, 2, . . . , k − 1 and prove
the case k.
(i) Based on induction we have the relation ‖Avk‖2 = ‖AHuk‖2. Since |βk−1| = |γk−1| one
obtains the equality |βk| = |γk|.
(ii) The most difﬁcult and technical part is proving the recurrence relation. Assume we have
(∀i = 1, . . . , k):
AHui = 1
β1:i−1
pi(A, A
H)v1 and Avi = 1
γ¯1:i−1
p¯i(A
H, A)v1.
Based on (2) and (3), we obtain the following relations
AHuk+1 = 1
βk
(
AHAvk − γk−1AHuk−1 − αkAHuk
)
= 1
β1:k
(
AH
β1:k−1
γ¯1:k−1
p¯k(A
H, A) − γk−1βk−1pk−1(A, AH) − αkpk(A, AH)
)
v1
= 1
β1:k
pk+1(A, AH)v1, (8)
and
Avk+1 = 1
γ¯k
(
AAHuk − β¯k−1Avk−1 − α¯kAvk
)
= 1
γ¯1:k
(
A
γ¯1:k−1
β1:k−1
pk(A, A
H) − γ¯k−1β¯k−1p¯k−1(AH, A) − α¯kp¯k(AH, A)
)
v1
= 1
γ¯1:k
p¯k+1(AH, A)v1. (9)
The last equality is clear for the last 2 terms, for the ﬁrst term we need |γk| = |βk| and
therefore, βk/γ¯k = γk/β¯k . Note, that again we have
(
pk+1(A, AH)
)H = p¯k+1(AH, A).
(iii) Finally we prove that ‖Avk+1‖2 = ‖AHuk+1‖2. The Relations (8) and (9) give us the fol-
lowing:
‖Avk+1‖2 = ‖p¯k+1(AH, A)v1‖2/|γ1:k|
=
(
vH1 pk+1(A, AH)p¯k+1(AH, A)v1
)
/|γ1:k|
=
(
vH1 p¯k+1(AH, A)pk+1(A, AH)v1
)
/|β1:k| = ‖AHuk+1‖2.
Since the above inductive procedure was ﬁnite: k n − 2, we do not yet have the equality for |γn−1|
and |βn−1|. We have, however, ‖Avn−1‖2 = ‖AHun−1‖2 which gives us the desired equality.
This proves the theorem. 
It was not mentioned in the proof, but the polynomials pk(A, A
H) are also normal [3]. In fact we
have even a stronger result. Since AH = q(A), with q(·) a polynomial of degree at most n − 1 we can
modify the proof of the theorem such that no bivariate polynomials are needed.
It is also clear that the resulting tridiagonalmatrices are not necessarily normal anymore, thematrix
T can be normal in speciﬁc cases as shown in Section 3.2.
Let us take a closer look at the structure of the matrix during the reduction to tridiagonal form.
We will focus on the Householder reduction (Section 2.1). The Lanczos tridiagonalization proceeds
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similarly (Section2.2) andsinceall tridiagonalizationproceduresareessentiallyequivalent (seeSection
2), there is no loss of generality in this assumption.We denote by Ak = UH0:kAV0:k , which has the upper
(k + 2) × (k + 2) block already of tridiagonal form. Note that the upper (k + 1) × (k + 1) block of
Ak is already in the correct form and it will not be affected anymore by any of the subsequent trans-
formations. In each step to go from Ak to Ak+1 we will simply apply Householder transformations as
described in Section 2.1. Hence, the matrices U0:k = U0U1 · · ·Uk and V0:k = V0V1 · · · Vk are a product
of several Householder transformation matrices Uk and Vk . We have U = U0:n−2 and V = V0:n−2. The
initial transformations U0 and V0 are somehow arbitrary, only U0e1 = ωV0e1 is required. The matrix
U has columns uk and V has columns vk . Due to the structure of the Householder transformation
matrices (see Section 2.1) we have that
U0:k[e1, . . . , ek+1] = U[e1, . . . , ek+1] = [u1, . . . , uk+1],
V0:k[e1, . . . , ek+1] = V[e1, . . . , ek+1] = [v1, . . . , vk+1].
Remark 9. In each step of the inductive proof of the theorem we do not really need the full re-
duced tridiagonal matrix T , the partially reduced matrix Ak having the upper-left (k + 1) × (k + 1)
block tridiagonal, is sufﬁcient. One can check in the proof of Theorem 8 at step k that ‖Akek+1‖2 =‖AHk ek+1‖2. But the equality ‖Akei‖2 = ‖AHk ei‖2, with k + 1 < i n does not necessarily hold. Only
in speciﬁc cases equality can occur.
For a normalmatrix Awe always have ‖Aek‖2 = ‖AHek‖2 (1 k n). But after performing the ﬁrst
transformation, the matrix A1 does not satisfy ‖A1ek‖2 = ‖AH1 ek‖2 (2 < k n) in general anymore.
The equality in norm is only reestablished for a certain column k + 1 if the column k was brought to
tridiagonal form.
In the remainder no constraints will be posed on the value of both βk and γk . Unfortunately
the theorem holds only when |βk| = |γk| is different from zero. An easy counterexample consists
of prepending a normal matrix by a zero column and row. The resulting matrix is still normal, but one
can easily construct an equivalence transformation for which the theorem does not hold anymore.
One can, however, overcome the problem. The proof breaks down since the recursions between
the vectors ui and vi do not hold anymore. Hence, we cannot prove by induction that ‖Avk+1‖2 =‖AHuk+1‖2 anymore, which is essential for proving the equivalence |βk+1| = |γk+1|. When we are
able to reestablish this equality in norms, we can proceed. Let us consider this in more detail.
Assume |βk| = |γk| = 0. The following matrix is obtained after having performed unitary trans-
forms U0:k−1 and V0:k−1:
UH0:k−1AV0:k−1 = Ak−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . .
. . .
. . . αk−2 γk−2
βk−2 αk−1 γk−1
βk−1 αk × × × · · ·
× × × · · ·
× × × · · ·
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The next Householder reﬂectors Uk and Vk were initially intended to create zeros in column k and row
k. Since there are already zeroswe can choose them freely, acting only on rows and columns k + 1up to
n. Considering step k in the inductive proof of Theorem8,we see that (i) holds, (ii) cannot be completed
and (iii) is undetermined. If we can construct unitary matrices Uk and Vk such that (iii) is satisﬁed, the
proof can be continued. One can think of this as a sort of restart. When ‖Avk+1‖2 = ‖AHuk+1‖2 we
can continue the inductive procedure.
Since V0:k = V0:k−1Vk and U0:k = U0:k−1Uk and we cannot change V0:k−1 and U0:k−1 anymore, the
vectors vk+1 and uk+1 are fully determined by the (k + 1)th column of respectively Vk and Uk . By
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construction we know that Vkek+1 and Ukek+1 have the ﬁrst k elements equal to zero. Let us therefore
partition these columns as follows: Vkek+1 = [0, vˆT ]T and Ukek+1 = [0, uˆT ]T ,where both uˆ and vˆ are
column vectors of length n − k.
Let us partition the matrices V0:k−1 and U0:k−1 accordingly. The superscript (l) stands for the left k
columns, the superscript (r) refers to the right n − k columns:
V0:k−1 =
[
V
(l)
0:k−1, V
(r)
0:k−1
]
and U0:k−1 =
[
U
(l)
0:k−1, U
(r)
0:k−1
]
. (10)
Let us take an arbitrary vˆ different from zero, and let us see that we can construct a vector uˆ such that
‖Avk+1‖2 = ‖AHuk+1‖2 holds.
Based on the partitioning for V0:k−1 and U0:k−1 (Eq. (10)) we obtain the following equivalent
relations (recall that Ak is block diagonal):
‖Avk+1‖2 = ‖AHuk+1‖2
‖UH0:k−1AV0:k−1Vkek+1‖2 = ‖VH0:k−1AHU0:k−1Ukek+1‖2
‖AkVkek+1‖2 = ‖AkUkek+1‖2∥∥∥∥(U(r)0:k−1)H AV (r)0:k−1vˆ∥∥∥∥
2
=
∥∥∥∥(V (r)0:k−1)H AHU(r)0:k−1uˆ∥∥∥∥
2
‖AV (r)0:k−1vˆ‖2 = ‖AHU(r)0:k−1uˆ‖2.
Since thematrix A is normal, we only need to enforce that the equalityU
(r)
0:k−1uˆ = V (r)0:k−1vˆ holds. Given
an arbitrary vˆ we can therefore deﬁne uˆ as uˆ =
(
U
(r)
0:k−1
)H
V
(r)
0:k−1vˆ. Based on this relation the desired
equality in norms ‖Avk+1‖2 = ‖AHuk+1‖2 is established.
One can continue the reduction procedure and the proof once the vectors vˆ and uˆ are embedded
into two unitary transformations Vk andUk (see e.g., [15]) both having the upper-left k × k block equal
to the identity matrix.
3.2. Reduction to speciﬁc matrix types
In this sectionsomeparticular caseswill be studied.Weassumethat incase thematrixT is reducible,
the process is continued in such a way that equality between the sub- and superdiagonal elements
still holds.
The exposition in this section draws from [31,32] and uses results related to matrices and scalar
product spaces [31, Section 2.1]. Some extra deﬁnitions are required. Let us deﬁne the bilinear form
〈·, ·〉Ω as 〈x, y〉Ω = xTΩy, where ·T denotes, as before, the standard matrix transpose.6 We assume
the bilinear form to be nondegenerate, this means that Ω is nonsingular. WhenΩ is diagonal we will
shortly refer to the bilinear form as a scalar product with weight matrix Ω . The adjoint of a matrix A
with regard to 〈·, ·〉Ω is the matrix A such that 〈Ax, y〉Ω = 〈x, Ay〉Ω , for x, y ∈ Fn. Let F be either C
or R. A closed formula for the adjoint exists:
A = Ω−1ATΩ. (11)
Shortly, we will say adjoint with regard to the weight matrixΩ . The matrix A is said to be self-adjoint
if A = A. Based on this notation we can provide a more compact formulation of Theorem 8.
We remark that when considering normal matrices in Rn×n we implicitly assume the transforma-
tions U and V to be real orthogonal.
Theorem 10. Suppose the matrix A ∈ Cn×n is normal. Let U and V be any unitary matrices, with Ve1 =
ωUe1 (|ω| = 1) such that UHAV = T . Then there exists a unitary diagonal Ω such T is self-adjoint with
regard to a scalar product 〈·, ·〉Ω.
6 In [31] also results related to sesquilinear 〈x, y〉Ω = xHΩy forms are presented. For our purpose bilinear is sufﬁcient.
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Proof. The notation of Theorem 8 is used. We have that the absolute values of the sub- and super-
diagonal elements are identical. This allows us to write T as the product of a complex symmetric
matrix S and a diagonal matrix D: T = SD. When denoting δi = βi/γi we have for instance D =
diag(1, δ¯1, δ¯1δ¯2, δ¯1δ¯2δ¯3, . . .) leading to the desired equality.We remark that thematrixD is not unique.
However, when one of its subdiagonal elements is chosen, all the remaining diagonal elements are
ﬁxed.7 Plugging T = SD into Eq. (11) with Ω = D leads to the conclusion that T = T and hence is
self-adjoint with respect to the weight matrix Ω = D. The matrix Ω is unitary diagonal. 
The factorization T = SD in the above proof is a complex symmetric unitary decomposition (see
Section 5.2) of the matrix T (see [1,2,28]).
Since the unitary transformations U and V for transforming the normal matrix to tridiagonal form
are not uniquely determined there is some freedom. We can exploit this freedom to obtain a stronger
result.
Theorem 11. Suppose the matrix A ∈ Cn×n is normal. For every given unitary diagonal matrix Ω there
exist two unitary matrices U and V, with Ve1 = ωUe1, (|ω| = 1) such that UHAV = T, where T is
self-adjoint with regard to the scalar product 〈·, ·〉Ω.
Proof. Perform a tridiagonalization procedure as provided in Theorem 8. We have T̂ = ÛHAV̂ . From
Theorem 10we know that T̂ can be written as T̂ = ŜD̂, where Ŝ is complex symmetric and D̂ is unitary
diagonal.
Deﬁne U = Û, T = T̂ D̂−1Ω−1 = ŜΩ and V = V̂ D̂−1Ω . This gives us:
UHAV = ÛHAV̂D̂−1Ω = T̂ D̂−1Ω = ŜΩ = T .
Hence, T is a tridiagonal matrix written as the product of a complex symmetric matrix Ŝ and a unitary
diagonal matrixΩ . Both U and V are still unitary with Ue1 = ωˆVe1 (|ωˆ| = 1) and one can verify that
the matrix T is self-adjoint with regard to the weight matrix Ω . 
Let us now consider a few speciﬁc matricesΩ , leading to particular unitary equivalences between
A and T .
Corollary 12. Under the conditions of Theorem 11 one can obtain T of complex symmetric form and hence
self-adjoint for the standard scalar product. This means that the weight matrix is the identity.
In fact we have for A ∈ Cn×n, T of complex symmetric form and for A ∈ Rn×n, T of symmetric
form. We will refer to this reduction as the symmetric reduction. Before continuing we will shortly
explain the upcoming nomenclature by a few examples. Amore elaborate study and deﬁnition of these
matrices can be found in [31]. In fact they are deﬁned as being, e.g., self-adjoint or skew-adjoint, with
regard to a speciﬁc weight matrix.
A matrix T is pseudo-symmetric if T = SD, with S symmetric and D a signature matrix. A signature
matrix is a diagonalmatrix having diagonal elements either 1 or−1. Thismatrix satisﬁes T = T , with
regard to the weight matrix D. A matrix T is complex pseudo-skew-symmetric if T = SD, where S is
complex skew-symmetric andD is a signaturematrix. Thismatrix satisﬁes T = −T , with regard to the
weightmatrixD. Amatrix T is pseudo-Hermitian if it can bewritten as T = SD, with SHermitian andD
a signature matrix. A pseudo-Hermitian matrix can also be seen as being self-adjoint with regard to a
speciﬁc weight, this involves, however, the use of sesquilinear forms and a slightly modiﬁed deﬁnition
of self-adjointness. We refer the reader to [31] and will not elaborate on this further in the text.
Corollary 13. Under the conditionsof Theorem11onecanobtainT having sub-and superdiagonal elements
differing only for the sign. This means that T is complex pseudo-symmetric and self-adjoint for the scalar
product 〈·, ·〉D in which D is a signature matrix.
7 Note that when choosing one diagonal element freely, that its absolute value should equal 1 for the theorem to hold.
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Againwe have forA ∈ Cn×n that T will be complex pseudo-symmetric and for A ∈ Rn×n that T will
be pseudo-symmetric. We will refer to this reduction as the pseudo-symmetric reduction. The sign
relation between super- and subdiagonal elements can be chosen freely, for instance one can demand
that they are of opposite sign. In this case the weight matrix 	 has diagonal elements (−1)i+1, for
i = 1, . . . , n. This will be denoted as the skew-symmetric reduction.
Corollary 14. Under the conditionsof Theorem11one canobtainT having sub-and superdiagonal elements
as complex conjugates (or minus the complex conjugates).
We will refer to these reductions as the Hermitian and skew-Hermitian reductions. Similarly one
can also derive a pseudo-Hermitian reduction.
The justiﬁcation of the choice of names will become clear in Table 1. In the upcoming examples
some of the results presented in the table will be discussed in more detail.
In Table 1 the applicationof a speciﬁc reduction to a speciﬁcnormalmatrix structure is summarized.
The top row contains the possible reductions (including the weight matrix and the relation between
sub- and superdiagonal elements). The ﬁrst column contains the type of matrix we are performing
Table 1
Possible outcome of the reductions and the resulting structure of tridiagonal matrix.
Speciﬁc reduction types (Ω) Relations for γi and βi
Matrix type F Arb.(Ω) Symmetric (Ω = I) Pseudo-symmetric Skew-symmetric
(Ω = D) (Ω = 	)
|γi| = |βi| γi = βi , γi ,βi ∈ R γi = ±βi , γi ,βi ∈ R γi = −βi , γi ,βi ∈ R
Normal R Pseudo-symmetric Symmetric Pseudo-symmetric Pseudo-symmetric
Symmetric R Pseudo-symmetric Symmetric Pseudo-symmetric Pseudo-symmetric
Skew-symmetric R Pseudo-skew- Pseudo-skew- Pseudo-skew- Skew-symmetric
symmetric symmetric symmetric
Orthogonal R Pseudo-symmetric Symmetric Pseudo-symmetric Pseudo-symmetric
Orthogonal block Orthogonal block Orthogonal block Orthogonal block
diagonal diagonal diagonal diagonal
Normal C × Complex symmetric Complex pseudo- Complex Pseudo-
symmetric symmetric
Hermitian C × Complex symmetric Complex pseudo- Complex Pseudo-
symmetric symmetric
Skew-Hermitian C × Complex symmetric Complex pseudo- Complex Pseudo-
Symmetric symmetric
Unitary C × Complex symmetric Complex pseudo- Complex Pseudo-
symmetric Symmetric
Unitary block diagonal Unitary block diagonal Unitary block diagonal Unitary block
diagonal
Speciﬁc reduction types Relations for γi and βi
Matrix type F Hermitian Pseudo-Hermitian Skew-Hermitian
γi = β¯i , γi ,βi ∈ C γi = ±β¯i , γi ,βi ∈ C γi = −β¯i , γi ,βi ∈ C
Normal R Symmetric. Pseudo-symmetric Pseudo-symmetric
Symmetric R Symmetric Pseudo-symmetric Pseudo-symmetric
Skew-symmetric R Pseudo-skew-symmetric Pseudo-skew-symmetric Skew-symmetric
Orthogonal R Symmetric Pseudo-symmetric Pseudo-symmetric
Orthogonal block diagonal Orthogonal block diagonal Orthogonal block diagonal
Normal C × × ×
Herm. C Hermitian Pseudo-Hermitian Pseudo-Hermitian
Skew-Hermitian C Pseudo-skew-Hermitian Pseudo-skew-Hermitian Skew-Hermitian
Unitary C Unitary block diagonal Unitary block diagonal Unitary block diagonal
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the reduction on. The intersections depict the structure of the resulting tridiagonal matrix. In case no
particular name for that special matrix structure exists a × is printed.
For simplicity we will assume in the Examples 15–17 that the resulting tridiagonal matrices are
irreducible.
Example 15. Suppose A is symmetric and the symmetric reduction UTAV = T is applied. Since the
matrix T is real we clearly have that T is symmetric. This proves the relation depicted in the table.
In fact we have even more. Due to the symmetry of T we get UTAV = T = TT = VTAU. Hence we
have two different reductions applied on the matrix A, both resulting in a tridiagonal matrix. Since
Ue1 = ±Ve1 by construction, we can apply Theorem 4 andwe getUD = V , withD a signaturematrix.
Since T is symmetric one can easily deduce that D = −I or D = I, depending on Ue1 = ±Ve1. Hence
U = ±V and the standard orthogonal similarity transformation of a symmetric matrix to symmetric
tridiagonal form is obtained when Ue1 = Ve1.
Example 16. Suppose A is skew-symmetric andwe apply the symmetric reduction:UTAV = T . Table 1
states that the resulting tridiagonal will be pseudo-skew-symmetric. The pseudo-structure is obvious,
only the skew-symmetric structure implies the diagonal elements to be zero. SinceA = −AT weobtain
UTAV = T and VTAU = −T . Applying the essential uniqueness theorem gives us UD = V . Therefore
VTAV = TD, with D a signature matrix. Moreover, since A is skew-symmetric, the matrix product TD
is also skew-symmetric. Therefore, the diagonal elements of T will be zero.
Example 17. Assume A to be skew-Hermitian and we apply the pseudo-Hermitian reduction to the
matrix. We are speciﬁcally interested in the diagonal elements of T since the table states that they are
purely imaginary. Similar arguments as in the previous examples lead toUHAV = T andVHAU = −TH .
HenceUD = V , withD unitary diagonal by Theorem 4. Thereforewe haveUHAU = TD¯, which is skew-
Hermitian. This implies that TD¯ is skew-Hermitian. We have −TD¯ = DTH and we know the relation
between the sub- and superdiagonal elements we have that D = D¯ is a signature matrix, this implies
in turn that the diagonal elements of T need to be purely imaginary. Hence the resulting tridiagonal
matrix T will be pseudo-skew-Hermitian.
Example 18. Suppose the matrix A to be unitary: AAH = I. In this case we obtain a unitary complex
symmetric tridiagonal matrix. One can easily verify that this tridiagonal matrix cannot be irreducible
(assumen > 2). The resulting tridiagonalmatrixwill be of blockdiagonal form, havingblockdiagonals,
which are 2 × 2 unitary matrices or 1 × 1 complex numbers lying on the unit circle. In Section 4.3 we
will even show that in practice the tridiagonal matrix will normally have 2 × 2 blocks on the diagonal,
and eventually a trailing 1 × 1 block in case of odd matrix size.
4. Krylov subspace approach
In the previous section the Lanczos approach was deduced based on the Householder tridiagonal-
ization scheme. Here, wewill construct two Krylov sequences and prove that an orthonormal basis for
these Krylov subspaces will tridiagonalize the matrix. Based on the orthonormalization procedure of
these Krylov subspaces one obtains again the Lanczos variant as described in Section 2.2. The results
of Section 4.1 are contained in a more elaborate form in [24–26], we will only consider the case in
which no breakdowns occur. In Section 4.2wewill discuss a newmore appealing proof of the essential
uniqueness Theorem 4, which was not discussed in any of the above articles. In Section 4.3 we will
present some examples related to normal matrices.
4.1. Cyclical Krylov subspaces
We start ﬁrst by studying arbitrary matrices, afterwards we specialize towards the normal case.
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Assume we have the following cyclical Krylov sequences8:
Ck(A, x, y) = span{x, Ay, AAHx, AAHAy, (AAH)2x, . . .},
Ck(AH, y, x) = span{y, AHx, AHAy, AHAAHx, (AAH)2y, . . .}.
Even though not speciﬁed in the above sequence, the subscript k denotes the number of vectors that
generate thekth subspace. For simplicityweassume in the following that thedimensionof both cyclical
Krylov subspaces Ck(A, x, y) and Ck(AH, y, x)is equal to k. For themore general casewe refer to [24–26].
We call this a cyclical sequence since the vectors x and y alternate to build up two sequences. More
precisely, the ith vector of the sequence Ck(A, x, y) is multiplied by AH and forms the (i + 1)st vector of
Ck(AH, y, x). Conversely the ith vector of Ck(AH, y, x) is multiplied by A resulting in the (i + 1)st vector
of Ck(A, x, y).
Construct for every 1 k n an orthonormal basis say {u1, u2, u3, . . . , uk} for Ck(A, x, y), similarly
construct an orthonormal basis {v1, v2, . . . , vk} for Ck(AH, y, x). Using the vectors ui and vi as the
columns of twomatrices results in thematrices Uk and Vk . We remark that the notation in this section
changes substantially with regard to the one in the previous sections: the matrices Uk and Vk do not
denote Householder transformations or unitary matrices anymore!
The following two important relations clearly hold:
ACk(AH, y, x) ⊂ Ck+1(A, x, y) and AHCk(A, x, y) ⊂ Ck+1(AH, x, y). (12)
Since vk ∈ Ck+1(AH, y, x)\Ck(AH, y, x) we have Avk⊥ui, where 1 i k − 2, since uk ∈
Ck+1(A, x, y)\Ck(A, x, y) we also have AHuk⊥vi, where 1 i k − 2. Both relations can be proved by
Eq. (12) and the fact that (〈·, 〉˙ stands again for the standard inproduct) 〈Avk, ui〉 = 〈vk, AHui〉 and〈AHuk, vi〉 = 〈uk, Avi〉 . Considering the orthogonality relations between the vectors ui and vi we get
(for 2 i k and assuming for now all β and γ different from zero):
Avi = γi−1ui−1 + αiui + βiui+1,
where βi+1 = 〈ui+1, Avi〉,αi = 〈ui, Avi〉 and γi−1 = 〈ui−1, Avi〉. A similar equation holds for Aui, also
the upcoming formulas and conclusions in this section can be rewritten in terms of AUk .
Combining all these equations into a single matrix formula gives:
AVk = UkTk + βkuk+1eTk , (13)
where Tk is a k × k tridiagonal matrix having the elements αi on the diagonal, the β ’s on the sub-
diagonal and the γ ’s on the superdiagonal. Running the process to completion gives us the desired
tridiagonalization: UHn AVn = UHAV = T .
We assumed, however, all β and γ to be different from zero. Otherwise we have a breakdown and
some standard tricks are needed for restarting the procedure. We refer to [24–26,33].
At the time of writing this article, the paper [26] appeared. Instead of considering cyclical Krylov
subspaces they make the link with the following product block Krylov subspace9:
Kk
([
0 A
AH 0
]
,
[
x 0
0 y
])
.
For details on product and block Krylov methods we refer to [15,34].
4.2. Cyclical Krylov matrices
Wehave already shown that one can obtain the Lanczos process from the unitary tridiagonalization
scheme (based, e.g., on Householder transformations) in Section 2.1. Furthermorewe also stated in the
previous subsection that the same process is obtained starting from initial cyclical Krylov subspaces. In
8 In [24] four different spaces are deﬁned depending on the odd and even vectors. Their approach coincides in fact with this
one. These spaces are not deﬁned in [25,26]. In [26] the link is made with block Lanczos of step size 2.
9 WithKk(A, x) = span{x, Ax, A2x, . . .} the standard Krylov subspace is meant.
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this subsectionwewill prove that the unitarymatrices involved in a unitary equivalence to tridiagonal
form are always coming from speciﬁc cyclical subspaces. (The treatment is similar to the one in [15].)
For simplicity we assume the resulting tridiagonal matrices to have both sub- and superdiagonals
different from zero.
Based on cyclical Krylov subspaces, we can deﬁne cyclical Krylov matrices:
Ck(A, x, y) =
[
x, Ay, AAHx, AAHAy, (AAH)2x, . . .
]
,
Ck(A
H, y, x) =
[
y, AHx, AHAy, AHAAHx, (AAH)2y, . . .
]
.
Lemma 19. Assume AV = UÂ and AHU = VÂH hold, then we have the following equalities:
UCk (̂A, x, y) = Ck(A, Ux, y), VCk (̂AH, y, x) = Ck(A, Vy, x).
The proof involves straightforward computations. We remark that it is not necessary that U and V
are unitary.
The following theorem states that the unitary matrices used in the equivalence transformation to
tridiagonal form, make up an orthonormal basis for a certain cyclical Krylov subspace.
Theorem 20. Suppose UHAV = T, with U, V unitary and T tridiagonal having all sub- and superdiagonal
elements different from zero. We have for every k : the columns of Uk form an orthonormal basis for
Ck(A, u1, v1) and the columns of Vk form an orthonormal basis for Ck(AH, v1, u1).
Proof. We have that Ck(T, e1, e1) = R and Ck(TH, e1, e1) = R̂, with both R̂ and R nonsingular upper
triangular. Based on Lemma 19, we obtain the following two QR-factorizations for every k:
UR = UCk(T, e1, e1) = Ck(A, u1, v1), and VR̂ = VCk(TH, e1, e1) = Ck(AH, v1, u1).
This concludes the proof. 
Interesting is that the relations above also lead to an alternative proof of the essential uniqueness
Theorem 4. Assume the conditions as provided in Theorem 4 hold, i.e., u1 = ωˆuˆ1 and
v1 = ωvˆ1. Theorem 20 provides with us the following equalities (RU, R̂U , RV and R̂V are nonsingular
upper triangular):
URU = Ck(A, u1, v1) = Ck(A, ωˆuˆ1, ω¯vˆ1) = ÛR̂U
and VRV = Ck(A, v1, u1) = Ck(A, ω¯vˆ1, ωˆuˆ1) = ÛR̂U .
Based on the uniqueness of the QR-factorization we know that UD̂ = Û and VD = V̂ for two unitary
diagonal matrices D̂ and D.
We will not go into the details but in case one of the sub- and/or superdiagonal elements is zero a
similar analysis applies and results identical to the ones of Theorem 5 are obtained.
The following theorem summarizes these results.
Theorem 21. For U and V unitary, we have that UHAV = T is tridiagonal if and only if the columns of U
and V deﬁne an orthonormal basis for a speciﬁc cyclical Krylov subspace.
The proof consists of a combination of previous results.
4.3. The normal case
We are familiar now with the generic case. Let us see what changes in the normal matrix setting.
Let us consider as an example the Hermitian, skew-Hermitian and unitary case (see also [24]).
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Example 22. Consider the matrix A to be Hermitian, i.e. A = AH . In this case the procedure above
simpliﬁes. One obtains the following two cyclical Krylov sequences:
Ck(AH, x, x) = Ck(A, x, x) = span{x, Ax, A2x, A3x, A4x, . . . , Akx}.
We obtain Ck(AH, x, x) = Ck(A, x, x) = Kk(A, x). The latter sequence is just the standard Krylov
subspace. Hence the method simpliﬁes and produces nothing else than the standard Lanczos
tridiagonalization procedure.
Example 23. For a skew-Hermitian matrix A = −AH we obtain the following cyclical Krylov
subspaces:
Ck(A, x, x) = span{x, Ax,−A2x,−A3x, A4x, . . .},
Ck(AH, x, x) = span{x,−Ax,−A2x, A3x, A4x, . . .}.
Clearly they equal the standard Krylov subspace Kk(A, x). Hence, the approach coincides with the
standard tridiagonalization approach.
Example 24. Assume A to be unitary AAH = AHA = I. We know from Example 18 that the resulting
tridiagonalmatrixwill be a block diagonalmatrix having 2 × 2 blocks or 1 × 1 blocks on the diagonal.
We distinguish between two cases: v is an eigenvector of A or not. If v is an eigenvector, it is obvious
that C2(A, v, v) = C1(A, v, v) and C2(AH, v, v) = C1(AH, v, v) and hence we have a 1 × 1 block on the
diagonal and a restart is required.
If v is not an eigenvector we have:
C3(A, v, v) = span{v, Av, AAHv} = span{v, Av, Iv} = span{v, Av} = C2(A, v, v)
and similarly C3(AH, v, v) = C2(AH, v, v). These invariant subspaces create a 2 × 2 block on the diag-
onal. Hence also in this case a restart is required.
We can conclude that the will obtain a tridiagonal matrix having blocks of size two at most on
the diagonal. Moreover, since one will almost never succeed in starting with a vector v which is an
eigenvector, generically the resulting tridiagonal matrix will consist of 2 × 2 blocks, and eventually a
trailing 1 × 1 block when the matrix is of odd size.
5. Extra properties
The unitary equivalence transformation of a normal matrix into tridiagonal form, and especially
into complex symmetric tridiagonal form implies some other interesting relations. In this section we
will further explore some properties related to the reduction and we will very brieﬂy comment on a
unitary complex symmetric decomposition.
5.1. Complex symmetric matrices
In this subsection we will silently assume that the matrix UHAV = T , with U, V unitary and A
normal, is complex symmetric, unless stated otherwise. This transformation of a normal matrix to
tridiagonal complex symmetric form can also be applied on matrices closely related to the normal
matrix such as its Hermitian conjugate or its inverse and will again result in a complex symmetric
matrix.
Corollary 25. Suppose UHAV = T, under the conditions of Theorem 8, with T complex symmetric and A a
normal matrix having distinct singular values. Then UHV will also be complex symmetric.
Proof. The matrix T is complex symmetric, which implies the relations UHAV = T = TT = VTATU.
Reshufﬂing the unitary matrices U and V gives us
VUHA = ATUVH, (14)
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which implies that both matrix products are also complex symmetric. For simplicity we will denote
this as XA = ATXT , where X = VUH . Hence, it remains to prove that X is complex symmetric.
Assume now that we have the following singular value decomposition of the matrix A: A =
W	D1W
H , where 	 a diagonal containing the singular values and D1 a unitary diagonal matrix.
We know that 
 = 	D1 is a diagonal matrix containing the eigenvalues, since A is normal.
Plugging this into XA = ATXT gives:
X(W	D1W
H) = (WD1	WT )X,
(XW)	(D1W
H) = (WD1)	(WTX).
The previous equation provides us two different singular value decompositions of the same matrix.
Since all singular values are distinct, the decomposition is essentially unique. Hence we obtain for a
unitary diagonal matrix D2 that XW = WD1D2. This proves that X = XT and hence UHV is a unitary
complex symmetric matrix. 
Remark 26. The previous proof implies the following interesting relation, assuming that all conditions
of the theorem hold. Given the eigenvalue decomposition of A: A = W
WH thenwe have thatWTXW
is unitary diagonal.
A second theorem states that applying the equivalence transformation to positive powers of A
always results in a complex symmetric matrix.
Corollary 27. Suppose UHAV = T, under the conditions of Theorem 8, with T complex symmetric and A a
normal matrix having distinct singular values. Then UHAiV will also be complex symmetric for i ∈ N.
Proof. We want to prove that
(
UHAiV
)T = UHAiV . Equation (14) can be rewritten as:
UVTAT = AVUT . (15)
The remainder of the proof involves standard matrix reordering techniques and uses some of the
proved equalities, involving also Corollary 25:(
UHAiV
)T = VT (AT )iU
= UH(UVTAT )(AT )i−1U
= UH(AVUT )(AT )i−1U
= UH(AUVT )(AT )i−1U
= UHA(UVTAT )(AT )i−2U
= . . .
= UHAiVUTU = UHAiV,
which is the desired equality. 
Corollary 28. Suppose UHAV = T, under the conditions of Theorem 8, with T complex symmetric and
A a normal matrix having distinct singular values. We have that the following matrices will be complex
symmetric. In few cases non-singularity of A is assumed.
1. UHV, VHU are complex symmetric.
2. UHAiV (with i ∈ Z) is complex symmetric.
3. VHAiU (with i ∈ Z) is complex symmetric.
4. UH(AH)iV (with i ∈ Z) is complex symmetric.
5. VH(AH)iU (with i ∈ Z) is complex symmetric.
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6. UHp(A, AH, A−1)V is complex symmetric (p a polynomial).
7. VHp(A, AH, A−1)U is complex symmetric (p a polynomial).
Proof. All relations can be proved, based on three important relations:
UHV = VTU, VUHA = ATUVH, and UVTAT = AVUT .
For the case UHAHV one can use the argument that there exists a polynomial p(·) such that AH = p(A)
(see Condition 17 in [3]). 
When applying unitary transformations U and V based on A and AH some other relations hold.
Theorem 29. Suppose UHAV = T, under the conditions of Theorem 8, with T complex symmetric and A
a normal matrix having distinct singular values. The following relation holds between AU = UHAU and
AV = VHAHV :
AU = AV .
Proof. We have
AU = (UHAV)VHU = TVHU,
AV = (VHAHU)UVH = TUVH = TVTU.
Taking the complex conjugate provides the result. 
Remark 30. Based on the relations from Theorem 29 one can deduce a similarity transformation for
transforming the matrix A into its transpose AT :(
UVT
)
AT
(
UVT
)H = A.
In the following T is not necessarily complex symmetric anymore.
Theorem 31. SupposeUHAV = T, under the conditions of Theorem8andAanormalmatrix havingdistinct
singular values. The following relation holds between AU = UHAU and AV = VHAHV :
|AU | = AV .
Remark 32. Suppose the skew-symmetric reduction was applied to a normal matrix A, i.e. that the
off-diagonal elements have opposite signs. We have the following relation between AU and AV :
YAUY = AV .
with Y a diagonal matrix having diagonal elements yii = (−1)i+1.
5.2. A unitary complex symmetric decomposition
In [1,2,28] the SU-factorization A = SU, in which S is complex symmetric and U is unitary was
presented. In fact in [28] another sort of polar-decomposition [35,36] was proposed. The standard
polar-decomposition10 for a matrix A is of the form A = HU, in which H is Hermitian semi-positive
deﬁnite. Under some constraints the polar-decomposition is unique. The SUPD-decomposition which
is a complex symmetric unitary decomposition with the complex symmetric matrix semi-positive
deﬁnite is studied in relation with normal and conjugate normal matrices in [6,7,28].
10 In [28] one used the order HU for the polar-decomposition, it is more common to use UH.
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Suppose A to be a normal matrix. Since A is unitary equivalent to a complex symmetric tridiagonal
matrix, thematrixA admits a SU-decomposition of the following formA = UTVH =
(
UVT
) (
VTVH
)
=
WP. The factorW = UVT is obviously unitary, and P = VTVH is complex symmetric.
6. Eigenvalues and singular values
It is already clear from the previous sections that the reduction proposed in this article is closely
related to an initial step for computing for instance the eigenvalues and/or the singular values. In this
section we will brieﬂy comment on possible alternative ways for computing singular values and/or
eigenvalues. Based on the unitary equivalence transformation one can transform any normal matrix
to a complex symmetric tridiagonal matrix T . For computing the singular values one can proceedwith
the tridiagonalmatrix T . Singular values of a complex symmetric tridiagonalmatrix T can be computed
for example with methods from [37–40]. We will brieﬂy comment on [40] with regard to our interest.
Assume C to be a complex symmetric matrix C = CT , then there exists a unitary Q , such that
C = Q	QT , where	 is a diagonal matrix having diagonal elements σ1  σ2  · · · σn. These are the
singular values and the factorization is often named a symmetric singular value decomposition (SSVD)
or the Takagi factorization of C.
The standard SVD equals U	V , hence it might not come as a surprise that the method proposed
in [40] can be faster than the standard SVD method, in case the unitary factors Q and QT are desired.
Moreover, the single unitary factor Q consumes less memory than the factors U and V .
Applying the unitary equivalence reduction to tridiagonal form, followed by the method proposed
in [40] leads to an alternative method for computing the singular values and singular vectors of a
normal matrix.
Since eigenvalues of particular subclasses such as Hermitian, skew-Hermitian and unitary can be
computed efﬁciently also the generic class of normal matrices is of interest. Different techniques have
already been proposed. Elsner and Ikramov proposed in [19] a condensed form for normal matri-
ces based on similarity transformations, which could then be exploited for developing fast QR-like
methods. In [20,22,23] some iterative procedures were presented and analyzed.
In theprevious sectionswe showed that theunitary equivalencepresented in this article sometimes
reduces to a unitary similarity transformation. Hence for the cases of Hermitian and skew-Hermitian,
when computing eigenvalues, this coincides with standard techniques for reducing the bandwidth
and preserving the spectrum.
Based on the full singular value decomposition, one can however also compute the eigenvalues.
Assume the normal matrix A has the following singular value decomposition A = U	VH , based on
properties of normalmatricesweknowthat the eigenvalues are
 = 	D,whereD = VHU. Thismeans
that based on previous results of this section, we can compute the full eigenvalue decomposition once
the full singular value decomposition is known.
7. Conclusions and future research
In this article the unitary equivalence transformation of a normal matrix to tridiagonal form was
discussed. Furthermore, the transformation couldbe chosen in suchaway that the resulting tridiagonal
matrix is self-adjoint with regard to a previously deﬁned scalar product space 〈·, ·〉Ω , for a unitary
diagonal matrix Ω .
A Householder tridiagonalization scheme as well as an iterative method and its relation to Krylov
subspaces was presented. Several possibilities for reducing the matrices were extensively explored
and applied to well-known classes of normal matrices. Extra properties related to the equivalence
transformation were proved. Finally a few possibilities for exploiting the new method for computing
eigenvalue and singular values were brieﬂy discussed.
Numerical experiments as well as a more detailed analysis related to the different techniques for
computing the eigenvalues and singular values were not discussed, since they were beyond the scope
of this article and are subject to further research. Extra effort is needed to implement the methods,
analyze their stability and computational complexity, study the convergence and so on. The reduction
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fromnormal to tridiagonal formbasedonHouseholder transformations,which is fairly straightforward
to implement, can, however, be downloaded from the author’s home page. The Matlab ﬁles admit
different kinds of reductions, such as, e.g., skew-symmetric, skew-conjugate and so forth. The software
includes extra m-ﬁles which enable the interested reader to quickly try out several of the equalities
and properties provided in the article and to play with different matrices.
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