In a previous paper [7] , we showed that, if T is a compact mapping from L r into L s (s = pr/(r -q)), and 0 < p, 0 <Z q < r and 1 < r, then the best constant in such an inequality is the largest eigenvalue of a certain nonlinear integral equation, the "variational equation".
The method which we develop here allows us to show that, in fact, the variational equation has at most one eigenvalue, if 1 <J p + q ίg r, (and exactly one if 1 ^ p + q < r, and 0 <^ (p -l)r + q). This means that it is not, a priori, necessary to know of the existence of a solution to the variational equation as was the case in [7] . Our theorem is thus more closely related to the techniques used by Beesack in [2] , [3] , and to the results of Wilf ([12] , p. 70) and Tomaselli [11] . The uniqueness results we obtain give us the opportunity to clear up some confusion concerning the results in the paper of Boyd and Wong [8] .
One advantage of our approach via integral operators is that we obtain a uniform treatment of inequalities involving functions and derivatives higher than the first, which would not be the case if we reduced immediately to differential operators.
The existence and uniqueness theorems which result may be of some interest in the theory of non-linear boundary value problems.
In § 6, we discuss a number of special situations in which the variational equation can be reduced to a simpler form, or the uni-queness results can be used to improve upper bounds for the best constants. I* Preliminaries* We shall follow the notation of [7] for the most part. Let [a, b] be a finite, or infinite, interval of the real line, and let m be a measurable function of [α, 6] , which is positive almost everywhere. We write dμ(x) = m(x)dx, and for 0<s< -.
We could equally well allow dμ to be any σ-finite measure on [α, 6] Such an operator is necessarily continuous ([13] , p. 228) and we define its norm by (2) ||2Ί| = ||Γ|U = sup{||Γ/||.:||/|| r = l}.
We assume that p, q, r are real numbers which satisfy 0 < p, 0 <^ q ^ r, 1 g r, and further restrictions to be imposed from time to time. If T maps L r into L s for s = pr/(r -q), then we can define the functional J on L r by
Holder's inequality then shows that
We are interested in determining the numbers
and investigating the functions /, (if there are any) for which /(/) -K*\\f\\ζ +q . Such / will be called extremals. We notice immediately that we may restrict consideration to nonnegative /, since We define a normalized extremal to be an feL r with /;> 0, for which ||/|| r = l, and J(f) = K*.
Given a T of the form (1), we define the adjoint of T to be the operator with kernel k* (x, t) -k(t, x) 
Furthermore, if (/, λ) is any solution to (6) with / < 0 a.e. and Tf > 0 a.e., then J(f) = λ||/||? +g , so λ = K* is the largest eigenvalue of (6) , and all solutions of (6) with λ = K* are extremals.
Proof. See Lemma 2(b) of [7] for details concerning the differentiability of the functionals involved. We notice that if \h\^f, then J(f+ eh) and \\f + εh\\ [{piTfy-^Th
We may write by Fubini's theorem. Then choosing h appropriately, we obtain (6) with h = if*. If (/, λ) is a solution of (6), then multiply by / and integrate reversing the above steps to arrive at (7) with h -f and if* replaced by λ. This shows J(f) = λ||/||? +? .
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We call (6) the variational equation, and when we wish to emphasize the (p, g, r) in question we will denote (6) by V(p, g, r).
3* The minimax theorem* The next theorem is the main result of this paper. It generalizes a result stated by Wilf ([12] , p. 70) for the case p = r, q = 0. A more special result for p = r, q -0 was proved by Tomaselli in [11] .
In the statement of the theorem, the following functional will appear:
If we allow co as a possible value, we can define the domain of M, ), as follows:
Note that ^(Λf) is empty only if 0 < p < 1 and Γ/=0ona set of positive measure for all / > 0. This would mean that k(x, t) = 0 a.e. on a set i? x [α, 6] where μ(i7) > 0. THEOREM 1. Lei p, q and r satisfy l^p + g^r, 0<p, O^g. Lei Γ be an operator of the form (1) . Define M(f) by (8) , for fe ), as explained above. Then
for all fe
If p + q < r, then equality holds in (9) (for finite K*) if and only if f is a solution of (β) with λ = if*. 6] , so that by (8), (10) at*-^ιT*{{Tfy-ψ)
and # ^ 0 a.e. Holder's inequality with exponents p + g and ϊ" 1 = (p + g)/(p + g -1), and weight &(E, ί), shows that (11) (
Raise (11) to the power a, and we have
Now, we will use the inequality c a d β g ac + (3d, for c ^ 0, d Ξ> 0, after inserting certain factors into (12) , as follows: (13) Integrate (13) from a to 6, and use Fubini's theorem, as in the proof of Lemma 1, to introduce a T* into the first integral, then use (10) to obtain:
here, in the last step, we use Holder's inequality with exponents r/(p + q), and r/(r -p -q). Thus, we have proved that for any g ^ 0, g e L r , we have
λ % so equality holds in (9), (and this is true even if p + q = r). ' Conversely, suppose equality holds in (9) so M(f) = K*, and yet that (/, K*) is not a solution of (β). Assume, without loss of generality that ||/|| r = 1. Then, for some K < K*, and some set E of positive measure, we would have
Examining the inequality (14), with (16) (14), (10) and (16) give
where iΓ 2 is a constant which is strictly less than ϋΓ*, since 1 -7 > 0 and c > 0. But (17) Proof. If (/, λ) is a solution of (6) Proof. If / is such an extremal, and g ^ 0, \\g\\ r = 1 and /(#) = K*, then equality must hold in all of the inequalities (11), (13) and (14) . In particular, if equality is to hold in (11) for a given xe [α, 6] , then there is a constant e(x) such that g{t) r f(t)~r~ι = c(x) r f(t), for almost all t for which k(x, t) Φ 0. Letting E(x) = {t: k(x, t) Φ 0}, we see that our assumption implies that μ{E{x) Π E(y)) > 0 for almost all x and y in [α, 6] . Thus, for a set iVc [α, b] of measure zero, c(x) -c(y) for x, yg N. Thus c(x) is constant a.e., and since g and / have norm 1, 9 = f a.e.
REMARKS.
1* The result of Corollary 1 gives us the opportunity to clarify the result obtained by Wong and I in [8] . We gave a result concerning the best constants in the inequality
Jo Jo
where y(0) = 0, and p > 0. There, we stated that K* = l/a(p + 1), where a is the smallest positive eigenvalue in a certain differential boundary value problem. In the review in Mathematical Reviews, by J. V. Ryff (MR 35, #3021), and the review in the Zentralblatt fiir Mathematik, by P. R. Beesack (173, p. 57), it was suggested that this eigenvalue should be taken to be the largest such eigenvalue. Our reasoning, (which was not stated), was that since the inequality is attained for any eigenfunction (satisfying the stated conditions), then, in order to be correct, the inequality must include the worst possible case: that is, when a is the smallest. The reviewers' reasoning was, no doubt, that the inequality could be proved for any eigenfunction, and hence the best constant is obtained when a is largest. In fact, the reasoning is correct in both instances, showing that a is, in fact, unique. This is a special case of Corollary 1, taking
Jo 2* The result of Corollary 3 could easily be strengthened to include kernels which vanish on larger sets. All one really requires is that for almost all x,ye [α, &] , that there be a chain x = x ly x 2 ,
, n -1. However, all our examples will satisfy the stronger condition stated in Corollary 3. 4* Existence of extremals* It is not necessary, for the application of Theorem 1, to know in advance that extremals exist. Thus, this method differs in principle from the method used in [7] where it was essential to show the existence of extremals. The knowledge that extremals do exist can be useful, nevertheless, so we quote some results in this area, from [7] . LEMMA 2. Suppose that p > 0, r > 1, 0 <£ q < r, and that T is a compact operator from L r -* L s (s = pr/(r -q) 
The following result due to Andδ, is also very useful. He proves )r Orlicz spaces. g it for Orlicz spaces LEMMA 3. If T is an integral operator which maps L r -* L% where r > s Ξg: 1. Then T is compact.
Proof. See Ando [1] for the case in which [α, b] has finite measure. Andδ's proof is valid even when [α, b] has infinite measure as one can check by using the results of Luxemburg and Zaanen [10] .
The following result is a simple sufficient condition for all extremals to satisfy / > 0 a.e. LEMMA 
Suppose k(x, t) > 0 for almost all (x, t) which satisfy a <J
Proof. This is Lemma 2(b) of [7] .
Combining Lemmas 2, 3 and 4 with Corollaries 1 and 2 we have the following. THEOREM 2. Suppose that 0 < p, O^g, 1 ^ p + q < r and that (p -l)r + q ;> 0. Suppose that k(x, t) > 0 for almost all (x, t) which satisfy a <^ t ^ x ^ b. Then there is a unique normalized extremal f. The function f satisfies / > 0 a.e. and (/, ϋΓ*) is the only solution of (6) which satisfies / > 0 a.e.
Proof. The conditions on p, q and r imply that
Thus, by Lemma 3, T is compact. By Lemma 2, a normalized extremal exists which satisfies / > 0 a.e., by Lemma 4. By Corollary 2, / is unique, and by Corollary 1, (6) has no other solutions (g, λ) with g > 0 a.e. and λ Φ K*.
5* The inequalities of Bliss* We can use an interesting class of inequalities due to Bliss [5] to show that Theorem 1 cannot be extended to p + q > r, in general, and to show that one should not expect unique normalized extremals when p + q > r. The inequality is the following*.
Let 1 < r < p, and c = (p -r)/r. Then for / ^ 0 (20) (pand J5(.τ, y) is the Beta function. (This constant is given incorrectly in Hardy, Littlewood and Polya ([9], p. 195) . In their notation, the bracketed term should be raised to the r-th power). Equality is attained in (20) for multiples of
where a is any positive constant. Writing g a (x) =/ β (α)/||/ α || r , we have
where A depends only on p and r but not on α.
Notice that {g a } is not a compact subset of L r . For, g a {x) -> 0 as a -* co, and if g were a strong limit point of {g n } it would be a limit point under a.e. convergence; and g(x) = 0 is the only such limit point. But \\g\\ = 1 if g is the strong limit of g an , which is a contradiction. Thus, the conclusion of Lemma 2 does not hold here. It follows that the operator (24) Tf(x) = χ ι-*+*ι* ['f(t) 'x~ι) , we obtain a sequence of f n for which M(f n )->0. Thus, the conclusion of Theorem 1 does not hold.
Clearly the conclusions of Corollary 2 do not hold either, since the normalized extremals are far from being unique. b* Applications of the main theorem* Our next result is suggested by the well-known theorem that, if T = T*, then the best constant in μ^K (2, 0, is the square of the best constant in We use the notation K(p, q, r) from (5), and designate (6) by V(p, q, r) . The next four results give some simple upper bounds for K(p, q, r) which are useful in cases when it is not possible to explicitly solve V (p, g, r) . One could of course use Theorem 1 directly, but the computations involved are again rather formidable. We prefer, if possible, to use Theorem 1 in a theoretical way, as in Propositions 3 and 4.
The idea which appears in Proposition 3 was used in [6] . Proposition 2 is an obvious generalization of Theorem 1 of the paper of Beesack and Das [4] . PROPOSITION 1. Let 0 < p, 0 g q < r, 1 ^ r. Let \\\T\\\ be given by (19), where s = pr/(r -q) and let K^p, q, r) = ||| T\\\ p . Then 
Proof. By Corollaries 1 and 2, the equation V(p, g, r) has a unique normalized solution (/, λ) with λ = K{p, g, r). However, since φ is measure-preserving, we have ||i2/|| r = ||/|| r , and since R commutes with T and Γ*, we have (TRfY~ι = R{TfY~\ and (Rf) Q = Rf q , etc. Thus, by direct substitution, (Rf, λ) is also a normalized solution of V(p, q, r), which means i?/ = /. But then, (31) Tf -TRf = (Tf + TRf)/2 = Uf .
Thus,
K(p, q, r) = J(/) = ί*{Uf)ψdμ ^ \\\ U\\f .
