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A VECTOR-CONTRACTION INEQUALITY FOR RADEMACHER
COMPLEXITIES USING p-STABLE VARIABLES
OSCAR ZATARAIN-VERA
Abstract. Andreas Maurer in the paper “A vector-contraction inequality for
Rademacher complexities” [2] extended the contraction inequality for Rademacher
averages to Lipschitz functions with vector-valued domains; He did it replacing
the Rademacher variables in the bounding expression by arbitrary idd sym-
metric and sub-gaussian variables. We will see how to extend this work when
we replace sub-gaussian variables by p-stable variables for 1 < p < 2.
Our main result is based in the next class of random variables:
Definition 1. A real valued symmetric random variable X is called p−stable, 0 <
p ≤ 2 if for some σ ≥ 0, its Fourier transform (characteristic function) is of the
form
E exp(itX) = exp(−σp|t|p/2).
The p−stable random variables are characterized by their fundamental “stabil-
ity” property: if (Xi) is a standard p−stable sequence, i.e. a sequence of indepen-
dent standard p−stable random variables Xi, for any finite sequence (αi) of real
numbers,
∑
i αiXi has the same distribution as (
∑
i |αi|p)1/pX1. By what precedes,
in particular, for any r < p,
‖
∑
i
αiXi‖r = cp,r
(∑
i
|αi|p
)1/p
(1)
so that the span in Lr, r < p of (Xi) is isometric to ℓp. To know more about
p−stable random variables, see [1].
In general, the preceding random variables are part of a larger class which are
known as stable distributions. Let’s recall some definitions and notation about
them [3].
Definition 2. A random variable X is said to be stable if and only if X
d
= aZ + b
where 0 < α ≤ 2, −1 ≤ β ≤ 1, a 6= 0, b ∈ R and Z is a random variable with
characteristic function
E exp(iuZ) =
{
exp
(−|u|α[1− iβ tan πα2 (signu)]) , α 6= 1
exp
(−|u|[1 + iβ 2π (signu) log |u|]) , α = 1 (2)
Notice we need 4 parameters to describe a stable random variable, we will use
a fifth one since there could be different parameterizations S(α, β, γ, δ; k). The
parameters are α for the characteristic factor, β for the skewness, γ for the scale, δ
for the location and k for possible different parameterizations.
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Definition 3. A random variable X is S(α, β, γ, δ; 0) if
X
d
=
{
γ
(
Z − β tan πα2
)
+ δ, α 6= 1
γZ + δ, α = 1
where Z = Z(α, β) is given by (2).
Note that X has the characteristic function
E exp(iuX) =
{
exp
(−γα|u|α[1 + iβ(tan πα2 )(signu)(|γu|1−α)] + iδu) , α 6= 1
exp
(−γ|u|[1 + iβ 2π (signu) log(γ|u|)] + iδu) , α = 1
One important characteristic of stable random variables is its tail approximation
behavior.
Theorem 4. Let X ∼ S(α, β, γ, δ; 0) with 0 < α < 2, −1 < β < 1. Then as
x→∞ we have
P (X > x) ∼ γαcα(1 + β)x−α.
Two another properties of stable random variables are how they behave under
scalar multiplication and under addition.
Theorem 5. The S(α, β, γ, δ; 0) parameterization has the following properties.
(1) if X ∼ S(α, β, γ, δ; 0), then for any a 6= 0, b ∈ R,
aX + b ∼ S(α, (sign a)β, |a|γ, aδ + b; 0).
(2) The characteristic functions, densities and distribution functions are jointly
continuous in all four parameters (α, β, γ, δ) and in x.
(3) If X1 ∼ S(α, β1, γ1, δ1; 0) and X2 ∼ S(α, β2, γ2, δ2; 0) are independent, then
X1 +X2 ∼ S(α, β, γ, δ; 0) where
β =
β1γ
α
1 + β2γ
α
2
γα1 + γ
α
2
, γα = γα1 + γ
α
2 ,
δ =
{
δ1 + δ2 + (tan
πα
2 )[βγ − β1γ1 − β2γ2], α 6= 1
δ1 + δ2 +
2
π [βγ log γ − β1γ1 log γ1 − β2γ2 log γ2], α = 1
The formula γα = γα1 + γ
α
2 in the third part is the generalization of the rule for
adding variances of independent random variables: σ2 = σ21 + σ
2
2 . Note that one
adds the αth power of the scale parameters, not the scale parameters themselves.
As mentioned at the beginning, we will focus in a particular case of a sta-
ble random variable S(α, β, γ, δ; 0). Consider the stable random variable X =
S(p, 0, σp√2 , 0; 0) then X is a p−stable random variable since its characteristic func-
tion is
E exp(itX) = exp
(
−( σ
p
√
2
)p|t|p
)
= exp(−σp|t|p/2).
Thus, by Theorem 4 as t→∞ we have P (X > t) ∼ σpcpt−p.
In Machine Learning the so-called contraction inequality is widely used. A func-
tion h : R → R is called Lipschitz with constant L > 0 if for all x and y we have
|h(x) − h(y)| ≤ L|x− y|. For Lipschitz functions hi : R → R with constant L, the
scalar contraction inequality states that
E sup
f∈F
n∑
i=1
ǫihi(f(xi)) ≤ LE sup
f∈F
n∑
i=1
ǫif(xi). (3)
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Andreas Maurer in [2] extended the contraction inequality to Lipschitz functions
with vector domains, furthermore he also showed that in the bounding expression
the Rademacher variables can be replaced by arbitrary iid symmetric and subgaus-
sian variables. Specifically he proved:
Theorem 6 (Maurer A., Vector contraction-inequality for subgaussian variables).
Let X be a nontrivial, symmetric and subgaussian random variable. Then there
exists a constant C < ∞, depending only on the distribution of X, such that for
any set S and functions ψi : S → R, φi : S → ℓ2, 1 ≤ i ≤ n satisfying
∀s, s′ ∈ S, ψi(s)− ψi(s′) ≤ ‖φi(s)− φi(s′)‖2
we have
E sup
s∈S
∑
i
ǫiψi(s) ≤ CE sup
s∈S
∑
i,k
Xikφi(s)k
where the Xik are independent copies of X for 1 ≤ i ≤ n and 1 ≤ k ≤ ∞ and
φi(s)k is the k − th coordinate of φi(s).
We adapt Maurer’s proof to extend the previous contraction inequality to p−stable
random variables where 1 < p < 2. To do that we go through a series of results.
Proposition 7. Let X be nontrivial p−stable random variable, 1 < p < 2. Let
X = (X1, ..., Xk, ...) be a sequence of independent copies of X. Then
(i) For every v ∈ ℓp, the sequence of random variables Yk =
∑K
k=1 vkXk con-
verges in Lr for 0 < r < p to a random variable denoted by
∑∞
k=1 vkXk.
So the map v 7→∑∞k=1 vkXk is a bounded map from ℓp to Lr.
(ii) There exists a constant C(p) <∞ such that for every v ∈ ℓp
‖v‖p ≤ C(p)E
∣∣∣∣∣
∞∑
k=1
vkXk
∣∣∣∣∣ .
Proof. Let X be a p−stable random variable where 1 < p < 2 and 0 < r < p. For
any v ∈ ℓp note that
K∑
k=1
vkXk is again a p−stable distribution S

p, 0, 1
p
√
2
σ
(
K∑
k=1
|vk|p
)1/p
, 0; 0

 =
S
(
p, 0,
1
p
√
2
σ‖v‖p, 0; 0
)
due to Theorem 5.
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(i) By integration by parts it follows
E
∣∣∣∣∣
K∑
k=1
vkXk
∣∣∣∣∣
r
= r
∫ ∞
0
tr−1P
{∣∣∣∣∣
K∑
k=1
vkXk
∣∣∣∣∣ > t
}
dt
= r
∫ 1
0
tr−1P
{∣∣∣∣∣
K∑
k=1
vkXk
∣∣∣∣∣ > t
}
dt+ r
∫ ∞
1
tr−1P
{∣∣∣∣∣
K∑
k=1
vkXk
∣∣∣∣∣ > t
}
dt
≤ r
∫ 1
0
tr−1 dt+ r
∫ ∞
1
tr−1cpσp‖v‖ppt−p dt
= 1 + rcpσ
p‖v‖pp
∫ ∞
1
1
t1+(p−r)
dt
= 1 + rcpσ
p‖v‖pp
1
−(p− r)
1
tp−r
∣∣∣∣
∞
1
= 1 +
1
p− r rcpσ
p‖v‖pp <∞.
where we used in the first inequality that
∑K
k=1 vkXk is also a p−stable
random variable.
Now, by the p−stability property (1), we also have
‖
K∑
k=1
vkXk‖r = cr,p
(
K∑
k=1
|vk|p
)1/p
. (4)
which shows convergence in Lr. In this way, the map v 7→∑Kk=1 vkXk is a
bounded map.
Linearity of the map follows from standard arguments.
(ii) Taking r = 1 in the p−stability property (4) we obtain that
‖v‖p =
(
K∑
k=1
|vk|p
)1/p
≤ C1,pE
∣∣∣∣∣
K∑
k=1
vkXk
∣∣∣∣∣ ,
which is the claim.

The next Lemma and Theorem are the analogs for p−stable random variables of
the results of Maurer. The proof consists in making the corresponding adjustments
in the norm of the random variables involved in the proof for the case p = 2. For
the sake of completeness, we decide to include both proofs here.
Lemma 8. Let X be a nontrivial p−stable random variable for 1 < p < 2. Then
there exists a constant C(p) < ∞ such that for any set S and functions ψ : S →
R, φ : S → ℓp and f : S → R satisfying:
∀s, s′ ∈ S, ψ(s)− ψ(s′) ≤ ‖φ(s)− φ(s′)‖p
we have
E sup
s∈S
ǫψ(s) + f(s) ≤ C(p)E sup
s∈S
K∑
k=1
Xkφ(s)k + f(s)
where the Xk are independent copies of X for 1 ≤ k ≤ ∞ and φ(s)k is the k − th
coordinate of φ(s).
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Proof. We take the constant in proposition 7 as C(p) and let Y = C(p)X and
Yk = C(p)Xk. So for every v ∈ ℓp
‖v‖p ≤ E
∣∣∣∣∣
∑
k
vkYk
∣∣∣∣∣ .
Let δ > 0 arbitrary. Then there exists s∗1 and s
∗
2 such that
2E sup
s∈S
(ǫψ(s) + f(s))− δ = sup
s1,s2∈S
ψ(s1) + f(s1)− ψ(s2) + f(s2)− δ
≤ ψ(s∗1)− ψ(s∗2) + f(s∗1) + f(s∗2)
≤ ‖φ(s∗1)− φ(s∗2)‖p + f(s∗1) + f(s∗2)
≤ E
∣∣∣∣∣
∑
k
Yk(φ(s
∗
1)k − φ(s∗2)k)
∣∣∣∣∣ + f(s∗1) + f(s∗2)
≤ E sup
s1,s2∈S
∣∣∣∣∣
∑
k
Ykφ(s1)k −
∑
k
Ykφ(s2)k
∣∣∣∣∣+ f(s1) + f(s2)
Notice we can drop the absolute value because for any fixed configuration of the Yk
the maximum will be attained when the difference is positive since the remaining
part f(s1) + f(s2) is invariant under the exchange of s1 and s2. In this way:
E sup
s1,s2∈S
∣∣∣∣∣
∑
k
Ykφ(s1)k −
∑
k
Ykφ(s2)k
∣∣∣∣∣+ f(s1) + f(s2)
= E sup
s1∈S
∑
k
Ykφ(s1)k + f(s1) + E sup
s2∈S
−
∑
k
Ykφ(s2)k + f(s2)
= 2
(
E sup
s∈S
∑
k
Ykφ(s)k + f(s)
)
.
Finally, the last equality follows from the symmetry of the variables Yk. 
This is the main Theorem and corresponds to an extension of Maurer’s work.
Theorem 9 (Vector contraction-inequality for p−stable variables). Let X be a
nontrivial p−stable random variable for 1 < p < 2. Then there exists a constant
C(p) <∞, depending only on p and the distribution of X, such that for any set S
and functions ψi : S → R, φi : S → ℓp, (1 ≤ i ≤ n) satisfying
∀s, s′ ∈ S, ψi(s)− ψi(s′) ≤ ‖φi(s)− φi(s′)‖p
we have
E sup
s∈S
∑
i
ǫiψi(s) ≤ C(p)E sup
s∈S
∑
i,k
Xikφi(s)k
where the Xik are independent copies of X for 1 ≤ i ≤ n and 1 ≤ k ≤ ∞ and
φi(s)k is the k − th coordinate of φi(s).
Proof. The constant C(p) and the Yk are chosen as in the previous Lemma. By
induction on n, we shall prove for all m ∈ {0, ..., n} we have
E sup
s∈S
∑
i
ǫiψi(s) ≤ E

sup
s∈S
∑
i:1≤i≤n
∑
k
Yikφi(s)k +
∑
i:m<i≤n
ǫiψi(s)

 .
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So the result will follows from the casem = n. Clearly the casem = 0 is an identity.
Assume that the claim holds for m − 1. Denote Em = E[.|{ǫi, Yik : i 6= m}] and
define f : S → R by
f(s) =
∑
i:1≤i<m
∑
k
Yikφi(s)k +
∑
i:m<i≤n
ǫiψi(s).
Then
E sup
s∈S
∑
i
σiψi(s) ≤ E

sup
s∈S
∑
i:1≤i<m
∑
k
Yikφi(s)k +
∑
i:m≤i≤n
ǫiψi(s)


= E Em sup
s∈S
(ǫmψm(s) + f(s))
≤ E Em sup
s∈S
∑
k
Ymkφm(s)k + f(s)
= E sup
s∈S
∑
i:1≤i≤m
∑
k
Yikφi(s)k +
∑
i:m<i≤n
ǫiψi(s),
where the first inequality is true by induction hypothesis and the second is due to
the previous Lemma. 
It is attractive to conjecture the following inequality for p−norms:
Conjecture. Let X be any set, n ∈ N, (x1, ..., xn) ∈ Xn, let F be a class of
functions f : X → ℓp, 0 < p ≤ 2 and let h : ℓp → R have Lipschitz norm L. Then
E sup
f∈F
∑
i
ǫih(f(xi)) ≤ KLE sup
f∈F
‖
∑
i
ǫif(xi)‖p,
where K is some universal constant.
Maurer stated this conjecture for p = 2, and he showed it is false by giving a
counter-example. A similar example also disproves this conjecture for 1 < p < 2:
Let X = ℓp with the canonical basis (ei) and set xi = ei for 1 ≤ i ≤ n. Let F be
the unit ball in the set of bounded operators B(ℓp), 0 < p ≤ 2 and for h consider
h : x ∈ ℓp → ‖x‖p which has Lipschitz norm equal to one. If the conjecture were
true then there would be a universal constant K such that
E sup
T∈B(H):‖T‖∞≤1
∑
i
ǫi‖Txi‖ ≤ KE sup
T∈B(H):‖T‖∞≤1
‖
∑
i
ǫiTxi‖p.
For any Rademacher sequence ǫ = (ǫi), let Tǫ be the operator defined by Tǫei = ei
if i ≤ n and ǫi = 1 and Tǫ = 0 otherwise. It follows ‖Tǫ‖∞ ≤ 1. Then
n
2
= E|{i : ǫi = 1}| = E
∑
i
ǫi‖Tǫxi‖ ≤ E sup
T∈B(H):‖T‖∞≤1
∑
i
ǫi‖Txi‖.
On the other hand
E sup
T∈B(H):‖T‖∞≤1
‖
∑
i
ǫiTxi‖p ≤ E‖
∑
i
ǫiei‖p ≤ p
√
n.
Thus if the conjecture were true we would obtain n/2 ≤ K p√n for some universal
constant K. Note this is absurd when 1 < p ≤ 2 but otherwise the inequality make
sense.
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