there is an^Gl such that x is a cluster point of (f n (x o ))n=o} In case {d x } XeΓ contains a single metric, the above notation X f was first introduced by M. Edelstein in [7] . DEFINITION 1.5 . Let (a? n )~=o be a sequence in X. Then (αj n )~= 0 is Cauchy if and only if for each XeΓ, d λ (x n , x m ) -* 0 as n, m -> oo. DEFINITION 1.6 . X is sequentially complete if and only if every Cauchy sequence in X converges to some element in X.
It is known that X is sequentially compact implies X is countably compact and X is countably compact implies X is sequentially complete.
2* Strictly contractive mappings* In this section the well known FIXED POINT THEOREMS FOR NONEXPANSIVE MAPPINGS 831
Banach's contraction mapping principle is generalized. PROPOSITION 
Let f:X-+X be iteratively contractive w.r.t. {dχ}zer Then a fixed point of f, whenever it exists, is unique. Moreover, xe X is a fixed point off if and only if x is a periodic point off.
Proof. Suppose there were ζ,ηeX such that f(ζ) = ζ Φ rj = f(r/). Since / is iteratively contractive w.r.t. {d λ } λeΓ and ζ Φ η, there is an λe Γ and there is an ne$l such that d λ {f n (ζ), f n {rj)) < d λ (ζ, η) , which contradicts the fact that f n (ζ) = ζ and f n {η) = η. Next suppose xeX is a periodic point of /, then x = f N (x), for some Ne 9Ϊ, then x is a fixed point of f N .
Since / ΛΓ is also iteratively contractive w.r.t. {d x }χ eΓ , x must be the unique fixed point of f N .
Since f(f N (x)) = f N (f(x))
= /(α), we must have ίc = f(x). Hence a? is a fixed point of /.
If card (Γ) = 1, Theorem 1 of K. W. Ng in [11] shows that the above proposition still holds even if the nonexpansiveness is dropped in defining an iteratively contractive mapping. However in a Hausdorff locally convex space, we have the following generalization: PROPOSITION 
Let N, = inf {n e 31:
)> which contradicts the minimality of JVΊ. Hence we must have Λ^ < N. Suppose N ίy N 2 , , Ni G %l have been defined such that for each j = 1, , i, N, < N and P π (x) )> which conradicts the minimality of JVΊ Hence we must have iV ί+1 < N. Therefore by induction there is an infinite sequence (Ni)T =ί of positive integers such that (i) Ni < N, for all i = 1, 2, , and
. By (i), there exist i, j eSSl such that i Φ j while Ni = iVj , which contradicts (ii). Thus we must have f(x) = a?.
The proof of the following theorem is the same as the classical Banach fixed point theorem, and is therefore omitted. Proof. By Corrollary 2.6, / has a unique fixed point, say ζe X.
is also a fixed point of / implies g(ζ) = ζ. Thus ζ is the unique common fixed point of F.
3* Some examples and applications* First we shall give an example of a mapping which is contractive but not strictly contractive while some iterates of it is strictly contractive. is non zero then f(x) Φ 0 for some xe X, so that q {x] (f) > 0. By a theorem of Robertson in [13] , C(S) is a Hausdorff locally convex space under the topology generated by F. For each Ce ^, if we define
and {^<?}ce^ generates the same topology as F. First we note that C(S) is complete. Define K = {feC(S): II/IU = sup xeS |/0*0l ^ i}, then it is clear that K is nonempty closed and convex, so that K is also complete and hence sequentially complete.
(i) For each λeK such that | λ | = 1 and each g e C(S) with || βrIf ^ i, we define (T λ , 9 (D, T λtβ 
Hence T λ , g is contractive w.r.t. {ddce^. However for any μ e 9ΐ with 0 ^ μ < 1, choose any α e 9ΐ such that μ -J < α < \ and define fc x = \ and & 2 Ξ α, then /^, & 2 e if, so that for any Ce ^, we see that μd c {h γ , h 2 For each λe 31 with 0 < λ < 1, each #e C(S) with ||^[U ^ i and each ne%l with w ^ 2, we define Vχ, n Jf) = λ(Γ/) % + (1 -X)g, for all /e if. Then For α 0 , a l9 , a n ^ 0, n ^ 1, Corresponding to Theorem 2.3, we have the following implicit function theorem which is analogous to a result of E. Dubinsky in [5] . THEOREM Next we want to show that Γ Λ converges uniformly to Γ, i.e. for any ε > 0 and λeΓ, there exists an JV(λ, ε) e 9ΐ such that (Γ»(s), T(s)) < ε/3, for all w > iV and all seS. Indeed, since X is bounded d λ {X) < oo, we may choose N(X, e) e 31 such that Cχd x (X) < ε/3. Thus for n > N, and all seS, we see that 
(T(s μ ), T{8)) ^ d λ (T(8 μ ), T N+1 (s μ )), + d λ (T N+1 (8 μ ), T N+ι (s))

+ d x (T N+1 (s), T(s)) <± + ± + ± = s, ό O O so that T(s μ ) -• T(s).
e E, define F(x) -A(x) + y 0 , for all x e E. For each eeG, d e (F(x), F{y)) = I (A(x) -A(y), e) | -| (x -y, A'e) | = \(x-y, \ e e) I = I λ β I d e (x, y) .
Since |λ β | < 1 for each eeG,F is strictly contractive w.r. , a n such that / = Σ?=i α * e ί Thus Proof. From the proof of Corollary 3.5, condition (i) implies condition (ii). Thus we may assume that (ii) holds. For each eeG, define d e as in Theorem 3.4. Let E have the topology generated by {ij <ec , then E is Hausdorff and sequentially complete. Define F(x) -ΣΐU cLiA^x) + y 0 for all x e E. It remains to show that F is strictly contractive w.r.t. {d e } eeG . Indeed, for each eeG, (E, E' ) sequentially complete and G spans E', or (ii) G is total over E and for every sequence (x n )n= 0 in E such that for each eeG, (x n -x m , e) -> 0 as n, m -> co, there is an x e E such that for each eeG, (x n -x, e) -> 0 as n->°o.
THEOREM 3.6. Let (E, E') be a dual pair, Abe a linear operator on E and A' be the adjoint of A' on E r such that A!{E') c E'. Suppose A! has a family G of eigenvectors e in E' each of which belongs to an eigenvalue \ e Φ\ with |λj ^ 1. Suppose either (i) E is σ(E, E r ) sequentially complete and G spans E r or (ii) G is total over E, and for every sequence (x n )n=o in E such that for each eeG, (x n -x m , e) -> 0 as n, m -» co 9 there is an xeE such that for each eeG, (x n -x, e) -•*
Then for any positive integer n, a l9 , a n ^ 0 with Σ?=i α; < 1, and arbitrarily fixed y 0 e E, there is a unique solution of the equation x = Σί Λ =i c^A^x) + y o As an application of the above Theorem 3.6 and Theorem 3.7, we have the following:-EXAMPLE 3.8. Let A be a diagonalizable n x n matrix over (£, and A' be its adjoint. Suppose for each eigenvalue λ of A', |λ| ^ 1, then for each positive integer n,a u , a n ^ 0 with 2?=i α< < 1 and any arbitrarily fixed vector y 0 (an ^-triple), the equation
has a unique solution. EXAMPLE 3.9. Let A be a diagonalizable n x n matrix over K, and A' be its adjoint. Suppose for each eigenvalue λ of 4', λ ^ 1 and |λ| ^ 1, then for each positive integer n > 1, a l9
, a n > 0 with Σ?=i ^i ^ 1 and any arbitrarily fixed vector τ/ 0 , the equation x = ΣΓ=i αiA^α;) + 2/ 0 has a unique solution.
Although the classical Banach contraction mapping principle can be used to prove the following, it is a special case of the above two examples. Proof. For any ε > 0 and λeΓ, there is an Ne 9? with
The following proposition is a corollary of (x,f(x) ). By Proposition 4.3, / is an isometry on (f(x))n=o w.r.t. {d λ } XeΓ , and so in particular, Since the hypothesis of Theorem 4.10 is satisfied, lim^^ f n (x 0 ) exists and is the unique fixed point of/. The above Corollary generalizes Theorem 1 of E. Rakotch in [12] .
