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Chapter 1: Introduction
BACKGROUND
Proteins are an important set of molecules that control many bodily functions for living
organisms, interact with cells to properly induce specific tasks within the cellular structure, and
used in a variety of industries and applications such as biotechnology and food processing
(Patterson, Lisal, & Colina, 2011). For cells to properly function and carry out their
corresponding tasks they must first interact with proteins (Schmidt, Waldeck, & Kao, 2009;
Wang, Zhou, Hong, & Zhang, 2012; Dee, Puleo, & Bizios, 2002). One important concept that
governs the proper functionality of proteins and, ultimately cells, is protein adsorption (Schmidt,
Waldeck, & Kao, 2009; Dee, Puleo, & Bizios, 2003; Misra & Nune, 2013). Protein adsorption
controls how proteins interact with material surfaces and how strong their adherence is (Nouri &
Wen, 2015). Protein adsorption depends on a variety of factors, but one, in particular, is surface
wettability (Patterson, Lisal, & Colina, 2011; Nouri & Wen, 2015; Mani, 2015). Surface
wettability determines the surface energy of a material surface and ultimately limits the rate at
which protein adsorption can occur (Patterson, Lisal, & Colina, 2011; Nouri & Wen, 2015;
Mani, 2015).
PROTEIN THEORY
Proteins are macromolecules formed by the polymerization of amino acids (Smith,
2011). Amino acids are the building blocks for proteins whereby the general amino acid structure
can be observed below in Figure 1.1 (Rabe, Verdes, & Seeger, 2011).
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Figure 1.1. The general amino acid structure
The general arrangement of an amino acid consists of a central carbon atom which is
known as the alpha carbon in which it is covalently bonded to a hydrogen atom, an amino group,
a carboxy group, and an R-group (Smith, 2011; Latour, 2005). This R-group or side chain
dictates which type of amino acid will form and what properties it will possess (Smith, 2011;
Latour, 2005). Every amino acid has the same structure except for this unique R-group (Smith,
2011; Latour, 2005). There are four categories associated with R-groups which are: non-polar,
polar, positively charged, and negatively charged (Latour, 2005; Lehninger, Nelson, & Cox,
2004; Schmidt, Waldeck, & Kao, 2009). A non-polar R-group corresponds to an R-group that is
hydrophobic and possesses no dipole moment (Lehninger, Nelson, & Cox, 2004). A polar Rgroup refers to an R-group that is hydrophilic and which does possess a dipole moment
(Lehninger, Nelson, & Cox, 2004). A nonpolar R-group will not bond with water. The reason
behind this is that a nonpolar R-group is hydrophobic and it does not want to form a bond with
water. Water is a polar molecule, and it will only form bonds with another polar molecule. Thus,
a polar R-group will bond with a water molecule. An R-group can also possess an excess amount
of charge from possible electron and proton transfer. There exist many different types of amino
acids, but only 20 common amino acid types are observed in protein composition as seen below
in Figure 1.2 (Smith, 2011).
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Figure 1.2. The 20 common amino acids
The structure of amino acids as portrayed above in Figure 1.1 is generalized because
amino acids take on different charged structures at various pH levels (Blei & Odian, 1999).
There is a unique pH at which an amino acid is overall net neutral and is known as a zwitterion
seen below in Figure 1.3 (Blei & Odian, 1999). The zwitterion is net neutral even though it has
opposite charges within its structure (Smith, 2011; Lehninger, Nelson, & Cox, 2004). The pH
level previously mentioned above is known as the isoelectric point (pI) whereby each amino acid
has its corresponding value (Blei & Odian, 1999). The pI for polar and nonpolar amino acids is
unique because it is suitable for zwitterion formation within the human body (Blei & Odian,
1999). These amino acids are also known as neutral amino acids (Blei & Odian, 1999). The pH
of the human body ranges from 6.8-7.35 and falls within two pH units of the pI for the neutral
amino acids thus being suitable for the development of the zwitterion structure (Blei & Odian,
1999).
3

Figure 1.3. The zwitterion structure
It can be seen from the zwitterion structure above in Figure 1.3 that the alpha carbon is
still at the center, covalently bonded to a hydrogen atom, an R-group, and now a modified amino
group and a carboxy group. This modified amino group is known as an ammonium cation and
the modified carboxy group is known as a carboxylate anion (Blei & Odian, 1999). The
ammonium cation forms by protonation from the carboxylate anion which refers to the addition
of an extra proton or hydrogen ion. A dipole moment exists between the oxygen and hydrogen
atom within the hydroxyl portion of the carboxy group. Once the hydrogen ion is donated to the
amino group, the oxygen atom obtains the electron coming from the hydrogen. This added
electron leads to the excess negative charge on the oxygen. Thus the carboxylate anion is
negatively charged (Blei & Odian, 1999).
Once the final structure between amino acids has been formed, then bonding between
them can take place. Bonding between amino acids leads to the formation of proteins (Smith
2011). The type of protein formed depends on what application it will be used for, the number of
amino acids forming the sequence, and the sequence of amino acids. In the event of two amino
acids coming together, there is a unique bond formed between them called a peptide bond or
peptide linkage (Smith, 2011; Lehninger, Nelson, & Cox, 2004). For example, when only two
amino acids come together the result is a dipeptide (Lehninger, Nelson, & Cox, 2004). So when
various amino acids come together, then the final product is referred to as a polypeptide chain
4

(Lehninger, Nelson, & Cox, 2004). The formation of proteins can be slightly comparable to that
of a polymer, but the difference is that the repeat unit of the protein, the amino acid, is always
different as opposed to the polymer (Meyers & Chawla, 2008; Askeland, Fulay, Wright, Askel,
& F.., 2010). In polymer synthesis, the repeat unit is always the same (Meyers & Chawla, 2008;
Askeland, Fulay, Wright, Askel, & F.., 2010). For example, in the formation of polyethylene,
the repeat unit is only ethylene. If polyethylene must go through a change, then its repeat unit
must be modified as well. More on protein synthesis and structure is covered further on in the
polymer section of materials theory. Figure 1.4 below shows two polypeptide chains that portray
the amino acid sequence and the initial steps in protein synthesis. Each amino acid in the chain is
different; however some may repeat themselves further down in the chain as can be seen.

Figure 1.4. The amino acid sequence and primary protein structure
Two scenarios of bonding between neutral amino acids will be observed in this section: a
generalized bonding sequence and inside the human body. Due to this project being inclined
more to biomaterials, it is more suitable to show how the bonding process takes place within the
body. One important role of protein adsorption in biomaterials is to dictate the proper
functionality of implants and scaffolds placed inside the body to assist in the patient’s recovery
5

(Nouri & Wen, 2015). The generalized formation of peptide bonds between neutral amino acids
will first be discussed. Recall the general amino acid structure in Figure 1.1 consisting of a
central carbon atom covalently bonded to an amino group, a carboxy group, a hydrogen atom,
and an R-group. The amino acid, in this case, has not gone through deprotonation or protonation
meaning that it is not yet a zwitterion. As two of these amino acids come together, a
condensation reaction occurs, where a water molecule is released as a product and a bond forms
between both amino acids (Blei & Odian, 1999; Lehninger, Nelson, & Cox, 2004). During the
condensation reaction, the hydroxyl group within the carboxy group of one amino acid reacts
with the hydrogen atom of the amino group of the other amino acid (Blei & Odian, 1999;
Lehninger, Nelson, & Cox, 2004). The reaction between the hydroxyl group and hydrogen atom
results in a water molecule forming. Due to this condensation reaction, the carbon atom in the
carboxy group of one amino acid no longer contains four bonds and may be unstable
energetically. The hydroxyl group is used to form water. For carbon to be stable, it must have
four bonds because of its four valence electrons. The nitrogen atom of the amino group in the
other amino acid also suffers through this condensation reaction, and it no longer contains three
bonds. The hydrogen atom bonded to nitrogen is lost because it is used to form water. The
nitrogen atom is stable within the amino group with three bonds formed along with a lone pair of
electrons. This is because of the five valence electrons present in nitrogen. Both these unstable
amino acids form a peptide bond to lower their free energy, and the result is that the prior
unstable carbon now has four bonds and the prior unstable nitrogen atom has three bonds
(Lehninger, Nelson, & Cox, 2004; Norde & Haynes, 1995). Figure 1.5 below represents the
previously described process.
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Figure 1.5. The general formation of a peptide bond
This newly formed peptide bond is found to coincide on a planar geometrical surface
(Smith, 2011; Lehninger, Nelson, & Cox, 2004). This corresponds to the surrounding area of
the peptide bond having alpha carbons on both ends and this array of six atoms lying on a plane
(Smith, 2011; Lehninger, Nelson, & Cox, 2004). There is sp3 hybridization present with the
alpha carbon atom; however the geometry is planar (Smith, 2011; Lehninger, Nelson, & Cox,
2004). The generalized peptide formation between amino acids discussed earlier can be
transferred over to peptide formation inside the human body. The amino acid structure inside the
human body is a zwitterion as shown in Figure 1.3. The formation of a peptide bond between
zwitterions also consists of the liberation of a water molecule and a peptide bond forming (Blei
& Odian, 1999; Lehninger, Nelson, & Cox, 2004). The formation of a water molecule occurs
when the excess negatively charged oxygen atom within the carboxylate anion of one amino acid
combines with two hydrogen atoms of the ammonium cation of the other amino acid to form a
water molecule (Blei & Odian, 1999; Lehninger, Nelson, & Cox, 2004). The same result occurs
as before where the carbon atom of the carobxylate anion has only three bonds, and the nitrogen
atom of the ammonium cation has only two bonds. To reach stability, a peptide bond is formed
between both amino acids where it is located between the carboxylate anion of one amino acid
and the ammonium cation of the other amino acid (Lehninger, Nelson, & Cox, 2004). Figure 1.6
below represents this process for the reaction between the amino acids alanine and serine. The
7

peptide bond formed in either case leads to a planar geometry with the six atoms lying on a plane
(Lehninger, Nelson, & Cox, 2004). This planar geometry is dealt with more in the protein
structure section.

Figure 1.6. The formation of a peptide bond between zwitterions
The continuous bonding between amino acids leads to the formation of a polypeptide
chain (Lehninger, Nelson, & Cox, 2004). In the study of protein structure and synthesis, there
are four categories associated with protein structure: primary, secondary, tertiary, and quaternary
(Smith, 2011; Lehninger, Nelson, & Cox, 2004; Latour, 2005). The primary protein structure
deals with the sequence of amino acids in the polypeptide chain (Smith, 2011; Lehninger,
Nelson, & Cox, 2004; Latour, 2005). Figure 1.4 is representative of the primary structure. The
secondary structure consists of interactions of the polypeptide chain with itself (Smith, 2011;
Lehninger, Nelson, & Cox, 2004; Latour, 2005). Two very common secondary structures
observed are the parallel or antiparallel beta-pleated sheet and the alpha helix (Smith, 2011;
Lehninger, Nelson, & Cox, 2004; Latour, 2005). The secondary structure does not take into
account interactions between the R-groups of the different amino acids (Smith, 2011;
Lehninger, Nelson, & Cox, 2004). Figure 1.7 below shows the antiparallel beta-pleated sheet
and the alpha helix structures.
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Figure 1.7. The secondary protein structure
The beta-pleated sheet forms when the various parts of the polypeptide chain line up with
one another (Smith, 2011; Lehninger, Nelson, & Cox, 2004). As can be observed above in
Figure 1.7 there is a “zigzag” type structure formed which consists of the peptide bonds arranged
in a planar array. Hydrogen bonds form between the carbonyl oxygen atom of one section and
the amino hydrogen atom of the other section (Smith, 2011; Lehninger, Nelson, & Cox, 2004).
The difference between the parallel and antiparallel sheets is in which direction the segments of
the chain are interacting (Smith, 2011; Lehninger, Nelson, & Cox, 2004). A parallel sheet
means that both segments are going in the same direction and antiparallel means that the
segments are going in opposite directions (Smith, 2011; Lehninger, Nelson, & Cox, 2004). The
alpha helix structure forms a spiraling helix with hydrogen bonds established between the
carbonyl oxygen atoms and amino hydrogen atoms of segments within the chain (Smith, 2011;
Lehninger, Nelson, & Cox, 2004). Thermodynamics and more importantly, the Gibbs free
energy, govern which of these structures will be more favorable to form (Lehninger, Nelson, &
Cox, 2004). The focal governing mechanism in varying the free energy of a molecule is the
number of bonds formed between the given molecule and the surrounding molecular
interactions. In the case of the secondary structure, the number of hydrogen bonds determines the
stability of the system (Lehninger, Nelson, & Cox, 2004). Hydrogen bonding decreases the free
9

energy of the system more than either Van der Waals bonds or dipole-dipole interactions so the
system will try to form as many hydrogen bonds as possible (Lehninger, Nelson, & Cox, 2004).
The tertiary structure deals with R-group interactions within the chain (Smith, 2011; Lehninger,
Nelson, & Cox, 2004). This represents the three-dimensional aspect that so well defines proteins
and the reason studying them is so difficult. The many properties that correspond to R-groups
dictate what type of interactions will occur in the tertiary structure. Figure 1.8 below portrays
this structure with the typical kinds of interactions found.

Figure 1.8. The tertiary protein structure
The tertiary structure also helps to explain why many proteins contain generally a
hydrophobic core and a hydrophilic surface (Smith, 2011). This is clarified in more detail in the
protein properties section. The last structure observed in proteins is called the quaternary
structure. This dictates the interactions between other polypeptide chains (Smith, 2011;
Lehninger, Nelson, & Cox, 2004). Some proteins can have one huge polypeptide chain
wrapping around itself forming alpha helixes and beta sheets (Smith, 2011; Lehninger, Nelson,
& Cox, 2004). Other proteins form by various polypeptide chains combining into a clutter of
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different structures and shapes (Smith, 2011; Lehninger, Nelson, & Cox, 2004). Figure 1.9
below shows different proteins and what structures they can form.

Figure 1.9. The quaternary protein structure
MATERIALS THEORY
Metals
A metal can be defined as an element that has an unfilled outer energy shell and donates
its outer shell electrons to fulfill a more stable energy state (Askeland, Fulay, Wright, Askel, &
F.., 2010; F & List, 2008). Outer shell electrons are also known as valence electrons. Valence
electrons are important in not only metals but in all materials because they govern the degree of
chemical reactivity. Metals can form ionic bonds with nonmetals by electron transfer; however,
this leads to the formation of ceramics. This is covered in more detail in the ceramics section.
When metal atoms come together, there is a thermodynamic driving force to lower the free
energy of the system (Askeland, Fulay, Wright, Askel, & F.., 2010; F & List, 2008). To be able
to lower the free energy of the system each metal atom donates its valence electrons and they are
shared amongst each other so that each metal atom no longer has an unfilled energy shell
11

(Askeland, Fulay, Wright, Askel, & F.., 2010; F & List, 2008). This newly formed metallic bond
possesses a symmetric network of positive metal ions held together by a “cloud of free valence
electrons,” as shown below in Figure 1.10 (Askeland, Fulay, Wright, Askel, & F.., 2010).

Figure 1.10. The representation of a metallic bond
The red globes correspond to the metallic cations and the yellow globes refer to the
valence electrons. Each metallic cation also possesses its own inner core electrons as shown
above in Figure 1.10. Metallic bonding governs many properties of metals such as electrical
conductivity, thermal conductivity, and luster (F & List, 2008). Within the metallic lattice, the
valence electrons are not confined to just one cation, they are shared by all the metallic cations,
so they are free to move. When an electric field is applied these valence electrons respond by
causing an electric current to form (Askeland, Fulay, Wright, Askel, & F.., 2010). Valence
electrons within a metal experience the electric field at a greater force because their binding
energy is not high (Askeland, Fulay, Wright, Askel, & F.., 2010). Metals are unique among
materials because they do not possess a bandgap meaning that electrons can travel from the
valence band to the conduction band with little energy (Askeland, Fulay, Wright, Askel, & F..,
12

2010). Certain metals may possess some thermal excitation from temperature fluctuations
slightly above room temperature (Askeland, Fulay, Wright, Askel, & F.., 2010). Most metals
have excellent values for ductility including fracture toughness and tensile strength; however,
they possess high densities which diminish their use in lightweight automotive and space
applications (F & List, 2008). The properties mentioned above for metals arise from their defect
structure. These defects are grouped into four categories based off dimensionality: 0-D (point
defects), 1-D (line defects), 2-D (surface defects), and 3-D (cluster defects) (Askeland, Fulay,
Wright, Askel, & F.., 2010). Point defects refer to vacancies, substitutional defects, and
interstitial defects arranged throughout the crystal structure (Askeland, Fulay, Wright, Askel, &
F.., 2010). Figure 1.11 below shows the various types of point defects found in common
materials, including metals.

Figure 1.11. The point defects found in materials
a) Vacancy b) Interstitial c) Substitutional d) Substitutional e) Frenkel
f) Schottky
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Frenkel and Schottky defects are found in ceramics. Point defects are distortions that
possess a localized position in the lattice thus called point defects. Line defects refer to
dislocations which are extra planes of atoms formed from a shear stress applied to the metal
lattice. Dislocation motion is the primary reason why metals are so ductile and why they go
through work hardening during plastic deformation. Figure 1.12 below represents how an edge
dislocation forms and the mechanism by which it moves (Askeland, Fulay, Wright, Askel, & F..,
2010).

Figure 1.12. The motion representative of an edge dislocation
Surface defects refer to either grain boundaries between adjoining grains or the free
surface (Askeland, Fulay, Wright, Askel, & F.., 2010). A grain boundary is shown below in
Figure 1.13.
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Figure 1.13. The representation of a grain boundary
Surface defects have a much higher energy than compared to other types of defects in the
lattice. Atoms making up surface defects have a reduction in bond density, and this leads to a
much more unstable energy level. Recall that atoms form bonds to decrease the energy of the
system. Thus at the surface, there will be a much higher rate of reaction as opposed to within the
bulk of the material. Lastly, cluster defects refer to pores or precipitates because these structures
form from clustering of vacancies or other types of point defects due to temperature effects
(Meyers & Chawla, 2008; Askeland, Fulay, Wright, Askel, & F.., 2010). Figure 1.14 shows
examples of void formation in titanium carbide (TiC).

Figure 1.14. Presence of voids in TiC
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The well-accepted method of controlling mechanical properties is to limit the amount of
dislocation motion. However, the crystal structure is also important in determining the final
properties of the metal. There are 14 types of symmetrical groupings of atoms organized into
seven crystal structures as can be seen below in Figure 1.15 (Askeland, Fulay, Wright, Askel, &
F.., 2010).

Figure 1.15. Bravais lattices and crystal structures
Most metals mainly crystallize into four out of the 14 symmetries: simple cubic (SC),
body-centered cubic (BCC), face-centered cubic (FCC), and hexagonal closed packed (HCP)
(Askeland, Fulay, Wright, Askel, & F.., 2010). Defects interact differently within each type of
crystal structure so each arrangement will have different chemical and mechanical properties
along with the type of metal dealt with.
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Ceramics
This set of materials is inorganic in nature consisting of a variety of bond types: covalent,
ionic, or partially metallic (Askeland, Fulay, Wright, Askel, & F.., 2010). The concept of
electronegativity governs the primary and secondary types of bonds formed in the ceramic
structure (F & List, 2008). Recall that electronegativity dictates how willingly an element is to
attain electrons and thus reach octet stability (Smith, 2011; Askeland, Fulay, Wright, Askel, &
F.., 2010). A well-established example of ceramic formation is sodium chloride (NaCl) arising
from the interaction of sodium (Na) and chlorine (Cl). The electron configuration of Na is 1s2 2s2
2p6 3s1 where it only contains one valence electron (Carter & Norton, 2007). The electron
configuration of Cl is 1s2 2s2 2p6 3s2 3p5 with seven valence electrons (Carter & Norton, 2007).
The number of valence electrons is deduced from the column number for each element; however,
it may vary for the transition metals. Na will donate its one valence electron to Cl to have the
same electron configuration as neon (Ne) (F & List, 2008). Cl would accept this electron because
then it would have the same electron configuration as argon (Ar) (F & List, 2008). Recall that Ne
and Ar are both noble gases which are the most stable chemical group in the periodic table. The
bond formed is called an ionic bond with the net result being a symmetrical array of positive ions
(cations) and negative ions (anions) (F & List, 2008). Figure 1.16 below shows an electrically
neutral FCC structure with Cl anions at the corners and faces of the cube and Na cations between
the Cl anions.

Figure 1.16. The NaCl unit cell
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Most ceramic crystal structures are very complex due to the many possibilities of ion
arrangements and the range of sizes for each ion. An ionic bond will generally form if the
electronegativity difference between atoms is high and a covalent bond will form if the
electronegativity difference between atoms is very small or the same (F & List, 2008; Carter &
Norton, 2007). The final structure which can be crystalline or amorphous depends on other
factors besides electronegativity such as the ionic radius, electron binding energy, and the
processing method. Most ceramics exhibit very poor fracture toughness (high brittleness), high
compressive strengths, low tensile strengths, and poor electrical conductivity (Meyers &
Chawla, 2008; Askeland, Fulay, Wright, Askel, & F.., 2010; Carter & Norton, 2007). In
general, ceramics possess a large bandgap between the valence band and the conduction band
(Askeland, Fulay, Wright, Askel, & F.., 2010; Carter & Norton, 2007). This separation is
caused by the high electron binding energy associated with the ionic and covalent bonds within a
ceramic (Askeland, Fulay, Wright, Askel, & F.., 2010; Carter & Norton, 2007). There are no
“free electrons” in a ceramic, so it is difficult to form an electric current from an externally
applied electric field (Askeland, Fulay, Wright, Askel, & F.., 2010; Carter & Norton, 2007). In
addition to, ceramics react to a much less extent than metals because of high binding energies for
valence electrons (Askeland, Fulay, Wright, Askel, & F.., 2010; Carter & Norton, 2007). This
property is exploited in refractory furnace linings of blast furnaces used in the steel industry.
Contamination of the molten metal due to degradation of the furnace lining is undesirable, so
ceramics such as silicon carbide (SiC) and fireclay are used. Ceramics also have a very high
melting point like alumina (Al2O3) which melts at around 2000oC (Askeland, Fulay, Wright,
Askel, & F.., 2010). These materials are taken advantage within applications such as cutting
tools, laboratory equipment, high-temperature applications, and even in the automotive industry.
Polymers
This set of materials is organic in nature consisting primarily of carbon and hydrogen
atoms with some arrangements possessing other atoms such as chlorine (Cl) and nitrogen (N)
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(Askeland, Fulay, Wright, Askel, & F.., 2010). The polymer structure is formed by a repeat unit
or mer replicated throughout the polymer chain (Askeland, Fulay, Wright, Askel, & F.., 2010).
Each mer unit is covalently bonded to each other throughout the backbone chain (Meyers &
Chawla, 2008). Figure 1.17 below shows the mer unit for polyvinyl chloride where the letter n
refers to the polymerization index.

Figure 1.17. The mer unit for PVC
This n value dictates how many mer units are needed to make one long repeating chain
(Meyers & Chawla, 2008). The polymerization index is defined as the average molecular weight
of the polymer divided by the molecular weight of the mer unit (Askeland, Fulay, Wright,
Askel, & F.., 2010). The bonds formed between the various chains are Van der Waals forces and
hydrogen bonds which are both much weaker than the covalent bonds within the chain
(Askeland, Fulay, Wright, Askel, & F.., 2010). The bonds between chains are referred to as
intermolecular bonds and within the chain are referred to as intramolecular bonds (Saylor 2011).
Due to the high amount of disorder accompanied by solely one chain then the final polymer
product will be extremely viscous and disordered due to the abundance of molecular chains
(Askeland, Fulay, Wright, Askel, & F.., 2010). A polymer structure that consists of only one
mer unit is called a homopolymer (Meyers & Chawla, 2008). If there is more than one mer unit,
the polymer is called a copolymer (Meyers & Chawla, 2008). For a copolymer, it is important
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the way in which the mer types arrange themselves along the chain. These arrangements are
categorized into random, alternating, block, and graft (Meyers & Chawla, 2008). Random means
that the mer types are located randomly along the chain (Meyers & Chawla, 2008). Alternating
means that each mer type alternates with each other throughout the chain (Meyers & Chawla,
2008). Block refers to the mer types blocked into groups along the chain (Meyers & Chawla,
2008). Lastly, graft means that one mer type deviates from the backbone and forms another chain
(Meyers & Chawla, 2008). Figure 1.18 below shows the above mentioned.

Figure 1.18. The mer type sequence
The side groups associated with each mer type can also have their arrangement. The three
common configurations are isotactic, syndiotactic, and atactic. Isotactic refers to all the side
chains located on one side of the chain either above or below. Syndiotactic means that the side
chains alternate on each side of the chain. Lastly, atactic deals with complete randomness among
the side chains located above and below the chain. Figure 1.19 below depicts the organization of
the methyl side chains for polypropylene (Meyers & Chawla, 2008).
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Figure 1.19. The methyl side chain arrangements for polypropylene
The backbone of the polymer chain may also possess a unique structure. Figure 1.20
below shows the various backbone structures a polymer chain may have.

Figure 1.20. The main chain structure
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For example, the backbone structure may be linear with many regions that are amorphous
and some isolated crystalline regions (Meyers & Chawla, 2008). The backbone may also be
branched with split chains coming from the main chain (Meyers & Chawla, 2008). The last
observed structure is cross-linked where covalent bonds are introduced during processing and are
located between other chains (Meyers & Chawla, 2008). The process of making vulcanized
rubber utilizes the concept of cross-linking (Meyers & Chawla, 2008; Smith, 2011). This
practice involves heating natural rubber and adding sulfur through pressure (Smith, 2011). The
result is polysulphide bonds found between chains interspersed throughout the material (Smith,
2011). There are a variety of engineering properties associated with the different polymer
structures and arrangements mentioned above. Ideally, polymers are engineered to promote
crystalline regions in their structure (Meyers & Chawla, 2008; Askeland, Fulay, Wright, Askel,
& F.., 2010; Smith, 2011). The reason being is that a polymer that contains more crystalline
regions is stiffer and stronger than a polymer with less crystallinity (Meyers & Chawla, 2008;
Askeland, Fulay, Wright, Askel, & F.., 2010; Smith, 2011). Various methods are utilized to
promote crystalline formation in polymers such as: fabricating a homopolymer over a
copolymer, having the side groups be isotactic instead of atactic, and promoting a linear structure
rather than a branched structure (Meyers & Chawla, 2008). Homopolymers are polymers that are
made up of only one mer unit which is a more homogeneous structure than a copolymer (Meyers
& Chawla, 2008). This type of structure promotes easier crystalline formation from the liquid
state because there is less substance to work with (Askeland, Fulay, Wright, Askel, & F.., 2010).
Isotactic is favored over atactic because the structure is more uniform with the side chains
arranged on one side of the chain (Meyers & Chawla, 2008). A linear structure may already
possess crystalline regions from solidification (Meyers & Chawla, 2008). The branched
configuration is harder to form crystalline portions because of the greater space the protruding
branches give off (Meyers & Chawla, 2008; Smith, 2011). As can be seen, the more uniform the
structure then, the more favorable it is to form crystalline regions (Askeland, Fulay, Wright,
Askel, & F.., 2010; Meyers & Chawla, 2008). Polymers themselves are usually categorized into
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two groups: thermoplastics and thermosets (Meyers & Chawla, 2008; Askeland, Fulay, Wright,
Askel, & F.., 2010; Smith, 2011). The difference between each of them is that thermoplastics
usually have less strength and have less stiffness than their thermoset counterpart (Meyers &
Chawla, 2008; Askeland, Fulay, Wright, Askel, & F.., 2010; Smith, 2011). Also, thermoplastics
have the ability to be recycled and reprocessed because of the weaker Van der Waals bonds
holding them together (Askeland, Fulay, Wright, Askel, & F.., 2010). An example of a
thermoplastic is polyethylene terephthalate (PET) that is used for making plastic bottles (Smith,
2011). Thermosets are nonrecyclable because they do not soften when heated (Askeland, Fulay,
Wright, Askel, & F.., 2010). This is caused by strong cross-links between the chains (Askeland,
Fulay, Wright, Askel, & F.., 2010). A tremendous amount of energy is needed to break these
bonds and by the time that energy is reached the material has fallen apart structurally (Askeland,
Fulay, Wright, Askel, & F.., 2010). A good example of a thermoset is vulcanized rubber used for
automobile tires (Meyers & Chawla, 2008). There is a large economic cost analysis along with
an environmental examination that many polymer manufacturers are carrying out due to this
problem of recyclability. There is always a compromise between the material of choice and its
service application with this being no exception.
PROTEIN ADSORPTION AND INTERACTIONS
Single-component solutions
Protein adsorption is the key to understanding how proteins interact with material
surfaces (Wang, Zhou, Hong, & Zhang, 2012; Nouri & Wen, 2015; Rabe, Verdes, & Seeger,
2011). These interactions are especially important in the field of biomaterials because the
functionality of cells depends on the protein layer formed on the surface (Latour, 2005). Cells
do not necessarily adhere to a material surface because there are no receptors on the cells that
match the structure of the material surface (Latour, 2005; Mani, 2015). Proteins can adhere to a
surface and form a monolayer in which then cells can interact and perform their biological role
(Latour, 2005; Mani, 2015). Once a biomaterial is implanted in a protein solution there may be
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initially a set of interactions formed with water molecules present in the solution (Patterson,
Lisal, & Colina, 2011; Nouri & Wen, 2015). Once this has established, a newly formed protein
layer is adsorbed on the surface (Patterson, Lisal, & Colina, 2011; Nouri & Wen, 2015). Protein
adsorption is not only important in biomaterials but within many other fields of work. Some
applications include the food industry, chromatography, and coating technology (Patterson,
Lisal, & Colina, 2011). One essential difference to realize is that of adsorption and absorption.
Adsorption corresponds to a molecule adhering to the outermost surface while absorbing refers
to a molecule going into the material (Schmidt, Waldeck, & Kao, 2009). Protein adsorption in
the general case occurs in three steps: arrival to the surface, adherence to the surface, and
possible configurational rearrangement (Norde & Haynes, 1995). Some proteins will only go
through the first two steps because the third one may not be favorable thermodynamically for a
protein to go through (Norde & Haynes, 1995). There may be other steps involved for a multicomponent solution, but this is discussed later in the appropriate section. The model describing
protein adsorption for a single-component can be seen below in Figure 1.21. There is also a
chemical equation associated with this model given below by Figure 1.22.

Figure 1.21. The single protein model
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Figure 1.22. The single protein model equation
This equation states that there are two pathways for protein adsorption to go by namely
reversible and irreversible (Latour, 2005). The reactants consist of the bulk protein
concentration P and the concentration of contact sites on the surface S where they are both
hydrated with water molecules (Latour, 2005). There is then a forward and reversible reaction
indicated by the rate constants Kf and Kr, respectively (Latour, 2005). These reactions indicate
that this step is under equilibrium conditions (Latour, 2005). Once the protein interacts with the
material surface, it has the option to go back into solution provided that there is a greater
decrease of free energy in the solution than on the surface (Latour, 2005). If there is more of a
decrease in free energy on the surface, then the protein will go through the forward reaction
(Latour, 2005) The newly formed products refer to protein adsorption with no conformational
change and one with conformational change (Latour, 2005). From the model, it is observed that
there is only one path of irreversibility meaning that this final structure should be the most stable
configuration (Latour, 2005). The product formed via the forward reaction consists of an
adsorbed state P∙S and a free water molecule released into solution (Latour, 2005). The product
formed via the irreversible reaction consists of an adsorbed state

∙

and also a free water

molecule released into solution (Latour, 2005). A protein molecule that has adhered via the
irreversible manner will be much harder to remove due to its thermodynamic stability (Latour,
2005). However, a dilemma occurs from protein adsorption as a function of time, and can
ultimately affect the bioactive sites available needed for cells to interact (Schmidt, Waldeck, &
Kao, 2009; Latour, 2005). Initially, meaning at time = 0, at the surface, there are no proteins that
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have adhered, so there is the maximum amount of interaction sites available (Rabe, Verdes, &
Seeger, 2011; Dee, Puleo, & Bizios, 2003). From diffusion theory, a concentration gradient is
formed immediately and a flow of protein heads towards the surface (Dee, Puleo, & Bizios,
2003). Depending on which path the protein takes, reversible or irreversible, there will be more
likely a heterogeneous structure present if sufficient time has passed (Yu, Zhang, & Sun, 2015;
Dee, Puleo, & Bizios, 2003). This initial protein layer takes advantage of a greater amount of
interaction sites available and so as time goes on there are fewer sites available for further
protein adsorption (Dee, Puleo, & Bizios, 2003). Owing to the stability of the irreversible protein
structure it will be much more difficult for future proteins to adhere (Dee, Puleo, & Bizios, 2003;
Schmidt, Waldeck, & Kao, 2009). This causes the problem of specific bioactive sites not being
available due to the hindrance of protein contact (Schmidt, Waldeck, & Kao, 2009; Latour,
2005). There are mechanisms that govern protein adsorption towards the surface such as
diffusion, protein concentration, solution velocity, and protein size (Dee, Puleo, & Bizios, 2003).
Recall from diffusion theory that particles that are smaller in size or have a higher initial bulk
concentration will diffuse faster. This is proven by Fick’s second law and the incorporation of
protein adsorption theory as shown below in Figure 1.23. Co is the bulk protein concentration, n
is the surface protein concentration, t is time, and D is the diffusion coefficient.

Figure 1.23. The modified diffusion equation
So from the above diffusion equation it can be stated that proteins that are smaller in size
or that have a higher initial bulk concentration will reach the surface first (Dee, Puleo, & Bizios,
2003). This is more prevalent for multi-component solutions rather than single-component
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solutions (Dee, Puleo, & Bizios, 2003). Once a protein reaches the surface it forms
intermolecular bonds such as ionic bonds, hydrophobic interactions, and hydrophilic interactions
(Dee, Puleo, & Bizios, 2003). The types of intermolecular bonds formed depend on the structure
of the protein and on the material itself. These properties are discussed in more detail later on.
One important property that must be discussed is the affinity of a protein towards a material
surface. The affinity of a protein refers to how much attraction there is between the protein and
the given surface and this determines how strongly the protein will adhere (Schmidt, Waldeck,
& Kao, 2009). The affinity of a protein to a surface may be comparable to the concept of
electronegativity for an element with an electron. The higher the affinity a protein has for a
surface then it will be more strongly attracted and be much harder to remove for other proteins to
make contact with (Schmidt, Waldeck, & Kao, 2009). The lower the affinity a protein has then
there is less attraction to the surface and can then be easily removed (Schmidt, Waldeck, & Kao,
2009). A proteins affinity can be correlated with bond strength as well meaning that a higher
affinity protein will have stronger bonds than one with less affinity (Schmidt, Waldeck, & Kao,
2009). The affinity a protein has depends on the protein type and the material surface.
Multi-component solutions
Multi-component solutions are much more applicable to living organisms and industrial
applications because most solutions dealt with are mixtures of proteins. The same criteria on
protein adsorption for single-component solutions can be applied to multi-component solutions.
The difference is in the formation of a competitive factor that dictates which proteins will get to
the surface first (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012; Dee,
Puleo, & Bizios, 2003). This competitive factor is dependent on the size of each protein, the bulk
concentration of each protein, the rate of diffusion of each protein, and the affinity of each
protein to the surface (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012;
Dee, Puleo, & Bizios, 2003). Other mechanisms become more apparent in a multi-component
system such as protein-protein attractions and a time-dependent replacement effect known as the
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Vroman effect (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012; Dee,
Puleo, & Bizios, 2003). Initially, when time = 0, there is the maximum number of contact sites
available on the surface (Rabe, Verdes, & Seeger, 2011; Dee, Puleo, & Bizios, 2003). The
smallest protein in solution will have easier movement and thus have a higher rate of diffusion so
it will arrive first to the surface (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, &
Zhang, 2012; Dee, Puleo, & Bizios, 2003). Even though the affinity of this protein may not be as
high as other larger proteins, the diffusion rate governs the movement of this smaller protein
(Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012; Dee, Puleo, & Bizios,
2003). Any larger proteins in the solution will arrive later with time to the surface, and the
protein affinity governs this step (Schmidt, Waldeck, & Kao, 2009). The smaller the protein, the
more dominant factor controlling its transport is the diffusion rate (Schmidt, Waldeck, & Kao,
2009; Wang, Zhou, Hong, & Zhang, 2012; Dee, Puleo, & Bizios, 2003). The larger the protein
then, the more dominant factor is the affinity to the surface (Schmidt, Waldeck, & Kao, 2009).
However, these cases may change with the given material surface and the protein solution. With
time an already adhered protein layer may become replaced with other proteins coming from the
bulk (Dee, Puleo, & Bizios, 2003; Schmidt, Waldeck, & Kao, 2009). The Vroman effect refers
to this process whereby bonds of already adhered proteins break for higher affinity proteins
(Dee, Puleo, & Bizios, 2003; Schmidt, Waldeck, & Kao, 2009). Recall that usually proteins with
less affinity towards a surface will have either less concentration of bonds or the bond strength
will be lower (Schmidt, Waldeck, & Kao, 2009). Higher affinity proteins take advantage of this
and replace lower affinity proteins from the layer (Schmidt, Waldeck, & Kao, 2009). Thus in a
multi-component solution, there is a continuous competition towards the given surface between
proteins of varying sizes, concentrations, affinities, and diffusion rates (Schmidt, Waldeck, &
Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012; Dee, Puleo, & Bizios, 2003). Factors such as
temperature and solution pH will also alter this multi-protein competition along with the process
of protein adsorption (Schmidt, Waldeck, & Kao, 2009).

28

FACTORS GOVERNING PROTEIN ADSORPTION
Protein properties
Hydrophilicity/Hydrophobicity
Recall from the complexity of the protein structure there may be hydrophobic regions
inside the structural arrangement and hydrophilic regions on the protein surface (Lehninger,
Nelson, & Cox, 2004; Nouri & Wen, 2015). These hydrophilic regions of the protein are ready
to interact with water molecules within the aqueous solution. The structure of a protein can go
through a conformational change that would access its hydrophobic areas within the structure
(Schmidt, Waldeck, & Kao, 2009; Dee, Puleo, & Bizios, 2003; Norde & Haynes, 1995). These
inner hydrophobic regions can then form interactions with the hydrophobic regions on the
surface that would decrease the energy of the system (Schmidt, Waldeck, & Kao, 2009; Dee,
Puleo, & Bizios, 2003; Norde & Haynes, 1995). The portions located outside and inside the
protein are important in governing what types of interactions form. The hydrophobic effect arises
between opposite regions of the protein and the surface meaning that nonpolar and polar regions
avoid each other (Schmidt, Waldeck, & Kao, 2009). This corresponds to possibly hydrophilic
regions of the protein interacting with hydrophilic material surfaces, and possibly hydrophobic
regions interacting with hydrophobic material surfaces. The sequence of the amino acids from
the primary structure dictates the distribution of hydrophilic and hydrophobic regions around the
protein (Lehninger, Nelson, & Cox, 2004; Latour, 2005). In most cases, however, the protein
structure is amphiphilic meaning that there are not only hydrophilic regions at the surface and
hydrophobic regions within the protein structure (Latour, 2005). In fact, the overall protein
structure consists of an assortment of functional groups that may be polar, nonpolar, or charged
(Latour, 2005).
Size/Dimension
As was discussed in the multi-component solution section the size of proteins dictates the
rate of diffusion towards the surface (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, &
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Zhang, 2012; Dee, Puleo, & Bizios, 2003). Smaller proteins possess a higher diffusion
coefficient which increases their diffusion rate as opposed to larger proteins which have a
smaller diffusion coefficient (Dee, Puleo, & Bizios, 2003). However, larger proteins will form
more contact sites with the material than smaller proteins and may have a stronger adhesion to
the surface (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012).
Charge
If the surface possesses an excess charge, then there may be electrostatic interactions
formed between opposite charges on the protein and the surface. Proteins may contain amino
acids that are negatively or positively charged depending on the environment they are subject to
(Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012). Proteins within a multicomponent solution adsorb more often near their isoelectric point (pI) which is the pH where
proteins do not have a net charge (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, &
Zhang, 2012). This was theorized to occur because of a decrease in charged repulsions occurring
in protein-protein interactions (Schmidt, Waldeck, & Kao, 2009). The pH at which proteins are
subjected can manipulate the electrostatic behavior between them and the surfaces (Wang, Zhou,
Hong, & Zhang, 2012). Proteins, where their pI is less than seven, are called acidic and where
their pI is greater than seven are called basic (Wang, Zhou, Hong, & Zhang, 2012). At the
human body pH of 7.2-7.4, an acidic protein will have a negative excess charge while a basic
protein will have a positive excess charge (Wang, Zhou, Hong, & Zhang, 2012). Interactions
between side groups with excess charges may also arise which influences the protein adsorption
behavior (Wang, Zhou, Hong, & Zhang, 2012).
Structure
The stability of a proteins adherence to a surface is also dictated by its structure (Dee,
Puleo, & Bizios, 2003). Different types of proteins possess various structures associated with
their configuration. The primary structure of the protein controls the complete structure of the
protein (Lehninger, Nelson, & Cox, 2004; Wang, Zhou, Hong, & Zhang, 2012). This is because
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all other interactions that arise in the secondary and tertiary structures originate from the primary
structure. Two classes are given to proteins by their structure: soft and hard (Wang, Zhou, Hong,
& Zhang, 2012; Schmidt, Waldeck, & Kao, 2009). Soft proteins refer to a more unstable
structure with less intramolecular bonding within the structure and a desire to lower its free
energy (Wang, Zhou, Hong, & Zhang, 2012; Schmidt, Waldeck, & Kao, 2009). Soft proteins
are more prone to go through unfolding of its structure (Wang, Zhou, Hong, & Zhang, 2012;
Schmidt, Waldeck, & Kao, 2009). Hard proteins refer to a higher stability of the system with
more intramolecular bonding (Wang, Zhou, Hong, & Zhang, 2012; Schmidt, Waldeck, & Kao,
2009). Regarding adherence to a surface, a soft protein would adsorb much easier because it can
unfold at a much faster rate to form bonds (Wang, Zhou, Hong, & Zhang, 2012; Schmidt,
Waldeck, & Kao, 2009). This conformation change lowers the free energy of the soft protein and
may form a more stable structure at the surface (Wang, Zhou, Hong, & Zhang, 2012; Schmidt,
Waldeck, & Kao, 2009). Hard proteins do not need to go through this process because they are
already in a more stable configuration (Wang, Zhou, Hong, & Zhang, 2012; Schmidt, Waldeck,
& Kao, 2009). Recall that within a proteins structure there are certain regions only accessible if
the protein changes its shape. A protein changing its structure is vital for the later stages of cell
adhesion because specific bioactive sites will become available upon a structural rearrangement
(Schmidt, Waldeck, & Kao, 2009; Latour, 2005).
Surface properties
Hydrophilicity/Hydrophobicity
Protein adsorption is not only affected by the properties associated with a protein but also
by the properties of the surface (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, &
Zhang, 2012; Dee, Puleo, & Bizios, 2003). The hydrophilicity/hydrophobicity of a surface
connects the theories of surface energy and surface wettability (Mani, 2015; Nouri & Wen,
2015; Yuan & Lee, 2013). Surface energy is the energy at the surface of a material (Nouri &
Wen, 2015). Recall that a system forms as many bonds as it is physically and chemically allowed
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to lower the free energy of the total system. However, at the material surface, the bond density
for a given atom is less than an atom in the bulk (Askeland, Fulay, Wright, Askel, & F.., 2010).
This is because at the surface an atom does not have any above neighbors because there is
nothing but the atmosphere above. Due to this decrease in bond density at the surface, there is
energetic instability and thus a higher chemical reactivity (Askeland, Fulay, Wright, Askel, &
F.., 2010). A very well known example arising from the surface energy is corrosion in metals.
Corrosion mechanisms, like pitting and erosion corrosion, occur initially at the surface, not
within the bulk. One method to correlate the surface energy is with the contact angle θ formed
when a given liquid drops onto a surface which is shown below in Figure 1.24 (Yuan & Lee,
2013).

Figure 1.24. The contact angle θ
The contact angle arises between the solid-liquid boundary and the liquid-gas boundary
(Mani, 2015; Yuan & Lee, 2013). The term wettability originates due to the contact angle and
its measurement on the surface (Mani, 2015). A contact angle less than 90o means the surface
with the given liquid is hydrophilic and has good wettability (Mani, 2015; Nouri & Wen, 2015;
Yuan & Lee, 2013). A liquid will spread over the surface instead of forming a bead like
structure (Mani, 2015). A contact angle more than 90o means the surface is hydrophobic with
respect to the liquid and has poor wettability (Mani, 2015; Nouri & Wen, 2015; Yuan & Lee,
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2013). A liquid, in this case, will clump up and form a sort of bubble or bead (Mani, 2015).
Figure 1.25 below shows when the contact angle is less than 90o, equal to 90o, and more than
90o.

Figure 1.25. The general contact angle formations
When a liquid drops on a surface, three interfacial factors control the result of the contact
angle (Yuan & Lee, 2013). Young’s equation below takes these factors into account (Yuan &
Lee, 2013). Figure 1.26 below shows this equation where the interfacial tensions of the liquidsolid γsl, the liquid-vapor γlv, the solid-vapor γsv, and the contact angle θ are all related.

Figure 1.26. Young’s equation
Young’s equation is derived for an ideal homogenous surface (Yuan & Lee, 2013). The
surface energy of a given material is a constant value unless it is subject to different process
methods. Material surfaces are grouped as low energy or high energy surfaces (Nouri & Wen,
2015). Generally, metal surfaces are grouped under high energy surfaces (Nouri & Wen, 2015).
One reason for this energetic behavior of metals possibly arises due to the high number of
defects present on the surface that contributes to the overall surface energy. However, for any
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material the surface atoms are at a higher energy state than within the lattice. When a liquid
interacts with the surface of a material, these surface atoms strive to make as many possible
bonds with the liquid atoms. These interactions stabilize the energy of the material surface. A
high energy material surface that is hydrophilic with respect to a given liquid corresponds to
more interactions forming between the liquid and surface (Nouri & Wen, 2015). The liquid
spreads out on the surface and decreases the surface area and increases the contact area (Nouri &
Wen, 2015). The contact angle formed can be suggested as the liquids way of representing this
decrease in the energy of the surface. A material surface with a low surface energy will be more
hydrophobic with a given liquid because there is a lower probability of interactions forming
(Nouri & Wen, 2015). A high contact angle forms between the liquid and material surface
(Nouri & Wen, 2015). This is because the system is not driven as much to lower its free energy
as compared in a hydrophilic surface (Nouri & Wen, 2015). Thus, the types of interactions that
can form between the liquid and the surface govern the wettability behavior (Nouri & Wen,
2015). However, the statements mentioned above regarding interactions with liquids and
hydrophilic/hydrophobic surfaces depend on factors such as the material surface chemistry, the
material surface roughness, and the interacting liquid (Nouri & Wen, 2015). One can assume
then that there will be a difference, for example, in wettability behavior between pure metals and
metallic alloys with the same liquid.
Various findings have been formulated to state that hydrophobic material surfaces adsorb
more proteins than a hydrophilic surface (Mani, 2015; Schmidt, Waldeck, & Kao, 2009; Wang,
Zhou, Hong, & Zhang, 2012; Dee, Puleo, & Bizios, 2003). Recall that from the complexity of
the protein structure there are certain regions inside the arrangement that are hydrophobic
(Lehninger, Nelson, & Cox, 2004; Wang, Zhou, Hong, & Zhang, 2012). The reason being is
that a protein surrounded in an aqueous solution cannot have its hydrophobic regions facing the
polar regions of the solution. Bonding between a nonpolar and polar molecule is not possible. A
polar molecule like hydrogen fluoride (HF) can form hydrogen bonds with water because of the
dipole moment that occurs and the high electronegativity of fluorine. A more thermodynamic
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approach to the increase in protein adsorption on hydrophobic surfaces has to do with entropy
(Schmidt, Waldeck, & Kao, 2009). When a hydrophobic surface is first in contact with any
aqueous solution, there will be interactions between water molecules and the surface (Schmidt,
Waldeck, & Kao, 2009). Even though water is a polar molecule and the surface is hydrophobic,
there will still be water molecules trying to form a network at the surface to change the entropy
of the system so as to lower further the free energy (Schmidt, Waldeck, & Kao, 2009; Latour,
2005). The type of network that will take shape will depend primarily on the ordering of the
water molecules which leads directly into the entropy of the system (Schmidt, Waldeck, & Kao,
2009; Latour, 2005). The surface is hydrophobic which means that no bonds can form with the
water molecules so the water molecules will probably try to interact among themselves instead.
The water molecules will most likely form some type of ordered network. Thermodynamically,
proteins will adhere more on these surfaces so as to increase the entropy of the system however;
this is not a general case as there are exceptions (Schmidt, Waldeck, & Kao, 2009). According
to Nouri, proteins will adhere more on hydrophobic surface because there is a greater possibility
of conformational rearrangement (Nouri & Wen, 2015). This arises due to the location of
hydrophobic regions located within the proteins structure (Nouri & Wen, 2015). The opposite
case arises in hydrophilic surfaces where hydrogen bonding can form between water molecules.
This leads to a reduction in contact sites for proteins and thus a decrease in protein adsorption
(Schmidt, Waldeck, & Kao, 2009).
Roughness
The topography of the surface can influence to a great extent the degree of protein
adsorption (Schmidt, Waldeck, & Kao, 2009; Wang, Zhou, Hong, & Zhang, 2012; Nouri &
Wen, 2015). An increase in porosity and surface roughness can lead to an increase in protein
adsorption due to an enhancement in surface area (Wang, Zhou, Hong, & Zhang, 2012). Other
features that can be incorporated onto the material surface are grooves, burs, or any other threedimensional features (Nouri & Wen, 2015). Various processing and manufacturing methods can
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be utilized to form these topographical features such as casting, 3-D printing, and machining. For
powdered materials, the way to increase protein adsorption is to increase the percent of porosity
or using a smaller particle size (Wang, Zhou, Hong, & Zhang, 2012). Although these methods
can be used for a variety of protein-surface systems, they do not always work and in turn, lead to
exceptions. The main goal, though, in altering the surface roughness of a surface is to increase
the surface area for more proteins to interact with (Wang, Zhou, Hong, & Zhang, 2012).
Charge
When the material surface has an excess charge, there will be various electrostatic
interactions arising between the surface and the charged side groups of the proteins (Mani, 2015;
Wang, Zhou, Hong, & Zhang, 2012; Dee, Puleo, & Bizios, 2003). The pH may also affect these
interactions due to the formation of excess charges on acidic or basic protein types (Wang,
Zhou, Hong, & Zhang, 2012). In addition to, various ions distributed in the solution may migrate
to the surface due to electrostatic attraction affecting the types of proteins to adhere. These
factors will change for each different type of solution and surface along with the given
environment the protein adsorption is being carried out.
Composition
There are varieties of material systems utilized for protein adsorption studies and
applications. One of the common material systems used is the passive metallic alloys in which a
protective oxide layer forms to inhibit any further oxidation from taking place (Nouri & Wen,
2015). These oxide layers are grouped as ceramic based being comprised of the primary metal
element bonded to oxygen (Askeland, Fulay, Wright, Askel, & F.., 2010). For example, when
aluminum oxidizes, an alumina (Al2O3) oxide layer forms where aluminum bonds to oxygen.
This alumina layer is ceramic based because it is a metallic element bonded to a nonmetallic
element. Other metals that go through this process are nickel, titanium, and chromium (Nouri &
Wen, 2015). The passive oxide layer changes composition with the environment and it may
possess other functional groups depending on how it is serviced or processed (Nouri & Wen,
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2015). A coating may be applied to inhibit more corrosion or to withstand high temperatures.
Pickling agents may be used to preferentially etch away certain parts of the oxide layer that are
contaminated from processing. Different compositions for each oxide layer will change the final
amount of protein adsorbed (Nouri & Wen, 2015). It is important to understand each process to
determine the effect on the final composition of the surface. This will ultimately affect the
amount and type of adsorbed protein.
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Chapter 2: Materials
PROCESSING OF MG-2ZN-2GD ALLOY
Magnesium (Mg) and magnesium based alloys have brought much attention to their
potential use as biomedical devices and implants. However, the Mg-based alloys currently being
used as biomedical devices have poor corrosion resistance and high degradation rates in the
human body. It has been found that additions of zinc (Zn) and gadolinium (Gd) to a magnesium
alloy aid in increasing the corrosion resistance along with an increase in alloy strength. Mg-2Zn2Gd was utilized because of its observed superior corrosion resistance and minimal degradation
within the human body as compared to the conventional Mg-alloys. The raw materials carried
out in the preparation of this alloy were pure magnesium, zinc, and gadolinium ingots. The
magnesium and zinc ingots were first placed in a mild steel crucible that was coated with boron
nitride and then subsequently melted. Next, gadolinium was added to the liquid mixture at a
temperature of around 770oC. Melting of the ingots was done in a resistance furnace with a nonoxidizing environment of 2% sulfur hexafluoride (SF6) + Argon (Ar). To ensure that the
gadolinium was completely dissolved in the liquid solution and for a homogenous chemical
composition, the mixture was stirred at a speed of 200 rpm for a time of 30 minutes. Once all the
raw materials were properly melted and uniformly distributed, the liquid mixture within the
crucible was then poured into a preheated 350oC metallic round mold with a sprue at the top
portion of the mold. The dimensions of the round mold comprised an inner diameter of 100 mm
with a length of 400 mm. Table 2.1 below shows the chemical composition of the alloy (Trivedi
et al., 2016).
Table 2.1. The chemical composition of the Mg-2Zn-2Gd alloy
Element

Gd

Zn

Fe

Cu

Mg

wt%

1.98

2.05

0.0037

0.00016

balance
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Multi-axial forging
Once the Mg-2Zn-2Gd alloy solidified, it was subjected to multi-axial forging (MAF)
under specific conditions. Rectangular sample dimensions of x=25 mm by y=20 mm by z=40
mm were utilized with a pressing speed of 12-15 mm/s and pressing load of 2000 kN. Figure 2.1
below depicts the sample geometry utilized for MAF (Trivedi et al., 2016).

Figure 2.1. The MAF geometry
The sample was held in the MAF die and heated to a temperature of 450oC along with the
MAF die. This was done inside a muffle furnace to preserve a uniform environment around the
sample. The die comprised an external diameter of 165 mm and a height of 140 mm. A K-type
thermocouple was utilized to measure and monitor the temperature of the MDF die. As soon as
the MAF die and the sample reached the target temperature of 450oC, a period of 30 minutes was
left to pass before MAF was done. This time lapse was done to ensure that the die was stabilized
at a steady state temperature and for any metallurgical phenomena to take place within the
sample. Due to cooling periods within the heating cycle, the sample needed to be reheated to the
39

proper temperature of 450oC for MAF to be carried out. MAF was done with a punch comprised
of the following dimensions: 30 mm x 60 mm x 115 mm. The chamber of the die and the punch
were made up of similar dimensions and the punch moved in a vertical manner within the
chamber. To ensure uniform dimensionality between the samples and the die, a dimensional ratio
of 1 x 1 x 2 was maintained during processing. The loading direction carried out during MAF
was switched 90 degrees each time there was contact between the punch and sample. The alloy
was subjected to MAF for one pass and two passes with a true strain of 2.1 delivered to the
sample after each pass. The total true strain delivered to the sample after the second pass was 4.2.
One other processing method carried out was annealing the as-cast samples to a temperature of
500oC for 2 hours, water quenching the samples, and then MAF. Table 2 below shows the
different processing methods done to the Mg-2Zn-2Gd alloy samples (Trivedi et al., 2016).

Table 2.2. The processing summary for each Mg-2Zn-2Gd alloy specimen

Process

As – cast

As – cast +
500oC
annealed

As – cast +
MAF (1
pass)

As – cast +
MAF (2
pass)

As – cast +
500oC
annealed +
MAF (1
pass)

Notation

S1

S2

S3

S4

S5

As – cast +
500oC
annealed +
MAF (2
pass)
S6

Mechanical testing
Tensile testing was done using an H25K-S equipment machine at a strain rate of 0.002 s1

. The samples were prepared substandard size via ASTM standard E8 with a gauge length of 8

mm. A total of four tests were made, and the mean of the four tests was reported. Hardness
testing for the polished as-cast, MAF, and annealed samples was done using a Rockwell
indentation machine on the E-scale. An indentation load of 100 kgf and an indentation time of 15
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seconds were carried out at room temperature. A total of 5 sample measurements was taken with
an average value determined (Trivedi et al., 2016).
Statistical analysis
The statistical analysis performed was done using the statistics software Origin 6.1 from
the Origin Lab Corporation in the United States. Values of the mechanical properties described
above in the mechanical testing section along with the grain size in Fig. 2.5, were shown as mean
± standard deviation. ANOVA was utilized to measure the statistical significance of the means at
a level of 5% (Trivedi et al., 2016).
PHASE ANALYSIS OF MG-2ZN-2GD ALLOY
X-ray diffraction
The specimens used in this study were examined using X-ray diffraction. X-ray
diffraction was done using a Bruker D8 model with Cu-Kα radiation and a scan rate of 1o per
minute. EVA software was utilized to study the different phases present. The X-ray diffraction
pattern for the as-cast specimen is shown below in Figure 2.2.1 (Trivedi et al., 2016).

Figure 2.2.1. The XRD pattern of the as-cast sample
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The various intensity peaks showed the existence of α-Mg and the standard W-phase
Mg3Zn3Gd. From Figure 2.2.1 above it was observed that the α-Mg and the standard W-phase
Mg3Zn3Gd peaks were in correspondence with findings by Yamasaki (Yamasaki, Sasaki,
Nishijima, Hiraga, & Kawamura, 2007). The X-ray diffraction pattern for the annealed specimen
is shown below in Figure 2.2.2 (Trivedi et al., 2016).

Figure 2.2.2. The XRD pattern of the annealed sample
An observation was made on how the peaks shifted to the left (inset) which validated the
decrease in residual stresses after the annealing process. Another observation was made on how
much finer or sharper the peaks became after annealing. This was explained through the use of
Figure 2.3 below known as the Scherrer equation. This equation states that the full-width half
maximum (FWHM) is inversely proportional to the grain size (L). So when grain growth
occurred during annealing the grain size increased, the FWHM decreased, and the peak became
much finer (Trivedi et al., 2016).
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Figure 2.3. The Scherrer equation
B is the FWHM, L is the grain size, K is the Scherrer constant which depends on
symmetry and has values ranging from 0.62 to 2.08, and θ is the diffraction angle. One last
observation was made in Figure 2.2.2 above where the presence of the W-phase peaks
disappeared. This disappearance was caused by the annealing process eliminating the W-phase in
the structure. A comparison of the MAF specimens with the as-cast and annealed specimens is
seen below in Figure 2.2.3 (Trivedi et al., 2016).

Figure 2.2.3. The XRD patterns for the as-cast, annealed, and MAF samples. S1 as-cast, S2 ascast + annealed, S3 as-cast + MAF (1 pass), S4 as-cast + MAF (2 pass), S5 as-cast
+ annealed + MAF (1 pass), S6 as-cast + annealed + MAF (2 pass)
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The comparison above proposed that there were no new phase transformations formed
during the multi-axial forging process at 450oC. The W-phase also seemed to disappear due to
the distribution of the phase within the matrix from deformation caused by forging. Due to the
limitation on the availability of XRD data for Mg-Zn-Gd alloys, the XRD patterns studied were
indexed with reference to Mg-Zn-Y XRD patterns (Trivedi et al., 2016).
Scanning electron microscopy
A Hitachi S4800 scanning electron microscope was utilized for scanning electron
microscopy. Due to the HCP crystal structure of Mg and its alloys, there are fewer numbers of
active slip planes present during deformation which leads to a limitation in formability. This
reduction in formability causes a problem for the use of forged Mg and its corresponding alloys.
The HCP structure contains three slip planes: pyramidal, basal, and prismatic. The Von Mises
criterion states that the material must have a minimum of 5 active slip planes for deformation to
occur. By comparing the critical resolved shear stress for all three slip planes, it can be observed
that the stress for the basal plane is the least compared to the prismatic and pyramidal planes.
From this observation, it can be said that the basal slip is the dominant method for plastic
deformation at room temperature. To be able to accommodate more plastic deformation the
temperature must be increased for the critical resolved shear stress for slip to decrease. However,
the high oxidation state of magnesium leaves a temperature limit of 450oC. This temperature was
used for severe plastic deformation processes such as multi-axial forging. The SEM micrographs
for the Mg-2Zn-2Gd specimens are shown below in Figure 2.4 (Trivedi et al., 2016).
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Figure 2.4. The SEM images for the Mg-2Zn-2Gd alloy. 2.4.1 a (S1), 2.4.2 b (S2), 2.4.3 c (S3),
2.4.4 d (S4), 2.4.5 e (S5), 2.4.6 f (S6)
The microstructure for the as-cast specimen (S1) is shown above in Figure 2.4.1. The
matrix was α-Mg with a white colored eutectic phase present within the matrix. This eutectic
phase was confirmed through XRD to be Mg3Zn3Gd or W-phase with an FCC structure. The
morphology of the W-phase was proposed to depend on the ratio of Zn/Gd (Yang, Wang, &
Zhang, 2008). Two different morphologies of the W-phase were network like and spherical
globules which corresponded to the network phase. From the EDS analysis, it was validated that
the spherical precipitates had more zinc than gadolinium. The Zn/Gd ratio for the network
morphology was 1.74 and for the spherical globules was 1.96. These values closely matched the
ratio of around two which was reported by Yang for the standard W-phase (Yang, Wang, &
Zhang, 2008; Kim & Park, 2011). There were two methods reported by which the W-phase
formed. These were the segregation of gadolinium and zinc to the grain boundaries and by a
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cooling rate of around 5 kelvin per second. A lower cooling rate may not be favorable for the Wphase to form and a new phase known as 14H LPSO would begin to form at the grain boundaries
(Srinivasan et al., 2014). However, the gadolinium content was around 2% which meant that
this low rare earth amount made unlikely the formation of 14H LPSO (Trivedi et al., 2016).
Figure 2.5 below shows the average grain size for each specimen measured by the linear
intercept method.

Figure 2.5. The average grain size for the Mg-2Zn-2Gd alloy
Image J software was utilized for these measurements. The method by which the average
grain size was determined followed that 20 lines were drawn from a defined point on the SEM
micrograph. The length of each one of the lines was divided by the corresponding number of
intercepts made passing each grain boundary. The average values were normalized to ultimately
find the average size. The value for the as-cast alloy specimen was around 25 μm while for the
MAF specimen, after annealing was sub-micron. The microstructure of the Mg-2Zn-2Gd alloy
annealed at a temperature of 500oC for 2 hrs and water quenched is shown above in Figure 2.4.2.
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Due to annealing of the specimen, this led to the disbanding of the W-phase in addition to grain
growth of around 44 μm. Figure 2.5 above represents the grain sizes observed for each measured
specimen, where S2 is as-cast + 500oC annealed. The grain growth observed could be shown to
occur due to the presence of residual stresses formed in the as-cast specimen during casting.
These residual stresses formed due to the high cooling rates placed on the sample. These residual
stresses assisted in the phenomena of recrystallization along with the development of stress-free
grains by causing their growth to occur with time. One other explanation for this growth was the
elimination of precipitates at the grain boundaries which caused the easier movement of
boundaries and less pinning. The microstructure of the MAF Mg-2Zn-2Gd alloy after the first
pass is shown in Figure 2.4.3. The total true strain for this specimen was 2.1. The grain structure
was altered after the first pass leading to a more equiaxed structure and a grain size of around 15
μm. Figure 2.5 shows the grain size measured for this sample labeled as S3. Figure 2.5 shows the
difference in grain size between samples and there is a distinction with S3 and S2. The forging
process caused a more homogenous distribution of the W-phase. Due to the temperature at which
forging took place, there were more active slip planes as compared to room temperature. The
increase in the number of active slip planes led to easier grain fragmentation because room
temperature deformation is harder because of the high critical resolved shear stress present in slip
planes (Miura, Maruoka, Yang, & Jonas, 2012; Trivedi et al., 2016).
The microstructure of the multi-axial forged Mg-2Zn-2Gd alloy with two passes (S4) is
shown in Figure 2.4.4. The total true strain induced in this specimen was 4.2. There was more
grain fragmentation for S4 as opposed to S3 due to more strain induced in the sample. Figure 2.5
shows that the grain size for S4 was around five μm. This smaller grain size would be beneficial
for mechanical behavior. The distribution for the W-phase was more homogenous due to a
higher deformability for this phase as opposed to the grains themselves. Dynamic
recrystallization was the reason behind the uniform fragmentation of the grains at high
deformation rates. The microstructure of the multi-axial forged alloy annealed at a temperature
of 500oC for 2 hours and water quenched at room temperature is shown in Figures 2.4.5 and
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2.4.6. These samples are labeled as S5 and S6 respectively. The microstructure showed higher
amounts of grain fragmentation compared to the samples immediately forged after casting. This
corresponded to the annealing process which caused the W-phase to dissolve. Once the W-phase
dissolved this assisted in easier deformation of the grains and led to a high rate of dynamic
recrystallization because of less amount of residual stresses present in the annealed specimen
(S2) (Yamasaki, Sasaki, Nishijima, Hiraga, & Kawamura, 2007). Deformation caused the
precipitates to be dispersed uniformly throughout leading to better mechanical properties than S3
and S4. The grain size measured for S5 was found to be around 2μm and for S6 to be less than
1μm (Trivedi et al., 2016).
OPTICAL MICROSCOPY OF MG-2ZN-2GD ALLOY
Both MAF and as-cast samples were cut into the following dimensions: 5mm x 5mm x
5mm. They were subsequently mechanically polished utilizing SiC papers of 200, 400, 600, 800,
1000, and 1200 grit and then polished with a 0.2 μm alumina solution to acquire the desired
lustrous appearance. Etching of the samples was carried out for around 2 minutes within a
solution of 8 grams of picric acid, 5 milliliters of acetic acid, 10 milliliters of distilled water, and
100 milliliters of ethanol. Ultrasonic cleaning was carried out on the polished samples for 10
minutes and then dried at room temperature for X-ray diffraction and scanning electron
microscopy. Figure 2.6 below depicts the microstructures for S2, S3, S4, and S6 with
corresponding grain sizes for each sample (Trivedi et al., 2016).
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Figure 2.6. The optical micrographs for the annealed and MAF specimens
LIQUIDS USED FOR CONTACT ANGLE MEASUREMENT
Water
Distilled water was utilized.
Phosphate buffered saline solution (PBS)
Phosphate Buffered Saline solution or PBS is a buffer solution utilized in a variety of
biological applications such as cleaning well plates before cell culturing and in maintaining a
solution pH (CytoSpring Company). The PBS solution used for this study was provided by
Fisher BioReagents. The PBS solution used for the contact angle measurements was 1X.
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Supplemented alpha-minimum essential medium (α-MEM)
Supplemented alpha-minimum essential medium or α-MEM is a media solution
containing a variety of amino acids, vitamins, and other essential components needed for proper
cell culture and growth (ThermoFisher Scientific). The solution used in this study consisted of αMEM solution supplemented with fetal bovine serum and penicillin-streptomycin. The fetal
bovine serum provided proteins for the cells and the penicillin-streptomycin provided antibiotics.
The α-MEM was provided by Gibco and Life Technologies. The fetal bovine serum was
provided by Sigma Aldrich. The penicillin-streptomycin was provided by the American Type
Culture Collection (ATCC). For the contact angle measurements a 1X solution of the
supplemented α-MEM was utilized.
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Chapter 3: Results and Discussion
CONTACT ANGLE
Specimens S2, S3, S4, and S6 were utilized for this study. Table 3.1 below entails a
summary of the process methods done to each specimen along with their corresponding grain
sizes.

Table 3.1 Summary of the test specimens
Sample ID

Processing Method

Grain Size (μm)

S2

As-cast + Annealed

44

S3

As-cast + MAF (1 pass)

15

S4

As-cast + MAF (2 pass)

5

S6

As-cast + Annealed + MAF (2 pass)

0.71

As can be seen from Table 3.1 above, S6 was the sample with the smallest grain size
while S2 had the largest grain size. S6 also had the most complex processing route while S2 had
the simplest. Each processing method carried out causes significant changes to the specimen’s
microstructure, chemical and physical properties, and its thermodynamic stability. These
processing routes play an important role in interpreting the results presented later on. Table 3.2
below shows the contact angle results for each specimen and the corresponding liquid media.
Figure 3.1 below depicts distilled water on S2. This geometry was utilized in obtaining the
contact angle measurements. A modified goniometer apparatus was utilized for this study.
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Figure 3.1. The liquid drop profile (distilled water on S2)
The contact angle measurements from Table 3.2 below were calculated by the following
method. For each specimen and its corresponding liquid, ten pictures were taken. For each
picture, the contact angle on the left and the right was measured and the average of those two
measurements computed. After the 10 averages were completed, a grand total average was
computed per sample which is shown in Table 3.2 below. Figure 3.2 below shows the contact
angle results plotted as a column bar graph.
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Table 3.2 The summary of the contact angle measurements
Specimen ID

Liquid Media

Contact Angle (degrees)

S2

Water

28

S2

MEM

25.5

S2

PBS

39.9

S3

Water

30.1

S3

MEM

44.3

S3

PBS

28.9

S4

Water

37.8

S4

MEM

29.6

S4

PBS

27.4

S6

Water

44.4

S6

MEM

39.9

S6

PBS

37.2
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S3 S4 S6

S2

Figure 3.2. The contact angle measurements
One observation was found where the smallest contact angle for S2 corresponded to αMEM. This inferred that the surface atoms on S2 made more interactions with the solute atoms
present in α-MEM to stabilize the energy. S2 was the sample with the simplest process method
suggesting that it was easier to interact with the most complex test liquid. The smallest contact
angles for S3, S4, and S6 corresponded to PBS. This inferred that the surface atoms on S3, S4,
and S6 made more interactions with the solute atoms present in PBS to decrease the surface
energy. One other observation was found for the liquid water placed on S2, S3, S4, and S6.
There was an increase in contact angle measurements going from S2 to S6. This corresponded to
an increase in contact angle with a decrease in grain size. However, there was no same result
found with PBS and α-MEM. One possibility that could be suggested was that, in the case of
water, the interactions formed between both phases were less dependent on the liquid water and
more dependent on the surface properties. The liquid water mostly contained water molecules.
For PBS and α-MEM, the interactions formed between phases were more dependent on the
liquid because both PBS and α-MEM were aqueous solutions containing a variety of ions,
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compounds, and other solutes. This meant that there were more complex interactions forming
with PBS and α-MEM rather than just water. The grain size was only one of many contributors
to the total surface energy. Each specimen group, such as S2 or S3, had different contact angle
values which inferred that the processing method may have played a role in determining the
wettability of each material. Due to process variations, there would be different types of
microstructures formed which led to different amounts of stored surface energy. This energy
could be internally, or from the bulk, and externally, or at the free surface. What is more
important, for wettability, is the energy stored at the free surface. According to Nouri, the surface
chemistry and surface roughness play a role in determining the wettability behavior between a
liquid and a material (Nouri & Wen, 2015). Each process method possibly caused different rates
of diffusion to occur at the surface introducing varying compositions of solute atoms. The
surface energy is related to the contact angle by a variety of models and equations; however, the
simplest equation is stated under equilibrium conditions and is known as Young’s equation
(Chau, Bruckard, Koh, & Nguyen, 2009). This equation was presented earlier in the introduction
section. Young’s equation is a force balance between the solid and liquid phases in relation to the
atmosphere (Decker, Frank, Suo, & Garoff, 1999; Chaudhury, 1996). The downside of
Young’s equation is its application to ideal homogenous surfaces which are never encountered in
the laboratory (Chau, Bruckard, Koh, & Nguyen, 2009; Kwok et al., 1998; Hejda, Solar, &
Kousal, 2010). Young’s equation also does not take any bonding parameters into account such as
hydrogen, dispersion or polar bonds so this makes it impracticable to use (Spelt & Neumann,
1987). There are more elaborated equations such as the Owens-Wendt and Fowkes equations
where they do take into account dispersive, non-dispersive, and polar components of the surface
tension of the liquid (Zenkiewicz, 2007). The downside of these equations is the use of
standardized liquids that already have tabulated values for their dispersive and polar components
(Zenkiewicz, 2007). For this study, the Zisman plot was utilized because of the unavailability of
tabulated values for α-MEM and PBS. Details regarding the Zisman plot are covered later on.
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Recall that the material free surface is already at a higher energy state, as opposed to the
inside of the material, due to a decrease in bond density and a misalignment of bond formation
(Askeland, Fulay, Wright, Askel, & F.., 2010). Polycrystalline metals, such as the ones used in
this study, have a higher amount of surface energy due to the presence of grain boundaries
(Askeland, Fulay, Wright, Askel, & F.., 2010). Grain boundaries are transition zones between
adjoining grains that are formed when a metal crystallizes after solidification (Askeland, Fulay,
Wright, Askel, & F.., 2010). These zones have a very high degree of disorder arising from the
presence of dislocations and the almost random like orientation of atoms (Meyers & Chawla,
2008; Askeland, Fulay, Wright, Askel, & F.., 2010). In addition to, the types of dislocations
found at the grain boundaries contribute to the total energy (Meyers & Chawla, 2008; Askeland,
Fulay, Wright, Askel, & F.., 2010). The orientation of grain boundaries also contribute to the
surface energy (Meyers & Chawla, 2008). S3, S4, and S6 were multi-axial forged which most
likely led to more variation in grain boundary orientation as opposed to S2. Two types of grain
boundaries found are tilt grain boundaries and twist grain boundaries. Tilt grain boundaries are
formed with edge dislocations while twist grain boundaries are formed with screw dislocations
(Meyers & Chawla, 2008; Askeland, Fulay, Wright, Askel, & F.., 2010). Figure 3.3 below
shows the difference between boundaries.

Low angle tilt grain boundary

Low angle twist grain boundary

Figure 3.3. Low angle tilt and twist grain boundaries
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The low angle portion arises from the degree of misorientation produced due to the
dislocations. A low angle boundary has a lower degree of misorientation than a high angle grain
boundary. The misorientation is related to the dislocation spacing between dislocations. This
spacing term is then related to the dislocation density present at the grain boundary. As the
dislocation density increases in a low angle tilt boundary, it can change to a high angle tilt
boundary. This is due to the decrease in dislocation spacing when more dislocations are present.
Figure 3.4 below represents an equation showing the relationship between dislocation spacing
and the misorientation angle for a tilt boundary (Meyers & Chawla, 2008).

Figure 3.4. The dislocation spacing and misorientation angle for a tilt grain boundary
The value b is the Burgers vector. It can be seen that the misorientation angle θ is
inversely proportional to the dislocation spacing D. This equation is invalid once a specific
dislocation density or misorientation angle is met because the effect of misfit strain energy
becomes too high (Meyers & Chawla, 2008). This concept is one of many others such as the
distribution of solute atoms, grain boundary triple junctions, and grain boundary precipitates that
contribute to the surface energy of metals. Smaller grain sized metals also have a higher amount
of grain boundaries which contribute energetically. This then suggests why metals are
categorized as high surface energy materials. When dealing with alloy systems, such as the
samples tested, the concepts mentioned above become much more complex because of high
entropic effects and solute diffusion mobility. These examples thus make the concept of surface
energy very complex and can vary from sample to sample. Each processing method introduced
different amounts of dislocations, precipitates, and grain boundaries along with different
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corresponding configurations. Thus each sample used in this study possessed a unique system
with its own corresponding surface energy.
There was also the behavior of each liquid in relation to the samples. Three liquids were
tested with each sample: distilled water, supplemented α-MEM, and PBS. All three liquids were
aqueous based solutions meaning that water was the base component followed by subsequent
additions of other constituents. However, these subsequent additions of constituents may have
caused molecular disturbances within the system that influenced the overall wettability behavior.
Interactions formed between the liquid and material surface govern the hydrophilic/hydrophobic
behavior (Nouri & Wen, 2015). The more interactions that form means a possible further
decrease in the total energy of the system. For example, PBS was primarily an ionic solution
comprised of sodium chloride, potassium chloride, monobasic potassium phosphate, and dibasic
sodium phosphate where it’s used to maintain the same pH as in the blood and to provide cells
inorganic ions and water (CytoSpring Company). Supplemented α-MEM was a cell culture
media used as a nutrient provider for the proper growth of cells during cell cultivation. It’s a
complex solution consisting of vitamins, inorganic salts, fetal bovine serum, penicillinstreptomycin, and other necessary components for cell cultivation (ThermoFisher Scientific).
The many ions present in PBS may have formed electrostatic interactions with the metal surface
which could have formed a thinly charged layer influencing the surface energy. Taking into
account possible varying amounts of zinc and gadolinium at the surface increased the diverse
interactions that could have taken place. The same factors that governed PBS could also be
applied to α-MEM but to an even greater extent. Recall that α-MEM contained not only ions but
vitamins, amino acids, fetal bovine serum, and other complex organic molecules that possibly
combined with metallic cations at the surface to form metal complexes. α-MEM also contained
proteins originating from the fetal bovine serum which possibly some adhered to the surface.
Thus it can be seen that the concept of wettability for this system was very elaborate.
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SURFACE ENERGY
Surface energy values were calculated by the utilization of a Zisman plot. The Zisman
plot was developed by William Zisman and coworkers (Yuan & Lee, 2013). They found out that
for a given solid, the measured contact angles do not behave randomly with a change in liquid
media (Yuan & Lee, 2013). They observed that for homologous liquids on low energy solids, the
relationship between the cosine function of the contact angle and the liquid surface tension falls
under a linear trend (Yuan & Lee, 2013). Figure 3.5 below shows a Zisman plot which depicts
this linear trend behavior observed by Zisman.

Figure 3.5. A Zisman plot for n – alkanes on polytetrafluroethylene
The Zisman plot determines the critical surface tension value via an extrapolation method
(Zenkiewicz, 2007). The critical surface tension (CST) value corresponds to the surface tension
at which a liquid completely wets a solid or when the contact angle is 0 o (Zenkiewicz, 2007).
The CST is a determination of the wettability of a surface and is thus proportional to the free
surface energy of the material (Hejda, Solar, & Kousal, 2010; Poleski, Luczak, Aranowski, &
Jungnickel, 2013). The method used in constructing a Zisman plot was first to plot on the y-axis
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the cosine function of the contact angle (cos (θ)) for a given specimen and liquid (Zenkiewicz,
2007). Then, on the x-axis, the liquid surface tension value for the liquid mediums used for the
measurements was plotted (Zenkiewicz, 2007). Once this was done, a linear trendline was
placed within the data and an extrapolation analysis to cos (θ) = 1 was made (Zenkiewicz, 2007).
Excel was utilized in providing the linear trendline. The trendline represents how linear the data
is. Recall that Zisman observed a linear trend in his findings between the cos (θ) and the liquid
surface tension (Yuan & Lee, 2013). The way the extrapolation method was carried out was by
utilizing the linear equation y = mx + b for the trendline. The value y in this equation
corresponded to the cos (θ) and x corresponded to the liquid surface tension. According to the
Zisman method, y was made to equal 1 and x was determined (Yuan & Lee, 2013). The value x
from this extrapolation method referred to the critical surface tension value (Yuan & Lee, 2013).
The critical surface tension refers to a liquid being capable of complete wetting of the sample
(Zenkiewicz, 2007). If a liquid possesses a surface tension less than the CST than it will wet the
surface (Chaudhury, 1996). Figures 3.6.1-3.6.4 below show the Zisman plots determined for the
tested specimens.

Figure 3.6.1. The S2 Zisman plot
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Figure 3.6.2. The S3 Zisman plot

Figure 3.6.3. The S4 Zisman plot
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Figure 3.6.4. The S6 Zisman plot
Zisman plots often present a linear trend through the data points but do not necessarily
have to be (Hejda, Solar, Kousal, 2010). This was the case for specimen S3 depicted in Figure
3.6.2. One possibility that could have explained the behavior of S3 was the non-homogeneity of
the W-phase present in the structure that influenced the contact angle measurements. As for the
other samples, the linear behavior corresponded to what Zisman observed in his findings. The
calculated CST values for each specimen were graphed against their corresponding grain size
below in Figure 3.7.
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Figure 3.7. The critical surface tension vs. grain size behavior
Making the proportionality of CST to surface energy the results were interpreted as such.
S2 had the lowest CST value because it was as-cast and annealed and under this process method,
the amount of residual stresses was at a minimum. This residual stress amount also transferred to
the surface meaning that the amount of residual stresses was also at a minimum. In addition to,
annealing dissolved the W-phase present in the specimen leading to a reduction in the CST or
surface energy. S2 also had the least complex structure compared to the rest of the samples. This
caused the microstructure to be more uniform. Comparing S3 and S4 the difference between
them was the number of passes carried out during multi-axial forging. S3 went through only one
forging pass while S4 went through two passes. Recall from the processing section, under the
scanning electron microscopy part, that an observation was found in which the forging process
caused a more homogenous distribution of the W-phase. So from this, it could be inferred that S3
had a much more non-uniform distribution of the W-phase than S4 and this led to a higher CST
or surface energy value. S4 went through more of the forging process leading to a more
homogenous distribution of the W-phase and a reduced CST value. S6 went through the most
complex processing route in which it was as-cast followed by annealing and multi-axial forging.
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S6 also had the smallest grain size falling into the nanometer range. The CST value
corresponding to S6 may have arisen due to the forging process it went through. This introduced
some residual stresses that possibly increased the CST value. However, the difference between
S6 and S2 was only 0.0009 which was extremely small meaning that to obtain a much more
meaningful conclusion would require a more detailed analysis regarding the materials structure.
The same applied to the other samples where the differences were even smaller. This Zisman
method was a simple approximation used in calculating the surface energy of the materials. The
contact angles measured arose from complex interactions with the liquid and material surface.
Thus, one cannot simply correlate both data sets.
ADHESION ENERGY VS. CONTACT ANGLE
Adhesion energy values were obtained for the samples through the utilization of the
Young-Dupre equation shown below in Figure 3.8.

ϒ (1 + cos θ) = ΔWSL

Figure 3.8. The Young-Dupre equation
In the equation ϒ is the liquid-vapor surface tension, θ is the contact angle between the
solid-liquid and liquid-vapor boundaries and ΔWSL is the adhesion energy per unit area of the
solid-liquid surfaces (Chow, 1998). For the water-air interface, the surface tension was 0.07197
N/m at room temperature, but it was rounded to 0.0720 N/m to keep the same decimal places as
the other values (Anderson, 1989). For the PBS-air interface, the surface tension was 0.0722
N/m (Tavana et al., 2010). Due to the unavailability in literature for the α-MEM-air interface
surface tension, the value was calculated as the average between the surface tensions of water
and PBS. One reason was that α-MEM was an aqueous based solution like PBS and the bulk
composition was water so the value should have fallen within the surface tensions of these two
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liquids. This was further recognized by the manufacturers of α-MEM in an email inquiry
pertaining to the value of the surface tension. The adhesion energy corresponds to the energy
needed to separate two phases from each other (Lee, 1991). It relates to the contact strength
between, in this case, the liquid and solid phases. Figures 3.9.1-3.9.3 below shows the
relationship between the adhesion energy and contact angle for each liquid in relation to the
samples.

S2
S3

S4

S6

Figure 3.9.1. The adhesion energy vs. contact angle behavior for water
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S3
S4
S6
S2

Figure 3.9.2. The adhesion energy vs. contact angle behavior for PBS

S2
S4

S6

S3

Figure 3.9.3. The adhesion energy vs. contact angle behavior for α-MEM
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As can be observed above there was an inverse relationship between the adhesion energy
and contact angle for all liquids. This could be explained by the use of the concept of wetting. At
low contact angles the liquid is spread out further on the material surface meaning it has good
wetting behavior (Yuan & Lee, 2013). At high contact angles the liquid is spread out less
meaning that it has poor wetting behavior (Yuan & Lee, 2013). When the surface has good
wetting behavior with the liquid there are more contact points available, thus the adhesion
between phases may be more prevalent. When the surface has poor wetting behavior with a
liquid there are fewer contact points, thus the adhesion between phases may be less prevalent.
The samples used were Mg-based meaning that they were grouped under high surface energy
materials. At low contact angles the liquid was spread out further on the material surface
meaning there was good wetting behavior and thus tried to decrease further the energy of the
system. This possibly inferred that the system was at a more stable state and equaled to higher
adhesion energy. The opposite case arose from high contact angles.
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Chapter 4: Conclusion
The premise of this project was to determine the wettability behavior of Mg-based alloys
using three different liquids. This project utilized the alloy Mg-2Zn-2Gd with supplemented αMEM, PBS, and distilled water. This alloy system was used because it had been observed to
have superior mechanical properties and better corrosion resistance as compared to the
conventional Mg-alloys (Trivedi et al., 2016). These attractive properties have made it possible
for it to be used in biomedical devices within the human body. However, the successful use of
this alloy system in the human body requires knowledge in the response of protein adsorption on
the alloy surface. Protein adsorption depends on the wettability behavior at the surface which is
why this parameter was studied. The summaries of each result section are discussed below.
CONTACT ANGLE
The wettability behavior is governed by the contact angle made between a liquid and a
material surface. The results showed that S2 had its smallest contact angle formed with α-MEM.
This inferred that there were more interactions formed between the S2 surface and α-MEM due
to the simplicity of the S2 structure. S3, S4, and S6 showed their smallest contact angles with
PBS. This inferred that there were more interactions formed between the S3, S4, and S6 surfaces
and PBS. It was also observed a trend observed among the contact angles measured with water.
An explanation for the results with water had to do more with the specimen itself than with
water. This meant that there were many variables within the material that contributed to the total
surface energy. Each sample went through a different processing route and as a consequence
obtained a different grain size and microstructure. This, in turn, led to each specimen having a
different internal and external structure which could have affected the overall surface energy. My
recommendations for obtaining more accurate results would be to:


Use a more accurate goniometer that leads to a smaller % variation



Conduct surface roughness measurements before and after polishing to make sure
the surface is as uniform as possible
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Conduct surface chemical analysis to examine the heterogeneity of the surface



Minimize the oxidation of Mg as much as possible

SURFACE ENERGY
One crucial parameter that dictates the surfaces behavior in wettability is the surface
energy. The results from the Zisman plots showed that all the samples, except one (S3), depicted
a linear trend which corresponded to what Zisman found. The non-homogeneity of the W-phase
in S3 may have changed the energy at the surface. The critical surface tension (CST) vs. grain
size graph made sense with regard to the CST values and each specimens processing route. The
graphs depiction of the data could be correlated to each processing method. However, the small
CST differences found between specimens did not easily provide a valid assumption. The
Zisman method used in this study was the only method available and not the most accurate in
obtaining these CST values. Originally when Zisman developed this method he used high energy
homologous liquids on low energy material surfaces (Yuan & Lee, 2013). However, this study
utilized high energy material surfaces and liquid solution mediums. Even though the materials
utilized were not the same as what Zisman tested, the data still showed linear behavior for most
of the samples. So one can assume from the data that Zisman’s method may be more generalized
to more dynamic material systems and not be isolated to one specific material group. As
mentioned before in the results section the use of the other more detailed models required
tabulated liquids that have been tested before. The downside of the Zisman plot was that no other
bonding factors that occurred at the interface such as polar, dispersive, and hydrogen
components were taken into account. Due to the simplicity of the Zisman method, the results
cannot be directly correlated to the contact angle values. My recommendations for a more
compelling behavior would be:


If possible, determine the polar and dispersive components for α-MEM and PBS
so more elaborate equations like the Owens-Wendt can be used. These equations
take more material parameters into account and give a more accurate result.
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Use a more accurate goniometer to obtain precise contact angle measurements
because the Zisman plot relies on them to find the critical surface tension values.

ADHESION ENERGY VS. CONTACT ANGLE
The adhesion energy formed at the interface between the liquid and surface correlate with
the stability of the system. The results from the scatter plot showed a realistic relationship
between the adhesion energy and contact angles. The adhesion energy dictates the strength
between the solid and liquid phases. The higher the adhesion energy value means that more
energy may be needed to separate the liquid from the solid phase. The behavior depicted in the
graph showed an inverse relationship between the adhesion energy and contact angle. This
inverse relationship could be rationalized by theorizing that the number of contact points of the
liquid on the material surface goes up with a decrease in the contact angle value. However, the
Young-Dupre equation that was utilized to obtain the adhesion energy values is a simplified
variant of the other more complex equations. The Young-Dupre equation only takes into account
the liquid-vapor surface tension and no material surface parameters. Two completely different
material surfaces that are tested with water can have the same adhesion energy, assuming the
contact angle made for both is the same. The other elaborate equations such as from Girifalco
and Good, take other factors into account such as interfacial interactions (Zenkiewicz, 2007).
These parameters occur at the interface which governs the complete wettability behavior
between the liquid and solid phases. My recommendations are the same as described above in the
surface energy section. However, before conducting any measurements or tests on the samples,
their surfaces should be characterized in detail. This corresponds to determining grain boundary
orientation, surface chemistry, dislocation density, surface roughness, and even applying
computational materials science at the interface with the liquids. One important study that could
be applied to this system is to characterize the material surface after a liquid is placed on.
Depending on the composition present or the types of compounds formed, one can infer then the
possible varieties of interactions formed. All of these techniques aid in understanding what types
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of interactions can form and thus give a more compelling conclusion. The table shown below
depicts all the data sets obtained for the specimens. The last column representing the prediction
for protein adsorption refers to the possibility for general protein adsorption to occur on these
materials. Based off the contact angle measurements there is a possibility for protein adsorption
to occur. All the contact angle values were less than 90o corresponding to the surfaces being
hydrophilic with respect to the tested liquids. Findings have shown that osteoblast cells adhere
more on hydrophilic surfaces due to the higher amount of fibronectin proteins found on the
surface (Nouri, 2015). These findings are promising due to the fact that the α-MEM solution
used in this study is a culture media for osteoblast cells. Nevertheless, more detailed studies will
have to be conducted to further validate the protein adsorption behavior of this alloy.

Table 4.1. A complete summary for the Mg-2Zn-2Gd alloy
AE

AE

AE

Prediction

Water

PBS

MEM

for Protein

(N/m)

(N/m)

(N/m)

Adsorption

0.0718

0.1355

0.1276

0.1372

Will occur

44.3

0.0756

0.1343

0.1354

0.1237

Will occur

27.4

29.6

0.0724

0.1289

0.1363

0.1348

Will occur

37.2

39.9

0.0727

0.1234

0.1297

0.1274

Will occur

GS

CA

CA

CA

CST

(μm)

Water

PBS

MEM

(N/m)

S2

44

28

39.9

25.5

S3

15

30.1

28.9

S4

5

37.8

S6

0.71

44.4

ID

GS = Grain Size
CA = Contact Angle
CST = Critical Surface Tension
AE = Adhesion Energy
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