Since D{ Dl ~ 0, it follows immediately from the minimax principle for the eigenvalues of a Hermitian operator that H + D{ Dl has at least as many positive eigenvalues as does H and at least as many nonnegative eigenvalues as Hj since p-l/2 is Hermitian positive definite, the number of positive eigenvalues as well as the number of zero eigenvalues of the operators H + D{ Dl and p-l/2 (H + D{Dl)P-l/2 are identical. Therefore p-l/2 (H + DiDl)P-l/2 has at least J positive eigenvalues and at least J + M nonnegative eigenvalues. Similarly, since D~D2 ~ 0, -p-l/2 (H + D~D2)P-l/2 has at least J negative eigenvalues and at least J + M nonpositive eigenvalues. Phys.12, 1116Phys.12, (1971. E. M. Barston, J. Math. Phys. 8,523 (1967). 3 E. M. Barston, J. Math. Phys. 8,1886Phys. 8, (1967. and therefore either 0 E Q+ or 0 E Q_, but 0 cannot be in both. If 0 E Q+ ,then we conclude from Theorem 4 (with J + M = n -N) that w n + N + 1 < 0:::: w n -N , while if 0 E Q_, Theorem 4 implies that wn+N+l :::: 0 < w n -N • Thus, in any case, wn+N+l < w n -N • Let r be the greatest integer:::: n such that w r > wn+N+l' and let u be the least integer ~ n + 1 such that Wu < w r • Then n -N:::: r:::: n, n + 1 :::: u :::: n + N + 1, w k < Wu for r + 1 :::: k :::: n, and w k > wr for n + 1 :::: k :::: u -1. Let Wu < p < w r ' and define P 1 (x):= x -p. Then as well as to experimental values is made. The concept of multipolar ordering is also discussed. It is shown that for the present model all of the 2S "independent" multipolar phase transitions are exactly degenerate with the usual dipolar transition.
Since D{ Dl ~ 0, it follows immediately from the minimax principle for the eigenvalues of a Hermitian operator that H + D{ Dl has at least as many positive eigenvalues as does H and at least as many nonnegative eigenvalues as Hj since p-l/2 is Hermitian positive definite, the number of positive eigenvalues as well as the number of zero eigenvalues of the operators H + D{ Dl and p-l/2 (H + D{Dl)P-l/2 are identical. Therefore p-l/2 (H + DiDl)P-l/2 has at least J positive eigenvalues and at least J + M nonnegative eigenvalues. Similarly, since D~D2 ~ 0, -p-l/2 (H + D~D2)P-l/2 has at least J negative eigenvalues and at least J + M nonpositive eigenvalues.
Theorem 5: Let N « n:= dimE) be the number of negative eigenvalues of H counted according to their multiplicity. Suppose the system (1) admits a Liapunov operator of the form LP(T), where P(x) is a real polynomial in x (Le., suppose the system is structurally stable). Then the degree of P(x) need not exceed 4N + 1, Le., there exists a real polynomial f(x) of degree less than or equal to 4N + 1 such that Lf(T) is a Liapunov operator.
Proof: Let N « n) be the number of negative eigenvalues of H and let {~kHn be a complete Lcanonical set of eigenvectors satisfying Eqs. (15) and 12, 1116 (1971) . E. M. Barston, J. Math. Phys. 8,523 (1967) . 3 E. M. Barston, J. Math. Phys. 8,1886 (1967) . and therefore either 0 E Q+ or 0 E Q_, but 0 cannot be in both. If 0 E Q+ ,then we conclude from Theorem 4 (with J + M = n -N) that w n + N + 1 < 0:::: w n -N , while if 0 E Q_, Theorem 4 implies that wn+N+l :::: 0 < w n -N • Thus, in any case, wn+N+l < w n -N • Let r be the greatest integer:::: n such that w r > wn+N+l' and let u be the least integer ~ n + 1 such that Wu < w r • Then n -N:::: r:::: n, n + 1 :::: u :::: n + N + 1, w k < Wu for r + 1 :::: k :::: n, and w k > wr for n + 1 :::: k :::: u -1. Let Wu < p < w r ' and define P 1 (x):= x -p. Then P 1 (WJYk > where J is the nearest-neighbor exchange constant, Si is the spin operator of an atom located at the lattice site labeled i, g is the gyro magnetic ratio, /J. the Bohr magneton, H the z-directed external magnetic field, and 5 z ; is the z component Df Si' The first term in the Hamiltonian represents the exchange energy and the summation is taken over all nearest-neighbor pairs of atoms, denoted (ij);the sum in the second term is over all atoms and is the Zeeman energy of the system. The Heisenberg Hamiltonian linear in S; 0 S. which arises from a consideration of the Coulomb interaction together with the Pauli principle is in fact only the lowest-order significant term in a perturbation expansion which when carried further leads to terms nonlinear in Si 0 Sj' l In order to study the properties of systems containing nonlinear terms In(SiOSj)n, in the Hamiltonian, the Schrodinger exchange operator has been used to form an interaction Hamiltonian for a nearest-neighbor model of ferromagnetism,2,3 N JC = -JI; ~j -g/J.HI;5 zi '
Here ~j is the Schrodinger exchange operator and is a polynomial of degree 25 in Si oSj: 
The coefficients An are determined from the property that Pi· exchanges, or permutes, the spin coordinates of two Jatoms labeled i and j:
or P ij I m)i I m')j = I m'\ I m)j
where O(i,j) is any operator which contains the spin operators of atoms i and j and I m)i and I rt/:;j are eigenstates of S zi and S zj , respectively. SchrMinger4 has explicitly shown that A3 =~, 
where Z is the partition function, {3 = (kB T)-l, kB is Boltzmann's constant,(JCn) = trJCn/trI, and I is the unit matrix. Related thermodynamic functions can then be expressed as ascending series in powers of l/T by evaluating the leading coefficients in the series for various crystal lattices. The first few terms of these series provide a good approximation to each thermodynamic quantity at high temperatures. Furthermore, extrapolations from such truncated expansion series are considered to be the most powerful theoretical approach yet developed for obtaining estimates of the various critical parameters.
B. Zero-Field Partition Function and Related Thermodynamic Functions
Since the various thermodynamic functions are re- lated to the partition function by in Z ,it is convenient to express the partition function in the form InZ. Moreover, since InZ is an extensive quantity, considerable simplification can be made in the derivation of high temperature series by means of the cluster expansion method, as will be discussed in the next section. We introduce the following convenient notations:
for the exchange interaction model, (10) = 2 Es.·s.,
for the Heisenberg model,
For a system which consists of N particles of spin S, trI =: yN. In zero external field, .
from which it follows on expanding the logarithm 
The summation is taken over all partitions of the integer n, namely, all sets of positive integers (a11 a2' 
;:
It is easy to show that the coefficients a n satisfy the recursion relation 
where c is the cyclomatic number, R. the number of lines, and p the number of points in a graph. In general, if we denote the number of connected components in a graph by n, then
A connected graph is said to be closed if any point in the graph has at least two lines connected to it. Otherwise, it is said to be open. Fig. 1 . The first term on the right-hand side is of second order while the others are of first order in the lattice constants of connected graphs. In general, lattice constants of disconnected graphs having n connected components will consist of terms from the first order to the nth order in lattice constants of connected graphs.
C. New Derivation of the Cluster Expansions
Let ¢( g) be any quantity associated with the graph g. ¢ is said to be extensive if, for any graphs g .. and g;, having no points in common,
that is, the quantity ¢ of two graphs considered together is the sum of the quantities of the two graphs considered separately. The number of lines and the number of pOints in a graph are obviously extensive.
(gi G) is also an extensive quantity of e, i.e., 
We then have a set of linear equations
If the graphs are labeled in the graph dictionary order such that (31)
where li and lj are the numbers of lines of graphs gi and 1Jj, respectively, it is then obvious that
== 1, for j == i. In writing a permutation as the product of cycles, cycles of order 1 need not be mentioned. Furthermore, the sequence of appearance of the cycles as well as the first symbol in each cycle is arbitrary.
Define a matrix
Cycles having no symbols in common are said to be independent. A cycle of order 2 is called an interchange. Any cycle of higher order can be expressed as a product of interchanges (having symbols in common). For example,
Permutations which are products of an even number of interchanges are called even permutations. and
Equations (41) and (42) Below we summarize some group theoretic results which will be useful in deriving high temperature series for the present Hamiltonian.
For the irreducible representations II and II' , we have the orthogonality relations
where hk is the order of the class k, h == N! is the order of SN' and the summations:0 k and ~v are taken over all classes k and all irreducible representations v, respectively.
Let per) be any matrix representation of an element P in SN' p(r> can be resolved into a direct sum of nv number of J) irreducible representations, i.e., the matrix p(r> now takes the form of a series of blocks, the irreducible representations, placed along the principal diagonal, which can be written as
For two irreducible representations labeled by a pair of conjugate partitions J) and ii, we have
with the plus sign applying for even classes and the minus Sign for odd classes of permutations.
If we sum the matrices of an irreducible representation v for all elements of a class k, we obtain a mUltiple of the unit matrix:
where xr~ is the matrix dimension of the irreducible representation v.
Using these equations, we now prove several useful new theorems.
B. New Theorems
Theorem 2: URis any matrix which commutes with all elements of SN in a matrix representation r, 
Equation (51) and hence Eq. (50) then follow. Proof: Since a product of n odd permutations is an even permutation if n is an even number and is an odd permutation if n is odd, Eq. In this section we restrict our attention to this representation. Unless otherwise specified, matrix representation of operators will be in this representation. We first prove the following results: where
'"
Let us express any element in SN' say P, as a product of independent cycles:
P may be considered as a direct product of each cycle,
By the trace property of the direct product,
it follows from Eqs. (54) The occurrence factor of a diagram on a lattice has the same meaning as the lattice constant of a graph. The only difference is that for graphs we speak of diagrams which have at most one line connecting a pair of pOints. Some typical examples of the relation between the occurrence factors of diagrams and lattice constants of graphs are shown in Fig.2 . As mentioned in Sec. III, lattice constants of disconnected graphs can be expressed in terms of lattice constants of connected graphs. Let Ajl{> signify that part of q, which is of ith order in the lattice constants of connected graphs. We can then write
As shown in the section on the cluster expansion method, Eq. (35), any extensive quantity, such as In 2; or X is of first order in lattice constants of connected graphs. Hence by Eq. 
Those parts of higher order in lattice constants of connected graphs will cancel exactly when transformed from Z to In Z. Comparing Eqs. (14) and (69), we have
In the limit N -7 00, lattice constants of connected graphs will be directly proportional to N. Al then means nothing more than "the part proportional to N."
C. Low-Field Susceptibility
When a finite external magnetic field is applied, the partition function can be written in the form
n=l n.
Since (p and Q commute and «(jlnQ) = 0, it is easy to show that
For n = 0, (Q2) = NX/3. Comparing Eqs. (24) and (72) yields
The situation in calculating «(pnQ2) is similar to that involved in «(pn). We again have a correspondence between terms lIP .. produced on expanding (pn and diagrams of n lines ori the lattice, but now, besides the n lines, a diagram will contain two crosses. These are denoted +, and are placed on those sites from which we have extracted terms like SZjSZj from Q2. When two crosses COincide, we speak of a double cross, denoted *. 
D.
Since (Sz') :::: 0 and (S~) = X/3, by the trace property of the di~ect product, we immediately find that dia- 
Therefore, including all five kinds of diagrams, with occurrence factor [D] , the weighting factor of the dia-
Hence 
and (78) where ~i sums over all connected graphs gi' We then prove the following:
Proof: This is obvious since those diagrams with occurrence factor containing [gi] must have ti lines or more, and they contribute to en and an for n ~ t i .
Theorem 5: H we define cycles of diagrams similar to those for graphs presented in Sec. III, then for diagrams containing n lines and c independent cycles their contributions to en and an contain terms y-n+2k, where k ranges from 0 to c, but 2k ~n.
Proof: As mentioned in Sec. IV, for any group element P, (f g)P has one more cycle than P if f, g be long to the same cycle in P and has one less than P if f ,g belong to different independent cycles in P.
Assume that the diagram contains P points. The identity element will have P different independent cycles, namely, (1) (2) ... of n factors (ij) occurring in Eqs. (67) and (74) , and multiply successively to the identity element, first, the nth factor, then the (n -l)th factor, etc., and finally the first factor. Since each multiplication either decrease or increase the number of different independent cycles by I, the resultant product will contain P -n + 2k different independent cycles. Here k is the number of times that i,j happen to occur in the same cycle in the product which is to be multiplied by (ij). This can happen only when i,j are joined by paths other than the line ij, or ij must be a line of a cycle. Therefore, k .;; c. Also, the number of independent cycles may not be greater than p, 2k .;; n. Equation (63) says that for any permutation containing t different independent cycles its trace in the (25 + l)P-dimensional matrix representation is A consequence of this theorem is that en (gi) and an (gj) contain terms y-n, y-n +2, ••• , which we can write as en(g) = e~n)(g;>y-n + e~n-2) (gi)y-n+2 + ...
and an(gi) = a~n)(gJy-n + a~n-2)(g.)y-n+2 + ...
+ a~l)(gi)Y-l [or a~O)(gi)]' (81)
Theorem 6:
where c i is the number of independent cycles and 4 is the number of lines in the connected graph gi' Proof: Consider first the case that n = ii' Diagrams of ii lines which have an occurrence factor containing [g J are those which consist of subgraphs of gj , and hence cannot have more cycles than gi' For example,letg i be the connected graph in Fig. 3 . Other diagrams of five lines with occurrence factor containing [gj] are those disconnected graphs shown in the figure. Hence from Theorem 5, Theorem 6 is proved for the case n = ii' When n > ii' we can superpose the additional n -ii lines on gi' Each line superposed on gj is equivalent to forming an additional cycle in the resultant diagram, and the maximum number of independent cycles will be c i + n -ti in some of the n diagrams which have occurrence factors containing [g J. This then completes the proof of Theorem 6. 
VI. CALCULATIONS OF SERIES COEFFlCIENTS

A. Clusters With Up to Seven Sites
From the discussion in Sec. III we know that in order to obtain the high temperature series for general lattices up to the seventh power in K(= J/kBT), we must calculate the corresponding series for clusters having up to seven lines. For computational convenience we group these clusters into two categories, those having up to seven points and those containing eight points. Consider first clusters with up to seven pOints and seven lines. They are labeled in the graph dictionary order such that Eq. (33) is satisfied. 12
To calculate the coefficients in the zero-field partition function and the low-field susceptibility series for finite clusters we make use of Eqs. (15) and (25), in which the quantities tr<pn and tr<pnQ2 for n .; 7 are obtained from Theorem 2 by setting R equal to the unit matrix and Q2, respectively. Now <p(r) in Eq. (50) is a sum of Schrooinger exchange operators which correspond to the lines in each cluster. hk and X<t:) are available in a number of texts which deal specifically with the symmetric group. 
B. Clusters Containing Eight Sites
For clusters with seven lines and eight sites, we can still evaluate the high temperature series following the procedure just described. However, for the symmetriC group of degree eight some of the irreducible representations are of dimension 70 x 70 and the trace calculation on a computer would have been too expensive for us. From Eq. (26) (14) and (24)] for any finite cluster or crystal lattice is in the form of Eqs. (77) and (78) For regular lattices, e.g., body-centered cubic and face-centered cubic lattices with N -t co, the lattice constants of connected graphs are proportional to N, and lattice constants of open graphs can be expressed in terms of the lattice constants of closed graphs and the coordination number of the lattice, We rewrite Eqs. (14) and (24) 
where C = N(g/J.)2X/3k B • Note that the numbers n! do not appear in these expressions and that e 1 has been set equal to zero by adjusting the zero of energy such that the internal energy is equal to zero at infinite temperature, that is, the constant y-l is subtracted from P jj to make JC traceless. The coefficients en and an will be written in the form en = e~n)y-n + e~n-2)y-n+2 + ...
an = a~n) y-n + a~n -2) y-n+2 + .. ,
The various quantities e~m) and a~m) are then given below: 
and 
ao/') = te(a + 1)(0 3 -50 2 + lOa -10) + 6P 3 
Here the P are lattice constants for closed graphs per lattice ~ite and q = 0 + 1 is the coordination number of the lattice. The values P nx and q for various crystal lattices are well known. 8 For convenience, the coeffiCients en for the cubic lattices and for several spin values are shown in Appendix A, and values of un for the cubic lattices and a number of two dimensional lattices are given in Appendix B. It is generally found that, Similarly to the Heisenberg model, 11 the coefficients in these series expansions increase in smoothness as q increase. However, the series coefficients for the present model are much more irregular than those of the Heisenberg model, especially for large values of spin.
VID. CHECKING PROCEDURES
Since there are numerous possibilities for errors to be made in the computations, it is important to be able to check the general expressions for the coefficients e~m) and a~m) before using them to estimate critical parameters. We have considered a large number of finite clusters of eight lines. For these clusters we can calculate the zero-field partition function and the low-field susceptibility series from Eqs. (93) and (94) by substituting the appropriate lattice constants. Comparing the results with those obtained from a direct machine calculation as described in Section VI yields full agreement up to e 7 and (17 in aU cases.
By observing the general expressions for e~m) and a~m) that we obtained [Eqs. (93) and (94)], we see that
These two equations hold for all n and provide an additional check on our results. Equation (96) has been proved in Theorem 8, While Eq. (95) is a necessary consequence of the fact that, for S = 0, InZ = O.
As a final check, we see that When we set S equal to ~ and 1, respectively, our general results for en and an reduce exactly to those obtained previously by Domb and Wood 1S and by Allan and Betts,16 respectively.
IX. ANALYSIS OF SERIES A. Estimates of Curie Temperatures and Critical Indices
The Curie temperature T c and the critical index y for the susceptibility series are defined by (97) or
where lie = J IkB T c' For the face-centered cubic lattice T and y were first estimated by means of the ratio melhod. From Eq. (98) the coefficients an in Eq. (90) have the property that for large n
If we plot the two sets of values ani a n -1 and (ani a n - Equations (103) and (104) For the body-centered cubic lattice and the simple cubic lattice the series coeffiCients are in general too irregular to estimate both K c and y either by ratio tests or by the Pade approximant method. However, within our precision,y seems to be the same for all of the cubic lattices for each S. If the values of y for the body-centered cubic and tHe simple cubic lattices are chosen to be the same as those of the face-centered cubic lattice, then an estimate of Ke from Pade approximants to (x>l/y suggests that for all of the cubic lattices T c can be described to within a few percent by
The estimates of T e for the body-centered cubic and the simple cubic lattices are also contained in Figure  7 .
For the two-dimensional lattices no consistent results could be obtained since the series are erratic and consist of positive and negative terms.
We have also investigated the specific heat series. The scatter in the various Pade approximants is too large to draw any conclusions concerning the critical temperature and the nature of the divergence of the specific heat at T e' Considerably longer series would be needed for this purpose. 
B. Critical Energy and Critical Entropy
for all S with the exception that, for S = ~, (Eoo -Ee)! IN = 1. 60. Here Soo == NkB InY and Eoo = 0 are the entropy and the internal energy, respectively, at infinite temperature. For the body-centered cubic and the simple cubic lattices the convergence of the Pade approximants is in general fairly poor. However, the critical change of the entropy for the body-centered cubic and the simple cubic lattices seem also to vary linearly in y-l and for each spin value it is higher than that for the face-centered cubic lattice by an amount 0.025 and 0.055, respectively.
X. DISCUSSION AND CONCLUSIONS
Since there are 25 linearly independent isotropic interactions (S j os)n[1 '" n '" 2S] for spin S particles, there are other kinds of order parameters 18 ,19 besides ~i SZi' with which phase transitions might be associated. In order to study the possibility of such transitions we shall consider first the following modified Hamiltonian:
and ~ is some (fictitious) external magnetic field. We then define a generalized susceptibility Xn by Since the (dipolar) susceptibility (21) can also be written in the form
it is really necessary to investigate quantities of the form l}i./(Sj os)n)1l for 1 '" n '" 25. However,for both computational and theoretical reasons, we have restricted our attention to the single quantity ~;jPij)Il' Here the prime in the double sum over i and j means that terms for which i = j are to be 
Hence we see that the inclusion of nonlinear terms in the Hamiltonian significantly affects the theoretical estimates of the critical parameters of magnetic systems. where a is the theoretical value of the critical exponent of the specific heat series defined by for T -7 Tt. (118) The fact that T c for the present model is lower than that of the Heisenberg model should be useful in a study of the possibility of a phase transition for the two-dimensional Heisenberg ferromagnet. If we can show that T c > 0 for the two-dimensional exchange interaction model then there will be phase transitions for the two-dimensional Heisenberg model. However, as was previously mentioned, for large spin and/or for small coordination number, the series coefficients for the low-field susceptibility series are irregular and estimates of critical parameters from the high temperature series become quite inaccurate. It is then necessary that even more terms in the high temperature series be obtained. 
INTRODUCTION
It is well known that if a claSSical system can be described by a Lagrangian L, then not only the equations of motion are uniquely determined, but also a symplectiC structure w on the set of all motions M (equivalent to the phase space) of the system. The 2-form w in turn induces a Lie algebra structure, the Poisson bracket, on the set of real valued functions on M (the "observables"). For several reasons it can be argued l that, apart from the equations of motion, this symplectic structure is all that is needed (for the comparison with quantized systems) and it seems considerably more fundamental than the Lagrangian itself. For example, the Lagrangian is not quite unique for given equations of motion and given W, and there are no Galilei or Poincare invariant Lagrangians, but there are symplectic manifolds on which these groups act transitively. Moreover, to find a Lagrangian formulation it is necessary to separate phase space variables into pOSition and momentum variables, a distinction which sometimes-as in the case of a particle with spin-looks slightly artificial.
One purpose of this paper is to illustrate, in the case of a test particle with spin in a curved space-time (a system described for fixed rest mass m and spin magnitude S at a given time t by initial data consisting of three position coordinates xi, the 4-momentum pa, and the 4-spin vector sa, subject to the constraints papa = -m 2 , sasa = 52, and pas" = 0), that it may be easier to guess a suitable form for the symplectic
