We report direct measurement of population dynamics in the excited state manifold of a nitrogenvacancy center in diamond. We quantify the phonon-induced mixing rate and demonstrate that mixing can be completely suppressed at low temperatures. Further, we measure the intersystem crossing (ISC) rate for different excited states and develop a theoretical model that unifies the phonon-induced mixing and ISC mechanisms. We find excellent agreement between our model and experiment, and discuss the model's implications for enhancing the NV center's performance as a room-temperature sensor.
Nitrogen-vacancy (NV) centers in diamond have emerged as a versatile atomlike system, finding diverse applications in metrology and quantum information science at both ambient and cryogenic temperatures. In both temperature regimes, it is crucial to understand the interactions between the NV center's electronic state and vibrations in the diamond lattice. At room temperature, the NV center has broad appeal as a sensor-e.g. for nanoscale, biocompatible thermometry [1] , magnetometry [2] , pressure sensing [3] , and electric field sensing [4] . NV centers also have the potential to serve as quantum registers featuring decoherence-protected quantum gates [5] and second-long coherence times [6] . All of these applications depend critically on a spin-dependent transition into a metastable state, the so-called intersystem crossing (ISC), which enables nonresonant optical initialization and readout of the electronic spin state. Despite theoretical analysis [7] and measurements [7] [8] [9] [10] of the ISC rate, a detailed understanding of the microscopic mechanism remains an open question.
In this Letter, we use spectroscopy and resonant optical manipulation of the NV center to probe the NV center's interaction with phonons in the diamond lattice. The NV center has a spin-triplet, orbital-singlet ground state ( 3 A 2 ) that is coupled optically to a spintriplet, orbital-doublet excited state ( 3 E), as shown in Fig. 1(a) . We investigate the ISC from the 3 E manifold to the spin-singlet states and phonon-mediated population transfer within the 3 E manifold. We first measure phonon-induced population depolarization between |E x and |E y , using the effectively closed three-level system shown in Fig. 1(b) , to characterize phononic coupling to the orbital electronic state. We build on previous such measurements [11, 12] , in which depolarization was not shown to be completely suppressed, by adopting techniques that enable highly coherent excitation of the NV center's optical transitions [13, 14] .
We next measure the fluorescence lifetimes of |A 1 , |A 2 , and |E 1,2 and find that the ISC rates from the three states differ sharply. Based on these experimental , which refer to the polarizations of the phonons, correspond to axial and radial expansion relative to the N-V axis and E-symmetric strain transverse to the N-V axis, respectively [15] .
observations, we develop a model of the ISC mechanism that combines spin-orbit coupling, phonon-induced electronic state transitions, and phonon-mediated lattice relaxation. Using our measured electron-phonon coupling rate as an input, we find excellent quantitative agreement between our model, our experimental results, and previous observations [7] [8] [9] [10] .
In our experiment, we use a 1.0 mm diameter solidimmersion lens (SIL) that is fabricated from bulk elec-tronic grade CVD diamond and cut along the (100) crystal plane [16] . The SIL is mounted in a continuous flow helium cryostat that allows us to vary the temperature from 4.8 K to room temperature. We use a green laser at 532 nm for nonresonant initialization, and two EOMgated tuneable external-cavity diode lasers at 637 nm to apply independent resonant pulses. Using photoluminescence excitation (PLE) spectroscopy, we resolve five of the six dipole-allowed 3 A 2 → 3 E transitions; at low magnetic field and strain [∆ xy = E Ex − E Ey / (2π ) = 3.9 GHz], |E 1 and |E 2 are too close in energy for their transitions from | ± 1 to be resolved.
To measure the mixing rate between |E x and |E y , we measure both the decay rate out of one of the states and the rate of population transfer between the two states. First, we measure the decay rate out of |E x by measuring the timscale τ Rabi on which optical Rabi oscillations between |0 and |E x decohere. We apply resonant 60 ns pulses and record the arrival times of the resulting phonon sideband (PSB) photons, as the rate of spontaneous emission into the PSB is instantaneously proportional to the population in |E x [13, 17] .
For each dataset, we fit τ Rabi from the oscillation decay and extract Γ Rad = 1/τ Rad from the pulse's falling edge, where τ Rad is the radiative lifetime of |E x . From these two values, we extract
the additional decoherence rate of the Rabi oscillations due to processes other than optical decay to |0 [17, 18] . Typical Rabi oscillations and the derived values of Γ Add are shown in Fig. 2(a) . The T 5 scaling of Γ Add indicates that the additional Rabi decoherence is due primarily to two-phonon mixing between |E x and |E y [11, 19] . We infer Γ Add /2π = −0.16 ± 0.47 MHz at 5.8 K, indicating that phonon-induced mixing is frozen out at low temperature. There also exists a one-phonon emission process whose contribution to the mixing rate scales as ∆ 2 xy T [19] . This contribution is negligible in our experiment because of the small density of states for phonons of frequency ∆ xy = 3.9 GHz [20] .
We also measure population transfer between |E x and |E y directly by measuring the depolarization of the emitted zero-phonon line (ZPL) fluorescence. ZPL photons emitted by decay from the |E x and |E y states have orthogonal linear polarizations (labeled x and y). At 5 K and 20 K, we resonantly excite the NV center to |E x and collect fluorescence of x and y polarizations, as shown in Fig. 2(b) . At both temperatures, the emission is x-polarized for small delays, indicating initial decay primarily from |E x . The emission remains x-polarized at 5 K, whereas we observe that emission becomes depolarized at 20 K. Since emission polarization is directly related to excited state population, this is a direct observation of population transfer between |E x and |E y . We compare Background-subtracted fluorescence of x (red) or y (blue) polarization collected after resonant excitation to |Ex . Data were taken at T = 5.0 K (dashed lines) and T = 20 K (solid lines). The fits are simulations to the three-level system depicted in Fig. 1(b) [17] .
the observed population depolarization to simulations of rate equations based on the three-level system depicted in Fig. 1(b) [17] . Using the values of Γ Add given by the fit in Fig. 2(a) , and using our polarization selectivity and the starting time of the mixing/radiative decay dynamics as fit parameters, we find good agreement between the observed and simulated fluorescence depolarization [17] .
We now turn from the 3 E states with m s = 0 (|E x and |E y ) to the states with |m s | = 1 (|A 1 , |A 2 , and |E 1,2 ). From symmetry arguments, one expects |A 1 , |A 2 , and |E 1,2 to exhibit different ISC rates into the spin-singlet states [21] . We probe these population dynamics by exciting the NV center into one of these states and measuring the decay timescale of the resulting PSB fluorescence.
As shown in Fig. 3 , we observe that the |A 1 , |A 2 , 
FIG. 3. Fluorescence decay rates from the
3 E triplet excited states. Fluorescence decay rates are obtained by resonantly exciting the NV center into the selected state and measuring the rate at which fluorescence into the PSB decays. The inset shows the measured PSB fluorescence collected after excitation to |A1 , |A2 , and |E1,2 measured at T ∼ 5 K, normalized to a common peak height and fit to an exponential decay curve. The lifetimes of the |Ex state are extracted from the measurement of Rabi decoherence. The purple and green lines are placed at the mean values of the corresponding data sets.
and |E 1,2 state lifetimes are significantly different at low temperatures, but converge around T 22 K. This convergence indicates that the population is redistributed among |A 1 , |A 2 , and |E 1,2 . As a result, the observed fluorescence decay rate is an average of multiple states' lifetimes. The lifetimes we observe at T ≥ 22 K are consistent with the lifetimes of the m s = 0 and |m s | = 1 states at room temperature [8] , indicating that we have measured the onset of the orbital averaging mechanism that enables the 3 E manifold to be treated as an effective spin-triplet, orbital-singlet system at room temperature [22, 23] . This result is consistent with the measured phonon-induced depolarization between |E x and |E y , which indicates that a similar phononic process is responsible. Further, the temperature-invariance of the |E x lifetime indicates that the depolarization mechanism does not couple |E x with |A 1 , |A 2 , or |E 1,2 , which is consistent with spin conservation.
Assuming the radiative decay rate Γ Rad is the same for all 3 E → 3 A 2 transitions, we attribute the different lifetimes of the 3 E states to state-selective ISC rates [8, 9] . For each data point i shown in Fig. 3 , we can calculate the associated ISC rate
Because the ISC rates from |E x and |E y are negligible compared to the ISC rates from |A 1 , |A 2 , and |E 1,2 [7, 19, 24] , we set Γ Rad = 1/τ Ex , whereτ Ex is the average lifetime of |E x . The derived values of Γ ISC are shown in Fig. 4 (c). Since we have shown that phonon- induced population depolarization between |E x and |E y can be completely suppressed at low temperature, we assume that the mixing between |A 1 , |A 2 , and |E 1,2 is negligible at T ∼ 5 K and that the corresponding values of Γ ISC,A1 , Γ ISC,A2 , and Γ ISC,E1,2 are the ISC rates corresponding to the unmixed states. We note the stark contrast between these three ISC rates; the ISC rate from |A 2 is negligible while the ISC rate from |A 1 is almost exactly double that from |E 1,2 , suggesting a relatively simple picture of the ISC mechanism.
We now present a theoretical analysis of the ISC mechanism based on these experimental observations. We begin with three assumptions: (1) Spin-orbit (SO) coupling is required to flip the electronic spin configuration from triplet to singlet, and phonon emission is required to conserve energy [25] . (2) The ISC process terminates in
, which is SO coupled to |A 1 but not to |E 1,2 [15, 27] . Phonons are therefore required to couple |E 1,2 to |A 1 . (3) A combination of nuclear state projection, which modifies the ISC rate by a Franck-Condon factor, and phonon-mediated lattice relaxation brings the lattice from its 3 E configuration to its | 1 A 1 configuration [28, 29] . The lattice relaxation occurs after the projection, which implies that the electronic state transition and lattice relaxation are sequential processes.
The dependence of the NV center's energy on the nuclear configuration can be modeled by one or more harmonic potentials centered on the equilibrium position corresponding to each electronic state [30, 31] . Each of these harmonic potentials supports a quasi-local phonon mode, which is localized close to the NV center [28, 29] but decays to bulk modes because its frequency is below the Debye frequency [32] . The electronic transition projects the nuclear state from an eigenstate of the 3 E harmonic potential into an eigenstate of the | 1 A 1 harmonic potential, then the lattice quickly relaxes to the ground state of the | 1 A 1 potential through the decay of N quasi-local phonons into bulk modes, as shown schematically in Fig. 4(a) .
From these assumptions and our measurement of the state-dependent ISC rates, we can infer two additional conclusions: (4) Since the lattice relaxation mechanism is insensitive to the choice of initial state within 3 E, the observed state-selectivity of the ISC rate is a result of the electronic state transition. (5) The contrast between the three ISC rates noted above suggests that only a few phonons are involved in the electronic transition.
We consider electronic transition mechanism involving one phonon plus SO coupling. This is the lowest-order process possible, and we will see that its state selectivity agrees well with the observed ISC rates. The phononic and SO matrix elements that are relevant to this process are depicted in Fig. 1(c) . There are three distinct phonon-SO sequences that couple |A 1 to | 1 A 1 , one that couples |E 1,2 , and none that couple |A 2 . We neglect decay paths that use the | 1 E 1,2 states as intermediate states, since a combination of the large detuning and decoherence due to nuclear configuration overlaps should make this contribution negligibly small [19] .
We use Fermi's golden rule to calculate the one-phonon ISC rates explicitly [19] . The transverse spin-orbit coupling rate is λ ⊥ /2π = 7.1 GHz (from simulations) [15] and the electron-phonon coupling rate λ p,k is given by the standard deformation potential λ p,k ∝ √ ω k [33] . The phonon density of states is described by DOS ∝ ω 2 β (ω), where β (ω) accounts for nonlinear phonon dispersion. The total phonon spectral density is then
where we extract the value η = (3.6 ± 0.5) × 10 −9 GHz −2 from our measurement of the |E x − |E y mixing rate.
Performing this calculation for all initial states, we find
where | N1 A1 |0 3 E | 2 is the Franck-Condon factor determined by the overlap between initial and final nuclear configuration states. Here, ∆ is the energy spacing between the ground state of the 3 E harmonic oscillator and the N th state of the | 1 A 1 harmonic oscillator, so ∆ sets the frequency of the phonon involved in the electronic state transition. The observed 2:1:0 ratio of the ISC rates can be read directly from Eq. 4.
We calculate the ISC rates due to two-phonon processes, and find that, for |A 1 and |E 1,2 , they represent contributions of between 2 and 8% to the total rates [19] . Further, we find that the two phonon rates obey the ratios Γ ISC,E1,2 ∼ 0.1. Thus, the ISC rates due to higher-order processes are both significantly smaller and less state-selective than those due to the one-phonon process.
We solve for ∆ as a function of N by setting the sum of the calculated one-and two-phonon contributions to Γ ISC,E1,2 equal to the inferred value shown in Fig. 4(a) . This result is shown in Fig. 4(b) . We find that ∆ is confined to a narrow range of frequencies near the upper end of the phonon band, but our data does not place a strong constraint on N . Since the energy splitting between the 3 E manifold and | 1 A 1 is given by ∆ + N ω1 A1 , we can only cite a value for this splitting modulo ω1 A1 . Nonetheless, we have approximately identified the frequency ∆ of the phonon mode that determines the ISC rate. We scale our model up to higher temperatures [19] and find that it is consistent with published lifetimes of the m s = 0 and |m s | = 1 3 E states at temperatures between 295 K and 600 K [8] [9] [10] .
We have elucidated, both experimentally and theoretically, the roles that electron-phonon interactions play in NV center dynamics. Further exploration of either of the phonon roles addressed in this Letter may yield intriguing applications. Resonant electron-phonon coupling in the 3 E manifold could be used to optically cool a high-Q diamond resonator [34, 35] close to the vibrational ground state [36] . Such efforts would complement the growing interest in using electron-phonon coupling in the 3 A 2 states to manipulate the electron spin [37, 38] or to generate spin-squeezed states of NV ensembles [39] . Further, our understanding of the ISC mechanism may enable efforts to engineer the ISC rate by, for example, applying a large static strain to shift the 3 E − | 1 A 1 energy spacing [3] . Such an advance would provide an across-the-board enhancement to the spin initialization and readout techniques on which room-temperature NV center applications depend.
The authors would like to thank J. Maze S1 . The pulse sequence used to measure optical Rabi decoherence. In the first stage, we initialize the NV center into the negatively charged state and |0 electronic state with nonresonant excitation at 532 nm, then we apply resonant excitation with reduced intensity/duty cycle to determine whether the NV center's transitions are on resonance. The first stage is repeated until the number of photons collected during the preselection period surpasses a specified threshold. In the second stage, we strongly excite the |0 − |Ex transition ten times before repumping on the | ± 1 − |A1 transition. Every few minutes during the experiment, we compensate for slow drifts by measuring the PSB fluorescence during the periods shown in grey: we weakly excite the |0 − |Ex transition to tune the excitation laser precisely, we excite the | ± 1 − |A1 transition to tune the repump laser, and we count the photons emitted during nonresonant initialization to steer our optical path to track the NV center's position.
To measure the decoherence of optical Rabi oscillations, we apply the pulse sequence shown in Fig. S1 . The application of green light initializes the NV center to the negatively charged state by ionizing local charge traps in the diamond [1] , which shifts the local electric field and, through the DC Stark effect, induces spectral diffusion of the NV center's optical transitions. We negate this spectral diffusion with a preselection stage that tests whether the NV center's transitions are resonant with the excitation lasers [2] . During the strong excitation pulse, we measure the detection times of photons in the phonon sideband (PSB) relative to the pulse beginning. The spontaneous emission rate into the PSB is instantaneously proportional to the population in |E x , enabling us to measure directly the decoherence of Rabi oscillations and decay via spontaneous emission after the end of the pulse. We repeat this procedure at many temperatures between 5.8 K and 24 K. Typical results for three temperatures are shown in Fig.  2(a) .
As described in the main text, we extract Γ Add , the additional decoherence rate of the Rabi oscillations due to processes other than spontaneous emission to |0 , from each experiment iteration. We fit the extracted values of Γ Add
to extract the fit constant values
where the uncertainties are the 95% confidence interval bounds on the fit parameters. We also conducted this experiment repeatedly at 5.8 K to measure Γ Add = −0.16 ± 0.47 MHz, where the uncertainty is given by the standard deviation of the extracted Γ Add values. In order to extract the phonon-induced mixing rate from the Rabi decoherence data, we must understand how the various rates factor into the Rabi decoherence timescale. To that end, we solve the master equation in Lindblad form for the three level system shown in Fig. S2 . For the sake of generality, we label the two mixing rates and the two radiative decay rates separately according to the initial states of the respective processes.
II. RABI DECOHERENCE ANALYSIS
We find that the emitted fluorescence (∝ ρ xx + ρ yy ) oscillates within an envelope given by
where the exponential timescales are
and
and the coefficients are
Mix + 2Γ 
Because |E x and |E y are separated by 3.9 GHz ≪ k B T /2π , we assume that Γ
Mix , which sets an upper limit of A ≤ 1 3 . We therefore neglect the term of g (t) that decays on a timescale of τ 2 and we set the measured Rabi oscillation decoherence timescale equal to τ Rabi . We rearrange Eq. S4 to find
which is reproduced with Γ Mix → 0, then we recover the standard result [3] 
III. FLUORESCENCE DEPOLARIZATION MEASUREMENT
ZPL photons emitted by decay from the |E x and |E y states have orthogonal linear polarizations when their k vectors are aligned parallel to the N-V axis. Therefore, we can use a polarizer in the collection path to preferentially collect fluorescence from either transition while suppressing fluorescence from the other. This technique enables us to use depolarization of the NV center fluorescence to measure depolarization of the electronic state population.
Our polarization selectivity, however, is not perfect. Because the N-V axis lies along the [111] crystallographic axis but we collect fluorescence emitted primarily along the [100] axis, the two polarizations are not perfectly orthogonal in the lab frame. Additionally, dichroic filters in the optical path substantially rotate polarizations that are not aligned either vertically or horizontally. As a result, there is no perfect set of polarization settings for the experiment. Instead, we must balance our simultaneous needs to suppress fluorescence from the undesired transition, collect fluorescence from the desired transition efficiently, suppress reflections of the strong excitation pulse, and excite the |0 → |E x transition efficiently.
We apply a pulse sequence similar to that shown in S1, except that we now record the arrival times of photons emitted into the ZPL instead of the PSB. Also, we now apply a short (∼ 2 ns FWHM) pulse to excite the NV center efficiently into the |E x state instead of applying a a long (60 ns) pulse to observe multiple Rabi oscillations. We perform this procedure twice, with the collection optics set to collect the fluorescence from either |E x or |E y . We also repeat this procedure in both configurations with the green reionization pulse disabled in order to measure the background due to pulse reflections, ambient light, and APD dark counts. We reject photons collected before 3.3 ns after the end of the excitation pulse to further remove effects due to pulse reflections, as shown in the inset to Fig.  S3 .
IV. FLUORESCENCE DEPOLARIZATION ANALYSIS
We would like to test whether the Rabi decoherence and fluorescence polarization measurements give a consistent picture of state depolarization. We will take the values of Γ Mix that we extract from the Rabi decoherence data and use them to simulate the fluorescence depolarization. For the sake of simplicity, we restrict our analysis to after the . The fits are simulations to the three-level system described below. The inset, which shares a common t = 0 ns point with the main graph, shows the x-polarized photons collected with (solid) and without (dashed) the green reionization pulse. We reject all photons collected in the first 3.3 ns after the end of the reflected excitation pulse, as indicated by the shaded region beginning at t = 0 ns. We indicate the starting point t0 of the mixing/radiative decay dynamics (with 95% confidence bounds), as predicted by fitting the fluorescence data to the three-level model described in the text.
excitation pulse and we ignore mixing dynamics during the pulse. Therefore, we assume that the NV has efficiently been excited into |E x and there is initially no population in |E y . We consider a three-level system: the bright state |B corresponds to |E x , the dark state |D corresponds to |E y , and the ground state |G corresponds to |0 . We solve the population rate equationṡ
where Γ Rad is the radiative decay rate from both |B and |D to the ground state and Γ Mix is the mixing rate between |B and |D , with the initial conditions ρ B (0) = 1, ρ D (0) = 0 to find
(S12)
To fit the observed fluorescence, we need to account for the imperfect polarization selectivity. We fit the fluorescence data shown in Fig. S3 toρ
where ǫ is the error in our polarization selectivity. We extract the mixing rates Γ Rad (5.0 K) = 2π × 0.5 MHz and Γ Rad (5 K) = 2π × 18.5 MHz from the fit to the Rabi decoherence data described in section I. We fit all four data sets simultaneous, using these two values of Γ Rad and a common set of fit parameters, finding A = 0.92 ± 0.06 t 0 = −3.8 ± 0.8 ns (S14) ǫ = 8 ± 2%.
We find excellent agreement between the simulation fit and our data. The polarization selectivity of 1 − ǫ = 92% is roughly consistent with our expectations of the collection path's performance. The nonnegligible value of ǫ reflects the necessary tradeoffs inherent our choice of polarization settings, as discussed in the previous section.
The value of t 0 is also consistent with our expectations. Our simplified model of an undriven three-level system subject only to radiative decay and nonradiative population transfer is necessarily valid only after the end of the excitation pulse. The value of t 0 extracted from the fit places t 0 near the end of the excitation pulse's falling edge, as shown in the inset to Fig. S3 . Essentially, the simulation, when extrapolated backward toward the excitation pulse, picks out the time that marks the beginning of the underlying model's validity. A more precise statement would require a model that incorporates the resonant driving dynamics that occur during the excitation pulse as well as the nonnegligible (∼ 2 ns) width of the pulse's falling edge, which is beyond the scope of this analysis. The success of the simplified model, however, provides strong evidence that the Rabi decoherence and fluorescence polarization measurements give a consistent picture of state depolarization.
V. EXCITED STATE LIFETIME MEASUREMENT
To measure the lifetimes of |A 1 , |A 2 , and |E 1,2 , we again employ an experimental procedure similar to that depicted in Fig. S1 . In this case, however, the primary excitation laser, labeled "E x " in the figure, is tuned to the transition between ±1 and one of the 3 E states listed. We apply a short excitation pulse, as in the fluorescence depolarization measurement. We repump on the |0 → |E y transition for 10 µs to repopulate the | ± 1 states; we repump for a longer time because the |E y transition is more closed than the |A 1 transition previously used to repump to the correct spin state. We perform this procedure at several temperatures between 5 K and 26 K.
