ICHIHARA•õa), Member, Tomoyuki SAIKI•õ*, Nonmember, and Tomoo INOUE•õb), Member SUMMARY Test compression/decompression scheme for reducing the test application time and memory requirement of an LSI tester has been proposed. In the scheme, the employed coding algorithms are tailored to a given test data, so that the tailored coding algorithm can highly compress the test data. However, these methods have some drawbacks, e.g., the coding algorithm is ineffective in extra test data except for the given test data. In this paper, we introduce an embedded decompressor that is re configurable according to coding algorithms and given test data. Its reconfigurability can overcome the drawbacks of conventional decompressors with keeping high compression ratio. Moreover, we propose an architecture of reconfigurable decompressors for four variable-length codings. In the proposed architecture, the common functions for four codings are implemented as fixed (or non-reconfigurable) components so as to reduce the configuration data, which is stored on an ATE and sent to a CUT. Experimental results show that (1) the configuration data size becomes reasonably small by reducing the configuration part of the decompressor, (2) the reconfigurable decompressor is effective for SoC testing in respect of the test data size, and (3) it can achieve an optimal compression of test data by Huffman coding.
Introduction
As the size and complexity of LSI circuits increase, the size of test data for the circuits also increases. The increase in the test data size requires a larger storage and the longer time for LSI testing. Compression/decompression scheme of test data has been proposed to overcome this problem [1]- [6] . The scheme is shown in Fig. 1 . In this scheme, a given test input data T is compressed into T' by a data compression algorithm and stored in an LSI tester (ATE) storage. While a circuit-under-test (CUT) on a chip is tested, the compressed test input data T' is transported to a decompressor on the chip, and then it is restored to T, and given to the CUT. Note that, like the previous test input compression methods [1]-[6], we do not treat test responses in this paper. We assume that test responses from the CUT is also compressed by response compression techniques, e.g., MISR, [7] - [9] .
Test input compression methods [1]- [6] are based on some data compression algorithms, e.g., Huffman coding [1], [2] , Run-length coding [3] , Golomb coding [4] , FDR coding [5] , VIHC coding [6] , and so on. In these test compression methods, the employed coding algorithms are tailored for a given test data. For example, in [1] , [2] and [6] , Huffman codewords used for test compression are constructed according to the frequency of block-patterns in a given test data. In [4] , the authors suggested suitably selecting the value of a parameter (group size) of Golomb coding according to the distribution of the length of successive Os in a test data.
Although this tailoring of the coding algorithm can achieve high compression of a given test data, it involves two drawbacks. One is that the coding algorithm and the corresponding decompressor must be designed after test generation, which is performed downstream of the design flow. This drawback makes the design flow lose its flexibility, so that it may lengthen the period of designing LSIs. For example, let us consider that we design a decompressor after test generation and synthesize it with the CUT. In this phase, if we cannot satisfy some of design constraints, we have to return to an upstream design phase before synthesizing the CUT.
The other drawback is that, since a decompressor is designed for a particular test data, it may not be adapted to an extra test data but the particular test data, i.e., the extra test data cannot be applied to the CUT, or it may be hardly compressed even if it can be applied.
In this paper, to overcome these drawbacks, we propose a reconfigurable embedded decompressor. The reconfigurable embedded decompressor can switch its decoding algorithm according to a test data applied to the decompressor in the test application phase. Hence, in design phase of a chip, the embedded decompressor can be designed independent of the CUT and their test data, that is, the first drawback is overcome. Moreover, since the proposed decompressor can reconfigure itself so as to achieve high compression of a given test data, the latter drawback can be also removed. When the decompressor is reconfigured, it is necessary that a configuration data, which determines the decoding algorithm of the decompressor, is sent from an ATE to the decompressor. Hence, a test data includes the configuration data in addition to an compressed test input data. To bring out the merit of the reconfigurable decompressor, the reduction in the configuration data is important. Therefore, we attempt to decrease the configuration data by minimizing the reconfigured part of the reconfigurable decompressor. We show an architecture of a reconfigurable embedded decompressor for four variable-length codings (Huffman, Golomb, FDR and VIHC), and then concretely discuss a common reconfigured part, which is needed by all the four codings, of the decompressor.
The remaining of this paper is organized as follows. Section 2 considers a scheme of a reconfigurable embedded decompressor. Section 3 introduces two major variablelength codings Huffman and Golomb codings. Section 4 proposes an architecture of a reconfigurable embedded decompressor for the four variable-length codings, and discusses the division between a reconfigurable part and a fixed (non-reconfigurable) part of the decompressor for the reduction in the configuration data to be sent from an ATE. Section 5 reports experimental results using the proposed reconfigurable decompressor. Section 6 concludes this paper.
Scheme of Reconfigurable Embedded Decompressor
In this section, we show the scheme of test data decompression using a reconfigurable embedded decompressor. The basic functions required for an embedded decompressor are to receive a test data compressed from an ATE and to decompress it and to supply the decompressed test data to CUTs. The reconfigurable embedded decompressor can change its internal operation by receiving configuration data from the ATE prior to the test application phase. Therefore, test data compressed by various coding algorithms can be decompressed by the decompressor.
The decompressor has three operation modes: configuration, decompression and direct. In mode configuration, as a preprocess of testing, a decompressor receives configuration data from the ATE, and reconfigures itself. Modes decompression and direct are for testing. In mode decompression, the decompressor receives a compressed test data and decompresses it according to the decoding function implemented by the configuration, while, in mode direct, it receives a test data and outputs it directly, i.e., the test data passed through the decompressor. This mode is for apply- ing an uncompressed test data to CUTS. The block diagram of the reconfigurable embedded decompressor is shown in Fig. 2 (a). Signal input is an input of a decompressor for receiving test data. Signal mode directs to the decompressor which mode is selected. Signal feedback is a feedback signal from a decompressor to an ATE, which indicates whether a decompressor can receive data. When the feedback signal is enable, the decompressor is ready to receive test data and the mode selection codes. Note that the ATE does not use this signal for retrieving test responses. Signal test data is for the decompressed test data which is supplied to the CUT. An input sequence of test data to the decompressor is shown in Fig. 2 (b) . A decompressor is first reconfigured to a decompressor for a desirable coding algorithm (e.g. Huffman coding) by means of receiving a configuration data (CD1), and then the decompressor receives the compressed test data corresponding to CD1 and decompresses it. Next, since the decompressor receives an uncompressed test data, it outputs without decompression as the direct mode. Finally, it is reconfigured to a decompressor for another coding algorithm (e.g. Golomb coding) by means of receiving a configuration data (CD2), and receives a test data decompressed by the coding algorithm.
Here, let us show the impact of our reconfigurable decompressors in an application to SoC testing. Fig. 3 shows an example of using the model of reconfigurable embedded decompressor for SoC testing. In conventional test data compression/decompression for SoC testing, in order to obtain a high compression ratio, an optimal coding algorithm must be applied to the test data for each core, and accordingly its own decompressor must be designed. In contrast, our reconfigurable decompressor can decode the test data compressed optimally for each core, as shown in Fig. 3 (a) . Figure 3 (b) shows an input sequence for testing two cores 1 and 2 serially. Note that a reconfigurable embedded decompressor can switch the coding algorithms used for decompression during test application as shown in Fig. 3 (b) . In this way, the reconfigurable embedded decompressor can be shared with several cores, and thus the area overhead of the proposed decompressor will be smaller than the area overhead required for several decompressors in the conventional test data compression/decompression scheme, even though the proposed decompressor possesses a reconfigurable part. Detailed discussion on the area overhead of the proposed decompressor will appear in in Sect. 4.
Test Compression/Decompression Using VariableLength Codes
This section describes test data compression/decompression methods using variable-length codings. In general, variable-length codings can obtain high compression ratio. Here we introduce two methods of test data compression and decompression by Huffman coding [1], [2] , and Golomb coding [4] , which are variable-length codings. Note that each coding has distinct characteristics. Huffman coding can achieve high compression of test data whose entropy is low, i.e., some distinct block patterns appear frequently in the test data, while Golomb coding works effectively for test data including long sequences (or runs) of zero or one. Table 1 shows an example of two codings. The given test data is 32 bits in size. The test data is encoded into eight codewords by Huffman coding, while it is encoded into six codewords by Golomb coding.
Huffman
To encode a given test data using Huffman coding, first, the test data is divided into n-bit blocks, where n is a given block size, and the frequency of occurrence of each block pattern is counted. Each block pattern is represented by a binary codeword. Table 2 shows the frequency of occurrence of the block patterns and its codeword for the test data shown in Table 1 . The test data is compressed by mapping a Table 1 Example of codings. high (low) frequency block pattern into a short (long) codeword. For example, when the given test data of Table 1 is  encoded using the Huffman codes of Table 2 , the data size is compressed into 14 bits from 32 bits. In this case the compression ratio R=14/32 43.8%. Figure 4 shows a block diagram of a Huffman decompressor. The decompressor consists of an FSM (finite state machine) which decodes a codeword into the corresponding block pattern, and a serializer which scans out into a single internal scan chain of a CUT. Figure 5 shows a state diagram of the decoder designed for the Huffman code in Table 2 . State S 0 is a initial state. Signal input is a serial input from a tester channel. Signal data expresses n-bit block patterns and signal valid notifies whether a block pattern on signal data is prepared.
Golomb Coding [4] Golomb coding is a kind of run-length coding, which is based on the length of 0-runs in a test data. A run consists of successive Os followed by a single 1, the length of a run is the number of Os. Golomb coding has group size as a pa- rameter. A codeword is divided into prefix and tail. Table 3 shows Golomb codes whose group size is four. The prefix identifies each group to which the run belongs according to the number of is. The tail is fixed in length and identifies a member within the group. A run-length of the codeword is obtained by adding the numbers which the prefix and tail express [4] . Figure 6 shows a block diagram of a decompressor for Golomb coding. The decompressor consists of an FSM and a serializer, as well as Huffman coding. The FSM decodes a received codeword into the corresponding run according to the rule of Golomb coding, as shown in Table 3 , and then send to the serializer the decoded run with its length via signals data and length. Signal valid becomes one if the both signals are valid. Fig. 7 shows a state diagram of the FSM.
The serializer receives a decoded run with its length, and then serially shifts the decoded run out. The group size, i.e., the number of members in each group, denotes the maximum length of 0-runs received by the serializer at a time, and hence the size of the serializer should be larger than the group size.
Reconfigurable Embedded Decompressor Architecture
In this section, we consider an architecture of reconfigurable embedded decompressors. The architecture employs not only Huffman and Golomb codings, as explained in Sect. 3, but also FDR [5] and VIHC [6] codings, which are variablelength codings based on run-length, like Golomb coding. When the decompressor is reconfigured, a configuration data, which determines the decoding algorithm of the decompressor, is sent from an ATE to the decompressor. Hence, a test data includes the configuration data in addition to a compressed test input data. To bring out the merit of the reconfigurable decompressor, the decrease in the configuration data is important. The function of a decompressor is divided into two sub functions: one depends on coding algorithms while the other does not. In order to reduce Table 4 Mode assignment.
the configuration data, hence, it is desirable that the functions independent of coding algorithms are implemented as common fixed components, i.e., not reconfigurable, while the function dependent on each coding algorithm is implemented as reconfigurable components.
A decompressor for variable-length codings necessarily includes an FSM to control itself, although the function of the FSM differs among the decoding algorithms. Therefore, in our architecture, a reconfigurable FSM is implemented as a common reconfigurable component and other parts, e.g., serializer, are implemented as a fixed component.
The common reconfigurable component is called Identifier and the fixed component is called Generator after [6] . The proposed reconfigurable embedded decompressor architecture is shown in Fig. 8 .
The three modes, configuration, decompression, and direct, are switched by 2-bit signal model and mode2. The assignment of the signals for each mode is shown in Table 4. When the value of signal model is zero, signal data is directly applied into the CUT, and it goes into the Identifier when the value is 1. Signal mode2 notifies the Identifier the content of signal data. When the value of signal mode2 is zero, signal data is for a configuration data, and then the value is one, data is for a test data.
The CUT receives its test data through signal generator output, and the CUT clock becomes valid only when signal output valid is high or signal model is low.
The details of the Identifier and the Generator as follows.
Identifier The Identifier achieves the FSM composed of decompressors as shown in Figs. 5 and 7, and it can be reconfigured. Therefore, it should be a reconfigurable device which specializes in description of FSMs. The Identifier works when signal model is one. It is reconfigured when signal mode2 is zero, and it decompresses test data when the signal is one.
Generator The Generator is a fixed part and can be used in common. The block diagram of the Generator is shown in Fig. 9 . The Generator consists of a controller (Generator-FSM), two counters (p-counter and c-counter) and a shift-register. It has eight inputs from the Identifier, two outputs to the Identifier and two outputs to the CUT. The basic operation of the Generator is that the value memorized in shift-register is shifted out by the number corresponding to the value memorized in c-counter. The details are as follows. First, a value is set to c-counter serially or parallel via length by the Identifier when signal set is enabled. When signal s/p select denotes serial (parallel), the value is set serially (in parallel). Next, when signal valid is enabled, Generator-FSM makes input signal data read into shift-register, and sends signal dec to c-counter. Signal dec decrements c-counter until the value of c-counter becomes zero. When c-counter reaches zero, signal res is sent to Generator-FSM. Generator-FSM makes the value of shift-register shift out to the signal generator output until it receives signal res. Note that the value is shifted out only when signal output select selects the output of shift-register; the other selections, fixed zero and one, are used for FDR coding. The state diagram of Generator-FSM which performs the above operation is shown in Fig. 10 .
In the case where the Identifier is used for Huffman coding and Golomb coding, c-counter memorizes the block size for Huffman coding, and the length of 0-runs for Golomb coding, while shift-register memorizes the blocks patterns for Huffman coding, and the 0-run for Golomb coding. Note that input signals data, valid and length of the Identifier are corresponding to the signals in the state di- VIHC coding is a coding algorithm combining Huffman coding and Run-length coding. Therefore , the operation of the Identifier for VIHC coding is the same as that for Golomb, i.e., the shift-register and c-counter memorize a 0-run and its length, respectively.
FDR coding is a kind of run-length coding , and is similar to Golomb coding. However, the operation of the Identifier for FDR coding is not similar to that for Golomb coding. In the case where FDR coding is used, 0-runs are constructed by controlling signal output select of the multiplexer of the Generator from the Identifier, i.e., selecting the fixed one and zero appropriately. The c-counter and pcounter are used for memorizing the length of the prefix and tail of FDR codewords. The shift-register is not used in this case. that the proposed architecture reduces the size of the configuration data. We can also see that FDR coding can greatly reduce the configuration data size. This is because the main decoding functions for FDR coding, is achieved by the Generator, and they are larger than the circuits achieved by the Identifier.
Application to SoC Testing
Next, since the proposed reconfigurable embedded decompressor can change its coding algorithm during test application, we attempted to use the reconfigurability in order to improve a compression ratio in SoC testing. In the experiment, we suppose that circuits b15 and b21.1 are cores on an SoC. We employed Huffman and FDR codings, and compared the following two cases. A conventional case is that a Huffman (FDR) decompressor is used for decompressing test data, encoded by Huffman (FDR) coding, for both cores. The proposed case is that a reconfigurable decompressor is used, and the decoding algorithm is switched between Huff man and FDR codings according to the encoding algorithm of the applied test data. Table 6 shows comparisons between two cases. In Table 6 , we show the size of given test data TD and Table 5 Comparisons on configuration data size (b14).
•õ block size (Huffman), group size (Golomb, VIHC) Note that R2 depends on con f igsize because the test data includes the configuration data in the proposed method. From the table, b15 obtains a high compression ratio with FDR coding, while b21.1 obtains a high compression ratio with Huffman coding. Therefore, in the proposed case, the reconfigurable embedded decompressor selects FDR coding for b15, and selects Huffman coding for b21_1, so that the compression ratio R2 of the proposed case is lower than the R1 s of the conventional cases.
Parameter Adjustment of Huffman Coding
Finally, we show an experimental result for adjusting a parameter of Huffman coding algorithm, i.e., the block size, in order to minimize the size of test data. The proposed reconfigurable decompressor can adjust the parameters of an implemented coding algorithm on itself. In Huffman coding, the size of a compressed test data theoretically decreases as the block size increases, while the size of configuration Table 6 Experiment result for SoC and their cores. 
