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Abstract
Let X1; : : : ; Xn be jointly Gaussian random variables with mean zero. It is shown that ∀x¿ 0
and ∀16 k ¡n
P
(
max
16i6n
|Xi|6 x
)
6 (1=)P
(
max
16i6k
|Xi|6 x
)
P
(
max
k¡i6n
|Xi|6 x
)
;
P
(
max
16i6n
|Xi|6 x
)
¿ P
(
max
16i6k
|Xi|6 x
)
P
(
max
k¡i6n
|Xi|6 x
)
and
P
(
max
16i6n
|Xi|6 x
)
¿ 2−min(k;n−k)=2P
(
max
16i6k
|Xi|6 x
)
P
(
max
k¡i6n
|Xi |6 x
)
;
where  = (||=(|11| |22|))1=2; ; 11 and 22 are the covariance matrices of (X1; : : : ; Xn);
(X1; : : : ; Xk) and (Xk+1; : : : ; Xn), respectively. In particular, for fractional Brownian motion
{X (t); t¿ 0} of order  (0¡¡ 1), there exists d ¿ 0 such that
P
(
sup
06s6a
|X (t)|6 x; sup
a6t6b
|X (t)− X (a)|6 y
)
¿dP
(
sup
06s6a
|X (t)|6 x
)
P
(
sup
a6t6b
|X (t)− X (a)|6 y
)
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for any 0¡a¡b; x¿ 0 and y¿ 0. As an application, it is proved that the small ball constant
for the fractional Brownian motion of order  exists.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The Gaussian correlation conjecture states that for any two symmetric convex sets in
n-dimensional space and for any centered Gaussian measures on that space, the measure
of the intersection is greater than or equal to the product of the measures. One of the
equivalent formulations of this conjecture is that if {Xi; 16 i6 n} are jointly Gaussian
mean zero random variables, then
P
(
max
16i6n
|Xi|6 x
)
¿P
(
max
16i6k
|Xi|6 x
)
P
(
max
k¡i6n
|Xi|6 x
)
(1.1)
for any x¿ 0 and 16 k ¡n. The conjecture is true in the case k = 1, as proved
by Khatri (1967) and GSidHak (1968) independently. Another important milestone for
this problem was achieved by the work of Pitt (1977), where the two-dimensional
case (k = 2) was settled. The Khatri– GSidHak result as a partial solution to the general
correlation conjecture has many applications in probability and statistics (see Tong
(1980)). It is one of the most important tools discovered recently for the lower bound
estimates of the small ball probabilities, see, for example, Shao (1993), Monrad and
RootzHen (1995), and Talagrand (1993). Recent signiIcant progress on the correlation
conjecture has been made by Hitczenko et al. (1998), Schechtman et al. (1998), and
HargHe (1999). It is proved in HargHe (1999) that the conjecture is true if one of the sets
is an ellipsoid. We refer to Schechtman et al. (1998) and HargHe (1999) for more recent
work and references and to Hu (1997), Koldobsky and Montgomery-Smith (1996),
Szarek and Werner (1999) for other related work.
The main purpose of this paper is to present some Gaussian correlation inequalities
which give lower and upper bounds for
P
(
max
16i6n
|Xi|6 x
)
=
{
P
(
max
16i6k
|Xi|6 x
)
P
(
max
k¡i6n
|Xi|6 x
)}
:
Throughout this paper ‖x‖ denotes the maximum norm of a vector x and |A| the
determinant of a square matrix A.
Theorem 1.1. Let X ′=(X1;′ X ′2) be an R
n-valued normal random variable with mean
vector 0, where X1 = (X1; : : : ; Xk)′; X2 = (Xk+1; : : : ; Xn)′ and 16 k ¡n. Put
=
( |E(XX ′)|
|E(X1X ′1)| · |E(X2X ′2)|
)1=2
:
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Then ∀x¿ 0
P(‖X‖6 x)6 (1=)P(‖X1‖6 x)P(‖X2‖6 x) (1.2)
and
P(‖X‖6 x)¿ P(‖X1‖6 x)P(‖X2‖6 x): (1.3)
It is easy to see that
lim
x↓0
P(‖X‖6 x)
P(‖X1‖6 x)P(‖X2‖6 x) =
1

:
Hence (1.2) is a sharp upper bound. Next theorem gives another lower bound.
Theorem 1.2. Under the conditions of Theorem 1.1, if
A11;A22 and
(
A11 E(X1X ′2)
E(X2X ′1) E(X2X
′
2) + A22
)
are positive semide7nite; (1.4)
then
P(‖X‖6 x)¿
( |E(X1X ′1)|
|E(X1X ′1) + A11|
· |E(X2X
′
2)|
|E(X2X ′2) + A22|
)1=2
×P(‖X1‖6 x)P(‖X2‖6 x): (1.5)
In particular, we have
P(‖X‖6 x)¿ 2−k=2P(‖X1‖6 x)P(‖X2‖6 x): (1.6)
The following transform-type result provides a practically useful lower bound.
Theorem 1.3. Let ′ = (′1; ′2) be an Rn-valued normal random variables with mean
vector 0, where ′1 = (1; : : : ; k) and ′2 = (k+1; : : : ; n). Then
P(‖L11‖6 x; ‖L22‖6 x)
¿
( |E(1′1)|
|E(1′1) + 1|
· |E(2
′
2)|
|E(2′2) + 2|
)1=2
P(‖L11‖6 x)P(‖L22‖6 x)
(1.7)
for any m1 × k and m2 × (n − k) matrices L1 and L2, where m1¿ 1; m2¿ 1, 1 =
diag((1)1 ; : : : ; 
(1)
k ) and 2 = diag(
(2)
k+1; : : : ; 
(2)
n ) are diagonal matrices with
(1)i =
n∑
j=k+1
|E(ij)|; 16 i6 k and (2)j =
k∑
i=1
|E(ij)|; k + 16 j6 n:
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The usefulness of Theorem 1.3 is demonstrated by application to the fractional Brow-
nian motion, which shows that the correlation conjecture is true subject to a constant
for the fractional Brownian motion.
Theorem 1.4. Let {X (t); t¿ 0} be a fractional Brownian motion of order  (0¡
¡ 1), that is, {X (t); t¿ 0} is a centered Gaussian process with X (0)=0 and 2(h)=
E(X (t + h)− X (t))2 = h2 for t¿ 0 and h¿ 0. Then, there exists d ¿ 0 depending
only on  such that
P
(
sup
06t6a
|X (t)|6 x; sup
a6t6b
|X (t)− X (a)|6y
)
¿dP
(
sup
06t6a
|X (t)|6 x
)
P
(
sup
a6t6b
|X (t)− X (a)|6y
)
(1.8)
for any 0¡a¡b; x¿ 0 and y¿ 0.
Remark 1.1. When E(X1X ′1) or E(X2X
′
2) is singular in Theorem 1.1, the deInition of
 is understood to be the following limit:
= lim
j↓0
( |E(XX ′) + jIn|
|E(X1X ′1) + jIk | · |E(X2X ′2) + jIn−k |
)1=2
;
where In; Ik and In−k are identity matrices.
2. An application to small ball problems
Let {X (t); 06 t6 1} be a continuous centered Gaussian process with 2(t) =
EX 2(t) and X (0) = 0. The small ball problem under sup-norm for X is the determi-
nation of the rate of explosion
− ln P
(
sup
06t61
|X (t)|6 (x)
)
as x → 0: (2.1)
This kind of small ball probability is a key step in establishing a Chung-type law of
the iterated logarithm. Last few years have seen considerable progress on the small ball
estimate for Gaussian processes. A remarkable connection between the small probabil-
ities and the metric entropy problems was found by Kuelbs and Li (1993) and the
small ball probability for the Brownian sheet was obtained by Talagrand (1994). For
other recent development, we refer the interested reader to Ledoux (1996, Section 7).
However, all the estimates are sharp only in terms of the bound of the exponential
term except for few cases such as the Brownian motion. Even for the fractional Brow-
nian motion of order , what we have known so far is (see Shao, 1993; Monrad and
RootzHen, 1995).
−∞¡ lim inf
x↓0
x ln P
(
sup
06t61
|X (t)|6 x
)
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6 lim sup
x↓0
x ln P
(
sup
06t61
|X (t)|6 x
)
¡ 0: (2.2)
A natural question is the existence of the above limit (see Talagrand (1996)). Li and
Shao (2000) recently shows that the limit exists if the Gaussian correlation conjecture
is true. By using Theorem 1.4, we can now conIrm the existence of the limit.
Theorem 2.1. Let {X (t); 06 t6 1} be a fractional Brownian motion of order 
(0¡¡1). Then
lim
x↓0
x ln P
(
sup
06t61
|X (t)|6 x
)
=−c; (2.3)
where 0¡c ¡∞.
It is ready to obtain from Theorem 2.1 via some standard arguments (see, for
example, Shao and Wang, 1995) that the following result holds.
Theorem 2.2. Let {X (t); 06 t6 1} be a fractional Brownian motion of order 
(0¡¡ 1). Then
lim inf
h→0
sup06s6h|X (s)|
(h=log log(1=h))
= c a:s:
and
lim inf
h→0
inf 06t61−h sup
06s6h
|X (t + s)− X (t)|
(h=log(1=h))
= c a:s:
where c is the same as the one in (2.3).
Note that in the Brownian motion case, i.e.  = 1=2, it is known that c1=2 = #2=8.
In view of Theorem 3.1 in Shao (1996), the constant c satisIes 0:06¡
√
c ¡ 7 for
0¡¡ 1=2.
Note: During the preparation of this paper, Professor W.V. Li has informed the
author that Li and Linde (1998) recently obtained a diLerent proof for Theorem 2.1.
3. Proofs
The proof of Theorem 1.1 is based on the celebrated Anderson (1955) inequalities:
Let X = (X1; : : : ; Xn)′ be distributed according to N (0;), and assume that A ⊂ Rn
is symmetric about the origin and convex. Then
(A1) ∀a∈Rn, P(X + a∈A)6P(X ∈A);
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(A2) ∀ positive semideInite covariance matrices 1 and 2,
P=1 (X ∈A)¿P=2 (X ∈A)
if 2 − 1 is also positive semideInite.
We also need the following lemma.
Lemma 3.1. Let X = (X1; : : : ; Xn)′ be distributed according to N (0;1), and Y =
(Y1; : : : ; Yn)′ according to N (0;2). If 2 − 1 is positive semide7nite, then
∀C ⊂ Rn; P(Y ∈C)¿ (|1|=|2|)1=2P(X ∈C): (3.1)
Proof. Let fX and fY be the joint density functions of X and Y , respectively. Since
2 − 1 is positive semideInite, −11 − −12 is positive semideInite, too. Hence
fY(x) =
1
(2#)n=2|2|1=2 exp
(
−1
2
x′−12 x
)
¿
1
(2#)n=2|2|1=2 exp
(
−1
2
x′−11 x
)
= (|1|=|2|)1=2fX (x);
which yields (3.1) immediately.
Proof of Theorem 1.1. Let ; 11 and 22 be the covariance matrices of X ; X1 and
X2, respectively. Without loss of generality, assume 11 and 22 are non-singular. Let
12 = E(X1X ′2);21 = E(X2X
′
1) = 
′
12, and B = 
−1 be the inverse of . Partition B
and  conformally as follows:
B =
(
B11 B12
B21 B22
)
and =
(
11 12
21 22
)
:
It is known that (see, for example, Bapat and Raghavan, 1996, pp. 139–140)
(H1) B−111 = 11 − 12−122 21;
(H2) |B11|= |22|=||, |B22|= |11|=||; ||= |22‖11 − 12−122 21|;
(H3) 11 − B−111 , and 22 − B−122 are positive semideInite.
It is also known that B−111 is the covariance matrix of X1 − E(X1 |X2). Noting that
X1 − E(X1 |X2) and X2 are independent, we have
P (‖X1‖6 x; ‖X2‖6 x)
=E(I{‖X2‖6 x}P(‖X1 − E(X1 |X2) + E(X1 |X2)‖6 x |X2))
6E(I{‖X2‖6 x}P(‖X1 − E(X1 |X2)‖6 x)) [by (A1)]
=P(‖X1 − E(X1 |X2)‖6 x)P(‖X2‖6 x)
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6 (|11|=|B−111 |)1=2P(‖X1‖6 x)P(‖X2‖6 x) [by Lemma 3:1]
= (1=)P(‖X1‖6 x)P(‖X2‖6 x): [by (H2)]
This proves (1.2).
To prove (1.3), let Z1 be distributed according to N (0;B−111 ), Z2 according to
N (0;B−122 ). It follows from (H3) and (A2) that
P(‖Z1‖6 x)¿P(‖X1‖6 x) and P(‖Z2‖6 x)¿P(‖X2‖6 x): (3.2)
Let
f(x) =
1
(2#)n=2||1=2 exp
(
−1
2
x′Bx
)
be the joint density function of X , where x = (x1; : : : ; xn)′. Put x1 = (x1; : : : ; xk)′ and
x2 = (xk+1; : : : ; xn)′, and write
x′Bx= x′1B11x1 + x
′
2B22x2 + 2x
′
1B12x2:
We have
P(‖X‖6 x)
=
1
2(2#)n=2||1=2
∫
‖x1‖6x;‖x2‖6x
exp
(
−1
2
x′1B11x1 −
1
2
x′2B22x2
)
×(exp(x′1B12x2) + exp(−x′1B12x2)) dx1 dx2
¿
1
(2#)n=2||1=2
∫
‖x1‖6x;‖x2‖6x
exp
(
−1
2
x′1B11x1 −
1
2
x′2B22x2
)
dx1 dx2
=
|B11|−1=2|B22|−1=2
||1=2 ·
|B11|1=2
(2#)k=2
∫
‖x1‖6x
exp
(
−1
2
x′1B11x1
)
dx1
× |B22|
1=2
(2#)(n−k)=2
∫
‖x2‖6x
exp
(
−1
2
x′2B22x2
)
dx2
= P(‖Z1‖6 x)P(‖Z2‖6 x) [by (H2)]
¿ P(‖X1‖6 x)P(‖X2‖6 x) (3.3)
by (3.2).
Proof of Theorem 1.2. It is easy to see that (1.4) is satisIed for A11=11 and A22=0.
Hence (1.6) is an immediate consequence of (1.5). To prove (1.5), we show Irst that
the bound in (1.3) can be improved to
P(‖X‖6 x)¿
( |11|
|11 + 12−122 21|
)1=2
P(‖X1‖6 x)P(‖X2‖6 x): (3.4)
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Let Y1 be distributed according to N (0;12−122 21), and deIne Z1 and Z2 as in the
proof of Theorem 1.1. Let Y1; Z1; Z2 be independent and denote the covariance matrix
of ((X1 +Y1)′;X2)′ by ∗. Then Z1 +Y1 and X1 have the same distribution. By (A2)
and (3.4),
P(‖X1|6 x; ‖X2‖6 x)
¿P(‖X1 + Y1‖6 x; ‖X2‖6 x)
¿
( |∗|
|11 + 12−122 21| |22|
)1=2
P(‖Z1 + Y1‖6 x)P(‖Z2‖6 x)
=
( |11|
|11 + 12−122 21|
)1=2
P(‖X1‖6 x)P(‖Z2‖6 x) [by (H2)]
¿
( |11|
|11 + 12−122 21|
)1=2
P(‖X1‖6 x)P(‖X2‖6 x):
This proves (3.4).
Now let Y2 be distributed according to N (0;A22) independent of X . By (A2) and
(3.4), we have
P(‖X‖6 x)
¿P(‖X1‖6 x; ‖X2 + Y2‖6 x)
¿
( |11|
|11 + 12(22 + A22)−121|
)1=2
P(‖X1‖6 x)P(‖X2 + Y2‖6 x)
¿
( |11|
|11 + 12(22 + A22)−121|
)1=2( |22|
|22 + A22|
)1=2
×P(‖X1‖6 x)P(‖X2‖6 x) [by (3:1)]
¿
( |11|
|11 + A11| ·
|22|
|22 + A22|
)1=2
P(‖X1‖6 x)P(‖X2‖6 x);
by the fact that (1.4) implies that A11 − 12(22 + A22)−121 is positive semideI-
nite and hence |11 + A11|¿ |11 + 12(22 + A22)−121|. This completes the proof
of (1.5).
Remark 3.1. Since E(X2X ′2) is a covariance matrix, (1.4) is satisIed if
A11;A22 and
(
A11 E(X1X ′2)
E(X2X ′1) A22
)
are positive semideInite:
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Remark 3.2. From the proofs of Theorems 1.1 and 1.2, it is easy to see that (1.2),
(1.3) and (1.5) remain valid for any two symmetric convex sets. In particular if (1.4)
is satisIed, then
P(X1 ∈C1;X2 ∈C2)¿
( |E(X1X ′1)|
|E(X1X ′1) + A11|
· |E(X2X
′
2)|
|E(X2X ′2) + A22|
)1=2
×P(X1 ∈C1)P(X2 ∈C2)
for any two symmetric convex sets C1 and C2.
Proof of Theorem 1.3. Let C1 = {x1 ∈Rk : ‖L1x1‖6 x} and C2 = {x2 ∈Rn−k : ‖L2x2‖
6 x}. It is easy to see that C1 and C2 are symmetric convex sets and that
{‖L11‖6 x}= {1 ∈C1} and {‖L22‖6 x}= {2 ∈C2}:
Note that(
1 E(1′2)
E(2′1) 2
)
is a symmetric matrix with dominant principal diagonal and hence is positive semideI-
nite. By Remark 3.1, condition (1.4) holds. Theorem 1.3 now follows from Remark 3.2.
Remark 3.3. If the covariance matrix
(
E(1′1)
E(2′1)
E(1′2)
E(2′2)
)
in Theorem 1.3 is dominant
principal diagonal, then we have
P(‖L11‖6 x; ‖L22‖6 x)
¿
( |E(1′1)|
|E(1′1) + 1|
)1=2
P(‖L11‖6 x)P(‖L22‖6 x):
Next lemma provides a useful estimate for |E(1′1)|=|E(1′1) + 1|.
Lemma 3.2. Let An = (ai; j ; 16 i; j6 n) be a positive semide7nite matrix, and n be
a diagonal matrix with diagonal elements i¿ 0; i = 1; 2; : : : ; n. Then
|An + n|
|An| 6
n∏
i=1
(
1 +
i|A(i)n |
|An|
)
; (3.5)
where A(i)n denotes the submatrix of An obtained by deleting the ith row and ith
column.
Proof. We prove (3.5) by induction on n. When n = 2, it is easy to see that (3.5)
holds. Assume that (3.5) holds for n− 1, we shall show that it remains true for n. Let
m=Card{16 i6 n: i ¿ 0}. When m=0, (3.5) is obvious. When m=1, say, 1¿ 0,
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j = 0 for j = 2; : : : ; n. Then
|An + n|
|An| =
|An|+ 1|A(1)n |
|An| = 1 +
1|A(1)n |
|An| :
So, (3.5) is true.
Assume that (3.5) holds for m=k−1, where 26 k6 n, we shall prove that (3.5) is
true for m= k. Without loss of generality, assume i ¿ 0 for i=1; : : : ; k and j=0 for
j=k+1; : : : ; n. Let ∗n;1 be the diagonal matrix with 
∗
1 =1 and 
∗
i =0 for i=2; : : : ; n.
Then, by the induction hypotheses
|An + n|
|An| =
|An + n − ∗n;1|+ 1|(An + n)(1)|
|An|
6
k∏
i=2
(
1 +
i|A(i)n |
|An|
)
+
1|A(1)n |
|An| ·
|(An + n)(1)|
|A(1)n |
6
k∏
i=2
(
1 +
i|A(i)n |
|An|
)
+
1|A(1)n |
|An|
k∏
i=2
(
1 +
i|(A(1)n )(i)|
|A(1)n |
)
6
k∏
i=2
(
1 +
i|A(i)n |
|An|
)
+
1|A(1)n |
|An|
k∏
i=2
(
1 +
i|A(i)n |
|An|
)
=
k∏
i=1
(
1 +
i|A(i)n |
|An|
)
;
where the last inequality comes from the fact that |(A(1)n )(i)|=|A(1)n |6 |A(i)n |=|An|
(see, for example, Beckenbach and Bellman, 1965, p. 67). This shows that (3.5) is true
for n.
The proof of Theorem 1.4 relies on next two lemmas.
Lemma 3.3. Let {X (t); t¿ 0} be a fractional Brownian motion of order  (0¡¡1).
De7ne
1 = X (1); 2 = X (2)− 2X (1); and
i = X (i) + X (i − 2)− 2X (i − 1) for i¿ 3:
Then there exists d ¿ 0 depending only on  such that
Var(i | j; j = i; 16 j6 n)¿d (3.6)
for any 16 i6 n and n¿ 2.
Proof. It is known that the fractional Brownian motion of order  can be extended to
R1, that is,
E(X (t)X (s)) = 12 (|t|2 + |s|2 − |t − s|2) for t; s∈R1:
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The following property is due to Pitt (1978)
Var(Xt |X (s); |t − s|¿ h) = kh2 (3.7)
for t ∈R1 and h¿ 0, where k ¿ 0.
We Irst show that
Var(1 | j; j¿ 2)¿ 0: (3.8)
It is known that
Var(1 | j; j¿ 2) = inf{aj}: ∑j¿2 aij∈L2 E

1 −∑
j¿2
aij


2
: (3.9)
If (3.8) does not hold, then there exist aj; j¿ 2 with aj→0 such that
1 =
∑
j¿2
ajj: (3.10)
Let a1 =−1. Then there must exist a j0¿ 1 such that
aj0+2 − 2aj0+1 + aj0 = 0: (3.11)
In fact, if aj+2−2aj+1 +aj=0 for every j¿ 1, then we have aj+2−aj+1 =aj+1−aj=
· · ·= a2 − a1 and aj = a2 + (j− 2)(a2 − a1) for j¿ 2. Since a1 =−1, this contradicts
with aj → 0. It follows from (3.10) that
0 =
∑
j¿1
ajj
=
∑
j¿j0+3
ajj + aj0+2(X (j0 + 2)− 2X (j0 + 1)) + aj0+1X (j0 + 1)
+(aj0+2 − 2aj0+1 + aj0 )X (j0)
+aj0+1X (j0 − 1) + aj0 (−2X ∗(j0 − 1) + X ∗(j0 − 2)) +
∑
26j6j0−1
ajj;
where X ∗(i) = X (i) if i¿ 1 and =0 if i¡1. By (3.11) and the general conditional
variance property like (3.9)
Var(X (j0) |X (i); |i − j0|¿ 1) = 0;
which contradicts (3.7). This proves (3.8).
Now we show that (3.6) holds for 26 i6 n. Let An be the covariance matrix of
{i; 16 i6 n}. It is known that the conditional variance can be written as
Var(i | j; j = i; 16 j6 n) = |An||A(i)n |
; (3.12)
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where A(i)n is the submatrix of An obtained by deleting the ith row and ith column.
Write
|An|
|A(i)n |
=
|An|
|A(1)n |
· |A
(1)
n |
|(A(1)n )(i)|
· |(A
(1)
n )(i)|
|A(i)n |
= Var(1 | j; 26 j6 n) · Var(i | j; j = i; 26 j6 n) · |(A
(1)
n )(i)|
|A(i)n |
¿Var(1 | j; j¿ 2) · Var(i | j; j = i; 26 j6 n) · 1Var(1) : (3.13)
Let
*i = X (i) + X (i − 2)− 2X (i − 1); −∞¡i¡∞:
Then {*i;−∞¡i¡∞} is a stationary sequence with *i = i for i¿ 2. Similar to the
proof of (3.8)
Var(*0 | *j; j = 0)¿ 0:
Thus, we have
Var(i | j; j = i; 26 j6 n) = Var(*i | *j; j = i; 26 j6 n)
¿Var(*i | *j; j = i) = Var(*0 | *j; j = 0)
¿ 0:
This proves (3.6), by the above inequalities.
Lemma 3.4. Let {X (t); t¿ 0} be a fractional Brownian motion of order  (0¡
¡ 1). Then there exists a positive constant d depending only on  such that ∀h¿ 0;
n¿ 1; m¿ 1 and xj ¿ 0
P
(
∀06 j6 n; max
jm¡i6( j+1)m
|X (ih)− X (jmh)|6 xj
)
¿ exp(−dn)
∏
06j6n
P
(
max
jm¡i6( j+1)m
|X (ih)− X (jmh)|6 xj
)
: (3.14)
Proof. Since {X (h t); t¿ 0} and {hX (t); t¿ 0} have the same distribution, without
loss of generality, assume that h= 1 and xj = x. Let
X1 = (X (i)− X (jm); jm¡ i6 (j + 1)m; 06 j6 n− 1)′;
X2 = (X (i)− X (nm); nm¡ i6 (n+ 1)m)′; X = (X ′1;X ′2)′:
It suOces to show that
P(‖X‖6 x)¿ exp(−d)P(‖X1‖6 x)P(‖X2‖6 x): (3.15)
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Let X (−1) = 0 and deIne
i =


X (i) + X (i − 2)− 2X (i − 1) for 16 i6 nm;
X (i)− X (i − 1) for i = nm+ 1;
X (i) + X (i − 2)− 2X (i − 1) for nm+ 1¡i6 (n+ 1)m:
Put ′1 = (i; 16 i6 nm); ′2 = (i; nm¡ i6 (n+ 1)m). Clearly,
X (i) =
i∑
l=1
l∑
j=1
j for 16 i6 nm
and
X (i)− X (nm) =
i∑
l=nm+1
l∑
j=nm+1
j for nm+ 16 i6 (n+ 1)m:
Therefore, there exist L1 and L2 such that
X1 = L11 and X2 = L22:
By the Taylor expansion, we have
E(ij) =


O((j − i)2−4) for 26 i6 nm; nm+ 26 j6 (n+ 1)m;
O((j − i)2−3) for 26 i6 nm; j = nm+ 1;
O((j − i)2−2) for i = 1; j = nm+ 1
(3.16)
and hence
(1)i =
(n+1)m∑
j=nm+1
|E(ij)|=
{
O((nm+ 1− i)2−3) for 26 i6 nm;
O((nm− i)2−2) for i = 1
(3.17)
and
(2)j =
nm∑
i=1
|E(ij)|=O((j − nm)2−3) for nm+ 16 j6 (n+ 1)m: (3.18)
It follows from Lemmas 3.2 and 3.3, (3.17) and (3.18) that
|E(1′1) + 1|
|E(1′1)|
· |E(2
′
2) + 2|
|E(2′2)|
6
∏
16i6nm
(
1 +
(1)i |(E1′1)(i)|
|E(1′1)|
)
·
∏
nm+16j6(n+1)m
(
1 +
(2)j |(E2′2)(j−nm)|
|E(2′2)|
)
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6O(1)
∏
26i6nm
(1 + O((nm+ 1− i)2−3)) ·
∏
nm+16j6(n+1)m
(1+O((j − nm)2−3))
=O(1): (3.19)
This proves (3.15), by (1.7) and (3.19).
Proof of Theorem 1.4. Noting that the fractional Brownian motion is continuous
almost surely, (1.8) is an immediate consequence of (3.14).
Finally, we turn to prove Theorem 2.1. We need the following lemma.
Lemma 3.5. Let {Y (t); t¿ 0} be a Gaussian process with mean zero and 7nite
variance. Assume that there exists a non-decreasing function (h) on [0; 1] such that
E(Y (t + h)− Y (t))26 2(h) for all 06 t6 t + h6 1: (3.20)
Assume that (h)=h is non-decreasing for some 0¡6 1. Then there exists a
positive and 7nite constant D depending only on  such that ∀0¡-6 x6 1
P
(
sup
06t61
|Y (t)|6 (1 + (-=x)=2)(x)
)
¿ exp(−D(-=x2))P
(
max
06i61=-
|Y (i-)|6 (x)
)
: (3.21)
Proof. For 06 t6 1 let
tj = [t 2j=-]-2−j; j = 0; 1; 2; : : : ;
where [a] denotes the integer part of a. Noting that Y (·) is almost surely continuous,
we can write
|Y (t)|6 |Y (t0)|+
∞∑
j=0
|Y (tj+1)− Y (tj)|: (3.22)
Put
xj = (=4)(x=-)=22j=2(-2−j); j = 0; 1; 2; : : : :
Since (h)=h is non-decreasing, we have
∞∑
j=0
xj6 (=4)(x=-)=2
∞∑
j=0
2j=2(-=x)2−j(x)
= (=4)(-=x)=2(x)
∞∑
j=0
2−j=2
6 (-=x)=2(x): (3.23)
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Noting that
|tj+1 − tj|6-2−j−1; j = 0; 1; : : : ;
we obtain from (3.22), (3.23) and the Khatri– GSidHak inequality that
P
(
sup
06t61
|Y (t)|6 (1 + (-=x)=2)(x)
)
¿P
(
sup
06t61
|Y (t0)|6 (x); sup
06t61
|Y (tj+1)− Y (tj)|6 xj; j = 0; 1; : : :
)
¿P
(
sup
06t61
|Y (t0)|6 (x)
) ∞∏
j=0
∏
06k62j+1=-
×P(|Y ((k + 1)-2−j−1)− Y (k-2−j−1)|6 xj)
¿P
(
max
06i61=-
|Y (i-)|6 (x)
) ∞∏
j=0
(P(|N (0; 1)|6 xj=(-2−j)))1+2j+1=-
=P
(
max
06i61=-
|Y (i-)|6(x)
) ∞∏
j=0
(1− P(|N (0; 1)|¿(=4)2j=2(x=-)=2)1+2j+1=-
:= P
(
max
06i61=-
|Y (i-)|6 (x)
)
· I1;
where
I1 =
∞∏
j=0
(1− P(|N (0; 1)|¿ (=4)2j=2(x=-)=2)1+2j+1=-:
Observe that
∀s¿ 0; P(|N (0; 1)|¿ s)6 exp(−s2=2);
∀0¡s¡ 1; 1− s¿ exp(−s=(1− s))
and
∀s¿ 0; e−s6 (2=)2=s−2=:
Denote D by a Inite positive constant depending only on , but whose value may be
diLerent from line-to-line. We have
I1¿
∞∏
j=0
(1− exp(−(1=2)(=4)22j(x=-)))1+2j+1=-
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¿ exp

−D ∞∑
j=0
(1 + 2j+1=-)exp(−(1=2)(=4)22j(x=-))


¿ exp

−D ∞∑
j=0
(1 + 2j+1=-)(2j(x=-))−2=


¿ exp
(−D(-=x2)) :
This proves (3.20), by the above inequalities.
Proof of Theorem 2.1. By (2.2), there exist 0¡L6 l¡∞ such that
lim sup
x↓0
x ln P
(
sup
06t61
|X (t)|6 x
)
=−L
and
lim inf
x↓0
x ln P
(
sup
06t61
|X (t)|6 x
)
=−l:
It suOces to show that L¿ l. Let {xk ; k¿ 1} and {yk ; k¿ 1} be two sequences of
positive numbers satisfying
xk ↓ 0; yk ↓ 0; yk¿ kxk ; (3.24)
lim
k→∞
yk ln P
(
sup
06t61
|X (t)|6yk
)
=−L (3.25)
and
lim
k→∞
xk ln P
(
sup
06t61
|X (t)|6 xk
)
=−l: (3.26)
For 0¡.¡ 1=2 let - := -k = (1− .)1=xk =yk . We have
P
(
sup
06t61
|X (t)|6 xk
)
¿P
(
max
06i61=-
sup
i-6t6(i+1)-
|X (t)|6 xk ; max
16i61=-
|X (i-)|6 .xk
)
¿P
(
max
06i61=-
sup
i-6t6(i+1)-
|X (t)−X (i-)|6xk (1−.); max
16i61=-
|X (i-)|6 .xk
)
:
Let n be an integer such that
2n−1¡-−16 2n: (3.27)
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It is easy to see by the standard chaining argument that
max
16i61=-
|X (i-)|6 max
16i62n
|X (i-)|6
n∑
j=0
max
16i62n−j
|X (i2j-)− X ((i − 1)2j-)|:
Hence,{
max
16i61=-
|X (i-)|6 jxk
}
⊃
{
max
16i62n−j
|X (i2j-)− X ((i − 1)2j-)|6 (1− 2−)2−jjxk ; 06 j6 n
}
:
Thus, by the Khatri– GSidHak lemma
P
(
max
06i61=-
sup
i-6t6(i+1)-
|X (t)− X (i-)|6 xk (1− .); max
16i61=-
|X (i-)|6 .xk
)
¿
∏
06j6n
∏
16i62n−j
P(|X (i2j-)− X ((i − 1)2j-)|6 (1− 2−)2−jjxk)
×P
(
max
06i61=-
sup
i-6t6(i+1)-
|X (t)− X (i-)|6 xk (1− .)
)
¿ Jk · e−d=- ·
∏
06i61=-
P
(
sup
i-6t6(i+1)-
|X (t)− X (i-)|6 xk (1− j)
)
[by Theorem1:4]
¿ Jk · e−d=- · P
(
sup
06t61
|X (t)|6yk
)1+1=-
; (3.28)
where
Jk =
∏
06j6n
∏
16i62n−j
Pw(|X (i2j-)− X ((i − 1)2j-)|6 (1− 2−)2−jjxk):
Let Z be the standard normal random variable. Then
P
(|X (i2j-)− X ((i − 1)2j-)|6 (1− 2−)2−jjxk)
=P
(|Z |6 (1− 2−)2−2jj(xk=-))
¿ (1− 2−)j(xk=-)2−2j−1;
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where we used the fact that P(|Z |6 a)¿ a=2 for 06 a6 1=4. A simple algebra yields
that there exists D ¿ 0 such that
Jk¿ exp
(
−D
-
ln
(
-
j1=xk
))
: (3.29)
Combining the above estimates together gives
ln P
(
sup
06t61
|X (t)|6 xk
)
¿− D
-
ln
(
-
xk.1=
)
−d
-
+
(
1 +
1
-
)
ln P
(
sup
06t61
|X (t)|6yk
)
:
By substituting in -= -k = (1− .)1=xk =yk , we get
xk ln P
(
sup
06t61
|X (t)|6 xk
)
¿− D · yk
(1− .)1= ln
(
(1− .)1=
yk · .1=
)
− (1− .)−1=dyk
+
xk
yk
(
1 +
yk
(1− .)1=xk
)
· yk ln P
(
sup
06t61
|X (t)|6yk
)
:
Hence by taking k →∞, we obtain from (3.24) to (3.26) that
−l¿− 1
(1− .)1= L;
which proves the theorem by the arbitrariness of ..
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