Strongly log-concave (SLC) distributions are a rich class of discrete probability distributions over subsets of some ground set. They are strictly more general than strongly Rayleigh (SR) distributions such as the well-known determinantal point process. While SR distributions offer elegant models of diversity, they lack an easy control over how they express diversity. We propose SLC as the right extension of SR that enables easier, more intuitive control over diversity, illustrating this via examples of practical importance. We develop two fundamental tools needed to apply SLC distributions to learning and inference: sampling and mode finding. For sampling we develop an MCMC sampler and give theoretical mixing time bounds. For mode finding, we establish a weak log-submodularity property for SLC functions and derive optimization guarantees for a distorted greedy algorithm.
Introduction
A variety of machine learning tasks involve selecting diverse subsets of items. How we model diversity is, therefore, a key concern with possibly far-reaching consequences. Recently popular probabilisitic models of diversity include determinantal point processes [31, 37] , and more generally, strongly Rayleigh (SR) distributions [8, 34] . These models have been successfully deployed for subset selection in applications such as video summarization [42] , fairness [13] , model compression [44] , anomaly detection [48] , the Nyström method [39] , generative models [24, 38] , and accelerated coordinate descent [49] . While valuable and broadly applicable, SR distributions have one main drawback: it is difficult to control the strength and nature of diversity they model.
We counter this drawback by leveraging strongly log-concave (SLC) distributions [3] [4] [5] . These distributions are strictly more general than SR measures, and possess key properties that enable easier, more intuitive control over diversity. They derive their name from SLC polynomials introduced by Gurvits already a decade ago [29] . More recently they have shot into prominence due to their key role in developing deep connections between discrete and continuous conxevity, with subsequent applications in combinatorics [1, 10, 32] . In particular, they lie at the heart of recent breakthrough results such as a proof of Mason's conjecture [4] and obtaining a fully polynomial-time approximation scheme for counting the number of bases of arbitrary matroids [3, 5] . We remark that all these works assume homogeneous SLC polynomials.
We build on this progress to develop fundamental tools for general SLC distributions, namely, sampling and mode finding. We highlight the flexibility of SLC distributions through two settings of importance in practice: (i) raising any SLC distribution to a power α ∈ [0, 1]; and (ii) incorporating a constraint that allows sampling sets of any size up to a budget. In contrast to similar modifications to SR measures (see e.g., [48] ), these settings retain the crucial SLC property. Setting (i) allows us to conveniently tune the strength of diversity by varying a single parameter; while setting (ii) offers greater flexibility than fixed cardinality distributions such as a k-determinantal point process [36] . This observation is simple yet important, especially since the "right" value of k is hard to fix a priori.
SLC distributions.
We consider distributions π : 2 [n] → [0, 1] on the subsets of a ground set [n] . There is a one-to-one correspondence between such distributions, and their generating polynomials
(1)
The central object of interest in this paper is the class of strongly log-concave distributions, which is defined by imposing certain log-concavity requirements on the corresponding generating polynomials.
Definition 1.
A polynomial f ∈ R + [z 1 , . . . , z n ] is strongly log-concave (SLC) if every derivative of f is log-concave. That is, for any α ∈ N n either ∂ α f = 0, or the function log(∂ α f (z)) is concave at all z ∈ R n + . We say a distribution π is strongly log-concave if its generating polynomial f π is strongly log-concave; we also say π is d-homogeneous if f π is d-homogeneous.
There are many examples of SLC distributions; we note a few important ones below.
-Determinantal point processes [27, 36, 37, 39] , and more generally, Strongly Rayleigh (SR) distributions [8, 17, 34, 41] .
-Exponentiated (for exponents in [0, 1]) homogeneous SR distributions [5, 48] .
-The uniform distribution on the independent sets of a matroid [4] . SR distributions satisfy several strong negative dependence properties (e.g., log-submodularity and negative association). The fact that SLC is a strict superset of SR suggests that SLC distributions possess some weaker negative dependence properties. These properties will play a crucial role in the two fundamental tasks that we study in this paper: sampling and mode finding.
Sampling. Our first task is to efficiently draw samples from an SLC distribution π.
To that end, we seek to develop Markov Chain Monte Carlo (MCMC) samplers whose mixing time (see Section 4 for definition) can be well-controlled. For homogeneous π, the breakthrough work of Anari et al. [5] provides the first analysis of fast-mixing for a simple Markov chain called Base Exchange Walk; this analysis is further refined in [15] . Base Exchange Walk is defined as follows: if currently at state S ⊆ [n], remove an element i ∈ S uniformly at random. Then move to R ⊃ S \ {i} with probability proportional to π(R). This describes a transition kernel Q(S, R) for moving from S to R. We build on these works to obtain the first mixing time bounds for sampling from general (i.e., not necessarily homogeneous) SLC distributions (Section 4).
Mode finding. Our second main goal is optimization, where we consider the more general task of finding a mode of an SLC distribution subject to a cardinality constraint. This task involves solving max |S|≤d π(S). This task is known to be NP-hard even for SR distributions; indeed, the maximum volume subdeterminant problem [14] is a special case.We consider a more practical approach based on observing that SLC distributions satisfy a relaxed notion of log-submodularity, which enables us to adapt simple greedy algorithms. Before presenting the details about sampling and optimization, we need to first establish some key theoretical properties of general SLC distributions. This is the subject of the next section.
Theoretical tools for general SLC polynomials
In this technical section we develop the theory of strong log-concavity by detailing several transformations of an SLC polynomial f that preserve strong log-concavity. Such closure properties can be essential for proving the SLC property, or for developing algorithmic results. Due to the correspondence between distributions on 2 [n] and their generating polynomials, each statement concerning polynomials can be translated into a statement about probability distributions. The following theorem is a crucial stepping stone to sampling from non-homogeneous SLC distributions, and to sampling with cardinality constraints. 
The above operation is also referred to as scaled homogenization, since the resulting polynomial is homogeneous and there is an added 1/(k −|S|)! factor. In fact, we may extend Theorem 2 to allowing the user to add an additional exponentiating factor:
. . , z n ] be SLC, and suppose the support of the sum is the collection of independent sets of a rank d matroid. Then for 0 ≤ α ≤ 1 and any k ≤ d the following polynomial is SLC:
Notably, Theorem 3 fails for all α > 1. For a proof of this see Appendix A.2. Next, we show that polarization preserves strong log-concavity. Polarization essentially means to replace a variable with a higher power by multiple "copies", each occurring only with power one, in a way that the resulting polynomial is symmetric (or permutation-invariant) in those copies. This is achieved by averaging over elementary symmetric polynomials. Formally, the polarization of the polynomial f = ∑ |S|≤d c S z S y d−|S| ∈ R[z 1 , . . . , z n , y] is defined to be
where e k (y 1 , . . . , y d ) is the kth elementary symmetric polynomial in d variables. The polarization Π f has the following three properties:
1. It is symmetric in the variables y 1 , . . . , y d ;
3. Π f is multiaffine, and hence the generating polynomial of a distribution on 2 [n+d] . Closure under polarization, combined with the homogenization results (Theorems 2 and 3) allows non-homogeneous distributions to be transformed into homogenous ones. This allows general SLC distributions to be transformed into homogenous SLC distributions for which fast mixing results are known [5] . How to work backwards to obtain samples from the original distribution will be the topic of the next section.
. . , z n , y] be SLC, and the support of the sum is the collection of independent sets of a rank d matroid. Then the polarization Π f is SLC.
Putting all of the preceding results together we obtain the following important corollary. It is this observation that will allow us to do mode finding for SLC distributions and exponentiated, cardinality constrained SLC distributions.
. . , z n ] be SLC, and suppose the support of the sum is the collection of independent sets of a rank d matroid. Then Π(H k,α f ) is SLC for any k ≤ d and 0 ≤ α ≤ 1.
In Appendix A. 4 we also show that SLC distributions are closed under conditioning on a fixed set size. We mention those results since they may be of independent interest, but omit them from the main text since we do not use them further in this paper.
Sampling from strongly log-concave distributions
In this section we outline how to use the SLC closure results from Section 3 to build a sampling algorithm for general SLC distributions and prove mixing time bounds. Recall that we are considering a probability distribution π : 2 [n] → [0, 1] that is strongly log-concave. The mixing time of a Markov chain (Q, π) started at S 0 is t S 0 (ε) = min{t ∈ N | Q t (S 0 , ·) − π 1 ≤ ε} where Q t is the t-step transition kernel. For the remainder of this section we consider the distribution ν where ν(S) ∝ π(S) α 1{|S| ≤ d} for 0 ≤ α ≤ 1, and d ∈ [n]. In particular, this includes π itself. The power α allows to vary the degree of diversity induced by the distribution.
Our strategy is as follows: we first "extend" ν to a distribution ν sh over subsets of size |n| of [n + d] to obtain a homogeneous distribution. If we can sample from ν sh , then we can extract a sample S ⊆ [n] of a scaled version ov ν by simply restricting a sample T ∼ ν sh to T ∩ [n]. If ν was SR, then ν sh would also be SR, and a fast sampler follows from this observation [40] . But, for general SLC distributions (and their powers), ν sh is not SLC, and deriving a sampler is more challenging.
To still enable the homogenization strategy, we instead derive a carefully scaled version of a homogeneous version of ν that, as we prove, is homogeneneous and SLC and hence tractable. We use this rescaled version as a proposal distribution in a sampler for ν sh .
To obtain an appropriately scaled extended, homogeneous variant ν, we first translate Corollary 5 into probabilistic language.
Theorem 6. Suppose that the support of the sum in the generating polynomial of ν is the collection of independent sets of a rank d matroid. Then for any k ≤ d the following probability distribution on 2 [n+k] is SLC:
Proof. Observe that the generating polynomial of H k ν is Π(H k f ) where f denotes the generating polynomial of ν. The result follows immediately from Corollary 5.
The ultimate proposal that we use is not H k ν, but a modified version µ that better aligns with ν:
Proof. Lemma 39 in the Appendix says that strong log-concavity is preserved under linear transformations of the coordinates. This implies that µ is SLC since its generating polynomial is
where f is the generating polynomial of ν and T is the linear transform defined by: y → d e y and z i → z i for i = 1 . . . , n.
Importantly, since µ is homogeneous and SLC, the Base Exchange Walk for µ mixes rapidly. Let Q denote the Markov transition kernel for Base Exchange Walk on 2 [n+d] for µ. We use Q as a proposal, and then compute the appropriate acceptance probability to obtain a chain that mixes to the symmetric homogenization ν sh of ν. The target ν sh is a d-homogenous distribution on 2 [n+d] :
A crucial property of ν sh is that its marginalization over the "dummy" variables yields ν, i.e., ∑ T:T∩[n]=S ν sh (T) = ν(S). Therefore, after obtaining a sample T ∼ ν sh one then obtains a sample from ν by computing T ∩ [n].
It is a simple computation to show that the acceptance probabilities in Algorithm 1 are indeed the Metropolis-Hastings acceptance probabilities for sampling from ν sh using the proposal Q. Therefore 
Propose move T ∼ Q(S, ·)
R ← T with probability min{1,
}, otherwise stay at S the chain mixes to ν sh . We obtain the following mixing time bound, recalling that the mixing time of
Theorem 8. For d ≥ 8 the mixing time of the chain in Algorithm 1 started at S 0 satisfies the bound
Maximization of weakly log-submodular functions
In this section we explore the negative dependence properties of SLC functions (unnormalized SLC distributions). To do this we introduce a new notion of weak submodularity. Then we show that any function ν such that H d ν is SLC is weak log-submodular. In particular, this includes all examples discussed above. Finally, we prove that a distorted greedy optimization procedure leads to optimization guarantees for weak (log-)submodular functions for the cardinality constrained problem OPT ∈ arg max |S|≤k ν(S). Appendix C contains similar results for constrained greedy optimization of increasing weak (log-)submodular functions and unconstrained double greedy optimization of nonnegative (log-)submodular functions.
Definition 9.
We call a function ρ : 2 [n] → R γ-weakly submodular if for any S ⊆ [n] and i, j ∈ [n] \ S with i and j not equal, we have
We say ν : 2 [n] → R + is γ-weakly log-submodular if log ν is (log γ)-weakly submodular. Note carefully that our notion of weak submodularity differs from a notion of weak submodularity that already appears in the literature [16, 30, 35] . Building on a result by Brändén and Huh [10] , we prove the following result. This result, whilst weaker than log-submodularity, gives a path to optimizing strongly log-concave functions. Consider ρ : 2 [n] → R, assumed to be γ-weakly submodular. Note in particular we do not assume that ρ is non-negative. This is important since we are interested in applying this procedure to the logarithm of a distribution, which need not be non-negative. Define c e = max{ρ([n] \ e) − ρ([n]), 0}, and c(S) = ∑ e∈S c e . We use the convention that c(∅) = 0. Then we may decompose ρ = η − c where η = ρ + c. Note that η is γ-weakly submodular and c is a non-negative function.
We will extend the distorted greedy algorithm by [25, 30] to our notion of weak submodularity. To do so, we introduce the distorted objective
The distorted greedy algorithm greedily builds a set R of size at most d by forming a sequence ∅ = S 0 , S 1 , . . . , S k−1 , S k = R such that S i+1 is formed by adding the element e i ∈ [n] to S i that maximizes 
→ R is γ-weakly submodular and ρ(∅) = 0. Then the solution R = S k obtained by the distorted greedy algorithm satisfies
where := |OPT| ≤ k. Note any weakly submodular function can be brought into the required form by subtracting ρ(∅) if it is non-zero. If ν is weakly log-submodular, we can decompose ν = η/c such that log η and log c perform the same role as η and c did in the weakly submodular setting. Then by appling Theorem 11 to log ν we obtain the following corollary. 
Experiments
In this section we empirically evaluate the mixing time of Algorithm 1. We use the standard potential scale reduction factor metric to measure convergence to the stationary distribution [11] . The method involves running several chains in parallel and computing the average variance within each chain and between the chains. The PSRF score is the ratio of the between variance over the within variance and is usually above 1. When the PSRF score is close to 1 then the chains are considered to be mixed. In all of our experiments we run three chains in parallel and declare them to be mixed once the PSRF score drops below 1.05. Figure 1 considers the results of running the Metropolis-Hastings algorithm on a sequence of problems with different cardinality constraints d. In each case we considered the distribution ν(S) ∝ det(L S )1{|S| ≤ d} where L is a randomly generated 250 × 250 PSD matrix. Here L S denotes the |S| ×|S| submatrix of L whose indices belong to S. These simulations suggest that the mixing time grows linearly in d for a fixed n. Figure 2 considers the results of running the Metropolis-Hastings algorithm on a sequence of problems with different ground set sizes. In each case we considered the distribution
where L is a randomly generated PSD matrix where of appropriate size n. These simulations suggest that the mixing time grows sublinearly in n for a fixed d. It is important to know whether the mixing time is robust to different spectra σ L of L. We consider three cases, (i) smooth decay σ L = [n], (ii) a single large eigenvalue σ L = {n, (n − 1)/2, (n − 2)/2, . . . , 2/2, 1/2}, and (iii) one fifth of the eigenvalues are equal to n, the rest equal to 1/n. Note that due to normalization, multiplying the spectrum by a constant does not affect the resulting distribution. The results for (i) are the content of Figures 1 and 2 (a,b) . Figures 3 and 4 show the results for (ii) and figures 5 and 6 show the results for (iii). Figures 3-6 can be found in Appendix D.
Finally, we address the question of why the proposal distribution was built using the particular choice of µ we made. Indeed one may use Base Exchange Walk for any homogenous distribution on 2 [n] to build a sampler, one simply needs to compute the appropriate acceptance probabilities. We restrict our attention to SLC distributions so as to be able to build on the recent mixing time results for homogenous SLC distributions. An obvious alternative to using µ to build the proposal is to use H d ν. 
Discussion
In this paper we introduced strongly log-concave distributions as a promising class of models for diversity. They have flexibility beyond that of strongly Rayleigh distributions, e.g., via exponentiated and cardinality constrained distributions (which do not preserve the SR property). We derived a suite of MCMC samplers for general SLC distributions and associated mixing time bounds. For optimization, we showed that SLC distributions satisfy a weak submodularity property and proved mode finding guarantees.
Still, many open problems remain. Although the mixing time bound has the interesting property of not directly depending on n, the O(2 d ) dependence seems quite conservative compared to the empirical mixing time results. An important future direction would be to bridge this gap. More fundamentally, the negative dependence properties of SLC distributions need to be explored in greater detail. Although in this work we proved a weak submodularity property for SLC distributions, we know of no examples of SLC distributions that are not log-submodular in the usual strong sense. This leads to the following conjecture, which if true would lead to stronger optimization guarantees.
Conjecture 13. All strongly log-concave distributions are log-submodular.
Finally, in order for SLC models to be deployed in practice the user needs a way to learn a good SLC model from data. Both exponentiation and cardinality constraint add a single parameter that must be learned. We leave the question of how best to learn these parameters as an important topic for future work.
A Proofs for operations preserving strong log-concavity
In this section we prove Theorems 2, 3, and 4.
A.1 Closure under scaled homogenization
Let us begin this section by observing that closure under homogenization and symmetric homogenization both fail for strongly log-concave polynomials. The homogenization of a polynomial f (z) = ∑ |S|≤d c S z S is f h (z, y) = ∑ |S|≤d c S z S y d−|S| , and its symmetric homogenization is f sh = Π( f h ).
We will use the following lemma.
The counterexample is as follows: by the preceding lemma f (y, z) = 1 + 2y + z + 3yz is SLC. Then note that its homogenization is f h (w, y, z) = w 2 + 2wy + wz + 3yz. A quick computational check then shows that ∇ 2 ( f h ) has eigenvalues −3.1, 0.4, 4.7 each to one decimal place. Furthermore the symmetric homogenization of f is,
and one may check that ∇ 2 ( f sh ) has eigenvalues 3.8, −3.1, −1.0, 0.3 to one decimal place. This shows that SLC is not closed under homogenization or symmetric homogenization. So we seek modified operations that are conserved by SLC. In Section 3 we introduced the rescaled homogenization of 
Note that since q is of degree two, Q is in fact a constant and does not depend on y or z. Therefore, q is log-concave on R 
where I/K is the family of independent sets of M/K, the matroid contraction of M by K. We first check indecomposability of
and we may apply Lemma 16 to conclude To prove Lemma 17 we recall a couple of of facts from linear algebra. We shall call a matrix A conditionally negative definite if z Az ≤ 0 for all z such that z 1 = 0. Lemma 19. [7] Suppose A ∈ R n×n is conditionally negative definite. Then A •α is conditionally negative definite for 0 ≤ α ≤ 1.
A.2 Closure under scaled exponentiation
With these two facts in hand we are now ready to prove Lemma 17. 
•−α is also conditionally negative definite. Note the identity,
Since the entries of the Perron-Frobenius eigenvector are all strictly positive, diag(v •α ) is non-singular. We may therefore apply Sylvester's law of inertia to conclude that B and
have the same number of positive eigenvalues: one.
Next, we prove Theorem 3 by showing how it reduces to exactly the statement of Lemma 17.
Proof of Theorem
. By Theorem 2 the matrix A has at most one positive eigenvalue and so we may apply Lemma 17 to yield the result. Proof. We prove strong log-concavity of f α by verifying the hypotheses of Theorem 37. Assume c S > 0 for all |S| = d. The general case is then obtained by taking point-wise limits. Let S ⊆ [n] be such that
Since f is SLC, Lemma 40 implies ∇ 2 (∂ T f ) has at most one positive eigenvalue. So Lemma 17 implies that ∇ 2 (∂ T f α ) also has at most one positive eigenvalue, which proves the strong log-concavity of f α by applying Lemma 40 in the other direction.
It is a reasonable question to ask whether or not the preceding theorem or Theorem 3 can be extended to the regime α > 1. This is in fact not the case. First we show that if either holds for any α > 1 then it must hold for all α > 1, then we give a counterexample showing that it fails for α = 2 for both cases. Note carefully that the conclusion is therefore stronger than a mere existence claim. In fact we may conclude: Theorems 3 and 20 both fail for all α > 1.
To make the following statement succinct let us define A to be the set of all symmetric real-valued matrices with non-negative entries and at most one positive eigenvalue.
Lemma 21.
Suppose there is a α * > 1 such that: if A ∈ A then A •α * ∈ A. Then for any α > 1: if A ∈ A then A •α ∈ A Proof. Let A ∈ A. We may repeatedly apply the hypothesis to conclude that A •mα * ∈ A for any m ∈ N. So in particular we may pick m sufficiently big that mα * > α. But now δ = α/mα * < 1 so we may apply Lemma 17 to conclude that A •α = A •δmα * ∈ A . One can numerically check that ∇ 2 f has eigenvalues {113.6, −10.9, −2.2, −0.4} to one decimal place, so f is log-concave by Lemma 40 and hence SLC since it is of degree 2. However, f 2 has Hessian equal to The same example can be used to build a counterexample to Theorem 3 in the regime α > 1. Indeed setting w = 1 in f we obtain an SLC polynomial g = 10x + 3y + 2z + 2xy + 6xz such that H 2,2 g = f 2 is not SLC.
A.3 Closure under polarization
We begin by observing an algebraic identity that allows one to push derivatives inside the polarization operation Π. 
where we used the elementary relation
The ∂ z j Π( f ) part of the claim follows by a similar, but simpler, calculation. . . = y d in g 1 we discover that we may write f = g 1 + g 2 where g 1 depends only on Z 1 ∪ {y} and g 2 depends only on Z 2 . In other words, f is not indecomposable.
Conversely, suppose f is not indecomposable. Then we may write f = g 1 + g 2 where g 1 depends only on Z 1 ∪ {y} and g 2 depends only on Z 2 were Z = Z 1 ∪ Z 2 is a partition. But, since polarization is a linear operator, this implies that Π( f ) may be decomposed into the sum of two non-zero polynomials, one depending only on Z 1 ∪ Y and the other on Z 2 . So Π( f ) is not indecomposable either.
We recall a fact from linear algebra that we shall use in the coming proof.
Lemma 27. Suppose A ∈ R n×n is symmetric and let R ∈ R m×n . If A has at most one positive eigenvalue, then RAR has at most one positive eigenvalue.
Proof of Theorem 4. Suppose Π( f ) is SLC. Then by definition, upon setting y i = y for all i we obtain f . Therefore f is SLC since Lemma 39 states that the SLC property is invariant under affine transformations of the coordinates. Conversely, suppose f is SLC. We shall check that Π( f ) satisfies the hypotheses of Theorem 37. 
|β| y f is homogeneous, of degree 2, and multiaffine in all except one coordinate. Hence g is of the form
Since f is SLC, g is log-concave. By Lemma 40 this implies that
(a constant) has at most one positive eigenvalue. We can explicitly write
and therefore It suffices now to show that ∇ 2 Π(g) also has at most one positive eigenvalue. Consider the (n + 1) × n matrix
where the entries along the specified diagonal are ones, and everywhere else is zeros. By Lemma 27, the following (n + 1) × (n + 1) matrix also has at most one positive eigenvalue, Cauchy's Interlacing Theorem implies that ∇ 2 Π(g) has at most one positive eigenvalue.
A.4 Closure under constraining to subsets of a given size
We state two propositions which when translated into probabilistic language say that if π is SLC then the distribution proportional to π(S)1{|S| = k} is also SLC. 
Since f is strongly log-concave ∇ 2 (∂ α f ) has at most one positive eigenvalue, and hence so does ∇ 2 (∂ α f d ).
Proof of Corollary 29. This result immediately follows from combining Theorem 2 and Lemma 28.
B The Metropolis-Hastings chain's stationary distribution and mixing time B.1 The chain has the right stationary distribution
We only need to check that the acceptance probability stated does indeed yield a chain with stationary distribution ν sh . We build our algorithm using the usual Metropolis-Hastings procedure. We consider the proposal distributions Q, each being Anari's base exchange kernel for the distribution µ. The Metropolis-Hastings algorithm is as follows,
Compute the acceptance probability a = min 1,
4. With probability a, update S ← T,
5.
Otherwise do not update.
All that remains is to compute the acceptance probability. If S = T then clearly a = 1 and Algorithm 1 is in agreement. So suppose from now on that S = T. If further we have |S ∩ T| < d − 1 then Q(S, T) = 0 and so we may discount this possibility since the proposal distribution will never sample such a T. This leaves only the case that |S ∩ T| = d − 1. We may write the transition kernel explicitly
where we define w(
Computing the ratio
and so,
This leaves the following three cases,
These are exactly the acceptance probabilities given in Algorithm 1.
B.2 Mixing time bounds
The mixing time of a chain can be bounded using an important quantity known as the log-Sobolev constant. A famous theorem due to Diaconis and Saloff-Coste [19] shows that if (Q, π) has log-Sobolev constant α, then the mixing time of this chain is bounded by t S 0 (ε) ≤ 1 α log log 1 π(S 0 ) + log 1 2ε 2 . For a particular problem instance the objective is therefore to find a lower bound on α.
Let P denote the transition kernel described in Algorithm 1 that we have just confirmed have stationary distribution ν sh . In this section we shall prove Theorem 8, a mixing time bound on the chain (P, ν sh ) . The bound is obtained by combining two pieces of information: the fact,obtained by Cryan [15] , that the chain (Q, ν swh ) has log-Sobolev constant bounded below by 1/d, and a theorem due to Diaconis and Saloff-Coste [19] that allows one to compare the log-Sobolev constants of two chains. For the statement of the comparison theorem see appendix E.
Recall that P is constructed using the base exchange walk for the following distribution
where Z is the partition function of µ.
Proof. For this proof set
Stirling's approximation says that
which upon substitution into (B.2) yields
Inserting k = 0 one observes that e √ d is a tight upper bound. It remains only to find a lower bound.
. We may bound below as follows,
where the penultimate inquality is due to the fact that (1 + x/n) n is an increasing function of n for any fixed x ∈ R. 
where here Z is the partition function of µ. So we may take a = e √ dZ. Next, recall that P denotes the transition kernel defined by Algorithm 1. We may write P explicitly
where a(S, T) denotes the previously defined acceptance probability for a proposed move to T if the current state is S. Observe that one divided by the acceptance probability is bounded above by max{e, d/e} = d/e for d ≥ 8. So we see that Q ≤ d e P. Combining this with the lower bound on ν sh (S)/µ(S) we find that we may take
Applying Theorem 43 and using the fact that the log-Sobolev constant of (Q, ν swh ) is bounded below by 1/d we obtain the following lower bound on the log-Sobolev constant for (P, ν sh ),
C Proof of weak log-submodular properties
In this section we prove Theorems 10, 11, Corollary 12 and give two other simple greedy algorithms for non-negative weakly log-submodular functions and monotone weakly log-submodular functions respectively. Whilst we only derive results for three algorithms here, we expect that many submodular maximization algorithms will have weak submodular analogues, including guarantees.
In this section we shall use the notation ν(e | S) = ν(S ∪ {e}) − ν(S) for any set function ν : 2 [n] → R + and any S ⊆ [n] and i ∈ [n].
C.1 Functions whose weighted homogenized generating polynomial is SLC are
weakly log-submodular which rearranges to,
Finally note that n−|S| n−|S|−1 ≤ 2 since n −|S| ≥ 2.
C.2 Distorted greedy guarantees
We include results from [30] in the interests of completeness. Recall the definition Φ i (S) = (1 − 1/k) k−i η(S) − c(S). We also introduce the following object that will be useful for our analysis,
Finally, note that by writing ν(OPT) − ν(S) as a telescoping sum and using the definition of weak submodularity one finds that,
This fact will be used in the proof of Lemma 32. We prepare for the proof of Theorem 11 by recalling two lemmas.
Lemma 31. [30] In each iteration of the distorted greedy Algorithm 2 we have,
Proof. See [30] .
Lemma 32. In each iteration of the distorted greedy Algorithm 2 we have,
Proof of 32 (adapted from [30] ).
η(e | S) − c e (4)
Inequality (3) follows since |OPT| ≤ k and restricting the domain of the maximum can only make the expression smaller, (4) follows since the average of a collection of numbers is no bigger than the maximum, and (6) follows from the γ-weak submodularity of ν. 
The following lemma contains the bulk of the work required to prove Theorem 33. The proof is a generalization to the weak submodular setting of the proof of the original double greedy 1/2-approximation theorem [12] for submodular functions.
Lemma 34. Let ν : 2 [n] → R + be γ-weakly submodular. Then for i = 1, . . . , n we have,
Proof. It suffices to prove the claim conditioning on the event that X i−1 = A i−1 for any A i−1 such that X i−1 = A i−1 has non-zero probability. In particular therefore
. Fixing such an event we shall implicitly assume we have conditioned on this event for the rest of the proof. This means that the variables X i−1 , Y i−1 , OPT i−1 , a i , and b i all become deterministic. First note that
where the first equality follows by definition of the expectation. To see why the second equality holds first recall that due to γ-weak submodularity of ν we have,
where the coefficient in front of γ is obtained by noting that
This implies that a i = 0, b i > 0 and the claimed equality is then readily seen to hold. Alternatively, if ν(
This implies that a i > 0, b i = 0 and once again the claimed equality holds. The remaining case, where both expressions are non-negative, is the simple case and also holds. Now let us bound the left hand side expression. We consider two cases. First suppose that i / ∈ OPT. Then OPT i = OPT i−1 ∪ i if the updates were X i ← X i−1 ∪ i, and Y i ← Y i−1 and OPT i = OPT i−1 if the updates were X i ← X i−1 , and
The first inequality follows due the weak submodularity and the fact that
Alternatively, suppose i ∈ OPT. Then OPT i = OPT i−1 \ i if the updates were X i ← X i−1 , and
The first inequality follows from weak submodularity since
which again has cardiality n − i. Since the same bound holds in either case we may now bound
where the second inequality uses the fact that 2ab ≤ a 2 + b 2 for all a, b ∈ R.
Proof of Theorem 33. Summing Lemma 34 over all i yields,
Both sides are telescoping sums. Recalling that OPT 0 = OPT and OPT n = X n = Y n the sums collapse down to,
which rearranges to,
C.4 Greedy guarantees for increasing weak submodular functions
We call a set function ν increasing if ν(S) ≤ ν(T) whenever S ⊆ T. We can greedily obtain an estimate for max S:|S|≤k ν(S) by setting S 0 = ∅ and recursively computing S by adding arg max i∈[n] ν(S −1 ∪ {i}) to S −1 for = 1, . . . , k. For the remainder of this section we shall use OPT to denode an element of the optimal solution set arg max S:|S|≤k ν(S).
Lemma 35. Let ν : 2 [n] → R + be an increasing γ-weakly submodular function and S ⊆ [n] be the set of size obtained by greedily optimizing ν. Then for k ≤ n we have,
In particular, for k = we have,
The bound is not vacuous so long as ν(OPT) = max S:|S|≤k ν(S) grows as O(k 2 ).
Proof of Lemma 35. Enumerate OPT = {v 1 , . . . , v k }. Then for each i < ,
where (8) follows from monotonoicity of ν, (9) is a telescoping sum, (11) is obtained by bounding each term in the sum using Theorem 10, and (12) uses the fact that S i+1 attains the maximal value of ν over all sets of size i + 1. Defining δ i = ν(OPT) − ν(S i ) we have therefore obtained δ i ≤ k(δ i − δ i+1 ) + 1 2 k(k − 1) log γ. This rearranges to
Unrolling this recursive relation we find that,
Substituting back in the fact that δ i = ν(OPT) − ν(S i ) and that ν(∅) ≥ 0 and rearranging obtains the result. 
D Further experimental results
In this section we report the empirical mixing time results for different spectra on the positive semidefinite matrix L as described in Section 6. E Supplementary material on strongly log-concave polynomials and log-Sobolev inequalities E.1 Some theory for strongly log-concave polynomials
In the interests of completeness this section recalls some recent results that we rely on for our analysis. We shall call a polynomial f indecomposable if it cannot be written as a sum f = f 1 + f 2 where f 1 , f 2 are non-zero polynomials in disjoint sets of variables. In other words, the graph with nodes {i | ∂ i f = 0} Theorem 43. [19] Let (Q, π) and (Q , π ) with Dirichlet forms and log-Sobolev constants E , α and E , α respectively. Suppose there exists constants a, A > 0 such that E ≤ AE and π ≤ aπ .
Then α ≤ aAα.
So, suppose you had a chain of interest (Q, π) and happened to already know what α was for some other chain (Q , π ), then by determining the constants a, A > 0 one obtains a lower bound on α. This immediately yields an upper bound on the mixing time of (Q, π).
