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Abstract 
We review some of the relatively fundamental work in the 
area of optically interconnected digital computing systems. 
We cover comparisons of optical interconnections with other 
interconnection media in terms of energy and interconnec- 
tion density, studies determining the optimal combination 
of optical and electrical interconnections that should be 
used, work on free-space optical interconnection architec- 
tures, complexity studies, and work on physical and logical 
system architectures and algorithms. We exclude work on 
devices, components, materials, and manufacturing. 
1. Introduction 
Following publications such as [ 11, a substantial amount 
of effort has been invested to determine whether, when, 
and how the use of optical interconnections may lead to 
improvements in digital computing systems. These efforts 
have been multi-faceted, ranging from the development of 
materials, devices, and components; to system-level studies 
comparing the relative strengths and weaknesses of optical 
interconnections; to the development of novel optical and 
system architectures. 
In this work we attempt to provide a review of some of 
the relatively fundamental work in this area. We exclude 
fundamental work on devices, materials, and manufacturing 
techniques. We also limit our attention to digital systems, 
excluding analog systems and neural networks. We further 
exclude other important topics such as computer-aided de- 
sign of optoelectronic or optically interconnected systems. 
We cannot claim to be comprehensive, neither in terms of 
content nor in terms of the authors cited. Space limitations 
has allowed us to include only a sampling of references. We 
will be grateful for omissions brought to our attention, as 
well as suggestions regarding the organization of this paper. 
An attempt will be made to incorporate these in the full 
version of this paper. 
2. General considerations 
The following considerations are not specific to optically 
interconnected systems but apply to all digital computers. 
2.1. Heat removal limitations 
The nonlinear elements (switches or gates) of which dig- 
ital computing systems are universally made of, dissipate a 
certain amount of energy Ed per switching event. Further- 
more, each bit of information that is sent from one point to 
another is represented by an amount of energy E ,  which is 
consequently dissipated. The value of Ed may very well be 
in the fJ range. On the other hand, the value of E will more 
likely be of the order of a pJ or more. Smaller values may be 
attainable for very short interconnections, but for systems 
whose overall size is of the order of 1 m, it seems fair to 
take E + Ed % E - 1 pJ as an appropriate average for the 
energy per switchingitransmission event. 
If we let N denote the number of elements (switches 
or gates) in our system and k the average number of inter- 
connections per switch, then the total power dissipated is 
P = kNEB,  where B is the bit-repetition-rate; the rate 
at which bits of information are being emitted into each 
interconnection. With N = lo8, le = 5,  B = 2Gb/s, 
we obtain P = 1 MW. If this system occupies a volume 
of ,L3 = ( l o ~ m ) ~ ,  then it becomes necessary to remove 
lo8 W/m2 = 10 kW/cm2 through the system. This seems to 
be the very upper limit of what can be achieved by fluid con- 
vection [2] ,  and would probably be very difficult to achieve. 
Notice that the amount of power we can remove from a 
system is proportional to the cross-sectional area (not the 
surface area) of the system [2] .  
Simple calculations will show that the space occupied 
by the elements and even the interconnections is small in 
comparison. The moral is that heat removal will be the 
most important consideration in high performance future 
computing systems. It will be of paramount importance 
to employ the most aggressive heat removal methods and 
integrate heat removal into system design from the onset 
[31. 
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2.2. Confining active devices to planes 
For highly interconnected circuits, the following result 
is of relevance [4,5, 61: Provided the interconnections are 
allowed to be routed through three-dimensional space, there 
is no disadvantage in restricting the active devices to a plane. 
That is, the overall volume and signal delay and thus clock 
rate of a highly interconnected three-dimensional system in 
which the active devices are restricted to a plane will not 
be inferior to a system in which the active devices can be 
situated freely throughout the volume. This is because the 
volume is primarily determined by heat removal limitations 
or the space occupied by the interconnections, so that ad- 
ditional restrictions on the active devices are of little or no 
significance. This result, which is based on purely geometri- 
cal considerations, is valid for all types of interconnections. 
2.3. Globally interconnected systems 
Globally interconnected systems are better than locally 
interconnected systems because global connections allow 
flexible and fast global transfer of information. Global in- 
terconnections take up much more space, but since heat 
removal considerations imply large separations between the 
elements anyway, this does not result in larger system size 
and delays [7]. 
3. Energy comparisons 
Having concluded that heat removal limitations will be- 
come one of the most important, if not the most impor- 
tant consideration, it follows that reducing the energy per 
transmitted bit of information E is of primary importance. 
Various studies comparing E for isolated optical and elec- 
trical lines indicate that optics becomes more profitable for 
interconnections shorter than some break-even distance, es- 
timated between 0.1 mm and lOcm [8,9, 101. (These com- 
parisons assume that the energy received is large enough to 
charge the receiver capacitance to the nominal logic level- 
area consuming amplifier circuits as used in long-distance 
communications would be unacceptable.) 
Studies which account for a very large number of pa- 
rameters exist, but the essence of the comparison can be 
captured by a simple argument. Since attenuation in optical 
media is very low (as evident from the distance information 
is able to travel in telecommunications fibers), the energy 
per transmitted bit can be assumed to be constant in optical 
systems. On the other hand, the energy for an unterminated 
(lumped RC) conducting interconnection is proportional to 
12, where l is the length of the line. Thus, beyond a certain 
value of l ,  optical interconnections are deemed favorable. If 
terminated lines are used, the energy is proportional to the 
length T of the shortest pulse that can propagate on the line 
with acceptable attenuation, which is in turn proportional to 
!*/W2, where W is the width of the line. The only way 
to prevent the energy from increasing with length is to in- 
crease W 0: !, but this increase in the thickness of lines and 
subsequent crowding will eventually result in an increase in 
the size of the system, increasing the line lengths !, which 
will require a further increase in W ,  and so on, thwarting 
the attempt to circumvent the intrinsic limitations associated 
with line resistance. 
Miller has given an intriguing physical interpretation of 
the fact that optical interconnections are energetically more 
advantageous [lo]. Other fundamental works in this area 
include [ l l ,  12, 131. The effect of fan-in and fan-out is 
discussed in [ 141. 
It has been shown that the energy per transmitted bit 
with superconducting interconnections is also constant and 
comparable to what may be achieved with optical intercon- 
nections, for a nominal voltage level of 1 V. It may be 
further reduced if lower nominal voltages are employed at 
lower temperatures [4]. 
4. Interconnection density 
4.1. Comparisons with other technologies 
A fairly common misconception is that optical channels 
do not occupy any volume and are “free” in this sense. 
Whereas it is true that separate optical channels can cross 
through each other with little or no interference, optical 
channels nevertheless have a volume cost: The minimum 
volume occupied by an optical interconnection system with 
total interconnection length !total is - X21total, where X is the 
wavelength of light [15]. Thus, each independent spatial 
channel can be thought to have a constant transverse area of 
X2. 
On the other hand, the cross-sectional area of conduct- 
ing interconnections must increase with length to maintain 
acceptable attenuation. Thus beyond a certain length, op- 
tical interconnections become favorable. The break-even 
lengths cited are comparable to those obtained from energy 
considerations [4,8, 16, 171. 
Two-dimensional integrated optical guided wave circuits 
are not able to support a surface density of one spatial chan- 
nel per wavelength because of the larger separations implied 
by crosstalk considerations. Such systems will probably not 
be favorable until extremely large system sizes [18, 191. 
4.2. Topological considerations for optics 
The word “minimum” appearing above is of significance. 
Indeed, it was first thought that a strong tradeoff between 
topological flexibility (the ability to implement arbitrary 
patterns of connections) and volume existed: that greater 
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flexibility came at the cost of greater volume. However, 
it was later understood that these tradeoffs applied only to 
a broad class of architectures which may be referred to as 
multi-facet architectures, but that other architectures free 
from these limitations are possible. Thus arbitrary circuit 
diagrams (graphs) can be realized with an effective inter- 
connection density of - 1/X2. This result assumes optical 
systems whose f-numbers (analogous to the F-stop on a 
camera) approach unity. In practice, it seems realistic to 
expect this density to be achieved within an order of magni- 
tude. In most cases this will be sufficient, since heat removal 
and not interconnection density will be the limiting factor. 
Publications investigating these issues include [20, 21, 
22, 23,24, 25,26, 27,28,29] 
4.3. Architectures for free-space optics 
A large variety of free-space optical interconnection ar- 
chitectures have been proposed and studied. In this section 
we mention works that deal with the optical interconnections 
only, without consideration of the overall computing system 
architecture [30,31, 32,33, 34, 35,36, 37, 38, 39,40,41]. 
These studies concentrate primarily on optical systems to 
image arrays of sources onto arrays of detectors in an effi- 
cient manner. Several authors have discussed the ultimate 
limitations of these systems; others have been led to investi- 
gations of mathematical and combinatoric issues regarding 
permutation and other types of networks. Shuffle-based 
systems are by far the most commonly studied both because 
they have efficient optical implementations and because of 
their versatility. 
“Planar free-space” systems also deserve mention in this 
context [42]. 
5. System-level studies 
5.1. Area-volume-time complexity studies 
Here we are referring to area-volume-time studies either 
in the spirit of classical VLSI complexity theory [43], or the 
closely related pin-outhe-length distribution based stud- 
ies [44, 451. Work on three-dimensional complexity theory 
includes [4,5,6,46,47,48]. Some of these works are clas- 
sical complexity studies, being based on purely geometrical 
considerations and ignoring all constants of proportionality. 
Others have reintroduced physical constants and order-of- 
magnitude accuracy in an attempt to obtain results which 
are more physically relevant [4]. 
5.2. System-level technology comparisons 
These studies typically assume an array of elements of 
some degree of complexity (usually ranging from transistors 
to processors) and compare performance and cost measures 
resulting from the use of different interconnection media. 
These works differ from the comparison studies mentioned 
earlier in that they compare systems, rather than isolated 
interconnectivns [4,49,50,511. 
Based solely on fundamental physical considerations, op- 
tical and superconducting interconnections are comparable 
to each other and superior to normally conducting intercon- 
nections, even when aggressive use of repeaters is made to 
circumvent capacitive and resistive problems. The possibil- 
ity of three-dimensional circuits and freedom from termina- 
tion problems seems to give optics an edge over supercon- 
ductors. 
The use of normally conducting interconnections results 
in severe limitations in large scale systems. Even with ar- 
bitrarily small scaling and arbitrarily fast devices, with or 
without termination, the maximum bit rates that can be sup- 
ported sharply decrease with increasing system size. Like- 
wise, the bisection-inverse delay and bisection-bandwidth 
products are bounded from above. This is in contrast with 
the other media with which it is possible to arbitrarily in- 
crease 3 and the bisection-bandwidth product for any given 
N .  The use of repeaters alleviates, but does not change 
the inferiority of normal conductors, while at the same time 
greatly increasing manufacturing complexity because of the 
need to support active devices at all levels of the intercon- 
nection hierarchy. The use of optics is comparably even 
more advantageous when large bandwidths are required. 
5.3. Optimal combination of optical and electrical 
interconnections 
These studies discuss how optical and electrical intercon- 
nections can be used together. They essentially address the 
question: Beyond what level of the interconnection hierar- 
chy should optics be used? Or, how should a large circuit be 
partitioned into optically interconnected electronic chips? 
That is, what is the optimal grain size? [19,52,53,541 
The general indication is that the system should be parti- 
tioned intoclusters of- 104-106 transistors; for instance, in 
the form of an optically interconnected array of chips with 
this many transistors on each. It has been argued that the use 
of optical interconnections allows one to access points in per- 
formance space unachievable otherwise, however possibly 
at a significant cost of space and/or power [ 191. The increase 
in performance may take the form of smaller signal delay 
and/or larger bandwidth in comparison to an all-electrical 
system. If minimization of the cost associated with size and 
power is the primary objective, rather than the maximiza- 
tion of performance, then the use of optics does not become 
beneficial until extremely large system sizes. 
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5.4. Multi-faceted system-level studies 
Here we mention some studies which deal with many or 
all aspects of an optically interconnected system simultane- 
ously, rather than concentrating on only one part (such as the 
smart pixel array or the optical interconnection architecture). 
Some of these studies are part of a specific development ef- 
fort, but the results nevertheless have general applicability 
or implications. [55,56, 57,58,59] 
Figure 1 depicts the tree of alternative optical intercon- 
nection architectures. In [60] we started from the top of this 
tree and by offering arguments that allow us to prune sub- 
optimal branches, we finally arrived at the boxed alternative 
shown at the bottom as the basis for an optimal architecture. 
Two-dimensional syslems Three-dimensional systems 
Planar Fibers or 
freespace waveguides 
Arbitrary mnnection Regular connection 
panem 
free-space with devices on plane 
Figure 1. 
5.5. Physical system architecture and technology 
platform development 
Many different systems employing optical intercon- 
nections in one form or another have been or are be- 
ing developed. Although these specific development ef- 
forts may not be considered fundamental, they are im- 
portant because they represent novelties or breakthroughs 
in design, architecture, packaging, or systems engineering 
[61,62,63,64,65,66,67,6S, 69, 701. 
It should be noted that considerable subjectivity is in- 
volved in determining what should be included in this or the 
preceding subsection. 
5.6. Algorithms and logical architectures 
The different physical architectures supported by optics 
has created interest in different logical architectures and 
associated algorithms which better match the abilities of 
optical interconnections. These often involve massive par- 
allel flows of information [71]. In addition to exploration of 
various different paradigms (systolic architectures, connec- 
tionist systems, cellular systems, etc.), there has also been a 
revival of work in switching networks [62,72,73,74]. 
5.7. Components and devices 
While we have excluded components and devices from 
the scope of this paper, a number of studies deserve in- 
clusion because of their fundamental implications from a 
systems viewpoint. For instance, we may mention device 
comparison studies such as [75, 761, and studies analyz- 
ing the scaling properties of refractive and diffractive lenses 
[77, 781. 
Other publications deal with the design of optical com- 
ponents specifically for optical interconnection applications. 
These include the design of diffractive optical components 
[79], microoptical assemblies, and spot array generators. 
6. Technology evolution studies 
These studies may help track the evolution of optoelec- 
tronic technology in the context of the history of develop- 
ment of digital computing systems in general, and may also 
shed light on why a technology with fundamental creden- 
tials as strong as optics, is nevertheless not easily able to 
find its way into mainstream systems [SO, 81, 821. 
7. Conclusion 
Although a consolidated body of knowledge and under- 
standing has emerged in several areas, this is particularly 
not the case for full-blown system-level studies. The dif- 
ferent starting points and assumptions makes it difficult to 
compare the many studies on a common footing. This may 
be viewed as a strength as much as a weakness, as the com- 
munity has not been locked into a specific direction which 
may be suboptimal. 
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