In this article, we consider a jump diffusion process (Xt) t≥0 , with drift function b, diffusion coefficient σ and jump coefficient ξ 2 . This process is observed at discrete times t = 0, ∆, . . . , n∆. The sampling interval ∆ tends to 0 and n∆ tends to infinity. We assume that (Xt) t≥0 is ergodic, strictly stationary and exponentially β-mixing. We use a penalized leastsquare approach to compute adaptive estimators of the functions σ 2 + ξ 2 and σ 2 . We provide bounds for the risks of the two estimators.
Introduction
We consider the stochastic differential equation (SDE):
with η a random variable, (W t ) t≥0 a Brownian motion independent of η and (L t ) t≥0 a pure jump centered Lévy process independent of (W t ) t≥0 , η :
where µ is a Poisson measure of intensity ν(dz)dt, with´R(z 2 ∧ 1)ν(dz) < ∞. The process (X t ) t≥0 is assumed to be ergodic, stationary and exponentially β-mixing. It is observed at discrete times t = 0, ∆, . . . , n∆ where the sampling interval ∆ tends to 0 and the time of observation n∆ tends to infinity. Our aim is to construct adaptive non-parametric estimators of ξ 2 and σ 2 on a compact set A.
Diffusions with jumps become powerful tools to model processes in biology, physics, social sciences, medical sciences, economics, and a variety of financial applications such as interest rate modelling or derivative pricing. However, if the non-parametric estimation of the coefficients of a diffusion without jumps is well known (see for instance Hoffmann (1999) or Comte et al. (2007) ), to our knowledge, there do not exist adaptive estimators for the coefficients of a jump diffusion, neither minimax rates of convergence. Shimizu (2008) construct maximum-likelihood parametric estimators of σ 2 and ξ 2 . Their estimators converge with rates √ n and √ n∆ respectively. Mancini and Renò (2011) and Hanif et al. (2012) construct non-parametric estimators of σ 2 and σ 2 +ξ 2 thanks to kernel or local polynomials estimators. The estimator of σ 2 converges with rate √ hn, meanwhile the estimator of ξ 2 + σ 2 converges with rate √ n∆h, where h is the bandwidth of the estimator.
In this paper, we construct non-parametric estimators of g = σ 2 + ξ 2 and σ 2 under the asymptotic framework n∆ → ∞ and ∆ → 0 by model selection. This method was introduced by Birgé and Massart (1998) . We consider first the following random variables
We introduce a sequence of increasing subspaces S m of L 2 (A) and we construct a sequence of estimatorsĝ m by minimizing over each S m a contrast function γ n (t) = 1 n n k=1 (T k∆ − t(X k∆ )) 2 .
We bound the risk ofĝ m , then we introduce a penalty function pen(m) and me minimize on m the function γ n (ĝ m ) + pen(m). If the Lévy measure ν is sub-exponential, the adaptive estimatorĝm satisfies an oracle inequality (up to a multiplicative constant).
To estimate the function σ 2 , we need to cut off the jumps. We minimize over each S m the contrast functioñ γ n (t) = 1 n n k=1
T k∆ ½ |X(k+1)∆−Xk∆|≤C∆ − t(X k∆ ) 2 where C ∆ ∝ √ ∆ ln(n).
We obtain a sequence of estimatorsσ 2 m of σ 2 . The risk of these estimators depends on the Blumenthal-Getoor index of ν. To construct an adaptive estimator,σ 2 m , we again introduce a penalty function pen(m). The estimatorσ 2 m automatically realizes a bias-variance compromise. The rates of convergence obtained forĝ m andσ 2 m are similar to those obtained by Hanif et al. (2012) and Mancini and Renò (2011) .
This article is composed as follows: in Section 2, we specify the model and its assumptions. In Sections 3 and 4, we construct the estimators and bound their risks. Section 5 is devoted to the simulations and proofs are gathered in Section 6.
Model
We consider the stochastic differential equation (1). We assume that the following assumptions are fulfilled:
If Assumption A1.1 is satisfied, SDE (1) as a unique solution. According to Masuda (2007) , under assumptions A1.(1-3), the process (X t ) t≥0 is exponentially β-mixing and has a unique invariant probability. Moreover, under assumption A1.(4), E X 8 t < ∞. Then we can assume: A 2. The process (X t ) t≥0 is stationary, exponentially β−mixing and its stationary measure has a density π which is bounded on any compact set.
The following result is very useful. It comes from Dellacherie and Meyer (1980) or Applebaum (2004) .
Burkholder Davis Gundy inequality. Let us consider the filtration
Then, for any p ≥ 2, there exists a constant C p > 0 such that:
The following proposition derives from this result.
Proposition 1. For any integer p and any t ≤ 1:
Now we introduce an increasing sequence of vectorial subspaces (S m ) m≥0 of L 2 (A) satisfying the following properties:
A 3. 1. The subspaces S m have finite dimension D m and are increasing: ∀m,
2. The . L 2 and . ∞ norms are connected:
where t is the orthogonal projection L 2 of t on S m .
The vectorial subspaces generated by the trigonometric polynomials, the piecewise polynomials, the spline functions and the wavelets satisfy these properties (see Meyer (1990) and DeVore and Lorentz (1993) for the proofs).
3 Estimation of σ 2 + ξ 2 .
Let us set Z k∆ =´(
To estimate σ 2 for a diffusion process (without jumps), we can consider the random variables Comte et al. (2007) ). For jump diffusions,
and therefore
The term A k∆ is small, whereas B k∆ and E k∆ are centred. The random variables B k∆ depend on the Brownian motion (W t ) t≥0 , while E k∆ depends on the jump process (L t ) t≥0 . The following lemma is derived from Proposition 1 and the Burkholder Davis Gundy inequality.
We have to find a good compromise between the bias term, g m − g A 2 L 2 , which decreases when m increases, and the variance term, proportional to D m /(n∆). If g belongs to the Besov space B α 2,∞ , then the bias term
The risk is then minimum for m opt = (n∆) 1/(1+2α) , and satisfies
Adaptive estimator
To bound the risk of the adaptive estimator, we need the additional assumption:
A 4. 1. The Lévy measure ν is sub-exponential:
2. There exists η, η > 1, such that ∆ η = O(n −1 ). We introduce the function p(m, m
In order to bound the remaining term,
we use the Berbee's coupling Lemma and a Talagrand's inequality. Berbee's coupling Lemma is proved by Viennet (1997) . As the random variables (X k∆ ) are exponentially β−mixing, it allows us to deal with independent random variables.
Berbee's coupling lemma. Let (X t ) t≥0 be a stationary and exponentially β−mixing process observed at discrete times t = 0, ∆, . . . , n∆. Let us set n = 2p n q n with q n = 8 ln(n)/∆. For any a ∈ {0, 1}, 1 ≤ k ≤ p n , we consider the random variables
There exist random variables X * ∆ , . . . , X * n∆ such that
• For any a ∈ {0, 1}, the random vectors U * 1,a , U * 2,a , . . . , U * pn,a are independent.
•
The following Talagrand's inequality is proved by Birgé and Massart (1998) (corollary 2p.354 ) and Comte and Merlevède (2002) (p222-223 ).
Talagrand's inequality. Let (X 1 , . . . , X n ) be independent identically distributed random variables and f n : B m,m ′ → S m such that
We then obtain the following oracle inequality:
Theorem 5. Under assumptions A1-A4, there exists κ 0 such that for any κ ≥ κ 0 ,
The adaptive estimatorĝm automatically realises the best (up to a multiplicative constant) compromise.
Estimation of σ
2 .
We have that
The idea is to keep T k∆ only when there is no jumps. As the stochastic term Z k∆ is of order ∆ 1/2 , we can only suppress the jumps of amplitude greater than ∆ 1/2 . Then we consider:
where 
The term B k∆ ½ Ω X,k is no longer centred. Let us set
The following assumption is needed.
A 5.
1. The function ξ is bounded from below:
The following lemmas are proved later.
Lemma 7.
• E Ã 2 k∆ |F k∆ ∆ and E Ã 4 k∆ |F k∆ ∆.
• E B k∆ |F k∆ = 0, E B 2 k∆ |F k∆ ≤ σ 4 0 /n and E B 4 k∆ |F k∆ 1.
Estimator for fixed m
We consider the following contrast function and the empirical risk
Let us setσ 2 m = arg inf t∈Smγn (t).
Theorem 8. Under Assumptions A1, A2, A3 and A5, we have that
where
L 2 and the variance term σ 4 0 D m n −1 are the same as for a diffusion without jumps. Nevertheless, the remainder term is ∆ 2 for a diffusion process (see for instance Comte et al. (2007) ). Even for Poisson processes, the remainder term will be here proportional to ∆ ln 4 (n).
. The best estimator is obtained for D mopt = n −1/(1+2α) and its risk is bounded by n −2α/(2α+1) + ∆ 1−β/2 .
Remark 9. Let us set ∆ ∼ n −a , with 0 < a < 1. We have the following rates of convergence:
If β = 0, the adaptive estimator will reach the rate of convergence n
for high frequency data (n∆ 2α+1/(2α) = O (1)). This is the minimax rate of convergence for non-parametric estimation of σ 2 for diffusions processes (see for instance Hoffmann (1999) ). If β or α is too big (as soon as β(α + 1/2) > 1), even for high frequency data, the remainder term will be predominant in the risk. where
Adaptive estimator
As for the adaptive estimator of g = σ 2 + ξ 2 , we use the Berbee's coupling lemma and the Talagrand's inequality to bound the risk of the estimatorσm.
Theorem 10. Under Assumptions A1, A2, A3 and A5, there exists κ 1 such that, if κ ≥ κ 1 , we have the following oracle inequality:
Remark 11. If Assumptions A1-A5 are satisfied, the risk of the estimator ξ 2 =ĝm −σ 2 m satisfies the following inequality:
Simulations

Models
We consider a stochastic process (X t ) such that
with L t a compound Poisson process:
where N t is a compound Poisson process of intensity 1, and (ζ k ) are centred, independent, and identically distributed random variables. We denote by F the law of ζ and we assume that E ζ 2 k = 1 and that the random variables (ζ k ) are independent of (η, (W t ) t≥0 , N t ).
Model 1: Ornstein Uhlenbeck
with binomial jumps: P(ζ = 1) = P(ζ = −1) = 0.5.
Model 2
with Laplace jumps:
Model 3
with normal jumps: ζ k ∼ N (0, 1).
Model 4:
In this model, the Lévy process is not a compound Poisson process. We set
The Blumenthal-Getoor index of this process is such that β > 1.
Method
We use the vectorial subspaces generated by the spline functions:
Those subspaces form a multi-resolution analysis of L 2 (A). We use the same simulation method as in Rubenthaler (2010) .
To construct the adaptive estimator, we computef m,r for D m ≤ √ n∆, 0 ≤ r ≤ 4 and m ≤ 7 (for m = 7, we already have D m = 128. If m was bigger, there will be a memory problem). Then we minimize γ n (f m,r ) + pen(m, r) with respect to m, then r. There is three constants in the penalty function pen(m, r). The constants σ Rozenholc (2002, 2004 ) for a complete discussion). Another way of dealing with the constants of the penalty would be the slope method developed by Arlot and Massart (2009) , however, this method is a bit slow.
To obtain Figures 1-4 , for each model, we realise 5 simulations and draw the 5 corresponding estimators. To construct Tables (5. 3)-(5.3), for each couplet (n, ∆) and each model, we make 50 simulations, and for each simulation, we compute the adaptive estimatorĝm ,r orσm ,r , the selected dimension (m,r) and the empirical error
We also compute the empirical error for eachĝ m,r (orσ 2 m,r ). Then we deduce the dimension (m min , r min ) that minimizes the empirical error (denoted by err min ). In the tables, we write the following informations:
• mean of the empirical errors ofĝm ,r andσ 2 m,r , risk • oracle or = mean(err/err min ).
• m est and r est , means ofm andr.
• t e the mean of the estimation time for one simulation.
Results
For Models 1-3, for ∆ small enough (∆ = 10 −2 or 10 −3 for Model 1, ∆ = 10 −3 for Models 2 and 3), the risk of the adaptive estimatorσ 2 m is inversely proportional to n, that is proportional to the variance term. In Table 5 .3, we can see that the risk mostly depends on ∆: the remainder term is predominant. As the Blumethal-Getoor index β > 1, this is consistent with Remark (9). We can see in Figure 4 that σ 2 is overestimated: this is because the small jumps can not be cut. This bias decreases with ∆.
The function g = σ 2 + ξ 2 is more difficult to estimate. Indeed, the variance term is bigger (it is proportional to 1/n∆ and not 1/n). For n∆ not big enough (n∆ = 1 or 10), the results can be quite bad. When ∆ is fixed (and small enough so that the remainder term is not preponderant), the risk decreases when n increases.
Proofs
Proof of Theorem 4
By Lemma 2, E A 2 k∆ ∆. It remains to bound E sup t∈Bm ν 2 n (t) . Let (ϕ λ ) 1≤λ≤Dm be an orthonormal (for the . π norm) basis of S m . Any function According to Lemma 2, E (B k∆ + E k∆ |F k∆ ) = 0, and
It remains to bound the risk on Ω c n . By Lemma 3, P (Ω c n ) ≤ 1/n 8 . The functionĝ m is the orthogonal projection (for the . n norm) of (T ∆ , . . . , T n∆ ) on the vectorial subspace {(t(X ∆ ), . . . , t(X n∆ )) , t ∈ S m }. Let us denote by Π m the orthogonal projection on this subspace. As T k∆ = g(X k∆ ) + A k∆ + B k∆ + E k∆ , we obtain:
By stationarity and Cauchy-Schwarz:
By Lemmas 2 and 3, we obtain:
Proof of Theorem 5
First, we apply the Berbee's coupling lemma to the random vectors (B k∆ + E k∆ , X k∆ ) which are exponentially β-mixing. According to Berbee's coupling lemma, we can construct independent variables
such that for a ∈ {0, 1}, the random variables (U * k,a ) 0≤k≤pn are independent and have same law as
Let us set
The following lemma is proved later.
Lemma 12. For any α > 0, there exists a constant c such that
We can bound E ĝm − g 2 n ½ O c in the same way as we bound the risk of the non-adaptive estimator on Ω c n :
It remains to bound the risk on O. Let us set, for a ∈ {0, 1},
and ν * n (t) = ν * n,0 (t) + ν * n,1 (t). We have:
As the random variables B * k∆ and E * k∆ are centred,
then by Lemma 2,
The functions ν * n,a (t) satisfy the assumptions of Talagrand's inequality with
Consequently, as α is as small as we want:
Proof of Lemma 12
Then
and then
Bound of P J
(1)
The terms J
k∆ are small and can be bounded in the same way as the Brownian terms Z k∆ . As ν is symmetric:
According to Corollary 5.2.2 of Applebaum (2004),
Then for any a ≤ 1/(2ξ 0 ∆ 1/2 ),
Let us then set a = 1/(2ξ 0 ∆ 1/2 ), we obtain:
Bound for the jumps greater than ∆ 1/2 .
The probability that J
is not small enough. We have to bound both the number of jumps of the time interval [k∆, (k + 1)∆[ and the size of the jumps. Let us first consider the jumps greater than 1:
The probability of having a very high jump is quite small: by Assumption A4,
The probability of having more than C = 8η/(1 − β/2) (see Assumption A4) jumps greater than 1 on a time interval ∆ is very low:
By (6) and (7),
Let us now set α 0 = 0,
By (7),
Then, by (4), (5), (8) and (9), we obtain:
Proof of Lemma 6
Bound of P Ω c X,k . We have that X (k+1)∆ = X k∆ +´(
By Markov's inequalities, for any k ≤ 4:
and by Markov's inequality:
Bound of P Ω c N,k .
Then by (11) and (12), we obtain:
k∆ ≥ ξ 1 ∆ 1/4 and by conditional independence, we get:
3 .
By (10) and (3), P
n −1 . Moreover, by a Markov inequality, we obtain:
As P (N k = 1) ∆ 1−β/4 , we obtain:
Let us set L
s and J
(1)+(2) k∆ = J
k∆ . We consider
By (10) and (3),
By the Burkholder Davis Gundy inequality, we obtain that
Moreover,
Then by a Markov's inequality,
which ends the proof.
Proof of Lemma 7
From the Burkholder Davis Gundy inequality and Proposition 1, we derive easily the bounds forÃ k∆ andB k∆ . It remains to bound E Ẽ 2 k∆ |F k∆ and
. We have that
. This is nearly Proposition 4.5 of Mai (2012) . Let us introduce a nonnegative function f C ∞ such that
Let us set f a (x) = a 4 f (x/a). By stationarity, we have
The following result is needed.
Result 13. [Fourier transform]
We denote by F h the Fourier transform of a function h ∈ L 1 (R):
The Schwarz space is defined as
Then we have the following properties:
4. For any functions h 1 , h 2 ∈ L 2 (R), the Parseval's formula holds:
As F δ y (x) = e −ixy ,
and
By Result 13.4, we have that
where φ ∆ is the characteristic function of the Lévy process L
By a Taylor development in 0, we obtain that
By Result 13.5, as f a ∈ S(R),´R F f a (u)iudu =´R F ((f a ) ′ )(u)du = (f a ) ′ (0) = 0. Then According to Kappus (2012) , |ψ ∆ (u)| C∆|u| β . By Result 13.3, F f a (u) = a 5 F f (au) and therefore
As f a ∈ S(R), F f a ∈ S(R) and then for any m > 0, ∃C m > 0, |F f (u)| ≤ C m |u| −m . Then, for any m ∈ N:
We choose m such that 2β + 1 < m ≤ 3 + β. As β < 2, m always exists. Theń R |u| 2β−m ∧ |u| 2β < ∞ and we get:
Then we obtain E J
(1)+(2) k∆
Bound of E Ẽ 2 k∆ ½ Ω X,k ∩Ω N,k .
On Ω N,k ,Ẽ where(ϕ λ ) 1≤λ≤Dm is the orthonormal basis of S m for the . π -norm.
Proof of Theorem 10
We apply the Berbee's coupling Lemma to the random exponentially β-mixing vectors (B k∆ , X k∆ ). For any a ∈ {0, 1}, we can construct random variables Let us setΩ * = ω, ∀a, ∀k, V k,a = V * k,a , P Ω * c n −4 . Let us consider the set Ω Z = ω, ∀k |Z k∆ | ≤ 4σ 0 ln(n)∆ 1/2 on which the random variablesB k∆ are bounded. According to inequality (3), P (Ω OnÕ, for any a, the random variables (V * k,a ) are independent, centred and bounded. We have that V * k,a ≤M = σ 
