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2
第1章 序論・準備
精度保証付き数値計算と言えば，昔は区間 x = [x, x]，y = [y, y]に対して x + y = [x + y, x + y]，x− y =
[x−y, x−y]，x×y = [min{x×y, x×y, x×y, x×y}，max{x×y, x×y, x×y, x×y}]，x/y = [min{x/y, x/y，


















Ax = b (1.1.1)
の数値解の精度保証付き数値計算法について考える．ただし，n× n行列Aは実行列で，bは実 n次元ベク
トルとする．ここに，行列 Aが実とは，その要素が全て実数であることをいう．以下，本論文では，記号

































は，式 (1.1.1)において tverが tsol の 5倍程度（計算量は 8倍）となる方法が示された．特に，問題の次元
数 nが 5000程度以下で係数行列が密行列かつ条件数がそれほど大きくない場合，tverと tsol がほぼ同じく
らいになる方法も示されており [10]，さらに文献 [16]では，密行列の中でより大規模な問題や条件数のある




















(1)−∞方向への丸め（下への丸め）c ∈ Rを f ≤ cを満たす最も大きな浮動小数点数 f ∈ Fへ丸める．下
への丸めを : R→ Fで表す．
(2)+∞方向への丸め（上への丸め）c ∈ Rを f ≥ c を満たす最も小さな浮動小数点数 f ∈ Fへ丸める．こ
れを : R→ Fと表す．
(3)最近点への丸め c ∈ Rを |f − c| が最小となる浮動小数点数 f ∈ Fへ丸める．これを : R→ Fと表す．









この定義から任意の x, y ∈ Fと · ∈ {+,−,×, /}に対して
(x · y)  x · y  (x · y)




xi × yi) 
n∑
i=1




が成り立つことがわかる．ここで，fl は +∞方向の丸めモードで，fl は −∞方向の丸めモードでそれ
ぞれ浮動小数点演算を行うことを表す．これは内積の上限と下限が厳密に計算できることを示している．ま
た，式 (1.2.1)から，倍精度浮動小数点数の絶対値が正しく計算できることや（s = 0とすればよい），2つ
の倍精度浮動小数点数の大小が正しく判定できることがわかる．したがって，v ∈ Fn が





によって，vの最大値ノルムの上限が計算できることがわかる．同様に，A = (aij) ∈ Fn×nで
























定理 1 (Knuth [5]) a, b ∈ Fとする．x ∈ Fと y ∈ Fをつぎのアルゴリズム TwoSumによって計算する
と a + b = x+ yが成立する．
function [x, y] = TwoSum(a, b)
x = a⊕ b;
bV = x a; aV = x bV ; bR = b bV ; aR = a aV ;
y = aR ⊕ bR;
（定理終）
定理 1は和 a + bを a⊕ bで近似すると，その誤差 a + b− (a⊕ b) が再び Fの要素となり，y ∈ Fとして厳
密に計算されるという驚くべき事実を示している．また，アルゴリズム TwoSumは単なる加減算の組み
合わせで書かれており，条件分岐を含まないので，浮動小数点演算のステップ数は 6ステップであっても，




定理 2 (Dekker [2]) a ∈ Fとする． つぎのアルゴリズム Splitによって，仮数部の先頭ビットからの有
効桁数（暗黙の 1ビットを含む）がそれぞれ 26ビット以内（27ビットめ以降はすべてゼロ）である aH と
aL を計算すると，a = aH + aL で |aH | ≥ |aL|となり，nonoverlappingな和となる．ただし，x, y ∈ Fが
nonoverlappingであるとは，x = r × 2s かつ |y| < 2s あるいは y = r × 2sかつ |x| < 2s の様な整数 rと s
が存在する事をいう．
function [aH , aL] = Split(a)
c = (227 + 1)⊗ a; d = c a;
aH = c d;





定理 3 (Dekker [2]) a, b ∈ Fとする．x ∈ Fと y ∈ Fをつぎのアルゴリズム TwoProduct で計算する
と， 計算の途中でアンダフローが起きなければ，a× b = x + y が成り立つ．
function [x, y] = TwoProduct(a, b)
x = a⊗ b;
[aH , aL] = Split(a); [bH , bL] = Split(b);
c1 = x aH ⊗ bH ; c2 = c1  aL ⊗ bH ; c3 = c2  aH ⊗ bL;
y = aL ⊗ bL  c3;
（定理終）
アンダフローが起きた場合，著者らは次の結果を得ている．
定理 4 (Ogita-Rump-Oishi [9]) 定理 3においてアンダフローが計算途中で起きたとすると次の評価が
成立する：
|x + y − a× b|  4η (1.2.3)
ただし，ηはアンダフローユニット（IEEE754倍精度のとき，η = 2−1074）である． （定理終）
しかし，実際にはアンダフローが起きることはまれであることと，簡単のため，本論文ではアンダフロー
が起きた場合の処理については議論しないことにする．
以上の定理を基に，ベクトル p = (p1, p2, . . . , pn)T ∈ Fn に対して，ベクトル q = (q1, q2, · · · , qn)T ∈ Fn
を計算するアルゴリズムVecSumを導入する．ただし，T は転置を意味する．このとき，qn = fl(
∑n
i=1 pi)
となり，q1, q2, . . . , qn−1は qn の計算誤差を表す．
アルゴリズム 1 (Ogita-Rump-Oishi [9]) ベクトルの総和の無誤差変換法：
function q = SumEFT(p)
q = p;
for i = 2 : n
[qi, qi−1] = TwoSum(qi, qi−1);
（アルゴリズム終）









2このような性質を持つアルゴリズムは “distillation algorithm” と呼ばれる．
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アルゴリズム 2 (Ogita-Rump-Oishi [9]) 内積計算の高精度計算法：
function s = Dot2(x, y)
[p1, s1] = TwoProduct(x1, y1);
for i = 2 : n
[hi, ri] = TwoProduct(xi, yi);
[pi, qi] = TwoSum(pi−1, hi);
si = si−1 ⊕ (qi ⊕ ri);
s = pn ⊕ sn;
（アルゴリズム終）




function v = DotEFT(x, y)
[p1, v1] = TwoProduct(x1, y1);
for i = 2 : n
[hi, vi] = TwoProduct(xi, yi);
[pi, vn+i−1] = TwoSum(pi−1, hi);
v2n = pn;
（アルゴリズム終）









定理 5 (Banach) Aを n× n実行列，bを n次元実ベクトルとして連立一次方程式
Ax = b (1.2.6)
を考える．適当な n× n実行列 Rが存在して




‖x∗ − x˜‖∞  ‖R(Ax˜− b)‖∞1− ‖RA− I‖∞ (1.2.8)
となる．ただし，I は n次元単位行列で，x∗ = A−1bとする． （定理終）
定理 5において，実際の応用では Rとしては Aの近似逆行列を取り，Ax = bの近似解を x˜とする．こ
の定理を基に，連立一次方程式の精度保証法を実装する．
Aを n×n行列として連立一次方程式Ax = bを解くとき，cond(A)= ‖A‖‖A−1‖をその条件数という．こ
こで，bは n次元ベクトルである．bが b+∆bに変化したとき，解は cond(A)∆bのオーダーで変化する．し
たがって，条件数の大きな問題では，右辺ベクトルの少しの変化が解の大きな変化を引き起こす．IEEE754



















本節では，連立一次方程式 (1.1.1)の数値解に対する残差反復法について考える．ただし，A ∈ Fn×n で
x, b ∈ Fn とする．x˜ ∈ Fn を式 (1.1.1)の数値解とする．Ae ∈ Fn×(n+1) と x˜e ∈ Fn+1を







Aex˜e = Ax˜− b
が成立する．ここで
r˜ = (Dot2(A(1)e , x˜e),Dot2(A
(2)




とする．ただし，A(i)e は行列 Ae の第 i行目を転置した列ベクトルとする．これにより，式 (2.1.2)の r˜は
残差 r = Ax˜− bを内積の高精度計算アルゴリズムDot2によって計算したものとなる．次に，倍精度浮動
小数点演算を用いて計算した Az = r˜の数値解を z˜とすると







ズム Dot2 を用いた残差反復法により必要な回数だけ反復した式 (1.1.1)の近似解を取るものとする．ま
た，式 (2.1.2)では，高精度な残差 r = Ax˜ − bの近似値 r˜を計算しているが，精度保証の過程では，さら
に |r− r˜|  q を満たすようなベクトル qを求める必要がある．ただし，2つのベクトル x, y ∈ Rnに対して






function [x,y] = TwoSum(a,b)
% TwoSum: error-free transformation of sum a + b to x + y.
x = a + b;
t = x - a;
y = (a - (x - t)) + (b - t);
function [ah,al] = Split(a)
% Split: error-free transformation of a to ah + al.
c = (2^27 + 1)*a;
ah = c - (c - a);
al = a - ah;
function [x,y] = TwoProduct(a,b)
% TwoProduct: error-free transformation of product a x b to x + y.
x = a*b;
[ah,al] = Split(a); [bh,bl] = Split(b);
c1 = x - ah*bh; c2 = c1 - al*bh; c3 = c2 - ah*bl;
y = al*bl - c3;
以下は，それぞれDot2，SumEFT及びDotEFTである．
function res = Dot2(x,y)








s = s + (q + r);
end
res = p + s;
function q = SumEFT(p)
% SumEFT: error-free transformation of summation.
% input
% p: a real n-vector
% output





function v = DotEFT(x,y)
% DotEFT: error-free transformation of dot product to summation.
% input
% x, y: real n-vectors
% output










れ Aの近似逆行列，Ax = bの近似解を表す．
function xs = iter_ref(A,b,R,xs)
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% iter_ref: iterative refinement for an approximate solution of Ax = b
% using accurate dot product.
% input
% A: a real n x n matrix, b: real n-vector
% R: an approximate inverse of A, xs: an approximate solution of Ax = b
% output
% xs: an updated approximate solution of Ax = b
[m,n] = size(A); % size of A
r = zeros(n,1);
for i=1:n % residual A*xs - b by Dot2
r(i) = Dot2([A(i,:),b(i)]’,[xs; -1]);
end
z = R*r; % approximate solution of Az = r
xs = xs - z; % update xs
以下に，高精度な残差計算とその誤差限界を計算するプログラムを示す．ただし，
system_dependent(’setround’,mode)
は丸めモードの変更をする命令で，mode = ’nearest’は最近点への丸めモードに，mode = -infは，−∞
方向の丸めモードに，mode = +infは +∞方向の丸めモードにそれぞれ変更することを表す．
function [rmid,rrad] = accresidual(A,b,xs)
% accresidual: accurate computation of A*xs - b and its error bound.
% input
% A: a real n x n matrix, b: a real n-vector
% xs: an approximate solution of Ax = b
% output
% rmid: an approximation of A*xs - b














最後に，連立一次方程式 Ax = bの精度保証アルゴリズムを以下に示す．
function [e,alpha] = vlin(A,b,R,xs,mode,alpha)
% vlin: fast verification of an approximate solution xs of Ax = b.
% input
% A: a real n x n matrix, b: real n-vector
% R: an approximate inverse of A, xs: an approximate solution of Ax = b
% mode: If mode = 0, then compute alpha s.t. alpha >= norm(RA - I,inf).
% Otherwise, skip calculation of alpha.
% output
% e: an error bound of xs
% alpha: alpha >= norm(RA - I,inf)
[m,n] = size(A);
if mode == 0
I = speye(n); % I: n x n identity matrix
system_dependent(’setround’,-inf); % rounding to -infinity
Gl = R*A - I; % lower bound of R*A - I
system_dependent(’setround’,+inf); % rounding to +infinity
Gu = R*A - I; % upper bound of R*A - I
Gu = max(abs(Gl),abs(Gu)); % upper bound of |R*A - I|
alpha = norm(Gu,inf); % alpha >= norm(RA - I,inf)
end
if alpha < 1
[rrmid,rrad] = accresidual(A,b,xs); % accurate residual and its error bound
system_dependent(’setround’,+inf);
t = R*rrad;
vl = R*rmid + t;
system_dependent(’setround’,-inf);
vu = R*rmid - t;
vu = max(abs(vl),abs(vu)); % vu >= |R*(A*xs - b)|
d = 1 - alpha;
system_dependent(’setround’,+inf);












n× nヒルベルト行列Hn はその第 (i, j)成分を hij とするとき
hij =
1
i + j − 1 (2.3.1)
で定義される行列である．ここでは，n = 11のヒルベルト行列H11に，要素 hij の分母の公倍数をかけた
行列K を係数行列とする連立一次方程式を考える．また，x = (1, 1, · · · , 1)T が厳密解であるように右辺ベ
クトルは b = fl(K · (1, 1, · · · , 1)T )とする．このとき，丸め誤差は発生しない．すなわち，11次元ベクトル
xについての連立一次方程式
Kx = b (2.3.2)
を考える．K の条件数は，cond∞(K) = ‖K‖∞‖K−1‖∞ = 1.23 · · · × 1015である．これを本論文で提案し
た高精度かつ高速な残差反復法と精度保証プログラムを用いてMATLAB上で解いた例を以下に示す．
>> K = myhilb(11); % K: the 11 x 11 Hilbert matrix
>> b = K*ones(11,1); % b: a right-hand side vector
>> R = inv(K); % R: an approximate inverse of K









>> xs = iter_ref(K,b,R,xs); xs(11) % 1st iterative refinement of xs
ans =
1.00000026822090




>> xs = iter_ref(K,b,R,xs); xs(11) % 2nd iterative refinement of xs
ans =
1.00000000032014
>> e = vlin(K,b,R,xs,1,alpha)
e =
1.220669425188106e-008
>> xs = iter_ref(K,b,R,xs); xs(11) % 3rd iterative refinement of xs
ans =
1.00000000000023
>> e = vlin(K,b,R,xs,1,alpha)
e =
2.285908904331256e-011
>> xs = iter_ref(K,b,R,xs); xs(11) % 4th iterative refinement of xs
ans =
1.00000000000000
>> e = vlin(K,b,R,xs,1,alpha)
e =
5.576489225820260e-014
>> xs = iter_ref(K,b,R,xs); xs(11) % 5th iterative refinement of xs
ans =
1
>> e = vlin(K,b,R,xs,1,alpha)
e =
1.166207784303186e-016
>> xs = iter_ref(K,b,R,xs); xs(11) % 6th iterative refinement of xs
ans =
1
>> e = vlin(K,b,R,xs,1,alpha)
e =
0
この例においては，R = inv(K)という命令によって，行列K の逆行列を倍精度浮動小数点演算で求めて




解は x = (1, 1, · · · , 1)T であるから，小数点以下 4桁目以降に誤差があることが見て取れる．
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次の命令では，計算した近似解 x˜ = xsのもつ精度を本論文で提案した方法に基づいて実装した高精度精
度保証プログラム vlinによって計算している．その結果，誤差 e = ‖A−1b− x˜‖∞は 1.427 . . .× 10−2以下
であるとの見積もりが得られている．
その次の命令では，2.1.1節で提案した高精度内積計算法に基づいた残差反復法により，一回反復した xs
を計算している．そして，その第 11成分 xs(11)を表示している．この結果から，近似解の小数点以下 7






条件数はO(1014)に比較して小さいが，問題の次元が n = 1000と前節の問題に比して大きな問題を例と
して取り上げる．すなわち，Aは 1000× 1000実行列でその要素は乱数であるとする．
>> n = 1000;
>> A = randn(n); % A: an n x n random matrix
>> b = A*ones(n,1);
>> cond(A) % condition number estimator
ans =
2.450763206290818e+004
より，Aの条件数はO(104)程度である．b = A*ones(n,1);からわかるように，b = A·(1, 1, · · · , 1)T として
式 (1.1.1)を考えている．ただし，丸め誤差の存在により，この場合の式 (1.1.1)の厳密解は x = (1, 1, · · · , 1)T
と若干異なることに注意する．
このようにして作成した Aと bを用いて，Ax = bの精度保証を実行する．
>> R = inv(A);
>> xs = R*b; xs(1000)
ans =
1.00000000000102





>> xs = iter_ref(A,b,R,xs); xs(1000)
ans =
1.00000000000002
2誤差限界 e = 0 ということは，近似解 x˜ は厳密解そのものであることを意味する．
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表 2.1: 精度保証のための計算時間 [sec]（第 3,4列における括弧内の数字は LU分解の時間に対して何倍計
算時間を要しているかを示している）
n LU分解 標準精度保証法 新精度保証法
200 0.02 0.04 (2.00) 0.04 (2.00)
300 0.04 0.14 (3.50) 0.17 (4.25)
400 0.07 0.31 (4.42) 0.35 (5.00)
500 0.13 0.50 (3.85) 0.63 (4.84)
600 0.21 0.87 (4.14) 1.01 (4.81)
700 0.30 1.31 (4.37) 1.53 (5.10)
800 0.45 2.23 (4.95) 2.37 (5.23)
900 0.59 2.89 (4.90) 3.07 (5.20)
1000 0.81 3.84 (4.74) 4.31 (5.32)










ここで，式 (1.1.1)の近似解を求める時間 (Aの LU分解にかかる時間)と残差を高精度に計算しない従
来の精度保証プログラムで精度保証する時間 (本論文ではこれを標準精度保証法の計算時間という)と残差
を高精度に計算する本論文で提案した方法での時間 (新法の計算時間と呼ぶ)を表 2.1に示す．表中に示し
た数字は各次元とも，異なった 100のランダム行列 Aを生成し，b = A · (1, 1, · · · , 1)T として，式 (1.1.1)
を解いた時間を平均したものである．尚，精度保証の時間には Aの近似逆行列 Rを計算する時間を含めて
いない．計算に用いたコンピュータはMac Power Book G4 (1.25GHz CPU)で計算に用いた言語は Slab
[4]である．SlabはMATLABに似た数値計算ツールだが，精度保証ができるように改良されたものであり，
MATLABと同様，LAPACKをもとにして，これを使いやすくするインタプリタとなっている．
近似解 (LU分解)を計算する計算のため浮動小数点演算の回数 (ﬂops という単位が標準で用いられる．
ﬂoating point operationsの略である．)は四則演算をすべて一回と数えると 2/3n3 ﬂopsである．一方，標
準精度保証法も新精度保証法も近似逆行列 Rを計算する時間は含めていないので，行列の積を 2回計算す
る手間の 4n3 ﬂopsである．よって，浮動小数点演算の回数の比でいえば，精度保証にかかる計算時間は標
準法も新しい方法もともに LU分解法の計算時間の 6倍となる．表 2.1に示した実際の数値計算例において
18


















κ(A) := ‖A‖ · ‖A−1‖
をその条件数という．式 (1.1.1)の厳密解を x∗ := A−1bとすると (ただし，Aが正則のとき)，bが b + ∆b
に変化したとき，解は κ(A)‖∆b‖のオーダで変化する．すなわち，解の変化量を∆xとして連立一次方程



























は，条件 parameter に従って expression を高精度に計算するものとする．たとえば，A ∈ Fm×p, B ∈ Fp×n
に対して行列乗算 A · B を考えたとき
C1:k := C1 + C2 + · · ·+ Ck = DotExact(A ·B, k)
は





Ci −A · B| ≤ max(2−52 · |Ck|, realmin · E) (3.1.1)
となるような Ci ∈ Fm×n, (i = 1, 2, . . . , k)を求めるものとする．ただし，realmin := 2−1022は IEEE754倍
精度浮動小数点数で表現できる正規化数のうち正の最小のものであり，E はすべての要素が 1のm× n行
列とする．これらは，アンダフローが起きたときにも精度保証が厳密であるために必要となる．また
[C1:k, Crad] = DotExact(A · B, {’midrad’, k})
は





Ci −A ·B| ≤ Crad
となるような Ci ∈ Fm×n, (i = 1, 2, . . . , k)及び Crad ∈ Fm×nを求めるものとする．さらに
A1:k := A1 + A2 + . . . + Ak =
k∑
i=1
Ai, Ai ∈ Fn×n
に対しても
DotExact(A1:k · B, parameter )
のような使い方ができるものとする．これは
DotExact(A1B + A2B + . . . + AkB, parameter )
と同値である．同様に
DotExact(A1:k1 · B1:k2 , parameter )
は









定理 6 (Yamamoto [14]) Aを n× n実行列，bを n次元実ベクトルとして連立一次方程式
Ax = b
を考える．適当な n× n実行列 Rが存在して1
‖RA− I‖∞ < 1 (3.2.1)
を満たすとき，Aは正則で，任意の n次元実ベクトル x˜に対して2
|x˜−A−1b| ≤ |R(Ax˜ − b)|+ ‖R(Ax˜− b)‖∞
1− ‖RA− I‖∞ t (3.2.2)







|G2j |, . . . ,
n∑
j=1
|Gnj |)T ≤ t (3.2.3)
を満たす n次元ベクトルであり，I は n次元単位行列である． 
この定理では x˜は任意であるが，我々の実装法においては，3.1節で紹介した高精度内積計算アルゴリズム
DotExactを用いた残差反復法により，必要な回数だけ反復した式 (1.1.1)の近似解を取るものとする．
具体的には，式 (3.2.2)の右辺の分子に現れる Ax˜− bをDotExactを用いて高精度に計算する．Rにつ
いても，DotExactを用いた反復計算により ‖RA− I‖∞ < 1を満たすような Rを求める．
提案する精度保証法の詳細については，次の節で述べる．
3.2.2 条件数の大きい行列に対する精度保証法





‖RA− I‖∞ < 1
1実際の応用では R としては A の近似逆行列を取るのが普通である．




R = R1:k = R1 + R2 + . . . + Rk =
k∑
i=1
Ri, Ri ∈ Fn×n
のように，要素が倍精度浮動小数点数である行列の和として表現することを考える．ただし
|Ri| ≥ 252 · |Ri+1|, i = 1, 2, . . . , k − 1
とする．ここで，我々は文献 [12]の方法を拡張した次のアルゴリズムを提案する．尚，本論文ではアルゴ
リズムをMATLABに近い表記で記述する．





1 = inv(A) % Aの逆行列の計算 (倍精度演算)
for i = 2 : k
C = DotExact(R(i−1)1:i−1 ·A, 1) % C ← R · A (高精度演算, 結果は倍精度)
T = inv(C) % T ≈ C−1 (倍精度演算)
R
(i)





C ≈ R(1)1 A
のようにする．次に，C の (近似)逆行列を通常の倍精度演算で



















2 ≈ TR(1)1 ≈ (R(1)1 A)−1R(1)1 = A−1








2 + . . .+R
(k)
k を求める．このアルゴリズムにより，通常の倍精度演
算と比較して高精度な R を計算することが可能となり，実際，条件数 κ(A)が
κ(A)  (c−1n · 1016)k (3.2.4)
程度の問題であれば Aの正則性の保証が可能となる (これについては，後で数値実験によって確認する)．
ただし，一般的には Aの条件数は未知であるため，計算された Rが ‖RA− I‖∞ < 1を満たすかどうかは
保証されない．すなわち，事前に Rにはどれだけの精度が必要か (kをいくつにすれば良いか)はわからな
いため，Aの性質によって ‖RA− I‖∞ < 1を満たすような Rを自動的に反復改良しながら計算できるア
ルゴリズムが望ましい．
そこで，反復ごとに ‖RA− I‖∞ < 1の判定をしながらRを更新していくアルゴリズムを以下に示す．ま
た，定理 6を適用するため式 (3.2.3)を満たす tを求める操作も加える．
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アルゴリズム 5 ‖RA− I‖∞ ≤ α < 1 を満たす R, α及び式 (3.2.3)を満たす tを求めるアルゴリズム：







1 A− I) % RA− I の下限
G = fl(R
(1)
1 A− I) % RA− I の上限
G = max(|G|, |G|) % |RA− I| の上限










α = max1≤i≤n ti % ‖RA− I‖∞ の上限
if α < 1, return, end
while k < kmax % kmax :最大反復回数
C = DotExact(R(k)1:k ·A, 1)




1:k+1 = DotExact(T ·R(k)1:k, k + 1)
k = k + 1
end
S = fl(max(2−52 · |C|, realmin · E)) % Sij = max(2−52 · |Cij |, realmin)
G = fl(C − I − S) % RA− I の下限
G = fl(C − I + S) % RA− I の上限
G = max(|G|, |G|) % |RA− I| の上限










α = max1≤i≤n ti % ‖RA− I‖∞ の上限
if α ≥ 1, error(’veriﬁcation failed.’), end
式 (3.1.1)から
C = DotExact(R(k)1:k ·A, 1)
によって得られる C は
|C −R(k)1:k ·A| ≤ max(2−52 · |C|, realmin · E) =: S
を満たすため，R := R(k)1:k とすると
C − I − S ≤ RA− I ≤ C − I + S




で済むことが分かる．そして，アルゴリズム 5によってAの正則性が保証されると，連立一次方程式Ax = b
の精度保証が可能となる．
3.2.3 連立一次方程式の精度保証
連立一次方程式 Ax = bの近似解 x˜に対する残差を r := Ax˜ − bとすると，厳密解 x∗ := A−1bに対する
x˜の誤差は，連立一次方程式 Ap = rの解 p∗ := A−1rで与えられることから (x∗ = x˜− p∗)，残差反復は以
下のような手順で実行できる．ただし，Aが正則のとき，rの要素がすべてゼロである場合は x˜が Ax = b
の厳密解であるため，‖r‖ = 0と仮定する．
1. 残差 Ax˜− b を高精度に計算する (r˜ ← Ax˜− b)．
2. 連立一次方程式 Ap = r˜ を解く (Rを用いて p˜← R · r˜ とする)．
3. 近似解 x˜を x˜new ← x˜− p˜ と更新する．
我々は，この残差反復法と精度保証を組み合わせることにより，所望の相対精度 tolを与えたときに∣∣∣∣ x˜i − x∗ix˜i
∣∣∣∣ ≤ tol, (x˜i = 0のとき) (3.2.5)
が成り立つような x˜ ∈ Fn と
|x˜− x∗| ≤ y (3.2.6)
を満たす y ∈ Fn を求める方法を提案する．








を満たすように，残差 Ax˜− b を高精度に計算し，その結果を高精度のまま保持する必要がある．
以上の議論を考慮して，Yamamotoの定理に基づく連立一次方程式の数値解の精度保証アルゴリズムを
以下に示す．
アルゴリズム 6 A ∈ Fn×n の正則性を判定し，正則であることが保証できたときに，式 (3.2.5)を満たす
Ax = bの近似解 x˜と |x˜−A−1b| の上限 y ∈ Fn を求めるアルゴリズム：
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function [x˜, y] = AccVerLin(A, b, tol, kmax)
[R1:k, α, t] = AccInv(A, kmax) % ‖RA− I‖∞ ≤ α
x˜ = DotExact(R · b, 1) % x˜← R · b (高精度，結果は倍精度)
for loop = 1 : 10 % 残差反復
[r(1:k), rrad] = DotExact(Ax˜ − b, {’midrad’, k}) % |r(1:k) − (Ax˜− b)| ≤ rrad (高精度)
[p, prad] = DotExact(R1:k · r(1:k), {’midrad’, 1}) % |p−R1:k · r(1:k)| ≤ prad (高精度)
q = fl(|p|+ (prad + (
∑k
i=1 |Ri|) · rrad))
y = fl(q + (‖q‖∞/− (α− 1)) · t) % 式 (3.2.2)
relerr = fl(max1≤i≤n,xi =0 |yi/xi|) % 相対誤差の最大値
if relerr ≤ tol % 残差反復の停止条件
break
else












算機の CPUは Pentium 4 2.53GHzである．計算はすべてMATLAB (7.0.1.24704 (R14) Service Pack 1)
上で実行した．
3.3.1 ヒルベルト行列
まず，条件数が 1016以上になる問題の例として，ヒルベルト行列を考える．n×nヒルベルト行列H = (hij)
は，その第 (i, j)成分を hij とするとき
hij =
1
i + j − 1 , (1 ≤ i, j ≤ n)
26
で定義される行列である．ここでは，係数行列に誤差が含まれないように，ヒルベルト行列 H に 1から
2n− 1までの公倍数 sをかけて行列 A := s ·H を作る3．右辺ベクトルについては，z ∈ Fn を zi = (−1)i
として，b := fl(A · z)と決める．このとき，bの計算に誤差は生じないため (すなわち，fl(A · z) = Az)，
Ax = bの厳密解は x∗ = zとなる．
以上の問題に対し，n = 20として，本論文で提案する精度保証法を用いて解いた例を以下に示す．このと
き，Aの条件数は κ(A) = 2.45 · · ·× 1028となる．ただし，アルゴリズム 6において tol = 10−9，kmax = 20
とした．
>> n = 20; [A,b,cnd] = myhilb(n); cnd
cnd =
2.452156585815303e+028
>> [x,y] = AccVerLin(A,b,1e-9,20); [x,y]
*** calculation of approximate inverse ***
k = 2
*** verification for a linear system with iterative refinement ***
loop = 1, max. rel. error = 1.095537e-004






















ここで，ansの第 1列は数値解 x˜，第 2列は式 (3.2.6)の右辺，つまり x˜の誤差の上限 yを示している．す
3n が大きくなると，この方法でも A は誤差を持つが，少なくとも n ≤ 20 のときは A に誤差は含まれない．
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なわち，x˜− y ≤ x∗ ≤ x˜ + yである．loop = 1の時は残差反復をしていない場合の数値解，loop = 2以








次に，右辺ベクトルを b := (1, 1, . . . , 1)T ∈ Fnと変更した場合の結果を以下に示す．ここでは，tol = 10−12，
kmax = 20とした．
>> b = ones(n,1);
>> [x,y] = AccVerLin(A,b,1e-12,20); [x,y]
*** calculation of approximate inverse ***
k = 2
*** verification for a linear system with iterative refinement ***
loop = 1, max. rel. error = 9.044724e-004
loop = 2, max. rel. error = 3.366434e-009



























得られた行列を係数行列 A ∈ Fn×nとする．右辺ベクトルについては，b := (1, 1, . . . , 1)T ∈ Fn と決める．
n = 100，κ(A) ≈ 10100 のとき，提案する精度保証法による結果を以下に示す．
ただし，tol = 10−12，kmax = 20とした．ここで，式 (3.2.4)を考えると，100/16 = 6.25から，反復回
数 kは 7～8回くらいになることが予測される．
>> n = 100; A = randmat(n,1e+100); b = ones(n,1);
>> tic; [x,y] = AccVerLin(A,b,1e-12,20); toc
*** calculation of approximate inverse ***
k = 8
*** verification for a linear system with iterative refinement ***
loop = 1, max. rel. error = 6.921332e-006
loop = 2, max. rel. error = 4.789042e-011
loop = 3, max. rel. error = 4.264335e-016
経過時間は 8.109000秒です
ここで，比較のために多倍長精度演算を用いた場合の結果を例として示す．MATLABの toolboxである
Symbolic Math Toolboxを用いると，VPA (Variable-Precision Arithmetic)というMaple4の任意多倍長演
算ライブラリがMATLAB上で利用可能となる．ここで，このような多倍長演算による計算の場合
• ‖RA− I‖∞ ≥ 1であった場合に Rの精度を上げるためには，計算精度を増やして Rの計算を最初か
らやりなおす必要がある
• ‖RA− I‖∞の計算自体にも膨大な計算時間が必要 (精度保証にはさらに計算時間が必要)
といった不利な点があることに注意する．今回は，VPAを用いて計算精度を 10進で 32桁，64桁，128桁
と変更して Rを計算し，さらにそれぞれ求まった Rに対して高精度に β ≈ ‖RA− I‖∞を計算したときの
結果を示す．また，提案方式 (アルゴリズム 5)による結果も示す．
>> digits(32) % 計算精度: 10進 32桁
>> tic; R = inv(vpa(A)); toc % Aを多倍長精度にして，逆行列を計算
経過時間は 47.485798秒です




>> digits(64) % 計算精度: 10進 64桁








>> digits(128) % 計算精度: 10進 128桁
>> tic; R=inv(vpa(A)); toc
経過時間は 73.390622秒です










ると 10倍程度は高速に ‖RA− I‖∞ < 1を満たすような Rを (保証付きで)計算できていることが分かる．
また，多倍長演算による β ≈ ‖RA− I‖∞の (近似)計算に必要な計算時間について考えると，本提案方式
の有用性は明白であろう．ただし，オーバフローが起きるような，数値が倍精度の範囲を越えるような問題
などでは，多倍長演算が必要になる場合もある．
最後に，問題サイズをもう少し大きくして，n = 500，κ(A) ≈ 1050としたときに，提案する精度保証法
を用いたときの結果を以下に示す．ただし，tol = 10−12，kmax = 20とした．ここで，式 (3.2.4)を考える
と，50/16 = 3.125であるから，反復回数 kは 3～5回くらいになることが予測される．
>> n = 500; A = randmat(n,1e+50); b = ones(n,1);
>> tic; [x,y] = AccVerLin(A,b,1e-12,20); toc
*** calculation of approximate inverse ***
k = 5
*** verification for a linear system with iterative refinement ***
loop = 1, max. rel. error = 3.776758e-009
loop = 2, max. rel. error = 1.023496e-016
経過時間は 190.500000秒です
以上の結果から，Aの条件数が非常に大きくなった場合や問題サイズ nが大きくなった場合でも，Aの





























としても丸め誤差のため x = (1, 1, · · · , 1)T とはならないことに注意した．
[x,err]=ite_2_4(A,b,10)の 10は R = R1 + R2 + · · ·+ R10 の形で変数 10個を使って Rを表現する事
を意味する．xが解であり，errがその成分ごと誤差評価である．計算にはおよそ 0.96秒かかっている．
>> mex -O testdot.c
>> mex -O testsumeft.c
>> n=5; A=10.^(200*random(n)); R=inv(A); ...
norm(A,inf)*norm(R,inf), b=A*ones(n,1);
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 3.439096e-124.
ans =
2.9077e+123
>> format long e
>> tic;[x,err]=ite_2_4(A,b,10),toc
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 3.439096e-124.
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> In C:\MATLAB6p5p1\work\testinv_4.m at line 4
In C:\MATLAB6p5p1\work\ite_2_4.m at line 5
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 3.309116e-169.
> In C:\MATLAB6p5p1\work\testinv_4.m at line 26
In C:\MATLAB6p5p1\work\ite_2_4.m at line 5
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 1.461672e-137.
> In C:\MATLAB6p5p1\work\testinv_4.m at line 26
In C:\MATLAB6p5p1\work\ite_2_4.m at line 5
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 1.460056e-105.
> In C:\MATLAB6p5p1\work\testinv_4.m at line 26
In C:\MATLAB6p5p1\work\ite_2_4.m at line 5
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 4.330720e-072.
> In C:\MATLAB6p5p1\work\testinv_4.m at line 26
In C:\MATLAB6p5p1\work\ite_2_4.m at line 5
警告: 行列は特異値に近いか，スケールがよくありません．
結果は正しくないかも知れません RCOND = 1.520987e-037.
> In C:\MATLAB6p5p1\work\testinv_4.m at line 26
























結果は正しくないかも知れません RCOND = 3.416787e-074.




結果は正しくないかも知れません RCOND = 3.416787e-074.
> In C:\MATLAB6p5p1\work\testinv_4.m at line 4
In C:\MATLAB6p5p1\work\ite_2_4.m at line 5
























function [x,err] = ite_2_4(A,b,K)
system_dependent(’setround’,’nearest’);
% inverse of A
R = testinv_4(A,K); % R = R1 + R2 + ... + Rk
% approximate solution
x = mDot_2_4(R,b,K);
% one residual iteration for backward stability
r = A*x - b;
z = mDot_2_4(R,r,K);











if znorm < znormold



















































function C = mDot_2_4(A,B,K)
[mA,nA,J] = size(A);
[mB,nB] = size(B);
if nA == mB
n = nA;
else

















function result = vale_3_4(A,b,x,R,K)
n = length(A);








[s,t] = mDot_2i_4([A b],[x; -1],K);
system_dependent(’setround’,+inf);
center = 0.5*(t + s);















newr = newr + abs(R(:,:,k))*radius;
end
system_dependent(’setround’,-inf);
Rs = Rs - newr;
system_dependent(’setround’,+inf);
Rt = Rt + newr;
aa = max(abs(Rs),abs(Rt));
g = norm(aa,inf)/denom;
result = aa + g*sum(G’)’;
end




if nA == mB
n = nA;
else






























if nA == mB
n = nA;
else










































































































void mexFunction(int nlhs, mxArray *plhs[],








































void mexFunction(int nlhs, mxArray *plhs[],




















1. 残差 r˜ = Ax˜ − b を高精度に計算する．
2. 連立一次方程式 Ap = r˜ を解く．
3. 近似解 x˜を x˜new ← x˜− p と更新する．
の様に所望の精度が得られる回数行って得られた精度の高い計算解に対する精度保証をシャープに行う方
法を提案し，さらに係数行列の条件数 ‖A‖‖A−1‖がO(1016)以上になっても Aの逆行列を R，単位行列を
I として
‖RA− I‖∞ < 1
となる位まで高精度に逆行列を求め精度保証がシャープに出来るようにした．
第 1章では第 2章と第 3章の準備として高精度内積計算アルゴリズムと連立１次方程式の精度保証法を
紹介した．
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