Abstract. Parameter-dependent linear evolution equations with a fractional noise in the boundary conditions are studied. Ergodic-type theorems for stationary and non-stationary solutions are verified and used to prove the strong consistency of a suitably defined family of estimators.
H > 1/2, the basic theory may be found in [4] , Section 5, where results on existence, uniqueness and pathwise regularity of solutions are proven.
The problem of estimating parameters in stochastic equations with fractional noises has been studied also only recently. Estimation for some finite-dimensional stochastic equations based on discrete observations was presented by Prakasa Rao in [18] . He also investigated the asymptotic properties of the maximum likelihood estimator and the Bayes estimator of the drift parameter in stochastic equations driven by fractional Brownian motion, see [19] and [20] . In infinite-dimensional case (for stochastic PDEs) the problem has been studied in [12] (for linear equations). For stochastic parabolic equation with a scalar multiplicative fractional Brownian motion was also mentioned in [5] . Of course, the problem has been rather extensively studied in the important particular case of white noise (H = 1/2). There exist several methods mainly of statistical origin. Let us mention at least the so called maximum likelihood estimates method. Huebner and Rozovskii used it in [9] to estimate parameters from a continuous observation of a solution to stochastic parabolic equations driven by Wiener process. Khasminskii and Milstein studied in [10] the estimation of the linearised drift for nonlinear SDEs. This paper is in principle a continuation of an earlier authors' paper [12] where similar problems have been studied for equations perturbed by distributed fractional noise. In order to treat the problem rigorously, at first a mathematically correct model is introduced (following [4] ) and some results on existence and ergodicity of strictly stationary solutions are given for the equation with a fixed parameter value.
The abstract model that is considered is rather general and as particular cases it may cover a wide range of linear stochastic PDEs (of parabolic type) as well as the finitedimensional equations. For the parameter dependent equation at first the dependence of the equilibrium measure on the parameter must be specified. This is important for our definition of estimators. In this respect the results are different from equations with distributed noise ( [12] ) because in the abstract model (or the infinite-dimensional formulation of the boundary noise problem) the parameter α automatically appears also in the noise term. Section 2 of the paper contains some preliminaries, basic definitions and notation are given and the infinite dimensional formulation of the problem is presented. Section 3 is devoted to ergodic results: Existence and ergodicity of a stationary solution is stated (the proofs of these results are completely analogous to the case considered in [12] and are only sketched) and a theorem on ergodic behaviour of solutions with an arbitrary initial datum is proved (this result is however different from those considered in [12] due to the different form of the equation). In Section 4, a class of parameter estimator is proposed and the strong consistency is proved. Finally, in the last section If H ∈ 1 2 , 1 , then it is easily verified that H ⊃H whereH is the Banach space of Borel measurable functions with the norm | · |H given by
is a fractional derivative and
We will define a standard cylindrical fractional Brownian motion in a Hilbert space U by the formal series
where (e n , n ∈ N) is a complete orthonormal basis in U and (β H n (t), n ∈ N, t ∈ R) is a sequence of independent, real-valued standard fractional Brownian motions each with the same Hurst parameter H ∈ (0, 1). It is well known that the infinite series
is not a well defined U -valued random variable. However, it is easy to verify (see [4] ) that for any Hilbert space U 1 such that U ֒→ U 1 and the embedding is a Hilbert-Schmidt operator, the series (4) defines a U 1 -valued random variable and (B H (t), t ∈ R) is a U 1 -valued fractional Brownian motion of Q-covariance type.
Next, the stochastic integral
, (e n , n ∈ N) be a complete orthonormal basis in U , G(·)e n ∈ H for n ∈ N, and B H be a standard cylindrical fractional
In what follows, it is assumed that (S(t), t ≥ 0) is an analytic (and strongly continuous) semigroup on V with infinitesimal generator A. In such case, there is â β ∈ R such that the operatorβI − A is uniformly positive on V . For each δ ≥ 0, let us define (V δ , | · | δ ) a Hilbert space, where V δ = Dom (βI − A) δ with the graph norm topology such that
The shiftβ is fixed. The space V δ does not depend onβ because the norms are equivalent for different values ofβ satisfying the positivity condition.
Consider the linear equation described by a formal stochastic differential
where (B H (t), t ≥ 0) is a standard cylindrical fractional Brownian motion with Hurst parameter H ∈ (0, 1) in U and U is a separable Hilbert space, D ∈ L(U, V ε ) for a given ε > 0 and x 0 ∈ V is a random variable.
A solution (X x0 (t), t ≥ 0) to (5) is defined in the mild form, i.e.
where (Z(t), t ≥ 0) is the convolution integral
Proposition 2.1. Let H ∈ (0, 1). Let (S(t), t ≥ 0) be an analytic strongly continuous semigroup such that
(S(t), t ≥ 0) is also exponentially stable, i.e. there exist constants M > 0 and ρ > 0 such that for all t ≥ 0
then there is a Gaussian centered limiting measure
for each initial condition x 0 ∈ V where µ x0 t is the probability law of X x0 (t) and the limit is understood in the sense of weak convergence of measures.
Proof. If H > 1/2, the proof follows from [4] , Proposition 3.4 and Corollary 3.5.
For H < 1/2, the proof is completely analogous to the proof of Corollary 1.12 and Proposition 1.13 in [6] .
Proof. The proof follows from the analyticity of the semigroup (S(t), t ≥ 0), because
Remark 2.1. The covariance Q ∞ has for H > 1/2 the following form:
where φ is given by
The form for H < 1/2 can be specified in terms of K *
H and a precise statement can be found in [6] .
Ergodic results.
Recall that a measurable V -valued process (X(t), t ≥ 0) is said to be strictly stationary, if for all k ∈ N and for all arbitrary positive numbers t 1 , t 2 , . . . , t k , the probability distribution of the V k -valued random variable (X(t 1 + r), X(t 2 + r), . . . , X(t k + r)) does not depend on r ≥ 0, i.e.
for all t 1 , t 2 , . . . , t k , r ≥ 0, where Law(·) denotes the probability distribution.
Theorem 3.1. If (A1) and (A2) are satisfied, then there exists a strictly stationary solution to (5), i.e. there existsx, a random variable on (Ω, F , P), such that (Xx(t), t ≥ 0) is a strictly stationary process with Law(Xx(t)) = µ ∞ , t ≥ 0. In
Proof. The proof follows the lines of an analogous Theorem 3.1 in [12] (where the case of distributed noise is treated). We will only illustrate the main idea.
For t ≥ 0 let
It is clear that Y (t) is a V -valued random variable on (Ω, F , P) with probability law
It must be shown that the limit
exists in L 2 (Ω, V ) and that
where Z(t) is given by (6), is a stationary solution of (5).
Let m, n ∈ N. It has to be shown that for an arbitrary increasing sequence of
Denoting byB H (u) = B H (−u) an inverse process that is also a standard cylindrical fractional Brownian motion with stationary increments we have
Using the estimate (A1) and following the rest of the proof of the Theorem 3.1 in Theorem 3.2. Let (A1) and (A2) be satisfied and let (Xx(t), t ≥ 0) be a strictly stationary solution to (5). Let ̺ : V → R be a measurable functional such that
Proof. The proof is obvious, because by Fubini Theorem
If the initial condition is arbitrary, the following result may be useful:
Theorem 3.3. Let (A1) and (A2) be satisfied and let (X x0 (t), t ≥ 0) be a solution to (5) with initial condition X(0) = x 0 ∈ V , a random variable. Let ̺ : V → R be a functional satisfying the following local Lipschitz condition: let there exist real constants K > 0 and m ≥ 1 such that
for all x, y ∈ V . Assume also that
Proof. The desired convergence can be rewritten as
Let (Xx(t), t ≥ 0) be a strictly stationary solution to (5). Then obviously
We will show that the right hand side of (10) goes to zero as T → ∞. Using the local Lipschitz assumption (8) we get
in virtue of the exponential stability bound (A2)
and by the Hölder inequality
To show that the last term on the right hand side goes to 0 as T → ∞, we have to show that 1. sup t∈R+ E|Xx(t)| 2m < ∞. But this is equivalent to E|x| 2m < ∞, which is satisfied, becausex is Gaussian with the probability distribution µ ∞ = N (0, Q ∞ ) and all Gaussian measures have all their moments finite.
By the exponential stability bound (A2) for the first term and the fact that Z(t) is Gaussian with probability distribution N (0, Q t )
≤ c m sup
and following the steps in the proof of Theorem 3.1 for m = 0 and n = t we deduce that the last term on the right hand side is bounded.
We showed that the right hand side of (10) goes to zero as T → ∞, which yields (9) using the Theorem 3.2 and completes the proof. Note that ρ satisfied the integrability condition from Theorem 3.2 because by (8) it has at most polynomial growth andx is a Gaussian random variable.
Now we focus our attention on the pathwise ergodic behaviour. At first we recall the famous Birkhoff's theorem for strictly stationary processes.
Theorem 3.4 (Birkhoff's theorem). Let (Xx(t), t ≥ 0) be a V -valued strictly stationary process on (Ω, F , P). Then for all measurable functionals ̺ : V → R such that E|̺(x)| < ∞ there exists a measurable functional ξ : Ω → R such that
Proof. See e.g [21] .
Recall that a V -valued strictly stationary process (X(t), t ≥ 0) is said to be ergodic, if ξ in (11) does not depend on ω ∈ Ω, i.e. ξ is deterministic, and ξ = E[̺(x)].
Theorem 3.5 (Ergodic theorem for a strictly stationary solution). Let (Xx(t),
t ≥ 0) be a V -valued strictly stationary solution to (5). Let ̺ : V → R be a measurable functional such that E|̺(x)| < ∞. Then
Proof. Let z ∈ V be arbitrary and let (Y (t), t ≥ 0) be a R-valued process defined by
The process (Y (t), t ≥ 0) is a R-valued strictly stationary centered Gaussian process. Let R(t) := E[Y (0)Y (t)] be the correlation function of the process Y (t). Then (cf. [21]) the process Y (t) is ergodic if lim
We will estimate both terms separately.
The first term
and using the exponential stability (A2)
which goes to 0 as t → ∞, because E|x| 2 V < ∞. The second term is for H = 1/2 equal to zero, becausex and the convolution integral
are stochastically independent and therefore
For H = 1/2 we obtain that E[II] goes to zero as t → ∞ by following Lemmas 4.4 and 4.5 from [12] . Thus the process Y (t) = Xx(t), z V is ergodic for each z ∈ V .
Take (h n , n ∈ N) any orthonormal basis in V . Then
on Ω n ⊂ Ω, P(Ω n ) = 1. On the other hand, by Theorem 3.4
Ω n , we have P(Ω ′ ) = 1 and
on Ω ′ . Hence ξ, h n V = 0 for each n on Ω ′ , i.e. ξ = 0, a.s.-P, and it follows that Xx(t) is ergodic.
We will now apply the previous results to the solution of (5) with arbitrary initial condition.
is called a fractional Brownian motion of Q-covariance type with Hurst parameter H ∈ (0, 1) (or, more simply, a fractional Q-Brownian motion with Hurst parameter
Let Φ ∈ L 2 (U, V ) and set Q = ΦΦ * . Then there exists (see e.g. [15] , Proposition
Moreover, the convolution integral
We recall some a.s.-P growth estimates and a representation of the solution to equation (12) that have been proved in [13] .
for t ≥ 0. Moreover, for any ω ∈ Ω, ε > 0 there exists a constant k(ω, ε) such that
Proof. Follows from [13] Lemmas 2.4 and 2.6.
Theorem 3.7. Let (A1) and (A2) be satisfied and let (X x0 (t), t ≥ 0) be a solution to (5) with D ∈ L 2 (U, V ). Let ϕ : R → R be a real function satisfying the following local Lipschitz condition: let there exist real constants K > 0 and m ≥ 1 such that
for all x, y ∈ R. Let z ∈ Dom (A * ) 2 be arbitrary. Then
Proof. Let (Xx(t), t ≥ 0) be a strictly stationary solution to (5) . Then obviously
We will show that the right hand side goes to zero as T → ∞. Using the local Lipschitz assumption (13) we get
and in virtue of the exponential stability bound (A2)
We need the last term on the right hand side to go to 0 as T → ∞. Applying Lemma 3.6 with Φ = D we have
and by the exponential stability (A2) and the bound from Lemma 3.6
which goes to zero as T → ∞, which yields (14) using Theorem 3.5 and thus completes the proof.
Parameter estimates based on ergodicity.
In this section we present the results on parameter estimation in infinite dimensional equations that are based on the ergodic theorems proved in the previous section.
Consider the linear equation
where α > 0 is a real constant parameter, A,β, B H , D and x 0 are as in (5) and,
The operator αA is the infinitesimal generator of the semigroup (S α (t), t ≥ 0).
Obviously S α (t) = S(αt) for all t ≥ 0. The semigroup (S α (t), t ≥ 0) is analytic and the operator αβI − αA is positive. The semigroup (S α (t), t ≥ 0) is also exponentially stable and the limiting measure has the form µ
where Q ∞ corresponds to the case α = 1.
For H < 1/2 and x, y ∈ V we have
Using the representation (3) and a simple substitution theorem we also arrive at
for all x, y ∈ V and therefore
For H = 1/2 this equality is obvious.
Now we define a family of estimators of the parameter α.
Theorem 4.1. Let (A1) and (A2) be satisfied and let (X x0 (t), t ≥ 0) be a V -
i.e., (α T ) is a strongly consistent family of estimators.
Proof. Let z ∈ Dom (A * ) 2 be arbitrary. Let ϕ : R → R, ϕ(y) = |y| 2 . Then all the conditions of Theorem 3.7 are satisfied with m = 1 and
which completes the proof.
Remark 4.1. If the initial condition x 0 ∈ V is such that E|x 0 | 2 V < ∞ and if the limiting measure µ ∞ exists with covariance Q ∞ such that Tr Q ∞ = 0, we can definê
Then we can use the Theorem 3.3 with ̺ : V → R, ̺(y) = |y| 2 V , y ∈ V and m = 1 to show that
Some examples of parameter estimations including numerical simulations can be found in [16] and [17] .
5. Example. Now we will apply the above obtained results to the heat equation formally described as (17) ∂y ∂t
where ∆ denotes the Laplace operator, α > 0 is an unknown parameter, δ ≥ 0 is fixed and O ⊂ R d is a bounded domain with smooth boundary ∂O. The equation (17) is considered together with an initial condition
and boundary condition either of Dirichlet type
or of Neumann type
where ν is the normal derivative and η H stands formally for a Gaussian noise, fractional in time.
The problem (17) , (18), (19) or (17), (18), (20) may be rewritten in the form (16) 
and D = N Q 1/2 , where Q 1/2 ∈ L(U ) is the covariance operator of the noise and N stands for the Dirichlet or Neumann map obtained in the following way:
Take an arbitraryβ ≥ 0 such thatβI − A is uniformly positive (we may takê β = 0 in the case of Dirichlet boundary condition and anyβ > 0 for the Neumann case) and consider the elliptic equation
where h ∈ U . The mapping N is defined as N (h) = z.
The equation (16) is a version of the problem (17), (18), (19) or (17), (18), (20) Chapter 13 and the references therein). As we need justify the special form of the dependence on the parameter, we will sketch the main argument. Let u(t) be a two times continuously differentiable function with values in U such that x 0 − N u(0) ∈ Dom(A). Then there exists a strong solution to the equation
= αA (v(t) − N u(t)) + αβN u(t) = αAv(t) + α(βI − A)N u(t) = αAv(t), because α(βI − A)N u(t) = 0 for each t > 0. Since z (being a strong solution to We shall now verify our conditions (A1) and (A2) for this case. By the deterministic theory (see e.g. [14] ) it is well known that (S α (t), t ≥ 0) is analytic and (in the Neumann case), then Theorems 3.1, 3.5, 3.7 and 4.1 may be applied to the problems (17) , (18), (19) or (17), (18), (20) .
