Data warehousing is the crucial part of business intelligence applications. The data warehouse physical design is a hard task due to a large number of possible choices involved. The bitmap join indexes selection problem is crucial in the data warehouse physical design. All proposed approaches to solve the bitmap join indexes selection problem are based on statistics such as data mining or meta-heuristics such as genetic algorithm and particle swarm optimization. In the present work, we propose a new approach based on mixed-integer linear programming for solving the bitmap join indexes selection problem. Several experiments are performed to demonstrate the effectiveness of the proposed approach and the results are compared to the well known approaches that are best so far: the data mining, the genetic algorithm and particle swarm optimization based approaches. The mixed-integer linear programming is found to be faster and more effective than the genetic algorithm, particle swarm optimization and data mining approaches for solving the bitmap join indexes selection problem.
Introduction
The data warehouses are the main resources for the business intelligence applications in order to make effective decisions. A data warehouse (DW) can be implemented using an available database management system (DBMS) such as Oracle, Microsoft SQLServer and IBM DB2. The increase in the data volume in a DW influences the cost of data warehouse administration and degrades the performance. The techniques proposed in the classical relational databases based on the join algorithms such as hash join, merge join and nested loop join have been shown their limits due to the complexity of the query workload executed on DW 1 . The single table indexation techniques used in classical relational databases, such as B-Tree, hash and bitmap indexes are limited in the context of DW 2, 3, 4 . Bitmap join index (BJI) proposed by O'Neil et al. allows multiple tables indexation 5 . The BJI allows pre-calculation of joins between one or more tables 5, 2 . Two variants of bitmap join indexes exist: bitmap join indexes on single non-key attribute (SBJI) and bitmap join indexes created on multiple non-key attributes (MBJI).
The index selection problem (ISP) in database physical design is to select a configuration of indexes to be materialized to minimize the query workload cost. The ISP is a crucial problem in the physical design 6 . The ISP are widely tackled in the literature both in traditional and distributed databases 7, 8, 3, 6, 9, 10 . The bitmap join index selection problem (BJISP) is more difficult than ISP and known to be NP-hard 11 . Two variants of BJISP exists. The first one is to select a subset of candidate SBJI called (SBJISP) and the second one is to select a subset of candidate MBJI called (MBJISP).
The SBJISP deals with 2 n −1 possibilities and the MBJISP deals with 2 2 n −1 possibilities, n being the number of non-key attributes. Several approaches to solve BJISP in both forms exists: data mining techniques (DM) 11, 12 and meta-heuristic methods, such as genetic algorithm (GA) 13, 14 , binary particle swarm optimization (BPSO) 14 , and artificial immune system (AIS) 15 . The above approaches are based on statistics or meta-heuristics. In the present work, we propose a mixed-integer linear programming (MILP) formulation of the SBJISP to obtain an optimal solution. An internal bitmap is utilized for accurately incorporating the cost of joins involved into the model. The integer linear programming (ILP) has been used to solve the ISP in classical databases and found to be effective for obtaining higher quality solutions 9, 10, 16 . The MILP can be solved using a commercial MILP solver (such as CPLEX 10.1). Several experiments were performed to demonstrate the effectiveness and advantages of the MILP approach and compared to the two well known methods that are best so far: the data mining based approach (DM), the genetic algorithm (GAI) based and particle swarm optimization (BPSO) based approaches.
The rest of this paper is organized as follows: the problem statement is presented in Section 2, the formulation using the mixed-integer linear programming approach is described in Section 3, experimental results are presented in Section 4, and conclusions are presented in Section 5.
Problem statement
The single bitmap join indexes selection problem (SBJISP) is formalized as follows 11, 12 :
• DW with a set of dimension tables D = {D 1 , D 2 , ..., D m } and a fact table F .
• Query workload Q = {Q 1 , Q 2 , ..., Q r } defined on the DW schema.
• The set of candidate non-key dimension attributes A = {A 1 , A 2 , ..., A k } extracted from Q.
• The storage space constraint S.
The problem is to identify a configuration of indexes C = {SBJI 1 , SBJI 2 , ..., SBJI n } defined on non-key attributes in A such that the global cost of the query workload GlobalCost(Q, C) is minimized and the storage constraint S is satisfied.
Cost model
The cost model is used to estimate GlobalCost(Q, C) measured with the input/output (I/O) operations needed for the execution of queries in the query workload Q. The global cost function GlobalCost(Q, C) is defined as follow:
CostIndx(Q r , SBJI k ) is the cost to execute a query Q r in presence of useful SBJI k in the configuration C, the CostIndx(Q r , SBJI k ) is defined as follow:
where |F | is the number of tuples in the fact table F , |A k | is the cardinality of the domain of attribute A k , B is the number of bitmaps used to evaluate a given query, P is the size of disk pages measured in bytes, R is the number of read tuples for a given query using SBJI and finally n is the order of the B-tree.
CostJoin(Q r , φ r ) is the execution cost of the query Q r in the absence of useful indexes in the configuration C, where φ r ⊆ D represents the set of dimension tables containing attributes of Q r without useful indexes in the configuration C 11 . All joins performed in CostJoin are implemented by the hash-join method. The number of I/O operations needed to join two tables T 1 and T 2 using hash-join method is given by (see 1 ):
where T is a number of pages needed to store table T . The order of joins is important when joining dimension tables in φ r with the fact table F . We have assumed that the join order is performed with the minimum selectivity method 17 .
The storage space required to store SBJI k is defined as S ize(SBJI k ), where the size depends on the domain cardinality of A k and the number of tuples in the fact table 11 , and given by Eq.(4).
Problem formulation
We describe a mixed-integer linear (MILP) formulation to find an optimal single bitmap join index (SBJI) configuration. Notations used in the model are presented in Table 1 followed by the constraints and objective function. The storage cost of the SBJI built on the non-key attribute x k S Maximum storage space allowed to store index configuration Decision Variables x k ∈ {0, 1} Equals to 1 if SBJI is created on attribute k. α r,i ∈ {0, 1} Equals to 1 if table i is loaded to answer the query r. β r,w ∈ {0, 1} Equals to 1 if the join operations w is needed to answer the query r. γ r Denote the execution cost of query r in absence of useful SBJI.
SBJISP constraints
The constraints for the model is given below:
γ r ≥ β r,w co w ∀r ∈ {1, .., |Q|}, ∀w ∈ {1, .., |W|}
∀r ∈ {1, .., |Q|}, ∀i ∈ {1, .., |D|} (10) β r,w ∈ {0, 1} ∀r ∈ {1, .., |Q|}; ∀w ∈ {1, ..,
The cost to execute the query Q r that uses attribute A k is c r,k x k if the SBJI k exist. Otherwise, in the absence of the SBJI k , the Eq. (5) is used to identify dimension table D i containing attribute A k to be loaded for answering Q r . In order to answer Q r , all identified dimension tables by Eq. (6) are joined with the fact table using hash-join method. The problem here is how to formulate the joining operations between identified dimension tables and the fact table. All possible join combinations of dimension tables need to be considered. To address this problem, a bitmap table called λ is generated using the algorithm presented in (7) is used for computing the cost of Q r in the absence of useful indexes in the index configuration to be selected. The Eq. (8) is the knapsack constraint that controls the size of the index configuration.
Require: D, the set of dimension tables 1: P ← 2 |D| − 1 2: for w ← 1 to P do λ w,i ← t mod 2 7: t ← t div 2 8 :
until i > |D| 10: end for 
SBJISP objective Function
The objective is to minimize the query workload cost, the objective function presented in Eq.13 is similar to the cost model represented in Section 2.1.
Experimental Results

Problem instances
The benchmark APB-I is used for the data warehouse generation 18 and ORACLE 11g DBMS environment is used for the implementation. In this benchmark, the star schema contains four dimension tables: CHANLEVEL (9 tuples), CUSTLEVEL (900 tuples), PRODLEVEL (9,000 tuples), TIMELEVEL (24 tuples) and the fact table ACTVARS (24,786,000 tuples). Two classes of experiments are performed 14 :
• 
Performance Study
A set of experiments were used to analyze the efficiency of the MILP approach against the well known approaches that are best so far: the improved genetic algorithm (GAI), particle swarm optimization (BPSO) 14 and data mining approach (DM) 11, 12 using the two problem sets CMP and CLP mentioned above. All tests are performed under Intel i7 (4 cores) processor with 8 GB RAM. The IBM CPLEX 1 10.1 solver under Java Development Kit is used for solving the proposed model, the MILP model of SBJISP. The CPLEX parameters remain at their default settings. For the GAI, the population size, crossover probability, mutation rate and number of iterations were set to 70, 0.8, 0.01 and 200 respectively yielding 14,000 maximum evaluations (200 × 70) 14 . For the BPSO, the parameters c 1 , c 2 , V max , w max , w min were set to 2.0, 2.0, 6.0, 0.95 and 0.5 respectively. The population size and the number of iterations were set to 30 and 200 respectively yielding 6000 maximum evaluations (200 × 30) 14 . For the DM approach, the best minimum support on the both problem sets CMP and CLP was set to 0.14 (except for S=500 and S=800 was set to 0.20) and 0.12 respectively 14 . Both MILP and DM method runs on a single problem set, therefore is not considered to be stochastic in that sense. For stochastic algorithms BPSO and GAI, the average cost of solutions over five independent runs are reported. The storage size S was systematically increased from 500 MB to 2000 MB in 100 MB increments, yielding a total of 16 different cases. Therefore, a total of 80 (16 × 5) runs is under consideration for algorithms BPSO and GAI, and 16 (16 × 1) runs is for DM and MILP. Tables 2 and 3 show the number of disk page accesses needed (I/O costs) using the cost model presented in Section 2.1 in order to execute the query workload for the problem sets CMP and CLP respectively for sixteen different storage sizes. The column Best represents the value of the best minimum cost solution found. The column Avg represents the average cost of solutions found over five independent runs for the BPSO and GAI approaches 14 . The column Evals represents the average of the number of candidate evaluations performed for reaching the best solution for five independent runs (i.e., a measure about how fast an algorithm finds an optimal/sub-optimal solution or converges for BPSO and GAI). The column Time shows the average computation time in seconds. The last row provides an overall average for the runs. In each table row, the best (i.e., the minimum) and the average querying performance result were presented in bold font for each of the algorithms considered. The last entry WOI represents the cost of the query workload without using any index configuration (in this case, the hash-join method was usedsee Section 2.1) 
The moderate size problem set CMP results
The querying performance for the moderate size problem set CMP presented in Table 2 indicates that the MILP algorithm has again generated better results in general. The MLIP has outperformed the methods BPSO, GAI and DM for both the best solutions found and the computation time utilized. In terms of the best solutions found, the MILP approach has generated the best solutions in all 16 cases (100 %), the BPSO algorithm has generated the best solutions in 78 out of 80 cases (97.5%) while the GAI method has generated the best solutions in 60 out of 80 cases (75%), the DM method did not generate any best solution in all 16 cases (i.e., 0 out of 80, or 0%). In terms of the average number of evaluations performed, the BPSO needed about 8 times (8.46 exactly) less evaluations than the GAI, yet achieving better solution quality. In terms of the average computation time, the MILP was about 4 times (3.85 exactly) times faster than the BPSO and about 24 times (23.87 exactly) faster than the GAI. In summary, as also indicated by the last row of Table 2 , the MILP algorithm has shown considerably better performance than both the BPSO and GAI approaches in all aspects. Table 3 shows the querying performance for the MILP,BPSO, GAI and DM approaches for the larger size problem set CLP. Note that this class is the hardest one. The MILP approach has again generated better results in general. The MILP has outperformed three approaches BPSO, GAI and DM for both the best solutions found and computation time utilized. In terms of the best solutions found, the MILP approach has generated the best solutions in all 16 cases (100%), while the BPSO algorithm has generated the best solutions in 68 out of 80 cases (85%) and the GAI method has generated the best solutions in 43 out of 80 cases (53.75%). the DM method has not generated any best solution in all 16 cases (i.e., 0 out of 80, or 0%). In terms of the average number of evaluations performed, the BPSO needed about 9 times (9.47 exactly) less evaluations than the GAI, yet achieving better solution quality. In terms of the average computation time, the MILP was about 5 times (4.85 exactly) faster than the BPSO and about 17 times (17.30 exactly) faster than the GAI. In summary, as also indicated by the last row of Table 3 , the MILP algorithm has again shown considerably better performance than both the BPSO and GAI approaches in all aspects.
The larger size problem set CLP results
Performance Scalability Study
Experiments were extended (i.e., scaled up) to further analyze the effectiveness of the MILP approach against the BPSO, GAI and DM approaches. The cost model was the same as the one used in the previous experiments. In the scalability study, the fact table size has been increased 30 million to 150 million tuples in 30 millions tuple increments (five different cases) and for each of the the fact table size increments, the storage size S was systematically increased from 500 MB to 2000 MB in 500 MB increments (four different cases), yielding a total of 20 different cases. Again, the average cost of solutions over five independent runs was reported for the stochastic algorithms BPSO and GAI. Therefore, a total of 100 runs (20 × 5) was under consideration for the algorithms BPSO and GAI. The querying performance of scalability experiments for the two problem sets CMP and CLP are presented in Table 4 and Table  5 respectively (see Section 4.3 for table details). The additional column |F | represents the size of the fact table used in millions. The WOI entries represents the cost of the query workload without using any index configuration for different fact table sizes.
Scalability results for the moderate size problem set CMP.
The performance of scalability experiments for the moderate size problem set presented in Table 4 indicates that the MILP algorithm has again generated better results than the algorithms BPSO, GAI and DM. The MILP has outperformed the algorithms BPSO, GAI and and DM for both the best solutions found and computation time utilized. The MILP has always generated the best solutions in all runs (100%). The BPSO has generated the best solution in 97 out of 100 cases (97 %). The GAI approach has generated the best solutions in 37 out of 100 runs (37%). The DM has not generated any best solution in all cases. In terms of the average number of evaluations performed, the BPSO needed about times (3.08 exactly) less evaluations than the GAI, yet achieving better solution quality. In terms of the average computation time, the MILP was about 30 times (30.44 exactly) and about 94 times (93.83 exactly) faster than the BPSO and GAI respectively. In summary, as also indicated by the last row of Table 4 , the MILP approach has again shown considerably better performance than the BPSO, GAI and DM approaches in all aspects. Table 5 shows the performance for the MILP, BPSO, GAI and and DM approaches for the larger size problem set CLP in scalability. Note that this class is the hardest one (it gets even harder when a parameter size is increased). The MILP approach has again generated better results than the approaches BPSO, GAI and DM. The MILP has outperformed the algorithms BPSO, GAI and DM for both the best solutions found and computation time utilized. The MILP has generated the best solution in all runs. For the BPSO has generated the best solutions in 92 out of 100 runs (92%), the GAI has reached the best solutions in 60 out of 100 runs (60%). The DM approach has not generated any best solution in all runs (0%). In terms of the average number of evaluations performed, the BPSO needed about 7 times (7.44 exactly) less evaluations than the GAI, yet achieving better solution quality. In terms of the average computation time, the MILP was about 1.5 times (1.26 exactly) and about 20 times (9.43 exactly) faster than the BPSO and GAI respectively. We have observed the time required to obtain an optimal solution by MILP in the case when S=2000 and |F |=30 millions is higher compare to the one for the BPSO. In this case Cplex solver utilized more time to obtain an exact solution. In summary, as also indicated by the last row of Table 5 , the MILP algorithm has again shown considerably better performance than both the BPSO, GAI and DM approaches in almost all aspects.
Scalability results for the larger size problem set CLP.
Conclusions
We have presented a mathematical formulation based on MILP to solve the single bitmap join indexes selection problem. The approach is different from the stochastic and statistical approaches that exist to solve the problem. The formulation also utilizes an internal bitmap called λ for accurately incorporating the cost of joins involved into the model (see Secton 3.1). We have used two classes of problem sets, the moderate size and the larger size to test the effectiveness of the MILP approach against two well-known best approaches, the improved genetic algorithm based approach, GAI, the binary particle swarm optimization approach, BPSO, and the data mining approach, DM, on a fairly large data warehouse benchmark (APB-I benchmark). We have performed a scalability study to further analyze the effectiveness of the MILP approach against the BPSO, the GAI, and the DM approaches by systematically increasing the fact table size.
Both the general and scalability results have shown that the MILP approach outperforms the two currently best known algorithms, the BPSO, the GAI and the DM in many aspects. The MILP was able to obtain an optimal solution for all problem sets considered (CMP and CLP) in considerably smaller amount of time than the BPSO, GAI and DM.
The linear programming could also be used to solve the multiple bitmap join indexes selection problem (MBJISP) and other problems in data warehouses, such as referential horizontal partitioning. In the future, we plan to apply linear programming to the horizontal partitioning problem. 
