This work presents a Mixed-Integer Dynamic Optimization (MIDO) formulation for the simultaneous process design, cyclic scheduling, and optimal control of a Methyl Methacrylate (MMA) continuous stirred-tank reactor (CSTR). Different polymer grades are defined in terms of their molecular weight distributions, so that state variables values during steady states are kept as degrees of freedom. The corresponding mathematical formulation includes the differential equations that describe the dynamic behavior of the system, resulting in a MIDO problem. The differential equations are discretized using the simultaneous approach based on orthogonal collocation on finite elements, rendering a Mixed Integer Non-Linear programming (MINLP) problem where a profit function is to be maximized. The objective function includes product sales, some capital and operational costs, inventory costs, and transition costs. The optimal solution to this problem involves design decisions: flow rates, feeding temperatures and concentrations, equipment sizing, variables values at steady state; scheduling decisions: grade productions sequence, cycle duration, production quantities, inventory levels; and optimal control results: transition profiles, durations, and transition costs. The problem was formulated and solved in two ways: as a deterministic model and as a two-stage programming problem with hourly product demands as uncertain parameter described by discrete distributions.
Introduction
Design, scheduling and control of chemical processes are complex problems which are usually approached independently. Typically, the design phase is carried out first, and scheduling and control problems are solved once the process design has been solved. In the first step, the design is carried out with certain goals regarding capacity, profitability, environmental and safety concerns, while in a later step scheduling and control problems are solved during process operation, usually with the objective of minimizing costs or maximizing profit. This approach results in the loss of certain degrees of freedom due to the sequential solution of the three problems, which in turn might render suboptimal results for the overall process synthesis 1 . For this reason, the simultaneous solutions of design and control 2, 3, 4 , scheduling and design 5, 6, 7, 8 , and scheduling and control problems 9, 10, 11, 12, 13, 14, 15, 16 have been the subject of some works.
Determination of the optimal equipment dimensions and steady state operating conditions as part of an independent design phase, has the risk of resulting in poor operability conditions, and inadequate process control due to the decreased degrees of freedom. In previous works 3, 4 the problem of simultaneously determining some process design variables, steady states and control structures has been addressed, and its solution has been put into practice in processes involving grade transitions in polymerization reactors. Another recent work by Asteasuain et al. 2 is relevant for the present work, since it deals with the simultaneous process and control system design of a multi-grade continuous polymerization reactor. The design problem concerns the determination of process equipment, control structures and tuning parameters, as well as the choice of reaction initiator. From the perspective of the present work, it should be noted that the steady states that correspond to the different grade producing operations are also determined as part of the design problem. Simultaneously, optimal transition trajectories between those steady states are also evaluated as part of the control problem.
Simultaneous design and scheduling is also a common problem in the Process Systems Engineering literature. A detailed review involving scheduling and design of batch processes is available elsewhere 5 . Optimizing highly non-linear and non-convex processes poses many challenges, especially since many local optimal solutions can be present. Heo et. al 6 address this problem using an evolutionary design method that performs a search near the optimal solution found by adding equipment units to the resulting configuration.
However, the rigorous global solution to the design and scheduling problem in non-linear, non-convex problems remains a major challenge.
The robustness and flexibility of a process design is of major concern to process engineers. One common approach in practice is to over-design so as to guarantee feasibility of operating conditions for many possible scenarios. Obviously this approach has the disadvantage of producing suboptimal solutions for the expected range of values of the uncertain process conditions. Two main approaches have been used for the solution of process design under uncertainty 5 : the so-called deterministic and stochastic approaches.
The first one involves a min-max formulation in the objective or in the constraints to guarantee flexible operation for a range of uncertain parameters. In the stochastic approach 17 the optimization of an expected value function based on distribution functions of the uncertain parameters is undertaken using two or multi stages stochastic programming formulations 18, 19 . For the case of discrete distributions the deterministic equivalent of a two-stage programming problem yields a formulation that is equivalent to a multiperiod design problem
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. Another stochastic formulation is the so-called probabilistic or chance constraint framework 20, 21, 22 . In this latter approach, rather than considering the optimization of an expected value function, the idea is to compute optimal conditions under which a given constraint has the maximum probability to be met. We address in the present work the simultaneous design, scheduling, and control of polymerization reactors under uncertainty using a two-stage programming multiperiod approach for dealing with discrete uncertainty.
The topic of simultaneous scheduling and control (or dynamic optimization) is the subject of recent works. A comprehensive literature review on the subject literature can be found in a recent paper by Terrazas-Moreno et. al 9 . The basis of all solution methods is the discretization of the differential equations that describe dynamic behavior, and the addition of the resulting non-linear algebraic equations into a scheduling formulation resulting in MINLP problems.
The simultaneous solution of design, scheduling and optimal control under uncertainty has been studied very little. The present work has the objective of simultaneously determining the optimal solution of these problems for a continuous polymerization reactor, operating under a cyclic schedule assumption, and for which the simultaneous dynamic optimization (SDO) technique is used 23 . Uncertainty in grade demand is handled in one of the two case studies using a two-stage programming formulation with uncertain demands represented by discrete distributions. Two similar works are those presented by Bhatia and Biegler 7, 8 , in which the dynamic optimization for batch design and scheduling is solved. The main differences with the work of these authors is that no steady states are calculated as part of the solution to the design problem, and that the uncertainties are restricted to kinetic parameters.
The paper is organized as follows. In a first part, the problem is defined, detailing all assumptions, and the optimization formulation is developed. This formulation is based on previous work by our research group 9 . In a second part two case studies are presented: the first one assumes deterministic values for all parameters, while the second includes different scenarios depending on the realization of grade demand uncertainty from a set of possible discrete values. Finally, conclusions and future research directions are presented.
Problem definition
A given number of polymer grades, specified in terms of molecular weight distributions are to be manufactured using an industrial reaction system. The present work is concerned with simultaneously determining the design for the reaction process, the cyclic manufacturing operation, and the control profile during grade transitions that feature optimality conditions. Since no process design is known a priori, the process steady states corresponding to different grade production conditions must be determined as part of the solution. The problem is solved using a Mixed Integer Dynamic Optimization (MIDO) approach in which the economic profit is to be maximized. The objective function includes the following terms: sales, inventory costs, transition costs, capital costs, and steady state operation costs. The design parameters are taken as the reactor and jacket volumes, the feed and cooling water flow rates and their respective temperatures, as well as the monomer and initiator feed stream concentrations. The steady states describing each polymer grade are also determined as part of the design. On the other hand, the schedule is described by the sequencing of grades, the production mix, the duration of the production runs, and the overall cycle duration. Finally, the control decisions involve the optimal grade transitions and their duration, during which the initiator flow rate is the manipulated variable.
The formulation includes the following assumptions: (a) Inventory, raw material, kinetic parameters and utilities costs are deterministic parameters; (b) no model mismatch or process perturbations are considered; (c) polymer production is bounded between the minimum amount to satisfy grade demand, and an upper bound on this quantity, since in almost all cases it is possible to sell a certain amount of overproduction, especially when dealing with polymer products with high demand; (d) all grades are produced only once during the production cycle; (e) once a grade has been produced it is stored and depleted until the end of the cycle; (f) once a production wheel is finished it is immediately and indefinitely repeated. In this way grade inventories allow the constant consumption of a product until it is produced again, so that no product shortages occur. The mathematical model, also assumes that the set of differential equations that describes the dynamic behavior of the system, accurately models the process over all the range of conditions used, which is a reasonable assumption. For instance, the model presented in the case study has been previously used under similar conditions, and it will be assumed to correctly approximate the polymerization process under the relevant conditions.
Although the problem formulation involves many significant simplifications, the need for a robust process design able to deal with uncertainty in some parameters is not overlooked. In this work uncertainty in product demands is handled through a two-stage multiperiod formulation.
3 Design, Scheduling and Control MIDO Formulation The problem is solved using a MIDO formulation based on the simultaneous scheduling and control (SSC) formulation proposed by our research group 9 . As in previous works, 9, 10, 11 the manufacturing operation is carried out in production cycles. The cycle time is divided into a series of slots. Within each slot two operations are carried out:
(a) the production period during which a given product is manufactured around steadystate conditions, and (b) the transition period during which dynamic transitions between two products take place. The description of the formulation proposed in this work is divided according to the characteristics of its different sections (objective function, design, scheduling and optimal control). The notation is listed in detail in the appendix.
• Objective Function
The total process profit is given by the income of the manufactured products minus the sum of some capital costs, operation costs, inventory costs and the product transition . The denominator at provides the hourly cost corresponding to the above mentioned amortization time. The third term is related to the costs of heating the feed stream from room temperature T amb up to the desired feeding temperature T in , where F is the feed stream flow rate, ρ is the feed stream density, and Cp is its specific heat. The fourth term quantifies the costs related to cooling
is the cost of supplying cooling water to the reactor.
represents the cost of the cooling water lost during cooling tower operation, where Cp cw is the specific heat of water, T * j is an expected average temperature of the jacket, T w is the room temperature of water, λ hv is the latent heat of vaporization, P ew is an average fractional loss of water due to vaporization and finally, C mw is the unit cost of cooling water.
The remaining terms correspond to inventory and transition costs, as explained in detail in a previous work 9 .
1. Design formulation.
a) Bounds on design variables:
The CSTR and process variables were bounded somewhere around the nominal values reported by Silva-Beard et al.
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b) Equipment sizing relationships:
Equation 3a states that the Jacket volume is one fifth of the reactor volume, while equation 3b expresses the geometrical relationship between the reactor volume and its surface area, where heat exchange takes place.
c) Steady States:
Equation 4 represents the dynamic model equations set to zero, denoting a steady state. Variables x n ss and u n ss represent the values of the system states and manipulated variables at steady state, whereas p stands for the design parameters as described previously.
The variables selected as design variables strongly influence both capital and operating costs. In our formulation we assume that capital costs are mainly related to reactor volumes. On the other hand, operating costs are mainly driven by cost of raw materials (flow rate and temperature of monomer and initiator) and auxiliary services (cooling water flow rate and temperature).
Scheduling formulation.
The scheduling formulation has been described in detail in previous works 9, 11 , except for equation 6b. This equation establishes an upper bound on production (U p , chosen as one and half times the minimum demanded quantity). It is assumed that some considerable (but not unlimited) amount of product can be sold, over the minimum demand to be satisfied.
a) Product assignment:
where y ik Binary variable to denote if product i is produced at slot k b) Amounts manufactured:
c) Processing times:
e) Timing relations:
3. Dynamic Optimization formulation.
To address the optimal control part, the simultaneous approach 23 for addressing dynamic optimization problems was used in which the dynamic model representing the system behavior is discretized using the method of orthogonal collocation on finite elements 26, 27 . According to this procedure, a given slot k is divided into a number of finite elements. Within each finite element an adequate number of internal collocation points is selected. Using several finite elements is useful to represent dynamic profiles with non-smooth variations. Thus, the set of ordinary differential equations comprising the system model, is approximated at each collocation point leading to a set of nonlinear equations that must be satisfied.
a) Dynamic mathematical model discretization:
Also note that in the present formulation the length of all finite elements is the same and computed as,
b) Continuity constraint between finite elements:
c) Model behavior at each collocation point:
d) Initial and final controlled and manipulated variable values at each slot:
e) Lower and upper bounds on the decision variables
Equations 24-29 force the change between adjacent collocation points and finite elements to be within a certain acceptable range.
Two-stage programming approach for uncertainty in demand
In general, scheduling and optimal control problems, due to their nature, are able to handle uncertainties from one scheduling period to the next. In other words, if uncertainties are present at the beginning of each scenario, and remain fixed throughout it, then the scheduling and the optimal control problems can be solved once for each scenario in order to accommodate each uncertainty realization. On the other hand, the design problem can only be solved once, and the design variable values, obtained from the solution cannot be changed throughout the different scenarios. In this work we assume that product demands are subject to uncertainties that are expressed as discrete distributions for hourly product demands, which give rise to the different scenarios. The simultaneous design, scheduling and optimal control problem is then formulated as a two-stage programming problem, in which the scheduling and optimal control are selected in stage 2 for each scenario. The context of uncertainty used in this paper is similar to the perfect information context presented by Bhatia and Biegler
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, in which once a design is implemented changes in scheduling and optimal control can be made from scenario to scenario, based on the fact that complete (perfect) information about demand uncertainties is resolved before every cycle begins.
An important assumption must be made in order to be able to use the proposed twostage programming approach. In cyclic scheduling, products are consumed constantly throughout the cycle, and part of every product inventory carries over into the next cycle, until production of the relevant product begins again. In this context, changing the schedule order of production may cause product shortages if the production period of this product begins later in the new cycle than in the previous one. In this work it is assumed that a schedule switch caused by a change in demand scenario (if necessary) happens only once in a large number of cycles. In fact, the number of cycles is assumed to be large enough such that shortages that might occur during schedule switches need not be modeled in the formulation.
The two-stage programming formulation in this work is similar to that used by Bhatia and Biegler
, and it has the following form:
The set q, corresponds to each different demand scenario, and ω q , is the probability that a demand scenario q will occur. Optimal control state variables and manipulated variables are designated as x q and u q respectively, sc q are scheduling variables, d are design variables, and θ q represents the uncertain parameters, in this case the product demands.
Different scenarios have different scheduling and optimal control solutions, but are linked by a fixed set of design variables.
Case Studies
In the following section the proposed formulation is used to solve the simultaneous design, scheduling and optimal control of a MMA polymerization reactor, where different polymer grades are produced. First, the problem is solved as deterministic problem. In a second case, uncertainty in three of five polymer grade demands is taken into account, and the problem is solved using a two-stage programming formulation.
MMA polymerization
The MMA polymerization system used in this paper is that described by Silva-Beard et al.
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. The polymerization reactions take place in a CSTR. The variables that correspond to the reactor design are bounded around the nominal values used in the above mentioned work
. Table 2 shows kinetic constants and other relevant physical constants used in the mathematical model that describes the bulk free-radical MMA polymerization using AIBN as the initiator. This model is described below:
where
f m, I, td, tc
The average molecular weight distribution of the polymer is defined as the ratio 
Deterministic approach
Under this case, all the parameters are assumed to be deterministic. Equations 1 to 29 are used directly to solve the simultaneous design, scheduling and optimal control of the MMA polymerization CSTR. Information about each desired grade is shown in Table   3 . Results were obtained using the MINLP solver DICOPT Tables 4 and 5 show the values of all design variables at the optimal solution point. Table 6 contains the scheduling variables that describe the optimal cycle, including hourly profit, while Figures 1(a)-1(c) show the optimal dynamic profiles during grade transitions. Table 7 shows the different contributions of each term in the objective function.
It is interesting to notice how the largest contribution to the costs are related to the design as seen from Table 7 . This indicates that any decision taken to decrease the design costs would involve an undesirable trade-off in the transition and inventory costs. For instance, a smaller reactor or feed stream flow rate would decrease the design costs, but the production rate would necessarily be smaller, which in turn would increase the cycle time and inventory costs.
On the other hand, the resulting optimal schedule (AEDCB) is dominated by transitions between grades that have similar molecular weights, occurring in the direction of higher molecular weight to lower molecular weight, except of course, for the A to E transition, required at the beginning of the cycle. We have analyzed this type of transitions in detail in previous works 9, 10 . From a dynamic point of view, transitions between grades with similar molecular weights are fast, since they involve similar steady state operating conditions (see Table 5 ). A long transition is allowed to occur in order to allow all other transitions to take place faster between similar grades
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. Another important dynamic behavior is the shutting down of initiator feed stream. Since the AIBN initiator is expensive, transitions that involve shutting down initiator flow rate to the reactor result in little AIBN wasted during transitions. As a final observation, it is interesting to see that the resulting dynamic operation does not involve significant temperature change, approximating an isothermal process.
Two-stage programming approach for different demand scenarios.
In the second example uncertainty is introduced in the hourly demands of grades A, C, and E. In real life operations, uncertain demand is a continuous quantity, which can usually be described by a probabilistic distribution, but in this work, uncertainty in grade demand is handled through a set of discrete values which represent different demand scenarios. The problem is solved by using a two-stage programming approach for optimal design under The different demand scenarios with corresponding discrete probabilities are detailed in Table 8 . In order to efficiently solve the multiscenario formulation, it is initialized with the independent solutions to each demand scenario Tables 9, and 10 show the values of all design variables at the optimal solution. Table 11 show the objective function value and other relevant values for the description of each period solution, within the two-stage programming formulation.
As shown in Tables 4 and 9 the differences in terms of the CSTR design variables are in the feed stream flow rate, monomer concentration and reactor size (which in turns determines the area and volume of the jacket). However, the steady states determined through both approaches are very similar. The first scenario or period of the two-stage programming approach, corresponds to the deterministic problem. The solutions found by both approaches for the same scenario show different sequences, cycle durations and slightly different distribution of costs as shown in Table 11 . The hourly profit of this particular scenario is lower in the two-stage programming solution than in the deterministic solution. Intuitively, one would expect that this decreased profit for the multiscenario solution, in scenario one, when compared against the deterministic solution is compensated by a better performance in other demand scenarios. The results are found in Table 12 .
The overall profit (taking into account probabilities of each scenario) obtained by choosing the two-stage programming design is only slightly better than the one found using the deterministic approach. However, size and non-convexity of both problems are different, and as with every non-linear, non-convex problem, local optimal points are present. A way to compare both solutions in similar conditions was necessary before stating conclusions. The main expected advantage of the two-stage programming formulation over the deterministic solution is a more robust design. In some cases a certain design found to be optimal for a deterministic problem might not be feasible (let alone optimal) for all expected conditions. Being this case, a relevant comparison would involve comparing the deterministic design vs. the two-stage programming design, using the same problem conditions. This means that design variables found through both methods could be fixed and the same scheduling and optimal control problem could then be solved using both designs.
The results shown in Table 12 and 13 correspond to the proposed approach: they are the result of using as fixed designs those found by the deterministic and two-stage programming approaches, and solving each period independently as a scheduling and optimal control problem. The solution to example 1 in this paper (the original deterministic problem) was used as initialization point for all scenarios and for both designs. In this comparison it is clear that the design obtained from the two-stage programming formulation performs better than the one obtained by using the deterministic approach. It is worth noting that, in both cases, the production sequence is the same in all scenarios.
The main differences are found in total transitions durations and cycle times. In Figures   1(a) to 2(c) one can see that most transitions have similar durations, except for the transition corresponding to slot 3 for both cases (in both cases this transition corresponds to a D → C transition). Cycle time differences can be attributed to faster transitions and to faster process rates in the two-stage programming formulation.
A summary of how the two-stage programming approach compares against the deterministic approach is presented in Figure 3 . From this figure one can see that there is a clear trend in which, as total hourly demand (summation over all polymer grades) increases, the two stage programming approach performs better than the deterministic approach.
Conclusions
The optimization formulation presented in this paper successfully addressed the simultaneous design (including steady state determination), cyclic scheduling and control of a MMA polymerization reactor under deterministic and uncertain demand characteristics.
Since chemical process design must be flexible and robust enough to accommodate for process uncertainties, a two-stage programming formulation which deals with demand uncertainties with discrete distributions was proposed.
The two-stage programming problem was solved, and interesting observations can be drawn from such a solution, and from its comparison versus a deterministic approach 
