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Abstract—In this paper, the concept of opportunistic bits (OBs)
is developed in short-packet communications and investigated
from a finite blocklength perspective. In the OB-based trans-
mission, the data unit of a packet is divided into two parts:
OBs and conventional bits (CBs). The OBs are not physically
transmitted but used to indicate the index of the time slot (TS)
when the packet containing CBs is transmitted. The loading of a
bulk of OB-based packets into multiple TSs can be modelled as
a Repeated Balls-into-Bins process with a multi-queue storage. If
the bulk is not large enough, certain combination(s) of OBs will
not appear, which leaves certain TS(s) empty and hence reduces
the TS load efficiency. To evaluate the OB-based transmission
performance, we formulate its maximal payload rate and TS load
efficiency. With the aid of these two formulations, the energy
gain, the goodput, and the latency of OB-based short-packet
communications are derived and obtained in analytical forms.
For achieving further insights, illustrative numerical results on
the resource utilisation efficiency and the performance not only
substantiate the advantages of the OB-based transmission over
the conventional but also provide useful tools and specifications
for its design in massive short-packet communications.
Index Terms—Opportunistic bit (OB), short-packet communi-
cations, finite blocklength, time slot (TS) load efficiency, maximal
payload rate, energy gain, goodput.
I. INTRODUCTION
To accommodate wireless services with low latency and
ultra-high reliability in future mobile networks, e.g., massive
access in the Internet of Things (IoT), short-packet communi-
cations become popular solutions to support mission-critical
applications [1], [2]. Advanced wireless technologies, e.g.,
multi-antenna configurations [3], full-duplex transmissions [4],
non-orthogonal multiple access [5], optimisation of resource
allocation [6], and cross-layer design [7], have been further
explored or redeveloped in short-packet communications.
As shown in [8] and [9], transmission protocols and tech-
niques designed for long packets in conventional cellular
networks are not suitable for short packets in the IoT networks.
Moreover, Shannon’s classical analysis framework, i.e., the
optimal coding rate converging to channel capacity [10],
is invalid for short-packet communications [11], [12] and,
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therefore, the maximal coding rate of short packets has been
investigated in the finite blocklength regime [13], [14]. Later
on, simple asymptotic approximations of converse and achiev-
ability bounds on the maximal coding rates, particularly useful
for short packets, have been provided in [15]. Further, close
bounds on the maximum coding rates have been studied in
wireless channels of practical interest, e.g., no a priori channel
state information available and pilot-assisted or noncoherent
transmissions utilized in Rayleigh and Rician fading [16], [17].
These information-theoretic advances have established a
basis for the design of short-packet communications. Com-
pared with its long-packet counterpart, short-packet communi-
cations bring about new communication models and associated
challenges that need to be addressed. Firstly, the IoT device
configuration and the service latency requirement limit the
transceiver’s buffer size [18], [19]. Secondly, the meta-data
size, arising from control information, is comparable to the
payload size in short packets [20], [21].
Recently, the philosophy of permutation modulation [22],
[23] has been embraced by upper layer(s) to increase the
goodput in a straightforward way [24]–[26]. Specifically, the
concept of opportunistic bits (OBs) was proposed in [24] to
increase the achievable data rate for point-to-point transmis-
sions of massive transmission control protocol/Internet proto-
col (TCP/IP) packets. OBs are a portion of information bits in
the data unit (DU) of a packet, which are used to indicate the
index of the time slot (TS) when the packet is transmitted.
Since OBs are not involved in the physical transmissions
of packets, the energy and spectral efficiency of the OB-
based communication systems will be improved compared
with conventional ones. The information bits other than OBs in
the DU of a packet are referred to as conventional bits (CBs),
which are physically transmitted in a conventional way. In
other words, the DU of an OB-based packet contains CBs only
and the packet is transmitted in the TS mapped by OBs. At
the receiver, the received packets will be reordered according
to their sequence numbers prescribed by the TCP protocol.
In [27], this OB transmission strategy was generalised into
networks to pair packets of the same OBs and hence realize
end-to-end transmissions.
Apparently, the same OB size will take a larger percentage
in a smaller DU as the blocklength decreases. Therefore,
the OB-based design will achieve higher resource efficiency
in short-packet communications than in their longer-packet
counterparts. Motivated by this, we develop the OB paradigm
for short-packet communications in this work. Specifically, the
maximal payload rate of OB-based short-packet communica-
tions is formulated in the finite blocklength regime to remove
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the ideal assumptions of infinite blocklength and arbitrarily
small error probability from information-theoretic analysis.
However, due to the limitation on a transceiver’s buffer
size, certain combination(s) of OBs will be missing if the
bulk of packets in a short-packet communication is not large
enough. Therefore, certain TS(s) will be empty and the TS
load efficiency will be affected, which is a main concern in
OB-based short-packet communications. To formulate the TS
load efficiency in the scenario of limited buffer size, we model
the loading of a bulk of OB-based packets into multiple TSs
as a Repeated Balls-into-Bins (RBB) process with a multi-
queue storage. With the aid of this modelling, the TS load
efficiency is achieved to verify the feasibility of the OB
concept embraced by short-packet communications.
Based on the formulations of maximal payload rate and TS
load efficiency, the metrics of energy gain, goodput and latency
are investigated to further evaluate the resource utilisation
efficiency and performance of the OB-based short-packet
communications. In particular, our main contributions in this
paper are three-fold:
• To further benefit from the high resource efficiency of
OB-based transmissions, the OB concept is utilized in
short-packet communications and its maximal payload
rate is formulated in the finite blocklength regime.
• To provide an analysis framework for practical applica-
tions, the TS load efficiency of OB-based short-packets
is formulated to validate the utilization.
• To evaluate the performance of OB-based short-packet
communications, their energy gain, goodput, and latency
are achieved in analytical forms. Moreover, illustrative
numerical results on these metrics are demonstrated to
gain further insights.
The remainder of this paper is organized as follows. Firstly,
the short packet structure and the OB concept are introduced in
Section II. Subsequently, the maximal payload rate and the TS
load efficiency of OB-based short-packet communications are
formulated in Sections III and IV, respectively. Based on these
two formulations, Section V evaluates the resource utilisation
efficiency and performance of the OB concept utilized for short
packets in the metrics of energy gain, goodput and latency.
Finally, this paper is concluded in Section VI.
Throughout this paper, the following mathematical notations
are used: Boldface uppercase and lowercase letters denote
matrices and vectors, respectively. The number of entries in
the vector x that are equal to y is denoted by num(x, y).
Moreover, D(·) and B(·) denote the binary-to-decimal and
decimal-to-binary converters, respectively. In addition, P[·]
denotes the probability of an event and E[·] represents the
expectation (mean) operator.
II. SYSTEM MODEL
In this section, the short packet structure is presented and
the OB concept is utilized in short-packet communications.
A. Short Packet Structure
In short-packet communications, a packet is simply com-
posed of control information and payload. To facilitate the
APP








Fig. 1. The structure of a short packet.
comparison between OB-based and conventional short-packet
communications, all short packets are assumed to be of the
same blocklength in this work. The short packet structure
introduced by [1] is shown in Fig. 1, where the ‘data’ part at
the physical (PHY) layer consists of the symbols coded and
modulated by payload bits. The payload bits are produced by
channel coding according to the DU from the media-access-
control (MAC) layer and higher layers. The DU in a short
packet can be expressed by a 1×K vector as
v = [v1, v2, · · · , vK ], (1)
where vk ∈ {0, 1} denotes the kth information bit in the DU,
k = 1, 2, · · · ,K, and K is the total number of bits in the DU.
The ‘meta-data’ part at the PHY layer consists of the
preamble used for synchronisation and channel estimation
as well as the symbols coded and modulated by control
information bits. The control information bits are generated
according to the header from the MAC layer and higher layers.
The header can be expressed by a 1× L vector as
u = [u1, u2, · · · , uL], (2)
where ul ∈ {0, 1} is the lth bit in the header, l = 1, 2, · · · , L,
and L is the total number of bits in the header.
For example, in the 5G New Radio, short packets are struc-
tured at transport layer by the User Datagram Protocol (UDP)
that is typically used in the applications that require little
overhead and accordingly achieve higher network throughput.
Note that, the sequence number is an essential for IP-based
communications whether TCP or UDP is adopted at the
transport layer. Different from a TCP packet whose header
contains a 32-bit sequence number added by the transport
layer, the sequence number of a connectionless UDP packet is
generated by the application (APP) layer to avoid packet loss.
Also, a UDP/IP header can be compressed into at least two
bytes by the Robust Header Compression (ROHC) to shorten
overhead [28].
From the PHY layer view, a short packet delivered through
wireless links is represented by a vector containing N symbols
as
x = C ([u,v]) = [x1, x2, · · · , xN ], (3)
where C(·) denotes the function of PHY layer signal process-
ing, including channel coding and modulation. The coding rate
is (L+K)/N within the blocklength N , to guarantee the same
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Fig. 2. An M -queue storage of CB vectors in OB-based packets.
reliability achieved by the meta-data and the payload data [1].
Since the header length L is comparable to the DU length
K and cannot be omitted in short-packet communications, the
payload rate K/N is used as a metric to gauge the effective
delivery excluding the meta-data.
At the destination, received packets can be ordered accord-
ing to their sequence numbers. Therefore, a transmitter does
not need to deliver packets in the order of their sequence
numbers, and extra information can be carried by the order
of packet delivery. This is the foundation for the OB concept
proposed in IP-based communications [24].
B. Opportunistic-Bits in Short-Packet Communications
The OB concept in [24] is proposed to improve the spectral
efficiency for the delivery of massive IP-based packets from
a transmitter to a receiver over a single link. Based on this
concept, a portion of information bits in the DU, referred to as
OBs, are used to indicate the TS index. The other information
bits in the DU, referred to as CBs, are transmitted in the TS
mapped by the OBs. That is, the transmitter delivers a bulk of
packets in the order determined by their OBs.
To utilize this concept in short-packet communications, the
DU of a short packet, given by (1), is divided into two parts
as
v = [vOB,vCB], (4)
where the OB vector vOB = [v1, v2, · · · , vKo ] contains Ko
OBs and the CB vector vCB = [vKo+1, vKo+2, · · · , vK ]
contains K −Ko CBs.
Since there are Ko bits in the OB vector, the number of
vOB variations is M = 2Ko , which is the maximum number
of TSs mapped by the OB vector. Therefore, we define M
TSs as a group and the index of a TS in this group is m ∈
{1, 2, · · · ,M}. The OB vector vOB is mapped onto the index
of a TS, m, and the mapping is a one-to-one correspondence,
e.g., m = 1 +D(vOB).
Then, the CB vector vCB will be loaded in the mth queue
of a storage, m = 1, 2, · · · ,M . The storage, composed of M
queues to cache DUs, is referred to as an M -queue storage.
The loading process of CB vectors is shown in Fig. 2, where Ω
CB vectors are to be loaded in the M -queue storage, Ω > M ,
and the M queues pertain to the M TS indices mapped by Ko
OBs. The superscript (ω) of v(ω)CB denotes the sequence number
of the DU where the CB vector originates, ω = 1, 2, · · · ,Ω.
Each storage unit is initialized by K −Ko bits with value 0,
i.e., the 1× (K −K0) zero vector 0K−Ko , and the initial bits
hold there if none of the OB vectors pertaining to the enqueued
CB vectors matches the TS index, i.e., the queue index. The
TS bearing a CB vector is referred to as a loaded TS, and the
TS bearing a zero vector is referred to as an unloaded TS.
We remark that, the physical space of the M -queue storage
is only used for the Ω CB vectors. In practice, the beginning
and the end of a queue are tracked by their addresses. That is,
the zero vectors 0K−Ko shown in Fig. 2 do not exist in the
physical space, and they only appear in the dequeue operation.
Upon the allocation of Ω CB vectors into the storage, the
dequeue operation starts with the bottom row in the first round.
From the first queue to the M th queue, the bottom row of each
one is a CB vector or a zero vector 0K−Ko , and these M
vectors are independent of each other. In a round, a number
of CB vectors are dequeued and then the same number of
upcoming CB vectors are enqueued at the top of this storage.
Such dequeue and enqueue operations are repeated round by
round to maintain the total number of CB vectors contained
in the M -queue storage, Ω.
For example, the loading of Ω = 4 CB vectors into a two-
queue storage is illustrated in Fig. 3(a), where the OB size
Ko = 1. If the OB in a packet vOB = [0], its CB vCB is
loaded in TS 1. If vOB = [1], vCB is loaded in TS 2.
From the M -queue storage, the rescheduled CB vectors
and the empty vectors 0K−Ko are packed with corresponding
headers to generate short packets at the PHY layer. Especially,
to deal with the empty vector 0K−Ko , a pseudo header is
packed with it to form a pseudo packet.
As the OB vector is removed from a DU and the DU is
replaced by its CB vector, the short packet at the PHY layer
is referred to as an OB-based packet and expressed as
xo = C ([u,vCB]) = [x1, x2, · · · , xNo ], (5)
where No is the blocklength at the PHY layer for the physical
transmission of L + K − Ko bits in the OB-based packet
[u,vCB]. Note that, OB vectors vOB will not be transmitted



























(#) 0  !"
(*)
0  !"


































































































Fig. 3. The OB-based design using a two-queue storage with Ω = 4.
In short-packet communications, short channel codes are
utilised in the channel coding and every packet is encoded
independently [29], [30]. Therefore, the receiver can decode a
packet immediately once receiving it. The information mapped
by the CB vector in a packet, vCB, is demodulated and
decoded in the conventional way. The information conveyed
by the OB vector in a packet, vOB, is recovered through the
index calculation of the TS when the packet is delivered, which
is solely determined by the receiving order of the packet, ω̂.
The TS index of the ω̂th packet received at the receiver is
calculated using m̂ = ((ω̂ − 1) mod M) + 1. Then, the
information conveyed by the OB vector of this packet is
obtained by v̂OB = B(m̂− 1).
An illustration of the information recovery from the OB
vectors is shown in Fig. 3(b), for receiving the packets
transmitted from the two-queue storage given by Fig. 3(a).
In addition, a pseudo packet composed of the zero vector
0K−Ko and a pseudo header will be dropped by the receiver,
because it cannot pass the header check. Eventually, the
destination node reorders packets according to their sequence
numbers.
III. MAXIMAL PAYLOAD RATE
In this section, the maximal payload rate of OB-based short-
packet communications is formulated in the finite blocklength
regime. As introduced in Section II-A, the payload rate K/N
is defined as the ratio of the DU size K to the blocklength N .
Since Shannon capacity deals with the transmissions over
sufficiently large blocklength at arbitrarily small error prob-
ability, it is not suitable for short-packet communications.
Herein, we utilize the analysis framework in the finite block-
length regime, specifically based on the normal approximation
for nonasymptotic bounds of the maximum number of infor-
mation bits that can be encoded [14, Eq. (296)]. Given the
blocklength N , the block error probability ε and the signal-
to-noise power ratio (SNR) ρ in AWGN channels, the normal
approximation to the maximum number of information bits
conveyed over the block is denoted by this normal approxi-
mation is denoted by






where the channel capacity C(ρ) = (1/2) log2(1 + ρ), the
channel dispersion V (ρ) = (ρ/2)[(ρ + 2)/(ρ+ 1)2](log2 e)
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From [14, pp. 27], we notice that the normal approximation
(6) can be fairly accurate when D(N, ε, ρ)/N > 0.8C(ρ).
The main objective of this work is to qualitatively compare our
OB-based transmissions with conventional transmissions in the
same condition, for which we expect the normal approximation
to be sufficiently accurate.
The maximal coding rate in the finite blocklength regime,
D(N, ε, ρ)/N , is lower than the channel capacity and




(x, y) [14, Eq. (3)], as the channel capacity C(ρ)
is the expectation of i(x; y) and the channel dispersion V (ρ),
used to measure the channel’s stochastic variability, is the
variance of i(x; y).
To transmit a DU of length K with a header of length L
added based on the maximal coding rate, we have L + K =
D(N, ε, ρ), where N is the minimum blocklength required to
transmit L + K bits at the target packet error probability ε
and the SNR ρ over AWGN channels. Hence, the maximal
payload rate of conventional short-packet communications is
achieved at
Rc(L,N, ε, ρ) =
D(N, ε, ρ)− L
N
, (7)
where the maximal payload length, i.e., the DU size, is given
by
K = D(N, ε, ρ)− L. (8)
For OB-based short-packet communications, there are K −
Ko bits in the DU with an L-bit header added for the delivery
of K-bit payload. Based on (5), we have L + K − Ko =
D(No, ε, ρ) in the case of maximal coding rate, where No
is the minimum blocklength required for the transmission of
an L-bit header plus K − Ko CBs. Apparently, No < N .
Since L+K = D(N, ε, ρ) holds in conventional transmissions,
we have D(N, ε, ρ) − Ko = D(No, ε, ρ). Then, No can be
expressed as
No(Ko, N, ε, ρ) = D
−1(D(N, ε, ρ)−Ko, ε, ρ), (9)
where D−1(k, ε, ρ) is the inverse of the function N 7→
D(N, ε, ρ) for fixed ε and ρ. Note that, D(N, ε, ρ) is given
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Conventional Blocklength, N  [symbols]
54.6           86.8           118.4          149.6          180.6           211.4
Fig. 4. Maximal payload rates of OB-based short-packets, (10), at the SNR
ρ = 10dB, for ε = 10−3 and L = 24.
in (6), and D−1(k, ε, ρ) denotes the minimum blocklength
required for the delivery of k bits at the target packet error
probability ε and the SNR ρ. Since D(N, ε, ρ) is a monotonic
function, its inverse function exists. In our work, D−1(k, ε, ρ)
is obtained by searching paired inputs and outputs of (6)
through numerical calculations.
Since the physical transmission of K −Ko CBs in an OB-
based packet conveys K payload bits, the payload rate of
OB-based short-packet communications is K/No. Thus, based
on (8) and (9), the maximal payload rate of OB-based short-
packet communications is achieved at
Ro(Ko, L,N, ε, ρ) =
D(N, ε, ρ)− L
D−1(D(N, ε, ρ)−Ko, ε, ρ)
, (10)
given the number of OBs, Ko, and the target packet error
probability ε at SNR ρ over AWGN channels.
In the following, the maximal payload rate of OB-based
short-packet communications, given by (10), is compared with
that of conventional short-packet communications, given by
(7). To get the numerical results, the minimum blocklength N
in the conventional design is set firstly, and then the maximal
DU size K is obtained using N based on (8).
In Fig. 4, the maximal payload rates of OB-based short-
packets given by (10) are compared with those of conventional
short-packets given by (7), versus the number of information
bits in a DU, K, at the SNR ρ = 10dB, for the header
length L = 24 bits (i.e., 3 bytes) and the OB size Ko =
6, 8, 10, 20, 30. The target packet error probability ε is set to
10−3. As shown in this figure, the maximal payload rate of
OB-based transmissions is improved upon increasing the OB
size and always higher than that of conventional transmissions.
Note that, this improvement has to be limited by the header
which takes about 1/8 to 2/5 of a short packet herein. If the
OBs takes a larger proportion in a packet, increasing the OB
size will lead to higher improvement of maximal payload rate.
In addition, the maximal payload rates of OB-based short-
packets are plotted in Fig. 5, versus the packet error prob-
ability ε at the SNR ρ = 8dB and 10dB. For the sake of
comparison, the maximal payload rates of conventional short-
packets are also shown. Herein, the header length L = 24 and






Fig. 5. Maximal payload rates of OB-based short-packets, (10), versus target
packet error probability ε, at ρ = 8dB and 10dB, for L = 24 and N = 60.






Fig. 6. Maximal payload rates of OB-based short-packets, (10), versus target
packet error probability ε, at ρ = 0dB, for L = 24 and N = 500.
the conventional blocklength N = 60. This figure confirms
general impacts of SNR and target packet error probability on
the maximal payload rate. If we loosen the requirement on
the target packet error probability or improve the SNR, higher
maximal payload rates are achieved in both OB-based and
conventional transmissions and, moreover, the payload rate
gain obtained by OB-based packets over conventional ones
increases. As anticipated based on the normal approximation
D(N, ε, ρ) given by (6), the impact of the SNR ρ is greater
than that of the packet error probability ε on the maximal
payload rates.
At a low SNR, i.e., ρ = 0dB, the maximal payload rates are
plotted versus the packet error probability ε in Fig. 6, where
the blocklength N is set to 500 symbols, because the delivery
of an L-bit header needs LL+KD
−1(L + K, ε, ρ) symbols at
the PHY layer and this number is quite large at low SNRs.
As shown in this figure, the maximal payload rates of short-
packet communications benefit from the OB-based design at
a low SNR as well.
IV. TIME-SLOT LOAD EFFICIENCY
As shown in Subsection II-B, an unloaded TS, i.e., the
packet bearing 0K−Ko , occurs because there is no OB vector
mapped onto the TS index. Specifically for short-packet com-
munications with the limitation on transceivers’ buffer size,
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the probability of no OB match for the TS index is a main
concern on the feasibility of the OB paradigm.
In this section, we formulate the TS load efficiency, which
is defined as the ratio of the number of loaded TSs to the total
number of TSs involved in a loading process that is modelled
by the M -queue storage in Fig. 2. In this M -queue storage, the
random evolution of the number of CB vectors in each queue is
a Repeated Balls-into-Bins (RBB) process, which is an ergodic
finite state Markov chain with stationary distribution [31].
In OB-based communications, all the M = 2Ko possible
variations of a Ko-bit OB vector vOB are assumed to occur at
the same probability of 1/M . Since a packet is transmitted in
the TS mapped by its OB, the OB vector determines the queue
where the CB vector is stored. Therefore, the probability that
a CB vector vCB is stored into any of the M queues is 1/M .
The RBB process of OB-based loading CB vectors is started
by storing Ω CB vectors into M queues of the storage
uniformly at random, Ω > M . The storage initialisation is
defined as Round 0, shown in Fig. 2(a). Subsequently, each
round is composed of two steps as shown in Fig. 2(b).
• Step 1: The M items in the bottom row of the M -queue
storage are dequeued in the order of the TS index of each
queue. In detail, assuming there are λ empty queues in
the storage, the M−λ CB vectors and the λ zero vectors
in the bottom row are dequeued. Afterwards, all items in
the storage move one row down and, thus, the second
bottom row before the dequeue operation becomes the
bottom one.
• Step 2: M−λ upcoming CB vectors are enqueued into the
storage. Each of them is allocated to the queue mapped
by its corresponding OB vector, which is a uniformly
random allocation as the M −λ OB vector variations are
equiprobable.
As such, at the end of each dequeue-and-enqueue round,
the total number of CB vectors contained in the storage is
maintained at a constant Ω. The state of the RBB process
for OB-based loading CB vectors at the end of Round r is
denoted by sr = [q1, q2, · · · , qM ], where qm represents the
number of CB vectors in the mth queue, m = 1, 2, · · · ,M .
More specifically,
∑M
m=1 qm = Ω always holds at the end of
each round.
A. Stationary Distribution of Unloaded TSs
The number of unloaded TSs at the end of Round r is de-
noted by a random variable Λr = num(sr, 0), r = 0, 1, 2, · · · ,
where num(x, y) stands for the number of entries in the vector
x that are equal to y. Thus, the number of empty queues in the
storage at the end of Round r is Λr ∈M = {0, 1, · · · ,M−1},
where M is the sample space of Λr. Since the RBB process
is not reversible and its explicit formula is unknown [32],
we investigate the random variable Λr instead of the state
sr to work out the stationary distribution of Λr over states.
An approximation of the probability transition matrix will be
formulated for Λr to establish its stationary distribution.
Firstly, the initial distribution of Λr, i.e., Λ0, is derived as
follows. The sample space for allocating Ω CB vectors into M
queues contains MΩ outcomes. The number of event samples
where no queue is empty upon the allocation of Ω CB vectors
into M queues is given by the Stirling number of the second












where j is an intermediate variable, denoting the number of
non-empty queues.
Hence, the number of event samples where no queue is
empty upon the allocation of Ω CB vectors into M − λ
queues can be denoted by S(Ω,M−λ). Since there are M !/λ!
permutations of M−λ queues taken from M different queues,
the number of event samples where λ queues are empty upon




S(Ω,M − λ). (12)
For the initial distribution, the probability of λ empty queues
in Round 0 is P[Λ0 = λ] = U0(Ω,M, λ)/MΩ, and∑M−1
λ=0 P[Λ0 = λ] = 1.
The number of empty queues after the dequeue operation
in Step 1 of Round r is denoted by Λ′r. In Round 1, M −Λ0
CB vectors are dequeued, so the number of empty queues
after Step 1 in this round, Λ′1 > Λ0. Then, in Step 2 of
this round, M − Λ0 CB vectors are allocated into the M
queues. Similar with the initial distribution, the probability
that κ queues have null input after Step 2 of Round 1 is given
by U0(M − Λ0,M, κ)/MM−Λ0 . Obviously, the probability
that none of the queues have null input in Round 1 is lower
than the probability that no queue is empty in Round 0, as
U0(M − Λ0,M, 0)/MM−Λ0 < P[Λ0 = 0]. Therefore, the
mean number of empty queues, E[Λr] =
∑M−1
λ=0 P[Λr = λ]λ,
is monotonically increasing in r until this RBB process gets
stationary. As such, E[Λ0] in Round 0 pertains to the minimum
E[Λr], although the initial distribution is independent of the
stationary distribution.
Secondly, the probability transition matrix of Λr is analysed,
which is defined as an M ×M matrix P(r) = (p(r)νλ )M×M , in

















where p(r)νλ = P[Λr+1 = λ|Λr = ν] is the (ν, λ)th entry of
P(r), ν, λ ∈ M, denoting the conditional probability of the
empty-queue number transition from ν in Round r to λ in








P[Λ′r+1 = λ+ δ|Λr = ν]




where P[Λ′r+1 = λ + δ|Λr = ν] denotes the probability that
the number of empty queues turns into λ+δ after the dequeue
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operation in Step 1 of Round r + 1 given Λr = ν, and
P[Λr+1 = λ|Λ′r+1 = λ + δ,Λr = ν] denotes the probability
that δ out of λ + δ empty queues have input in Step 2 of
Round r + 1 upon the allocation of M − ν CB vectors into
M queues.
In detail, the probability
P[Λ′r+1 = λ+δ|Λr = ν] = P[num(sr, 1) = λ−ν+δ|Λr = ν],
(15)
where the item on the right-hand side represents the probability
of the event that there are λ−ν+δ 1’s in sr given that there are
ν 0’s in sr. This event implies that among all the M −ν non-
empty queues at the end of Round r, each of λ−ν+δ queues
contains a single CB vector and each of the other M − λ− δ
queues contains at least two CB vectors.
Hence, after the dequeue operation in Step 1 of Round r+1,
λ − ν + δ more queues get empty and the total number of
empty queues turns into λ+δ. The probability P[num(sr, 1) =
λ−ν+ δ|Λr = ν] in Round 0 is distinct owing to the random
allocation of Ω CB vectors into M queues, and (15) can be
derived as
P[Λ′1 = λ+ δ|Λ0 = ν] = µ(Ω,M − ν, λ− ν + δ), (16)
where








z!U1(x− z, y − z)
U0(x, y, 0)
(17)
denotes the probability that allocating x CB vectors into y
queues and among these queues, each of z queues contains
a single CB vector while each of the other y − z queues








S(x− j, y− j) denotes the number of event
samples where every queue contains more than one CB vectors
upon the allocation of x CB vectors into y queues.
In Round r > 1, the probability P[num(sr, 1) = λ −
ν + δ|Λr = ν] is related with the number of rounds, r, and
depends on the state sr, i.e., the distribution of the number of
CB vectors in each queue. Since the explicit solution of this
RBB process is still an open problem, we cannot obtain the
distribution of sr for r > 1. From the simulation results of
P [num(sr, 1) = λ− ν + δ|Λr = ν], we found this probability
is very close to µ(Ω′,M−ν, λ−ν+δ), where Ω′ is an integer
smaller than Ω and decreases until convergence as the round
index r increases. That is, P [num(sr, 1) = λ− ν + δ|Λr = ν]
for stationary states is very close to the probability that each
of λ − ν + δ queues contains a single CB vector and each
of the other M − λ − δ queues contains more than one
CB vectors upon the allocation of less than Ω CB vectors
into M − ν queues. By fitting the simulation results of
P [num(sr, 1) = λ− ν + δ|Λr = ν] in the case that the distri-
bution of Λr is stationary, Ω′ can be calculated by the fitting
function F (Ω,M) = Mb−78.15(Ω/M)−0.01653 + 78.94c,
where b·c denotes the greatest integer function.
Therefore, for stationary states, i.e., P(r̃) = P(∞) in Round
r̃, the probability in (15) is superseded by an empirical formula
as
P[Λ′r̃+1 = λ+ δ|Λr̃ = ν]
≈ µ(F(Ω,M),M − ν, λ− ν + δ).
(18)
For the probability P[Λr+1 = λ|Λ′r+1 = λ + δ,Λr = ν]
on the right-hand side of (14), the number of event samples
that δ out of λ + δ empty queues have input in Step 2 of










j!S(M − ν, j),
i.e., the sum over the event samples that j queues, including
the δ empty queues, have input in the allocation of M − ν
CB vectors and each of the j queues has at least one of the
M − ν CB vectors. As the total number of event samples in
this enqueuing is MM−ν , we have















Therefore, the transition probability in stationary states, i.e.,
























where the probability µ(x, y, z) is given by (17).
Finally, the stationary distribution of Λr̃ is denoted by a
1 ×M vector p = [p0, p1, · · · , pM−1], where the λth entry
pλ = P[Λr̃ = λ], λ ∈ M. This stationary distribution can
be achieved by solving the equation set pP(r̃) = p and∑M−1
λ=0 pλ = 1.
Herein, we present a practical method to solve the stationary
distribution. As stated by the Perron-Frobenius Theorem [34],
if a Markov chain is irreducible and aperiodic, there is a unique
stationary distribution p. Moreover, the stationary transition
matrix converges to a rank-one matrix and all rows in it are
identical. Specifically, each row in the stationary transition
matrix is the stationary distribution, which implies that the
transition probabilities of moving from all states to any state
are the same. Assuming the stationary distribution is achieved
through α transitions, the α-step transition matrix is formed
as an M × M matrix P̂ = (P(r̃))α, where α is a positive
integer. To satisfy the stationary condition associated with the
matrix formulation, all rows in P̂ are identical and equal to p.
In our experiments, α is set to 50, which guarantees that all
the rows in P̂ are the same, for all values of Ko and Ω in the
calculations. In this way, an accurate stationary distribution p
is obtained, with the stationary probability
pλ = P̂[·, λ], ∀λ ∈M, (21)
where P̂[·, λ] is the λth entry in an arbitrary row of P̂.
B. Impact of Unloaded TSs
In Fig. 7, the dequeue output examples of the M -queue
storage in stationary states are presented to illustrate the
delivery of CB vectors threaded with few unloaded TSs. The
mean number of unloaded TSs in a dequeue operation is equal
8
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Fig. 7. Dequeue output examples of the M -queue storage in stationary states.
to the mean number of empty queues at the end of a round,
and the TS load efficiency is the rate of loaded TSs.
The mean number of empty queues increases round by
round until convergence when the RBB process gets stationary.
Thus, we use the case in stationary states to evaluate the
TS load efficiency of OB-based short-packet communications,






and the proportion of unloaded TSs in the stationary distribu-
tion is E[Λr̃]/M .
As a result, the minimum of the TS load efficiency, i.e., in
stationary states, is obtained by






In the calculation of η, the transition probability p(r̃)νλ given
in (20) is used for M2 times to obtain the probability transition




3), as there are two layers of summation shown
in (20) and another layer of summation in S(·, ·) is given
by (11). Therefore, the complexity in the calculation of η is
M2 ·O(M3) = O(M5) = O(25Ko).
To verify the above derivations, we will compare them with
simulation results on the stationary distribution of the unloaded
TS number and the TS load efficiency of OB-based short-
packet communications. Given M and Ω, 5000 simulations are
run to exhibit the distribution of Λr from Round 0 to Round
104, which always converges within 104 rounds for Ko 6
10. In Figs. 8, 9, and 10, the numerical results of (21), (22)
and (23) are compared with their simulation results for Ko =
4, 5, 6. As Ko increases, the comparisons on η are presented
in Fig. 11.
Fig. 8 depicts the stationary distribution of the events that
the numbers of unloaded TSs are 0 and 1, versus the total
packet number in the storage containing M = 16, 32, 64
queues, i.e., the number of OBs, Ko = 4, 5, 6, where the theo-
retical results are calculated using (21) based on the transition
matrix approximation in (20). As shown in this figure, the
theoretical and simulation results match well. Moreover, with
the increase in Ω, the probability of λ = 0 converges to 1
while that of λ = 1 converges to 0. In other words, given
M , the number of unloaded TSs is dramatically reduced upon







Fig. 8. Stationary distribution of Λr̃ = λ, for the events λ = 0 and λ = 1,
versus the total number of packets, with Ko = 4, 5, 6.









Fig. 9. The mean number of empty queues versus the round index r, for
Ω/2Ko = 10 and Ko = 4, 5, 6.
increasing Ω, and there is no unloaded TS in massive access
of short packets, i.e., in the case of large Ω. The main reason
behind this is that a large number of packets, Ω, in the M -
queue storage leads to sufficient rounds of loading CB vectors
and stationary states, which guarantees a negligible number of
unloaded TSs in the dequeue operation of each round.
Fig. 9 shows the evolution of E[Λr] versus the round index
r, where E[Λr] increases along with the growth of the round
number until meeting the convergence. From this figure, we
may find that E[Λ0] is the minimum of E[Λr], as justified by
the initial distribution in Section IV-A, and the stationary case
E[Λr̃] given by (22) is the upper bound on E[Λr]. Hence, the
TS load efficiency in stationary states of this RBB process,
i.e., η given in (23), is the lower bound of the instantaneous
TS load efficiency and we will use the lower bound η as the
TS load efficiency in the following study. That is, we will
consider the worst case.
Further, the theoretical and simulation results on the TS
load efficiency are compared for the OB size Ko = 4, 5, 6 in
Fig. 10, where the theoretical results are obtained from (23)
and they are very close to the simulation results. This figure
reveals that the TS load efficiency converges to 1 as the total
packet number Ω increases. For the case of larger Ko, the TS
load efficiency approaches 1 as Ω increases.
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Fig. 10. TS load efficiency versus the total number of packets, for Ko =
4, 5, 6.






Fig. 11. TS load efficiency versus the OB size Ko, for Ω/2Ko = 2, 5, 10, 20.
In detail, the TS load efficiency is plotted as a function of
Ko in Fig. 11, for the cases of Ω/2Ko = 2, 5, 10, 20, where the
ratio Ω/2Ko stands for the mean queue length in the M -queue
storage. Since the complexity in the calculation of η given in
(23) is O(25Ko), the results for Ko > 10 cannot be obtained.
As is shown in this figure, the theoretical and simulation results
of the TS load efficiency η match very well, except for the
case of a low ratio Ω/2Ko with a very small OB size, e.g.,
Ω/2Ko = 2, 5 with Ko = 1, 2. In the cases of Ko 6 5, η
decreases as Ko increases, for a given ratio Ω/2Ko . However,
for Ko ranging from 6 to 10, η almost keeps the same value
given a ratio Ω/2Ko . Based on this tendency, we predict that
the TS load efficiency for 10 < Ko 6 20 is supposed to be
the same as that at Ko = 10, given a ratio Ω/2Ko . Moreover,
η is improved as the ratio Ω/2Ko increases. However, setting
a high ratio Ω/2Ko is not economical concerning the storage
cost. For example, the storage space for Ω/2Ko = 20 is twice
that for Ω/2Ko = 10, while η is only improved from 0.95 to
0.975 in the case of Ko = 10.
V. PERFORMANCE ANALYSIS
In this section, the resource utilisation efficiency and per-
formance of OB-based short-packet communications are in-
vestigated in the metrics of energy gain, goodput, and latency,
based on the formulations of the maximal payload rate in
Section III and the TS load efficiency in Section IV. With








Fig. 12. Energy gain of OB-based short-packet communications, (24), versus
the OB size Ko, at the SNR ρ = 10dB, for ε = 10−3, L = 24 and
Ω/2Ko = 2, 10, 20.
the aid of the performance analysis outcomes, how to select
the OB size Ko in an efficient OB-based design is discussed.
Herein, the header length L of a packet is fixed to 24 bits,
and the variation in blocklength N results from various DU
sizes K.
A. Energy Gain
Without loss of generality, the average energy used to
transmit a short packet conveying a K-bit DU is assumed
to be a constant denoted by E. Thus, the symbol energy in a
conventional short-packet of length N is E/N , and the symbol
energy in an OB-based short-packet of length No is ηE/No,
where η is the TS load efficiency given in (23) and No is
calculated using (9).
Given the same packet energy, the energy allocated to each
symbol in an OB-based packet is likely more than that in a
conventional one, because the OB-based packet length No is
shorter than the conventional N , while a single DU is delivered
through 1/η OB-based packets on average. Consequently,
the energy gain achieved by OB-based communications over
conventional communications, denoted by ξE , is defined as the
ratio of OB-based symbol energy ηE/No to the conventional






D−1 (D(N, ε, ρ)−Ko, ε, ρ)
. (24)
We remark that, a higher energy gain means a smaller ratio
No/η compared with N .
In Fig. 12, the energy gain of OB-based short-packet
communications is plotted as a function of the OB size Ko,
for the SNR ρ = 10dB and the header length L = 24,
where the conventional blocklength N = 60, 80, 100, and the
ratio Ω/2Ko = 2, 10, 20. This figure reveals that the energy
gain of OB-based short-packets decreases upon increasing the
blocklength of a packet. Besides, the energy gain is lower than
1 in the case of Ω/2Ko = 2 and higher than 1 in the case of
Ω/2Ko = 20. In the case of Ω/2Ko = 10, the energy gain
is higher than 1 if the OB size Ko > 5 in a shorter packet,
e.g., N = 60, i.e., where the OB takes a larger proportion in
a packet. The main reason behind this is that the energy gain
10









Fig. 13. Energy gain of OB-based short-packet communications, (24), versus
target packet error probability ε, at the SNR ρ = 8dB and 10dB, for L = 24,
N = 60, Ko = 6, 8, 10 and Ω/2Ko = 10.
ξE converges to the TS load efficiency η with the increase
in blocklength N , which is implied by (24). That is, given
Ko and Ω, the ratio N/No tends to 1 as N goes to infinity.
Additionally, (24) implies that the energy gain ξE approaches
N/No when η approaches 1. As shown in Fig. 11, η = 0.975
when Ko = 10 and Ω = 20 × 210. In this case, ξE ≈ N/No
as shown in Fig. 12, where ξE = 1.09, 1.06, 1.04 given that
N = 60, 80, 100 with No = 53.5, 73.6, 93.7.
Furthermore, Fig. 13 investigates the impacts of target
packet error probability ε and SNR ρ on the energy gain of
OB-based short-packet communications, ξE in (24), where the
SNR ρ is set to 8dB and 10dB, for the OB size Ko = 6, 8, 10,
the header length L = 24, and the conventional blocklength
N = 60. The total number of short packets contained in
the M -queue storage, Ω = 10 × 2Ko , which is set based
on the aforementioned analysis to achieve a good balance
between the performance improvement and the storage cost.
An interesting phenomenon in this figure is that the energy
gain of OB-based short-packets increases upon reducing the
SNR or meeting a more stringent requirement on the target
packet error probability. This is because the maximum number
of information bits transmitted by a short packet of length
N decreases with the decline in ρ or ε and, thus, the OB-
based blocklength No decreases as well. Consequently, the
ratio N/No(Ko, N, ε, ρ) increases as ρ or ε decreases.
B. Goodput
To measure effective delivery of application-layer data in
OB-based short-packet communications, the metric of good-
put, i.e., the application-layer throughput excluding the meta-
data arising from control information, is investigated herein.
Concerning the TS load efficiency, the maximal payload rate
and the energy gain discussed above, the goodput of OB-based
short-packet communications, denoted by Go in the unit of
[bits/channel use], is given by
Go = (1− ε)ηRo(Ko, L,N, ε, ρξE), (25)
where η, ξE and Ro(Ko, L,N, ε, ρξE) are the TS load effi-
ciency in (23), the energy gain in (24) and the maximal coding
rate in (10), respectively. Moreover, (1 − ε) is the rate of










Fig. 14. Goodput comparisons between OB-based and conventional short-
packet communications for ε = 10−3, L = 24, N = 60, Ko = 6, 8, 10 and
Ω/2Ko = 2, 10.
correctly received packet, and η stands for the rate of loaded
TSs.
For the purpose of comparison, the goodput of conventional
short-packet communications, denoted by Gc in the unit of
[bits/channel use], is expressed as
Gc = (1− ε)Rc(L,N, ε, ρ), (26)
where Rc(L,N, ε, ρ) is given by (7).
Subsequently, the OB-based goodput (25) is compared with
the conventional goodput (26). To begin with, (25) and (26)
are plotted as functions of packet-to-noise power ratio E/σ2W
in Fig. 14, where σ2W is the AWGN variance, i.e., equal to the
power spectral density of the AWGN in the communication
channel. Slightly elaborating further, the SNR ρ = Es/σ2W ,
where Es denotes the symbol energy. Therefore, we have
E/σ2W = Nρ in conventional short-packet communications.
As the length of an equivalent conventional packet is set to
N = 60, we have E/σ2W in [dB] = ρ in [dB] + 19dB.
Besides, the target packet error probability ε = 10−3, the
header length L = 24, the OB size Ko = 6, 8, 10, and the
ratio Ω/2Ko = 2, 10. This figure reveals that the OB-based
goodput is improved upon increasing the SNR ρ or the OB
size Ko. The feature of goodput in this figure is a counterpart
of energy gain in Fig. 12. When Ω/2Ko = 10, our OB-
based design achieves higher goodput than the conventional.
However, when Ω/2Ko = 2, the OB-based goodput is lower
than the conventional goodput, mainly because the blocklength
gain brought by the OB concept is used to compensate the low
TS load efficiency in this case.
Then, the impacts of higher ratio Ω/2Ko and larger block-
length on the OB-based goodput is investigated in Fig. 15,
where the ratio Ω/2Ko = 20 and the conventional blocklength
N = 60, 120. The other parameters are the same as those in
Fig. 14. As shown herein, the OB-based goodput Go is higher
than the conventional Gc, when Ω/2Ko = 20. Moreover, Go,
Gc and the goodput increment Go − Gc decrease with the
increase in N . The main reason behind this is that the TS
load efficiency approaches 1, i.e., η = 0.975, in the case
of Ω/2Ko = 20. As such, the OB-based goodput (25) is
determined by the maximal payload rate Ro. As shown in
Fig. 12, the energy gain ξE decreases upon increasing N ,
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Fig. 15. Goodput comparisons between OB-based and conventional short-
packet communications, for ε = 10−3, L = 24, N = 60, 120, Ko =
6, 8, 10 and Ω/2Ko = 20.






Fig. 16. Goodput comparisons between OB-based and conventional short-
packet communications, for ρ = 10dB, L = 24, N = 60, Ko = 6, 8, 10
and Ω/2Ko = 10.
which leads to the reduction in Ro and Ro − Rc. Besides,
the conventional goodput (26) is determined by Rc. The
conventional symbol energy E/N decreases as N increases,
which leads to the reduction in Rc as well. Consequently,
the goodput gain achieved by OB-based design over the
conventional relies on the tradeoff among N , ρ, and ξE .
Besides, from Fig. 14, we may notice that the goodput in
the case of Ω/2Ko = 10 is much higher than that in the case
of Ω/2Ko = 2. However, by comparing the case of N = 60 in
Figs. 14 and 15, we may find that, increasing the ratio Ω/2Ko
from 10 to 20 only results in a small goodput increment. As
the saturation emerges in the improvement of goodput, the
ratio Ω/2Ko = 10 is a good setting for the OB-based system
design, which can balance the resource utilisation efficiency
and the number of storage units in the M -queue storage.
Furthermore, (25) and (26) are plotted as functions of
the target packet error probability ε in Fig. 16, at the SNR
ρ = 10dB, for the header length L = 24, the conventional
blocklength N = 60, the OB size Ko = 6, 8, 10, and
the ratio Ω/2Ko = 10. As shown in this figure, both the
OB-based goodput and the conventional goodput increase
when the requirement on target packet error probability gets
looser, i.e., when ε gets larger. Moreover, to achieve the
same goodput, OB-based short-packets can meet much more
stringent requirement on the target packet error probability
 ! "  !
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To investigate the impact of the OB-based design on the
tradeoff between resource efficiency and latency, three types
of latency in the OB-based short-packet communications are
taken into account for a packet: (i) the average latency of a
packet loaded in the longest queue, (ii) the average latency of
a packet loaded in an empty queue, and (iii) the mean latency
of a packet.
Without loss of generality, the OB-based and conventional
communications are assumed to spend the same time in signal
processing and channel coding at the PHY layer as well
as in reading from and writing to the storage. Hence, the
difference between their latencies is determined by the time
in DU generation and packet transmission, which is shown in
Fig. 17. Herein, data generation is assumed to be faster than
the transmission, which agrees with the reality of short-packet
communications. The generation TS duration of a K-bit DU
is denoted by βT , where T is a unit time. As introduced in
Section II, to deliver the same payload, i.e., a K-bit DU, the
TS durations of an OB-based packet and a conventional packet
are NoT and NT , respectively, where β < No < N .
For a fair comparison between the OB-based and conven-
tional short-packet communications, the latency of a packet is
defined as the time elapsed from the generation to the delivery
of its DU. As shown in Fig. 17, the OB-based initialisation
needs to generate a bulk of Ω DUs and, thus, its initialisation
time is ΩβT . The conventional initialisation only needs to
generate a single DU, because the transmission is started once
the first DU is generated. As data generation is faster than
the transmission, i.e., β < N , the transmission of the ωth DU
will not be started until the previous DUs has been transmitted.
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Therefore, in the conventional transmission, the initialisation
time is βT , and the latency of the ωth DU is calculated using
τCω = βT + ωNT − ωβT = [β + ω (N − β)]T. (27)
Apparently, if ω < Ω, the latency of the ωth DU in
the OB-based transmission is likely longer than that in the
conventional transmission, since the OB-based initialisation
time ΩβT is likely longer than τCω .
In the following, we contrast the OB-based latency against
the conventional τCω for the practical case of ω  Ω. Note that,
compared with conventional transmissions, the main advantage
of our OB-based design is the reduced blocklength, which
leads to a shorter TS of each packet, i.e., NoT < NT .
However, the disadvantage of the OB-based design lies in
the transmission order of packets. More specifically, the OB-
based packets are not transmitted in the order labelled by their
sequence numbers, ω = 1, 2, · · · ,Ω. As shown in Fig. 2, the
transmission order of the mth TS in Round r is numbered
by (r − 1)M + m, where M = 2Ko is the number of
queues in the storage and m = 1, 2, · · · ,M . Some packets





CB , and some packets are transmitted later than





conventional packets are transmitted in the order labelled by
their sequence numbers. The latency of the ωth conventional
packet is τCω = βT + ωNT − ωβT , as given in (27). In
comparison to the conventional transmission, the OB-based
design offers shorter latency for those packets transmitted
earlier than their sequence numbers but longer latency for
those transmitted later than their sequence numbers.
In the M -queue storage, after the dequeue step of a given
round, some queues contain more CB vectors and some
contain less. Then, in the enqueue step of this round, the packet
loaded into the queue containing the most CB vectors pertains
the longest possible latency and the one loaded into the queue
containing the least CB vectors pertains to the shortest possible
latency.
When the RBB process is stationary, the queue containing
most CB vectors after the dequeue operation in Step 1 of a
round is denoted by Queue m̃, and the number of CB vectors
contained in this queue is max{sr̃}, which is the length of
the longest queue, in the M -queue storage. Then, the waiting
time of the packet loaded into Queue m̃ in Step 2 of this
round is (max{sr̃}− 1)M + m̃, which is the longest possible
latency. The mean length of the longest queue is denoted by
Q = E [max{sr̃}]. If there are Ω = M packets loaded in
the M -queue storage, we have Q = O(log2M) based on
[31, Theorem 1]. If Ω > M , the process of loading Ω CB
vectors into the M -queue storage can be regarded as Ω/M
RBB processes of loading M CB vectors into the storage.
The worst case is that all of these Ω/M RBB processes have
the maximum number of CB vectors loaded into the same
queue. In this case, the longest queue contains, on average,
E[max{sr̃}] ≈ (Ω/M)O(log2M) CB vectors. Hence, based
on the form of Q ≈ (Ω/2Ko)O(Ko), we express the mean
length Q as a function of Ko by fitting simulation results
over 5000 runs of the 2Ko -queue storage. There are 20000





Fig. 18. Length of the longest queue in the 2Ko -queue storage versus the
OB size Ko, for Ω/2Ko = 2, 10, 20.
dequeue-and-enqueue rounds in each run to get the RBB









The simulation results and the approximation (28) are com-
pared in Fig. 18, which validates the reliability and accuracy
of the approximation for various OB size Ko and various ratio
Ω/2Ko .
As aforementioned, the initialisation time in the OB-based
transmission is ΩβT . Moreover, as shown in Fig. 17, for
the ωth DU loaded in Round r, the transmission time of its
previous ω − Ω DUs is upper bounded by (ω − Ω)NoT/η,
because the actual TS load efficiency is higher than η before
the loading process in the M -queue storage gets stationary.
Thus, the waiting time of the ωth packet, from the generation
to the loading of its DU in the M -queue storage, is upper
bounded by
τwaitω 6 (Ω− ω)βT + (ω − Ω)NoT/η
= [(ω − Ω) (No/η − β)]T.
(29)
When the ωth DU is loaded into the M -queue storage, the
probability that its CB vector is loaded on the top of the longest
queue is 1/M . In this case, the DU will wait for QM −M/2
TSs, on average, to be dequeued. Hence, the average latency
of the ωth packet dequeued from the longest queue, denoted
by τ longestω , is upper bounded by
τ longestω = τ
wait
ω + (QM −M/2)NoT
6 (Ω− ω)βT +
[
(ω − Ω)/η + (Q− 1/2) 2Ko
]
×D−1 (D(N, ε, ρ)−Ko, ε, ρ)T.
(30)
Moreover, the probability that the ωth DU’s CB vector is
loaded at the bottom of an empty queue is E[Λr̃]/M = 1− η.
In this case, the DU will wait for M/2 TSs, on average, to




















Fig. 19. Latency of the 105th DU in OB-based short-packet communications
versus OB size, excluding initialisation time, for ρ = 10dB, ε = 10−3,
L = 24, N = 60. (a) Average Latencies of the packet dequeued from the
longest and the empty queues. (b) Mean latency.
dequeued from an empty queue, denoted by τ emptyω , is upper
bounded by
τ emptyω = τ
wait
ω +MNoT/2
6 (Ω− ω)βT +
[
(ω − Ω)/η + 2Ko−1
]
×D−1 (D(N, ε, ρ)−Ko, ε, ρ)T.
(31)
In addition, the probability that the ωth DU’s CB vector is
loaded in the other Mη−1 queues is (Mη−1)/M . In this case,
the average length over these queues is (Ω − Q)/(ηM − 1)
and, thus, the DU will wait for (Ω−Q)M/(ηM − 1)−M/2
TSs, on average, to be dequeued. Hence, the average latency

























×D−1 (D(N, ε, ρ)−Ko, ε, ρ)T.
(32)
As a result, the mean latency for the ωth DU in OB-based
short-packet communications is given by
τOω = 2
−Koτ longestω +(1−η)τ emptyω +(η−2−Ko)τotherω , (33)




ω are given in (30), (31) and
(32), respectively.









Fig. 20. Mean latency of the 105th packet in OB-based short-packet
communications versus DU TS βT , for ρ = 10dB, ε = 10−3, L = 24,
N = 60, Ko = 10.
In Fig. 19, we first compare the latency excluding initiali-
sation time, i.e., β = 0, between OB-based and conventional
short-packet communications, to investigate the impact of
shorter blocklength and packet reordering on the OB-based
design. In Fig. 19(a), the average latencies of the 105th
packet dequeued from the longest and the empty queues are
plotted as a function of the OB size Ko, where the ratio
Ω/2Ko = 2, 10, 20. As shown in this figure, the latency in the
cases of Ω/2Ko = 10 and Ω/2Ko = 20 when the queues are
empty is lower than the conventional latency. The difference
between the OB-based latency and the conventional latency
gets larger as Ko increases. In Fig. 19(b), the mean latency of
the 105th packet is depicted under the same condition applied
in Fig. 19(a). Herein, the OB-based latency is higher than
the conventional in the case of Ω/2Ko = 2. However, as
the ratio Ω/2Ko gets larger, the OB-based latency becomes
lower than the conventional latency. Further, the mean latency
of OB-based design is reduced with the increase in the OB
size Ko or the total packet number Ω, mainly because the
payload rate is improved as Ko or Ω increases. This offers
an opportunity to further lower the latency for the DUs that
carry critical information by mapping their OB vectors onto
the empty queues in the M -queue storage.
Then, the latency including initialisation time is investigated
in Fig. 20, where the mean latency of the ωth DU is plotted
for the OB size Ko = 10 and the ratio Ω/2Ko = 2, 10, 20.
As shown in this figure, the latency including initialisation
time of the OB-based transmission is higher than that of the
conventional transmission when the generation of a DU takes
a long TS βT . As βT decreases, the OB-based latency gets
lower than the conventional in the cases of Ω/2Ko = 10 and
Ω/2Ko = 20, even taking into account the initialisation time
ΩβT .
D. OB Size Selection
We remark that, the OB size Ko is a key parameter in the
design of OB-based transmissions. As shown in Figs. 4, 5 and
6, larger Ko directly leads to higher maximal payload rate.
Therefore, from the perspective of maximal payload rate, the
parameter Ko is preferred to be as large as possible. On the
other hand, as shown in Fig. 10, given a limited number of
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packets in the M -queue storage, larger Ko results in lower
TS load efficiency, because the number of TSs mapped by the
OBs, 2Ko , is an exponential growth function of Ko.
Based on the formulations of the maximal payload rate
and the TS load efficiency, the above performance analysis
provides useful reference tools for the selection of Ko in
practical systems. To begin with, the ultimate goal of our OB-
based design is to enhance the goodput. As shown in (25), the
goodput is jointly affected by the TS load efficiency η given
in (23), the maximal payload rate Ro given in (10), and the
energy gain given in (24). Figs. 14, 15 and 16 reveals that
the OB-based goodput is improved as Ko increases, given the
ratio Ω/2Ko . This implies that the OB size Ko in an efficient
OB-based design is determined by the minimum between the
number of packets to be transmitted and the buffer capacity,
i.e., the value Ω. In other words, as long as Ω is given, the
parameter Ko can be obtained by the ratio Ω/2Ko that achieves
the target goodput. Ideally, if Ω is arbitrarily large, the goodput
can be maximised by setting Ko = K. In this case, the whole
DU of a packet is mapped onto the TS index, and there is no
storage unit required to load CBs in the M -queue storage.
However, as shown in Fig. 19(a), the average latency of a
packet loaded in the longest queue gets longer as Ko increases.
In practice, this problem can be solved by a smart scheduling
algorithm that allocates the highest priority with the strictest
latency requirement to the packets loaded in the shortest queue.
As a result, the OB size Ko is selected according to
the target goodput and the value Ω, for efficient OB-based
transmissions.
VI. CONCLUSION
In this paper, the OB concept was developed in short-
packet communications, and the maximal payload rate was
formulated in the finite blocklength regime to evaluate the
validity of OB-based short-packets. Moreover, the TS load
efficiency was formulated to address the feasibility of OB-
based short-packets, concerning unloaded TSs. Based on these
two formulations, we derived analytical forms for the resource
utilisation efficiency and performance, in metrics of energy
gain, goodput and latency of our developed OB-based short-
packet communications. Illustrative numerical results on the
performance analysis substantiated the advantage achieved by
OB-based design over conventional short-packet communi-
cations. From the theoretical analysis and numerical results,
several important insights were reached to facilitate the system
design of OB-based short-packets:
(i) In general, the total number of packets contained in the
M -queue storage, Ω, needs to be greater than twice the
number of queues in the storage, M . This will result in
higher TS load efficiency and, accordingly, lead to higher
resource utilisation efficiency and better performance.
(ii) Based on the design in (i), higher resource utilisation
efficiency and better performance are achieved with the
increase in the number of OBs in a DU and with the
decrease in the blocklength of a packet, which implies
that the OB concept is particularly beneficial to short-
packet communications.
(iii) The mean queue length Ω/2Ko = 10 is a setting we
would recommend for the OB-based system design. Con-
cerning the saturation in the performance enhancement
with respect to energy gain, goodput and latency, this
setting can balance the resource utilisation efficiency and
the number of storage units required in the M -queue
storage.
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finite blocklength regime”, IEEE Trans. Inf. Theory, vol. 56, no. 5, pp.
2307–2359, May 2010.
[15] T. Erseghe, “Coding in the finite-blocklength regime: Bounds based on
Laplace integrals and their asymptotic approximations”, IEEE Trans. Inf.
Theory, vol. 62, no. 12, pp. 6854-6883, Dec. 2016.
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