University of Texas at El Paso

ScholarWorks@UTEP
Departmental Technical Reports (CS)

Computer Science

1-2013

Data Anonymization that Leads to the Most Accurate Estimates
of Statistical Characteristics
Gang Xiang
gxiang@sigmaxi.net

Vladik Kreinovich
The University of Texas at El Paso, vladik@utep.edu

Follow this and additional works at: https://scholarworks.utep.edu/cs_techrep
Part of the Computer Sciences Commons

Comments:
Technical Report: UTEP-CS-12-42a
To appear in Proceedings of the IEEE Series of Symposia on Computational Intelligence
SSCI'2013, Singapore, April 16-19, 2013.
Recommended Citation
Xiang, Gang and Kreinovich, Vladik, "Data Anonymization that Leads to the Most Accurate Estimates of
Statistical Characteristics" (2013). Departmental Technical Reports (CS). 736.
https://scholarworks.utep.edu/cs_techrep/736

This Article is brought to you for free and open access by the Computer Science at ScholarWorks@UTEP. It has
been accepted for inclusion in Departmental Technical Reports (CS) by an authorized administrator of
ScholarWorks@UTEP. For more information, please contact lweber@utep.edu.

Data Anonymization that Leads to the Most
Accurate Estimates of Statistical Characteristics
Gang Xiang

Vladik Kreinovich

Applied Biomathematics
100 North Country Rd.
Setauket, NY 11733, USA
Email: gxiang@sigmaxi.net

Department of Computer Science
University of Texas at El Paso
500 W. University
El Paso, TX 79968, USA
Email: vladik@utep.edu

Abstract—To preserve privacy, we divide the data space into
boxes, and instead of original data points, only store the corresponding boxes. In accordance with the current practice, the
desired level of privacy is established by having at least k different
records in each box, for a given value k (the larger the value k,
the higher the privacy level).
When we process the data, then the use of boxes instead of
the original exact values leads to uncertainty. In this paper, we
find the (asymptotically) optimal subdivision of data into boxes,
a subdivision that provides, for a given statistical characteristic
like variance, covariance, or correlation, the smallest uncertainty
within the given level of privacy.
In areas where the empirical data density is small, boxes
containing k points are large in size, which results in large
uncertainty. To avoid this, we propose, when computing the
corresponding characteristic, to only use data from boxes with a
sufficiently large density. This deletion of data points increases
the statistical uncertainty, but decreases the uncertainty caused
by introducing the privacy-related boxes. We explain how to
compute an (asymptotically) optimal threshold for which the
overall uncertainty is (asymptotically) the smallest.

I. F ORMULATION OF THE P ROBLEM
Need to preserve privacy. One of the main objectives of
engineering is to help people: civil engineering designs houses
in which we live and roads along which we travel, electrical
engineering designs appliances – and designs electric networks
that make it possible to use these appliances, etc. In all these
applications, it is important to know as much as possible about
the potential customers and their preferences. For example, it
is desirable to know the customer’s age, income level, etc.,
so that by gathering statistics about preferences of different
customers we will be able to tailor engineering designs to
these customers.
Many customers are reluctant to share too much of this
information, since they are concerned that this detailed information can be potentially used against them. For example,
information about the customer’s eating habits – which, for
most people, are not always maximally healthy – can be
used by insurance companies to raise the individual insurance
rates. Even such seemingly innocent information as age, if
leaked, can be used by unscrupulous companies to unlawfully
discriminate against older job applicants.
How to preserve privacy: general idea. To avoid such concerns, we should be able to distort the original information, so

that individual data is no longer available, but it is still possible
to make statistical conclusions about the whole population
sample. One way to do this is as follows:
• instead of storing, for each individual, the values x =
(x1 , . . . , xn ) of all the corresponding numerical characteristics,
n
• we divide the n-dimensional space IR
into boxes
[x1 , x1 ]×. . .×[xn , xn ], so that for each individual, instead
of storing the exact vector x, we only store the label of
the box that contains this vector x.
In this case, even if an undesirable agent gets access of the
data, this agent will not get full information about the person,
only ranges of values [xi , xi ] for each of the corresponding
quantities xi .
The notion of k-anonymity. An additional problem with
individual records is that if we store the exact data, then, even
if we do not store the names, it may still be possible to find
out who these records refer to. For example, if we store the
exact birthdate and the name of the county where a person
lives, then in many cases, based on this information, we will
able to uniquely identify the person (see, e.g., [11]) and thus,
use the presumably anonymized database to learn all about
this person’s income, habits, etc. To avoid such a situation,
it is desirable to select boxes in such a way that each box
contains records of at least two different people.
If we only have records of two people in each box, then
an agent who happens to have some information about one of
these two people will thus get a lot of information about the
second person as well. To avoid such situations, it is therefore
reasonable to select an integer k > 2, and to make sure that in
each box, there are at least k different records – corresponding
to at least k different customers. This idea is known as kanonymity; see, e.g., [11].
The corresponding integer k can be viewed as characterizing
the privacy level: the larger the value k, the higher the privacy
level.
The notion of ℓ-diversity. The notion of k-anonymity does
not help much if it turns out that all the persons whose records
are contained in a box have the exact same value of a certain
characteristic. In such as situation, if we learn that a person’s
record belongs to the corresponding box, it does not matter

that there may be hundreds of record in this box: for example,
if this box corresponds to a shift in which all the workers
receive the same salary, then discovering the salary of one of
these folks will enable the malicious agent to learn the salaries
of all of them.
To avoid this situation, it is reasonable to require that within
each box, there should be at least ℓ different values of each
parameter i. This requirement is known as ℓ-diversity; see,
e.g., [3].
Statistical data processing. One of the main objectives of
storing the data is to be able to perform statistical processing
on this data. For example, when we are designing a transportation system, it is desirable to know the driving habits of
the city’s inhabitants. Thus, in addition to information about
driving habits, we gather all possible numerical characteristics
of the inhabitants, so that we will be able to check which of
these characteristics are important, i.e., which are correlated
with the driving characteristics. For that, it is important to
know the correlation between different statistical characteristics.
The correlation ρij between the two quantities xi and xj is
usually estimated as follows (see, e.g., [10]):
ρij =

Cij
,
σ i · σj

N
) (
)
1 ∑ ( (p)
(p)
·
xi − Ei · xj − Ej ,
N p=1

N
N
1 ∑ (p)
1 ∑ (p)
·
·
xi , Ej =
x ,
Ei =
N p=1
N p=1 j

each standard deviation σi is estimated as σi =
variance Vi is estimated as

√

Vi , and the

N
)2
1 ∑ ( (p)
·
xi − Ei .
N p=1

Once we figure out which characteristics xi1 , . . . , xim are
important, we would like to be able to predict – as accurately
as possible – the desired characteristic xi0 . In most cases,
a linear regression is used for such a prediction. In this case,
our objective is to find the coefficients cq of the corresponding
linear dependence formula
xi0 ≈ c0 +

m
∑

cq · xiq

is the most accurate. To describe the accuracy of this approximation, for each of N persons p, we can calculate the
approximation error
def

m
∑
q=1

p=1

q=1

Differentiating this sum with respect to each of the unknown
c0 , c1 , . . . , cm and equating this derivative to 0 leads to the
known Least-Squares system of linear equations:
c0 +

N
∑

cq · Eiq − Ei0 = 0;

q=1

c0 · Eiq +

m
∑

(

cr ·

r=1

N
1 ∑ (p) (p)
·
x · xir
N p=1 iq

)
−

N
1 ∑ (p) (p)
·
x · xiq = 0.
N p=1 i0

Ciq ir =

N
1 ∑ (p) (p)
·
x · xir − Eiq · Eir ;
N p=1 iq

c0 +

N
∑

cq · Eiq − Ei0 = 0;

q=1
m
∑

cr · Ciq ir − Ci0 iq = 0.

r=1

To solve this system, we can first find the coefficients
c1 , . . . , cm from the linear system
m
∑

cr · Ciq ir = Ci0 iq ,

r=1

and then compute the remaining coefficient c0 as
c0 = Ei0 −

N
∑

cq · Eiq .

q=1

q=1

ep = c0 +

p=1

then, the system takes the following simplified form:

the means Ei and Ej are estimated as

Vi =

p=1

this distance is equivalent to minimizing this sum
(
)2
N
N
m
∑
∑
∑
(p)
(p)
2
ep =
c0 +
cq · xiq − xi0
.

We can simplify this system if we subtract, from the q-the
equation, the 0-th equation multiplied by Eiq and take into
account that

where the correlation Cij is estimated as
Cij =

We want the resulting N -dimensional vector e = (e1 , . . . , eN )
to be as close to 0 as possible, i.e., we want to minimize the
distance between this vector and the ideal (no approximation
error) vector (0, . . . , 0). By Pythagoras Theorem, this distance
N
∑
is equal to the square root of the sum
e2p , so minimizing

(p)

(p)

cq · xiq − xi0 .

In all these tasks, we need to estimate such statistical
characteristics as the averages Ei , variances Vi , covariances
Cij , and correlations ρij .
In statistical data processing, privacy leads to uncertainty.
To maintain privacy, we replace each exact vector x(p) with
(p)
a box. In other words, we replace each numerical value xi
with the corresponding interval. If we combine different values
from these intervals, then, in general, we get different values

of the resulting statistical characteristics. Hence, for each of
these characteristics, instead of a single value, we have a whole
interval of possible values.
Formulation of the problem. If this interval is too wide, the
resulting range is useless. For example, since the correlation
is always between −1 and 1, we do not learn anything new if
it turns out that the range of possible values of the correlation
is the interval [−1, 1]. It is therefore desirable to select the
boxes in such a way that the corresponding intervals are as
narrow as possible.
In other words, among all possible subdivisions into boxes
which preserve k-anonymity (and ℓ-diversity), we need to
select the one which leads to the narrower intervals for the
desired statistical characteristic.
What we do in this paper. In this paper, we find the (asymptotically) optimal subdivision of data into boxes, a subdivision
that provides, for a given statistical characteristic like variance,
covariance, or correlation, the smallest uncertainty within the
given level of privacy. In Section 2, we describe this optimal
subdivision for the case when we only require k-anonymity;
in Section 4, we also take into account the requirement of
ℓ-diversity.
II. A SYMPTOTICALLY O PTIMAL P RIVACY-E NHANCING
S UBDIVISION INTO B OXES : C ASE OF k-A NONYMITY
First conclusion: (almost) every box should contain exactly
k records. To minimize the uncertainty caused by the boxes,
we must make these boxes as narrow as possible (as long as
the privacy requirement is satisfied). As a result, each box
should contain exactly k records – because if we have boxes
with more than k records, we can rearrange them into smaller
boxes.
Comment. Of course, if the total number of records N cannot
be divided by k, we must have at least one box with > k
records. However, when the number N of records is high, the
overwhelming majority of boxes has exactly k records in them.
So, from the asymptotic viewpoint, we can safely assume that
all boxes have this property.
Notations. For each box [x1 , x1 ] × . . . × [xn , xn ] and for each
quantity i, let us denote the midpoint of the corresponding
def x + xi
interval [xi , xi ] by x
ei = i
, and this interval’s half2
def xi − xi
width by ∆i =
. In these terms, the original interval
2
takes the form [e
x i − ∆i , x
ei + ∆i ].
In these terms, each point x = (x1 , . . . , xn ) from this box
can be represented as xi = x
ei + ∆xi , where the difference
def
∆xi = xi −e
xi satisfies the inequality |∆xi | ≤ ∆i . Vice versa,
when we have n values ∆xi which satisfy this inequality, then
the point x with coordinates xi = x
ei + ∆xi belongs to our
box.
When we compute the value of the desired statistical
characteristic
(1)

(N )

(N )
C(x1 , . . . , x(1)
n , . . . , x1 , . . . , xn ),

(p)

then all we know about each of the values xi is that this
value belongs to the corresponding interval, i.e., has the form
(1)

(1)

(1)
)
)
C(e
x1 + ∆x1 , . . . , x
e(1)
e(N
+ ∆x(N
n + ∆xn , . . . , x
n
n ),
(p)

where ∆xi

(p)

≤ ∆i ; here, the index p indicates the mid-

(p)

(p)

points x
ei and the half-widths ∆i
the p-th record.

of the box that contains

We have a sufficient amount of data: a natural assumption
and its consequences. When the number of records N is high,
the records are close enough. So, if we combine k closest
records into a single box, we expect that the corresponding
values of the parameters xi are close to each other.
Under this assumption, the differences ∆i are reasonably
small and thus, if we expand the dependence of C on the
(p)
differences ∆i in Taylor series, we can safely ignore terms
which are quadratic and of higher order in terms of these
differences and only keep linear terms. As a result, we get the
following expression:
e+
C=C

N ∑
n
∑
∂C
(p)
· ∆xi ,
∂x
i
p=1 i=1

where
(N )
(1)
)
e def
e(N
e1 , . . . , x
e(1)
C
= C(e
x1 , . . . , x
n ),
n ,...,x

and the partial derivatives are taken at the point
def

(1)

(N )

)
e(N
e(1)
e1 , . . . , x
x
e = (e
x1 , . . . , x
n ).
n ,...,x

Thus, to find the range of possible values of this characteristic,
we must finding the maximum and minimum of this linear
expression
[ when each] of the variables takes values from the
(p)
(p)
interval −∆i , ∆i .
In general, a linear function A + ci · ∆xi on the interval
∆xi ∈ [−∆i , ∆i ], (where A denotes the sum of all the terms
which do not depend on ∆xi ) is either increasing (when ci ≥
0) or decreasing (when ci ≤ 0):
• If the function is increasing, then it attains its maximum
at the largest possible value ∆xi = ∆i , and its largest
value is thus equal to A + ci · ∆i .
• If the function is decreasing, then it attains its maximum
at the smallest possible value ∆xi = −∆i , and its largest
value is thus equal to A − ci · ∆i .
In both cases, the largest possible value of the term ci · ∆xi
is |ci | · ∆i . Similarly, the smallest possible value of this term
is −|ci | · ∆i .
Thus, the largest possible value of the above linear exprese + ∆, where
sion is C
def

∆ =

N ∑
n
∑
∂C
(p)
· ∆i ,
∂x
i
p=1 i=1

and the smallest possible value of this linear expression is
e − ∆. Hence, the width of the resulting interval is 2∆, so
C
minimizing this width is equivalent to minimizing ∆.

The expression ∆ is the sum of terms corresponding to
different points x. For k points within a box, the sum of their
contribution to ∆ is equal to
k·

n
∑
i=1

Thus, we arrive at the following optimization problem: find
n
∑
ai ·∆i under
the values ∆1 , . . . , ∆n that minimize the sum
the constraint ρ(x) · 2 ·
n

∂C
· ∆i ,
∂xi

i=1

∆i = k.

i=1

where ∆i are half-widths of this box.
Expressions for the corresponding partial derivatives. The
estimate for the accuracy ∆ is described in terms of partial
∂C
of the statistical characteristic C. We have
derivatives
∂xi
already listed all the statistical characteristics in which we
are interested. Let us describe the explicit expressions for the
partial derivatives for these characteristics.
N
1 ∑ (p)
For the mean Ei =
·
x , the derivative is equal to
N p=1 i

Applying the Lagrange multiplier method to this constraint
optimization problem, we get an equivalent unconstraint optimization problem of maximizing the expression
)
(
n
n
∏
∑
n
ai · ∆i + λ · ρ(x) · 2 ·
∆i − k .
i=1

i=1

Differentiating this expression with respect to ∆i and equating
the derivative to 0, we conclude that
∏
ai + λ · ρ(x) · 2n ·
·∆j = 0.
j̸=i

Multiplying both sides of this equality by ∆i , we get

1
∂Ei
= .
∂xi
N
For the variance Vi =

n
∏

n
∏

ai · ∆i + λ · ρ(x) · 2 ·
n

N
1 ∑ ( (p) )2
·
x
− Ei2 , the derivative is
N p=1 i

Therefore, ∆i =

equal to

c
, where
ai
def

∂Vi
1
∂Ei
2 · (xi − Ei )
=
· (2 · xi ) − 2E ·
=
.
∂xi
N
∂xi
N
√
Therefore, for σi = Vi , we get
√
∂σi
∂ Vi
1
1
∂Vi
xi − Ex
=
= ·√ ·
=
.
∂xi
∂xi
2
σx
Vi ∂xi
1 ∑ (p) (p)
·
x · xj − Ei · Ej , the
N p=1 i
N

For the covariance Cij =

c = −λ · ρ(x) · 2n ·

j=1

1
∂Ei
xj − E j
∂Cij
=
· xj −
· Ej =
.
∂xi
N
∂xi
N
Based on these formulas, we can find the expression for the
Cij
derivatives of the correlation ρij =
:
σ i · σj

conclude that

i=1

c
into this constraint, we
ai

cn
ρ(x) · 2n · ∏
= k,
n
aj
j=1

hence
cn =

(xj − Ej ) −

Towards an optimal subdivision into boxes. The overall
expression for ∆ is a sum of terms corresponding to different
points. So, to minimize ∆, we must, for each point, minimize
n
∑
def ∂C
the corresponding term
ai · ∆i , where ai =
. The
∂xi
i=1
only constraint on the values ∆i is that the corresponding box
should contain exactly k different points. The number of points
can be obtained by multiplying the data density ρ(x) (which
can be estimated based on the data) by the volume of the box.
Each side of this box has width 2∆i , so the volume is equal
n
∏
to the product of these sides, i.e., to 2n ·
∆i .

∆j .

The constant c depends on the Lagrange multiplier λ whose
value is not known a priori. As usual in the Lagrange multiplier
method, the value of this constant can be found from the
constraint
n
∏
ρ(x) · 2n ·
∆j = k;
substituting the expression ∆i =

Cij
· (xi − Ei )
σi2
.
σi · σ j

n
∏
j=1

derivative is equal to

∂ρij
1
=
·
∂xi
N

∆j = 0.

j=1

and

n
∏
1
k
·
·
aj ,
2n ρ(x) j=1

v
u
n
∏
1 u
k
n
·
ai .
c= · t
2
ρ(x) i=1

c
leads to the following
ai
expression for selecting an (asymptotically) optimal box:
For this c, the above expression ∆i =

Main result of this section: the expression for the (asymptotically) optimal subdivision into boxes. Around each point
x, we need to select the box with half-widths
√
n
∏
n
√
aj
j=1
1 n k
∆i = ·
·
,
2
ρ(x)
ai

where ai =

∂C
.
∂xi

The resulting accuracy. Since the optimal value of ∆i is
n
∑
c
equal to , the resulting contribution
ai · ∆i to accuracy
ai
i=1
∆ has the form n · c(x), i.e., the form
v
u
n
∏
1 u
k
n
ai (x).
n· · t
·
2
ρ(x) i=1
Thus, the overall uncertainty is equal to
v
u
n
∑1 u k
∑
∏
n
c(x) = n ·
∆=n·
·t
·
ai (x),
2
ρ(x) i=1
x
x
where the sum is taken over all N data points x.
III. T O I MPROVE ACCURACY, W E N EED TO D ISMISS
R ARE P OINTS
Formulation of the problem. In many practical situations,
we have outlier points. For such outlier points, the smallest
box which contains k of them may be huge, and this big-size
box will contribute a large amount of uncertainty to ∆. To
be more precise, according to our formula, the contribution is
decreasing with the data density ρ(x), so when this density
tends to 0, the contribution of the corresponding points tends
to infinity.
Idea about how to solve this problem. To avoid this
problem, we propose to only use data from boxes with a
sufficiently large density when computing the corresponding
characteristic. If we select a subset S ⊂ {1, 2, . . . , N } of
the set of N original points,
∑then the resulting privacy-related
c(x).
uncertainty reduces to n ·
x∈S

Towards a formal implementation of this idea. On the one
hand, when we delete rare points, we decreases the uncertainty
caused by introducing the privacy-related boxes. On the other
hand, when we delete some data points, the resulting statistical
estimates become based on a smaller sample and thus, less
accurate.
In other words, if we dismiss too few points (e.g., none
at all), the resulting uncertainty in estimating the desired
statistical characteristic C is too high – due to the introduction
of privacy-related boxes. If we dismiss too many points
(e.g., leave only k points), then the resulting uncertainty in
estimating C is still too high – this time due to inaccuracy of
a statistical estimate based on a small sample.
It is therefore necessary to find an optimal dismissal for
which the overall uncertainty is the smallest.
Formulation of the problem in precise terms. For statistical
estimates, the accuracy of their estimation based on√a sample
of size M = #(S) is inverse proportional to M ; see,
e.g., [10]. This fact is known for estimating mean, where
σ
the standard deviation of the estimate is equal to √ ; a
M
similar asymptotic dependence on M holds for all the above

characteristics. In general, the corresponding accuracy is equal
A
for an appropriate constant M .
to √
M
Thus, the above optimization problem takes means that we
must select a subset S ⊆ {1, 2, . . . , N } in the set of the
original points for which the overall estimation error
n·

∑

A
c(x) + √
#(S)
x∈S

attains the smallest possible value.
Analysis of the problem. Our main idea was to dismiss
points x for which the value c(x) – describing this point’s
contribution to overall uncertainty – is too large. From this
viewpoint, a reasonable idea is to select a threshold c0 and to
dismiss all the points for which c(x) > c0 . Let us prove that
this idea indeed leads to the optimal solution. Indeed, let S
be an optimal set, and let c0 be the largest value of c(x) for
all points from this set. By definition, this means that all the
points with c(x) > c0 are dismissed from the set S. So, to
complete our proof, we need to show that all the points with
c(x) < c0 are included in the optimal set S.
We will prove this by contradiction. Let us assume that
a point x− with c(x− ) < c0 is not in the set S, and let
us derive a contradiction from this assumption. Indeed, by
definition of the value c0 , there exists a point x+ ∈ S for
which c(x+ ) = c0 . Then, if we swap x− and x+ , i.e., replace
x+ with x− in the set S, we keep the number of S-points intact
A
and thus, we keep the statistical term √
in the formula
#(S)
for
hand, in the first sum
∑ the total accuracy intact. On the other
c(x), we replace a larger term c(x+ ) = c0 with a smaller
x∈S
∑
c(x)
term c(x− ) < c0 . Thus, after this swap, the sum
x∈S

decreases and hence, the overall estimation error decreases.
This decrease contradicts to the fact that S is the optimal set,
i.e., the set for which the overall error is the smallest possible.
This contradiction shows that the optimal set S can indeed be
obtained by selecting an appropriate threshold c0 .
Thus, we arrive to the following solution.
Which points to dismiss: the resulting optimal solution.
For each point x, we should estimate
v
u
n
∏
1 u
k
n
c(x) = · t
·
ai (x),
2
ρ(x) i=1
where ai =
the sum

∂C
. Then, we should find a value c0 for which
∂xi

n·

∑
x:c(x)≤c0

A
c(x) + √
#{x : c(x) ≤ c0 }

attains the smallest possible value. We then dismiss all the
points for which c(x) < c0 , and estimate the desired characteristic based only on the remaining points.

Examples. For estimating the mean Ei , we have ai = const
1
and thus, c(x) = const · √
. In this case, c(x) is a
n
ρ(x)
decreasing function of density, so dismissing all the points
with sufficiently large c(x) is equivalent to dismissing all the
points for which density ρ(x) is blow a certain threshold.
For computing covariance Cij , the derivative ai is proportional to xi −Ei , so the upper threshold c0 on c(x) is equivalent
ρ(x)
. In
to the lower threshold on the ratio
|xi − Ei | · |xj − Ej |
other words, points x at which the density ρ(x) is small may be
OK – if one of the values xi or xj is close to the corresponding
mean. This enables us to add more points than if we simply
went by a lower bound on density and thus, get a slightly
better accuracy.
IV. A SYMPTOTICALLY O PTIMAL P RIVACY-E NHANCING
S UBDIVISION INTO B OXES : C ASE OF k-A NONYMITY AND
ℓ-D IVERSITY
How to take into account ℓ-diversity. In the previous sections, we only took into account the k-anonymity requirement.
We also need to take into account the ℓ-diversity requirement,
i.e., the requirement that within each box, for each variable i,
there are at least ℓ different values of this variable.
To formalize this requirement, we first need to describe what
“different” means. Usually, very small differences between the
two values do not count as difference. So, for each variable i,
there should be some threshold εi such that if the difference
between the two values is at least εi , this means that the
corresponding two values are indeed different.
In our analysis, we have assumed that the data is randomly
distributed according to some probability density ρ(x). As
we have mentioned, boxes are small. So, within each box,
the density ρ(x) practically does not change, so within each
box, we have, in effect, a uniform distribution. This means, in
particular, that within the box, the values of the i-th variable
xi are uniformly distributed; thus, these values uniformly fill
the side [xi , xi ] of width 2∆i . Thus, we must require that
2∆i ≥ ℓ · εi .
With this additional requirement, we arrive at the following
modified formulation of the optimization problem.
Formal description of the corresponding optimization
problem. We need to find the values ∆1 , . . . , ∆n for which
n
∑
the sum
ai ·∆i is the smallest possible under the constraints
n
∏
i=1

i=1

∆i ≥

k
and 2∆i ≥ ℓ · εi for all i.
2n · ρ(x)

Analysis of the problem. If these additional constraints are
automatically satisfied for the above solution ∆i to the kanonymity problem, i.e., if the constraints 2∆i ≥ ℓ · εi are
satisfied for all i, then we simply take these optimal values
∆i as desired half-widths.
Let us analyze the problem for the case when the original
optimal solution does not satisfy at least one of these constraints. For each i, we have either 2∆i = ℓ·εi or 2∆i > ℓ·εi .

Let us show that if εi′ · ai′ < εi′′ · ai′′ , then in the optimal
arrangement of the values ∆i , we cannot have 2∆i′ = ℓ · εi′
and 2∆i′′ > ℓ · εi′′ . Let us prove this by contradiction. Let us
assume that in the optimal solution, there exist such indices i′
and i′′ . Then, let us slightly modify the values ∆i′ and ∆i′′ , to
∆i′′
,
∆′i′ = ∆i′ · (1 + ε) for some small ε > 0, and ∆′i′′ =
1+ε
and keep all other values ∆i intact. This change does not
change the product of these two values: by our construction,
∆′i′ · ∆′i′′ = ∆i′ · ∆i′′ ;
thus, the product

n
∏

∆i remains unchanged and so, the

i=1

corresponding is still satisfied.
1
Here, from ∆i′ = · ℓ · εi′ and ∆′i′ > ∆i′ , we conclude
2
1
1
that ∆′i′ > · ℓ · εi′ . Similarly, from ∆i′′ > · ℓ · εi′′ , for
2
2
sufficiently small ε, we will still get
1
· ℓ · εi′′ .
2
Thus, for the new values ∆′i′ and ∆′i′′ , the ℓ-constraints are
satisfied as well.
Let us analyze how the change in ∆i′ and ∆i′′ affect the
n
def ∑
value of the sum s =
ai · ∆i . The new values of ∆i are
∆′i′′ >

equal to

i=1

∆′i′ = ∆i′ + ε · ∆i′ ,

and
∆′i′′ = ∆i′′ · (1 − ε + O(ε2 )) = ∆i′′ − ε · ∆i′′ + O(ε2 ).
Thus, the difference ∆s = s′ − s between the new value s′ of
the sum and its original value s is equal to
∆s = ai′ · (∆′i′ − ∆i′ ) + ai′′ · (∆′i′′ − ∆i′′ ) =
ε · (ai′ · ∆i′ − ai′′ · ∆i′′ ) + O(ε2 ).
1
1
· ℓ · εi′ and ∆i′′ > · ℓ · εi′′ , we conclude that
2
2
1
1
ai′ · ∆i′ − ai′′ · ∆i′′ < ai′ · · ℓ · εi′ − ai′′ · · ℓ · εi′′ =
2
2
1
· ℓ · (ai′ · εi′ − ai′′ · εi′′ ).
2
We assumed that εi′ · ai′ < εi′′ · ai′′ , so the difference in
parentheses is negative and thus, ∆s = s′ − s < 0 and
s′ < s. This inequality contradicts to the fact that s is the
smallest possible value of the sum under given constraints.
This contradiction shows that when εi′ · ai′ < εi′′ · ai′′ , we
indeed cannot have 2∆i′ = ℓ · εi′ and 2∆i′′ > ℓ · εi′′ .
To describe the resulting optimal solution, let us sort the
variables 1 through n in the decreasing order of the product ai ·
εi :
a1 · ε1 ≥ a2 · ε2 ≥ . . . ≥ an · εn .
Since ∆i′ =

In this order, if 2∆i′ = ℓ · εi′ for some i′ , then for all i for
which εi′ · ai′ < εi · ai , we cannot have 2∆i > ℓ · εi and

thus, we must have 2∆i = ℓ · εi . In other words, there exists
a threshold t such that
1
• when i ≤ t, we have ∆i =
· ℓ · εi , and
2
1
• when i > t, we have ∆i >
· ℓ · εi .
2
n
∑
Minimizing the sum s =
ai · ∆i over all the variables ∆i ,

So, we arrive at the following algorithm.
Resulting algorithm. Around each point x, we first compute
the values
√
n
∏
n
√
aj
j=1
1 n k
∆i = ·
·
,
2
ρ(x)
ai

i=1

i = t + 1, . . . , n, we – similarly to the case of k-anonymity
ct
optimization – conclude that ∆i =
for some constant ct .
ai
The constant ct can be determined from the condition that
ρ(x) · 2n ·

n
∏

∆i = k.

i=1

1
Substituting, into this formula, ∆i = · ℓ · εi for i = 1, . . . , t,
2
ct
and ∆i =
for i = t + 1, . . . , n, we conclude that
ai
ρ(x) · 2n ·

t
1 t ∏
ctn−t
·
ℓ
·
ε
·
= k,
i
n
∏
2t
i=1
ai
i=t+1

hence

n
∏

k·

a1 · ε1 ≥ a2 · ε2 ≥ . . . ≥ an · εn .
Then, for each t from 1 to n, we do the following:
• we compute the value

1/(n−t)
n
∏
k·
ai

1 
i=t+1

ct = · 
;

t
∏
2 
t
ρ(x) · ℓ ·
εi
i=1

ai

i=t+1

cn−t
=
t

∂C
. If each of these values satisfies the
∂xi
inequality 2∆i ≥ ℓ · εi , then ∆i are the widths that we select.
If at least one of the inequalities 2∆i ≥ ℓ·εi is not satisfied,
then we first sort the n quantities in the decreasing order of
the product ai · εi :
where ai =

ρ(x) · 2n−t · ℓt ·

•

,

t
∏

εi

i=1

so


ct =

1
2


·


1/(n−t)

n
∏

k·

ai

i=t+1

ρ(x) ·

ℓt

·

t
∏

εi





.

•

we check whether this value ct satisfies the inequality
2ct
≥ at+1 · εt+1 ;
ℓ
if this inequality is not satisfied, we dismiss this value t
and go to the next one;
2ct
if the inequality
≥ at+1 · εt+1 is satisfied, then we
ℓ
compute the value

i=1

We need to make sure that for all i > t, the resulting values
ct
satisfy the constraint 2∆i ≥ ℓ · εi . In other words,
∆i =
ai
ct
we needs to make sure that 2 ·
≥ ℓ · εi or, equivalently, that
ai
2ct
≥ ai · εi for all i = t + 1, . . . , n. Since the sequence ai · εi
ℓ
2ct
is decreasing, it is sufficient to check that
≥ at+1 ·εt+1 ; if
ℓ
2ct
this inequality is satisfied, then
is automatically larger than
ℓ
or equal to all the following values ai · εi for i = t + 2, . . . , n.
The above formulas describes the solution provided that we
know the threshold t. Of all possible values of t, we must
select the value that minimizes the sum
∆(t) =

n
∑
i=1

ai · ∆i =

t
∑
i=1

ai · ∆i +

n
∑

ai · ∆i .

i=t+1

∆(t) =

t
∑
1
·ℓ·
ai · εi + (n − t) · ct .
2
i=1

We then select the threshold t for which the value ∆(t) is
the smallest. Once this t is selected, we take the following
half-widths:
1
• we take ∆i =
· ℓ · εi for i ≤ t, and
2
ct
• we take ∆i =
for i > t.
ai
Comment. The computation time of this algorithm is quadratic
in n. This is OK, since the number n of different characteristics is usually reasonably small. What is important is that the
algorithm is still linear-time in terms of the number of records
N (which can be large), since all computations are performed
point-by-point.

1
Substituting, into this formula, the expressions ∆i = · ℓ · εi
2
ct
for i ≤ t and ∆i =
for i > t, we get
ai

V. H OW TO G ET FROM AN A SYMPTOTICALLY O PTIMAL
A NONYMIZATION TO AN O PTIMAL O NE : P OSSIBLE U SE OF
C OMPUTATIONAL I NTELLIGENCE T ECHNIQUES

t
∑
1
ai · εi + (n − t) · ct .
∆(t) = · ℓ ·
2
i=1

Need to go from asymptotically optimal anonymizations
to truly optimal ones. The above algorithms only produce
asymptotically optimal partitions, i.e., partitions for which the

resulting uncertainty is asymptotically the smallest. Specifically, instead of minimizing the exact expression for uncertainty, we minimize the approximate expression, an expression
in which we ignore terms which are quadratic (and of higher
order) in terms of the box sizes.
Often, in practice, we have a huge amount of data. In such
cases, the corresponding boxes containing k records are small.
In this case, the approximate expression for uncertainty is
almost equal to the exact one and so, when we minimize the
approximate expression, we thus, in effect, minimize the actual
uncertainty as well.
However, in many practical situations, the amount of data
is not as huge and thus, boxes are not as small. In this
case, while quadratic terms (that we ignored) are still much
smaller than the linear terms (that we took into account),
they are no longer negligibly smaller. In such situations, our
asymptotically optimal partition provides only an approximate
optimum. In such situations, it is desirable to try to find the
actual optimum.

the level of molecules – genetic algorithms and evolutionary computations;
• the level of cells – neural networks; and
• the level of organisms and their behavior – fuzzy logic
techniques.
Since our main objective is optimization, a natural idea is to
use evolutionary computation techniques; see, e.g., [1].
Also, practitioners have gained some expertise in deciding
on the anonymization-oriented partitions. As often happens
with this experience, most of it is not formulated in precise
terms, it is rather presented by using words from a natural
language. To capture this expert knowledge, it is therefore
reasonable to use fuzzy techniques which were specifically
invented by L. A. Zadeh for this purpose; see, e.g., [4], [7],
[12].

Need for computational intelligence techniques. When we
only took linear terms into account, we were able to get an
almost explicit analytical solution. To be more precise, in each
point, we get an analytical solution but this analytical solution
depends on a parameter (or parameters), and these parameters
need to be determined globally, by applying an appropriate
algorithm.
Once we take quadratic and higher order terms into account,
such simple optimization algorithms are no longer possible
– since in general, the problem of optimizing a quadratic
function over a box is computationally intractable (NP-hard);
see, e.g., [5], [8]. Computational intractability means that,
crudely speaking, that there is no algorithm that would always
produce an exact solution for all the problems from a given
class. In practice, we can solve some problems from these
classes – if we use additional expert knowledge corresponding
to these problems, i.e., in other words, if we use computational
intelligence techniques. Thus, to get from asymptotically optimal to truly optimal partitions, we need to use computational
intelligence.
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