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Abstract
Let D be a digraph. We call a subset N of V (D) k-independent if for every
pair of vertices u,v ∈N , d (u,v)≥ k ; and we call it ℓ-absorbent if for every vertex
u ∈ V (D) \N , there exists v ∈ N such that d (u,v) ≤ ℓ. A (k ,ℓ)-kernel of D is
a subset of vertices which is k-independent and ℓ-absorbent. A k-kernel is a
(k ,k −1)-kernel.
In this report, we present themain results fromourmaster’s research regarding
kernel theory. We prove that if a digraph D is strongly connected and every cycle
C of D satisfies:
(i) ifC ≡ 0 (mod 3), thenC has a short chord,
(ii) ifC 6≡ 0 (mod 3), thenC has three short chords: two consecutive and a third
crossing one of the former,
thenD has a 3-kernel. Moreover, we introduce amodification of the substitution
method, proposed by Meyniel and Duchet in 1983, for 3-kernels and use it to
prove that a quasi-3-kernel-perfect digraph D is 3-kernel-perfect if every circuit
of length not dividable by three has four short chords.
Key words: kernel, k-kernel, chords
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3
1 INTRODUCTION
In this report, every digraph is loopless, without multiple edges and finite. The vertex set
of a digraph D is denoted by V (D) and its arc set by A(D). For every subdigraph H of D,
D[H ] is the subdigraph of D induced by V (D), and D −H is the subdigraph of D induced by
V (D) \V (H ). All walks, paths, circuits and cycles are considered to be directed. A digraph D
is strongly connected if for every pair of vertices u,v ∈V (D), there exists a uv-path in D. We
call a cycle even (resp. odd) if its length is even (resp. odd). For undefined notation, we refer
the reader to [1].
A chord of a cycle C = (c0, . . . ,cn−1,c0) is an arc a = (ci ,c j ), where ci ,c j ∈V (C ) but a 6∈ A(C ).
The length of the chord a is defined as the distance from ci to c j inC . If the length of a chord is
two, we call it a short chord. Letα= (α1,α2, . . . ,αm) be a sequence of chords inC . Two chords
αi = (c j ,c j+k) and αi ′ = (c j ′ ,c j ′+k ′) are crossed if j < j
′ < j +k < j ′+k ′ (notation modulo n).
The chords in α are crossed if, for every i <m, αi crosses αi+1. Also, we say that αi and α j
are consecutive if j ′ = j +k (notation modulo n); and the chords in α are consecutive if, for
every i <m, αi+1 is consecutive to αi .
A kernel of a digraph D is a set K ⊆ V (D) which is independent in D and for every vertex
u ∈ V (D) \K , there exists an arc (u,v), where v ∈ K . A digraph is kernel-perfect if every
induced subdigraph has a kernel. We call a subset N of V (D) k-independent if for every pair
of vertices u,v ∈ N , d (u,v) ≥ k ; and we call it ℓ-absorbent if for every vertex u ∈ V (D) \N ,
there exists v ∈ N such that d (u,v) ≤ ℓ. A (k ,ℓ)-kernel of D is a subset of vertices which is
k-independent and ℓ-absorbent. A k-kernel is a (k ,k −1)-kernel.
The concept of a kernel was introduced by von Neumann and Morgenstern in 1944 [8],
in the context of game theory, to model social and economic interactions. In light of its re-
lation to the Strong Perfect Graph Conjecture (now the Strong Perfect Graph Theorem [2]),
kernel theory gained a lot of attention and was thoroughly researched. When KwasÌA˛nik pro-
posed the concept of k-kernels [6] and generalized Richardson’s Theorem for k-kernels [7],
k-kernels became an interesting line of study in kernel theory.
In this report, we present the main results from ourmaster’s research regarding kernel the-
ory. In Section 2, we prove that if a digraph D is strongly connected and every cycle C of D
satisfies:
(i) ifC ≡ 0 (mod 3), thenC has a short chord,
(ii) if C 6≡ 0 (mod 3), then C has three short chords: two consecutive and a third crossing
one of the former,
then D has a 3-kernel. In Section 3, we introduce a modification of the substitution method
for 3-kernels and use it to prove that a quasi-3-kernel-perfect digraphD is 3-kernel-perfect if
every circuit of length not dividable by three has four short chords.
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2 A SUFFICIENT CONDITION FOR THE EXISTENCE OF 3-KERNELS IN
DIGRAPHS
LetD be a strongly connected digraph where every cycle C satisfies:
(i) ifC ≡ 0 (mod 3), thenC has a short chord,
(ii) if C 6≡ 0 (mod 3), then C has three short chords: two consecutive and a third crossing
one of the former.
In this section, we proveD has a 3-kernel.
An useful tool for demonstrating the existence of 3-kernels in digraphs is Lemma 2, which
states that a digraph has a 3-kernel if, and only if, its 2-closure has a kernel. Before we present
Lemma 2, we introduce the definition of the k-closure of a digraph.
Definition 1. Let D be a digraph. The k-closure of D, denoted by Ck(D), is the digraph D ′,
where V (D ′) = V (D) and (u,v) ∈ A(D ′) if dD (u,v) ≤ k . Figure 2.1 depicts a digraph and its
2-closure.
D C
2(D)
Figure 2.1: An example of a digraphD and its 2-closureC2(D). Those arcs inC2(D) which are
not inD are painted red.
Lemma 2 ([5]). Let k ≥ 3 be an integer. Let D be a digraph and let K ⊆ V (D). The subset of
vertices K is a k-kernel of D if, and only if, K is a kernel of C (k−1)(D).
A particularly useful theorem was proved by Duchet in 1980.
Theorem 3 ([3]). If every cycle of a digraph D has a symmetric arc, then D is kernel-perfect.
The strategy of the proof to our theorem is to show that the 2-closure of a digraph whose
cycles satisfies conditions (i) and (ii) has a symmetric arc in every cycle. From Theorem 3, the
2-closure of such digraph has a kernel. Therefore, by Lemma 2, the digraph has a 3-kernel.
Before we present the demonstration, we must introduce the main lemma used in the
proof.
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Lemma 4. Let D be a strongly connected digraph where every cycle C of D satisfies:
• if |C | ≡ 0 (mod 3), thenC has a short chord,
• if |C | 6≡ 0 (mod 3), thenC has two consecutive short chords.
Then, for every (u,v)∈ A(D), there is a (v,u)-path of length at most two in D.
Proof. Let f = (u,v) ∈ A(D). Since D is strongly connected, there is a minimal (v,u)-path
T = (t0 = v, . . . , ts = u) in D. Note that C = T ∪ (u,v) is a cycle. Clearly, if |C | = 3, then |T | = 2
and the result follows. Assume, for the sake of contradiction, that |T | > 2. We will show that
it is not possible. Assume that |C | 6≡ 0 (mod 3). Because T is minimal, the only possible short
chords in C are (ts−1,v) and (u, t1). These chords are consecutive in C only if |C | = 3, which
contradicts the length of T being greater than two. Suppose then that |C | ≡ 0 (mod 3). Due
to the hypothesis, there is a short chord in C : (ts−1,v) or (u, t1). Let (a,b) be one of such
chords. Note that (a,b)∪ (b,T,a) is a cycle of length 6≡ 0 (mod 3) and, therefore, must have
two consecutive short chords. Analogously to the former case, the chords in this cycle are
consecutive only if the cycle has length dividable by three, a contradiction. Hence, |T | ≤ 2. ■
Theorem 5. Let D be a strongly connected digraph. Assume that every cycle C of D satisfies:
• if |C | ≡ 0 (mod 3), thenC has a short chord,
• if |C | 6≡ 0 (mod 3), thenC has three short chords: two consecutive and one crossing one of
the former.
Then D has a 3-kernel.
Proof. Let D ′ =C2(D). It follows from Lemma 2 that D has a 3-kernel if D ′ has a kernel. We
will show that every cycle in D ′ has a symmetric arc and, by Theorem 3D ′ has a kernel.
Assume that there exists a cycleC = (c0,c1, . . . ,cn−1,c0) inD ′ with no symmetric arc. Choose
such cycle C with the shortest length in D ′. Note that no arc in C exists in D. In virtue of
Lemma 4, if (ci ,ci+1) ∈ A(D), then (ci+1,ci )∈ A(D ′). Therefore, dD (ci ,ci+1)= 2, for every i < n.
LetC ′ be the closed trail resulting from the substitution of every (ci ,ci+1) inC for (ci ,ci ,(i+1),ci+1).
Figure 2.2 illustrates an example of C and C ′. We will show that C ′ is a cycle. Assume that
ci ,(i+1) = c j ,( j+1), i 6= j . Then, dD(ci ,c j+1) = 2 and (ci ,c j+1) ∈ A(D ′). Let C ′′ = (c j+1,C ,ci )∪
(ci ,c j+1). Note that C ′′ is a cycle in D ′ and |C ′′| < |C |, which contradicts the minimality of C .
Hence, ci ,(i+1) 6= c j ,( j+1) for every i 6= j . Since C is a cycle, ci 6= c j for every i 6= j . It follows that
C ′ is a cycle in D. Furthermore, note thatC ′ is an even cycle.
If |C ′| 6≡ 0 (mod 3), then C has two consecutive short chords and a crossed short chord.
Note thatC ′ can be denoted as (c ′0,c
′
1, . . . ,c
′
2n−1,c
′
0), where c
′
2i ∈C for every i <n. Therefore, a
short chord in C ′ connects two vertices with the same parity. Clearly, one of the hypothesis’
chords must connect two vertices of C . Since this chord exists in D, Lemma 4 guarantees
that the chord is symmetric in D ′. Therefore, C has a symmetric arc in D ′. Assume that
|C ′| ≡ 0 (mod 3). By the hypothesis, C ′ has a short chord. If the short chord is (c ′2k ,c
′
2k+2),
for any k < n, then if follows from Lemma 4 that C has a symmetric chord. Assume this
chord is (c ′2k−1,c
′
2k+1), for some k < n (notation modulo 2n). Then B = (c
′
2k+1,C
′,c ′2k−1)∪
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c0
c1
c2
c3
c4
c0,1
c1,2
c2,3
c3,4
c4,5
Figure 2.2: An illustration of a cycle C , in red, andC , in black.
(c ′2k−1,c
′
2k+1) is a cycle of length 6≡ 0 (mod 3) and has two consecutive short chords and a
crossed short chord. Note that if (c ′2k−2,c
′
2k+1) or (c
′
2k−1,c
′
2k+2) are chords in B , then there is
a path of length two connecting two vertices not adjacent in C . This implies in the existence
of a cycle without symmetric arcs and with length less than |C |, contradicting its minimality.
Therefore, (c ′2k−2,c
′
2k+1) or (c
′
2k−1,c
′
2k+2) can not exist in D, as Figure 2.3 shows. Hence, the
three short chordsmust be chord in the path (c ′2k+1, . . . ,c
′
2k−1). Since it is a pathwhose indexes
alternate between even and oddnumbers,one of the three short chords connects two vertices
ofC . From Lemma 4, such arc is symmetric in D ′ and it follows thatC has a symmetric arc.
Since every cycle ofD ′ has at least one symmetric arc, it follows from Theorem 3 thatD has
a kernel. Hence, from Lemma 2,D has a 3-kernel. ■
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c ′2k−1
c ′2k+1
c ′2k−2
c ′2k+2
B
Figure 2.3: An example of the cycle B . The vertices painted red are part of C . If one of the
dashed arcs in red exists, then dD(c ′2k−2,c
′
2k+2)= 2.
3 THE SUBSTITUTION METHOD FOR 3-KERNELS
In 1983, Duchet andMeyniel [4] presented Theorem 6 regarding kernel-perfect digraphs.
Theorem 6 (Duchet andMeyniel, 1983). IfD is a digraphand every odd circuit has two crossed
short chords, then D is kernel-perfect.
To prove Theorem 6, Duchet and Meyniel introduced the substitution method. The substi-
tutionmethod is an iterative process of: removing an arbitrary vertex x0; obtaining a kernelK
ofD−x0; and, inD, performing a sequence of substitutions of vertices in K for other vertices
of D, in order to create a kernel K ′ of D where x0 ∈ K ′. Although the method does not guar-
antee its result to be a kernel, the authors proved that if a digraph D satisfies the hypothesis
of Theorem 6, then the result is a kernel of D.
In this section, we present a generalization of the substitution method for 3-kernels and
use it to prove a new theorem regarding the existence of 3-kernels in digraphs.
3.1 THE 3-SUBSTITUTION METHOD
The general idea of the 3-substitution method is analogous to the original method: vertices
ofD are divided into subsets of vertices which are then used to alter the kernelK ofD−x0. In
Duchet and Meyniel’s method, vertices are divided into sets Ni . If the index i of a set is odd,
those vertices are removed from K ; and, if the index of a set is even, those vertices are added
to K . The resulting set K ′ = (K \Nodd )∪Neven is called a pre-kernel. In our method, vertices
are divided into sets Ni whose functions depend on the congruence of i mod 3. Sets with
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indexes congruent to zero will be added to the 3-kernel, and sets with indexes not congruent
to zero will be removed from the 3-kernel.
3.1.1 DEFINITIONS
Before we present the method, we need to introduce some new definitions that will be used
in this section.
Definition 7. LetD be a digraph and let ℓ ∈N. The ℓ-in-neighbourhood of a vertex v ∈V (D)
is the set Nℓ−(v) = {u ∈ V (D) : d (u,v) = ℓ}. The ℓ-in-neighbourhood of a set of vertices S ⊆
V (D) is Nℓ−(S)= {u ∈V (D) \S : d (u,v)= ℓ, for some v ∈ S}. Note that N 1−(S)=N−(S).
Definition 8. let D be a digraph, let S ⊆V (D) and let ℓ ∈N. The cone of distance ℓ of S is the
set ∆ℓ+(S)= {v ∈V (D) : for some u ∈ S, 0< d (u,v)≤ ℓ}.
3.1.2 THE 3-SUBSTITUTION SEQUENCE AND PRE-3-KERNEL
Using the definitions from Section 3.1.1 we define a 3-substitution sequence and a pre-3-
kernel, some of the key concepts of the 3-substitution method.
Definition 9. letD be a digraph. A 3-substitution sequence starting at a vertex x0 ∈V (D) and
a 3-kernel K of D−x0 is a sequence of sets (N0,N1, . . . ,N3p) built from the following process:
N0 =M0 = {x0} (3.1)
N3k+1= (N
−(N3k)∩K ) \∪k ′<k (N3k ′+1∪N3k ′+2) (3.2)
N3k+2= (N
2−(N3k)∩K ) \∪k ′<k (N3k ′+1∪N3k ′+2) (3.3)
M3k+3= {x ∈V (D \∪k ′≤kM3k ′) :∆
2(x)∩K ⊆ (∪k ′≤kN3k ′+1∪N3k ′+2) and
∆
2(x)∩∪k ′≤kN3k ′ = ;} (3.4)
N3k+3 is a 3-kernel of D[M3k+3] (3.5)
p is the smallest integer k such that N3k+1=; and N3k+2 =; (3.6)
Observation 10. Note that the sets in a 3-substitution sequence are disjoint: from the defi-
nition of each set, a vertex can not belong to two sets. This observation is fundamental to
comprehend the following definitions and lemmas in the next section.
Definition 11. Let D be a digraph. A pre-3-kernel N is a set of vertices obtained from a 3-
substitution sequence (N0,N1, . . . ,N3p) from a vertex x0 ∈ V (D) and a 3-kernel K of D − x0.
Formally,
N =
(
K \
p⋃
k=0
N3k+1∪N3k+2
)
∪
p⋃
k=0
N3k .
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By definition,N1 ⊆N−(x0)∩K andN2 ⊆N 2−(x0)∩K . The idea is that, fromdemanding that
x0 belongs to the pre-3-kernel the method builds, vertices in N1 and N2 must be removed
from K , in order to keep the pre-3-kernel 3-independent. Now, consider the set M3 = {x ∈
V (D) \ (N1 ∪N2) : ∆2+(x)∩K ⊆ N1∪N2}. Note that a vertex in M3 does not belong to K by
definition. Furthermore, vertices of M3 are 2-absorbed by N1∪N2 ⊆ K in D. Since M3 may
not be 3-independent, we add to the pre-3-kernel only the vertices of a 3-kernel N3 from the
subdigraph D[M3].
The method’s next iterations follow the same idea: build subsets of vertices
N1,N2,N4,N5, . . . ,N3k+1,N3k+2
of K , whose vertices will be removed from K , and subsets
N0,N3,N6, . . . ,N3k
of V \K , whose vertices will be added to the pre-3-kernel. Intuitively, a pre-3-kernel is a set
composed from the removal of “unwanted” vertices of K and the addition of vertices that
“correct” the 2-absorption of K in D. As we explain in the next section, a pre-3-kernel is not
guaranteed to be a 3-kernel. Nevertheless, we show that a pre-3-kernel is 2-absorbent and,
if it is not 3-independent, there are certain paths between two vertices in the pre-3-kernel.
Before we present the properties of a pre-3-kernel in the next section, we define intermediate
vertices.
Definition 12. Let D be a digraph and S = (N0, . . . ,N3p) a 3-substitution sequence of D. A
sequence of intermediate sets of S is a sequence of sets I = (N ′1,N
′
2,N
′
4, . . . ,N
′
3p−2,N
′
3p−1) de-
fined as:
N ′3k+1=N
−(N3k) \N3k+1, e (3.7)
N ′3k+2=N
2−(N3k) \N3k+2, (3.8)
for every k < p . If a vertex belongs to an intermediate set, then it is called an intermediate
vertex.
Let D be a digraph, let S be a 3-substitution sequence of D and let S ′ be a sequence of
intermediate sets of S. Intuitively, a vertex x ∈V (D) belongs to an intermediate set of S ′ if x is
not in any set of S but is “between” two vertices that belong to any set of S. For example, let
v ∈N1 andw ∈N3. By the definition ofN3, v belongs to the cone of distance 2 ofw . Therefore,
there exists a (w,v)-path T = (w, t1,v) with length two. The vertex t1 can not belong to any
set in the form N3k+1 or N3k+2, for any k , but is “used” by u to get to v . Hence, we say that t1
is intermediate to N1 and N3. So, it is in N ′2. Figure 3.1 depicts an example.
3.2 PROPERTIES OF A PRE-3-KERNEL
In this section, we present some useful lemmas about the properties of a pre-3-kernel.
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N0N1N
′
2N3N
′
4N5
. . .
Figure 3.1: The vertices in N ′2 and N
′
4 are, respectively, at distance two and four from x0 ∈N0.
Since they do not belong to the 3-kernel of D−x0, they are called intermediate.
Lemma 13. Let D be a digraph, let Z = (N0,N1, . . . ,N3p) be a 3-substitution sequence of D
starting at x0 ∈ V (D) and a 3-kernel K ⊆ D − x0, and let N be the pre-3-kernel of D obtained
from Z . The pre-3-kernel N is 2-absorbent in D. Furthermore, if there exists a (N ,N )-path
T = (a, . . . ,b) in D such that |T | ≤ 2, then
a ∈N3k ′ and b ∈N3k , for some pair k
′,k, 0≤ k ′ ≤ k ≤ p.
Proof. Assume, for the sake of contradiction, that there is v ∈V (D)\N such that∆2(v)∩N =;.
By the definition ofM3k+3, every vertex not 2-absorbed byN must belong toM3k+3, therefore,
v ∈M3k ′ for some k
′ ≥ 0. Since v 6∈N3k ′, there exists u ∈N3k ′ such that d (v,u)≤ 2. But then v
is 2-absorbed by N3k ′ and, consequently, by N , a contradiction. Hence, N is 2-absorbent.
We now prove that if there is a (N ,N )-path T = (a, . . . ,b) in D such that |T | ≤ 2, then a ∈
N3k ′ and b ∈ N3k , for some pair k ,k
′, 0 ≤ k ′ ≤ k ≤ p. Let T be a (N ,N )-path with |T | ≤ 2. If
a,b ∈ N , then a and b belong to K or N3k , for some k ≥ 0. Clearly, a and b can not both
belong to K , since K is a 3-kernel of D − x0 and, if there is a path (a,x0,b), then a ∈ N1 and
does not belong to N . Assume that a ∈ K and b ∈ N3k ′, for some k
′ ≥ 0. By the definition of
N3k ′+1, if a 6∈ N3k ′+1∪N3k ′+2, then a ∈ N3ℓ+1∪N3ℓ+2, for some ℓ< k
′. Both cases contradict
the hypothesis that a ∈ N . Assume that a ∈ N3k ′ , for some k
′ ≥ 0 and b ∈ K . Then a ∈M3k ′,
which contradicts the definition of M3k+3 since b ∈∆
2(a) and b ∈ K . Assume, for the sake of
contradiction, that a ∈ N3k and b ∈ N3k ′, for some k
′ ≤ k . The case where k ′ = k contradicts
the definition of N3k because it is not a 3-kernel of D[M3k ]. Finally, assume that k
′ < k . By
the definition of M3k , a 6∈ M3k since it already is absorbed by b ∈ N3k ′ . Clearly, if a 6∈ M3k
then a 6∈ N3k . Therefore, if there exists (N ,N )-path T = (a, . . . ,b) in D with |T | ≤ 2, then a ∈
N3k ′ and b ∈N3k , where 0≤ k
′ ≤ k ≤ p , as we wanted to prove. ■
Definition 14. LetD be a digraph and let (N0,N1, . . . ,N3p) be a 3-substitution sequence of D
starting at x0 ∈ V (D) and a 3-kernel K ⊆ D − x0. We call a path T = (ts , ts−1, . . . , t1, t0) in D a
road if it satisfies the following conditions:
ts ∈Ns , for some s ≤ 3p; (3.9)
t3i+1 ∈N3i+1⇔ t3i+2 ∈N
′
3i+2, for every 3i ≤ s−2 such that t3i+2 ∈V (T ); (3.10)
t3i ∈N3i , for every 3i ≤ s; (3.11)
if (ti , ti−2) ∈ A(D), then ti ∈N
′
3 j+1 and ti−2 ∈N
′
3( j−1)+2, for some 3 j < s. (3.12)
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Lemma 15. LetD be adigraphand let (N0,N1, . . . ,N3p)be a 3-substitution sequence ofD start-
ing at x0 ∈V (D) and a 3-kernel K ⊆D−x0. For every s ≤ 3p and every vertex v ∈Ns there exists
a (v,x0)-path T = (ts = v, ts−1, . . . , t1, t0 = x0) such that T is a road.
Proof. Let v ∈ Ns . We first prove the existence of a (v,x0)-path T with length s satisfying
properties (3.10) and (3.11). After that, we prove it satisfies property (3.12). We proceed by
induction in s.
Base case: (s = 1) By the definition ofN1, x0 ∈N+(v). Therefore, it suffices to takeT = (v,x0).
Induction hypothesis: Assume that for every s′ < s and every vertex v ∈ N ′
s ′
, there exists a
path T ′ = (v = ts ′ , . . . ,x0 = t0) with length s′ satisfying properties (3.10) and (3.11).
Induction step: Let v ∈Ns . By construction, v ∈ (N−(N ′s−1)∪N
−(Ns−1)). We will show that
there exists a path T satisfying (3.10) and (3.11).
• If v ∈ N3i+1, for some i , then there is u ∈ N3i such that (v,u) ∈ A(D). From the in-
duction hypothesis, there is a path T ′ = (u = ts ′ , . . . ,x0 = t0) satisfying properties (3.10)
and (3.11). Clearly v 6∈ V (T ′), because s > s′. Concatenating both paths, we have that
T = (v,u)∪T ′ has length s and satisfies (3.10) e (3.11).
• If v ∈ N3i+2, for some i , then there is u ∈ N ′3i+1 such that (v,u) ∈ A(D). Note that
u 6∈ N3i+1 since it would contradict the 3-independence of the 3-kernel K . Since u ∈
N ′3i+1, there exists w ∈ N3i such that (u,w ) ∈ A(D). Note that the path (v,u,w ) satis-
fies both properties (3.10) and (3.11). From the induction hypothesis, there is a path
T ′ = (ts ′ = w, . . . , t0 = x0) satisfying (3.10) and (3.11). From the definition of each set
in the 3-substitution sequence, clearly v,u 6∈ T ′, because 3i +2 > 3i +1 > 3i . Concate-
nating both paths, we have that T = (v,u,w )∪T ′ has length s and satisfies (3.10) and
(3.11).
• If v ∈ N3i , for some i , then there is u ∈ N ′3(i−1)+2∪N3(i−1)+2 such that (v,u) ∈ A(D).
If there exists u ∈ N3(i−1)+2, then, from the induction hypothesis, there is a path T ′ =
(ts ′ = u, . . . , t0 = x0) satisfying (3.10) and (3.11). Concatenating both paths, we have
that T = (v,u)∪T ′ has length s and satisfies (3.10) and (3.11). If does not exist u ∈
N3(i−1)+2 such that (v,u) ∈ A(D), then there is w ∈ N3(i−1)+1. Let T ′′ = (v,u,w ). From
the induction hypothesis, there is a path T ′ = (ts ′ = w, . . . , t0 = x0) satisfying (3.10) and
(3.11). Concatenating both paths, we have that T = T ′′∪T ′ has length s and satisfies
(3.10) and (3.11).
We now prove (3.12) is satisfied.
Let T = (ts , . . . , t0) be a path satisfying properties (3.10) and (3.11). Assume, for the sake of
contradiction, that there exists (ti , ti−2) inD, such that ti 6∈N ′3k+1 or ti−2 6∈N
′
3(k−1)+2, for some
k > 0 and i > 2. Let’s analyze each case and conclude it is an absurd the existence of such
chord.
• Assume that ti−2 ∈ N3k , for some k . By the definition of N3k+2 and N
′
3k+2, ti 6∈ N3k+2∪
N ′3k+2, since d (ti , ti−2)= 1. This contradicts property (3.10). Figure 3.2 depicts this case.
• Assume that ti−2 ∈ N3k+1∪N
′
3k+1, for some k . The vertex ti−3 exists in T , because we
know it ends in t0 ∈ N0. It follows from (3.11) that ti−3 ∈ N3k and ti ∈ N3(k+1). The
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ti−2 ∈N3kti ∈N3k+2∪N
′
3k+2
. . .. . .
Figure 3.2: Example of the case where ti−2 ∈N3k .
ti−2 ∈N3k+1∪N
′
3k+1ti ∈N3(k+1)
ti−3 ∈N3k
. . .. . .
Figure 3.3: Example of the case where ti−2 ∈N3k+1 or N
′
3k+1.
path (ti , ti−2, ti−3) contradicts Lemma 13 since it is a (N3(k+1),N3k)-path with length
two. Therefore, ti−2 6∈N3k+1. Figure 3.3 depicts this case.
• Assume that ti−2 ∈ N3k+2, for some k . If i = s, then ti ∈ N3(k+1)+1, which contradicts
the 3-independence of the 3-kernel K . So, ti 6∈N3(k+1)+1 and there is ti+1 ∈V (T ). From
(3.10), since ti 6∈ N3(k+1)+1, then ti+1 ∈ N3(k+1)+2. But then d (ti+1, ti−2) = 2 and it con-
tradicts the 3-independence of K . Figure 3.4 depicts this case.
• From the last cases, ti−2 ∈N ′3k+2, for some k . From (3.10), ti ∈N3(k+1)+1 orN
′
3(k+1)+1 and
ti−3 ∈ N3k+1. By our assumption, ti ∈ N3(k+1)+1. This contradicts the 3-independence
of the 3-kernel K , because d (ti , ti−3)= 2. Figure 3.5 depicts this case.
We conclude that if (ti , ti−2) ∈ A(D), then ti ∈N ′3(k+1)+1 and ti−2 ∈N
′
3k+2, for some k . ■
Lemma 16. Let D be a digraph, let S = (N0,N1, . . . ,N3p) be a 3-substitution sequence starting
at x0 ∈ V (D) and the 3-kernel K ⊆D − x0, and let (N ′1,N
′
2, . . . ,N
′
3p−1) be the sequence of inter-
mediate sets of S. Let T = (ts , . . . , t0) be a road of D. If (ti , ti−2) ∈ A(D), for some 2< i < s, then
there does not exist (ti ′ , ti ′−2) ∈ A(D) for i ′ 6= i . Furthermore, t3k ′+2 ∈N3k+2 for every 3k
′+2> i .
Proof. Assume, for the sake of contradiction, that (ti ′ , ti ′−2) ∈ A(D) for i ′ 6= i . Let j be the
smallest integer such that (t j , t j−2) ∈ A(D) and let j ′ be the smallest integer greater than j
such that (t j ′ , t j ′−2) ∈ A(D). Consider the path (t j ′ , t j ′−1, t j ′−2, . . . , t j , t j−1, t j−2), illustrated by
Figure 3.6. From property (3.12) of T , t j−2 ∈ N ′3k+2 and t j ∈ N
′
3(k+1)+1, for some k . We now
ti−2 ∈N3k+2ti ∈N
′
3(k+1)+1
ti+1 ∈N3(k+1)+2
. . .. . .
Figure 3.4: Example of the case where ti−2 ∈N3k+2.
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ti−2 ∈N
′
3k+2ti ∈N3(k+1)+1
ti−3 ∈N3k+1
. . .. . .
Figure 3.5: Example of the case where ti ∈N3(k+1)+1.
. . .
t j−2t j−1t jt j+1t j ′−3t j ′−2t j ′−1t j ′
Figure 3.6: A path (t j ′ , . . . , t j−2) and its two short chords.
prove that for no ℓ > j is true that tℓ ∈ N
′
3k ′+2, for some k
′. From property (3.10) of T we
have that t j+1 ∈ N3(k+1)+2. Assume that t j+4 ∈ N
′
3(k+2)+2. Then t j+3 ∈ N3(k+2)+1, by property
(3.10) of T . This contradicts the 3-independence of the 3-kernel K , since d (t j+3, t j+1) = 2.
Repeating the same argument, we conclude that t j ′−2 6∈ N ′3k ′+2, for any k
′. This contradicts
property (3.12) of T . Therefore, if there exists a short chord in T , it is unique. ■
3.3 APPLYING THE 3-SUBSTITUTION METHOD
In this section, we prove that a strongly connected digraph whose every circuit of length
not dividable by three has four short chords has a 3-kernel. The strategy employed in the
demonstration is the following. We prove a lemma that guarantees the existence of a min-
imal (N0,Ni )-path whose length is equivalent to the additive inverse of i modulo three, for
every i < 3p with i 6= 1. In other words, the sum of the length of the path with the index of
the set results in a number dividable by three. The concatenation of this path with the path
from Lemma 15 results, therefore, in a circuit of length dividable by three. We then use this
fact to show that there does not exist a path with length at most two between vertices in the
pre-3-kernel. First, we prove the lemma.
Lemma 17. Let D be a digraph, let S = (N0,N1, . . . ,N3p) be a sequence of 3-substitution of D
starting at x0 ∈ V (D) and the 3-kernel K ⊆ D − x0, and let (N ′1,N
′
2, . . . ,N
′
3p−1) be the sequence
of intermediate sets of S. Let T = (ts ′ , . . . , t0) be a road of D. Assume that every circuit C of D
such that |C | 6≡ 0 (mod 3) has four short chords. Then for every integer s ≤ s′, s 6= 1, there exists
a minimal (x0, ts)-path of length≡−s (mod 3) in D.
Proof. LetW = (w0 = t0, . . . ,wn = ts) be a minimal (t0, ts)-path. Such path exists becauseD is
strongly connected. Let Z = (z0, . . . ,zℓ) be the sequence, ordered by order of appearance in
W , of the vertices inW that intercept T , with exception of t1. Figure 3.7 depicts an example
where T andW intercept. Note that both paths have, at leat, two vertices in common: w0 = t0
e wn = ts . Therefore, z0 =w0 = t0 and zℓ =wn = ts . We will show that for every zℓ′ : if zℓ′ = tk ,
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t0 = z0t2 = zℓ′
t5 = zℓ
W
W
Figure 3.7: Example of paths T andW . We have ℓ′ = 1 and ℓ= 2.
t0 = z0tr ′′ = zℓ′′
tr ′ = zℓ′
(tr ′′ ,T, t0)
(w0,W,zℓ′′)
Figure 3.8: Example of the casewhere (wn′′ = zℓ′′ ,W,wn′ = zℓ′)∪(tr ′ = zℓ′ ,T, tr ′′ = zℓ′′) is a cycle
of length two.
then the (t0, tk)-path (t0,W,zℓ′) has length ≡ −k (mod 3). Note that, if this is true, then the
circuit (w0,W,zℓ′ )∪ (zℓ′ ,T,x0) has length ≡ 0 (mod 3).
Base case: (ℓ′ = 0) Clearly, z0 = t0 =w0. Since d (t0, t0)= 0, the result follows.
Induction hypothesis: For every ℓ′′ < ℓ′, a minimal (t0, tk)-path (t0,W,zℓ′′ = tk) has length
≡−k (mod 3).
Inductive step: Let zℓ′ =wn′ = tr ′ and let zℓ′′ =wn′′ = tr ′′ be the intersection in Z preceding
zℓ′ such that d (zℓ′′ ,zℓ′) > 1. We will show that if (w0,W,wn′ = zℓ′) does not have length ≡
−r ′ (mod 3), then (wn′′ = zℓ′′ ,W,wn′ = zℓ′)∪ (tr ′ = zℓ′ ,T, tr ′′ = zℓ′′) is a circuit of length not
dividable by three that can not have four short chords. Note that if we chose zℓ′′ such that
d (zℓ′′ ,zℓ′) = 1, then the circuit (wn′′ = zℓ′′ ,W,wn′ = zℓ′)∪ (tr ′ ,T, tr ′′) is a cycle of length two if
d (zℓ′ ,zℓ′′)= 1. This cycle, although it does not have four short chords, is not a contradiction.
Figure 3.8 depicts an example of such case. We have two cases:
• r ′ > r ′′, that is, tr ′ precedes tr ′′ in T . Consider the path (w0, . . . ,w ′n = t
′
r ). Assume, for the
sake of contradiction, that n′+ r ′ 6≡ 0 (mod 3). Consider the closed walk (w0,W,wn′)∪
(tr ′ ,T, t0) of lengthn′+r ′. It follows from the inductionhypothesis that the path (w0,W,wn′′)
has lengthn′′ ≡−r ′′ (mod 3). Consider the circuitC = (wn′′ = tr ′′ ,W,wn′ = tr ′)∪(tr ′ ,T, tr ′′)
of lengthn′−n′′+r ′−r ′′. Since n′′+r ′′ ≡ 0 (mod 3), we have that |C | ≡ n′+r ′ 6≡ 0 (mod 3).
Figure 3.9 depicts an example of paths (w0,W,zℓ′′) and (zℓ′′ ,W,zℓ′). Therefore, C must
have four short chords. From the minimality ofW , the only possible short chords in C
are (tr ′′+1,wn′′+1), (wn′−1, tr ′−1) and (ti , ti−2), for some r ′′+2< i < r ′. From Lemma 16,
15
t0 =w0 = z0tr ′′ = zℓ′′
tr ′ =wn′ = zℓ′
(tr ′′ ,T, t0)
(tr ′ ,T, tr ′′)
(w0,W,zℓ′′)
(zℓ′′ ,W,zℓ′ )
Figure 3.9: An example depictingpaths (w0,W,zℓ′′) and (zℓ′′ ,W,zℓ′ ). It follows from the induc-
tion hypothesis that the closed walk in blue has length |(w0,W,zℓ′′)∪ (tr ′′ ,T, t0)| ≡
0 (mod 3). If |W ∪T | 6≡ 0 (mod 3), then circuit C , in red, has length |(zℓ′′ ,W,zℓ′ )∪
(tr ′ ,T, tr ′′)| 6≡ 0 (mod 3).
the chord in form (ti , ti−2) is unique in T . Hence, the circuit can only have three short
chords, a contradiction. So (w0,W,wn′ = tr ′) has length ≡−r ′ (mod 3).
• r ′′ > r ′, that is, tr ′′ precedes tr ′ in T . Consider the path (w0, . . . ,w ′n = t
′
r ). Assume, for
the sake of contradiction, that n′+ r ′ 6≡ 0 (mod 3). Let r ′′′ be the greatest integer less
than r ′ such that tr ′′′ = zℓ′′′ , for some ℓ
′′′. Let wn′′′ = tr ′′′ . Consider the closed walk
(w0,W,wn′ = tr ′)∪ (tr ′ ,T, t0) of length n′+ r ′. It follows from the induction hypothesis
that n′′′ ≡−r ′′′ (mod 3). LetC = (wn′′′ ,W,wn′ = tr ′)∪ (tr ′ ,T, tr ′′′) be a circuit with length
n′ −n′′′+ r ′ − r ′′′. Since n′′′+ r ′′′ ≡ 0 (mod 3), then |C | ≡ n′ + r ′ 6≡ 0 (mod 3). Figure
3.10 depicts an example of C . Therefore, C must have four short chords. From the
minimality of W , the only possible short chords in C are (tr ′′′+1,wn′′′+1), (wn′−1, tr ′−1)
and (ti , ti−2), for some r ′′′+2 < i < r ′. From Lemma 16, the chord in form (ti , ti−2) is
unique in T . Hence, the circuit can only have three short chords, a contradiction. So,
(w0, . . . ,wn′ = tr ′) has length ≡−r ′ (mod 3). ■
Next, we present the definition of a quasi-3-kernel-perfect digraph and a 3-kernel-perfect
digraph. After that, we present Theorem 20.
Definition 18. A digraph D is called quasi-3-kernel-perfect if every induced proper subdi-
graph of D has a 3-kernel.
Definition 19. A digraphD is called 3-kernel-perfect if every induced subdigraph ofD has a
3-kernel.
Theorem 20. Let D be a strongly connected digraph that is quasi-3-kernel-perfect. Let x0 ∈
V (D). If every circuitC of D such that |C | 6≡ 0 (mod 3) has four short chords, thenD is 3-kernel-
perfect.
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tr ′′′ =wn′′′ = zℓ′′′tr ′ =wn′ = zℓ′
tr ′′ =wn′′ = zℓ′′
(tr ′ ,T, tr ′′′)
(zℓ′′′ ,W,zℓ′′)
(zℓ′′ ,W,zℓ′)
Figure 3.10: An example depicting C . When concatenated, paths (zℓ′′′ ,W,zℓ′′) and (tr ′ ,T, tr ′′′)
form a circuit of length n′−n′′′+ r ′− r ′′′. Since n′′′+ r ′′′ ≡ 0 (mod 3), then |C | ≡
n′+ r ′ 6≡ 0 (mod 3).
Proof. Let K be a 3-kernel of D − x0, let S = (N0, . . . ,N3p) be a 3-substitution sequence of D
starting at x0 and K , let S ′ be its sequence of intermediate sets and let K ′ be the pre-3-kernel
of D. From Lemma 13 we know that K ′ is 2-absorbent and, if it is not 3-independent, there
is a pair a,b ∈V (D) such that a ∈ N3i , b ∈N3 j , i < j and there exists a (a,b)-path with length
≤ 2. To prove that K ′ is a 3-kernel of D suffices to show that such (a,b)-path does not exist in
D.
Assume, for the sake of contradiction, that there exists a (a,b)-path P with length at most
two in D and choose a ∈ N3i such that i is the smallest integer possible, and then choose
b ∈∆2(a) such that b ∈N3 j with the smallest j possible. FromLemma 15, there exists a (b,x0)-
path T = (ts = b, . . . , t0 = x0) with length 3 j . From Lemma 17, there exists a minimal (x0,a)-
path Z = (z0 = x0, . . . ,zr = a) with length 3n in D, for some integer n. Note that T ∪ Z ∪P is
a closed walk of length 6≡ 0 (mod 3). Let r ′ be the greatest integer such that zr ′ = ts ′ , for some
integer s′ 6= 1.
Let T ′ = (ts = b, . . . , ts ′) and Z ′ = (zr ′ , . . . ,zr = a) be paths in D. From Lemma 17, |(ts ′ ,T, t0 =
z0)∪(z0 = t0,Z ,zr ′)| ≡ 0 (mod 3). Therefore,C = T ′∪Z ′∪P is a circuit of length≡ |T ∪Z∪P | 6≡
0 (mod 3) and has four short chords.
Assume that |P | = 1. Then the chords inC are: (ts ′+1,zr ′+1), (zr−1, ts), (zr , ts−1) and (t ′i , ti ′−2) ∈
A(D), for some s′ + 2 ≤ i ′ ≤ s. Figure 3.11 depicts C and its possible short chords. Since
(t ′
i
, ti ′−2) ∈ A(D), it follows fromLemma16 that ts−1 ∈N3( j−1)+2. So, zr 6∈N3i , sinced (zr , ts−1)=
1, which contradicts the definition of N3i .
Assume that |P | = 2 and let p1 ∈ P be its internal vertex. Then the short chords of C are:
(ts ′+1,zr ′+1), (zr−1,p1), (zr , ts), (p1, ts−1) and (t ′i , ti ′−2) ∈ A(D), for some s
′+ 2 ≤ i ′ ≤ s. Since
we showed that |P | 6= 1, (zr , ts) does not exist. Figure 3.12 depicts C and its possible short
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zr ′+1
zr−1
ts′+1
ts−1
a = zr b = ts
ts′ = zr ′
P
Z ′ T ′
Figure 3.11: An example of the cycle and its possible short chords, in red.
chords, while Figure 3.13 depicts a particular case of P which implies that the hypothesis
of the theorem can not be changed to “for every cycle...”. Analogously to the last case, since
(t ′
i
, ti ′−2) ∈ A(D), it follows from Lemma 16 that ts−1 ∈N3( j−1)+2 and, therefore, d (zr , ts−1)= 2.
A contradiction with the definition of N3i . We conclude that there does not exist a path P in
D such that |P | ≤ 2. Hence, K ′ is a 3-kernel ofD. ■
4 CONCLUDING REMARKS
We proved two new results regarding the existence of 3-kernels and altered the substitution
method for 3-kernels. For future works, we propose the generalization of Theorem 5 for any
k ∈N and to study the possibility of a 4-substitution method.
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zr ′+1
zr−1
ts′+1
ts−1
a = zr b = ts
ts′ = zr ′
p1
Z ′ T ′
Figure 3.12: An example of the cycle and its possible short chords, in red. The dashed chord
(a,b), can not exist.
zr−1 = p1
a = zr b = ts
ts′ = zr ′
Z ′ T ′
C
Figure 3.13: An example of a specific case where zr−1 = p1. The cycle C =
(ts ′ , . . . ,zr−1, ts , . . . , ts ′) has length multiple of three. But (zr ,p1,zr ), besides
its length of two, can not have chords. If the hypothesis on the short chords were
true only for cycles, then there would not be a contradiction in this case.
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