Abstract. The most demanding image processing applications require real time processing, often using special purpose hardware. The work herein presented refers to the application of cluster computing for o line image processing, where the end user bene ts from the operation of otherwise idle processors in the local LAN. The virtual parallel computer is composed by o -the-shelf personal computers connected by a l o w cost network, such as a 10 M bits=s Ethernet. The aim is to minimise the processing time of a high level image processing package. The system developed to manage the parallel execution is described and some results obtained for the parallelisation of high level image processing algorithms are discussed, namely for active contour and modal analysis methods which require the computation of the eigenvectors of a symmetric matrix.
Introduction
Image processing applications can be very computationally demanding due to the large amount of data to process, to the response time required, or to the complexity of the image processing algorithms. A wide range of general purpose or custom hardware has been used for image processing. SIMD computers, using data parallelism, are suitable for low l e v el image analysis, where each processor performs a uniform set of operations based on the image data matrix in a xed amount of time in 28] a special purpose SIMD computer with 1024 processors was presented. Systolic Arrays 11] which can exploit the regular and constanttime operations of an algorithm are also an option.
MIMD computers, commonly used in simulation, are suitable for high level image processing, such as pattern recognition, where each processor is assigned an independent operation 3]. For real time vision applications special MIMD computers were developed e.g. ASSET-2 based on PowerPC processors for computation and on Transputers for communication 29] . MIMD computers were characterised by exploiting a variety of structures however, technological factors have been forcing a convergence towards systems formed by a collection of ? PhD grant BD/2850/94 PRAXIS XXI ?? PhD grant BD/3243/94 PRAXIS XXI essentially complete computers connected by a communications network 9] . The processors in these computers are the same ones used in current w orkstations. Therefore, the idea of forming a parallel computer from a collection of o -theshelf computers comes naturally, and fast communication techniques were also developed for that purpose 25] . Several cluster computing systems have been developed, e.g. the NOW project 2].
Our aim is not to build a speci c cluster of personal computers for parallel image processing, but rather to perform parallel processing on already existing group clusters, where each node is a desktop computer running the Windows operating system. These clusters are characterised by hav i n g a l o w cost interconnection network, such as a 10=100 Mbits=s Ethernet, connecting di erent types of processors, of variable processing capacity and amount of memory, t h us forming a heterogeneous parallel virtual computer. Due to network restrictions, which do not allow simultaneous communication among several nodes, the application domain is restricted to about one or two dozens of processors.
The motivation for a parallel implementation of image algorithms comes from image and image sequence analysis needs posed by v arious application domains, which are becoming increasingly more demanding in terms of the detail and variety of the expected analytic results, requiring the use of more sophisticated image and object models (e.g., physically-based deformable models), and of more complex algorithms, while the timing constraints are kept very stringent.
A promising approach to deal with the above requirements consists in developing parallel software to be executed, in a distributed manner, by the machines available in an existing computer network, taking advantage of the well-known fact that many of the computers are often idle for long periods of time 20]. It is quite common in many organisations that a standard network connects several general purpose workstations and personal computers, accumulating a very substantial computing power that, through the use of appropriate managing software, could be put at the service of the more computationally demanding applications.
Existing software, such as the Windows Parallel Virtual Machine (WPVM) 1], allows building parallel virtual computers by i n tegrating in a common processing environment a set of distinct machines (nodes) connected to the network. Although the parallel virtual computer nodes and the underlying communication network were not designed for optimised parallel operation, very signi cant performance gains can be attained if the parallel application software is conceived for that speci c environment.
Image Algorithms and Systems
The image algorithms that have been parallelised consist of a set of low level image processing operations namely edge detection 27, 6] , distance transform, convolution mask, histogramming and thresholding, whose suitability to the cluster architecture was analysed in 4]. A set of linear algebra algorithms which are building blocks for many high level image processing methods was also im- Our implementation di ers from the ones mentioned above as it considers a general bus type heterogeneous cluster where data is distributed in order to obtain a correct load balancing, and also because the number of processors that participate in a distributed algorithm vary dynamically in order to minimise the processing time of each operation 5].
System Architecture
The computers that belong to the virtual machine run a process to monitor the percentage of processor time spent with the local user. Conceptually, local users have priority o ver the distributed application and the computer will not beavailable if the mean local user time is above a minimum threshold during a speci ed period of time, e.g. 5 seconds.
Each algorithm or task is decomposed until indivisible operations are obtained to which parallel code exists. When a parallel algorithm is launched the master process schedules work to the processors of the virtual machine according to their availability and choosing a number of processors that minimise the processing time of individual operations, allowing data redistribution if the optimal grid 4] of processors changes from operation to operation.
As an example, the algorithm to extract the contour of an object can be decomposed into edge enhancement, thresholding and contour tracking operations.
Hardware Organisation and Computational Model
The hardware organisation is shown in gure 1. Each n o d e of the virtual machine is a personal computer under the Windows NT operating system, running WPVM software to communicate. The interconnection network is an Ethernet at 10=100 Mbits=s.
Several computational models 9, 30, 16] were proposed in order to estimate the processing time of a parallel program in a distributed memory machine. 
The value K multiplies T L due to the partition of each message into packets of length 46 to 1500 bytes (packetsize), existing a latency time for each packet 1024 is a typical packet size.
The parallel component T P of the computational model represents the operations that can be divided over a set of p processors obtaining a speedup of p, i.e. operations without any sequential part:
The numerator (n) is the cost function of the algorithm measured in oating point operations (f l o p ) as a function of the problem size n. For example, to multiply square matrices of size n, the cost is (n) = 2 n 3 10].
Software Organisation
Each operation is represented by an object containing the parallel and serial implementation of the code, since the system can schedule a sequential execution remotely if it is advantageous. The object associated to the operation also contains information on the computational complexity and the amount of data required to exchange in order to complete the operation. Based on these parameters the system determines the number and the identities of the intervening processors, in order to minimise the operation processing time 4].
Each d a t a instance to be processed, either an image or a matrix, is represented by an object responsible for accessing data items correctly according to the data distribution information.
Data distribution is represented by independent objects with functions to locate any item of data and to translate global to local indexes and vice-versa.
Each object can be shared by more than one data instance. Figure 2 shows the software organisation. The user describes a macro of sequential operations to be executed referring the data instances to be processed. The system executes each operation in parallel determining for each one the number of processors to be used in order to minimise the processing time. The data distribution suitable for each operation is coded in the operation code. Fig. 3 . Macro describing the operations to be executed Figure 3 shows an example of a macro. The input le i1 is subject to an edge detector 27] the operator outputs, the gradient's magnitude and direction, are stored in i2 and i3 respectively. The histogram is then computed and displayed as an image, its data being also saved in a text le.
Data Distribution and Load Balancing
Di erent strategies are applied to images and matrices. Images are partitioned in blocks of contiguous rows or columns and the blocks are assigned to each process 4]. This distribution is suitable for data independent image operators. Matrices are organised in square blocks of data and a novel version 5] of the block cyclic domain distribution 13], adapted to an heterogeneous environment, is used for assigning them to the processor grid.
A balanced distribution is achieved by a static load distribution made prior to the execution of the parallel operation. To a c hieve a balanced distribution in the heterogeneous machine the relative amount of data assigned to each processor, l i , is a function of its processing capacity compared to the entire machine:
For matrices, due to block indivisibility, it is not always possible to ensure an optimal load balancing however, the scheduler computes the optimal solution for a given network 5]. The processor placement on the virtual grid is also done in order to achieve a balanced distribution. and by using an iterative process, the contour moves in order to minimise its energy. The nal position corresponds to a local minimum of the energy function de ned. In this position, all the forces applied to the contour are mutually cancelled, so that the contour does not move. The energy function was computed based on the edge detection map (leftmost image) and the distance transform map (middle image). The quality of the detection depends on these two images. Di erent energy functions can be used 24] however, not all are suitable for every application.
The active contour points which are distant from the edges are pushed in their direction by the distance transform. The points close to edges are mostly in uenced by the edge map energy which locally re nes the detection. Figure 5 shows the tasks required to apply the active contour algorithm. The computation methodology is to sequentially execute each parallelised task, choosing the grid of processors that minimises the individual processing time and, consequently, t h e o verall time.
The image operators have been discussed in another paper 4]. Therefore, only the parallelisation of the LU factorisation routine is considered here.
LU Factorisation Algorithm
The LU factorisation algorithm is applied in order to solve directly the system of equations resulting from the active contour internal forces: elasticity a n d exibility. The implementation follows the right-looking variant of the algorithm proposed in 12]. However, adaptations where made at the load distribution level in order to obtain a balanced load for heterogeneous machines. The scalability analysis was made in a homogeneous machine in order to reduce the in uence of load unbalance.
Parallel Implementation of the Modal Matching Algorithm
This high level image processing algorithm 26] is applied for the tracking of deformable objects along a sequence of images. Figure 8 shows the application of the algorithm. It is based on nite element analysis and it requires the computation of the eigenvectors of symmetric matrices. The aim is to obtain correspondences between object points of image i and i + n. T h e algorithm is divided into eigenvector computation and matrix correlation. The eigenvector computation is subdivided into three operations: tridiagonalisation, correspondent orthogonal matrix and QR iteration. The parallelisation is then realised by the individual parallelisation of each operation. Data is redistributed if the processor grid changes between operations.
Tridiagonal Reduction and Orthogonal Matrix Computation
Tridiagonal reduction is the rst algorithm applied to the symmetric matrix in order to obtain the eigenvectors. The algorithm output is a tridiagonal matrix T so that: The matrix elements of T, apart from the tridiagonal positions, store the data required for the second step of the eigenvector algorithm, i.e. the computation of Q.
If the order of computation of the tridiagonal reduction was followed, an O(n 4 ) algorithm would be obtained, corresponding to a matrix by matrix product in each step n;2 steps for a matrix of size (n n). However, the computation can be e ciently organised as described in 22] for a sequential algorithm, obtaining a scalable operation for the virtual machine. Figure 9 shows that the best grid is a row of processors.
Symmetric QR Iteration
The QR iteration is the last operation for the eigenvector computation. The aim is to obtain from the tridiagonal matrix T one diagonal matrix where the elements are the eigenvalues of A:
The matrix G is then used to compute the eigenvectors Q The ideal grid for the QR iteration is the opposite (column vs. row) of the ones for tridiagonal and orthogonal matrix computation. This is the reason for considering indivisible operations and allowing redistribution of data between them to adapt the parallel machine to each operation.
Matrix Correlation
After the QR iteration has been computed for the objects in both images the eigenvectors are ordered in decreasing order of magnitude of the correspondent eigenvalue. The correlation operation measures the similarity b e t ween the eigenvectors of both objects. The behaviour of the processing time function shown in Figure 9 is di erent from the other operations. The best grid is either a row o r a column of processors. The parallel algorithm is scalable as shown in gure 7.
Tridiagonal reduction
Orthogonal matrix Matrix correlation Number(E MN(p)) which considers the power available instead of the numberof machines which, for a heterogeneous environment, is an ambiguous information. Results for the eigenvector computation are presented in gure 11 for machine M2 due to the wide application of the algorithm. As shown, the heterogeneous e ciency is near 80% for matrices with more than 1400 2 elements. However, the rst metric is processing time which is reduced for matrices larger than 400 2 elements.
Computation time
Processing results
Fig. 12. Modal analysis in the homogeneous machine M1
To show the improvement due to the dynamic management of the parallel processing system, results for the modal analysis algorithm are presented for the homogeneous machine M1, gure 12. The left chart compares the computation t i m e o f t h e virtual machine VM when the optimal number of processors is selected, as indicated in the processing results table, against the processing time when the same number of processors are used for all stages of the algorithm. In the latter case the minimum time is obtained with 4 processors however, the total time is higher than the time obtained with VM.
Conclusions
A operation based parallel image processing system for a cluster of personal computers was presented. The main objective is that the user of a computationally demanding application may bene t from the computational power distributed over the network, while keeping other active users undisturbed.
This goal can be achieved in a transparent manner for the user, once the modules of his/her application are correctly parallelised for the target network and the performance of the machines in the network is known. The application, before initiating a parallel module, determines the best available computer composition for a parallel virtual computer to execute it, and then launches the module, achieving the best response time possible in the actual network conditions.
Practical tests were conducted both on homogeneous and heterogeneous networks. In both cases the theoretically optimal computer grid was con rmed by the measured performance. A balanced load was achieved in both machines. The machine scalability depends essentially on the communication requirements of the operations. For QR iteration and matrix correlation the system is scalable however, it is not so for the tridiagonal reduction.
