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Abstract
Double CHOOZ is a reactor antineutrino experiment built to measure 613. The experiment
is designed to use two detectors at different baselines (400 m and 1 km) to precisely measure
the disappearance of 0e from the Chooz reactor cores in Ardenne, France. Our inverse beta
decay (IBD) signal is a two-fold coincidence of a prompt positron followed by a delayed neutron
capture on gadolinium. The delayed neutron capture releases 8 MeV of energy from multiple
gamma rays and is easily distinguished from natural radioactive backgrounds. While delayed
neutron capture on gadolinium is used in all the reactor-based 613 measurements [1, 2, 3], it is
also possible to detect IBD via delayed neutron capture on hydrogen. In Double CHOOZ the
Hydrogen detection channel has twice the signal statistics as the gadolinium detection channel,
and provides an independent data sample with which to cross-check the gadolinium analysis
result. The first result [4] is found to be sin 2(20 13 ) = 0.097 ± 0.034 (stat) ± 0.034 (syst). The
author lead the collaboration to make this measurement possible, and the detail of the work is
presented in this document.
Thesis Supervisor: Janet M. Conrad
Title: Professor
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Chapter 1
Introduction
The last few decades have been a truly exciting period in neutrino physics. Since an observation
of a deficit in neutrino flux from the sun from the prediction [17], the so-called the solar neutrino
problem, physicists have come a long way to better understand this elusive particle. From the
evidence of neutrino flavor oscillation from many experiments [8, 6, 18, 19, 14, 2, 3, 11], now the
notion of massive neutrinos is widely accepted, and the measurement of mixing parameters is
almost complete. Among these parameters, the most recently measured is the last mixing angle
013. This mixing angle has been known to be small, and only an upper bound was given [20, 21]
prior to the recent measurements [11, 2, 3, 14, 13]. A precise measurement of this parameter
is the goal of the modern reactor-based neutrino experiments such as Daya Bay, RENO, and
Double CHOOZ.
This document presents a pioneering work in modern reactor-based neutrino experiments,
which is a measurement of neutrino mixing angle 013 using delayed neutron capture on hy-
drogen. The result suggests this new approach is feasible for the Double CHOOZ experiment
in which the author is involved. The Double CHOOZ collaboration has decided that a future
measurement of 013 should be made from a combined analysis of the standard method and this
new approach. The combined analysis work is, however, to be done in the near future and is
not a part of this thesis work.
Chapter 2 starts with a brief introduction to neutrino physics, including the present knowl-
edge about neutrino mixing parameters, and ends with the current knowledge about the mea-
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surement of the last mixing parameter, 013, from the modern reactor-based neutrino experi-
ments, including Double CHOOZ in which the author is involved for this thesis work. The
experimental concept and its goal are presented in chapter 3 with a detailed description of the
detector. Chapter 4 briefly describes reconstruction of physics events. The signal extraction
method is described in chapter 5, and the associated systematic uncertainty is described in
chapter 6. The extracted signal candidate sample includes backgrounds whose prediction is
given in chapter 7. Chapter 8 describes a prediction of the signal with a hypothesis of 013 = 0.
Finally, chapter 9 describes a strategy of fitting the predicted background and signal to the
extracted candidate sample to quantify the value of 013. The chapter ends with a manuscript
published in a public journal.
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Chapter 2
Neutrino Physics
This chapter briefly describes the modern picture of neutrino physics, focussing on the mea-
surement of 613. Section 2.1 introduces neutrinos in the Standard Model (SM) and the mixing
matrix that relates the mass and flavor eigenstates of neutrinos. Current knowledge of param-
eters in the mixing matrix is summarized in Sec. 2.2. Finally, Sec. 2.3 presents the status of
results on 913 measurements.
2.1 Neutrinos in the Standard Model
In 1930, Pauli first postulated the presence in nuclear beta decay of an electrically neutral
fermion with mass much lighter than an electron. This third "invisible" particle in beta decay
was invoked to explain the continuous electron energy spectrum. The name "neutrino" was
given to the particle by Fermi, who provided a theory of the point-like weak interaction for the
nuclear beta decay process in 1933. The direct detection of neutrinos was carried out by Reines
and Cowan in 1956 by detecting Fle from a nuclear reactor. Since then, physicists have come
a long way to reveal the deep nature of this elusive particle. In the SM, the most successful
theoretical description of fundamental particles and their interactions today, neutrinos are
considered massless neutral spin 1/2 leptons that come in three weak flavor eigenstates: ve, V,,
and v,.
The SM assumption of a very low mass upper bound, of the order of 0(1) eV or smaller,
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is supported by the measurement of a tritium beta decay end-point energy [22]. It is possible,
however, to introduce mass eigenstates for neutrinos with very tiny masses into the theoretical
framework. In this case, at least three mass eigenstates are expected for neutrinos, to span the
space of three weak flavor eigenstates. These are labeled as vi, v2, and v3. Historically, v3 is
considered the heaviest and vi as the lightest in the "normal" ordering of mass eigenstates with
associated masses.
As with the case of quarks, these mass eigenstates do not need to coincide with the mass
eigenstates in general. The Cabibbo-Kobayashi-Masakawa (CKM) matrix describes the mixing
of strong and weak eigenstates of quarks. An analogous description in the lepton sector is called
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix,
1 0 0 cos 013 0 ezS sin 913 cos 012 sin 912 0
= 0 COs 0 2 3  sin0 23  0 1 0 - sin 12 cos 0 1 2 0 (2.1)
0 - sin023 cos 0 23 J -e6 sin 13 0 cos 0 13  0 0 1
or, equivalently,
C12C13 S 12C13  S13e
(-S1223 C1 2s 1 3 s 2 3 e c 1 2 c 2 3 - 8 1 2 8 1 3 8 2 3 e6 C13 S 2 3  (2.2)
-12S23 - C12 s 13C2 3 e6 -C 12 S23 - 81 2s 1 3 C23 e C13 C23
where cij and sij represent cos Bi and sin Bi, respectively. As shown in Eq. 2.1, the PMNS
matrix is simply a product of three unitary rotation matrices that introduce three rotation
angles, known as "mixing angles," called 912, 023, 013. A CP-violating phase factor, 6, may also
be included. Understanding mixing in the lepton sector requires quantifying the parameter
values of the PMNS matrix.
2.2 Neutrino Oscillation
An introduction of a unitary rotation matrix is generic and simple enough, but the experimental
challenge is to measure those parameters in Eq. 2.2 in order to demonstrate that this extension
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to the SM theory is motivated. This can be done through investigating a physics phenomenon
called neutrino oscillation, a manifestation of the existence of massive neutrinos.
Consider a very simple quantum mechanical Hamiltonian, with a simple plane wave solution
to a flavor eigenstate a,
I v 0  = Z~ee~et~e).(2.3)
Here, t represents time and Ej represents the energy of mass eigenstate f, which runs from one
to three in the three-mass-eigenstates framework. The probability of observing vu after it exists
for some time (or, equivalently, travels a certain distance) is, then,
P(va -+ v I ) VC, (t))|2
2
= Z~/e~4,~Ua,kei'Ekt I k)
k,f
2
= S Ub,,ke~iEkt
k
=SUf3,kU,f3a,teUQe (2.4)
k,f
Our available sources of neutrinos-the sun, atmospheric interactions with cosmic rays, parti-
cle accelerators, reactors, and the like-all produce neutrinos through the weak interaction with
energy scales from the keV to GeV level. At such an energy scale, given sub-electron-volt scale
masses, neutrinos are ultra-relativistic to a very good approximation. This motivates Taylor
expanding the energy term in Eq. 2.4, using the approximation:
Ei = p 2 ++m, i|-± . (2.5)
Note the above expression assumes a common momentum among different mass eigenstates.
Further, an ultra-relativistic neutrino travels distance L in time approximately a ct. Under
these assumptions, Eq. 2.4 becomes
P(va -+ vO) = 5U,kUc,kU0,jU*,, exp (-i 2 E (2.6)
k,f
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where Amkf is the squared mass splitting mk - mf. Let's further rewrite the summation into
a more enlightening form. One sees that a and 3 are interchangeable if k = f. Also it can be
seen that the expression for the case of k < f is a complex conjugation of f < k. From these
facts, one can write
P(va -+ V13) = E UpkU.kU*a + 2 1 Re [UkUcekl'3eUc* exp (i E (2.7)
k=f k> L
Using Euler's formula and an identity for multiplication of complex numbers, one obtains
P(v- -> v13) = S UkUakUae Je + 2 1 Re [7 &kUakleUe
k=f k>t
Am 2 L
-4 5 Re [UjkUakU,3U-4] sin 2  4E
k>4
Am 2 L
+2 E Im [Ur7UakUflUe] sin 2 (2.8)
k>f
The first two terms can be simplified to 6c, because it is the probability of observing uo at
L = 0. This is true only if U is a unitary rotation matrix, meaning there is an assumption that
the oscillation phenomenon can be described by only three eigenstates. Under this assumption,
one gets
P(v. -> v,) = 6..
Amn2 L-4 'S7 Re'"* uu 2 A  W
-"UkakUgfU*,,,] sin 4Ek>f
Ami 2 L
+2 Im * 2 (2.9)S [UfkUaklUeUae] sin.2
k>f
The final expression suggests a useful identity: P(v, -- vf; U) = P(vf -+ vQ; U*). CPT
invariance ensures P(v, --> vo) = P(i3 -> P.). Accordingly, for the F, oscillation probability,
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one finds
P(Oa -+ ip) = 60
-4 Re [l(&UokiaiU%] sins k
k~f 4E
Amni L
-2 [ I (U AkUP.U*J] sin (2.10)
k>(
Both Eq. 2.9 and 2.10 show that the probability oscillates as a function of L/E. For a neutrino
with energy E, it suggests that its flavor state oscillates as the neutrino travels in space. The
phenomenon is called, therefore, "neutrino oscillation."
With these equations, the experimentalists' task is clear: pursue measurements to test these
equations, and, if demonstrated, extract the mixing parameters and squared-mass splittings.
For this, the experimentalists can tune the value of L/E and select the weak eigenstates a
and f through appropriate beam and experimental design choices. A brief history of successful
measurements in pursuit of neutrino oscillations is provided in section 2.2.3.
In the derivation of Eq. 2.9 and 2.10, two major assumptions are made: all mass eigenstates
share the same momentum, and both jp and L are treated as if they have single values. A
more rigorous derivation can be done using a wave packet rather than a simple plane wave
solution. This is shown in Ref. [23], and it essentially obtains the same result as what is shown
above. A third aspect of our derivation is that it omits the presence of a possible complex
Majorana phase factor which comes from an additional diagonal matrix element that should
be multiplied in Eq. 2.1. This phase factor, even if it is present, does not affect the oscillation
probability expression, and hence it is omitted. Thus, while our appraoch to the derivation has
been greatly simplified, the overall conclusion is valid.
2.2.1 Survival Probability of V. from Nuclear Rectors
As described later in this manuscript, the focus of this thesis is a measurement of the mixing
angle 613 through an observation of Pe disappearance in the flux originating from a nuclear
reactor core. For this reason, the C1 survival probability expression is useful. We derive this
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here for later reference. From Eq. 2.10 and 2.2, one obtains
1N22 AM2LP(Pe -i e) = 1 - sin 2 (2913) sin 2  32
JUe 2 12 + Uel 12 4E
JMe22 . . 3m1i
+ (1 1- 2 + Ueil2) sin2 (2013) sin 2 (
- cos 2 013 sin 2 (2912) sin 2  4E (2.11)
2.2.2 Two-Flavor Oscillation Model
Under certain conditions, the generic oscillation probability expression derived above can be
further simplified into an expression that involves mixing of only two mass generations. This
simplification is possible when either of two following cases is applicable: (1) one of the mixing
angles involved in the relevant weak eigenstates is very small, or (2) one of the three squared-
mass splittings is much smaller than the other two (i.e. Am 2 ((AM 2 ), and the experiment's
L/E is optimized to the larger squared-mass splitting. In the first case, a small mixing angle
implies sin 9smal ~ 0 and cos 9 smau ~ 1. In the second case, sin 2 6m 2 L = 0.
If one of the three mixing angle is very small, and hence only two flavors participate in the
oscillation, one can write a very simple 2 x 2 unitary rotation matrix
(cos 0 sinO) (2.12)
-sin0 cos0
The corresponding oscillation probability expression becomes as simple as
P(va -> VO) = Ja, + (-1)60 sin 2(20a) sin 2( Am 2L (2.13)4E
In the second case, assuming 6m2i((Am$2 - Am 1 - AM 2 , an experiment with AM 2L/4E o
0(1) sees the following oscillation probability
P(v, - vo) = 1 - 4UQa312 (1 - lUa3 2) sin2(AML) (2.14)4E
34
2 _M2LP(v ---+ v; a 7 #)= 4 U,3M3 sin ( 4E ) (2.15)
2.2.3 Measurement of Mixing Angles
The first observation which revealed neutrino flavor change was done by Ray Davis et al. in
1965. They performed a measurement of the neutrino flux originating from the Sun's internal
fusion reactions and found a deficit from the predicted flux from the standard solar model by
John Bahcall et al. [17]. This observation has been reproduced by multiple other experiments,
including Sudbury Neutrino Observatory (SNO) [24, 25, 6], and is understood today as neutrino
oscillations modified by "matter effects" [26] that arise from the high electron density of the
sun. Detailed discussion about matter effects and neutrino oscillation is not included in this
thesis as this has a negligible effect on the current 013 measurement, but readers may see details
in Ref. [27, 28]. Although the solar environment leads to a much more complex phenomenology
for neutrino flavor change, the measured solar parameters should also be manifested in the
simple oscillation phenomena we have derived above. This connection was demonstrated by
the KamLAND reactor-based experiment [8]. This was an important sequence of events in
that it demonstrates that our new beyond-SM theory is capable of making predictions-the
solar parameters could be used to predict parameters measured in KamLAND. This motivates
continued effort to quantify all of the mixing parameters in Eq. 2.1 so that further tests can be
made.
The first component of the PMNS matrix in Eq. 2.1 has been measured by the Super
Kamiokande (SK) and MINOS experiments through an observation of v,, disappearance prob-
ability. SK employs a 50-kiloton water Cherenkov detector in the underground mine with 2700
meter-water-equivalent (m.w.e.) overburden to detect v,, produced from a shower of cosmic
rays. In particular, muons, pions, and kaons produced by cosmic-ray interactions decay to
produce v,. A simple survival probability formula
P(v, - v,) = 1 - sin 2 (2 0atm) sin 2 ( mL (2.16)
is used where Oatm - 023 and Amntm ~ m Am3 1. Obtained results are sin2 (20atm) > 0.82
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Figure 2-1: Atmospheric (black) and MINOS (blue) result. The combined result is shown in
the red-shaded region for normal hierarchy at 90 % C.L. (dashed) and 3- (solid) [5].
and 5 x 10-4 < JAMit < 6 x 10- 3 eV 2 at 90 % confidence level (C.L.) [18]. The MINOS
experiment is a long-baseline accelerator experiment that uses a proton beam impinging on
a fixed target to generate a high-purity v,, beam through charged pion and muon decay in
flight. MINOS employs near and far detectors to compare an unoscillated flux from the near
detector with the oscillated flux measured by the far detector. MINOS results are Amtml =
2.32+012 x 10-3eV 2 and sin 2 0 atm > 0.90 at 90 % C.L., which is in a good agreement with the
SK results [19]. The combined allowed region of atmospheric and MINOS experiments is shown
in Fig. 2-1 taken from Ref. [5].
The third component of the PMNS matrix was precisely measured by the reactor phase
of KamLAND and combined fits with SNO [6] and solar neutrinos measurements [7], as men-
tioned above. KamLAND is a kiloton spherical liquid scintillator detector sensitive to neutri-
nos from the Sun, the earth's internal crust, and numbers of nuclear reactors in Japan. In
the measurement of Fe from nuclear reactors, the flux-weighted average distance to all nu-
clear reactors in Japan is about 180 km. The site is the same as the SK experiment, and
hence comes with 2700 m.w.e. overburden. It uses an inverse beta decay (IBD) interaction,
le + p -* e+ + n, to identify a signal by a two-fold coincidence of e+ and neutron events.
36
A
- - 4y
-- :3a
- 2a
--------- --
KamLAND
95% C.L.
99% C.L
99.73% C.L.
0 best fit
Solar
.95% C.L.
99% C.L.
- 99.73% C.L.
* best fit
I I I I II 1 I1 1 1 1 1 1
10nI I
tan2o1
II
b I I .1 *'ftali
10 20 30 40
AX2
Figure 2-2: Allowed region for neutrino oscillation parameters
trino experiments [6, 7]. The figure is taken from Ref. [8].
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Figure 2-3: L/E oscillation pattern of 0, flux from nuclear reactors in Japan, taken from Ref. [8].
This measurement by KamLAND is that of a long-baseline reactor-based experiment, and is
sensitive to 012 and Am i. They measured Ami 7.58+8I4(stat.)_i%1syst. x 10 5 eV 2 and
tan2 612 = 0. 568 7 (stat.)0-_f(syst.) [8]. The combined fit result with solar neutrino measure-
ments is shown in Fig. 2-2. KamLAND was able to show a beautiful oscillation shape as a
function of L/E as shown in Fig. 2-3.
2.3 Measurement of 013
The last mixing parameter, 613, in the middle of the PMNS matrix in Eq. 2.2, has not been mea-
sured until very recently. While other mixing angles are found to be relatively large and hence
can be measured and known well, this mixing angle is found to be small. The upper bound on
this angle was long held by the CHOOZ [20] and Palo Verde [21] short-baseline reactor experi-
ments. The measurement of 613 is particularly important since a non-zero value gives rise to the
possibility of measuring the CP-violating phase, 6, in the future. Two experimental approaches
have been explored for the measurement of 613. The first is long-baseline accelerator-based ex-
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periments, such as the MINOS and T2K experiments. Another is short-baseline reactor-based
experiments, such as Daya Bay, RENO, and Double CHOOZ.
2.3.1 Past Short-Baseline Reactor Experiments
From February to July 1998, the CHOOZ experiment took place in the Chooz reactor complex,
in the same location where the Double CHOOZ experiment is now taking place. It employed
a single liquid scintillator detector to measure the oscillated 0e flux from the CHOOZ reac-
tor core [20]. The signal detection channel was a two-fold coincidence of an IBD interaction
with delayed neutron capture on gadolinium (Gd) in the liquid scintillator doped with a Gd
compound. A neutron capture on Gd isotopes produces multiple gamma rays which have an
energy sum of about ~ 8 MeV, well above natural radioactive backgrounds. While this helps
to identify the signal against backgrounds very well, at the time of the CHOOZ experiment,
dissolving Gd chemical compounds in liquid scintillator was not trivial. As a result, the exper-
iment suffered from degrading optical property of the scintillator over time. This resulted in a
very short lifetime for the experiment. In addition, for a large part of the detector live-time,
the Chooz reactor core was shut down. While this helped the experiment to accumulate a lot
of data for background study, the signal data statistics remained low. The CHOOZ experiment
result excluded the Fl disappearance at 90 % confidence level [20].
The Palo Verde experiment used Gd-doped liquid scintillator in a segmented detector design
to observe a disappearance of 0, from the Palo Verde Nuclear Generating Station. For details,
see Ref. [21]. The experiment ran from 1998 to 2000, and the final result also excluded the
oscillation scenario at 90 % confidence level [21].
Given a small or possibly null value of 013, both experiments suffered greatly from systematic
uncertainties, particularly from detector-related uncertainties and an error in the flux predic-
tion. As described later, the modern reactor experiments use a design that greatly improves
on these systematic uncertainties for their measurements of 013.
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2.3.2 Hints From Long-Baseline Accelerator Experiments
More recent knowledge about the 013 value comes from the MINOS and T2K experiments.
These long-baseline (that is, large L/E) accelerator-based experiments search for Ve appear-
ance in a v, beam. These experiments are somewhat complicated because the analysis requires
fits to multiple fundamental parameters. Through v,, -* ve, they are sensitive to matter effects
due to forward electron scattering along the long path that the neutrinos travel. The sign of
the matter effect is different for a "normal hierarchy," where the small mass splitting is at the
lowest absolute mass offset, and the "inverted hierarchy," where the small mass splitting has
a higher absolute mass offset than the large mass splitting. These experiments are also sensi-
tive to the CP-violating parameter 6. The data must be fit with these additional parameters
simultaneously with 913
Although the main goal of the MINOS experiment, as described above, was a measurement
of 923 and Am23, they have also analyzed the probability of v, - v, oscillation, which is sensitive
to 013. In 2011, MINOS published a combined 923 and 913 measurement, 2 sin 2 923 sin 2 (20 13) =
* 10.01 (0.079+0.071) for the normal (inverted) hierarchy at 6 = 0. The result rejects the
null 913 hypothesis at 89 % C.L. [14]. The MINOS experiment has formally ended, although a
future experiment, MINOS+ will begin soon.
The T2K experiment in Japan also uses protons to produce a v,, beam, but is designed
with the primary purpose of measuring 913 and CP-violating phase 6. Shortly after the MINOS
result, the T2K result of 0.03(0.04) < sin 2 (20 1 3) < 0.28(0.34) at 90 % C.L. for the normal
(inverted) mass hierarchy at 6 = 0 [13] was published. Both T2K and MINOS results were
exciting because they provide a hint for a non-zero 913 value for the first time, although neither
of them is yet sensitive enough to deliver a discovery. The T2K experiment continues to
accumulate more data and its sensitivity will increase in the future.
2.3.3 Recent Results From Short-Baseline Reactor Experiments
A number of short-baseline reactor-based experiments have been proposed, and three of them
have been built in the world: Double CHOOZ in France, Daya Bay in China, and RENO in
South Korea. These experiments share a similar detector design, and the Double CHOOZ
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detailed design is described in Sec. 3.2. They all use Gd-doped liquid scintillator with a greatly
improved stability of optical properties compared to the CHOOZ experiment. Also, given a hint
of a very small or null value for 0 13 , these experiments are designed to improve the sensitivity
from the CHOOZ experiment by employing identical detectors at two locations, the near and
far, to measure oscillated and unoscillated 0, flux from the nearby reactor cores. The expected
sensitivity of these experiments is on the order of sin2 (2013) ~ O(10-2) [29].
The advantage of reactor-based experiments is that the measurement of 013 from reactor-
based experiments does not require a knowledge of the CP-violating phase 6, and hence their
results help to constrain 6 when combined with the accelerator-based experiments introduced
previously. Also, due to the short baseline (- 1 km), the mass hierarchy does not affect the
interpretation of the measurement.
Despite a very similar detector design among them, it is worth noting that there are differ-
ences among the currently running reactor-based experiments. First of all, the near detector
to measure an unoscillated flux is not yet running in Double CHOOZ. The results from Double
CHOOZ, therefore, are based on data only from the far detector, which measures an oscillated
flux. The experiment compares the measured flux with a prediction that is a combination of
reactor core simulation and a measurement by the Bugey-4 experiment on the 0e flux at very
short distance. This results in a larger systematic uncertainty in the 013 measurement compared
to Daya Bay and RENO, as they have both the near and far detectors under operation.
Another difference between Double CHOOZ and the other two experiments is an extrac-
tion method of 013 from the prediction. Daya Bay and RENO so far perform the rate-only
measurement, which simply compares the number of Fl, event candidates observed to the pre-
diction. Double CHOOZ, on the other hand, performs a combined rate+shape measurement.
This method uses the shape information of a e- energy spectrum from an IBD interaction,
which is close to an interacting C1e energy spectrum. Together with the background rate and
energy spectrum prediction, rate+shape analysis is believed to provide a better understanding
of backgrounds.
The first measurement of 913 was from the Double CHOOZ experiment, and was presented
in November 2011 at the LowNU conference in South Korea, followed by a publication in
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Figure 2-4: Allowed region of sin 2 (26 13 ) - 6 parameter space for T2K, MINOS, DC, Daya Bay
(DB), and RENO combined fit from Ref. [9]. The left figure is normal and the right figure is
for an inverted hierarchy.
early 2012 with the value sin 2 (20 13)= 0.086 ± 0.041(stat) t 0.030(syst.) [11]. This represented
another hint of a non-zero 613 value, which was in good agreement with preceding results from
MINOS and T2K. Daya Bay and RENO published their results by summer 2012 with good
agreement among all measurements [2, 3]. A null value for 613 is now excluded at more than
5 a significance level. A combined fit using the accelerator experiments, MINOS and T2K, and
the first result from all reactor experiments was found to exclude the null 013 hypothesis at 7.7a
(see Fig. 2-4). So far the most sensitive measurement held by one experiment is from the Daya
Bay result in October 2012 with the value of sin 2 (2613 ) = 0.089 ± 0.010 (stat.) ± 0.005 (syst.).
A summary of all measurements is shown in Fig. 3-3.
2.3.4 Future Prospects for Double CHOOZ
The Double CHOOZ experiment is currently finishing construction of the near detector while
accumulating more statistics with the far detector. The current goal in the standard analysis
procedure is to reduce the statistical uncertainty in the analysis.
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In parallel, the experiment sought the possibility of another detection channel: an identifi-
cation of an IBD interaction using delayed neutron capture on hydrogen. As described in more
detail in later sections, this new method has several attractive features. First of all, it provides
a data sample statistically independent from those used in the standard assessment. A result
obtained from this analysis, therefore, serves as a nice cross-check of the already published
result. Secondly, with the Double CHOOZ detector, this detection channel provides double the
signal statistics of the standard method. The author of this thesis made a leading contribution
to the development of this analysis method, which is the focus of this manuscript.
The near future prospect of the experiment is a combined analysis of 013 the main method,
which uses neutron capture on Gd isotopes, and the new approach, which uses neutron capture
on hydrogen. The study reported in this document proved the feasibility of the new approach,
and the collaboration is currently working to improve the developed method and to combine it
with the standard analysis result to improve the sensitivity of the 913 measurement.
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Chapter 3
Double CHOOZ Experiment
3.1 Goal of the Double CHOOZ Experiment
The Double CHOOZ experiment takes place inside the Chooz reactor complex in Ardenne
(Fig. 3-1), France. The experiment measures the small mixing angle 013 from the disappearance
of 0e produced by a fission process in the reactor cores. The preceding CHOOZ experiment
took place at the same site, and long held the upper limit on the value of 913 [20]. The Double
CHOOZ detector design is greatly improved to achieve a higher sensitivity to this small mixing
angle.
3.1.1 Two Detectors Concept
The Chooz plant operates two pressurized water reactors (PWR), B1 and B2, each with 4.25
giga-watt thermal power (GWth). A nuclear fission process involves multiple beta decays which
emit 'C. The reactor cores, therefore, are isotropic sources of C/e. More details about the reactors
are found in chapter 8. Emitted Fes travel in space following the survival probability
P(C/e -e) = 1 -sin 2 2013 sin 2 1.267Am2i[eV2] E[Ge] + small terms (3.1)
where the small terms are neglected. The value of Am2i = 2.32 x 10-3eV 2 is used based on the
result of the MINOS experiment [30]. For Fle with energy of 3 MeV, the oscillation probability
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Figure 3-1: The Chooz reactor complex in Ardennes, France
reaches its first maximum at L=1.6 km. The expected number of signals, Nexp, at the detector
can be expressed as
B1,B2
Nexp(t, Eo,) = N.d 4wL -e(t, Epe)-(Eoe) (3.2)
Reactor
where Ntarget, 6, L, #'c, - are the number of targets in the detector, detection efficiency, distance
to the reactor core, C1, flux, and an interaction cross section as a function of time and Pe energy
in respective order.
In order to measure the disappearance of Fe with high precision, the experiment plans
to employ two detectors: the near and the far detectors. The near detector is going to be
located close to the reactor cores to measure an unoscillated Oe flux. The far detector is located
at the first maximum of the oscillation probability, and hence is optimized to observe the
disappearance of 0e flux. Both detectors take measurements underground in order to suppress
cosmogenic backgrounds. The description of these detector sites is summarized in Tab. 3.1.
The two detectors share as much identical design and materials as possible. A comparison
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Ditance to Bi Distance to B2 Overburden
Far 1114.6 t 0.1 m 997.9 ± 0.1 m 300 m.w.e.
Near 465 m 351 m 120 m.w.e.
Table 3.1: Location of the Double CHOOZ near and far detectors. Values for the near detector
will be measured once the installation is finished.
of 1e flux at the near and far site with an identical target cancels a systematic uncertainty on
# and a, and minimizes that of Np and E in Eq. 3.2. This comparison technique improves the
experiment's sensitivity to the value of 913 greatly compared to a single-detector design. Since
two detectors cannot be completely identical, however, trivially a residual difference between
the two detectors remains as a systematic uncertainty.
Single-Detector Phase
Double CHOOZ finished the installation and commissioning of the far detector in April 2011
and started data taking. The most recent publication is based on data accumulated up to
March 15th, 2012, from the far detector only [1]. The near detector is expected to start data
taking in the middle of 2014. Until the near detector comes online, the analysis compares the
observed C1, flux at the far detector to an expected 0, flux from a dedicated Monte Carlo (MC)
simulation (see chapter 8) to quantify a disappearance from the expectation. This method is
dominated by systematic uncertainty coming from the flux prediction, and hence affects the
sensitivity to the 013 measurement. The measured value of 613, however, is found to be large
enough for the current sensitivity of the single detector assessment [1]. This allows Double
CHOOZ to measure the value of 013 by the analysis with the far detector only.
3.1.2 Experiment Signal
The signal detection channel in this experiment is an IBD interaction,
Pe + p - e+ + n. (3.3)
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The detector fiducial volume contains a proton-rich liquid scintillator which serves as a target
for P, and a detection medium for IBD interactions. The IBD signal is identified by a two-
fold coincidence signal of e+ annihilation with e- followed by a delayed gamma emission from
a neutron capture. A search for a coincidence signature effectively suppresses the natural
radioactive background, and it has been used in many experiments since the first detection of
C1 by Reines and Cowan [31].
The energy of the prompt event from a coincidence pair carries the energy Eprompt = Ee+ +me
where Ee+ is the energy of a positron and me is an electron mass. The interaction threshold
can be computed from 4-momentum algebra,
(ma + me) 2 - 2
Ethres + 1.813 MeV. (3.4)
"" 2mP
In the lab frame, the original 0e energy above E re" can be expressed as
m2 - m2 _ m 2 + 2Ee+m
EFe- = n P e 2_M (3.5)
2mP - 2Ee+ + 2 cos E 2 - m2 (3.5)
where mn, mP, 0 are the neutron mass, proton mass, and angle of the e+ momentum with
respect to the ie momentum. In the first order approximation, Ee+/mp ~ 0(10-2) because Ee+
is below Ep, from energy conservation law, and Epe is typically below 10 MeV as P, is produced
in nuclear beta decays. This allows a simple approximation,
Eie =Eprompt + 0.8 MeV. (3.6)
Consequently, the shape of Eprompt is the same as Eo, with a constant shift of 0.8 MeV and
a convolution of the detector effect. The Eprompt shape information is, therefore, useful to
identify C1 from the backgrounds with a different prompt energy shape. An expected Pe energy
spectrum is a convolution of the original P, energy spectrum from nuclear decays and an IBD
cross section as a function of energy (see Eq. 3.2). An example spectrum shape is shown in
Fig. 3-2.
In Double CHOOZ, 613 is measured in three ways: (1) the rate-only analysis uses the total
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Figure 3-2: A simulated energy spectrum shape of 0, which is produced from a 2 35 U fission
chain and undergoes an IBD interaction (blue). An IBD interaction cross section as a function
of energy (red-dashed) shown with the original energy spectrum of 0, emitted from the fission
process (black-dashed). The figure is taken from Ref. [10]
signal event statistics over energy; (2) the shape-only analysis uses the signal and predicted
background Eprompt shape difference; (3) the rate+shape analysis uses information from both
(1) and (2) to determine the best value of 613.
3.1.3 Detection of Delayed Neutron Capture
Liquid scintillators used in the detector consist of hydrogen and carbon atoms, and a thermal
neutron is primarily captured by a hydrogen nucleus in a pure liquid state. In order to enhance
a signal detection efficiency, however, the target liquid is doped with Gd isotopes, which have a
neutron capture cross section orders of magnitude higher than hydrogen. In addition, a neutron
capture on a Gd nucleus emits multiple gamma rays with total energy of T E ~ 8 MeV.
Compared to a neutron capture on a hydrogen nucleus, which emits a single gamma ray with
E ~zz_ 2.2 MeV, capture on Gd nuclei produces a very distinct signal from natural radioactive
backgrounds that arise below 4 MeV. The high-precision 013 measurement to date searches for
IBD signal using neutron capture on Gd nuclei, and is referred to as "Gd analysis" in this
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Figure 3-3: Measurements from various 013 measurements [11, 1, 12, 3, 13, 14].
document. The Gd analysis method has led to a number of successful results from the reactor-
based 613 measurements in the last year [1, 2, 3, 11, 12]. All results, including accelerator
experiments [14, 13], are found to be in a good agreement as shown in Fig. 3-3.
While the Gd analysis is used in all reactor experiments as the main analysis method, it is
possible to use neutron capture on hydrogen for signal detection. This method, referred to as
"hydrogen analysis," provides double the signal statistics with a data sample that is statistically
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independent from that of the Gd analysis. The nature of backgrounds and detector-related
systematic uncertainties are also very different from the Gd analysis. These features make the
hydrogen analysis a unique, excellent cross-check to the Gd analysis. Further, the combination
of the two analysis results may allow a better constraint on the value of 613. This manuscript
focuses on the hydrogen analysis, which is a unique attempt only made in the Double CHOOZ
experiment.
3.2 Double CHOOZ Detector
The Double CHOOZ detector consists of three sub-systems: (1) the Inner Detector (ID) for de-
tecting IBD signal; (2) and surrounding the ID is the Inner Veto (IV) for rejection of muons and
radioactive backgrounds sourced outside; (3) finally, the Outer Veto (OV) is a scintillator-strip-
based muon tracking system installed above the IV system. The overview of these components
is shown in Fig. 3-4. This section describes each detector component in detail.
3.2.1 Inner Detector (ID)
The ID system consists of three sub-volumes separated by cylindrical vessels. The innermost
volume is the Target, an acrylic vessel of 10.3 m3 with a radius of 1150 mm and a height of
2458 mm. The acrylic vessel of the Target volume has an extended cylindrical path on the top,
called the "chimney," that reaches outside the ID. The chimney is used for filling the volume
with liquid as well as for deployment of the calibration source which is described later in this
chapter.
The Target is filled with gadolinium loaded liquid scintillator (Gd-LS) which consists of
80 % n-Dodecane and 20 % Phenylxylylethane (PXE). Dissolved in the Gd-LS are two fluors,
PPO (7 g/L) and bis-MSB (20 mg/L), as the wavelength shifters, and Gd-Q-diketonate (Gd-
BDK) compound (1 g/L Gd). Primary scintillation light produced by excitation of electrons
in aromatic molecules is efficiently absorbed by PPO and re-emitted at the higher wavelength
(see Fig. 3-5. Then bis-MSB further shifts the re-emission photon from PPO into a higher
wavelength, 430 nm to 500 nm. The attenuation length of photons at this wavelength is about
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Figure 3-4: Detector overview including the ID, IV, and the OV sub-systems [1].
consists of the Target, -- catcher, and Buffer shown in the figure.
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5 m in the Gd-LS, and hence the Target is virtually transparent for these photons while they
travel toward the ID photo-detectors that are sensitive to this wavelength. Isotopes of Gd
nuclei, in particular 155Gd and 157Gd, have a very high cross section of thermal neutron capture
followed by a cascade of multiple gamma rays from a nuclear de-excitation. The emitted gamma
rays carry a summed energy of E Ej ~ 8 MeV, which makes it easy to distinguish them from
natural radioactive backgrounds at lower energy (see Fig. 7-1 in Sec. 7.1 for an energy spectrum
of natural radioactive backgrounds). The Target liquid contains about 1 g/L of Gd, and about
86 % of the neutrons in the Target are captured by Gd nuclei, while the rest of the neutrons
are typically captured on hydrogen nuclei [1]. This volume is, therefore, designed to enhance
a delayed neutron capture signal from IBD interactions inside with low natural radioactive
backgrounds.
The -- catcher is a larger acrylic cylindrical vessel with a radius of 1708 mm and a height
of 3572 mm. This volume contains the Target vessel, and it is filled with 22.3 m3 of liquid
scintillator without Gd. The -- catcher liquid consists of 66 % mineral oil (Shell Ondina909),
30 % n-Dodecane, and 4 % PXE, and is made with PPO (2 g/L) and bis-MSB (20 mg/L)
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as wavelength shifters. The main purpose of having the -y-catcher, as its name suggests, is to
efficiently convert the energy of cascade gammas from a neutron capture on Gd into scintillation
light. The different composition from the Target liquid is motivated by two reasons: (1)
to realize a uniform light yield through the Target and -catcher volumes for high photon
collection efficiency homogeneity while (2) matching the density for mechanical stability of the
acrylic vessel. Neutrons produced in the -y-catcher volume are primarily captured on hydrogen
nuclei. A combined Target and -catcher region becomes, therefore, the fiducial volume for the
hydrogen 013 analysis.
Outside the -y-catcher is the Buffer with a radius of 2758 mm and a height of 5675 mm.
The Buffer tank is made of a low-activity stainless steel with a constraint of 15 mBq/kg[29],
and is filled with 98 m3 of non-scintillating, transparent liquid mixture of 46.5 % n-alkanes
(Cobersol C70) and mineral oil (Shell Ondina917). On the inner wall of the Buffer tank, 390
low-activity Hamamatsu R7081 10-inch photo-multiplier tubes (PMT) are installed [32]. The
high voltage is applied such that the gain of the PMTs is set approximately to 107. Scintillation
light produced in the Target and y-catcher region is detected by these ID PMTs. The Buffer
region, as its name suggests, shields the liquid scintillator region away from the radioactive
backgrounds that are sourced from the Buffer tank and PMT materials. The stainless-steel
tank optically isolates the inside from the external world. The Target, 7-catcher, and the
Buffer constitute one Pe detector, the ID.
3.2.2 Inner Muon Veto System (IV)
The IV is a cylindrical steel-made tank and contains the Buffer tank. It is filled with 87 m3 of
liquid scintillator consisting of 50 % linear alkyl benzene (LAB) and 50 % n-alkanes (Cobersol
C70). PPO (2 g/L) and bis-MSB (20 mg/L) are dissolved in it as wavelength shifters. There
are 78 Hamamatsu R1408 8-inch PMTs to detect scintillation light. The volume serves as a
cosmic muon veto as well as a shield toward fast neutrons sourced from outside. Outside the
tank is a 15 cm thick demagnetized steel shield to suppress external gamma rays.
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3.2.3 Outer Muon Veto System (OV)
The Outer Veto (OV) system consists of multi-layer scintillator strips in order to perform a
precise muon track reconstruction. Modules of 64 strips cover the top of the steel shield just
outside the IV. Modules are installed such that strips are aligned along the x and y axis to
identify a crossing point of a muon and the modules. One purpose of the OV is to sample
cosmogenic events in the ID or IV with a precisely reconstructed track of the parent muon.
Also, it can be used to simply veto a stopping-muon background (see Sec. 7.4), which is a
two-fold coincidence background caused by a low-energy muon that enters the ID.
The coverage of the OV modules on the horizontal plane of the detector is not complete
as there is a space for the Target chimney to come outside. Modules cannot be installed in
this space. However, the horizontal coverage extends to the outer circumference of the IV, and
hence it can track muons that do not enter the ID or IV but pass through nearby rocks. This
is expected to give an extra handle on sampling cosmogenic backgrounds produced outside the
sensible volume. The upper layer of the OV is recently installed and it is attached to the ceiling.
Muons that go through both the upper and the lower layer are expected to be reconstructed
with great precision.
About 69 % of the DATA sample used in this analysis contains data with the lower layer
OV. The upper layer was installed in summer 2012, and it is not included in this analysis. The
OV has its own trigger system, and data is later synchronized based on timestamps in the data
processing stream. The main use of the OV data in this analysis is to veto stopping muons,
which is described in Sec. 7.4.
3.2.4 Trigger and Readout Electronics
Figure 3-6 shows the ID and IV readout system diagram. A signal waveform from the PMT is
first decoupled from the high voltage (HV) DC component along a cable approximately 40 m
long, and sent to the front-end electronics (FEE) where the signal is amplified. The FEE
outputs summed pulses to the three trigger boards (two for ID PMTs, and one for IV PMTs)
that is connected to the master trigger board. The master trigger board signals the readout
electronics to store signal information when a trigger condition in any of three slave trigger
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Figure 3-6: The readout diagram for the ID and IV electronics from the PMTs to the Data
Acquisition (DAQ) [1].
boards is satisfied. The custom CAEN-V1721 Flash Analog to Digital Converters (FADC)
continuously receive a channel-by-channel waveform from the FEEs, digitize them, and store
them in 1024 rotating ring buffers. Upon receiving a signal from the master trigger board, the
FADCs start writing the digitized waveform into a new rotating buffer, and the data acquisition
(DAQ) stores signal information in the last buffer into a binary file on the onsite computers'
disk.
Trigger System
The FEE outputs twelve groups of sixteen ID PMTs' summed pulses and one group of three ID
PMTs' to each ID trigger board. One ID trigger board, therefore, handles 195 PMT channels
evenly distributed over the detector. There are two trigger conditions for the ID trigger to be
assigned. The first is a combination of a >2 PMT group hit multiplicity and the total signal
charge exceeding the neutrino threshold. The second is a pre-scaled trigger that reads out
1/1000 of signal that has a charge sum of above ~ 200 keV approximately. The IV trigger
board receives five groups of three to six PMTs' summed pulses from the FEE. The IV trigger
threshold is set to ~ 4 MeV, which is about the end-point energy of gamma rays from natural
radioactivity. A typical ID and IV combined trigger rate during the data taking was about
130 Hz, as shown in Fig. 3-7. During regular physics data taking, the master trigger board
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generates also an external trigger at a fixed rate of 1 Hz. This trigger is used to calibrate the
baseline of a digitized waveform.
Signal Digitizer and Readout
The FADCs take amplified channel-by-channel PMT signal from the FEEs, and digitize at
the rate of 500 MHz at 256 steps of digitized unit of current (DUI). They continuously write
the digitized waveforms into rotating ring buffers. When FADCs receive a trigger signal, they
changes to a new, initialized buffer while the DAQ reads out stored waveform from the last
buffer. Whether the trigger signal is issued from the ID or IV trigger board, all of the ID and
IV PMT waveforms are stored. The FADCs are configured to set the baseline at 210 DUI and
a pulse start time of around ~ 100 ns for events recognized by ID trigger boards. A typical
single photo-electron (SPE) waveform has an amplitude of 6 DUI. Figure 3-8 shows an example
SPE-like digitized waveform from physics data taking and a large amplitude waveform from a
muon-like event.
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Figure 3-8: Left: a single photo-electron-like waveform from physics data. Right: a large
amplitude waveform from a muon-like event. The digitization is done at 500 MHz.
Trigger Efficiency and Readout Dead Time
The trigger threshold is determined by counting the number of pre-scaled triggers that pass
the neutrino threshold. Figure 3-9 shows the trigger efficiency curve. The trigger efficiency is
100 % with a negligible error at 0.7 MeV, which is the neutrino analysis energy threshold (see
Sec. 5.3.1). There exists 16 ns dead time after each trigger due to the DAQ readout. Given the
average trigger rate of 125 Hz, this corresponds to 2 ppm fraction of the dead time, which is a
negligible correction to the detector live-time, and hence not included in the neutrino analysis.
3.2.5 Measurement of the Number of Protons
The number of protons in the Target is measured with high precision based on the liquid
weight measurement during the detector filling phase and hydrocarbon fraction measurement.
The uncertainty is determined to be 0.3 % [1].
For the -y-catcher volume, on the other hand, a dedicated weight measurement is not avail-
able as the region was not initially planned to be used for 613 analysis. Instead, an acrylic vessel
geometry survey is used to estimate the volume, and the weight is estimated in combination
with the mass density measurement of the 'y-catcher liquid. This method carries 0.3 % system-
atic uncertainty. A hydrocarbon fraction measurement carries a larger systematic uncertainty
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Figure 3-9: Trigger efficiency
energy, see Sec. 4.3).
curve as a function of visible energy (for the definition of visible
Subvolume # Protons MC corr. [%]
Target Liquid 6.747. 1029 t 0.3%
GC Liquid 1.582. 1030 ± 1.0%
Buffer Liquid 6.799. 1030 ± 1.0% -
Target Tank 2.08. 1028 ± 23% 39%
GC Tank 6.96. 1028 ± 3% -
Table 3.2: A summary of number
with the MC correction factors
of protons estimations in each detector sub-volumes shown
of 1 % compared to the Target liquid. Combining these independent components, the system-
atic uncertainty on the number of target protons in the -y-catcher volume is estimated to be
1.04 %.
Table 3.2 summarizes the number of protons in Target, i-catcher, and also other sub-
volumes such as acrylic vessels and Buffer liquid. There is an MC correction factor only for the
Target tank, and this is due to a simplified geometry implementation in the MC framework.
Though the relative correction is as large as 39 %, this does not make a significant contribution
to the overall correction as the number of protons in the Target tank geometry is much smaller
compared to the LS volume.
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3.3 Calibration
The detector calibration is important to achieve a small systematic uncertainty on the measure-
ment of 013. This section briefly describes the calibration sub-systems used to better understand
the Double CHOOZ far detector.
3.3.1 Calibration Sub-systems
LED Calibration System
The ID is equipped with the Inner Detector Light Injection (IDLI) system. IDLI is an LED fiber,
installed at different positions on the inner Buffer wall, that generates light pulses illuminating
the PMTs at multiple wavelengths (385, 425 and 470 nm) [1]. A long-wavelength LED pulse,
for which the liquids are transparent, is used to calibrate the PMT timings. A high intensity
short-wavelength LED pulse is used to generate scintillation light for gain calibration. Details
of the usage of these light injection systems are described along with calibration methods in
following sections.
Source Deployment System
In addition to the light injection systems, there are two running calibration devices, the Z-Axis
and Guide-Tube. These systems can deploy a radioactive source whose properties are very well
known, and allow a detailed study of the detector response. A toy drawing of these systems
is shown in Fig. 3-10. Deployed radioactive sources are summarized in Tab. 3.3. The analysis
described in chapter 4 and 6 uses data taken with these calibration sources/devices.
Z-Axis Calibration System
Z-Axis is a simple, automated "fish-line" system which can be used to deploy a calibration
source along the vertical axis inside the Target vessel. The source is attached at the end of the
wire along with a weight, and lowered by a micro-step motor which unwinds a spool of wire
at the other end. The motor and the wire spool are installed inside the Glove Box, which sits
above the OV (see Fig. 3-4). The inside of the Glove Box is flushed by nitrogen gas to keep
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Figure 3-10: A toy drawing of Z-Axis and Guide-Tube. The Guide-Tube runs from the Chimney
along the Target wall down to the equator, then comes back along the -y-catcher wall. Z-Axis is
a simple fish-line which can move a radioactive source along the vertical axis inside the Target
Table 3.3: A summary of deployed calibration sources. 68Ge goes through an electron capture
to emit two 0.511 keV gamma rays. The energy of 2 52 Cf is a summed energy of gamma ray(s)
from a delayed neutron capture only. The prompt events include multiple gamma rays and
neutrons from the fission process.
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Equator
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Source Activity Detected Radiation Detected Energy (MeV)
137 Cs 0.66
6 8 Ge 1.022
60 Co 2.51
252Cf n, y 2.22 and 7.94
y-Cafther 
I
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the radio-purity of the detector, and it is also optically isolated from the outside during the
calibration source deployment. Data taken with this calibration source is primarily used for
the Target volume calibration.
Guide-Tube Calibration System
Guide-Tube runs a small capsule with a radioactive source inside through a stainless-steel tube
that is installed along the Target wall to the -y-catcher wall. The end of the Guide-Tube comes
outside along the chimney and is located just next to the Glove Box. The source capsule is
attached at the end of a stainless-steel wire, and the length of the wire is controlled by a micro-
step motor from the end of the tube. Figure 3-10 shows that the Guide-Tube can deploy a
source along the Target wall, -- catcher wall, and also in the middle of 'y-catcher volume along
the equator. This greatly helps to understand the detector response for physics events in the
-- catcher.
3.3.2 ID Photo-Multiplier Tube Gain and Timing Calibration
The most basic, and yet very important part of the calibration is the gain and timing calibration
of ID PMTs. The former is a conversion factor to obtain the original number of photo-electrons
produced at a photocathode from the integrated electronic charge in the waveform. The timing
calibration is to correct a slight offset of hit timing among different PMTs. In order to inspect
these features of PMTs, reconstructed pulse information from software called RecoPulse is
used. Details about RecoPulse can be found in Sec. 4.1.
Timing Calibration
PMT timing calibration is to correct for time-offsets in the PMT readout electronics using
IDLI data taken with a long-wavelength light pulse. At this wavelength, photons do not excite
scintillator liquids, and they are are directly detected by ID PMT photocathodes. There are 8
IDLI light emission points used in this calibration, and the analysis uses PMTs on the other
side of the detector from the emitting LED position. For each of the PMTs, an external trigger
signal start time is subtracted from a reconstructed pulse time and plotted against the distance
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Figure 3-11: Example plot of PMT time-offset calibration using the ID Light Injection (IDLI)
system. Each data point represents a PMT installed in the opposite side of the Buffer wall
from the light source. The vertical axis shows a reconstructed pulse timing after subtraction
of a reference time from the external trigger signal. The horizontal axis shows the distance
between each PMT and the light source.
of each PMT from the light source. Figure 3-11 is an example of data points from one LED
installed on the top of the Buffer tank. The data points should follow a function of a straight
line with an offset. The offset comes from the reference signal. Each PMT is corrected for a
time-offset which is the vertical distance from a data point to the fitted straight line.
Gain Calibration
The PMT gain calibration is performed on the RecoPulse output charge information. The
first step is to find a SPE gain. This is done by analyzing channel-wise pulse charge distribution
in the normal physics data. Figure 3-12 shows an example from one of the ID PMTs installed
in the middle of the sidewall of the Buffer tank. The charge spectrum in Fig. 3-12, Q(x), is
interpreted by the following function form,
- 0 - 1 (x - - QSPE ) 2 (Q(x) = exp - 22 ,(3.7)Q(X -E n av'2-7 rn 2no-2
n=~1 ' _-
Pisson Gaussian
which is a convolution of Poisson and Gaussian functions. The Poisson distribution is to
account for Poisson statistics of electron multiplication in the dynode chain of the PMT, while
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Figure 3-12: Single photo-electron (SPE) distribution from PMT 180, one of the ID PMTs in-
stalled in the middle of the Buffer side-wall. The horizontal axis shows the integrated electronic
charge from reconstructed pulses. The red line shows a fitted spectrum defined in Eq. 3.7.
the Gaussian is the core function to locate the peak and resolution of the SPE spectrum. The
SPE gain, gSPE, is obtained by fitting this model to a low-energy physics data sample below
~ 1 MeV. The red line in Fig. 3-12 shows the fit performed up to the second order of Eq. 3.7, and
shows a good agreement between the model and data. The lower range of the data spectrum is
distorted by a threshold effect in the pulse reconstruction, and hence is not used for the fit. The
first and second order of Eq. 3.7 are found to be sufficient to fit the low energy data sample.
The SPE gain is affected, however, by an inefficiency coming from the electronics and charge
reconstruction algorithms. For multi-photo-electron (MPE) signals, therefore, the gain does not
simply scale as number of photo-electrons times the SPE gain. The variance of the MPE signal
is assumed to be described by the following,
2 or2 2 2(38
'MPE Poisson + OSPE + 7Background + .. '
For a large charge signal at the MPE level, the Poisson fluctuation can be assumed to be
Gaussian like. That is a' should follow g2EN where gMPE is MPE gain and N is average
number of photo-electrons. As described previously, SPE variance should follow a Gaussian
distribution. Therefore, SPE ~~ g2PN. Introducing an approximation factor a such that
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Figure 3-13: Example ID PMT gain extracted from the IDLI data points. The gain variation
at low charge due to SPE inefficiency can be seen [1].
oisson N one concludes
SMPE 1
9MPE = 2 (3.9)QMPE 1 + 2
The IDLI calibration system is used to generate a MPE signal by generating high-intensity
light at a low-wavelength which excites the liqud scintillator. The light intensity is varied at
several steps to study MPE gain at different light levels.
Figure 3-13 shows an example gain calibration from one PMT using the IDLI system with
varied light intensity. As described above, the low charge signal (i.e., SPE region) has a gain
that is different from high charge region (i.e., MPE region). The MPE gain is extracted from
the region above 200 digitized unit of charge (DUQ) where the gain is constant by fitting a
constant. The parameter a in Eq. 3.9 is determined by matching the MPE gain and a linearly
extrapolated line to the SPE gain, extracted from a normal physics data, from 200 DUQ. It
is found that the IDLI data points in Fig. 3-13 appear nearby this extrapolated line, although
it does not fit perfectly. The remaining discrepancy of the actual gain and this extrapolation
method is taken into account by the energy scale systematic uncertainty (see Sec. 4.3.4).
65
66
Chapter 4
Event Reconstruction
This chapter describes how the energy and position information of an event are reconstructed
from digitized waveforms from PMTs. The first step is to reconstruct a physical pulse in the
waveform to obtain an electric charge and hit timing information from each PMT. The next step
is to obtain spatial information, which splits into two parallel processes: a vertex reconstruction
and a track reconstruction. For all events, a point-like event vertex reconstruction is applied.
In addition, a track reconstruction is applied for high-energy events such as muons. In the final
step, an energy reconstruction provides the energy scale, taking account of vertex dependency
and the time stability of the detector response.
4.1 Low-Level Waveform Reconstruction
Pulse Reconstruction
The electric charge and the timing of the physical pulse in the PMTs' waveform is obtained
from pulse information reconstructed by software called RecoPulse. RecoPulse takes three
steps for pulse reconstruction: (1) waveform baseline pedestal analysis; (2) timing analysis of
a pulse in waveform; (3) charge analysis by integrating a pulse.
For a given waveform, a baseline analysis is performed to find a mean and RMS of a
baseline pedestal using the first eight time samples, which correspond to the first 16 ns. The
mean is expected to be found around 210 DUI, as it is a configuration of FADCs, with the
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Figure 4-1: Left: a pedestal baseline mean value estimated from 8 hours' worth of physics data.
The orange histogram shows the distribution from normal physics events while the red line
shows that for externally triggered events. Right: a pedestal baseline RMS distribution shown
in the same style as the left plot.
RMS ~~ 0.5 DUI due to a fluctuation of 1 DUI from the electronics. The pedestal analysis is
performed, by default, for each channel in each event to determine the mean and RMS to be used
for reconstructing a pulse in each waveform. This procedure fails, however, when there exists a
large fluctuation or an overall mean position shift of a baseline. The former could happen with
a dark noise or a pre-pulse, a signal caused by a photon hitting the first dynode in the PMT
instead of a photocathode. The latter could happen on several consecutive triggers after a large
signal such as a high energy muon event because of the length of time for the waveform baseline
to come back to its original position. These cases can be identified by a large RMS value of the
pedestal baseline samples. If the RMS is found to be large, RecoPulse uses a pedestal mean
estimated from the previous fixed-rate trigger, which is an ideal sample for a baseline analysis
with no presence of a physical pulse. Figure 4-1 shows the pedestal mean and RMS estimated
from normal physics events as well as externally triggered events by a fixed-rate trigger.
Once the pedestal mean and RMS are found, RecoPulse searches for a physical pulse in
waveform. There are two conditions in RecoPulse to define a pulse. The first is that the
maximum amplitude of a pulse must be larger than 1 DUI. The second is that the integrated
charge of a pulse, expressed in the unit of DUQ, must be above the threshold, Qthres. The first
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Figure 4-2: A result of applying RecoPulseto the waveform shown in the left of Fig. 3-8. The
dotted line shows the range of reconstructed waveform in time (horizontal) and the maximum
amplitude in amplitude (vertical). The shaded region on the left includes the time samples
used for pedestal analysis.
condition is to distinguish a pulse from a 1 DUI fluctuation of baseline due to electronics, and
the Qthres in the second condition is defined as shown below
Qthres = 5cped lTime Sample (4.1)
where aped is the pedestal RMS and "Time Sample" is the time width of the reconstructed
pulse. Figure 4-2 shows an example of a reconstructed pulse in the same waveform shown in
Fig. 3-8. The electronic charge of a pulse is calculated by integrating the waveform from the
pedestal mean within the pulse time width.
4.2 Vertex and Track Reconstruction
The localized position information of an event is a very important piece of information to un-
derstand the physics nature. Double CHOOZ employs multiple point-like vertex reconstruction
and continuum track reconstruction algorithms. In this section, those algorithms used in the
hydrogen and Gd analyses are described.
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4.2.1 Vertex Reconstruction
A reconstruction algorithm, called RecoBAMA, is used for a point-like ID vertex reconstruction
for all events with an ID energy deposition below 30 MeV. The RecoBAMA algorithm is based
on both a PMT charge and hit timing likelihood function. Given a certain event vertex, a PMT
charge seen by the i-th PMT can be estimated as
where q is the source light intensity, and Ec and Qj are the quantum efficiency and solid angle
of a PMT. Ai denotes the attenuation factor, and Fi denotes the PMT position vector from the
detector center. PMT hit timing can be simply estimated as
ti = to + (4.3)
Cn
where to is the event time stamp after correcting an offset of readout time, ri is the distance of
the event vertex to i-th PMT, and c, is an effective speed of light in the ID liquid.
With these parameter predictions, a likelihood function for an i-th PMT is constructed and
multiplied over all PMTs. Then MINUIT, a common minimizer package in high-energy physics, is
used to reconstruct an event by minimizing a negative log-likelihood of the combined likelihood
function. The performance of the algorithm is tuned using an MC sample, and benchmarked
against 60Co data sample. Figure 4-3 shows a reconstructed (x, y, z) position vertex of the 60 Co
source deployed at the Target center. As shown in the figure, a vertex reconstruction resolution
is about 12 to 13 cm. Any systematic error arising from RecoBAMA reconstructed vertex is
included in the energy reconstruction and detection efficiency study (Sec. 4.3 and 6.1).
4.2.2 Track Reconstruction
For events with high-energy deposition in the IV and/or ID, a muon track reconstruction al-
gorithm is applied. Muon track information is particularly useful to tag backgrounds that
originate from muons but cannot be vetoed by the 1 ms after-muon veto period. Such back-
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Figure 4-3: Left to right: x, y, and z reconstructed position vertex distribution by RecoBAMA
using calibration data with a "Co source deployed at the Target center.
grounds are expected to stay close to a muon path in the detector.
In the hydrogen analysis, two independent muon track reconstruction algorithms are em-
ployed: (1) RecoMuHamID to reconstruct muons using ID PMT information; (2) RecoJP to
reconstruct a muon track using IV PMT hit timing information. Evidently, RecoMuHamlD is
for muons that enter the ID region while RecoJP covers muons that go through only the IV
volume. Because the fiducial volume of the hydrogen analysis extends to the boundary of the
liquid scintillator and Buffer oil, RecoMuHamID must take into account muons crossing two liq-
uids with very different light properties: LS and Buffer oil. In the hydrogen analysis, RecoJP is
used as the nominal muon track reconstruction algorithm because it is expected to have a rather
uniform performance on all muons. The results from both analysis methods are cross-checked
(see Sec. 7.2).
4.3 Energy Reconstruction
Energy scale is a particularly important parameter to perform a 613 analysis, and hence the
reconstruction procedure is described in detail here. It starts from a calibrated photo-electron
scale which is described in Sec. 3.3.2.
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Figure 4-4: A photo-electron distribution of a gamma ray from a neutron capture on hydrogen.
Left is DATA taken with a 2 52 Cf neutron source while the right represents the MC, fitted by a
function defined in Eq. 4.4.
4.3.1 Energy Scale: Photo-electron to MeV Calibration
The conversion factor of the photo-electron to the MeV scale is obtained from the 2.223 MeV
line of a neutron capture on hydrogen at the center of the ID. A 252 Cf neutron source is deployed
at the Target center where light collection over PMTs is assumed to be the most uniform. A
resulting photo-electron distribution is fitted using a function,
x - 0.8972p '-\ 
__f(x) = Ntaii e-" - Erf + Npeak e- I (4.4)
where the first component describes the energy loss by Compton scattering and the second part
describes the photo-peak of a released gamma ray [33]. Figure 4-4 shows a fitted photo-electron
distribution for DATA and MC separately.
From the fit result shown in Fig. 4-4, we found 230 photo-electrons/MeV and 228 photo-
electrons/MeV as a conversion factor for DATA and MC, respectively. This provides the MeV
energy scale at the detector center.
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Figure 4-5: Energy uniformity map from spallation neutrons [1].
4.3.2 Energy Non-Uniformity Correction
An extension of the MeV energy scale to the whole detector is performed by using an energy
uniformity map created from spallation neutrons from a muon. When a muon goes through a
detector, it can produce multiple neutrons that stop and get captured by a hydrogen nucleus
in the LS. Using reconstructed vertex information, post-muon photo-electron distribution is
separated into 108 sub-volumes. Each photo-electron distribution is fitted using Eq. 4.4 to
extract the Gaussian peak position. Finally, taking a ratio of this peak value at each sub-
volume to the center of the detector, a detector map of a correction factor for the peak position
is constructed. This is shown in the left of Fig. 4-5. A similar approach is taken for the MC
sample using the 0, sample generated over the ID volume.
The systematic uncertainty of the uniformity map in the Target volume is studied using a
separate map created using a neutron capture peak on the 15'Gd nucleus [1]. Such a map is
created from spallation neutrons for the DATA and 0, sample for the MC. A relative difference
between the DATA and MC uniformity maps is quantified as 0.43 % [1].
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For the -y-catcher volume, a conservative estimate is made by taking a relative difference
between DATA and MC in the peak position of a hydrogen capture gamma ray at the edge
of the -- catcher where the difference is maximal. For both DATA and MC, 2"Cf calibration
source data is used. A source is deployed in the GuideTube at the outer-top edge of the -
catcher volume. The difference in peak positions is found to be 1.33 %, and is used for the
position uniformity uncertainty for the hydrogen analysis.
4.3.3 Time Instability Correction
Finally, there is a correction for a time variation of the detector energy response. This effect only
exists in the DATA and not in the MC, and hence is a subject to be corrected. Neutron captures
on hydrogen and Gd nuclei from spallation neutrons are used to monitor the detector stability.
In particular, the time stability obtained from 1 7Gd capture peak is used for the stability
correction. A data sample is divided into a consecutive 5-day period during the data taking.
The MeV scale with a position uniformity correction applied is fitted to extract the Gaussian
peak position. An example of the fitted spectrum for both neutron capture on hydrogen and
15
'Gd are shown in Fig. 4-6.
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Figure 4-6: A neutron capture peak for hydrogen (left) and Gd (right) nuclei from spallation
neutron data sample during the first 5 days of data taking. Extracted peak positions make up
data points in Fig. 4-7.
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Extracted peak position stability is shown in terms of a relative shift in Fig 4-7 for the both
hydrogen and 117 Gd peak. Time stability correction is defined to correct a shift from the "'Gd
stability data points. The hydrogen capture peak stability shown in Fig. 4-7 is reprocessed
with this correction factor to estimate the residual time instability to estimate a systematic
uncertainty for this correction. This is found to be 0.61 %.
50 100 150 2( 10 250 300
Days Since Apr. 13th 2011
Figure 4-7: A time stability of a relative shift in neutron capture peak energy position. Red
data points are from a neutron capture on hydrogen and blue for 117Gd. Each data point is
made from a consecutive 5 days of data taking. Error bars represent an uncertainty from the
fitting of the energy distribution.
4.3.4 Residual Energy Non-Linearity
The linearity of energy scale is not necessarily the same for DATA and MC, and hence the
difference needs to be quantified as a systematic uncertainty. This is quantified by compar-
ing DATA and MC energy peak position for various calibration sources. The lowest peak is
0.662 MeV from 1 7Cs and the highest is neutron capture on 15 7Gd, approximately 8 MeV.
This systematic uncertainty is found to be 0.85 % and is common to both Target and -- catcher
regions [1].
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4.3.5 Summary of Energy Reconstruction
Table 4.3.5 summarizes the energy scale uncertainties. Overall, the hydrogen analysis carries
Syst. Error Gd [%] hydrogen [%]
Position non-uniformity 0.43 1.33
Time instability 0.61 0.61
Energy scale non-linearity 0.85 0.85
Total 1.13 1.69
Table 4.1: Energy-scale systematic errors [1].
a larger systematic uncertainty than the Gd analysis, and this is largely due to a conservative
estimation for the position non-uniformity error. This is expected to be improved in the future
with more source calibration points in the T-catcher volume.
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Chapter 5
Signal Selection
This chapter describes the data sample used in the hydrogen analysis as well as the signal
candidate selection method. The selection method comes in two separate steps. The first step
is a pre-selection of physics events, and is described in Sec 5.2. The second step is a coincidence
event search to extract the IBD candidates, described in Sec. 5.3. Finally Sec. 5.4 presents the
summary of the selected IBD candidates.
5.1 Analysis Data Sample
The data sample used in this analysis had been collected by the Double CHOOZ far detector
from April 13th 2011 to March 15th 2012. It contains 251.27 days of cumulative DAQ run-time
for physics analysis and several days of detector calibration data. As it is described in Sec. 5.3.1,
the effective detector livetime for 0, analysis is 240.06 ± 0.01 days. Figure 5-1 shows both the
detector run-time and livetime for analysis on each calendar day since the beginning of data
taking.
5.2 Pre-Selection
The Double CHOOZ far detector trigger rate is about 140 Hz in the normal physics data taking
mode. The rate consists of about 45 Hz of muons' and 10 Hz of singles' physics triggers. A large
77
24
22
20
18
16
14
12
10
8
6
4
2
00 50 100 150 200 250 300
Number of Days Since April 13 2011
Figure 5-1: Detector run-time and livetime for analysis on each calendar day since the beginning
of data taking. The cumulative livetime is 240.06 days over 335 calendar days.
fraction of the remaining 85 Hz is a non-physics, instrumental noise background called light
noise (LN). The first step of the IBD signal selection is to remove such light noise backgrounds,
muons, and muon induced backgrounds.
5.2.1 PMT Charge Spreadness
A light noise background event is caused by spontaneous light emission from the base of a PMT.
While a detailed mechanism of light noise is still under investigation, the fact that light noise
is sourced at the PMT base allows a simple and robust rejection of this background through
inspecting the spread of detected optical photons over the PMTs. The MQTQ variable is
defined as
MQTQ - Q max (5.1)All ID PMTs
EQi
where Qi denotes an integrated charge of a reconstructed pulse from the i-th PMT, and Qmax
is the maximum of all PMTs. This simple variable reflects the spreadness of charge over all the
PMTs.
A typical physics event includes our signal arises from the liquid scintillator volume, the
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Figure 5-2: MQTQ distribution of delayed neutron capture from 0e MC sample (red) and 252Cf
data from the source deployment at -y-catcher edge (black). Blue data points show the MQTQ
distribution of all events from a typical physics run. The gray dotted line indicates the default
light noise rejection cut value for an IBD candidate pre-selection cut.
Target and -y-catcher region. Optical photons are produced and emitted isotropically toward
all PMTs. The light yield of the Target and -y-catcher liquid is about 230 photo-electrons per
MeV, and hence a physics event above the trigger threshold, 0.7 MeV, is expected to have a
good spreadness of detected light over hit PMTs. Consequently, we expect a low MQTQ value
for physics events. For a light noise event, on the other hand, a large fraction of light is detected
by one or a few PMTs located nearby a source PMT base. Light noise backgrounds, therefore,
typically come with a large value of MQTQ compared to physics events.
Figure 5-2 shows the MQTQ distribution of the 0, MC (red) sample that passes the default
selection cuts except for MQTQ. Shown in the same figure with black data points is the MQTQ
distribution of delayed neutron capture from a 2 52 Cf calibration source deployment at the -y-
catcher edge point, where the spreadness of light is expected to be the worst. By applying
MQTQ < 0.09, we expect negligible inefficiency on the physics data sample. Finally, in the
same figure, blue data points show the MQTQ distribution of all events in one example physics
run dominated by light noise background.
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Figure 5-3: T~RS distribution of delayed neutron capture from fie MC sample (red) and 25 2Cf
data from the source deployment at 'y-catcher edge (black). Blue data points show the Tstr
distribution of all events from a typical physics run. The gray dotted line indicates the default
light noise rejection cut value for an IBD candidate pre-selection cut.
5.2.2 PMT Pulse Time Uniformity
Another simple and robust cut for light noise rejection is a cut on the spread of pulse start
times over all hit PMTs. For a physics event, optical photons are produced from an event
vertex and travel toward PMTs almost at the same time. A spread in these photons' arrival
time is dominated by a scintillator de-excitation time and different distances of an event vertex
to the PMTs. A light noise event does not follow the same scheme because its light emission
mechanism as well as vertex of light emission point are largely different from a typical physics
event. A variable T is defined as the root-mean-square of all hit PMTs' pulse start time to
reject light noise against physics events.
Figure 5-3 shows the T3 distribution in the same manner as Fig. 5-2. The red data
points are from the ie MC sample, black data points from 252Cf source deployment data at
the -y-catcher edge, and blue data points from a typical physics run dominated by light noise.
TRSg < 40 ns is applied in the pre-selection to reduce light noise background. Like the case
of the MQTQ cut, an inefficiency from this cut is considered to be negligible.
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Figure 5-4: Number of IBD candidates with Gd selection cuts against the duration of after-
muon veto time window. The gray line is drawn at 1 ms, indicating the default cut value used
in pre-selection of candidates. A statistical uncertainty is shown in blue colored error band.
5.2.3 After-Muon Veto
An energetic muon going through or nearby the detector produces cosmogenic isotopes and
multiple fast neutrons that can mimic an IBD coincidence signal. In order to avoid such
backgrounds, after-muon veto is employed and any event triggered within 1 ms of muon is
vetoed where a muon event is defined by either an ID energy deposition of 30 MeV or an
approximate IV energy deposition of 10 MeV. Figure 5-4 shows a fluctuation in number of IBD
candidates from Gd analysis after muon as a function of after-muon veto time.
After-muon veto cut causes a non-negligible analysis dead-time in data sample. Figure 5-5
shows a daily variation of muon rate. The average muon rate is about 44 Hz, corresponding to
4 % of deadtime. The live-time after taking account for this after-muon veto is 240.16 ± 0.01
days while the total run-time is 250.17 days.
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Figure 5-5: Daily muon rate stability during the data taking period.
5.3 Neutrino Event Candidate Selection
An IBD coincidence selection cut is run on the result of pre-selection described in Sec. 5.2. The
first step is to search for a prompt candidate trigger, followed by the second step of search for a
delayed candidate trigger. The final step is, after finding a delayed candidate trigger, to apply
an isolation cut. A prompt-delayed coincidence pair that survives after these steps is counted
as an IBD signal candidate.
5.3.1 Prompt Candidate Selection
A prompt candidate trigger must have a prompt energy, Eprompt, between 0.7 MeV to 12.2 MeV.
An 0e event should have a minimum energy deposition of 1.011 MeV since it is an electron-
positron annihilation. Given the energy resolution of the ID, 0.7 MeV is a sufficiently low
energy cut to avoid an inefficiency. The upper bound of 12.2 MeV is motivated by a similar
reason, to include all IBD candidates by covering up to the end point energy. It is important
to note, however, that the high Eprompt region above 8 MeV would be particularly important
to constrain background events since the C1e contribution is rather small in that energy region.
Another requirement for a prompt trigger candidate is not to have any triggered OV events
in a coincidence within 224 ns time window. This condition is useful for rejecting stopping
muon background, when OV data is available. Given the 2.7 kHz of the OV trigger rate, this
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causes about 0.06 % of analysis dead-time for data taken with the OV DAQ. As a result, the
analysis livetime becomes 240.06 ± 0.01 day.
5.3.2 Delayed Coincidence Candidate Selection
A delayed event candidate is required to have time and spatial correlation to the prompt event,
10 < AT < 600 ps and AR < 900 mm, respectively. The upper bounds are motivated from
the neutron thermalization study. The lower bound of the AT cut is set to exclude stopping
muon decay backgrounds which are present in the Gd analysis. While a veto of the first 10 A's
introduces a significant inefficiency to the signal in the Gd analysis, this inefficiency is small in
the hydrogen analysis because of a longer neutron thermalization time in the ' -catcher. Finally,
in addition, a delayed event candidate should carry energy relevant for a neutron capture on
hydrogen, which is 2.223 MeV. Its energy cut is, therefore, set to be between 1.5 and 3.0 MeV.
0.8 1 1.2 1.4 1.6
Edelayed
1.8 2
Lower Bound
Figure 5-6: DATA and MC Edelayed efficiency distribution as a function of the lower boundary
of ed cut from the 25 Cf calibration source in the Target center. For details of how the efficiency
is studied, see Sec. 6.1. Note that the MC correction factor introduced in the Sec. 6.1 is not
applied to the MC efficiency shown in this plot.
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In this first attempt at the hydrogen analysis, cut values are set to keep the minimal
systematic uncertainty, except for the AT cut lower boundary. For instance, Fig. 5-6 shows how
efficiency varies for DATA and MC with a varying Edelayed lower cut value. The lower bound
of 1.5 MeV used is where DATA and MC efficiencies start to diverge rapidly. A systematic
uncertainty for a delayed coincidence selection is studied in detail using 252Cf neutron source
calibration data, and can be found in Sec. 6.2.
5.3.3 Isolation Cut
A muon that goes through surrounding rock without passing any active volume of the detector
produces fast neutrons that can travel into the ID. Such fast neutrons are often produced
in multiplicity, and those that reach the ID region are detected by means of either a recoil
proton or a neutron capture event in the LS volume. Because they come in multiplicity, this
background can be reduced by requiring an isolation cut to those coincidence candidate event
pairs.
The Gd analysis found a sufficient rejection of fast neutrons by requiring no pre-selected
trigger to exist in the [-100,400] ps period after the prompt candidate trigger except for a
delayed candidate [1]. For the hydrogen analysis, an isolation cut time window is set at [-
600,1000] ps after the prompt candidate trigger. The cut boundaries are changed due to
neutron thermalization time in the -y-catcher volume. The expected rate of C1e at the far site
is less than 100 events per day (see Sec. 8), and hence this enlarged isolation cut introduces
a negligible inefficiency while rejecting some of the fast neutrons. A remaining fast neutron
contamination is treated as one of the backgrounds in the 013 analysis.
5.4 Summary
After applying the IBD candidate selection cuts described in Sec. 5.3 on the pre-selected data
sample presented in Sec. 5.2, 36,284 IBD candidates were found during the livetime of 240.06
days. This corresponds to the candidate rate of 151.14 events/day. Among these candidates, as
presented in the Sec. 7.6, the predicted rate of the combined background estimate is 79.11 t 0.8
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Figure 5-7: Accidentals-subtracted IBD candidates' spectrum
Edelayed, AR, and AT distributions are shown.
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events/day, which is more than a half of the candidate rate.
A large fraction of the background is, however, accidentals background which is very well
understood. This background accounts for 73.45 events/day (see Sec. 7.1 for details). The Oc
rate prediction (see chapter 8) after applying the MC correction factor (see chapter 6) becomes
73.67t2.15 events/day. Since both the rate and spectrum shape of the accidentals background is
well understood, one can easily subtract this background's spectrum from that of the candidates.
The resulting spectrum is dominated by IBD candidates according to the prediction. Figure 5-7
shows AT, AR, and Edelayed distributions after subtracting the accidentals' spectrum shape.
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Chapter 6
Detection Efficiency and Systematics
This chapter is dedicated to the IBD event detection efficiency study. Since the value of 013 is
obtained by a comparison of signal DATA and MC prediction, the uncertainty for the efficiency
is essentially the difference between DATA and MC. In addition, the overall correction factor
for the MC efficiency needs to be quantified if there is an overall offset from the detection
efficiency in DATA. Section 6.1 describes the strategy of the efficiency and MC correction
factor estimation in the hydrogen analysis. Section 6.2 and 6.3 present study results following
the strategy presented in Sec. 6.1. Section 6.4 summarizes the overall detection efficiency and
MC correction factor to be used in the 913 oscillation fit.
6.1 Introduction to Efficiency Estimation
A brief description of overall strategy and inefficiencies to be accounted for are given in this
section.
6.1.1 Simulation Based 013 Analysis
In the current assessment, the C1e flux prediction is based on a MC-based approach with Bugey-4
measurement as an input. An IBD coincidence selection cut applied for DATA is also applied on
the MC sample which is generated based on a null oscillation hypothesis. Consequently, we need
to investigate a systematic uncertainty on common selection cuts between DATA and MC. For
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some relevant cuts, a MC efficiency correction factor needs to be applied. In addition, there are
some intrinsic effects that have to do with the detector itself and not with cuts. These include
the neutron capture fraction to various nuclei and a mobility of neutrons between different
volumes, called Spill In/Out effect. Both affect our detection efficiency of Pe.
Selection cuts can be categorized into three groups: (1) pre-selection cuts that are applied
to select a pool of candidate triggers for an IBD coincidence selection, (2) prompt candidate
selection cuts, and (3) delayed candidate selection cuts. For details of cuts, see Sec. 5.2 and 5.3.
These are noted as epre, Eprompt, and Edelayed in respective order. The overall detection efficiency
can be written as
EIBD = Cpre * Eprompt ' Edelayed (6-1)
where
Epre ET ts - EMQTQi (6.2)
Eprompt EEprompt * Erig - Eiso, (6.3)
Edelayed = fn-H 9spill * EEdelayed * EAT ( EAR6- -4)
The subscripts denote a parameter on which a cut is applied. An isolation cut efficiency is
noted as cio and trigger efficiency on the prompt event as Etrig. Note the Edelayed cut lower
boundary is well above the trigger threshold, and hence Etrig inefficiency is negligible for a
delayed event. fn-H denotes a fraction of neutron capture on hydrogen which is intrinsic to a
liquid composition. Finally, gspill represents a fractional loss of neutrons due to Spill In/Out
effect.
As mentioned in Sec. 3.2, Etrig is 100 % with a negligible uncertainty at 0.7 MeV, the lower
boundary of the Eprompt cut. A systematic uncertainty on the EEprompt cut is studied on the
lower boundary of 0.7 MeV as the higher end is well above the end point of an expected IBD
energy distribution. This study uses 68Ge calibration data, which is a e+ source. An extremely
good agreement on the spectrum shape on the lower energy region is found between DATA and
MC in the Gd analysis using both Z-Axis (Target) and Guide-Tube (^-catcher) data, which
yields negligible uncertainty on the DATA and MC discrepancy on the efficiency [1]. Finally,
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Ec.o is quantified in Sec. 7.1 from DATA with a negligible uncertainty. The inefficiency due to an
isolation cut is only relevant for DATA because the MC sample does not include any background
events, and hence Eio simply carries no inefficiency. Accordingly, the MC correction factor of
0.98131 needs to be applied to compensate for the inefficiency in DATA.
In the efficiency study presented in this chapter, a relative efficiency is computed from the
number of events that pass the default cut range and a parent set of events that passed the
pre-selection cuts described above. An uncertainty is computed from the Neyman confidence
belt constructed through the Clopper-Pearson frequentist approach [34].
6.1.2 252Cf Calibration Source Data
252 Cf calibration source data is extremely useful because it allows us to study the neutron
detection efficiency of the detector in general. The source emits multiple gamma rays and
neutrons in its fission process, and hence a large background rejection can be easily done
by requiring a coincidence of a fission gamma ray event followed by one or multiple neutron
captures.
A set of pre-selection cuts are applied on 2 52 Cf source data for which a further efficiency
study is done. The pre-selection cuts include: AT, > 1 ms where AT, is a time after the
previously detected muon; MQTQ < 0.09; and TIs < 40 ns. Then the following coincidence
selection cuts are applied: (1) 4 < Eprompt < 30 MeV, (2) 0.7 < Edelayed < 30 MeV, and (3)
0 < AT < 1000 ps. Finally, in order to increase the purity of physics events, the prompt is
defined only if there is no preceding trigger within 1 ms. A good visual agreement between
DATA and MC data distribution can be found in Fig. 6-1. Note these distributions have no
background subtracted, hence, they are showing a good purity of physics events.
6.1.3 Ve Sample for Calibration
IBD data is a nearly ideal data sample to study delayed neutron capture detection efficiency
since its events are spread over all volumes. The first challenge is, however, to isolate the back-
grounds. Since our interest is in neutron detection efficiency, fast neutrons and 'Li, considered
as backgrounds to the 613 study, are not backgrounds here because they involve a neutron
89
10 20 30 40 50 60 70 80 90 10
AT (ps)
300
250
200
150
100
50
0 100 200 300 400
700
600
500
400
300
200
100
0
100 200 300 400 500 600
AT (4s)
6 100
70
60
50
40
30
20
10
500 600 700 800 900
AR (mm)
200 300 400 500 600 700 800 900
AR (mm)
0 * Data, Target
0 ElMC, Target
010 Double (boo,
0 Pre fitinarv
0
0
0 - t~u
1.6 1.8 2 2.2 2.4 2.6 2.8 3
Energy (MeV)
900
800 Data, -Yatcher
700 LMC, y-catcher
600 Double Chooz
500- Preliminary
400
300
200
100 -
0 1.6 1.8 2 2.2 2.4 2.6 2.8
Energy (MeV)
Figure 6-1: Example plots from "'Cf source calibration data sample. Yellow-filled histograms
are from the MC and black points are from DATA after applying selection cuts described
in the main text. Top row shows distributions from Guide-Tube and the bottom from Z-Axis
(Target center) source deployment. From left to right, each column shows AT, AR, and Edelayed
distributions.
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Figure 6-2: Example plots of 0e candidates with the modified
for DATA (blue) and MC (red). Statistics in DATA and MC
points carry backgrounds in addition to 0e events.
cut of 4 < Eprompt < 12.2 MeV
are not normalized, and DATA
capture as their delayed event. Also, the fact that their rate is much smaller than that of IBD
in the detector makes them a less of a concern. Accidental backgrounds need to be addressed
as they are the most dominant backgrounds, and they involve a negligible fraction of delayed
neutron capture events (see Sec. 7.1). In order to reduce accidentals backgrounds, the Eprompt
cut range is modified to 4 < Eprompt < 12.2 MeV. The DATA and MC distributions of this data
sample are shown in Fig. 6-2.
6.2 Delayed Neutron Capture Detection Efficiency
The expected number of delayed neutron captures from signal events can be expressed as
Nn-H ~~ Oe ' IBD -Np,all - 6 delayed (6.5)
where Oe, UIBD, Np,aii represent 0, flux at the detector, an IBD cross section, and the total
number of protons through which an IBD interaction can occur and be detected. Edelayed is the
delayed neutron capture detection efficiency. The last part of Eq. 6.5, Np,aii * cdelayed, can be
further broken down into a sum of three categories,
Np,a *-Edelayed Np,T -fn-H,T -En-H,T+Np,GC-fn-H,GC-En-H,GC+Np,spill-fn-H,spill* En-H,Spill, (6.6)
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where subscripts T, GC, and spill denote a parameter for events originating from the Target
or 7-catcher, or classified as Spill In/Out events. Accordingly, the delayed event detection
efficiency is
Edelayed ~ fn-H,T ' En-H,T N T + fn-H,GC - Cn-H,GC N fn-H,spill ' En-HISpiu N (6.7)
Np,aii Np,aII+jnp fT Np~all
Target -y-catcher Spill In/Out
There is no need to understand the absolute efficiency value because the 013 analysis compares
the DATA to the MC sample on which the same set of candidate selection cuts are applied. The
systematic uncertainties of each of the parameters in Eq. 6.7, however, need to be propagated
appropriately to quantify the uncertainty on edelayed, which is necessary information for the os-
cillation fit. In this section, uncertainties on the necessary parameters in Eq. 6.7 are computed,
and then combined to estimate the overall Edelayed uncertainty. Section 6.2.1 and 6.2.2 cover the
Target-related and -y-catcher-related efficiencies and uncertainties. Section 6.2.4 presents how
those are combined and put together in Eq. 6.7. Section 6.2.3 describes an additional uncer-
tainty on the neutron mobility modeling in MC, and the final uncertainty value is presented in
Sec. 6.2.6.
6.2.1 Fraction of Neutron Capture on Hydrogen
The neutron capture fraction on hydrogen, carbon, and Gd nuclei in the Target is studied
in detail in the Gd analysis [1]. Calibration data with the 212 Cf neutron source is used to
quantify a capture fraction of Gd isotopes. The source is deployed at the central region of
the Target where negligible neutrons from 252 Cf fission could escape from the Target liquid.
After applying coincidence selection cuts to obtain pure delayed neutron capture events, the
Edelayed spectrum is integrated from 4 to 11 MeV, and a ratio is taken to the integral of 0.7 to
11 MeV. Two independent analyses provided 0.8657 t 0.0011 and 0.8658 + 0.0015 for DATA
and 0.8785 +0.0007 and 0.8798 t 0.0007 for MC [35]. The latter is taken for DATA as it carries
a larger uncertainty, while a combined average is taken for MC.
The hydrogen capture fraction is quantified by subtracting these numbers from 1.0. This
procedure assumes that a capture fraction on carbon nuclei is included in the integration range
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of 4 to 11 MeV. This is a fair assumption as neutron capture on carbon produces a 4.95 MeV
signal, and its overall fraction is in the order of 0.1 % from a capture cross section. Accordingly,
neutron capture on carbon falling into energy lower than 4.0 MeV should be a negligible fraction
of all neutron captures.
fDATA - - T M 1 ± 15% (DATA) (6.8)
0C - fCi MeV 12.08 0.10% (MC) (6.9)
where fn-H,T denotes the neutron capture fraction in the Target volume. Accordingly, the MC
correction factor, Fn-H, for a capture fraction becomes
Fn-H,T 1.1109 ± 0.0155 (6.10)
A hydrogen capture fraction in the 7-catcher is more important for the hydrogen analysis
as the majority of signal events are expected to arise from the -y-catcher volume. Because
of the geometry of -- catcher, unlike the Target, it is hard to choose one source deployment
position and claim there is negligible neutron escape to the surrounding volumes. Instead,
the C1 delayed spectrum is used to quantify the neutron capture fraction on hydrogen in the
-y-catcher. Some of the IBD selection cuts are modified for this study: 0.7 < Edelayed < 11 MeV;
3
.5 < Eprmpt < 12.2 MeV; and 90 < AT < 600 ps. A modification to Eprompt is to reduce
accidental backgrounds (see Sec. 7.1), and the increased lower boundary of the AT cut is to
exclude neutron capture in the Target liquid. In addition, a vertex cut of Pdelayed < 1150 mm
OR Zdelayed < -1229 mm OR Zdelayed > 1229 mm is applied to further purify the sample in
the 'y-catcher liquid. Resulting Edelayed distributions from DATA and MC have an excellent
agreement as shown in Fig. 6-3.
The fraction of delayed events with energy between 0.7 and 3.0 MeV is considered be from
neutron capture on hydrogen. Accordingly, a capture fraction is found as
fH -98.3 0.2 % aCH,GC 98.3 ± 0.2 %. (
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Figure 6-3: Edelayed distribution from an i-, sample selected with a modified set of cuts (see the
main text). The majority of neutron captures making this distribution are expected to be from
the -catcher volume.
The MC correction factor is, accordingly,
.Fn-H,GC = 1.000± 0.003 (6-12)
It should be noted that the AT and a vertex cut may not remove neutron capture on Gd
isotopes entirely, as it is possibly seen in the energy region above 6 MeV in Fig. 6-3. However,
events in this energy range could also be due to neutron capture on iron and other metal nuclei
in the Guide-Tube. Therefore, it is not clear that these higher-energy capture events all come
from a contamination of neutron captures on Gd. Nevertheless, we attempt to quantify a
possible DATA-MC bias due to events in this energy region to validate our estimate above.
The fraction of delayed events in 6 to 11 MeV out of the whole energy range, 0.7 to 11 MeV,
is 1.15 ± 0.17 % in DATA and 0.7 ± 0.14 % in MC. In the most pessimistic scenario, all events
in the 6 to 11 MeV energy range come from the residual neutron capture on Gd in the Target. If
this is true, there must also be a corresponding amount of neutron capture on hydrogen events
from the Target contaminating the sample. Using fn-HT, one can estimate a bias contribution
to fn-H,GC. This yields 0.16 ± 0.02 % and 0.08 ± 0.02 % for DATA and MC, respectively.
Both of these values are well covered by the assigned statistical uncertainty of 0.2 % in both
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cases, and hence these pessimistic values are considered negligible.
6.2.2 AT, AR, and Edelayed Efficiency Study Using 252 Cf
The 21 2 Cf neutron source has been deployed at various positions along the Z-Axis and Guide-
Tube. In order to study each volume, data points in each volume have to be somehow combined
to a representative number. For this reason, source data from the Z-Axis system is used for
the Target and that of the Guide-Tube is used for the -catcher study. Using the 2 52Cf data
sample described in Sec. 6.1.2, the following efficiency definitions are used to compare DATA
and MC:
1.5 < Edelayed < 3.0 MeV 0 AR < 900 mm® 10 < AT < 600 ps (6.13)
1.5 < Edelayed < 3.0 MeV 0 AR < 900 mm O 0 < AT < 1000 ps'
E AR < 900 mm ® 1.5 < Edelayed < 3.0 MeV 0 10 < AT < 600 ps (6.14)1.5 < Edelayed < 3.0 MeV 0 10 < AT < 600 ps
1.5 < Edelayed < 3.0 MeV 0 10 < AT < 600 ps 0 AR < 900 mm
delayed 0.7 < Edelayed < 3.0 MeV 0 10 < AT < 600 ps OAR < 900 mm(
Using these definitions, DATA and MC efficiencies from 252 Cf calibration source deployment
positions in the Target and 7-catcher are computed and shown in Fig. 6-4. The data points are
plotted against Z, a position along the vertical Z-Axis, for the Target and R, a distance from
the detector center, for the -y-catcher.
In order to quantify the "Target and --catcher efficiency," data points shown in Fig. 6-4
must be somehow combined to represent the each volume. A combination of data points is done
through the sampling method. This method proceeds as follows: (1) plot the measured efficiency
data points along Z for the Target and R for the Guide-Tube deployment points (see the left
column of Fig. 6-4), then interpolate linearly between these points; (2) take three thousand
equally spaced sampling points along the interpolated straight lines between data points; (3)
for the -catcher take the mean of the sampling points as the efficiency mean, weighted by the
associated 7-catcher LS volume element at the given R (the shape of this weighting is shown in
Fig. 6-5); (4) for the Target take a simple mean over the Z-Axis as the overall efficiency. Note
the weighting by the LS volume is needed in the -y-catcher because the LS volume element is
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Figure 6-4: From top to bottom row: AT, AR, and Edelayed efficiency plotted against Z for the
Target (left column) and R for the -- catcher (right column). For each plot, the MC correction
factor is applied to match the overall volume efficiency.
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Figure 6-5: The -y-catcher liquid scintillator volume distribution as a function of
V/x2 + y2 + z2. The vertical axis shows the volume in arbitrary units.
in Tab. 6.1.
Having measured both DATA and MC efficiencies using the sampling method, an overall
efficiency difference between the DATA and MC can be easily quantified as the MC correction
factor. This is derived from the DATA/MC efficiency ratio distribution. An example of the
AT efficiency distribution along the Z-Axis is shown in Fig. 6-6. Simply applying the sampling
-1500 -1000 -500 0 500 1000 1500
Z [mm]
Figure 6-6:
the overall
DATA/MC AT efficiency ratio over Z-Axis. The sampling points taken to estimate
MC correction factor are shown in red.
method to the ratio distribution, an overall correction factor is derived. Note that the correction
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Cut FT CT (%) FGC EGC (%)
AT 1.0374 69.55 ± 1.78 (1.71) 0.9041 90.41 ± 0.16 (0.11)
AR 0.9955 93.61 ± 0.51 (0.46) 0.9920 95.84 ± 0.19 (0.17)
Edelayed 0.9886 96.79 t 0.29 (0.25) 0.9920 92.20 ± 0.23 (0.20)
Table 6.1: Summary of the MC correction factors, efficiencies and uncertainties from the 25 2Cf
neutron source study. F and c represent the MC correction factor and efficiency, respectively.
The subscripts T and GC denote the relevant volume, which is either Target or 7-catcher,
respectively. Numbers inside the parentheses indicate the systematic error component of the
quoted total error.
factor is a constant number with no vertex dependency. The MC efficiency distributions shown
in Fig. 6-4 have a relevant MC correction factor applied. MC correction factors can be found
in Tab. 6.1.
Finally, a remaining DATA-MC discrepancy after applying a correction factor should be
carried as a systematic uncertainty of the estimation method. This is derived, again, using the
sampling method on the DATA-MC discrepancy distribution. The discrepancy between DATA
and MC is defined as
6 = EDATA - EMC (6.16)
(EDATA + EMC)
where EDATA and c*C represent DATA and corrected MC efficiency respectively. This is com-
puted at each source deployment position as shown in Fig. 6-7.
The mean of sampling points from this distribution should be very close to 0 unless otherwise
non-zero, since the MC overall correction factor is applied a priori. The RMS of sampling points,
however, represents how detection efficiency can vary along the projected vertex in the given
volume. This is taken as the uncertainty arising from an underlying vertex dependency of the
MC efficiency distribution that is not modeled identically to match DATA. Uncertainties of all
cuts are summarized in Tab. 6.1.
Note that, however, the discussed uncertainty is not only a systematic difference between
DATA and MC but also include a statistical fluctuation. It is really a combined uncertainty.
In order to ensure the statistical fluctuation is well accounted by the RMS of the DATA-
MC discrepancy distribution, a cross-check analysis is carried out using a method of fake
measurements. A fake measurement takes an input of measured efficiency and error at each
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source deployment position (see, for example, data points along the Z-Axis shown in Fig. 6-4).
Using a normal distribution, which is a fine assumption for a high-statistics sample with an
efficiency well away from 0 and 1, a fake data point is drawn. One set of fake measurements
make a fake distribution along the Z-Axis. Applying a sampling method to this set of fake
measurements, a fake efficiency mean can be obtained. This fake efficiency takes into account
a statistical fluctuation at each source deployment position, and hence a fluctuation on this
fake efficiency indicates a statistical fluctuation in the sampling method. For each sampling
method, 10,000 fake measurements are performed, and the width of the resulting distribution
is taken as a statistical fluctuation.
The uncertainty derived from the sampling method is checked to make sure the statistical
fluctuation is included. An example of this fake measurement is shown in Fig 6-8. This method
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Figure 6-8: Resulting efficiency distributions from 10,000 fake experiments using a AT distri-
bution shown in Fig. 6-4. Left is for DATA and the right is for MC.
of fake measurements is used to derive the statistical and systematic uncertainty breakdown in
Tab. 6.1. One can see that in most cases a quoted uncertainty is dominated by the systematic
component.
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Integral 1e.04
0 Indf 1003/18
0 Constant 1534 18.8
Mean 06955 00000
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Integral ic-nSA
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6.2.3 Spill In/Out
Some 0, interact with a proton in the Buffer just outside the -y-catcher boundary, and there is a
small yet finite chance for them to be selected. There is a small fraction of IBD candidates like
this, originating from neither Target nor -- catcher volume, and they are classified in a category
called Spill In/Out. The definition of this category is any event where prompt and delayed are
not occurring in the same sensible volume, Target or -y-catcher. The name comes from the fact
that this is due to the mobility of a neutron since its creation at the IBD vertex to the position
of a capture. If a prompt is in the Target and its delayed occurs in the -y-catcher, therefore, it
is also classified as Spill In/Out. Volumes that are relevant for this effect include the Target
liquid, -y-catcher liquid, Target acrylic tank, y-catcher acrylic tank, and Buffer liquid. They
are expressed as "T-LS," "'y-LS," "T-Tank," "--Tank," and "Buffer" in this section.
Using MC IBD candidate samples for which truth event vertex information is available, the
fraction of Spill In/Out events is found to be 4.59 %. "Pure" Target events where prompt and
delayed both occurred in the Target liquid are found to be 5.40 %, and the "pure" -- catcher
event fraction is 90.01 %. As expected, the majority of IBD candidates are categorized in the
"pure" y-catcher events. Table 6.2 summarizes the fraction of IBD candidates that participate
in Spill In/Out effect. It is worthwhile to note that the nature of IBD prefers the prompt to
Category Volume Event Fraction (%)
Prompt T-LS 1.12
7-LS 2.18
T-Tank 0.73
-y-Tank 0.26
Buffer 0.31
Delayed T-LS 0.36
-- LS 1.78
T-Tank 0.60
-- Tank 0.59
Buffer 1.27
Table 6.2: Summary of the event fraction of various Spill In/Out sub-categories. The total to
define a fraction is the total number of IBD candidates that are selected in the MC sample.
occur in the LS region, while the delayed could occur either in the LS volume or nearby non-LS
101
volume. This is because the prompt event, which is an annihilation of e+, has relatively local
energy release compared to the delayed which a compton scattering of a 2.223 MeV -- ray from
neutron capture on hydrogen. delayed neutron capture may occur in the Buffer and a capture
-y-ray could jump into the LS region, while this is harder for the prompt event. As shown in
Tab. 6.2, the fraction of spill events with a delayed event in the Buffer is bigger than those with
its prompt occurring in the Buffer.
The hydrogen capture fraction and selection cut efficiencies in the Target and 7-catcher are
described in Sec. 6.2.2 and 6.2.1, respectively. Equation 6.7 requires, however, understanding
of the contribution from Spill In/Out events. A difficulty of Spill In/Out events is that they are
very hard to study with DATA because there is no information about the truth event vertex,
which makes it hard to separate Spill events from those they are not. Fortunately, however,
the Guide-Tube runs along the wall of Target Tank as well as the y-catcher tank where Spill
events are expected to take place (see Fig. 3-10) because a considerable fraction of neutrons
emitted from the 252 Cf source can move across the boundary of the -y-catcher. This allows
an assumption to be made that the efficiency uncertainties derived from the Guide-Tube data
sample may cover both the pure y-catcher events as well as the Spill events.
This assumption can be verified nicely by comparing the 252Cf study result with another
independent data sample, Pe delayed event candidates (see Sec. 6.1.3). According to the as-
sumption, Spill events are considered to carry the efficiency and uncertainties quantified with
Guide-Tube data. From the MC event fraction noted above, the -y-catcher and Spill events
constitute 94.60 % of the total, while the Target events are 5.40 %. Table 6.3 summarizes the
combined volume efficiency uncertainty and MC correction factor for each cut.
For the Fl data sample, exactly the same definition of each cut efficiency noted in Sec. 6.2.2
is used except for the AT cut: the lower boundary of this cut value to define the total number of
events is changed to 8 ps in order to suppress stopping-muon backgrounds. The contamination
of the stopping-muon is visible in how the DATA-MC discrepancy changes as a function of
the lower boundary cut value, as shown in Fig. 6-9. As a result, DATA-MC discrepancies are
obtained and summarized in Tab. 6.3. The observed values are in agreement with the expected
values within their statistical uncertainties. Based on this result, the assumption is considered
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.F Expected 6 (E) (%) Observed 6 (c) (%)
A T 0.9988 ±0.19 -0.36 ± 0.34
AR 0.9950 ±0.18 0.16 ± 0.27
Edelayed 0-9918 ±0.22 -0.33 ± 0.38
Table 6.3: MC correction factors, F, and DATA-MC systematic uncertainty, 6 (c). The expected
6 (c) is derived from 2 5 2Cf source data. The MC event fraction is used to determine the weight
of each parameter between Target and -y-catcher values. The observed values are derived from
the 0e data sample. The quoted uncertainty on the observed value represents the statistical
uncertainty in the data set.
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Figure 6-9: Variation of DATA-MC discrepancy as a function of the lower boundary cut value
to define the full sample for the efficiency study. A fit to the distribution yields a consistent
time constant with a muon lifetime of 2.2 ps.
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jff-1
Delayed Volume Fn-H . n-H) (%) MC Event Fraction
Target 1.111 1.12 5.75
-y-catcher 1.000 0.31 91.79
T-Tank 1.000 0.45 0.60
-- Tank 1.000 0.39 0.59
Buffer 1.000 0.31 1.27
Table 6.4: A summary table for the hydrogen capture fraction MC correction factors and
uncertainties. The uncertainty is a quadrature sum of the DATA-MC discrepancy for the pure
'y-catcher events and the difference in the MC hydrogen capture fraction quantified with the
MC true vertex information. The Target and y-catcher uncertainties are taken from Sec. 6.2.1.
to be valid: Spill events' detection efficiency uncertainties are considered to be covered by using
the -y-catcher efficiency uncertainties extracted from the Guide-Tube data sample.
The neutron capture fraction is related to the delayed event vertex. For Spill events, there-
fore, one could use the MC event fraction summarized in Tab. 6.2 to assign the uncertainty of
the hydrogen capture fraction. In the MC sample, the neutron capture fraction is quantified
for delayed events using the MC true delayed vertex information. The pure y-catcher events
are found to carry 99.14 % of the capture fraction on hydrogen. It is found that, for delayed
events occurring in the T-Tank, -y-Tank, and Buffer volumes, the hydrogen capture fractions
are 98.82 %, 98.91 %, and 99.16 %. Because all of these are very close to the pure y-catcher
value, the systematic uncertainties in these volumes are computed by adding in quadrature
the -y-catcher DATA-MC systematic uncertainty and the difference of the hydrogen capture
fraction between the subject volume and the pure -catcher events. The MC correction factor
is directly quoted from the -catcher measurement, which is 1.00 (i.e., no correction). These
are summarized in Tab. 6.4.
Finally, for Spill events, the uncertainty on Np,spm needs to be quantified to follow Eq. 6.7.
Following the procedure taken in the past Gd analysis [11], a difference between two MC models
of the neutron thermalization process is taken as a systematic uncertainty. This turns out to be
1.17 % [36] which is a large part of the total neutron detection efficiency described in the next
section. This methodology needs to be improved, therefore, in order to improve the sensitivity
of the hydrogen analysis.
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6.2.4 Overall Delayed Selection Uncertainty
Presumably there should be no inter-volume correlation between the fraction of neutron capture
on hydrogen and number of protons in each volume. From the efficiency study using the fe
sample in Sec. 6.2.3, however, it was found that a simple quadrature sum of an efficiency
uncertainty from each volume, weighted by the MC event fraction, agrees with the observed
combined uncertainty estimates. This suggests that an inter-volume correlation of cut efficiency
uncertainty is negligible. Therefore, a simple quadrature sum of an uncertainty from each
parameter in Eq. 6.7 is used to estimate the overall efficiency uncertainty as shown below.
6(E)2 6(fH) 2 + 6(T ) 2 + 6(cNR) 2 + O(EEdelayed )2 + 6(Np) 2  (6.17)
where each term represents the squared uncertainty of a parameter in the parentheses for all
volumes combined. Table 6.3 shows the combined volume uncertainty and MC correction factor
for AT, AR, and Edelayed cuts. Using the delayed MC event fraction in Tab. 6.2 and uncertainty
values from Tab. 6.4, the hydrogen capture fraction uncertainty for the combined volume is
0.29 % with the MC correction factor of 1.0064. With the number of protons summarized in
Tab. 3.2 and the prompt MC event fraction summarized in Tab. 6.2, one obtains the overall
proton number uncertainty of 0.94 % with the MC correction factor of 1.0028. Altogether, the
combined detection efficiency uncertainty is 1.04 % with the overall MC correction factor of
0.9948.
6.2.5 Inefficiency on Delayed Events From Muon Veto
So far the study presented in this section has focused on the DATA and MC difference in the
detection efficiency that arises from either the detector effect or the applied selection cuts.
There is one more inefficiency that needs to be taken into account and is specific to DATA: an
inefficiency from vetoing a delayed event candidate with a muon after the prompt. If a muon
hit the detector after the prompt but before the delayed event of an IBD event, this candidate
pair is vetoed due to the delayed event falling in the after-muon veto period of 1 ms.
An inefficiency due to this effect can be easily calculated from DATA. A delayed neutron
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AT distribution can be obtained from the C/e candidate sample, as shown in Fig. 6-2. The rate
of after-muon veto window is quoted in Sec. 7.1. One can take the AT distribution in Fig. 6-2
as the probability distribution function (PDF), and compute a probability of a delayed event
candidate to be vetoed by a muon that occurs randomly at the quoted rate. This additional
MC correction factor to compensate for the inefficiency is found to be 0.9929.
6.2.6 Combining All
From Sec. 6.2.4 and 6.2.5, the overall delayed event detection efficiency uncertainty is found to
be 1.04 % with the MC correction factor of 0.9877. Finally, though it is not a part of "efficiency,"
there is an uncertainty on the number of detected delayed events due to an uncertainty on the
neutron thermalization model. This is described at the end of Sec. 6.2.3, and is 1.17 % relative
to the selected number of MC IBD candidates. Adding these terms in quadrature, therefore,
the overall uncertainty on the selected number of delayed event candidates becomes 1.57 %.
6.3 Pre-Selection Efficiency
The pre-selection efficiency depends on the after-muon veto, MQTQ, and TI't cuts. The
1 ms after-muon veto is taken care of by the detector livetime calculation. The MC sample
is generated for the cumulative run time of 251.27 days, while the livetime of DATA is 240.06
days. This results in a correction factor of 0.9554.
Both MQTQ and Tltt cuts are considered to carry negligible inefficiency in the Gd analysis.
It turns out they are even less of a problem in -y-catcher events that constitute most of the
hydrogen analysis candidate sample. The main difference between the hydrogen and the Gd
analysis regarding these light noise rejection cuts is the nature of the event vertex. The IBD
candidates in the hydrogen analysis are expected to come from the -y-catcher, while those in
the Gd analysis come from the Target region. In order to study their vertex dependency, the
same 252 Cf data sample used in the delayed detection efficiency is used (see Sec. 6.1.2). The
same selection cuts are applied except for the MQTQ and Ttt cuts applied on the delayed
events that are modified to inspect the efficiency.
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Figure 6-10: MQTQ DATA (blue) and MC (red) efficiency distribution from Z-Axis (left) and
Guide-Tube (right). There is no MC correction factor applied for the plotted data points.
6.3.1 Charge Uniformity (MQTQ) Cut
In this study, the MQTQ cut efficiency is defined as
T < 40 ns 0 MQTQ < 0.09
EMQTQ It <40 ns 0 MQTQ <0.2 (6.18)
Both DATA and uncorrected MC efficiency distributions are shown in Fig. 6-10. Using the
sampling method described in Sec. 6.2, the Target and -y-catcher efficiencies are quantified and
summarized in Tab. 6.5. The quoted uncertainty in the table is purely statistical.
Target -- catcher
DATA 99.80 ± 0.05 99.98 ± 0.01
MC 99.98 + 0.01 99.999 t 0.001
Table 6.5: DATA and uncorrected MC efficiencies for MQTQ cut. Errors are statistical only.
There are two points worth noting in Fig. 6-10. The first is a large DATA-MC difference
at one source position in the Guide-Tube around R e 1560 mm. This point is along the y-
catcher wall and, hence, expected to have the largest DATA-MC discrepancy. It is interesting
to see, however, another source deployment at the -/-catcher edge (R a 2110 mm) shows a good
DATA-MC agreement. It could be a statistical fluctuation, since the point at R e 2110 mm
has been taken with much higher DATA statistics. The second point is rather surprising, and
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it is the fact that the Z-axis data points in the Target seem to have a rather worse DATA-MC
discrepancy. This might appear quite counter-intuitive because a better uniformity of light,
which results in a smaller inefficiency in the MQTQ cut, is expected in the Target compared
to the i-catcher region.
The actual DATA and MC MQTQ distributions at the Target center (Z=0) and y-catcher
edge (R ~ 2110 mm) are shown in Fig. 6-11. For the Target center data sample, there are
some residual events in the region MQTQ > 0.1 that bring the mean efficiency below 1 for
DATA. From the fact that the mean of the MQTQ distributions for DATA and MC are both
well below 0.09 and the absence of these residual events in MC, it is quite likely these residual
events with MQTQ > 0.09 are non-physics events. This may be consistent with the fact there
are some LN events reconstructed at the Target center (see Sec. 7.5).
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Figure 6-11: MQTQ DATA (blue) and MC (red) distributions for the Target center ...Cf (left)
and y-catcher edge point (right).
The discrepancy between DATA and MC can be obtained using the same sampling method
used for the delayed efficiency study (see Sec. 6.2). This discrepancy is found to be as small as
0.09 % in the Target, and is largely driven by the fact that the DATA efficiency distribution
has an inefficiency around the Target center. Therefore, this could be an artifact of having
the LN at the Target center. In the y-catcher volume, the discrepancy is 0.01 %, which is
negligible. Because the Target discrepancy may arise from the LN contamination, and also
because it only makes up a small fraction of the hydrogen analysis IBD candidate sample, the
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overall DATA-MC discrepancy in the MQTQ cut efficiency is considered to be negligible.
6.3.2 Photon Arrival Time Cut (TRia S)
The definition for the Tygj cut efficiency is
Tares < 40 ns & MQTQ < 0.09
&RMS M
t t Tnts < 60 ns MQTQ < 0.09
(6.19)
Following the same procedure taken for the MQTQ study in the previous section, both the
DATA and MC T 5t3t efficiency along the Z-Axis and Guide-Tube are shown in Fig. 6-12.
Again, the MC correction factor is not applied. The resulting efficiency and associated sys-
tematic uncertainties are summarized in Tab. 6.6. One can see that the T cut efficiency
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Figure 6-12: Tmtts cut efficiency along Z-Axis
denote DATA and red colored dots denote MC
(left) and Guide-Tube (right). Blue data points
Target y-catcher
DATA 99.89 ± 0.04 99.98 t 0.01
MC 99.99 + 0.01 99.999 i 0.001
Table 6.6: Tlf? cut efficiencies for DATA and MC without a correction factor. Errors are
statistical only.
distributions follow the same trend as the MQTQ distributions: there is a larger inefficiency
along the Z-Axis in the Target compared to the -- catcher region. Figure 6-13 compares the
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Figure 6-13: T DATA (blue) and MC (red) distributions for the Target center 252 Cf (left)
and ' -catcher edge point (right).
worst points in the Target (along the Z-Axis at Z e 640 mm) and the -y-catcher (edge point
at R ~ 2110 mm). Like the MQTQ case, there are some residual events at a high value of
T"si in the left plot. Those residual events do not seem to follow the pattern of the majority
of (physics) events that make a peak around 21 ns. These events are considered, therefore, a
contamination of non-physics events such as LN. As concluded for the MQTQ study, the DATA-
MC discrepancy and inefficiency to the signal due to TRgM S cut is considered to be negligible
from these results.
6.4 Summary
Referring to all preceding sections in this chapter, this section summarizes the overall uncer-
tainty on the selected number of IBD candidates and the MC correction factor. The pre-
selection process carries a correction factor of 0.9554 with negligible uncertainty, as described
in Sec. 6.3. Section 6.1.1 described the MC correction factor of 0.9813 for the prompt candidate
selection process with, again, a negligible uncertainty. Finally, there is 1.57 % uncertainty with
the MC correction factor of 0.9877 for the number of delayed candidates selection.
Combining all these factors, the selected IBD candidates in the MC sample need to be
scaled by the correction factor of 0.9260. The uncertainty on the resulting number of selected
110
candidates is 1.57 %.
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Chapter 7
Background Prediction
This chapter presents the background prediction for the hydrogen analysis. Backgrounds in
the Gd analysis are accidentals, 9Li, fast neutrons, and stopping-muons [1]. These are studied
in detail also for the hydrogen analysis. In addition, the correlated light noise background is
found and added into the prediction. Section 7.6 summarizes the mean rate and associated
uncertainty of each background considered.
The reactor OFF-OFF DATA was taken while the two reactor cores were shut down. Al-
though the livetime of this sample is only about one week, it can be used for a cross-check
of the background prediction because it contains only backgrounds and no signal. A simple
cross-check is performed with the reactor OFF-OFF DATA, and presented in Sec. 7.7.
7.1 Accidentals
This section describes the analysis method used to understand an accidental coincidence back-
ground, referred to as "accidentals" in this document. Accidentals are two uncorrelated physics
events occurring in the right time and space separation such that they pass our IBD coinci-
dence selection cuts by accident. A large fraction of accidentals consist of two uncorrelated
single physics events (called "singles") dominated by natural radioactivity.
Compared to the Gd analysis, the hydrogen analysis suffers from an accidentals' background
rate that is orders of magnitude higher. This is because the fiducial volume of the hydrogen
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analysis is the -- catcher region, which is outside of the Target volume. A large fraction of
natural radioactivity comes from either outside of the detector or a photocathode of an ID
PMT. The 7-catcher liquid scintillator is closer to these singles sources, and thus carries less
shielding effect compared to the Target liquid. In addition, natural radioactivity populates
more toward the lower-energy region where neutron capture on hydrogen takes place. Singles
events from natural radioactivity stop, at around 4 MeV. This is illustrated in the left plot in
Fig. 7-1. This nature of energy dependence makes the Gd analysis quite immune to accidental
backgrounds because of a delayed energy cut of 6 MeV < Edelayed < 12 MeV. On the other
hand, the 1.5 MeV < Edelayed < 3.0 MeV cut makes the hydrogen analysis suffer from the high
accidentals' background rate.
7.1.1 Off-Time Sample Selection
Since accidentals are the coincidence of two uncorrelated events, we can, in principle, collect
them by using the so-called off-time selection method. The off-time selection takes the following
steps: (1) search for a prompt candidate, applying an isolation cut of [-600,1000] ps around
the prompt trigger; (2) from the prompt candidate's time-stamp, open 125 off-time windows
to sample a delayed candidate, where the i-th window is opened from T + 10 As to T + 600
ps with a reference time T = is + (N - 1) x 1600ps; (3) apply an isolation cut in the period
of T - 600ps to T + 10 0 0 ps in the i-th window. This off-time search provides us with a pair
of two uncorrelated singles triggers that contaminate the Pe sample as accidentals.
We open 125 windows in the off-time search to increase the statistics. This corresponds to
searching for accidentals in the is to 1.2s after each IBD prompt candidate event. Accordingly,
for prompt candidate events toward the end of a run, delayed candidates may not be found
by this method. Since a typical run length is 3600 seconds, however, the fractional inefficiency
from this effect is negligible.
Figure 7-1 shows the Eprompt, Edelayed, and AT spectrum shape of the data sample collected
using the off-time search method. As expected, the AT spectrum is flat due to the unique
nature of accidentals. The off-time search in the data taking period yields 2,096,445 pairs of
accidental coincidence events.
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Figure 7-1: From left to right: accidentals Eprompt, EDelayed, and AT distributions.
7.1.2 Inefficiency Correction Factor and Rate Estimation
Unfortunately, the accidentals' rate contaminating our signal cannot be estimated directly
from the sample statistics from the off-time search because the off-time search suffers from two
sources of selection inefficiencies when compared to the on-time search. These inefficiencies are
due to (1) a muon veto on delayed events and (2) an extra isolation cut on the delayed event
in the off-time search. These are described in detail below.
Muon Veto Inefficiency When a muon comes in between a prompt and a delayed candidate,
the delayed event is rejected due to the 1 ms muon veto. The probability of rejecting accidentals
in the on-time search due to this effect, P on t ime can be analytically estimated from the rate of
muons, R, and the following analytical formula:
I T 1 x(T To) =p-time = t x Ri = R, x 2 -R, x305s (7.1)
where To and T are 10 pus and 600 pus, respectively. The same probability for the off-time
search is much simpler because the delayed event has a 1 s time off-set. Therefore, we expect
the probability for a delayed candidate in the off-time search vetoed by a muon to be:
poff-time ms x RI-veto p (7.2)
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Substituting the muon rate of R, = 43.1929 ± 0.04 Hz, we find the numerical values as:
p on-time = 1.317 + 0.001 % and P off-time = 4.319 + 0.004 % (7.3)
it-veto pi-veto -
As one can see, the probability for a delayed accidental candidate to be vetoed by a muon
that comes after a prompt candidate is different between the on-time and off-time selections.
The correction factor for off-time search statistics to match the on-time search can be analyti-
cally estimated by the following equation:
1 - Pon-time
delayed = vet o 1.03137+ 0.00004. (7.4)pL-veto 1-poff-time
M veto
This correction factor must be applied to the rate yield from the off-time selection in order to
account for a different delayed event selection inefficiency due to the muon veto.
Isolation Cut Inefficiency Another source of inefficiency is the isolation cut. For the on-
time search, we apply the isolation cut for a prompt candidate. For the off-time search, we
apply an extra isolation cut on a delayed candidate. This causes an extra inefficiency for the
off-time selection. We quantified the isolation cut efficiency on a delayed event candidate for the
off-time selection to be 0.98099 t 0.00001. This corresponds to a correction factor of 1.01938
± 0.00001 on the off-time selection statistics.
The Correction Factor Finally, combining correction factors for the two sources of ineffi-
ciencies for the off-time selection, we conclude the following correction factor to be applied on
the rate estimated from the off-time selection sample:
f corr -1.01938 + 0.00001 x 1.03137 + 0.00004 _ 1.05136 + 0.00004 (75)
on/off =Nwindow Nwindow
The correction factor can be confirmed by comparing the accidentals' sample in the off-time
selection and a modified on-time search. We have performed the on-time selection by modifying
the AR < 900 mm cut to 1100 < AR < 3500 mm, where we expect only accidental coincidences
to contribute in the on-time selection. Then we took a ratio of the AR distribution between
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the on-time and off-time selection outcome. The ratio distribution is shown in the Fig. 7-2.
The flat line is fitted in the figure to show that the AR spectrum shapes from the on-time and
off-time samples are identical. The offset of the fitted flat line shows the fractional excess in
the on-time sample. This is found to be 5.19 0.22%. This is consistent with our expectation
shown in Eq. 7.5.
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*Prob 0.966211
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Figure 7-2: The left plot shows AR distributions for on-time and off-time data samples in blue
and red, respectively. The total off-time data sample is scaled down by 125, the number of
sampling windows. The right plot shows the bin-by-bin ratios of two distributions for 1100 <
AR < 3500 mm.
The flat line fit shown in Fig. 7-2 contains 0.2% uncertainty. While this is likely due
to a statistical uncertainty in each bin, we take a conservative estimate of 0.2% systematic
uncertainty. This is propagated to the rate uncertainty of the accidentals background.
As described in detail above, the major component of the correction comes from a delayed
event selection inefficiency due to the muon veto. We can test our understanding about this
correction factor by changing the muon veto period from 1 ms to 2 Ms. This yields a prediction
for the correction factor to be 10.107 ± 0.004%. The measured on-time excess is found to be
10.03 ± 0.25% as shown in the Fig. 7-3.
Finally, using the correction factor, the off-time search yields the estimated rate of accidental
backgrounds to be:
Rc~c ae s= 73.45 ± 0.05 (stat.) 0.15 (syst.) events/day (7.6)
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Figure 7-3: The AR ratio plot after increasing the muon veto period from 1 ms to 2 ms. The
flat line fit indicates a 10.03 ± 0.25% excess of accidentals in the on-time sample.
where the systematic uncertainty of 0.2% is from the flat line fit shown in Fig. 7-2. As mentioned
previously, we note this 0.2% is partially statistical uncertainty, and may improve with more
data taking.
7.1.3 Analytical Cross-Check
The rate of an accidental coincidence can be analytically estimated based on several physics
observables. This can be used as a cross check for the rate estimate of accidentals background
using the off-time selection. The following equation is used for this analytical prediction.
analytical Rprompt AT AT prompt delayed (7.7)
accidentals -veto -isolation ' veto
The parameters in the equation above are the following: Rprompt = 8.1974 ± 0.0006 Hz, the
rate of prompt candidate triggers: number of events with energy between 0.7 to 12.2 MeV
after OV veto; Rdelayed = 2.9909 ± 0.0004 Hz, the rate of delayed candidate triggers: number
of events with energy between 1.5 to 3.0 MeV; AToinc. = 590 ps, the AT window used in
the selection; c AT = (1 - OV Corrected Muon Veto Time ), the probability of a coincidence to beti-veto -Run Time I
anti-correlated with a muon; p"ropt - 0.98131 ± 0.00001, the efficiency of the isolation cut
on prompt candidates; EAR = 0.06079 ± 0.00004, the efficiency of the AR < 900 mm cut
for accidentals; and f daed = 1.03137 ± 0.00004, the correction factor for the muon veto
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inefficiency for delayed candidates. Substituting all numbers, we find:
Raalials = 73.46 ± 0.06 (stat.) events/day, (7.8)
which is in a great agreement with Eq. 7.6.
The most convincing feature of this cross-check can be seen in Fig. 7-4 where we compare
daily accidental backgrounds' rates from the off-time selection and the analytical estimate. One
can find a great agreement on all days. For your reference, the stability plot of other parameters
Standard method
90 Analytical method
) 85 -
80 -2
S759 MC
65 - ,70 '
-D,
1
0
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Figure 7-4: Left: A daily comparison of two accidentals rate estimation methods. The blue
data points are the rate measured from the off-time selection, and the red data points are the
rate derived by analytical estimation. The methods agree well over the full data-taking period.
Right: Ratio of rates show in the left plot.
used in Eq. 7.7 is shown in Fig. 7-5. As each parameter shows a different time variation, the fact
that the off-time search estimate matches with the analytical rate estimate using all of these
parameters makes us very confident and able to claim that we understand the accidentals' rate
estimation.
7.2 Lithium 9
A high energy muon going through the Target or the y-catcher volume produces various kinds
of cosmogenic isotopes through photo-nuclear interaction with carbon nuclei. Some isotopes
created in this process undergo beta decay with an emission of one or more neutrons. This
beta decay event followed by a delayed neutron capture can mimic an IBD coincidence signal,
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Figure 7-6: AT, distribution for IBD candidates and all preceding high-energy muons with ID
energy deposition > 600 MeV.
and is a background to our signal.
Among numerous cosmogenic isotopes produced by going through muons, 'Li and 'He are
expected to be the dominant background contributors. A branching ratio of neutron emitting
beta decay is 50.8 ± 0.9 % for 'Li and 16 t 1 % for 8He [16]. The half-life and Q value of 'Li
are 178.3 ms and 13.6 MeV while those of 8 He are 119.0 ms and 10.7 MeV. Consequently only
very small fraction of them can be removed by a 1 ms after-muon veto cut. The remaining
cosmogenic backgrounds must be addressed in the final Eprompt spectrum fit. The next section
describes an estimation of rate and Eprom.pt shape.
7.2.1 Rate Estimation
Prompt events of cosmogenic backgrounds have a time correlation to the parent muon. Fig-
ure 7.2.1 shows a time correlation between IBD prompt candidates and all high-energy muons
(> 600 MeV, called "showering muons") in the previous 8 seconds. The exponential fit is per-
formed with the fixed decay time constant of a 9Li isotope. From the normalization of the fitted
exponential, we can estimate the rate of 9Li after showering muons as 1.82±0.21 events/day.
The flat component in the AT, distribution in Fig. 7.2.1 is dominated by both IBD candidates
and accidental backgrounds as neither of these have any time correlation to muons.
In order to increase an efficiency of 9Li event tagging, the reconstructed muon track in-
formation is used. Since the hydrogen analysis is sensitive to 'Li created in non-scintillating
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Buffer liquid, we employed the muon track reconstruction algorithm based on the IV PMT hit
information. This is different from the Gd analysis which employed another algorithm based
on ID PMT hit information. The majority of 9Li backgrounds to the Gd analysis are created
by muons going through the Target or 7-catcher volume, and they make a huge amount of
scintillation light. The ID muon track reconstruction algorithm is expected to work fairly well
for all muons going through such LS filled volumes, but the performance drops dramatically
when muons go through partially in non-scintillating Buffer region. In the hydrogen analysis,
however, 9Li produced in the Target, -- catcher, and Buffer region all contribute as backgrounds.
For this reason, we employed IV muon track reconstruction algorithm which delivers a similar
reconstructed track resolution to all muons going through the ID region.
We apply the spatial cut to require the prompt candidate to be within 435 mm of the closest
reconstructed muon track. This cut carries an efficiency of 48.2 % based on the study of MC
9Li sample against backgrounds taken from DATA by requiring AT, > 1000 ms. Figure 7.2.1
shows the IBD candidates' A T, distribution in black data points after applying this spatial cut.
In order to further suppress the accidental backgrounds in the flat part of the AT, spectrum, we
subtracted the accidental backgrounds' AT, distribution (gray histogram in the figure) taken
from the off-time selection 1 with one off-time window. The subtracted spectrum shown in
blue color is fitted by Eq. 7.9, a simple exponential decay function with a flat background
component, using the maximum loglikelihood method.
N9Li (ATi) = N9Li exp - + Nbackground (7.9)
79Li
The decay time constant used, T in Eq. 7.9, is that of 9Li which is 257.2 ms. After correcting
for the spatial cut efficiency, we find the 9 Li rate estimate of 2.84 ± 0.53 events/day. In the
following sections, multiple source of systematic uncertainties are described briefly.
Monte Carlo Model of 'Li Flight Distance The distance of a 9Li production vertex from
a reconstructed muon track depends on MC model we use. KamLAND did a sophisticated MC
study using a simulation package, FLUKA [37, 38]. Figure 7.2.1 is generated using FLUKA,
'For a description of off-time selection, see Sec. 7.1.1
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Figure 7-7: AT,, distribution for 9Li rate estimation. Black dots are all IBD candidates while
the gray histogram shows the off-time accidentals sample for the 9Li analysis. Blue data points
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the KamLAND detector [4]. The distribution
9Li generation vertex from the parent muon
and it shows the distribution of 9Li production vertex as a function of distance from the parent
muon track in liquid scintillator. The distribution is found to be consistent with a double-
exponential shape: one with characteristic length shorter than 10 cm, and another in the scale
of one meter. Given the size of the Double CHOOZ detector, we expect to be only sensitive
to the exponential component with a shorter characteristic length. The mean value of 9Li
production vertex is set to, therefore, 10 cm from the muon track. We have varied this distance
from 0 cm to 20 cm to estimate a bias to the cut efficiency due to this MC modeling, and the
systematic uncertainty due to this effect is found to be + .
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Background Subtraction While the subtraction of accidentals is crucial to reduce the back-
ground rate to the 9Li estimate, this could also bias the exponential fit to the AT,, distribution
if done incorrectly. We decided, therefore, to add a difference in the 9Li mean rate between
the nominal value and another one obtained without subtracting the accidentals background
to the systematic uncertainty. This adds -28.4 % to the rate uncertainty.
Comparison With the Scaled Rate From Gd Analysis For the Gd analysis, the 9 Li
rate is estimated using ID muon track reconstruction [1], which is independent from the IV
muon track reconstruction used in this analysis. Since 9Li production is mainly due to high
energy muon hitting the carbon nuclei in the liquid scintillator, we can calculate the scaling
factor to estimate the 9Li event rate for this analysis using that of the Gd analysis. The main
ingredients to calculate the scaling factor are the followings: (1) the difference in 9Li detection
efficiency between the Gd analysis and hydrogen analysis; (2) the difference in neutron capture
on hydrogen and on Gd; (3) the volume difference between the Target and the 7-catcher volume;
and (4) the carbon density in the Target and 'y-catcher scintillator.
We can make a 1st order approximation and see how those parameters contribute. Let us
express X~q as the number of 9Li that may pass the Gd analysis cuts.
X~d = 6Gd x NU,
where e d and NT are the neutron detection efficiency and number of the 9Li produced in the
Target volume. Similarly, X', the number of 9Li that may pass the hydrogen analysis cuts,
can be expressed as the following:
XVH = e, NU + EHG x NUb
A scaling factor for 9Li can be found by taking a ratio of the two:
X. = RH/Gd ETd + C NGX9L. Gd Gd X W
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Volume E H EGd Volume fC PLS
Target 0.0846 0.800 10.6910 m3 86.1% 804 mg/cm 3
GC 0.7853 N/A 22.6763 m3 85.4% 805 mg/cm 3
Table 7.1: Summary of parameter values useful for the Eq. 7.11. All of them are extracted
from 9 Li MC sample except for EH and EGd. For EH, we took numbers from Sec 6.4. For EGd,
numbers are taken from the Gd analysis.
To 1st order, we can estimate a ratio of NL'/NG by a ratio of carbon nuclei in each volume:
N__ VGC x C X fGC
Ni ~ VXpLS X f CT XPT fT
where pLs and fx denote mass density of the LS and a carbon fraction in volume X respectively.
In order to quantify a number for RH/Gd, we used the 9Li MC sample generated uniformly
in all volumes of the ID.
(RH/Gd)9Li MC = 1.86 ± 0.01, (7.10)
where the error quoted above only takes into account statistical uncertainty. As described
previously, this sample is made with a uniform vertex distribution of 'Li. Therefore, we expect
a systematic shift coming from the fact that the carbon fraction difference in the Target and
-- catcher is not taken into account, while the volume difference is. This systematic shift can
be quantified using the following expression.
.6 (RH /Gd)X X ( S C f 1 1.4%, (7.11)
T VT T4xf T
which gives an underestimation for a scaling factor obtained from 9Li with uniform vertex
generation. We can find some parameters in the above expression in DATA or all of them in
MC. For a quick estimate, we used the MC values summarized in Tab. 7.1. Using the numbers
in the table, we find 6(RH/Gd) ~ 1.4%. These systematics on the scaling factor makes a
negligible contribution to the total error of 9Li, which is on the order of 10 %.
We used the scaling factor in Eq. 7.10 with the quoted systematics in Eq. 7.11. The 9Li
rate scaled from the Gd analysis [1] is 3.8 1ii*16 events/day, where the 1.4% error is added to
the original error of the Gd analysis in the quadrature. This result is a discrepancy of +34%
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from the nominal rate in this analysis, thus, the discrepancy is included in the systematic
uncertainties.
Despite the difficulties mentioned earlier about the 9Li rate estimation method using ID
muon track reconstruction, we have performed the analysis method [1] and found the 9Li rate
for the hydrogen analysis to be 3.37+1- 13 events/day. This is consistent with the scaled rate
estimation quoted above.
Binning of AT, Distribution The maximum log-likelihood method used to fit the AT,
distribution in Fig. 7.2.1 could be sensitive to the binning option we used, which is 40 ms. In
order to account for a possible bias, we varied the bin size to a half and twice larger. This adds
a systematic uncertainty of +i*:%.
Monte Carlo Statistical Uncertainty Muon simulation in our detector costs a huge
amount of computing time, and there is a limitation on number of events generated in our
MC study. We add the statistical uncertainty of ±1.8% from the MC sample, therefore, to our
total systematic uncertainty estimate.
'Li Rate With a Combined Systematic Uncertainty Finally, combining all systematic
uncertainties mentioned above, we found the following as the estimated rate of 9Li in this
analysis.
N9Li = 2.84 + 0.53(stat.)-1,- (syst.) = 2.84+1- events/day (7.12)
7.2.2 Rate Cross-Check Without Using Muon Track
It is possible that the 9Li rate estimate in Eq. 7.12 could have a yet missing bias from the
method of using a reconstructed muon track. This section presents a cross-check of the 'Li rate
estimation by a method that does not rely on reconstructed muon track information.
This alternative approach uses the candidates' Eprompt spectrum. After subtracting Pe, fast
neutrons, and accidentals backgrounds from the canddiates' spectrum, we obtain the remaining
as the 9Li candidates. We use the energy region 8.2 MeV < Eprompt < 12.2 MeV to enhance
the purity of 9Li in the sample. In this energy range, we expect the sample to be dominated
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by fast neutrons and 'Li events. Figure 7-9 shows the Eprompt spectrum after subtracting the
accidental backgrounds. The left plot shows the full energy range of the analysis, while the right
plot focuses on the energy range of our interest. The partial 9Li rate is estimated by integrating
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Figure 7-9: Prompt energy spectrum with expected neutrinos and backgrounds. Left plot shows
the spectrum below 12.2 MeV, and right plot shows the one in [6.7-12.2] MeV. As a reference,
the miniature shows the spectrum up to 29.7 MeV. In the plot, the rate of v, 9Li, and fast
neutron in [0.7-12.2] MeV are scaled to 76.0 events/day, 2.84 (1.5) events/day, and 2.50 (t
0.47) events/day, respectively.
the Eprompt spectrum after subtracting non-9 Li events. The full 'Li rate is estimated by applying
an efficiency correction of the Eprompt energy cut, which is estimated using the Eprompt shape
of 9Li (see Sec. 7.2.3). This estimation is illustrated in the following equation
9 -Ncand. - Noff - N,- Nf.9Li rate [events/day] = .cLiE * Lvtie[a (7.13)
E9Li,Ep * Live time [day]
We note that this estimation depends on the rate and shape estimation of fast neutrons and
C1e events. The details of rate and shape estimation of C1e and fast neutron samples are described
in Sec. 8.1 and 7.3, respectively. In addition, this method needs to take into account for energy
non-linearity and 9Li shape uncertainty. The Gd analysis estimated the energy non-linearity
uncertainty to be about 1 % [1] by using a peak in the energy spectrum of neutron capture
on Gd around 8 MeV. This is relevant to the energy region of this analysis. The 9Li shape
uncertainty is due to less known branching ratios of various decay modes (see Sec. 7.2.3 for
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details). Taking these into account, we find the Eprompt cut efficiency as the following:
Number of events in [8.2,12.2] MeV = 14.7+0.9%
Number of events in [0.7,12.2] MeV
By substituting the numbers in Eq. 7.13, we find the 9Li rate to be
9Li = 3.52 ± 1.22 events/day. (7.14)
which is consistent with the nominal rate estimate, 2.84 .1 events/day from Eq. 7.12. Since
this method does not include a possible bias due to using reconstructed muon track information,
we consider the agreement is sufficient to claim that the systematic uncertainty estimate in our
nominal rate estimation is conservative enough.
7.2.3 Simulation Based Eprompt Shape Estimation
As discussed in Sec. 7.2.1, both IBD and accidental coincidences are backgrounds for identifying
9Li events. Because of the large statistics of such backgrounds, it is very hard to study the
9Li spectrum using DATA only. Instead, we have done a dedicated MC study to predict the
9 Li Eprompt spectrum. This is very challenging because 9Li decay branches are not very well
understood [16].
Possible decay paths of 9Li nuclei are illustrated in Fig. 7-10. The diagram shows the final
product of 9Li decay as a + a + n. 9Li first decays into an intermediate state, which is one of the
excited states of 9 Be. Then it can decay into another intermediate state of 5He or 'Be before
the final state. A large fraction of Q = 13.6 MeV is shared by the a particle in the case of the
5 He decay branch, while the energy is taken by a neutron instead if the decay occurs through
the 8 Be isotope. A visible energy spectrum is largely different between these two decay paths
because an a particle is highly ionizing and affected by quenching much more than a neutron.
In order to counter a lack of knowledge in branching ratios among these two decay modes, we
decided to take one decay mode as our central shape estimation, while the difference to the
other mode is assigned as the spectral uncertainty. From the references [39, 40, 41], we find the
decay mode with the 8 Be intermediate state is more likely, and hence it is used for the central
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Figure 7-10: Decay branches of 9Li through 9Be excited states from Ref. [16].
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shape estimation.
Both 8Be and 'He decay modes have been generated and fed into the detector MC simulation
chain. The left plot in Fig. 7-11 shows the outcome of our 9Li shape estimation after running the
hydrogen analysis cuts on this MC sample. This MC spectrum shape is compared with DATA
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Figure 7-11: Left: Prompt energy spectrum of 9Li MC sample. The central shape is generated
assuming the 'Be decay mode to be dominant. The shape uncertainty is taken from the
difference in shape between 5He and 8Be decay modes. Right: a comparison between DATA in
limited statistics in the Gd analysis [1].
in the Gd analysis. This is shown in the right of Fig. 7-11, and one can find a good agreement
between the central shape and the DATA spectrum although the comparison is limited by low
statistics.
7.3 Fast Neutrons
A high energy neutron produced by a muon going through the surrounding rock can come into
the ID region and hit a proton. A recoil proton produces scintillation light and can be detected
as a prompt event candidate. This event is immune to a muon veto cut because the parent
muon does not go through the ID or the IV. A fast neutron, after giving up its energy to recoil
protons, gets thermalized in a proton-rich liquid scintillator volume and eventually captured
on a proton. This makes a coincident signal and becomes a background to the IBD signal.
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Typically such fast neutrons as cosmogenic products come in a multiplicity of more than one,
and they are efficiently vetoed by the multiplicity cut. In this section, we quantify the rate and
Eprompt shape of a residual fast neutron background which passes through the multiplicity cut.
7.3.1 Low-Energy IV-Tag Analysis
As mentioned above, typically one muon going through the surrounding rock produces multiple
fast neutrons. Because of less shielding effect for the IV to such fast neutrons compared to
the ID, these fast neutrons have a higher probability of interacting with IV liquid scintillator
than ID liquid. Consequently, we expect some fraction of the fast neutrons' prompt events
to have small energy deposition in the IV, as illustrated by a drawing in Fig. 7-12. We can
use this condition to tag a sample of fast neutrons in IBD candidates. In order to pass the
Figure 7-12: A toy model of multiple fast neutrons produced by a muon interacting separately
in ID and IV liquid scintillator (yellow).
IBD selection cuts, the energy deposited in the IV must be smaller than ~4 MeV. Unlike ID
PMTs, IV PMTs are in contact with liquid scintillator directly, and they see energy deposited
in the IV by radioactivity coming from themselves. This is a background to our selection of fast
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neutron candidates because such radioactivity typically occurs below the 4 MeV energy region.
In order to increase the purity of our fast neutron sample, therefore, we require more than two
IV PMTs hit in the prompt event. This requirement is called "IV- Tag." In order to cover a
wide range of acceptance with small number of PMTs, the neighboring IV PMTs are typically
set to face the opposite direction. By asking the IV-tag condition, and so asking for more than
two IV PMTs to be hit, we dramatically reduce backgrounds coming from PMT radioactivity.
Figure 7-13 shows the IV Eprompt spectrum with different IV PMT hit multiplicity cuts.
From the figure, it is apparent that the minimum IV-Tag condition of more than two IV
PMT hits removes a large fraction of background. Figure 7-14 shows the ID Eprompt spectrum
by the same cut condition. Because the spectrum shape is similar among different IV-Tag
conditions of two, four, or six IV PMT hits, a condition of two IV PMT hits is chosen in
order to increase our sample statistics. Assuming Eprompt >12 MeV region is dominated by
fast neutrons, the efficiency of the IV-Tag selection, CIVT, is computed by using a sample with
Eprompt E [12, 30] MeV for various multiplicity cuts. The results are summarized in Tab. 7.2.
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Figure 7-13: EOm spectrum of IV-tagged fast neutron candidates. The different colors
represent different IV PMT hit conditions: 0, 2, 4, 6 minimum IV PMT hit conditions are
shown in black, red, magenta, and green, respectively.
In the IV-tagged sample events, there are still a few backgrounds to our fast neutron analysis.
Such backgrounds can be categorized into two classes described in the following: (1) a prompt-
delayed correlated ID event occuring in an accidental coincidence with another physics event
depositing energy in the IV; (2) an ID-IV correlated prompt energy deposition occuring in an
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Figure 7-14: E pt (left) and Ej,1,§yed (right) spectra of IV-tagged FN candidates. The
different colors represent different IV PMT hit conditions: 0, 2, 4, 6 minimum IV PMT hit
conditions are shown in black, red, magenta, and green, respectively.
Min. IV PMT Hit CIVT E [12, 30] MeV Error
2 0.337 0.018
4 0.278 0.017
6 0.228 0.016
Table 7.2: Summary of EIVT for different IV-tag cut conditions.
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accidental coincidence with an uncorrelated delayed physics event. An example of the first case
could be a residual accidental coincidence of an IV PMT radioactivity event with an IBD event
occurring in the ID.We note this class of events have no time correlation between the ID and
IV PMT hit time in the prompt. An example of the second case could be a gamma ray sourced
outside the detector depositing energy in both ID and IV through multiple Compton scatterings
in accidental coincidence with a delayed, uncorrelated ID singles event. In this case, there is
no correlation between the prompt and delayed, and in fact this is what we call accidental
backgrounds to the IBD candidates. These two classes of events can be distinguished from fast
neutrons because fast neutrons have a time correlation between the ID and IV PMT hit times
(since they both share one parent muon) in the prompt, and also between the prompt and
delayed events since they are correlated by a neutron capture time.
It is relatively simple to treat the second case of background events because events that
belong to this class can be easily sampled by an off-time selection method (see Sec. 7.1.1). On
the other hand, rejecting the backgrounds that belong to the first case could be tricky. To
achieve this step, we define a parameter,
AT -V = (First ID PMT hit time) - (First IV PMT hit time). (7.15)
The distribution of ATit yv is shown in the left plot of Fig 7-15. The plot is made after
subtracting the AT ltIv distribution of off-time sample 2. We see a clear correlation in ID
and IV first PMT hits around AT.Ti§t 7IV ~ 60 ns, which is consistent with the configuration for
synchronizing the ID and IV signal readout. The fitted Gaussian has a width of 18.5 ns. This
is due to a trigger jitter time of 16 ns. The right plot of Fig. 7-15 shows ATTyIV of both the
IBD candidates and the off-time sample, illustrating that the IBD candidates above 12 MeV
are dominated by fast neutrons that should have ATItIV ~ 60 ns.
From the fitted Gaussian function in Fig. 7-15, we assumed the 3o- width from the mean
includes 99.7% of the events that have correlation among ID and IV energy deposition in the
prompt (the ID-IV correlated events). In this range of AT It §IV, however, we also expect some
events with no ID-IV correlation, which appears as a flat component. We can see the profile
2This is done using the method described in Sec 7.1.1 with 1 off-time sampling method.
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of Eprompt for such events by taking an event sample outside the chosen AT IDev region. In
order to construct the Eprompt spectrum of the ID-IV correlated sample, we first make Eprompt
spectrum from events in the t3a region of the fitted Gaussian using IBD candidates. Then we
make another Eprompt spectrum with the same cut on ATIDyIv but from the off-time selected
event sample. By subtracting the latter from the former and after correcting for eIVT, we
obtain the Eprompt spectrum of the ID-IV correlated sample with some ID-IV uncorrelated
contamination. This is shown in black data points in Fig. 7-16.
The next step is to construct the Eprompt spectrum of the ID-IV uncorrelated component,
so that we can subtract this spectrum from the black data points in Fig. 7-16. This is sim-
pler because we can take the ID-IV uncorrelated sample by selecting events with ATsIarV e
[-90, 150] ns but outside the ±3a region of the fitted Gaussian in Fig. 7-15. In order to remove
the prompt-delayed uncorrelated component, again, we subtract the Eprompt created from off-
time event sample from that of the IBD candidates. Finally, assuming the ID-IV uncorrelated
events make a flat distribution in AT IDIV space, we re-normalize the resulting Eprompt spec-
trum by a factor which is a ratio of 6u divided by the width of ATIDIV used for the selection.
This is required to match the statistics of the ID-IV uncorrelated component in the ±30 region
of the fitted Gaussian. In addition, finally, we correct for EIVT. This re-normalized spectrum
is shown in red data points in Fig. 7-16. The spectrum peaks around 3 MeV and decreases
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Figure 7-16: Eprompt of fast neutron sample. The black data points contain the ID-IV correlated
and uncorrelated component while the red data points show the ID-IV uncorrelated component.
Blue data points are obtained by subtracting the red from black data points; they are the fast
neutron Eprompt spectrum.
toward 12 MeV, which is consistent with IBD events as we expected earlier.
7.3.2 Rate and Shape of Fast Neutrons
Figure 7-16 shows blue data points as fast neutron candidate spectrum after subtracting red
data points (the ID-IV uncorrelated component) from black data points (the ID-IV correlated
+ uncorrelated components). We fit the following function to those blue data points:
__ prompt
ffastn (Eprompt) = ex exp - + COffset.
exp
(7.16)
The result is shown in Fig. 7-17. From the fitted function and l- error of fit parameters, we
can estimate the total number of fast neutron events by the following equation
12.2MeV
Nfastn 0.7MeV ffast-n(Eprompt) dEprompt
After dividing by the detector live-time of 240.06 days, we find:
Rfast-n = 2.50 ± 0.47 events/day
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Figure 7-17: The fit result of the function in Eq. 7.16 to the fast neutron Eprompt spectrum.
7.3.3 Fast Neutron Analysis Cross-Check
This section describes a cross check analysis for fast neutron rate and shape estimate. An
independent sample of fast neutrons from the nominal analysis method is obtained by modifying
one of the IBD prompt event selection cuts: instead of Qiv < 1e4 DUQ, we ask for 1e4 <
Qiv < 1e5 DUQ. We keep all other cuts the same. This cut enhances the purity of the fast
neutron sample because we are immune to radioactive backgrounds in this energy range. This
means we have very low contamination from the ID-IV uncorrelated events and prompt-delayed
uncorrelated events. The beauty of this analysis is the simplicity because all we require is this
single modification in the selection cuts. We take the ID Eprompt spectrum shape from these
fast neutron candidates with modified selection, and also similarly the ID Eprompt spectrum of
accidental backgrounds using off-time selection. Subtracting the accidentals' Eprompt spectrum
from that of the fast neutron candidates, we obtain the fast neutron Eprompt spectrum. Figure 7-
18 shows the Eprompt spectrum from default IBD selection cuts (red), namely the low-Qiv
sample, and fast neutron candidates selected by a modified Qiv prompt selection cut (blue),
namely the high-Qiv sample. The blue data points are normalized to match the red data points
by integrating the energy range from 12 to 30 MeV, assuming this energy range is dominated
by fast neutrons. We can see an excellent agreement on Eprompt shape between the low-Qiv and
high-Qiv samples. Figure 7-19 shows the result of a fit using the same function defined earlier
137
80 - Q <10 4 DUQ
70 ---- Q< 105 DUQ
601
50
40-
30
20-
10
0 10 20 30 40 50 60
Prompt Energy [MeV]
Figure 7-18: Prompt energy spectra of the low Qiv (left) and high Qiv cuts (right). Dotted
lines show specific energy points, 12 MeV and 30 MeV from left. The high Qiv spectrum is
normalized to the low Qiv spectrum by matching the integral of both spectra in 12 to 30 MeV.
in Eq. 7.16 to the high-Qiv sample. By integrating the fitted spectrum shape in Fig. 7-19 in
Exponential Fit (1 - 60 MeV) 57.25/5628
Nv 46.31* 3.02
60 T 30.417.27
Const 6.966± 2.906
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Figure 7-19: A function defined in Eq. 7.16 is fitted to the Eprompt spectrum of the high-Qiv
sample
from 0.7 to 12.2 MeV, we find
RfH-QIV = 2.86 ± 0.25 events/day, (7.19)
which is in a good agreement with the nominal rate estimation. The comparison of the fast
neutron Eprompt spectrum from nominal analysis method and high-QiV method can be found in
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the left plot in Fig. 7-20. The right plot in the same figure shows a comparison of fitted function
shape with l- shape error band. Again, we find a reasonable agreement in two analyses, and
hence consider this cross check analysis validates the nominal rate and shape estimation. We
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Figure 7-20: Comparison of the fast neutron sample spectrum (left) and fitted function shape
(right) between the nominal fast neutron sample and high-QIv sample.
note here that, however, high-QIv sample contains fast neutrons that are completely orthogonal
to fast neutrons that are contaminating our IBD signal. Despite a smaller error in both rate
and shape, we did not employe high-Qiv analysis outcome because we could not quantitatively
justify the claim that the Eprompt spectrum shape is same among high-Qiv and low-Qiv sample
in the energy range [0.7,12.2] MeV. Only handle we have had so far is to use a Monte Carlo
simulation to make such a claim. Modeling muon induced fast neutrons in Monte Carlo is,
however, extremely hard and not very well known. For this reason, we kept the high-QIv
analysis result as a cross-check to our nominal rate and shape estimation.
7.4 Stopping-Muon Veto
A stopping-muon is a low energy muon that deposits energy in the detector as it comes to
rest, and decays subsequently to produce a Michel electron. This is one of background to Gd
analysis [1] but not in hydrogen analysis. This section briefly describes how stopping-muons
are removed in hydrogen analysis.
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7.4.1 Selection Cuts
stopping-muons are removed largely by AT and OV coincidene cuts. The time correlation
between the prompt and delayed trigger is a typical muon lifetime of 2.2 ,us. Because of our
lower bound of AT cut, 10ps < AT < 600ps, stopping-muon background is highly suppressed
in hydrogen analysis. In addition to the AT cut, OV coincidence cut also dramatically reduces
a stopping-muon background. Because the OV detector covers a large surface area on the
top of the detector, most of stopping-muons are vetoed by cutting prompt events that have
a coincidence signal with OV. Only small fraction of stopping-muons that come through the
chimney cannot be vetoed by the OV.
7.4.2 Verification of Zero Stopping-Muon Background
Our IBD candidates contain four kinds of events with distinct prompt-delayed correlation in
terms of AT: (1) neutron capture time in the Target, (2) neutron capture time in the GC,
(3) muon decay time, and (4) no correlation. The delayed event of an IBD, fast neutron,
and 9Li events are all neutron captures. It is, therefore, classified as (1) or (2) depending on
where an event takes place. A stopping-muon clearly is classified to the case (3), and accidental
backgrounds must be in (4) by definition. Using these facts, we can attempt to fit AT spectrum
of IBD candidates to quantify the statistics for each of those four classes of events.
Since it is simple, we remove the accidental backgrounds by subtrcting AT distribution from
off-time selected sample from that of IBD candidates. This leaves us a spectrum to be fitted
by a triple-exponential function. In order to enhance the estimation of rates, we quantified the
characteristic time for (1) to (3) before trying a combined fit. First of all, we examined 22Cf
source calibration data to estimate the neutron capture time in the Target. We used runs for
which a 2 2 Cf source is deployed in the middle of the detector, and found rT = 26.72 ± 0.42ps.
For a neutron capture time in the GC, we used the IBD candidates' AT spectrum in the region
of AT E [150,600] ps where a neutron capture in the GC should be the only contributer to
the spectrum. We found TGC = 194.46 ± 8.33pus. Finally, for a stopping-muon, we have run a
dedicated stopping-muon selection using the following cuts: TR4S <40 rs and MQTQ <0.09
for prompt and delayed, Eprompt E [0, 60 MeV, Edelayed E [12, 60] MeV, AT E [2, 30] ps,
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Figure 7-21: AT spectrum from the stopping-muon sample.
and AR < 900 mm. The resulting AT spectrum shape is shown in Fig. 7-21. The fit yields
2.119+0.144 ps as muon lifetime, which is very reasonable[42]. A summary of all time constants
obtained is shown in Tab. 7.3.
Physics Time Constant [PsI
Muon Decay 2.119 ± 0.144
n-H in Target 26.72 ± 0.42
n-H in GC 194.46 + 8.33
Table 7.3: Time constants used for the fit to the AT spectrum from the ie sample.
Using the time constants summarized in Tab. 7.3, we performed a triple-exponential fit
to the AT spectrum from the IBD candidates after subtracting the accidental backgrounds'
component. This is shown in Fig. 7-22. In the fit, in order to enhance the error due to the time
constants extracted from the different data sample, we defined the following x2 with penalty
terms.
2 2
X XPearson +-
p,NT,GCI: (A7-) 2OTi (7.20)
The fit x2 is reasonable, and the yeilds the following as the stopping-muon component:
fstop-mu(AT) = Nstop-mu - exp ( AT
stop-mu
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Figure 7-22: The AT spectrum fit with a triple exponential for AT spectrum of hydrogen IBD
candidates after subtraction of accidental backgrounds' component.
whith Tstop-mu = 2.119 ± 0.144 ps as noted earlier and Nstop-mu = 0.12 ± 105.77 from the fit. By
integrating this fstop-mu(AT) in the range [10,600] ps, we confirm that the stopping muon rate
is smaller than 0.05 events/day at 5- level. With this result, we conclude that the stopping
muon contamination to our IBD candidates is negligible.
7.5 Light Noise
This section describes a light noise background. The light noise was breifly mentioned in
Sec. 5.2. The majority of this background is rejected by two pre-selection cuts, T s and
MQTQ. While a large fraction of light noise event is considered to be, so far, a single uncor-
related background events, there is a small fraction that is found to make a correlated event
pair.
A coincidence event of 214 Bi-Po and 212Bi-Po arise from a natural radioactivity in the 238U
and 2 32Th decay chains respectively. These coincidence events are useful to monitor the detector
stability in many aspects. In both cases, a coincidence is identified as a /3-decay of Bismuth
isotope followed by an alpha decay of a Polonium isotope. Released energies, QO and Qa,
are Q0 = 3.272 MeV and Q, = 7.687 MeV in the case of 2 14 Bi-Po. Those of 2 12 Bi-Po are
Q,3= 2.254 MeV and Q, = 8.734 MeV. The half-life of 2 14 Po is 164.3 ps while that of 212 po
is 299 ns. Neither of these serve as a background to the hydrogen analysis because of a large
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quenching factor of a particle brings the delayed visible energy to be well below the Edelayed
cut lower boundary.
However, the detector stability study using these Bi-Po coincidences showed an unexpected
instability in their rates. This turned out to be correlated light noise events that are a great
background to the Bi-Po analysis. Details of this study can be found in Ref. [43]. This
section presents a study to quantify the possible contamination from this correlated light noise
background.
7.5.1 Separation of the Correlated Light Noise Background
The possibility of a correlated LN reported in Ref. [43] directly affects the n-H analysis. The
selection cuts to enhance this LN sample from the reference include well overlaps with the n-H
default cuts. In the reference, three useful features of this background are reported: they are
all reconstructed toward the detector center; their prompt-delayed correlation time constant
is 14.1 t 0.9 pus which is rather short; they arise in the detector since 190 days past from the
beginning of the data taking. These features are used to sample and verify this background
in the IBD canddiates of the hydrogen analysis. Finally, the report also presents that this
backgrounds comes in a rather high multiplicity which implies they are easily vetoed by the
isolation cut in the IBD selection.
Figure 7-23 shows the vertex distribution of coincidence pairs selected by the modified IBD
selection cuts. The A T cut is modified to be 0 < AT < 15 ps and also only data taken after 190
days since the data taking is used. An anomaly at the target center is quite evident. Based on
the distribution shown in Fig. 7-23, a vertex cut of -0.8 m < Z < 0.3 m 00 m < p2 < 0.2 m is
used to sample this background. In the region selected by this vertex cut, there also exist other
events such as 9 Li, fast neutrons and IBD. These events are all backgrounds for measuring the
rate of a correalted light noise. Those backgrounds are, however, considered rather uniform.
Events from the nearby volumes are used to sample those backgrounds.
To ensure this vertex cut definition collects the reported class of events in Ref. [43], AT
distribution of this sampling method is inspected. The light noise background is collected by
modified IBD selection cuts: 2 < AT < 100 ps; -0.8 < Z < 0.3 m; 0 < p2 < 0.2 M 2 . This
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Figure 7-23: p2 vs. Z vertex distribution of coincidence pairs selected with a modified IBD
selection cut, 0 < AT < 15 ps. Also only data after day 190 is used to enhance the existence
of the background.
volume definition is noted as V in the remaining part of this section. The backgrounds for the
light noise is collected from a nearby volume by modifying the vertex cut to 0.8 < Z < 0.3 m
and 0.25 < p2 < 0.45 M 2 , defined as V2. Since a neutron capture time in this region (i.e. the
Target volume) is about 30 ps, the accidentals background sample in each volume is collected
by using a single off-set time window at 152 < AT < 250 ps. The accidentals background's AT
distribution is subtracted to remove the accidentals' component. The remaining AT distribu-
tion is that of purely correlated events, including the light noise evens and backgrounds such
as IBD, fast neutrons, and 9Li. Since backgrounds are considered to be uniform in space, AT
distribution of V after subtracted that of V2 represents the AT distribution of the correlated
light noise. This is shown on the left of Fig. 7-24. An exponential function fit yields a decaly
constant of 13.88 ± 3.92 ps, which is consistent with the reported value of 14.1 ± 0.9 Ps. A
large error is due to a lack of statistics in the IBD sample compared to the Bi-Po sample.
In order to ensure that the volume V contains all the light noise events, and also to confirm
V3 does not contain them, another volume definition V3 , -0.8 < Z < 0.3 m and 0.45 < p2 <
0.65 m 2 , is defined and studied. The AT distribution of V after subtracting that of V3 is shown
in the middle of Fig. 7-24. The fit yields the exponential time constant of 11.22 ±3.49 ps, which
is again consistent with the reported value. The right of Fig. 7-24 shows the AT distribution
of V2 after subtracting V3. The flat distribution confirms that V2 volume does not contain this
class of background.
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Figure 7-24: Subtracted AT distribution for the three volume cuts, V1, V2 , and V3 (see the
main text for the definition). From the left to right, AT distribution is made by a volume-wise
subtraction of V - V2 , V - V3 , and V2 - V3 .
7.5.2 The Rate of Contamination
The rate is estimated by a simple counting method. The number of IBD candidates are counted
in the volume region V1 , V2 and V3 (see the previous section for the definition of each volume).
For the each volume definition, accidentals are counted and subtracted using a similar method
described in the previous section. A subtraction of V2 from V yields the correlated light noise
rate of 0.32 ± 0.07 events/day. A subtraction of V3 from V yields 0.25 ± 0.07 events/day. The
V1 - V2 result has less effect from accidentals since V3 is closer to the 'y-catcher where accidentals
background rate is high. Accordingly, the rate estimation from the V - V2 volume subtraction
is used as the nominal rate estimation.
One may ask a question whether the volume V fully contains the sample of light noise or
not. To answer question, the size of V and V2 are changed to enlarge their volume. V is
enlarged to -0.9 < Z < 0.5 m and 0 < p2 < 0.3 M 2 , and accordingly V2 is changed to keep
the same size of the volume just outside V1. The rate estimation from these volumes yield the
rate of 0.29 ± 0.08 events/day, which is completely consistent with the estimates made with
the original V volume definition. From this fact, it is considered that the original V volume
definition is sufficiently large enough to contain all of the correalted light noise events. As a
reference, AT distribution of the modified volume is also made and shown in Fig. 7-25. The
exponential time constant from the fit yields 13.34 ± 4.18 ps, which is again consistent with
the report [43].
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Figure 7-25: Subtracted AT distribution of an enlarged V and V2 definition for the cross-check.
7.5.3 The Shape of Contamination
Following the rate analysis method with V1, V2 and V/ volume definitions, a similar analysis
method is performed to extract the Eprompt spectrum shape of this background. The V -
V2 and V - V3 spectra are shown in Fig. 7-26. As expected, both V - V2 and V - V3
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Figure 7-26: Subtracted Eprompt spectrum shape for V - V2 (left) and V - V3 (right). Both
spectra are scaled to the corresponding rate estimate.
spectra are compatible although the shape uncertainty is large. The spectrum from V - V2
subtraction is used as the nominal input to the oscillation analysis with the quoted rate of
0.32 ± 0.07 events/day.
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Background hydrogen (event/day) Gd (event/day)
Accidentals 73.45 ± 0.16 0.261 ± 0.002
9Li 2.84 1.15 1.25 + 0.54
Fast Neutrons 2.50 t 0.47 0.30 t 0.14
Stopping-p N/A 0.34 ± 0.18
Light Noise 0.32 t 0.07 N/A
Total 79.11 1.25 2.18 0.58
IBD Candidates 151.1 0.8 36.2 0.4
Table 7.4: A summary table of backgrounds in the hydrogen
from the Gd analysis are also shown.
analysis. As a reference, values
7.6 Summary
Combining all backgrounds' contribution, the total background rate is 79.11 + 1.25 events/day
in the hydrogen analysis. Although it is high, a large fraction of it comes from the accidentals
background which is well understood. Table 7.4 summarizes the rate of each background as well
as the total. The same table also holds values from the Gd analysis for shared backgrounds.
7.7 Validation with Reactor OFF-OFF
Data taken during the period in which both reactors are turned off (OFF-OFF) is very useful
for us to validate our BG analysis. In this section, we show a comparison of an estimated and
observed BG rate and shape.
7.7.1 Data Sample
The data sample are gathered from the all reactor OFF-OFF period in both 2011 October and
2012 June. The run-time, live-time, and OV-corrected live-time are 7.528, 7.192, and 7.188
days in respective order. The IBD candidate selection yields 599 + 24.47 candidates during
the whole period.
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7.7.2 Accidentals Rate and Time Stability
The accidentals' rate estimation is the first and possibly the most important step of the OFF-
OFF data analysis. We cannot use, however, the accidentals' rate extracted earlier because
the accidentals' rate have a time variation as shown in Fig. 7-4. Hence, we have to extract the
accidentals' rate independently using the OFF-OFF data sample.
The extraction is performed using both the off-time selection method and analytical esti-
mation '. Both methods show a consistent rate estimation for each day. For the OFF-OFF
sample we found the accidentals' correction factors as follows:
delayed = 1.0185 t 0.0001 and f 1.032692+0.002 (7.21)
isolation = -et
where the error on f delayed is assuming the 0.01 day error on the run/live-time. The off-time
selection yields 61508 events with 125 off-time windows. With these correction factors, we find:
R"ide 72.00 ± 0.36 events/day (7.22)
The input parameters for the analytical estimates are derived from the OFF-OFF data
sample, and summarized in the table 7.5. We find the analytical method estiamtes the overall
Rprompt delayed
isolation 'EAR fp-veto
8.131 + 0.012 Hz 2.994 + 0.005 Hz 0.9818 + 0.0001 0.0599 + 0.0002 1.0327 + 0.0021
Table 7.5: Summary of parameter values to be used for OFF-OFF analytical rate estimation.
rate to be:
R ada = 71.95 ± 0.29 (7.23)
which is in a very good agreement with the selected accidentals' rate with the off-time window
selection. The day-by-day stability of the accidentals' rate measurement is shown in Fig. 7-27,
which proves a cross-check using the analytical method agrees with the off-time selection in
daily basis.
3See Sec. 7.1.1 and 7.1.3
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Figure 7-27: A comparison of accidentals' daily statistics estimation between the off-time win-
dow (blue) and analytical method (red). A very good agreement is found over all OFF-OFF
period, as was the case for the DC2ndPub data sample.
Further, we have also checked the correction factor to the off-time selection event statistics
by fitting a ratio histogram of IBD candidates to off-time selected sample at high AR. This is
shown in Fig. 7-28. The ratio of the IBD candidates to off-time sample statistics is found to be
0.991 ± 0.012, and hence the correction factor is considered to be working well. We, therefore,
use the noted accidentals' rate for the further OFF-OFF data analysis.
7.7.3 OFF-OFF Event Rate and Shape After Accidentals Subtrac-
tion
Using the Eq. 7.22, the event rate after the accidentals' subtraction is:
ROff-of = 11.33 + 3.41 events/day (7.24)
The combined fast neutron and 9Li event rate from the DC2ndPub estimates is:
R - ysis = 5.39 ± 1.20 events/day9 Li+fast-n (7.25)
which is roughly 1.74- away from the measured rate.
The prompt energy spectrum comparison is done at a very basic level. We have used nominal
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Figure 7-28: The left figure shows AR distribution for IBD candidates and off-time selected
data sample in blue and red color, respectively. The off-time data sample is scaled using a
derived scaled factor for the OFF-OFF period. The right figure shows the bin-by-bin ratio of
two distributions on the left for 1100 < AR < 3500 mm.
rate and shape estimate for the 9Li and fast neutron backrounds in the hydrogen analysis. We
have ignored rate and shape uncertainty: the both spectrums are normalized to the central
value of the estimated rate times the livetime of the detector during the OFF-OFF period.
This comparison of Eprompt is shown in the left of Fig. 7-29. In particular, between 12.7 and
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Figure 7-29: OFF-OFF data
represent 9Li (cyan) and fast
Eprompt is shown in the red data points. The stacked histograms
neutrons (orange).
29.7 MeV, we find the OFF-OFF data statistics of 16.02 ± 6.50 events in the histogram of
Fig. 7-29. With our nominal rate and shape estimate of fast neutron backgrounds, we expect
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16.74 ± 1.25 events. This is in a complete agreement.
These very minimal set of cross-check with the OFF-OFF data sample shows both the rate
and the shape of accidentals, 9Li and fast neutrons all seem reasonable.
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Chapter 8
Signal Prediction
This chapter describes the signal prediction. Since this is a common procedure between the
hydrogen and Gd analyses [1], the description is kept brief. The only difference is the signal
selection method which is already described in chapter 5. The summary can be found in Sec. 8.3
where the predicted number of event candidates after applying the MC correction factor (see
chapter 6) is presented.
8.1 Simulation of the Fission Rate in the Chooz Reactor
Cores
Fission chains in nuclear reactor cores involve multiple beta decays that make a nuclear reactor
core a rich, isotropic source of 0e. Main fuel components include 235U, 238U, 239Pu and 24 1 Pu.
Taking the example of 23 5U, each fission releases roughly 200 MeV energy [44] involving 6 beta
decays on average [45]. As a result, approximately ~ 1020 0, GW-'s-' are produced.
In order to know the number of 0, with precision, one has to either measure it with the
near detector or extrapolate from a good understanding of fission rates in the reactor core. As
the experiment does not have the near detector running, the latter treatment is taken for this
assessment. The rate is, however, also constrained by DATA taken by Bugey-4 experiment [46]
which helps to lower the systematic uncertainty for a precise measurement of 013. This section
presents the details of a predicion of the fission rate in the reactor core, which gives a pre-
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dicted number of C/e at the reactor core. The next section describes how the Pe rate is further
constrained using the Bugey-4 measurement.
The flux of 0, at the reactor core is calculated by summing up Fle flux from main fuel isotopes
using the following equation
Fission Isotopes
Of, (E, t) = fk (t) . Oek(E) (8.1)
k
where k denotes an index of four fission isotopes, f represents a fission rate of k-th isotope, and
#e denotes the 0, flux for k-th isotope. Section 8.1.1 describes a framework to make the fission
rate prediction at a given time t, and Sec. 8.1.2 describes the predicted i, spectrum shape at
the reactor core.
8.1.1 Core Simulation
Knowing the fuel composition of the reactor core is necessary to calculate the Fl flux. Because
the fuel composition cannot be measured while the reactor is under operation, in order to know
the fission fraction at any given time, one has to extrapolate the fuel composition based on
the initial condition, core assembly information, and the power history of the reactor which is
relevant to the total fission rate over time. These input information are provided by EDF, the
electricity company in France. This is input into two independent simulation frameworks used
in Double CHOOZ, MURE and DRAGON, in order to predict the time evolution of fission
fraction over time. An example thermal power history data set provided by EDF is shown in
Fig. 8-1.
MURE performs a 3D, N-particle simulation of a reactor core using a neutron transport
Monte Carlo simulation framework, called MCNP [47]. DRAGON [48], on the other hand, is
a lattice-based 2D assembly simulatioon program which performs a deterministic calculation.
Both codes have been benchmarked against Takahama-3 reactor in Japan from which three fuel
rods went into a destructive assay that allowed analysis of its chemical composition. The result
from this benchmark and a comparison with the prediction are used to assign the systematic
uncertainty on the fractional fission rate prediction. Because MURE does a 3D simulation of
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Figure 8-1: The average thermal power data monitored and provided by the electrocity company
in France as a function of days since the beginning of C1 data taking.
the entire fuel rod, its output is used as the nominal value of the fission rate prediction. The
predicted fission rates over time for main fuel isotopes are shown in Fig. 8-2.
DRAGON is used to cross-check the assembly-level fission rate predicition from MURE,
and the difference is included in the systematic uncertainty. The overall uncertainty takes into
account the initial fuel composition in the present fuel cycle, uncertainties in the moderator
(water) density, operation of control rods, monitored temperature, and all other second order
effects used in the code input parameters. The uncertainty is evaluated per fission isotope, and
its time evolution is shown in Fig. 8-3.
8.1.2 Neutrino Spectrum at Reactor Core
The Fle flux from kth isotope, #k in Eq. 8.1, is estimated by a sum of beta spectrum of all
daughter isotopes as shown below
all daughters
#k (E) =
A all branches
Af (t) Bj - Sj (E) .
b
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Figure 8-2: Fission rates from the main fission isotopes, 2 39pu 24 1 Pu 235 U, and 238 U, simulated
by MURE with input data from the EDF.
In order to estimate # , one could either take an overall beta decay spectrum measurement
for the k"h isotope or sum up the measured beta decay spectrum from every single beta decay
branch. The first approach is explored by Huber et. al [49] using the data taken at the Institute
Laure Langevin (ILL) high flux reactor in Grenoble, France [50, 51, 52] for the isotope of 235 U,
239 Pu, and 24. In this measurement, uranium and plutonium oxide, a typical fuel compound
for nuclear reactors, are irradiated by a thermal neutron flux for 12 to 36 hours. The overall
outgoing electron energy is measured by a magnetic spectrometer in steps of 50 to 100 keV.
For 23 8U isotope, the second approach, called ab initio [10], is recently developed and computed
by Mueller et. al, and is used since there is no measurement of an overall beta spectrum
available. The ab initiomethod also allows a correction for 235 U, 239 Pu, and 2 4 1Pu isotopes due
to long lived isotopes that pile up beyond 12 to 36 hours of the irradiation time in the ILL
measurement [10]. The resulting spectrum shape and uncertainties are shown in Fig. 8-4.
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8.1.3 ie Flux in the Detector
In order to predict the number of IBD interactions in the far detector without the near detector,
one needs to predict the number of IBD interactions for each of the reactor cores. Below, ak is
defined as a fractional fission rate as opposed to the absolute fission rate, fk,
ak f (8.3)
Defining an average energy per fission isotope, (Ef)k, and using the total thermal power output
of the reactor, Pth = Ek fk(Ef)k, one can write
(8.4)fk = Pth
f ae(Ef)f
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which relates the monitored total thermal power output of the reactor and fission rates. The
IBD interaction rate at the detector is
dNgie Reactors Np Pt, R
= E 2, P, (Of ) R (8.5)dt R=B1,B2 4rLR (Ef)R
where an extra subscript, R, denotes a parameter evaluated at each reactor and (af)R denotes
the IBD cross-section weighted by 0e flux per fission,
(Of) = a I pe,(E)9IBD(E)dE. (8.6)
k
The energy spectrum prediction can be made by avoiding an integration over all energy region.
The number of IBD interactions between E and E + dE is
dN Reactors N PthR
"" =E4r E) ak,RO' (E)UIBD(E). (8.7)dt dE R=B1,B2 R (Ek)(
8.1.4 BUGEY4 Anchor Point
The uncertainty in the prediction described so far is dominated by an estimation of the fractional
fission rates, ak, from the reactor core simulation. One motivation of having a near detector
is to reduce this systematic uncertainty by measuring (of) through a direct measurement with
a very short baseline. While installing the near detector, the collaboration took a descision of
using the measurement by BUGEY4 which measured (uf)BUGEY at 15 m away from the 2.8
GWth PWR BUGEY power plant. This measurement carries only 1.4 % uncertainty, and the
core geometry is very similar to that of Chooz BI and B2. One can then write
(u)R -- (or)BUGEY + R BUGEY) (k (8.)
k
Because BUGEY and Chooz B1 and B2 reactor cores are similar, (aR - a BUGEY) the second
term becomes very small, suppressing an uncertainty coming from (-f)k. By using the BUGEY4
measurement as an anchor point in this manner, a systematic uncertainty in (0f)R is dominated
by that of (of)BUGEY.
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Source Uncertainty (%)
Baseline Length, L 0.038
Thermal Power, Pth 0.46
Average Energy per Fission, (Ef) 0.16
Fractional Fission Rate, ak 0.87
Flux Weighted Cross Section, (a-) 0.17
BUGEY4 Normalization, (af)BUGEY 1.42
Total 1.75
Table 8.1: Uncertainties in the C1e flux prediction.
8.1.5 Summary
Table 8.1 summarizes various sources of error with their size. The total uncertainty becomes
1.75 % which is the dominant error in the single detector phase of the experiment. While
the BUGEY4 normalization carries the most dominant uncertainty, this results in almost a
factor of two improvement in the total uncertainty by suppressing the uncertainty on (U-) >
as mentioned earlier.
8.2 Detector Simulation
8.2.1 Event Generation
Each DAQ run length for a normal physics run is one hour, and corresponding MC events are
generated for all DATA runs. Thermal power history, Pth, provided by EDF is binned into 15
minutes to twelve hour period, and an average fission rate of main isotopes are calculated for
twelve to forty-eight hours long period. The fission rates and thermal power computed by a
simulation, f'm and P" are used to obtain fk in the following manner
fk Ptf"im (8.9)
th
where Pt is the mean of thermal power during the longer averaging period for the simulation.
The expected number of IBD events is computed based on Eq. 8.5 with the average thermal
power, the fission rates, fk, and the length of each run. The actual number of events to be
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generated in MC is determined by a random draw using a Poisson distribution with a hundred
times the mean of the expected number of events. A factor of hundred is introduced to generate
a high statistics MC sample to investigate the statistical effect to the sensitivity of 13 analysis.
The energy of Pe for each draw is randomly chosen from a binned, flux weighted IBD cross
section. The binning size is chosen to be 250 keV from 1.625 MeV to 11.125 MeV. The detector
volumes used in this simulation include the Target (liquid and tank), 'y-catcher (liquid and
tank), and Buffer liquid. The vertex of an IBD event is chosen randomly in each volume.
For each IBD interaction, a positron and neutron are simulated and fed into the detector
MC simulation framework. Their momentum are calculated based on the incoming Fe energy,
and istotropically distributed in their center of mass frame.
8.2.2 Geant4: Particle-Tracking Simulation
Generated e+ and neutrons are fed into the detector and particle tracking simulation framework,
DCGLG4sim , which is a wrapper for the particle simulation package, Geant4 [53], and includes
the Double CHOOZ specific geometry and material properties.
Geant4 is a Monte Carlo package that simulates each step of a particle track based on
provided physics libraries with data. Energy loss of e- and e+ are described by ionization, in-
elastic of nuclei, elastic scattering off another charged particle, Cherenkov and bremsstrahlung
radiation. The default configuration includes a custom neutron thermalization library called
NeutronTH which corrects for moleculer bonding effects in the neutron transport during ther-
malization. A gamma ray generated from a neutron capture loses its energy through Cherenkov
radiation, photoelectric effects, Compton scattering, and a e+e- pair production.
DCGLG4sim implements the Double CHOOZ detector geometry and material properties such
as material composition and optical property. The detector geometry include all detector
volumes with calibration devices in the sensitive volume. Proton numbers of liquids are matched
with the detailed measurement in the laboratory. Optical photons in the detector are simulated
from either Cherenkov radiation or scintillation liht emission. For highly ionizing particles, a
semi-empirical Birk's law [54 is employed to estimate the light yield. An input value, called
Birk's constant, is measured for an electron and a particle from the lab measurements for
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the Target and -- catcher liquids. DCGLG4sim includes numbers of material dependent model
parameters from the lab measurements. These include the attenuation length as a function of
wavelength, scintillation light yield, resolution and spectra, and also re-emission probability.
The collection and quantum efficiency of PMTs are also simulated in DCGLG4sim [55].
8.2.3 Read-Out Electronics Simulation
The read-out electronics simulation is done by a package called RoSS . This takes in the gen-
erated PE hit timing vector per PMT from DCGLG4sim output, and generates a waveform that
mimics an output from FADC in DATA. A SPE waveform shape is tuned based on DATA fol-
lowing an assumption of Landau distribution fit on the baseline. RoSS introduces, in addition,
randomly generated dark noise as well as PMT-to-PMT variation of electronics gain which
mean and spread are tuned based on DATA.
8.2.4 A la DATA Reconstruction
The output of RoSS is meant to mimic the output of FADCs, and hence it is directly fed into
the chain of reconstruction processing identical to DATA including vertex, track, and energy
reconstructions.
The PMT-to-PMT gain calibration on MC sample is handled in the same way as it is done
for the DATA except a sample for studying various corrections are different (see Sec. 4.3). As
a result, a very good agreement of the delayed neutron capture energy spectrum can be seen
for IBD delayed candidates' event among DATA and MC in Fig. 5-7.
8.3 Summary
The reconstructed MC sample is run through the same IBD candidate selection method de-
scribed in chapter 5. As described in chapter 6, however, there is a certain selection inefficiency
that only exists in DATA because DATA include non-f/e events. The selected event statistics
must be corrected, therefore, using the MC correction factor presented in Sec. 6.4. Taking into
account of the MC correction factor, the estimated signal statistics is 17685.6 ± 516.6 events.
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Figure 8-5: The IBD candidate rate stability plots for the Gd analysis (top) and the hydrogen
analysis (bottom). The horizontal axis shows the number of elapsed days since the beginning
of the data taking period. The vertical axis shows the number of events per day. The predicted
rate is shown in blue while the observed rate is shown in black. Backgrounds are subtracted.
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Figure 8-5 shows the expected vs. observed number of IBD candidates over the data taking
period. The figure nicely shows the variation of reactor power over in the prediction followed
by the observed candidates' rate from DATA.
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Chapter 9
Oscillation Analysis
This chapter presents the final result of the hydrogen analysis using all inputs described pre-
viously. The procedure of the oscillation fit follows the already published method in the Gd
analysis, and is briefly reviewed in Sec. 9.1. The result is available in the published manuscript
which is shown in Sec. 9.2. Finally, summary and future prospects are briefly described in
Sec. 9.3.
9.1 Chi-Square Approach
The oscillation fit follows the methodology used for the Gd analysis, which is based on the
x2 statistic [1] using the prompt energy spectrum of IBD candidates. The x2 is defined for a
comparison of DATA and MC binned histogram distributions. This method follows the generic
definition of x2 which is
2 (XPATA _ C9 1DATA _ MC
where Xi represents the ith bin content of the prompt energy histogram and Mij is an error
matrix describing a bin-to-bin correlation. The index i and j run over the histogram bins. As
shown above, a shorthand notation of 6(X)i is used to represent a difference of DATA and MC
prompt energy distribution in the ith bin.
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In addition, pull terms are added for the 9Li rate, fast neutron rate, energy scale, and
Am 2 value to let the fitter constrain these quantities. The input values for these pull terms
are the results presented in the previous chapters. The pull terms are particularly useful for
9Li and fast neutron backgrounds as their error in the prediction is large. For accidental and
correlated light noise backgrounds, pull terms are not included because they are either very
well understood or have a very low rate. The full expression is
2 FN,
9 L (Pb) 2  (E _ 12 ( m)MINOS)2
X 6(X)iMi.6(X)+ 2 E - + 2 + 3 . (9.2)Xa 2~~ U3~2 +2
i,j b Eb JaE MINOS
Pull Terms
Pb is a pull term for the rate of a background "b," an index that runs over fast neutrons
(FN) and Lithium-9 (9Li), and ob is the associated uncertainty. aE is the energy scale with
an uncertainty aQ. Finally, the Am 2 term is also added among the pull terms to let the
fitter exploit a possible solution within the error obtained from the MINOS results [30]. The
difference between DATA and the prediction is defined as
Reactors Backgrounds
6(X), = XDATA -,R +X b) (9.3)
R b
where X'e,R is the predicted number of Pe from the reactor "R" and Xib is the number of
predicted background class "b" in i-th histogram bin. The error matrix consists of four com-
ponents:
Backgrounds
Mij_ Signal + .Detector w AStatistics +
b
where the four terms in the parentheses represent covariance matrices of the signal rate and
spectrum error, uncertainty in the detector response, statistical uncertainty, and background
rates and spectra in respective order. The addition of covariance matrices is equivalent to an
addition of errors in quadrature under an assumption of uncorrelated error components.
The covariance matrices are generated following the same approach taken in Ref. [1]. Only
input parameter values have been changed. The statistical and accidental backgrounds' co-
variance matrices are a simple diagonal matrix with a normalization error. The spectral and
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rate uncertainties are included in the 9Li backgrounds' and fast neutron backgrounds' ma-
trices. The detector and reactor covariance matrices are generated using a technique called
Multisim [1, 56], which is based on a large number of fake measurements by performing a
random draw with input parameter values. The variance of the oscillation input parameters
Source of uncertainty Hydrogen variance Gd variance
Total statistical error 1.08% 1.12%
Accidentals 0.22% 0.01%
Li-9 1.56% 1.46%
Fast neutrons 0.64% 0.54%
Correlated light noise 0.10% N/A
Energy scale 0.32% 0.32%
Detection efficiency 1.57% 1.01%
Reactor 1.75% 1.76%
Table 9.1:
the variance
A comparison of uncertainties in
is defined as: Mjj ~/Nignal,
the hydrogen and Gd analyses [1, 4]. Here,
where Mij is the relevant covariance matrix,
evaluated at sin 2 2613 = 0 and Nsignal is the total number of signal events predicted at sin2 2013 =
0.
are shown in Tab. 9.1. The table also contains those for the Gd analysis for a comparison.
9.2 Oscillation Analysis Result
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The Double Chooz experiment has determined the value of the neutrino oscillation parameter 013
from an analysis of inverse beta decay interactions with neutron capture on hydrogen. This analysis
uses a three times larger fiducial volume than the standard Double Chooz assessment, which is
restricted to a region doped with gadolinium (Gd), yielding an exposure of 113.1 GW-ton-years.
The data sample used in this analysis is distinct from that of the Gd analysis, and the systematic
uncertainties are also largely independent, with some exceptions, such as the reactor neutrino flux
prediction. A combined rate- and energy-dependent fit finds sin 2 20 13 = 0.097 ± 0.034 (stat.) ±
0.034 (syst.), excluding the no-oscillation hypothesis at 2.0 a. This result is consistent with previous
measurements of sin 2 20 13 .
PACS numbers: 14.6OPq
Neutrino oscillations are well established in the three
flavor paradigm and can be described by three mix-
ing angles (012, 023, 013), a CP-violating phase 6, and
two mass-squared differences (Amji, Lmi 2 ). Among the
three mixing angles, 013 is the smallest and has recently
been revealed to be non-zero [1-7]. The value of 013
is a critical input for plans to measure 6 and the neu-
trino mass hierarchy. Furthermore, it may provide im-
portant clues for physics beyond the Standard Model.
The current best measurements of 013 come from the re-
actor pe-disappearance experiments Double Chooz, Daya
Bay, and RENO [5-7]. All three experiments rely on the
detection of the inverse beta decay (IBD) interaction,
Pe + p -4 e+ + n, in Gd-doped liquid scintillator (LS).
Typically these experiments search for a prompt positron
signal followed by an ~ 8 MeV gamma cascade from neu-
tron capture on Gd. Background due to natural radioac-
tivity, which is predominantly below 4 MeV, is largely
suppressed. However, in Double Chooz it is also possible
to search for a prompt positron followed by a 2.2 MeV
gamma ray from neutron capture on hydrogen, thanks to
the low background environment in the detector. Though
the latter analysis presents several challenges, it provides
important benefits: a cross-check on the standard Gd
analysis and improved Pe energy spectrum shape infor-
mation which is essential to our knowledge of 013.
In this letter we present an analysis of IBD interac-
tions with neutron capture on hydrogen in the Double
Chooz far detector. Following the same approach as in
previous reports [3, 6], this analysis compares the can-
didate event rate and prompt energy spectrum shape to
the Monte Carlo (MC) prediction. This analysis, how-
ever, differs from those reported (3, 6] in two major ways.
First, the definition of the delayed signal is changed from
the ~ 8 MeV gamma cascade characteristic of a neutron
capture on Gd to the 2.2 MeV gamma ray characteristic
of a neutron capture on hydrogen. This change allows
us to select a data set that is statistically independent of
the Gd-based data set and has different systematic uncer-
tainties and background characteristics. Second, because
hydrogen captures occur in the undoped LS in addition
to the Gd-doped region, a three times larger fiducial vol-
ume is available for analysis.
The Double Chooz far detector is located at a distance
of ~ 1050 m from the two 4.25 GWth reactor cores of
the Chooz Nuclear Power Plant, with a rock overburden
of 300 meters water equivalent. The central region of
the detector consists of three concentric cylinders, col-
lectively called the inner detector (ID). The innermost
cylinder is the 10.3 m3 target. This is surrounded by a
y-catcher (22.5 m3 ). The target liquid is a PXE-based LS
doped with Gd at a concentration of 1 g/l [8], while the y-
catcher liquid is an undoped LS. Outside the y-catcher is
the buffer, a 105 cm thick layer of non-scintillating min-
eral oil contained in a stainless steel tank. Light from
the target and 'y-catcher volumes is collected by 390 low-
background 10-inch PMTs installed on the inner wall of
the buffer tank [9-11]. Outside the buffer tank, and op-
tically isolated from it, is the inner veto (IV), a 50 cm
thick layer of liquid scintillator in a steel tank. The IV
is equipped with 78 8-inch PMTs and serves as a veto
for cosmic rays and fast neutrons entering the detector.
The IV is surrounded by a 15 cm thick layer of demag-
netized steel which suppresses -- rays from radioactivity
in the surrounding rock. Above the IV is the outer veto
(OV) detector, a scintillator-strip-based muon tracking
system. The OV system was installed during the data
taking period, and about 2/3 of the data in this analysis
benefit from OV use. A more detailed description of the
entire detector can be found in Ref. [6].
The number of protons is estimated to be (6.747 ±
0.020) x 1029 in the target [6] and (1.582 ± 0.016) x
1030 in the -y-catcher volume, the latter being based on a
geometrical survey and measurements of the scintillator
hydrogen fraction.
The IBD signal is a twofold coincidence of a prompt
positron energy deposition, Eprompt, and a delayed
gamma energy deposition, Edelay, resulting from a neu-
3tron capture on hydrogen or Gd. The separation in time
and space, At and Ar, of the coincident events are de-
termined by neutron capture physics. Neutron capture
times are 200 ps in the y-catcher and 30 ps in the target,
where the presence of Gd greatly increases the neutron
capture probability. In this analysis, where we search for
Edelay ~ 2.2 MeV without any fiducial volume cuts, we
expect to detect candidates in both the target and -y-
catcher. Given that only 13 % of the IBD interactions in
the target volume are followed by neutron capture on hy-
drogen [6], 95 % of the signal events used in this analysis
are located in the y-catcher.
Vertex reconstruction is based on a likelihood maxi-
mization of the charge and timing of the pulses detected
at each PMT [6]. It allows the spatial correlation of
prompt and delayed events, effectively removing acciden-
tal backgrounds.
We reconstruct the energy of all events via two steps:
(1) a total charge (Qit~) to photoelectron (PEtot) conver-
sion; and (2) a PEtt to visible energy (Evi,) conversion as
done in the Gd analysis [6]. The first step takes into ac-
count a channel-by-channel, non-linear gain calibration.
The second step uses a light yield of ~ 230 PE/MeV, de-
fined by the neutron capture peak on hydrogen in 252 Cf
calibration source data. By applying correction factors
derived from spallation neutron data, this step also cor-
rects for the time variation and vertex dependence of the
detector response. The same method is used to deter-
mine Evi8 for the MC sample.
This analysis uses data collected by the Double Chooz
far detector between April 13, 2011 and March 15, 2012,
which is the same time-period used in the latest Dou-
ble Chooz Gd analysis [6]. The total live time is 240.1
days, which is different from 227.9 days used in the Gd
analysis [6] because of different analysis cuts.
The IBD candidate selection is performed via the fol-
lowing procedure. To reduce muon-induced backgrounds,
we reject all events that occur less than 1 ms after a
cosmic muon crosses the IV or the ID. We use PMT
charge isotropy and PMT pulse simultaneity cuts to re-
duce backgrounds caused by light emitted from PMT
bases ("light noise") [3]. We apply the following coin-
cident selection cuts to the remaining events: 0.7 MeV <
Eprompt < 12.2 MeV; 1.5 MeV < Edelay < 3.0 MeV;
10 /is < At < 600 ps; Ar < 90 cm. Furthermore, we
reject prompt candidates that are coincident with a sig-
nal detected in the OV. This veto, along with the 10 ps
lower bound of the At cut, renders backgrounds due to
stopped muons negligible. Finally, we apply a multiplic-
ity cut to reduce fast neutron backgrounds. This cut de-
mands that no trigger occur in the 600 ps preceding the
prompt candidate and that no trigger other than the de-
layed candidate occur in the 1000 ps following the prompt
candidate.
The selection cuts yield a total of 36284 events. Among
these IBD candidates are backgrounds due to uncorre-
lated accidental coincidences, fast neutrons produced by
muons traversing the nearby rock, long-lived cosmogenic
isotopes (mainly 9 Li), and a small contribution from light
noise. Accidentals are the dominant background, com-
prising almost half the IBD candidate sample.
We measure the rate and energy spectrum of acciden-
tals by analyzing a sample of off-time coincidences. We
collect this sample by looking for a delayed trigger be-
tween 1 s + 10 ps and 1 s + 600 ps after a prompt candi-
date event and applying a multiplicity cut for a period of
1 s-600 ps to 1 s+1000 ps. To increase sample statistics,
we open 124 consecutive windows after this first window,
thus sampling accidentals between 1 s and 1.2 s after
each prompt candidate. After correcting for inefficien-
cies associated with this selection method, we obtain an
accidentals rate of 73.45 ± 0.16 events/day. The result is
cross-checked among multiple independent methods, and
the quoted value includes the largest systematic uncer-
tainty among them.
The fast neutron background consists of a proton re-
coil, the prompt event, in coincidence with the capture
of the neutron, the delayed event. A single muon passing
close to the detector may generate one or more fast neu-
trons which traverse the IV and ID. We tag the number
of IBD candidates in which fast neutrons are recorded
simultaneously in the IV and ID by requiring > 2 IV
PMT hits and an ID-IV pulse-timing correlation. We es-
timate the tagging efficiency from an event sample with
Eprompt > 12 MeV, following the same method as used
for the Gd analysis [6]. From this sample we obtain a
spectrum shape and, using the tagging efficiency and
sample purity, we calculate the fast neutron rate to be
2.50 ± 0.47 events/day.
Muon-induced radioactive isotopes which emit a neu-
tron immediately following f-decay, such as 9Li, can be
a background to IBD reactions. As the lifetime of 9 Li is
257 ms, we use the correlation of the 9Li decay events
to previously detected muons to estimate the 9Li back-
ground rate. To increase the purity of 9 Li in our sample,
we consider only the subset of IBD candidates for which
the spatial separation between the prompt event and the
reconstructed muon track is within a defined distance.
While ID PMTs are used to reconstruct the muon tracks
in the Gd analysis [6], IV PMTs are used in this analy-
sis to account for muons going through non-scintillating
buffer liquid. To estimate the 9 Li rate in this subsample,
we fit the time difference AtA between the IBD candidate
prompt events and preceding muons with an exponen-
tial function characterized by the 9Li lifetime, plus a flat
function to accommodate remaining accidentals and IBD
candidates. The estimated rate is found to be consistent
with that in the Gd analysis [6], accounting for the dif-
ferent fiducial volumes and selection efficiencies, and the
difference is included in the systematic uncertainty. We
find a 9Li rate of 2.8 ± 1.2 events/day. Muon track re-
construction efficiency is evaluated by a MC study and
4Eli
the entire fiducial volume as 1.0 %. Finally, we find that
2 4 6 8 10 12 an uncertainty of 1.2 % accounts for the MC modeling of
Energy (MeV) neutron migration, called spill-in/out [6], between detec-
(Color online) Stacked histogram showing the prompt tor subvolumes. Adding these factors in quadrature, we
spectrum of neutrino candidates without background obtain a total detection efficiency uncertainty of 1.6 %.
tion (black data points with statistical error bars). Energy scale uncertainty arises from three sources:
d (grey) line is the best fit oscillation hypothesis. time variation, non-linearity, and non-uniformity in the
own are contributions from accidentals (blue cross- detector response. We treat the first two effects exactly
), 9 Li (green vertical lines), fast neutrons (purple di- as in Gd analysis [6]. The third effect has a larger impact
lines), and correlated light noise (orange horizontal on the hydrogen analysis because of its extended fiducial
volume. We estimate it by comparing data and MC from
calibration source deployments in the -y-catcher. In total,
we find an energy scale uncertainty of 1.7 %, as compared
I. Summary of the number of observed IBD candi- to 1.1 % used in the Gd analysis [6].
nd the predictions for the signal and background con- The reference Eprompt spectrum is selected from the
ns used as input for the oscillation fit analysis. same reactor power-based Pe MC sample generated for
e Predicted/Observed events the Gd analysis [6]. Systematic uncertainties on the ref-
diction (no osc.) 17690 erence spectrum are the same as for the Gd analysis. We
ntals 17630 use the Bugey4 measurement to minimize the systematic
genic isotopes 680 uncertainty on the reactor neutrino flux prediction [6, 12],
eutrons 600 which is the dominant uncertainty in this analysis. The
noise 80 no-oscillation expectation for the number of neutrino can-prediction 36680 didates is 36680 ± 520, including background. The pre-
,red IBD candidates 36284 dicted number of events for both signal and backgrounds
are summarized in Tab. I, and uncertainties relative to
a u . the predicted signal statistics are shown in Tab. II.
and associated systematic uncertainty from MC, To extract sin 220 13 we compare both the rate and
adn asinteGd sys i u[6]. ' shape of the data to the reference Epronpt spectrum indone in the Gd analysis [31 variably sized energy bins from 0.7 to 12.2 MeV.
lly, we found a small number of light noise events The fit procedure is identical to that used in the Gd
g two consecutive triggers that are identified as analysis [3, 6], except that we use a single integration
ndidates. A volume cut on the reconstructed ver- period and include the Ar cut efficiency as an addi-
used to quantify the rate and Eproinpt spectrum tional source of uncertainty. We use the MINOS value of
or this type of background. We estimate this back- Am 2 = (2.32 ± 0.12) x 10- 3 eV 2 as input for the fit [13].
rate as 0.32 ± 0.07 events/day. We find a best fit of
In this analysis, neutron detection efficiency En includes
both the efficiency of the IBD selection and the fraction
of neutron captures which occur on hydrogen. We eval-
uate E,, from 2 52Cf neutron source calibration data and
find it to be E,, = 0.0846 ± 0.0018 in the target and
En = 0.7853 ± 0.0036 in the -y-catcher. Weighting by the
fraction of predicted IBD candidates in each region, we
estimate the uncertainty in the detection efficiency over
sin 2 2013 = 0.097 ± 0.034 (stat.) ± 0.034 (syst.)
with X2 /DOF of 38.9/30. As in the Gd analysis [6],
we define statistical error as the portion of the 1 o-
error which can be improved by collecting more data.
This includes uncertainty from our current statistics (see
Tab. II) and uncertainty on background shapes. We de-
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TABLE II. Summary of signal and background normalization
uncertainties relative to the predicted signal.
Source Uncertainty [%]
Reactor Flux 1.8
Statistics 1.1
Accidental background 0.2
Cosmogenic isotope background 1.6
Fast neutrons 0.6
Light noise 0.1
Energy Scale 0.3
Efficiency 1.6
Total 3.1
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FIG. 2. (Color online) Top: Background-subtracted data
(black points with statistical error bars) are superimposed on
the prompt energy spectra expected in the case of no oscilla-
tions (dashed blue line) and for our best fit sin 2 2013 (solid red
line). The best fit has x 2 /DOF of 38.9/30. Solid gold bands
indicate systematic errors in each bin. Middle: The ratio of
data to the no-oscillation prediction (black points with sta-
tistical error bars) is superimposed on the expected ratio in
the case of no oscillations (blue dashed line) and for our best
fit sin 2 2013 (solid red line). Gold bands indicate systematic
errors in each bin. Bottom: The difference between data and
the no-oscillation prediction is shown in the same style as the
ratio (above).
fine systematic error as the uncertainty which cannot be
reduced simply by collecting more data. Figure 1 shows
the complete spectrum of IBD candidates with the fit-
ted background contributions, while Fig. 2 shows the
background-subtracted Eprompt spectrum along with the
best fit. The pull parameters from the fit are summa-
rized in Tab. III together with the input values. We
have performed a frequentist study to determine the
compatibility of the data and the no-oscillation hypoth-
esis. Based on a AX2 statistic, defined as the differ-
ence between the x2 at the best fit and at sin 2 20 13 = 0,
the data exclude the no-oscillation hypothesis at 97.4 %
(2.0 a-). A fit incorporating only the rate information
yields sin 220 13 = 0.044 ± 0.022 (stat.) ± 0.056 (syst.).
A simple ratio of observed to expected signal statistics
yields R = 0.978 ± 0.011 (stat.) ± 0.029 (syst.) at the far
site.
The smaller best-fit value of sin 2 20 13 by the rate-only
analysis can be explained by the 9 Li background. The fit
to the energy spectrum indicates a larger 9 Li background
TABLE III. Summary of pull parameters in the oscillation fit.
The input values are determined by measurements, and the
best-fit values are outcome of oscillation fit.
Pull parameter Initial value Best-fit value
Cosmogenic Isotope [day-'] 2.8 ± 1.2 3.9 ± 0.6
Fast neutrons [day- 1] 2.5 ± 0.5 2.6 ± 0.4
Energy scale 1.00 ± 0.02 0.99 i 0.01
Am 2 (10- 3eV 2 ) 2.32 ± 0.12 2.31 ± 0.12
contamination than the original estimate, although it is
consistent within the systematic uncertainty.
In summary, due to the low level of backgrounds
achieved in the Double Chooz detector, we have made the
first measurement of sin 2 20 1 3 using the capture of IBD
neutrons on hydrogen. This technique enabled us to use
a different data set with partially different systematic un-
certainties than that used in the standard Gd analysis [6].
An analysis based on rate and spectral shape information
yields sin 2 20 13 = 0.097 ± 0.034 (stat.) ± 0.034 (syst.),
which is in good agreement with the result of the Gd anal-
ysis sin 2 20 13 = 0.109 ± 0.030 (stat.) i 0.025 (syst.) [6].
With increased statistics and a precise evaluation of the
correlation of the systematic uncertainties, a combination
of the two results is foreseen for the future.
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9.3 Summary and Future Prospect
The Double CHOOZ experiment has developed an alternative analysis method of using delayed
neutron capture on hydrogen to measure the value of 013 in PMNS matrix. The result is
found to be sin 2 (20 13) = 0.097 ± 0.034 (stat) t 0.034 (syst). This is the first result from
the hydrogen analysis lead by the author of this manuscript and several colleagues in Double
CHOOZ collaboration.
The outcome of the hydrogen analysis is not only the measurement of 013 but also a better
understanding of the detector response and backgrounds. The number of protons in the y-
catcher is now understood to the level of 1 % error, which will be reduced once the near detector
is available for the near-far comparison. A beautiful agreement of the Edelayed distribution
between the DATA and MC shows a success of the energy calibration in the -y-catcher region,
and hence expand the high level physics analysis possibility using this volume. The study of
accidental backgrounds revealed numbers of inefficiency corrections that were not accounted
before in the Gd analysis. Good understanding of this backround was a key to perform the
hydrogen analysis, and its rate error is now understood much better than other backgroudns.
Although it is not presented as a part of this thesis, the high statistics 9Li DATA sample from
the hydrogen analysis greatly helps to improve the Eprompt spectrum shape uncertainty. This
also benefits the Gd analysis in future.
Despite the achievements described above, the hydrogen analysis needs be improved to
achieve a higher sensitivity to measure 013. This is an on-going effort in the collaboration.
The next goal of the Double CHOOZ before starting data taking with the near detector is a
combined 013 measurement of the hydrogen and Gd analyses, which is considered to be the best
013 measurement in the single detector phase of the experiment.
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Appendix A
Further Contributions
A.1 Generic Production Framework
The author of this thesis led the development, implementation, and management of DCProd, the
Double CHOOZ data production software framework. The framework is written in C++ and
Python computer languages as a part of DOGS, the Double CHOOZ offline software framework.
In this section a brief description of DCProd and one specific implementation of the DCProd are
introduced as the author's main contribution.
A.1.1 DCProd
To process a large data sample, one can divide a data sample into many and process them in
parallel to save time. This is typically what is done for analyzing physics data samples at a
computing cluster with many servers for a batch computation, which is called a batch server
below. At a large computing cluster, there exist many batch servers managed by a job scheduler
software such as GridEngine, Condor, etc. [57, 58]. A job scheduler receives requests from users
to send jobs to batch servers, and it distributes these jobs to batch servers that match the jobs'
specification as they become available. A user needs to provide a script which describes the
contents of a job and learn how to use a particular batch scheduler software.
The DCProd package provides basic utility needs for a large data production with the kind
of job scheduler described above. It can be considered as a wrapper program for a job scheduler
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to run analysis using DOGS. In particular the first version is equipped with GridEngine and
Condor. In this section, a brief overview is given before going into specific example usages.
Readability of a User Script
A user needs to provide a so-called job macro, which is a formatted text file to define what
process needs to be run by DCProd. A job macro follows the format very close to CINTand
PyROOT script, which is what a user usually uses to run an analysis under the DOGS framework.
Because it follows a format of analysis code itself, anyone who is familiar with an analysis script
using DOGS can intuitively understand the contents of a job macro.
Job Submission
DCProd has an interface to GridEngine and Condor job schedulers. It is very simple to
implement another job scheduler as long as it is a job scheduler of a similar type. DCProd takes
care of generating an executable script for the chosen batch job scheduler and submission of
jobs. It provides the flexibility to submit multiple jobs with a single job macro, which is an
advantage since a user needs to maintain a single job macro for a record later.
Storage Interface
A computing cluster typically comes with a special storage system for large data files. The use
of such a special storage system may require storage specific protocols for transferring files to
the storage server. DCProd is equipped to interact with HPSS and iRODS data storage servers
that are both used at CCIN2P3 computing cluster where the processing of data takes place for
the experiment. One can add another easily if necessary. For DOGS output files from a batch
server, DCProd follows the protocol of the chosen storage system to transfer files. This avoids
having users to learn storage specific protocols.
Monitoring and Tracking
Upon a user's request, DCProd provides tracking and monitoring of submitted jobs and their
output through the MySQL database server. In particular, two types of information are mon-
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itored: the job status and an output file path in a storage server. The first is useful to keep
track of a long-lasting jobs. It also records the length of operation, which may be useful to
profile the performance from many jobs later. The second is extremely useful to keep output
files organized and easily trackable. It allows users to share the output files of a job with three
identity keys: a string and two numbers. A string is associated with a job macro, and the two
identity keys are associated with each submitted job (recall one job macro is typically used
to submit multiple jobs). There is a dedicated database interface which takes in these three
identity keys and locates the output files. This allows to keep a simple account of hundreds of
output files from many jobs, and to share them with others by passing three identity keys.
A.1.2 Implementation Case: Common Trunk
One specific example of an implementation of DCProd is another framework called the Common
Trunk (CT). The CT framework is responsible for running an automated data reconstruction
as it arrives from the experiment on-site. Since a reconstruction can be treated just like an
analysis process in DOGS, the CT uses the DCProd framework for submission and monitoring
of batch jobs as well as the tracking of output files that are used for physics analysis.
The author of this thesis led the development of the CT framework. Figure A-1 shows
a data flow diagram in the CT. There are four daemon processes always running to monitor
the status of different production stages, which is recorded to the MySQL database for both
monitoring and decision-making purposes.
Storage Monitoring Daemon
The storage monitoring daemon keeps track of new files transferred from the on-site computers
to the iRODS server at CCIN2P3. This triggers the whole sequence of operation on those
new files. Once they arrive, files are automatically transferred to HPSS server, which is a
permanent storage system using a tape. Once the daemon confirms a copy of files on HPSS, it
triggers staging of those files on the XROOTD disk cache server, which is an interactive disk for
data processing. The actual staging of files is done by the storage manager daemon described
below. The storage monitoring daemon keeps track of the status of these copying processes
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Figure A-1: CT data processing flow chart at CCIN2P3. File storage servers and batch servers
are monitored and managed by multiple daemon processes constantly as described in the main
text. Upon successful ending of the CT processing, output files become accessible to the
analyzers and also are ready for inter-cluster data transfer.
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in the database which can be tracked from a web server. When the staging of files on the
XROOTD server is completed, the files are ready to be processed by the CT reconstruction
process. The storage monitoring daemon signals this through the database.
Storage Management Daemon
The storage management daemon constantly checks the database for signals that are sent from
the storage monitoring daemon. Given a signal from the storage monitoring daemon, the
storage management daemon is responsible for two actions: deletion and creation of files on
the iRODS and XROOTD servers. In principle, the deletion is never performed on DATA unless
the signal is explicitly confirmed by an expert. This occurs when some files are confirmed to
be corrupted, and are removed from the disk. The most important task is to create files on the
XROOTD server which is needed for a further processing of the CT.
Job Manager Daemon
Provided with a signal in the database from the storage monitoring daemon, the job manager
daemon performs the final check and submits a job to process the CT reconstruction on the
data files. The final check involves configurations that are specified separately in the database
by the experts. For instance, an expert can specify the total number of jobs to exist in the
batch farm, avoid or prioritize a job submission for certain files such as calibration data files,
and so on. Once a job is submitted, it logs the submitted status in the database. Another
responsibility of the job manager daemon is to clean up failed jobs. For instance, some jobs
may crash while writing a part of the output files on the storage server. Such files need to be
removed before making another attempt of submitting the same job. A job manager daemon,
upon a signal given from the job monitoring daemon described below, takes the necessary steps
before attempting another job submission to process the same files.
Job Monitoring Daemon
Once a job is submitted by the job manager daemon, the job is constantly monitored by the
job monitoring daemon. Either a success or a failure of a job is recorded in the database with a
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corresponding status flag. A job failure may be classified into multiple cases with corresponding
flags.
Summary
The CT framework is automated with the daemon processes described above. The output files
are easily accessible by the collaborators using a standard procedure of using three identification
keys to access DCProd output files. It has successfully processed data files from the Double
CHOOZ far detector at CCIN2P3 computing cluster, which corresponds to more than 40,000
DAQ runs with approximately 900,000 files of about 1 giga-byte size each.
A.2 Detector Commissioning
The author has been involved in many aspects of the detector integration and commissioning
work. Among those, this section briefly describes two major contributions: monitoring of
on-site data processing and quality check.
A.2.1 On-Site Data Quality Check
After the DAQ finishes running, binary data files from a run are immediately processed on the
on-site computers into the ROOT data file format. In this process, a monitoring framework
is run which monitors a very basic set of parameters and creates plots to be monitored by
on-site shifters for identifying possible problems in the data. From his experience, the author is
an expert in identifying many detector-related issues. His analysis code to identify and debug
problems during the commissioning has become a large part of algorithms run in the monitoring
framework.
In addition, the author has contributed to making a PHP-based framework for shifters to
access monitoring plots through a web browser. Monitoring of the data quality with this
framework has become a part of the shifters' task, and it served many times in the past to
identify problems. A list of problems can be found in Ref. [59, 60]. Upon validation, the status
flag and shifters' comments are saved in the database and accessible for later reference.
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Figure A-2: Data stream monitoring scheme and example viewer.
A.2.2 Data Stream Monitoring
As described in the main body of this thesis, the DAQ runs for one hour for a typical physics data
taking. Corresponding data files are roughly 15 giga-bytes of ROOT files and nearly 20 giga-
bytes of binary files. Given the limited space on the on-site computers, a smooth processing of
data files and transferring is extremely important. The framework called DataMigrois developed
to do this operation, and the author has contributed to make a PHP-based framework to monitor
steps of operation taken by the DataMigro.
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A.3 Monitoring Data Processing and Quality Control
Figure A-2 shows the part of a web viewer that shows the status of each operations taken by
the DataMigro. It has become the shifters' responsibility to make sure that the processing and
transfer of data files are on-going smoothly through this web viewer. It has served an important
task of alerting the experts in the past by identifying various issues such as failure in processing
and network.
A.4 Analysis of Detector Response After Muon
High-energy muons passing through the ID region deposit a large amount of energy. This
causes various effects, including a ringing on a PMT waveform baseline, causing a false trigger
assigned by a trigger board. It takes time for a waveform pedestal baseline to come back to
the nominal value. Before the electronics baselines recovers from a high energy muon event, a
shift in the baselines can cause a bias in the integrated charge in the pulse reconstruction which
turns into a bias in the estimated energy. The bias on the pedestal mean estimation depends
on the deposited muon energy and time since the muon went through the detector. Figure A-3
shows the pedestal mean bias as a function of these parameters. The author contributed to set
the minimum time separation from a previous muon of any energy above 30 MeV to be 150 pas
during the commissioning period [61].
Spallation neutrons from muons going through the ID are the unique calibration source
as they spread more or less uniformly in the detector. The uniformity and time stability
correction in the energy reconstruction both rely on the spallation neutron data sample. It is
very important, therefore, to quantify how this affects the energy reconstruction. In addition,
the set boundary of 150 ps during the commissioning period was a conservative decision, and
it greatly reduces the sample of neutron capture on Gd isotopes since a neutron capture time
in the Target is about 30 ps. The author has led the investigation of the bias and a possibility
of using a lower boundary value, and the result has contributed to the study of uniformity and
time stability correction in the energy reconstruction. The details of the study can be found in
the Ref. [62].
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Figure A-3: The averaged pedestal mean value over all channels (Z-axis) for different muon
energy (Y-axis) and time after muon (X-axis). One can see pedestal bias changes as a function
of these two parameters.
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ABSTRACT
This paper describes a novel directional neutron detector. The low pressure time projection chamber
uses a mix of helium and CF4 gases. The detector reconstructs the energy and angular distribution of
fast neutron recoils. This paper reports results of energy calibration using an cy source and angular
reconstruction studies using a collimated neutron source. The best performance is obtained with a
12.5% CF 4-87.5% He gas mixture. At low energies the target for fast neutrons transitions is primarily
helium, while at higher energies, the fluorine contributes as a target. The reconstruction efficiency is
both energy and target dependent. For neutrons with energies less than 20 MeV, the reconstruction
efficiency is ~40% for fluorine recoils and - 60% for helium recoils.
v 2012 Elsevier B.V. All rights reserved.
1. Introduction
Precise measurement of the energy and direction of cosmo-
genic-muon-induced fast neutrons, with various levels of under-
ground shielding, will be valuable for future neutrino and dark
matter experiments 111. In this paper, we present a first-generation
detector for this purpose. The detector design is based on that for
the directional dark matter search DMTPC [21. We introduce
modest modifications for directional neutron detection 13]. Our
first application will be in the Double Chooz (DC) neutrino
experiment [41, and it is, therefore, called DCTPC.
DCTPC is a low pressure time projection chamber (TPC) filled
with two gasses: (1) He, the fast neutron target, and (2) CF 4, a
scintillant and a quencher for the electron avalanche. This
detector is blind to x-rays and minimum ionizing particles
(MIP), like muons, because the density of primary ionization is
too small to be detected. The ionization electrons from a non-MIP
particle track drift down to a stainless steel ground mesh.
Between the ground mesh and the anode, an avalanche of
electrons occurs. A charge-coupled device (CCD) camera installed
in the detector images the visible scintillation light from the
avalanche. The charge created in the avalanche is readout from
the anode plate and ground mesh. The track direction and energy
can be reconstructed using the CCD image and the charge
information. The reconstructed track from the recoiling nucleus
can then be correlated to the incoming neutron direction and
*Corresponding author.
E-mail address: lwinslow@MT.EDU (L winslow).
0168-9002/$- see front matter c 2012 Elsevier B.V. All rights reserved.
doi: 10.1016/j.nima.2012.01.021
energy. In this paper we present on-surface measurements from a
small 2.8 1, first-generation detector for an at-source run and a
252 Cf neutron source run as well as an on-surface cosmogenic run.
2. Motivation for DC1PC
DCTPC provides a benchmark for the Double Chooz fast
neutron simulation at the specific sites of the two Double Chooz
neutrino detectors [4]. The detectors sites have 114 and
300 meter water equivalent (m.w.e) shielding, respectively. The
final DCTPC design calls for a large detector located at each site.
The small first-generation detector described here will be
installed in the 300 m.w.e site for initial studies. The neutron
flux energy and angle measurements from the rock can be used to
tune the Monte Carlo and demonstrate a clear understanding of
this background in the Double Chooz neutrino oscillation analysis.
However, the results will provide wider benefits as backgrounds
from fast neutrons produced in rock are an issue for all low
background experiments.
Low energy neutrons arise from (on) interactions due to
natural radioactivity in the shielding rock. At locations with low
shielding, this neutron source is overwhelmed by neutron pro-
duction from cosmic ray muons. However, muons are attenuated
with depth and the (cx,n) background becomes significant at
300 m.w.e. [5]. DCTPC, with its very low energy threshold, can
sample these (a,n) events. The comparison of the 114 m.w.e. to
300 m.w.e. depths at Double Chooz will be useful in isolating the
(a,n) from the muon-induced neutrons.
-l
J. Lopez et al. / Nuclear Instruments and Methods in Physics Research A 673 (2012) 22-31
The remaining two broad categories of neutron production are
caused by cosmic ray muon interactions with rock: stopped muon
capture and deep inelastic interactions. The rates depend upon
the depth of the final experiment because low energy muons are
attenuated with shielding. DCTPC sensitivity will reach to
>20 MeV in fast neutron reconstruction, overlapping with the
KARMEN2 (surface) and LVD (3200 m.w.e.) data sets. As we show
below, the maximum reconstructed recoil energy depends upon
the size of the detector.
The FLUKA [6.71 and GEANT4 [8,91 simulations are generally
used to predict > 10 MeV fast neutrons that are produced by
muons. DCTPC adds data points at two depths which will
complement the existing measurements. Information on the
energy spectra of fast neutrons is scarce, coming only from
KARMEN2 experiment on the surface 110], KamLAND at
2700 m.w.e. 1111 and the LVD experiment at 3200 m.w.e. [12].
DCTPC data will fill the gap in depth between KARMEN2 and
deeper experiments. DCTPC also provides an angular distribution
of events. In this paper, we show the quality of this angular
reconstruction. The unique directional information can help
disentangle different neutron sources.
3. The first generation detector
We have developed a first generation of DCTPC. The TPC has a
drift volume above an amplification plane that has two active
regions. The amplification plane is imaged with one CCD, and
the charge is read out for each active region. The redundancy in
the readout of the amplification plane is powerful for event
reconstruction and background rejection. The detector schematic
is shown in Fig. 1 and a photograph of the detector vessel is
shown in Fig. 2.
3.1. The time projection chamber
The detector follows the classic design of TPCs. We have
chosen a mixture of CF4 and He as our operating gas. We study
several gas ratios below, but most data were taken with the
gasses mixed at 75 Torr and 525 Torr respectively. Helium and
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Fig. 1. A schematic of the detector: the drift field is created by a cathode mesh,
field-shaping rings attached to a resistor chain, and a ground mesh. Primary
ionization from a recoiling nucleus drifts down to the ground mesh. The high-field
amplification region is formed by the ground mesh and the anode plane. The
ground mesh is read out with a fast amplifier and the veto and anode are readout
with charge-sensitive preamplifiers. Scintillation light from the amplification
region is recorded with the CCD camera.
fluorine both have large cross-sections for fast neutron scattering
[131. The 4He nucleus is closer to the neutron mass, and therefore
the recoils will produce longer tracks than the fluorine nucleus.
Within the vessel, a uniform drift field is molded by a series of
copper rings with an inner diameter of 26.9 cm. The rings are
connected with resistors, see Fig. 1. The top ring carries a high
transparency stainless-steel mesh with wire pitch of 512 pm and
wire diameter of 31 pm. This top mesh is maintained at a negative
high voltage. The total height of the field cage is 10 cm. Primary
ionization electrons are drifted down to a grounded stainless-steel
mesh with wire pitch of 256 pm and wire diameter of 30 pm.
The amplification region is created by the ground mesh and
the copper anode that are separated with insulating tubes, called
spacers, 440 pm in diameter, placed 2.56 cm apart [14]. This high-
field amplification gap multiplies the primary ionization charge
by a factor of approximately 10., as we discuss below.
The anode bias scheme is shown in Fig. 1, where resistor RB is
210 MCI. The anode of the amplification plane is divided into two
regions. The inner part of the anode, diameter 24.7 cm, is used for
the detection of tracks. A veto ring, with inner diameter 24.8 cm
and outer diameter 26.8 cm, surrounds the central plane and is
used to veto charged particles originating from decays from
within the detector components. A central square region,
16.7 cm x 16.7 cm, of the amplification plane is read out optically
using the CCD camera. Using this geometry, we calculate that the
active volume of the detector that has a charge readout is 5.6 L,
while the volume with both CCD and charge readout is 2.8 L
3.2. The gas mixture and associated operating voltages
In order to select the gas mixture, we studied three gases:
100%CF4, 12.5% CF4-87.5% He, and 6.25% CF4-93.75% He. Operat-
ing voltages, listed in Table 1, were optimized for each gas.
However, we had difficulty finding suitable operating conditions
for the 6.25% mixture. Small variations in voltage caused very
large gain differences. We also found that the absolute and
relative energy calibrations were inconsistent over several gas
fills with this mixture, likely due to the much steeper increase of
gain with respect to anode voltage. Therefore, we rejected this
mixture and do not report the results of the 6.25% CF4 below.
3.3. CCD readout
The CCD camera records scintillation light created in the
amplification region, see Fig. 1. The camera is the U6 model made
by Apogee Instruments Inc., with the Kodak KAF-1001 E CCD chip.
The chip is kept at -20 OC to minimize the dark current. An image
from the amplification plane is focused to the CCD chip using a
Nikon lens, of focal length 55 mm and set to f/1.2. The CCD chip
consists of 1024 by 1024 square pixels where the side length of a
pixel is 24 pm. The active area on the anode plate is a square of
16.7 cm x 16.7 cm, see Fig. 2. In order to maximize the signal-to-
noise ratio, we merge the CCD pixels into 4 x 4 bins during
readout, so that the effective spatial resolution is 652 pm. The
unit for one pixel count returned by the CCD readout is an ADU
(Analog-to-Digital Unit).
The camera does not use a shutter and the CCD sensor is
always live, even during the CCD readout. This leads to two types
of exposures: a nominal exposure lasting 1 s, and a shorter
(typically 250 ms) 'parasitic' exposure taken during the CCD
readout and event processing. Track images recorded during the
short parasitic exposure can be shifted in the direction of readout
of CCD rows, and do not have corresponding signal in the charge
readout channels. Therefore, they are easy to remove during
analysis.
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Fig. 2. Left: the first generation detector. The detector vessel is sitting on top of the cart which holds the readout electronics. The CCD camera is mounted on the top flange.
Right-top: a diagram of the anode plane. Right-bottom: a photograph of the field cage and amplification plane of the TPC. The ground mesh is difficult to see, however, the
spacers separating it from the anode plane are visible as horizontal lines.
Table 1
Summary of detector calibrations for running in the various gas mixtures. We report the run conditions for the 6.25% mixture here, however, due to instability, we do not
report on this mixture further (see text). The trigger threshold is that used for neutron and background running. Higher thresholds are needed for the energy
calibration runs.
CF4 % P (Torr) (V) Gcco (ADU/keV,) Ganode (mV/keVo) Gas gain Threshold (mV)
Vanode Vdrift
100 75 680 -1200 16.3 0.346 1.1 x 105 20.3
12.5 600 700 -1600 9.18 0.187 > 6.0 x 104 18.8
6.25 600 600 -1600 15.3 0.518 > 1.6 x 105 20.3
3.4. Charge readout
The charge readout is very powerful in suppressing CCD-
specific backgrounds (e.g., direct hits in CCD chip and residual
bulk images). This is the major improvement over the CCD-only
approach described in Ref. 131. The anode plate contains three
regions separated by electrically insulated gaps, as shown in
Fig. 2. The outermost circular region is connected to a common
ground, onto which the ground mesh is attached. The inner disk
region is the actual anode, maintained at 680 V. The circular-ring
region between is used as a veto and is kept at the same potential
as the anode.
When a particle enters from outside, its path must cross the
veto region. Therefore, we can detect this type of event by
inspecting the charge signal from the veto region. The veto is
not applied at the trigger level. The veto signal is stored for use in
the analysis.
The anode signal is collected using a charge-sensitive pream-
plifier (CSP), the Cremat CR-1 13 with a gain of 1.5 mV/pC. The
pulse height of the output of the CSP corresponds to the total
charge collected on the anode. Therefore, the pulse height is used
to reconstruct the total energy of the event. The veto electrode is
read out through the more sensitive CSP, the Cremat CR-1 12 with
a gain of 15 mV/pC. The ground mesh is read out through a fast
current amplifier, the Route2Electronics HS-AMP-CF-2nF with
1 ns rise time and gain of 80. The fast amplifier has a built-in
protection that guards against discharges from this high-capaci-
tance detector. The CSPs are protected with 300 Q resistors. All
three signals are digitized using the ATS860, a 250 MS/s 8-bit
flash ADC made by AlazarTech. The raw unit for charge readout in
the following discussion is mV. The digitization of all three
channels is triggered by a signal on the anode and stored with
the current CCD image. The trigger threshold used is gas
dependent.
3.5. Event readout, reconstruction and correlation
The combination of the four measurements, CCD image, charge
deposited on the inner anode and veto anode and the current
recorded at the ground mesh, is used for reconstruction. The CCD
track reconstruction starts with subtracting the bias image that is
obtained at the beginning of every run. At this time, any
unusually high-valued pixels are removed. The image is then
smoothed. With the smoothed image, a search is conducted for
clusters of adjacent pixels with values 3.7a larger than the mean
value of the image [2]. If enough such pixels are found, the cluster
is determined to be a possible track. An additional ring of pixels
around the main cluster is added to account for diffusion, and the
track is the corresponding pixels from the original un-smoothed
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image. For each of these tracks, the energy, range, angle, max-
imum value, and several moments are calculated.
We require that the track be contained within the TPC. The
veto removes signals from radiation emitted from the drift rings
or the vessel wall. However, this also vetoes long tracks produced
within the active volume that enter the veto. Additional ineffi-
ciency comes from the requirement that the track be fully
contained in the CCD view-field. We show below that these are
not a significant constraints, even in the first generation detector.
Tracks imaged by the CCD camera are matched to charge
waveforms using the reconstructed energy. The rate of events in
the detector, even with the neutron and ot sources, is relatively
low, and most exposures contain no tracks.
4. Calibration
Calibration of the detector was performed using a 2 4 'Am a
source. A window on the source degrades the energy of the a
particles leading to a mean energy of 4.40 +0.04 MeV [151.
Example c events in two different gas mixtures are shown in
Fig. 3.
4.1. Spatial calibration
The spatial calibration is obtained by measuring the positions
of the wire spacers separating the anode plane from the ground
mesh, shown in Fig. 2. The spacers create a region of low gain.
A 1 37 Cs source is used to generate electronic recoils so that a small
but diffuse amount of light is seen in each image. By integrating
many images, the spacers become visible as regions with low
light levels. The spacers are placed 2.5 cm apart, and the fit gives a
calibration of 163 ptm per pixel. The total area of the 1024 by 1024
pixel region imaged by the CCD is then 16.7 cm x 16.7 cm, as
discussed in Section 3.3. The uncertainty on the spatial resolution
is believed to be dominated by systematics from misplacement of
spacers, optical distortions, and deviations in the spacer shape
from a line.
4.2. Energy calibration
The total ionization left by the track is measured in three
ways: (1) integrating the light in the CCD track, (2) measuring the
pulse peak height of the central anode signal and (3) integrating
the current signal from the mesh channel. At the drift voltage
used in these data, the ot tracks saturate the digitizer of the
ground mesh and possibly the anode preamp. Using an 8-bit ADC,
it is not possible to have both a fine energy granularity and a large
range. The gain is optimized to have good energy resolution for
low-momentum recoils created in the neutron scattering rather
than the ot studies. For this reason only methods (1) and (2) are
used for determining track energy. Electron attachment was
measured to be negligible at our drift fields [161.
The energy distributions from the anode and CCD are shown
for two gas mixtures in Fig. 4. We have fit the peak position for
the energy calibration. The results of the calibration are given in
Table 1. The energy is quoted in units of alpha equivalent energy
to denote that the detector response is calibrated with an alpha
source. We do not apply corrections due to ionization quenching
at lower recoil momenta due to lack of experimental data.
The gas gain shown in Table 1 is calculated from the charge
energy calibration, the preamplifier gain of 1.5 mV/pC, and the
gas work function. The work function of CF4 gas was measured to
be 33.8 eV [171. This is used for calculating the gain of all
mixtures.
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Fig. 3. For ot particle tracks from the 24 1Am source, images of the CCD and charge read-out system are shown. Left: CCD image of ot particle tracks. Middle: waveforms from
the veto and Anode charge read-out. Right: waveforms from the Ground-Mesh charge read-out. Top: 100% CF 4; bottom: 12.5% CF4 + Helium.
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5. The neutron source run
The response of the detector to neutrons was characterized
using a 1.24 mCi 2 5 2 Cf source. 2 5 2Cf decays via spontaneous
fission 3% of the time emitting multiple neutrons with a mean
energy of 2.35 MeV [181. Given the activity of this source,
we expect 5.7 x 106 neutrons per second in all directions. The
source is placed in a collimator made of borated plastic, 2.1 m
from the detector. The high flux of both neutrons and x-rays
causes an increase in the rate of sparks in the TPC from ~ 0.01 Hz
to 0.1 Hz. A spark is identified as an image with a mean number of
ADU 1% greater than the previous image. Events within six
exposures of a spark are excluded from analysis to allow sufficient
time for the high voltage to recover.
5.1. CCD, charge and matching cuts
The cuts to isolate good events are applied to the CCD image,
the charge-readout signal and the charge-light matching. For each
run condition described in Table 1, we identified a set of
optimized cuts. Table 2 describes the cuts placed on CCD images.
Only cuts on track-length are gas-specific. The other cuts are
designed to restrict tracks to the fiducial volume and remove
backgrounds from ionization within the CCD chip, noise artifacts,
and hot pixels.
The charge-readout cuts are more gas dependent than the CCD
cuts. They can be divided into rise time cuts and pulse height cuts,
summarized in Tables 3 and 4, respectively. For the veto we
define two variables: the time is takes the pulse to rise from 10%
to 90% of the peak pulse height, tvera, and the ratio of the mesh
peak pulse height to the veto peak pulse height, Rvero. For the
Table 2
Cuts applied to CCD images for the study.
% of CF4  Requirement
All cases Two adjacent pixels with counts > 3.7a above mean 121
Tracks are contained within 24 x.y 1000 pixels
Maximum pixel <250 ADU and <25% of total signal
Only one track in the image
No two tracks within 12 pixels in 1 run
100% Tracks shorter than 80 pixels (1.3 cm)
12.5% Tracks shorter than 160 pixels (2.6 cm)
Table 3
Rise time requirements. Variables are defined in the text. Events are accepted if
they pass the requirements listed. The pulse height range over which tet, is
measured is always 10%-90%. The pulse height range for the definition of tmesh and
tn.m, vary as listed in column 4.
% of CF4  tveto tanode and tmesh Pulse height(ns) range (%)
100% <800 tmesh <30 ns for pulse height <100 mV 25-75
tm2h < 25 ns for pulse height > 100 mV 25-75
12.5% < 800 t .. d,< 1250 ns 10-90
mesh and anode, we define pulse rise times, tmesh and tanode. The
pulse height range over which tmesh and tanode are defined is tuned
for each gas mixture. For the mesh we also define two ratios for
the pulse height: Rejec the ratio of the electron peak mesh pulse
height to the height of the anode pulse and Rio,, the ratio of the ion
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peak mesh pulse height to the anode pulse height. Rmesh is a
simple ratio of the anode pulse height to the mesh pulse height.
The CCD and charge readout run autonomously. Matching
the signals proceeds by comparing the CCD track energy to the
charge energy, where the best energy match is identified as the
Table 4
Pulse height ratio requirements. The ratios are defined in the text. Events are
accepted if they pass the requirements listed in this table. N/A indicates that this
variable is not used.
% of CF 4  Rvejo Relec Rio,, Rnesh
100% > 4 1.7 < Ree < 2.7 1.9 < Rio, < 3.5 N/A
12.5% >3 N/A N/A 1. 3 <Rmesh <3
Table 5
Requirements for CCD and charge event matching in this study, where
AEI = I ECCD-EnOde.
% of CF4  Requirement
100% 1AEI < 40 keV2 if Emode < 150 keV,;
IAE <75keV, ifEdnoe>150keV,;
12.5% AE1 <75 keV, for Ea ode <250 keV,;
AEJ <125 keV, for 250 < Eanode <500 keV,;
AEI <150 keV, for Eaflode > 500 keV2
M-11
40
> 30
20
10
0 100 200 300
E.,d [koV.]
true signal from the track. The requirements for matching are
shown in Table 5. Optical effects are estimated by measuring the
mean ratio of the energies of the light and charge signals in
neutron calibration running as a function of the distance from the
image center. This is used to correct the energy of the light signal
to obtain a linear relationship between the two energy measure-
ments. The energy from the anode channel is more accurate than
the CCD energy, so it is used as the final track energy. Neutron
source data shown in Fig. 5 confirms a linear relationship
between the summed anode energy and the CCD energy, demon-
strating a good match between a CCD track and an anode wave-
form can be found for most of the events.
The efficiency of the cuts, including charge-light matching for
neutron events is given in Fig. 6. These data are dominated by
nuclear recoils rather than CCD artifacts, so is ideal for the
efficiency determination. The efficiency is defined as the ratio of
the number of tracks passing all CCD cuts, charge cuts and charge-
light matching compared to the number of CCD tracks found
without using the charge signals.
5.2. Discussion of neutron source run
The neutron source generates a large number of nuclear
recoils, with 0(1) neutron-induced nuclear recoils detected per
1 s exposure. CCD images and charge waveforms of neutron-
induced recoils in two events with different gas mixtures are
shown in Fig. 7. A large number of electronic recoils from the high
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Fig. 5. To validate the ot source calibration, we use CCD light versus charge read-out signal for neutron scatters from a 252Cf source. Left: 100% CF4. Right: 12.5% CF4 + He.
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Fig. 7. Example figures of neutron recoils from 252Cf source showing graphical images of CCD and charge read-out system. Left: CCD image of 4He recoil. Middle: waveform
from the Veto and Anode charge read-out. Right: waveform from the Ground-Mesh charge read-out. Top row is 100% CF4 and bottom is 12.5% CF4.
100 200 300 400
- I
200 400 600 00
Em,, [ keVY j
150..............................
100
50
0
-50
100
.150
.200
100 200 300
E.., [keV. J
150
100
50
0
-50
-100
-150
200 400 500 on
E.., [ keVY ]
Fig. 8. Energy-angular distribution for calibration and background runs for two gas mixtures. Left: calibration run with 252Cf source. Right: background run. Top: 100% CF4
gas. Bottom: 12.5% CF4 . The direction of the neutrons from the source is indicated by a red solid line at -90'. The population at +90" is due to incorrect reconstruction of
the track direction. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
EI
150
100
-so0
.0'
40
-150
0
1 50
100
0 -.
-100--
4150
28
0
-20
120
50
i 30
so 20
J. Lopez et al. / Nuclear Instruments and Methods in Physics Research A 673 (2012) 22-31
y flux are observed in the charge signals. However, the CCD
remains blind to these events due to their low primary ionization
density. The source creates a much higher number of CCD-
induced artifacts, likely from electronic recoils inside the active
volume of the CCD chip. Even with these large source activity
issues, the cuts are sufficient for this analysis.
After applying all cuts, we use the measured track angles and
ranges, Figs. 8 and 9, to evaluate the performance of the detector
and the analysis. The measured two-dimensional track range
generally falls just below the expected mean three-dimensional
range calculated with the publicly available program SRIM [191.
For the 12.5% CF4 mixture, the measured two-dimensional track
range falls close to the expected range for helium tracks. This
follows from the fact that helium recoils are kinematically favored
across most of the energy range measured here. At lower energies,
where both helium and fluorine recoils are expected, the track
ranges appear to be consistent with either nucleus.
We use the track angles to reconstruct the location of the
neutron source. Tracks along the direction of the incoming
neutrons should have a decreasing light profile, and this "head-
tail effect" can be used to reconstruct the sense of track direction
(201. Two peaks are seen in the angular distribution of Fig. 8. The
larger peak at -90* is along the true mean direction of the
nuclear recoils. The second peak at +90" is primarily from events
where the track direction was mis-reconstructed. The large width
of the distribution is expected from elastic scattering kinematics.
Additionally, some nuclear recoils are from neutrons that have
scattered several times within the laboratory, and no longer
appear to originate at the source position.
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A model of helium and fluorine recoils is fitted to the
measured recoil spectrum in Fig. 10. The fit uses the likelihood
approach with the probability density functions for helium and
fluorine based on simulation, and a 2 5 2 Cf spectrum based on
ENDF tables [131. We find the fraction of helium recoil events to
be 61 ± 1%. Another way to present this result is in terms of the
unfolded neutron spectrum. We use the recoil data and the
unfolding matrix, based on the simulation, to obtain the neutron
spectrum as shown in Fig. 10. There is a reasonable agreement
with the neutron spectrum from a 2 5 2 Cf source that is based on
ENDF tables [131. In order to improve the agreement between
the data and the simulation of the recoil and neutron spectra, we
need to improve the simulation to include the efficiency loss due
to sparks. This requires additional measurements, and a full
simulation of the detector material which modifies the energy
spectrum of neutrons entering the sensitive region.
6. Surface run
With the DCTPC prototype, we have also taken data with no
sources to measure cosmogenic, environmental and detector
backgrounds in a surface lab on the MIT campus. The lab is on
the ground floor of a two-story building. The lab has approxi-
mately 1 m concrete walls on all sides. After removing spark
events, we obtain 112 713 exposures in pure CF4 and 103 822
exposures in the 12.5% CF4 mixture. As in the other runs, each
exposure is 1 s, so this corresponds to 1.3 and 1.2 days of
exposure, respectively.
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Fig. 10. Left: a fit to a recoil spectrum (markers) using a likelihood model based on helium and fluorine recoils. The helium contribution (dashed) and total recoildistribution (full line) are shown as histograms. Right: unfolded neutron spectrum from a calibration run with 25 2cf source (markers), and a spectrum based on the 2s2Cftable 1131 (histogram).
In the pure CF4 run, we identified 128 possible tracks in the
CCD analysis. Most of these tracks appear to be from CCD back-
grounds such as noise artifacts or ionization in the CCD. Of these
128 tracks, only 10 were matched to a charge trigger. Several
additional tracks had too much energy to be accurately measured
by the charge channels, although the pulses were collected. These
tracks are mostly low energy (E <100 keV5 ) and the ranges
generally appear to be consistent with the expected values from
SRIM for fluorine recoils. A single event has a range more
consistent with helium or hydrogen tracks.
In the 12.5% mixture run, we identified 71 potential tracks in
the CCD analysis, with 16 having a matching charge signal. As
with the pure CF4 run, most of the potential tracks seen in the
CCD are likely noise artifacts or tracks left directly in the silicon of
the CCD chip. As expected, we see more tracks in this run due to
the presence of helium. The tracks seen here are also generally at
higher energies than were seen in pure CF4. This is to be expected
if most of the tracks come from elastic scattering from neutrons
due to the favorable kinematics of neutron-helium scattering
compared to neutron-fluorine scattering. Fewer events at lower
energies are seen due to the differing energy thresholds of the
two gas mixtures. There does not appear to be a favored direction
of these tracks, although much higher statistics would be neces-
sary to confirm this. The events with E> 300 keVy here have
ranges consistent with helium recoils but not carbon or fluorine,
while most of the other tracks have ranges consistent with either
carbon or fluorine nuclei or near vertical helium nuclei.
7. Future underground measurement
The first generation detector is being installed in the far-hall of
Double Chooz at 300 m.w.e. We can use the 13 neutrons per day
measured in the surface run to make an estimate for our event
rate in the far-hall. For the surface run, we measure a muon rate
of 100 muons per m2 s1. We assume the mean muon energy is
~3 GeV. The muon rate in the far-hall is 0.4 muons per m2 s'
with a mean muon energy of 60 GeV [4]. Using the power law
scaling from Ref. [111, we estimate ~0.5 events per day.
A study of the detector efficiency, shown in Fig. 11, indicates
that events collected in this run is expected to sensitive to
neutrons from (a,n) and muon interactions. Fluorine and helium
recoils are efficiently reconstructed above 150 and 100 keV of
recoil energy, respectively. Since fluorine recoils are shorter, they
have a high probability to fit within CCD view-field. Geometric
acceptance efficiencies are shown as full lines in Fig. 11. Helium
recoils receive more energy from a collision with neutrons
and leave longer tracks-a combination that is favored by
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Fig. 11. The efficiency for reconstructing helium and fluorine recoils as a function
of neutron energy. The geometric efficiency (full line) requires full track contain-
ment in the cCD view-field. The full efficiency (dashed line) assumes a step-function for the recoil reconstruction efficiency with thresholds given in the text.
reconstruction algorithms. Helium recoils are more efficient at
energies < 20 MeV. Fluorine appears more efficient if the detector
is being used for neutrons with the energy of tens of MeV's due to
more compact tracks.
7.1. Conclusion
We have modified the DMTPC dark matter detector design to
produce a 2.8 1, first-generation directional neutron detector. The
primary change to the DMTPC design was to add helium as a
target for the neutrons. We have demonstrated that a gas mixture
of 75 Torr of CF4 and 525 Torr of helium is capable of extracting
the energy and angular distributions of the neutrons from a 2s2Cf
source.
The sensitivity to higher energy neutrons and an estimate of
0.5 events per day at the Double Chooz far site indicates that the
first generation detector could make an interesting measurement
at the far site on its own. The success of this detector motivates
the construction of a full-sized DCTPC system. This will consist of
two 60 1 detectors, located at the near and far halls of Double
Chooz, which can be interchanged for comparison of systematics.
The goal is to measure the neutron flux, with information on both
energy and direction, as a function of time, in order to tune the
fast neutron simulation.
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