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work for Monte Carlo calculations and the use of importance sampling for the reduction of sampling variance.
The remainder of this paper is devoted to elaboration of the model and method and presentation of detailed geometrical results for the hard-sphere off-lattice model. Distribution function properties of this model, and temperature-dependent properties of soft-core potential models are discussed in future papers of this series.
The primary objective is the calculation of statistical-mechanical configuration integrals of the form where P is the value of some conformational property, such as the squared end-to-end distance, and U is the molecular potential energy. (P) denotes the canonical ensemble average of the property P.
Numerical polymer theory depends on representation of the energy of the molecule in terms of structural parameters. Using the adiabatic treatment of Scheraga and coworkers,11 the conformational energy is decoupled from high-frequency bending and stretching modes, permitting a classical description in terms of nonbonded and rotational barrier potential energy functions, with semiempirically determined parameters. As shown by G o and Scheraga,12 when bond lengths and bond angles are held constant, the conformational partition function can be written Q = (constant) s. . s exp( -U/kT)dr ( 2 ) where T i s the absolute temperature and U is the potential energy of the conformation. The element d r represents the minimum volume element necessary for this representation and defines the subset of phase space correspondiRg to the "conformation space" of the molecule. With fixed bond lengths and bond angles, the only remaining degrees of freedom are the dihedral angles about successive backbone-chain bonds. For n atoms in the backbone, n -3 dihedral angles define the relative position of every atom to every other atom (ignoring multiatomic side chains). These angles can be considered independent variables, and from them the coordinates and potential energy can be calculated using classical potential energy functions.I3
The ( n -3)-dimensional vector o, whose elements are the individual dihedral angles mi, defines a single conformation; all conformations are represented by the set of all possible vectors, { 0 ) . The volume element in eq 2 can be written dr = J(q)dwidwi. . , dWn--a where the range of each w i extends from 0 t o 29. J(q) is the Jacobian for the transformation from generalized coordinates to the w representation. As a simple numerical factor,14 it cancels out of all equations for averages in which Q -I appears, such as eq 1, and hence will be ignored. Lattice calculations restrict the values of the individual w.I)s to a discrete set of suitable values. For example, the tetrahedral lattice Rec., 71, 195 (1971) . results from fixing bond angles at 109.47' and taking W,E (60", 180", 300").
For any given structural model, the choice of energy function U ( o ) determines the degree to which the properties of the random walk mimic the conformational properties of a real polymer. The simplest energy function occurs when U is identically zero, for which the polymer dimensions correspond exactly with the statistics of the unrestricted random walk, whose mean-squared end-to-end distance is given (for large n) byl5,16 ( R 2 ) = n12
(3)
where n is the number of bonds and i the fixed bond length.
This model is known as the "freely jointed chain." Setting U ( o ) 3 0, however, is a n unrealistic constraint, permitting atoms to approach arbitrarily close, even freely interpenetrating each other. This unrealistic situation can be corrected by use of a potential energy function which includes the interaction of pairs of atoms not covalently bonded to each other (excluded-volume effect). The simplest such function is the hard-sphere potential
where d is the distance between the two atoms, and p is a parameter which is roughly the sum of their van der Waals radii. The total energy of the molecule is then either zero, if no overlaps exist, or is infinite if one or more overlaps exist. With a Monte Carlo method to be described, Wall and coworkers* established that for the hard-sphere model
where a and h are empirical constants. It is now widely accepted that b takes the value 6 / 5 for all three-dimensional lattices in the limit of large n.* In the study of Loftus and Gans,6 who allowed each w , to assume angles in a continuous range .t/3 about the angles 60, 180, and 300', it was found that b is somewhat higher than 6 / 5 for , 5' > 0.
established a n empirical expression for the partition function through Monte Carlo studies on tetrahedral and cubic lattices. Their result, eq 6 below, which held for n >, 40, was confirmed shortly afterward by Hammersley and Morton1; as the asymptotic form for lattices. It was further observed by Wall that the number of self-avoiding walks of n steps successfully completed decreases exponentially with n Wall, et W , = W o exp(-An) Wall attrition law (6) where W , is the number of self-avoiding walks of n steps, W o is a n extrapolated constant, and A, the attrition constant, depends on the lattice. Fisher and Sykesl* obtained much better fit for small n (though continued good fit for large n) with the expression W , = B(p/g>"n" Fisher-Sykes attrition law (7) where B is a constant, p is a quantity called the "connective constant," and g is the number of choices for a lattice walk with no self-reversals. p and X are connected by the relation so that eq 7 can be recast as an attrition law of the form
showing that the Fisher-Sykes law is a refinement of the Wall law, eq 6, with a correction factor of na which loses its importance for longer walks. For the hard-sphere energy model, the partition function Q is computed as s
where E, is the energy of the ith conformation and N is the total number of conformations-i.e., the number of unrestricted walks. (The factor N-1 appears because the partition function is taken relatice to the unrestricted case, whose own partition function is obviously N.) Since a conformation has energy zero or infinity, each term contributes either a term of 1 or 0 to the sum. Thus, Q is exactly equal to the number of zero-energy conformations: Q = f~, wherefA is the fraction of all unrestricted walks which are also self-avoiding. Therefore
One of the problems encountered in computer studies of self-avoiding random walks is the difficulty and expense of investigating long chain lengths. In the sequential generation of polymer coordinates,2-4 those walks which contained one or more self-intersections were discarded without being completed and the next walk was begun. The quantitative attrition expressions, eq 6 and 7, were formulated on the basis of this observed loss of conformations. The probability of successfully extending a n n-step walk by a single step is w,+,/w, = e-'
(12)
For the tetrahedral lattice, X = 0.04. With constant computer time for generating a new segment, total time for successful walks of n steps increases exponentially with n. A great deal of effort7810 has been expended inventing ways to combat this attrition. One of the most successful is the WallErpenbeck s-p method,Z0 whereby self-intersecting walks are not immediately discarded, but merely restarted from a point prior t o the intersection; statistical biasing factors are then introduced into the results t o take account of this. The computation time, however, is still exponential.
This s-p method must not be confused with improved sampling methods described below. In the present work, the average properties of polymers are obtained by evaluating eq 1 with a technique known as Monte Carlo with importance sampling, 2 1 where integration is restricted to regions of conformation space where the argument is appreciable, Le., "important regions." In the Wall method, all regions were sampled equally. Since eq 6 implies that the "important" fraction of conformation space decreases exponentially with n, the majority of computing time was wasted sampling polymers of high energy which contributed negligibly to the averages.
In 1963 Fluendy22 published the first study in which a more sophisticated sampling technique (method of choosing the random vectors a) was used, but his investigations were restricted to alkanes below CI2. More recently, LalZ3 published a study in which polymers were generated on two-and threedimensional lattices by a similar procedure, and subject to a nominal soft-core potential. Their method, and ours, differs from that of Wall in the following respects.
In order to obtain a correct estimate of a property P it is necessary to sample from a space characterized by the Boltzmann distribution. In the Wall method, samples (polymers) are drawn at random from a rectangular distribution and the Boltzmann factor is applied afterward. This sampling process can be represented schematically as in Figure 1 . Importance sampling, introduced by Metropolis, et al., in 1953, and discussed in detail by Wood,21 operates on the principle of selecting new states with their Boltzmann probabilities, rather than totally at random, and is illustrated in Figure 2 . In either case, the average statistical-mechanical properties are evaluated with following equationz1
where f' is the Monte Carlo estimate of (P), N i s the number of samples generated, P , is the value of the property for the ith sample, and U , is its energy. Consideration of sampling In both eq 14 and 1 5 , the summations extend from 1 to N , the number of samples generated.
In summary, with the biased sampling method described here, every sample contributes significantly, whether by its being accepted or being rejected, thereby increasing the statistical weight of the previous sample. Furthermore, the energy is continually being driven downward toward more probable regions of conformation space, while in principle any conformation, however unlikely, has a finite nonzero probability of being reached.
New states are reached with probabilities which depend only on the previous state or conformation. Hence the evaluation of the integrals in eq 1, which is our primary goal, is seen t o correspond to a Markoffian random walk in the molecular conformation space. This is considerably different from the original Brownian motion analogy in which the computer simulation was essentially a n enactment of the random walk path traced by a n individual particle. The values of these parameters were chosen to correspond as closely as possible to actual values (many prior Monte Carlo studies used C-C bond lengths of &for computational convenience). Their values for alkanes have been established by electron diffraction studies such as those of K~c h i t s u . 2~ In a thorough investigation of the computational properties of these values, Scott and Scheragaz6 showed that variations in these parameters within a small range did not have a serious effect on the estimated energies of various conformations, at least within experimentaly detectable limits. In particular, the C-C bond length was chosen to be 1.54 A, and the backbone bond angle was taken to be tetrahedral, in order to take advantage of certain computational conveniences in correcting for roundoff error.
For the hard-sphere model, the total energy U i of the ith polymer generated is simply where rIx is the distance between the j t h and kth atoms, and the sum goes over all nonbonded pairs of atoms. The actual function, f ( v ) , is that of eq 4, where p was taken here to be 1.54 A or one C-C single bond length. No side groups were introduced, and free rotation through 0-360" was permitted about each single bond.
B. Mechanics of Simulation. The Monte Carlo experiment itself is carried out as described in the first section, namely, as a random walk in conformation space. This is done in principle as follows. Starting with any randomly chosen conformation w, a new one is reached by choosing at random a pivotal backbone atom k , ke [l, n] , and a rotational incre- Figure 4 . By this means, a new point in conformation space is reached corresponding to a polymer which differs from the previous polymer in exactly one dihedral angle (ciz., the kth one), but which can be considerably different from it in overall shape and properties. The energy of this new conformation, U , is now computed along with any other desired properties, and stored in memory.
The reaching of a new point in conformation space is the computational analog of selecting a new random polymer from a real ensemble. In terms of the importance sampling scheme of Figure 2 , this process corresponds to choice of conformation '7.'' It is a tentatice choice, to be confirmed or rejected according t o the biasing scheme.
If accepted, each rotation moves the representative point in conformation space a distance 4 parallel to the w k axis. Successive rotations cause the point representing the accepted polymer (currently in machine memory) to execute a random walk in conformation space. The Markoffian nature of this walk is evidenced by the fact that each step obviously depends only on the immediately preceding position, and on no other.
There are four main computational procedures to be described: (a) generation of initial coordinates, that is, the initial random o from which the walk begins; (b) the relaxation transformation for rotation of the chain through 4; (c) the corrector routine for improving the coordinates generated by (b); and (d) the algorithm for computing the energy of the new polymer. A fifth section (e) describes some utility programs developed for specific purposes.
(a) Generation of Initial Coordinates. We use the matrix equations of Scott and Scheraga26 for the construction of polymer coordinates satisfying a given geometry. The input t o this scheme is the set of fixed bond lengths and bond angles, defined in Figure 3 , and the dihedral angles wi as generated by eq 25 below. The initial conformation is totally random. The Scott-Scheraga algorithm is efficiently performed by judicious intermediate storage of the successively accumulated matrix products of the transformations. 27 (b) Rotational Transform. The change of a single internal coordinate, ut, leads to changes in a great number of Cartesian coordinates, three for every atom of index higher than k. In the program, if k is less than 4 2 , the front half of the chain is rotated rather than the rear half. This cuts the average number of atoms moved from about 3n/2 to about 3n/4, a considerable saving in computing time.
The formula for the forward rotation is as follows. Let k be the index of a randomly selected pivotal atom, and consider the rotation of a n atom with index j , j > k , from a posi- D is the matrix of direction cosines2* relating the local coordinate system fixed on atom k back to the laboratory frame 0.
Although there are nine different direction cosines, they are not all independent and in reality only three need to be com-
Let uk be the vector from the origin to the kth atom. Then the new coordinates of atom j after rotation are the components of a vector uj' given by (22) The simulation process corresponding to a single step of a random walk in conformation space then consists of choosing a random pivotal atom, k , a random angle, 4, and a matrix Q . The entire set of new coordinates for the affected chain segment is then given by application of eq 22, iterating on j .
Up until now no explicit provision has been made for the finite capabilities of the computer itself. All the formulas derived so far can be assumed correct, in the context of purely mathematical abstraction. Unfortunately, all computers have physical limitations in their ability to evaluate such formulas.
One rather severe problem which was observed early in the course of this work was the tendency of the polymer molecule to shrink during the course of successive relaxations. This was traced to propagation of a certain type of roundoff error in the component manipulations of the relaxation arithmetic. A thorough investigation of this error disclosed a n exponential propagation. For a chain of 92 atoms, the squared error in the bond length lg0 was found to obey
where Aso2 is the difference between lg02 and its supposedly true value of (1.54)2, and k is the number of times atom 90 was rotated by the previously described matrix transform. Typically, only about 400 such successive rotations were required to reduce the number of remaining significant digits in lQo2 from the original 14 to 2. Since the sample size for a typical random walk in conformation space is of the order of lo4, which far exceeds the point at which coordinates produced by the above generating scheme lost all numerical significance, a self-correcting renormalization method was derived for correcting the coordinates as soon as they are generated. The mathematical details of this scheme are derived in the Appendix.
In the programs, the corrector equations are applied after each rotation, to every atom which has been moved, working from the pivotal atom outward. It was found that such a n application added approximately 10 to the running time of the programs, but that now the successive rotations could be continued indefinitely without buildup of machine-induced error.
puted. Multiplying out the elements of eq 18, we find Q given by eq 20, where all, a12, and a13 are the elements of any row of D. Further simplification is possible by choosing
in which the x , y , and z coordinates are those of backbone atoms k + 1 and k , referred to the laboratory frame 0. A major time-consuming aspect of Monte Carlo polymer studies has always been the determination of the polymer energy. For simple self-avoiding walks, in which the energy is zero unless a n overlap occurs, considerable ingenuity has been devoted to developing schemes for the detection of overlaps. Among these are the space-cubing method of LevinthalZ9 and the doubly linked list method of Gans.' For a soft-core energy analogous procedures are possible, but can become quite tedious. In either case, however, if no precautions are taken computing time must rise in proportion to the square of the chain length. To cut down this dependence, an indexing method was developed for evaluating double sums such as occur in eq 16.
In our method, the index i runs from 1 to n -2, as usual, but the index j is permitted to skip whole sets of values which are excluded by geometric considerations. The details of this "zippering" method have been published by Stellman, Froimowitz, and for the hard-core energy model the time dependence was reduced to proportionality to n6I4.
In addition to the major algebraic processes whose computational details were described above, four minor but essential subprograms were coded in machine language for speed.
(i) Random-Number Generator. At the heart of the Monte Carlo method must lie a fast method for supplying the program with a virtually unlimited sequence of random numbers, Et, The properties which the Et's must have are (i) they must be uncorrelated and (ii) they must be rectangularly distributed. The generator used in this work is the popular congruential pseudorandom-number generator,' given by the recursive formula (e) Utility Programs.
where c is a constant which produces no detectable correlation. In our program, an initial value, (1, is read in, and is usually chosen to be the terminating l f l n a l of the preceding run. Occasionally, groups of 10,000 consecutively generated random numbers were tested for mean, variance, and rectangularity, to ensure validity of the results.
(ii) Random-Angle Generator. The random angle 4 is not chosen directly, but its sine and cosine are generated by a method of von Neumanm31 In this method, two random numbers, t1 and Ez, each uniformly and independently distributed in the open interval (0, l), are generated, and the sum of squares, -t $a2, is formed. If this sum is greater than unity, the pair is rejected and t1 and are chosen anew.
Otherwise
The necessity of computing a third random number in order to choose at random the sign of the sine function in (25) has been obviated by assuming in the program that the 30th binary digit in the machine representation of El is not correlated with the most significant digit, and using the former as a masking bit: if it is 1, then the negative sign is taken, and if it is 0, the positive sign is used. Angles generated in this way have satisfactorily passed various tests for randomness.
Although there are n internal coordinates ut, actually three of them serve to fix the geometry of the entire polymer with respect to the laboratory frame. Hence, only n -3 are required to describe the internal geometry, and this is the number of angles which are varied in the program. Selection of a random pivotal interval is achieved by generating tf according to eq 24, multiplying it by (n -3), and adding 3 to the result
as desired.
In the coordinate improving routine (part c above), it is required to solve a system of three linear equations in three unknowns. This is done directly (noniteratively) by the method of Willers. 32 The time required is one-half that of the normal Gaussian elimination method used in most linear systems, the saving resulting from performance of all computations in-line, (f) Calculation of Properties. Properties are computed after each new acceptance directly from Cartesian coordinates currently in memory. For hard-core polymers, the properties of interest are the moments of the end-to-end distance and radius of gyration. These are computed as follows.
(i) Squared End-to-End Distance. This is found from (iv) Solution of Linear Equations.
where the subscript i refers to the ith accepted polymer in the data group and the other quantities are the x , y , and z coordinates of the two end carbon atoms.
(ii) Squared Radius of Gyration. This is calculated as
where M is the molecular weight of the polymer, mi is the atomic weight of the kth atom, px is the distance of the kth atom from the origin, and c is the distance of the center of gravity of the molecule from the origin.
Let Pi, be the value of the property P for the ith polymer that was accepted in the jth group, and vi$ be the number of times it was accepted. Let t be the number of different polymers accepted per group and u be the number of groups. The total number of samples, N , is simply the sum of the degeneracies of all polymers in all groups
The moments are computed as weighted averages of properties in which Pii can be end-to-end distance, radius of gyration, or for soft-core calculations, the energy. For R and G, the 1st through 12th moments were computed ( k = 1-12 in eq 30).
To avoid the extreme magnitudes of the higher moments, reduced moments 6 ( p , s) were also calculated
6R(P, s) = (Rp)/(RS)p'S (314

&(p, S) = (Gp)/(G5)p'S (31b)
Histograms, or frequency counts of values falling within specified ranges, were made for R and G by sorting these values into bins as they were read from tape for the other calculations. Such data are equivalent to a numerical distribution function for the given property. The fraction of polymers accepted, f~, is the total number accepted divided by the total number generated.
(11) Results of Calculations
The hard-core studies were performed for three reasons : (1) to test the integrated operation of the various programs by attempting to duplicate some of the (Rz) and ( G * ) data of Loftus and Gans6 (hereafter designated as LG); (2) to extend their data to n = 298 in order to try to detect a deviation from their observed exponential dependence, if any; and (3) to obtain detailed information on the distribution of R (or Rz).
The hard-sphere parameter p in eq 4 was taken as 1.54 A, as in the L G studies. Hydrogen side groups were not considered, and free rotation was assumed about the dihedral angles, This study differs from L G only in the sampling technique, the latter having used the Wall method (Figure 1 ) with the Wall-Erpenbeck s-p method of chain enrichment. 20 The main results of this study are displayed in Table I , and include the population means and variances for Rz and G*, running times, fraction of samples accepted, and distributions (to be discussed in a future paper).
(1) Running Time. In addition to the usual molecular properties, attention must be paid to running time as a reflection of efficiency, because the more efficient the program, the greater the quantity of concrete results which can be obtained in a given allotment of computer time. As a practical matter, we have found ourselves so far limited t o chain lengths below about 300 (and temperatures above 300°K in the soft-core studies).
Apart from the efficiency inherent in importance sampling, three types of programming improvements have been utilized to reduce running time.
(1) Several subroutines were coded and optimized in machine language. (2) In certain cases more efficient algorithms were developed. For example, the generation of the initial chain was performed by successive matrix multiplications, with intermediate results stored in a particularly efficient way. The best example of algorithm improvement is the calculation of the energy by "zippering," described in a previous paper. 30 In that paper, a shortcut for calculating the greatest integer in a square root is also given, a technique which saves 40 over the machine-supplied square root function. Thirdly, the 3 x 3 determinant for solving the linear equations generated in the coordinate-improving routine is performed in-line (no loops). (3) Inputoutput interaction with the program is kept to a minimum.
Comparison with other studies is not possible because almost no one else has published timing information, and because the CDC 6600 is the fastest computer applied to such studies so far. However, a n agreeable demonstration of internal efficiency was made by plotting In T cs. In n, from which it was observed30 that the time required for these hard-core studies is proportional t o n5I4, that is
where T is the time required for a given number of polymer generations and their analysis. By contrast, with no optimization T ought to rise at least as fast as n2.
It was pointed out above that for direct sampling, the partition function Q is estimated by f A . This is true because in that method the fraction of polymers obtained which have overlaps (infinite energy) is in proportion to the volume of w space which is forbidden. With importance sampling, however, polymers are deliberately generated more often in allowed regions and less often in forbidden re- 36; circles, hard-sphere data.
Log-log plot O f f A cs. n: curve I, eq 35; curve 11, eq gions, so that f A is not a n estimator of Q. In fact, when a single w at a time is varied, as in these studies, f A gives a n estimate only of that fraction of forbidden hyperspace, which is at most one step away from a n allowable region. Clearly, by underestimating the forbidden regions, one also underestimates the entire volume of space and therefore orerestimates Q , that is
While the exact relationship of f A to Q could not be guessed, it was obviously of interest to try to express ,fh in terms of a Fisher-Sykes18 type relation
where B, C, and CY are constants t o be determined. Using a simple linear least-squares fit, it was found that eq 34 gave an excellent fit to the data of Table I , with the parameters
The s~i m of the squared residuals was 2.70 X 10-j. These figures are compared in Table I1 with the values found by Gansa3 for the tetrahedral lattice, as well as by Mazur and McCrackinj for the simple cubic and face-centered cubic lattices. The value of 1.0001 for C, coupled with similar soft-core results, suggested that perhaps within error limits C = 1 . It is interesting t o note that if eq 35 holds, then -In C has the meaning of a n attrition constant, X. In this context, our results demonstrate clearly that the importance sampling has effectively zero attrition; corresponding values of X for other sampling models and lattices are given in Table 11 , including the Loftus-Gans result 0.059.
(3) Mean-Squared End-to-End Distance and Mean-Squared Radius of Gyration. Since the earliest Monte Carlo studies, it has been assumed that (R2) and ( G 2 ) obey the relationships
(G2) = agnbg (38) where n is the number of segments (in C,H2,+2), and a,, b,, ag, and b, are parameters. The values of the fitted constants are compared with those of LG in Table 111 . Since the latter authors did not specify how they obtained their fits, we refit their published data (ref 6 , Tables I1 and IV) so that the comparison would be valid. The parameters in Table I11 are given for fits containing all data points, and also for fits in which the n = 20 datum was excluded (induction effect). These latter fits were justified in that their standard deviations were roughly half those of the complete data fits. In all cases, our exponents fall within the 90 confidence intervals of LG. spectively. The solid lines in those figures are eq 37 and 38 fitted to our data. The ratios On = (G2),/(R2)n are given in Table IV , along with the L G values. All of these comparisons serve to establish that our results are identical with those obtained with direct sampling. In addition, the consistent exponential dependence indicates persistence of eq 37 and 38 through n = 298, which is three times the longest chain lenghth considered by LG.
Regression analysis was performed on the (R2) and (G2) data in order to (i) establish on a rigorous statistical basis the empirical "goodness" of eq 37 and 38, and (ii) fix confidence limits about the two regression slopes, b, and b,, to determine whether they include within their confidence intervals either the lattice values 6 / 5 , or the zero-order perturbation value
The data of Table I , pooled a t each data point, were sub-
jected to regression on the line y = b x + a where x = In n and y = In (R2) or In (G2). The point n = 20 was excluded. Analysis of variance was performed according to the method given in detail by Brookes, et al. 3 4 For b,, the exponent for the end-to-end distance, the standard error was found to be
The fitted slope can therefore be stated as 1.2209 + (5.4429 The important observations and inferences are as follows. The standard errors in b, and b, are nearly identical, leading us to infer that whatever reliability is attached to one also applies to the other. These errors have a magnitude of approximately 0.5 %. The two confidence intervals ooerlap, so that we might conclude as is often done that a n empirical proportionality exists between (Gz) and ( R 2 ) . However, a better test of significance of this hypothesis would be to perform linear regression on the data of Table IV a test, performed on In On DS. In n, produces a value of the statistic F of 59.237. The corresponding value from tables of F for (1, 5) degrees of freedom at 99% significance is 21.2. This is an extremely important result, because it demonstrates that, at least for the range of data examined in this work, the difference in the empirical exponents 6, and b, is statistically significant; in other words, the squared radius of gyration increases more rapidly with molecular weight than does the squared end-to-end distance.
Wall We emphasize this seemingly minor point for two reasons. First, even a tiny difference, appearing as it does in an exponent, can greatly affect predictions of polymer dimensions. Secondly, many authors36 base further results on the assumption of equality. Furthermore, the common practice of reporting end-to-end distances as simple multiples of experimentally observed radii of gyration is clearly incorrect.
Finally, we observe that neither the b, or b, confidence limits include either 6 / 5 or 4/3 at the 90% level. In other words, a straight line with the lattice slope of 1.2000 cannot be made to lie within the error envelope calculated for Figures  6 and 7 . This confirms the observations of LG and of Windwer 3 5 that off-lattice statistics are significantly different from lattice values.
(4) Distribution Functions. The number of polymers, ,f(R), at each chain length n whose end-to-end distance R fell within certain specified ranges was also noted.
This inequality was examined in one further way.
These empirical distributions were fit to the expression
By means of X * tests, the degree of fit to this two-parameter function was found to be statistically significant at the 95% confidence level, for n = 80 and 98, and at the 80% level for n = 298 (lesser degree of fit possibly due to limitations of sample size). This equation, with parameters fit to the overall distribution, accurately reproduced the 1st through 12th independently observed moments of the distributions. A detailed discussion of further distribution function results and their implications in excluded volume theory is deferred to a future paper. The conformational properties of single n-alkane molecules containing from 20 to 298 carbon atoms were calculated by a Monte Carlo method, using a free-rotation hard-core potential energy model. The conformation space of an alkane was defined as the rn-dimensional finite (bounded) space whose mutually orthogonal axes correspond to the molecular dihedral angles w which are capable of internal rotation. The -y \ - Definitions of bond lengths, bond angles, and dihedral conformational partition function Q was defined in eq 2 in terms of the w's, and the statistical-mechanical average value of a property, (P}, was defined in eq 1. It was shown that all lattice models of polymers fall into this broader classification in terms of w space, and that the well-known Wall attrition law. eq 6, expresses the fractional volume of this space available to a particular molecular species.
In the first section, the mathematical principles underlying the Monte Carlo method were summarized. The actual application of these methods to the estimation of Q and other properties was described in statistical terms. It was shown that the Monte Carlo integration required for the partition function was equivalent to a Markoffian random walk in w space, with a weighting function equal t o the Boltzmann factor. Once the correspondence between statistical mechanics and pure statistics was shown, a prebiasing scheme (importance sampling) was introduced to make the sampling more efficient.
The geometric model and computational details were described in section I, including equations for obtaining statistical-meclianical average properties from the data, and efficiency-improving techniques.
The hard-core results showed that the importance sampling method is equivalent to the Wall method (direct sampling), but that importance sampling has .effectively zero attrition compared to the Wall scheme. The exponential dependence of ( R ? i and (G2) on n, the chain length, was found to be valid off-lattice at least up to n = 298. Careful regression analysis revealed the new conclusion that the squared radius of gyration increases more rapidly at the chain lengths investigated than does the squared end-to-end distance. Furthermore, the 90% confidence limits calculated for both the (Rz) and (Gz) exponents did not include either " 5 or 4/3, the lattice and zero-order perturbation values, respectively. This is a clear demonstration that lattice results, no matter how reliably obtained, may not be indiscriminately applied t o real (nonlattice) polymers.
We There are three coordinates to be generated for each atom undergoing relaxation, and there are three metrics which must be preserved during its rotation: bond length, bond angle, and dihedral angle. Let these quantities be defined as in Figure 8 . We assume the coordinates of atoms 1 , 2 , and 3 t o be without error (or may define their true values t o be equal t o their machine representations). Then the coordinates of the fourth atom (about to be added) are functions of the nine previous Cartesian coordinates. But in view of the additional metric constraints, we may write x4 = fi (X3, y 3 , 23, e3, 4 = gd[4', e3, w 3 )  Y4 = f2(x3, y 3 , 2 3 , e3, w 3 ) = g w , e3, w 3 ) z4 = h ( X 3 , Y3, z3, 03, w3) = g3(14*, 03, w3) These metrics, 03, 0 3 , and 14' are related to the new coordinates x4, y 4 , and z4 through the differentials
The quantities appearing as differentials on the left-hand side of eq A-1 are to be taken in the sense of finite differences.
For example, dl4' -A42, the true squared bond length minus the value computed from the error-prone coordinates of atom 4 as generated in the computer by eq 17-19. In a similar fashion, the differentials dx4, dy,, and dz4 are approximated by Ax4, Aya, and Az4, the respective differences between the true (but as yet unknown) x4, y4, and z4 coordinates, and those computed by the machine.
The values of Id*, cos Os, and cos w3 are first computed from the current coordinates 1, 2, and 3, and the computed coordinates of atom 4, taken temporarily t o be correct. The designated partial derivatives are then evaluated, and the resulting equations are finally solved simultaneously for the unknowns, Ax4, Ay4, and Az4. These are the increments to be added algebraically to the coordinates of atom 4 produced by the rotational transformation in order to obtain their correct values.
The metric quantities are most easily evaluated by use of vector notation. Let the bond vectors be represented by v,, Vb, and vc
(A-2)
For tetrahedral bond angles, the third of eq A-2 reduces t o After evaluating the partial derivatives and substituting the assumed correct values of coordinates of atom 4, we obtain A14' = Z(X4 -xa)Axc + 2(Y4 -~3)Ay4 + 2(Z4 -Z3)h4
where A( ) denotes the difference between the known metric and its value computed from coordinates so far generated. This constitutes a system of three linear equations in three unknowns, oiz., Axd, Ay4, and Az4, which may be solved by any convenient method. Other analyses, including 1H nmr and infrared spectroscopS times that exceed the sample's stability at the temperatures required for polymer dissolution. Another advantage is the high-resolution that can be attained, since 3C spectra from FT experiments are not subject to the line broadening resulting from rapid sweeps in CW nmr.
The copper-amine-catalyzed oxidative coupling of mdiethynylbenzene (reaction 1) was reported by Hay. Characterization by infrared spectroscopy, X-ray diffraction, and thermal analyses indicated that structure I1 was consistent with the properties of the polymer;4 however, limited solubility prevented detailed characterization of the polymer. Recently, methods of polymerization have been found which permit polymerization under homogeneous c0nditions.j With these procedures, phenylethynyl-terminated polymers have been prepared with sufficient solubility to be characterized further.5 The polymers, however, were either copolymers of m-and p-diethynylbenzene or terpolymers containing an additional diacetylene. The presence of repeating units other than the meta units tended to complicate the nrnr spectra. Thus, a soluble all-meta polymer was desirable for a detailed examination by nmr.
m-diethynylenephenylene backbone units which are terminated with trimethylsilyl groups. The polymers are particularly suited for nmr analysis both by 'H nmr (nine protons per trimethylsilyl group for end group analysis) and lac nmr, since the quantity of the monofunctional trimethylsilyl component can be varied to control the molecular weight. This permits the preparation of low molecular weight, more soluble polymers with high end group concentrations. This paper describes polymers with >99
