Abstract. Let 3 E 2 (a 1 , a 2 , a 3 ; b 1 , b 2 ) denote the generalized hypergeometric differential equation of rank three with parameters (a 1 , a 2 , a 3 , b 1 , b 2 ), which is defined on the projective line P 1 (x) with reuglar singularities at x = 0, 1, ∞. Any set of linearly independent solutions defines a multi-valued map from P 1 − {0, 1, ∞} to the projective plane P 2 called the Schwarz map. The image of this map is locally a curve, determined uniquely up to projective transformations. The condition for the image curve to be a cubic curve is written in terms of the parameters, and we list up those curves and study the action of the monodromy groups on these curves.
Introduction
The hypergeometric function 3 F 2 (a 1 , a 2 , a 3 ; b 1 , b 2 ; x) is defined as the series
where (a) k = a(a + 1)...(a + k − 1) = Γ(a + k)/Γ(a).

It satisfies the hypergeometric differential equation:
3 E 2 θ(θ+b 1 −1)(θ+b 2 −1)z−x(θ+a 1 )(θ+a 2 )(θ+a 3 )z = 0, where θ = x d/dx. It is defined on the projective line P 1 (x) and has regular singularities at x = 0, 1, ∞. The local exponents are 0, 1 − b 1 , 1 − b 2 at x = 0, 0, 1, µ := b 1 + b 2 − a 1 − a 2 − a 3 at x = 1, a 1 , a 2 , a 3 at x = ∞, and the local exponents at any regular point are regarded as 0, 1 and 2. Thus the Riemann scheme of 3 E 2 is given as (1.1)
In this paper, we identify the differential equation 3 E 2 (a 1 , a 2 , a 3 ; b 1 , b 2 ; x) with the Riemann scheme (1.1); refer to Lemma 4.1.
Recall that a singular point x 0 with the exponents λ i (i = 1, 2, 3) is called a nonlogarithmic point if the equation has three independent solutions of the form (x−x 0 ) λ j f j (x), where f j (x) is a holomorphic function and non-vanishing at x 0 . A differential equation is called non-logarithmic if every singular point is non-logarithmic. In general, it is not so easy to decide whether a 3 E 2 is non-logarithmic or not. Although the condition
is known to be a sufficient condition for the equation 3 E 2 to be non-logarithmic, this is not a necessary condition. In fact, we deal in this paper with many non-logarithmic 3 E 2 which do not satisfy the above condition. The monodromy group of the equation is known; refer to, say, [BH] . It is irreducible if and only if a i , a i − b j / ∈ Z (i = 1, 2, 3; j = 1, 2). Let {z 1 , z 2 , z 3 } be a set of linearly independent solutions. Then the map
is called the Schwarz map of the differential equation. It is multi-valued and the image can be regarded locally as a curve. Let us start with an example of 3 E 2 , to which the Clausen's identity:
(F (a, b; a + b + 1/2; x)) 2 = 3 F 2 (2a, a + b, 2b; a + b + 1/2, a + 2b; x)
holds, where F (a, b; c; x) denote the Gauss hypergeometric function which is a solution of the Gauss hypergeometric differential equation
2 E 1 (a, b; c) θ(θ +c−1)z −x(θ +a)(θ +b)z = 0.
Let u 1 and u 2 be two independent solutions of the equation 2 E 1 (a, b; a+b+1/2). Then the identity above says that the three functions z 1 = (u 1 ) 2 , z 2 = u 1 u 2 and z 3 = (u 2 ) 2 satisfy the equation 3 E 2 (2a, a+b, 2b; a+b+1/2, a+2b); they satisfy a quadratic relation (z 2 ) 2 = z 1 z 2 . Hence, for the set of parameters (a 1 , a 2 , a 3 ; b 1 , b 2 ) = (2a, a + b, 2b; a + b + 1/2, a + 2b), the curve defined by the Schwarz map lies on a conic.
We aim in this paper at finding the equations 3 E 2 with cubic curves as Schwarz images. Let E 1 (x) and E 2 (x) be two differential equations related as
for some rational functions θ(x) and σ(x), and some constant number r; here, by this relation, we mean that if z j (x), j = 1, 2, 3, are linearly independent solutions of E 1 (x), then θ(x) r z j (σ(x)) are those of E 2 (x). In this case, we say the differential equation E 2 (x) reduces to the equation E 1 (x). Note that in particular both differential equations have the same Schwarz image.
The results in this paper imply the following: ). The group Γ 3 is imprimitive and isomorphic to P (G(3, 1, 3) ). The group Γ 4 is primitive, and Γ 4 ⊃ P (G(3, 3, 3) ) with [Γ 4 : P(G(3, 3, 3))] = 2.
We refer to Section 5 for the notations G (3, 1, 3) and G(3, 3, 3) . The notation P(G) means the projectification of the linear group G.
In Section 2, we recall the differential invariants of an ordinary differential equation of order three after E. J. Wilczynski [W] . In Section 3, we find all the cases where the Schwarz images of the equation 3 E 2 are cubic curves by use of mathematical software manipulating Gröbner basis. In Section 4, we reduce the cases into five cases by use of several algebraic transformations (1.3). In Section 5, we give explicit equations defining cubic curves and study the actions of the monodromy groups on these curves.
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Invariants of ordinary differential equations of order three
be an ordinary differential equation relative to the variable x and denotes the derivation by x; z = dz/dx and so on. By multiplying a scalar function to the unknown variable z, the equation is transformed into an equation of the form (2.2) z + P 2 z + P 3 z = 0.
The new coefficients are given by (2.3)
Relative to this expression, the fundamental invariant of the equation is known to be Adx 3 where
The invariant A vanishes identically if and only if the curve is quadratic. E. J. Wilczynski defined an invariant S, which is given when P 2 = 0 by the expression
where p = P 3 ; refer to (33) of p. 72 of [W] . He showed that the curve defined by the equation (2.2) with P 2 = 0 is a cubic curve if and only if S = 0.
3. The condition for 3 E 2 to define cubic curves
We now deal with the equation 3 E 2 . In terms of the new coordinate t = log x, the differential operator θ equals d/dt. Then, the equation 3 E 2 is written as (2.1) with
The invariant S is expressed as
where X stands for e t and T (X) is a polynomial of degree 15, which we write as
Hence, the equation S = 0 relative to the parameters a i and b i can be solved by computing a Gröbner basis of the ideal T 0 , T 1 , . . . , T 15 and then computing the common zeros of this basis. This task is done by using the mathematical software Risa/Asir [R] . Relying on the symmetry among {a 1 , a 2 , a 3 } and the symmetry between {b 1 , b 2 }, we reduce the computer load as follows. Since the constant term is
and the coefficient of X 15 is
it is enough to consider the case where
up to symmetry. With the two equations above we solve the system of equations
We further restrict the consideration to the case A = 0. This is because when A = 0 the curve is known to be quadratic. Then, the list of all solutions of parameters is given in Table A1 and Table A2 in Appendix: Table A1 lists such parameters for which the monodromy group is reducible and 
Hence we say that the parameter set (a 1 , a 2 , a 3 ; b 1 , b 2 ) is equivalent to the set (a
Similarly, we get
Then, we define an equivalence relation among the parameter sets by combining the above relations (4.3) and (4.4), and the permutation of {a 1 , a 2 , a 3 } and the permutation of {b 1 , b 2 }. By the relation (4.3) and the permutations of the parameters, the parameter sets in Table A1 are grouped as follows so that each group consists of equivalent sets.
1, 80, 105; 2, 85, 108; 3, 20, 87; 4, 88, 121; 5, 59, 122; 6, 58, 89; 7, 67, 127; 8, 56, 118; 9, 68, 125; 10, 63, 129; 11, 73, 112; 12, 74, 116; 13, 22, 76; 14, 21, 77; 15, 18, 86; 16, 19, 78; 17, 23, 75; 24, 57, 96; 25, 60, 94; 26, 36, 123; 27, 66, 97; 28, 79, 128; 29, 65, 99; 30, 61, 101; 31, 62, 102; 32, 64, 126; 33, 104, 106; 34, 103, 107; 35, 119, 120; 37, 98, 124; 38, 109, 110; 39, 43, 48; 40, 44, 49; 41, 46, 47; 42, 45, 51; 50, 52, 95; 53, 111, 113; 54, 114, 117; 55, 100, 115; 69, 83, 92; 70, 84, 93; 71, 81, 91; 72, 82, 90; 130, 131, 132, 133; 135, 134, 136, 137, 138, 139 . By the relation (4.4) and the permutations of the parameters, we get the following coset decomposition 1, 54; 2, 38; 3, 7; 4, 37; 5, 26; 6; 8, 30; 9, 13; 10, 17; 11, 53; 12, 34; 13; 14, 31; 15, 29; 16, 32; 24, 27; 25; 28, 35; 33, 55; 39, 41; 40, 42; 50; 69, 72; 70, 71; 130; 135, where, for example, 1 represents the above set {1, 80, 105}. Thus, we can restrict our consideration to the parameter sets listed as follows. Table 1 1 ( 0, -1/6, 1/3, 0, 1/2), 2 ( 0, -1/6, 1/3, 0, 2/3),
, 28 ( 0, 2/3, 4/3, 0, 3/2), 33 ( 0, -3/2, 3, 1/3, 2/3), 39 ( 0, -1/6, 1/3, 5/6, 4/3), 40 ( 0, -1/4, 1/2, 3/4, 3/2), 50 ( 0, -2/3, -1/3, 2/3, 4/3), 69 ( 1, 7/6, 3/2, 7/6, 3/2), 70 ( 1, 5/4, 7/4, 5/4, 7/4), 130 ( 0, c, -2c, 1+c, 1-2c), 135 ( 1, 1+c, 1-2c, 1+c, 1-2c).
Note that the 25 sets above are not any more equivalent to each other.
By the relation (4.3) and the permutations of parameters, we get the grouping of the parameter sets in Table A2 as follows. 146, 141, 142, 143, 145; 144; 165; 155, 157, 158; 161, 164, 167; 162, 168; 140, 147, 148; 156, 159, 160; 149, 151, 153; 150, 152, 154; 166, 163, 169 .
By the relation (4.4) and the permutations of parameters, we get the coset decomposition into six groups: 146, 144, 161, 162, 165; 155; 166, 140; 156; 149; 150.
Thus, we can restrict our consideration for Table A2 to the parameter sets listed as follows. Table 2 146 ( -1/18, 1/9, 4/9; 1/3, 2/3), 149 ( 5/12, 2/3, 7/6; 1/2, 5/4), 150 ( 1/12, 1/3, 5/6; 1/2, 5/4), 155 ( 2/9, 5/9, 8/9; 2/3, 4/3), 156 ( 7/12, 5/6, 13/12; 3/4, 5/4), 166 ( -1/12, 1/6, 5/12; 1/4, 3/4).
We denote the differential equations 3 E 2 with the parameter sets in Table 1 and Table  2 by E n corresponding the label n of the set. The following is the list of the 25 schemes for Table 1 and the 6 schemes for Table 2 .
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To get reduction further, we need the following lemma. 
Proof. It is easy to see that a third order Fuchsian differential equation of order three on P 1 with regular singular points 0, 1, ∞ has the form
with
The equation (4.5) has the Riemann scheme (1.1) if and only if
This proves (1). Let t = x−1, and let f (t) = 1+p 1 t+p 2 t 2 +... be a solution of E(x). Then the expansion of the left-hand side of (4.5) at x = 1 has the form γ 5 /t 2 + .... Thus γ 5 = 0. Namely, we have (2). If E(x) is assumed to be non-logarithmic, it is non-logarithmic at x = 1. Because 0 is a local exponent of E(x) at x = 1, E(x) has a holomorphic solution f (x) at x = 1 with f (1) = 0. Then E(x) = 3 E 2 (a 1 , a 2 , a 3 ; b 1 , b 1 ; x) from (2). Hence we have (3). Table 1 . A simple coordinate change t = 1 − x yields a "formal" transformation of Riemann schemes:
Reduction of the reducible parameter sets in
This coordinate change however does not give the transformation of 3 E 2 because the transformed differential equation 3 E 2 (a 1 , a 2 , a 3 ; 0, 1−λ; 1−t) with the Riemann scheme on the right hand side is not necessarily equal to 3 E 2 (a 1 , a 2 , a 3 ; 0, 1−µ; t) if 3 E 2 (a 1 , a 2 , a 3 ; 0, 1− λ; x) does not satisfy the non-logarithmic condition at x = 0. In the rest of Section 4, we assume the following proposition. Table 1 are non-logarithmic.
Proposition 4.2. All the equations E n in
The proof will be given in Section 5. Note that all the equations in Table 2 are nonlogarithmic from the sufficient condition (1.2). Under the assumption that E n in Table 1 are non-logarithmic, (4.6) defines a transformation among E n . We write E m ∼ E n if E m is transformed into E n by a combination of finite number of transformations (4.1), (4.2) and (4.6).
Let us consider for example E 1 and E 2 in Table 1 . We have
Similarly, we can show the following.
The scheme E 130 includes several subschemes. Referring to the identity
we can see the equivalences:
Consequently, any E n in Table 1 is equivalent to one of E 1 , E 4 , E 5 , E 6 , E 11 , E 24 , E 25 , E 28 , E 33 , E 50 or to (a special case of) E 130 , because they are non-logarithmic by Proposition 4.2.
Reduction by use of algebraic transformations.
We next use algebraic transformations of degree ≥ 2. The first transformation is a quadratic transformation of coordinate from x to t = 4x(1 − x). The map x → t sends x = 0 and x = 1 to t = 0, x = ∞ to t = ∞, and x = 1/2 to t = 1. It is a double covering.
By Proposition 4.2, we have the transformation
For example, E 4 (x) is transformed into E 5 (t) as follows.
Similarly, we see that
There are another quadratic and a cubic transformation of 3 E 2 which do not need to assume non-logarithmicity. (see [K2] ).
Lemma 4.3. Define two rational functions:
Then the following identities hold:
If we apply the quadratic transformation (4.8) with α = 0, λ = 1/3 and µ = 2/3, then we get
If we apply the cubic transformation (4.9) with λ = −1/2 and µ = 1, then we get
Finally, we consider the quartic rational function
Relative to the transformation x → t = φ 4 (x), we have (4.10)
be an algebraic transformation obtained by a combination of transformations (4.1), (4.2), (4.6), (4.7), (4.8), (4.9) and (4.10). Then we have the following proposition.
Proposition 4.4. By assuming that E n are non-logarithmic, any E n in Table 1 is transformed into one of E 1 , E 11 and E 130 by a transformation (4.11).
Reduction of the irreducible parameter sets. When the equation is irreducible,
we have the 6 parameter sets in Table 2 . We apply the formula (4.8) to see that these cases can be reduced to two cases. For example, when α = 5/12, λ = 1/4 and µ = −1/4, we see
Similarly we see
Thus, we have the following Proposition 4.5. Every equation E n in Table 2 is reduced to either E 146 or E 166 by an algebraic transformation (4.11).
We now give a transformation which reduces E 1 in Table 1 to E 146 in Table 2 : putting
where φ 3 (x) is the function defined in Lemma 4.1, we have
without assuming non-logarithmicity.
Thus, E 1 is reduced to E 146 ; this means that E 1 is non-logarithmic.
The cubic curves and the monodromy groups
In the previous section, we have seen that, by assuming Proposition 4.2, any differential equation 3 E 2 (a 1 , a 2 , a 3 ; b 1 , b 2 ) whose Schwarz image is an irreducible cubic curve reduces to one of the following five equations by an algebraic transformation (1.3).
E 11 : ( 0, 1/3, 2/3; 0, 1/2), E 130 : ( 0, c, −2c; 1 + c, 1 − 2c), E 146 : ( −1/18, 2/9, 4/9; 1/3, 2/3), E 166 : ( −1/12, 2/12, 5/12; 1/4, 3/4).
In this section, we give explicit forms of the corresponding cubic curves and exhibit how the monodromy group acts on the image curve. At the end of this section, we prove Proposition 4.2 and, consequently, that all the algebraic transformations among E n given in the previous section hold.
5.1. E 11 = 3 E 2 (0, 1/3, 2/3; 0, 1/2).
Lemma 5.1. Assume that the monodromy group
and v 3 (x) be linearly independent solutions of 2 E 1 (a 2 , a 3 ; b 2 ; x). Then v 1 (x) := 1, and v 2 (x) and v 3 (x) are linearly independent solutions of 3 E 2 (0, a 2 , a 3 ; 0, b 2 ; x). Consequently, the projective monodromy group of
2 E 1 (−1/6, 1/3; 1/2; t)
,
where t = x/(x − 1). Because z 2 z 3 = 1 − t and z The projective monodromy group of E 11 ( the monodromy group of E 11 ) is the finite group
which is isomorphic to 2 M 1 (1/3, 2/3; 1/2) of order 6. Note that 2 M 1 (1/3, 2/3; 1/2) has the trivial center, and is isomorphic to P( 2 M 1 (1/3, 2/3; 1/2)) which is the dihedral group of order 6.
E
The projective monodromy group of E 130 ( the monodromy group of E 130 ) is the additive group
which is an infinite group unless c is a rational number.
5.
3. E 146 = 3 E 2 (−1/18, 1/9, 4/9; 1/3, 2/3). Let v 1 = 3 F 2 (−1/18, 1/9, 4/9; 1/3, 2/3; x),
3 F 2 (4/9, 5/18, 7/9; 4/3, 2/3; x), v 3 = x 2/3 3 F 2 (7/9, 11/18, 10/9; 4/3, 5/3; x), be independent solutions of the equation E 146 . We define another set of solutions as follows:
, so that it holds (see (5.7) in [KN] )
The projective monodromy group of E 146 is P (G(3, 1, 3 )) = G(3, 1, 3)/Z(G (3, 1, 3) ), where G(3, 1, 3) is the imprimitive complex reflection group of order 3 3 · 3!, and the center Z (G(3, 1, 3) ) of G(3, 1, 3) is of order 3. Let Z 3 be the set {0, 1, 2}, and S 3 be the set of all the permutations on Z 3 . Then G(3, 1, 3) is the set of linear transformations and Z(G(3, 1, 3) ) consists of three elements
Consequently, P(G(3, 1, 3)) consisting of 54 transformations acts on the cubic Fermat curve (5.1) as
5.4. E 166 = 3 E 2 (−1/12, 1/6, 5/12; 1/4, 3/4). Following [K1] , define the solutions z j (x), Then the image of the Schwarz map is the cubic curve defined by
We denote by M L the matrix representing the monodromy of the above set of solutions relative to the loop L:
Let L 0 and L 1 be the closed loops in π 1 (X, 1/2) once surrounding 0 and 1, respectively, in the positive orientation. Then we see
by a direct verification. In [K1] , we saw the following formulas:
Let M denote the monodromy group of the equation and let H be the subgroup generated by four complex reflections in (5.2). The group H, called the reflection subgroup of M , is isomorphic to the complex reflection group G(3, 3, 3) consisting of 54 linear transformations
The full group M is generated by M L 0 and H and it is of order 216 because H ∩ M L 0 = {1}. The center of M consists of six linear transformations
Hence the projective monodromy group is of order 36. Now we prove Proposition 4.2 which says that all the equations E n in Table 1 are nonlogarithmic. First note that E 1 has been shown to be non-logarithmic at the end of Section 4, and that E 11 and E 130 are non-logarithmic because they have non-logarithmic solutions z 1 , z 2 , z 3 as shown in Subsections 5.1 and 5.2. We next prove that E 5 , for example, is non-logarithmic. Because E 11 is non-logarithmic, we see that E 11 (1 − φ 3 (x)) is also nonlogarithmic and it has the same Riemann scheme as E 5 (x). Hence, E 11 (1 − φ 3 (x)) is equal to E 5 from (3) of Lemma 4.1, and then E 5 turns out to be non-logarithmic. By the same way, we can prove all E n in Table 1 are non-logarithmic.
Appendix
Parameters of reducible equations 3 E 2 (a 1 , a 2 , a 3 ; b 1 , b 2 ) which define cubic curves and which do not satisfy any quadratic relation are classified as in the list below up to the symmetry among a 1 , a 2 and a 3 , and the symmetry between b 1 and b 2 . Remark that c = 0. 46 ( 0, -1/3, 1/6, 2/3, 7/6), 47 ( 0, 1/3, 1/2, 4/3, 3/2), 48 ( 0, -1/2, -1/3, 1/2, 2/3), 49 ( 0, -3/4, -1/2, 1/4, 1/2), 50 ( 0, -2/3, -1/3, 2/3, 4/3), 51 ( 0, 1/2, 3/4, 3/2, 7/4), 52 ( 0, -1/3, 1/3, 4/3, 5/3), 53 ( 0, 1/2, 1, 1/3, 2/3), 54 ( 0, 1/2, 1, 2/3, 7/6), 55 ( 0, 1/3, 2/3, -2, 5/2), 56 
