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A
n integral model of jet ® res, originally developed for free ® res, has been extended to
predict the internal ¯ ame structure of jet ® res normally impacting cylindrical
obstacles, and to predict the radiative and convective loading on the impacted
obstacle, based on that ¯ ame structure. Predictions of mean temperatures, gaseous species and
soot concentrations, provided by the integral model, are used in an adaptation of the discrete
transfer method and a single grey-plus-clear gas radiation model to determine radiative ¯ uxes.
An independent assessment of the performance of the model in determining radiative heat
transfer is presented for both laboratory and ® eld scale ® res. Convective loading to the
impacted obstacle is determined via a Nusselt number/Reynolds number correlation, where
local mean velocities, temperatures and thermodynamic properties of the ¯ ow are derived from
the integral model. The performance of the complete model for predicting total ¯ uxes to
impacted obstacles has been assessed by comparingmodel predictionswith data obtained from
® eld scale experiments. In situations where the simplifying assumptions of the integral model
for ¯ ame structure can be applied, predictions of the model are shown to be in good agreement
with the available data.
Ketwords: jet; ® re; impacting; radiation; convection; integral model.
INTRODUCTION
The ability to assess the consequences of high pressure
releases of ¯ ammable gases is an essential requirement for
the safe design and operation of high pressure plant and
pipework. One possible scenario which must be considered
is a high pressure ® re, following ignition of a jet release, and
the resulting thermal loading to the surroundings. The
simplest case to consider is where a free jet ® re is formed
which does not impact on any adjacent plant, such as occurs
during operational releases from designed pressure relief
systems. However, an accidental release can occur in any
direction and, in highly congested regions, cannot be
assumed to result in a free ® re. In this case, it is more
likely that the resulting jet ® re will impact on adjacent
pipework, storage vessels or supporting structures, transfer-
ring a thermal load not only by radiative but also convective
heat transfer. The rates of heat transfer can be suf® ciently
high to produce failure of impacted plant, leading to
additional releases of ¯ ammable material and escalation of
the incident.
Because of the wide range of possible combinations of
release and plant geometries, such assessments are best
achieved by applying a mathematical model, provided
comparisons between model predictions and experimental
data have demonstrated its ability to yield reliable results
over a wide range of practical conditions. In formulating
hazard assessment models, it is possible to adopt mathe-
matical modelling techniques of varying degrees of
complexity. Empirical models1 ,2 .3 , which are based exclu-
sively on correlations derived from experimental data,
represent the simplest type of model available. Such models
have been applied widely to free jet ® res to predict the size
and position of the resulting ® re, and levels of incident
thermal radiation around the ® re. However, they are
restricted to a limited range of applicability dictated by
the extent of experimental data available, and do not provide
any information concerning the internal ¯ ame structure,
such as temperatures, species concentrations and velocities,
which are essential for the determination of radiative and
convective loading to structures impacted and engulfed by a
® re. At the other end of the spectrum to empirical models, in
terms of complexity, are numerical models4 ,5 which are
usually based on ® nite-difference solutions of the ¯ uid
dynamic equations of turbulent reacting ¯ ows. The
application of these models is commonly referred to as
computational ¯ uid dynamics (CFD). These models are
suf® ciently fundamental such that they can be applied
con® dently to a variety of release scenarios with only minor
modi® cation. They also provide a full three-dimensional
description of the ¯ ow ® eld, including the effect of any
impacted structure, and, therefore, represent the most
accurate approach for determining thermal loading to
impacted structures. However, they are mathematically
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complex, requiring signi® cant computing resources both in
terms of machine size and run times, and cannot be used in
routine hazard assessment work where repetitive calculations
must be performed relatively quickly.
Integral models provide an intermediate approach,
between empiricism and full three-dimensional simulations,
which can include the concepts employed in numerical
models without incurring the high computing costs
associated with CFD. Integral approaches are based on
solutions of the ¯ uid dynamic equations, in common with
numerical models, and contain sub-models of the important
physical and chemical processes. However, the cross-stream
variation of the governing parameters is assumed to be self-
similar, so that the three-dimensional partial differential
equations of ¯ uid ¯ ow can be reduced to one-dimensional
ordinary differential equations, which can be solved quickly
by stepping along the ® re from the release point to the ¯ ame
tip. This approach has been adopted successfully in the
past by Cook6 ,7 and Caul® eld et al.8 ,9 , who have demon-
strated the potential of integral modelling, applied to free jet
dispersion and free jet ® res, as the basis of consequence
assessment tools with relatively short run times, which can
be applied to a wide range of release scenarios.
The present paper describes the extension and validation
of the integral model of free jet ® res9 to predict the internal
¯ ame structure of impacted jet ® res, and to predict the
radiative and convective loading on the impacted obstacle,
based on that ¯ ame structure. Attention will be restricted to
the simple generic case of normal impaction on a cylindrical
obstacle, since this is a ¯ ow con® guration of general interest
and suf® cient experimental data is available to provide a
comprehensive validation of the model.
MATHEMATICAL MODEL
Fluid Flow Model including Interaction with Impacted
Vessel
A detailed description of the transport equations which
form the basis of the ¯ uid ¯ ow and turbulence model, as
applied to free jets or jet ® res, is given in References 8 and 9.
Ordinary differential equations are solved which represent
the conservation of mass ¯ ux, m, and the horizontal and
vertical components of momentum ¯ ux, W, in any cross-
section normal to the curvilinear trajectory of the jet. In
common with other integral models of jets in a cross-¯ ow1 0 ,
the total rate of air entrainment into the jet is considered to
be made up of a number of components. Two components
are introduced in the present model, to represent entrain-
ment associated with the initial jet momentum, in the near-
® eld of the jet, and that associated with the presence of a
cross-¯ ow in the far-® eld. The self-similar form of the
variation of mean velocity across the jet is speci® ed using a
terminating cosine pro® le. Conservation of chemical
species is satis® ed by determining values of mean mixture
fraction, f, such that the total ¯ ux of mixture fraction in any
cross-section of the jet is equal to the source mass ¯ ux.
These equations are closed, in particular with respect to
near-® eld entrainment, via an averaged turbulent viscosity,
determined from a one-dimensional k- « turbulence model,
by solution of transport equations for the spacially-averaged
turbulence kinetic energy, ákñ, and its dissipation rate, á « ñ.
Finally, the effect of turbulence in causing ¯ uctuations
in mixture fraction is represented by solving a transport
equation for the spatially-averaged mixture fraction
variance, á f 9 92ñ. The model constants quoted in References
8 and 9 for these equations, which were assigned values
in line with previous applications of integral6 ,7 ,1 0 and
CFD1 1 ,1 2 models, have been retained.
In order to extend the ¯ uid ¯ ow model to include the
interaction of the jet with a normally impacted cylindrical
vessel, the following simple approach has been adopted1 3 . If
the predicted trajectory of the jet indicates that it impacts a
vessel, adjustments are made to increase the entrainment
associated with the initial jet momentum, due to increased
turbulence in the wake of the vessel. To implement this
adjustment, the more usual form of the entrainment term1 0 is
adopted within the mass conservation equation, with an
initial entrainment constant of 0.07 for the free jet, in
preference to that based on the local turbulent viscosity8 .
Then, it is assumed that the effective entrainment coef® cient
increases linearly with the fractional area obstruction, Ao b s /
Aj e t, rising to a maximum value of 0.2 when Ao b s /Aj e t is
equal to 1. In addition, the total momentum ¯ ux is reduced
when the jet hits the vessel, to account for the effect of drag,
using the following expression:
U = a / [a + (Aobs / Ajet)] (1)
where a = 2.0/CD . The predictions of an integral model
incorporating this approach compare favourably with a
limited number of laboratory scale experiments, performed
to investigate the concentration ® eld resulting from a
dispersing jet impacting on a single cylinder1 3 .
The ® eld scale data1 4 , used to assess and validate
the model in subsequent sections, was obtained from
horizontal jet ® res, some of which were clearly interacting
with the ground. Therefore, in order to predict correctly the
structure of these ® res, a methodology has been adopted to
account for the reduced entrainment and momentum ¯ ux
due to this ground interaction. It is assumed that the jet
interacts with the ground when the local height of the jet
trajectory is less than the bulk radius of the ¯ ow, as de® ned
by the following expression8 :
áRñ = m / p < q > W (2)
where á q ñ is the density of the ¯ ow averaged over the local
jet cross-section. When interaction occurs, the ¯ ow is not
allowed to penetrate the ground and the bulk radius is
increased to conserve the jet area, to be consistent with the
values ofm,W and á q ñ given by the model. The entrainment
terms in the mass conservation equation8 are modi® ed to
account for the reduced free perimeter of the jet over which
entrainment can occur. An additional source term is also
included in the equation for conservation of horizontal
momentum to represent the drag force, which is dependent
on the local contact length and friction velocity.
Combustion Model
The approach adopted to represent both gas-phase
combustion and soot formation in the model is essentially
the same as that described in Reference 9. The mixture
fraction is de® ned as the mass fraction of material at any
point in the jet, in both unburnt and burnt forms, that
originated from the source ¯ ow and, therefore, is invariant
to the progress of combustion. It is assumed that gas-phase
chemical reaction is fast, with time-scales that are short
4 BAILLIE et al.
Trans IChemE, Vol 76, Part B, February 1998
compared to those associated with turbulent mixing. Then,
the gas phase, turbulent non-premixed combustion process
is modelled via the conserved scalar/prescribed probability
density function approach using the laminar ¯ amelet
concept1 5 . The application of this approach in the present
integral model, and the requirement for considering spatial
and temporal variations in the mixture fraction ® eld, have
been discussed in detail elsewhere6 ,7 . The laminar ¯ amelet
approach has been extended4 ,1 6 to account for ® nite-rate
kinetic effects on the formation and consumption of soot by
incorporatinga two-equationmodel for the evolutionof soot
mass fraction and particle number density. The integrated
form of these equations, as implemented in the current
model, has been de® ned elsewhere9 .
In deriving ¯ amelet prescriptions, including reaction
rates for soot formation and consumption, it is possible to
generate a variety of ¯ amelets corresponding to different
rates of strain imposed on the laminar diffusion ¯ ame. Over
a range of release rates and supply pressures, it was found
that satisfactory predictions of internal ¯ uxes could be
determined using a single ¯ amelet with a moderate strain
rate of 50 s- 1 . In addition, the effects of radiative heat loss
on the temperatures and soot concentrations calculated for
turbulent ¯ ames were accommodated by employing ¯ ame-
lets that had been adjusted4 ,7 from adiabatic conditions and
incorporated 10% heat loss. This value is consistent with the
measured fraction of chemical power input to sonic jet ® res1
that is emitted as radiation. Finally, for the simulation of
lifted ¯ ames, correlations based on the observations of
Birch and Hargrave1 7 were employed to determine the
downstream location of the base of sub-sonic and sonic jet
® res. Combustion was then introduced at downstream
locations beyond the base of the ® re, with properties in
the lift-off region being evaluated assuming isothermal
mixing.
Computational Details
The complete model of ¯ uid ¯ ow and combustion was
implemented as described in References 8 and 9. Eight
coupled ordinary differential equations representing the
conservation and transport of m, horizontal and vertical W,
ákñ, á « ñ, á f 9 92ñ, soot mass fraction and particle number
density were solved using a fourth-order, Runge-Kutta
technique. Having determined initial conditions for these
variables, with sonic releases being modelled using a
pseudo-diameter approach8 , the calculation proceeds by
stepping along the jet axis, providingpredictions of the axial
and radial variation of velocity, ¯ ame temperature, gas-
phase species and soot mass fraction. Run times for the
complete model, including the models for radiation and
convection described below for determining the loading at
one location on an impacted vessel, are of the order of one to
two minutes on computer work stations or mini-computers.
Radiation Model
In previous applications of the complete model9 , a one-
dimensional approach was adopted to determine radial heat
¯ uxes within a ® re, based on the local mean temperatures,
gas concentrations and soot volume fractions provided by
the ¯ uid ¯ ow and combustion model. By assuming that the
¯ ame can be represented by a boundary surface which acts
as a diffuse emitter, de® ned by an array of frusta, this
approach was used to compute leaving ¯ uxes and, via
analytical view factors, the radiative ¯ ux incident on a target
external to the ¯ ame. Although this approach offers a robust
and economical method for determining ¯ uxes external to a
® re, an approach which is more representative of the
processes of radiative heat exchangewithin a ® re is required
to determine radiative ¯ uxes to an impacted or engulfed
target.
The ¯ uid ¯ ow and combustion model provides a
complete description of the structure of a ® re on a
curvilinear co-ordinate system (s,r), as shown in Figure 1,
where s is the curvilinear distance along the trajectory of the
® re and r is normal to s. By rotating the radial variation of
the predicted ¯ ame structure about the ¯ ame trajectory,
mean temperatures, gas concentrations and soot volume
fractions can be de® ned at any point in space, over annular
control volumes, as illustrated in Figure 1. Thus, the model
provides similar information to that obtained from full
three-dimensional CFD simulations, although the predicted
structure is essentially two-dimensional. Therefore, methods
of determining radiative heat transfer, originally developed to
be interfaced with CFD codes, could be adapted for
application with the present model to predict radiative
¯ uxes within a ® re. The approach adopted is based on the
5INTEGRAL MODEL OF IMPACTED FIRES
Trans IChemE, Vol 76, Part B, February 1998
Figure 1. Co-ordinate systems used to de® ne ¯ ame structure and rays employed in the radiation calculation.
discrete transfer method1 8 which has the advantages of
geometric ¯ exibility and computational ef® ciency.
The discrete transfer method involves the tracing of
representative rays from the receiving surface through the
¯ ow domain of interest. Along each ray, the intensity
distribution is calculated by solving the equation of
radiative heat transfer, which can be expressed in the
following form, assuming that scattering is negligible:
dI
dl = -KaI +
Ka r T
4
p
(3)
where I is the radiant intensity along the ray, l is the distance
along the ray and Ka is an absorption coef® cient. This
equation can be integrated to give a recurrence relation:
Ii+1 =
r T 4i
p
1 - e-Ka D l + Iie-Ka D l (4)
where D l is the pathlength travelled along the ray in the ith
control volume and Ii and Ii + 1 are the intensities of the ray
entering and leaving that control volume. Having speci® ed
the initial intensity at the boundary of the ¯ ow domain, in
the present application taken as the last radial node of the
¯ ame structure calculation, the change in intensity directed
along the ray towards the receiver is calculated using
equation (4) to determine the contribution to the net radiant
¯ ux at R. (In order to perform this calculation, values of D l
and Ka have to be evaluated for each control volume
intersected by the ray, as discussed below.) This process is
repeated for a number of rays in speci® ed directions relative
to the ® xed Cartesian co-ordinate system (x,y,z), de® ned by
the release point and wind direction, as shown in Figure 1,
over the whole solid angle 4p subtended at the receiver. A
uniform distribution of rays has been adopted in the
spherical co-ordinates ( h ,w), also shown in Figure 1, as
used by Shah1 9 . The radiant ¯ ux on the receiving surface is
then computed by summating the contributions from each
ray, weighted to the incremental solid angle associated with
the ray and the cosine of the angle between the ray and the
normal to the surface, with rays directed away from the
surface being discounted. The accuracy of predicted ¯ uxes
increases with the number of rays (N h ,Nw ) which will be
discussed in the following section concerning model
performance.
A ® gurative representation of such a ray, from a receiver
R, intersecting one of the annular control volumes de® ning
the ¯ ame structure, is given in Figure 1. The direction of the
ray is de® ned by the unit vector r and the ray intersects the
control volume at the points I1 and I2 . The co-ordinates of
the points I1 and I2 , and hence D l, are determined by solving
the simultaneous equations for the line de® ning the ray and
the four surfaces representing the boundary of the control
volume. For each axial slice of the ¯ ame structure,
consisting of ® fteen annular control volumes centred on
the ¯ ame trajectory at S, a local co-ordinate system (x 9 , y9 , z 9 )
is introduced to simplify this operation, where the z 9 axis is
directed along the tangent to the ¯ ame trajectory at S, the x 9
axis is de® ned as the line perpendicular to the z 9 axis passing
through R and the y 9 axis is perpendicular to both the x9 and
z 9 axes.
The task of accounting for absorption and emission from
each control volume is an onerous one since equation (3) is
only valid for grey gases, where Ka is independent of
wavelength. With the large gradients of temperature and
composition, typical of natural gas jet ® res, the grey gas
assumption cannot be applied without incurring signi® cant
errors in predicted ¯ uxes. To apply the discrete transfer
method to real, non-grey gases, it is necessary to sub-divide
the electromagnetic spectrum up into a set of bands, such
that the behaviour in each band is approximately grey, and
apply the recurrence relationship, equation (4), to each band
for a given ray, summing the contributions from each band
to determine the total intensity of the ray at the receiver. In
developing the present model, the narrow band model of
Grosshandler2 0 was implemented to provide a validation of
the structure calculation and ray tracing algorithms.
However, this narrow band model may require up to 400
bands, leading to excessive computer run-times of the order
of several hours which are inappropriate for a consequence
analysis model. Therefore, a more economical approach has
been developed, based on total, spectrally-integrated
emissivities, derived using a single grey-plus-clear gas
representation of gas emission2 1 , an approach usually
applied in zone methods to determine emissivities of
homogeneous gas mixtures. Here, it has been adapted by
considering a pathlength through a homogeneous gas
mixture, sub-divided into n equal steps, to be applied to a
pathlength through an in-homogeneous mixture, sub-
divided into n unequal steps, as required in the present
model.
Consider a ray passing through a homogeneousvolume of
gas, sub-divided into n equal steps. The radiant intensity
along the ray as it leaves this volume is given by:
I = « g(L)r T 4 / p = « g(n D l)r T 4 / p (5)
Using a single grey-plus-clear gas formulation, the total gas
emissivity « g can be represented as:
« g(L)= ag 1 - e-kgpaL (6)
where the pre-exponential weighting coef® cient ag and
the effective absorption coef® cient kg are chosen such
that equation (6) gives the best ® t to total emissivity data
over the required range of pathlengths. Such a ® t can be
obtained between L and 2L, where L is the characteristic
pathlength of the system, by evaluating ag from the
following expression:
ag = «
2
g(L)
2 « g(L)- « g(2L)
(7)
and substituting this value into equation (6) to determine
k21g . For the products of hydrocarbon combustion, it has been
observed that the pathlength dependence of the total gas
emissivity at ® eld scale is given approximately by
« g (L) , L0 .4 2 1 . This relationship can be used to effectively
close equations (6) and (7) to give:
ag < 1.47 « g(L) < 1.47n0.4 « g(D l) (8a)
and
s gg(L)= e-kgpaL = 1 - « g(
L)
ag
< 0.32 (8b)
s g g (L) can be considered as the transmissivity of the grey
gas component of the grey-plus-clear gas model and
equation (8b) suggests that this can be taken as a constant
for any characteristic pathlength to give the required L0 .4
dependence of the total gas emissivity.
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An expression for the transmissivity of the grey gas along
the complete pathlength though the homogeneous gas
volume in terms of D l can be obtained by equating L in
equation (8b) to n D l to give:
s gg(L)= s gg(n D l)= s ngg(D l) (9)
This expression can be substituted back into equation (5):
I = ag 1 - s ngg(D l) r T 4 / p
which can be expanded geometrically to give:
I = ag 1 - s gg(D l) 1 + s gg(D l)+ s 2gg(D l)+ ¼
+ s n-1gg (D l) r T 4 / p (10)
The terms of this expansion can be considered as
representing the contribution to the intensity leaving the
gas volume from each step along the path. Having
performed the expansion, it is convenient to use equation
(9) to express these contributions in terms of s g g (L) and to
substitute for ag in terms of « g ( D l) (from equation (8a)):
I = 1.47n0.4 « g(D l) 1 - s 1 / ngg (L) 1 + s 1 / ngg (L)
+ s 2/ ngg (L)+ ¼+ s (n-1)/ ngg (L) r T 4 / p (11)
In applying this analysis to a path through a nonhomo-
geneous gas mixture, the assumption has been made that
« g (D l) can be taken into the expansion where local values
can be substituted:
I = 1.47n0.4 1 - s 1/ ngg (L) « g,n(D ln, pa,n,Tn)r T 4n
+ s 1/ ngg (L)« g,n-1(D ln-1, pa,n-1, Tn-1)r T
4
n-1
+ s 2/ ngg (L)« g,n-2(D ln-2, pa,n-2, Tn-2)r T
4
n-2
+ ¼+ s (n-1)/ ngg (L)« g,1(D l1, pa,1,T1)r T 41 / p (12)
As such, the original form of the discrete transfer
equation can be retained even with total quantities, provided
that the appropriate transmissivity, s 1/ ngg (L), and pre-multiplier,
1.47n 0 .4 [1 - s 1 / ngg (L)], are used. For situations, such as very
large or very small path lengths, where the L0 .4 dependence
of emissivity is not correct, alternative exponents should be
used. These exponents, which will be greater than 0.4 for
small pathlengths and less than 0.4 for large pathlengths, can
again be obtained by using the curves in Reference 21 or by
using one of the band models described therein. Equation
(12) can be justi® ed analytically if the n0 .4 term is taken back
into « g terms, so that « g (D l, pa , T ) becomes « g (L, pa , T ). In
this case the intensity is seen to be a weighted sum of the
intensities which would apply if the whole path were at the
conditions of each cell, the weighting factor being a function
of the distance from the cell to the surface. There is also some
physical justi® cation for the form of equation (12). In
applyingmixed grey gas models to H2O/CO2 mixtures, it has
been found that it is possible to de® ne a ® xed value for kg and
to let ag carry the full burden of expressing the effect of
temperature on « g
2 1 . Since the transmissivity of the grey gas
is only a function of the optical pathlength and kg , as de® ned
in equation (8b), s g g can be considered to be relatively
insensitive to the local gas temperature, such that an average
transmissivityfor eachstep, s 1/ ngg (L), canbeadoptedin equation
(12). However, the total gas emissivity is dependent on ag ,1
and, therefore, is signi® cantly dependent on temperature,
such that a local gas emissivity for the ith step, « g ,i , based on
the local temperature, Ti, partial pressure of active species,
pa ,i, and pathlength, D li, must be used, in order to avoid errors
in applying the approach to nonhomogeneous gas mixtures.
In determining « g ,i , it has been assumed that carbon dioxide
and water vapour are the most important absorbing emitting
species within the gaseous products, with the ratio of the
partial pressures of H2O:CO2 taken to be 2:1. The total
emissivity of this mixture was then speci® ed as a function of
partial pressure, pathlength and temperature by ® tting known
emissivitydata2 1 . Finally,sootemissivitywas obtainedusinga
standard expression2 2 which prescribes emissivity as a
function of soot volume fraction, pathlength and temperature
and the total emissivity of the gas-soot mixture was then
calculatedallowingfor spectral overlap in the emissionsof the
gaseous and solid constituents2 1 . The complete approach has
been used to determine the total intensity for a single path
through one of the idealized con® gurations adopted by
Grosshandler2 0 for the derivation of narrow band model
predictions. For Grosshandler’ s con® guration A, representa-
tive of the upper regions of a pool ® re, the approach described
above gave a total intensity of 1.87 W cm- 2 sr- 1 for a
total pathlength of 1m, which compares favourably with the
value of 1.83W cm- 2 sr- 1 derived using the narrow band
model2 0 . In addition,predictionsof the approachcomparewell
with thosederived from the narrowbandmodel over a range of
total pathlengths from 0.2 to 2m.
Convective Heat Transfer Model
There have been many studies of the convective heat
transfer to cylinders from a uniform cross¯ ow2 3 , and less
numerous investigations of convective heat transfer from a
turbulent jet2 4 or jet ® re2 5 , in which average and local
Nusselt numbers have been correlated in terms of various
parameters including Reynolds number, turbulence inten-
sity and surface roughness. In addition, the local Nusselt
number has been found to vary signi® cantly with position
around the cylinder. In order to determine convective ¯ uxes
in the present model, a simpli® ed expression has been
derived in terms of Reynolds number and position,
expressed as the angle a subtended around the perimeter
of the cylinder from the stagnation point, which includes
implicitly the effects of free-stream turbulence and surface
roughness:
Nu = 0.44Re0.6 1 + sin a Re - 10
5
106
(13)
The Reynolds number in this expression is based on a
local gas velocity, with a length scale equated to the
diameter of the target. To determine a convective heat
transfer coef® cient, it is necessary to evaluate the kinematic
viscosity and the thermal conductivity of the ¯ ame gases.
These properties have been taken from an equilibrium
calculation for stoichiometric natural gas/air combustion
products, at a temperature representative of the boundary
layer on the target. Equation (13) has been found to give
representative Nusselt numbers over a range of Reynolds
numbers from 104 to 2´106 , compared to measurements of
local Nusselt numbers for a smooth pipe2 6 and a rough
pipe2 7 in a uniform turbulent cross¯ ow. Furthermore, when
used with predicted values of local temperature and
7INTEGRAL MODEL OF IMPACTED FIRES
Trans IChemE, Vol 76, Part B, February 1998
velocity, the resulting convective ¯ uxes, combined with the
radiative ¯ uxes determined using the approach described in
the previous section, provide total ¯ uxes which are in good
agreement with measurements from ® eld scale experiments.
RESULTS AND DISCUSSION
Laboratory Scale Free Flames
In order to provide an independent validation of the
radiationmodel, the complete model was used to predict the
thermal radiation received around a laboratory scale jet ® re.
This ¯ ame was produced by releasing CP grade methane
(99.99%) from a vertical pipe with an internal diameter of
8.6mm, at a mean exit velocity of 20m s- 1 in a quiescent
environment. A second concentric pipe was also deployed,
with an internal diameter of 23mm, so that a small co-¯ ow
could be released through the annular channel formed
between the pipes to rim-stabilize the ¯ ame. The resulting
luminous ¯ ame was in the region of 1.1 to 1.2m high.
Levels of thermal radiation about this ¯ ame were measured
using a Medtherm 64 Series heat ¯ ux transducer with a 1508
® eld of view and a response time of 1.5 s. The radiometer
was ® tted with a sapphire window to eliminate convective
heat transfer effects. Radiationmeasurements were made by
tracking the radiometer vertically at a horizontal distance, x,
of 0.4m from the release, with its normal pointing
horizontally towards the ¯ ame. Measurements were also
made by tracking the radiometer horizontally at the height
of the release (z = 0) with its normal pointing vertically
upwards. The variation of radiative heat ¯ ux measured
during these scans is presented in Figures 2(a) and (b)
respectively.
Also presented in Figure 2 are the levels of radiative heat
¯ ux predicted by the complete model using the narrow band
and the grey-plus-clear gas model to determine intensities
for each ray in the discrete transfer algorithm. The number
of rays employed for the majority of these calculations was
384 (N h = 12, Nw = 32). However, it was necessary to
increase the number of rays to 768 (N h =24, Nw = 32) for
positions on the horizontal scan, for values of x<0.15 m,
which are in close proximity to the base of the ® re. More
rays are required to obtain a converged ¯ ux at these
positions since many of the rays, distributed over 4 p
steradians, do not pass through the ® re. It should be noted
that convergence is less critical for a receiving surface
within the ® re since around half the rays considered pass
through the ® re and contribute to the predicted ¯ ux. The
narrow band model provides an excellent representation of
non-grey effects on radiative heat transfer from this ¯ ame.
Consequently, the narrow band predictions are in very good
agreement with the measurements from both the vertical
and horizontal scan, providing a validation of the structure
calculation and the adaptation of the discrete transfer
method to the curvilinear co-ordinate system.
The radiative ¯ uxes predicted by the grey-plus-clear gas
model, also given in Figure 2, are in good agreement with
the narrow band model and the experimental data.
Quantitatively, predictions of the grey-plus-clear gas
model are within 10% of those derived from the narrow
band model for the majority of positions considered. For the
location where the maximum radiative ¯ ux was measured,
z= 0.7m on the vertical scan, the ¯ ux predicted using the
grey-plus-clear gas model is 12% higher than that obtained
using the narrow band model. Although the agreement is
good, it can be seen that the grey-plus-clear gas model gives
slightly higher ¯ uxes in general. However, this validation
provides an excellent independent test of the methodology
developed for predicting radiative ¯ uxes against a more
fundamental model and against experimental data from a
steady laboratory scale ® re, without the uncertainties
associated with the measurement of radiative ¯ uxes in
large scale ® res, subject to ¯ uctuations in the atmospheric
boundary layer. Therefore, only model predictions obtained
using the grey-plus-clear gas model, with 192 rays (N h =6,
Nw =32) providing adequately converged solutions for
positions within the ® re, are presented below.
Field Scale Impacting Fires
Large scale tests1 4 ,2 8 have been performed to investigate
natural gas jet ® res impacting a 0.94m diameter pipe and a
2.17m diameter vessel. The experimental programme was
based on four generic horizontal releases with diameters in
the range 20±152mm, and with mass ¯ ow rates and static
pressures up to 8.5 kg s- 1 and 60 barg respectively. The
height of the release was also varied, with two heights of
1.5 and 3m being deployed to investigate the effect of
ground interaction. The experimental rig was aligned in the
pre-dominant wind direction, with the aim of achieving a
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Figure 2. Variation of radiative heat ¯ ux on vertical (x = 0.4 m) plane (a)
and horizontal (z = 0) plane (b) external to laboratory scale vertical jet
¯ ame.
co-¯ owing wind with respect to the release, to ensure that
the resulting ® re impacted the target normally. Depending
on the size of the ® re, experiments were performed with the
target situated nominally 9, 15 and 21m downstream of the
release.
A comparison of model predictions with observations
from one of these experiments is presented in Figure 3. In
this experiment, designated as Test 2010 in Reference 14, a
¯ ow of 9.7 kg s- 1 was released through a 152mm diameter
horizontal pipe at a height of 1.5 m, with a static pressure of
0.89 barg, directed at an instrumented 0.94m diameter pipe,
situated 15.5m downstream with the axis of the pipe
horizontal, normal to the resulting jet ® re and at a height of 3
m. Figure 3(a) shows a comparision between the observed
luminous ¯ ame envelope and the outer 1400K contour of
the mean temperature ® eld predicted by the model in the x-z
plane. Since the structure model does not directly provide a
prediction of the extent of the ® re, it is necessary to de® ne
some criterion to relate the luminous ¯ ame envelope to the
predicted structure ® eld. As can be seen from Figure 3(a),
this criterion provides a good representation of the observed
¯ ame envelope and has been adopted in all the simulations
presented below. In addition, the observed and predicted
envelopes indicate that ground interaction occurred.
Figure 3(b) shows predicted and measured ¯ uxes along
the front face of the pipe (x= 15.03 m, z=1.5 m, a =0),
which includes the nominal impaction point at y=0. The
predicted ¯ uxes take account of the effect of the measured
windspeed of 2m s- 1 which was directed at an angle of 318
to the initial direction of the release. The model gives a
radiative ¯ ux, qr , and a convective ¯ ux, qc , at speci® ed
positions which are within the predicted turbulent jet ¯ ow.
A total ¯ ux, qt=qr + qc , is given at these positions, as
indicated by the solid line in Figure 3(b). At speci® ed
positions which are external to the jet, the model only
provides a radiative ¯ ux, as indicated by the dotted line in
Figure 3(b). In these and subsequent simulations, the
discrete transfer method has been retained in preference to
the approach reported previously for external ¯ uxes9 , since
the locations of interest on the target which are external to
the ® re are in close proximity to the ¯ ame surface, such that
the assumption of diffuse surface emission and, conse-
quently, view factors cannot be applied. It can be seen from
Figure 3(b) that the model gives an excellent representation
of the extent of the impacted region and the variation of heat
¯ ux within that region, although the peak ¯ uxes are
overpredicted by around 30%. Further comparisons of
predicted and measured ¯ uxes around the circumference of
the target in the x-z plane (y=0) are shown in Figure 3(c).
Good agreement is exhibited between predicted and
9INTEGRAL MODEL OF IMPACTED FIRES
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Figure 3.Comparison of model predictions with observations from a ® eld scale natural gas jet ® re14, produced by a horizontal release of 9.7kg s- 1 through a
152mm diameter pipe, impacting a cylindrical target of 0.94m diameter, situated 15.5m downstream of the release: Flame envelope (a) and total ¯ uxes
along front of target (b), around circumference of target (c) and along rear of target (d).
measured ¯ uxes around the upper surface of the target
(45 8 < a <1808 ), with ¯ uxes around the lower surface being
slightly overpredicted. Finally, predicted and measured
¯ uxes along the back face of the pipe (x=15.97m,
z= 1.5m, a = 1808 ) are presented in Figure 3(d) where it
can be seen that the model provides a good representation of
the position and magnitude of the maximum observed ¯ ux
and the variation of ¯ ux along the target.
A comparison of model predictions with observations
from a test with a similar release rate but at a higher pressure
and impacting the pipe target, is presented in Figure 4. In
this experiment, designated as Test 2027 in Reference 14, a
¯ ow of 8.5 kg s- 1 was released through a 75mm diameter
ori® ce at a height of 1.5m, with a static pressure of
11.2 barg, directed at the 0.94m diameter pipe, situated
21.45m downstream and at a height of 3m. A comparision
between the predicted and observed ¯ ame envelope is
shown in Figure 4(a), which indicates again that the model
provides a good representation of the size and width of the
® re. Figure 4(b) shows predicted and measured ¯ uxes along
the front face of the vessel (x=20.98m, z=1.5 m, a =0),
with the model taking account of the effect of the measured
windspeed of 3.0m s- 1 which was directed at an angle of
14 8 to the initial direction of the release. It can be seen that
the model gives an excellent representation of the variation
of heat ¯ ux and closely predicts the magnitude and position
of the peak ¯ ux. Figure 4(c) shows further comparisons of
predicted and measured ¯ uxes around the circumference of
the target in the x-z plane (y= 0). However, no experimental
data is available on the back face of the target ( a = 1808 ) for
this test. As was the case for Test 2010, see Figure 3(c),
predicted and measured ¯ uxes around the upper surface of
the target (0 < a <1358 ) are in good agreement, with ¯ uxes
around the lower surface being slightly overpredicted.
Finally, Figure 4(d) shows predicted and measured ¯ uxes
along the back face of the pipe (x= 21.92m, z= 1.5m,
a =1808 ) where it can be seen that the model provides a
good representation of the variation of observed ¯ uxes
along the target, although the magnitude is overestimated.
A comparison of model predictions with observations
from an experiment, with a much higher pressure release
impacting the pipe target, is presented in Figure 5. In this
experiment, designated as Test 2019 in Reference 14, a ¯ ow
of 3.0 kg s- 1 was released through a 20mm diameter ori® ce
at a height of 3 m, with a static pressure of 58.2 barg,
directed at the 0.94m diameter pipe, situated 15.5m
downstream and at a height of 3 m. The comparision
between predicted and observed ¯ ame envelopes, shown in
Figure 5(a), shows that the model provides a good
representation of the size and width of the ® re, although
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Figure 4.Comparison of model predictions with observations from a ® eld scale natural gas jet ® re14, produced by a horizontal release of 8.5kg s- 1 through a
75mm diameter ori® ce, impacting a cylindrical target of 0.94m diameter, situated 21.45m downstream of the release: Flame envelope (a) and total ¯ uxes
along front of target (b), around circumference of target (c) and along rear of target (d).
the length is slightly underpredicted. Figure 5(b) shows
predicted and measured ¯ uxes along the front face of the
vessel (x= 15.03 m, z = 0, a =0), with the model taking
account of the effect of the measured windspeed of
2.5m s- 1 which was directed at an angle of 68 8 to the
initial direction of the release. It can be seen that the model
gives an excellent representation of the variation of heat
¯ ux, closely predicting the position of the peak, which is
displaced from the nominal impaction point by 1.2m due to
the wind direction.However, the magnitude of the peak ¯ ux
is underpredicted by 34% which could be due to the
discrepancy between predicted and observed ¯ ame lengths.
It should be noted that predictions of internal ¯ uxes are far
more sensitive to such discrepancies than is the case for
external ¯ uxes, which are usually required at signi® cant
distances from the ¯ ame surface. The model also gives a
good representation of the variation of the ¯ ux around the
circumference of the target in the x-z plane (y=0), as shown
in Figure 5(c), although the peak ¯ ux is again under-
estimated by 36%. Finally, Figure 5(d) shows predicted and
measured ¯ uxes along the back face of the pipe
(x=15.97m, z= 0, a = 1808 ) where it can be seen that
the model provides a good representation of the magnitude
and variation of observed ¯ uxes along the target.
The simulations presented in Figures 3 to 5 indicate that
the model provides good predictions of the total peak ¯ ux to
the pipe target, for a range of release conditions and
distances between gas source and target, and generally gives
a good representation of the variation of total ¯ ux over the
surface of the target. Simulations of a jet ® re impacting the
larger diameter vessel relatively close to the gas source
provide less realistic variations of ¯ ux over the target due to
the limitations of the essentially one-dimensional treatment
of the ¯ ow, although the peak ¯ uxes are well predicted. The
model provides better simulations of experiments in which
the vessel target was placed further away from the source,
where the local width of the jet is greater relative to the
diameter of the target. Finally, comparisons of measured
and predicted levels of radiative and total ¯ ux incident on
the front face and around the circumference of the target are
given in Figure 6(a) and (b) respectively, for ten of the
experiments reported in Reference 14. These experiments
were chosen to cover the complete range of release
conditions and target separations investigated, consisting
of ® ve tests performed with each of the two targets.
However, only a maximum of four radiometers were
installed, positioned around the circumference of the
target close to the nominal impaction point and, conse-
quently, there are relatively fewer measurements to assess
the performance of the radiation model independently, as
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Figure 5.Comparison of model predictions with observations from a ® eld scale natural gas jet ® re14, produced by a horizontal release of 3.0kg s- 1 through a
20mm diameter ori® ce, impacting a cylindrical target of 0.94m diameter, situated 15.5m downstream of the release: Flame envelope (a) and total ¯ uxes
along front of target (b), around circumference of target (c) and along rear of target (d).
can be seen in Figure 6(a). Nevertheless, this limited
validation at ® eld scale indicates that the model provides
realistic estimates of the radiative ¯ ux to the impacted
target, with 67% of model predictionsbeing within one third
of the measured values. A more comprehensive validation
of the performance of the completemodel in predicting total
¯ uxes is presented in Figure 6(b), where over 90% of the
predictions are within one third of the measured values. As
discussed above, the largest discrepancies correspond to
measurements obtained from experiments performed using
the vessel target positioned close to the gas source.
CONCLUSIONS
An integral model of jet ® res, originally developed for
free ® res, has been extended to predict the internal ¯ ame
structure of impacted jet ® res, and to predict the radiative
and convective loading on the impacted obstacle, based on
that ¯ ame structure. Predictions of mean temperatures,
gaseous species and soot concentrations, provided by the
integral model, are used in an adaptation of the discrete
transfer method and a single grey-plus-clear gas radiation
model to determine radiative ¯ uxes. An independent
assessment of the performance of the model in determining
radiative heat transfer has been presented for both
laboratory and ® eld scale ® res. Convective loading to the
impacted obstacle is determined via a Nusselt number/
Reynolds number correlation, where local mean velocities,
temperatures and thermodynamic properties of the ¯ ow are
derived from the integral model. The performance of the
complete model for predicting total ¯ uxes to impacted
obstacles has been assessed by comparingmodel predictions
with data obtained from ® eld scale experiments. In situa-
tions where the simplifying assumptions of the integral
model for ¯ ame structure can be applied, predictions of the
model are shown to be in good agreement with the available
data.
Within the limitations of the one-dimensional formula-
tion, the complete model represents a practical alternative to
CFD, with relatively short computer run times, providing
detailed predictions of the variation of the thermal loading
over an impacted obstacle. The capability of economically
obtaining such detailed predictions of ® re loading provides
the opportunity for the application of more sophisticated
methodologies for ® re response than have been utilized in
consequence assessment to date. Although the present work
has been concerned exclusively with methane and natural
gas ® res, the formulation of the model is suf® ciently general
for its application to other light hydrocarbons, with an
appropriate ¯ amelet prescription.
NOMENCLATURE
a de® ned in equation (1)
ag pre-exponential weighting coef® cient, de® ned in equation (6)
Aobs area of jet obstructed by impacted vessel, m
2
Ajet cross-sectional area of jet, m
2
CD drag coef® cient
f mixture fraction
f 9 9 ¯ uctuating mixture fraction
i ith control volume in equation (4)
k turbulence kinetic energy, m2s-2
kg effective absorption coef® cient, de® ned in equation (6), m-
1
Ka absorption coef® cient, m-
1
l pathlength along ray, m
L total pathlength along ray, characteristic pathlength of system, m
I radiant intensity, Wm-2sr-1
m total mass ¯ ux through jet cross-section, kgm-1s-1
Nh ,Nw number of rays in the h and w directions
n number of control volumes intersected by ray
pa partial pressure of emitting/absorbing species, Pa
qc convective ¯ ux, kWm-
2
qr radiative ¯ ux, kWm-
2
qt total ¯ ux, kWm-
2
r radial distance from jet trajectory, m
r unit vector de® ning direction of ray in Figure 1
R jet radius, m
s curvilinear distance along jet trajectory, m
T temperature, K
u axial velocity component, ms-1
v horizontal velocity component, ms- 1
W total momentum ¯ ux through jet cross-section, kgs-2
x downwind distance from release, m
x 9 , y 9 , z 9 local co-ordinates of current control volume, de® ned in Figure 1, m
y cross-wind distance from release, m
z vertical distance from release, m
á ñ average over jet cross-section
Greek symbols
a angle de® ning position around perimeter of obstacle, 8
D l pathlength travelled along ray in control volume, m
« dissipation rate of k, m2s- 3
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Figure 6. Comparison between measured and predicted levels of radiative
¯ ux (a) and total ¯ ux (b) on targets impacted by ® eld scale natural gas jet
® res14.
« g total gas emissivity
h ,w spherical co-ordinates specifying direction of ray, de® ned in
Figure 1, 8
q density, kgm-3
r Stefan-Boltzmann constant, Wm-2K-1
s gg transmissivity of grey gas component, de® ned in equation (8b)
U correction factor for total momentum ¯ ux, de® ned in equation (1)
Subscripts
i value associated with ith control volume
0 source value
¥ ambient free stream value
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