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Abstract
Recent work has shown that functional connectivity among cortical neurons is highly varied,
with a small percentage of neurons having many more connections than others. Also,
recent theoretical developments now make it possible to quantify how neurons modify infor-
mation from the connections they receive. Therefore, it is now possible to investigate how
information modification, or computation, depends on the number of connections a neuron
receives (in-degree) or sends out (out-degree). To do this, we recorded the simultaneous
spiking activity of hundreds of neurons in cortico-hippocampal slice cultures using a high-
density 512-electrode array. This preparation and recording method combination produced
large numbers of neurons recorded at temporal and spatial resolutions that are not currently
available in any in vivo recording system. We utilized transfer entropy (a well-established
method for detecting linear and nonlinear interactions in time series) and the partial informa-
tion decomposition (a powerful, recently developed tool for dissecting multivariate informa-
tion processing into distinct parts) to quantify computation between neurons where
information flows converged. We found that computations did not occur equally in all neu-
rons throughout the networks. Surprisingly, neurons that computed large amounts of infor-
mation tended to receive connections from high out-degree neurons. However, the in-
degree of a neuron was not related to the amount of information it computed. To gain insight
into these findings, we developed a simple feedforward network model. We found that a
degree-modified Hebbian wiring rule best reproduced the pattern of computation and
degree correlation results seen in the real data. Interestingly, this rule also maximized signal
propagation in the presence of network-wide correlations, suggesting a mechanism by
which cortex could deal with common random background input. These are the first results
to show that the extent to which a neuron modifies incoming information streams depends
on its topological location in the surrounding functional network.
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Author Summary
We recorded the electrical activity of hundreds of neurons simultaneously in brain tissue
from mice and we analyzed these signals using state-of-the-art tools from information the-
ory. These tools allowed us to ascertain which neurons were transmitting information to
other neurons and to characterize the computations performed by neurons using the
inputs they received from two or more other neurons. We found that computations did
not occur equally in all neurons throughout the networks. Surprisingly, neurons that com-
puted large amounts of information tended to be recipients of information from neurons
with a large number of outgoing connections. Interestingly, the number of incoming con-
nections to a neuron was not related to the amount of information that neuron computed.
To better understand these results, we built a network model to match the data. Unexpect-
edly, the model also maximized information transfer in the presence of network-wide cor-
relations. This suggested a way that networks of cortical neurons could deal with common
random background input. These results are the first to show that the amount of informa-
tion computed by a neuron depends on where it is located in the surrounding network.
Introduction
Networks of cortical neurons transmit and compute information. Fortunately, recent research
has improved our understanding of both of these tasks [1–6]. Progress in these two areas lets
us now ask how information modification (computation) depends on the number of connec-
tions a neuron receives (in-degree) or sends out (out-degree). This is an important question
because almost nothing is currently known about how a neuron’s topological location in a
complex network affects how it computes.
Connectivity has been widely studied in the brain at the macroscopic scale (see [1,2] for
reviews) and at the microcircuitry or cellular level (e.g. [7–12]). At the cellular level, several
studies have examined clustering in cortical networks and found that the networks are non-
random [13–16]. In addition, several other studies have found or discussed the implications of
a log-normal distribution of connection weights in networks of cortical neurons [17–22].
Finally, a few studies have provided evidence that the distribution of the number of connec-
tions made by a neuron (degree distribution) at the cellular level in hippocampus [23] and cor-
tex [15,24] is heavy-tailed, which indicates the presence of neurons with many more
connections than expected in a random network. These previous studies have provided valu-
able insights about information transmission between cortical neurons and they emphasize the
need to better understand the structure of these networks.
Along these same lines, we recently used Transfer Entropy (TE) [25]–a well-established
information theoretic method for detecting connectivity between neural sources [5,12,26–43]–
to measure the time-scale dependent effective connectivity among hundreds of neurons in cor-
tico-hippocampal slice cultures [44]. This analysis indicated the presence of time scale depen-
dency in hub neurons, physical separation between connected neurons, and network
modularity. The activity of these neurons was recorded at high temporal resolution (20 kHz)
using a high density 512-electrode array (60 μm electrode spacing). This preparation and
recording method combination yielded high neuron numbers at high temporal resolution,
beyond what is currently available in any in vivo recording system. The temporal recording res-
olution of 50 μs was small enough to resolve synaptic delays of 1–20 ms that are typically found
in cortex [45,46]. The interelectrode spacing of 60 μm also improved the likelihood of detecting
synaptically connected neurons, which most often share contacts within a 200 μm radius
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[13,14]. Using the same data, in this work we sought to go beyond pairwise connectivity to
examine the relationship between connectivity and computation among groups of individual
neurons using newly developed tools from information theory.
It is a widely held position that neurons perform computations [5,47–54]. However, the pre-
cise definition of “computation” tends to vary throughout neuroscience and other fields that
study systems that compute. Intuitively, computation involves combining information from
different sources and producing some type of output. In contrast, communication or informa-
tion transmission (the basis of many information theoretic neural connectivity studies) intui-
tively involves only passing information from a source to a receiver (see Materials and
Methods – Information Theory Terminology). As a first step, in this novel analysis, we chose
to use a recently introduced multivariate information theoretic tool (the Partial Information
Decomposition (PID) [3,4]) to quantify the amount of information computed by a neuron
about the firing states of other neurons that send it connections. We are aware of no other stud-
ies that have used this new tool to analyze computation among individual neurons. We chose
to use the PID to measure computation because it allowed us to quantify in an information the-
oretic sense the amount of information processed by a neuron about the states of input neurons
in distinct parts. One of these parts (the “synergy”) quantifies the bonus information processed
by the receiver based on the non-overlapping information from both inputs simultaneously.
Similar to [55], we feel it is natural to interpret the PID synergy as a measure of computation.
We wish to emphasize that other definitions of “computation” exist and that other researchers
have produced valuable and important studies using alternative definitions and analysis meth-
odologies. We wish to make no claims that the PID synergy is the best or only measure of com-
putation. Rather, we feel it is particularly well suited to analyzing computations performed by
groups of neurons. Because the PID is an information theoretic analysis tool, it is able to cap-
ture linear and nonlinear interactions. Furthermore, unlike mutual information (which is a
measure of information transmission or communication) or entropy (which measures the
amount of information contained in an individual variable) [56], the PID is able to quantify
the amount of information a neuron computed based on simultaneous inputs from other
neurons.
In this analysis, we sought to determine if a neuron’s topological location in a complex net-
work affected how it computes. To do so, we investigated if there were correlations between
neuron degree and computation. Specifically, we addressed two main questions. First, did the
in-degree of a neuron affect how much information it computed? For instance, did neurons
that received many connections compute more information than neurons that received few
connections? Second, did the out-degree of a neuron affect how much information was com-
puted by the receivers of those connections? For instance, did neurons that received connec-
tions from high out-degree neurons tend to compute more information? In addition to these
two main questions, we also examined the connection strength distribution and the degree dis-
tribution in our networks for comparison to previous results. Furthermore, we examined the
role higher-order computations played in the network and we developed a simple feedforward
network model to explore the relationship between computation and degree.
Using advanced tools from information theory and our high quality recordings of individual
cortical neurons, we found the following results. (1) In agreement with previous studies, we
found a roughly log-normal distribution of TE connection strengths and a heavy-tailed degree
distribution. (2) The in-degree was independent of the amount of information computed by a
neuron. Conversely, neurons that received connections from high out-degree neurons tended
to compute more information than neurons that received connections from low out-degree.
(3) Though higher-order computations are difficult to measure, we found evidence that
higher-order computations did not dominate high in-degree neurons. (4) Using a simple
Degree-Dependent Computation
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feedforward network model as an illustrative example, we found that a degree-modified Heb-
bian model best matched computation/degree correlation results from the real data and simul-
taneously maximized signal propagation in the presence of network-wide correlations. Though
the simplicity of our model implies it largely serves as a guide to future research, the model
results do connect the issues of network topology and computation with the frequently dis-
cussed topic of signal propagation in correlated and noisy networks [57–63]. Previous versions
of this work were presented at conferences in abstract form [64–66].
Materials and Methods
Ethics Statement
All neural tissue samples from animals were prepared according to guidelines from the
National Institutes of Health and all animal procedures were approved by the Indiana Univer-
sity Animal Care and Use Committee (Protocol: 12–015) as well as the Animal Care and Use
Committee at the University of California, Santa Cruz (Protocol: Litka1105).
Experimental System
A general overview of the analysis is presented in Fig 1A. The raw spiking data utilized in this
analysis are fully described elsewhere [24,44]. Briefly, cortico-hippocampal organotypic cul-
tures were produced using postnatal day 6 Black 6 mouse pups (wild-type C57BL/6 from
Charles River) following the protocol described in [67]. The mice were anesthetized in an ice
bath prior to decapitation and brain removal. Each culture was recorded after 2 to 4 weeks.
After culturing, spontaneous activity was recorded from each slice using a custom made
512-electrode array system [68]. The array contained 5 μm diameter flat electrodes arranged in
a triangular lattice with an inter-electrode distance of 60 μm. In this arrangement, the total
recording area of the array was approximately a 0.9 mm by 1.9 mm rectangle. Though record-
ings from both hippocampus and cortex were performed [24,44], only recordings from cortex
were used in this analysis (number of recordings: 25, recording region: somatosensory cortex).
Action potentials (spikes) were then detected and spike-sorted using a well-established method
(PCA using spike waveforms from seven adjacent electrodes) [24,44,68]. Duplicate neurons
and neurons with many refractory period violations were then excluded from further analysis
(see [68] for additional details). After spike sorting, neurons with less than 100 spikes in the 60
minute recording (firing rate< 0.028 Hz) were removed from the analysis. Spike sorting
yielded spike times for each neuron (7735 total neurons) with a resolution of 50 μs. The average
firing rate for each neuron was 2.10 Hz and each recording had an average of 309.4 neurons.
Information Theory Terminology
One central purpose of information theory is to quantify information in spite of the natural
ambiguity we associate with the concept of information. Throughout this paper, we have
attempted to clearly articulate–both conceptually and mathematically–the information theo-
retic quantities we employed. Briefly, we wish to explicitly state and relate several important
terms as we will use them. We will provide a full mathematical description of the measures in
subsequent sections.
• Information: a general term that can apply to any type of information theoretic measure. In
this analysis, all information theoretic quantities produced information results in units of
bits, though the meaning or interpretation of those results were dependent upon the measure
that was used to generate the results.
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• Information transmission (or communication): the process of moving information between
variables in time. In our analysis, it was typically measured using transfer entropy [25] or
mutual information [56]. Mutual information and information transmission can also be con-
sidered forms of communication [56].
• Computation: a general term that has been widely applied [5,47–54] to situations in which
information from two or more sources is combined to form some type of output. In this anal-
ysis, we identified a specific information theoretic measure (the partial information decom-
position multivariate transfer entropy synergy [3,4]) as a measure of computation. We make
no claim that this is the best or only way to mathematically define computation, rather that it
is a reasonable interpretation of the information theoretic measure [55] that we utilized.
Effective Connectivity Detection
Following the detection of action potentials, transfer entropy (TE) [25] was used to measure
the effective connectivity between each pair of neurons. The complete procedure for the TE
analysis is described in [44], though we provide a brief overview below. Several other methods
of measuring information transfer or causality have been proposed in the past, including
Granger Causality [69–77], Dynamic Causal Modeling [78–80], and directed information
[81,82]. We chose to use TE because it has been widely used in neuroscience [5,26–43], it is
model independent, it is capable of detecting nonlinear interactions, it is well suited to spiking
data due to the discrete nature of spike trains and the need for discrete probability distributions
in TE, and because it quantifies interactions in the general units of bits, which allows for
straightforward comparisons between different systems (see [44] for more details). Herein, we
used a subset of TE results produced in the previous analysis (see below).
In general, TE measures the amount of information the past state of one time series (call it
JP) provides about the future state of another time series (call it IF) conditioned upon the past
Fig 1. Analysis diagram and partial information decomposition. (A)We used a custom built
512-electrode array to record spiking activity from cortico-hippocampal organotypic cultures. We then used
transfer entropy to detect effective connectivity among the recorded neurons. Finally, we studied the topology
and the two-input computations in these networks. We also examined bounds on higher-order computation.
(B) To study two-input computations, we used multivariate transfer entropy to deconstruct traditional transfer
entropy measures into synergy, redundancy, and unique information terms [4]. Specifically, two-input
computations were measured using the synergistic information computed for the system of two neurons
sending significant amounts of information (as measured by transfer entropy) to a third neuron (see Materials
and Methods –Multivariate Transfer Entropy and Computation).
doi:10.1371/journal.pcbi.1004858.g001
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state of the receiver time series (call it IP). In our case, the time series were spike trains and the
states were spiking or not spiking. Before defining the TE, it is first necessary to define mutual
information (Eq 1) and conditional mutual information (Eq 2) [56]. Noting p(iF, iP, jP) as the
probability for a given state (e.g. combination of spiking or not spiking) of the IF, IP, and JP
time series, the mutual information between JP and IF, for instance, is given by:
MIðIF; JPÞ ¼
X
iF ;jP
pðiF; jPÞlog
pðiF ; jPÞ
pðiFÞpðjPÞ
 
ð1Þ
The mutual information quantifies the amount of information one variable provides about
the other. The mutual information is greater than or equal to zero and is symmetric (i.e.MI(IF;
JP) =MI(JP; IF)). Mutual information can be used to quantify the communication between a
source and a receiver [56]. As may be predicted by the name, the conditional mutual informa-
tion is similar to the mutual information, except that it conditions the information shared
between the original two variables by a third variable. The conditional mutual information
between JP and IF conditioned on IP is given by:
MIðIF ; JPjIPÞ ¼
X
iF ;iP ;jP
pðiF; iP; jPÞlog
pðiF jiP; jPÞ
pðiFjiPÞ
 
ð2Þ
Then, the transfer entropy from J to I is simply defined as the conditional mutual informa-
tion when the temporal relationship between variables described above is employed:
TEðJ ! IÞ ¼ MIðIF; JPjIPÞ ¼
X
iF ;iP ;jP
pðiF; iP; jPÞlog
pðiF jiP; jPÞ
pðiFjiPÞ
 
ð3Þ
In this analysis, the probability distributions were calculated by counting the number of
occurrences of a given joint state throughout the hour long recording. Doing so required the
assumption that the activity was stationary throughout the recording. Given the fact that spon-
taneous activity was recorded and that the cultures were isolated from outside stimuli, we feel
this is an appropriate assumption. As described in [44], we normalized the TE by the entropy
of the receiver:
TEðJ ! IÞNorm ¼
TEJ!I

X
ifuture
pðiFÞlogðpðiFÞÞ
ð4Þ
In our previous work, we used multiple bin sizes and delays to examine network connectiv-
ity at multiple discrete time scales, thus forming so called multiplex networks [44]. In this anal-
ysis, we used these same TE networks, but we chose to focus only on short time scales with
interactions ranging from 1.6 to 6.4 ms and 3.5 to 14 ms because those time scales correspond
well with the reported synaptic delay of 1–20 ms [45,46]. We chose to use overlapping time
scales to ensure all interactions were captured. Note that a significant strength of this type of
information theory analysis is that it is theoretically able to detect both excitatory and inhibi-
tory interactions. However, because the neurons had relatively low firing rates, we predict that
excitatory interactions were easier to detect because it is easier to detect a significant increase in
an unlikely event than it is to detect a significant decrease in an unlikely event. We made no
attempt to identify the excitatory or inhibitory interactions in the networks produced by our
analysis.
To assess which connections were significant, we used a Monte Carlo approach to generate
a null distribution of TE values [44]. This consisted of generating 5000 surrogate data sets for
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each pair of neurons using spike jittering and calculating their TE values. If less than 5 of the
surrogate data sets produced TE values larger than the real data (i.e. p< 0.001), the connection
was deemed significant. Finally, for each recording, 500 sub-networks with 50 neurons and
average total degree 3 were produced from the full networks to reduce bias associated with
average degree and network size [44,83].
Multivariate Transfer Entropy and Computation
To move beyond bivariate connectivity and investigate information processing by neurons that
receive inputs from two or more other neurons, it is necessary to employ a multivariate infor-
mation measure. There has been a great deal of debate regarding recent developments in multi-
variate information theory [5,6], much of which is centered on the Partial Information
Decomposition (PID) [3]. In addition, the PID has been used to establish a form of multivariate
transfer entropy (Fig 1B, [4]). Though research is ongoing in this area and alternate methods
have been put forward (see [5,6] for reviews, see [27,84–87] for examples), it is important to
note that the PID multivariate TE possesses two distinct advantages over alternative methods,
some of which have been used previously in neural system studies. First, PID multivariate TE
can incorporate the necessary four variables (past states of three neurons plus the future state
of one of the neurons) required to measure multivariate TE, unlike the other recently intro-
duced multivariate information decompositions [84,86,87]. Second, PID multivariate TE can
dissect the interaction into non-overlapping, non-negative terms, unlike the other multivariate
TE methods [27,85] or previously used multivariate interaction methods, such as mutual infor-
mation, entropy, or the interaction information [54,56]. Based on these advantages, we chose
to employ the PID multivariate TE method.
Because the PID multivariate TE is rather complicated, we will only present a brief descrip-
tion here. The interested reader is directed to [3,4] for further details. Fundamentally, the PID
can be thought of as a method for dissecting well defined information terms into relevant
parts. For instance, if we have three time series (I, J, and K), we can consider the following
decompositions (Fig 1B):
TEðfJ;Kg ! IÞ ¼ SynergyðfJ;Kg ! IÞ þ UniqueðK; J ! IÞþ
UniqueðJ;K ! IÞ þ RedundancyðfJ;Kg ! IÞ ð5Þ
TEðJ ! IÞ ¼ UniqueðK; J ! IÞ þ RedundancyðfJ;Kg ! IÞ ð6Þ
TEðK ! IÞ ¼ UniqueðJ;K ! IÞ þ RedundancyðfJ;Kg ! IÞ ð7Þ
In Eqs 5–7, we note {J, K} as a vector valued combination of time series J and K. In Eqs 5–7
we have used several information terms with intuitive meanings [3,4]. The unique terms corre-
spond to the information provided only by that time series (J or K) about the future state of I.
The redundant term corresponds to the information provided by both time series (J and K sep-
arately) about the future state of I. In Eq 6, for instance, note that the unique information from
J depends on K. The TE from J to I is independent of K, but the redundant term in Eq 6 is
dependent upon K. Therefore, the unique information from J is also dependent upon K. In
other words, K influences what portion of the TE from J to I is redundant and what portion is
unique. The synergistic term corresponds to the bonus information gained by the simultaneous
knowledge of both time series (J and K together) about the future state of I. Note that all of the
TE terms on the LHS of Eqs 5–7 can be calculated easily via Eq 3. If a method were found to
calculate the redundant term, the unique terms could be calculated by subtracting the
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redundant term from the TE terms in Eqs 6 and 7. Then, the synergy term could be found by
subtracting the redundant and unique terms from the TE term in Eq 5.
Thankfully, Williams and Beer provide a method for measuring the redundant term in Eqs
5–7 [3,4]. They define the redundancy using a quantity called the minimum information Imin:
RedundancyðfJ;Kg ! IÞ  IminðIF; JP;KPjIPÞ ¼X
iF
pðiFÞminR2fJP ;KPgIspecðIF ¼ iF;RjIPÞ ¼
X
iF
pðiFÞminR2fJP ;KPg½IspecðIF ¼ iF;R; IPÞ  IspecðIF ¼ iF ; IPÞ
ð8Þ
where the speciﬁc information Ispec is given by:
IspecðIF ¼ iF;R; IPÞ ¼
X
r;iP
pðr; iPjiFÞlog
pðr; iP; iFÞ
pðr; iPÞpðiFÞ
 
ð9Þ
and
IspecðIF ¼ iF; IPÞ ¼
X
iP
pðiPjiFÞlog
pðiP; iFÞ
pðiPÞpðiFÞ
 
ð10Þ
The minimum information can be thought of as a weighted sum of the common informa-
tion from time series J and K about each state of the future of time series I (i.e. the information
provided by both J and K individually about each state of the future of time series I), condi-
tioned upon the past state of time series I. Thus, it is the shared information provided by time
series J and K, and therefore can be viewed as the redundancy. We calculated the redundancy
using Eqs 9 and 10, as well as the transfer entropy using Eq 3. We then used the relationships
given in Eqs 5–7 to calculate the unique information terms and the synergistic information.
We normalized the information terms using the entropy of the future state of I, identical to the
procedure described by Eqs 3 and 4 for normalizing TE.
The terms produced by the PID multivariate TE analysis can be best understood using sev-
eral example systems (Fig 2, Table 1). To aid in the comparison with previously used informa-
tion theory measures, we also calculated the interaction information II(JP; KP; IF) (Eq 11)
[6,54,88] between the transmitting time series and the receiver, as well as the mutual informa-
tion between one of the transmitting time series and the receiverMI(JP; IF) (Eq 1) [56] in these
simple examples.
IIðJP;KP; IFÞ ¼ IIðfJ;Kg ! IÞ ¼ MIðJP;KPjIFÞ MIðJP;KPÞ ð11Þ
In these simple examples (Fig 2, Table 1), note that the mutual information does not detect
common drive from the history of the receiving neuron (Hidden Self Interaction Example).
The interaction information is not able to detect simultaneous synergy and redundancy (Syner-
gistic and Redundant Interaction Example) and it is not able to detect unique information (Sin-
gle and Redundant Interaction Example). The simultaneous synergy and redundancy example
is especially relevant in neural networks if we assume that input neurons are usually somewhat
correlated and the receiver neuron functions like an integrate-and-fire neuron (i.e. similar to
an AND-gate). Thus, the ability of the PID multivariate TE to separate out synergistic and
redundant portions is a crucial advantage over previous multivariate methods that are unable
to make such a separation.
Degree-Dependent Computation
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Fig 2. Example multivariate TE interactions. The PID multivariate TE is able to dissect different types of computations performed by one
receiving neuron (I) with two transmitting neurons (J and K). Unique information is the portion of the information provided by one transmitter alone,
redundancy is the portion of information provided by both transmitters, and synergy is the portion provided only by the combined input of both
transmitters. Note that mutual informationMI(JP; IF) does not detect common drive from the history of the receiving neuron (Hidden Self Interaction
Example, red X). Note that the interaction information II(JP; KP; IF) is not able to detect simultaneous synergy and redundancy (Synergistic and
Redundant Interaction Example, red X) and it is not able to detect unique information (Single and Redundant Interaction Example).
doi:10.1371/journal.pcbi.1004858.g002
Degree-Dependent Computation
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Following the dissection of multivariate TE into synergistic, redundant, and unique compo-
nents using the PID, we felt it was appropriate to identify the synergistic term as a measure of
computation performed by the receiver neuron. This is a natural interpretation of the synergis-
tic term because synergy requires simultaneous knowledge of the states of both input neurons
and non-trivial computation intuitively requires the combination of at least two pieces of infor-
mation. This interpretation can be further explained using the examples in Fig 2. Synergy is
only found in the Synergistic Interaction example and the Synergistic and Redundant Interac-
tion example. These are the only examples where neuron I utilizes simultaneous knowledge of
J and K to determine its state. Other examples, such as the Single Interaction example, show
cases where I and J share information (e.g. I in the future predicts J in the past or vice versa),
but no computation is present. In this sense, the synergy quantifies the degree to which I
required simultaneous knowledge of J and K in these complex multivariate temporal relation-
ships and we believe it is reasonable to interpret it as a measure of computation. A similar iden-
tification between synergy and information modification has been asserted previously [55]. To
be clear, in this work we wish to make no claim that the PID multivariate TE synergy term is
the best or only measure of computation. Rather, we feel defining computation using synergy
is a natural and reasonable interpretation.
In addition, we feel it would not be appropriate to define computation in an information
theoretic sense using the joint entropy between the neurons or the time lagged mutual informa-
tion, for instance. The joint entropy simply calculates the overall variability of the variables,
which is different from computation. Time lagged mutual information would provide a
description of information flow, but it is not able to quantify the outcome of information being
combined from two sources, as is done in the PID.
Furthermore, we wish to clarify that our definition of computation is based solely on the
spiking activities of neurons. In other words, when we say one neuron is computing
Table 1. Probability distributions for example multivariate TE interactions. This table contains the joint probability distributions used to create the exam-
ple interactions shown in Fig 2.
Variables p(If,Ip,Jp,Kp)
IF Ip Jp Kp No
Interaction
Self
Interaction
Hidden Self
Interaction
Single
Interaction
Redundant
Interaction
Single and
Redundant
Interaction
Synergistic
Interaction
Synergistic and
Redundant
Interaction
0 0 0 0 1/16 1/8 1/4 1/8 1/4 0.1964 1/8 0.0548
0 0 0 1 1/16 1/8 1/4 1/8 0 0.0536 0 0.0548
0 0 1 0 1/16 1/8 0 0 0 0 0 0.0548
0 0 1 1 1/16 1/8 0 0 0 0 1/8 0
0 1 0 0 1/16 0 0 1/8 1/4 0.1964 1/8 0.0548
0 1 0 1 1/16 0 0 1/8 0 0.0536 0 0.0548
0 1 1 0 1/16 0 0 0 0 0 0 0.0548
0 1 1 1 1/16 0 0 0 0 0 1/8 0
1 0 0 0 1/16 0 0 0 0 0 0 0
1 0 0 1 1/16 0 0 0 0 0 1/8 0
1 0 1 0 1/16 0 0 1/8 0 0.0536 1/8 0
1 0 1 1 1/16 0 0 1/8 1/4 0.1964 0 0.3357
1 1 0 0 1/16 1/8 0 0 0 0 0 0
1 1 0 1 1/16 1/8 0 0 0 0 1/8 0
1 1 1 0 1/16 1/8 1/4 1/8 0 0.0536 1/8 0
1 1 1 1 1/16 1/8 1/4 1/8 1/4 0.1964 0 0.3357
doi:10.1371/journal.pcbi.1004858.t001
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information from other neurons, the information being computed is represented by the input
neurons’ spike trains, not some sensory stimuli or other non-neuronal signal. A great deal of
previous research has focused on computation and coding in the brain related to sensory sti-
muli (e.g. [49]) and we wish to highlight the conceptual difference between our work and those
previous works (see Fig 3). Note that we make no assumptions about the types of computations
or operations the receiving neuron performs based on the input neurons’ spike states. Informa-
tion theory is capable of detecting linear and nonlinear interactions, making it ideal for this
type of study. The computation calculated as the PID multivariate TE synergy term for the
two-input system (two input neurons and one receiver neuron) formed the majority of this
analysis.
Following the detection of significant bivariate connections using TE (described above), the
PID multivariate TE synergy term (computation) was calculated for all possible groups of three
neurons such that two of the neurons sent significant TE connections to the third neuron. The
binning and delay methods for the PID multivariate TE were identical to the bivariate TE anal-
ysis [44]. This implied that the previously calculated bivariate TE values were identical to the
bivariate TE terms in Eqs 6 and 7.
Using TE and the PID multivariate TE to analyze systems of two or three neurons was pos-
sible using the methods described above because each systems was assumed to be isolated.
However, calculating higher-order synergy (computation) terms for systems with more than
two transmitting neurons becomes computationally difficult because the number of PID terms
grows very rapidly as the number of variables increases [3]. However, it is relatively easy to
Fig 3. Computations were performed by neurons using information about the spiking state of other
neurons.Many previous studies have examined the ability of neurons to compute information about stimuli
via functional connections from those stimuli to cortical neurons (green arrows). In our analysis, we examined
the computations performed by neurons about the spiking states of functionally connected neurons (blue
arrows). Also, note that our experimental system is ex vivo and we analyzed spontaneous activity.
doi:10.1371/journal.pcbi.1004858.g003
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calculate a bound on the highest order synergy term. The highest order synergy term must be
less than or equal to the information gained by including an additional input:
IgainðIF; IP; J1;P; . . . ; Jn1;P; Jn;PÞ ¼
TEðfJ1;P; . . . ; Jn;Pg ! IFÞ  TEðfJ1;P; . . . ; Jn1;Pg ! IFÞ  SynergyðfJ1; . . . ; Jng ! IÞ
ð12Þ
The information gain bounds the highest order synergy because the highest order synergy
will only be present in the highest order TE term (left TE term in Eq 12) and not in the TE
from all but one of the inputs (right TE term in Eq 12). Subtracting the lower order TE will
remove many of the lower order terms, but leave the highest order synergy and other higher-
order terms. For a group of n input neurons, we averaged the information gain across the n
possible permutations of input neurons. We calculated the information gained for up to six
input connections. For each receiver and value of n input neurons, we calculated the informa-
tion gain for either all possible combinations of inputs or 100 sample combinations, whichever
was smaller. We chose these parameters because they are large enough to adequately sample
the data and convey general trends in the data, but small enough to allow for a reasonable com-
putation time.
Feedforward Network Model
We used a simple feedforward network to see if a given synaptic wiring rule could reproduce
the patterns of connectivity and synergy we found in the in vitro data. The model contained
very few neurons and was meant to represent a small segment of a larger network. The activity
of the larger portion of the network was approximated using a simple binary signal. This
model was constructed to provide clear connections to the computation results found in the
biological networks and to motivate future research with more sophisticated models. The mod-
el’s simple structure and illustrative purpose imply that conclusions drawn from it cannot be
directly applied to biological networks, but rather should serve as guides to develop new
hypotheses.
The model had two layers (referred to as the input and output layers), each with 20 binary
state neurons. We decided to use only 20 neurons to reduce computation time and because
other neurons in the network were approximated with the binary signal (see below). The neu-
rons functioned using a probabilistic rule that used a sigmoid function to define the likelihood
p for the neuron to fire given the total amount of input current I:
pðIÞ ¼ 1
1þ eaIþb ð13Þ
We utilized a sigmoid function to define the firing probability to introduce nonlinear behav-
ior in the neurons. Furthermore, the sigmoid function produced the desired general behavior
that low currents should cause the neuron to spike infrequently, high currents should cause the
neuron to spike frequently, and mid-range currents should produce approximately linear
changes in firing probabilities. Sigmoid functions have been widely used in the neural network
literature in a variety of applications to introduce similar non-linear neuron behavior (e.g. [89–
91]). In Eq 13, the constants α and β were identical for all neurons and set via the following
conditions:
pðI ¼ 0Þ ¼ 0:01 ð14Þ
pðI ¼ Icon NNeuronsÞ ¼ 0:5 ð15Þ
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In Eq 15, Icon represented the amount of current carried by each connection from the input
layer to the output layer (see below) and NNeurons represented the number of neurons in the
input and output layers (i.e. NNeurons = 20). The probability in Eq 14 was chosen to ensure that
neurons with no input current would rarely fire spontaneously. The probability in Eq 15 was
chosen to produce separate firing regimes for maximally connected output layer neurons (see
below). These conditions produced values of α 0.023 and β 4.6.
To approximate network-wide activity, all neurons received input current from a random
binary signal (b(t) = 0,1) whose states were equally likely. Note that the binary signal was
included not to model some type of external stimulus because our experimental system utilized
only spontaneous activity. Rather, the binary signal was used to model large scale changes in
other neurons that were not explicitly considered in the model. As an example of the type of
network-wide changes that the binary signal could be considered to model, many of the cul-
tures in our experiments showed bursts of elevated activity [44].
The relationship between the current from the binary signal was not uniform for all neu-
rons. This produced varying degrees of correlation between neuron activity and the binary sig-
nal. The current was varied to produce a linear change in firing probability in the absence of
connectivity across neurons based on the binary signal state. Specifically, we used the following
relationship for the ith input layer neuron to establish the appropriate current via Eq 13:
pðbðtÞ ¼ 0; iÞ ¼ 0:5 0:4 i 1
NNeurons  1
ð16Þ
pðbðtÞ ¼ 1; iÞ ¼ 0:5þ 0:4 i 1
NNeurons  1
ð17Þ
For the oth output layer neuron, we used similar relations:
pðbðtÞ ¼ 0; oÞ ¼ 0:5 0:2 o 1
NNeurons  1
ð18Þ
pðbðtÞ ¼ 1; oÞ ¼ 0:5þ 0:2 o 1
NNeurons  1
ð19Þ
The parameter values in Eqs 16–19 were chosen for several reasons. In the absence of con-
nectivity, the first neurons in the input and output layer were uncorrelated with the binary
state and equally likely to be active or inactive, while the last neurons were strongly correlated
with the binary state. The correlation was reduced for the output layer to allow for influence
from connectivity.
Connectivity was established in the network by randomly insertingNConnections ¼ 0:2 N2Neurons ¼
80 binary connections from input layer neurons to output layer neurons. By ﬁxing the connectivity
density in the network at 0.2, we insured that, in the randomly connected version of the network,
each input layer neuron connected to roughly one-ﬁfth of the output layer neurons. Each run of
the network was independent and consisted of the following steps: (1) Randomly select the binary
signal value. (2) Inject the appropriate current into the input layer neurons based on the binary sig-
nal value. (3) Determine the spiking state of the input layer neurons based on the probabilistic rule.
(4) Inject 10 units of current (Icon = 10) into output layer neurons based on active connections
from input layer neurons. (5) Inject the appropriate current into the output layer neurons based on
the binary signal value. (6) Determine the spiking state of the output layer neurons based on the
probabilistic rule and the injected current from the binary signal and the connectivity.
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For several models, the initial random connectivity was altered using a Hebbian or modified
Hebbian rule. The rewiring proceeded by running the network 500 times to gather statistics
and then calculating a rewiring score S(i, o) for each pair of neurons in the input and output
layers. The connected pair with the lowest score was disconnected and the unconnected pair
with the highest score was connected. This process of gathering statistics, calculating the rewir-
ing score, and performing one rewiring was performed NConnections times. For each unique type
of model, 100 example models were produced.
In general, the score was calculated as:
Sði; oÞ ¼ Aði; oÞ þ a1DegInðoÞ þ a2DegOutðiÞ þ a3FRðoÞ þ a4FRðiÞ ð20Þ
In Eq 20, A(i, o) was the proportion of network runs that produced identical states between
the ith input layer neuron and the oth output layer neuron (i.e. the agreement between the neu-
rons). DegIn(o) and DegOut(i) were the in-degree of the o
th output layer neuron and the out-
degree of the ith input layer neuron, respectively. To the best of our knowledge, neuron degree
has not previously been explicitly incorporated in Hebbian wiring rules, though the relation-
ship between wiring and degree in many types of networks has been studied in terms of prefer-
ential attachment (e.g. [92]). We felt it would be interesting to include these factors given the
fact that we investigated the relationship between computation and neuron degree. FR(o) and
FR(i) were the firing rates of the oth output layer neuron and ith input layer neuron, respec-
tively. a1, a2, a3, and a4 were parameters that could be set to produce different types of rewiring
rules and thus different types of models.
In this analysis, we examined four types of models. The first model utilized the random ini-
tial connectivity and no rewiring was performed. The second model used a1 = a2 = a3 = a4 = 0
and, therefore, employed a purely Hebbian rewiring rule. The third and fourth models were
restricted to a3 = a4 = 0 and a1 = a2 = 0 to produce degree-modified and firing rate modified
Hebbian rewiring rules, respectively. The precise values of the non-zero parameters in these
two models were set via a three step manual lattice search of parameter space (bounds: −3
a1, a2 3, −4 a3, a4 4) to find the model that most closely matched the computation vs.
degree correlation results seen in the real data. Therefore, the rewiring rules were themselves
fits to the data and the resulting parameter values represented important results (See Results –
Feedforward Network Model section below for further details on the final model parameter
values).
To insure that results from the model were not heavily dependent on the number of neu-
rons, we ran the model with 40 neurons each in the input and output layers (double the origi-
nal size, NNeurons = 40). All other parameters and equations related to the model were used as
defined above. A similar three step manual lattice search of score parameters space was used
to find score parameters for the degree-modified and firing rate modified Hebbian rewiring
rules.
Results
Connection Weight and Degree Distributions
Before analyzing the computations performed by neurons in the effective connectivity net-
works using multivariate TE, we first examined the distributions of bivariate TE values and the
degree distributions of the networks (Fig 4).
Several previous studies found log-normal distributions of connection weights or distribu-
tions of weights that varied widely over several orders of magnitude [17–22]. Similar to these
studies, we found a roughly log-normal distribution of significant TE weights (Fig 4A and 4C).
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We fit the distributions using the following probability mass function:
pðxÞ ¼ a
s
ﬃﬃﬃﬃﬃ
2p
p e
ðlog10ðxÞmÞ2
2s2 ð21Þ
Note that we used a probability mass function because we binned the TE values into 100
logarithmically spaced bins to produce the distributions shown in Fig 4A and 4C. This binning
necessitated the use of an additional normalization factor α in the fits. The TE distributions
appeared more skewed when considering normalized TE values. This skew may be caused by
the bound in the normalized TE at 1. Regardless of the precise distribution that best fits the TE
distributions, both TE and normalized TE values varied broadly over several orders of
magnitude.
We found the degree distribution from the real data to be markedly different from the
degree distribution from random networks with identical numbers of neurons and connections
(Fig 4B and 4D). Specifically, the degree distributions indicate that the real data contained
Fig 4. Transfer entropy and degree distributions. (A and C) Transfer entropy distributions for raw TE and normalized TE across the two time
scales studied in this analysis (interactions with delays of 1.6–6.4 ms (A) and 3.5–14 ms (B)). Note that all distributions are roughly log-normal (see
Eq 21, nonlinear regression performed in Matlab). Solid line is average of all recordings; shaded region represents ± one standard deviation across
recordings. (B and D) In, out, and total degree distributions from the real data and total degree distributions from random networks with matching
numbers of neurons, connections, and sampling statistics to the real data. Note that because the total degree distribution from the real data extends
far beyond the distribution from the random networks, the real data are heavy-tailed. We did not assess whether the degree distributions were scale-
free due to issues surrounding sub-sampling [93]. Also, note that the in-degree distribution had a shorter tail than the out-degree distribution,
indicating that there were more high out-degree neurons than there were high in-degree neurons. Solid line is average of all recordings; shaded
region represents ± one standard deviation across recordings.
doi:10.1371/journal.pcbi.1004858.g004
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many more high-degree neurons than would be expected in a random network. The random
networks were created by randomly placing (uniform probability) binary connections in net-
works with numbers of neurons and numbers of connections set to match the real data. This
result agrees well with previous studies that have found the degree distribution to be heavy-
tailed in hippocampal networks [23] and cortical networks [15,24]. The subject of the precise
nature of the degree distribution and whether it is scale-free has received a great deal of atten-
tion (e.g. [94]), but it has been shown that sub-sampled scale-free distributions are not scale-
free [93]. Practically speaking, this implies that a perfect scale-free degree distribution would
appear as a straight line in a log-log plot, but that a sub-sampled distribution would not simply
be a noisy version of the ideal scale-free distribution. Rather, the sub-sampled distributions
would appear bent. Our degree distributions appear to contain linear portions in log-log space,
but they curve downwards at the end. We chose not to attempt to assess whether the deviations
in these plots could be due to sub-sampling because of the wide range of assumptions that
would be required. Rather, we felt it was appropriate to simply remark that the distributions
from the real data are clearly heavy-tailed in that they contain more high-degree neurons than
were found in random networks.
Degree and Computation
Using recently introduced multivariate TE terms related to the partial information decomposi-
tion [3,4], we analyzed the amount of normalized information computed (multivariate synergy
term) by individual neurons about the states of other neurons. For each neuron in the network
that received two or more connections (defined by significant TE values), we calculated the
computation (synergy) between each possible grouping of two input neurons and the receiver
neuron (see Materials and Methods for details on the information calculations). After deter-
mining these computation values for all possible groupings of one receiver and two input neu-
rons in the network, we calculated the correlation between the computation values and either
(1) the in-degree of the receiver neuron or (2) the out-degree of one of the transmitter neurons
(the other transmitter neuron being considered as a distinct data point) (Fig 5). We found two
primary results. First, though significant positive and negative correlations between receiver
in-degree and computation were found, the distribution of these correlation values for each
recording was centered near zero with a slight negative skew (Fig 5A). Second, the majority of
recordings exhibited positive correlations between transmitter out-degree and computation
(Fig 5B). These trends were also observed in distributions of all neuron groups combined
across all recordings for the two time scales of interest (Fig 5C and 5D). In general, these results
imply that neurons tended to compute the same amount of bivariate information regardless of
their in-degree (Fig 5E), but that neurons with high out-degrees tended to contribute more
information used in computations by other neurons (Fig 5F).
Following the result that bivariate computation was independent of neuron in-degree, we
chose to investigate higher-order computation terms. Unfortunately, higher-order computation is
difficult to calculate [3], so we were limited to measuring a bound on the highest order computa-
tion using the information gain (see Materials andMethods). For the two time scales we examined
in this analysis, we found that the information gain remained constant or decreased with added
number of inputs (Fig 6). Because the information gain did not increase, we interpret these results
to indicate that higher-order computation did not dominate high in-degree neurons.
Feedforward Network Model
In order to better understand the degree vs. computation correlation results discussed above,
we used a simple feedforward network model with various rewiring rules to produce degree vs.
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Fig 5. Degree-dependent computation. (A and B)Histograms across recordings of correlations between synergy (computation) and receiver in-
degree (A) and between synergy (computation) and transmitter out-degree (B) (Ndata = 40). Also shown is the skew towards positive or negative
correlation values along with the likelihood to observe a skew of that magnitude or larger under the assumption positive and negative correlation values
are equally likely (binomial cdf with ppos = pneg = 0.5). Nearly all correlations were likely to be significant given the proximity of the null model correlations
(no correlation) to zero (null model consisted of randomized degree/computation pairings) (Nnull = 400). Histogram bin size optimized using methods
established in [95]. (C and D) Distributions of synergy values (computation) vs. degree averaged across all recordings. These plots show similar effects
to (A and B). Solid line represents the median value; shaded region represents 1st quartile to 3rd quartile. Only degrees with 20 or more neuron groups
are shown, so lower degrees, which had more neuron groupings, had a greater influence on correlation calculations in (A and B). Also, note that the in-
degree distribution showed a shorter tail than the out-degree distribution (Fig 4B and 4D), so it was not possible to extend the computation performed
plot to high in-degrees. (E and F) Explanatory computation performed (E) and contribution to computation (F) networks. In (E), notice that all neurons
compute the same amount of information, but that in (F), neurons with high out-degrees contribute more information to computations. Dot size
represents the median values from the matching degree in (C). This shows that computation was uncorrelated with the in-degree of the receiver neuron,
but was correlated with the out-degree of the transmitter neuron.
doi:10.1371/journal.pcbi.1004858.g005
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computation correlation results for comparisons to the results from the real data (Fig 7A). This
model network was designed to capture a small segment of a larger network. The network con-
sisted of two layers (input and output) of 20 neurons each. We included only 20 neurons in the
model to reduce computation time. 80 binary connections linked input layer neurons to output
layer neurons. Varying network-wide correlation was added to the network using a random
binary signal that approximated the larger portion of the network. The presence of the binary
signal further motivated the use of only 20 neurons in each layer of the network (seeMaterials
and Methods for further details). Four distinct models were employed: a model with no rewir-
ing and random connectivity, a model that used a Hebbian rewiring rule, a model that used a
firing rate modified Hebbian rewiring rule, and a model that used a degree-modified Hebbian
rewiring rule. The rewiring was controlled via a score calculated for all pairs of neurons (Eq 20,
seeMaterials and Methods). The free parameters in the degree (a1 and a2) and firing rate (a3
and a4) modified Hebbian rules were found using a three stage manual lattice search of param-
eter space. This search was performed to find models that produced computation vs. degree
correlation results that most closely matched the results seen in the real data. Therefore, the
models represented different rewiring methods for fitting the computation vs. degree correla-
tion results seen in the real data. The results of this search yielded the following score equations
for the degree and firing rate modified Hebbian rules:
SDegði; oÞ ¼ Aði; oÞ þ 0:05DegInðoÞ  1:75DegOutðiÞ ð22Þ
SFRði; oÞ ¼ Aði; oÞ þ 0:35FRðoÞ þ 3:1FRðiÞ ð23Þ
The three rewiring rules produced markedly different connectivity patterns (Fig 7B). As
expected, the purely Hebbian rule pooled connections between the most strongly correlated
neurons (correlation created via the binary network-wide signal). The firing rate modified rule
Fig 6. Higher-order computations did not dominate high in-degree neurons. Distributions of average information gains caused by adding more
inputs for each neuron (Igain(n)) across all recordings (violin plots). Red bars and diamonds indicate medians. The n
th order synergy (computation) is less
than or equal to the information gain. The median values were fit using exponential decay (green line). Negative exponents indicate decreasing
information gains caused by adding more inputs. Both fits produced small negative exponent values, one of which had an error overlapping zero. (Fit:
nonlinear regression performed in Matlab, Error: 95% confidence range in fit exponent value). These results indicate that higher-order computation
tended to remain constant or decrease with added inputs.
doi:10.1371/journal.pcbi.1004858.g006
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spread connections more broadly to input layer neurons less well correlated with the binary
network-wide signal. Finally, the degree-modified rule, primarily by virtue of the strong nega-
tive weight associated with the degree of the input layer neurons (Eq 22), spread connectivity
almost uniformly across the input layer.
Both the degree-modified and firing rate modified Hebbian rules qualitatively matched the
degree vs. computation correlation results seen in the real data (Fig 7C). The degree-modified
Fig 7. A degree-modified Hebbian rule qualitatively matched results from the original data and balanced reinforcement of network-
wide activity with neuron-to-neuron communication. (A) Structure of the simple feedforward network model. Note that neurons with high
indexes were more strongly correlated with the binary signal b(t). (B) Connectivity probability diagrams before and after network rewiring.
Probabilities were averaged across 100 models. Note that the Hebbian rule pooled all the connections between neurons with strong
correlations to the binary signal, while the degree-modified Hebbian rule preservedmany connections from input layer neurons that were not
highly correlated with the binary signal. (C) Degree vs. synergy correlation values for models and the real biological data. Note that the
modified Hebbian rules qualitatively reproduced the correlation pattern seen in the real data. (Light dots represent individual models or
recordings, dark dots represent mean value, and bars represent standard deviation) (D) Distributions of average mutual information between
connected neurons (unconditioned (top) and conditioned on the binary signal (bottom)) across models. Note that the degree-modified
Hebbian model showed higher mutual information after the effects of the common binary signal were removed. (mean value, bars represent
standard deviation, Mann-Whitney rank-sum test (three dots: p < 0.001), False Discovery Rate Control [96–98]) (E) Though all rewiring
methods increased the mutual information between connected pairs (which reinforces the common network activity defined by the binary
signal), the degree-modified Hebbian rule also increased mutual information between connected neurons (neuron-to-neuron
communication) independent of common network activity.
doi:10.1371/journal.pcbi.1004858.g007
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rule was closer than the firing rate modified rule, but given the wide differences between the
model and the real cortex, the significance of the correlation matching results cannot be
assessed. That said, the purely Hebbian rule and the random network produced correlation
results that were qualitatively very different from the real data.
Next, we compared mutual information (Eq 1) between connected neurons in the four mod-
els (Fig 7D). Note that we did not examine the locations of the connections (see Fig 7B) or
whether connections were moved in assessing information transmission along connections.
Rather, we examined the amount of information transmitted through network connections
regardless of the locations of the connections. Unsurprisingly, we found the largest mutual
information in the purely Hebbian rule. This was expected because the Hebbian rule pooled
connections among already strongly correlated neurons. However, when we conditioned the
mutual information on the binary network-wide correlation signal, we found that the degree-
modified Hebbian rule produced the highest mutual information. Because mutual information
is a measure of communication [56], we can view the conditioned mutual information as neu-
ron-to-neuron communication in the presence of network-wide correlations and we can view
the unconditioned mutual information as primarily carrying information about network-wide
correlations. Therefore, the degree-modified rule–which produced degree vs. computation
results that most closely matched the real data–both increased neuron-to-neuron communica-
tion and reinforced network-wide correlations, while the other rewiring rules maintained or
decreased neuron-to-neuron communication (Fig 7E).
Our model was only intended to serve as an illustration of the computation results found in
the biological tissue and therefore results from the model cannot be expected to directly relate
to cortical networks. Though, to insure that our results were not heavily dependent on network
size, we ran the network model with 40 neurons (double the original size) to see how the num-
ber of neurons affected the overall model results (S1 Fig). This new model produced the same
firing rate modified Hebbian rewiring rule (Eq 23) and a similar degree-modified Hebbian
rewiring rule given by:
SDeg;40ði; oÞ ¼ Aði; oÞ þ 0:16DegInðoÞ  0:3DegOutðiÞ ð24Þ
The new model produced connectivity diagrams (S1B Fig) qualitatively identical to those
seen in the smaller model (Fig 7B). As with the smaller model, the larger model produced
computation correlation results similar to the results seem in the data for the degree-modi-
fied and firing-rate modified Hebbian rewiring rules, but not the pure Hebbian rewiring rule
(S1C Fig). Results for the connection mutual information in the larger model were very sim-
ilar to the results seen in the smaller model, though the Hebbian and firing rate modified
Hebbian rewiring rules produced larger conditioned mutual information than was seen in
the small model (S1D Fig). As in the smaller model, the degree-modified Hebbian rewiring
rule reinforced network-wide activity and increased neuron-to-neuron communication
(S1E Fig).
Discussion
Main Finding
The main finding of this work is that the amount of information computed by a neuron about
the states of other neurons depends significantly on its topological location in the surrounding
functional network. More specifically, the neurons that compute the most information tend to
receive inputs from high-degree neurons. The in-degree of a neuron, however, has no relation-
ship to the amount of information it computes.
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Connectivity Weight and Degree Distributions
Previous studies have found a log-normal (or at least widely varied) distribution of synaptic
weights in networks of cortical neurons [17–21]. The presence of a wide range of connection
strengths dictated by a log-normal distribution can significantly impact several features of a
network, including signal propagation in the presence of noise and synaptic plasticity [20]. We
found a roughly log-normal distribution of transfer entropy values. It is interesting that both
structural connectivity as assessed in these previous studies and the effective connectivity mea-
sured herein produced similar distributions of connection weights. Though such experiments
are currently difficult to perform, future studies could be conducted to further investigate the
relationships between these two types of connectivity (see [42] as an example of such an analy-
sis conducted in a model).
In our analysis of the degree distributions, we found them to be heavy-tailed, indicating that
some neurons had more connections than would be expected if the network were randomly
connected. This result corresponds well with different analyses performed using the same data
[15,24] and previous studies conducted in hippocampus [23]. The nature of the degree distri-
bution has been widely discussed in the literature, with possible implications including network
formation mechanisms and rhythm formation [94,99]. Due to issues surrounding sub-sam-
pling, we were unable to determine if the degree distributions were actually scale-free [93].
Still, the presence of high-degree neurons leads to the question of what role degree plays in the
network, which we primarily addressed by examining computation (see below).
Degree/Computation Relationship
We sought to measure the relationship between the neuron degree and computation performed
or contributed. Recall, we defined computation using the synergistic information calculated
using the PID because this portion represents the information gained by simultaneous knowl-
edge of all input variables. We found that computation performed, as defined here, was rela-
tively independent of in-degree, while contribution to computation was correlated with out-
degree. This indicates that neurons that received more connections did not compute more
information than neurons that received a few connections. Conversely, we found that neurons
that sent out many connections contributed more information to computations performed by
other neurons. In other words, we found that neurons that received connections from high
out-degree neurons tended to compute more information from those high out-degree neurons
than did neurons that received connections from low out-degree neurons.
There are several interesting consequences of these results. First, because we primarily mea-
sured bivariate computation (two neurons sending connections to a third), it is possible that
neurons with high in-degrees were performing higher-order computations. We addressed this
issue by calculating a limit on the highest order synergy term (highest order computation).
This analysis showed that the limit of the higher-order computation was constant or decreasing
as the number of inputs is increased. We interpret this result to indicate that higher-order com-
putation did not dominate high in-degree neurons. However, our analysis only placed a limit
on the highest order computation and, due to the large number of synergy terms for many
input variables, it is possible that for some neurons certain terms were maximized for large
numbers of input connections. Therefore, we feel these higher-order computations must be
investigated further. These higher-order computation effects may be especially relevant for
studies of conductance states in high in-degree neurons [18,100].
Second, the correlation between neuron out-degree and contribution to computation
implies that high out-degree neurons have a special role in the network. It appears that these
neurons were broadcasting information the rest of the network was using in computations, so
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perhaps they were sources of especially relevant or important information. Furthermore, it is
possible that these neurons were physiologically different from other neurons (e.g. excitatory,
inhibitory, located in a certain cortical layer, etc.) and/or that there was some type of interplay
between the information the neuron provides and how it formed connections with other neu-
rons. Unfortunately, we were unable to investigate either of these possibilities in this experi-
mental system, though we hope to do so in the future.
Third, the lack of correlation between neuron in-degree and computation performed
implies that neurons compute a similar amount of information regardless of their in-degree.
This even spreading of the computational burden may be the most robust or efficient. Alterna-
tively, this result may be due to spike rate limitations in the neurons themselves or to the pres-
ence of higher-order computations (see above). Additionally analyses could be undertaken in
the future to assess the role spike rate limits may play in neuron computation. Also, it may be
possible that high and low in-degree neurons, while computing the same amount of informa-
tion, are performing different types of computations. Perhaps some types of computations are
best performed by low in-degree neurons, while other types are best performed by high in-
degree neurons. Additional studies could be conducted to characterize the types of computa-
tions performed by the neurons. Finally, we did not relate the information computed by a neu-
ron to its out-degree. So, while in-degree did not affect the amount of information computed
by a neuron, neurons that computed a large amount of information may have sent out more
connections than neurons that computed a small amount of information. In the future, we
hope to examine this possibility with further analyses.
Fourth, in this analysis we related computation to neuron in and out-degree, but it would be
interesting to relate computation to other network topology metrics [101], such as modularity
[102], assortativity [103], and the clustering coefficient [104]. Perhaps computation primarily
occurs in neurons that receive connections from distinct modules. Also, the relationships we
found between computation and degree may have a special importance for network assortativ-
ity given the emphasis placed on the degrees of connected neurons in the assortativity
calculation.
Feedforward Network Model
Using a toy feedforward network model, we found that it was possible to tune a degree-modi-
fied Hebbian rewiring rule to produce computation vs. degree correlation results that qualita-
tively matched the results seen in the real data. We then compared this tuned degree-modified
Hebbian rewiring rule to other possible rules. We found that a purely Hebbian rewiring rule
and a random network produced computation vs. degree correlation results that were
markedly different from the results found in the real data. Furthermore, we found that the
degree-modified Hebbian rule maximized neuron-to-neuron mutual information in the pres-
ence of network correlations, while still increasing reinforcement of network-wide correlations.
Finally, the specific parameter values that produced the degree-modified Hebbian rule included
a negative weight for the out-degree of the input layer neurons. This negative weight had the
effect of spreading connections broadly from input layer neurons, which may be relevant for
recent studies of bottlenecks in network activity [105].
Obviously, the simplicity of this model prevents us from drawing direct conclusions about
networks of neurons in the cortex from our results. We wish to emphasize that in a more realis-
tic model or in the actual cortex, contradictory results could be found. For instance, our model
did not contain inhibitory connections, which would probably greatly affect firing rate modi-
fied Hebbian rules. In spite of that, the results from our model do motivate several intriguing
hypotheses that should be investigated further. First, our result that a degree-modified Hebbian
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rewiring rule best matched correlation results opens the door to exploring degree-modified
Hebbian wiring rules in more accurate models and organic systems. We are unaware of any
other analysis that has directly incorporated neuron degree in a Hebbian rewiring rule. Though
a similar concept (preferential attachment [92]) has been explored in the literature. Because it
seems unlikely that neurons have direct access to information about their degree or the degrees
of other neurons, experiments should be performed to see if some other physiological or chem-
ical factors are capable of communicating this information. That said, one could imagine possi-
ble explanations for why neurons with many connections would tend to gain more
connections (e.g. to spread relevant or important information) or why neurons with many con-
nections would tend not to gain more connections (e.g. fault tolerance, resource allocation con-
cerns, etc.). Similar hypotheses could be developed for firing rate modified Hebbian rewiring
rules. Second, our result that the degree-modified Hebbian rewiring rule also maximized neu-
ron-to-neuron communication in the presence of network-wide correlations while simulta-
neously increasing the reinforcement of network-wide correlations points to possible
relationships between signal propagation in correlated networks, computation, and network
topology. Furthermore, it is noteworthy that all three rewiring rules tended to concentrate the
end point of connections in neurons that possessed strong network-wide correlation, but the
degree-modified and firing rate modified Hebbian rewiring rules spread the start point of con-
nections to neurons that were not strongly correlated with network-wide correlations. Given
the wide interest in the topic of signal propagation in correlated and noisy networks [57–63],
this result should be further investigated. Perhaps network topology is determined in such a
way that computation and information transmission are routed through certain neurons, while
other neurons maintain network-wide correlations. We hope to further investigate these issues
in more accurate models and in vivo systems in the future.
Unutilized PID Multivariate TE Terms
For the sake of simplicity, we chose to only focus on the synergy term (computation) for this
study. However, the other PID terms could provide useful information about the cortex. For
instance, though unexplored here, the PID multivariate TE redundancy term may prove useful
for measuring interactions from correlated inputs. It may be the case that high out-degree neu-
rons tend to broadcast more redundant information than low out-degree neurons, implying
that network-wide correlations may be managed by high out-degree neurons. Also, the redun-
dancy term could be used to group neurons into functionally similar groups. It would be inter-
esting to relate these functionally similar groups to topological properties, such as degree and
modularity [101,102,106], and, if possible, to neuron properties like cell type or physical loca-
tion in the tissue. Finally, it would be interesting to compare PID multivariate TE unique infor-
mation terms to redundancy and synergy, especially for higher-order interactions if possible.
Doing so would illuminate the contributions from individual neurons in the network. It is pos-
sible that the unique and synergistic terms decrease with additional inputs, while the redun-
dancy terms increase, thereby possibly reducing the importance of individual neurons in the
network. In the future, we hope to further investigate these terms in the cortex and other sys-
tems, and we would like to emphasize that these other terms may be crucial to additional analy-
ses of the topics discussed above.
Limitations and Strengths of the Analysis
Perhaps the most noticeable potential limitation of this analysis is the fact that it was per-
formed using organotypic cultures [67,107]. Although organotypic cultures have been widely
used in research [108,109], these cultures have been shown to possess several differences in
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comparison to the in vivo system using both mice and rats. Such differences in vitro include
additional synaptic connectivity [110,111], decreased ease of LTP induction [112], changes in
protein expression [113], increased excitability [111,114], and changes in cellular organization
in mice [115].
Despite these issues, the overall structure and electrical activity of cortico-hippocampal
organotypic cultures have been shown to essentially match the in vivo system [110,112,116].
Furthermore, it has been shown that interneurons in organotypic cultures are physiologically
and morphologically identical to interneurons in vivo [117], cortical layer structure and cell
migration are preserved in postnatal organotypic cultures (as were used in this analysis) in rats
[118], and that intracortical connection structure is preserved in organotypic cultures when
sub-cortical regions are preserved in culturing (as was done in this analysis) [119–121].
Based on these previous studies, we concluded that organotypic cultures represent a useful
model system for intact in vivo neural systems. Therefore, we believe our results are relevant
for the field given the strength of the preparation used, the power of the analysis, and the nov-
elty of the results themselves. Furthermore, at this time, it would not have been technologically
possible to achieve the same level of spatial and temporal recording resolution and the same
number of recorded neurons in vivo. While some in vivo recording methods are capable of
recording from hundreds of neurons, these methods demand trade-offs in terms of temporal
or spatial resolution. For instance, in vivo calcium imaging allows for the simultaneous record-
ing of up to approximately 1000 neurons, but the temporal resolution for these recordings is
significantly less (tens of ms) than we achieved in our recordings (50 μs) [122–124]. Recording
methods with lower temporal resolution would have been unable to capture the interactions
that we observed. Furthermore, in vivo electrophysiological recording methods that employ
planar arrays or shank electrodes are capable of recording hundreds of neurons with high tem-
poral resolution, but these recording methods possess limited spatial resolution in comparison
to our array (inter-electrode spacing of 60 μm) due to larger inter-electrode spacing in arrays
(e.g. 400 μm in Utah arrays (Blackrock Microsystems)) and larger spacing between shanks (e.g.
250 μm in [125]). Therefore, our use of organotypic cultures and a high density, high temporal
resolution multi-electrode array permitted a dramatic improvement in the quality of the data,
which improved the strength of the analysis.
Our recording method possessed several distinct features that were advantageous especially
during the developmental stages of this method. Still, other recording methods could be used
with this analysis method to investigate other phenomena. For instance, the use of in vivo cal-
cium imagining, while lacking the temporal resolution to capture short time scale connections,
would more easily facilitate the gathering of additional information about the neurons involved
in the networks (e.g. cell type, cell layer, physical location in the tissue, etc.). In this analysis, we
related computation to the topological locations of the neurons in the functional networks, but
we were unable to relate neuron computation to the physical locations of the neurons in the tis-
sue. Also, in vivo calcium imaging would more easily allow for direct cell stimulation or inhibi-
tion via optogenetic techniques [126]. Furthermore, in vivo calcium imaging reduces the
burden associated with spike sorting because the neurons are visually identified. Spike sorting
in any analysis is a significant issue because it typically prevents detection of neurons with very
few spikes. In our analysis, for instance, we only recorded ~300 neurons on average from each
culture despite the fact that our array covered approximately 2 mm2 of tissue. (For comparison,
we estimate roughly 10,000 neurons were covered by the array.) While the issue of large popu-
lations of silent or nearly silent neurons is itself an active area of research [127], utilizing a
method like in vivo calcium imaging could reduce problems with low spike count neurons.
Finally, in vivo studies could investigate the relationship between computation and phenomena
that can only be studied in vivo, such as behavior and sensory coding (e.g. [22]). We feel these
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 24 / 31
types of analyses could produce novel insights into computation at the cellular level in the
brain and we plan to pursue them in the future.
In addition to new questions that could be addressed with different types of experimental
systems and recording methodologies, improvements can also be made to the information
analysis method itself. First, of particular relevance to the analysis method is how it addresses
noise. In this analysis, we used randomized data that preserved noise to some extent in the pro-
cess of generating null information values. We then compared the distribution of null informa-
tion values to the real values to establish significant TE [44]. We did not characterize how
different types of noise or levels of noise affect this method, nor does the method explicitly take
noise into account. In the future, we hope to improve the information analysis method to
explicitly incorporate noise. Second, though we were able to calculate a limit on higher-order
synergy terms (Fig 6), the PID analysis method is difficult to scale up to more than three neu-
rons. These higher-order interactions are most likely very relevant in neural networks. Though,
complex interactions between many variables are notoriously difficult to analyze with any tool,
so this limitation of the PID analysis is not unique and future work must be done in general to
address the topic of higher-order interactions. Furthermore, two or three neuron interactions
(as were studied herein) can be successfully analyzed using the PID. Another limitation of this
analysis is that we examined two combinations of bin size and delay, but other bin sizes and
delays could be used, possible complicating the analysis. In the future, we hope to develop
methods to address these issues and they represent important concerns for other analyses.
Supporting Information
S1 Fig. Large feedforward model network results. All subfigures in this panel correspond to
the subfigures in Fig 7. This model contained 40 neurons per layer (double the original network
size), but otherwise matched the smaller model in terms of set parameters and equations. Note
that the larger model produced connectivity diagrams and computation correlation results (B
and C) that were very similar to the smaller model (Fig 7B and 7C). Also, note that the larger
model produces similar mutual information results (D), with the exception of the Hebbian and
firing rate modified Hebbian rewiring rules for the conditional mutual information (Fig 7D).
As with the smaller model (Fig 7E), the degree-modified Hebbian rewiring rule reinforced
common network activity and it increased neuron-to-neuron communication independent of
the common network activity (E).
(EPS)
Acknowledgments
We would like to thank Emma Hiolski, Emily Miller, Alexander Murphy-Nakhnikian, Randy
Beer, Paul Williams, Eduardo Izquierdo, and Olaf Sporns for helpful comments and
discussion.
Author Contributions
Conceived and designed the experiments: NMT AML JMB. Performed the experiments: SI
FCY. Analyzed the data: NMT. Contributed reagents/materials/analysis tools: PH. Wrote the
paper: NMT SI MM SNMS AML JMB.
References
1. Friston KJ (2011) Functional and effective connectivity: a review. Brain Connectivity 1.
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 25 / 31
2. Bullmore E, Sporns O (2009) Complex brain networks: graph theoretical analysis of structural and
function systems. Nature Reviews Neuroscience 10.
3. Williams PL, Beer RD (2010) Nonnegative decomposition of multivariate information. arXiv:
1004.2515.
4. Williams PL, Beer RD (2011) Generalized measures of information transfer. arXiv: 1102.1507.
5. Wibral M, Lizier JT, Priesemann V (2014) Bits from brains for biologically inspired computing. Fron-
tiers in Robotics and AI 2: 1–25.
6. Timme N, Alford W, Flecker B, Beggs JM (2014) Synergy, redundancy, and multivariate information
measures: an experimentalist's perspective. Journal of Computational Neuroscience 36: 119–140.
doi: 10.1007/s10827-013-0458-4 PMID: 23820856
7. Holmgren C, Harkany T, Svennenfors B, Zilberter Y (2003) Pyramidal cell communication within local
networks in layer 2/3 of rat neocortex. Journal of Physiology 551: 139–153. PMID: 12813147
8. Kalisman N, Silberberg G, Markram H (2005) The neocortical microcircuit as a tabula rasa. Proceed-
ings of the National Academy of Sciences 102: 880–885.
9. Yoshimura Y, Dantzker JLM, Callaway EM (2005) Excitatory cortical neurons form fine-scale func-
tional networks. Nature 433: 868–873. PMID: 15729343
10. Haeusler S, Schuch K, MaassW (2009) Mofit distribution, dynamical properties, and computational
performance of two data-based cortical microcircuit templates. Journal of Physiology—Paris 103:
73–87.
11. Egger R, Derksen VJ, Udvary D, Hege HC, Oberlaender M (2014) Generation of dense statistical con-
nectomes from sparse morphological data. Frontiers in Neuroanatomy 8: 1–18.
12. Nigam S, Shimono M, Ito S, Yeh FC, Timme N, et al. (2016) Rich-club organization in effective con-
nectivity among cortical neurons. Journal of Neuroscience 36: 670–684. doi: 10.1523/JNEUROSCI.
2177-15.2016 PMID: 26791200
13. Song S, Sjostrom PJ, Reigl M, Nelson S, Chklovskii DB (2005) Highly nonrandom features of synaptic
connectivity in local cortical circuits. PLOS Biology 3.
14. Perin R, Berger TK, Markram H (2011) A synaptic organizing principle for cortical neuronal groups.
Proceedings of the National Academy of Sciences 108: 5419–5424.
15. ShimonoM, Beggs JM (2014) Functional clusters, hubs, and communities in the cortical microconnec-
tome. Cerebral Cortex doi: 10.1093/cercor/bhu252: 1–15.
16. Neymotin SA, Jacobs KM, Fenton AA, Lytton WW (2011) Synaptic information transfer in computer
models of neocortical columns. Journal of Computational Neuroscience 30: 69–84. doi: 10.1007/
s10827-010-0253-4 PMID: 20556639
17. Lefort S, TommC, Floyd Sarria JC, Petersen CCH (2009) The excitatory neuronal network of the C2
barrel column in mouse primary somatosensory cortex. Neuron 61: 301–316. doi: 10.1016/j.neuron.
2008.12.020 PMID: 19186171
18. Teramae J, Tsubo Y, Fukai T (2012) Optimal spike-based communication in excitable networks with
strong-spares and weak-dense links. Scientific Reports 2: 1–6.
19. Ratte S, Lankarany M, Rho YA, Patterson A, Prescott SA (2014) Subthreshold membrane currents
confer distinct tuning properties that enable neurons to encode the integral or derivative of their input.
Frontiers in Cellular Neuroscience 8.
20. Teramae J, Fukai T (2014) Computational implications of lognormally distributed synaptic weights.
Proceedings of the IEEE 102: 500–512.
21. Ikegaya Y, Sasaki T, Ishikawa D, Honma N, Tao K, et al. (2012) Interpyramid spike transmission stabi-
lizes the sparseness of recurrent network activity. Cerebral Cortex 23: 293–304. doi: 10.1093/cercor/
bhs006 PMID: 22314044
22. Cossell L, Iacaruso MF, Muir DR, Houlton R, Sader EN, et al. (2015) Functional organization of excit-
atory synaptic strength in primary visual cortex. Nature 518: 399–403. doi: 10.1038/nature14182
PMID: 25652823
23. Bonifazi P, Goldin M, Picardo MA, Jorquera I, Cattani A, et al. (2009) GABAergic hub neurons orches-
trate synchrony in developing hippocampal networks. Science 326.
24. Ito S, Yeh FC, Hiolski E, Rydygier P, Gunning DE, et al. (2014) Large-scale, high-resolution multielec-
trode-array recording depicts functional network differences of cortical and hippocampal cultures.
PloS One 9: e105324. doi: 10.1371/journal.pone.0105324 PMID: 25126851
25. Schreiber T (2000) Measuring information transfer. Physical Review Letters 85: 461–464. PMID:
10991308
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 26 / 31
26. Garofalo M, Nieus T, Massobrio P, Martinoia S (2009) Evaluation of performance of information the-
ory-based methods and cross-correlation to estimate the functional connectivity in cortical networks.
PloS One 4.
27. Lizier JT, Heinzle J, Horstmann A, Haynes J, Prokopenko M (2011) Multivariate information-theoretic
measures reveal directed information structure and task relevant changes in fMRI connectivity. Jour-
nal of Computational Neuroscience 30: 85–107. doi: 10.1007/s10827-010-0271-2 PMID: 20799057
28. Vicente R, Wibral M, Lindner M, Pipa G (2011) Transfer entropy—a model-free measure of effective
connectivity for the neurosciences. Journal of Computational Neuroscience 30: 45–67. doi: 10.1007/
s10827-010-0262-3 PMID: 20706781
29. Stetter O, Battaglia D, Soriano J, Geisel T (2012) Model-free reconstruction of excitatory neuronal
connectivity from calcium imaging signals. PLOS Computational Biology 8.
30. Wibral M, Rahm B, Rieder M, Lindner M, Vicente R, et al. (2011) Transfer entropy in magnetoence-
phalographic data: quantifying information flow in cortical and cerebellar networks. Progress in Bio-
physics and Molecular Biology 105: 80–97. doi: 10.1016/j.pbiomolbio.2010.11.006 PMID: 21115029
31. Matsuda E, Mita T, Hubert J, Oka M, Bakkum D, et al. Multiple time scales observed in spontaneously
evolved neurons on high-density CMOS electrode array; 2013.
32. Ma C, Pan X, Wang R, Sakagami M (2013) Estimating causal interaction between prefrontal cortex
and striatum by transfer entropy. Cognative Neurodynamics 7: 253–261.
33. Gourevitch B, Eggermont JJ (2007) Evaluating information transfer between auditory cortical neurons.
Journal of Neurophysiology 97: 2533–2543. PMID: 17202243
34. Shimono M, Beggs JM. Spontaneous spike-trains reflect detailed topological properties of the struc-
tural neuronal network in vitro cortex. Proceedings of the 21st Annual Conference of the Japanese
Neural Network Society; 2011.
35. Shimono M, Beggs JM. Mesoscopic neuronal activity and neuronal network architecture. Proceedings
of the 34th annual meeting of the Japan Neuroscience Society; 2011.
36. Wollstadt P, Martinez-Zarzuela M, Vicente R, Diaz-Pernas FJ, Wibral M (2014) Efficient transfer
entropy analysis of non-stationary neural time series. arXiv: 1401.4068. doi: 10.1371/journal.pone.
0102833 PMID: 25068489
37. Bedo N, Ribary U, Ward LM (2014) Fast dynamics of cortical functional and effective connectivity dur-
ing word reading. PloS One 9: e88940. doi: 10.1371/journal.pone.0088940 PMID: 24551193
38. Zubler F, Gast H, Abela E, Rummel C, Hauf M, et al. (2014) Detecting functional hubs of ictogenic net-
works. Brain Topography doi: 10.1007/s10548-014-0370-x
39. Besserve M, Scholkopf B, Logothetis NK, Panzeri S (2010) Causal relationships between frequency
bands of extracellular signals in visual cortex revealed by an information theoretic analysis. Journal of
Computational Neuroscience 29: 547–566. doi: 10.1007/s10827-010-0236-5 PMID: 20396940
40. Shimono M, Beggs JM (2014) Functional clusters, hubs and communities in the cortical microconnec-
tome. Cerebral Cortex.
41. Honey CJ, Kotter R, Breakspear M, Sporns O (2007) Network structure of cerebral cortex shapes
functional connectivity on multiple time scales. Proceedings of the National Academy of Sciences
104: 10240–10245.
42. Ito S, Hansen ME, Heiland R, Lumsdaine A, Litke AM, et al. (2011) Extending transfer entropy
improves identification of effective connectivity in a spiking cortical network model. PloS One. pp.
e27431. doi: 10.1371/journal.pone.0027431 PMID: 22102894
43. Lungarella M, Sporns O (2006) Mapping information flow in sensorimotor networks. PLOS Computa-
tional Biology. pp. e144. PMID: 17069456
44. Timme N, Ito S, Myroshnychenko M, Yeh FC, Hiolski E, et al. (2014) Multiplex networks of cortical and
hippocampal neurons revealed at different timescales. PLoS One 9: e115764. doi: 10.1371/journal.
pone.0115764 PMID: 25536059
45. Mason A, Nicoll A, Stratford K (1991) Synaptic transmission between individual pyramidal neurons of
the rat visual cortex in vitro. Journal of Neuroscience 11: 72–84. PMID: 1846012
46. Swadlow HA (1994) Efferent neurons and suspected interneurons in motor cortex of the awake rabbit:
axonal properties, sensory receptive fields, and subthreshold synaptic inputs. Journal of Neurophysi-
ology 71: 437–153. PMID: 8176419
47. London M, Hausser M (2005) Dendritic computation. Annual Review of Neuroscience 28: 503–532.
PMID: 16033324
48. y Areas BA, Fairhall A, BialekW (2001)What can a single neuron compute? Advances in Neural Infor-
mation Processing Systems 13: Proceedings of the 2000 Conference: MIT Press. pp. 75.
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 27 / 31
49. Gabbiani F, Krapp HG, Koch C, Laurent G (2002) Multiplicative computation in a visual neuron sensi-
tive to looming. Nature 420: 320–324. PMID: 12447440
50. Koch C (1999) Biophysics of Computation: Information Processing in Single Neurons: Oxford Univer-
sity Press.
51. McKenna T, Davis J, Zornetzer SF, editors (1992) Single Neuron Computation: Academic Press.
52. Brunel N, Hakim V, Richardson MJE (2014) Single neuron dynamics and computation. Current Opin-
ion in Neurobiology 24: 149–155.
53. Hung CP, Cui D, Chen YP, Lin CP, Levine M (2014) Correlated activity supports efficient cotrical pro-
cessing. Frontiers in Computational Neuroscience 8.
54. Bettencourt LMA, Stephens GJ, HamMI, Gross GW (2007) The functional structure of cortical neuro-
nal networks grown in vitro. Physical Review E 75.
55. Lizier JT, Flecker B, Williams PL. Towards a synergy-based approach to measuring information modi-
fication; 2013; Singapore. IEEE. pp. 43–51.
56. Cover TM, Thomas JA (2006) Elements of Information Theory. New York: Wiley-Interscience.
57. Renart A, de la Rocha J, Bartho P, Hollender L, Parga N, et al. (2000) The asynchronous state in corti-
cal circuits. Science 327: 587–590.
58. Kumar A, Rotter S, Aertsen A (2010) Spiking activity propagation in neuronal networks: reconciling dif-
ferent perspectives on neural coding. Nature Reviews Neuroscience 11: 615–627. doi: 10.1038/
nrn2886 PMID: 20725095
59. Ecker AS, Berens P, Keliris GA, Bethge M, Logothetis NK, et al. (2010) Decorrelated neuronal firing in
cortical microcircuits. Science 327: 584–587. doi: 10.1126/science.1179867 PMID: 20110506
60. Cohen MR, Kohn A (2011) Measuring and interpreting neuronal correlations. Nature Neuroscience
14: 811–819. doi: 10.1038/nn.2842 PMID: 21709677
61. Ranganathan GN, Koester HJ (2011) Correlations decrease with propagation of spiking activity in the
mouse barrel cortex. Frontiers in Neural Circuits 5: 1–7. doi: 10.3389/fncir.2011.00001 PMID:
21390291
62. McDonnell MD, Ward LM (2011) The benefits of noise in neural systems: bridging theory and experi-
ment. Nature Reviews Neuroscience 12: 415–426. doi: 10.1038/nrn3061 PMID: 21685932
63. Garrett DD, Samanez-Larkin GR, MacDonald SWS, Lindenberger U, McIntosh AR, et al. (2013)
Moment-to-moment brain signal variability: A next frontier in human brain mapping? Neuroscience
and Biobehavioral Reviews 37: 610–624. doi: 10.1016/j.neubiorev.2013.02.015 PMID: 23458776
64. Timme N, Ito S, Myroshnychenko M, Yeh FC, Hiolski E, et al. High degree neurons tend to contribute
more and process less information in cortical networks. Cosyne Abstracts; 2015; Salt Lake City USA.
65. Timme N, Ito S, Myroshnychenko M, Yeh FC, Hiolski E, et al. Synergy and redundancy in timescale
dependent multiplex networks of hippocampal neurons. Neuroscience 2014 Abstracts; 2014; Wash-
ington DC USA.
66. Timme N, Ito S, Myroshnychenko M, Yeh FC, Hottowy P, et al. Hub neurons contribute more to com-
putation. Conference on Complex Systems Abstracts; 2015; Phoenix Arizona USA.
67. Tang A, Jackson D, Hobbs J, ChenW, Smith JL, et al. (2008) A maximum entropy model applied to
spatial and temporal correlations from cortical networks in vitro. Journal of Neuroscience 28: 505–
518. doi: 10.1523/JNEUROSCI.3359-07.2008 PMID: 18184793
68. Litke AM, Bezayiff N, Chichilnisky EJ, CunninghamW, Dabrowski W, et al. (2004) What does the eye
tell the brain?: development of a system for the large-scale recording of retinal output activity. IEEE
Transactions on Nuclear Science 51.
69. Chavez M, Martinerie J, Le Van Quyen M (2003) Statistical assessment of nonlinear causality: appli-
cation to epileptic EEG signals. Journal of Neuroscience Methods 124: 113–128. PMID: 12706841
70. Saalmann YB, Pinsk MA, Wang L, Li X, Kastner S (2012) The pulvinar regulates information transmis-
sion between cortical areas based on attention demands. Science 337: 753–756. doi: 10.1126/
science.1223082 PMID: 22879517
71. Brovelli A, Ding M, Ledberg A, Chen Y, Nakamura R, et al. (2004) Beta oscillations in a large-scale
sensorimotor cortical network: directional influences revealed by Granger causality. Proceedings of
the National Academy of Sciences 101: 9849–9854.
72. Nakhnikian A, Rebec GV, Grasse LM, Dwiel LL, Shimono M, et al. (2014) Behavior modulates effec-
tive connectivity between cortex and striatum. PloS One 9: e89443. doi: 10.1371/journal.pone.
0089443 PMID: 24618981
73. Sharott A, Magill PJ, Bolam JP, Brown P (2005) Directional analysis of cohere oscillatory field poten-
tials in the cerebral cortex and basal ganglia of the rat. Journal of Physiology 562: 951–963. PMID:
15550466
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 28 / 31
74. David O, Guillemain I, Saillet S, Reyt S, Deransart C, et al. (2008) Identifying neural drivers with func-
tional MRI: an electrophysiological validation. PLOS Biology 6: e315.
75. Nedungadi AG, Rangarajan G, Jain N, Ding M (2009) Analyzing multiple spike trains with nonpara-
metric granger causality. Journal of Computational Neuroscience 27: 55–64. doi: 10.1007/s10827-
008-0126-2 PMID: 19137420
76. Kim S, Putrino D, Ghosh S, Brown EN (2011) A granger causality measure for point process models
of ensemble neural spiking activity. PLOS Computational Biology 7: e1001110. doi: 10.1371/journal.
pcbi.1001110 PMID: 21455283
77. HuM, Clark KL, Gong X, Noudoost B, Li M, et al. (2015) Copula tregression analysis of simulta-
neously recorded frontal eye field and inferotemporal spiking activity during object-based working
memory. Journal of Neuroscience 35: 8745–8757. doi: 10.1523/JNEUROSCI.5041-14.2015 PMID:
26063909
78. Friston KJ, Li B, Daunizeau J, Stephan KE (2011) Network discovery with DCM. NeuroImage 56:
1202–1221. doi: 10.1016/j.neuroimage.2010.12.039 PMID: 21182971
79. Valdes-Sosa PA, Roebroeck A, Daunizeau J, Friston K (2011) Effective connectivity: influence, cau-
sality and biophysical modeling. NeuroImage 58: 339–361. doi: 10.1016/j.neuroimage.2011.03.058
PMID: 21477655
80. Song C, Schwarzkopf DS, Lutti A, Li B, Kanai R, et al. (2013) Effective connectivity within human pri-
mary visual cortex predicts interindividual diversity in illusory perception. Journal of Neuroscience 33:
18781–18791. doi: 10.1523/JNEUROSCI.4201-12.2013 PMID: 24285885
81. Massey J. Causality, feedback and directed information. Proc. Int. Symp. Inf. Theory Applic. (ISITA-
90); 1990; Waikiki, HI. pp. 303–305.
82. Quinn CJ, Coleman TP, Kiyavash N, Hatsopoulos N (2011) Estimating the directed information to
infer causal relationships in ensemble neural spike train recordings. Journal of Computational Neuro-
science 30: 17–44. doi: 10.1007/s10827-010-0247-2 PMID: 20582566
83. vanWijk BCM, Stam CJ, Daffertshofer A (2010) Comparing brain networks of different size and con-
nectivity density using graph theory. PloS One 5.
84. Bertschinger N, Rauh J, Olbrich E, Jost J, Ay N (2014) Quantifying unique information. Entropy 16:
2161–2183.
85. Stramaglia S, Wu GR, Pellicoro M, Marinazzo D (2012) Expanding the transfer entropy to identify
information circuits in complex systems. Physical Review E 86.
86. Harder M, Salge C, Polani D (2013) Bivariate measure of redundant information. Physical Review E
87.
87. Griffith V, Chong EKP, James RG, Ellison CJ, Crutchfield JP (2014) Intersection information based on
common randomness. Entropy 16: 1985–2000.
88. McGill WJ (1954) Multivariate information transmission. Psychometrika 19.
89. Marreiros AC, Daunizeau J, Kiebel SJ, Friston KJ (2008) Population dynamics: variance and the sig-
moid activation function. NeuroImage 42: 147–157. doi: 10.1016/j.neuroimage.2008.04.239 PMID:
18547818
90. Orr GB, Muller KR, editors (1998) Neural networks: tricks of the trade. Berlin: Springer-Verlag.
91. Stevens CF, Zador A (1996) When is an integrate-and-fire neuron like a poisson neuron? Advances in
neural information processing systems. pp. 103–109.
92. NewmanMEJ (2001) Clustering and preferential attachment in growing networks. Physical Review E
64: 025102.
93. Stumpf MPH, Wiuf C, May RM (2005) Subnets of scale-free networks are not scale-free: sampling
properties of networks. Proceedings of the National Academy of Sciences 102: 4221–4224.
94. Feldt S, Bonifazi P, Cossart R (2011) Dissecting functional connectivity of neuronal microcircuits:
experimental and theoretical insights. Trends in Neuroscience 34: 225–236.
95. Terrell GR, Scott DW (1985) Oversmoothed nonparametric density estimates. Journal of the Ameri-
can Statistical Association 80: 209.
96. Groppe DM, Urbach TP, Kutas M (2011) Mass univariate analysis of event-related brain potentials/
fields I: A critical tutorial review. Psychophysiology 48: 1711–1725. doi: 10.1111/j.1469-8986.2011.
01273.x PMID: 21895683
97. Benjamini Y, Hochberg Y (1995) Controlling the false discovery rate: a practical and powerful
approach to multiple testing. Journal of the Royal Statistical Society B 57: 289–300.
98. Benjamini Y, Yekutieli D (2001) The control of the false discovery rate in multiple testing under depen-
dency. The Annals of Statistics 29: 1165–1188.
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 29 / 31
99. Mi Y, Liao X, Huang X, Zhang L, GuW, et al. (2013) Long-period rythmic synchronous firing in a
scale-free network. Proceedings of the National Academy of Sciences 110: E4931–E4936.
100. Destexhe A, Rudolph M, Pare D (2003) The high-conductance state of neocortical neurons in vivo.
Nature Reviews Neuroscience 4: 739–751. PMID: 12951566
101. Rubinov M, Sporns O (2010) Complex network measures of brain connectivity: uses and interpreta-
tions. NeuroImage 52: 1059–1069. doi: 10.1016/j.neuroimage.2009.10.003 PMID: 19819337
102. NewmanMEJ (2004) Fast algorithm for detecting community structure in networks. Physical Review
E 69.
103. NewmanMEJ (2002) Assortative mixing in networks. Physical Review Letters 89.
104. Watts DJ, Strogatz SH (1998) Collective dynamics of 'small-world' networks. Nature 393: 440–442.
PMID: 9623998
105. Alstott J, Pajevic S, Bullmore E, Plenz D (2015) Opening bottlenecks on weighted networks by local
adaptation to cascade failures. Journal of Complex Networks doi: 10.1093/comnet/cnv002
106. Leicht EA, NewmanMEJ (2008) Community structure in directed networks. Physical Review Letters
100.
107. Stoppini L, Buchs PA, Muller D (1991) A simple method for organotypic cultures of nervous tissue.
Journal of Neuroscience Methods 37: 173–182. PMID: 1715499
108. Noraberg J, Poulsen FR, Blaabjerg M, Kristensen BW, Bonde C, et al. (2005) Organotypic hippocam-
pal slice cultures for studies of brain damage, neuroprotection and neurorepair. Current Drug Targets
—CNS & Neurological Disorders 4: 435–452.
109. Pena F (2010) Organotypic cultures as tool to test long-term effects of chemicals on the nervous sys-
tem. Current Medicinal Chemistry 17: 987–1001. PMID: 20156165
110. Zimmer J, Gahwiler BH (1984) Cellular and connective organization of slice cultures of the rat hippo-
campus and fascia dentata. Journal of Comparative Neurology 228: 432–446. PMID: 6148364
111. Gutierrez R, Heinemann U (1999) Synaptic reorganization in explanted cultures of rat hippocampus.
Brain Research 815: 304–316. PMID: 9878801
112. Muller D, Buchs PA, Stoppini L (1993) Time course of synaptic development in hippocampal organoty-
pic cultures. Developmental Brain Research 71: 93–100. PMID: 8432004
113. Mielke JG, Comas T, Woulfe J, Monette R, Chakravarthy B, et al. (2005) Cytoskeletal, synaptic, and
nuclear protein changes associated with rat interface organotypic hippocampal slice culture develop-
ment. Developmental Brain Research 160: 275–286. PMID: 16271399
114. Bausch SB, McNamara JO (2000) Synaptic connections frommultiple subfields contribue to granule
cell hyperexcitability in hippocampal slice cultures. Journal of Neurophysiology 84: 2918–2932.
PMID: 11110821
115. Staal JA, Alexander SR, Liu Y, Dickson TD, Vickers JC (2011) Characterization of cortical neuronal
and glial alterations during culture of organotypic whole brain slices from neonatal and mature mice.
PloS One 6.
116. Buchs PA, Stoppini L, Muller D (1993) Structural modifications associated with synaptic development
in area CA1 of rat hippocampal organotypic cultures. Developmental Brain Research 71: 81–91.
PMID: 8432003
117. Klostermann O, Wahle P (1999) Patterns of spontaneous activity and morphology of interneuron
types in organotypic cortex and thalamus-cortex cultures. Neuroscience 92: 1243–1259. PMID:
10426481
118. Gotz M, Bolz J (1992) Formation and preservation of cortical layers in slice cultures. Journal of Neuro-
biology 23: 783–802. PMID: 1431845
119. Bolz J, Novak N, Gotz M, Bonhoeffer T (1990) Formation of target-specific neuronal projections in
organotypic slice cultures from rat visual cortex. Nature 346: 359–362. PMID: 1695716
120. Leiman AL, Seil FJ (1986) Influence of subcortical neurons on the functional development of cerebral
neocortex in tissue culture. Brain Research 365: 205–210. PMID: 3947990
121. Baker RE, Pelt JV (1997) Cocultured, but not isolated, cortical explants display normal dendritic devel-
opment: a long-term quantitative study. Developmental Brain Research 98: 21–29. PMID: 9027401
122. Grewe BF, Helmchen F, Kampa BM (2014) Two-photon imaging of neuronal network dynamics in
neocortex. In: Weber B, Helmchen F, editors. Optical imaging of neocortical dynamics: Humana
Press. pp. 133–150.
123. Grewe BF, Langer D, Kasper H, Kampa BM, Helmchen F (2010) High-speed in vivo calcium imaging
reveals neuronal network activity with near-millisecond precision. Nature Methods 7: 339–349.
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 30 / 31
124. Sasaki T, Takahashi N, Matsuki N, Ikegaya Y (2008) Fast and accurate detection of action potentials
from somatic calcium fluctuations. Journal of Neurophysiology 100: 1668–1676. doi: 10.1152/jn.
00084.2008 PMID: 18596182
125. Royer S, Zemelman BV, Barbic M, Losonczy A, Buzsaki G, et al. (2010) Multi-array silicon probes
with integrated optical fibers: light-assisted perturbation and recording of local neural circuits in the
behaving animal. European Journal of Neuroscience 31: 2279–2291. doi: 10.1111/j.1460-9568.
2010.07250.x PMID: 20529127
126. Deisseroth K (2011) Optogenetics. Nature Methods 8: 26–29. doi: 10.1038/nmeth.f.324 PMID:
21191368
127. Shoham S, O'Connor DH, Segev R (2006) How silent is the brain: is there a "dark matter" problem in
neuroscience? Journal of Comparative Physiology A 192: 777–784.
Degree-Dependent Computation
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004858 May 9, 2016 31 / 31
