Abstract-This paper presents a method for model based automated tracking of multiple worm-like creatures. These methods are essential for accurate quantitative analysis into the genetic basis of behavior that involve more than one organism. An accurate worm model is designed using the geometry of planar curves and nonlinear estimation of the model's parameters are performed using a central difference Kalman filter (CDKF). The filter can naturally be expanded to estimate the locations of multiple worms and determine when they are occluding each other. The predicted location of the models at each iteration allows for an efficient method to determine the regions that are undergoing occlusions. Experiments on actual C. Elegans mating sequence data demonstrate the quality of the proposed method.
I. INTRODUCTION
The small nematode Caenorhabditis elegans (C. Elegans) is a widely used model organism in the study of genetics and developmental biology. Since the exact position and cell lineage of all of its 959 cells and 302 neurons is known, C. Elegans offers a convenient platform to understand how different behaviors are modulated by the nervous system, sensory input, and genetic modifications. However, to study the relationship between behavior and genes in C. Elegans, for example, requires the screening of an enormous number of individual C. Elegans specimens to establish the genebehavior relationship. Each screen consists of a visual observation of the specimen's movements over a time period, and the extraction of key movement and behavior parameters from the observations. The number and complexity of the observations that are needed to support current research into the gene-behavior linkage argues for highly automated screening systems.
Several automated tracking and analysis systems have been previously developed for C. Elegans. These tracking systems can be roughly divided into two categories. The first class of systems track multiple worms at a low magnification, and they are able to capture the animals' gross motion characteristics, such as velocity and frequency of reversals [1] . Systems in the second category track single worms at a higher magnification and utilize a motorized stage to keep the worm in the camera field of view [2] , [3] . These systems can quantify the detailed posture of the individual worms, and subsequently perform phenotype classification. However, limitations in the underlying implementations of these systems prevent them from tracking detailed worm posture for multiple organisms that may occlude each other.
Specifically, mating behavior is a key biological process which involves two worms that severely occlude each other through long periods of time. To understand how genes control the neuronal and sensory function of the worms during mating, the detailed kinematics of the organisms must be captured during interactions. This paper presents new methods for automated tracking of multiple C. Elegans specimens during complex behavior, such as mating, which involves significant occlusion. Our tracking algorithm combines detailed geometric models with nonlinear estimation techniques to quantify the shape and motion of the worms. We demonstrate this algorithm on two video sequences, and automatically extract key kinematic parameters. The paper is organized as follows. Section II describes the modeling approach, while Section III summarizes the main tracking algorithm. Sections V and VI discuss the results and conclusions.
II. GEOMETRIC MODELING
The motion of C. Elegans on a typical microscope slide is largely planar, so we restrict our modeling of the worm to two dimensions. Three dimensional effects can be relatively easily added if desired. To a good approximation, C. Elegans maintains a constant length and width during locomotion. Although a worm may undergo elongations and contractions during mating behavior, the magnitude of these effects is small enough to ignore. Therefore, we model the centerline of each worm as a planar, inextensible curve. The body posture can be effectively described by the bend angle of the worm as a function of distance along its length. For practicality, this function, Θ(u), is finitely parameterized using a linear combination of known basis functions, Φ k j (u):
The current implementation uses a fourth order (k = 4) periodic B-spline basis with N Θ = 8, though the results are not highly sensitive to these choices. The tangent and normal vectors of the centerline are defined as
To account for the worm's finite width, our model is a two dimensional surface defined around the centerline curve:
where β is a constant scaling term with units pixels mm , T is a global translation vector to the model's center of mass, L is the worm's length, and R(u) is a continuous function for the worm's radius as a function of distance along its length. Currently R(u) is defined as a fourth order non-periodic B-spline using eight control points. Since the model is evaluated on a fixed (u, v) mesh during tracking, it becomes parameterized by α j and T . Fig. 1 shows the worm model in a bent configuration. For our experiments, the constant scaling term β is directly calculated as 340 pixels mm using a stage micrometer.
Our approach to modeling C. Elegans offers several advantages. Since each B-spline basis function is only defined over a subset of the domain, the control points, α j , have local control over the shape. This property is analogous to the worm's anatomy, where groups of muscles contract over local body regions. In addition, our parametrization of the centerline offers a natural means to constrain the worm's length. Our model can allow for elongations and contractions via a rate of length function, 
III. NONLINEAR FILTERING
Visual tracking problems can be formulated as the estimation of a state, p, via measurements, z, in a discrete time dynamic state space model:
where ξ k and ν k are noise processes, which we assume are white and Gaussian. Several popular nonlinear estimation techniques, such as extended Kalman filters (EKF) [4] , Sigma Point Kalman filters (SPKF) [5] , and particle filters [6] could be used for this problem. We use one of the SPKFs known as a central-difference Kalman Filter (CDKF) [7] , [8] . This filter, which is based on Stirling's interpolation formula, has a comparatively accurate covariance estimate and is also parameterized by a single scalar which has an optimal value for Gaussian noise distributions [7] . For the sake of brevity, the filter equations are not repeated here, but can be found in [7] , [8] . Sections III-A and III-B describe the filter equations for a single worm. A filter to track K worms is achieved by concatenating the state and observation vectors K times.
A. Motion Model
The motion model assumes that the worm moves with a constant wave velocity, η 1 , corrupted by acceleration noise, η 2 . Thus, the state vector and process noise vector for a single worm are:
The equations of motion calculate the predicted state vector after the worm has undergone a total wave displacement of η 0 = η 1 ∆t + η 2 ∆t 2 2 , where ∆t is inverse of the camera frame rate. These equations take the form:
Here, Φ(u) is a s x N Θ matrix of B-spline bases evaluated at s sampled grid points in u. B-spline functions are also defined by a knot vector, ω, with ω n ≤ ω n+1 , that assigns the domain over which the B-spline basis is defined. Here
, so the range of u and ω are identical. Defining the basis over the smallest domain possible increases the sensitivity of the shape parameters, α. However, this definition does not allow us to directly calculate α k in (5). Instead, we must define a new matrix of B-splines, Φ * (u), which has a knot vector ω * defined over the domain [− 
B. Observation Model
The worm observation model is illustrated in Fig. 1 , and it consists of the boundary points along with their outward normal vectors. These boundary points can be divided into two categories: (1) head and tail points located at the ends of the model; and (2) T be the planar location of a boundary point, the observation vector is:
where N 1 and N 2 are the number of points in category 1 and 2, respectively. These numbers are determined by the size of the (u, v) mesh used. The observation vector includes the inner product of the dorsal and ventral points with their corresponding normal vector. When the actual measurements, r i , of these points are observed, they are also projected onto n i so that the innovation vector has the form n T (q − r).
IV. FEATURE EXTRACTION AND CORRESPONDENCE
The raw worm images are segmented into foreground and background pixels using a simple thresholding technique. Because lighting often causes bright areas in the middle of the worm's silhouette, a hole-filling operation is used similar to that found in [3] . Boundaries in the binary image are then found using the built in MATLAB R function 'bwboundaries'. A B-spline curve is then fitted to all boundaries above a certain length, and the outward normal vectors, m j , and locations of high negative curvature, κ j , are calculated. These high curvature feature points are important for localizing the worm since they represent head and tail locations. Fig.  2 illustrates the process on a typical image. The model points, q i are matched with corresponding data points, r j by maximizing the following likelihood criteria:
where S i is the 2x2 covariance matrix associated with q i . In addition to the maximum likelihood criteria, we also require that the corresponding normal vectors have similar orientation (their inner product is greater than a parameter ρ). The point q i is corresponded with point r * using:
For the model locations that correspond to the head and tail points, we use (8) with the set {r j } replaced with {κ j }. Our data association methods allows for multiple assignments within a model to the same data point. However, different models cannot be assigned to the same data boundary point. This constraint arises from the fact that worms never share a visible boundary while they are occluding each other during mating.
Our algorithm handles occlusions using the matching criteria explained above. All model locations which do not find a corresponding data point are labeled as occluded. Occluded points reduce the dimension of z k and change the observation equation. At each filter iteration, we assume that the entire model is visible, and then determine which points are occluded. Since the number of occluded points may change at each frame, we iteratively define a new observation function, h k (p k , ν k ), that only returns the locations of visible boundary points.
V. RESULTS
We present the application of the tracking algorithm to two video sequences of 720 x 480 pixel gray-scale images which were 478 frames in length. In these video sequences, the hermaphrodite is partially paralyzed to facilitate tracking and to keep the behavior within the camera's field of view. The model parameters of each worm are manually initialized to match the configuration of the worms in the first video frame. Figs. 3 and 4 show the tracking results and videos can be viewed at http://robotics.caltech.edu/ ∼ ebraheem/Research/ biomotion.htm. To ensure high fidelity tracking, our algorithm monitors the current variance in the state estimate at each time step. If a state parameter variance grows beyond a specified threshold, the algorithm pauses, and allows the user to inspect the current estimate. If the estimate is accurate based on visual inspection, the user can restart the algorithm. If the estimate needs refining, the user can manually correct the model location. The rare tracking failures typically occur when both the head and tail of the worm remain occluded for more than a few frames.
The algorithm is written in MATLAB R , utilizes parts of [9] in its implementation, and operates in a batch off-line mode. It currently tracks two worms at a rate of 2 frames per minute on a Pentium IV 3.0GHz machine. For the behavioral assays this algorithm is designed to support, accuracy, not speed, is the primary target. Future implementations in C++ are likely to achieve much faster computation time.
Research into the genetic basis of mating behavior mainly involves studying the male motion. Fig. 5 shows kinematic parameters of a male wild-type worm estimated from the first video sequence. The velocity of the worm's motion and the time evolution of its shape are both important measurements in quantifying behavior.
VI. CONCLUSION
This paper demonstrates a new algorithm for tracking multiple C. Elegans (or other worm-like creatures) during complex behavior. A detailed geometric model of the worm is combined with a Central Difference Kalman Filter to perform nonlinear estimation of the model parameters. The results show stable tracking of the worms even during occlusions. Future work will make the tracker more robust to extended occlusions observed during mating and facilitate the classification of various male phenotypes based on the extracted kinematic parameters. Tracking sequence using the proposed tracker. See wormmating07demo1.mpg for details
