Abstract-This paper deals with the design and evaluation of three controllers based on backstepping and different adaptive control schemes, which are applied to the motion control of a nonlinear 3 degrees-of-freedom model of a marine surface vessel. The goal is to make a comparative analysis of the controllers in order to find out which one has the best performance. The considered controllers are: Adaptive backstepping, backstepping with composite concurrent learning and backstepping with cascaded concurrent learning. Numerical simulations are performed for target tracking along an elliptic path, with uncertain vessel model parameters. Motion control performance is evaluated by performance metrics such as IAE and a novel metric named IAEW-WT which combines control accuracy, energy use and actuator wear and tear in one single metric.
I. INTRODUCTION Automated motion control of marine surface vessels has been a research topic since the early 20th century. In recent years, the research has expanded from control of manned vessels to also include unmanned vessels. Challenges include uncertain nonlinear hydrodynamics and external disturbances, since the ocean is an unreliable environment with nonlinearities and unpredictable events. The hydrodynamic forces are often modelled with hydrodynamical coefficients. However, it is typically only a few of these coefficients that can be found. External disturbances such as waves, wind and current are also difficult to measure. Hence, it is important to develop adaptive and robust control algorithms, which can deal with these model uncertainties and external disturbances in a precise and energy-efficient manner.
An overview of some of the recent developments of stateof-the-art adaptive control methods are given in [1] , [2] , [3] and [4] . In [5] , a comparative analysis of various adaptive controllers is made in order to investigate which one has the best control performance by using performance metrics.
An adaptation method which has received attention in recent years is concurrent learning (CL). In [6] , it is shown that for an adaptive controller which uses both recorded and instantaneous data concurrently for adaptation, a verifiable condition on linear independence of the recorded data is sufficient to guarantee exponential convergence of the tracking and parameter errors. Concurrent learning is combined with a model reference adaptive control (MRAC) algorithm to improve the trajectory tracking performance of a quadrotor in [7] . The tracking performance is compared against a traditional MRAC algorithm and a standard PID controller using the root mean square error. In [8] , a concurrent learning MRAC method is developed for handling linear uncertain dynamical systems, where the sign of the control signal and parameters of the control allocation matrix are unknown.
This paper is based on the work in [9] . Here, we suggest new adaptivce control approaches by combining the concurrent learning concept from [6] with a traditional backstepping controller. The tracking performance is compared against the standard adaptive backstepping controller [10] as a benchmark controller. Simulation results are made using a fully actuated 3 degrees-of-freedom model of a marine surface vessel [11] . The results show that the adaptive controller based on concurrent learning achieves better and more energy-efficient tracking performance than the benchmark controller. However, the CL controllers require acceleration measurements which the benchmark controller does not.
The structure of this paper is as follows: A mathematical vessel model and assumptions are presented in Section II; Section III presents the design of the considered adaptive controllers for a vessel with model uncertainties; Section IV includes simulation results and performance evaluation; while Section V concludes the paper.
II. MARINE SURFACE VESSEL MODEL
The motion of a surface vessel can be represented by the pose vector η = [x, y, ψ] ∈ R 2 × S and the velocity vector ν = [u, v, r] ∈ R 3 , where S ∈ [−π, π]. Here, (x, y) represents the Cartesian position in the local reference frame, ψ is the yaw angle, (u, v) represents the body-fixed linear velocities and r is the yaw rate. The 3 degrees-of-freedom dynamics of a surface vessel can be stated as [12] :
where
is a rotation matrix R ∈ SO(3), and where M , C(ν), D(ν) and τ represent the inertia matrix, Coriolis and centripetal matrix, damping matrix and control input vector, respectively. The system matrices are assumed to satisfy
However, there are uncertainties associated with these system matrices. This paper will base the relationship between the real and considered system matrices upon the assumption made in [13] , where all the inertia coefficients and some of the hydrodynamic coefficients are assumed to be known, which changes (2) to
Here,
is the known part of D(ν)ν, while
are the regressor matrix and the vector of unknown parameters, respectively, such that
Additionally, it is assumed thatφ * = 0, i.e., the uncertainties are constant or slowly varying relative to the vessel dynamics. It is furthermore assumed that the pose vector η and velocity vector ν can be measured. Finally, it is assumed that there are no magnitude or rate saturation constraints for the control input τ .
III. CONTROLLER DESIGN
The control objective is to makeη(t) = η(t) − η t (t) → 0 as t → ∞, where η t (t) = [x t (t), y t (t), ψ t (t)] ∈ R 2 × S represents the pose associated with a target point, which is C 2 and bounded. The motion of the target is typically defined by a human or generated by a guidance system.
In this section, we will start by designing a benchmark controller based on a standard adaptive backstepping controller, and subsequently extend and change it by incorporating the concurrent learning concept in two different ways.
The backstepping controller design is divided into two stages, including the definition of state variables and deriving the control laws through control Lyapunov functions (CLFs). The design is based on the backstepping method, which has been applied in e.g. [5] and [14] .
For notational simplicity, the time t is omitted in the following.
A. Adaptive Backstepping Control
Start by defining the error variables z 1 and z 2 :
where α ∈ R 3 is a so-called stabilising function, which can be interpreted as a desired velocity and which is to be designed later. 1)
Step 1: Choosing the positive definite CLF
the derivative of V 1 with respect to time along the z 1 -dynamics giveṡ
is a skew-symmetric matrix satisfying z 1 S (r)z 1 = 0, which givesV
Using (10), the CLF becomeṡ
where the stabilising function can be chosen as
with K 1 > 0, which results iṅ
and the z 1 -dynamics becomeṡ
2)
Step 2: The z 2 -dynamics can be written as
where the time derivative of (16) becomeṡ
The CLF for both z 1 and z 2 is then defined as
and S(r) = S for notational brevity, the derivative of (21) becomesV
The control input can be chosen as
where K 2 > 0, which results iṅ
which makes the origin of the z-dynamicṡ
uniformly globally exponentially stable (UGES).
3)
Step 3: The parameter ϕ * is however unknown and must be estimated asφ. The CLF is therefore expanded to
where Γ ϕ > 0 is the adaptation gain andφ = ϕ * −φ. Hence, the control law in (23) is modified to
such that it uses the estimated parameterφ instead of the real parameter, which changes the derivative of (21) tȯ
The derivative of (27) then becomeṡ
where the assumption that ϕ * is constant or slowly varying relative to the vessel dynamics, has been applied. Hence, the adaptation lawφ
is chosen, which results iṅ
4) Stability Analysis:
The total closed-loop dynamics becomė
It can hence be concluded that the origin of the error system (z 1 , z 2 ,φ) is uniformly globally asymptotically stable (UGAS) by utilising Theorem A.6 from [12] .
B. Concurrent Learning Backstepping
Concurrent learning is an adaptation concept based on the intuition that if the recorded data is sufficiently rich, i.e., there is a linear independence in the data, concurrent learning adaptation can be used to estimate true values without the need for persistency of excitation in the instantaneous data. However, Condition 1 from [6] needs to be fulfilled:
The recorded data has as many linearly independent elements as the dimension of the regressor matrix Ω(
If Condition 1 is satisfied for the regressor matrix Φ, the adaptation law (31) can be changed tȯ
where j ∈ {1, 2, ...p} denotes the index of a recorded data point x j = [η j , ν j ] and Φ j is the regressor matrix evaluated at point x j , while is an approximation error defined as
and it is assumed that the acceleration vectorν can be measured. Hence,(35) is a composite adaptation law since it both uses the control error z 2 and the approximation error to update the estimate of the uncertainties, see [15] . By combining the control law (28) and the new adaptation law (35), the derivative of (27) becomeṡ
Note that p j=1 Φ j Φ j > 0 due to Condition 1. Hence, it can be shown that the origin of the error system (z 1 , z 2 ,φ) is UGES by utilising Theorem 4.10 from [16] .
2) Cascaded Adaptation Law: We can also change (35) tȯ
such that the adaptation dynamics are in cascade with the controller and only uses the approximation error to calculate the estimate of the model uncertainties. Hence, (40) is no longer a composite adaptation law since the control error z 2 has been replaced by the approximation error .
In this case, it can be concluded that the origin of z 1 and z 2 is UGES when seeingφ as an input withφ = 0. Consequently, it can be concluded by Lemma 4.6 from [16] that the subsystem (32) and (33) is input-to-state stable (ISS).
Using the CLF
it can be shown that the origin of the adaptation error dynamicsφ becomes UGES when using (40). The total closed-loop dynamics now becomė
Since the stability of the origin of the z 1 and z 2 subsystem in (42) and (43)is UGES forφ = 0, and utilising Theorem 2.1 from [17] , it can be concluded that the origin of the total system (z 1 , z 2 ,φ) is UGES.
3) Data Storage Algorithm: From (40), the convergence rate is related to the summation of the stored data. The concurrent learning gives the option of choosing which data to store for this summation. An algorithm is therefore chosen such that the data stored is diverse, which ensures full rank of the matrix Z from Condition 1.
The data window algorithm, described in Algorithm 1, works like a queue with a constant number of matrices, such that if a new measurement is sufficiently different from the previous one, then the new regression matrix is stored and the oldest regression matrix is rejected. This section starts with describing the vessel model, followed by the target motion, initial states and control parameters used in the simulations. Subsequently, performance metrics used to evaluate the the control performance are defined. Finally, the simulation results are presented and discussed.
A. Simulation Setup 1) Vessel Model Parameters:
The model-scale ship Cybership Enterprise I, with parameters from [11] , will be used to test the performance of the adaptive controllers through numerical simulations in Matlab. Cybership Enterprise I is a 1:70 scale replica of a supply ship, with a length of L = 1.105 (m). It is fully actuated with two Voith-Schneider propellers aft and one bow thruster.
The model parameters for the vessel are chosen as shown in Table I .
2) Target Motion, Initial States and Control Parameters: For an elliptic target motion, the target pose η t (t) is derived from
andθ
The reference target has a constant speed v t = 0.15 (m/s). For the full-scale vessel, this corresponds to 1.275 m/s using the Bis scale [12] . By taking the time derivative,η t (t) and η t (t) can be found. Table II are obtained after iterative tuning, since it is assumed that there are no magnitude or rate saturation constraints for the control input τ . It should be noted that all of the adaptive controllers use the same gain matrices. The data window was chosen to have a size of 10 such that it both uses recorded and instantaneous data and at the same time does not require a large amount of computational power. 8, 8, 8, 4, 8, 8, 8, 8 The initial values for the estimated model parameters arê ϕ(0) = 0 12×1 .
3) Performance Metrics: To evaluate and compare the performance of the control algorithms, performance metrics must be defined and used. These include the integral of the absolute error (IAE) for a chosen error metric. For this, we will use the norm of the pose error e, which can be calculated by
The IAE is then calculated as
which simply describes the temporal evolution of the absolute value of the error without adding any weight to the error. Finally, we will use combination of the integral of the absolute error multiplied by the energy consumption (IAEW), which was proposed in [5] and evaluate the property of how smooth the controller is by how fast τ is changing, thus includingτ . If the control input is smooth, it is more realistic that "wear and tear" of the actuator is reduced. Multiplying all these effects together gives the metric integral of the absolute error with work, wear and tear (IAEW-WT), which was proposed in [9] and is defined as
represents the mechanical power. We compute the change of control input asτ
where h is the sample time.
B. Simulation Results
In the following plots, AB refers to the adaptive backstepping controller, CL-CO refers to the concurrent learning backstepping controller with the composite adaptation law, while CL-CA refers to the concurrent learning backstepping controller with the cascaded adaptation law.
In Fig. 1 , the vessel and target pose outlines are plotted to show the transient convergence behavior. Here, the blue outline represents the AB-controlled vessel, the dash-dotted black outline represents the CL-CO-controlled vessel, the dash-dotted green outline represents the CL-CA-controlled vessel, while the red solid outline represents the target. It should be noted that the outlined vessels have been scaled down for increased readability of the figure. Here, it can easily been seen that CL-CA controller has a better control performance than the two others. Fig. 2 illustrates the normed pose error e scaled by the vessel length L, showing that all controllers are able to converge to a neighbourhood of the target, which is due to the fact that the assumptionφ * = 0 is not satisfied. It is worth noting that the introduction of cascaded concurrent learning leads to faster convergence despite identical gain matrices K 1 , K 2 and Γ ϕ for all the controllers.
The phase-portrait relation between the normed error variables z 1 and z 2 is shown in Fig. 2b . Here, we can see that the controller with cascaded concurrent learning is able to reduce the initial increase in z 1 marginally faster than the standard adaptive backstepping controller and the composite concurrent learning, and achieve a sharper trajectory toward the origin of the z-dynamics. In Fig. 3a , the normed control input of the controllers is shown. In addition, the feedforward, feedback and adaptive parts of the normed control input are plotted separately in Fig 3b, 3c and 3d , where
Note that Fig. 3a-d only show the first 100 seconds of the simulation. It is hard to distinguish the normed control input of the controllers in Fig. 3a . However, by splitting the signal into its components (54)-(56), it can be seen that the adaptive backstepping controller uses most energy in the feedback part of the control law, while the concurrent learning backstepping controllers use most energy in the feedforward part. In addition, Fig. 3d shows that the CL-CA controller also uses significant energy in the adaptive part of the control input.
In Fig. 4 , the normed error between the real and the estimated damping forces is shown, where
Here, the CL-CA controller has the fastest convergence rate. However, the CL-CO controller has a good convergence rate in the beginning, but after some time it starts to diverge from zero, which affects the pose error, see also Fig. 2a .
We have yet to find out why this happens. Fig. 5 display the curves of the performance metrics IAE and IAEW-WT for the normed pose error. The figure indicates that the cascaded concurrent learning concept improves the tracking performance. In particular, Fig. 5a shows that the CL-CA controller has the fastest transient response since it quickly establishes the smallest IAE value. In addition, Fig.  5b shows that this controller has a significantly smaller value for the combined control accuracy, energy use and actuator wear and tear, thus achieving the best overall performance for this scenario.
V. CONCLUSION
This paper uses the adaptive backstepping controller as a benchmark controller to evaluate the control performance of two different combinations of the concurrent learning concept with the traditional backstepping controller: A concurrent learning backstepping controller with a composite adaptation law and a concurrent learning backstepping controller with a cascaded adaptation law. Simulations are conducted with a nonlinear 3 degrees-of-freedom model of a marine surface vessel, showing the considered controllers have a good tracking performance and the ability to adapt for model uncertainties. The simulations also show that the concurrent learning backstepping controller with cascaded adaptation has the best control performance and is better at handling uncertainties than the other two controllers. adaptation algorithm such that it does not require acceleration measurements. Also, it is desirable to investigate why the composite concurrent learning starts to go into a limit cycle and try other concurrent learning adaptation algorithms which might further improve performance. Finally, it is desirable to verify the results experimentally by implementing and testing the controllers on a model-scale vessel.
