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Abstract
This thesis presents and discusses the possibility of the use of online model predictive control as
the control strategy, embedded in an educational device from National Instruments. The work
considers the use of different optimization solvers and code generators, which have come out
in recent years by the academia, to control a four-tank pilot plant located in the Institut de
Robo`tica i Informa`tica Industrial, CSIC-UPC.
The mathematical model of the system, used to implement the optimization-based controllers,
includes nonlinear dynamics, whereby two approaches have been discussed and implemented:
linearizing the model around an operating point to design a linear predictive controller, and using
the original nonlinear dynamics to design a nonlinear predictive controller. The experiments
performed for the case studied shown the suitability of the obtained model to be used in the
linear case, while less accuracy is obtained in the nonlinear case due to the approximation of the
dynamics previously reported in the literature.
Moreover, a possible implementation and embedding procedure for the designed controllers are
both presented and discussed in detail. For the given implementation, an assessment between
the solvers embedded in the real-time device is done, giving an evaluation of the suitability of
each solver in the considered scenarios.
Finally, this work opens different ways of future work not only in the adaptation of the dynamic
model of the case studied, but also in the optimization of the software codes generated to design
the real-time controllers.
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Notation
In this dissertation, scalars are denoted with lower case letters (e.g., a, b, c, . . . ), matrices are
denoted with upper case letters (e.g., A, B, . . . ), sets are denoted with upper case blackboard
bolt letters (e.g., X, R, . . . ) and sets of constraints are denoted with upper case calligraphic
letters (e.g., X , U , . . . ). Moreover, some of the most used acronyms along this dissertation are
collected for consulting purposes.
Operators and Relations Symbols
∈ belongs to
⊂ proper subset
⊆ subset
:= definition
∀ for all
→ mapping between two sets
× cartesian product
∗ optimum
Sets and Spaces
R set of real numbers
Rn set n-dimensional of real numbers
Rn×m set of n by m matrices with real entries
N set of natural numbers (non negative)
X set of admissible states
U set of admissible control actions
I identity matrix
Control Theory
x state
u control input
u control input vector
nx number of states
nu number of inputs
ix
x Notation
Acronyms
MPC model predictive control
LMPC linear model predictive control
NMPC nonlinear model predictive control
QP quadratic programming
NLP nonlinear programming
FPGA field-programmable gate array
PLC programmable logic controller
DTIS discret time-invariant system
DLL dynamic-link library
OCP optimal control problem
Chapter 1
Introduction
1.1 Motivation
Numerous modern control approaches depend on solving an optimization problem that is up-
dated with information of the system, which progresses in time, while dealing with real-time
control constraints. In this context, real time (in the control context) refers to the fact that,
to apply the control signal, it must be taken into account that there is a small time window to
gather the data from the system, compute the control signal, and, finally, update the system.
The key issue therefore is how to deal with this time window since, if not done with caution,
the optimization problem embedded in the control device may be out of date in the face of the
evolution of the real system if the controller is delayed, or perform unnecessary calculations if the
controller is advanced. The suitability of a controller should not be evaluated just in a single op-
timization from the optimality sense, but should be evaluated according to the controller-system
behavior over time [23].
One of the optimization-based control techniques that has captured the interest, both from
academia and industry, has been model predictive control (MPC). This technique allows to deal
with (i) multivariable systems, (ii) optimal inputs and (iii) system constraints [29]. This control
approach usually involves the resolution of a Quadratic Programming (QP) problem. This type
of problem has been extensively studied by the academia and, as a result, numerous resolution
solvers have been presented and, due to the computational speed of the used algorithm, MPC
can be embedded in either a microcontroller or an field-programmable gate array (FPGA) to
solve online optimization problems managing to meet the real-time constraints. Lately, a lot of
open-source solvers have been introduced by researchers, e.g., CVXGEN, FORCES, FiOrdOs,
qpOASES. Moreover, some of these solvers are also code generators with the goal of providing
optimized code to build embedded applications [24].
The MPC controller can be implemented in two different ways: the explicit and online way.
Explicit MPC prevents the need of solving an optimization problem online to compute the
control signal at each time instant, allowing to solve oﬄine the optimization problem for a range
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of operating conditions of interest [4]. Usually, this MPC approach ends up by mapping the
system dynamics into a table of linear gains. With this method, the most costly computational
operation (the solution of the optimization problem) is done oﬄine without the need for the
embedded controller to solve online the optimization problem at each time instant.
On the other hand, online MPC should solve an optimization problem at each step, which
requires an important computational power. To deal with this problem, the academia has focused
on mathematical algorithms to solve QP problems in a reliable and fast way, e.g., [38][41][12].
Embedded optimization, used to design and implement real-time MPC controllers, is becoming
a frequent approach in different industrial applications, e.g., robotics, automotive, aerospace.
For example, in [6] an energy management approach using MPC for hybrid vehicles is proposed.
In [13], a control of a step-down DC-DC converter using an hybrid model and solving a con-
strained optimal control is proposed. Besides microprocessors and FPGAs, programmable logic
controllers (PLCs) have been studied for the implementation of optimization-based controllers
given their ability to work in harsh industrial and environmental conditions, e.g., [20] implements
an online linear MPC controller embedded in a PLC to control a pilot-scale distillation column.
1.2 Thesis Objectives and Scope
This thesis focuses on investigate the practical feasibility of embedding an online MPC problem
on an educational device composed of both an FPGA and a processor from National Instruments,
using the optimization tools that have been coming out from the academia part. Therefore, the
main goal of this thesis is the comparison between different academic solvers for the MPC
problem implementation (which use different optimization algorithms), and their computational
time as well their possibility and suitability to be used in the industry.
To achieve this goal, some specific objectives must be met:
1. Explore the state of the art on the implementaion of MPC controllers.
2. Perform the identification of the plant process to be controlled.
3. Compare the different solvers used to solve the optimization problem behind the MPC.
4. Compare the results from linear and nonlinear strategies.
1.3 Outline of the Thesis
This dissertation is organized as follows:
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Chapter 2
This chapter introduces the necessary background on MPC in a generalized way, as well as the
current state of the art in terms of embedded optimization and new directions of investigation
that are being carried out in this context.
Chapter 3
This chapter presents the case studied throughout this dissertation and possible ways to im-
plement the MPC controller given the model dynamics. Specifically, in this chapter the math-
ematical model used to design the MPC controller is presented along with the possible MPC
controller designs. Moreover, the two optimal control problems (OCP) solved behind the MPCs
implemented are introduced, with some background on quadratic programming (QP) problems,
the resolution of which is usually associated with the solution of the optimization problem behind
the MPC controller.
Chapter 4
This chapter analyses the tools used in this dissertation to solve and implement a real-time on-
line MPC controller. Briefly, the numerical resolution algorithms of each tool are described, as
well as references are given to obtain a more detailed view of them. Moreover, the different con-
trollers design are presented along with simulation results. Besides, the nonlinear identification
procedure carried out is explained as well as the parameters obtained during it are given.
Chapter 5
This chapter presents the experimental setup used to implement the controllers designed in
Chapter 4. Specifically, it introduces the real-pilot plant used along with the device used to
embed the controllers. Moreover, the embedding process is explained in detail describing the
steps that have been followed as the files and programs used for this purpose. Finally, the
experimental results are presented and discussed, along with an assessment between solvers.
Chapter 6/Chapter 7
This chapters present the budget and the environmental impact, respectively.
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Chapter 8
The final chapter presents the concluding remarks and the summary of the main results obtained.
Additionally, the contributions made by this dissertation are presented as well as possible direc-
tions of further work that can be followed in a subsequent PhD thesis.
Chapter 2
Background
This chapter presents the fundamental thoughts and a literature survey of the diverse topics that
this thesis joins to create and implement an MPC controller. Moreover, a survey on embedded
optimization is presented along with research topics that are of interest today. For further
points of interest displayed in this section, the reader is encouraged to resort the given reference
bibliography.
2.1 Fundamentals of Model Predictive Control
Model Predictive Control (MPC), also known as Receding Horizon Control (RHC), is a technique
for acquring a feedback control law from learning about the open-loop control to mesure the
current states and compute very quickly, for this open-loop, a control function [25].
The main idea of this control technique is to solve repeatedly an optimization problem based
on available measuraments and compute a set of optimal inputs (result from the optimization
problem) but only the first input of this set is applied to the system (receding horizon idea).
The basic idea and the notation used in this dissertation is explained briefly.
2.1.1 Basic Idea
Model predictive control (MPC) relies on the idea of using a dynamic model of the plant intended
to be controlled to predict the system behavior and optimize it to obtain the best possible decision
towards reaching a control objective while satisfying system constraints [37]. The model is,
therefore, a central key for this control technique, and the final performance of the controller relies
on the model used since it can be deterministic or stochastic, linear or nonlinear, continuous or
discrete or hybrid. The choice of one model or another resides on the computational possibilities
and the accuracy level wanted. Normally, the models used in simulations are intended to be
the most accurate as possible while the models used in control normally are not that accurate
because of computational aspects.
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Figure 2.1: Receding Horizon Control idea. Taken from [7].
To compute the best possible decision, a cost function is defined. This cost function is used to
define the goals that the controller needs to achieve, e.g., tracking a set-point or minimizing the
use of a resource. Therefore, the optimal input minimizes the cost function: at the current time
k, an optimization problem is solved along a finite prediction horizon and a set of control signals
is calculated, but just the first control input of the optimal sequence is applied (receding horizon
idea) [29]. The main idea behind this algorithm is shown in Figure 2.1.
2.1.2 General MPC Problem Formulation and Receding Horizon Strategy
The optimal control problem (OCP) behind the MPC, without loss of generality, is one of the
form of the following optimization problem:
minimize
uk|k, . . . , uk+Hp−1|k
Hp−1∑
i=0
li(xk+i|k, uk+i|k),
subject to xk+i+1|k = f(xk+i|k, uk+i|k), Dynamics model of the system,
xk|k = xk, Current State,
(xk+i|k, uk+i|k) ∈ X× U, Constraints, ,
xk+Hp|k ∈ Xf , Terminal Constraint,
(2.1)
where k ∈ N0 is the current time instant, Hp ∈ N+ is the prediction horizon, i ∈ NHp−10 is the
prediction time step ahead of the current time instant, xk ∈ Rnx is the system state, uk ∈ Rnu
is the control input, and f : Rnx × Rnu → Rnx is the system evolution. Moreover, X ⊂ Rnx and
Implementation of optimization-based controllers for industrial processes 7
U ⊂ Rnu are the set of admissible states and control inputs, respectively. Similarly, Xf ⊂ Rnx is
the set of admissible terminal states.
At each time instant, the MPC problem utilizes a framework model and all accessible infor-
mation (present and past) to foresee the system future evolution to calculate (solving an OCP,
subject to system constraints) an arrangement of future actions, and applying only the first
control action calculated of this sequence (see Algorithm 1).
Algorithm 1 Receding Horizon Strategy
1: measure the state xk at the time k
2: compute u∗k(xk) :=
[
u∗>k|k, . . . , u
∗>
k+Hp−1|k
]>
3: apply the first element u∗>k|k to the system
4: proceed to time step k + 1
5: go to 1
2.2 Embedded Optimization
Embedded optimization refers to the fact that the optimization problem to be solved is deeply
inserted in the application and no human is in the loop. In these applications, the optimization
is used to make automatic real-time decisions with no human intervention. Embedded real-
time optimization boosts new threats: it requires new solution trustworthy methods to solve
optimization problems consuming the minimum time and memory resource as possible and
devices capable of running the designed controllers at high frequencies [5].
Embedded optimization usually involves a sequence of optimization problems that are solved
while the data of the optimization problems is updated through the measurements of the real
process that evolves in time. The optimization algorithms or solvers embedded that are re-
sponsible for solving the optimization at each time instant, capable to meet the computational
constraint of the device and the real-time constraint of the process, are an area of research with
great interest.
Since embedded solvers will be used, it is necessary to highlight the the main differences between
general solvers and embedded solvers:
 The general solvers are usually optimized for large problems while the embedded solvers
normally are made to solve smaller problems.
 General solvers have to deliver high accuracy while the others can deliver lower accuracy
due to the fact that they have to run the algorithm normally with real-time deadlines.
 General solvers cannot usually handle real-time applications, therefore these solvers are
used for simulation purposes.
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General solvers, as Gurobi, CVX, normally have an easier way to implement the application
problem with a high-level modeling language while the embedded solvers, with the real-time
constraint, cannot handle with high-level languages.
To facilitate the task of embedding the controller, a variety of code generators have emerged,
e.g, CVXGEN, FiOrdOs, ACADO, from the efforts of the control academia. The idea behind
the code generation is to spend time generating the code but saving, hopefully the same (or
more) amount of time spent, solving problem instances.
Automatic code generation is used to implement numerical algorithms that will be used in em-
bedded controllers, specifically in this dissertation optimization-based controllers are discussed.
This technique is based on that in an optimization problems of a fixed size, the same optimiza-
tion problem is solved only varying the data of the problem, which will normally come from the
reads of the real system.
This type of solvers are a reality nowadays. Some of them are under the General Publice License
(GPL), wich guarantees end users the freedom to run, study, share and modify the software,
e.g.,
 ACADO Toolkit: developed at the Optimization in Engineering Center (OPCTEC) of the
Katholieke Universiteit Leuven (KU Leuven) by Boris Houska and Hans Joachim Ferreau,
among others. Used to solve the Nonlinear Model Predictive Control (NMPC) in this
thesis.
 CVXGEN: developed at the Stanford University by Jacob Mattingley and Stephen Boyd.
Used to solve and implement the Linear Model Predictive Control (LMPC) in this thesis.
 FiOrdOs: developed at the ETH Zurich by Fabian Ullmann and Stefan Richter. Used to
solve and implement the Linear Model Predictive Control (LMPC) in this thesis.
 qpOASES: developed at the Optimization in Engineering Center (OPCTEC) of the Katholieke
Universiteit Leuven (KU Leuven) by Hans Joachim Ferreau. Used to solve and implement
the Linear Model Predictive Control (LMPC) in this thesis.
 FORCES Pro: spin-off from the ETH Zurich. Commercial software. Not used in this
thesis.
 CVXPY: developed at the Stanford University by Steven Diamond and Stephen Boyd.
Not used in this thesis.
Moreover, along with the development of these numerical algorithms (embedded solvers) and
code generators, the growth of computational capabilities allows to apply optimization-based
controls that previously could not be implemented. The emergence of these devices, with higher
computational capabilities, opens new fields of research, e.g., regarding the FPGAs different
programming languages are being developed to translate the controller into digital circuits with
better performance in terms of speed [39] in front of widely used object-oriented high-level
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languages such as LabVIEW or MATLAB in which there is a trade-off by which facilitates the
creation of the digital circuit of the FPGAs by means of a high-level programming language
but it loses quaility in the digital circuit genereated, which has an impact on the controller
performance with respect to the execution time.
This dissertation deals with the practical implementation of embedded controllers using a high-
level language, in this case LabVIEW, which will be used to implement different embedded
solvers without going to discuss the quality of the digital circuit generated. In fact, the controller
in this dissertation is embedded in the processor of the device and the FPGA of the device only
controls its inputs and outputs.
Embedded systems is an area of interest in the research, e.g., real-time operating systems [17],
innovative computer architectures regarding distributed or fault tolerant concepts, industry ap-
plications. For example, some of the best European universities have consolidated research
groups on embedded optimization, e.g., ETH Zurich, Imperial College of London, KU Leuven.
These groups, apart from others, are part of an European project named Training in Embedded
Predictive Control and Optimization (TEMPO) via the Marie Curie Initial Training Network.
This project “addresses the needs of European companies and society for embedded control
technology”, making contributions in embedded systems in the European industry.
2.3 Summary
This chapter has presented the fundamental background on MPC and a brief and general survey
on embedded optimization, pointing out some research directions of interest nowadays. This
chapter also includes the most important aspects that are considered necessary to know a priori
to understand the later chapters of this dissertation. For instance, Chapter 4 uses the formulation
for the MPC previously exposed along with this chapter.

Chapter 3
Problem Statement
This chapter presents the problem studied along the entire thesis from its formulation to pos-
sible ways of implementing the MPC controller given the system dynamics. Remind the MPC
formulation used in Chapter 2 since that will be used as well in this chapter.
3.1 Case Study: The Quadruple-Tank Process
The problem studied throughout the realization of this thesis is the Quadruple-Tank Process,
presented by Karl Johansson [22] as a multivariable control process, ideal for educational pur-
poses. The quadruple-tank setup consists of four interacting tanks, two pumps, four level sensors
and two valves (three-way valves) as shown in Figure 3.1. The goal is to control the water level
of the two lower tanks (Tank 1 and Tank 2) while the inputs of the process are the voltages
applied to the pumps (v1 and v2). Tanks 1 and 2 are positioned below Tanks 3 and 4 and receive
water from these latter by the gravitational action. A reservoir placed below Tanks 1 and 2
serves to accumulate the water from the tanks while the two pumps extract water from it. The
water flow is split by two three-way valves whose position gives the ratio of how the flow rate is
divided between upper and lower tanks.
The dynamic model is the result of applying mass balances and Bernoulli’s law [22] and is
represented by the following continuous-time differential equations:
dh1(t)
dt
= − a1
A1
√
2gh1(t) +
a3
A1
√
2gh3(t) +
γ1k1
A1
v1(t), (3.1a)
dh2(t)
dt
= − a2
A2
√
2gh2(t) +
a4
A2
√
2gh4(t) +
γ2k2
A2
v2(t), (3.1b)
dh3(t)
dt
= − a3
A3
√
2gh3(t) +
(1− γ2)k2
A3
v2(t), (3.1c)
dh4(t)
dt
= − a4
A4
√
2gh4(t) +
(1− γ1)k1
A4
v1(t), (3.1d)
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Tank 3 Tank 4
Tank 1 Tank 2
y1 y2
y3 y4
Pump 1 Pump 2
v1 v2
Figure 3.1: Schematic diagram of the quadruple tank process
where
Ai cross-section of Tank i,
ai cross-section of the outlet hole of Tank i,
hi water level of Tank i,
g acceleration of gravity,
γi constant of Valve i,
ki gain of the pump i.
The model behavior, as shown by the dynamic equations in (3.1), shows nonlinear dynamics.
This fact leads to have two possible ways of solution to solve the control problem: linearizing
the system at an operating point and applying linear theory control, in this case Linear Model
Predictive Control (LMPC), or implementing a Nonlinear Model Predictive Control (NMPC)
based on the model in (3.1).
3.2 Controller Statement: Ways of Design
The first discussion is about the dynamics models used in this thesis from the general difference
equations model
xk+1 = fk(xk, uk), (3.2a)
yk = h(xk, uk)), (3.2b)
x(k0) = x0, (3.2c)
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where xk ∈ Rnx are the states, uk ∈ Rnu are the inputs and yk ∈ Rp are the outputs. The
initial condition in (3.2c) specifies the state value at k = k0, normally the initial time will be at
zero as a corresponding initial condition for the system [37].
In this thesis, just Discrete Time-Invariant Systems (DTIS) will be considered. This means
that a DTIS does not depend explicitly on time, and this fact occurs as long all the problem
formulation does not depend explicitly on time, i.e., model of the system, cost function and the
constraints need to be independent of time [29].
3.2.1 Linear Model Predictive Control
If the general formulation for any dynamics model from (3.2) is recalled, a linear model (using
state representation) formulation could be
xk+1 = Axk +Buk, (3.3a)
yk = Cxk +Duk, (3.3b)
xk0 = x0, (3.3c)
where A ∈ Rnx×nx , B ∈ Rnx×nu , C ∈ Rp×nx , D ∈ Rp×nu are time-invariant matrices defining
the dynamics of the system.
With the aim of applying linear control theory, the model described by (3.1) has to be linearized
into the form of linear equations. Therefore, the variables xi := hi − h0i and ui := vi − v0i are
introduced, where
[
h0i v
0
i
]>
is the operating point around which the linear model is considered
valid. The linearized continuous-time state-space representation is then
dx(t)
dt
=

− 1T1 0 A3A1T3 0
0 − 1T2 0 A4A2T4
0 0 − 1T3 0
0 0 0 − 1T4
x(t) (3.4)
+

γ1k1
A1
0
0 γ2k2A2
0 (1−γ2)k2A3
(1−γ1)k1
A4
0
u(t), (3.5)
y(t) =
[
1 0 0 0
0 1 0 0
]
x(t), (3.6)
where
Ti =
Ai
a1
√
2h0i
g
, i = 1, . . . , 4. (3.7)
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From now on, the plant will be assumed as discrete linear model and the cost function and con-
straints from the MPC formulation are quadratic and linear inequalities, respectively. Recovering
the MPC formulation used in the Chapter 2, the LMPC problem implemented is
minimize
uk|k, . . . , uk+Hp−1|k
Hp∑
i=1
||xk+i|k − xr||Q +
Hc−1∑
i=0
||uk+i|k||R
subject to xk+i+1|k = Axk+i|k +Buk+i|k,
uk+i|k ∈ U ,
xk+i|k ∈ X ,
(3.8)
where xr ∈ Rnx is a constant desired set-point. Matrices Q ∈ Rnx×nx and R ∈ Rnu×nu are
penalization weights assigning prioritization for the control objectives. Both states and inputs
are subject to some physical and operating constraints defined as X , {x ∈ Rnx : x ≤ xk ≤ x¯ ∀k}
and U , {u ∈ Rnu : u ≤ uk ≤ u¯ ∀k}, respectively where x and x¯ correspond to the lower and
upper limits for the states, respectively. Similarly, u and u¯ are the lower and upper limits for the
control signals, respectively. Moreover, Hp and Hc refer to the prediction and control horizons
respectively. It is assumed that each state is measurable, if not, an state observer should be
implemented.
Normally, for implementation purposes, it is preferred to have the predictions expressed in terms
of ∆uk+i|k (slew rate) rather than uk+i|k, where ∆uk+i|k is defined as
∆uk+i|k = uk+i|k − uk−1. (3.9)
This means that the change in the input will be penalized, from the previous iteration, rather
than penalizing the input itself.
The OCP, therefore, will be defined as
minimize
uk|k, . . . , uk+Hp−1|k
Hp∑
i=1
||xk+i|k − xr||Q +
Hc−1∑
i=0
||∆uk+i|k||R
subject to xk+i+1|k = Axk+i|k +Buk+i|k,
uk+i|k ∈ U ,
xk+i|k ∈ X ,
(3.10)
where all the variables keep their meaning as defined in the previous OCP and ∆uk+i|k ∈ Rnu .
It is important to notice that this OCP, performing some mathematical changes, can be expressed
as a Quadratic Programming (QP) problem of the form,
minimize
z
1
2
z>Hz + g>z
subject to alb ≤Λz ≤ aub,
(3.11)
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where H ∈ R(nx+nu)×(nx+nu) is the Hessian matrix defined as semi-definite positive, i.e., it
defines a convex optimization problem and, therefore, any locally optimal solution is also a
globally optimal [5], and z ∈ Rnx+nu is the decision vector defined as z = (x> u>)>. Moreover,
alb, aub ∈ Rnx and Λ ∈ Rnx×(nx+nu) define the feasible set and g ∈ Rnx+nu is the gradient vector.
Depending on how the Hessian matrix H is defined, the problem will be either convex or not. To
ensure the convexity of the problem, H must be defined as definite or semi-definite positive. This
is vitally important since any locally optimal point of a convex problem is (globally) optimal [5].
Solving QP instances is the method used in this thesis for resolving the OCP by using specialized
solvers.
3.2.2 Nonlinear Model Predictive Control
Nonlinear optimal control algorithms are at the center of all Nonlinear Model Predictive Control
(NMPC). In the previous section, it has been seen that for the linear problem, mostly convex
quadratic programs (QP) are solved exactly at each sampling time. Conversely the NMPC
algorithms should deal with two possibilities: solving the problem until a specified convergence
criterion is reached (this procedure may introduce delays between the numerical algorithms
and the system to be controlled), or the algorithm is stopped prematurely, which means only
approximately solutions are used. In this thesis, the NMPC has been implemented using the
Real-Time Iteration (RTI) scheme presented by Moritz Diehl [8], which is used by the ACADO
Toolkit [36].
If the general formulation for a dynamic system from (3.2) and the formulation for the MPC
design are recovered, the nonlinear optimization problem behind the MPC can be defined in the
following way
minimize
uk|k, . . . , uk+N−1|k
N−1∑
i=0
li(xk+i|k, uk+i|k)
subject to xk+i+1|k = f(xk+i|k, uk+i|k), k = 0, . . . , N − 1,
xk|k = xk, k = 0, . . . , N − 1,
(xk+i|k ∈ X , k = 0, . . . , N,
uk+i|k) ∈ U , k = 0, . . . , N − 1,
xk+Hp|k ∈ Xf .
(3.12)
The OCP in (3.12) can be solved using sequential or simultaneous approaches. In the former ap-
proach, at each optimization iteration the two steps, simulation and optimization, are performed
sequentially, i.e., one after the other. Using a simultaneous approach, the optimization problem
is addressed by a Newton-type optimization algorithm (it computes at each step a linearization
of the system) by which the optimization and the simulation are performed simultaneously. This
type of approaches usually involve direct collocation methods as well as direct multiple shooting
to construct the nonlinear programming (NLP) to be solved. The two best known Newton-type
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optimization algorithms are interior-point (IP) methods and sequential quadratic programming
(SQP). The latter is the one implemented in this dissertation since the tool used to implement
the NMPC uses it (see Chapter 4 for more details on the software used).
3.3 Summary
In this chapter, the case study used throughout this dissertation is presented. Moreover, the
model dynamics of the case study are given and the different ways of implementing the MPC
are discussed regarding the model behavior (LMPC or NMPC). For the LMPC, different OCPs
to be solved behind the MPC design are presented and discussed. Besides, the QP problem is
described as well as its relevance in this dissertation. For the NMPC, a general formulation of
the OCP is presented, along with two different numerical algorithms in order to solve it.
Chapter 4
Software tools for controllers design
In this Chapter, the properties of the QP solvers under test are shown. The chapter is organized
as follows: first of all a description of the algorithms used by each solver is presented, then the
controllers design (for each solver) and the simulation results are introduced. Moreover, the
system identification procedure is also presented.
4.1 Solvers Description
4.1.1 YALMIP/Gurobi
YALMIP is a free MATLAB toolbox, developed by Johan Lo¨fberg [26]. This toolbox helps the
end-user making the creation of general optimization problems quite simple.
YALMIP allows the resolution of different optimization problems, e.g., linear programming (LP),
second order cone programming (SOCP), semidefinite programming (SP), quadratic program-
ming (QP), interfacing the toolbox with external solvers such as SeDuMi, Gurobi, MOSEK or
CPLEX, among others. These solvers could need commercial license such as Gurobi or CPLEX,
therefore a commercial/academic license is required to run them.
The toolbox pretends to design optimization-based controllers, such as MPC, with a high-level
modeling language. It allows a rapid prototyping using normal MATLAB commands.
To prove the ease of implementation of problems in YALMIP, an MPC example extracted from
[27] is presented.
u = sdpvar(repmat(nu,1,N),repmat(1,1,N));
constraints = [];
objective = 0;
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x = x0;
for k = 1:N
x = A*x + B*u{k};
objective = objective + norm(Q*x,1) + norm(R*u{k},1);
constraints = [constraints, -1 <= u{k}<= 1, -5<=x<=5];
end
As one can note from the previous example, the MATLAB commands help to implement the
optimization problem in an easy and comprehensive way while YALMIP automatically scans
what kind of problem the user has defined, carries out the needed problem transformations,
calls an appropriate solver and transforms the solver solution into the original form. Tools as
YALMIP are known as parser-solvers. They are widely spread and today there are different
possibilites such as CVX [15] or CVXMOD, among others.
The solver interfaced in this thesis with the YALMIP toolbox has been the Gurobi Optimizer.
Gurobi is a commercial solver (it is used requesting an academic license), which has support for
all common problem types, such as LP or QP, among others [16].
Gurobi Optimizer offers, at its main website, a benchmark conducted to compare different solvers
computing different optimization problems. For the problem that, in this dissertation will be
mostly solved (QP problems), Gurobi has been proven as the fastest solver compared against
other commercials ones, as CPLEX, XPRESS and MOSEK.
The controller designed with the YALMIP toolbox is not intended to be embedded in the real-
time controller. Only simulation experiments have been performed because its execution time
can be in the order of seconds even minutes: it requires a considerable amount of time to parse
the problem and solve it.
4.1.2 CVXGEN
CVXGEN is a code generator for convex optimization problems developed by Jacob Mattingley
and Stephen Boyd at Stanford University [32]. CVXGEN uses a high-level and powerful language
to define the optimization problem to be solved and automatically generates C flat code that
can be compiled into high-speed solvers for the family of problems defined.
In this section, some notations are given into how one can define the problem specification, the
resolution algorithm used by the solver and the generated files that can be used to construct
embedded applications or can be used to interface with third-party software as MATLAB.
Problem Specification
To clarify the structure of the problem specification used by CVXGEN, the Simple QP example,
extracted from www.cvxgen.com, will be used.
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First of all, it is important to note that CVXGEN uses an online interface at www.cvxgen.com.
At the webpage, the optimization problem can be defined and the code generated downloaded
to use in MATLAB or compiling it directly into an embedded application. To use it, an access
key is needed and it is given by request by Jacob Mattingley (academic licenses are offered).
Once the user has the access key, one can define an optimization problem using the same structure
as shown in the next example:
parameters
A (3,10)
b (3)
Q (10,10) psd # quadratic penalty.
c (10) # linear cost term
end
variables
x(10)
end
minimize
quad(x,Q) + c'*x
subject to
A*x == b
0 <= x <= 1 # box constraint on x.
end
The problem specification is divided into different sections:
 Dimensions: the first block (it is not shown at the example) is where the dimensions for
the parameters and variables are defined. This block facilitates the size adjustment of the
optimization problem.
 Parameters: the second block is where the data that the solver needs to reach a solution
will be defined. The parameters remain constant at each solver instance.
 Variables: the third block defines the optimization variables, which are to be found during
the solver operation.
 Minimize: the fourth block defines the cost function of the optimization problem.
 Subject to: the last block is where the constraints that the optimization problem is subject
to are defined.
This high-level language facilitates, to a great extent (will be tested with other solvers with not
so easy implementation), the task of defining an optimization problem. The most difficult task
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is to translate this high-level language in orders that the generated solver is able to understand
to perform the optimization (parser-solver), but this analysis is out of the scope of the thesis.
Resolution Algorithm
First of all, the specification problem has to be parsed into an internal CVXGEN representation.
The problem is checked in terms of convexity and dimensions and the required transformations
to target a single canonical form are made. The canonical form used by the CVXGEN is
minimize
x
1
2
x>Qx+ q>x
subject to Gx ≤ h,
Ax = b,
(4.1)
where x ∈ Rn is the problem decision variable, Q ∈ Rn×n, q ∈ Rn, G ∈ Rp×n, h ∈ Rp, A ∈ Rm×n
and b ∈ Rm, are matrices and vectors defining the cost function and constraints [32].
Once the problem has been transformed into a canonical form, CVXGEN implements a standard
primal-dual interior point method to find the solution of the previous QP problem. The algorithm
used was presented by Lieven Vandenberghe [5].
Code Generated
The CVXGEN website generates five main files in flat C. The core file is solver.c, where the
main solver routine is implemented. Other important files are generated, i.e., matrix_support.c,
allowing matrix and vector filling, util.c, where different useful functions are declared, or ldl.c,
where the KKT factorization and solution are computed.
Besides, CVXGEN adds some files to interface the solver with MATLAB. In this dissertation,
the controllers have been designed and simulated using this interface, while an interface with
LabVIEW has been created for simulation and real-time implementation purposes (compiling
the main C files into a Dynamic-Link Library (DLL)).
4.1.3 FiOrdOs
FiOrdOs is a code generator toolbox developed by Fabian Ullmann and Stefan Richter (advisor)
at ETH Zurich [40] and it is intended to be interfaced with MATLAB to solve parametric convex
problems using first-order methods.
The optimization problems solved by the toolbox are written of the form
minimize
x
1
2
x>Hx+ g>x+ c
subject to x ∈ X ,
Ax = b,
(4.2)
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where x ∈ Rn is the decision variable, H ∈ Sn is the Hessian matrix defined as positive semidef-
inite (convex problem), g ∈ Rn, c ∈ R, A ∈ Rm×n and b ∈ Rm, are matrices and vectors defining
the cost function and constraints.
The algorithm interfaced with FiOrdOs to solve the optimization problem is known as the Fast-
Gradient method, introduced by Yurii Nesterov [35]. For fully understanding, first of all a briefly
background on first-order methods is presented, specifically, the gradient method algorithm.
Basics
Consider the following optimization problem
minimize
z ∈ Q f(z), (4.3)
where f is a convex function and Q ⊆ Rn is a closed and convex set. By using first-order
methods, numerical algorithms that only use function value (f(z)) and gradient information
(∇f(z)) are referred.
Given a  accuracy, the goal is to find a maximum number of iterations that guarantees to obtain
a z solution for a given accuracy , i.e.,
f(z)− f∗ ≤ . (4.4)
Gradient Method (also known as Gradient Projection Method)
The Gradient Method is the simplest first-order method. The Algorithm scheme is presented in
Algorithm 2. This numerical algorithm consists in finding new iterations zk+1 by following the
descendant gradient −hk∇f(zk), where the factor hk is known as the step size and hk > 0.
Algorithm 2 Gradient Method
1: start at an initial point zs ∈ Q, then z0 = zs
2: compute
3: while k ≤ kmax do
4: zk+1 =
∏
Q(zk − hk∇f(zk)) {gradient search}
5: end while
6: return zkmax
For further information on the Gradient Method, including mathematical demonstrations about
convergence criterion and optimal certification, see [5].
Fast-Gradient Method
Fast-Gradient Method has been demonstrated as a possible algorithm to be embedded in real-
time MPC applications [38]. This numerical algorithm does not rely on a relaxed sequence as
in the gradient method, instead it relies on the denominated estimated sequences. For this
purpose, two variables denoted as βi and yi are introduced, which depend on the Lipshitz (L)
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and the convergence parameters (µ). To get a closer look into the mathematical algorithm and
the demonstrations, the reader is encouraged to consult [35].
FiOrdOs, finally, implements the Fast Gradient method as an iterative scheme as it is shown in
the Algorithm 3.
Algorithm 3 Fast-Gradient Method
1: start at an initial point zs ∈ Q and α0 ∈
[√
µ
L , 1
)
2: compute
3: while k ≤ kmax do
4: zk+1 =
∏
Q(yk − 1L∇f(yk)) {gradient search}
5: αk+1 =
1
2
(√
(α2k − µL)2 + 4α2k − (α2k − µL)
)
, βk =
αk(1−αk)
α2k+αk+1
6: yk+1 = zk+1 + βk(zk+1 − zk)
7: end while
8: return zkmax
Code Generated
FiOrdOs is a MATLAB toolbox, therefore, it uses the MATLAB commands to specify the
optimization problem. The implementation of the problem is harder than using CVXGEN,
since it does not have a high-level modeling language as CVXGEN and the given OCP behind
the MPC controller designed should be translated into an optimization problem that FiOrdOs
is able to understand and solve, task that requires mathematical analysis.
FiOrdOs has a MATLAB function, named generateCode, which allows the generation of the C
code. It generates different .c files, but the core files are *_solver.c and *_solver.h where the
Fast-Gradient method and different functions used are declared respectively.
As with the CVXGEN solver, besides the interface with MATLAB, it has been created a Lab-
VIEW implementation compiling the different C files into a DLL. LabVIEW will be used for
both simulation and implementation purposes.
4.1.4 qpOASES
qpOASES is a C++ based open-source tool for quadratic program resolution using a lately
algorithm proposed: online active set strategy [12]. This software was initially released by
the KU Leuven within the Optimization in Engineering Center. The resolution algorithm used
by qpOASES relies on the active-set strategy [11] and incorporates an interface for third-party
software such as MATLAB and Simulink.
The QP problem solved by qpOASES is one of the form
minimize
x
1
2
x>Hx+ g>x
subject to Ax ≤ ub,
(4.5)
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(a) 1 (b) 2 (c) 3
(d) 4
Figure 4.1: Active set strategy illustration
where x ∈ Rn is the decision variable, H ∈ Rn×n is the Hessian matrix, A ∈ Rm×n is a constant
matrix and ub ∈ Rm refers an upper bound.
Active-set Strategy
Active-set method relies in the fact that the optimum of a QP is usually found on the boundary
of the feasible set defined by the constraints and it does not change much from one QP problem
to the next. This means that some constraints are active in the boundary (at this points the
constraint Ax ≤ ub holds the equality). Therefore the set of active constraints is defined by
A , {i ∈ {1, . . . ,m}|Aix = ubi}.
The main idea behind the Algorithm 4 is illustrated in the Figure 4.1, example extracted from
[11].
First of all, an initial QP problem solution is assumed at x0 defined by QP(x0) and another
solution of it, at another point is wanted, xnew0 , defined by QP(x
new
0 ) where the color regions
are the critical regions of the set of feasible parameter P defined by [4]. To get the new solution
at xnew0 , a working set Wk is defined as the set of constraints that are active. The basic idea is
to move from x0 to x
new
0 while keeping optimality for all intermediate points, i.e, Karush-Kuhn-
Tucker (KKT) conditions are fulfilled. In each step of the algorithm, an equality constrained
primal-dual QP problem is solved (taking into account just the constraints of the working set and
omitting the others) resulting in a primal-dual step direction, dk, to its optimum (the straight line
in the illustration). The active set remains constant as long as no previously inactive constraint
turns active. For a detailed look of the algorithm, the reader is referred to [11].
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Algorithm 4 Online Active Set Strategy
input: QP solution at x0, new point x
new
0 and working set W
1: calculate primal-dual step directions
2: compute optimal solution of the QP problem
3: check if optimum is reached. If reached then STOP, else add or remove a constraint from
the working set W and go back to 1.
NMPC
OCP in (4.6)
NLP in (4.7)
QP
multiple-shooting discretization
Figure 4.2: ACADO resolution scheme
4.1.5 ACADO Toolkit
ACADO Toolkit is an open-source C++ based software for automatic control and dynamic
optimization [18]. ACADO has been used in this thesis to implement the nonlinear model
predictive controller (NMPC) since this framework has a code-generation tool for this purpose
and it exports highly-optimized code that can be embedded in real-time applications [36]. In
order to understand the implementation of the NMPC, some background on numerical methods
for nonlinear optimal control is presented.
Numerical Methods used for the NMPC
Recall that the online MPC relies on the idea of solving an OCP at each sampling time using
the state measures as initial states for the OCP. An OCP could be one of the form
minimize
x(t), u(t)
∫ t0+T
t0
||F (t, x(t), u(t))||22dt+ ||FN (t, x(t0 + T ))||22
subject to x(t0) = x0,
x˙(t) = f(t, x(t), u(t)),
0 ≥ h(x(t), u(t)),
0 ≥ r(x(t0 + T ),
(4.6)
where x ∈ Rnx are the states, u ∈ Rnu are the control inputs at each time instant t and x0 ∈ Rnx .
Moreover t0, T ∈ R defines the initial time and the prediction horizon, respectively. Besides,
f defines the nonlinear dynamics of the system ∀t ∈ [t0, t0 + T ], h and r impose the bounds
defining the feasible set ∀t ∈ [t0, t0 + T ].
The transformations used by ACADO in order to solve the OCP in (4.6) are schematized in
Figure 4.2.
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First of all, the OCP is discretized using a multiple-shooting strategy obtaining an NLP problem
of the form
minimize
x, u
1
2
N−1∑
k=0
||Fk(xk, uk)||22 + ||FN (xN )||22
subject to 0 = x0 − x¯0,
0 = xk+1 − φk(xk, uk),
0 ≥ h(xk, uk),
0 ≥ r(xN ),
(4.7)
where N ∈ R is the number of discretized intervals used and φk represents the dynamics of the
system over a single interval. Then, the state trajectory will be X = [x>0 , . . . , x>N ]
> and the
control action trajectory U = [u>0 , . . . , u>N−1]
>, therefore the parameter N can be understood
as the prediction horizon Hp defined in (3.8). In order to solve this NLP problem, different
strategies can be implemented, e.g., nonlinear interior-point methods or sequential quadratic
programming (SQP). The latter one is the approach used by the ACADO toolkit and it consists
in sequentially approximate the NLP problem by convex QP subproblems that can be solved
by the solvers explained before, e.g., qpOASES, FORCES. Finally, ACADO implements the
real-time iteration (RTI) scheme [8].
The RTI scheme pretends to minimize the feedback time to the process, allowing the imple-
mentation of real-time applications. This method, presented in Algorithm 5, just performs one
iteration of the SQP to avoid iterating until convergence for an outdated problem. It is im-
portant to notice that the initial value embedded in the application will have a crucial impact,
affecting whether the algorithm will converge or not.
Algorithm 5 Real-Time Iteration Scheme
input: initial guess X [0] = [x
[0]
0 , . . . , x
[0]
N ], U
[0] = [u
[0]
0 , . . . , u
[0]
N−1]
1: simulate φk using an integrator {simulation purposes}
2: prepare the QP problem to be solved {condense it if wanted}
3: wait until the measurement x¯0 arrives
4: solve the QP problem and send the control input u0 to the process (receding horizon strategy)
5: proceed time step k + 1
6: go to 1
4.2 Nonlinear Identification
To control the experimental setup, an identification of the nonlinear model (3.1) has been made.
The model parameters γi, ki have been adjusted using a nonlinear least squares algorithm of the
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Figure 4.3: Nonlinear model validation
form
minimize
Yˆi
n∑
i=1
||Yi − Yˆi||2, (4.8)
where Yi is the data measured, Yˆi is the value predicted at the i-th data point [30] and the
sampling time of the identification has been set to 0.1 s.
In order to obtain the parameters, the Identification toolbox from MATLAB has been used.
Since the system dynamics are known and just four different parameters should be adjusted
a grey-box model identification has been carried out. The experiment performed has been to
excite the dynamic system throughout its operating range by means of changes in the control
input ui, taking into account that the operating range of each pump is restricted by the interval
[u u¯] = [0 5]V.
The comparatives between the tanks 1 and 2 and their respective experimental data are shown
in Figures 4.3a and 4.3b, respectively.
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Table 4.1: Identified and used parameters
Parameter Value
Ai [cm
2] 138.9
ai [cm
2] 0.5027
k1 [cm
3/Vs] 26.00
k2 [cm
3/Vs] 22.94
γ1 0.836
γ2 0.897
g [cm/s2] 981
The resultant parameters from the identification procedure are summarized in Table 4.1.
There are two fundamental aspects that should be discussed in order to understand the reasons
for the differences between the theoretical model exposed in (3.1) and the one obtained through
the identification process:
1. In the real pilot plant, there are dead zones of the pumps that are not taken into account
in the model by which the pumps do not give flow to a certain voltage. In addition, even
outside the dead zone, there are voltages that even activating the pumps, do not give
enough pressure to overcome the pressure difference (between the reservoir and the upper
tanks) and get water to the upper tanks, i.e., the terms γivi and (1− γi)vi from the model
(3.1) are not always fulfilled.
2. The setup exposed by Johansson in the schematic of Figure 3.1, implements two three-way
valves whose position gives the ratio of how the flow rate is split. However, the real setup
implements two two-way valves and not in the same position of the three-way valves (see
Chapter 5 to get a closer look into the real setup).
These modeling errors are expected to be eliminated or at least reduced as a result of the
closed-loop implementation of the controller.
4.3 Controllers Design and Results
4.3.1 Closed-loop Feedback Control
The closed-loop feedback control scheme is shown in Figure 4.4. This type of controllers are
intended to be used when uncertainty in the process to be controlled is present. In fact, when
there is not uncertainty in the problem, the open loop and the closed loop are equivalent [37].
Despite the higher complexity design and computational cost of the closed-loop feedback scheme,
it has some advantages respect the open-loop control , e.g. [9],
 Better disturbances rejection.
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Figure 4.4: Closed-loop feedback control
 Noise attenuation.
 Reduction of the steady-state error.
Using this control scheme, it is expected to improve the system performance.
4.3.2 First LMPC Controller Design
The first controller designed was the one described by (3.8) for the linear case. As a first step
of the controller design, the penalization on the uk instead of the variation ∆uk, has an easier
implementation.
The optimization problem behind the MPC controller formulated in the Chapter 3 is one of the
form
minimize
uk|k, . . . , uk+Hp−1|k
Hp∑
i=1
||xk+i|k − xr||Q +
Hc−1∑
i=0
||uk+i|k||R
subject to xk+i+1|k = Axk+i|k +Buk+i|k,
uk+i|k ∈ U ,
xk+i|k ∈ X ,
(4.9)
where the tuning parameters of the optimization problem are the weight matrices Q and R,
which refer to penalization weights assigning prioritization for the control objectives. Moreover,
the bounds of sets of both admissible states X and control inputs U and both prediction and
control horizons used, are collected in Table 4.2. Since an LMPC will be designed, the model in
(3.1) should be linearized and discretized in order to obtain the corresponding control oriented
model (COM). The nonlinear dynamics will act as the simulation oriented model (SOM) in the
simulation. Finally, an implementation for simulation and experimental purposes, comparing
the performance of the closed loop when different solvers are used to solve the optimization
problem behind the MPC controller, is done.
With a sampling time Ts = 1 s, the operation point around which the linearization is done is set
to x0 = [10 10 h∗3 h∗4]> [cm]. To get the operating and physical bounds of the model, the
control actions and the heights h∗3, h∗4 corresponding at this operating point have to be obtained
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Figure 4.5: Open-loop simulation
solving the following set of algebraic equations:
− a1
A1
√
2gh∗1 +
a3
A1
√
2gh∗3 +
γ1k1
A1
v1 = 0, (4.10a)
− a2
A2
√
2gh∗2 +
a4
A2
√
2gh∗4 +
γ2k2
A2
v2 = 0, (4.10b)
− a3
A3
√
2gh∗3 +
(1− γ2)k2
A3
v2 = 0, (4.10c)
− a4
A4
√
2gh∗4 +
(1− γ1)k1
A4
v1 = 0 (4.10d)
where h∗i are the tanks heights at the x
0 = [h∗1 h∗2 h∗3 h∗4]>. The solution of (4.10), is the
operating point
v∗1 = 2.9336 V, (4.11a)
v∗2 = 2.8140 V, (4.11b)
h∗3 = 0.0892 cm, (4.11c)
h∗4 = 0.3156 cm. (4.11d)
A Simulink model has been created from the nonlinear equations to be used as the SOM and a
simulation with the inputs at the operating point has been done while the results are shown in
Figure 4.5.
The physical and operating parameters used to construct the MPC controller are resumed in
Table 4.2.
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Table 4.2: Operating Parameters
Parameter Value
x1,2 [cm] -10
x3 [cm] -0.0892
x4 [cm] -0.3156
x¯1,2 [cm] 15
x¯3 [cm] 24.9108
x¯4 [cm] 24.6844
u1 [V] -2.9336
u¯1 [V ] 2.0664
u2 [V] -2.8140
u¯2 [V] 2.1860
Hc, Hp 5
The COM, once linearized at the operating point with a sampling time of 1 s, has the form of
(3.3) with
A =

0.975 0 0.2323 0
0 0.975 0 0.1313
0 0 0.7646 0
0 0 0 0.8670
 , (4.12)
B =

0.1545 0.0021
0.0021 0.1463
0 0.0149
0.0286 0
 , (4.13)
where the states are the heights of the tanks, the control inputs are the voltages applied to
the pumps and the outputs are the states themselves since a full-state feedback is implemented
and no state observer is designed (four level sensors are used). Finally, the LMPC controller
implemented should solve at each time instant the following optimization problem:
minimize
uk|k, . . . , uk+Hp−1|k
Hp∑
i=1
||xk+i|k − xr||Q +
Hc−1∑
i=0
||uk+i|k||R
subject to COM,
uk+i|k ∈ U k = 0, . . . , N − 1,
xk+i|k ∈ X k = 0, . . . , N,
(4.14)
where the physical and operating parameters are summarized in Table 4.2.
The tuning parameters for the controllers are the weighting matrices Q and R. The control
objective is to track a height set-point, therefore Q must be greater than R (in the sense of the
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magnitude of its entries). In this case, after running several simulations, they have been set as
Q=100diag[1 1 0 0] and R=diag[1 1].
About the used solvers, it seems interesting to explain the implementation for FiOrdOs and
qpOASES since they are not parser-solvers and the desired MPC implementation needs mathe-
matical analysis.
If the QP problems solved by FiOrdOs and qpOASES, exposed in (4.2) and (4.5) respectively,
are re-examined, it can be seen that they need previous preparation to meet the MPC problem
formulation described by (4.14).
For example, if the qpOASES problem specification (the transcription for the problem of FiOr-
dOs is immediate starting from it) is taken as the example for demonstration purposes, the
decision variable x has the form of x = [xk, uk, xk+1, uk+1, . . . , xk+Hc ]
> where Hc is the control
horizon, k is the current time instant, xk are the states and uk are the inputs. Since the problem
solved by qpOASES does not have an explicit reference to the desired set-point to be tracked,
xr in the MPC formulation, a change of variables should be done.
With the aim of implementing a set-point tracking, the states are transformed into a variable
named zk, where
zk = xk − xr, (4.15)
transforming the decision variable x into one of the form x = [zk, uk, zk+1, uk+1, . . . , zk+Hc ]
>.
The introduction of the change of the variable implies that the model in (3.3a) in the MPC
controller needs to be reformulated into one of the form of the constraint in (4.5) (in this case
the equation holds the equality).
So if initially the dynamic model had the form
xk+1 = Axk +Buk, (4.16)
introducing the change of the variable, with the aim of keeping the model dynamics, the model
has to be changed into one of the form of
zk+1 = Azk +Buk + xr(A− I), (4.17)
where I ∈ Rnx×nx is the identity matrix. The xr(A − I) parameter will be set in the ub vector
from the qpOASES formulation.
It is important to note that this changes are not needed with the CVXGEN and YALMIP since
they are parser-generator and parser-solver, respectively (check the code implementation for
CVXGEN in the Appendix).
The simulation results are summarized in Figures 4.6a and 4.6b for the states and the control
inputs respectively. The control objective is to track a water level reference. Since the controller
has been tuned with a bigger weight in the penalization of the tracking error by using Q, the
controller meets the objective and it suitably tracks the set-point. Due to the lack of penalization
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Figure 4.6: LMPC first controller design solution using the different solvers
of the control input, the controller saturates all its resource (voltage from the pumps) to meet as
fast as possible the reference. This fact explains why the controller initially uses all the possible
resource to reduce the error as the height of the tanks coincides with the reference, to finally
establish a voltage that keeps the tanks heights constant. This voltage level establishes a balance
between the tank inflow and outflow.
The main difference between solvers is the computation time needed to run the MPC controller
(the problem is set to 300 iterations).
A LabVIEW interface, shown in Figure A.1 (Appendix A), was created compiling the main C
files into a DLL because the device used in the implementation uses this simulation environment.
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4.3.3 Second LMPC Controller Design
The second controller designed was the one defined in (3.10). In this case, it is penalized the
difference between control inputs from one iteration to another, ∆uk (slew rate defined in (3.9)),
rather than penalizing the control action itself uk. With this change in the cost function, a
smoother behavior from the pumps is intended, avoiding drastic changes in their voltage.
Like in the previous controller design, the use of parser-solvers such as CVXGEN and YALMIP
facilitates the problem formulation and it does not need a previous mathematical analysis like
the others solvers need (in the Appendix A, a CVXGEN code sample is given).
If qpOASES is used again as the demonstration example, the MPC problem presented in (3.10)
needs to be transformed into an optimization problem of the form of (4.5).
Starting from the dynamic model equation and introducing the variable change described by
(4.15) and the control input from the previous iteration uk−1
zk+1 = Azk +B[∆uk + uk−1] + φω0,
zk+2 = A
2zk +B∆uk+1 +AB∆uk + (A+ I)φω0,
...
zk+Hc = Ψzk + Λ∆U + Ωφω0, (4.18)
where φ = [B (I+A)], ω0 = [uk−1 xref ]>, and
Ψ =

A
A2
...
AHc
 , Λ =

B 0 . . . 0
AB B . . . 0
...
... . . . 0
AHcB AHc−1B . . . B
 , Ω =

I
A+ I
...
AHc−1 +AHc−2 + · · ·+A+ I
 .
The new dynamic equation presented in (4.18) will be set in the A matrix from the qpOASES
QP problem formulation. The difference between FiOrdOs and qpOASES is in the form of
this matrix A since the decision variable is different in the two solvers, i.e., for qpOASES x =
[xk, uk, xk+1, uk+1, . . . , xk+Hc ]
> and for FiOrdOs x = [uk, uk+1, . . . , uk+Hc−1, xk+1, . . . , xk+Hc ]>.
This controller has been tuned keeping constant the error weight Q but increasing the control
input penalization R from R=diag[1 1] to R=10*diag[1 1]. This will lead the controller to
get smoother control inputs. The simulation results are shown in Figures 4.7a and 4.8a for the
states and the control signals, respectively.
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Figure 4.8: Second LMPC controller design solution by the different solvers
4.3.4 NMPC Design
The OCP solved by ACADO behind the NMPC is one of the form
minimize
x0,...,xN
u0,...,uN−1
N−1∑
k=0
||h(xk, uk)− yk||2W + ||hN (xN )− yn||2WN
subject to xk+1 = F (xk, uk), for k = 0, . . . , N − 1,
xk ≤xk ≤ x¯k, for k = 0, . . . , N,
uk ≤uk ≤ u¯k, for k = 0, . . . , N − 1
(4.19)
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Figure 4.9: NMPC controller design
where x ∈ Rnx are the states, u ∈ Rnu are the control actions. Reference functions are denoted
by h ∈ Rny and hN ∈ Rny,N , reference variables are denoted by yk ∈ Rny and yN ∈ Rny,N
where yk, yN are defined as yk = [x1, . . . , xnx, u1, . . . , unu] and yN = [x1, . . . , xnx], respectively
[36]. Matrices W ∈ Rny×ny and Wk ∈ Rny,N×ny,N assign prioritization for the control objectives.
Moreover, xk ≤ x¯k ∈ Rnx and uk ≤ u¯k ∈ Rnu , define the bounds on the states and control
actions respectively.
One important aspect to take into account is the initial condition given to the solver. Since
ACADO uses integrators to simulate the dynamics system, divisions by zeros have to be avoided
in the derivatives of the numerical solution. For this system, since there are square roots, its
derivatives will get infinity for states equal to zero. Therefore, the initial states cannot be set
to zero, like the references, y and yN , cannot contain zeros in the states position. With all this,
the initial states are set to 0.1 cm.
Since ACADO uses an integrator to simulate the nonlinear dynamics of the system, the sampling
time must be small enough to capture its dynamics. In this case, because of the rapid dynamics
of the system (the tanks are emptied at high speed), different sampling times tests were done
choosing a Ts = 0.1 s with a control Horizon (multiple-shooting intervals), N = 20. The
weighting matrices are set like in the first controller design, i.e, W=diag([100 100 0 0 1 1])
and WN=100diag([1 1 0 0)].
The simulations performed are shown in Figures 4.9a and 4.9b for the states and the control
inputs, respectively.
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Figure 4.9: NMPC controller design
Table 4.3: Overview of the MPC controller
MPC parameters
nx 4
nu 2
N 5
constraints states/inputs
#QPs 300
4.4 Solvers Assessment
The solvers assessment is performed to have a first approximation of which solvers are suitable
to be embedded in real-time applications. This benchmark is not done with the objective of
giving final conclusions on the competitiveness of each algorithm evaluated. The experiment
performed, as has been shown in the simulation results, has been to make height set-points
changes that the controlled tanks should track. Table 4.3 collects the main characteristics of the
model predictive controller designed. In Table 4.3, nx is the number of states, nu the number of
inputs, N both prediction and control horizons, constraints define the implemented restrictions,
i.e., in this problem both states and inputs restrictions are used. Finally, #QPs defines the
number of QP problems to be solved.
Table 4.4 collects the main features of each solver used, where the column L/N refers to whether
the LMPC or NMPC is solved, algorithm points out which numerical algorithm is used by
each solver (recall that YALMIP just parses the optimization problem and calls an appropriate
solver), Language points out which programming language is used and parser-solver specifies
whether it is a parser-solver or not (Yes or Not).
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Table 4.4: Solvers overview
L/N Algorithm Language Parser-solver
YALMIP L Gurobi MATLAB Y
CVXGEN L Primal-dual IP C ≈Y
FiOrdOs L Fast-gradient C N
qpOASES L Online active set C/C++ N
ACADO/qpOASES N RTI C++ N
Table 4.5: Computational time spent by each solver in simulation.
Time [s]
YALMIP 72.2273
CVXGEN 0.076272
FiOrdOs 3.9776
qpOASES 0.09027
The time spent by each solver to solve the LMPC expressed in terms of the slew rate (the NMPC
is not benchmarked with the LMPC solvers) is shown in Table 4.5. The calculated time is only
referred to the time needed to solve the #QPs, calculations of both system linearization and
nonlinear simulation along with the closed-loop feedback are not included, since each solver uses
different commands and data structures. The simulations have been performed using a PC with
8 GB of RAM and a core-i7 processor running MATLAB 2015a.
The first remarkable difference is the contrast in the time spent between the parser-solvers
(YALMIP) and the embedded solvers (CVXGEN can be interpreted as a parser-generator).
This fact occurs because the task of parse the defined problem is a task that consumes a lot of
time and computational resources. This type of solvers are not intended to be embedded in real-
time applications, but are designed to model and solve optimization problems quickly and easily.
On the other hand, the embedded solvers require extensive modeling and conversion by hand in
terms of defining the optimization problem to be solved in the way that the solver can process
it. This task is usually time consuming and requires mathematical analysis of the problem,
e.g., qpOASES and FiOrdOs are an example of this solvers. This is why, parser-generators such
as CVXGEN are a great tool since they are positioned between the solvers explained before,
i.e., with a high-level modeling language (as a parser-solver) can generate fast custom solvers
(embedded solver) for the problem family description, in this case, convex optimization problems.
Figure 4.10 shows that idea.
In terms of the embedded solvers, FiOrdOs shows the worst performance in terms of the com-
putational time, which is more than an order of magnitude higher in comparison with the other
embedded solvers. The slowness in the Fast-Gradient method is outlined in [21]. This numer-
ical algorithm is an attractive approach for optimization problems just with constraints at the
control input (box-constrained inputs). However, if state constraints are included, the geometry
of the feasible set changes and its projection subproblem becomes more difficult.
38 Implementation of optimization-based controllers for industrial processes
Problem Instance x∗General solver
Problem family
description
Code generator Code Compiler Custom Solver
Problem Instance x∗Embedded solver
Figure 4.10: Parser-solver vs parser-generator. Taken from [31]
CVXGEN and qpOASES demonstrate similar performance in terms of computational time spent,
however one aspect must be commented. The embedded solver has not been qpOASES, instead
an embedded version qpOASES e written in plain C has been embedded, being the latter one
slower than its C++ based version (see Chapter 5 to get more details on the embedding process).
4.5 Summary
In this chapter, the controllers that will be implemented in the real-time setup have been pre-
sented, along with the identification procedure carried out. Moreover, regarding the controller
defined in terms of the slew rate, the mathematical conversion needed in order to satisfy the
embedded solvers structure is presented.
The controllers have been simulated using two different simulation environments, i.e., MATLAB
and LabVIEW, and the results are presented and discussed. These simulation experiments give
a first idea of what solvers are capable of being embedded and which are not. Besides, the
run-time differences between the parser-solvers and embedded solvers are checked.
Regarding the assessment between solvers used to implement the LMPC controller, it is high-
lighted the difference between FiOrdOs and the other embedded solvers. That difference is
expected to be magnified as the solver is embedded in the device since this latter has a lower
computing capacity compared to the PC used in simulation.
It is worth mentioning to keep in mind the modeling errors pointed out in Section 4.2, since they
will have high impact on the performance of the closed loop taking into account the designed
controllers.
Chapter 5
Experimental Implementation
5.1 Real Pilot Plant
The plant to be controlled is the Coupled Tanks System 33-230 [10] from Feedback Instruments
Ltd shown in Figure 5.1.
Figure 5.1: 3D representation of the real pilot plant
The scheme in Figure 3.1 and the real setup differ in the valves since the model identified
implements two three-way valves and the real plant uses two two-way valves.
The pilot plant incorporates many manual valves whose configuration allows for dynamics cou-
pling and disturbance generation. This setup gives vast possibilities of control, e.g., now in the
Institut de Robo`tica i Informa`tica Industrial (IRII CSIC-UPC), a project of automation of the
plant is being carried out by means of the implementation of servomotors that control the posi-
tion of the valves, which will give great possibilities of control, being able to design controls also
having the position of the valves as control actions. However, in this thesis in order to replicate
the scheme in Figure 3.1, the valves are kept in a certain position.
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Figure 5.2: myRIO device. Taken from [34]
The water level can be read in each of the tanks using four pressure sensors, one at each tank.
This sensors, in order to obtain agreement between the real data and the measured signal,
must be calibrated periodically, and as optimal, they should be calibrated before performing an
experiment. For the calibration task, the sensors outputs must be scaled taking into account
that its maximum output is 5 V and the maximum height of each tank is 25 cm. Thereby, a gain
and an offset will be obtained from the calibration process and implemented in the LabVIEW
environment to scale the analog inputs from the device.
5.2 myRIO
The hardware used to implement the MPC controller is the NI myRIO-1900 from National In-
struments [34] shown in Figure 5.2. This device has an FPGA that uses the LabVIEW FPGA op-
erating system, and a processor that uses the LabVIEW Real-Time Operating System (LRTOS).
The LRTOS is responsible of managing the hardware resources and hosting the applications
defined by the user. This operating system is designed to run applications with highly-precise
timing, fact that is crucial in real-time applications, adding an important degree of reliability. In
terms of the controller embedding process, the LRTOS has a C and C++ code compiler whereby
the solvers will be compiled into DLLs and embedded in the real-time processor layout. In this
case, the RTOS is linux based, then the embedded solvers must be compiled as .so libraries.
These libraries will have two main functions: the former is to compute the optimal control inputs
for the pumps once the set-point defined by the user is given, while the latter is to exchange data
from both analog inputs and outputs of the device with the host PC through the front panel of
the LabVIEW Virtual Instrument (VI) designed. The FPGA layout is in charge of scaling both
input and output values obtained by the A/D converter. Figure 5.3 represents the structure and
functions of the device.
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Figure 5.4: Set of connections of the port A. Taken from [34]
Figure 5.3: myRIO-1900 block diagram. Taken from [34]
The myRIO device has two different expansion connectors: MXP and MSP. The connectors A
and B (MXP) have the same set of signals different from the connector C (MSP). In this thesis
just the connector A, exposed in Figure 5.4, has been used since it has the amount of analog
inputs and outputs needed, i.e., four and two, respectively.
In order to communicate with the plant, a ribbon cable has been constructed and the myRIO
communicates with the host PC due to an USB connection.
It is worth mentioning that the deviced used is an educational device, far in computational
features like other industrial solutions presented by National Instruments, e.g., CompactRIO.
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Figure 5.5: Embedding process
5.3 Embedding the Controller Designs
The embedding process is done by compiling the different C files, where the solvers are defined,
in dynamic-link libraries and linking an own file in which the closed-loop process is implemented.
First of all, all the controllers already tested in simulation through MATLAB have been compiled
into DLLs to be tested also in simulation but using LabVIEW (extension .dll is required since
the used PC runs Windows 7 and care must be taken in terms of the number of bits of both the
computer and the compiler). With this process, the proper functioning of the compilation task
and the closed loop can be ensured before the controller being embedded into the device. Once
the DLL has been properly tested in simulation, the C files are compiled into libraries with .so
extension, since the operating system of the device is Linux. For the .dll and .so compilation
task, Microsoft Visual C++ 2010 Express and Eclipse have been used, respectively. For a global
view of the process, see Figure 5.5.
Next, the files compiled per solver are listed with some comments that are considered important
to take into account.
CVXGEN
The files exported by the code generation task, as exposed previously, are: solver.c, matrix_su-
pport.c, ldl.c, util.c and its respective headers. Since the file util.c just includes different
useful functions that are not used in this thesis, this file does not need to be compiled into the
DLL. The own file where the closed loop is implemented defines the function closedLoop whose
entries will be the set-point, the control inputs from the previous iteration and the readings
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of the heights with respect to the real plant (after the conversion V-cm of the potentiometers
outputs).
FiOrdOs
The files exported by the MATLAB interface, as exposed previously, are: *_solver.c and
*solver.h. Both files will be compiled into the DLL since both are needed by the solver.
Finally, as with the CVXGEN solver, an own file where the closed loop is implemented will be
linked against the DLL.
qpOASES
qpOASES, as explained in Chapter 4, is a C++ based solver unlike the solvers explained above,
which are C based and besides, it is not a code generator. Taking into account these facts,
the compilation of the C++ solver functionalities was unsuccessful due to the high dependence
of functions and files. Therefore, it was decided to consult with one of the main developers of
the application, Mr. Hans Joachim Ferreau, that pointed out that for the embedding controller
process, a version named qpOASES_e written in C could give better results, giving access to it.
The version qpOASES_e maintains the main functionalities of the C++ based version as well as
the language used to implement the optimization problem. This solver is finally compiled into
a DLL (the entire solver) along with the closed-loop implementation.
ACADO Toolkit
ACADO Toolkit has a tool named ACADO Code Generation that exports highly efficient C-
code for the task of solving the NMPC defined, using the RTI algorithm exposed in Algorithm
5 [19]. This algorithm requires a QP solver in order to solve the QP problem defined by the
SQP. ACADO allows to export different QP solvers depending on the needs of the user, e.g.,
it permits to export qpOASES to solve condensed optimization problems, FORCES, to exploit
the sparsity of the QP problem. In this thesis, the QP solver used to interface with ACADO
is the qpOASES_e explained before. Moreover, like with the LMPC solved by qpOASES_e, the
optimization problem (QP) has been condensed allowing to express the OCP just in terms of the
control input, ui, eliminating the states, xi, from the OCP formulation. The Code Generation
tool can be used from MATLAB or directly with the C++ interface using different compilers
(in this thesis two interfaces have been used, using MATLAB R2015a and Cygwin respectively).
The ACADO Code Generation tool exports different C files:
 acado_common.h: contains variable declarations.
 acado_integrator.c: implements the integrator used to simulate the set of ordinal dif-
ferent equations (ODE).
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 acado_solver.c: implements the solver used by the ACADO toolkit.
 acado_qpoases_interface.h: file generated only when qpOASES has been chosen as the
OCP solver. It implements an interface between ACADO and qpOASES.
 acado_autiliary_functions.c: along with its respective header, this file implements
different useful functions, e.g., function to compute the time spent by the algorithm.
The files commented above, along with the closed-loop file where the controller scheme is defined,
are linked into a DLL and later to a .so file.
Closed-loop Function Pseudo-code
The closedLoop function where the closed-loop scheme is implemented follows the code below:
void closedLoop (TD1 *arg , r1 , r2 , r3, r4, x1, x2, x3, x4 , u1_former ,u2_former ){
// Update initial states to perform the optimization problem
x_0 [0]=x1;
x_0 [1]=x2;
x_0 [2]=x3;
x_0 [3]=x4;
// Update the set -point defined by the user
ref [0]=r1;
ref [1]=r2;
ref [2]=r3;
ref [3]=r4;
//Solve the optimization problem
result=solve(ref ,x_0);
arg ->u1 = result.u1;
arg ->u2 = result.u2;
}
The function input arguments are the pointer to the structure of two elements , u1 and u2, the
set-point defined by the user, therefore, the set-point can be modified from the LabVIEW front
panel according to the needs of the user, and the reading of the heights of the four tanks x_i.
Moreover, since the LMPC controllers are expressed in terms of the slew rate, the control inputs
from the previous iteration, u1_former and u2_former, should be also passed to the closedLoop
function.
It is important to note that care must be taken in the number of bits of the variables to ensure
the matching of variables sizes between LabVIEW and the C code.
Transferring the Libraries into the Device
In order to embed the .so libraries created that contain the controller design along with the
resolution solvers, the files have to be transferred into the device. The myRIO device allows to
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communicate through the protocol secure shell (SSH), which allows to access remote devices and
copy files into them safely from the PC. In this thesis, the software FileZilla version 3.18.0 has
been used with this objective. Moreover, once the library has been allocated in the corresponding
directory of the device, the library cache of the device has to be updated since LabVIEW does
not automatically deploy the shared library to the target. Therefore, a SSH connection (see
Figure 5.6) with the myRIO must be established and run the command ldconfig to update
the device cache. The software PuTTY version 0.68 has been used in order to create the SSH
connection and update the device library directory.
Figure 5.6: SSH connection
LabVIEW Project
First of all, the target device must be added into a LabVIEW project (in this case a blank
project). Once added, LabVIEW shows all the device connection as well as the FPGA (one can
program directly to the FPGA if needed). Next, a VI is created under the device directory (the
VI will be deployed automatically in the myRIO device) where the closed-loop controller routine
is implemented (see Figure 5.7).
In order to call the C code where the solvers are implemented, the Call Library Function Node
from LabVIEW is used. In this block, the .so will be called (Library name or path) and the
Function name specification is the own closedLoop function defined previously (see Figure 5.8).
In order to obtain two outputs from the C function, a C pointer and a cluster from LabVIEW
have been used.
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Figure 5.7: LabVIEW block diagram implementation
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Figure 5.8: Call library function node
5.4 Experimental Results and Assessment
5.4.1 LMPC
The LMPC embedded is one of the form of the OCP in (3.10). Only implementing the controllers
according to the slew rate, ∆ui, was decided, in order to avoid possible over-stresses in the work
of the pumps.
5.4.1.1 First Set of Experiments
The first experiment conducted was to test the capabilities of the CVXGEN and the FiOrdOs
solver to run the online LMPC controller. First of all, to make sure that the embedded controller
was performing properly, a test for both QP solvers implemented was run with the device
disconnected from the plant, just to estimate the capabilities of the myRIO to run the respective
solver. The first aspect tested was that the optimizers solved the problem correctly. Once verified
their suitable operation, the computational time spent by each algorithm to solve a closed-loop
iteration of the optimization problem was measured yielding the results summarized in Table
5.1. The sampling time of the system was set to Ts = 1 s and both control and prediction
horizons were set to Hc,p = 5.
Table 5.1: Computational time spent, by each solver embedded in the real-time device, to
perform a closed-loop iteration.
Solver Time [ms]
CVXGEN 120
FiOrdOs 3480
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These results show the difference between both solvers regarding the computational time which
was already verified by the simulations performed, but being a device with less computational
capacity with respect to the PC, the differences are magnified. Despite this difference, it was
decided to carry out the experiment and check the operation performance in real time.
As the computational differences of both solvers were not negligible, a closed-loop asynchronous
event-based strategy (collected in Algorithm 6) was adopted, whereby the device performed a
closed-loop iteration when the resource (in this case the myRIO) was available.
Algorithm 6 Closed-loop strategy implemented
1: give the desired set-point to be tracked
2: read the analog inputs from the four tanks
3: compute u∗k(xk) :=
[
u∗>k|k, . . . , u
∗>
k+Hp−1|k
]>
4: take the first element u∗>k|k
5: perform the A/D conversion carried out by the FPGA
6: apply the result of the conversion to the system
7: go to 1
Algorithm 6 is executed once the myRIO device is available, without having an established
execution rate of the loop.
The results obtained by CVXGEN and FiOrdOs1 are shown in Figures 5.9a and 5.9b, respec-
tively. Regarding the CVXGEN implementation whose results are exposed in Figure 5.9a, the
controller allows to regulate the heights of the tanks depending on the set-point defined by the
user. Given the execution time of CVXGEN, it seems interesting to increase both prediction and
control horizon to see what extent the myRIO can ensure the correct update of the closed loop.
Besides, the graph shows the need to implement another filter, to ensure the correct attenuation
of noise.
Regarding the FiOrdOs implementation, the device cannot guarantee the correct actualization
of the online LMPC due to the high computational time spent per closed-loop iteration. This
fact produces an oscillating behavior of the system outputs (both outputs) around the given
set-point. Moreover, due to the high memory consumption, there have been situations with this
solver in which the myRIO runs out of memory and collapses, causing it to enter sleep mode
and giving rise to dangerous situations as the outputs of the device are open, giving a constant
voltage to the pumps. The behavior of the LMPC given by FiOrdOs is summarized in the
following points:
1. Since the system is not at the given set-point, saturate both pumps in order to arrive in
the minimum possible time at the given height reference, i.e., ui = 5 V.
1Since it is a failed experiment just h2 is shown.
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Figure 5.9: First experiment results
2. Due to the time spent in computation, the tanks are filled and the next read by the analog
inputs show that the two tanks have increased their respective height above the marked
set-point, i.e., ui = 0 V (turn off the pumps).
3. Due to the time spent in computation, the tanks are emptied and the next read by the ana-
log input shows that both tanks have decreased their respective height below the marked
set-point, i.e., saturate both pumps.
Due to the malfunction of FiOrdOs, it discards the possibility of performing new experiments
with this solver. The next step is to compare CVXGEN, which has demonstrated a good
performance, together with qpOASES. Specifically, the embedded version qpOASES_e.
5.4.1.2 Second Set of Experiments
For these experiments, it was decided to change both control and predicion horizon from 5 to 10.
As in the previous experiment, the proper functioning of the embedded controller was ensured
running each algorithm embedded in the device with the device itself disconnected from the
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Table 5.2: Computational time spent, by each solver embedded in the real-time device, to
perform a closed-loop iteration.
Solver Time [ms]
CVXGEN 300
qpOASES e 1430
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(a) hi results for the two solvers implemented
Figure 5.10: hi and ui solution by the different solvers in simulation
plant and measuring the execution time spent by each solver to perform an iteration of the
closed loop, yielding the results of Table 5.2.
qpOASES e improves the performance related to the execution time over FiOrdOs, even with
both prediction and control horizon doubled. Since the difference in the execution time, even
being high, is lower than in the first experiment performed, it is decided to implement a syn-
chronous strategy of the Algorithm 6, whereby the closed loop will be executed by the two solvers
at the same rate. Therefore, the closed-loop execution rate was established at the maximum
execution time spent by the solvers, in this case the rate was set at 1430 ms that is the execution
time of qpOASES e. Also the sampling time of the system was set to Ts = 1430 ms too. The
simulations running CVXGEN and qpOASES e, implementing the changes exposed previously,
are shown in Figures 5.10a and 5.10b, respectively.
The experiment performed, for both solvers (as in the others experiments), has been to make
set-point changes that the Tanks 1 and 2 should track. The results are shown in Figures 5.11a
and 5.11b for CVXGEN and qpOASES, respectively. Besides, the low-pass filter implemented in
the A/D output of the device was changed, with the aim of further attenuating noise. CVXGEN
and qpOASES have shown a similar performance in spite of the different execution time, due to
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Figure 5.10: hi and ui solution by the different solvers in simulation
the chosen synchronous strategy, with which both solvers execute the closed loop at the same
rate. It should be mentioned that when the problem grows in dimensions (Hp, Hc or the number
of decision variables increase), CVXGEN becomes much slower than qpOASES, while the latter
is more robust in terms of runtime and then it seems to be more suitable for being applied in
large-scale problems.
5.4.2 NMPC
Once an implementation of the linear problem was achieved, the nonlinear problem was imple-
mented. First of all, a few changes were made to the pilot plant. Specifically, the second pump
v2 was changed by a pump equal to the first one v1. With this change, it is tried to reach the
simmetry of the real system as much as possible, knowing that both valves are manual and the
same position cannot be achieved perfectly. Therefore, another identification process such as
that presented in Section 4.2 was carried out.
The resultant parameters from the second identification procedure are summarized in Table 5.3.
Table 5.3: Identified and used parameters from the second identification procedure.
Parameter Value
Ai [cm
2] 138.9
ai [cm
2] 0.5027
k1 [cm
3/Vs] 28.24
k2 [cm
3/Vs] 30.99
γ1 0.789
γ2 0.736
g [cm/s2] 981
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Figure 5.11: Tracking task performed by both considered algorithms
Table 5.4: Overview of the NMPC specifications
Ts 0.1 [s]
N 20
QP solver qpOASES e
Time 1 iteration 200 [ms]
The main features of the NMPC controller implemented are collected in Table 5.4.
In Table 5.4, “QP solver” refers the algorithm interfaced with ACADO to solve the QP from
the SQP and “Time 1 iteration” refers the time spent by the NMPC controller embedded in the
device to perform an iteration of the closed loop.
Regarding the implementation, some aspects should be commented. First of all, due to the square
roots present in the dynamic model of the system, as discussed in Subsection 4.3.4, negative or
zero values of heights will give feasibility problems in the optimization problem related to the
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Figure 5.12: Tracking task performed by the NMPC
NMPC design. Therefore, it is needed to add a saturation in the states analog read by which
if a value lower than 0.1 is set to 0.1 cm. Moreover, different prediction and control horizons
of the controller, embedded in the device, were tested. The myRIO runs out of memory and
collapses at horizons grater than N=30.
Different experiments were performed, giving better results the regulation of the system at low
heights of the tanks. The experimental results for the NMPC are shown in Figure 5.12.
There is an almost constant offset between the height of the Tank 2 and its respective set-point,
while the Tank 1 manage to track the given set-point properly. The offset in the tracking task
performed by the Tank 2 is related to the modeling errors reported in Section 4.2. Specifically,
the first reason is related to the terms γivi and (1 − γi)vi from the model (3.1) since they are
not always fulfilled. The optimum found in simulation is not the one of the implementations,
since this voltage does not manage to overcome the difference of pressure between the reservoir
and the upper tanks.
The NMPC suffers more in terms of performance given that the identified nonlinear model
presents modeling errors that comprise the functionality of the controller. The LMPC and
NMPC controllers cannot be compared in these experiments since different controllers design
have been embedded for both problems. The OCP behind the LMPC controller penalizes the
slew rate while the NMPC the control action itself. Besides, both controllers have different
sampling times and closed-loop execution rates.
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Table 5.5: Embedded solvers assessment
C/C++ Code size [KB] Time [ms]
CVXGEN (Hc,Hp = 5) C 1419 120
CVXGEN (Hc,Hp = 10) C 2716 300
FiOrdOs (Hc,Hp = 5) C 125 3480
qpOASES e (Hc,Hp = 5) C 707 400
qpOASES e (Hc,Hp = 10) C 756 1430
ACADO (N = 20) C/C++ 858 200
5.5 Embedded Solvers Assessment
The assessment performed regarding the embedded solvers has been only to compare their
execution time to perform a closed-loop iteration (Algorithm 6). The different algorithms have
been embedded following the same pattern: the solvers have been compiled into dynamic libraries
that are called by the C/C++ compiler of the myRIO. The different execution times, regarding
the LMPC and NMPC, are collected in Table 5.5.
The best performance, regarding the execution time of the LMPC, is given by CVXGEN while
the worst case is given by FiOrdOs. This fact was already obtained with the simulation experi-
ments performed in Chapter 4. Moreover, it is worth mentioning the memory usage by solver2,
since it can be a constraint to be taken into account when implementing a solver or another.
CVXGEN, as the optimization problem grows in size (Hp increases and/or the optimization de-
cision variables increase), the code generated results in large code size. In fact, CVXGEN works
better for small problems with a maximum of 2000 total coefficients in the constraints and ob-
jectives [32]. On the other hand, FiOrdOs uses less memory but requires the highest execution
time, and qpOASES e demonstrates an almost constant code size with different optimization
problem sizes.
Regarding the NMPC, ACADO gives execution times similar to CVXGEN, but care must be
taken at the time of choosing the number of multiple-shooting intervals (N), since for the
proposed implementation and for the defined optimization problem to be solved behind the
NMPC, N greater than 30 will crash the device.
5.6 Summary
In this Chapter, a possible embedding process has been presented and discussed along with the
experimental results obtained from the different scenarios evaluated. The controllers have been
designed using the system presented in [22], which has been used as benchmark in different
publications, e.g., [1], [33].
2Each implementation is different and this dissertation proposes a possible one, and discusses the used memory
not giving final conclusions on which solver is more suitable to be embedded.
Implementation of optimization-based controllers for industrial processes 55
The model used to construct the MPC has been demonstrated not suitable to describe the
dynamics of the real pilot plant since it does not include all the dynamics present in the real
process, e.g., pumping dead-zones, turbulence in the tanks, variation of the tanks height due to
the inlet water flow, two-way valves instead of three-way valves. These modeling errors affect
quite negatively the performance of some controller designs, preventing its use for the design of
the real controller. In fact, the user’s manual of the pilot plant [10] provides a simplified model
to that of Johansson.
In the LMPC, a correct implementation is achieved since the modeling errors from the dead-
zones of the pumps are reduced by means of valves at the outlet of the tanks, regulated so that
through the voltages at the operating point, the tanks reach the calculated operating height.
This improvement of the plant has no place in the NMPC, since it is impossible to regulate
with manual valves the entire dynamic model defined by the nonlinear equations (the NMPC
controller does not rely on the linearization around an operating point).
This final conclusion about the quality of the model makes think of different options to success-
fully implement the controllers, which will be evaluated after this dissertation. Possible solutions
would be:
 In order to maintain the grey-box model identification, the pumping dead-zones must be
incorporated in the model with a modeling refinement of the valves by which the flow is
distributed between the upper and lower tanks.
 A black-box identification can be carried out in order to get a model of the plant, but
taking into account that it implies losing all physical sense. Moreover, the size of the
model will have a direct impact in the corresponding computational time, so the trade-off
between model accuracy and implementation should be evaluated carefully.
If the same model is wanted to be kept as the prediction model for the optimization-based
controllers, one possibility is to increase the dynamics as much as possible, so that the optimum
does not fall in the dead-zone of the pumps, but above. However, this dynamics increase must
be accompanied by a computing power of the device that can follow them, which in this case is
considered unfeasible.

Chapter 6
Budget
This chapter contemplates the total cost of carrying out the project, disaggregating expenditure
on equipment, licenses and human resources used during the project.
Software Amount
MATLAB 2015a and the identification toolbox, academic license 0 e
LabVIEW 2016 along with the used toolboxes, academic license 0 e
CVXGEN 0 e
FiOrdOs 0 e
qpOASES 0 e
ACADO Toolkit 0 e
Multi-parametric Toolbox 0 e
Gurobi, academic license 0 e
LATEX 0 e
Total software 0 e
Equipment Amount
NI myRIO-1900 794.37 e
Ribbon cable 10 e
Coupled Tanks 33-230 4000 e
Total equipment 4804.37 e
Human Resources Amount
Laboratory technician 560 e
Total Projected Cost
Software 0 e
Equipment 4804.37 e
Human Resources 560 e
TOTAL 5364.37 e
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Although commercial software has been utilized in this work, e.g., MATLAB, LabVIEW, Gurobi,
these packages have been used under academic license by means of the Campus Agreement from
the Universitat Polite`cnica de Catalunya (UPC). Moreover, the cost of the real plant indicated
in the budget does not correspond with the acquisition one that was 7700 e, but it has been
considered a depreciated part and has been added the substitution of elements by others of
greater gamma (pumps).
Chapter 7
Environmental Impact
The realization of this work has not supposed any environmental impact of any type. However,
it is worth commenting and pointing out research directions and examples of applications, which
are being carried out in the field of embedded controllers and MPC, focusing on the protection
of the environment.
The International Thermonuclear Experimental Reactor (ITER project) is an international nu-
clear fusion and engineering project, with the aim of producing fusion power stations. One of
the main challenges it seeks to solve is the control of the plasma, using plasma magnetic control
(PMC). In [14] an approach is proposed using online MPC, performing an assessment between
different numerical algorithms (fast-gradient method, interior points) using embedded solvers.
Regarding wind energy systems different projects funded by the European Union are being
carried out in the last years. For example, in [42] a NMPC controller based on the RTI scheme
is proposed to control rigid-airfoil airborne wind energy systems. Besides, an optimization-based
observer based on the Moving Horizon Estimation (MHE) idea is implemented. This project is
funded by TEMPO which is a Marie Curie Initial Training Network.
In the Institut de Robo`tica i Informa`tica Industrial (IRII CSIC-UPC), where this dissertation
has been carried out, there is a research group that focuses its research activity on developing
and testing new control strategies on fuel cell based energy conversion systems. For example, in
[28] a NMPC controller is proposed to improve the efficiency of a proton exchange membrane
fuell cell (PEMFC). Moreover, a nonlinear state observer is implemented.
In this Chapter, three different applications have been presented where embedded controllers
and MPC as the control strategy can be great tools on developing new control methods for new
energy technologies. Embedded controllers, in the applications exposed above and others, can
improve the performance of the systems, making them lighter, transportable and implementable.
One important aspect, however, must be considered in order to success in the implementation
of the controllers: it has to be created a synergy between the hardware and software, i.e., the
appropieate combination of software and hardware must be studied carefully in order to achieve
objectives such as speed or efficiency.
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Chapter 8
Concluding Remarks
8.1 Conclusions
In this thesis, the use of an online1 MPC controller (both linear and nonlinear), embedded in
an educational device composed of both an FPGA and a processor, has been proposed and
discussed using four different numeric algorithms to solve the optimization problem behind the
MPC, of which three are code generators (CVXGEN, FiOrdOs and ACADO Toolkit), while to
embed the qpOASES solver more compilation notions are required.
A nonlinear identification of the system model used as benchmark has been performed to adjust
the unknown parameters (grey-box identification). For the LMPC controller, a linear discrete-
time state-space model has been obtained linearizing the previous model around an operating
point towards the design of the controller. On the other hand, for the NMPC controller, the
nonlinear dynamics of the system have been simulated via integrators.
Previous to embed the designed controllers, each solver has been tested in simulation and initial
remarks on the performance of the solver are given based on the simulation results. Specifically,
Chapter 5 presents the core of the proposed implementation and the main conclusions of the
obtained results. Additionally, some final remarks are drawn below.
 The parser-solvers have been corroborated as not suitable to be embedded in real-time
applications due to computational cost and time spent. Moreover, the embedded solvers
have been demonstrated as great tools for the controllers design, in case that the needs of
both execution and computational time spent can be met.
 Embedded solvers need a detailed mathematical analysis in order to translate the controller
designed into the structure that the embedded solver is capable of handle.
1The Explicit MPC approach was also tested but due to the number of regions, it was considered an unfeasible
approach.
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 For the proposed implementation, the solver based on the gradient method (FiOrdOs)
cannot be embedded giving its computational time. Moreover, this computational cost
can cause dangerous situations due to the device crashing when runs out of memory. It
is worth trying relax (or even eliminate) constraints on the states as they do not become
active at any time. The other solvers used have similar performances.
 The model used as benchmark to design the MPC controller has been shown to be not
suitable for the implementation of model-based controllers in the real plant. Improvements
in the plant setup are necessary to avoid modeling errors. This fact is explicitly shown
in the implementation of the NMPC controller, while in the LMPC implementation, this
fact is not appreciated so pronounced since the latter are based on linearisations around
an operating point, and by means of manual valves, it is possible to improve the setup of
the plant.
8.2 Publications
This thesis has produced a publication that has been submitted to the 3rd IEEE colombian
conference on automatic control. This article, on the day of the presentation of the thesis
report, is still under review. This paper contains the discussion of this dissertation until the
implementation of the LMPC controller.
Moreover, after this dissertation presentation, both linear and nonlinear controllers will be re-
evaluated (improving the identification procedure) in equal scenarios, making a comparison
as balanced as possible. If the results obtained are good enough, they may be submitted to
publication in an international journal.
8.3 Further Work
Leaving aside the possible directions pointed out in Chapter 5 to improve the model identi-
fication and, therefore, the controller performance that will be followed after the dissertation
presentation, embedded optimization offers great research perspectives. Some ideas are outlined
below.
 Incorporate concepts of robustness and stability of MPC controllers, e.g., closed-loop pre-
diction, in the embedded solvers. One exciting possibility is to exploit the GPL license
from the used solvers, and add robustness functionalities into the code-generators to au-
tomatically generate robust MPC controllers.
 Study the possibility of embedding the controllers directly in FPGAs, instead of processors.
The implementation of the embedded solvers directly into an FPGA is a much complex
procedure but lower computational times can be achieved, allowing its implementation in
systems with faster dynamics.
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 Study the possibility of implementation of optimization-based controllers using game the-
ory approach, e.g., [3].
 Incorporate online optimization tuning based on evolutionary-game theory [2].

Appendix A
Appendix
CVXGEN code
dimensions
m = 2 # inputs.
n = 4 # states.
p = 2
Hc = 10
Hp = 10
end
parameters
A (n,n)
B (n,m)
C (p,n)
Q (n,n) psd
R (m,m) psd
x[0] (n)
yref[0] (n)
yref[t] (n), t=1..Hp
S nonnegative # slew rate limit.
uMax1
uMin1
uMax2
uMin2
xMax1
xMax2
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xMax3
xMax4
xMin1
xMin2
xMin3
xMin4
u previous (m)
end
variables
x[t] (n), t=1..Hp+1
du[t] (m), t=0..Hc
y[t] (p), t=0..Hp
end
minimize
sum[t=1..Hp](quad((x[t]-yref[t]), Q)) + sum[t=0..Hc-1](quad(du[t], R))
subject to
x[t+1] == A*x[t] + B*du[t] + B*u previous, t=0..Hp
y[t] == C*x[t], t=0..Hp
du[t][1] <= uMax1 - u previous[1], t=0..Hc-1
du[t][1] >= uMin1 - u previous[1], t=0..Hc-1
du[t][2] <= uMax2 - u previous[2], t=0..Hc-1
du[t][2] >= uMin2 - u previous[2], t=0..Hc-1
x[t+1][1] <= xMax1, t=0..Hc
x[t+1][2] <= xMax2, t=0..Hc
x[t+1][3] <= xMax3, t=0..Hc
x[t+1][4] <= xMax4, t=0..Hc
x[t+1][1] >= xMin1, t=0..Hc
x[t+1][2] >= xMin2, t=0..Hc
x[t+1][3] >= xMin3, t=0..Hc
x[t+1][4] >= xMin4, t=0..Hc
end
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