An invariant of three-dimensional orientable manifolds is built on the base of a solution of pentagon equation expressed in terms of metric characteristics of euclidean tetrahedra.
Introduction
In order to put some numeric characteristics in correspondence to a manifold, one could act, roughly speaking, in the following way. First, describe the manifold in algebraic or combinatorial terms, for example using a triangulation. Such a description can be done, as a rule, in numerous different ways, but those different ways can often be obtained from one another by using a sequence of some simple re-buildings, or "moves". In the case of triangulation, such moves affect only a few neighboring simplices from their total maybe very big number.
Then, one could try to find an algebraic expression which could be put in correspondence to some "local" part of the manifold, e.g., to a cluster of neighboring simplices, such that it would remain similar to itself in some sense under the mentioned moves. Finally, one could try to construct a "global" expression out of the "local" ones, in conformity with their algebraic structure, and find some way to extract manifold invariants from such an expression.
A typical case of realization of the stated program is the building of three-dimensional manifold invariants out of quantum 6j-symbols. As key property of 6j-symbols one can take the fact that they satisfy the pentagon equation which is depicted in a natural way as the equality of two diagrams, the first containing two tetrahedra with a common base, while the second -three tetrahedra occupying the same domain in a euclidean space, see Figure 1 below. Diagrams of such sort can be also introduced for the space of any dimension n (the left-and right-hand sides must form together, at least from the combinatorial viewpoint, the boundary of an (n + 1)-simplex). It seems however that any direct analogs of quantum 6j-symbols for higher-dimensional manifolds are rather hard to find.
We would like to propose some other algebraic expressions that obey a relation which, too, deserves the name of pentagon equation, because the picture for it is the same. In constructing our expressions we assume that the tetrahedra lie in a usual euclidean space and thus possess metric characteristics such as edge lengths, dihedral angles and volumes. Our invariant is expressed as a certain integral of those values. In order that our invariant be well defined, the PL manifold must be orientable.
The experience of the theory of discrete integrable models shows that equations that are depicted by the same diagram turn out ultimately to be closely connected, even if the diagram seems at first to have completely different meanings. Besides, a connection of our expressions with usual 6j-symbols is suggested by Justin Roberts' work [1] where he explains how a metric tetrahedron appears in the quasiclassical limit from 6j-symbols corresponding to SU(2) group. Here the quasiclassics is understood as tending of the irreducible representations' dimensions to infinity. In this sense, our invariant looks "quasiclassical" too, but it is worth mentioning that, again, the theory of integrable models teaches that the relations between quantum and classical models are much richer than just classical models being a limiting case of quantum ones, and in fact quantum models are sometimes studied using "classical" considerations.
It looks plausible that our constructions can be generalized to higher-dimensional manifolds. Thus, the aim of the present paper is not only in introducing still more invariants of three-dimensional manifolds but in elaborating the necessary technical devices, starting from this simplest case.
Below, in Section 1 we recall the derivation of the "local" formula from paper [2] . This formula contains the partial derivative of "defect angle" around an edge common for three tetrahedra in the length of that edge, taken in the neighborhood of the flat case (when the whole cluster of tetrahedra can be imbedded into a 3-dimensional euclidean space). Generalization (globalization) of this formula onto the case of simplicial complexes having many tetrahedra requires some technical work and occupies Sections 2-5.
In Section 2 we introduce a matrix A of partial derivatives of all defect angles (we call them simply "curvatures") in all edge lengths. Somewhat unexpectedly, this matrix turns out to be symmetric: A = A T . In Section 3 we investigate matrix A from another point of view: it is strongly degenerate, and we get first results in globalizing the formula for 2 → 3 (2 tetrahedra to 3 tetrahedra) moves from Section 1 by using matrix A's minor of the highest rank. It is also in Section 3 that we begin using the orientability of the manifold. In Section 4 we continue our technical work and construct a differential form not depending on the choice of the mentioned minor and behaving very nicely under 2 ↔ 3 and 1 → 4 moves. The move 4 → 1 requires, however, the integration of this form over an infinite euclidean space, and this gives a diverging integral. We settle this problem in Section 5 by finding some regularizing factor by which the mentioned form can be multiplied. In the end of Section 5 we write down the explicit formula for an invariant of a three-manifold in the form of such regularized integral. To demonstrate the efficiency of our formula, we calculate in Section 6 our invariant in the simplest example of the sphere S 3 . Finally, we discuss our results and open problems in Section 7.
The local formula
In this section we recall the derivation of the formula from [2] that can be treated as a sort of pentagon equation involving five tetrahedra in a three-dimensional space. It corresponds in a natural way to replacing a cluster of two euclidean tetrahedra with the cluster of three tetrahedra that covers the same 3-domain, or a 2 → 3 Pachner move, as in Figure 1 .
Consider five points A, B, C, D and E in the three-dimensional euclidean space. There exist ten distances between them, which we will denote as l AB , l AC and so on.
Let us fix all the distances except l AB and l DE . Then, l AB and l DE satisfy one constraint (Cayley -Menger equation) which we can, using arguments like those in [3] , represent in the following differential form:
where, say, V A denotes the volume of tetrahedron A, that is one with vertices B, C, D and E (and without A). Let us consider the dihedral angles at the edge DE -the common edge for tetrahedra A, B and C. Namely, denote
We have:
According to [3, formula (11) ],
Denote also
where ω DE is the "defect angle" around edge DE. The formulas (1-4) together yield
Remark This can be also written by means of the following integral in the length of the edge DE "redundant" for the tetrahedra D and E:
with the integral taken over a neighborhood of the value of l DE corresponding to the flat space (ω DE = 0); δ is the Dirac delta function. However, the straightforward attempt to globalize formula (6) runs into diverging integrals, and the right "global" formula (35) will have volumes raised into the power (−1/2) rather than (−1).
Reciprocity theorems for lengths and defect angles
In this Section we will do some of the technical work mentioned in the Introduction. Consider a finite simplicial complex made of tetrahedra and their faces (of dimensions 2, 1 and 0). If the contrary is not stated explicitely, we assume that every 2-face belongs to boundaries of exactly two tetrahedra lying at its different sides (thus, the corresponding PL-manifold as a whole has no boundary). Assign to each edge of the complex a length, say length l a to the edge a. Consider a cluster of all tetrahedra containing the edge a. The edge lengths in this cluster may happen to be consistent in such a way that the whole cluster can be put into a euclidean 3-space. Generally, however, there is an obstacle called the defect angle ω a corresponding to edge a which we define up to a multiple of 2π by the equality
where α, β, . . . , η are the proper dihedral angles of the tetrahedra. Now we will take up the partial derivatives like ∂ω a /∂l b which are taken with the fixed lengths of all edges except b. It must be clear from the preceding paragraph that such a partial derivative may be nonzero only if the edges a and b belong to a single tetrahedron.
Theorem 1 (local reciprocity theorem). Let a tetrahedron in the euclidean space be given, a and b being its two edges (they can lie on skew, intersecting or coinciding straight lines)
, l a and l b being their lengths, and ϕ a and ϕ b -dihedral angles at those edges. Then
Proof. The case of coinciding edges a and b is trivial. The case of skew edges: both l.h.s. and r.h.s. of (7) equal (1/6)l a l b /V , where V is the volume of tetrahedron (compare formula (3)).
The case of intersecting edges. Let a and b be, respectively, edges AB and BC in a tetrahedron ABCD. Consider also the mirror image ABCD ′ of tetrahedron ABCD with respect to the plane ABC, see Figure 2 . Now we can calculate, say, ∂ϕ b /∂l a in the following way. Assuming that all the edge lengths except a and DD ′ in Figure 2 are fixed, let us calculate first ∂l DD ′ /∂l a . We will get, similarly to formula (1) (and using the same notations like V A ):
Next, from tetrahedron BCDD ′ (in other words -tetrahedron A) we can get (compare formula (3)):
It follows from (8) and (9) that
Clearly, the result will be the same for ∂ϕ a /∂l b . The theorem is proved.
Theorem 2 (global reciprocity theorem)
. Let a complex be given of the type described in the beginning of this Section. Select in it two edges a and b. Then
Proof. The equality (10) follows from the fact that the l.h.s. of (10) is the sum of values of the type −∂ϕ a is the dihedral angle in such tetrahedron at edge a. As for the r.h.s. of (10), it is the sum of similar terms but with interchanged a ↔ b, and these sums are equal due to the local reciprocity theorem. QED.
Addition to Theorem 2 The equality (10) remains valid if we change the definitions of defect angles in the following way: select any subset in the set of tetrahedra of the complex, and assume all dihedral angles in those tetrahedra to be negative.
Proof follows immediately from an obvious modification of the proof of Theorem 2.
Introduce the matrix
where j and k run through all the edges of the complex. Matrix A is thus symmetric:
3 A quantity good for 2 → 3 moves
Throughout the rest of this paper, we will be considering "metrized" simplicial 3-complexes (with lengths assigned to their edges) of the type described in the beginning of Section 2 with the following two additional constraints: the corresponding PL manifold must be orientable, and the lengths are such that the corresponding polyhedron can be put (that is, each tetrahedron mapped isometrically) into the 3-dimensional euclidean space (any self-intersections are permitted). We will say that such lengths form a permitted length configuration. At the same time, we will consider any infinitesimal deformations of lengths which can thus draw the complex out of the euclidean space or, in other words, produce some infinitesimal defect lengths around edges. For brevity, we will sometimes call those defect angles "curvatures" (as an exception from this rule, we will soon be considering a situation where one "new" edge can take any value, but if we remove it the complex fits again into euclidean space).
The accurate definition of infinitesimal defect angles shows why we require the orientability of the manifold. Fix a consistent orientation of all tetrahedra in the complex. When we map the complex into a euclidean space (which we suppose to have its own fixed orientation), some of the tetrahedra preserve their orientation while the others change it. We will define the defect angle around a given edge as the algebraic sum of (interior) dihedral angles in adjoining tetrahedra taken with the sign − for the tetrahedra that do not change their orientation and with the sign + for the rest of them. Such definition ensures that the defect angles in a complex mapped into euclidean space will be zero (in absense of infinitesimal deformations), and we will be using the Addition to Theorem 2 exactly in such situation.
The matrix A given by (11) is usually strongly degenerate, see a good example below in Section 6. It follows from the fact that A is symmetric and standard theorems in linear algebra that there exists a diagonal nondegenerate submatrix A| C of A of sizes rank A × rank A. This means that we can choose a subset C in the set of all edges, and leave only those rows and columns in A that correspond (both rows and columns) to edges from C. Now we will make the considerations of the preceding paragraph more precise in the following way. Matrix A depends on a chosen permitted length configuration. We will be dealing with the ranks of A and its submatrices for a generic permitted configuration. Accordingly, below we denote by C a chosen subset of L edges for which A| C is nondegenerate in the general position, where L equals rank A again in the general position.
The rest of edges form the subset that we will denote C.
Lemma 1 The form
i∈C dl i , i.e.
the exterior product of differentials of all edge lengths from C, is nondegenerate in a generic point of the algebraic variety consisting of all permitted length configurations.
Proof. The lemma can be reformulated as follows: for any set of length differentials dl i of edges in C one can find such length differentials of edges in C that all infinitesimal curvatures dω will equal zero. Now, it follows immediately from the nondegeneracy of matrix A| C = (∂ω j /∂l k )| C that one can always find such differentials of lengths in C that all the infinitesimal curvatures around edges in C will be zero. But any other infinitesimal curvature is linearly dependent upon the curvatures in C and thus vanishes as well. The lemma is proved.
Consider two adjacent tetrahedra (with a common 2-face) in the complex and perform the operation of replacing them with three tetrahedra, as in Section 1. In doing so, we add a new edge (DE in Figure 1 new is such value of l new where the curvature ω new around the new edge is exactly zero. Then
where N is the number of edges before adding the new one, and
It is clear that dω new depends only on dl new and does not depend on dl 1 , . . . , dl N :
where we have taken into account the obvious equality
Then, when dl new = 0, the definition of matrix A works:
Combining (13), (14) and (15) we can write:
We are willing to construct the new matrix A new of sizes (N + 1) × (N + 1) that will link, like matrix A did, the differentials of lengths and curvatures, but for the complex with the added edge. Combining (12) and (16) we get:
Let C new be the subset of the set of edges obtained by adding the "new" edge to C. It can be seen from formula (17) that we can take A new | Cnew for a submatrix of A new having the same rank as A new . To be exact, it follows from (17) that
Note that ∂ω new /∂l new has been calculated in Section 1, see formula (5). With this taken into account, formula (18) shows that the following theorem is valid.
Theorem 3 The expression
f over all edges l 2 over all tetrahedra
where In order to construct out of (19) an invariant of a PL manifold, we still have to get rid of the dependence of our construction on the concrete choice of subset C and also make our formulas describe not only 2 ↔ 3 moves (adding or removing an edge, as in Section 1), but also 1 ↔ 4, when a new vertex is added to the complex ot removed. This is what we will do next.
Differential forms and Pachner moves
In this Section we are going to consider the following column vectors of differentials:
• dl -the column of differentials of lengths for edges from C, i.e.
• dk -the column of differentials of lengths for edges from C, i.e.
• dω -the column of differentials of curvatures around edges from C;
• dψ -the column of differentials of curvatures around edges from C.
Lemma 2 Matrix A (introduced in (11)), if written in a block form corresponding to the above mentioned partitions of sets of differentials:
has the following block structure:
where a is the matrix connecting dk and dl in the flat case:
(recall that it follows from dω = 0 that dψ = 0 as well); the superscript T means matrix transposing.
Proof. Introduce (in analogy with the situation of adding a "new" edge in Section 3) the following column of differentials:
Then if dl is zero, all curvatures vanish as well. This can be written as
where B and C are some matrices, and it will be clear soon that B = A| C . On the other hand, (24) can be rewritten as
Comparing (25) and (26) on the one hand, and (21) on the other, we see that
It is clear now that B = A| C , while the other blocks in matrix A are determined from the fact that it is symmetric (Theorem 2 and the Addition to it). The lemma is proved. Now we are ready to investigate how f = det (A| C ) changes under replacing C with a similar set C ′ . Such a C ′ can be obtained like this: choose subsets A ∈ C and B ∈ C with the same number of elements, and move A from C to C, while B -vice versa. C is thus transformed into a set which we can take for C ′ (A and B must be chosen, however, in such a way that det (A| C ) be not identically zero).
where A |a| B means the square submatrix of a for which the rows corresponding to edges from A and the columns corresponding to edges from B are taken.
Proof. One can see from the form (22) of matrix A that A| C ′ can be expressed through A| C . Namely,
where the square matrix F has the following block structure that corresponds to set partition C = C\A ∪ A for the rows and C ′ = C ′ \B ∪ B for the columns:
(note that the whole matrix F is thus of the same size as the upper left blocks e.g. in formula (22)). Here the asterisk means some submatrix that we are not interested in. By applying (28) and (29) the lemma is proved.
It follows from the definition (23) of matrix a connecting length differentials for zero curvatures that the determinant in the r.h.s. of (27) is nothing but
where all dl i are taken as well for zero curvatures, i.e. they are forms on the space of permitted length configurations. They are nonzero due to Lemma 1. Hence, an important conclusion follows: the form
does not change, to within its sign, with a different choice of C. This conclusion can be united with Theorem 3 in the following way.
Theorem 4 The following differential form on the variety of permitted length configurations on the edges of complex (the degree of the form coincides with the dimension of variety) remains unchanged under 2 ↔ 3 Pachner moves and under a different choice of subset C in the set of edges:
over all edges l
Consider now a 1 → 4 Pachner move. This means that a tetrahedron ABCD is replaced with four tetrahedra ABCE, ABDE, ACDE and BCDE, where E is a new vertex added to the complex. We will assume that edge DE is added to the set C, while edges AE, BE and CE are added to the set C. To trace the changes in the form (30), we have to note that f is multiplied by ∂ω DE /∂l DE , and this partial derivative can be calculated again from formula (5) (although we are now in a somewhat different situation). As a result, (30) is multiplied by 6 The case of a 3-sphere
In order to calculate the invariant (35) for a sphere S 3 , it is enough to use its decomposition in 2 tetrahedra. In such way we get a pre-simplicial complex (see e.g. [4] ) rather than a simplicial complex, but our formulae remain valid for this case as well.
There will be M = 4 vertices in formula (35), say A, B, C and D; 6 edges which will all enter the set C; 2 identical volumes V ABCD ; and the value f , due to the emptiness of the set C, will be simply 1 (so, the rank of matrix A = (∂ω j /∂l k ) will be zero). We get thus
First we will integrate in dl AD ∧ dl BD ∧ dl CD . To do so, recall the equality between expressions (31) and (32). Replacing E by D in those expressions and denoting as F the barycenter of points A, B and C, we get, similarly to (34), the following equality: 
Discussion
In this modest paper we have only got some first results showing that it is possible to construct, on the base of such quantities as edge lengths, dihedral angles and volumes, a state-sum-like invariant which can be calculated with no complications at least for the sphere S 3 . Of course, calculations for other manifolds must follow and, hopefully, we will achieve understanding of the invariant's underlying algebra and possible links with such equations as multidimensional analogs of Yang-Baxter equation.
At the moment, we will do the following remarks:
• An invariant similar to the one introduced in this paper can be defined by putting a complex not in the euclidean space R 3 but in a (euclidean) sphere S 3 . In such case we will not need a regularizing factor like (33) (due to the finite volume of a sphere). Nevertheless, searching for suitable factors like (33) or more complicated seems a very interesting algebraic problem for both spherical and flat cases and can lead to new manifold invariants.
• In case if the PL manifold has a nontrivial fundamental group π 1 , we should put in R 3 or S 3 not itself but its universal covering. Here seems to be, too, a vast field for future activity.
• We could consider PL manifolds with boundary. Then in order to construct an invariant we would have to use, for edges on the boundary, dihedral angles in place of defect angles.
• The work [3] suggests that invariants of the same type as in this paper can be constructed for higher-dimensional manifolds as well. This may be combined with other ways of generalization such as quantization and/or use of Berezin's anticommuting variables and/or finite fields.
• Finally, the fact that the tetrahedron volumes enter in formula (35) raised in the power (−1/2) shows that our formulae are akin to the quasiclassical formulae obtained by Justin Roberts [1] , see also references therein.
