Optimization problems referring to optimal exponents of the assumed parabolic have been developed.
Introduction
Anomalous transports are modelled by fractional differential equations (FDE) related to sub-diffusion (fractional in time) and super-diffusion (fractional in space) processes in physics [1] , porous media [2] , plasmas [3] , and turbulent transports [4] . Analytical solutions for FDE are difficult to obtain [5] and most of them are approximate in nature [6] [7] [8] [9] [10] [11] [12] [13] . Numerical methods are most popular to solve FDE [13] [14] [15] [16] [17] [18] [19] [20] .
This 
The space-fractional derivative in eq. (1) is a left-sided operator of order β of Riemann-Liouville (RL) eq. (2a) or Caputo type eq. (2b) defined [21] : , can be expressed alternatively as RL D x 1+γ for 0 < γ < 1 thus referring to underlying non-linear diffusion as a stochastic process represented by a Levy (1 + γ)/2 = β/2 stable flight [22, 23] .
The common approach in solution of eq. (1) is to apply numerical methods [24] [25] [26] such as: Galerking method [27, 28] , Tau method [29] , and spectral-method [30] while analytical solutions are rare [31] [32] [33] [34] [35] [36] . It is worthy to note that fundamental solutions of the space-fractional eq. (1) has been developed by Huang and Liu [34] by the similarity method and Green functions in terms if the similarity variable ξ ≡ x/(D β t) 1/β . Despite the powerful numerical and analytical solutions applied in the previously mentioned literature sources, the results are not suitable for physical and engineering applications and this is the reason to develop approximate solutions applying the integral-balance method [37, 38] .
The present communication reports approximate analytical solutions of the space-fractional equation based on the integral-balance approach [37, 38] successfully applied previously to solve models with time-fractional derivatives [39] [40] [41] . The work does not refer to the existence and uniqueness satisfying the model of eq. (1) but suggests that an adequate regular solution exists. The method is exemplified by a solution the Dirichlet problem of eq. (1) with zero initial conditions and RL space-fractional derivative. In some cases, explaining specific points of the solution, we will refer to the space-fractional Caputo derivative, eq. (2b), taking into account that with zero initial conditions both derivatives are equivalent. The results developed in this article are a natural extension of the solutions developed for the time-fractional models [42] .
The integral-balance approach: principle and integration techniques
Consider eq. (1) with initial and boundary conditions (Dirichlet problem):
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The integral-balance method uses the concept of a finite penetration depth δ(t) thus defining a sharp front of propagation of the solution requiring the boundary condition f(∞,t) = 0 to be replaced by:
There are two principle integration techniques, briefly described next.
Simple integration method
This is the well-known Heat-balance integral method (HBIM) [37, 38] with integration over the entire penetration depth with respect to the space co-ordinate x, eq. (5a). Applying the Leibnitz we get eq. (5b):
The integral relation of eq. (5b) is the principle equation of HBIM. Further, the replacement of f(x,t) by an assumed profile f a (x,t) = f a (x/δ) as a function of the dimensionless space variable 0 < x/δ < 1 results in differential equation about the penetration depth δ(t), as it will be demonstrated in this work.
Double-integration method
The first step of double-integration method (DIM) is integration from 0 to x [41, 42] ( ) ( )
Since the integral in eq. (5a) can be presented [41] :
we may subtract eq. (6a) from eq. (5a) that yields:
The second step of DIM is integration from 0 to δ [41, 42] . Applying the Leibniz rule to left-side we get:
The integral relation of eq. (6c) is the principle equation of DIM.
Solution of the Dirichlet problem
Assumed profile and the space-fractional derivative of it: problems to be resolved
The solution in this work uses an assumed parabolic profile with unspecified exponent [35] :
which satisfies the conditions of eqs. (4a,b,c) and forms two zones: f a (x) > 0 for x < δ and f a (x) = 0 for x ≥ δ. Prior to the integration in the right-side of the integral-balance relation of eq. (5b) or
n we have to demonstrate how the space-fractional RL derivative works with f a (x). Following the rule of RL derivative of a binomial function (C -cx) p we have [40] : Beta function can be expressed in terms of elementary functions when the sum a + b is a negative integer [43] [44] [45] . In the case of eq. (8) the first parameter in B x (-β, β -n) is negative and the sum (-β) + (β -n) = -n < 0 which means integer n > 0. However, this restricts the assumed profile to use only stipulated integer-order exponents. Therefore, we have to look for alternative solutions as it demonstrated further in this work.
Space integration of the approximate space-fractional derivative and the penetration depth

Single-integration method (HBIM)
Changing the variable in eq. (2a) as η = x/δ where 0 ≤ η ≤ 1 we get f a (x) ⇒ F a (η) = (1 -η) n and the space-fractional derivative of the assumed profile can be presented:
Further, changing the variable in the integral of RHS of eq. (5b) as x → η = x/δ we get:
Next, after the integration in left side of eq. (5b) from 0 to δ replacing f(x,t) by f a (x,t) we get:
Since Φ 1 (n,β,η) is time-independent and δ(t = 0) = 0, we get:
In eq. (12b) δ 1 denotes the penetration depth developed by the single-integration method. For the reason that 1 < β < 2, when β → 2 we have δ
/s] at the same time as the numerical factor β(n + 1)Φ(n,β) → 2n(n + 1), i. e. we get the scaling of the classical HBIM solution [35] of the integer order diffusion equation.
Double-integration method
With the help of eq. (9) and after the change of variables in the right-hand side of eq. (6c) we get:
Next, the equation about the penetration depth is:
Denoting δ 2 = y the solution of eq. (14a) is y β/2 = A(β/2)t and the penetration depth δ 2 defined by DIM is:
/s]. Moreover, the factor (β/2)(n + 1)(n + 2)Φ 2 (n,β) → (n + 1)(n + 2) because Φ 2 (β = 2) = 1 and we get the solution of the integer-order diffusion equation developed by DIM [41, 42, 46] .
Approximate profile (solution)
Hence, the approximate solutions are: -Single-integration method
where is:
The approximate solutions directly define naturally the non-Boltzmann valuable
, where ξ F corresponds to δ. The front propagates with a rate t 1/β and its length is proportional to the diffusion length-scale, (D β t) 1/β , with a numerical factor defined by N 1 (n,β) or N 2 (n,β).
Evaluation of ∂
β F a (η)/∂η β and Φ(n,β)
The evaluation of Φ(n,β), we omit the subscripts 1 and 2 for the sake of simplicity, will be carried out by expansion of F a (η) = (1 -η) n as a convergent series, expressed as a finite sum, namely:
Now, the fractional integration, with the RL derivative, of eq. (18a) ( [47] , p. 70) yields:
In this context, with the Caputo derivative the differ-integration of eq. (19) yields: with the only difference in the first term with respect to eq. (19a). The series of eqs. (19) converges [47] that is easy to establish through the ratio test.
Single integration method
Integrating the series of eq. (19a) from 0 to 1 we get the approximation of Φ 1 (n,β), that is:
Therefore, the penetration depth, expressed trough the two types of fractional derivatives, is: The result of the second integration from 0 to 1 is:
Error measure and the optimal exponent
Residual function and constraints on the exponent n at the boundaries
The exponent n of the assumed profile is the only parameter which can not be defined by the boundary conditions (4a,b,c) [38] and therefore we have to impose additional constraints. The residual function of eq. (1) is:
The residual function φ[f a (x,t)] should be zero if f a matches the exact solution, otherwise, it should attain a minimum for a certain value of the exponent n. With f a = (1 -x/δ) n ⇒ F a (η) we have:
For x = 0 (η = 0) with either eqs. (19) or (20), we get φ[f a (0,t)] = 0 for any n and, therefore, additional constraints can not be defined at this boundary. Further, we need estimation about the behaviour of the approximate solution at the vicinity of the front, i. e. for x → δ. This case can be easily explained through the definition of the Caputo derivative eq. (2b), where with the assumed profile of eq. (7) we have inside the fractional integral that d 2 f a (x,t)/dx 2 = = n(n -1)(1 -x/δ) n -2 . In order to satisfy the Goodman boundary conditions (4b,c) for x → δ we have φ a (δ,t) = lim x→δ φ a (δ,t) ≡ lim x→δ (1 -x/δ) n-2 that is the diffusion equation is satisfied when n > 2. The same constraint can be derived from the general expression of the fractional derivative of eq. (8a) which from the requirement to develop a positive solution needs n > β, that is for 1 < β <2 simply indicated that we should have n > 2.
The number of terms in the truncated series expansion of RL Φ(n,β) and the minimum value of n Since the penetration depth contains the term Φ(n,β) the reasonable questions are: What is the minimum value of n, at given β, assuring Φ(n,β) > 1 since the value of δ is positive by nature? Further, how many terms of the series representing Φ(n,β) should be taken into account? The answers to these questions are presented in fig. 1 (a) in case of RL Φ(n,β). The plots indicate two principle issues: -The number of terms in the series of Φ(n,β) is important but this effect beyond six terms expansions is negligible. -The minimal value of n decreases as the fractional order in space β increases. Further, we stress the attention on the fact that the minima of n assuring positive Φ 1 (n,β) is defined in the range n min and n max , fig. 1(b) . 
Optimal fractional-order exponents
Applying the Langford criterion [48] for the integral-balance method we need:
In terms of the dimensionless variable η the squared error measure E L (n,β,t) can be expressed: For the sake of clarity we will start the analysis with the results of the single integration method. In this case the product:
( ) ( )
is time-independent, and
Moreover, from eq. (19) and eq. (24) we may express ∂ β F a (η)/∂η β as a truncated series which allows to represent E L (n,β,t):
where the sub-function e L1 (n,β) is defined as:
Alternatively, with the double integration method and the residual sub-function e L2 (n,β) is:
The estimation of the optimal n, minimizing e L1 (n,β) or e L2 (n,β), was carried out in accordance with the following practically oriented scheme: -First, for a given the value of β, choose an integer-order n from the range n min < n < n max , fig. 1(b) . -Use nine terms of the series expansions in eq. (29) and evaluate the integral in the nominator, in eqs. (29a) or (29b) by using MAPLE, for instance. Then calculate. -Finally, collect all data about e L (n,β) and plot the curve e L (n,β) = f β (n) by as much as possible high-order polynomial interpolation, and look for the minimum of f β (n) since it defines the optimal n opt . The optimal exponents defined with this technology are summarized in tab. 1. For the single-integration method the optimal exponents are in the range bounded by the 3 and 6 terms lines in fig.1(a) , while for DIM they are above the border drawn by the nine terms approximation. In the former case, we have to take in to account, that the numerical that factor that has to be optimized is β(n + 1)Φ 1 (n,β), not only Φ 1 (n,β).
Numerical experiments
Exact solutions: Analyses and simulation problems
The exact solution of Huang and Liu [34] for the transient space-fractional eq. (1), in terms of Caputo derivatives, expressed through the similarity variable ξ = x/(Dt) 1/β is:
The numerical simulation of these exact solutions, carried out with truncated series, have to be carried out with caution because the results are very sensitive to the number of terms used in the approximations, figs. 2(b), 2(c), 2(d), 3(a), and 3(c), and blow-ups emerge. To avoid these blow-ups the truncated series used 500 terms in the numerical simulations performed. Benchmarking to the exact solutions
The comparison of the approximate solutions the exact ones is presented graphically in figs. 2 and 3. There are three sub-ranges of variations of β with different accuracies of approximation, namely: -For 1.4 < β < 1.7, fig. 2 , the approximate solutions have satisfactory accuracy and the maxima of the point-wise errors (PWE) do not exceed 0.04 and this is in agreement with the accuracy (2-3%) of similar solutions of integer [37, 38,] and time-fractional [41, 42] diffusion equations. -However, for 1.1 < β < 1.3, fig.3 , and for 1.7 < β < 1.99, fig. 4 , the solutions can not go closer to the exact ones in a wide range of variations of ξ. The approximate profiles go smoothly to zero, thus marking the points of the penetration depths, while the exact ones tend to blow-up. Because of that, in view of correct evaluation of the accuracy of the approximate solutions it is reasonable judge about this for low values of ξ when 1.1 < β < 1.3, precisely for ξ ≤ 1. In the other sub-range when 1.7 < β < 1.99 the good approximation with acceptable errors can be developed for ξ > 2. Taking into account that ξ = x/(D β t)
, small values of ξ can be considered as cases of large times for fixed x or oppositely, short distance x for moderate times. The former case is relevant to long time the solutions, while the second cases can be considered as solutions close to the interface x = 0.
Conclusions
Approximate analytical solutions of transient spatial-fractional diffusion equation with spatial RL fractional derivative in a semi-infinite medium have been developed in the case of the Dirichlet problem. The integral-balance method with the two principle integration techniques single-integration method and DIM employing the concept of the finite penetration depth have been applied.
The assumed parabolic profile with undefined exponent allows expansions with respect to the dimensionless space co-ordinate as convergent series thus enabling the fractional differentiation. The optimization problem developed established that nine terms truncated expansion of the assumed approximate profile are enough for the solution development.
The optimization procedure using the Langford criterion allow to find for a given value of β to find optimal value of the exponent of the parabolic profile assuring minimum of the mean squared error function over the penetration depth.
The numerical tests, with the optimal exponents indicate acceptable errors of approximation in the range 1.4 < β < 1.7 with PWE comparable to the approximation accuracy typical for the integer-order counterpart, β = 2. In the range 1.1 < β < 1. 
