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Abstract
Synchronization is essential for proper functioning of the power grid. We investigate the synchronous state
and its stability for a network with a cyclic topology and with the evolution of the states satisfying the swing
equations. We calculate the number of stable equilibria and investigate both the linear and nonlinear stability
of the synchronous state. The linear stability analysis shows that the stability of the state, determined by the
smallest nonzero eigenvalue, is inversely proportional to the size of the network. The nonlinear stability, which
we calculated by comparing the potential energy of the type-1 saddles with that of the stable synchronous
state, depends on the network size (N) in a more complicated fashion. In particular we find that when the
generators and consumers are evenly distributed in an alternating way, the energy barrier, preventing loss of
synchronization approaches a constant value. For a heterogeneous distribution of generators and consumers,
the energy barrier will decrease with N . The more heterogeneous the distribution is, the stronger the energy
barrier depends on N . Finally, we found that by comparing situations with equal line loads in cyclic and tree
networks, tree networks exhibit reduced stability. This difference disappears in the limit of N → ∞. This
finding corroborates previous results reported in the literature and suggests that cyclic (sub)networks may be
applied to enhance power transfer while maintaining stable synchronous operation.
1 Introduction
The electrical power grid is a fundamental infras-
tructure in today’s society. Its enormous complex-
ity makes it one of the most complex systems ever
engineered by humans. The highly interconnected
structure of power grid delivers power over a long dis-
tance. However, it also propagates local failures into
the global network causing cascading failures. Due to
careful control and management, it has been operat-
ing for decades, mostly with great reliability. How-
ever, massive blackouts still occur, such as, for exam-
ple, the power failures in 2003 in the Northern US and
Canada and more recently a huge outage occurred in
Turkey (70 million people affected) in March 2015.
The current transition to a more distributed gener-
ation of energy by renewable sources, which are inher-
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ently more prone to fluctuations, poses even greater
challenges to the functioning of the power grid. As the
contribution of renewable energy to the total power
being generated is surging, it becomes more challeng-
ing to keep the network stable against large distur-
bances. In particular, it is essential that power gener-
ators remain synchronized. The objective of this paper
is to study the influence of the distribution of power
generation and consumption on the synchronization.
We find that the heterogeneity of power generation
and consumption decreases both the linear stability
and the nonlinear stability. We show that large size
cyclic power grids are more sensitive to the hetero-
geneity. In addition, a finding suggests that a line in
a tree network loses synchronization more easily than
a line carrying the same amount of power in a ring
network. The stability of the synchronous state can
be improved by forming small cycles in the network.
This finding may help optimize the power flow and
design the topology of future power grids.
The significance of stable operation of the power
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grid was acknowledged long ago and has led to gen-
eral stability studies for the power grid using direct
methods[7, 8, 9, 12, 10, 11]. More recently conditions
for linear stability against small size disturbances were
derived by Motter et al. [25] using the master stability
formalism of Pecora and Carroll [34]. Complementary
work on large disturbances was described in [21]. In
this work the concept of basin stability was applied
to estimate the basin of attraction of the synchronous
state. In particular it was demonstrated that so-called
dead-ends in a network may greatly reduce stability
of the synchronous state.
The primary interest of this paper is to study the
influence of the distribution of generators and con-
sumers on synchronization. Starting from the com-
monly used second-order swing equations, we reduce
our model to a system of first-order differential equa-
tions using the techniques developed by Varaiya, Chi-
ang et al.[7, 13] to find stability regions for syn-
chronous operation of electric grids after a contin-
gency. After this reduction we are left with a first-
order Kuramoto model with nearest neighbor cou-
pling.
For the case of a ring network with homogeneous
distribution of generation and power consumption, we
obtain analytical results which generalize earlier work
of De Ville [30]. In particular we derive analytical ex-
pressions for the stable equilibria and calculate their
number. Furthermore, we investigate the more gen-
eral case with random distributions of generators and
consumers numerically. To this end we develop a novel
algorithm that allows fast determination of the stable
equilibria, as well as the saddle points in the system.
Subsequently, the stability of the equilibria is stud-
ied both using linearization techniques for linear sta-
bility and direct (energy) methods for determining the
nonlinear stability. By comparing our stability results
for different network sizes we show that the linear sta-
bility properties differ greatly from those obtained by
direct methods when the system size increases. More
specifically, the linear stability, measured by the first
nonzero eigenvalue approximately scales with the in-
verse of the number of nodes (N) as 1/N . This is in
contrast to the nonlinear stability result, which shows
that the potential energy barrier that prevents the
synchronous state from lo osing stability approaches
a nonzero value for N → ∞. For large size cyclic
power grids, small perturbation on the power supply
or consumer may lead to desynchronization. More-
over, comparison of a ring topology with a tree topol-
ogy, reveals enhanced stability for the ring configura-
tion. This result suggests that the finding that dead-
ends or dead-trees diminish stability by Menck et al.
[21] can be interpreted as a special case of the more
general fact that tree-like connection desynchronize
easier than ring-like connection.
This paper is organized as follows. In section 2 we
define the model. In section 3 we calculate the (num-
ber of) stable equilibria of cyclic networks and study
the existence of the synchronized state. We next an-
alyze the linear stability of the synchronous states in
section 4. The proofs of the statements in section 4
are presented in the Appendix. In section 5 we con-
sider the nonlinear stability of the synchronous state,
which is measured by the potential energy difference
between the saddles and the stable equilibrium. Fi-
nally we conclude with a summary of our results in
section 6.
2 Introduction of the model
The model that we use in this paper is commonly
known as the swing equation model and has been de-
rived in a number of books and papers; see for example
[21, 23, 24, 35]. This model is sometimes also referred
to as a second-order Kuramoto model or a Kuramoto
model with inertia [15]. The swing equation model is
defined by the following differential equations
d2δi
dt2
+ α
dδi
dt
+K
∑
j
Aij sin(δi − δj) = Pi, (1)
where the summation is over all N nodes in the net-
work. In Eq. (1) δi is the phase of the i−th genera-
tor/load and Pi is the power that is generated (Pi > 0)
or consumed (Pi < 0) at node i and α is the damping
parameter that we take equal for all nodes. The link
or coupling strength is denoted by (K) and Aij is the
coefficient in the adjacency matrix of the network.
When we consider the case of a ring network, Eq. (1)
reduce to
d2δi
dt2
+ α
dδi
dt
+K[sin(δi − δi+1) + sin(δi − δi−1)] = Pi,
(2)
with i = 1, 2, . . . , N . In writing Eq. (2) we assumed
that δN+i = δi. We usually rewrite the second-order
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differential equations as the first-order system
δ˙i = ωi,
ω˙i = Pi − αωi −K[sin(δi − δi+1) + sin(δi − δi−1)].
(3)
Note that since the total consumption must equal the
total amount of power being generated in equilibrium,
synchronous operation of the system implies that
N∑
i=1
Pi = 0.
Let us assume that node i is a generator, then
Pi > 0. The term Li,i−1 = K sin(δi − δi−1) in Eq. (3)
then corresponds to the power that is transported
from node i to node i−1 and we will refer to the quan-
tity Li,i−1 as the line load of the line between node i
and i− 1. In a similar way Li,i+1 = K sin(δi− δi+1) is
the line load of the link connecting node i and i+ 1.
For the case i is a consumer node, a similar interpre-
tation can be given.
In this paper we will focus on two different models.
The first model is the model in which power P is gen-
erated at the odd nodes and −P is consumed at the
even nodes, which we can capture as
Pi = (−1)i+1P. (4)
We will refer to this model as the homogeneous model.
In the second model we break the symmetry and
allow variations in the power generated and consumed
at each node, but in such a way that the net total
generated and consumed power vanishes (
∑N
i=1 Pi =
0). This can be accomplished by
Pi = (−1)i+1P + ξi, i = 1, 2, . . . N − 1.
ξi ∈ N(0, σ), and
N∑
i=1
Pi = 0. (5)
Here N(0, σ) is the normal distribution with stan-
dard deviation σ > 0 and mean 0 and ξi is a random
number. Eq. (5) expresses that the new distribution
of generators and consumers is obtained by a Gaus-
sian perturbation of the homogeneous model that we
started with. This model with a heterogeneous dis-
tribution of generated and consumed power will be
referred to as the heterogeneous model and the degree
of heterogeneity of Pi is measured by σ.
To investigate the linear stability of the syn-
chronous (equilibrium) state, Eqs. (3) are linearized
around an equilibrium state (δsi , 0), i = 1, . . . , N .
Using vector notation δ = (δ1, . . . , δN )
T and ω =
(ω1, . . . , ωN )
T , the linearized dynamics is given by the
matrix differential equation(
δ˙
ω˙
)
=
(
0 IN
L −α
)(
δ
ω
)
= J
(
δ
ω
)
, (6)
with L the (negative) Laplacian matrix defined by
Li,i−1 = K cos(δi − δi−1),
Li,i+1 = K cos(δi − δi+1),
Li,i = −K[cos(δi − δi−1) + cos(δi − δi+1)]. (7)
The eigenvalues of L, denoted by λi, are related to
the eigenvalues of J , denoted by µi, according to the
following equation
µi± = −α
2
±1
2
√
α2 + 4λi, i = 1, 2, . . . , N − 1.
(8)
These 2N − 2 eigenvalues are supplemented by two
eigenvalues 0; one corresponding to a uniform fre-
quency shift, the other to a uniform phase shift. For
α > 0, the real part of µi± is negative if λi < 0. The
type-j equilibria are defined as the ones whose Jaco-
bian matrix J have j eigenvalues with a positive real
part.
3 The equilibria of ring networks
In this section, we study a ring network consisting of
an even number of nodes (N) withN/2 generators and
N/2 consumers, which are connected alternatingly by
N links as shown in Fig. 1. The phase differences
between neighbors are
θ1 ≡ δ1 − δN (mod 2pi), θi+1 ≡ δi+1 − δi(mod 2pi).
To find the equilibrium points we set (δi, δ˙i) =
(δs, 0) in Eqs. (3) from which we find the following
equations for θi
sin θi − sin θi+1 = Pi/K, i = 1, · · · , N (9)
Because all phase differences θi are restricted to
one period of θi, the following additional requirement
holds
N∑
i=1
θi = 2mpi, m ∈ {−⌊N/2⌋, . . . ,−1, 0, 1, . . . , ⌊N/2⌋},
(10)
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Figure 1: A ring network with alternating consumer and
generator nodes. Circle nodes are generators and square
nodes are consumers.
where ⌊N/2⌋ denotes the floor value of N/2, that
is, the largest integer value which is smaller than or
equal to N/2. Each equilibrium corresponds to a syn-
chronous state whose stability we wish to determine.
We first calculate the number of stable equilibria of
the homogeneous model. Note that these equilibria
correspond to phase-locked solutions of a first-order
Kuramoto model that was explored by De Ville [30]
for the case P = 0.
3.1 The equilibria of homogeneous model
In this subsection, the number of stable equilibria
is determined by solving the nonlinear system ana-
lytically. Our approach is similar to that of Ochab
and Go´ra [1]. In the homogeneous model we have
Pi = (−1)i+1P , so that consumers correspond to even
nodes and generators to odd nodes in the network.
It can easily be shown that the relative phase differ-
ences θi for all even values are either the same, that is
θ2i = θ2, or satisfy θ2i = pi−θ2 for all i = 1, 2, · · ·N/2.
Similarly, for odd values of i the θi are all equal to θ1
or to pi − θ1. In this subsection, we consider the case
θi ∈ [−pi/2, pi/2]. So we need only consider equation
(9) for a single value of i, which we take to be i = 1.
The equations for homogeneous model read
sin θ1 − sin θ2 = P/K, (11a)
θ1 + θ2 =
4pim
N
, (11b)
We substitute the value for θ2 =
4pim
N −θ1 in Eq. (11a)
and solve for θ1. From that we can find that the equi-
librium values for θ1 and θ2, which are given by
θ1 = arcsin
[
P
2K cos 2mpiN
]
+
2pim
N
, (12a)
θ2 = − arcsin
[
P
2K cos 2mpiN
]
+
2pim
N
, (12b)
where m ∈ {⌊N/2⌋, . . . ,−1, 0, 1, . . . , ⌊N/2⌋}.
Here we remark that in order to find a solution the
condition P2K cos mpi
N
≤ 1 needs to be satisfied. We can
use this requirement to find the total number of sta-
ble equilibria. Later we show that only the equilibria
with θ1, θ2 ∈ [−pi/2, pi/2] are stable. Imposing this
additional requirement results in a total number of
stable equilibria given by
NS = 1 + 2⌊N
2pi
arccos
(√
P
2K
)
⌋. (13)
Details of this calculation can be found in Appendix
A. In Fig. 2(a), we show the total number of stable
equilibria NS as a function of P/K. It can be clearly
seen from this figure that the total number of sta-
ble equilibria decreases with P/K and reaches 0 when
P/K = 2.
Next we will calculate the number of stable equi-
libria of the cyclic power system with heterogeneous
distribution of generation and consumption.
3.2 The equilibria of heterogeneous model
To investigate the effect of the distribution of Pi, we
performed Monte Carlo (MC) simulations of the sys-
tem (3) with the distribution of Pi given by Eq. (5).
All the equilibria of small size power systems can
be found using a software package Bertini [17, 18, 19].
However, we perform numerical calculations using the
algorithm of Appendix D since the size of the networks
is relatively large. The algorithm amounts to finding
all solutions for β of
N∑
i=1
ai arcsin

 i∑
j=1
Pj/K + β

 = mpi,
where ai = 1 when the phase difference θi ∈
[−pi/2, pi/2] and ai = −1 if θi ∈ [pi/2, 3pi/2]. For
details and bounds on the values of m we refer to
Appendix D. Since the number of equilibria is known
to increase at least exponentially with N [16, 4], it is
not feasible to find all equilibria for large networks.
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Therefore, we developed an algorithm based on a re-
cent theoretical paper of Bronski and De Ville [5] for
finding all equilibria of type-j. Details about the al-
gorithm can be found in Appendix D. We are par-
ticularly interested in type-1 equilibria, as a union of
the stable manifolds of these equilibria can be used to
approximate the basin of stability of the stable equi-
libria. Our algorithm is capable to find type-1 equi-
libria at a computational cost of O
(
N3
)
and hence
can be applied to rather large networks. We remark
that this algorithm might be extended to more gen-
eral networks. Employing this algorithm, the number
of stable equilibria are investigated as follows.
0 0.5 1 1.5 20
10
20
30
40
50
Ratio, P/K
N
um
be
r o
f s
ta
bl
e 
eq
ui
lib
ria
 
 
Exact, N=102
N
s
, N=102
6 18 30 42 54 66 78 90 1020
5
10
15
20
25
30
35
Number of nodes, N
Nu
m
be
r o
f s
ta
bl
e 
eq
ui
lib
ria
 
 
σ=0.0
σ=0.1
σ=0.2
σ=0.3
(a) (b)
Figure 2: (a) The number of stable equilibria according to
Eq. (13) compared to the numerically calculated number of
stable equilibria. (b) The number of stable equilibria as a
function of N , P/K = 0.5. With larger σ, it becomes more
difficult for the power system to synchronize to a stable
state.
Our algorithm was applied to networks with P/K =
0.5 described by the heterogeneous model. In the sim-
ulations we average over 1000 independent runs for
each value of σ. In Fig. 2(b) the number of stable equi-
libria is plotted as a function of the number of nodes
that we vary from N = 6 to N = 102, for 4 different
values of σ = 0, 0.1, 0.2, 0.3. It can clearly be seen
that for σ = 0.2 or σ = 0.3 the number of stable equi-
libria attains a maximum value and then decreases.
The same behavior is also expected for σ = 0.1. How-
ever, the decrease is expected to set in at larger values
of N , hence such behavior cannot be observed from
Fig. 2(b). The occurrence of a maximum for nonzero σ
can be understood as follows. If the number of nodes
increases, the probability that a phase difference be-
tween two nodes exceeds pi/2 also increases. Even
though for moderately large N (1 < N < 50) the fact
that more equilibria can be found increases linearly
with N , as was shown in Eq. (13), this increase is
much smaller than the decrease caused by the aris-
ing probability of phase differences beyond pi/2. This
may be explained by the fact that in larger networks
the probability to form clusters in which neighboring
nodes i and i+1 have large ∆P = |Pi−Pi+1| increases
more rapidly than linearly with N . As a larger ∆P is
associated with larger phase differences, such clusters
with large fluctuations in ∆P between its members are
likely to result in asynchronous behavior. This find-
ing is in agreement with the well-known result that
no synchronous states exist for an infinite Kuramoto
network; see also [26].
Note that for certain network distribution of Pi,
equilibria can be found with at least one phase differ-
ence exceeding pi2 , but nevertheless being stable. This
is in accordance with the graph theoretical result of
Bronski and De Ville [5] and numerical findings of
Metha et al. [17].
4 Linear stability of equilibria
To determine the stability of the equilibria, the eigen-
values of the matrix corresponding to the system
of second-order differential equations are required.
These can be calculated analytically for single gen-
erator coupled to an infinite bus system for any value
of damping parameter α, in which case the system is
described by a single second-order differential equa-
tion. Such an approach was also taken by Rohden et
al. [23, 24].
The eigenvalues of the linearized system Eq. (6) can
be explained in forms of the eigenvalues of L as shown
in Eq. (8). For positive α, a positive eigenvalue λi of
L results in a corresponding eigenvalue µi with pos-
itive real part [28]. So the stability of equilibrium is
determined by the eigenvalues of L.
The equilibrium with all eigenvalues of L negative
and damping parameter α positive is most interesting
for power grids. We find that in this case all N − 1
pairs of eigenvalues Eq. (8) are complex valued with
negative real part. Hence the system is stable in this
case. The most stable situation arises when the damp-
ing coefficient α is tuned to the optimal value αopt
described by Motter et al. [25]: αopt = 2
√−λ1, where
λ1 is the least negative eigenvalue of L, in that case
µ1 = −
√−λ1. So the linear stability is governed by
the eigenvalues of L. We will therefore further inves-
tigate the eigenvalues of L for ring networks in this
section.
The entries of the matrix L that arises after lin-
earization around the synchronized state (δs,0) are
easily calculated and from that we find that L is the
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following Laplacian matrix
L =


−c2 − c1 c2 0 · · · 0 c1
c2 −c2 − c3 c3 0 · · · 0
0
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · 0 cN−2 −cN−2 − cN−1 cN−1
c1 0 · · · 0 cN−1 −c1 − cN−1


,
(14)
where ci = K cos(δi−δi−1) = K cos θi. As matrix L is
a (symmetric) Laplacian matrix with zero-sum rows,
λ = 0 is an eigenvalue. This reflects a symmetry in the
system: if all phases are shifted by the same amount β,
the system of differential equations remains invariant.
It is well known that when all entries ci > 0, L is neg-
ative definite, hence all eigenvalues are non-positive
which implies stable equilibria when the phase differ-
ences |δi−δi−1| ≤ pi/2 (mod 2pi), for all i = 1, . . . , N .
4.1 The linear stability of homogeneous
model
For the configuration with a homogeneous distribu-
tion of power generation and consumption we can de-
rive a theorem which shows that type-1 saddle points,
which are saddle points with one unstable eigen direc-
tion, appear if a single phase difference between two
nodes has negative cosine value. Saddles with more
unstable directions result when more phase differences
have negative cosine value. In the following, we write
a phase difference exceeds pi/2 (mod 2pi) if it has neg-
ative cosine value. We summarize our findings in the
following theorem which slightly generalizes similar
results obtained in [30, 31].
Theorem 4.1 All stable equilibria of a power grid
with ring topology and homogeneous distribution of
power consumption and generation as described in
Eq. (4) are given by Eq. (12). Stability of the syn-
chronous states in the network, corresponding to neg-
ative eigenvalues of the matrix J , is guaranteed as long
as |δi − δi−1| ≤ pi/2 (mod 2pi). If a single phase dif-
ference exceeds pi/2 (mod 2pi) this synchronous state
turns unstable and the corresponding equilibrium is
type-1. Moreover, synchronized states with more than
one absolute phase difference exceeding pi/2 (mod 2pi)
correspond to equilibria with at least two unstable di-
rections, that is, to type-j equilibria with j > 1.
Since one positive eigenvalue of J corresponds to one
eigenvalue with positive real part of L, we only need
to analyze the eigenvalues of L. The proof follows
after Theorem A.2 in Appendix A.
Theorem 4.1 confirms that Eqs. (12) indeed capture
all the stable equilibria of the homogeneous model.
Before considering the case of heterogeneous power
generation and consumption, we make two remarks.
Remark I We notice that for the case
N≡0 (mod 4) an infinite number of equilibria
exist for the homogeneous model. We will not
consider this nongeneric case here, but refer to the
work of De Ville [30] for more details about this case.
Remark II The equilibria we found depend on m.
For practical purposes the case m = 0 is most de-
sirable for transport of electricity, as in this case di-
rect transport of power from the generator to the con-
sumer is realized. Direct transport from generator to
consumer minimizes energy losses that always accom-
pany the transport of electrical power. Only when
m = 0, the power is transported to the consumer di-
rectly. The power is transported clockwise if m < 0
and counterclockwise if m > 0 as shown in Fig. 3(a).
(a) (b)
Figure 3: (a). A cyclic power grid with alternating con-
sumers and generators, which may have stable equilibria
with the power transported around the cycle clockwise with
m < 0 and counterclockwise with m > 0. The practical
synchronization state is the one with m = 0, in which the
line load L = P/2. (b). A tree power grid with 3 nodes.
The line load of line 1 L = P/2.
For the case m = 0, the stable equilibrium is
θS = (θ1, θ2, · · · , θN )
with θ1 = −θ2 = arcsin
[
P
2K
]
as follows from Eq.(12).
It is interesting to explore the ramifications of our
results for the eigenvalues of L of the second-order
model. We write the eigenvalues of the matrix L that
result after linearizing around the stable state (12)
with m = 0, which can easily be determined:
λn = −2
√
4K2 − P 2 sin2
(pin
N
)
, n = 0, 1, · · · , N − 1
(15)
6
The first nonzero eigenvalue,
λ1 = −2
√
4K2 − P 2 sin2(pi/N),
gives rise to an associated eigenvalue pair for matrix
J
µ1,+ =
−α
2
+
√
α2 − 8 sin2 (pi/N)√4K2 − P 2
2
,
µ1,− =
−α
2
−
√
α2 − 8 sin2 (pi/N)√4K2 − P 2
2
,
(16)
whose optimal value is obtained if α is tuned to the
value which makes the square root vanish [25]. For
this value of α, µ1,+=µ1,−=µopt, which equals
µopt = −
√
−λ1 = −
(
4K2 − P 2)1/4√2 sin (pi/N) .
(17)
From Eq. (17) we easily observe that µopt increases
to 0 with a rate of 1/N for N sufficiently large. This
suggests that networks with many nodes will be much
more susceptible to perturbations and hence it will be
more difficult for the power grid to remain synchro-
nized.
4.2 The linear stability of heterogeneous
model
To investigate the effect of more heterogeneous dis-
tribution of power generation and consumption, we
determine the linear stability of the stable equilibria
found using the numerical algorithm described in Ap-
pendix D. We perform MC simulations to generate
heterogeneous distributions of power generation and
consumption using the method given in Eq. (5), and
average over 1000 runs. In all runs we set P = 1 and
K = 8, so P/K = 0.125. In Fig. 4(a) we plotted the
value of −µopt for two values of σ as a function of N .
Indeed the dependence on N is as predicted, and the
two curves almost coincide, which means the eigen-
value is not so sensitive to the heterogeneity of power
distribution for the setting of P and K. In Fig. 4(b)
we explore the dependence on σ. Here we see as the
heterogeneity of Pi increases, the expected linear sta-
bility decreases. However only a very mild dependence
on σ can be seen, so the heterogeneity does not seem
to be very important for this value of P/K. To bet-
ter understand how each configuration of consumers
and generators rather than the averaged configuration
changes its stability with increasing heterogeneity, we
plotted the distribution of −µopt in Fig. 4(c) and (d).
These show that besides a small shift of the maxi-
mum toward smaller values of −µopt the distribution
is also broader, which indicates that certain configu-
ration will be less stable than others. We remark that
the value of y axis is relatively large, which means
that the −µopt is very close to the average value.
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Figure 4: (a). −µopt as a function of N for σ = 0 and
σ = 0.6. (b). −µopt as a function of σ with N = 30. (c).
The distribution of −µopt for σ = 0.2 and σ = 0.4 and
N = 22. (d). The density of −µopt for σ = 0.2 and σ = 0.4
where N = 30. P/K = 0.125 is kept fixed in all panels.
5 Nonlinear stability of the syn-
chronous state in ring networks
We next discuss the stability of synchronous opera-
tion when the system is subject to perturbations of
such a degree that render the linear stability analysis
of the previous section inappropriate. A measure for
the stability of the stationary states is then provided
by the basin of attraction of the equilibria. For high-
dimensional systems this is a daunting task. However,
it is possible to estimate the volume of the basin ei-
ther by numerical techniques, such as for example,
the recently introduced basin stability S, by Menck
et al.[20, 21], in which the phase space is divided into
small volumes. Choosing initial conditions in each of
the small volumes and recording convergence to a sta-
ble equilibrium for each attempted initial condition, a
number S between 0 and 1 which is a measure for the
size of the volume of the attracting phase space, can
7
be obtained. Since this technique is computationally
demanding and also labels solutions which make large
excursions through phase space as stable [3], as they
do belong to the stable manifold of the equilibrium,
we will follow a different approach.
The stability region has been analyzed by Chiang
[6] and independently Zaborsky et al. [27, 28] and the
direct method was developed by Varaiya, Wu, Chiang
et al. [7, 13] to find a conservative approximation to
the basin of stability.
We define an energy function E(δ,ω) by
E(δ,ω) =
1
2
N∑
i=1
ω2i −
N∑
i=1
Piδi −K
N∑
i=1
(cos(δi+1 − δi))
=
1
2
N∑
i=1
ω2i + V (δ), (18)
where we defined the potential V (δ) as
V (δ) = −K
N∑
i=1
cos(δi+1 − δi)−
N∑
i=1
Piδi. (19)
It can easily be shown that
dE(δ,ω)
dt
= −α
N∑
i=1
ω2i ≤ 0.
The primary idea behind estimating the region
of attraction of a stable equilibrium by the direct
method, is that this region is bounded by a manifold
M of the type-1 equilibria that reside on the potential
energy boundary surface (PEBS) of the stable equi-
librium. The PEBS can be viewed as the stability
boundary of the associated gradient system [9, 7]
dδi
dt
= −∂V (δ)
∂δi
. (20)
The closest equilibrium is defined as the one with the
lowest potential energy on the PEBS. By calculat-
ing the closest equilibrium with potential energy Vmin
and equating this to the total energy, it is guaranteed
that points within the region bounded by the manifold
M = {(δ, ω)|E(δ, ω) = Vmin}, will always converge to
the stable equilibrium point contained in M.
The idea of estimating the region of stability by
type-1 equilibria is probably best illustrated by con-
sidering a simple example of a three-node network de-
picted in Fi-g. 5(a). We choose this network only for
illustration purposes as this small three-node network
allows direct evaluation. For this network we set
P1/K = 0.125, P2 = −0.125, P3/K = 0
and α = 0. Equipotential curves were plotted in
Fig. 5(b). The type-1 equilibria (saddles) are dis-
played as little circles and squares, numbered 1 to 6. It
is clear that the type-1 equilibria indeed surround the
stable equilibria which are shown as local minima in
the potential V . Equilibrium 1 is the closest equilib-
rium with the smallest potential energy on the PEBS
plotted by a black dash-dotted line. A small pertur-
bation in the direction to saddle point 1, depicted
by the red dashed curve leads to desynchronization,
whereas a larger perturbation in a different direction
(blue solid curve) eventually decays toward the sta-
ble equilibrium point and hence the system stays syn-
chronized. This shows the conservativity of the direct
method and the challenges in calculating the region
of stability, as it depends on both the direction and
size of the perturbation. One approach to this prob-
lem is to determine the so-called controlling unstable
equilibrium point, which was developed by Chiang et
al.[6, 8]. We will not consider this method here, but
rather restrict ourselves to the potential energy of all
the type-1 saddles on the PEBS. As displayed in Fig.
5(b), there are two type-1 saddles corresponding to
the absolute value |θi| of a phase difference exceeding
pi/2. The potential energy of these two saddles are
different and the one with smaller potential energy is
more susceptible to perturbations. In the following
study, all the equilibria are divided into two groups:
(I) a group that corresponds to the phase difference θi
exceeding pi/2 with smaller energy and (II) the other
group with larger energy. In Fig. 5(b), direct calcu-
lation shows that the saddles (1-3) constitute group I
and (4-6) constitute group II.
We remark that closest equilibrium 1 corresponds
to the line connecting node 1 and 2 with the largest
line load. This makes sense since the line with higher
line load is easier to lose synchronization first.
In subsection A, we derive the analytical approx-
imation of the potential energy of the equilibria on
PEBS of homogeneous model, for group I and group
II respectively. In subsection B, we present the nu-
merical results for the heterogeneous model.
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Figure 5: (a). A 3-node power grid. (b). The potential
energy of the three nodes power grid as a function of δi
where P1/K = 0.125, P2/K = −0.125, and P3/K = 0.
The 6 unstable equilibria are local minima on the poten-
tial energy boundary surface (PEBS) plotted by the black
dash-dotted line. The equilibrium 1 and 4, 2 and 5, 3 and
6 are caused by θ1, θ2 and θ3 exceeding pi/2 respectively.
Equilibrium 1 is the closest equilibrium on the PEBS. The
trajectory plotted by red dashed line goes through saddle
3 and results in desynchronization after θ1 exceeded pi/2.
However, the trajectory plotted by the blue solid line al-
ways stays inside the attraction of the stable equilibrium
even though its energy is larger than the potential energy
of saddle 1.
5.1 Potential energy for homogeneous
model
For the case of an N -node alternating ring network
with Pi distributed according to Eq.(4), we can easily
find analytical expressions for the potential energy by
combining expressions for the equilibria (12), the po-
tential energy (19) and Eq.(4). We assume that we are
in a stable state, θmS = (θ
m
1 , θ
m
2 , . . . , θ
m
1 , θ
m
2 ), that is,
θm1 , θ
m
2 ∈ [−pi/2, pi/2], which can always be achieved
by a proper choice of m. For example m = 0 corre-
sponds to such a stable state. The potential energy of
the stable state θmS is
V mS = −K
N∑
i=1
cos(θmi )−
N∑
i=1
P (−1)i+1δi
= −KN
2
[cos(θm1 ) + cos(θ
m
2 )] +
NP
4
[θm2 − θm1 ] .
(21)
We next consider the potential energy of the type-
1 saddle points. According to Theorem 4.1, a type-1
saddle point corresponds to a link with absolute phase
difference exceeding pi/2 (mod 2pi) in the network. We
denote the type-1 saddle points corresponding to the
stable state θmS by
T
m
j = (θˆ
m
1 , θˆ
m
2 , . . . , pi − θˆm1 , θˆm2 , . . . , θˆm1 , θˆm2 ).
and
T¯
m
j = (θˆ
m
1 , θˆ
m
2 , . . . ,−pi − θˆm1 , θˆm2 , . . . , θˆm1 , θˆm2 )
where the phase difference θj exceeds pi/2 (mod 2pi)
and j is odd. These two equilibria belong to group I
and group II respectively.
In the following, we only focus on the type-1 saddle
Tmj , the same results can be obtained for T¯
m
j .
The equations that determine the values of θˆm1 and
θˆm2 are now (12a) (with θˆ
m
i substituted for θ
m
i ) com-
bined with(
N
2
− 2
)
θˆm1 +
N
2
θˆm2 = (2m− 1)pi. (22)
Hence we find that the type-1 saddles are implicitly
given as solutions of the following equation
sin
(
θˆ
m
1 −
(2m− 1)pi
N
−
2θˆm1
N
)
=
P
2K cos
(
(2m−1)pi
N
+
2θˆm
1
N
) ,
(23)
which admits a solution θˆm1 ∈ [0, pi2 ] when
P/2K < cos((2m− 1)pi/N + (2m+2pi)/(N(N − 2))).
We next argue that the type-1 saddles found in
Eq. (23) lie on the PEBS which surrounds the stable
equilibrium θmS . One could use the same arguments
as previously invoked by De Ville[30]. In Appendix
C, we provide a more general proof which is valid for
different m.
We set m = 0 for the reasons described in remark
II in section 4 and denote θ0S and T
0
j by θS and Tj
respectively. We remark that there are 2N type-1
equilibria on the PEBS of θS if P/2K is sufficiently
large and each line load is P/2 for the equilibrium θS
as Fig. (3)(a) shows.
We proceed to calculate the potential energy dif-
ferences (details given in Appendix B) between the
stable state θS and the saddle Tj for j odd, which we
call ∆VI
∆VI = −KN
2
[
cos θˆ01 − cos θ01
]
− KN
2
[
cos θˆ02 − cos θ02
]
+ 2K cos θˆ01 −
NP
4
[
θˆ01 − θ01
]
+
NP
4
[
θˆ02 − θ02
]
+ (−pi/2 + θˆ01)P. (24)
We can recast Eq. (24), using Eq. (12a), in the follow-
ing form
∆VI = P
(
−pi
2
+ arcsin
P
2K
)
+
√
4K2 − P 2 +∆UI ,
(25)
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where ∆UI can be proven positive and has the asymp-
totic form for large N
∆UI =
1
N
(
pi
2
− arcsin P
2K
)2√
4K2 − P 2 +O (N−2) .
(26)
For T¯ 0j , a similar calculation shows that the potential
energy difference can be expressed as
∆VII = P
(
pi
2
+ arcsin
P
2K
)
+
√
4K2 − P 2 +∆UII ,
(27)
where ∆UII can be proven positive and has the
asymptotic form for large N
∆UII =
1
N
(
pi
2
+ arcsin
P
2K
)2√
4K2 − P 2 +O (N−2) .
(28)
We remark for the case j is even, the derivation of
the potential energy differences is analogous.
From the expression for the energy barriers ∆VI
and ∆VII , we can easily infer that as the line load
L = P/2 increases, ∆V1 decreases and ∆VII increases.
As mentioned before, ∆VI is more susceptible to dis-
turbances.
Furthermore, we can immediately draw the conclu-
sion that for large network sizes, ∆VI and ∆VII ap-
proach a limiting value that depends only on K and
P which can be observed in Fig. 6(a). A direct cal-
culation shows that the asymptotic limits correspond
exactly to a potential difference found for a tree net-
work, which is sketched in Fig. 3(b). We remark that
the line load of each line in the ring network and line 1
in the four nodes tree network are both P/2. Indeed,
we find that for the line in a tree network with line
load P/2, the energy leading it to desynchronization
are ∆V TI and ∆V
T
II [13]
∆V TI =
P
2
(− pi + 2arcsin P
2K
)
+
√
4K2 − P 2,
∆V TII =
P
2
(
pi + 2arcsin
P
2K
)
+
√
4K2 − P 2. (29)
Hence the energy barrier in Eq. (25) and (27)
can be explained in terms ∆VI = ∆V
T
I + ∆UI and
∆VII = ∆V
T
II +∆UII . As ∆UI and ∆UII are always
positive, the energy needed to make a line lose syn-
chronization (exceeding pi/2 (mod 2pi)) is increased
for the line in a ring network compared with in a
tree network. In other words, the line with line load
L = P/2 in the ring network is more robust than
in a tree network. This permits the line in cycles to
transport more power. A ring topology will result in
an increased stability of the synchronous state com-
pared to that of a tree network. This effect is larger
for smaller networks. This finding corroborates the
results by Menck et al. [21], who found decreased sta-
bility from dead-ends or, small trees in the network.
In order to examine the robustness of our results, we
next perform numerically studies on the networks with
the random configuration of consumers and generators
as in Eq.(5).
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Figure 6: (a) The potential energy ∆VI , ∆VII , ∆V TI and
∆V TII as functions of N for the homogeneous model. The
approximate value of ∆VI and ∆VII are calculated ignoring
the term O(N−2) in Eq. (26) and Eq.(28) respectively. (b).
The average value of ∆VI ,∆V
T
I of heterogeneous model as
functions of N with σ = 0.2, 0.4. (c). The average value of
∆VII ,∆V
T
II of heterogeneous model as functions of N with
σ = 0.2, 0.4. P = 1 and K = 8 in all panels.
5.2 Numerical results for the heteroge-
neous model
From the analysis of the nonlinear stability of cyclic
power grids in homogeneous model, we know that the
potential energy differences between the type-1 equi-
libria and the stable synchronous state with m = 0, is
always larger than the potential energy differences for
a tree like network with the same line load L. More-
over, the potential energy barrier of the ring network
approaches that of the tree network as N increases.
In the following, we verify whether this remains true
for cyclic power grids with heterogeneous distribution
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Figure 7: (a) The average line load as a function of N
for the heterogeneous model with σ = 0.2, 0.4. (b) The
distribution of line loads of cyclic power grids with N =
22, 38 and σ = 0.2, 0.4. The distribution widens both for
increasing values of N and σ. P = 1 and K = 8 in all
panels.
of Pi and study how the heterogeneity of power dis-
tribution influences the nonlinear stability.
We next focus on how the potential energy of type-
1 equilibria changes as N increases. As we remarked
in the previous subsection, there are two groups of
type-1 equilibria on the PEBS of θS , each having a
different potential energy relative to the synchronous
state, ∆VI and ∆VII , respectively.
As we do not have analytical expressions for ∆VI
and ∆VII in this case, we numerically compute these
values for different values of σ > 0 using the same
procedure for assigning values to Pi as in Eq. (5).
For different values of N , we perform 2000 runs to
calculate ∆VI and ∆VII and compute the ensemble
average. To determine which type-1 equilibria are on
the PEBS of θS , the numerical algorithm proposed by
Chiang et al. [6] is used.
Since σ is nonzero, incidentally a large value of Pi
can be assigned to a node, which prevents the ex-
istence of a stable equilibrium. Such runs will not
be considered in the average. Neither are runs in
which fewer than 2N type-1 equilibria are found on
the PEBS.
In our numerical experiments, we set again K =
8, P = 1, P/K = 0.125 and vary N between 6 and
102 and set either σ = 0.4 or σ = 0.2.
We determine the potential differences ∆V TI and
∆V TII by first calculating the stable equilibria θS . As
θS determines all phase differences, it facilitates com-
puting the line loads between all connected nodes.
From the line loads we subsequently extract the value
of P which we then substitute into Eq. (29) to find
∆V TI and ∆V
T
II , respectively.
By considering the average values of the quantities
∆VI , ∆VII , ∆V
T
I , ∆V
T
II , we conclude the following.
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Figure 8: (a-d). The distribution of ∆VI , ∆VII , ∆V TI
and ∆V TII of cyclic power grids for N = 10, 18, 50, 102. (e-
f). The distribution of ∆VI and ∆VII for σ = 0.2, 0.4 with
N = 22, 38. The black dash-dotted lines in the middle of
figures (a-d) denote the boundary between ∆V TI and ∆V
T
II
and the black dashed lines in the middle of figures (a-f)
indicate the boundary between ∆VI and ∆VII . P = 1 and
K = 8 in all panels.
First, for the heterogeneous distribution of Pi, the
average value of ∆VI and ∆V
T
I decreases with N as
shown in Fig. 6(b) and Fig. 6(c). This is because
the average line load increases with N as shown in
Fig. 7(a) and ∆VI and ∆V
T
I are monotonously in-
creasing functions of the line load and N . However,
∆VII decreases first and then increases after reaching
a minimum with N since it is a monotonously increas-
ing function of line load but a decreasing function of
N . ∆V TII always increases since it is a monotonously
increasing function of the line load.
Second, for larger σ, ∆VI decreases faster and ∆VII
increases faster after reaching a minimum. Since ∆VI
determines the stability more than ∆VII , the grid be-
comes less stable as σ increases. So cyclic power grids
with homogeneous distribution of Pi as in Eq. (4) are
more stable than the ones with heterogeneous dis-
tributed Pi as in Eq. (5).
Third, ∆VI and ∆VII are always larger than ∆V
T
I
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and ∆V TII , respectively and the former two converge
to the latter two as N increases, which is consistent
with the homogeneous case. This confirms that the
line in a cyclic grid is more difficult to lose synchro-
nization after a large perturbation than in a tree grid.
As the size N of the cycle increases, this advantage
disappears gradually.
In order to get more insight in these scenario. The
distribution of ∆VI ,∆VII ,∆V
T
I and ∆V
T
II are plotted
in Figs. 8 for different N and σ.
The distribution of ∆VI and VII converge to ∆V
T
I
and ∆V TII , respectively, which can be observed from
Figs. 8(a-d). There is a boundary between ∆VI and
∆VII plotted by black dashed line in the middle of
Figs. 8(a-f). The boundary actually is the upper
bound of ∆VII and lower bound of ∆VI , which is close
to 2K + Kpi
2
2N calculated by setting P = 0 in Eqs. (25)
or (27). This does not depend on σ, as can be verified
in Figs. 8(e-f). For the tree connection, the boundary
of ∆V TI and ∆V
T
II plotted by the black dash-dotted
line in the middle of Figs. 8(a-d) equals 2K calculated
by setting P = 0 in Eqs. (29).
Figs. 8(e-f) show that the distribution of ∆VI and
∆VII becomes broader as either N or σ increases.
This is also reflected in the distribution of the line
loads shown in Fig. 7(b). We remark that for the het-
erogeneous case, the line loads are different and the
lines with smaller line load become stronger while the
ones with larger line load becomes weaker. In other
word, the power grid become stronger against some
large disturbances while it becomes weaker against
others. As whatever N or σ increases, more lines
become weaker which makes the network less stable
against various disturbances.
The maximum value of the density of potential en-
ergy is much smaller than that of the linear stability
as shown in Figs. 4(c-d). This demonstrates that the
potential energy is much more sensitive to the hetero-
geneity than the linear stability.
6 Conclusion
Synchronization and their stability in cyclic power
grids have been studied in this paper. We obtained
an analytical solution for the number of stable equi-
libria of homogeneous cyclic power grids. The number
of stable equilibria increases linearly with the size of
cyclic power grids. For cyclic power grids with het-
erogeneous distribution of power generation and con-
sumption, the existence of equilibria has been ana-
lyzed with an efficient algorithm for finding all the
type-1 equilibria. Both the linear stability and nonlin-
ear stability are investigated. Heterogeneity slightly
reduces the linear stability, but affects the nonlinear
stability much more strongly. We measure the non-
linear stability of the cyclic power grids by the poten-
tial energy difference between the type-1 equilibria on
PEBS and the stable equilibrium, which only depends
on the power flow, but not on the damping coefficient.
An analytical approximation of the potential energy
difference is obtained for the cyclic grids with a ho-
mogeneous distribution of generators and consumers.
Numerical studies on the nonlinear stability have been
performed for the cyclic power grids with heteroge-
neous distribution of generators and consumers. For
both the homogeneous and the heterogeneous case, we
find that the ring-like connection is more stable than
the tree-like connection. A line connecting two nodes
in a ring network is more robust than a correspond-
ing line in a tree network carrying the same line load,
which allows it transport more power in the ring net-
work. However, the greater stability of the ring config-
uration diminishes with a large network size. There-
fore, to benefit from the increased stability of a ring
like connection, the network size should not be too
large (typically N < 10).
Compared to the homogeneous case, in heteroge-
neous cyclic power grids, some lines become more sta-
ble while others become less stable since the line load
becomes more heterogeneous. Hence the overall sta-
bility decreases.
In real power grids, the stability of power grids
can be enhanced by improving the topology which
is very complex. With this motivation, Kurths et
al. [21, 3] has explored the single node basin stabil-
ity and the survivability respectively to measure the
nonlinear stability of power grids. The critical link
capacity has also been studied in refs[32, 14] to im-
prove the topology. The Kuramoto order parameter
[24, 33, 2] also has been used to measure the syn-
chrony of power grids. An analytical approximation
of the critical clearing time [36, 37] of faults in power
systems is derived by Roberts et al. [29] which shows
that larger potential energy of the closest equilibrium
may increase the critical clearing time. The poten-
tial energy of type-1 equilibria measures the energy-
absorbing capability of real power grids. Hence it can
be used to measure the nonlinear stability as this pa-
per presents. The challenge is on how to find all the
type-1 equilibria of the power systems. There might
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be some other approach to approximate the potential
energy such as this paper presents namely line load.
We present that lines transmitting the same amount
of power may have different stability similar to the
difference between tree like network and ring like net-
work. It is worthwhile to investigate the nonlinear
stability of small size artificial power grids to obtain
some insights on improving the stability measured by
the potential energy of type-1 equilibria.
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A Stable equilibria and type-1 saddles of
cyclic power grids
Proposition A.1 The total number of stable equilibria
in a ring network with homogeneous distribution of gen-
eration and consumption as in Eq.(4) is given by Ns =
1 + 2⌊Npi arccos
(√
P
2K
)
⌋.
Proof A.1 To determine the number of stable equilibria
we require θ1, θ2 ∈ [−pi/2, pi/2]. Taking
m ∈ H = {−⌊N/2⌋, . . . ,−1, 0, 1, . . . , ⌊N/2⌋}
and restricting to positive values of m , we find the follow-
ing inequality
arcsin
(
P
2K cos(2pim/N)
)
≤ pi
2
− 2mpi
N
.
As sinx is a monotonic and positive function for x ∈
[0, pi/2], the inequality holds true when taking sin on both
sides. Using some trigonometry we arrive at the stated
result, after accounting for negative values of m by multi-
plying with 2 and adding 1 to account for the m = 0 term.
Theorem A.2 The matrix L has nonpositive eigenvalues
if and only if |δi − δi−1| ≤ pi2 (mod 2pi) for i = 1, . . . , N .
A single phase difference |δi − δi−1| ≥pi/2 (mod 2pi) will
result in one positive eigenvalue. If there are more than one
phase differences |δi − δi−1| ≥ pi/2 (mod 2pi), the number
of positive eigenvalues of L is larger than 1.
Proof A.2 The proof that all eigenvalues of L, are non-
positive can easily be established from Gershgorin’s circle
theorem. We now prove that each phase difference exceed-
ing pi/2 (mod 2pi) leads to a positive eigenvalue. We will
use matrix theory and Weyl’s inequality to prove this, which
is in the same spirit as the proof of De Ville [30] in the case
of a single frequency Kuramoto network. We use the nota-
tion θmS to denote an stable equilibrium with a fixed value
for m, chosen such that θm1 , θ
m
2 in the interval [−pi/2, pi/2].
The vector θmS reads in components (θ
m
1 , θ
m
2 , . . . , θ
m
1 , θ
m
2 ).
An equilibrium which has a single phase difference, say be-
tween node j and j − 1, exceeding pi/2 (mod 2pi) will be
denoted by Tmj = (θ
m
1 , θ
m
2 , . . . , pi−θm1 , . . . θm1 , θm2 ). Depend-
ing on the j being odd or even, a θm1 or a θ
m
2 is replaced
by pi − θm1 or pi − θm2 , respectively. As the system is rota-
tionally symmetric we might as well choose the first phase
difference to be larger than pi/2.
In matrix language this implies that the Laplacian matrix
L, which takes the following form in the case with all phase
differences restricted to [−pi/2, pi/2]
L =


−a− b a 0 . . . 0 b
a −a− b b 0 . . . 0
0 b −a− b a 0
.
.
.
.
.
.
. . . a −a− b b
.
.
.
0
. . . 0 b −a− b a
b 0 . . . 0 a −a− b


,
(30)
with a = K cos(θm1 ) > 0 and b = K cos(θ
m
2 ) > 0, will be
transformed to the Laplacian matrix L′:
L
′ =


a− b −a 0 . . . 0 b
−a a− b b 0 . . . 0
0 b −a− b a 0
.
.
.
.
.
.
. . . a −a− b b
.
.
.
0
. . . 0 b −a− b a
b 0 . . . 0 a −a− b


,
(31)
when going from the equilibrium state θmS to the equilib-
rium state Tmj . Both matrix L and L
′ have an eigenvalue
λ = λ′ = 0, with eigenvector 1. Furthermore, all other
eigenvalues of L, which are real due to symmetry of L are
negative, and therefore we can order the eigenvalues of L
as λ0 = 0≥λ1≥λ2 . . . . As matrix L′ = L + xTx, with
x = a/
√
2[1 − 1 0 . . . 0], we can use Weyl’s matrix in-
equality to relate the eigenvalues of L′: {λ′} to that of L
as follows:
λ′0≥λ0 = 0≥λ′1≥λ1. (32)
Hence, at most one eigenvalue of L′ is negative. We can
proof that one of the λ′ is negative by calculating the deter-
minant of the reduced (N − 1)× (N− 1) matrix that results
after removing the eigenvalue 0. L′ and L′red have the same
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spectrum apart from λ = 0.
L′red =


2a− b a+ b . . .
b −a− b b 0 . . . 0
0 b −a− b a 0
.
.
.
.
.
.
.
.
. a −a− b b
.
.
.
0
.
.
. 0 b −a− b a
−b −b . . . −b a− b −a − 2b


,
(33)
We find, using recurrence relations, that the determinant
of reduced L′ for general values of N > 4 (even) is given
by
det(L′red) = a
N/2a−1b−1bN/2×[
3
2
bN2 + 20bN + 56b+ 14aN + 40a+ aN2
]
.
Since the term in square brackets is always positive and N
is even in our case, this implies that the determinant of
the reduced matrix with dimensions (N − 1) × (N − 1) is
positive and hence there will indeed be exactly one positive
eigenvalue. For the case N ≤ 4 direct calculation of the
determinant gives the result.
For the case when there are two phase differences ex-
ceeding pi/2 (mod 2pi), the same argument can be applied,
now starting from the matrix L′ and defining a new matrix
L′′ in a similar fashion as above. Both the case that two
neighboring phase differences exceed pi/2 (mod 2pi) and the
case that the two links with a phase difference ≥pi/2 are
separated by an odd number of nodes must be treated. Here
we shall present the case for two non neighboring phase dif-
ferences exceeding pi/2 (mod 2pi). More precisely the equi-
librium is (pi − θ1, θ2, pi − θ1, θ2, · · · , θ2). The matrix L′′ is
in this case
L′′ =


a− b −a 0 . . . 0 b
−a a− b b 0 . . . 0
0 b a− b −a 0 ...
...
. . . −a a− b b ...
0
. . . 0 b −a− b a
b 0 . . . 0 a −a− b


,
(34)
We remark again that the eigenvalues of L′ and L′′ are re-
lated by L′′ = L′+xTx, with x = a/
√
2[0 0 1 − 1 0 . . . 0].
Using Weyl’s matrix inequality we can proof that L′′ will
have 2 positive eigenvalues, when the reduced L′′red matrix,
which is constructed analogous to L′red, has a negative de-
terminant. Using again recurrence relations, we can find
det(L′′red) and hence the product of the eigenvalues of L
′′
(with λ = 0 removed)
det L′′red = −aN/2bN/2a−1b−2
[
(16a2 + 52ab− 12b2)
(35)
+ (−13
2
a2 − 20ab+ 3b2)N + 3
4
(a2 + 3ba)N2
]
.
This expression is valid for even N and N ≥ 4, and is neg-
ative definite, which shows that there will be two positive
eigenvalues in this case. For N < 4, we can easily check
our result by direct calculation. The case with two neighbor-
ing nodes having phase differences exceeding pi/2 (mod 2pi)
can be treated in a similar fashion. In addition, it can
be proven directly by Weyl’s matrix inequality that L has
more than one positive eigenvalue if there are more than
two phase differences exceeding pi/2 (mod 2pi),
Remark A beautiful proof using graph theory can be
constructed as well, using the very general approach of
Bronski et al [5]. However, here we prefer direct calcu-
lation of the reduced determinant to show that a direct
calculation is feasible in this case.
B Calculating the potential energy
Here we prove that the potential differences between the
type 1-saddles Tmj and stable equilibria θ
m
S are given by
Eqs. (25) and (27) with ∆UI and ∆UII positive and of the
form Eq. (26) and (28).
We will only consider ∆VI as the proof for ∆VII is anal-
ogous. We start with rewriting Eq. (24) using the fact
that we can write the linear term either −PNθˆ1/2 or as
PNθˆ2/2. Choosing for the first form gives:
∆VI = −KN
2
[
cos θˆm1 − cos θm1
]
− KN
2
[
cos θˆm2 − cos θm2
]
+ 2K cos θˆm1 −
NP
4
[
θˆm1 − θm1 − θˆm2 + θm2
]
+ (−pi/2 + θˆm1 )P, (36)
We next focus on the case m = 0, as this is the state
that we are most interested in and omit the index m in the
expressions. Moreover, we notice that it is immediate from
Eq. (23) and Eq. (22) that
θˆ1 < θ1, θˆ2 < θ2. (37)
We can recast Eq. (36) in the following form
∆VI =
KN
2
[cos θ1 − cos θˆ1] + KN
2
[cos θ2 − cos θˆ2]
+ 2K cos θ1 + 2K[cos θˆ1 − cos θ1]− NP
4
[θˆ1 − θ1]
+ P
(
θ1 − pi
2
)
+ P (θˆ1 − θ1) + NP
4
[θˆ2 − θ2].
(38)
We next invoke the mean value theorem to write
cos θ1 − cos θˆ1 = −(θ1 − θˆ1) sin ξ1,
cos θ2 − cos θˆ2 = −(θ2 − θˆ1) sin ξ2, (39)
where ξ1 ∈ [θˆ1, θ1] and ξ2 ∈ [θˆ2, θ2] Realising that cos(θ1) =√
1− (P/2K)2 and sin(θ1) = P/2K, and using the mean
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value expressions (39) we can rewrite Eq. (38) as
∆VI =
√
4K2 − P 2 +
(
arcsin(P/2K)− pi
2
)
P +∆UI ,
(40)
where we introduced ∆UI , which is defined as
∆UI = −KN
2
[(
1− 4
N
)
(θ1 − θˆ1) sin ξ1 + (θ2 − θˆ2) sin ξ2
]
+
KN
2
[(
P
2K
)[(
1− 4
N
)
(θ1 − θˆ1)− (θ2 − θˆ2)
]]
.
(41)
Assuming N > 4, we can use the fact that sin is an increas-
ing function on [−pi/2, pi/2] to show that
∆UI ≥ KN
2
(θ1 − θˆ1)
[
sin θ1 − P
2K
]
+
KN
2
(θ2 − θˆ2)
[
sin θ2 +
P
2K
]
= 0, (42)
where we used in the last step that θ2 = −θ1 and θ1 =
arcsin( P2K ).
Consider Eq. (23) for large N , when N →∞, we obtain
Eq-s. (12) for the stable equilibria. We therefore try to
find an approximate expression for type-1 saddles which
are separated from the stable equilibrium by a distance
that is of order 1/N . We write θˆ1 = ∆θ1+ θ1 where ∆θ1 is
of order 1/N . We can immediately read off from Eq. (23)
that
∆θ1 =
1
N
(
−pi + 2 arcsin P
2K
)
+O(1/N2). (43)
From (43) we find that ∆θ2 = ∆θ1 is in the order 1/N . By
substituting this in the expression for ∆UI we find expres-
sion (26). A similar analysis applies to ∆VII and ∆UII
C Proof of type-1 saddles being on the
PEBS
In order to prove the type-1 saddles T 0j are on the PEBS
of θ0S , we need to prove that the unstable manifold of T
0
j
limits on θ0S . De Ville [30] has provided a proof. Here we
provide a more general proof which is valid for different m.
By setting P = 0, in Eq. (20) and using θi = δi − δi−1, we
find the equation of θi.
θ˙i = −2K sin θi +K sin θi−1 +K sin θi+1. (44)
Eq. (44) coincides with the overdamped limit of Eq. (3).
We start our proof by considering a particular stable
equilibrium: θmS = (θ
m
1 , θ
m
1 , · · · , θm1 , θm1 ) with θm1 = 2pimN .
There are 2N nearby saddles with coordinates given by
T
m
j = (θˆ
m
1 , θˆ
m
1 , · · · , pi − θˆm1 , · · · , θˆm1 , θˆm1 )
with θˆm1 =
(2m−1)pi
N−2 and
T¯
m
j = (θˆ
m
1 , θˆ
m
1 , · · · ,−pi − θˆm1 , · · · , θˆm1 , θˆm1 )
with θˆm1 =
(2m+1)pi
N−2 , which coincides with T
m+1
j . We only
prove Tmj is on the PEBS of θ
m
S and the proof of T¯
m
j is
analogous.
We define the region
I =
{
(θm1 , · · · , θ
m
N )|θ
m
i ∈
[
θˆm1 , pi − θˆ
m
1
]
, i = 1, · · ·N,
N∑
i=1
θmi = 2pim
}
and show that I is invariant under the dynamics of
Eq. (44). It can be easily verified that the stable equi-
librium θmS and the saddles T
m
j are in the region I.
We show that a trajectory Tm(t) =
(θm1 (t), θ
m
2 (t), · · · , θmN (t)) that starts in the region I must
remain in it. As in Eq. (10), equation
∑N
i=1 θ
m
i (t) = 2pim
always holds for Tm(t). If a component θmk (t) goes
through the upper bound with θmk (t) ≥ pi− θˆm1 , there must
be at least one component crossing the lower bound since∑N
i=1 θ
m
i (t) = 2pim. Otherwise, all the components satisfy
θmi (t) > θˆ
m
1 , i 6= k, which leads to
∑N
i θ
m
i (t) > 2pim,
subsequently a contradiction results. So it is only needed
to prove each component θmi (t) can never go through the
lower bound.
First, the component of Tm(t) can not go through the
lower bound as a single component while two of its neigh-
bors still remain in region I. In fact, assume a component
θmi (t) is going through its lower bound and its neighbors
θmi+1(t) and θ
m
i−1(t) are both in the range (θˆ
m
1 , pi − θˆm1 ).
From Eq. (44), it yields
θ˙mi = −2K sin θmi +K sin θmi+1 +K sin θmi−1
> −2K sin θmi + 2K sin θˆmi , (45)
which is positive for θmi (t) = θˆ
m
1 . Therefore θ
m
i will increase
and thus never go beyond the lower bound.
Second, the components of Tm(t) can not go through
the lower bound as a group of more than one neighboring
component. Assume two components θmi (t) and θ
m
i+1(t) are
going through their lower bound and the neighbor θmi−1(t)
of θmi (t) is in the range (θˆ
m
1 , pi− θˆm1 ), the inequality (45) for
θmi (t) must still be satisfied. It follows immediately θ
m
i (t)
can not go through its lower bound. Similarly it holds for
θmi+1(t).
So the only possibility for the trajectory arriving the
boundary of I is all its components arrive together. How-
ever, only the type-1 saddles are on the boundary. Any
trajectory starts from a point inside I will always be inside
I. So it has been proven that I is an invariant set. Since
θmS is the only stable equilibria in I, the unstable manifold
of Tmj limits θ
m
S . In special, the unstable manifold of T
0
j (t)
limits θ0S. In other words, the saddle T
0
j (t) is on the PEBS
of θ0S.
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This proof remains valid for sufficiently small values
of P/K as the dynamical system Eq.(20) is structurally
stable[38]. Numerical simulations suggest that the result is
in fact true for all P/2K < 1.
D Algorithm for finding all the type-j
equilibria
As described in Theorem 4.1, if there is no phase difference
with negative cosine value, the related equilibria are sta-
ble. The solutions can be obtained directly by solving the
following equations with different integer m ∈ (−N4 , N4 )
N∑
i
θi = 2mpi, θi ∈ [−pi
2
,
pi
2
], (46)
Pi −K sin θi +K sin θi+1 = 0, i = 1, · · · , N − 1.
In the following, we turn to the case with some phase
differences having negative cosine values, i.e, phase differ-
ences exceeding pi/2 (mod 2pi)
Assume the phase difference θi to have a negative cosine
value, the power flow is si = sin θi. There must be a θ
∗
i =
arcsin si such that θi = −pi − θ∗i which can be plug in
Eq. (46) directly, the coefficient θi in equation should be
changed by adding pi to the right hand side. Assume the
first i edges have negative cosine values. The problem is
then reduced to solving the equations
− θ1 − · · · − θi + θi+1 + · · ·+ θN = mpi, θi ∈ [−
pi
2
,
pi
2
]. (47)
Pi −K sin θi +K sin θi+1 = 0, i = 1, · · · , N − 1, (48)
where m ∈ (−N2 , N2 ) is an even integer for even i and is
an odd integer for odd i.
Now let us focus on solving the nonlinear equations Eqs.-
(47,48). Assuming that β = sin θN is known, all the other
variables can be solved as follows
θi = arcsin
(∑i
j=1 Pj
K
+ β
)
, i = 1, · · · , N − 1. (49)
By substituting the values for θi from Eq. (47), we arrive
at a one dimensional nonlinear equation for β = sin θN
N∑
i=1
ai arcsin
(∑i
j=1 Pj
K
+ β
)
−mpi = 0. (50)
Where the coefficient ai = 1 if edge i has phase difference θi
with positive cosine value otherwise ai = −1. All solutions
to Eq. (50) can easily be found using the interval method
described in [22].
Herein, we denote the number of phase differences lead-
ing to negative cosine values by Nn. Following the result
on the spectral of weighted graph in Ref. [5], to find all the
type-j equilibria, it is only needed to solve the equilibria
with Nn = j − 1, j, j + 1.
We construct the following algorithm to find all the type-
j equilibria of the cyclic power grids.
Algorithm D.1 Finding all the type-j equilibria of cyclic
power grids
1: for Nn = j − 1, j, j + 1 do
2: Collect all the combinations with Nn lines whose
phase difference have negative cosine values and de-
termine the coefficient ai in Eq. (50). Store all the
combinations and corresponding ai in the set C.
3: if Nn is an odd integer then
4: Collect odd numbers of m in (−N2 , N2 ) and store
in the set Sm,
5: else
6: Collect even numbers of m in (−N2 , N2 ) and store
in the set Sm.
7: end if
8: for all the combinations in C do
9: for all m in Sm do
10: Solve the one dimensional Eq. (50) by interval
method;
11: if the solution β exists then
12: Calculate all the phase difference θi by
Eq.(49). The ones with negative cosine values
are pi − θi.
13: Adjust θN such that
∑N
i=1 θi = 0.
14: if the equilibrum is type-j then
15: Save the equilibrium.
16: end if
17: end if
18: end for
19: end for
20: end for
Note that the computation complexity for finding all the
equilibria will definitely increase at least exponentially with
the number of nodes N . However, on finding all the type-1
equilibria, we have Nn ≤ 2. The computational cost on
solving all the type-1 equilibria is therefore O(N3). We
remark that this algorithm can be extended to networks
without so many cycles.
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