Abstract-In this paper we analyze the problem of object identification in channels with desynchronization. In our analysis we assume that the identification system is designed using a pilot-based re-synchronization mechanism that assists desynchronization compensation with a certain accuracy. We demonstrate how the accuracy of re-synchronization impacts the informationtheoretic limits of identification system performance.
I. INTRODUCTION
This paper deals with a problem of the content identification that arises in various multimedia management (broadcast monitoring, tracing and tracking, monetizing, copy detection) and security (biometric person identification, anti-counterfeiting, document authentication) applications. Due to an exponential growth of the analyzed data along with a significant progress in redistribution channels (radio, TV, Internet) observed in the last decades, accurate yet computationally efficient content identification tools are highly demanded. Besides the mentioned aspects of performance and complexity, the overall trade-off such means should satisfy includes as well protection of a privacy sensitive information that is critical in person identification and medical applications and storage memory.
Current solutions to this trade-off are usually designed based on digital fingerprints or robust perceptual hashes that can be considered as compact and robust representations of multimedia objects/contents designed for their distinctive, computationally efficient and privacy preserving management.
Digital fingerprinting that was yet recently considered as only an alternative to digital watermarking in the mentioned applications has become unavoidable in cases when modifications of the original content due to watermark embedding are undesirable (art objects), hardly possible without severe and unpredictable consequences (biometrics including DNA) or conflicting with the assumed protocol physical uniqueness and unclonability (physical unclonable functions (PUFs)).
Since mid of 90th, the domain of robust fingerprinting has performed an impressive evolution. The progress was mainly achieved along two directions: design of practical algorithms and theoretical analysis of attainable performance limits.
The advance attained along the former direction was mostly oriented on design of various robust feature extraction techniques and efficient matching strategies [1] , [2] . The efforts along the latter one were mostly spent to analyze the achievable identification rates [3] in the formulation of infinite length codeword transmission over the discrete memoryless channel (DMC). Several groups of authors analyzed the identification problem within the information-detection framework for various channel and codeword length assumptions [4] , [5] , [6] .
One of main underlying assumptions in the performance analysis accomplished in most of the referred papers is the perfect synchronization between the query and the content of the multimedia object database. Such an assumption could not be valid in multimedia object identification and might finally lead to an inaccurate performance analysis due to the potential mismatch between the identified query and the information enrolled in the database. The importance of the desynchronization consideration is additionally justified by omnipresence of such kind of degradations at both multimedia database enrollment and query identification stages even when the acquisition channel does not represent any aggressive attacking behavior. Specifically, it might be assumed that desynchronization in this case is introduced as a consequence of acquisition imperfections at these stages.
Identification in the presence of desynchronization was previously considered by the authors in [4] , [5] , [7] , [8] . In the earlier works [4] , [5] , identification performance in terms of the average probability of error was analyzed under the generalized maximum likelihood hypothesis testing strategy.
More recent results [7] , [8] justify content identification in channels with desynchronization for distortion-free and imperfect enrollment, respectively, from a twofold perspective. First, it is demonstrated that the maximum achievable rate in such systems asymptotically approaches identification capacity over the DMC [3] iff cardinality of a set of possible desynchronization distortions is subexponential in the length of the codewords that approaches infinity. Second, it is shown that desynchronization causes identification performance loss in terms of upper bounds on the probabilities of error of two kinds for finite length communication of binary fingerprints generated based on random projections and binaryzation for the case when the Bounded Distance Decoding (BDD) is applied. However, no optimization in terms of the decoder decision threshold is required versus the DMC identification channel case to attain the optimal performance.
The results in [7] , [8] were obtained under an assumption that decoder is not computationally constrained and is able to apply an exhaustive decision making over the codebook with pre-distorted codewords in order to achieve asymptotic invariance to geometrical desynchronization. However, Fig. 1 . Multimedia object identification as a communications problem in channels with desynchronization.
in various practical applications channel ambiguity is resolved using estimation/compensation approach rather then based on the exhaustive search [9] , [10] in order to reduce the resynchronization complexity. Therefore, the main goal of this paper is to extend the existing analysis results of the identification problem in channels with desynchronization distortions to the formulation with complexity constraints. The remaining part of the paper is organized as follows. The problem of identification capacity achieving geometrically resilient multimedia object identification with pilot-based resynchronization is formulated and analyzed in Section II. The impact of a database entry length on the system performance is considered in Section III. Section IV contains some experimental results. Notations We use X to denote scalar random variables, X N to denote vector random variables, x and x N to denote realizations of X and X N , respectively. Superscripts are used to designate length of vectors, i.e.,
. We use X ∼ p(x) to indicate that X is distributed according to p(x). Calligraphic fonts X denote sets X ∈ X with cardinalities |X |.
II. PROBLEM FORMULATION AND ANALYSIS
The setup for multimedia object identification as a communication problem is presented in Fig. 1 . We assume that there is a set of M multimedia objects represented by corresponding indexes w ∈ {1, 2, ..., M }. Every object is associated to a raw fingerprint
Similarly to the case considered in [8] , it is supposed that original x N (w), w ∈ {1, 2, ..., M }, are not available and the database/codebook contains distorted versions of these fingerprints. The considered distortion model is compound and consists of a memo-
, where Y is the enrollment channel output alphabet defined in appliance with a predefined feature extraction procedure (for example like in [1] , [2] ) and a desynchronization distortion part that is modeled as a parametric mapping:
According to this definition, it is assumed that the mapper is parametrized by a set of J parameters,
taking their values in a set of finite cardinality A. At the enrollment, this mapper is governed by a parameter vector a J e . A possible example of desynchronizations that can be modeled under (2) is a class of general affine transforms. In this case, J = 6 and vector parameters [a [1] , a [2] , ..., a [6] ] control rotation, scaling and translations in two dimensions.
Furthermore, we specifically suppose in this paper that such a mapping impacts only the coordinates of the elements of their input and does not modify this input cardinality. We suppose as well that the defined desynchronization preserves sample independence of its input.
In the identification stage, a raw fingerprint representing unknown multimedia object z N is received at the output of the memoryless identification channel {Z, p(z|x), X }, where Z is the identification channel output alphabet:
that is further distorted according to (2) with a
e in a general situation, no reliable communications is possible due to desynchronization of the input of the enrollment and the query. In order to compensate this type of distortions in the identification capacity achieving regime [7] , [8] , it was suggested to use an optimal decoding over the entire set |A| J . The main motivation was that in the case the query is distorted by a
e , the influence of this part of the channel is compensated and further analysis can be accomplished under the DMC part only. It was demonstrated that in price of a certain decoder complexity increase that asymptotically vanishes with N , the identification capacity [3] over the DMC is achievable.
In the scope of this paper, we are advocating a less conservative decoding approach that was successfully applied in several applications [9] , [10] . This decoding strategy is targeting estimation and compensation of the channel matrix A J based on a pilot signal. Estimation of desynchronization parameters. Assume that channel desynchronization distortions introduced during enrollment and identification are due to acquisition imperfections only and can be modeled within the class of generalized affine transforms. Then, possible ways of an accurate desynchronization estimation are to use a pilot signal that might be specifically designed and transmitted prior to the main communication session [10] or based on invariants, i.e., specific features deduced from the original data, that are robust with respect to a predefined class of desynchronization transforms. A possible example of such affine invariant features are SIFT image descriptors [11] that are the state of the art in matching and indexing. It is easy to realize that a strong link exists between both approaches since the extracted invariants can be considered as a pilot that is present within the data without any their additional alteration. This feature is extremely important for digital fingerprinting-based content identification, where no alteration of the data is tolerated in general.
Given the specified type of desynchronization, one has the 2011 IEEE Information Theory Workshop following desynchronization input/output relationship: [12] .
Rewriting (4) in a matrix form, one obtains for K invariants: Then, the problem of the desynchronization parameters estimation can be formulated using a Maximum Likelihood (ML) approach:
= arg min
The solution to the former minimization problem is given by:
T defines matrix transposition operation and Ξ 3K×3K is the estimation error matrix that for a sufficiently large K will have zeromean Gaussian distributed rows with a covariance matrix defined as σ
, supposing that the inverse exists. Assuming orthogonality of Θ 3K according to the SIFT invariance design, one has that the elements of the estimation error matrix will be i.i.d. Gaussian with zero mean and variance σ 2 D Θ 3K 2 . Given the desynchronization matrix estimate, one can perform its approximate inverse at both enrollment and identification under an assumption that a common synchronizing pilot can be extracted from the data to be identified. Then, the output of the inverse at the identification stage is stored at the database and made available at identity verification.
Provided approximately desynchronization compensated enrolled database/codebook is observed at the identification stage together with a symmetrically transformed query, the decoder should decide which out of M enrolled objects is observed by the system or to reject authenticity if the system input is originated from the data that is irrelevant to the database/codebook content:
where δ denotes the decoder output for the case when the data irrelevant to the analyzed at enrollment are observed by the system. Since the obtained estimate in not perfectly accurate, this deterministic mapping should be applied at all elements of the set of residual desynchronization parameters a
It is known that the decoder (9) will produce an incorrect result with the following average probability [13] :
taking into account the cardinality of A J r , defined in our case for a fixed rate of identification:
Finally, capacity of the identification system C id is defined as a supremum of the identification rates R id such that P e → 0 for a sufficiently large N [13] . Theorem. The capacity C id of an identification system operating over DMCs that are followed by respective desynchronization (2) that models acquisition distortions between the original fingerprint and (a) the database entry and (b) the query, respectively, is given by I(Y ; Z) in the case N → ∞, where p(y, z) = x∈X p(x)p(y|x)p(z|x) for all y ∈ Y and z ∈ Z and I(Y ; Z) stays for a mutual information between two random variables Y and Z.
The proof of this theorem follows a random coding-based strategy and jointly typical decoding applied at all points within A J r in the achievability part and is using Fano inequality [13] , [14] in the converse part and is omitted in this paper.
III. ANALYSIS OF THE DATABASE ENTRY LENGTH IMPACT ON IDENTIFICATION SYSTEM DESIGN AND PERFORMANCE
The analysis of the achievable rates of object identification in channels with desynchronization was accomplished using a capacity achieving argument that explicitly assumes infinite length of database entries. However, practical identity verification systems are aiming at providing optimal probabilities of miss-classification that should be attained for a codebook/database of a fixed and not necessary relevant to identification capacity cardinality [15] and finite codeword length (N < ∞). In order to justify how codeword length impacts these system performance measures, we formulate content identification problem as follows (Fig. 2) .
Similarly to the previous Section, it is assumed that outputs of both enrollment Y N (w), w ∈ {1, 2, ...M }, and identification Z N are distorted and desynchronized versions of original raw fingerprints X N (w), w ∈ {1, 2, ...M } for the enrollment related case, and of X N in the opposite case. Estimation and compensation of the introduced desynchronization is accomplished using the strategy presented earlier. However, instead of considering the entire A 6 r set (ML strategy), re-synchronization is performed in one trial based on a ii =â
where ii ∈ {e, i} and e, i denotes enrollment and identification, respectively, that is usually referred to as mismatched metric [10] .
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It is assumed that to cope with mentioned privacy, complexity and storage memory requirements identification is performed based on binary data. Binary fingerprints are generated using the following two-stage procedure. First, given t ae (y N (w)), w ∈ {1, 2, ..., M }, their reduced dimensionalitỹ y L (w) representations are generated using random projections:
at the enrollment stage. We assume that Ψ ∈ R L×N , where
T , denotes a dimensionality reducing operator. It is supposed that the elements of Ψ, ψ i,j , are independently and identically generated from a Gaussian distribution, i.e.,
The parameters of the generating distribution are adjusted to guarantee that Ψ is an approximate orthoprojector, i.e., ΨΨ T ≈ I L . The selection of the Gaussian distribution for Ψ is justified by a desired property of such a projection output to have the Gaussian statistics too. It should be admitted that such a property will be attributed to other statistical designs of Ψ for a sufficiently long input vectors due to the Central Limit Theorem.
Then, random projection outputs are converted to a length L binary fingerprint by extracting signs ofỹ The identification stage is organized as follows (Fig. 2) . First, the output of the identification channel t ai (Z N ) passes desysnchronization compensation based onâ . Then, to preserve symmetry with the enrollment stage, one applies:
It is possible to demonstrate that under rather mild conditions on X N , binary fingerprints generated at enrollment and identification will have a Binomial distribution with 0.5 probabilities of both binary events due to particularities of the fingerprint extraction [16] .
We include in the setup analysis of this Section the cases of system irrelevant inputs X N since such situations are not rare in identification setups. These inputs were not analyzed in details in the previous Sections due to capability of the jointly typical decoder to reliably eliminate them from consideration with high probability for N → ∞ [13] .
Therefore, one can formulate the multimedia object identification problem in channels with desynchronization as a multiple hypothesis testing problem with corresponding prior probabilities defined by an equivalent Binary Symmetric Channel (BSC) with a crossover probability P be [8] : Having access to the database content and b L za , the decoder should decide which one out of M + 1 alternatives is present at the input of the identification system. We assume that it operates according to the Bounded Distance Decoding (BDD):
defined for a certain threshold γ. The optimal selection of γ for the BSC distortion model case was considered in [17] . Using the equal error rate probability of error analysis, it was demonstrated that the optimal value of the threshold is a function of the channel:
According to [17] , the threshold value that determines the performance of the identification system in terms of probabilities of error coincides with the classical BDD.
Similarly to [8] , we analyze probabilities of error of two kinds. For the probability of false acceptance P f one has:
for a fixed P be and due to the union bound and the Chernoff bound application on the tail of binomial distribution B(L, 0.5) [17] . Similarly, one can bound the probability of incorrect identification P ic in the following way:
where D(γ||P be ) = γ log 2 γ P be
and the result is justified by the same arguments as above.
Finally, it is easy to show by minimizing average probability of error based on (20) and (21) that γ opt coincides with (19) and in the capacity achieving regime case is equal to P be .
However, the desynchronization matrix estimation error Ξ 3K×3K (8) breaks the assumption of the constant P be used in the analysis of P f , P ic and γ opt and converts the considered BSC model with a fixed P be to the BSC with a random crossover probability that is distributed according to a certain p(P be = p) that depends on the accuracy of the desynchronization estimation/compensation.
Justifying the impact of Ξ 3K×3K on the BSC crossover probability by the following mapping:
the bounds on the probabilities of error become:
for γ opt = max [0,0.5] P be = 0.5 and no reliable communications will be possible in the worst case. However, if φ maps to an interval with the upper limit P max be < 0.5, reliable communication will be still possible but with a rate
).
IV. EXPERIMENTAL VALIDATION
Our experiments were dedicated to the analysis of the desynchronization impact on the crossover probability P be of the equivalent identification BSC. Here, it is assumed that the original data of 32 × 32 cardinality are generated i.i.d. from a standard Gaussian distribution and from a separable 2D AR(1) process with θ = 0.95. It was assumed that prior to enrollment and identification these data were corrupted by the AWGN channel with the variance 10 −2.5 and affine desynchronized with the residual rotation and scale distributed on the intervals α ∈ [−0.5, 0.5] degree with a step 0.1 degree and ρ ∈ [0.9, 1.1] with a step 0.02, respectively. 10000 realizations of the AWGN were used for every rotation angle/scale pair. Binary fingerprints of length 32 were extracted from the imperfectly resynchronized data using random projections and binarization according to Section III. The obtained experimental results al- low to conclude that uncompensated affine desynchronization significantly increase maximal P be in both i.i.d. (from 0.018 to 0.42) and AR(1) (0.0027 to 0.16) cases while keeping the equivalent crossover probability below 0.5.
V. CONCLUSIONS
In this paper we considered the problem of decoding complexity constraint identification in channels with desynchronization. We have demonstrated that application of the channel estimation/compensation strategy allows reduce decoding complexity in the identification capacity achieving regime. The analysis of practical finite-length identification based on missmatched metric revealed a strong dependence of the attained probabilities of error on the resynchronization accuracy that might even lead in the worst case to R id = 0. Experimental results confirm our theoretical findings.
Our future work will be dedicated to the development of practical desynchronization resilient identification schemes.
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