This technical report consists of three short papers on Monte Carlo Markov chain inference. The first paper, "How many iterations in the Gibbs sampler?," proposes an easily implemented method for determining the total number of iterations required to estimate probabilities and quantiles of the posterior distribution, and also the number of initial iterations that should be discarded to allow for "burn-in".
Introduction
was presented WorksJlop on Bavesian Computation worse more rormar argument
The Gibbs sampler was introduced by as a of simulating high-dimensional complex distributions arising image restoration. The method consists of iteratively simulating from the conditional distribution of one component of the random vector to be simulated given the current values of the other components. Each complete cycle through the components of the vector constitutes one step in a Markov chain whose stationary distribution is, under suitable conditions, the distribution to be simulated. pointed out that the algorithm may also be used to simulate from posterior distributions, and hence may be used to solve standard statistical problems.
The Gibbs sampler can be extremely computationally demanding, even for relatively small-scale statistical problems, and hence it is important to know how many iterations are required to achieve the desired level of accuracy. Here we describe and investigate a simple method for doing this, first briefly mentioned in Raftery and Banfield (1991) .
We focus on the situation where there is a single long run of the Gibbs sampler, as practiced by and Besag, York and Mollie (1991) , for example" have instead adopted the following alogithm: (i) choose a starting point; (ii) run the Gibbs sampler for T iterations and store only the last iterate; (iii) return to (i). The choicebet'vVeenthetwowaysQfimplemel1ting the algorithm has not been settled, and was the subject of considerable debate and controversy at the recent Workshop on Bayesian Computation via Stochastic Simulation in Columbus, Ohio in February, 1991. Intuitive considerations suggest that one longrun may well be more efficient. A heuristic argument for this might run as follows. Consider the following two ways of obtaining S values simulated from the posterior distribution.
of Tth value in a single long run of length N =ST. The second way is that of is thus untypical of the parameter spaces that arise in typical statistical problems, but it should nevertheless be taken seriously, Here we suggest that combining internal information from a partial run with properties Markov chains may provide an alternative way of solving the problem, without sacrificing the appealing simplicity of using a single long run.
In particular, Markov chain theory provides results not just about ergodicity, but also about the (geometric) rate ofconvergence to the stationary distribution, and the distribution of sample means. However, the method can. easily be used when there are several runs from different starting points.
The Method
We consider the specific problem of calculating particular quantiles of the posterior distribution of a function U of the parameter O. We formulate the problem as follows. Suppose that we wantto estimate P[U:S u I yJtowithin ±r with probabilitys, where U isa function of O. We will find the approximate number of iterations required to do this when the correct answer is q. For example, if q = .025, r = .005 and s = .95, this corresponds to requiring that the cumulative distribution function of the .025 quantile be estimated to within ±.005 with probability .95. This might be a reasonable requirement if, roughly speaking, we wanted sampler for aninitiallvI iterations that we discard, and then for a further N iterations Typical choices in the literature are A1 = 1,000, N = 10,000 No formal proof of this is presented here, but it does seem intuitively plausible. Here a data-based method, described below, is used to assess whether assumption provides a reasonable approximation for the case at hand. A proof might go something as follows.
The process {Zt} is ergodic and, if the underlying Markov chain is 4>-mixing in the sense of Billingsley (1968) , which will often be a direct consequence of the construction, then {Zt} is also 4>-mixing with the same rate. Thus the maximum difference between P[Z?) = i o I In what follows, we draw on standard results for two-state Markov chains; see, for example, . Assuming that {Zt(k)} is indeed a Markov chain, we now determine M = mk, the number of "burn-in" iterations, to be discarded. Let p=(l-a a ) (Bishop, Fienberg and Holland, 1975) , and then using the BIe criterion, G2 -2 log n, where G2 is the likelihood ratio test statistic. This was introduced by in another context and generalized to log-linear models by Raftery (1986) ; it provides an approximation to twice the logarithm of the Bayes factor for the second-order model. One could also use a non-Bayesian test, but the choice of significance level is problemmatic in the presence of large samples of the size that arise routinely with the Gibbs sampler.
To implement the method, we run the sampler for an initial number of iterations, N mi n , and use this run to determine the number of additional runs required, as above. The procedure can be iterated, in that once the indicated number of iterations has been run, we may apply the method again to the entire run, reestimating a and {3 to determine more precisely if the number of iterations produced was in fact adequate. To determine N mi n , we note that the required N will be minimized if successive values of {Zt} are independent, in which case M = 0, k = 1 and we r relates to accuracy on \..U.LUUJ."""J. "'" distribution tunctron at the quantile, r IS a quantile ramer
For example, when q = .025, r = .005 and s = .95, we have N min = 3, 748.
We also note that the user is not required to use only every kth iterate; if all the iterates are used the method proposed here will be conservative-in the sense of possibly overestimating the number of iterations required. On the other hand, in the majority of cases that we have examined, the preferred value of k was, in fact, 1. Also, storage considerations often point to the desirability of storing only a portion of the iterates if this is reasonable.
The user needs to give only the required precision, as specified by the four quantities q, r, sand e. Of these, far the most sensitive to r, since ex: ,-2.
be more natural to preCISIOn m the error Table 1 suggests that r = .0125 would be sufficiently small. However, with the heavier-tailed t 4 distribution, r = .0075 is required to achieve the same accuracy, while for the very heavy-tailed Cauchy, r = .003 is required, corresponding to Nr.ni.n~10, 000. This suggests that if we are not sure in advance how heavy the posterior tail is, r = 0005 is a reasonably safe choice (even for the Cauchy<it is not catastrophic). It also suggests that the present method could be refined by using the initial set of Gibbs iterates to esttmate the asymptotic rate of decay of the posterior tail nonparametrically with methods those of Hall (1982) , and then choosing r in light of the estimate, perhaps by referring to r-distribution with the appropriate degrees of freedom. At.'first sight it might < appear suspect that this would not be a real solution, and that the problem would reappear the results were transformed back to scale on which quantity of actual interest measured.
Examples
now results are "lhn,vJn In this simulated example the method gave k = 1, a very small number of burn-in iterations (M = 3), and a value of N which is only slightly larger than the theoretical minimum (3, 914 as against 3, 748) . Also, the result is within the specified bounds. While this is very much as one would expect, it is also a reassuring check on the performance of the method. (p,1,E) + 2BVN (P,z, 1:,) , were equal to .9. This is a highly correlated distribution, where the first principal component (proportional to the mean of the parameters) accounts for 91% of the variance; the posterior distribution is concentrated about a thin "cigar" in lfl-space. Note that this is a very poor parameterization for the Gibbs sampler.
B V N
The first 1,000 simulated values of the first parameter are shown in Figure 2 . The results of applying the method are strikingly different from what we saw before. The amount of burn-in is no longer negligible, although it is not huge (M = 36). The dependency structure of the binary sequence is more complicated than before, leading to k = 3, and the level of dependency is high, so that the required N is very large, at 26,916. After that number of iterations, the result was accurate. This phenomenon seems to be due to the high level of dependency in the sequence, and not primarily to the sampler being slow to converge to the desired distribution.
It is of interest to consider the situation after 6, 700 iterations; this is a large number, but substantially less than the prescribed 27,000. By that point, diagnostics based on changes ia.cumulative estimates suggest the Gibbs sampler to have converged. However, after 6, 700 iterations, 1-F(P-l(.975)) = .045, compared to the true value of .025, which is well outside the prescribed tolerance, and the empirical .975 quantile was 2.22 instead of 1.96. However, the present method indicated clearly that the number of iterations was insufficient to achieve the desired accuracy.
illustrates the importance of parameterization for the Gibbs sampler (see also Wakefield, 1991 where the Ui have substantial spatial structure represented by the joint density where i '" j denotes the fact that zones i and j are contiguous and r;, is a spatial smoothness parameter. The Vi are assumed to be generated by Gaussian white noise with parameter >..
The main aim is to find the posterior distribution of Xi, but other features of the underlying mechanism may also be of interest.
Here we show only the result for Ul for thyroid cancer deaths in 94 departements of for Ul, and are somewhat similar to those for Example 3. The dependency structure in the induced binary sequence is complex, leading to k = 2, and the dependency is high, leading to N = 24,346. The amount of burn-in, however, while not negligible, is fairly small (lv! = 40).
It was not feasible to determine the correct aJ1swerinthis case.
While the difficulty with Example 3 could probably be resolved by appropriate reparameterization, the problem here seems more fundamental. Here the problem is due to the fact that r;, sometimes "stuck" close to zero hundred iterations at a This is because a of r;, escape it a rare event.
a dirterent variation on Metropohs dynamics
Discussion
Of 'tTlp'ur,,'r! as determining iterations IS reausncauy our IIlt~L-llOU We have proposed a method for how many iterations are necessary in the Gibbs sampler. This is easy to implement and does not require anything beyond an initial run from the sampler itself. It appears to give encouraging results in several examples. However, much more thorough investigation is required for various kinds of difficult posterior distributions. For "nice" posterior distributions, the examples suggest that accuracy at the level specified for illustration in this paper can be achieved by running the sampler for 5,000 iterations and using all the iterates. However, when the posterior is not "nice", the required number can be very much greater. Example 3 suggests that poor parameterization can be one reason for massive inefficiency of the Gibbs sampler, and that even simple-minded reparameterization may have the potential to lead to substantial savings. Problems may also arise in hierarchical models where the Gibbs sampler sometimes has a tendency to get "stuck"; this is illustrated in Example 5. Our experience suggests that the present method diagnoses such problems fairly welL
When the prescribed number of iterations is much larger than N rnin , there seem to be two ways to proceed. One is simply to run the sampler for the specified number of iterations; this seems the best course when iterates are computationally inexpensive. Otherwise it may well be worthwhile to reparameterize or to use a different Markov chain Monte Carlo scheme. It has been common practice when running the Gibbs sampler to throw away a substantial number of initial iterations, often on the order of 1,000. Our results here suggest that this may not usually be necessary, and indeed, will often be quite wasteful. This is not too surprising given the geometric rate of convergence of Markov chains to the stationary distribution. ·When large numbers of iterp,tionswere required, this was due to the high level of dependence between successive .iteratesrather than to the failure ofthe Gibbs sampler to COIIVerl2'e initially.
Thus, we suspect that, for typical statistical problems, the uncertainty due to the initial Gelman Rubin with their methods will be a relativetv specifically, if there are be R runs from different starting then run should have N R-I M iterations, the M are two methods could be our approach of required iterations, and using the method of Gelman and Rubin (1991) , both as a further check for convergence, and also to incorporate uncertainty about the starting point.
It has also been common practice to use only every 10th or 20th iterate and to discard the rest. The results here also suggest that in many cases this is rather prolifigate, Indeed, in the "nice" cases, the dependency between successive iterates is weak and it makes sense to use them all, even when storage is an issue.
An alternative approach to determining the number of literations starts by viewing the sequence of Gibbs iterates as a standard time series (e.g. Geyer, 1991; Geweke, 1991; Hills and Smith, 1991) . If the quantity of interest is the mean of a function of the series, then the variance of such a mean is equal to the spectrum of the corresponding series at zero, which can be estimated using standard spectral methods. This requires the user to specify both a spectral window and a window width, and the estimate of the spectrum at zero can be quite sensitive to these choices. Obtaining posterior quantiles defining Bayesian confidence intervals is often a key goal of an analysis. When this is the case, the present method exploits the natural simplification that arises from the implieddichotpmization.Thus it avoids the need to specify quantities other than the required precision (such as spectral window widths), it yields a simple estimate of the number of "burn-in" estimations, and it provides a practical lower bound, N mi n , on the number of iterations that is known before the Gibbs sampler starts running.
It may be argued that often all that is required is a posterior mean and standard deviation, and that these/are not quantiles. It is a pleasure to congratulate the authors on an interesting and important paper that points out how sampling-based methods can make Bayesian diagnostics for model checking routinely available. Bayesian diagnostics are often similar to frequentist ones, but they have the great advantage of being systemmatically available through the predictive distribution, even for complex models. This is in contrast with frequentist diagnostics, which have to be developed from scratch for each new class of models, often requiring considerable ingenuity. The authors have, however, rather glossed over the interpretation of their diagnostics. For example, in the nonlinear regression example, they conclude that points 11 and 14 are troublesome but that, an told, both models provide an adequate fit. What is the basis for this conclusion? Nothing is suggested beyond eyeballing the results, but there are certainly more precise criteria implicitly at work here, and they should be made explicit.
I would suggest that diagnostics not be used to reject the current model, but rather to guide the search for better models by indicating the direction of search, or the way in which the current model is inadequate. If this leads to the specification of an alternative model, then the current model can be compared with alternative one using the posterior odds ratio (or posterior expected utilities if these can be specified); the current model will not be rejected unless the alternative one is decisively preferred. You don't abandon a model unless you have a better one in hand.
Even viewing diagnostics this way, as an exploratory tool rather than as a basis for inference, we still need some yardstick to calibrate our inspection of the results. Here it does seem that frequentist calculations are useful, and I suspect that such calculations implicitly underly the authors' interpretation of the results in their Table 2 .
Model comparison: In support of the standard Bayesian procedure
The standard Ba.yesian procedure isgiveri by the authors' equation and amounts to basing inference on the posterior model probabilities. They raise two objections to this procedure, which I will now briefly discuss. Of course, the natural language statement itself can be viewed as not being about "truth", but rather about future data and trends in scientific opinion. It might mean, for example, "I am 90% sure that future data will be better predicted by lv1 2 than by M," , or "I am 90% sure that within T years the belief that smoking causes lung cancer will be generally accepted"; note that the latter two statements can be given standard betting interpretations. For an example where scientists might attach substantial prior probability to the smaller ("null") model, consider cold fusion.
"Bartlett
The authors describe the standard Bayesian procedure as a model selection procedure, but it is considerably richer than that. When comparing two models that genuinely represent rival scientific hypotheses, the posterior odds ratio provides a summary of the evidence for one model against the other; unless the evidence is very strong, one model will not necessarily be selected.
Often, however, model form is not the object of primary scientific interest. The authors
did not say what the main scientific-question was in their growth curve example, but I suspect that it was not the choice between the two models that they considered. If interest focuses instead on some other quantity, 6, as the next observation, or the asvmntote.
setecuon is a false and
If posterior probability of one of the models is close to unity, or if the posterior distribution of L\ is almost same for models that account for most of the posterior probability, then p(L\ IY) may be approximated by conditioning on a single model, namely by p(L\ I Y, M i ) for some i. This seems to be the main situation in which model selection, as such, is a valid exercise. The "evolutionary" process to which the authors refer is reality an informal search method for finding the main models that contribute to the sum in equation (1), and in this sense may be viewed as an approximation to the full (standard)
Bayesian procedure. Clearer recognition of this might lead to more satisfactory model search strategies.
The standard Bayesian procedure and samplingbased methods
The key quantity for the implementation of the standard Bayesian procedure is the marginal (2). If one replaces the conditional densities on the right-hand side of equation (2) likelihood" (D 4 ) Posterior model probability/ Fixed-level significance Bayes factor test BIC AIC, c, 
How many iterations in the Gibbs sampler?
The authors point out that the Bayesian image restoration approach is not yet feasible for typical images containing 10 5 or 10 6 pixels, although it can be implemented for the problems they consider, involving 100-300 "pixels". The main reason for this is the large number of iterations required by the Gibbs sampler. For instance, in the disease risk example, the authors ran the Gibbs sampler for 11,000 iterations, discarding the first 1,000, and storing every 10th or 20th value thereafter; these numbers were fairly arbitrarily picked initially, although they appeared to give reasonable results. As a practical matter, it would seem desirable to run the Gibbs sampler for the smallest number of iterations necessary to attain a required level of accuracy, and we now outline an approximate way of determining what that is.
The validity of the Gibbs from the fact each cycle of roz-unear models by Raftery (1986) ; it provides an approximation to the logarithm the Bayes factor for the second-order model. One could also use a non-Bayesian test, but the choice of significance level is problematic the presence of large samples.
We applied the suggested method to series of 11,000 iterations of the Gibbs sampler for u and v for each of 12 departements based on the data of the authors' Figure 4 ; the Gibbs sampler output was kindly supplied to us by Jeremy York. We first give illustrative results with q
.025, r = .005, s = .95, and e = .001. For all 24 parameters considered, k was either 1 or 2, M was never more than 6, and N was always 9,034 or less. However, for the spatial smoothness parameter /'i" the situation was quite different and the requirements of the Gibbs sampler were larger: k = 5, M = 65 and N = 42,500. The authors' Figure 6 implicitly requires that the .1 quantile of e" = e U + v be correct to one decimal place with high probability. This implies, approximately, that for each u and v we specify q = .1, r = .012 and s = .95, which yielded k s: 3, M s: 12 and N s: 8,300 for all 24 parameters considered. In practice, the method would be implemented by first running, say, 1,000 iterations and then deciding on k, k! and N on the basis of those. In the present case, this appeared to work quite well. Raftery, 1989) .
The EP algorithm consists of two parts: erosion and propagation. The erosion part of the algorithm, which identifies the potential edge elements, is a standard application of ideas in mathematical morphology (Serra, 1982) . The algorithm is iterative and operates on a binary image consisting of objects (sites of activity) on a contrasting background. At the first iteration, if a pixel is classified as "active" and a specified subset of its neighbors is inactive, the pixel is "deactivated" and becomes inactive. At the second iteration, the same operation is performed on the image resulting from the first iteration, and-so on. The edge elements consist of the pixels "deactivated" at the first iteration. The propagation part of the algorithm track of the to which an edge pixel belongs by locally propagarmg object as it is eroded. However, we do wonder about the precise status of this statement of uncertainty. Markov random field models such as that on which the analysis is based often have a substantial probability of producing infinite one-color patches, in which case typical realizations of {p(x)} will not resemble the true scene. This is known as the phase transition phenomenon and is discussed, for.example,hy Besag (1986) . One consequence is that the prior may be concentrated on uniform images, and one might expect this to bias the posterior towards too would authors' on these IJVj'LL~"'.
4 Modeling issues 4.1 Modeling the spatial dependence rectangular array of pixels, such as the French departements. As a historical tootnote, regularity of the administrative map of France is due to Napoleon, who laid it out in the early nineteenth century in such a way that a man on horseback could reach any part of a departement in a day's ride.
However, we wonder whether the specification (4.1) would be as satisfactory for much more irregularly spaced arrays. One example is the Standard Statistical Metropolitan Areas (SMSAs) of the United States, where the "neighbors" are dose together in the North-East, but much further apart in the rest of the country.
An alternative but related specification has been developed in geostatistica as the basis for the so-called "kriging" method (Journel and Huijbregts, 1978) . This implements the idea that dependence decreases with distance. The form of the dependence is described by [h] > a, then many of the entries in V will be zero, and this can be used to reduce computation involved in calculating the {aij}. Also, most of the {aij} will be close to zero, and they could be set to zero without bad consequences, leading to an effective set of neighbors for each pixel, not necessarily restricted to the contiguous zones. In addition, the {aij} have to be calculated only once for each value of ("', A) considered, remaining the same for each iteration of the Gibbs sampler. This suggests advantage to the strategy adopted by the authors for the archeological example, where the parameters of the prior were updated much less frequently than the values at the individual nodes.
These are tentative and untested ideas. However, the notion that the spatial modeling methods developed in geostatistics could be combined with the Bayesian image restoration methods proposed in the present paper may be a potentially fruitful one. Stetter, 1990 ).
Model uncertainty
implementation of the suggested approach to model uncertainty using equations (1), (2), (4) and (5) does not seem computationally prohibitive. At most, the computation is linear in the number of models that are fully analyzed, multiplying the required CPU time by about 2(m +1). However, there are several possible ways of reducing this. For example, the Gibbs sampler could be run in parallel on all:the models. Also, an initial short run of equation (5) could be used to identify those models with substantial posterior probability, and a longer run restricted to those models then done to evaluate p(Li. I y) more precisely.
sampler is to mclude a model indicator as an addrtional parameter
Improper posteriors in hierarchical Bayes modeling
In the authors' equation (4.5) , the use of the obvious "non-informative" or scale-invariant (4.6) to avoid this.
Local dependence between counts
The authors' model for the disease risk example assumes that, conditionally on the true relative risks Xi, the observed numbers of cases Yi are independent Poisson random variables, arguing that this is usually reasonable when the disease is non-contagious and rare. If the disease is contagious, however, it seems likely that the's will be dependent, even conditionally on x. Even if the disease is non-contagious, it seems possible that the yi,'s be dependent. taking values in an arbitrary space Z is defined as follows (Raftery 1985a Martin and Raftery, 1987 (Besag, 1974) . However, it seems likely that any joint distribution for Poisson random variables that does satisfy the Hammersley-Clifford theorem will not allow a sufficiently broad range of positive dependence. The MTD model suggested here may well have the right local conditional dependence structure, while distributions that do satisfy the HammersleyClifford theorem will often have undesirable large-scale properties as well as unsatisfactory local properties.
one may ask whether conditional distributions such as that specified by the MTD model that do not satisfy the Hammersley-Clifford theorem might not, nevertheless, provide useful operational procedures. Besag (1986) refers to this possibility, and we would appreciate the authors' current views on it.
