We provide a simple proof of the existence of a planar separator by showing that it is an easy consequence of the circle packing theorem. We also reprove other results on separators, including: The new proofs are (arguably) significantly 1 simpler than previous proofs.
Introduction
The planar separator theorem is a fundamental result about planar graphs [Ung51, LT79] . Informally, it states that one can remove Op ? nq vertices from a planar graph with n vertices and break it into "significantly" smaller parts. It is widely used in algorithms to facilitate efficient divide and conquer schemes on planar graphs. For further details on planar separators and their applications, see Wikipedia (http://en.wikipedia.org/wiki/Planar_separator_theorem).
Here, we present a simple proof of the planar separator theorem. Most of the main ingredients of the proof are present in earlier work on this problem; see Miller et al. [MTTV97] , Smith and Wormald [SW98] , and Chan [Cha03] . Furthermore, the constants in the separator we get are inferior to known constructions [AST94] . See Theorem 2.3 for the exact statement.
Nevertheless, the new proof is relatively self contained and (arguably) simpler than previous proofs. We also reprove some of the other results of Miller et al. [MTTV97] and Miller [Mil86] . Again, arguably, our proofs are simpler (but the constants are inferior).
Proof of the planar separator theorem 2.1. The proof
Given a planar graph G " pV, Eq it is known that it can be drawn in the plane as a kissing graph; that is, every vertex is a disk, and an edge in G implies that the two corresponding disks touch (this is known as Koebe's theorem or the cycle packing theorem, see [PA95] ). Furthermore, all these disks are interior disjoint.
Let D be the set of disks realizing G as a kissing graph, and let P be the set of centers of these disks. Let d be the smallest radius disk containing n{10 of the points of P , where n " |P | " |V |. To simplify the exposition, we assume that d is of radius 1 and it is centered in the origin. Randomly pick a number x P r1, 2s and consider the circle C x of radius x centered at the origin. Let S be the set of all disks in D that intersect C x . We claim that, in expectation, S is a good separator.
Lemma 2.1. The separator S breaks G into two subgraphs with at most p9{10qn vertices in each connected component.
Proof: The circle C x breaks the graph into two components: (i) the disks with centers inside C x , and (ii) the disks with centers outside C x .
Figure 1
Clearly, the corresponding vertices in G are disconnected once we remove S. Furthermore, a disk of radius 2 can be covered by 9 disks of radius 1, as depicted in Figure 1 . As such, the disk of radius 2 at the origin can contain at most 9n{10 points of P inside it, as a disk of radius 1 can contain at most n{10 points of P . We conclude that there are at least n{10 disks of D with their centers outside C x , and, by construction, there are at least n{10 disks of D with centers inside C x . As such, once S is removed, no connected component of the graph GzS can be of size larger than p9{10qn.
Lemma 2.2. We have E " |S| ‰ ď 11 ? n, where n " |V |.
Proof: Let ă 1 be a parameter to be specified shortly. We split D into two sets: D ď and D ą of all disks of diameter ď and ą , respectively.
Consider the ring R " diskp0, x` q z diskp0, x´ q, and observe that any disk f of D ą that intersects C x , must contain inside it a disk of radius {2 that is fully contained in R. As such, f covers an area of size at least α " πp {2q 2 of this ring. The area of R is β " π`px` q 2´p x´ q 2˘" 4πx . As such, the number of disks of D ą that intersect C x is ď β{α " 4πx {pπ 2 {4q " 16x{ . As E rxs " 3{2, we have E rβ{αs " 24{ . Consider a disk u i P D ď of radius r i centered at p i . The circle C x intersects u i if and only if x P r}p i }´r i , }p i }`r i s, and as x is being picked uniformly from r1, 2s, the probability for that is at most 2r i {|2´1| " 2r i ď . As such, since |D ď | ď n, we have that the expected number of disks of D ď that intersect C x is at most n . Adding the two quantities together, we have that the expected number of disks intersecting C x is bounded by n `24{ , which is ď 2 ? 24n, for " 1{ ? 24n. Now, putting Lemma 2.1 and Lemma 2.2 together implies the following.
Theorem 2.3. Let G " pV, Eq be a planar graph with n vertices. There exists a set S of 11 ? n vertices of G, such that removing S from G breaks it into several connected components, each one of them contains at most p9{10qn vertices. 
Remarks
Remark 2.4. (A) The constant in Lemma 2.2 can be improved by working a bit harder and using the Cauchy-Schwarz inequality. For the sake of completeness, we provide the proof in Appendix A.
(B) The main difference between the proof of Theorem 2.3 and the work of Miller et al. [MTTV97] , is that they found the cycle C x by lifting the disks to the sphere, using conformal mapping to recenter the resulting caps on the sphere around the center point of the centers of the caps. Our direct packing argument avoids these stages. We also avoid using the Cauchy-Schwarz inequality.
(C) As suggested by Günter Rote, one can improve the constant of Theorem 2.3 to 7{8 (instead of 9{10) by using a tiling that uses only 7 disks instead of 9, see Figure 2 . It is easy to verify that 7 disks are needed for such a cover.
Extensions

Weighted version
Lemma 3.1. Let G " pV, Eq be a planar graph with n vertices, and assume that the vertices have nonnegative weights assigned to them, with total weight W . There exists a set S of 4 ? n vertices of G, such that removing S from G breaks it into several connected components, each one of them contains a set of vertices of total weight at most p9{10qW .
Proof: The proof of Theorem 2.3 goes through, with the minor modification that that d is picked to be the smallest disk, such that the total weight of the centers of the disks it covers is ě W {10.
Note, that if there is a vertex in the graph with weight ě W {10, then the returned separator could be this single vertex, which is a legal answer (as the weight of the remaining graph is sufficiently small).
Cycle separators
A planar graph G is maximal if one can not add edges to it without violating its planarity. Any drawing of a maximal planar graph is a triangulation; that is, every face is a triangle. But then, in the realization of the graph as a kissing graph of disks, a face of the complement of the union of the disks has three touching disks as its boundary.
In particular, consider the separating cycle C k , and two disks f and f 1 that intersect it consecutively along C x . Let I be interval on C x between f X C x and f 1 X C x . The interval I belong to a single face of the complement of the union of disks, and in particular, this face has both f and f 1 on its boundary. As such, the vertices of G that corresponds to f and f 1 are connected by an edge. That is, the resulting separator is a cycle in G. Since C x intersects a disk along an interval (or not at all), it follows that this cycle is simple. Thus, we get the following.
Theorem 3.2 ([Mil86
In particular, if the maximum face degree in G is d, then the separator size is O`?nd˘.
Proof: The idea to fill in the faces of G so that they are all triangulated. So, consider a cycle C (not necessarily simple -an edge might be traversed twice) with k vertices that forms the boundary of a single face in the given embedding of G. Next, we build a graph having C 1 " C as its outer boundary, as follows -it has k copies of C one inside the other, where the ith copy C i is connected to the i´1 and i`1 copies, in the natural way, where a vertex is connect to its copies. Drawn in the plane, this results in a grid like construction. We also triangulate the inner most copy C k in an arbitrary fashion, and every quadrilateral face is triangulated in an arbitrary fashion. The resulting graph G C has k 2 vertices, and has the property that the any path between any two vertices of C in G C , the corresponding shortest path in C is shorter (or of the same length). See Figure 3 for an example.
C
Figure 3
We repeat this fill-in process for all the faces of G, and let G 1 be the resulting graph. G 1 is still planar, and clearly the number of resulting vertices in the new graph is N "
, as every vertex v incident on a face r, can be charged to an edge adjacent to both v and f . Clearly, if done in a consistent fashion, an edge would be charged at most twice, and the maximum number of edges in a planar graph is 3n´6 by Euler's formula.
In particular, if the maximum value of
is Opndq, as can be easily verified. Now, we assign weight zero to all the newly introduced vertices in G 1 , and assign weight one for the original vertices (that appear in G). The graph G 1 is a fully triangulated planar graph and it has N vertices. By Lemma 3.1, there is separator providing the desired partition, and the number of vertices on this separator is ď 4 ? N . Since G 1 is triangulated, the separator is a simple cycle in G 1 . We now replace portions of it that uses the face grids by the appropriate paths along the original boundary of the faces. Clearly, the resulting cycle in G has the same number of vertices, provide the same quality of separation (or better, since some vertices migrated to the separator), as desired.
Miller's result is somewhat stronger than Lemma 3.3, as he assumes the graph is 2-connected, and can ensure that in this case the separator is a simple cycle.
Ball systems that are k-ply
A set of balls B in R d is k-ply , if no point of R d is contained in more than k balls of B.
Definition 3.4. The doubling constant of a metric space is the smallest number of balls of the same radius needed to cover a ball of twice the radius (formally, we take the maximum such number over all possible balls to be covered). The doubling constant of
Theorem 3.5 ( [MTTV97] ). Let B be a set of n balls that is k-ply in R d . Then, there exists a sphere s that intersects 4k
1{d n 1´1{d balls of B. Furthermore, the number of balls of B that are completely inside (resp. outside) s is ě n{p d`1 q.
Proof: Let P be the set of centers of the balls of B. As above, let b be the smallest ball containing n{p1` d q points of P . As above, assume that b is centered at the origin and has radius 1. Let s be a random sphere centered at the origin with radius x picked randomly from the range r1, 2s. Now, arguing as above, there are at most p d {p d`1 qqn points of P inside s, and as such, at least p1´ d {p d`1" n{p d`1 q points of P outside s. As such s is a good separator for the balls.
As for the expected number of balls intersecting s, let v d r d be the volume of a ball of radius r in R d , where v d is a constant that depends on the dimension. As above, we clip the balls of B to the ball of radius 2 centered at the origin, replacing every lens, by a an appropriate ball of the same volume. Let ρ i denote the radius of the ith such ball b 1 i , for i " 1, . . . , n. By the k-ply property, we have that
where ballp2q denotes a ball of radius 2 in R d . As before, the probability of the ith ball to intersect s is bounded by 2ρ i . Let S be the set of balls of B that intersects s. We have, by Hölder's inequality, that
as desired.
Separators for the kth nearest neighbor graph
Let P be a set of n points in R d , and let k be a parameter. The kth nearest neighbor graph G k " pP, Eq is the graph, where two points p, q P P are connected by an edge pq P E, if q is the ith nearest neighbor of p in P (or p is the ith nearest neighbor of q), for i ď k. Proof: We follow the proof of Miller et al. [MTTV97] . A point q P P is an i-client of p P P , if p is the ith nearest neighbor of q, for i ď k. If q is a k-client of p, then create a ball of radius }p´q} centered at q. Let B be the resulting set of n balls. The key observation is that this set of balls is Opkq-plywhich we reprove here using a standard argument. We claim that every point p P P can serve at most Opkq clients. To this end, cover the sphere of directions around p with cones with angular diameter at most 30 0 . It is easy to verify that at most c " 2
Opd´1q such cones are needed.
The key observation is now that for any two points q, t P P that belong to the same cone ψ of p, it must be that }q´t} ď }p´t}, assuming that q is closer to p than t, as an easy geometric argument shows. That is, if q 1 , . . . , q k are the k closest points to p in P X ψ, then these are the only points of P X ψ that might be k-clients of p. It follows that p can have at most ck k-clients, and as such its degree in G k is ď ck`k. That is, the maximum degree of a vertex in G k is Opkq.
To see why this implies that the set of balls B is k-ply, consider any point p P R d , insert it into P , and observe that the degree of p in the graph G k`1 bounds the number of balls of B that cover it. By the above, this is Opkq, as desired.
By Theorem 3.5, there are 4k 1{d n 1´1{d balls of B, such that their removal breaks the intersection graph of B into connected components each of size at most p d {p d`1 qqn. Clearly, the corresponding set of points of P is the desired separator of G k .
Separator for r vertices in a planar graph
Our purpose here is to show that in a triangulated planar graph, there is always a cycle of size Op ? rq that its removal separates (roughly) r vertices from remainder of the graph. To this end, we need the following. Proof: Assume b is of radius one and it is centered at the origin. Consider the ball 4b, and observe that it can be covered by p d q 2 balls of radius one, and let C be this set of balls. As such, 4b contains at most p d q 2 r centers of balls of B. Any other ball of B that intersect b must be radius at least 3, as its center is at distance at least 4 from the origin.
It is easy to verify that such a ball b 1 must contain fully at least one ball of C. Indeed, consider the segment connecting the center of b 1 with the origin, and consider the point on this segment on B4b. Clearly, this point must be covered by one of the balls of C, and this ball is fully contained in b 1 .
Lemma 3.8. Let G be a planar graph with n vertices, and let r ą 0 be an integer number which is sufficiently large. There exists a set of vertices S of size ď 4 2 ? r, such that GzS is disconnected into two sets of vertices, X and Y , such that r{2 2 ď |X| ď r, where 2 is a constant (see Definition 3.4). Furthermore, if G is triangulated then S is a cycle in the graph.
Proof: Let B be the realization of G as a kissing graph of interior disjoint disks. Let d be the smallest disk containing r{ 2 centers of B, and assume that it is of radius one and centered at the origin. Lemma 3.7 implies that 2d intersects at most rp 2 q 2 disks of B, and let C be this set of balls. Now consider the circle
