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Die Aufgabe, aus einem an der Antenne anliegenden Kommunikationssignal
automatisch das Modulationsverfahren zu bestimmen, mit dem die Informati-
on auf den Träger aufgebracht wurde, stammt aus der Funkaufklärung. Dort
werden Empfänger eingesetzt, die alle für die Rekonstruktion der gesendeten
Information benötigten Parameter (Mittenfrequenz, Bandbreite, Symboltakt,
Modulationsverfahren, Rahmenstruktur, Codierverfahren etc.) ohne jede Vor-
kenntnis, d.h. blind, und in Echtzeit aus dem Signal extrahieren.
Im Zusammenhang mit der stark wachsenden Nutzung der für den Mobilfunk
geeigneten Spektralbereiche wird es notwendig, Transceiver zu entwickeln, die
dazu in der Lage sind, ihr elektromagnetisches Umfeld zu beobachten, aus
den vorgenommenen Messungen zu lernen und, darauf aufbauend, sich in der
Wahl ihres Sende- und Empfangsverhaltens optimal an dieses Umfeld anzu-
passen. In der Kommunikationstechnik werden solche adaptiven Transceiver
als Cognitive Radios (CRs) bezeichnet. Anwendung finden CR Netze z.B. zur
Nutzung von TV White Spaces, bei der dem Fernsehen zugeteilte Frequen-
zen in Regionen, in denen diese nicht genutzt werden, Sekundärnutzern zur
Verfügung stehen. In Zukunft ist auch mit einer bezüglich der Übertragungs-
verfahren heterogenen, adaptiven Nutzung frei verfügbarer Frequenzbereiche
(z.B. in den ISM Bändern) zu rechnen, womit die automatische Modulations-
artenerkennung, natürlich mit vorgeschalteter, blinder Frequenz- und Takt-
synchronisation sowie Kanalentzerrung, auch für CRs in Spiel kommt.
Die Übertragung von aus der Funkaufklärung bekannten Verfahren zur Mo-
dulationsartenerkennung auf CRs ist nicht ohne weiteres möglich, da diese
einerseits oft vertraulich behandelt werden und andererseits in der Funkauf-
klärung die Kosten keine so überragende Rolle wie in der Mobilkommunikation
spielen. Darüber hinaus ist für den Mobilfunk in den letzten Jahren ein Trend
zur MIMO (Multiple Input Multiple Output) Übertragung zu erkennen, die
einen großen Einfluss auf die Möglichkeiten der Modulationsartenerkennung
hat, der bisher allerdings, zumindest in der öffentlich zugängigen Literatur,
vii
nicht hinreichend gewürdigt wurde. An diesem Punkt setzt die Arbeit von
Michael Mühlhaus an.
Die aus der Literatur bekannten Verfahren zur Modulationsartenerkennung
lassen sich grob in zwei Klassen einteilen: Einerseits gibt es Klassifikatoren,
die vor dem Hintergrund einer Belehrung durch eine gekennzeichnete, hinrei-
chend große Lernstichprobe statistisch entscheiden, andererseits solche, die di-
rekt auf die Werte aus dem Signalverlauf extrahierter Merkmale zurückgreifen,
also nicht belehrt werden und heuristisch entscheiden. In der vorliegenden Dis-
sertation wird ein Klassifikator aus der zweiten Gruppe entworfen, wobei als
Merkmale Kumulanten der Verteilungen der Symbole der beteiligten Modula-
tionsverfahren in der komplexen Ebene dienen. Die Arbeit zeigt zunächst die
Anwendbarkeit des ausgewählten Verfahrens auf die Aufgabenstellung, indem
der Klassifikator unter der Annahme perfekter Synchronisation und vollstän-
diger Kenntnis des Übertragungskanals (oder bei MIMO besser: Kenntnis der
Kanalmatrix) beschrieben, simuliert und bewertet wird. Im nächsten Schritt
wird auf die beiden oben gemachten Voraussetzungen verzichtet, was nach
sich zieht, dass vor der Klassifikation der Kanal sowie die Frequenz und die
Symbolrate blind geschätzt werden müssen. Schließlich wird in einem drit-
ten Schritt nachgewiesen, dass das entwickelte Verfahren zur automatischen
Modulationsartenerkennung in MIMO Systemen auch in der Realität funktio-
niert.
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fünfjährigen Arbeit als wissenschaftlicher Mitarbeiter am Institut für Nach-
richtentechnik des Karlsruher Instituts für Technologie (KIT). Es kann leicht
vergessen werden, dass ich den langen Weg zur Promotion zwar eigenständig,
nicht jedoch alleine gegangen bin. Dafür bin ich einer Vielzahl von Personen
zu tiefem Dank verpflichtet.
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5.1. Unbekannte Trägerphase . . . . . . . . . . . . . . . . . . . . . . 71
5.2. Unbekannter Funkkanal . . . . . . . . . . . . . . . . . . . . . . 72
5.2.1. Spatial-Multiplexing . . . . . . . . . . . . . . . . . . . . 72
5.2.2. Space-Time-Codes . . . . . . . . . . . . . . . . . . . . . 75
5.3. Unbekannte Rauschvarianz . . . . . . . . . . . . . . . . . . . . 76
5.4. Synchronisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4.1. Erweitertes Systemmodell . . . . . . . . . . . . . . . . . 79
5.4.2. Frequenzschätzung . . . . . . . . . . . . . . . . . . . . . 80
5.4.3. Symbolratenschätzung . . . . . . . . . . . . . . . . . . . 89
5.4.4. Zeit- und Taktsynchronisation . . . . . . . . . . . . . . 89
5.5. Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 90
6. Messungen 93
6.1. Single-Input Multiple-Output Messungen . . . . . . . . . . . . 93
6.1.1. Sensornetzwerk . . . . . . . . . . . . . . . . . . . . . . . 93
6.1.2. Sender . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.1.3. Versuchsaufbau . . . . . . . . . . . . . . . . . . . . . . . 98
6.1.4. Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2. Multiple-Input Multiple-Output Messungen . . . . . . . . . . . 104
6.2.1. Sender und Empfänger . . . . . . . . . . . . . . . . . . . 104
6.2.2. Versuchsaufbau . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.3. Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3. Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 110
7. Zusammenfassung und Fazit 111
xiv
Inhaltsverzeichnis
A. Kumulanten bis zur Ordnung Acht 115
B. Kovarianzmatizen des Kumulantenschätzers 121
B.1. Kovarianzmatrix Σ
(4,0)
i der Merkmale κ̂
(4,0) . . . . . . . . . . . 121
B.2. Kovarianzmatrix Σ
(4,2)
i der Merkmale κ̂
(4,2) . . . . . . . . . . . 121
B.3. Kreuzkovarianzmatrix Σ
(4,0);(4,2)
i der Merkmale κ̂
(4,0) und κ̂(4,2) 122










AWGN Additives Weißes Gaußsches Rauschen
BPSK Binary Phase-Shift Keying
CEL Communications Engineering Lab
CR Cognitive Radio
DAB Digital Audio Broadcast




GMSK Gaussian Minimum-Shift Keying
GPS Global Positioning System
HLRT Hybrid Likelihood Ratio Test
HML Hybrid Maximum Likelihood
ICA Independent Component Analysis
ISM Industrial, Scientific and Medical






MSE Mean Square Error
MV Minimum-Varianz
OFDM Orthogonal Frequency-Division Multiplexing
PAR Peak to Average Ratio
PSK Phase-Shift Keying
QAM Quadrature Amplitude Modulation
xvii
Inhaltsverzeichnis





UDP User Datagram Protocol
USRP Universal Software Radio Platform





(·)i1,...,ij Auswahl eines Elementes eines Vektors, einer Matrix oder
eines Tensors
| · | Bei Skalaren: Betrag, bei Mengen: Mächtigkeit der Menge,
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ŝ[k] Geschätzter Empfangsvektor, ŝ[k] = [ŝ1[k], . . . , ŝNt ]
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1. Einleitung
Der experimentelle Nachweis von elektromagnetischen Wellen durch Heinrich
Hertz am 11. November 1886 [Kre12] hat eine bis heute ungebremste Ent-
wicklung der Techniken zur kabellosen Informationsübertragung in Gang ge-
setzt. Ingenieuren, Pionieren und Unternehmern wie Guglielmo Marconi1, Karl
Kammerlander2 und Andrew J. Viterbi3 sowie der ebenfalls rasanten Entwick-
lung und Miniaturisierung von Halbleiterbauelementen ist es zu verdanken,
dass heute zwischen nahezu allen Punkten auf der Erde Mobilkommunikation
möglich ist.
Die Leistungsfähigkeit der Kommunikationssysteme hat sich besonders in den
folgenden Punkten vervielfacht: Anzahl von Nutzern, verwendete Frequenz-
bereiche, spektrale Effizienz, Qualität der Übertragung, übertragbare Daten-
rate und Energieeffizienz. Um diese Leistungsfähigkeit zu erreichen, müssen
zwischen Sender und Empfänger eine Vielzahl von Parametern vor der Über-
tragung abgestimmt werden. Dies geschieht in der Regel durch umfassende
Standardisierung.
Betrachtet man nur die physikalische Übertragung und der Einfachheit halber
ein System mit nur einem sendenden Nutzer, so kann die oben beschriebe-
ne Entwicklung am Beispiel der Rundfunkübertragung nachvollzogen werden.
Die ersten Rundfunksender nutzten Amplitudenmodulation (AM). Empfän-
gerseitig musste nur die Trägerfrequenz und die ungefähre Bandbreite be-
kannt sein. Der verwendete Frequenzbereich reichte bis zur Kurzwelle. Später
wurde dann aus Gründen der energieeffizienteren Übertragung die Einseiten-
bandmodulation eingeführt. Die akustische Qualität der Übertragung konn-
te durch Einführung der Frequenzmodulation (FM) erheblich gesteigert wer-
den. Als Frequenzbereich wurde hierfür die Ultrakurzwelle gewählt, da die
tieferen Frequenzen bereits belegt waren. Die Einteilung des zur Verfügung
1Erste transatlantische Funkübertragung
2Leiter der C-Netz-Entwicklung bei Siemens, gilt als Erfinder des C-Netzes
3Erfinder des Viterbi-Algorithmus, Gründer der Firma Qualcomm
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stehenden Frequenzbereichs wurde durch einen Kompromiss zwischen mög-
lichst großer Anzahl von Sendern und damit kleinen Schutzabständen sowie
günstigen Empfängern, die einen großen Schutzabstand benötigen, getroffen.
Auch die Technologie hat sich von großen stationären Röhrenempfängern zu
kleinen Transistorradios entwickelt. Mit der fortschreitenden Entwicklung der
Digitaltechnik wurden zunächst große Teile der Empfangssignalverarbeitung
digital durchgeführt. Zusätzlich wurden weitere Signale übertragen, mit de-
nen anfangs noch rein analog wichtige Verkehrsinformationen gekennzeichnet
wurden. Dies wurde später mit RDS (engl. Radio Data System) zu einem Da-
tendienst erweitert. Grundsätzlich wurde jedoch aufgrund der enorm großen
Verbreitung von FM-Empfängern immer auf eine Kompatibilität zu bestehen-
den Systemen geachtet.
Mit DAB (engl. Digital Audio Broadcast) wurde erstmals ein komplett digita-
les Rundfunksystem für den kommerziellen Massenmarkt entwickelt. Empfän-
gerseitig müssen hierzu zusätzlich unter anderem das Modulationsverfahren,
die Modulationsordnung, die Pulsformung und die Symbolrate bekannt sein.
Hinzu kommen die Übertragungsparameter der höheren Schichten, wie z. B.
Fehlerschutz, Quellencodierung und Kryptographie sowie für Kommunikati-
onssysteme die Organisation von mehreren Nutzern und Duplexverfahren, was
aber außerhalb des Fokus dieser Arbeit liegt. Durch diese Methoden konnte
die Klangqualität erneut gesteigert und der zur Verfügung stehende Frequenz-
bereich effizient ausgenutzt werden. Des Weiteren ermöglicht DAB eine im
Vergleich zu RDS deutlich größere Vielfalt an übertragbaren Datendiensten
wie Text- und Bildinformationen.
An diesem Beispiel werden drei typische Entwicklungen deutlich, die stellver-
tretend für die drahtlose Übertragung sind: 1. Aufgrund des auf Jahrzehnte
angelegten Frequenzplans werden neue Technologien und Entwicklungen ten-
denziell bei höheren Frequenzen angesiedelt. 2. Die Komplexität der Standards
und damit einhergehend die Anzahl an Parametern, die zur Übertragung be-
kannt sein müssen, nimmt stark zu. 3. Die vorhandenen Systeme sollen für
eine Vielzahl von Diensten nutzbar sein wie z. B. der Übertragung Bild, Ton
und Textinformationen.
Eine weitere wesentliche Entwicklung des letzten Jahrzehnts spielt sich im Be-
reich der Mehrantennensysteme ab, die mit mehreren Antennen senden und
empfangen. Solche MIMO-Systeme (engl. Multiple-Input Multiple-Output) ha-
ben im Vergleich zu Einantennensystemen (in diesem Zusammenhang als SISO
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(engl. Single-Input Single-Output) bezeichnet) eine unter Umständen höhere
Kanalkapazität. Dies kann technisch genutzt werden, um die Bitfehlerrate ei-
ner Verbindung zu verbessern oder bei gleicher Bitfehlerrate die Datenrate
zu erhöhen. Falls alle Sendeantennen gleichzeitig auf derselben Frequenz un-
terschiedliche Symbole senden, erscheint ein MIMO-System wie eine additive
Überlagerung der einzelnen Symbolraumdiagramme der Modulationsverfah-
ren.
1.1. Anwendung automatischer Modulationsartenerkennung
Klassische Anwendungsgebiete
Die blinde Schätzung von Übertragungsparametern und im Speziellen die
Schätzung der Modulationsart ist klassischer Weise eine Aufgabe der Funkauf-
klärung. Ein mögliches Szenario ist, dass in einem beobachteten Frequenz-
bereich mit verschiedensten Geräten und Standards zugegriffen werden kann
(beispielsweise die ISM-Bänder, engl. Industrial, Scientific and Medical Band)
und durch Beobachtung der Kommunikationsparameter auf die in diesem Be-
reich vorhandenen Geräte geschlossen werden kann. Die Identifikation von
Bluetooth-Empfängern wäre hierbei als Beispiel zu nennen. Ein anderes Sze-
nario ist das Abhören der Funkübertragung zwischen zwei oder mehr Teilneh-
mern. Auch hierfür müssen in einem ersten Schritt alle wesentlichen Übertra-
gungsparameter bekannt sein. Kommen eine Vielzahl von verschiedenen Stan-
dards oder auch eine nicht standardisierte Übertragung in Frage, so müssen
diese mit wenig oder ohne besonderes Vorwissen geschätzt werden. Der klas-
sische Einsatzbereich dieser Techniken ist im Umfeld der Sicherheitsbehörden
und der Frequenzregulierung wie z. B. der Bundesnetzagentur zu finden.
Zukünftige Anwendungsgebiete
Neben den klassischen Anwendungsbereichen ergeben sich zukünftig inter-
essante Einsatzgebiete im Bereich von Cognitive Radios (CR). Ein CR ist ein
Funkgerät, das seine spektrale Umgebung beobachtet und sich hierauf einstel-
len kann [MM99]. Es lernt mittels Beobachtung, welche anderen Teilnehmer
sich in der Umgebung befinden, auf welche Art und Weise diese miteinander
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kommunizieren und ob und wie eine Kommunikation und Kooperation mit
diesen möglich ist. Durch Ihre kognitiven Eigenschaften sind sie in der Lage
auch an nicht standardisierter Kommunikation teilzunehmen.
Moderne Funkstandards werden für genau definierte Szenarien entwickelt, die
unter anderem physikalische Gegebenheiten wie Ausbreitungsszenarien, recht-
liche Bedingungen wie Lizenzierungen der Frequenzbereiche und Anforderun-
gen an die Funkhardware berücksichtigen. Auf diese Weise können die knappen
Frequenzressourcen gut genutzt werden. Die gewählten Szenarien beschreiben
jedoch immer nur das durchschnittliche Verhalten des Systems. Dies wiederum
bedeutet, dass eine Wahl von Übertragungsparametern, die nicht im Standard
vorgesehen sind, in bestimmten Situationen besser sein kann. Dies kann sich
sowohl auf die einzelne Verbindung zwischen Sender und Empfänger als auch
auf das Gesamtsystem beziehen.
Soll beispielsweise eine feste Datenmenge an einen Teilnehmer in geringer Di-
stanz übertragen werden, so kann es sinnvoll sein, die Bandbreite, die Modu-
lationsart und die Sendeleistung an dieses Szenario anzupassen. Eine variable
Sendeleistung und eine adaptive Anpassung der Modulation ist bereits heute
oft vorgesehen. Bei einer Vergrößerung der Bandbreite muss jedoch sicher-
gestellt werden, dass keine Nutzer in Nachbarkanälen gestört werden. Sollte
es möglich sein, die Bandbreite zu verringern, so kann dies bei Betrachtung
des gesamten Interferenzlevels sinnvoll sein. Auf der anderen Seite könnte es
jedoch sein, dass der Empfänger technisch nicht in der Lage ist, z. B. große
Datenmengen auf einmal zu verarbeiten, und deshalb eine geringe Bandbreite
oder Symbolrate gewählt werden muss.
Die Vielzahl an möglichen Parametern kann vorab nicht abschließend in einem
Standard festgelegt werden und sollte zukünftig daher von den CRs situati-
onsabhängig gewählt werden. Werden jedoch vor jeder Übertragung von Nutz-
informationen alle Übertragungsparameter zwischen den Teilnehmern unter
Berücksichtigung und Austausch verschiedener Messwerte vereinbart, so kann
dies zu einem erheblichen Datenaufkommen führen. Dieser erhöhte Aufwand
kann die spektrale Effizienz des Systems stark reduzieren und führt zu einem
Mehraufwand, der besonders bei sich schnell ändernden Bedingungen in kei-
nem guten Verhältnis zum Nutzen steht. Daher ist es geboten, der Idee des
CRs folgend, dass die Empfänger in der Lage sind, die verwendeten Übertra-
gungsparameter selbständig und ohne zusätzliche Informationen von Seiten
des Senders zu schätzen. Auf diese Weise kann der Mehraufwand auf wichtigs-
4
1.2. Aufbau der Arbeit
te Feedback-Informationen reduziert werden, während den Nutzern die volle
Variabilität erhalten bleibt. Hierbei ist der wichtigste Übertragungsparame-
ter die Modulationsart, da diese unmittelbar die Bitfehlerrate und die Da-
tenrate bestimmt. Verfahren zur automatischen Modulationsartenerkennung
für SISO-Systeme werden in der Literaturübersicht in Abschnitt 3.1 vorge-
stellt. Diese Arbeit erweitert die Konzepte auf MIMO-Systeme und ergänzt sie
um wesentliche Vorverarbeitungsschritte wie einer blinden Kanal-, Frequenz-
Phasen- und Symbolratenschätzung.
1.2. Aufbau der Arbeit
Die vorliegende Arbeit ist folgendermaßen gegliedert. In Kapitel 2 werden
die Methoden und Werkzeuge beschrieben, die in der Ausarbeitung benötigt
werden. Es werden Kumulanten als Hilfsmittel der Statistik eingeführt, die
neben der Klassifikation auch zur Kanalschätzung benötigt werden. Des Wei-
teren erfolgt eine Einführung in Likelihood-Ratio Tests, die als Referenz zur
Beurteilung der Leistungsfähigkeit der vorgestellten Klassifikationsmethoden
genutzt werden. Es wird das Systemmodell eines Mehrantennensystems so-
wie eine Möglichkeit der blinden Kanalentzerrung vorgestellt. In Kapitel 3
folgt eine Literaturübersicht, die unmittelbar zu der Problemstellung dieser
Arbeit führt. In Kapitel 4 wird ein merkmalbasierter Modulationsartenklas-
sifikator für MIMO-Signale entwickelt. Es wird gezeigt, dass der vorgeschla-
gene Klassifikator die bestmögliche Klassifikationsrate aller merkmalbasierten
Klassifikatoren besitzt. Des Weiteren wird die Verwendung von verschiedenen
Merkmalen und Merkmalkombinationen untersucht. In Kapitel 5 wird das Sy-
stemmodell verallgemeinert. Es werden blinde Kanal-, Phasen- und Frequenz-
schätzung beschrieben und deren Auswirkungen diskutiert. Zusätzlich wird
gezeigt, dass verschiedene MIMO-Codierungen keinen Einfluss auf den Klassi-
fikator haben. Durch Erweiterung des Systemmodells auf realistische Szenarien
werden in Kapitel 6 die erarbeiteten Algorithmen einem Praxistest unterzogen.
Die vorgeschlagene Klassifikationsstruktur wird hierzu auf Software-Defined-
Radio (SDR) Plattformen implementiert und durch Feldmessungen verifiziert.
Es konnte auf diese Weise gezeigt werden, dass sich der vorgeschlagene Algo-
rithmus zum Einsatz in Cognitive Radios eignet. Die Arbeit schließt mit einer




In diesem Kapitel werden die wesentlichen Methoden und Hilfsmittel erläu-
tert, die in den folgenden Kapiteln verwendet werden. Es werden Kumulanten
definiert und Likelihood-Ratio-Test eingeführt sowie das Modell eines Mehran-
tennensystems beschrieben. Des Weiteren wird die Hauptkomponentenanalyse
und die Independent Component Analysis dargestellt.
2.1. Kumulanten
Kumulanten sind statistische Merkmale, die dazu genutzt werden können, Zu-
fallsprozesse zu unterscheiden und zu klassifizieren. Im Rahmen dieser Arbeit
werden sie als Merkmale zur Modulationsartenerkennung und zur blinden Ka-
nalschätzung eingesetzt. Zuerst werden Kumulanten einer reellwertigen Zu-
fallsvariablen eingeführt. Diese Definitionen werden auf komplexwertige Zu-
fallsvariablen und stochastische Prozesse erweitert.
2.1.1. Kumulanten einer reellen Zufallsvariablen
Momente
Der Erwartungswert einer reellen Zufallsvariablen X mit der Dichte fX(x) ist







Hiermit kann das r-te nicht zentrale Moment eingeführt werden




Alternativ können Momente auch mit Hilfe der Momente erzeugenden Funk-
tion
η(s) := E{esX}, s ∈ R (2.3)












Sollte η(s) nicht existieren wird statt dessen die charakteristischen Funktion
[JW02]
ϕ(s) := E{ejsX}, s ∈ R (2.5)
verwendet.
Kumulanten
Ähnlich den Momenten lässt sich die Kumulante r-ter Ordnung ebenfalls mit











Die Kumulanten erster, zweiter und dritter Ordnung entsprechen dem Mittel-
wert , der Varianz und der Schiefe. Die Kumulante vierter Ordnung beschreibt
die Wölbung . Ist aus dem Zusammenhang eindeutig ersichtlich, auf welche Zu-
fallsvariable sich die Kumulante κ(r){X} bzw. das Moment µ(r){X} bezieht,
wird hierfür verkürzend κ(r) bzw. µ(r) geschrieben.
Kumulanten haben drei wesentliche Eigenschaften, die später für eine Klas-




1. Die Kumulante von X + Y ist für unabhängige Zufallsvariablen gleich
der Summe der Kumulanten von X und Y
κ(r){X + Y } = κ(r){X}+ κ(r){Y }. (2.7)
2. Die Kumulante der Ordnung r von cX, wobei c konstant ist, ist
κ(r){cX} = crκ(r){X}. (2.8)
3. Alle Kumulanten der Ordnung r > 2 einer gaußverteilten Zufallsvaria-
blen sind gleich null
X ∼ N (µ, σ) ⇒ κ(r){X} = 0, r > 2. (2.9)
Die dritte Eigenschaft zeigt, dass Kumulanten höherer Ordnung als Maß für
die Abweichung von einer Gaußverteilung betrachtet werden können.
Die Kumulante der Ordnung r kann direkt mit Hilfe höherer Momente nach
Gleichung 2.2 ausgedrückt werden. Hierzu muss zuerst die Menge Pr aller
möglichen Partitionen ρ der Menge {1, . . . , r} eingeführt werden:
Pr =
{
ρ : ρ =
{
ν1, . . . , ν|ρ|
}
, νi ⊆ {1, . . . , r},




νi = {1, . . . , r}
}
. (2.10)
Eine Partition ρ ∈ Pr besteht demnach aus Mengen νj mit j = 1 . . . |ρ|. Die















Die Anzahl aller möglichen Partitionen |Pr| und damit der Summanden ist die








Br mit B0 := 1. (2.12)
Tabelle 2.1 listet die Bellzahlen von 1 bis 16 auf. Es wird deutlich, dass der
Aufwand der Berechnung eines analytischen Ausdrucks der Kumulanten ge-




















Tabelle 2.1.: Bellzahlen bis zur Ordnung 16.
2.1.2. Kumulanten einer komplexen Zufallsvariablen
IstX eine komplexwertige Zufallsvariable, so lassen sich durch unterschiedliche
Konjugation r+1 verschiedene Momente der Ordnung r angeben, wobei s die
Potenz der konjugierten Terme beschreibt
µ(r,s) := E{Xr−sX∗s} , mit s ∈ {0, . . . , r}. (2.13)











Auch hier muss zuerst die Menge Pr aller möglichen Partitionen der Elemente
{1, . . . , r} aufgestellt werden, wobei ohne Beschränkung der Allgemeinheit die
ersten r − s Elemente den nicht konjugierten und die letzten s Elemente den
konjugierten Termen zugeordnet werden. Die Anzahl an Elementen der Menge
νj wird als rj und die Anzahl an Repräsentanten der konjugierten Terme in
νj wird als sj bezeichnet.
Das folgende Beispiel verdeutlicht die Berechnung am Beispiel der Kumulante
κ(4,2). Tabelle 2.2 zeigt die Partitionierung der Menge {1, 2, 3, 4}, wobei {1, 2}
die nicht konjugierten Terme und {3, 4} die konjugierten Terme repräsentieren.
Die Anwendung von Formel (2.14) führt zu
ρ1 = {ν1} ν1 = {1, 2, 3, 4}
ρ2 = {ν1, ν2} ν1 = {1}, ν2 = {2, 3, 4}
ρ3 = {ν1, ν2} ν1 = {2}, ν2 = {1, 3, 4}
ρ4 = {ν1, ν2} ν1 = {3}, ν2 = {1, 2, 4}
ρ5 = {ν1, ν2} ν1 = {4}, ν2 = {1, 2, 3}
ρ6 = {ν1, ν2} ν1 = {1, 2}, ν2 = {3, 4}
ρ7 = {ν1, ν2} ν1 = {1, 3}, ν2 = {2, 4}
ρ8 = {ν1, ν2} ν1 = {1, 4}, ν2 = {2, 3}
ρ9 = {ν1, ν2, ν3} ν1 = {1, 2}, ν2 = {3}, ν3 = {4}
ρ10 = {ν1, ν2, ν3} ν1 = {1, 3}, ν2 = {2}, ν3 = {4}
ρ11 = {ν1, ν2, ν3} ν1 = {1, 4}, ν2 = {2}, ν3 = {3}
ρ12 = {ν1, ν2, ν3} ν1 = {1}, ν2 = {2, 3}, ν3 = {4}
ρ13 = {ν1, ν2, ν3} ν1 = {1}, ν2 = {2, 4}, ν3 = {3}
ρ14 = {ν1, ν2, ν3} ν1 = {1}, ν2 = {2}, ν3 = {3, 4}
ρ15 = {ν1, ν2, ν3, ν4} ν1 = {1}, ν2 = {2}, ν3 = {3}, ν4 = {4}
Tabelle 2.2.: Partitionierung P4 = {ρ1, . . . , ρ15} der Menge {1, 2, 3, 4}.
κ(4,2) = E{X2X∗2} − E{X}E{XX∗2} − E{X}E{XX∗2} − E{X∗}E{X2X∗}




+ 2E{X}E{X}E{X∗2} − 6E{X}E{X}E{X∗}E{X∗}
= E{X2X∗2} − 2E{X}E{XX∗2} − 2E{X∗}E{X2X∗}
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− E{X2}E{X∗2} − 2E{XX∗}2 + 2E{X2}E{X∗}2
+ 8E{XX∗}E{X}E{X∗}+ 2E{X}2E{X∗2} − 6E{X}2E{X∗}2
(2.15)
2.1.3. Kumulanten mehrdimensionaler Zufallsvariablen
In diesem Abschnitt wird der Begriff der Kumulante auf mehrdimensiona-
le Zufallsvariablen erweitert. Dies wird später zur Kanalschätzung benötigt.
Eine komplexwertige Zufallsvariable, wie sie im vorherigen Kapitel verwen-
det wurde, kann als zweidimensionale reellwertige Zufallsvariable interpretiert
werden. Es hat sich bereits gezeigt, dass es hierfür r+1 Kumulanten der Ord-
nung r gibt. Mit wachsender Anzahl an Dimensionen wächst auch die Anzahl
an möglichen Kumulanten. Diese werden daher in Form von Kumulantenten-
soren angegeben.
Gegeben ist ein I-dimensionaler Zufallsvektor X = (X1, . . . , XI)
T . Die Ord-
nung r des zu berechnenden Kumulantentensors ist immer kleiner gleich I.
Sollte r < I sein, so sind r Elemente von X auszuwählen. Es wird daher im
Folgenden davon ausgegangen, dass die Ordnung r der Kumulante gleich I ist.
Der Kumulantentensor C (r,s) ∈ CI×I×···×I der Ordnung r mit s konjugierten






































Durch die Schreibweise (·)i1,i2,...,iI mit ij ∈ {1, . . . , I} und j ∈ {1, . . . , I} wird
ein festes Element des Tensors ausgewählt. PI bezeichnet alle möglichen Par-
titionen der Menge mit den ganzzahligen Elementen {i1, i2, . . . , iI}, wobei s
Elemente den konjugierten Termen zugeordnet werden, was mit (∗)i beschrie-
ben wird.
Der Zusammenhang zwischen einem Kumulantentensor und der Kumulan-
te kann wie folgt hergestellt werden. Soll die r-te Kumulante einer reellen








Setzt man nun X in Formel (2.16) ein, so entspricht jedes Element des Tensors
genau der Kumulante aus Formel (2.11).
2.1.4. Kumulanten stochastischer Prozesse
Stationäre Prozesse
In der Nachrichtentechnik spielen neben Zufallsvariablen vor allem stochasti-
sche Prozesse, mit denen z. B. Zeitreihen oder Messungen modelliert werden
können, eine wesentliche Rolle. Die bisherigen Definitionen für Kumulanten
werden daher nun auf stochastische Prozesse erweitert.
Ein stochastischer ProzessX(t, ξ) ist eine Familie von Zufallsvariablen [JW02],
wobei der Parameter t üblicherweise als Zeit interpretiert wird. Ist aus dem
Zusammenhang eindeutig ersichtlich, dass es sich um stochastische Prozesse
handelt, wird der Einfachheit halber im Folgenden nur X(t) geschrieben.
Die Kumulante κ(r,s)(t, τ ) der Ordnung r mit s konjugierten Termen eines
komplexwertigen stochastischen ProzessesX(t) kann durch Einsetzen des Vek-
tors
X(t, τ ) = [X(t+ τ1), . . . X(t+ τr−s), X
∗(t+ τr−s+1), . . . X
∗(t+ τr)] (2.18)
in Formel (2.16) berechnet werden:
κ(r,s)(t, τ ) =
∑
ρ∈Pr




























Hierbei ist τ = [τ1, . . . , τr]
T ein Verschiebungsvektor. Ist X(t) stationär, so
hängt die Kumulante nicht vom absoluten Zeitpunkt t ab. Dies ist z. B. der
Fall, wenn der Abtastwert am Ausgang eines Matched-Filters betrachtet wird.
Die Kumulante der Ordnung r mit s konjugierten Termen eines stationären
Prozesses mit Verschiebungsvektor τ = 0 wird zukünftig ebenfalls als κ(r,s)
bezeichnet.
Zyklostationäre Prozesse
Wird ein Kommunikationssignal vor der Filterung und Abtastung betrachtet,
so ist dies nicht mehr stationär, sondern zyklostationär, d. h. die statistischen
Eigenschaften hängen periodisch mit der Periode T von t ab. Als Folge sind
sowohl die Momente als auch die daraus abgeleiteten Kumulanten periodische
Funktionen von t. Es kann gezeigt werden, dass im Falle linear modulierter
Signale T genau der Symbolrate entspricht (siehe z. B. [DBNS03]).
Grundsätzlich können alle periodischen Funktionen und damit auch das peri-
odische Moment µ(r,s)(t, τ ) durch ihre Fourierkoeffizienten µ
(r,s)
α (τ ) beschrie-
ben werden. Die Darstellung als Fourierreihe liefert







In diesem Zusammenhang wird α = mT als zyklische Frequenz bezeichnet. Die
Fourierkoeffizienten können durch





µ(r,s)(t, τ )e−j2παt dt (2.21)
bestimmt werden. Diese sind bei modulierten Signalen nur bei α = m/T ,
m ∈ Z ungleich null. Das zyklische Moment mit dem Verschiebungsvektor





Da die Kumulanten aus den Momenten gebildet werden können, gelten diesel-
ben Zusammenhänge













κ(r,s)(t, τ )e−j2παt dt (2.23)
Auch diese sind bei modulierten Signalen nur bei α = m/T , m ∈ Z ungleich






Zuerst wird ein binäres Entscheidungsproblem eingeführt und erläutert, das
später auf ein Multihypothesenproblem erweitert wird. Die folgenden Ausfüh-
rungen orientieren sich an [Kro96, Van68].
Zwei-Hypothesen-Problem
Eine Quelle kann die beiden Zustände M0 und M1 annehmen, die jeweils mit
der Wahrscheinlichkeit P0 bzw. P1 auftreten. An einem Empfänger liegt der
gestörte Empfangsvektor r vor, der aus N Beobachtungen besteht. Die beiden
Zustände der Quelle können z. B. Informationssymbole sein oder in Radarsys-
temen das Vorhandensein bzw. das Nichtvorhandensein eines Objektes.
Aufgabe des Empfängers ist es nun, sich für eine der beiden Hypothesen H0
oder H1 zu entscheiden. Die Wahrscheinlichkeit, dass sich die Quelle im Zu-
stand Mi befindet und sich der Empfänger für die Hypothese Hj entscheidet,
wird mit P (Hj |Mi) bezeichnet. Das Bayes-Kriterium berechnet nun ein Ge-
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samtrisiko R in Abhängigkeit von den Kosten Cji einer Entscheidung für Hj
unter der Bedingung Mi. Für das binäre Entscheidungsproblem ergibt sich die
Risikofunktion
R =C00P0P (H0|M0) + C10P0P (H1|M0)
+ C01P1P (H0|M1) + C11P1P (H1|M1). (2.24)
Der N -dimensionale Entscheidungsraum R wird in zwei sich nicht überschnei-
dende Teilräume R0 und R1 aufgeteilt, die einer Entscheidung für die Hy-
pothese H0 oder H1 entsprechen. Die bedingten Wahrscheinlichkeiten aus
(2.24) können mit Hilfe der Entscheidungsräume und der bedingten Dichten





















gilt, vereinfacht sich (2.25) zu




P1(C01 − C11)fR|M1(r|M1)− P0(C10 − C00)fR|M0(r|M0)dr.
(2.27)
Ziel ist es, den Entscheidungsraum R0 so zu wählen, dass das Risiko minimal
wird. Hierzu muss das Integral in (2.27) minimiert werden. Es wird davon
ausgegangen, dass die Kosten für eine Fehlentscheidung C01 bzw. C10 größer
sind, als die einer richtigen Entscheidung C00 und C11, so dass die Terme in
den Klammern immer positiv sind. Damit das Integral negativ wird, muss
P0(C10 − C00)fR|M0(r|M0) > P1(C01 − C11)fR|M1(r|M1) (2.28)
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gelten. In diesem Fall wird auf die Hypothese H0 entschieden, sonst auf H1.










Der linke Teil wird als Likelihood-Ratio bezeichnet, und rechte Teil charakte-
risiert die Entscheidungsschwelle, die von den a priori Auftretenswahrschein-
lichkeiten der Zustände der Quelle und den Kosten abhängt.
M Hypothesen-Problem
Das Bayes-Kriterium kann auf M Hypothesen erweitert werden. Das Risiko










Entsprechend (2.29) lassen sich M Likelihood-Ratios angeben.
2.2.2. Maximum-a-posteriori-Kriterium (MAP)
Ein Spezialfall des Bayes-Kriteriums ist das Maximum-a-posteriori-Kriterium
(MAP), welches die Fehlerwahrscheinlichkeit minimiert. Hierzu werden die
Kosten einer richtigen Entscheidung Cjj zu null und die einer falschen Ent-
scheidung Cij für i 6= j zu eins gesetzt. Es werden also alle Fehler als gleich
schwerwiegend betrachtet.












Im Falle von M Hypothesen wählt der Empfänger die Hypothese Hj , die die
gewichtete Likelihood-Funktion maximiert
j = arg max
i=0...M−1
PifR|Mi(r|Mi). (2.32)
Sind die Wahrscheinlichkeiten Pi nicht bekannt, so müssen hierfür Annahmen
getroffen werden, wodurch sich die Fehlerwahrscheinlichkeit erhöht. Ohne Wis-
sen über das zugrunde liegende System wird in der Regel von gleichen Auf-
tretenswahrscheinlichkeiten ausgegangen, was als Maximum-Likelihood-Ratio-
Test bezeichnet wird.
2.2.3. Average-Likelihood-Ratio-Test
Die Aufgabe eines Systems zur Modulationsartenerkennung besteht darin,
nach Beobachtung eines Empfangssignals r die verwendete Modulationsart zu
erkennen, sich also für eine Hypothese Hj zu entscheiden. Die Modulationsart
ist hierbei aber nur einer von vielen Übertragungsparametern, die die Emp-
fangswerte beeinflussen, wie z. B. die übertragende Symbolfolge, Rauschen,
Fading, Phasen-, Frequenz- sowie Zeitoffsets. All diese Parameter werden in
einem Parametervektor θ zusammengefasst.
Bei einem Average-Likelihood-Ratio-Test (ALRT) werden die unbekannten Pa-
rameter als Zufallsvariablen mit bekannter Dichtefunktion fΘ(θ) interpretiert,





fR|Mj ,Θ(r|Mj ,θ)fΘ(θ)dθ. (2.33)
Die Wahl einer Hypothese erfolgt nach (2.32). Der ALRT ist der optimale
Entscheider im Bayes’schen Sinne [DABNS07], d. h. er minimiert die Risiko-
funktion und führt im Falle von MAP zu der kleinst möglichen Fehlerrate.
Dies gilt jedoch nur, wenn die angenommene Dichtefunktion der unbekannten
Parameter mit der wirklichen übereinstimmt, was in den meisten Fällen nicht
gegeben ist. Des Weiteren lassen sich für komplexe Szenarien keine ALRT an-
geben. Werden jedoch unterschiedliche Klassifikatoren unter bestimmten Mo-
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dellannahmen entwickelt, so eignen sich ALRT als Vergleichsgröße und untere
Grenze für die Fehlerwahrscheinlichkeit, da sie dem bestmöglichen Klassifika-
tor entsprechen.
ALRT für SISO- und MIMO-Systeme werden in den Abschnitten 3.1.1 und
3.1.2 vorgestellt.
2.3. Multiple-Input Multiple-Output (MIMO)-Systeme
In einem Multiple-Input Multiple-Output (MIMO)-System werden die Sende-
daten gleichzeitig und auf derselben Frequenz von Nt Sendeantennen über-
tragen. An jeder der Nr ≥ Nt Empfangsantennen wird die Überlagerung
unterschiedlicher Sendesignale empfangen. Im Folgenden wird ein Rayleigh-
Blockfading-Kanal angenommen, das heißt, dass der Kanal für die Beobach-
tungsdauer von N Symbolen zeitinvariant ist und dass sein Einfluss auf die
Sendesignale durch eine komplexe Multiplikation beschrieben werden kann.


















































ausgedrückt werden, wobei sich das Empfangssignal r[k] aus der Multipli-
kation der Kanalmatrix H mit dem Sendesignal s[k] und additivem weißen
Rauschen w[k] mit einer Varianz von σ2w ergibt. Die Kanalkoeffizienten hnr,nt
mit nr = 1 . . . Nr und nt = 1 . . . Nt werden als komplexwertig und zirkulär
standardnormalverteilt angenommen. Jede Empfangsantenne empfängt folg-
lich die Überlagerung von Nt verschiedenen, in der Phase gedrehten und ge-
dämpften (bzw. verstärkte) Signalen. Hieraus resultiert der große Vorteil von
MIMO-Systemen: Ist ein Ausbreitungspfad starkem Fading unterworfen, so
kann das Informationssignal ggf. aus der Überlagerung an den anderen An-
tennen rekonstruiert werden. Bedingung hierfür ist jedoch, dass die einzelnen





Das Signal-zu-Rauschverhältnis (SNR) ist der Quotient aus Signalleistung und
Rauschleistung. Jede Sendeantenne sendet mit einer Leistung von σ2Tx. Mit
dem Signalmodell aus (2.34) ergibt sich gemittelt über verschiedene Kanäle H
eine Gesamtempfangsleistung von NtNrσ
2
Tx. An jeder Empfangsantenne liegt
Rauschen mit der Leistung σ2w an, so dass die Gesamtrauschleistung Nrσ
2
w







Im Folgenden wird ohne Beschränkung der Allgemeinheit die Sendeleistung






Die Zuordnung der Sendesymbole d = [d[1], . . . , d[K]]T auf die verschiedenen
Sendeantennen und auf die verschiedenen Übertragungszeitpunkte wird durch
den verwendeten Space-Time-Code festgelegt. Es wird im Folgenden immer
davon ausgegangen, dass die Informationssymbole zu verschiedenen Zeitpunk-
ten unabhängig sind. Die einfachste Methode, die Sendeinformation zu über-








d[1] d[Nt + 1] . . . d[K −Nt]












wobei angenommen wird, dass K = lNt mit beliebigem l ∈ N. Dieser Co-
de wird als Spatial Multiplexing oder Vertical Bell Labs Layered Space Time
Architecture (VBLAST) bezeichnet [Fos96]. Er hat eine um Nt höhere Daten-
rate, da zu jedem Zeitpunkt Nt Symbole gleichzeitig übertragen werden. Die
Sendesignale sind unabhängig in Zeit- und Antennenrichtung.
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Eine andere Alternative ist der Diagonal Bell Labs Layered Space Time Ar-
chitecture (DBLAST) Code, bei dem jedes Symbol zeitlich versetzt von jeder








d[1] d[2] . . . d[K] 0 0 . . . 0
0 d[1] d[2]
















Die Sendesignale sind hierbei nicht mehr unabhängig. Wird das Sendesignal
jedoch zu einem festen Zeitpunkt betrachtet, so sind die von den einzelnen
Antennen gesendeten Symbole unabhängig, sofern von einer zeitlichen Unab-
hängigkeit der Symbole in d[k] ausgegangen werden kann.
Eine weitere bedeutende Klasse stellen die sogenannten Space-Time-Blockcodes
dar. Stellvertretend hierfür wird der Alamouti-Code [Ala98] vorgestellt. Der
Alamouti-Code ist ein orthogonaler Block-Code für MIMO-Systeme mit zwei
Sendeantennen. Es werden in der Summe zwei Symbole in zwei Taktschritten
nach folgender Vorschrift übertragen:
Antenne 1 Antenne 2
Takt T0 d[T0] d[T1]
Takt T1 −d[T1]∗ d[T0]∗
.
Die Sendesymbole ergeben sich zu
s[k] =
[
d[1] −d[2]∗ d[3] −d[4]∗ . . . d[K − 1] −d[K]∗
d[2] d[1]∗ d[4] d[3]∗ . . . d[K] d[K − 1]∗
]
, (2.39)
wobei K eine gerade Anzahl sein muss. Die Datenrate entspricht der eines
SISO-Systems, jedoch kann durch die räumliche Diversität eine geringere Bit-
fehlerrate erzielt werden. Genauso wie bei DBLAST sind die Sendesignale
nicht unabhängig. Werden jedoch Blöcke von jeweils zwei Taktlängen (begin-
nend ab dem ersten Takt) betrachtet, so sind diese unabhängig. Ebenso sind
die Sendesignale zu einem festen Zeitpunkt unabhängig. Es gibt eine Vielzahl




Wie bereits erwähnt, liegt an jeder Empfangsantenne die additive Überlage-
rung von Nt Sendesignalen an, die empfängerseitig getrennt werden müssen.
Im Folgenden werden zwei wesentliche Methoden zur Kanalkompensation un-
ter Kenntnis der Kanalmatrix H beschrieben.
Zero-Forcing (ZF)
Die einfachste Möglichkeit einer Kanalkompensation und damit einer Schät-
zung der Sendesymbole besteht darin, das Empfangssignal r[k] mit der Pseu-
doinversen der Kanalmatrix H+ := (HHH)−1HH zu multiplizieren, wobei
(·)H die hermitesche Matrix beschreibt.
ŝ[k] = H+r[k]
= (HHH)−1HH(Hs[k] +w[k])
= s[k] +H+w[k] = s[k] + w̃[k] (2.40)
Es wird davon ausgegangen, dass H vollen Spaltenrang hat. Im rauschfrei-
en Fall rekonstruiert ZF die Sendesignale perfekt. Sollte ein Rauschen w[k]
vorhanden sein, erfährt dieses durch die Kanalkompensation eine Korrelation
(Färbung) in Antennenrichtung.
Minimum-Mean-Square-Error (MMSE)
Im geringen SNR-Bereich neigt ZF zu einer Rauschverstärkung [Jon11]. Dem
wird entgegengewirkt, indem der Rauschlevel bei der Kanalkompensation mit









multipliziert. Hierbei ist INt die Nt × Nt Einheitsmatrix. Bei geringem SNR
wird die Rauschverstärkung abgeschwächt während bei großen SNR-Werten
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das Sendesignal ideal rekonstruiert wird. In diesem Fall ist MMSE identisch
zu ZF. Auch bei MMSE tritt eine Färbung des Rauschens auf.
2.4. Hauptkomponentenanalyse
Das Ziel der Hauptkomponentenanalyse besteht darin einen Satz an Merkma-
len zu identifizieren, die ein zugrunde liegendes System möglichst gut beschrei-
ben. Idealerweise wird hierdurch eine kleine Anzahl an Merkmalen identifiziert,
die ausreichen, um das System zu charakterisieren.
Betrachtet wird ein Vektor b = [b1, . . . , bB ]
T , der gemessene Merkmale eines
Systems enthält. Diese Merkmale können beispielsweise gemessene Längen,
Geschwindigkeiten, Positionen, Mittelwerte, Varianzen oder ähnliches sein. In
dieser Arbeit werden als Merkmale Kumulanten verschiedener Ordnung ver-
wendet. Die Kovarianzmatrix von b ist definiert als [Gut05]
C{b} := E{bbH} − E{b}E{bH}, (2.42)
was äquivalent zur elementweisen Formulierung der Kovarianzmatrix ist
(C{b})i,j = E{bib∗j} − E{bi}E{b∗j}, (2.43)
mit i, j = 1 . . . B. Ist C{b} eine Diagonalmatrix, so sind alle Merkmale unkor-
reliert. Da sich bei Messungen in der Regel viele unabhängige und identischver-
teilte Störungen überlagern, kann man mit Hilfe des zentralen Grenzwertsatzes
folgern, dass der Messfehler und damit auch die einzelnen gemessenen Merk-
male gaußverteilt sind. In diesem Fall folgt dann aus der Unkorreliertheit sogar
die Unabhängigkeit. Anschaulich ausgedrückt heißt das, dass alle Merkmale
zur Beschreibung des Systems nötig sind. Weicht jedoch die Kovarianzmatrix
von einer Diagonalmatrix ab, so zeigt die Korrelation zweier Merkmale eine
gewisse Redundanz an. Ziel ist es, mit Hilfe einer linearen Abbildung einen
Basiswechsel derart durchzuführen, dass die Kovarianzmatrix nur noch Werte
auf der Diagonalen besitzt. Dies kann durch eine Eigenwertzerlegung erreicht
werden. Der Ansatz ist somit
C{b} = EDEH . (2.44)
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Führt man eine Eigenwertzerlegung der Kovarianzmatrix durch, so entspre-
chen die Eigenvektoren E den Hauptkomponenten. Die EigenwerteD beschrei-
ben eine Streckung und können als Anteil des Merkmals in Richtung des Ei-
genvektors interpretiert werden. Die unkorrelierten Merkmale b̃ sind gegeben
als
b̃ = EHb, (2.45)





= EHEDEHE = D (2.46)
gilt.
Je größer ein Eigenwert, desto mehr trägt das Merkmal zur Gesamtvarianz
bei. Eine übliche Metrik ist die prozentuale Energie der Eigenwerte, um Aus-
sagen wie
”
Das System kann zu 97% durch die Merkmale X und Y beschrieben
werden“ treffen zu können. Wichtig ist, dass mit einer Hauptkomponentenana-
lyse nur lineare Zusammenhänge zwischen den Merkmalen identifiziert werden
können [Shl09].
2.5. Independent Component Analysis (ICA)
Üblicherweise ist die Kanalmatrix H in Einsatzszenarien, in denen automati-
sche Modulationsartenerkennung genutzt wird, dem Empfänger nicht bekannt.
Die Methoden aus Abschnitt 2.3.2 lassen sich daher nicht direkt anwenden.
Vorher muss die Kanalmatrix blind, d. h. nur auf Basis der Empfangsdaten,
geschätzt werden. Dies kann z. B. mit Hilfe von Independent Component Ana-
lysis (ICA) Verfahren geschehen. Die folgende Darstellung orientiert sich an
[CS93].
Die Aufgabe der ICA besteht darin, aus Nr Empfangssignalen eines MIMO-
Empfängers die Nt Sendesignale zu schätzen. Hierzu wird zuerst die Kanalma-
trix H geschätzt, so dass mit Hilfe von Zero-Forcing (siehe Gleichung (2.40))
die Sendesymbole geschätzt werden können
ŝ[k] = Ĥ+r[k] = Ĥ+ (Hs[k] +w[k]) . (2.47)
1Bei unitären Matrizen gilt EHE = I und somit E−1 = EH .
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Es ist anzumerken, dass ICA-Algorithmen grundsätzlich nur eine zur Kanal-
matrix H ähnliche Matrix der Form G = PH schätzen können, wobei P
eine Permutationsmatrix ist, die genau einen Eintrag pro Zeile und Spalte
hat, dessen Betrag eins ist. Dies bedeutet, dass nach der Kanalschätzung eine
Phasenschätzung erfolgen muss. Hierauf wird später in Abschnitt 5.1 einge-
gangen. Wenn P keine Diagonalmatrix ist, ist die Zuordnung zwischen den
tatsächlichen und den geschätzten Sendesignalen vertauscht, was jedoch kei-
nen Einfluss auf die Klassifikation der Modulationsart hat. Wird im Folgenden
von der Schätzung der Kanalmatrix gesprochen, ist immer die Schätzung einer
zur Kanalmatrix ähnlichen Matrix gemeint.
Ohne Beschränkung der Allgemeinheit wird im Folgenden davon ausgegangen,
dass die Sendesymbole mittelwertfrei sind, was für nahezu alle wichtigen Mo-
dulationsverfahren gegeben ist, und eine Varianz von eins haben. Des Weiteren





= INt . (2.48)
Daraus folgt im rauschfreien Fall für die Kovarianzmatrix der Empfangssigna-
le
Φrr := C{r[k]} = C{Hs[k]} = HC{s[k]}HH = HHH . (2.49)
Die Schätzung der Kanalmatrix kann mit Hilfe der Hauptkomponentenanaly-
se von einem Nr × Nt dimensionalen Problem in ein Nt × Nt dimensionales
Problem überführt werden. Hierzu wird eine Matrix W gesucht, sodass
WΦrrW
H = WHHHWH = INt (2.50)
gilt. Die als Whiteningmatrix bezeichnete Matrix W kann z. B. mit Hilfe der
Eigenwertzerlegung aus der Kovarianzmatrix berechnet werden, so dass sich
die Schätzung der Kanalmatrix auf die Schätzung einer Matrix U = WH
reduziert.
Nach dem whitening-Prozess ergibt sich das Signal
z[k] = Wr[k] = W (Hs[k] +w[k]) = Us[k] +Ww[k]. (2.51)
25
2. Grundlagen
Wird dieses Signal mit der unitären Matrix VH multipliziert, ergibt sich
ŝ[k] = VHz[k] = VHUs[k] +VHWw[k]. (2.52)
Ist V = U, so ist ŝ[k] das durch Rauschen gestörte Sendesignal.
Eine Möglichkeit V zu bestimmen, besteht darin, die vierte Kumulante der
einzelnen Zeilen von ŝ[k] = [ŝ1[k], . . . ŝNt [k]]














Aufgrund der Unabhängigkeit der Sendesignale geschieht dies genau für den
Fall, dass V̂ ähnlich zu U ist. Der Anteil des gaußverteilten Rauschens fällt
bei Kumulanten mit einer Ordnung größer als zwei weg. Dies liegt daran, dass
hierfür alle Kumulanten null sind (siehe hierzu auch die dritte Eigenschaft der
Kumulanten in Abschnitt 2.1.1)
Der Joint-Approximate Diagonalization of Eigenmatrices (JADE) Algorith-
mus [CS93], der im späteren Teil dieser Arbeit verwendet wird, zeichnet sich
durch eine besonders effektive Berechnung der Matrix V̂ aus.
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3.1. Literaturübersicht
3.1.1. Automatische Modulationsartenerkennung für Single-Input
Single-Output-Systeme
Methoden zur automatischen Modulationsartenerkennung lassen sich auf ver-
schiedenste Weise gruppieren. Häufig werden die Verfahren in merkmal- und
Likelihood-basierte Verfahren eingeteilt. Bei den merkmalbasierten Verfahren
werden statistische Charakteristika aus dem Empfangssignal extrahiert, auf
deren Basis eine Einteilung stattfindet. Bei den Likelihood-basierten Verfah-
ren wird die komplette Übertragung modelliert und Wahrscheinlichkeitsdich-
ten für die verschiedenen Hypothesen berechnet. Die Entscheidung für eine
Hypothese wird dann aufgrund der größten Wahrscheinlichkeit getroffen.
Die merkmalbasierten Verfahren können zusätzlich noch dahin gehend unter-
schieden werden, auf welche Art und Weise die Entscheidung für eine Hy-
pothese getroffen wird. Hier sind vor allem zwei Ansätze zu nennen: Zum
einen können künstliche neuronale Netze, Lernmatrizen o. ä. verwendet wer-
den, die mithilfe eines Trainingsdatensatzes eingelernt werden, um auf Basis
dieses Wissens eine Entscheidung zu treffen. Zum anderen kann vergleichbar
mit den Likelihood-basierten Ansätzen das System modelliert werden, um so
theoretische Werte und Bereiche für die Merkmale zu bestimmen.
Likelihood-basierte Verfahren
Wie bereits oben erwähnt, wird bei den Likelihood-basierten Verfahren das
Übertragungsszenario modelliert und die Wahrscheinlichkeitsdichten des Emp-
fangssignals unter der Annahme einer Hypothese bestimmt. Der große Vorteil
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dieser Verfahren besteht darin, dass sie die optimale1 Lösung für ein festes
Modell bieten. Für einfache Modelle, wie z. B. für ein nur durch Rauschen ge-
störtes Signal, ist dies verhältnismäßig einfach. Für diesen Fall leiten z. B.
Wei und Mendel [WM00] die theoretische Leistungsfähigkeit eines ALRT-
Klassifikators unter der Annahme her, dass alle Übertragungsparameter, wie
Phase und Rauschvarianz, bekannt sind. Weitere Ansätze gehen auch von
unbekannter Phase, unbekannter Signalstärke und Timingoffsets aus (siehe
[DABNS07] und die hier genannten Quellen). Dabei wird ein großes Problem
Likelihood-basierter Ansätze deutlich: Sind viele Übertragungsparameter un-
bekannt, so lassen sich die entsprechenden Likelihood-Funktionen entweder
nicht aufstellen oder nicht auswerten. Der ohnehin schon sehr große Berech-
nungsaufwand kann in diesen Fällen insbesondere für zeitkritische Anwendun-
gen zu groß werden. Des Weiteren kann die Optimalität lediglich für das spe-
zielle Modellszenario postuliert werden. Eine (suboptimale) Lösung besteht
darin, die unbekannten Parameter zu schätzen und mit diesen einen ALRT
durchzuführen, was als Hybrid-ALRT (HLRT) bezeichnet wird.
Merkmalbasierte Verfahren
Den größeren Teil wissenschaftlicher Veröffentlichungen nehmen die merkmal-
basierten Verfahren ein, bei denen die Klassifikation auf Basis statistischer
Merkmale durchgeführt wird. Als Beispiele sind hierbei das Maximum der
spektralen Leistungsdichte, Standardabweichung von Amplitude, Phase oder
Momentanfrequenz [AN95b, AN95a, AN96, Jon85, Jon91] zu nennen. Diese
Verfahren wurden vor allem entwickelt, um BPSK (engl. Binary Phase-Shift
Keying), 2-ASK (engl. Amplitude-Shift Keying), 2-FSK (engl. Frequency-Shift
Keying) und 4-FSK zu unterscheiden. Sie eigenen sich jedoch nur bedingt
zur Differenzierung höherstufiger Modulationen. Hierzu müssen statistische
Momente höherer Ordnung oder Kumulanten höherer Ordnung verwendet
werden, wobei der Verwendung von Kumulanten der größte Stellenwert zu-
kommt. Zu nennen sind hier u. a. die Arbeiten von Swami und Sadler [SS00]
sowie Spooner [Spo95], die Kumulanten vierter Ordnung verwenden. Swamis
Klassifikation wurde von ihm auch für unbekannte Kanäle mit blinder Kanal-
schätzung erweitert [SBS00]2. Spooner beschreibt in [Spo01] die Anwendung
1Optimal meint an dieser Stelle und im Folgenden eine im Mittel minimale Fehlklassifika-
tionsrate.
2Hier wird die Entzerrung eines frequenzselektiven SISO-Kanals behandelt.
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von Kumulanten sechster Ordnung, was von Dobre et al. in [DBNS03] auf Ku-
mulanten achter Ordnung erweitert wird. Die Verwendung von Kumulanten
höherer Ordnung bietet den Vorteil, dass sich hierdurch auch Modulations-
arten unterscheiden lassen, die mit Kumulanten niedrigerer Ordnung nicht
differenzierbar sind. Des Weiteren nehmen die Werte der Kumulanten mit
wachsender Ordnung zu, was eine Trennung der unterschiedlichen Modula-
tionsarten vereinfacht. Dem wirkt allerdings entgegen, dass die Varianz der
geschätzten Kumulanten ebenfalls steigt, sodass sich diese beiden Effekte auf-
heben können. Die Verwendung von Kumulanten mit einer Ordnung größer
als acht erscheint nicht sinnvoll, da die Berechnung dieser Kumulanten einen
erheblichen Aufwand bedeutet. Des Weiteren können mit Kumulanten der
Ordnung acht 8-PSK (engl. Phase-Shift Keying) und 16-PSK unterschieden
werden. Kumulanten der Ordnung 16 könnten zusätzlich eine Unterscheidung
von 16-PSK und 32-PSK ermöglichen. Diese Verfahren werden jedoch prak-
tisch nicht verwendet, und eine Unterscheidung von 16-QAM (engl. Quadra-
ture Amplitude Modulation) und 64-QAM und höheren QAM ist bereits mit
einer Kumulante der Ordnung vier möglich.
Eine Aufstellung der Kumulanten verschiedener Ordnung für unterschiedliche
Modulationsverfahren ist in Tabelle 3.1 zu finden. Alle Kumulanten ungerader
Ordnung sind null, zusätzlich gilt κ(r,r−s) = κ(r,s) für s ≤ r, weswegen diese
nicht aufgeführt sind.
Wird zusätzlich noch ein Phasen- und Frequenzoffset angenommen, so eignen
sich zyklische Kumulanten zur simultanen Schätzung von Frequenzoffset und
Modulationsart. Dies wird u. a. in [Rei93, DORI12] beschrieben.
Der Vollständigkeit halber sei noch erwähnt, dass es in der Literatur eine Viel-
zahl an eher unbedeutenden Merkmalen gibt, die jeweils in ihrem Einsatzgebiet
sicherlich ihre Berechtigung haben aber keine allgemeine Verbreitung gefunden
haben. Zu nennen ist hier z. B. die Verwendung der Wavelet-Transformation
(siehe z. B. [HPC00]).
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4-ASK BPSK QPSK 8-PSK 16-PSK 16-QAM 64-QAM
κ(2,0) 1 1 0 0 0 0 0
κ(2,1) 1 1 1 1 1 1 1
κ(4,0) -1,36 -2 1 0 0 -0,68 -0,62
κ(4,1) -1,36 -2 0 0 0 0 0
κ(4,2) -1,36 -2 -1 -1 -1 -0,68 -0,62
κ(6,0) 8,32 16 0 0 0 0 0
κ(6,1) 8,32 16 -4 0 0 2,08 1,80
κ(6,2) 8,32 16 0 0 0 0 0
κ(6,3) 8,32 16 4 4 4 2,08 1,80
κ(8,0) -111,85 -272 -34 1 0 -13,98 -11,50
κ(8,1) -111,85 -272 0 0 0 0 0
κ(8,2) -111,85 -272 34 0 0 -13,98 -11,50
κ(8,3) -111,85 -272 0 0 0 0 0
κ(8,4) -111,85 -272 -34 -33 -33 -13,98 -11,50
Tabelle 3.1.: Kumulanten bis zur Ordnung acht für unterschiedliche Modulations-
verfahren jeweils normiert auf Varianz eins.
3.1.2. Automatische Modulationsartenerkennung für Multiple-Input
Multiple-Output
In Bezug auf eine automatische Modulationsartenerkennung ergibt sich bei
MIMO-Systemen vor allem das Problem, dass die Sendesignale sich an den
Empfangsantennen gewichtet mit den Kanalkoeffizienten überlagern. Die Ab-
bildung 3.1 verdeutlicht dieses Problem. Hier wurden mit zwei Antennen un-
abhängig voneinander QPSK-modulierte Signale gesendet. Im linken Teil sieht
man die ebenfalls mit zwei Antennen empfangenen Überlagerungen der Sen-
designale mit additivem weißen gaußschen Rauschen (AWGN). Die Kanalko-
effizienten wurden zufällig gewählt und waren in diesem Beispiel
H =
[
−0,8865 + 0,4746j 1,4355 + 0,4309j
0,7318− 0,8545j 0,6253 + 1,0610j
]
. (3.1)
Beispielsweise lautet der Betrag der vierten Kumulante mit zwei Konjugatio-
nen für Antenne eins
|κ̂(4,2)| = 4,094 (3.2)
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Abbildung 3.1.: Empfangssignal eines MIMO-Senders mit zwei Sende- und Emp-
fangsantennen (links). Signal nach ZF mit idealer Kanalkenntnis
(rechts).
und
|κ̂(4,2)| = 2,7268 (3.3)
für Antenne zwei. Vergleicht man diese Werte mit den Werten aus Tabelle 3.1,
so stellt man fest, dass die gemessenen Werte sich deutlich von den theore-
tischen Werten einer QPSK (|κ(4,2)| = 1) unterscheiden. Deutlich näher liegt
der Wert einer BPSK (|κ(4,2)| = 2), was hier also zu einer Fehlentscheidung
führen würde. Es wird deutlich, dass die oben beschriebenen Methoden nicht
auf das linke Szenario anwendbar sind.
Das rechte Bild zeigt die geschätzten Sendesymbole nach ZF-Kanalkompensa-
tion bei idealer Kanalkenntnis. Hier ist der Betrag der gemessenen Kumulan-
ten
|κ̂(4,2)| = 1,0038 (3.4)
bei Antenne eins und
|κ̂(4,2)| = 1,0036 (3.5)
bei Antenne zwei. Da diese Werte sehr nahe an den theoretischen Werten
liegen, ist eine Fehlentscheidung nicht zu erwarten.
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Likelihood-basierte Verfahren
Im Folgenden wird ein ALRT-Ansatz zur Modulationsartenklassifikation dar-
gestellt. Da dieser optimal ist [DABNS07, CAY+09], wird er im Rest der Ar-
beit als Maßzahl der maximalen Leistungsfähigkeit herangezogen.
Choqueuse et al. [CAY+09] haben einen ALRT für MIMO-Signale unter Kennt-
nis der Kanalmatrix H aufgestellt. Es wird von einem Rayleigh-Block-Fading-
Kanal mit AWGN ausgegangen. Sender und Empfänger sind in Zeit, Frequenz





















Hierbei ist mi die Anzahl an Symbolen der Modulationsart Mi und Si eine
Matrix mit allen möglichen Sendesymbolen aller Sendeantennen der Modula-
tionsart Mi. (Si)l ist die l-te Spalte von Si ∈ CNt×(mi)
Nt
, die einen Satz an
Sendesymbolen für alle Sendeantennen repräsentiert. Bei einem QPSK-System





1 + j 1− j −1 + j −1− j 1 + j 1− j −1 + j −1− j . . .
1 + j 1 + j 1 + j 1 + j 1− j 1− j 1− j 1− j . . .
. . . 1 + j 1− j −1 + j −1− j 1 + j 1− j −1 + j −1− j




Durch Logarithmieren kann die log-Likelihood-Funktion gebildet werden, bei
der das Produkt zu einer Summe wird, die leichter berechnet werden kann


























Der ALRT ist der MAP-Schätzer unter der Voraussetzung gleichverteilter Mo-
dulationsarten, wovon in [CAY+09] ausgegangen wird.
Komplexitätsanalyse
Die Tabelle 3.2 gibt die Anzahl an Operationen an, die zur Berechnung der
Grundfunktionen der log-Likelihood-Funktion nötig sind.
H(Si)l Additionen: Nr(Nt − 1)
Multiplikationen: NtNr
r[k]− (H(Si)l) Additionen: NtNr
Multiplikationen: NtNr
||r[k]− (H(Si)l)||2 Additionen: Nr(Nt + 1)
Multiplikationen: Nr(Nt + 2)
λ Additionen: NrNm
Nt
i (Nt + 1) + 2
Multiplikationen: NmNti (Nr(Nt + 2) + 1) + 1
Exponentieren: NmNti
Logarithmieren: N + 1
Tabelle 3.2.: Anzahl an Operationen zur Berechnung der log-Likelihood-Funktion.
Die Gesamtanzahl an Operationen ergibt sich unter der Berücksichtigung, dass
die innere Summation mNti mal und die äußere Summation N -mal ausgeführt
werden. Bei einer Beobachtungslänge von 1000 Symbolen, zwei Sende- und vier
Empfangsantennen sowie BPSK, QPSK, 8-PSK und 16-QAM als mögliche Mo-
dulationsverfahren werden für alle vier Hypothesen insgesamt 2.040.008 Addi-
tionen, 5.780.004 Multiplikationen sowie 340.000 Exponentationen und 4004
Logarithmierungen durchgeführt. Hierbei ist bereits berücksichtigt, dass die
log-Likelihood-Funktion für jede Hypothese einzeln berechnet werden muss.
Insgesamt sind also rund 8,1 Mio. Operationen auszuführen.
Die Leistungsfähigkeit eines Klassifikationsalgorithmus wird häufig durch die





P (M̂ = Mi|Mi)P (Mi). (3.9)
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Hierbei ist M der Satz an möglichen Modulationsverfahren, M̂ das geschätzte
Modulationsverfahren, P (M̂ = Mi|Mi) die Wahrscheinlichkeit, dass das ge-
sendete Modulationsverfahren richtig geschätzt wurde, und P (Mi) ist die Auf-
tretenswahrscheinlichkeit des Modulationsverfahrens Mi. Ist nichts über das
Sendesystem bekannt, wird üblicherweise von gleichverteilen Auftretenswahr-
scheinlichkeiten ausgegangen. Bei allen folgenden Untersuchungen in dieser
Arbeit wird, ohne die Allgemeingültigkeit dadurch einzuschränken, von gleich-
verteilten Auftretenswahrscheinlichkeiten ausgegangen. Sollten die Wahrschein-
lichkeiten bekannt sein, so können diese leicht in (3.9) berücksichtigt werden.
In Abbildung 3.2 ist die Leistungsfähigkeit des ARLTs für unterschiedliche
SNR und einer variablen Anzahl an Empfangsantennen, bei zwei Sendeanten-
nen, einer Beobachtungslänge von 1000 Symbolen, idealer Kanalkenntnis und
BPSK, QPSK, 8-PSK sowie 16-QAM als mögliche Modulationsarten veran-
schaulicht.

















Abbildung 3.2.: Leistungsfähigkeit des ALRT-Klassifikators für 2 Sende- und 2,
4, 6 Empfangsantennen, einer Beobachtungslänge von 1000 Sym-




Ist die Kanalmatrix nicht bekannt, muss sie geschätzt werden. Dies kann
z. B. mittels des JADE-Algorithmus mit anschließender Phasenschätzung ge-
schehen. Dieser abgewandelte ALRT wird als Hybrid Likelihood Ratio Test
(HLRT) bezeichnet [DABNS07]. Eine Optimalität kann hierbei nicht garan-
tiert werden. Die Leistungsfähigkeit der in dieser Arbeit entwickelten Algo-
rithmen wird häufig mit ALRT und HLRT verglichen. Abbildung 3.3 zeigt die
Klassifikationsleistung des HLRT unter denselben Bedingungen wie in Abbil-
dung 3.2.

















Abbildung 3.3.: Leistungsfähigkeit des HLRT-Klassifikators für 2 Sende- und 2,
4, 6 Empfangsantennen, einer Beobachtungslänge von 1000 Sym-
bolen und BPSK, QPSK, 8-PSK und 16-QAM als mögliche
Modulationsart.
3.1.3. Merkmalbasierte Verfahren
Hassan und weitere [HNB+10, HDHN12] haben einen merkmalbasierten Klas-
sifikator vorgestellt, der eine Vielzahl an Merkmalen wie Momente und Ku-
mulanten bis zur Ordnung sechs verwendet. In einem ersten Schritt wird mit-
tels ZF der Kanal kompensiert, wobei vorausgesetzt wird, dass dieser blind
geschätzt werden kann. Die Modulationsart wird danach durch die geschätz-
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ten Merkmale mittels eines künstlichen neuronalen Netzes bestimmt. Hierbei
ergibt sich vor allem das Problem, dass die Leistungsfähigkeit besonders von
der zum Einlernen des Netzes nötigen Lernstichprobe abhängt. Entspricht das
Szenario der Lernstichprobe der eigentlichen Messung, funktioniert ein solches
künstliches Netz gut. Sobald Abweichungen auftreten, kann die Leistungsfä-
higkeit stark abnehmen. Wesentlicher Kritikpunkt an oben genannter Arbeit
ist, dass das künstliche neuronale Netz mit simulierten Daten eingelernt und
dann anhand einer Simulation mit identischer Parametrisierung getestet wur-
de. Es wäre hierbei zu prüfen, ob sich die angenommene Modellierung auch
für reale, gemessene Szenarien bewährt.
Ein ähnlicher Ansatz wird in der zur Veröffentlichung eingereichten, bis heute
jedoch nur bei ArXiv e-prints veröffentlichten Arbeit von Liu et al. [LHS+13]
verfolgt. Hierbei findet die eigentliche Klassifikation jedoch mit einer Support-
Vector-Machine statt.
Beide beschriebenen Ansätze garantieren für die Auswahl der Merkmale keine
optimale Entscheidung.
3.2. Problemstellung
In Kapitel 1 wurde die Notwendigkeit der Forschung an Systemen zur Spek-
trumsüberwachung und Signalidentifikation ausführlich erläutert. Behörden,
die sich mit der Spektrumsnutzung beschäftigen, wie in Deutschland z. B.
die Bundesnetzagentur, haben aktuell einen Bedarf an diesen Systemen. In
Zukunft wird dies aber auch für Geräte des Massenmarktes und der individu-
ellen Kommunikation relevant werden: Das bisherige System von Standards,
die in langwierigen Verfahren entwickelt und beschlossen werden, wird mehr
und mehr flexibilisiert werden: Nicht ein Standard definiert die zu nutzenden
Übertragungsparameter zwischen zwei Kommunikationspartnern, sondern die
Teilnehmer bestimmen diese selbst. Die Auswahl hängt unter anderem von der
zur Verfügung stehenden Rechenleistung der Geräte, der maximalen Sende-
leistung, dem spektralen Umfeld, d. h. anderen Teilnehmern und Störungen,
dem Funkkanal, der zur Verfügung stehenden Bandbreite, sowie der zu über-
tragenden Datenmenge bzw. Datenrate ab.
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MIMO-Systeme haben eine größere Kanalkapazität im Vergleich zu SISO-
Systemen und erreichen daher eine höhere Datenrate oder eine verbesserte
Bitfehlerrate. Nahezu alle modernen Standards verwenden MIMO mindestens
als optionale Ergänzung, als Beispiele seien WiMAX [80206], IEEE 802.11n
[80211] oder LTE [LTE06] genannt.
Ein Vielzahl von Arbeiten (vergleiche Kapitel 3.1) beschäftigt sich mit Signa-
lidentifikation und Modulationsartenklassifikation bei SISO-Systemen, wohin-
gegen es nur wenige Studien zur Modulationsartenklassifikation bei MIMO-
Systemen gibt. Aufgrund der additiven Überlagerung der verschiedenen Sen-
designale hat ein MIMO-Empfangssignal eine vollständig andere Struktur als
SISO-Empfangssignale. Die bekannten MIMO ALRT-/HLRT-Klassifikatoren
haben eine so große Rechenkomplexität, dass sie nicht in echtzeitfähigen Syste-
men eingesetzt werden können. Alternative merkmalbasierte Verfahren können
keine Optimalität der Klassifikation für die ausgewählten Merkmale garantie-
ren.
Das Ziel dieser Arbeit besteht darin, ein Verfahren zur Modulationsartener-
kennung von MIMO-Signalen zu entwickeln, das einerseits eine echtzeitfähige
Implementation ermöglicht, und auf der anderen Seite eine so gute Leistungs-
fähigkeit aufweist, um erfolgreich in den oben genannten Gebieten eingesetzt
werden zu können. Zu diesem Zweck wird in dieser Arbeit ein merkmalba-
sierter Klassifikator vorgeschlagen, der bei idealer Kanalkenntnis eine für die
Klasse an Merkmalen optimale Klassifikation durchführt.
Neben der eigentlichen Schätzung der Modulationsart müssen Vorverarbei-
tungsschritte zur Schätzung der Trägerfrequenz, der Bandbreite und der Sym-
bolrate des unbekannten Signals durchgeführt werden. Mit diesen Schätzungen
können eine Synchronisation und anschließende Abtastung sowie eine blinde
Kanalschätzung erfolgen. Sobald dies stattgefunden hat, kann die Modulati-
onsart geschätzt werden. Es werden folglich alle Parameter, die zum Empfang
von Daten nötig sind, sukzessive und ohne Vorkenntnisse geschätzt.
Zusätzlich zu den theoretischen Herleitungen und der simulativen Analyse des
vorgeschlagenen Systems wird ein Prototyp als Proof-of-concept entwickelt
und in Feldversuchen getestet. Es wird veranschaulicht, dass die gezeigte Ver-
arbeitungsstruktur in der Lage ist, alle relevanten Parameter mit hinreichender
Genauigkeit zu schätzen und so die Modulationsart verlässlich zu erkennen.
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Alle zurzeit in der Praxis relevanten Standards setzen MIMO in Verbindung
mit OFDM (engl. Orthogonal Frequency-Division Multiplexing) ein. Dies ist
durchaus sehr sinnvoll, besonders da sich bei korrekter Wahl des Unterträger-
abstandes die Kanalentzerrung auf die Multiplikation mit einem komplexen
Faktor reduziert. Ein frequenzselektives Frequenzband wird so in frequenz-
flache Subkanäle unterteilt. Auf den Subträgern könnte theoretisch mittels
unterschiedlicher Modulationsarten übertragen werden. Soll nun auf jedem
dieser Subkanäle eine Klassifikation durchgeführt werden, so ist es besonders
wichtig, dass die zum Einsatz kommenden Algorithmen eine geringe Komple-
xität besitzen, sodass sie unter Umständen für z. B. 1024 Unterträger paral-
lel durchgeführt werden können. In dieser Arbeit wird nicht auf die OFDM-
Vorverarbeitung eingegangen, sondern es wird davon ausgegangen, dass diese
bereits abgeschlossen ist und die Modulationsart auf einem frequenzflachen,
durch Blockfading und Rauschen gestörten Kanal durchgeführt werden soll.
Sind die OFDM-Übertragungsparameter eines OFDM-Systems bekannt, kön-
nen die üblichen Vorverarbeitungsschritte zur Anwendung kommen (siehe hier-
zu [PS08, Kam08]). Müssen diese ebenfalls blind geschätzt werden, bieten sich
Methoden basierend auf der zyklischen Autokorrelationsfunktion an, wie sie
z. B. in [SBNS07, HZSK08] beschrieben werden.
Als Modulationsverfahren werden ausschließlich linear modulierte Verfahren
angenommen, da diese die größte Herausforderung darstellen. Eine Trennung
beispielsweise von frequenzmodulierten Signalen (FSK und besonders GMSK3)
kann über eine vorgeschaltete Auswertung der Momentanfrequenz durchge-
führt werden.
3engl. Gaussian Minimum-Shift Keying
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Die große Herausforderung eines Klassifikators für MIMO-Signale besteht dar-
in, dass an jeder Empfangsantenne eine additive Überlagerung aller Sende-
signale vorliegt. Empfängerseitig müssen diese Signale getrennt werden, um
dann eine Klassifikation der Modulationsart basierend auf den getrennten Si-
gnalen durchzuführen.
In diesem Kapitel wird der allgemeine Aufbau eines Klassifikators unter idea-
len Bedingungen entwickelt. Es wird davon ausgegangen, dass der Empfänger
perfekt in Zeit- und Frequenzrichtung synchronisiert und ihm die Kanalmatrix
H bekannt ist. Basierend auf den hieraus gewonnenen Erkenntnissen, wird die
Klassifikationsstruktur in Kapitel 5 auf realistischere Szenarien mit unbekann-
tem Frequenz- und Phasenoffset sowie unbekannter Kanalmatrix erweitert.
4.1. Aufbau
In Abbildung 4.1 ist der grundsätzliche Aufbau eines merkmalbasierten Klassi-
fikators dargestellt. In einem ersten Schritt wird der Kanaleinfluss rückgängig
gemacht, und die Sendesymbole der einzelnen Sendeantennen werden mithilfe
der Empfangssymbole r[k] = [r1[k], . . . , rNr [k]]
T geschätzt. Hierzu wird, wie
in Abschnitt 2.3.2 erläutert, Zero-Forcing verwendet.
Im nächsten Schritt werden Merkmale, welche die verwendeten Modulations-
verfahren identifizieren können, berechnet. In den Abschnitten 2.1.1 und 3.1.1
wurden bereits die wesentlichen Merkmale von Kumulanten beschrieben, die
hier als statistische Merkmale genutzt werden. Die Klassifikation wird dann










Abbildung 4.1.: Aufbau des merkmalbasierten Klassifikators von MIMO-Signalen.
4.1.1. Kanalkompensation
Zunächst muss der Einfluss des Kanals rückgängig gemacht werden. Hierzu
kann, bei bekannter Kanalmatrix, z. B. MMSE oder ZF zur Anwendung kom-
men. Bei Verwendung von ZF ergeben sich die geschätzten Sendesymbole ŝ[k]
zu (siehe Gleichung (2.40))
ŝ[k] = s[k] +H+w[k] = s[k] + w̃[k]. (4.1)
Das gleich starke Rauschen der Empfangsantennen w[k] ist sowohl in Zeit- als
auch in Antennenrichtung unkorreliert, d. h., die zugehörige Kovarianzmatrix
ist eine mit der Rauschvarianz σ2w gewichtete Einheitsmatrix
C{w[k]} = E{w[k]w[k]H} − E{w[k]}E{w[k]H}
= σ2wINr . (4.2)
Durch die Kanalkompensation wird das Rauschen in Antennenrichtung kor-









Je nach infrage kommenden Modulationsverfahren können unterschiedliche
Kumulanten als Merkmale verwendet werden. Die Tabelle 3.1 zeigt die Ku-
mulanten verschiedener Modulationsverfahren bis zur Ordnung acht. Die mitt-
lere Symbolenergie der Modulationsalphabete ist jeweils zu eins normiert. Für
Modulationsverfahren mit symmetrischen Konstellationsdiagrammen sind al-
le Kumulanten ungerader Ordnung stets null. Des Weiteren gilt bei diesen
κ(p,q) = κ(p,p−q) für p ≥ q.
Die Kumulanten κ(4,0), κ(6,1), κ(8,0), κ(8,2) und κ(8,4) sind in der Lage, zwi-
schen allen aufgeführten Modulationsarten zu unterscheiden, und können ein-
zeln als Merkmale verwendet werden (mit Ausnahme der eher unbedeutenden
16-PSK-Modulation, hierbei müssen die Kumulanten mindestens von der Ord-
nung acht sein). In Abschnitt 4.3.1 wird gezeigt, dass eine Kombination dieser
Kumulanten mit Kumulanten, die nicht zwischen allen Modulationsarten un-
terscheiden können (κ(4,2) oder κ(6,3)), in Form eines Merkmalvektors sehr
sinnvoll ist.
Abbildung 4.2 zeigt die Werte der Kumulante κ(4,0) für verschiedene Modulati-
onsarten. Farblich abgehoben sind die Entscheidungsbereiche. Es wird bereits
hier deutlich, dass die Modulationsverfahren, bei denen die Differenz ihrer





































4.2. Kombination und Klassifikation
Die Aufgabe des Kombinations- und Klassifikationblocks besteht darin, eine
Schätzung der Modulationsart auf Basis der berechneten Merkmale vorzuneh-
men. Im Folgenden werden hierzu zwei unterschiedliche Ansätze für die nicht
konjugierte Kumulante vierter Ordnung κ(4,0) diskutiert, die später verallge-
meinert werden.
4.2.1. Maximum-Likelihood (ML) Lösung für die Kumulante κ(4,0)
Tabelle 3.1 zeigt, dass die Kumulante κ(4,0) sich grundsätzlich dazu eignet, alle
aufgeführten Modulationsarten, mit Ausnahme der relativ unbedeutenden 16-
PSK, eindeutig zu identifizieren. Hierzu wird diese Kumulante mithilfe der





















































Dem Maximum-Likelihood-Ansatz aus Abschnitt 2.2.2 folgend, entscheidet
sich der Klassifikator, der im Mittel die geringste Fehlentscheindungsrate für




das Merkmal κ̂ ist dies optimal.
Da im Allgemeinen die Auftretenswahrscheinlichkeiten der einzelnen Modu-
lationsarten Mi nicht bekannt sind, wird hier von gleichen Auftretenswahr-
scheinlichkeiten ausgegangen. Diese Annahme wird üblicherweise getroffen,
wenn keinerlei Vorkenntnis genutzt werden kann. Ein Empfänger kann jedoch
auch in der Lage sein, die Auftretenswahrscheinlichkeiten zu schätzen, indem
die angenommene Verteilung (am Anfang der Beobachtung eine Gleichver-
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teilung) mit der beobachteten verglichen und sukzessive angepasst wird. Der
Empfänger erlangt auf diese Art und Weise ein Gedächtnis. Es besteht hier-
bei allerdings die Gefahr, dass sich die beobachtete Statistik, besonders bei
selten auftretenden Modulationsarten, von der wirklichen stark unterscheidet
und so Fehlentscheidungen begünstigt werden. Alternativ können die Auftre-
tenswahrscheinlichkeiten bereits vorab bekannt sein, z. B. dadurch, dass das
Einsatzgebiet des Empfängers bekannt ist.
Sollten die Wahrscheinlichkeiten bekannt sein oder sollten Schätzungen vor-
handen sein, so können diese als Gewichtungsfaktoren der Likelihood-Funktion
leicht mitberücksichtigt werden. Im weiteren Verlauf der Arbeit wird kon-
sequent von gleichwahrscheinlichen Auftretenswahrscheinlichkeiten ausgegan-
gen.




























Zur einfacheren Darstellung gilt
µ(r,s)n = E{sn[k]r−ssn[k]∗s}, (4.7)
es ist mithin das Moment an der Sendeantenne n. Dies ist nicht mit dem
zyklischen Moment µ
(r,s)
α zu verwechseln. Die Schätzung von µ
(r,s)
n basiert auf
den geschätzten Sendesymbolen (siehe (4.6)).
Der multivariate Grenzwertsatz [Hen95] besagt, dass die gemeinsame Vertei-
lung von µ̂
(4,0)












D→ N (0,Σ) (4.8)
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n − µ(4,0)n µ(4,4)n µ(6,2)n − µ(4,0)n µ(2,2)n
µ
(6,4)
n − µ(2,0)n µ(4,4)n µ(4,2)n − µ(2,0)n µ(2,2)n
]
. (4.9)
Das Ziel besteht nun darin, zu zeigen, dass auch (4.6) gegen eine Normalver-
teilung konvergiert. In einem ersten Schritt wird (4.6) jeweils von den Mittel-







































gegen dieselbe Verteilung konvergieren. Hierzu wird die Differenz C zwischen
A und B betrachtet:









n in Verteilung gegen µ
(2,0)
n konvergiert, konvergiert C in Verteilung
gegen null, d. h., A und B konvergieren gegen dieselbe Verteilung (Lemma
















so folgt aus dem Abbildungssatz, dass B ebenfalls gegen eine Normalvertei-
lung konvergiert. Durch Addition der Mittelwerte ergibt sich die Aussage des
Lemmas. Ähnliche Aussagen lassen sich auch in [GS94] finden.
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Beobachtungslängen durch eine mehrdimensionale komplexwertige Normal-
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i ein Vektor mit den theoretischen Kumulanten der Modulati-
onsart Mi, Σi ist die Kovarianzmatrix des Schätzers, ebenfalls für die Modula-
tionsart Mi, | · | ist die Determinante und Nt ist die Anzahl an Sendeantennen.





































































































mit p, q = 1 . . . Nt. Da sowohl die Sendefolge als auch das Rauschen in Zei-
trichtung unabhängig sind, gilt
E{ŝp[k]r ŝq[l]∗s} = E{ŝp[k]r}E{ŝp[l]∗s} (4.16)














































































Die Approximation berücksichtigt nur Terme, die proportional zu 1N sind,
d. h., alle Terme, die proportional zu 1N2 und
1
N3 sind, werden vernachlässigt.
Die Näherung ist zulässig, da die Beobachtungslänge N bei Anwendungen der
automatischen Modulationsartenerkennung üblicherweise groß ist. Sie in einer
Größenordnung von 100 bis 5000 Symbolen.
Das geschätzte Sendesignal besteht aus dem wahren Sendesignal s[k] und kor-
reliertem Rauschen w̃[k]. Da die Sendesignale sowohl in Zeit- als auch in An-
tennenrichtung unabhängig sind, gilt
E{sp[k]rsq[l]∗s} = E{sp[k]r}E{sp[l]∗s} (4.18)
für alle p 6= q oder k 6= l.
Das Rauschen hingegen wird durch die Kanalkompensation in Antennenrich-
tung korreliert. Zur Lösung von Gleichung (4.17) wird Lemma 3 benötigt.
Hierfür wird zunächst Korollar 2 bewiesen.
Korollar 2. Die höheren Momente von zirkulären, komplexem weißen Rau-











0, β 6= γ















wobei a Rayleigh-verteilt und ϕ gleichverteilt im Bereich (−π, π] sind. Da
a und ϕ unabhängig sind, können die Erwartungswerte getrennt betrachtet







0, β 6= γ
1, β = γ
. (4.20)
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= β!σ2βw . (4.21)


















0, β 6= γ
β!σ2βw , β = γ
. (4.22)
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. Die Rayleigh-Verteilung ergibt sich in [Sim02] als die Verteilung
von
√
X2, wobei X normalverteilt mit Mittelwert null und Varianz σ2 ist. In dem hier
ausgeführten Fall ist die Varianz von Real- und Imaginärteil des Rauschens jedoch σ2w/2.
Es gilt hier folglich σ2 = σ2w/2.
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Diese Gleichung kann mithilfe von Korollar 2 weiter vereinfacht werden.
Alle Elemente des Rauschvektors w[k] sind unabhängig, und folglich sind alle
Kreuzmomente null. Des Weiteren sind die Momente von wp[k]
β und wq[k]
∗γ
null, falls β 6= γ. Der Erwartungswert in Gleichung (4.23) ist ungleich null
genau dann, wenn β1 = γ1 ∧ β2 = γ2 ∧ · · · ∧ βNr = γNr . Damit folgt β = γ



























































































































Hierdurch ergibt sich die Aussage des Lemmas.

Zur weiteren Berechnung der Kovarianzmatrix wird nun in Gleichung (4.17)
das geschätzte Sendesignal ŝ[k] durch das gesendete Signal mit korreliertem











































































Hierbei ist INt eine Nt ×Nt eine Einheitsmatrix, ◦ beschreibt das Hadamard-
Produkt und




Die Momente der Modulationsart Mi sind µ
(r,s)
i = E{sr−si s∗si }, wobei si die
entsprechenden Symbole darstellt. Die Tabelle 4.1 zeigt die Werte der höheren
Momente für unterschiedliche Modulationsarten. Auch hier gilt, genauso wie
für die Kumulanten, dass alle Momente ungerader Ordnung null sind und dass
µ(r,s) = µ(r,r−s) für r ≥ s.
Da die in Gleichung (4.25) vorkommenden höheren Momente sich für verschie-




4-ASK BPSK QPSK 8-PSK 16-PSK 16-QAM 64-QAM
µ
(2,0)
i 1 1 0 0 0 0 0
µ
(2,1)
i 1 1 1 1 1 1 1
µ
(4,0)
i 1,64 1 1 0 0 -0,68 -0,62
µ
(4,1)
i 1,64 1 0 0 0 0 0
µ
(4,2)
i 1,64 1 1 1 1 1.32 1,38
µ
(6,0)
i 2,92 1 0 0 0 0 0
µ
(6,1)
i 2,92 1 1 0 0 -1,32 -1,3
µ
(6,2)
i 2,92 1 0 0 0 0 0
µ
(6,3)
i 2,92 1 1 1 1 1.96 2,23
µ
(8,0)
i 5,25 1 1 1 0 2,2 1,91
µ
(8,1)
i 5,25 1 0 0 0 0 0
µ
(8,2)
i 5,25 1 1 0 0 -2,48 -2,76
µ
(8,3)
i 5,25 1 0 0 0 0 0
µ
(8,4)
i 5,25 1 1 1 1 3,12 3,96
Tabelle 4.1.: Momente höherer Ordnung für verschiedene Modulationsarten bei ei-
ner Signalvarianz von eins.
Die Klassifikation erfolgt dann durch die Maximierung von Gleichung (4.14):




wobei M die Menge aller möglichen Modulationsarten ist.
Im Folgenden wird davon ausgegangen, dass die Auftretenswahrscheinlichkei-
ten P (Mi) für alle Modulationsarten gleich sind. Da die Kovarianzmatrix von
der verwendeten Modulationsart abhängt kann der Ausdruck nicht weiter ver-
einfacht werden. Es müssen alle möglichen Modulationsarten ausprobiert wer-
den, was jedoch aufgrund der geringen Anzahl üblicherweise vorkommender
Modulationsarten einen vertretbaren Aufwand darstellt.
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Simulationsergebnisse
Im Folgenden wird die Leistungsfähigkeit des merkmalbasierten ML-Klassifi-
kators dargestellt und mit der des ALRT verglichen. In Tabelle 4.2 sind die
Standardsimulationsparameter abgedruckt, die, wenn nicht anders angegeben,
im Folgenden verwendet werden.
Modulationsverfahren M = {BPSK, QPSK, 8-PSK, 16-QAM}
Beobachtungslänge N = 1000 Symbole
Anzahl Sendeantennen Nt = 2
Anzahl Empfangsantennen Nr = 2
Tabelle 4.2.: Standardsimulationsparameter.
In Abbildung 4.3 sind vier Konfusionsplots dargestellt. In einem Konfusions-
plot wird die Wahrscheinlichkeit dargestellt, dass der Klassifikator sich für ein
Modulationsverfahren M̂ = Mj entscheidet, falls das Modulationsverfahren
Mi genutzt wurde. Betrachtet man beispielsweise den Konfusionsplot oben
links, so erkennt man, dass, falls BPSK gesendet wurde, dieses schon bei sehr
niedrigen SNR-Werten korrekt erkannt wird. Im Vergleich dazu sieht man auf
den Abbildungen unten links und rechts, dass die Erkennung von 8-PSK und
16-QAM schwierig ist und dass es im niedrigen SNR-Bereich häufig zu Vertau-
schungen mit BPSK bzw. QPSK kommt. Betrachtet man die Konfusionsplots
bei einem festen SNR-Wert, so erhält man Vertauschungsmatrizen.
Konfusionsplots erlauben einen tiefen Einblick in die Leistungsfähigkeit des
Klassifikators und decken mögliche Schwachstellen auf. Eine andere Darstel-
lung, die etwas übersichtlicher ist, besteht in der Betrachtung ausschließlich
der Wahrscheinlichkeit einer korrekten Klassifikation. Hierzu wird die Wahr-
scheinlichkeit einer korrekten Klassifikation P (M̂ = Mi|Mi) über alle Verfah-
ren gemittelt (siehe hierzu auch Formel (3.9)). Es wird wieder von gleichwahr-
scheinlichen Modulationsarten ausgegangen.
Abbildung 4.4 zeigt die Wahrscheinlichkeit einer korrekten Klassifikation für
unterschiedliche Antennenkonfigurationen. Man erkennt, dass beispielsweise
bei Verwendung von vier Sende- und sechs Empfangsantennen die Klassifika-
tionsrate etwa 2 dB unterhalb derjenigen des optimalen ALRT-Klassifikators
liegt. Wie später noch ausführlich erläutert wird, liegt der nötige Berechnungs-
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Abbildung 4.3.: Konfusionsplot des merkmalbasierten Klassifikators bei Verwendung
des Merkmals κ(4,0).
aufwand nur bei einem Bruchteil dessen des ALRT. Des Weiteren wird eine
Klassifikationsrate von 0,9 bei einem SNR von 6 dB, -2 dB bzw. -4 dB bei
Verwendung von zwei, vier bzw. sechs Empfangsantennen und jeweils zwei
Sendeantennen erreicht. Bei solchen SNR-Werten (besonders wenn die Anzahl
der Empfangsantennen größer ist als die Anzahl der Sendeantennen) ist ein
sinnvoller Empfang der Daten nahezu ausgeschlossen. Würde beispielsweise
QPSK verwendet werden, so läge die Bitfehlerrate bei einem SNR von -2 dB
bei ca.2 0,21. Hinzu kommt, dass die nötigen Algorithmen zur Zeit- und Fre-










[Kam08], mit erfc als komplemen-
täre gaußsche Fehlerfunktion.
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quenzsynchronisation bei einem solchen SNR nicht zuverlässig genug arbeiten.
Folglich kann man konstatieren, dass der Gewinn von ALRT für die praktische
Anwendung irrelevant ist.
Ein weiterer Aspekt wird deutlich, wenn die unterschiedlichen Antennenkonfi-
gurationen betrachtet werden. Ganz allgemein ist die Klassifikationsrate umso
besser, je größer die Anzahl an Empfangsantennen ist. Bei Verwendung von
zwei Sendeantennen bringt die Erhöhung der Anzahl an Empfangsantennen
von zwei auf vier einen Gewinn von ca. 8 dB bei PCC =0,8.






































Abbildung 4.4.: Klassifikationsraten des merkmalbasierten Klassifikators bei Ver-
wendung des Merkmals κ(4,0) und unterschiedlicher Anzahl an Emp-
fangsantennen im Vergleich zu ALRT.
Neben der Anzahl der Empfangsantennen hat die Beobachtungslänge einen
entscheidenden Einfluss auf die Leistungsfähigkeit. In Abbildung 4.5 wer-
den Klassifikationsraten bei unterschiedlichen Beobachtungslängen dargestellt.
Man erkennt, dass eine Verdopplung der Beobachtungsdauer in etwa einem
Gewinn von 1 dB entspricht.
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, N = 250
κ
(4,0)
, N = 500
κ
(4,0)
, N = 1000
κ
(4,0)
, N = 2000
Abbildung 4.5.: Klassifikationsraten des merkmalbasierten Klassifikators bei Ver-
wendung des Merkmals κ(4,0) und unterschiedlich langer Beobach-
tungsdauer N .
4.2.2. Minimum-Varianz (MV) Schätzer
Eine Alternative zum Maximum-Likelihood-Ansatz besteht darin, nicht mit
Likelihood-Ratios zu arbeiten, sondern aus den geschätzten Kumulanten aller
Empfangsantennen eine einzelne Kumulante zu berechnen und mithilfe der-
selben die Klassifikation durchzuführen.
Der Schätzer für die Kumulante κ̂ = g(κ̂), der die geringste Varianz aufweist,









wobei Σi die Kovarianzmatrix des Schätzfehlers ist. Diese ist identisch zu der
bereits in Gleichung (4.25) berechneten Kovarianzmatrix. Die Klassifikation
funktioniert durch Minimierung der euklidischen Distanz zwischen κ̂ und den
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theoretischen Werten der Kumulanten:
M̂ = arg min
Mi∈M
√
|κMi − κ̂|2. (4.29)
Gleichung (4.28) beschreibt anschaulich, wie die Merkmale der einzelnen An-
tennen abhängig von der Güte der Signale gewichtet werden sollen. Bei hohem
SNR fällt die Kombination der Merkmale nicht sonderlich ins Gewicht, da alle
Antennensignale mit hoher Güte vorliegen. Es reicht daher aus, nur den An-
teil der Kovarianzmatrix, der bei niedrigen SNR stark ins Gewicht fällt, zu








Die vereinfachte Kovarianzmatrix Σ hängt nun nicht mehr von der Modulati-
















Der Aufwand des MV-Klassifikators ist nochmals geringer als derjenige des
ML-Klassifikators. Ein weiterer Vorteil besteht darin, dass die Varianz des
Rauschens σ2w nicht bekannt sein muss. In der praktischen Anwendung entfällt
somit eine Schätzung und damit eine mögliche Fehlerquelle. Auf diese Art und
Weise kann die Modulationsart sehr einfach und unabhängig vom Rauschlevel
bestimmt werden.
Simulationsergebnisse
In Abbildung 4.6 sind die Klassifikationsraten des MV-Klassifikators im Ver-
gleich zum ML-Klassifikator dargestellt. Man erkennt, dass die Klassifikati-
onsraten auch für unterschiedliche Antennenkonfigurationen gleich sind, d. h.,
dass beide Klassifikatoren für alle untersuchten Szenarien gleich gut sind.
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, Nr = 2
MLκ
(4,0)
, Nr = 4
MLκ
(4,0)
, Nr = 6
MVκ
(4,0)
, Nr = 2
MVκ
(4,0)
, Nr = 4
MVκ
(4,0)
, Nr = 6
Abbildung 4.6.: Vergleich der Leistungsfähigkeit von MV- und ML-basierten Klas-
sifikatoren bei unterschiedlichen Antennenkonfigurationen.
4.3. Erweiterungen
4.3.1. Merkmale höherer Ordnung
Die in den Abschnitten 4.2.1 und 4.2.2 beschriebenen Methoden lassen sich
grundsätzlich auch auf Kumulanten höherer Ordnung übertragen. Hierbei
muss zunächst ebenfalls die Kovarianzmatrix berechnet werden. Die Kom-
plexität der Formeln wächst stark mit steigender Ordnung.
Die absoluten Werte der Kumulanten steigen mit höherer Ordnung und daher
vergrößert sich auch der Abstand der Werte der Kumulanten der verschiedenen
Modulationsarten. Dies bedeutet, dass sich die Modulationsarten besser un-
terscheiden lassen und folglich die Klassifikationsrate steigt. Auf der anderen
Seite nimmt die Varianz der Schätzungen der Kumulanten ebenfalls mit hö-
herer Ordnung zu, was wiederum die Klassifikationsrate verschlechtert. Diese




In Abbildung 4.7 sind die Klassifikationsraten für zwei Sende- und vier Emp-
fangsantennen für unterschiedliche Merkmale mit dem in Kapitel 4.2.1 be-
schriebenen ML-Klassifikator visualisiert. Man erkennt deutlich, dass die Ver-
wendung von Kumulanten höherer Ordnung keinen Vorteil bietet: Der Berech-
nungsaufwand ist größer, die Varianz ist höher, und die resultierende Perfor-
mance ist schlechter. Diese Aussage gilt jedoch nur für die genannten Modula-
tionsverfahren. Sollen beispielsweise höherwertige PSK-Verfahren unterschie-
den werden, bei denen κ(4,0) den gleichen Wert hat, so müssen Kumulanten
höherer Ordnung verwendet werden, da nur diese noch eine Unterscheidung er-
möglichen. Grundsätzlich lässt sich sagen, dass die Ordnung der Kumulanten
so gering wie möglich, indes so groß wie nötig sein soll. Des Weiteren erkennt
man, dass die Merkmale κ(4,2) und κ(6,3) nicht zwischen 8-PSK und QPSK
unterscheiden können. Daher ist hierbei die maximale mögliche Klassifikati-
onsrate 0,75 (siehe hierzu auch Tabelle 3.1).




























Bisher wurden nur einzelne Merkmale betrachtet. Es können allerdings auch


















i als auch aus sämtlichen Kreuzkovarianzmatrizen
Σ
(ru,sv);(rp,sq)




i mit u, v, p, q =

























Um herauszufinden, welche Merkmale sinnvollerweise miteinander kombiniert
werden sollten, werden jeweils zwei Merkmale kombiniert und die Klassifi-
kationsraten jeweils mit den einzeln Merkmalen verglichen. Kombiniert man
beispielsweise die Merkmale κ(4,0) und κ(8,0), so ist die resultierende Klas-
sifikationsrate gleich der des einzelnen Merkmals von κ(4,0). Dies bedeutet
anschaulich, dass κ(8,0) keine weitere Information trägt. Exemplarisch sind in
Abbildung 4.8 und 4.9 zwei unterschiedliche Merkmalkombinationen darge-
stellt.
Eine vollständige Darstellung aller möglichen Kombinationen ist in Anhang B
zu finden. In Tabelle 4.3 sind die Ergebnisse kompakt aufgeführt. Die Felder
zeigen, wie sich die Klassifikationsraten der kombinierten Merkmale verhalten.
Hierbei bedeutet
”
= κ(r,s)“, dass sich die Klassifikationsrate genauso wie die
von κ(r,s) verhält, während
”
> κ(r,s)“ eine Verbesserung, bezogen auf das
bessere der beiden einzelnen Merkmale, anzeigt. Von besonderem Interesse
sind die Kombinationen, bei denen sich ein Gewinn ergibt.
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Abbildung 4.8.: Klassifikationsraten der Merkmale κ(4,0), κ(8,0) sowie [κ(4,0),κ(8,0)].
Tabelle 4.3 gibt wieder, dass die Kombination der Merkmale κ(4,0), κ(6,1)
und κ(8,0) keinen Gewinn bezogen auf die Verwendung von κ(4,0) erzeugt,
wohingegen Kombinationen jeweils mit den Merkmalen κ(4,2) oder κ(6,3) stets
zu einer Verbesserung führen. Es bleibt daher die Frage, inwieweit weitere
Kombinationen von Merkmalvektoren bestehend aus drei und mehr Elementen
eine weitere Steigerung der Leistungsfähigkeit erlauben.
In Abbildung 4.10 werden die Klassifikationsraten von unterschiedlich langen
Merkmalen gezeigt. Man erkennt deutlich, dass das Hinzufügen weiterer Merk-
male zur Kombination [κ(4,0),κ(4,2)] keinen weiteren Gewinn generiert.
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(4,0) − > κ(4,0) = κ(4,0) > κ(4,0) = κ(4,0)
κ
(4,2) > κ(4,0) − > κ(6,1) > κ(6,3) > κ(8,0)
κ
(6,1) = κ(4,0) > κ(6,1) − > κ(6,1) = κ(6,1)
κ
(6,3) > κ(4,0) > κ(6,3) > κ(6,1) − > κ(8,0)
κ
(8,0) = κ(4,0) > κ(8,0) = κ(6,1) > κ(8,0) −









































Die beschriebenen Simulationsergebnisse können mittels einer Hauptachsen-
transformation verifiziert werden. Hierzu werden 8000 modulierte Signale der
Beobachtungslänge N = 1000 Symbole erzeugt. Die Modulationsart wird zu-
fällig gewählt, jedoch so, dass alle Modulationsarten gleich häufig auftreten.
Nun werden für jedes dieser Signale alle infrage kommenden Kumulanten be-
rechnet und basierend auf diesem Datensatz eine Hauptachsentransformation
jeweils zwischen zwei verschiedenen Merkmalen durchgeführt.
Hierzu wird, mittels des Ansatzes aus Kapitel 2.4, zuerst die Kovarianzmatrix












die hierzu gehörenden Matrix der Eigenvektoren E berechnet
Ĉ{κ̂} = EDEH . (4.33)
Hieraus ergeben sich die transformierten Merkmale
κ̃ = EH κ̂. (4.34)
Um den Zusammenhang zu den ursprünglichen Merkmalen zu verdeutlichen,






verwendet. Die grafische Darstellung des Realteils des Transformationsergeb-
nisses ist in den Abbildungen 4.11 und 4.12 zu sehen. Je näher die Punkte
an einer Geraden liegen, desto redundanter ist die Nutzung des zweiten Merk-
mals. Je mehr die Punkte streuen, desto sinnvoller ist eine Kombination dieser
beiden Merkmale. Die Betrachtung dieser Abbildungen bestätigt qualitativ die
Ergebnisse von Tabelle 4.3.
Eine weitere interessante Auswertung der Hauptachsentransformation ist die
Betrachtung der Eigenwerte der unterschiedlichen Merkmale. Hierzu werden
alle Merkmale zu einem Merkmalvektor zusammengefasst und die Eigenwerte
der zugehörenden Kovarianzmatrix berechnet. Die prozentuale Auswertung















































































Abbildung 4.11.: Hauptachsentransformation von jeweils zwei unterschiedlichen
Merkmalen.
Merkmals interpretieren. Deutlich ist zu erkennen, dass die Merkmale κ(4,0)
und κ(4,2) zusammen nahezu die gesamte Information enthalten. Dies bestätigt


































































Durch die Berechnung theoretischer Klassifikationsraten lassen sich die Er-
gebnisse der Simulationen verifizieren. Die Wahrscheinlichkeit einer korrekten
Klassifikation bedingt auf die Modulation Mi beträgt





Der Integrationsbereich Ri umfasst alle κ̂, bei denen die Dichte fκ̂|Mi(κ̂|Mi)




κ̂|Mi(κ̂|Mi) > fκ̂|Mj (κ̂|Mj)∀i 6= i
}
. (4.37)
Die Dichte fκ̂(κ̂) des Merkmalvektors κ̂ kann durch Mittelung über alle mög-






Abbildung 4.13 zeigt beispielhaft für einen festen Kanal die Wahrscheinlich-














ten Merkmale an einer Antenne n. Je intensiver der Farbton, desto größer
ist der Wert der Dichte an dieser Stelle. Es wurde, wie immer von gleichver-
teilten Modulationsarten ausgegangen. Man erkennt die Entscheidungsgebiete
Ri, die eine komplexe Form haben, sodass das Integral in Formel (4.36) nicht
geschlossen gelöst werden kann. Allerdings kann es mithilfe einer Monte-Carlo-
Integration [BSMM97] numerisch berechnet werden:
Die Wahrscheinlichkeit einer korrekten Klassifikation kann ebenfalls durch






































Abbildung 4.13.: Dichte fκ̂(κ̂) der geschätzten Merkmale an einer Antenne mit ent-
sprechenden Entscheidungsgrenzen.
Der Erwartungswert mittelt über Kovarianzmatrizen und damit über Reali-
sierungen des Kanals. In Abbildung 4.14 werden für eine unterschiedliche An-
zahl von Empfangsantennen die Klassifikationsraten der Simulation mit den
theoretischen Ergebnisse verglichen. Auf diese Weise konnte die Simulation
validiert werden. Zusätzlich ist in Abbildung 4.15 derselbe Vergleich für eine
unterschiedliche Anzahl von Beobachtungssymbolen und zwei Sende- und vier
Empfangsantennen dargestellt. Auch hierdurch werden die Simulationsergeb-
nisse bestätigt.
4.5. Komplexitätsanalyse
Vergleichbar mit Abschnitt 3.1.2, wird im Folgenden die Komplexität des vor-
geschlagenen merkmalbasierten ML-Klassifikators berechnet.
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Abbildung 4.14.: Vergleich der Klassifikationsraten von simulierten und theo-
retischen Ergebnissen für eine unterschiedliche Anzahl von
Empfangsantennen.













C Theorie, 2x4, N = 250
Theorie, 2x4, N = 500
Theorie, 2x4, N = 1000
Theorie, 2x4, N = 2000
Simulation, 2x4, N= 250
Simulation, 2x4, N= 500
Simulation, 2x4, N= 1000
Simulation, 2x4, N= 2000
Abbildung 4.15.: Vergleich der Klassifikationsraten von simulierten und theoreti-
schen Ergebnissen für unterschiedliche Beobachtungslängen.
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In Tabelle 4.5 ist die Anzahl der benötigten Additionen und Multiplikationen
für wichtige Matrixoperationen angegeben.
Addition zweier Q× P Matrizen Additionen: QP
Multiplikationen: 0
Multiplikation einer Additionen: QR(P − 1)
Q× P Matrix mit Multiplikationen: QPR
einer P ×R Matrix
Hadamardprodukt zweier Additionen: 0
P ×Q Matrizen Multiplikationen: QP
Addition eines Skalars Additionen: QP
mit einer Q× P Matrix Multiplikation: 0
Multiplikation eines Skalars Additionen: 0
mit einer Q× P Matrix Multiplikation: QP
Determinante einer Additionen: 13Q
3 − 12Q2 + 16Q
Q×Q Matrix [Ste74] Multiplikationen: 13Q3 + 23Q− 1
Inversion einer Additionen: 12Q
3 − 12Q
Q×Q Matrix† [Ste74] Multiplikationen: 12Q3 +Q2 − 12Q
Geschätztes, zeilenweises r−tes Additionen: (Q− 1)P
Moment einer P ×Q Matrix Multiplikationen: PQ(r − 1) + P
†: Bei Verwendung des Gauß-Jordan Verfahrens
Tabelle 4.5.: Anzahl benötigter Additionen und Multiplikationen für verschiedene
Matrixoperationen.
Mithilfe dieser Tabelle kann die Anzahl der benötigten Operationen zur Be-
rechnung der Wahrscheinlichkeit nach Formel (4.14) für jedes Modulations-
verfahren ausgerechnet werden. Tabelle 4.6 gibt für wichtige Zwischenschritte
die Anzahl nötiger Operationen an.
Bei einem System mit zwei Sende- und vier Empfangsantennen sowie einer Be-
obachtungslänge von 1.000 Symbolen werden 28.292 Multiplikationen, 16.164
Additionen, jeweils 4-mal Exponenzieren und eine Maximumssuche über vier
Elemente benötigt. Betrachtet man lediglich die gesamte Anzahl an Opera-
tionen, so beträgt der Aufwand des vorgeschlagenen Klassifikators nur 0, 57%
bezogen auf den Aufwand des ALRT. Des Weiteren wächst die Anzahl an Ope-
rationen beim ALRT exponentiell mit mNti , wohingegen der Aufwand beim
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t (Nr + 1)− 12Nt(
(HHH)−1



















t (Nr + 9)− 12Nt
κ̂
(4,0) Additionen: 2Nt(N − 1) + 1
Multiplikationen: 2NtN +N + 2
κ̂
(4,0) − κ(4,0) Additionen: Nt(2N − 1) + 1




(4,0)|Mi) Additionen: 43N3t +N2t (Nr + 112 )





t (Nr + 11)
+Nt(3N − 13 ) +N + 3
Hinzu kommt einmal Exponenzieren und
†1: Es wird davon ausgegangen, dass Transponieren und Konju-
gieren einer Matrix keine Operation benötigen und lediglich durch
korrektes Auslesen des Speichers realisiert wird.




, β < 4 werden hierbei bereits
mitberechnet.




merkmalbasierten ML-Klassifikator nur mit N3t wächst. Der Klassifikator eig-
net sich folglich auch für deutlich komplexere Antennenkonfigurationen.
4.6. Zusammenfassung
In diesem Kapitel wurde ein merkmalbasierter Klassifikator unter idealen
Empfangsbedingungen entwickelt, der nach dem Maximum-Likelihood-Krite-
rium detektiert. Als Merkmale wurden Kumulanten und Vektoren von Ku-
mulanten mit jeweils unterschiedlicher Ordnung verwendet. Hierzu wurden
die Kovarianzmatrizen zwischen allen verwendeten Merkmalen analytisch be-
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rechnet. Mithilfe von Simulationen wurde die Performance des Klassifikators
untersucht, und es wurde der kürzeste Merkmalvektor, der die maximale Klas-
sifikationsrate erreicht, identifiziert. Die Auswahl der Merkmale wurde zusätz-
lich durch eine Hauptkomponentenanalyse untersucht. Diese stützt die Simu-
lationsergebnisse. Der Klassifikator, der auf einem Minimum-Varianz-Schätzer
beruht, stellt eine weitere Vereinfachung des ML-Klassifikators dar, da hierbei
mit einer vereinfachten Kovarianzmatrix gerechnet werden kann. Die Klassi-
fikationsrate entspricht derjenigen des ML-Klassifikators. Zusätzlich zu den
Simulationen wurde die Klassifikationsrate theoretisch angegeben und mittels
numerischer Integration berechnet. Die Simulationsergebnisse decken sich mit
den theoretischen Ergebnissen. Des Weiteren wurde die Anzahl an nötigen Re-
chenoperationen exemplarisch bei Verwendung eines Merkmals angegeben. Die
Rechenkomplexität des merkmalbasierten ML-Klassifikators liegt bei einem
Bruchteil dessen des ALRT. Hinzu kommt, dass die Komplexität des ALRTs
mit mNti wächst, während diese beim merkmalbasierten ML-Klassifikator nur
mit N3t wächst und somit von mi unabhängig ist.
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Der im vorherigen Kapitel vorgestellte Klassifikator wurde unter der Annah-
me eines bekannten Kanals, idealer Abtastung, Matched-Filter-Empfang so-
wie perfekter Zeit- und Frequenzsynchronisation entwickelt. In diesem Kapitel
werden die Annahmen nach und nach gelockert, sodass am Ende ein Klassi-
fikator steht, der unter realen Bedingungen funktioniert. Teile der hier vorge-
stellten Ergebnisse wurden bereits in [MODJ13] veröffentlicht.
5.1. Unbekannte Trägerphase
Ist die Kanalmatrix bekannt, haben jedoch die geschätzten Sendesignale einen
Phasenoffset, so muss dieser geschätzt und korrigiert werden. Für die Kumu-
lante κ(r,s){ejϕX} eines Prozesses ejϕX mit unbekannter Phase ϕ gilt mit
Formel (2.8)
κ(r,s){ejϕX} = ej(r−s)ϕe−jsϕκ(r,s){X} = ej(r−2s)ϕκ(r,s){X}. (5.1)
Wird die Phase nicht berücksichtigt und kompensiert, ist die Kumulante kom-
plexwertig. Eine Lösung, die in [MOD+12] und [MOD+13] zur Klassifikation
genutzt wird, ist die Verwendung des Betrages der Kumulante. Dies redu-
ziert jedoch den Abstand der Werte der Kumulanten der unterschiedlichen
Modulationsarten (siehe Tabelle 3.1), was zu einer Verschlechterung der Klas-
sifikationsrate führt.
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verwendet [Md94, CMC+10], wobei die Werte für r und damit die Werte von
µ
(r,0)
i von der verwendeten Modulationsart i abhängen
1. Die entsprechenden












Tabelle 5.1.: Parametrisierung des Phasenschätzers für unterschiedliche
Modulationsarten.
Die Phasen werden für alle geschätzten Sendesignale berechnet und können
nun leicht vor der Merkmalsberechnung berücksichtigt werden:
s̄n[k] = e
−jϕ̂n ŝn[k]. (5.3)
Es ist wichtig zu betonen, dass die Parametrisierung der Phasenschätzung
von der Modulationsart i abhängt. Da diese allerdings unbekannt ist, muss
die Phasenschätzung für jede Hypothese Hi gesondert berechnet werden.
5.2. Unbekannter Funkkanal
5.2.1. Spatial-Multiplexing
Üblicherweise ist der Funkkanal bei Szenarien, in denen automatische Mo-
dulationsartenerkennung zum Einsatz kommt, nicht bekannt. In diesem Fall
muss der Kanal geschätzt werden. Unter der Annahme von Block-Fading kön-
nen die Empfangssymbole als lineare Abbildung der Sendesymbole betrachtet
1In den genannten Veröffentlichungen wird die Verwendung des Momentes µ
(r,r)
i vorge-





werden (siehe Formel (2.34)). Das Ziel ist es, empfängerseitig ebenfalls eine
lineare Abbildung zu finden, die die einzelnen Signale wieder trennt. Für den
Fall perfekter Kanalkenntnis ist dies die Inverse bzw. Pseudoinverse der Ka-
nalmatrix.
Diese Aufgabe kann mithilfe der Independent Component Analysis (ICA), wie
sie in Abschnitt 2.5 beschrieben wurde, gelöst werden. Hierzu wird zunächst
von einem Spatial-Multiplexing-System ausgegangen, in dem die Sendesym-
bole der einzelnen Sendeantennen unabhängig sind. Da der in dieser Arbeit
verwendete ICA-Algorithmus die Kumulante κ(4,2) maximiert, ist es wichtig,
dass diese für die zu trennenden Signal nicht null ist. Aus diesem Grunde
können unabhängige, aber gaußverteilte Signale beispielsweise nicht getrennt
werden. Im Folgenden aber werden modulierte Signale verwendet bei denen
κ(4,2) 6= 0 ist. Des Weiteren wird die Annahme getroffen, dass die Anzahl an
Empfangsantennen größer oder gleich der Anzahl an Sendeantennen ist. Unter
diesen Annahmen kann ICA zur Trennung der Signale genutzt werden.
Im Folgenden wird der JADE-Algorithmus für die Schätzung des Kanals H̃
verwendet (vergleiche Abschnitt 2.5 und die dort angegebenen Literaturstel-
len). Da die absoluten Phasen vom JADE-Algorithmus nicht bestimmt werden
können, muss zwingend eine Phasenschätzung mit dem in Abschnitt 5.1 er-













Die gesamte Schätzung des Kanals ergibt sich so zu
Ĥ = Φ̂H̃. (5.5)







ŝ[k] = Ĥ+r[k] (5.7)
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In Anlehnung an den HLRT wird der ML-Klassifikator mit blinder Kanal- und
Phasenschätzung als Hybrid-ML (HML) bezeichnet.
Simulationsergebnisse
In Abbildung 5.1 wird der Einfluss der blinden Kanalschätzung deutlich. Dar-
gestellt sind die Klassifikationsraten für ein System mit zwei Sende- und vier
Empfangsantennen. Die Leistungsfähigkeit des HLRT verschlechtert sich im
Vergleich zum ALRT um ca. 3 dB bei einer Klassifikationsrate von 0,9 und
ist damit nur noch 1 dB besser als der hier vorgeschlagene Klassifikator mit
blinder Kanal- und Phasenschätzung. Im Vergleich zu idealer Kanalkenntnis
(ML) ist die Leistungsfähigkeit des HML ca. 2 dB schlechter.


























Abbildung 5.1.: Klassifikationsraten von ALRT, HLRT und ML-Klassifikator mit
und ohne Kanalkenntnis unter Verwendung von zwei Sende- und
vier Empfangsantennen.
Da neben der Anzahl der Empfangsantennen die Beobachtungslänge einer der
entscheidenden Faktoren in Bezug auf die Klassifikationsrate ist, sind in Abbil-
dung 5.2 verschiedene Beobachtungslängen bei einem System mit zwei Sende-
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und vier Empfangsantennen zu sehen. Hierbei ist ein ähnlicher Effekt wie im
Fall idealer Kanalkenntnis festzustellen: Eine Verdopplung der Beobachtungs-
länge führt zu einem Gewinn von ca. 1 dB.




















Abbildung 5.2.: Klassifikationsraten des HML-Klassifikators ohne Kanalkenntnis bei
unterschiedlicher Beobachtungslänge im Vergleich zu HLRT.
5.2.2. Space-Time-Codes
Häufig werden zur Übertragung Space-Time-Codes verwendet (siehe Abschnitt
2.3.1). Hierbei werden die Sendesymbole zu unterschiedlichen Zeitpunkten auf
die Sendeantennen verteilt, wodurch die Sendesignale der einzelnen Antennen
nicht mehr unabhängig sind. Streng genommen sind daher die Voraussetzun-
gen für ICA nicht mehr gegeben. Es zeigt sich aber, dass auch in diesem Fall
die Kanalschätzung gleich gut funktioniert.
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Simulationsergebnisse
In Abbildung 5.3 sind die Klassifikationsraten für unterschiedliche Space-
Time-Codes für ein System mit zwei Sende- und vier Empfangsantennen dar-
gestellt. Hierbei ist die Verwendung von Spatial Multiplexing mit SM bezeich-
net. Man erkennt deutlich, dass alle Kurven übereinander liegen und somit
die Wahl des Space-Time-Code keinen Einfluss auf die Leistungsfähigkeit des
Klassifikators hat.





























Abbildung 5.3.: Einfluss unterschiedlicher Space-Time-Codes auf die Leistungsfähig-
keit des Klassifikators.
5.3. Unbekannte Rauschvarianz
Um den merkmalsbasierten Klassifikator aus Kapitel 4 in realistischen Szenari-
en einsetzen zu können, ist die Rauschvarianz σ2w zu schätzen. Da die einzelnen
Empfangszweige innerhalb der Empfänger identisch aufgebaut sind, in demsel-
ben Frequenzbereichen arbeiten und den gleichen physikalischen Bedingungen
ausgesetzt sind, kann zumindest näherungsweise davon ausgegangen werden,
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dass die Rauschleistung an allen Empfangsantennen identisch ist. Des Wei-
teren kann das Rauschen w[k] der einzelnen Antennen als gaußverteilt und
unkorreliert angenommen werden, sodass die Kovarianzmatrix von w[k]
C{w[k]} = σ2wINr (5.8)
ist. Die Kovarianzmatrix der geschätzten Sendefolge ŝ[k] ist aufgrund der Un-
abhängigkeit von Rauschen und Sendesignal
C{ŝ[k]} = C{s[k]}+C{H+w[k]}. (5.9)
Die auf die Varianz eins normierten Sendesymbole sind bei einem Spatial-
Multiplexing-Verfahren in Antennenrichtung unkorreliert, d. h., die Kovari-
anzmatrix ist eine Einheitsmatrix. Die Kovarianzmatrix von H+w[k] wurde
in (4.3) bereits berechnet, sodass sich die Kovarianzmatrix von ŝ[k] zu











Hiermit kann, nach Umformung von (5.10) für einen bekannten Kanal, die
Varianz des Rauschens geschätzt werden. Sie ergibt sich durch Mittelung über











Hierbei ist Tr{·} die Spur der Matrix. Ist die Kanalmatrix H nicht bekannt,
wird sie in Formel (5.12) durch ihre Schätzung Ĥ ersetzt.
Simulationsergebnisse
Zur Bewertung der Güte der vorgeschlagenen Methode zur Schätzung der
Rauschvarianz wird der mittlere quadratische Fehler (engl. Mean Square Error
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wobei der Erwartungswert über alle möglichen Realisierungen des Kanals H
gebildet wird. In der Simulation wurde über 1000 Realisierungen gemittelt. Es
wurde ein System mit zwei Sende- und vier Empfangsantennen, einer Beob-
achtungslänge von 1000 Symbolen und blinder Kanalschätzung angenommen.
Als Modulationsverfahren wurde hier exemplarisch 16-QAM gewählt, die Kur-




















Abbildung 5.4.: Mittlerer quadratischer Fehler der Schätzung der Rauschvarianz bei
16-QAM.
ven sind jedoch für andere Modulationsarten nahezu identisch. Man erkennt
in Abbildung 5.4, dass spätestens ab einem SNR von 0 dB die Rauschvarianz




In den vorherigen Abschnitten wurde immer von einer idealen Synchronisati-
on mit anschließendemMatched-Filter-Empfang ausgegangen. Diese Annahme
gilt jedoch nur in sehr speziellen Situationen, wenn in einem synchronisierten
System lediglich die Modulationsart geschätzt werden soll. Eine Änderung der
Modulationsart kann dort z. B. eine Reaktion auf einen zeitvarianten Funkka-
nal sein.
Üblicherweise sind zu Anfang einer Übertragung Sender und Empfänger je-
doch nicht synchronisiert. Es wird hier davon ausgegangen, dass ein Signal
innerhalb der Empfangsbandbreite vorhanden ist, dessen genaue Frequenz je-
doch unbekannt ist. Dies könnte z. B. durch einfache Energiedetektion ge-
prüft werden. Des Weiteren ist auch die Symbolrate unbekannt und muss
geschätzt werden, sodass hierauf folgend eine Synchronisation durchgeführt
werden kann.
5.4.1. Erweitertes Systemmodell
Zur Übertragung diskreter Symbole s[k] über einen physikalischen Kanal muss





s[kT ]g(t− kT ), (5.14)
wobei t die Zeit, T die Symboldauer und g(t) die Impulsantwort des Pulsform-
filters ist. Bei Verwendung linearer Modulationsarten, wie sie hier betrachtet
werden, kommen nahezu ausschließlich Root-Raised-Cosine-Filter mit folgen-










































) , t 6= 0, t 6= ± T4ρ
Der Roll-off-Faktor ρ bestimmt die Flankensteilheit im Frequenzbereich.
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Für das Bandpasssignal eines MIMO-Senders mit Nt Sendeantennen wird fol-
gende Schreibweise verwendet






















wobei davon ausgegangen wird, dass alle Sendezweige dieselbe Trägerfrequenz
fT nutzen. Das Bandpassempfangssignal wird mit der Frequenz fT +∆f her-
untergemischt, sodass das Basisbandsignal mit unbekanntem Frequenzoffset
∆f und nach Tiefpassfilterung durch
r(t) = Hs(t)ej2π∆ft +w(t) (5.16)
beschrieben ist.
5.4.2. Frequenzschätzung
Bei SISO-Systemen kann zur blinden Frequenzschätzung das r-te Moment
des Empfangssignals verwendet werden. Da die Frequenzschätzung vor der
Matched-Filterung und Abtastung geschieht, sind die Signale zyklostationär
und die zugehörenden Momente zeitabhängig. Die Fouriertransformierten die-
ser Momente haben Spektrallinien bei mT + fT , m ∈ Z (siehe Abschnitt 2.1.4).
Durch eine Maximumsuche lässt sich so die Trägerfrequenz fT bestimmen.
Die Symbolrate 1T kann aus dem Abstand zweier benachbarter Spektrallinien
abgelesen werden.
Dieser Ansatz kann für MIMO-Systeme erweitert werden, indem eine Fre-
quenzschätzung bei allen Empfangsantennen durchgeführt und nur die plausi-
belste Schätzung zur Weiterverarbeitung verwendet wird. Die Auswahl einer
Schätzung ist ausreichend, da alle Empfangsantennen dieselbe Frequenzrefe-
renz und somit dieselbe Trägerfrequenz haben.
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Frequenzschätzung durch zyklische Momente





s[k]g(t− kT ) + w(t) (5.17)
dargestellt werden, wobei ϕ eine unbekannte Phase ist. Das Moment der Ord-












s[k]g(t− kT ) + w(t)
)∗s}
. (5.18)
Unter der Annahme, dass die Sendesymbole unabhängig sind, und mit An-





r1! . . . rN !
E{(s[1]g(t− T ) + w(t))r1}




s1! . . . sN !
E{(s[1]g(t− T ) + w(t))s1}
· · ·E{(s[N ]g(t−NT ) + w(t))sN }. (5.19)
Wird der Rauschterm w(t) vorerst vernachlässigt und r und s so gewählt,
dass µ(r,s) {s[n]} ungleich null ist, so ist (5.19) eine T -periodische Funktion,
die mit einem Linienspektrum korrespondiert. Die einfachste Möglichkeit bil-
det die (zyklische) Autokorrelation mit r = 2 und s = 1. Hierbei ergibt sich
jedoch das Problem, dass der Term exp{j2π(r − 2s)∆ft}, der die Verschie-
bung des Linienspektrums um (r− 2s)∆f bewirkt für r = 2s, eins ist und der
Frequenzoffset daher nicht erkennbar ist. Zur Frequenzschätzung muss daher
r 6= 2s gelten. In Tabelle 4.1 sind Momente verschiedener Ordnung für unter-
schiedliche Modulationsarten aufgeführt. Alle Momente, die nicht null sind,
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können zur oben beschriebenen Frequenzschätzung genutzt werden. Gut ge-
eignet sind in der Regel höhere Momente mit r = 2, 4, 8 und s = 0, die im
Folgenden genutzt werden.
Da Kumulanten mithilfe von Gleichung (2.14) durch Momente beschrieben
werden können, lassen sich grundsätzlich auch zyklische Kumulanten zur Fre-
quenzschätzung heranziehen. Hierbei ist indes zu beachten, dass sich das Li-
nienspektrum der Kumulanten aus Überlagerungen verschiedener Mischterme
ergibt. Eine Berechnung der zyklischen Kumulante, besonders wenn die Sym-
boldauer T nicht bekannt ist, ist mit einem größerem numerischen Aufwand
verbunden und bietet keinen erkennbaren Vorteil.
Wie anfangs bereits erwähnt, kann die Schätzung der Trägerfrequenz durch
Fouriertransformation von µ(r,s)(t) mit anschließender Maximumsuche gesche-
hen. Die Symbolrate kann aus dem Abstand zweier benachbarter Spektralli-
nien abgelesen werden.
Dieser Ansatz kann auf ein MIMO-System, wie es in Formel (5.16) beschrie-
ben ist, erweitert werden, da davon ausgegangen werden kann, dass von allen
Sendeantennen mit gleicher Frequenz und Symbolrate gesendet wurde. Aus
der Linearität des Erwartungswertes folgt, dass der Funkkanal nur einen ska-
lierenden Einfluss auf das Moment hat. Die Momente der einzelnen Antennen
überlagern sich additiv, und folglich bilden sich an denselben Stellen Peaks aus.
Bei einer praktischen Implementierung ist es wichtig, dass die bei der Abtas-
tung des Signals gewählte Abtastfrequenz groß genug ist, da eine Frequenz-
verschiebung ∆f zu einer Verschiebung der zyklischen Momente (r − 2s)∆f
führt.
Die Frequenzsynchronisation wird separat für alleNr Empfangsantennen durch-













snt [nT ]g(t− nT )ej2π∆ft. (5.20)
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snt [nT ]g(t− nT )ej2π∆ft
)r}
. (5.21)
Die beiden Summen können in einer Summe zusammengefasst werden, indem
die folgenden Vektoren eingeführt werden
S = [s1[1], . . . , s1[N ], . . . , sNt [1], . . . , sNt [N ]]T (5.22)
H = [hnr,1, . . . , hnr,1
︸ ︷︷ ︸
N−mal
















folgt. Erneut unter Anwendung des Multinomialtheorems und aufgrund der
















Die Ordnung des Moments sollte nun so gewählt werden, dass µ(r,0) 6= 0
und µr̃,0 = 0 für r̃ < r gilt. Die zugehörigen Werte können aus Tabelle 4.1
entnommen werden. Wird r entsprechend gewählt, hängt das r-te Moment des
Empfangssignals nur von der r-ten Potenz des Sendefilters ab, welches mit dem
r-ten Moment der Sendesymbole und der r-ten Potenz der Kanalkoeffizienten
skaliert.
Abbildung 5.5 zeigt das vierte zyklische Moment des Pulsformfilters normiert
auf den Maximalwert für unterschiedliche zyklische Frequenzen und einen Roll-
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wobei F {·} die Fourier-Transformation beschreibt. Bei modulierten Signa-
len wird (5.27) noch mit den Momenten der entsprechenden Modulationsart
gewichtet. Man erkennt das Maximum bei α = 0 sowie weitere Peaks bei
Vielfachen der Symbolrate 1T .

















Abbildung 5.5.: Einfluss des Pulsformfilters auf das zyklische Moment vierter
Ordnung.
In Abbildung 5.6 sind die Werte des Hauptpeaks und der Nebenpeaks für
unterschiedliche Roll-off-Faktoren dargestellt. Die absoluten Werte der Peaks
werden mit sinkendem Roll-off-Faktor kleiner, was bei zusätzlichem Rauschen



























Abbildung 5.6.: Einfluss des Pulsformfilters mit unterschiedlichen Roll-Off-Faktoren
auf das zyklische Moment vierter Ordnung bei unterschiedlichen
zyklischen Frequenzen.
Wie oben bereits erwähnt, ist die Auswahl des zyklischen Moments nicht für
jedes Modulationsverfahren identisch. Abbildung 5.7 zeigt die zyklischen Mo-
mente der Ordnung (2,0), (4,0) und (8,0) für unterschiedliche Modulationsar-
ten an einer Empfangsantenne bei AWGN.
Betrachtet man zunächst die obere Zeile, in der die Momente für eine BPSK-
Modulation gezeigt sind, so erkennt man, dass sich alle Momente zur Bestim-
mung der Trägerfrequenz und der Symbolrate eignen, wobei zu beachten ist,
dass mit größer werdender Ordnung das Rauschlevel zunimmt und die eindeu-
tige Identifikation folglich schlechter wird. Betrachtet man nun zusätzlich die
Zeilen für QPSK- und 8-PSK-Modulation, so stellt man fest, dass sich die Mo-
mente mit einer Ordnung r ≥ M zur Bestimmung eignen, wobei idealerweise
r = M ist. Dies gilt nicht oder nur bedingt für 16-QAM. Bei dem zyklischen
Moment 8-ter Ordnung ist das Rauschen so stark, dass eine Detektion der
Trägerfrequenz deutlich erschwert ist, wohingegen es bei einem Moment vier-
ter Ordnung problemlos möglich ist. Allgemein gilt bei M -QAM, dass r = 4
sein sollte.
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Abbildung 5.7.: Zyklische Momente verschiedener Ordnung bei unterschiedlichen
Modulationsarten.
Für die Anwendung im Bereich der automatischen Modulationsartenerken-
nung ergibt sich nun das Problem, dass die Modulationsart, die das zu verwen-
dende r bestimmt, gesucht und damit unbekannt ist. Eine mögliche Methode
besteht darin, alle drei zyklischen Momente zu schätzen und jeweils das Ver-
hältnis von Maximalamplitude zum Mittelwert, zukünftig PAR (engl. Peak to
Average Ratio) genannt, zu bestimmen. Bei der weiteren Verarbeitung wird
dann die Frequenzschätzung verwendet, die das höchste PAR besitzt. Da in
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einem MIMO-Systeme mehrere Empfangssignale vorliegen, kann auch hierbei
mithilfe der PARs aller Empfangssignale der Nr Antennen die beste Frequenz-
schätzung ausgewählt werden.
Implementierungsaspekte
Die Genauigkeit der Frequenzschätzung hängt vor allem von der Länge der
diskreten Fourier-Transformation (DFT) bei der Berechnung der zyklischen
Momente ab. Im Folgenden werden kurz die Zusammenhänge zwischen Be-
obachtungsdauer, maximalem Schätzfehler des Frequenzoffsets und der DFT-
Länge erläutert.
Bei einer M -PSK-Modulation führt ein maximaler Phasenfehler von ϕmax =
± πM im rauschfreien Fall gerade noch zu keiner Fehlentscheidung. Um eine
gewisse Toleranz gegen Rauschen und andere Störeinflüsse zu haben, wird als
tolerierbarer Phasenfehler ϕtol = ± π2M angenommen. Der Frequenzoffset ∆f
wird auf Basis von N Symbolen geschätzt, der nach der Frequenzkorrektur
noch vorhandene Fehler ∆f̃ darf somit in einem Zeitraum von NT nicht zu
einer größeren Phasenänderung als ϕtol führen. Hieraus berechnet sich der







Nimmt man eine Beobachtungslänge von N = 1000 Symbolen und eine Sym-
bolrate von 50 kBaud (entspricht T = 20 µs) an, wie dies auch in den Messun-
gen in Kapitel 6 erfolgt, so ergibt sich bei einer QPSK-Modulation (M = 4)
ein maximal zulässiger Frequenzschätzfehler von 12,5 Hz.
Die zyklischen Momente werden auf Basis einer mit der Frequenz fA abgetas-





wobei NDFT die Anzahl an Abtastwerten ist. Geht man von obigem Beispiel
aus und einer Abtastfrequenz, die 10-mal höher ist als die Symbolrate, so
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ergibt sich eine Frequenzauflösung von nur 100 Hz. Um die geforderte Fre-
quenzgenauigkeit zu erhalten, muss die abgetastete Folge durch Anfügen von
Nullen verlängert werden (Zero-Padding). Wird auf diese Weise die Gesamt-
länge der Abtastwerte auf NDFT = 10
6 Samples verlängert, so ergibt sich eine
Frequenzauflösung von einem Hertz bei noch akzeptablem Rechenaufwand.
Die Schätzung der Trägerfrequenz hängt wesentlich vom SNR ab. Im Fol-
genden soll der Einfluss dieser beiden Parameter genauer untersucht werden.
hierzu wurde ein System mit zwei Sende- und vier Empfangsantennen, einer
Beobachtungslänge von 1000 Symbolen, einem Roll-off-Faktor von 1, einer 10-
fachen Überabtastung und einem Frequenzoffset von 0,05fA untersucht. Die
Ordnung des verwendeten Moments wurde mithilfe des PAR bestimmt. Abbil-
dung 5.8 zeigt den mittleren quadratischen Fehler der Frequenzschätzung für
unterschiedliche Modulationsverfahren. Bei BPSK kann ab einem SNR von -7
dB von einer gut funktionierenden Frequenzschätzung ausgegangen werden,
während die anderen betrachteten Modulationsarten ein SNR von etwa 1 dB
benötigen.























Der Frequenzoffset ist üblicherweise eine zeitabhängige Funktion, d. h., die
Frequenzen der Oszillatoren von Sender und Empfänger driften auseinander.
Das oben beschriebene Verfahren schätzt einen mittleren Frequenzoffset für
einen Block von Empfangsdaten. Da Daten üblicherweise in Bursts übertragen
werden, ist es wichtig sicherzustellen, dass die Frequenzschätzung für den ge-
samten Burst ausreichend gut ist. Dies kann z. B. dadurch ermöglicht werden,
dass der Empfangsblock in kleinere Teile zerlegt wird, für die jeweils getrennt
der Frequenzoffset geschätzt und so die zeitveränderliche Funktion ∆f(t) ap-
proximiert wird. Auf der anderen Seite dürfen die Verarbeitungsblöcke auch
nicht zu kurz sein, da sich hierdurch die Detektion des Peaks verschlechtert.
5.4.3. Symbolratenschätzung
Die Symbolrate kann auf ähnliche Art wie der Frequenzoffset geschätzt wer-
den. In Abbildung 5.5 erkennt man neben dem Hauptpeak deutlich die Ne-
benpeaks. Ist der Hauptpeak bei der Trägerfrequenz identifiziert, so kann die
Symbolrate durch Detektion des zweitgrößten Peaks ermittelt werden. Der
betragsmäßige Abstand zwischen erstem und zweitem Peak entspricht genau
der Symbolrate. Die Ausprägung der Peaks bei Vielfachen der Symbolrate
nimmt stark mit sinkendem Roll-off-Faktor ab (siehe hierzu auch Abbildung
5.6). Sollte der Roll-off-Faktor zu klein sein, sodass eine Symbolratenschätzung
auf die erörterte Weise nicht möglich ist, müssen andere Verfahren zum Ein-
satz kommen. Exemplarisch sei hier auf [MRLV08] und die darin genannten
Quellen verwiesen.
5.4.4. Zeit- und Taktsynchronisation
Die frequenzsynchronisierten Empfangsdaten können bei Kenntnis des Roll-
off-Faktors einer Matched-Filterung unterzogen werden. Um schließlich zu ei-
nem abgetasteten System zu gelangen, wie es mit Formel (2.34) modelliert
wird, muss eine Zeit- und Taktsynchronisation erfolgen. Die Schreibweise
r[n] = r(τ + nT ) (5.31)
beschreibt eine Abtastung des zeitkontinuierlichen Signals r(t) zu den Zeit-
punkten τ + nT , wobei τ einen Zeitoffset repräsentiert. Ist die Symboldauer
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T nicht bekannt, so wird sie durch eine Schätzung ersetzt (siehe Abschnitt
5.4.3).
Da die gesamte Klassifikationsstruktur auf Blöcken der LängeN arbeitet, kann
dies auch bei der Zeitsynchronisation geschehen. Ein einfacher Ansatz zur
Zeitsynchronisation besteht darin, die mittlere Energie des unterabgetasteten





|r (τ + nT )|2 . (5.32)
Sollte τ̂ nicht ganzzahlig sein, so muss hier eine Abtastratenanpassung stattfin-
den, auf die in dieser Arbeit nicht eingegangen wird. In solchen Fällen können
gegebenenfalls andere, aufwendigere Verfahren zur Zeitsynchronisation sinn-
voll sein. Hierzu sei auf [MD97] und die dort genannten Quellen verwiesen.
Abhängig von der Empfängerstruktur sind eventuell die einzelnen Empfän-
ger zwar frequenz- und zeit-, nicht jedoch taktsynchronisiert. Dies geschieht
z. B. bei der in Abschnitt 6.2 verwendeten Universal Software Radio Platform
(USRP), in welcher zwei autark arbeitende Empfänger gekoppelt werden. Die-
se Kopplung garantiert untereinander eine Frequenzsynchronisation. Es tritt
allerdings eine Verzögerung auf, die so groß sein kann, dass zwischen den unter-
schiedlichen Empfangszweigen Verzögerungen im Bereich von Vielfachen des
Symboltaktes auftreten können. Hinzu kommt, dass die Daten zwischen Funk-
hardware und Computer mittels Ethernet und UDP (engl. User Datagram
Protocol) ausgetauscht werden. Hierbei kann es zu unterschiedlichen Paket-
laufzeiten kommen woraus sich weitere Zeitverzögerungen ergeben. Der ent-
stehende Taktoffset kann einfach mithilfe der Kreuzkorrelationsfunktion der
Empfangsfolgen an beiden Empfängern mit anschließender Maximumsuche
bestimmt werden.
5.5. Zusammenfassung
In diesem Kapitel wurde die Klassifikationsstruktur aus Kapitel 4 um Vorver-
arbeitungsschritte erweitert, die den Klassifikator in realistischen Einsatzsze-
narien, in denen keine Vorkenntnisse existieren, anwendbar machen. Hierzu
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wurde eine blinde Kanalschätzung mit anschließender Phasenschätzung vor-
gestellt. Es konnte gezeigt werden, dass sich die Leistungsfähigkeit des Klassi-
fikators nur um ca. 2 dB verschlechtert und sich der Abstand zum recheninten-
siven HLRT auf nur noch 1 dB verringert. Weitere Simulationen zeigen, dass
der Klassifikator mit blinder Kanalschätzung ohne Leistungsverlust auch für
korrelierte Daten, wie sie z. B. bei Space-Time-Codes auftreten, einsetzbar ist.
Des Weiteren wurde ein Ansatz zur Schätzung der Rauschvarianz entwickelt.
Die drei beschriebenen Methoden kommen nach einer Matched-Filterung und
Abtastung zum Einsatz. Damit dies möglich ist, muss zuvor eine Frequenz-
schätzung durchgeführt werden. Hierfür wurde ein Verfahren vorgeschlagen,
das auf Momenten höherer Ordnung beruht. Mithilfe dieser Frequenzschätzung
kann unmittelbar auch die Symbolrate bestimmt werden. Es wurde gezeigt,
dass die Frequenzschätzung ebenso wie die Schätzung der Rauschvarianz ab
einem SNR von 0 dB zuverlässig funktioniert. Dies entspricht dem sinnvol-
len Arbeitsbereich automatischer Modulationsartenerkennung. Zum Schluss
wurde eine Taktsynchronisation und eine Zeitsynchronisation vorgestellt, die




Die in den vorhergehenden Kapiteln entwickelten Methoden zur Modulati-
onsartenklassifikation werden in den folgenden Experimenten auf ihre Praxi-
stauglichkeit untersucht. In Abschnitt 6.1 wird als Empfänger ein frequenzsyn-
chronisiertes Netzwerk von unabhängigen Sensoren, die über einen großen Be-
reich verteilt sind, verwendet. Dieses Netzwerk kann als ein verteilter MIMO-
Empfänger (engl. Distributed MIMO) betrachtet werden. Die einzelnen Sen-
soren basieren ebenso wie die verwendeten Sender auf einer SDR-Plattform,
also einer programmierbaren Funkhardware. Aufgrund der großen Distanzen
zwischen Sender und Empfänger wird senderseitig ein Leistungsverstärker be-
nötigt, so dass hier nur ein System mit einer Sendeantenne aufgebaut werden
kann. Es wird folglich ein Single-Input Multiple-Output (SIMO) System un-
tersucht.
Die hieraus gewonnenen Erkenntnisse, vor allem bezüglich der blinden Syn-
chronisation, werden in Abschnitt 6.2 auf MIMO-Systeme erweitert. Hierzu
wird unter Laborbedingungen ein System mit je zwei Sende- und Empfangs-
antennen aufgebaut und untersucht.
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6.1.1. Sensornetzwerk
Zum MIMO-Empfang wird ein Sensornetzwerk, das ursprünglich zur Ortung
von Funkteilnehmern entwickelt wurde [EEN+13], adaptiert. Hierbei sind meh-
rere autark arbeitende Sensoren in einem großen Gebiet verteilt.
Alle Sensoren bestehen, wie in Abbildung 6.1 dargestellt, aus einem PC, ei-

















Abbildung 6.1.: Sensor Netzwerk zum Empfang von MIMO Signalen.
Global Positioning System) Empfänger, der zur Synchronisation benötigt wird.
Die Messdaten werden von einer zentralen Einheit gemeinsam ausgewertet.
Der PC ist für die Anbindung des Sensors an ein Datennetzwerk per LAN oder
WLAN und für die Steuerung der USRP, das einen bestimmten Frequenzbe-
reich überwacht, zuständig. Das GPS-Modul dient als sehr genaue Zeitrefe-
renz; es ist einerseits für korrekte Zeitstempel der Empfangsdaten zuständig
und bietet andererseits ein Referenzsignal, auf dessen Basis die Frequenzgene-
ratoren des USRP arbeiten. Wird dieses Referenzsignal unmittelbar aus den
GPS-Empfangsdaten gewonnen, hat es eine Genauigkeit von 1 µs [Gar05], was
für eine Frequenzsynchronisation zu ungenau ist. Durch die Kombination mit
einem präzisen Lokaloszillator kann die Genauigkeit jedoch erheblich gestei-
gert werden [Tri07a]. Das in den Sensoren verbaute GPS-Modul erreicht nach
Herstellerangaben eine Standardabweichung des Zeitfehlers von 15 ns [Tri07b].
Die Kopplung der Frequenzreferenz an GPS-Signale stellt sicher, dass in allen
Sensoren die gleiche Absolutfrequenz vorliegt. Somit kann ein synchronisiertes
Sensornetz aufgebaut werden, ohne dass die einzelnen Sensoren direkt mitein-
ander verbunden sein müssen. Sollte die Anbindung an ein Datennetz fehlen,
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so können die Empfangsdaten in den Festplatten des PCs zwischengespeichert
werden.
Die USRP bestehen aus einer Hauptplatine, die für die Anbindung an den
Steuer-PC zuständig ist und eine Analog-Digital-Wandlung mit anschließender
Vorverarbeitung der Empfangsdaten vornimmt. Es können unterschiedliche
Empfangs- und Sendemodule auf die Hauptplatine gesteckt werden, die sich
hauptsächlich im Frequenzbereich unterscheiden. Auf der Hauptplatine wer-
den die Inphasen- und Quadraturkomponenten des heruntergemischten Signals
durch einen zweikanaligen 14-bit Analog-Digitalwandler mit einer Abtastrate
von 100 MSamples/s abgetastet und mit Hilfe eines auf einem FGPA im-
plementieren Dezimationsfilters gefiltert [Ett09]. Der Dezimationsfaktor, der
die Beobachtungsbandbreite bestimmt, ist zwischen 4 und 512 ganzzahlig frei
wählbar, so dass Beobachtungsbandbreiten von 25 MHz bis 195,3 kHz möglich
sind [LS111].
Als Empfangsmodul wurde ein WBX-Board verwendet, das im Bereich von
50 MHz bis 2,2 GHz arbeitet [Ett13a]. Da die angeschlossene Breitbandan-
tenne SD 3000 [Sir03] einen Arbeitsbereich von 300 MHz bis 3 GHz besitzt,
reduziert sich der mögliche Beobachtungsbereich auf 300 MHz bis 2,2 GHz.
Um eine bestmögliche Aussteuerung der AD-Wandler zu ermöglichen, kann
eine variable Verstärkung im Bereich von 0 dB bis 31,5 dB eingestellt werden
[Ett13b].
Im linken Foto in Abbildung 6.2 ist ein geöffneter Sensor gezeigt. Die einzelnen
Komponenten sind entsprechend beschriftet. Das rechte Foto zeigt den Sensor
in dem Einsatzgebiet zur Spektrumsbeobachtung auf Dächern des Universi-
tätscampus des KIT.
6.1.2. Sender
Der Sender wurde ebenfalls auf Basis eines USRP entwickelt. Hierzu wur-
de zusätzlich zu einem USRP N210 ein Leistungsverstärker verwendet, um
sicherzustellen, dass auch bei großen Distanzen ein genügend hohes Signal-zu-
Rauschverhältnis an den Empfängern erzielt wird. Die Steuerung des USRP
übernimmt ein tragbarer Computer, auf dem die gesamte Signalverarbeitung




















Abbildung 6.2.: Sensor mit geöffnetem Gehäuse (links) und installierter Sensor auf
einem Dach (rechts).
versorgung auf Basis von Blei-Gel Akkus aufgebaut. In Abbildung 6.3 ist der
gesamte Aufbau des Senders mit Steuerungs-PC, Leistungsverstärker inklusive
Sendeantenne und Stromversorgung zu sehen.
Die eigentliche Signalverarbeitung des Senders wird in Matlab/Simulink unter
Verwendung eines am Communications Engineering Lab (CEL) entwickelten
Interfaces [Sch13] entwickelt. Das zugehörende Blockschaltbild ist in Abbil-
dung 6.4 zu sehen. Zuerst wird eine zufällige Bitfolge mit einer Datenrate rBit






wobeiM die Modulationsordnung ist. Als Modulationsverfahren können BPSK
(M = 2), QPSK (M = 4), 8-PSK (M = 8) und 16-QAM (M = 16) verwendet
werden. Die modulierten Symbole werden mittels eines Root-Raised-Cosine-
Filters mit einstellbarem Roll-Off-Faktor ρ impulsgeformt und über das USRP
gesendet. Die Impulsformung führt gleichzeitig ein Upsampling um den Faktor
8 durch. Der Upsampling-Faktor kann grundsätzlich beliebig gewählt werden,
wobei 8 einen guten Kompromiss zwischen Interpolationsgenauigkeit und Re-
chenaufwand darstellt. Die vom impulsgeformten Signal belegte Bandbreite
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In den folgenden Experimenten werden der Roll-Off-Faktor und die Symbol-
rate konstant gehalten, so dass die Bandbreite des Signals ebenfalls konstant
ist. Um dies zu erreichen, muss die Bitrate in Abhängigkeit von M gewählt
werden, um rSym konstant zu halten. Die einstellbaren Parameter des Senders








Soll das Sensornetzwerk aus Abschnitt 6.1.1 zur Frequenzbeobachtung ein-
gesetzt werden, ist es sinnvoll, eine möglichst große Beobachtungsbandbreite
zu wählen. In diesem experimentellen Aufbau wurde das ISM-Band mit einer
Mittenfrequenz von 432 MHz und einer Beobachtungsbandbreite von 5 MHz
gewählt. Alle Messungen wurden auf dem Campus-Süd des Karlsruher Insti-
tut für Technologie (KIT) durchgeführt. Die insgesamt sechs Sensoren befinden
sich auf festen Positionen auf den Dächern verschiedener Gebäude, während
der Sender im Forum aufgebaut wurde. Die genauen Positionen sind in der
Abbildung 6.5 eingezeichnet. Die Ausbreitungsbedingungen sind grundsätzlich
als gut einzuschätzen, wobei nicht alle Sensoren Sichtverbindung zum Sender
hatten. Durch die teilweise hohe Bebauung ist mit Mehrwegeausbreitung zu
rechnen.
Der Sender wechselt ständig zwischen verschiedenen Modulationsarten und
Symbolraten. Für jede Modulationsart wird für jeweils 10 s mit einer Symbol-
rate von 62,5 kBaud, 31,25 kBaud und 15,625 kBaud gesendet. Während der
Umschaltzeitpunkte wird ein unmodulierter Träger gesendet. Die Umschalt-
zeit zwischen verschiedenen Symbolraten bei gleicher Modulationsart wurde
so kurz wie möglich gehalten. Sie ergibt sich hauptsächlich aus der Zeit, die
zum Beenden und Neustarten der Software mit geänderten Parametern benö-
tigt wird. Die Umschaltzeit bei Wechsel der Modulationsart ist bewusst länger
gewählt. Hier wird ebenfalls ein unmodulierter Träger gesendet.
Bitrate sinnvoll 10 . . . 100 kBaud
Modulationsart BPSK, QPSK, 8-PSK, 16-QAM
Roll-Off-Faktor ρ 0 . . . 1
Trägerfrequenz 300 MHz - 2,2 GHz
Verstärkungsfaktor 0 . . .31,5 dB
Tabelle 6.1.: Mögliche Parametrisierung des Senders.
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Abbildung 6.5.: Positionen von Sender und Sensoren (Verwendung der Campus-
Karte mit freundlicher Genehmigung des KIT).
6.1.4. Auswertung
Einen ersten Eindruck der an den einzelnen Sensoren gemessenen Empfangs-
daten vermittelt Abbildung 6.6. Sie zeigt für jeden Sensor ein auf die maximale
Leistungsdichte normiertes Spektrogramm Φ(f) im Basisband. Man erkennt
das zu klassifizierende Signal deutlich bei f ≈ 0 MHz sowie einige Störsignale.
An den Sensoren 1, 2, 5 und 6 sind, jeweils bezogen auf die Mittenfrequenz
von 432 Mhz, bei ca. -2 MHz, -1,5 MHz und auch bei 2,4 MHz schmalbandige
Signale mit teilweise großer Leistungsdichte zu erkennen, die aller Wahrschein-
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Abbildung 6.6.: Spektrogramme an den sechs Sensoren.
punkt der Messung in naher Umgebung befand. Sensor 3 zeigt eine Vielzahl
von Störsignalen, die nicht eindeutig zuzuordnen sind. An Sensor 4 wurden
nur sehr wenige Störungen beobachtet. Hier erkennt man deutlich, dass das
Rauschen nicht frequenzflach ist. Die gezeigten Spektrogramme sind über eine
Zeitdauer von 100 ms gemittelt. Es kamen unter anderem weitere Störer bei
verschiedenen Frequenzen hinzu, deren Leistungsdichte teilweise deutlich über
der des Sendesignals lag.
Der Abstand zwischen der maximalen Leistungsdichte der Empfangssignale
und dem Rauschlevel ist ca. 40 dB. Bei einer Signalbandbreite von 100 kHz
100
6.1. Single-Input Multiple-Output Messungen
und einer Beobachtungsbandbreite von 5 MHz ergibt sich, wie in Abbildung
6.7 gezeigt, ein geschätztes SNR von ca. 23 dB. Die Störer wurden hierbei
nicht mitberücksichtigt.
















Abbildung 6.7.: Exemplarische Schätzung des SNRs an Sensor 5.
Zur eigentlichen Auswertung wurden die Empfangsdaten in Blöcke zu je 100
ms aufgeteilt und unabhängig voneinander untersucht. Auf diese Weise kann
ein in Bursts sendender Teilnehmer nachgestellt werden. Wie in Abschnitt 5.4
erläutert, muss als Erstes die genaue Trägerfrequenz, gefolgt von der Symbol-
rate bestimmt werden. In Abbildung 6.8 erkennt man im oberen Bild die Fre-
quenzschätzung im zeitlichen Verlauf. Die grauen Balken markieren die Um-
schaltzeitpunkt des Senders zwischen verschiedenen Modulationsarten oder
Symbolraten. Man erkennt, dass die Frequenz zu den Sendezeitpunkten fast
immer sicher erkannt wird. Der Frequenzoffset zwischen dem Sender und den
Empfängern lag bei 297 Hz und war über den Beobachtungszeitraum von 400 s
nahezu konstant. Die untere Abbildung zeigt die geschätzte Symbolrate. Man
erkennt, dass in den Fällen, in denen die Frequenz sicher erkannt wurde, auch

























Abbildung 6.8.: Schätzung von Frequenzoffset und Symbolrate.
Nach der Schätzung von Frequenz und Symbolrate wird das Signal entspre-
chend heruntergemischt, gefiltert und abgetastet. Es liegen sodann sechs Emp-
fangssignale derselben Quelle vor. Es könnte nun wie in Kapitel 5 der JADE-
Algorithmus zur Kombination der Signale verwendet werden. Da im gezeigten
Messaufbau aber keine unterschiedlichen Quellen zu trennen sind, hat es sich
gezeigt, dass es besser ist, das Empfangssignal mit dem besten PAR zur Be-
stimmung der Modulationsart zu verwenden. Der JADE-Algorithmus kann
nicht zwischen Nutz- und Störsignal unterscheiden und interpretiert so Stö-
rungen, die gegebenenfalls bei mehreren Sensoren auftreten, fälschlicherweise
als Nutzsignal. Wohingegen mithilfe des PAR das Signal mit den geringsten
Störungen bereits vorselektiert wurde.
In Abbildung 6.9 sind die Beträge der geschätzten Werte der Kumulante κ(4,0)
dargestellt. Die Entscheidungsbereiche für die verschiedenen Modulationsar-
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ten sind farblich gekennzeichnet. Der Bereich eines unmodulierter Trägers ist
mit sin bezeichnet und gelb hinterlegt. Man erkennt deutlich, dass zu den Sen-
dezeitpunkten eine fehlerfreie Erkennung der Modulationsart nahezu immer
gegeben ist (PCC = 0,9975). An dieser Stelle sei nochmal darauf hingewie-
sen, dass die Kumulante κ(4,0) für Rauschen ebenso wie für 8-PSK null ist.
Daher wird Rauschen z. B. zu den Umschaltzeitpunkten der 8-PSK zugeord-
net. Sollte die Trägerfrequenz zum Umschaltzeitpunkt jedoch richtig geschätzt
worden sein, so führt dies nach der Synchronisation und Abtastung zu einem
festen Punkt im Signalraumdiagramm. Dies korrespondiert mit einer Kumu-
lante, deren Wert von der Beobachtungsdauer und Signalenergie abhängt und
in diesem Fall sehr groß wird.
Umschaltung






















Abbildung 6.9.: Schätzung der Kumulante κ(4,0).
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6.2. Multiple-Input Multiple-Output Messungen
Die Ergebnisse des vorherigen Abschnitts zeigen, dass in einem SIMO-System
alle nötigen Verarbeitungsschritte, wie sie in den Kapiteln 4 und 5 beschrieben
sind, gute Ergebnisse liefern. In diesem Abschnitt findet nun eine Erweiterung
von einem SIMO- auf ein vollständiges MIMO-System statt.
6.2.1. Sender und Empfänger
Als MIMO-Sender werden zwei Sender, wie sie in Abschnitt 6.1.2 beschrie-
ben wurden, durch ein MIMO-Kabel gekoppelt. Durch diese Kopplung kön-
nen zwei synchrone Sendezweige aufgebaut werden. Ein USRP fungiert hier-
bei als Frequenzreferenz, während das andere diese nutzt. Das MIMO-Kabel
führt aufgrund seiner Länge zu einem festen Phasenversatz, der in diesem Auf-
bau jedoch nicht relevant ist. Soll ein phasensynchroner Sender implementiert
werden, so ist diese Phasendrehung vorab zu bestimmen und zu korrigieren.
Abgesehen von der Frequenzkopplung arbeiten die beiden Sendezweige voll-
kommen unabhängig, d. h. im Besonderen, dass die erzeugten Sendesymbole
unabhängig sind. Es wird also ein Spatial-Multiplexing-Sender aufgebaut. Das










Abbildung 6.10.: Blockschaltbild des MIMO-Senders.
Die Kopplung mittels des MIMO-Kabels erlaubt nur die Verbindung von zwei
Geräten. Soll ein Sender mit mehr als zwei Sendezügen aufgebaut werden,
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müssen die einzelnen USRP mit Hilfe von GPS-Signalen, vergleichbar zu dem
Sensornetzwerk aus Abschnitt 6.1.1, synchronisiert werden.
Als Empfänger wurden ebenfalls zwei durch ein MIMO-Kabel gekoppelte US-
RP verwendet, wodurch auch hier eine Frequenzsynchronisität gewährleistet
werden kann. Neben der bereits erwähnten Phasendrehung wurde während
der Versuche ein starker Zeitoffset festgestellt. Dieser liegt, wie in Abschnitt
5.4.4 erwähnt, an der Datenübertragung zwischen USRP und PC, die mit-
tels Ethernet und UDP funktioniert. Dies wiederum kann zu unterschiedlichen
Verarbeitungs- und Paketlaufzeiten führen. Es muss daher zwingend eine Takt-
synchronisierung durchgeführt werden. Die gesamte Empfängerstruktur ist in
Abbildung 6.11 visualisiert.
6.2.2. Versuchsaufbau
Ein MIMO-System mit zwei Sende- und Empfangsantennen wurde im Funk-
labor des Communications Engineering Lab (CEL) aufgebaut. Der gesamte
Versuchsaufbau ist schematisch in Abbildung 6.12 zu sehen. Grundsätzlich
ist die Anordnung der Sender und Empfänger frei wählbar, es wurde jedoch
darauf geachtet, dass die Abstände zwischen den einzelnen Antennen groß ge-
nug sind, um möglichst unterschiedliche Ausbreitungspfade zu erhalten. Um
eine hinreichend große Dämpfung zu erhalten wurden Sender und Empfänger
in zwei übereinander liegenden Räumen aufgebaut, sodass diese durch eine
Geschossdecke voneinander getrennt sind. Die Anordnung ist für alle Messun-
gen konstant gehalten, um Vergleichbarkeit zu gewährleisten. Es muss jedoch
beachtet werden, dass die Eigenschaften sowohl des Senders als auch des Emp-
fängers von der Temperatur und damit von dem Zeitpunkt der Messung ab-
hängen. Der Ausbreitungskanal zwischen den Sende- und Empfangsantennen
kann als AWGN-Kanal angenommen werden.
Senderseitig wurde eine Symbolrate von 50 kBaud und ein Roll-Off-Faktor
von eins fest eingestellt. Es wurde zwischen den Modulationsverfahren BPSK,
QPSK, 8-PSK und 16-QAM gewechselt. Als Beobachtungsbandbreite betrach-
tet der Empfänger ein 1 MHz breites Frequenzband. Um unterschiedliche SNR
zu erzielen, wurde die Sendeverstärkung im Bereich von 0 bis 20 dB variiert.




























Abbildung 6.11.: Blockschaltbild des MIMO-Empfängers einschließlich zugehören-
der Signalverarbeitung.
6.2.3. Auswertung
In Abbildung 6.13 sind exemplarisch Spektren der Empfangssignale beider
Empfangsantennen für eine Verstärkung von 10 dB und 20 dB dargestellt.
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Man erkennt, dass eine zusätzliche Verstärkung von 10 dB zu einer Absenkung
des Rauschlevels um ebenfalls etwa 10 dB führt, was mit einer Vergrößerung
des SNRs um 10 dB korrespondiert. Des Weiteren erkennt man, dass die Emp-
fangsleistung an Antenne 2 größer ist, die beschriebenen Verhältnisse bleiben
jedoch erhalten.
































Abbildung 6.13.: Spektren der Empfangssignale beider Empfangsantennen für eine
Verstärkung von 10 dB und 20 dB.
Der Zusammenhang zwischen Sendeverstärkung und SNR gilt jedoch nicht
für sehr kleine Verstärkungsfaktoren. Um dies zu verdeutlichen, wird in Ab-
bildung 6.14 ein Ausschnitt des Spektrums gezeigt. Man erkennt, dass sich
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für kleine Verstärkungen ein Peak bei der Trägerfrequenz herausbildet. Dieser
Peak zeigt eine nicht genügend gedämpfte Rückkopplung der Trägerfrequenz
innerhalb des Sendezweiges der USRP. Dieses Phänomen wird ab einem Ver-
stärkungsfaktor von weniger als 10 dB sichtbar. Da hierdurch die Signale deut-
lich verzerrt werden, können nur bedingt Rückschlüsse auf das Verhalten beim
entsprechenden SNR gezogen werden.

























Abbildung 6.14.: Spektren des Empfangssignals an Antenne 2 bei verschiedenen
Verstärkungen.
Die Klassifikationsleistung kann mithilfe der in Abbildung 6.15 gezeigten Kon-
fusionsplots bestimmt werden. Betrachtet man zuerst die vier Abbildungen je-
weils an den Stellen, an denen die Verstärkung 0 dB beträgt, so erkennt man,
dass in allen Fällen unabhängig von der gesendeten Modulationsart 8-PSK
klassifiziert wurde. Dies liegt daran, dass bei dieser Verstärkung die Frequenz-
und Symbolratenschätzung nicht funktioniert. Hieraus folgt, dass auch alle
weiteren Verarbeitungsschritte fehlerhaft sind. In diesem Fall erscheint das Si-
gnal nach (nicht korrekter) Matched-Filterung und Abtastung wie Rauschen.
Da die vierte Kumulante von 8-PSK und von gaußschem Rauschen jeweils
null ist, wird in solchen Fällen immer 8-PSK klassifiziert. Dies erklärt auch
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Abbildung 6.15.: Konfusionsplot des merkmalbasierten Klassifikators bei Verwen-
dung des Merkmals κ(4,0).
die durchweg korrekte Erkennung von 8-PSK. Mit steigender Verstärkung be-
ginnt die Frequenz- und Symbolratenschätzung zu funktionieren, wodurch sich
auch die abgetasteten Werte deutlich von Rauschen unterscheiden. Für BPSK
genügt eine Verstärkung von 5 dB, während für 16-QAM eine Verstärkung
von 10 dB nötig ist, um die Modulationsart immer korrekt zu klassifizieren.
Betrachtet man die Grafik oben rechts (QPSK gesendet), so erkennt man ein
weiteres Phänomen: Die Frequenz- und Symbolratenschätzung funktioniert ab
einem SNR von 6 dB, es wird jedoch anfänglich nicht QPSK korrekt klassifi-
ziert, sondern 16-QAM. Dies liegt daran, dass hier Probleme bei der blinden
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Schätzung der Quellsymbole auftreten. Es bilden sich rechteckige Strukturen,
die aus der Überlagerung zweier QPSK Signalraumdiagramme entstehen. Die
Kumulante dieser Überlagerung ist näher an der von 16-QAM als an der von
QPSK, weshalb hier 16-QAM erkannt wurde. Ab einer Verstärkung von 10 dB
funktioniert auch diese Klassifikation fehlerfrei.
6.3. Zusammenfassung
In diesem Kapitel wurde der Klassifikator durch Messungen auf seine prakti-
sche Einsatzfähigkeit hin untersucht. Es konnte gezeigt werden, dass sowohl
der eigentliche Klassifikator, als auch die nötigen Vorverarbeitungsschritte in
realistischen Szenarien funktionieren. In einem ersten Versuch wurde ein Sys-
tem, das ursprünglich zur Ortung entwickelt wurde, zur Modulationsartenklas-
sifikation genutzt. Neben dem Nachweis der Funktionalität konnte hierdurch
auch gezeigt werden, dass die vorgeschlagenen Methoden so wenig Rechenleis-
tung benötigen, dass die gesamte Verarbeitung hinreichend schnell durchge-
führt werden kann. In diesen Messungen zeigte sich zusätzlich eine erstaunliche
Resistenz gegenüber schmalbandigen Störern. In einem weiteren Versuch wur-
de unter Laborbedingungen ein vollständiges MIMO-System mit zwei Sende-
und Empfangsantennen aufgebaut. Hierbei wurde eine Art Schwellwertver-
halten deutlich: Ab einem gewissen SNR funktioniert die Verarbeitungskette
komplett störungsfrei, wohingegen vorher ausschließlich Rauschen bzw. 8-PSK
klassifiziert wurde.
Beide Versuche zeigen, dass die vorgeschlagene Klassifikationsstruktur sowohl
in Bezug auf die Klassifikationsleistung als auch in Bezug auf den Rechenauf-
wand ein sehr gutes Verhalten zeigt. Sie ist daher für eine Implementierung in
zukünftigen Cognitive Radios geeignet zu sein.
110
7. Zusammenfassung und Fazit
Ein Cognitive Radio kennt seine gesamte spektrale Umgebung. Es weiß, auf
welchen Frequenzen und mit welchen Übertragungsverfahren andere Nutzer
agieren und wie mit diesen umgegangen werden soll. Hierbei kann einerseits
z. B. eine Minimierung der Interferenz des einzelnen Teilnehmers oder der Ge-
samtinterferenz des Systems im Vordergrund stehen. Es könnte jedoch auch
eine Kooperation mit den anderen Teilnehmern sinnvoll sein. Hierzu müssen
alle Kommunikationsparameter bekannt sein. Allgemein formuliert lernt ein
Cognitive Radio durch Beobachtung der Umgebung. Diese sehr vage Formu-
lierung muss, um ein solches Cognitive Radio wirklich entwickeln zu können,
spezifiziert und in Teilaufgaben zerlegt werden.
Eine wesentliche Teilaufgabe des Lernprozesses eines Cognitive Radios ist die
Klassifikation der Modulationsart. Für SISO-Systeme existiert hierbei eine
Vielzahl an Verfahren zur Modulationsartenklassifikation. Da jedoch nahezu
jeder moderne Funkstandard auch MIMO-Erweiterungen enthält, muss eine
zeitgemäße Modulationsartenklassifikation dies ebenfalls ermöglichen. Die aus
der Literatur bekannten Methoden, die in MIMO-Systemen eingesetzt werden
können, sind entweder sehr rechenaufwändig oder eine Art Heuristik, für die
keine Optimalität garantiert wird.
In dieser Arbeit wurde ein merkmalbasierter Klassifikator entwickelt, der die
optimale Leistungsfähigkeit bei Verwendung von Kumulanten als Merkma-
le hat. Die Klassifikationsleistung ist ca. 2 dB schlechter als die Likelihood-
basierte und rechenintensive ALRT-Lösung, wobei der vorgeschlagene Klassi-
fikator nur einen Bruchteil an Rechenoperationen benötigt. Durch diesen sehr
geringen Rechenaufwand wird ein solcher Ansatz in praktischen Systemen erst
anwendbar. Es wurden unterschiedliche Merkmale und Merkmalskombinatio-
nen untersucht, wobei eine Kombination aus zwei unterschiedlichen Kumu-
lanten vierter Ordnung die besten Resultate erzielte. Neben dem optimalen
Klassifikator wurde ein vereinfachter Klassifikator vorgeschlagen, dessen Klas-
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sifikationsleistung in Simulationen jedoch an das optimale Ergebnis heran-
reicht.
Die eigentliche Klassifikation beginnt nach einer Synchronisation mit anschlie-
ßender Matched-Filterung und Kanalentzerrung. In Szenarien, in denen auto-
matische Modulationsartenerkennung eingesetzt wird, müssen alle Verarbei-
tungsschritte blind, d. h. ohne bekannte Synchronisationsframes oder ähn-
liches durchgeführt werden. In dieser Arbeit wurden Verfahren zur blinden
Frequenz- und Symbolratenschätzung sowie zur Schätzung des Zeit- und Tak-
toffsets beschrieben, sodass eine blinde Synchronisation durchgeführt werden
kann. Danach werden der Kanal und die Phasen der geschätzten Sendesignale
ebenfalls blind geschätzt, um dann die eigentliche Klassifikation durchzufüh-
ren. Es wurde also ein vollständiger Klassifikationsempfänger entwickelt, der
in der Lage ist, unterschiedlichste MIMO-Systeme ohne Vorkenntnisse zu klas-
sifizieren. Hierbei sind die Sonderfälle der SISO- und SIMO-Systeme bereits
enthalten.
Jeder einzelne Verarbeitungsschritt beeinflusst die Klassifikationsleistung. Wird
beispielsweise die Symbolrate falsch geschätzt, so wird die Abtastung falsch
durchgeführt, wodurch anschließend die Kanalschätzung und die Klassifika-
tion fehlerhaft sein werden. Es lässt sich keine Priorität der Verarbeitungs-
schritte angeben, da ein Fehler unweigerlich zu weiteren Fehlern in der Ver-
arbeitungskette führen wird. Folglich muss immer das gesamte System be-
trachtet werden. Hierzu wurden zwei unterschiedliche Versuche durchgeführt:
Zum einen wurde ein Sensornetzwerk, das ursprünglich zur Ortung von unbe-
kannten Sendern bestimmt war, zur Klassifikation der Übertragungsparame-
ter eines Teilnehmers benutzt. Die einzelnen Sensoren wurden hierbei als eine
Art verteilter MIMO-Empfänger betrachtet. Bei diesem Versuch konnte neben
der sehr guten Klassifikationsleistung auch eine erhebliche Resistenz bezüglich
schmalbandiger Störer festgestellt werden. Teilweise war die Leistungsdichte
der Störer, die in dem verwendeten ISM-Band immer vorhanden sind, grö-
ßer als die des Nutzsignals. In einem zweiten Versuch wurde eine komplette
MIMO-Übertragung mit zwei Sende- und Empfangszweigen aufgebaut. Durch
Variation der Sendeleistung wurden unterschiedliche SNR-Werte nachgebildet.
Auch in diesem Aufbau funktionierte der gesamte vorgeschlagene Klassifika-
tionsempfänger gut.
Beide Experimente zeigen, dass sich sowohl alle nötigen Vorverarbeitungs-
schritte als auch die Klassifikation der Modulationsart im praktischen Experi-
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ment bewähren können. Sowohl die Klassifikationsleistung als auch die Fähig-
keit, die Trägerfrequenz, die Symbolrate und Zeit- und Taktoffsets zu schätzen,
ist gut. Der hierfür nötige Rechenaufwand beträgt nur einen Bruchteil dessen
von ALRT und ist so gering, dass eine Implementierung in zukünftigen Co-
gnitive Radios möglich erscheint.
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A. Kumulanten bis zur Ordnung Acht
Im Folgenden sind die Formeln zur Berechnung von Kumulanten κ(r,s) der
Ordnung r, s-mal konjugiert eines komplexen, stationären, mittelwertfreien






























































































B. Kovarianzmatizen des Kumulantenschätzers
B.1. Kovarianzmatrix Σ
(4,0)

































































































































































































































































































































































































































C. Klassifikationsperformance von 2-dimensionalen
Merkmalsvektoren























Abbildung C.1.: Klassifikationsraten der Merkmale κ(4,0), κ(6,1) sowie [κ(4,0),κ(6,1)].
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Abbildung C.2.: Klassifikationsraten der Merkmale κ(4,0), κ(6,3) sowie [κ(4,0),κ(6,3)].























Abbildung C.3.: Klassifikationsraten der Merkmale κ(4,2), κ(6,1) sowie [κ(4,2),κ(6,1)].
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Abbildung C.4.: Klassifikationsraten der Merkmale κ(4,2), κ(6,3) sowie [κ(4,2),κ(6,3)].























Abbildung C.5.: Klassifikationsraten der Merkmale κ(4,2), κ(8,0) sowie [κ(4,2),κ(8,0)].
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Abbildung C.6.: Klassifikationsraten der Merkmale κ(6,1), κ(6,3) sowie [κ(6,1),κ(6,3)].























Abbildung C.7.: Klassifikationsraten der Merkmale κ(6,1), κ(8,0) sowie [κ(6,1),κ(8,0)].
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Robert: Cyclostationarity-Based Robust Algorithms for QAM
Signal Identification. In: IEEE Communications Letters Bd. 16
(2012), Januar, Nr. 1, S. 12 –15. – ISSN 1089–7798
[EEN+13] El Gemayel, Noha; Elsner, Jens; Nagel, Stefan; Koslow-
ski, Sebastian ; Tanbourgi, Ralph: Abschlussbericht Signalver-
arbeitungsalgorithmen und Methoden zur Unterstützung des dy-
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