Abstract. We describe an algorithm computing the monodromy and the pole order filtration on the top Milnor fiber cohomology of hypersurfaces in P n whose pole order spectral sequence degenerates at the second page. In the case of hyperplane arrangements and free, locally quasi-homogeneous hypersurfaces, and assuming a key conjecture, this algorithm is much faster than for a hypersurface as above. Our conjecture is supported by the results due to L. Narvéz Macarro and M. Saito on the roots of Bernstein-Sato polynomials of such hypersurfaces, by all the examples computed so far, and by one partial result. For hyperplane arrangements coming from reflection groups, a surprising symmetry of their pole order spectra on top cohomology is displayed in our examples. We also improve our previous results in the case of plane curves.
Introduction
Let V : f = 0 be a reduced hypersurface in the complex projective space P n , defined by a homogeneous polynomial f ∈ S = C[x 0 , ..., x n ], of degree d. Consider the corresponding complement M = P n \ V , and the global Milnor fiber F defined by f (x 0 , ..., x n ) = 1 in C n+1 , with monodromy action h : F → F , h(x) = exp(2πi/d) · x. A special case of great interest is when f is a product of linear forms, and then V is a hyperplane arrangement A, and the corresponding complement is traditionally denoted by M(A). A lot of efforts were made, in the case of hyperplane arrangements most of the time, to determine the eigenvalues of the monodromy operators
with 1 ≤ m ≤ n, see for instance [1, 2, 3, 4, 8, 9, 10, 12, 21, 22, 32, 33, 36, 45, 47] . However, in most of these papers, either only the monodromy action on H 1 (F, C) is considered, or the results are just sufficient conditions for the vanishing of some eigenspaces H m (F, C) λ . These conditions are usually not necessary, see Example 5.7 below. For complexified real arrangements, an approach to compute the monodromy operators using the associated Salvetti complex is explained in [9, 10, 44, 45] . However, note that the Milnor fibers considered in [9, 10] are not the same as the Milnor fibers in our note, but they correspond to the discriminants of some reflection groups.
In this paper we explain an approach working for some hypersurfaces, namely in technical terms for hypersurfaces V : f = 0 whose pole order spectral sequence E * (f ) described below degenerates at the E 2 -term. For hyperplane arrangements and free locally quasi-homogeneous hypersurfaces, modulo a basic conjecture that is one of the main contribution of this paper, see Conjecture 3.8 below, this algorithm is quite efficient. This conjecture is suggested by the fact that, for these latter hypersurfaces, the roots of their Bernstein-Sato polynomials enjoy special properties, as proved by L. Narvéz Macarro [34] and M. Saito [40] . In fact our results are either conjectural, depending on whether the Conjecture 3.8 holds (as for instance in Examples 5.3, 5.4, 5.5 and 5.7, and for k a resonant value), or certain, but based on additional information coming from other viewpoints (as for instance in the previous examples, but for k non-resonant, see Remark 3.7 on this point, or in Examples 5.1, 5.2, 5.8, 5.9 and 5.10).
Our computation gives not only the dimensions of the eigenspaces H n (F, C) λ of the monodromy, but also the dimensions of the graded pieces Gr p P H n (F, C) λ , where P denotes the pole order filtration on the cohomology group H m (F, C), see section 2 below for the definition. The dimensions of the eigenspaces H m (F, C) λ for m < n can then be computed by decreasing induction on n, using a generic linear section and the formula (1.4) below.
In the case n = 2, this approach was already described in [27, 29] in the case of a reduced plane curve C : f = 0. However, even in this case, we bring here valuable new information, see Proposition 2.2 and Corollary 2.4. These two results have short and rather direct proofs, but their consequences for the practical computations are substantial, and hence we regard them as main results of our paper.
Assume now that n > 2 and let H ⊂ C n+1 be a generic hyperplane with respect to the hypersurface V , passing through the origin. Let V H = V ∩H be the corresponding hyperplane section of V in P(H) = P n−1 , and denote by F H the corresponding Milnor fiber in H = C n and by
the associated monodromy operators. Then it is known that the obvious inclusion ι H : F H → F induces isomorphisms H m (F, C) = H m (F H , C) for m = 1, 2, ..., n − 2, as well as a monomorphism (1.2) ι * H : H n−1 (F, C) → H n−1 (F H , C), see for instance [17] , which are compatible with the monodromy operators. Consider the Alexander polynomials of V , which are just the characteristic polynomials of the monodromy, namely (1.3) ∆ j (V )(t) = det(t · Id − h j |H j (F, C)),
for j = 0, 1, ..., n, denoted by ∆ j (A)(t) in the case V = A. It is clear that one has ∆ 0 (V )(t) = t − 1, and moreover
where χ(M) denotes the Euler characteristic of the complement M, see for instance [17, Proposition 4.1.21] . When V is a hyperplane arrangement A, the Euler characteristic χ(M(A)) is easily computable from the intersection lattice L(A), see [21, 35] . By induction, assume that we know how to compute the characteristic polynomials ∆ j (V H )(t) for j = 0, 1, ..., n − 1. It follows that
for j = 0, 1, ..., n−2, and hence, in view of the formula (1.4), it is enough to determine the top degree Alexander polynomial ∆ n (V )(t) and the Euler characteristic χ(M) = n + 1 − χ(V ). The computation of this Alexander polynomial ∆ n (V )(t) is the main aim of this paper. For the computation of the Euler characteristic χ(V ), see [31, Corollary 2] .
Here is in short how we proceed. Let Ω j denote the graded S-module of (polyno-
is just the Koszul complex in S of the partial derivatives f 0 , f 1 ...f n of the polynomial f with respect to x 0 , x 1 , ..., x n . The general theory says that there is a spectral sequence E * (f ), whose first term E 1 (f ) is computable from the cohomology of the Koszul complex K * f and whose limit E ∞ (f ) gives us the action of the monodromy operator on the graded pieces of the reduced cohomologyH * (F, C) of the Milnor fiber with respect to the pole order filtration P , see [16, 24, 42, 43] as well as [17, Chapter 6] . In this note we present an algorithms to compute the second page of the spectral sequence E * (f ). Several examples computed so far suggest the following. Conjecture 1.1. The spectral sequences E * (f ) degenerates at the E 2 -term for any hyperplane arrangement A : f = 0 and any free locally quasi-homogeneous hypersurface V : f = 0 in P n .
For the moment it is not clear how to prove this conjecture, not even how to check that it holds in a specific example. For a related property, extremely useful for performing our computations, see Definition 3.6, Remark 3.7 and Conjecture 3.8. This property holds in all the cases where we dispose of enough additional information to compute the monodromy operators, see Examples 5.1, 5.2, 5.8. It also holds for some irreducible non-free surfaces, see Examples 5.9 and 5.10. Theorem 3.9 gives some theoretical support for Conjecture 3.8, and is a final main result in our paper. Conjecture 1.1 can also be regarded as an extension of the following recent deep result due to M. Saito [42] . Theorem 1.2. If a hypersurface V : f = 0 in P n has only isolated singularities, then the spectral sequence E * (f ) degenerates at the E 2 -term if and only if these singularities are weighted homogeneous. In particular, Conjecture 1.1 holds for n = 2.
From a different point of view, Conjecture 1.1 can be regarded as a special case of a general conjecture for singular projective hypersurfaces going back to H. Terao [50] , and saying that E 2 (f ) = E ∞ (f ) always holds. This conjecture is known to fail in general, e.g. by Theorem 1.2 above or by looking at the surface V ′ : f ′ = 0 introduced at the end of Example 5.9, see also [16] . The remarkable fact pointed out in our paper is that Terao's Conjecture seems to hold in a stronger form for any hyperplane arrangement.
In the final section several examples of plane arrangements in P 3 , as well as examples of (free, locally quasi-homogeneous or general) surfaces in P 3 , are considered to illustrate the method. For reflection arrangements, the pole order spectrum Sp 0 P (f ) of the top cohomology group H 3 (F, C) has a surprising symmetry property, see Remark 5.6, which is not present in the case of other arrangements considered in Examples 5.1 and 5.7. There is no explanation for this symmetry for the moment, just a possible analogy to the formula (3.1) verified by the Bernstein-Sato polynomial of a free, locally quasi-homogeneous hypersurface.
The computations in this note were made using the computer algebra system Singular [14] . The corresponding codes are available on request.
We thank Morihiko Saito for very useful discussions related to the subject and the presentation of this note, see in particular Remark 2.3 and Remark 4.1.
Gauss-Manin complexes, Koszul complexes, and Milnor fiber cohomology
Let S be the polynomial ring C[x 0 , ..., x n ] with the usual grading and consider a reduced homogeneous polynomial f ∈ S of degree d. The graded Gauss-Manin complex C * f associated to f is defined by taking C 
, the truncation of a shifted version of the Koszul complex K * f . Moreover, this filtration P ′q yields a decreasing filtration P ′ on the cohomology groups H j (C * f ) and a spectral sequence
. On the other hand, the reduced cohomologyH j (F, C) of the Milnor fiber F : f (x 0 , ..., x n ) = 1 associated to f has a pole order decreasing filtration P , see [24, Section 3] , such that there is a natural identification for any integers q, j and k
where λ = exp(−2πik/d). Moreover, the E 1 -term of the spectral sequence (2.4) is completely determined by the morphisms of graded C-vector spaces
induced by the exterior differentiation of forms, i.e. d
With this notation, one has
Since the Milnor fiber F is a smooth affine variety, its cohomology groups H m (F, C) have a decreasing Hodge filtration F coming from the mixed Hodge structure constructed by Deligne, see [37] . The two filtrations P and F are related by the inclusion
for any integers s, m, see formula (4.4.8) in [24] . This inclusion and the equality
∞ (f ) k = 0 for any s < 0 or t < 0, in other words the limit page of the spectral sequence is contained in the first quadrant. Moreover, for k = d, one has in addition E 0,n
Example 2.1. If F is the Milnor fiber associated to a smooth hypersurface V in P n , then the inclusion (2.9) becomes an equality, see for instance [46] 
where µ(a) is the coefficient of t a in the polynomial
In particular, µ(a) = 0 if and only if 1 ≤ a ≤ (n + 1)(d − 2).
One has the following result, the second part of which answers positively a conjecture made in Remark 2.9 (i) in [29] . Proposition 2.2. Let V be a hypersurface in P n and H a generic hyperplane. Consider the linear inclusion ι H : F H → F defined in the Introduction. Then the induced morphisms ι *
are strictly compatible with the Hodge filtration F p and compatible with the pole order filtration P p . Moreover, one has the following.
(1) If V has only isolated singularities, then the Hodge filtration F p and the pole order filtration P p coincide on H n−1 (F, C). (2) For any hypersurface V , in particular for any hyperplane arrangement A, the Hodge filtration F p and the pole order filtration P p coincide on H 1 (F, C).
Proof. Since ι H : F H → F is a regular mapping, the strict compatibility of ι * H with the Hodge filtration F p is well known, see [15] . In particular, for m = n − 1 and V with isolated singularities, since ι * H is injective, this means that a cohomology class
The compatibility of ι * H with the pole order filtration P p means that
This property comes from the fact that ι * H induces a morphism ι *
between the corresponding Gauss-Manin complexes, where f H denotes the restriction of the polynomial f to the hyperplane H, thought of here as a hyperplane in C n+1 . This morphism preserves the P ′ * filtrations introduced in (2.2), i.e. one clearly has ι *
, for any integer q. To prove the claim (1), it is enough in view of the inclusion in (2.9) to prove the converse inclusion
The last equality is due to the fact that the hyperplane section V H being smooth, the Hodge filtration F p and the pole order filtration P p coincide on H n−1 (F H , C), as seen in Example 2.1. We conclude using (2.12). The claim (2) follows in a similar way, by taking a generic (n − 2)-codimensional linear section instead of the hyperplane H. (ii) We do not know whether the morphism ι *
is strictly compatible with the pole order filtration P p . Indeed, a morphism of filtered complexes, strictly compatible with the filtrations, does not induce in general a strictly compatible morphism when we pass to cohomology groups, see [25, Section 1.10] If this strict compatibility holds for ι *
, and if one knows the P -filtration on H * (F H , C), in order to determine it on H * (F, C), it is enough to determine the P -filtration on the top cohomology H n (F, C) and to identify the image of
It is known that the equality F s = P s does not hold on H 2 (F, C), even when F is the Milnor fiber of a line arrangement in P 2 , see for instance [29, Remark 2.9.
(ii)].
The following result is a major improvement of Theorem 1.2 in [27] .
Corollary 2.4. For any curve V : f = 0 in P 2 , in order to compute the corresponding Alexander polynomial ∆ 1 (V ), it is enough to compute the dimensions dim E 
It is well known, e.g. one can use the proof of Proposition 2.2 above, that H 1 (F, C) =1 is a pure Hodge structure of weight 1. For any λ = exp(−2πik/d) = 1, and with obvious notation, it follows that
where λ denotes the complex conjugate of λ. On the other hand, we have
where the last equality is obvious. These equalities yield our claim for λ = 1. The claim for λ = 1 follows from the fact that
is a pure Hodge structure of weight (1, 1).
Remark 2.5. Consider the j-th Hodge spectrum of the plane curve V : f = 0, defined by (2.14)
Sp
and λ = exp(−2πiα). When V is a line arrangement, then simple formulas for the difference [7] . It follows from Proposition 2.2 and the proof of Corollary 2.4, that once we know the dimensions dim E 1,0 2 (f ) k for any k = 1, 2, ..., d − 1, we can compute spectrum Sp 1 F (f ), and hence via [7] , the spectrum Sp 0 F (f ) as well. This gives us precise information on the Hodge structure on H 2 (F, C) in this case.
Hyperplane arrangements, free locally quasi-homogeneous divisors, and Bernstein-Sato polynomials
In this section with explain why the limit page of the spectral sequences discussed above enjoy a very useful property in the case of hyperplane arrangements. Let (D, 0) : g = 0 be a complex analytic hypersurface germ at the origin of C n+1 and denote by b g,0 (s) the corresponding (local) Bernstein-Sato polynomial. If the analytic germ g is given by a homogeneous polynomial, then one can define also the global Bernstein-Sato polynomial b g (s) of g, and one has an equality b g (s) = b g,0 (s), see for more details [38, 39, 41] . Let R g,0 be the set of roots of the polynomial b g,0 (−s). When g is a homogeneous polynomial, we use the simpler notation R g = R g,0 .
In this section we consider the case when g = f is the defining equation of a hypersurface V in P n and denote by D = CV the affine cone over V , defined in C Theorem 3.1. Let V : f = 0 be a hypersurface in P n , let α > 0 be a rational number and set λ = exp(−2πiα).
(
If the sets α + N and ∪ a∈D,a =0 R f,a are disjoints, then the converse of the assertion (1) holds.
As shown by Narvéz Macarro, the Bernstein-Sato polynomial b f of a free arrangement A : f = 0 satisfies the equality
see [34] . This equality implies that the zero set R f ⊂ (0, 2) is stable under the involution α → 2 − α, including the multiplicities of the roots. In fact, the equation (3.1) holds for a larger class of free hypersurfaces, namely those of linear Jacobian type, see [34] . As noted in [34, Corollary 4.3] , for any such free hypersurface one has R f ⊂ (0, 2). A locally quasi-homogeneous divisor V : f = 0 in P n is of linear Jacobian type, see [34, Theorem (1.6)], and an example of such a surface in given below, see Example 5.8. Indeed, it is easy to see that the hypersurface V and its affine cone D = CV (regarded as a germ at the origin), are locally quasi-homogeneous divisors in the same time. Moreover, it is clear that V (as a projective hypersurface, see [21, Section 8.1]) and its affine cone D = CV (regarded as a germ at the origin) are free in the same time.
Assume from now on in this section, except in Definition 3.6 and in the final subsection 3.10, that V : f = 0 is either a hyperplane arrangement in P n , or a free locally quasi-homogeneous divisor in P n . Let δ k,d be 1 if k = d and 0 otherwise, and λ = exp(−2πik/d).
Corollary 3.4. With the above assumption, one has
for any p ≤ n − 2 and Gr
In particular E
Proof. Assume Gr p P H n (F, C) η = 0 for some p and some η = exp(−2πiα) with p ≤ n + 1 − α < p + 1. Then Theorem 3.1 (1) implies that α ∈ R f and hence using Theorem 3.2 or Remark 3.3, we get 2 > α > n − p. If p ≤ n − 2, or if p = n − 1 and α is an integer, then we get a contradiction.
is strictly compatible with the pole order filtration P p , then one has in addition the following property:
, and
The vanishing of E 0,n ∞ (f ) d = 0, which is essential for this definition, follows from [6, Proposition 5.2]. As an example, a smooth hypersurface V : f = 0 in P n is (k, n)-top-computable for any k, but not (k, n − 1)-top-computable. For any hypersurface V : f = 0 and any t, one has dim E n−t,t 2
. In particular, the information on the P -filtration on H n (F, C) given by the second term E 2 is also complete in this case. For a hypersurface V : f = 0 not covered by Corollary 3.4, the simplest way to check the vanishings E n−t,t ∞ (f ) k = 0 for t > m − δ k,d is to use the vanishings in (2.10) and to check by a direct computation whether E n−t,t 2
. Using this approach, irreducible, non-free surfaces in P [30] . In this case we say that k is non-resonant with respect to the arrangement A. Hence, the answer given by the second page of the spectral sequence is correct as soon as we know that k is non-resonant and we have the equality
The new information given in such a case by the second page of the spectral sequence concerns the pole order filtration on H n (F, C) λ . On the other hand, the fact that this equality holds in all the computed cases gives strong support for Conjecture 3.8 below.
The following is the main conjecture put forth in our paper.
Proof. Let us denote as above by D the affine cone in X = C n+1 over V . 
or, equivalently ω = η/f with η ∈ Ω p and d f ∧ η divisible by f . It is clear that one has a natural identification
given by η/f → η, where the grading on the S-module Ω p (D) is the usual one, i.e.
Next the homogeneous component Ω n (D) 0 can be identified by the same map as above to the direct sum
and Syz
where ω
In particular the image of the differential d :
and all the other differentials
On the other hand, we clearly have dim
It remains to show that dim
. When (D, 0) is a free locally quasi-homogeneous divisor, this follows from [11] . When D is a hyperplane arrangement, one has to use [49, Proposition 6.1].
3.10. The arbitrary hypersurface case. The algorithm presented below can be applied for any hypersurface V : f = 0 in P n to compute the terms E n−q,q 2 (f ) k of the second page of the above spectral sequences. However, in the general case Q = qd+k takes values up to (n + 1)d and not only 2d − 1, which increases dramatically the computer time. Once the second page is computed, then it is a difficult question to decide whether
and hence whether we have obtained the correct results. In some cases, one can proceed as follows. Using (2.10), we see that
where λ = exp(−2πik/d), and equality holds if and only if one has the equality (3.3) for any q. Two examples of such a computation are given below in Examples 5.9 and 5.10.
The algorithm
Consider the graded S−submodule AR(f ) ⊂ S n+1 of all relations involving the derivatives of f , namely r = (r 0 , r 1 , ..., r n ) ∈ AR(f ) q if and only if (4.1) r 0 f 0 + r 1 f 1 + ... + r n f n = 0 and the polynomials r 0 , r 1 , ..., r n are in S q . Since S is a noetherian ring, the graded S-module AR(f ) admits a (minimal) system of generators r (j) of Jacobian syzygies, where j = 1, ..., g. Assume that
1 , ..., r 
Such a system of generators can be determined using the software SINGULAR [14] or CoCoA [13] , see Remark 4.2. To each syzygy r = (r 0 , r 1 , ..., r n ) ∈ AR(f ) q we can associate an n-differential form in Ω n q+n by the formula
Then equation (4.1) is equivalent to d f ∧ ω(r) = 0 and
where (r i ) i denotes the partial derivative of r i with respect to x i for i = 0, 1, ..., n. It follows that the dimension of E n−k,q 2 (f ) k , which is the cokernel of the differential
can be computed as follows. Consider the linear mapping
for Q = qd + k. This map can be described in a more compact way by using differential forms as follows. The formula (4.2) implies that the application φ Q is nothing else but the map
Let R Q be the rank of this linear mapping, which is computed using the software SINGULAR for instance. Then one clearly has
for any q = 0, ..., n.
In the case of a hyperplane arrangement A : f = 0, or of a free divisor V : f = 0 of linear Jacobian type, we can consider only the values q ≤ 1 if we assume Conjecture 3.8, while k ≤ d by definition. It follows that it is enough to take Q ≤ 2d in this case. In fact, for a hyperplane arrangement, it is known that
, which implies that in fact we need to consider only the values Q ≤ 2d − 1 in such a case.
Remark 4.1. In case one does not like to use the generating system of syzygies produced by a computer software, one can proceed in the following more direct way, already considered by us in [29] and by Morihiko Saito in [43] . Let V : f = 0 be a degree d hypersurface in P n , and for each Q = qd + k consider the linear map
Let κ 1 (Q) be the dimension of the kernel K 1 (Q) of this map. Clearly κ 1 (Q) = 0 for Q < d + n. Consider next the map
2 (Q) be the dimension of the kernel K 2 (Q) of this map. Note that one has
and hence the dimension of the vector space φ
The dimensions κ 1 (Q+d) and κ 2 (Q) can be computed using the software SINGULAR for instance. Then one clearly has the same formula as above, namely
This approach seems to increase the necessary computing time as well as the necessary computer memory substantially. We thank Morihiko Saito for telling us that the algorithm to compute the second page of the spectral sequence using the system of generators is better not only in the case of a free hypersurface, when we had already used it, but also in the general case.
Remark 4.2. (i)
The command syz(...) in the software SINGULAR does not always give a minimal set of generators for the graded S-module AR(f ). For the quartic surface discussed in Example 5.9, it lists 6 generators for the order rp, 7 generators for the order dp and 8 generators for the orders lp and Dp. Here rp = reverse lexicographical ordering, dp = degree reverse lexicographical ordering, lp = lexicographical ordering, and Dp = degree lexicographical ordering. Note also that in some of these listings, the generators are not given with the degrees in increasing order. To get the minimal set of generators one should use the command minbase(syz(...)).
(ii) To get information on the complexity of computations in the algorithm, it would be useful to have an upper bound in terms of the geometry of the hypersurface V : f = 0 on g, the minimal number of generators for the S-module AR(f ), and a lower bound on the minimal degree d 1 .
Note that for a smooth hypersurface we have the g = n(n+1)/2 linear independent Koszul generators of degree Remark 4.3. If V : f = 0 is a free hypersurface, then g = n as the S-module AR(f ) is free. One can verify that the basis given by SINGULAR is correct using Saito's criterion, i.e. the (n + 1)-square matrix having as the first row x 0 , ..., x n , and the j + 1-st row given by (r
n ) for j = 1, ..., n, should have as determinant a constant, non-zero multiple of f , see [35, 51, 53] . In particular, in this case
It is known that, in the case of a hyperplane arrangement A : f = 0, the exponents d j determine the Betti numbers of the complement M(A), see for instance [35] ,
(1 + d j t).
Examples
In this section we consider plane arrangements in P 3 , except in Examples 5.8, 5.9 and 5.10 where irreducible quartic surfaces in P 3 are considered, and we replace the coordinates x 0 , x 1 , x 2 , x 3 by x, y, z, w. To state the results, we consider the pole order spectrum defined by
and λ = exp(−2πiα). In view of Corollary 3.4 and assuming Conjecture 3.8, in the case of a plane arrangement the exponents α with possibly non-zero coefficients n P,f,α are of the form
where Q = qd + k as above, with q = 0, 1 and k = 1, ..., d. Note that one has the equality b n (F ) = α>0 n P,f,α .
Example 5.1 (A family of free arrangements). Consider the arrangement
This arrangement is free with exponents (1, p−1, q−1) and the monodromy operators
can be easily computed using [19, Theorem 1.4] or [48] . For all the pairs (p, q) we have tested, i.e. 2 ≤ p, q ≤ d = p + q ≤ 12, the algorithm described above gives the correct result. In other words, the corresponding 
However, this arrangement is not essential. Using the coordinate change
, we see that the essential version of this arrangement is given in C 4 , corresponding to u = 0, by the equation
Regarded as an arrangement in P 3 , this arrangement is known to be free with expo- 3, 4 ). Running the algorithm described above and using the fact that (3.4) is an equality in this case as implied by Settepanella's results in [45, Table 2 ], we get that A is (k, 1)-top-computable for any k ∈ [1, 10] . In particular, we have 
10 , which coincides of course with the formula given in [45, Table 2 ]. It is known that in this case ∆ 1 (A) = Φ 9 1 , see [32] or [45, Table 2 ]. Using the formula (1.4) and (4.10), we get χ(M(A)) = −6 and it follows that
. This coincides again with the formula given in [45, Table 2 ]. Any value k = 5, 10 is non-resonant with respect to the arrangement A 4 , so for such a k, we can get the above results without using Settepanella's results in [45, by the equation
Regarded as an arrangement in P 3 , this arrangement is known to be free with ex- (3, 3, 5) , see [35] . Running the algorithm described above and assuming Conjecture 3.8 true, we get A(3, 3, 4) ). The hyperplane arrangement A(3, 3, 4) is defined in C 4 by the equation
Example 5.4 (The complex reflection arrangement
Regarded as an arrangement in P 3 , this arrangement is known to be free with exponents (d 1 , d 2 , d 3 ) = (4, 6, 7), see [35] . Running the algorithm described above and assuming Conjecture 3.8 true, we get [32] . In fact, a generic plane section A H has 42 triple points and 27 nodes, and the result follows also from [8] . Using the formula (1.4) and (4.10), we get χ(M(A)) = −90 and it follows that
. Any value k = 3, 6, 9, 18 is non-resonant with respect to the arrangement A (3, 3, 4) . A(2, 1, 4) ). The hyperplane arrangement A(2, 1, 4) is defined in C 4 by the equation
Example 5.5 (The complex reflection arrangement
Regarded as an arrangement in P 3 , this arrangement is known to be free with exponents (d 1 , d 2 , d 3 ) = (3, 5, 7), see [35] . [32] . Using the formula (1.4) and (4.10), we get χ(M(A)) = −48 and it follows that
. Any value k = 6 is non-resonant with respect to the arrangement A(2, 1, 4).
Remark 5.6. Note that all the spectra coming from reflection groups in Examples 5.2, 5.3, 5.4, 5.5 above enjoy a perfect symmetry with respect the monomial containing t, i.e. the coefficients of t α and t 2−α coincide for all 0 < α < 1. This symmetry might be related to the symmetry of the Bernstein-Sato polynomial b f of a free arrangement A : f = 0 recalled in (3.1). However, note that for some free arrangements as in Example 5.1, the pole order spectra are not symmetric, but such arrangements seem to be quite exceptional. Indeed, most of the free arrangements we have tested so far enjoy the above spectrum symmetry property. . This formula for the spectrum clearly implies the following formula for the Alexander polynomial ∆ 3 (A):
. A generic plane section of A is a nodal line arrangement, and hence in this case ∆ 1 (A) = Φ 5 1 . It is easy to compute χ(M(A)) = −2, and hence using the formula (1.4), we get ∆ 2 (A) = Φ 10 1 . Note that the two points A = (0 : 0 : 0 : 1) and B = (1 : 0 : 0 : 0) both correspond to dense edges X with n X = 4, and any hyperplane in A contains at least one of these two points. It follows that the value k = 3 is resonant with respect to the arrangement A, i.e. the defining property of non-resonancy in Remark 3.7 is not satisfied, but still there is no contribution to H m (F, C) −1 for m < 3. This fact suggests that Yoshinaga's results in [52] for real line arrangements might have a higher dimensional analogue.
Example 5.8 (A free discriminant surface). Consider the surface in P 3 given by
Then V is just the discriminant of cubic binary forms in P(C[u, v] 3 ) = P 3 , i.e. the set of cubic forms in u, v with a multiple linear factor. It is known that V is a free surface with exponents d 1 = d 2 = d 3 = 1 and V is homeomorphic to P 1 × P 1 , see [28] . Using the homogeneity under the obvious Gℓ 2 (C)-action on P(C [u, v] 3 ), it is easy to see that V is locally quasi-homogeneous. Running the algorithm described above, we get the following for the terms occurring in the inequality (3.4) (5.14) E given by x = 0 and note that F 0 = F ∩ H is given by y 2 w(y + w) = 1 in C 3 , with coordinates y, z, w. It follows that F 0 is a smooth surface, homotopically equivalent to the affine curve F On the other hand, the projection on the x-coordinate induces a locally trivial fibration
and hence F \ F 0 is homotopy equivalent to C * . The Gysin sequence in homology, is a locally trivial fibration with contractible fibers and hence it is a homotopy equivalence. Moreover, it is easy to see that D ′ has five connected components, one homotopy equivalent to C minus 5 points, the other four homotopy equivalent to C * . It follows that b 1 (D ′ ) = 9. The corresponding Gysin sequence of the pair (F ′ , D ′ ) contains the sequence
which implies that b 3 (F ′ ) ∈ {8, 9}. Therefore we get b 3 (F ) ∈ {4, 5}.
Running the algorithm described above, we get the following non-zero terms among those occurring in the inequality (3. 
