We introduce a new computational technique for evolving interfaces, the flux-based level set method. A nonlinear degenerate advection-diffusion level set equation is discretized by a finite volume method using a complementary volume technique. In such a way, the discretization scheme represents a discrete mass balance formulation obtained from an integral form of the level set equation. It enables to solve the problem in an efficient and stable way, and it respects a discrete minimum-maximum principle for numerical solutions. Using a flux-based method of characteristics for the advective part and a semi-implicit treatment of the intrinsic diffusion, it removes the standard CFL restriction on time step and it decreases CPU times significantly. The method is presented for a 2D curvature driven model with constant driving force. Comparisons with known exact solutions and further numerical experiments, including topological changes of the interface, are presented.
Introduction
Moving interfaces (or free boundaries) arise in a broad range of applications. They represent boundaries between solid and liquid phase in the solidification of materials (see, e.g., [1, 21] ), boundaries between air and liquid or immiscible liquids in free surface multiphase flows (see, e.g., [25, 9] ), boundaries between burnt and unburnt regions in flame front propagation in combustion (see, e.g., [23] ), or free discontinuities representing edges in digital image segmentation (see, e.g., [3] ). For a comprehensive overview of models, methods and applications where free boundaries occur, we refer to recent books by Sethian, Sapiro and Osher and Fedkiw [23, 20, 17] .
An interface, represented by a closed curve in 2D or a hypersurface in 3D, can be advected by an external forcing term, given, e.g., by a velocity field of flowing liquid, by a temperature difference between phases, or by edge attracting forces, etc. Usually, a shape of the free boundary is also influenced by a principle of the minimization of surface energy related to surface tension effects. Thus, a local curvature of the interface and an anisotropy of the material (expressed in an orientation of the interface) play a role.
In a Lagrangian viewpoint (see, e.g., [13, 14, 15] ), the motion of any point x of the interface can be represented by a space-time dependent vector field, which can be written in the form
with N and T being the normal and tangent vector to the interface, respectively. Since the tangential component of the motion is related only to a reparametrization of the closed curve or hypersurface, the normal component of the velocity field influences the time image of interface evolution. Thus, the general law for the interface motion is given in the form of geometrical equation for the normal velocity V = ∂ t x · N of the interface, V = β(x, ν, k) ,
where x is a spatial position of the moving curve, ν is a tangent angle to the interface, k is the (mean) curvature and the function β is increasing in its third argument.
In this paper, we shall consider the simple situation
i.e., we assume a linear dependence on the curvature with constant γ and a constant driving force δ. An extension of our method to general case (2) will be the objective of our further study. For modelling of the interface motion in the form of (3), we use an Eulerian approach and the so-called level set formulation [16, 23, 17] . Although the Eulerian approach passes the problem to one dimension higher case, it is a natural tool for handling complicated dynamics like topological changes in the interface. The corresponding level set equation is given by
where u is a function of which the zero-level-set describes the evolving interface. In our approach, the level set equation (4) is rewritten to an integral form and discretized by a finite volume method using a complementary volume (co-volume) technique. In such a way, the discretization scheme represents a discrete form of mass balance formulation for the level set equation. In particular, we apply a semi-implicit co-volume discretization for the curvature part of level set equation [10] , and for the advective part we use the flux-based method of characteristics [6, 7] .
The flux-based method of characteristics for the advective level set equation can be viewed as an extension of L ∞ stable upwind schemes that allows time steps with the Courant number significantly larger than one. This can be obtained by a proper recursion in the mass redistribution among finite volumes. After solving the advective part of the motion, one can apply the semi-implicit time discretization to the curvature term, which is unconditionally stable in L ∞ and W 1,1 sense for arbitrary time step. This approach can be viewed as a two step operator splitting procedure and, at the end, it gives the discretization scheme of the flux-based level set method.
This method requires only a weak restriction on time step and it offers, opposite to some finite difference methods, a clear discrete mass balance formulation and a valid discrete minimum and maximum principle for obtained numerical solutions. Our approach is especially suitable for the motions where the advective part dominates the curvature part. For such cases, it is very desirable to remove the CFL time step restriction in the advective part, as the precision of the semi-implicit scheme for the intrinsic diffusion is still reasonable for larger time steps.
The paper is organized as follows. In Section §2, we present the finite volume method for the advective part of equation (4) . In Section §3, we discuss its extension by the flux-based method of characteristics. In Section §4, we present the semi-implicit co-volume scheme for the curvature driven level set equation. In Section §5, we introduce the flux-based level set method. Finally, in Section §6, we discuss several numerical experiments.
Finite volume method for advective level set equation
In this section, we restrict our treatment to the advective part of the level set equation (4) , that can be rewritten to the form
where the vector velocity field v = v(u) is defined on a whole computational domain (if |∇u| = 0) by
In [24] , Strain uses a semi-Lagrangian approach to solve (5) with time steps avoiding the standard CFL condition. His method is based on finite difference approximation and it applies backward tracking of nodes along characteristics. In our approach, we use a finite volume approximation that appears to be natural, robust and efficient for this type of problems.
We describe next the solution by finite volume method for a special case of the advection equation (5) with the velocity v = v(x) being a given vector function. In general, ∇ · v = 0. The differential equation (5) is considered for x ∈ Ω, where Ω ⊂ R d is a polygonal domain with d = 2 or d = 3, and t ∈ [t n , t n+1 ] ⊂ R. In (4), the velocity v depends on the solution u through the normal N , see (6), but we neglect any time dependance of v in the time interval (t n , t n+1 ). Such approximation is justified, for instance, if the function u represents (or well approximates) the so called signed distance function, see, e.g., [17] .
The initial conditions are defined by
On the boundary ∂Ω of Ω, we consider boundary conditions n(γ) · v(γ) = 0, γ ∈ ∂Ω, where n(γ) is the outward unit normal vector to ∂Ω. Next, we formulate an integral form of the differential advective level set equation (5) . First, we rewrite (5) to an equivalent divergent form,
Opposite to the non-divergence form of (5), this formulation can be viewed as a standard advective equation with a source given by ∇ · v. Further, we assume that a finite volume mesh of polygonal subsets Ω i ⊂ Ω, i = 1, . . . , I is available that covers Ω, i.e.,
Finally, integrating (8) over the finite volume Ω i and the time interval (t n , t n+1 ), one obtains
where n i = n i (γ) is the outward unit normal vector to ∂Ω i . Note that (10) expresses the integral form of local mass balance formulation for (8) . For a divergence free velocity, (i.e., ∇ · v = 0), the last integral in (10) vanishes, and, consequently, the integral formulation (10) represents the analytical form of local mass conservation property.
Before formulating a discrete form of (10), we introduce some notations. First,
where |Ω i | denotes the measure in R d of Ω i . The term u n i |Ω i | can represent the exact mass in Ω i at t = t n (one can think of u as a density, which is multiplied by a volume) that can be computed for n = 0 from the initial conditions (7) . Analogously, the term u n+1 i |Ω i | will represent the mass in Ω i at t = t n+1 and it has to be determined.
Further, one can split the boundary ∂Ω i to several segments Γ ij ,
where the set Λ i contains the indices of neighbouring cells Ω j of Ω i with Γ ij having a nonzero measure
In such a way, (10) can be written to the form,
Note that no numerical approximation has been applied so far in (13) .
To introduce the finite volume discretization of (13), we define first the integrated fluxes
and we distinguish between the outflow and inflow boundaries Γ ij of ∂Ω i by defining, respectively, the sets of indices Λ out i
and Λ in i ,
Of course, v ij = −v ji , and if i ∈ Λ out j then j ∈ Λ in i . Now, if one consider a piecewise constant form of u n (x), i.e.,
and applies standard upwind arguments for the approximation of advective flux, the following discretization scheme can be derived for (13),
where τ := t n+1 − t n . In (17) , the upstream values of u n (x) are used for the computations of advective fluxes u n i · v at Γ ij , i.e., the values u = u n i are taken for v ij > 0, and, consequently, u = u n j for v ij < 0. Moreover, for the source term in (10) , the function u is approximated by u n i and the standard Green formula is used for the integral of ∇ · v over Ω i .
After a simple algebraic manipulation, (17) takes the form
where v i denotes the total inflow flux, i.e.,
It is important to comment the differences in a possible interpretation of the standard form (17) and the new form (18) . The last term in (17) represents the source term that can be either positive (injection) or negative (sink). In (18) , the last term can be only negative, thus it represents the effective sink. The equation (18) describes that the mass at the new time level (the left hand side) is equal to the mass at the previous time level (the first term on the right hand side) plus the mass coming through the inflow boundary (the second term) minus the mass leaving due to the sink term v i (the last term). For a divergence free velocity field, the sink v i is equal to the total outflow flux. If one denotes the so called critical time step τ i for Ω i [6] ,
it is clear then that (18) is acceptable only for time steps τ that fulfill the CFL condition
Using (20), one can define the so called local grid Courant number
and (21) denotes the well-known condition that 
The inequalities (23) are the consequence of following two properties of the discretization scheme (18) . First, the coefficients of u (18), for more details see, e.g., [11, 8] .
The advantage of discretization scheme (18) is not only that it represents the discrete form of mass balance formulation, but, due to the Remark 2, it preserves another important property -it gives physically acceptable values of the numerical solution (e.g., with no unphysical oscillations).
On the other hand, if the piecewise constant form of u n+1 (x), analogous to (16) , is used for computations of the next time level, i.e., for t ∈ (t n+1 , t n+2 ), the numerical solution can be smeared by an interpolation error. To reduce such interpolation effect, high-resolution finite volume schemes [12] can be used instead of (18), where the piecewise constant form of u n+1 (x) is replaced (or reconstructed) by some higher-order interpolation scheme. A straightforward extension of (18) for the piecewise linear reconstruction was derived in [8] , and it can be applied also here, but we skip the description in this paper.
Finally, let us summarize the advantages of the finite volume discretization (18) . First, one has the clear form of the mass balance property and the straightforward definition (22) of the local grid Courant number. Moreover, the discretization scheme is well defined for general (unstructured) computational grids. The most important advantage is the possibility to extend the method (18) to arbitrary large time steps (at least in a theory) by preserving the mass balance formulation and the discrete minimum-maximum principle. Such extension is explained in the following Section.
Flux-based method of characteristics
Before presenting a general form of the flux-based method of characteristics (FB-MOC) for the advective level set equation (5), we try to introduce it in simple consequent steps. To do so, let us first write (18) 
First, let us suppose that τ = τ j = τ CF L , see also (20) and (21) . In such a case, (24) takes the form
Standard finite volume methods must stop here, because C j (τ ) = 1, and hence for a larger time step the density u n j can not be used in the full upwind discretization at the outflow boundary of ∂Ω j or for the sink term v j . In fact, as one can see from (25) , the density u n j must be replaced for t > t n + τ j by the density given in the parentheses in the right hand side (r.h.s.) of (25) , which is nothing else than the weighted average of neighbouring inflowing densities.
Consequently, for a "little larger" time step τ such that τ > τ j , but τ < τ k for k = 1, . . . , I and k = j, the j-th discrete equation can be written for the time interval (t n , t n + τ j ) and (t n + τ j , t n+1 ), and the sum of both equations is equal then to
However, after simple algebraic manipulations, one obtains that the equations (26) and (25) are identical. It is a simple consequence of the fact that for τ ≥ τ j the r.h.s. of the j-th discrete equation can be written as the mass contribution to Ω j through the inflow during time interval (t n+1 −τ j , t n+1 ). The equations that must be changed for our special choice of time step τ are those with indices i ∈ Λ out j . Particularly, using (25) , the equation (18) for some index i ∈ Λ out j can be written as follows,
These considerations can be continued to define a general form of the FB-MOC. To extend (27) for arbitrary large time step τ , one has to find all possible combinations of indices starting with all j 0 ∈ Λ in i , continuing backwards with j 1 ∈ Λ in j0 , until the last neighbours in these chains, say j l ∈ Λ in j l−1 , are found, such that the following two conditions are fulfilled,
The conditions (28) mean that the densities u n j0 until u n j l are entering the finite volume Ω i through the inflow boundary ∂
in Ω i during time interval (t n , t n+1 ), with the densities u n j l being the last ones (the most far-away ones). Note that several chains of indices can start with the index j 0 .
Further, for each particular chain of indices given by (28), one has to find k such that k ≤ l and
The condition (29), together with (28), means that the densities u n j0 until u n j k are not only entering the finite volume Ω i , but also leaving it through the sink v i during the time interval (t n , t n+1 ) with the densities u n k being the most far-away ones. The properties (28) -(29) can be used to define the "rest" values τ ij l and τ ij k ,
Particularly
Using all above definitions, one can introduce the general form of the FB-MOC,
If τ ≥ τ i , analogously to the description after (26), the equations (30) can be rewritten to the form where only the mass contribution from the inflow for the time interval (t n+1 − τ i , t n+1 ) is considered,
For the special case k = l, the both terms (
remain in (31), and they are equal in the sum to τ i u n j l . Moreover, if τ < τ i , the term (|Ω i | − τ v i )u n i must be added to the r.h.s. of (31), analogously to (30).
Note that one can straightforwardly extend the discrete minimum and maximum principle (23) for the numerical solutions of (31). This is due to the fact that the both properties of the discretization scheme, mentioned in Remark 2, are fulfilled also for (31). Particularly,
see also Figure 1 for an illustration. Of course, the inequalities, if defined for (31) analogously to (23), will include the densities that occur in (31) with nonzero coefficients only.
Finally, to simplify the presentation of (31), one can formally rewrite it to 
where the first sum in (32) must be, analogously to (31), realized for all indices l and k given by (28) and (29). The valueτ jm is then defined bŷ
Implementation of FB-MOC for advective level set equation
The description of the flux-based method of characteristics (30) can be viewed as a backward tracking form of this algorithm. This means that the characteristics (or, more precisely, the inflow boundaries) are tracked backward to find the densities (or the fractions of mass) that are added to the r.h.s. of (31) (or, equivalently, to the mass u n+1 i |Ω i |). The forward tracking variants of the methods of characteristics offer in general some advantages with respect to the backward tracking ones, especially concerning the treatment of boundary conditions or the control of mass balance errors [19] . Hence, we present a forward tracking (or redistributing) variant of (31) here.
To do so, for a chosen fixed index j one has to find all indices i such that the density u n j occurs (at least once) in the r.h.s. of (32). For such i there exists then a pair of indices l and k (at least one), given by (28) and (29), such that j = j m with k ≤ m ≤ l. Consequently, the term in the l.h.s. of the following trivial equality
occurs in (32). The order of indices in the l.h.s. of (34) corresponds to the notation of (32), and the r.h.s. of (34) will be used in the following algorithm.
Recall that τ = t n+1 − t n is a chosen time step without the CFL restriction (21). We denote by b i the r.h.s. of (32), and we set initially b i = 0 for i = 1, . . . , I. We try to keep analogous notations to (34) and (32) in the following description of the algorithm.
To determine the values b i , the following main program can be implemented:
The (recursive) procedure DistributeMass(j, t 0 ,τ , q) implements the consequent mass redistribution. This procedure may modify the value b j and it may call itself, if necessary. The time t 0 < t n+1 denotes an entering time of the mass contribution to Ω j . The parameterτ in DistributeMass corresponds toτ jm in (33). The value q should accumulate the product on the r.h.s. of (34). The implementation of the procedure DistributeMass can take the following form: Although the previous finite volume method for the advective level set equation (5) is applicable for arbitrary computational meshes of polygonal finite volumes Ω i , for the numerical discretization of the intrinsic diffusion part (the motion by curvature)
we apply the so called co-volume method [26, 10] (also called the vertex-centered finite volume method or the finite volume element method [2] ). More precisely, let T e ⊂ Ω, e = 1, . . . , E be a mesh of finite elements for Ω (with the properties analogous to (9)), and let x i , i = 1, . . . , I be the vertices of this grid. Further, let N i = N i (x) be the standard continuous finite element (FE) test functions that are polynomial for x ∈ T e and that fulfil N i (x j ) = δ ij . In such a way, the FE interpolationû(t n , x) of the values u n i can be defined,
Using (36), the gradient ∇û(t n , x) is well defined for x ∈ T e . An analogous definition to (36) is taken forû(t n+1 , x) and for x ∈ T e one can use
where the set Λ e contains all indices k such that x k ∈ T e . The dual (complementary) mesh of finite volumes that fulfils (9) can be constructed by defining Ω i around each vertex x i . There exists some freedom in the construction of such vertex-centered finite volumes, but the most common choice is the so called barycenter-based finite volumes. In 2D case, they are obtained by connecting the edge-midpoints of elements with the barycenters of elements, see, e.g., [5] for more details.
In general, the boundary ∂Ω i has the form
The indices e ∈ Λ ij denote all elements T e that contain the vertices x i and x j . To describe a finite volume discretization of (35), we apply the following notations for the gradient of u at x ij ∈ T e , ∇ e u n+1 ij
where x ij := 0.5(x i + x j ). Finally, we introduce
Now, one can integrate (35) over x ∈ Ω i and t ∈ (t n , t n+1 ), and using (40) to approximate ∇u(t, x), one can, firstly, obtain
Using (39) afterwards, one can derive the following discretization scheme
where n e ij denotes the outer unit normal to Γ e ij . The linear discrete system of equations (42) represents the linear semi-implicit finite volume discretization [10] of the motion by curvature (35). In general, zero gradients in solution can occur and therefore we regularize the scheme in the sense of Evans and Spruck [4] by replacing |s| ≈ ε + |s| 2 .
Flux-based level set method
The previous Section §4 described the co-volume discretization method for the intrinsic diffusion equation, i.e., the motion by curvature. This method exploits a finite volume mesh that is complemental (dual) to the standard finite element mesh. This gives two important advantages -firstly, the gradient of numerical solution is easy to compute from the nodal values, and, secondly, the co-volume discretization can be viewed as a finite volume method that contains the terms u n i |Ω i | representing the mass contained in Ω i at t = t n . If the flux-based method of characteristics for the advective level set equation, described in Section §3, is realized on the same finite volume mesh as the co-volume method for the motion by curvature, the both discretization methods are easy to combine for the advection-diffusion level set equation (4).
The flux-based level set method can be straightforwardly explained using the standard operator splitting procedure. In its simplest two-step variant, the first step consists of solving the advective part (5) of (4) for a given initial condition. The second step is realized afterwards by taking the result of the first step as the initial condition and solving the diffusive part (35) of (4) .
Comparing the l.h.s. of (18) and the r.h.s. of (42), these two steps can be directly combined to the discretization scheme of the flux-based level set method
where v n ij and v n i are equal to v ij in (14) and v i in (19) for the choice v(x) = −δ
|∇û n (x)| . The discretization scheme (43) corresponds to the flux-based level set method when the CFL restriction (21) is fulfilled, otherwise, the r.h.s. of (43) must be replaced with the r.h.s. of (32).
Discussion on numerical experiments
In this section, we present numerical computations by the flux-based level set method in the case of curve evolution equation (3) in the level set formulation (4).
Simple 1D example
First, we illustrate the behaviour of the flux based level set method on a simple 1D example (see [22] , Chapter 5). We let evolve a graph given by u 0 (x) = −1 + |x| (see Figures 2, 3 , the most lower curve) by the 1D level set equation u t = |u x | = lines. One can see that a numerical error can be observed only in the central finite volume and it is proportional to τ in the maximum norm. The first order Osher-Sethian level set method (see [22] , Chapter 5) has the same behaviour and order of the convergence (although it seems to behave slightly better for coarse grids), which is documented in the right picture of Figure 2 .
In spite of that, if we use the flux-based level set method (32) with the time step τ = 0.1, which gives the maximal Courant number equal to 2, the numerical solution corresponds exactly to the true solution that can be seen in the left picture of Figure 3 . Note that in this particular case the scheme (32) takes the form (25) and all local grid Courant numbers C i from (22) are integers.
In the right picture of Figure 3 , we present the results of the basic finite volume scheme (18) using 200 cells with the CFL restriction on τ . It illustrates a numerical convergence of this scheme (of course, the first order Osher-Sethian method behaves similarly, see [22] , Chapter 5).
Examples of shrinking circles
In next examples, we give a comparison with the simple known exact solutions of the curve evolution problem. Namely, in Figures 4-6 , we compare the exact shrinking circles with the corresponding zero level lines obtained by the numerical solution of the level set equation (4) .
In the case γ = 0, δ = −1, the exact radius of a shrinking circle is given by r(t) = r(0) − t, t ∈ [0, T ], T = r(0). In the case γ = 1, δ = 0, the exact radius of a shrinking circle is described by r(t) = r(0) 2 − 2t, t ∈ [0, T ], T = r(0) 2 /2. In the left picture of Figure 4 , we plot the initial (distance) function u(0, x), and, on the right, the numerical solution u(t, x) at t = 0.5 to illustrate the shape of the evolving level set function (a more detailed discussion of numerical results follows).
In 
Purely advective case
In Figure 5 the level lines are plotted at the time points t = 0, 0.2, 0.4, 0.6, 0.8 and they represent the computed purely advective evolution (γ = 0, δ = −1) of the unit circle using different time steps. One can see that, in fact, all curves coincidence with the exact solution. Nevertheless, only the first experiment respected the standard CFL condition and the results are presented in the left upper picture of Figure 5 . In this experiment, the time step τ = 0.005 was used and 200 discrete time steps had to be computed until the extinction of the curve. The CPU time for one time step was 1.81 second, so the overall CPU time was 362 seconds on 1GHz Linux PC. In subsequent pictures of Figure 5 , we present the results of computations by the flux-based level set method at the same time points t = 0, 0.2, 0.4, 0.6, 0.8 using bigger time steps with the CFL condition violated. No significant differences in the precision could be observed, while the CPU times decreased and the minimum-maximum principle remained valid.
Concretely, the results for τ = 0.01 are presented in the right upper picture of Figure 5 that were computed using 100 steps. A single time step took 1.98 second in an average, so the overall CPU time was 198 seconds. Further, in the left bottom picture of Figure 5 , we used τ = 0.02, and one step took 2.34 second, so the 50 complete steps gave the CPU time 117 seconds. Finally, in the right bottom picture of Figure 5 , we used τ = 0.04, one step took 5.20 second, and for 25 time steps the CPU time is 130 seconds. Clearly, too deep recursion in the algorithm of Section §3.1 can again increase the CPU time.
Purely curvature driven case
The level lines in Figure 6 represent the computed evolution of the unit circle in the curvature driven case γ = 1, δ = 0 at time moments t = 0, 0.1, 0.2, 0.3, 0.4 using time step τ = 0.0005. Again, the curves of the numerical and the exact solution coincide. 
Nontrivial 2D example
In the next nontrivial experiment, we evolve an initial curve in the form of a slightly rotated quatrefoil. In this experiment, γ = 0.0005, δ = −1, and, as we see later, some topological changes of the evolving curve will occur. In Figure 7 , the isoline and the 3D graph of the initial level set function (of which the zero level line gives the starting quatrefoil) are plotted. First, we have chosen the time step τ = 0.005 and compute 40 time steps until the extinction of the interphase. The subsequent level lines, corresponding to the evolving curve, are plotted in the left picture of Figure 8 . At the time t = 0.15, one can observe a splitting of the curve into 5 disconnected components which then extinct later independently. In the right picture of Figure 8 , we enlarge the time step to τ = 0.01, and use the basic finite volume algorithm (18) just to illustrate an oscillatory behaviour of the standard finite volume scheme if it violates the CFL condition (21) . The resulting curves are not smooth and can not be used to describe the evolving interphase.
On the other hand, the flux-based level set method gives precise results using even bigger time steps together with the significant decrease of the CPU times, see the Figure 9 and the text in caption.
Finally, Figures 10 and 11 illustrate a good behaviour of the basic finite volume scheme (18) when starting with a piecewise constant initial level set function. Of course, in such case we can not directly use time steps that violate the CFL condition, however, such an extension in the form of the flux-based level set method (to solve, for instance, Eikonal equation, see, e.g., [23, 17] ) is in preparation.
Conclusions
We introduced the new flux-based level set method for evolving interfaces. It is based on the finite volume discretization of the nonlinear degenerate advection-diffusion level set equation. It enables to solve the problem in a stable and efficient way. Using the recursive flux redistribution among control volumes and the semi-implicit treatment of intrinsic diffusion, we remove the standard CFL restriction on time step and improve significantly the CPU times. The method was presented on the simple 2D curvature driven model with constant driving force. An extension of the flux-based level set method to anisotropic evolution with nonconstant driving forces and the extension to 3D case is in preparation. 
