Male C57BL/6J mice were purchased from Charles River France (Lyon, France) and allowed to acclimate to our sleep study facility for 2-4 weeks prior to habituation to the experimental setting. Animals were kept in accordance to the Swiss Animal Protection Act, and all experimental procedures were approved by the local veterinary authorities.
tissue collection on Day 8 (T198), with SD occurring from T24 to T30. The study design is represented in Fig 1A: control mice were sacrificed at ZT0, ZT3, ZT6, ZT12 and ZT18 of the first day of experimentation (samples T0-T18), serving as a baseline day (Day 0). On Day 1, SD mice were sacrificed at the same time of day as on Day 0 (samples T24-T42, with T27 and T30 samples being taken after 3h and 6h SD, respectively), on Day 2 at ZT0, ZT6, ZT12, ZT18 (samples T48-66), as well as ZT0 and ZT6 on Day 3 (samples T72-78). Sampling at ZT3 on Day 0 and Day 1 served to provide an intermediary time point increasing the time resolution during SD. Finally, two groups of mice were allowed to recover for 7 days after SD, before being sacrificed at ZT0 and ZT6 (Day 8, samples T192-198) . We collected 3-4 replicates per time point and condition, and 8 replicates of ZT0 controls from two different animal batches, which were divided evenly between T0 and T24 in the analysis. T192 and T198 were collected to probe the persistence of the effects detected during Days 1-3. The clustering and model fitting analyses used time points T0-T78.
Tissue processing and sequencing library preparation
Frozen cortex of each individual was ground in liquid nitrogen and stored at -80°C until further use. Tissue from each mouse was distributed to the two protocols (RNAseq and ATACseq), such that both datasets originate from the exact same set of individuals, allowing us to use the paired information when correlating the two datasets (see below). The only exception was time point T66, where two out of three ATAC-seq replicates needed to be excluded from the analysis due to sequencing failure.
Total RNA was extracted using the miRNeasy kit (Qiagen; Hilden, Germany) following the manufacturer's instructions.
RNA-seq libraries were prepared using 1000 ng of total RNA and the Illumina TruSeq Stranded mRNA reagents (Illumina; San Diego, CA, USA) on a Sciclone liquid handling robot (PerkinElmer; Waltham, MA, USA) using a PerkinElmer-developed automated script.
Libraries were sequenced on the Illumina HiSeq 2500 sequencer, producing >36 million (median 55 million) mappable single-end 100 bp reads. ATAC-seq was performed with minor modifications from (5) . 100'000 nuclei were treated with 2.5 µl Tagment DNA enzyme (Nextera DNA Sample Preparation Kit, Illumina) in transposition buffer (10mM Tris Base, 5mM MgCl 2 , 10% DMSO, pH 7.6, adapted from (6)) at 37°C for 30 minutes, followed by cleanup on a Qiagen Minelute column. Fragments >1kb in size were removed using 0.6X, then 1X, volumes of AmpureXP beads (Beckman Coulter 
Sequencing data analysis
Transcript abundance was quantified by kallisto version 0.43.0 (7) using the GRCm38 reference transcriptome (mm10) and the parameters --single -l 100 -s 20 -b 100. The abundances were processed as follows using sleuth version 0.29.0 (8): transcript abundances were merged into gene counts in transcripts per million (TPM), after which we applied a detection cutoff of 5.5 on the mean gene counts across samples in the time series, yielding a set of 13'842 expressed genes which were used for further analysis. Batch effects were corrected by ComBat (R package sva_version 3.25.4 (9) . Batch-corrected transcript abundances and scaled abundances are given in Datasets S4 and S5. For genome browser visualization, sequence reads were aligned to the mouse genome (mm10) using kallisto version 0.44 with the same alignment parameters used for quantification and transformed into bam files using thegenomebam parameter with the Mus_musculus.GRCm38.93.gtf ensembl release 93 annotation file. Alignment files were finally converted to bigwig using deepTools (10) .
ATAC-seq reads were aligned to the mouse genome (mm10) using bowtie2 (11) in paired-end mode, with the parameters recommended for open chromatin (--very-sensitive --maxins 2000 --no-mixed --no-discordant). Duplicate sequences were removed using samtools rmdup (12) .
Differential gene expression
Differential expression at each time point was performed using the Wald test, implemented in sleuth version 0.29.0 (Pimentel et al. 2017) . Each time point during and after SD was compared to the corresponding baseline time, i.e. the same ZT time. We note that expression levels at T192 and T198 were not significantly different from baseline at T0, respectively T6 (FDR adjusted p-value > 0.05).
Clustering of mRNA profiles
To uncover temporal patterns of mRNA abundance, we performed k-means clustering on genes displaying statistically significant temporal expression, defined as follows: to identify genes displaying a statistically significant effect over time, we used a likelihood ratio test implemented by sleuth version 0.29.0 (8) , comparing a full model with a parameter for each time point plus a batch effect (i.e. t=[0, 3, 6, 12, 18, 24, 27, 30, 36, 42, 48, 54, 60, 66, 72, 78] plus a batch effect) versus a null model with no time effect (i.e. only a batch effect). We used an FDR-adjusted p-value cutoff of 0.001, which yielded 3461 statistically significant genes, which were used in the clustering analysis. This conservative cutoff was adopted to ensure the discovery of robust temporal patterns. For a range of number of clusters, k, we calculated the within cluster variation as the sum of the Euclidean distance between data points and their assigned cluster centroids and empirically chose k=10 as a balance between variance explained and generalizability of each cluster. The proportion of genes at each time point with a p-value < 0.05, as calculated from a likelihood ratio test between SD and Ctr, is represented by a grey shaded bar above each cluster.
mRNA time course analysis
We used a model selection approach to classify the temporal log mRNA The interpretation of this model is that mRNA abundances are driven by regulatory dynamics that follow Process S. Including a degradation rate of mRNA :ABC allows genes driven by the sleep-wake distribution but having long half-lives to still be fit by the sleep-wake model, since a delay in the response is then expected.
We solved the differential equation for using the Euler method with a time step of 0.1 hours. We will call the solution of this differential equation , ?TUUV where ?TUUV are the sleep parameters, W , , , > , ? , :ABC .
The model we try to fit is therefore: where D and C are defined as above.
For models that are nonlinear with respect to the parameters (models 2, 4-6), we fitted the model with the optim() function in R using the L-BFGS-B method. To constrain time constants in the S process such that resulting predictions are at steady state during baseline, we penalized the negative log likelihood by − VUBCTfgU9 = − + ;EW − ;Ejk j , where = 1000 is a penalization parameter, is the log-likelihood from the fit, and ;EW − ;Ejk is the predicted log gene expression difference at t=0 and t=24, respectively. This penalizes predictions that deviate from steady state in baseline. Linear models (models 1 and 3) were solved using the lm() function in R. The mRNA levels were fit in the log scale.
For each gene, we estimated the posterior probability of each model by first calculating the Bayesian Information Criterion (BIC) scores (13):
where L is the log likelihood. A better fit will improve (decrease) the BIC, while a more complex model will penalize (increase) the BIC. Intuitively, an optimal model will fit the data while not using an excessive number of parameters.
Specifically, the models are penalized by model complexity (i.e., number of parameters k) using the Bayesian Information Criterion (a lower BIC is preferred) as we implemented in (14):
Where:
is the maximum log-likelihood from fitting the model to the data n is the number of samples used in the fit, in our case 56.
The amount of penalization is therefore log (the lower BIC the better).
The BIC method is asymptotically consistent in selecting the true model (15) . This means that as the sample size increases, the probability of selecting the correct model, from any group of models, approaches 1. Therefore, the statistical method of using BIC is justified to select the appropriate model from a group of models, given the data.
We assume the model errors are independent and identically distributed following a Gaussian distribution with variance estimated from the fits:
Exponentiating the BIC scores yields Schwarz weights f :
We then assigned each gene to the model corresponding to the largest f . f assigns a probability to each model, and this probability measurement takes into account the number of parameters k in the model through the BIC score (i.e. complex models with large k are penalized by having a larger B, which would have smaller w). All genes were assigned to one model, 11141/13842 (80.5%) with a w>=0.6, and 12111/13842 (88%) with a difference >=0.2 to the second ranking w.
Harmonic regression in baseline
To detect genes with rhythmic expression in baseline, we used harmonic regression on the Day 0 time points, which were fit using a linear model: The parameters , , were fit using linear regression (lm() in R).
Effect size
To quantify when gene expression reverts to baseline, we compared the normalized effect-size of SD over the entire time course of dynamic models (S, C, S+C, C A and S+C A ) to that of the flat model F. Specifically, we first calculated the normalized effect size of sleep deprivation for all genes among all time points during SD and recovery (effect-size for the same ZT) using an absolute Cohen's D. The absolute value was used to compare effect size between models that contain both positive and negative effects. We computed a second effectsize comparing the mean effect-size within each model with the one observed in the flat model F. We used a one-tailed non-parametric wilcox-test for greater effect, and Bonferroni adjusted p-value.
ATAC-seq peak detection and quality control
ATAC-seq data files were processed before peak calling as follows. Alignment files were converted into bed files and tags were extracted using bedtools version 2.26.0. Each tag position was shifted +4 base pairs on the positive strand and -5 base pairs on the negative strand to center tags on transposase binding events as suggested by (16 between time points and conditions in order to build a common peak mapping reference covering all samples, encompassing a total of 215'045 peaks. Finally, peak coverage was quantified using HTSeq version 0.6.1 for each sample, using the common mapping reference.
We filtered low coverage peaks using a minimum mean threshold of 10 reads per peak and obtained 130'727 peaks.
We next performed two steps of quality control. First, we examined which genomic elements overlapped with our peaks and found that the proportion of ATAC peak basepairs mapping within introns and exons according to the Ensembl_GRCm38/mm10 all genes reference annotation (18) (62%) was higher than for the whole genome (44%), confirming that with ATAC-seq we are preferentially targeting active, i.e. accessible, parts of the genome.
Second, we probed whether genes within accessible regions were enriched in cortex/brain tissue. To this end, we used the Bgee database and topAnat (19) to look for significant enrichment, and found that the top 20 enriched tissues were all nervous system structures (Table S1 , FDR p-value < 10e-8). Finally, the proximity in the PCA of the two technical replicates at T24 attests the reproducibility of ATAC-seq over different batches of sequencing ( Fig. 6A ).
ATAC-seq clustering and differential accessibility analysis
To identify patterns of chromatin accessibility over time, we performed a clustering analysis using the same strategy as for gene expression. We identified 4824 sequences displaying a significant effect over time (LRT implemented in edgeR, FDR cutoff 0.001) and
performed a k-means clustering (k=10).
To identify peaks with differential accessibility, we first normalized count data using a TMM normalization, applied a 10 read count threshold, and used a likelihood ratio test implemented in edgeR. We compared chromatin accessibility of SD samples (T27-198) with the corresponding ZT during baseline (T0-18, see Fig 1A) . Thus, for differential accessibility at ZT3, we compared T27 with T3, at ZT6, T30 and T6, etc. p-values were adjusted using the
Benjamini & Hochberg (FDR) method (20) .
To answer the question whether DAS display a similar response under spontaneous and enforced wakefulness, we tested, for each of the 2098 DAS induced by SD, whether we could reject the null hypothesis of an identical fold-change induced by SD (T30 vs. T24) from the fold-change in baseline (T18 vs. T12), and found that only for 296 DAS (17%) the null hypothesis had to be rejected (uncorrected p-value < 0.05).
Genomic distribution of ATAC-seq peaks
The annotation of the detected ATAC-seq peaks was performed using PAVIS with the Ensembl_GRCm38/mm10 all genes reference annotation (18) .
Peak-to-gene expression association
To associate gene expression dynamics with chromatin accessibility dynamics, we used a Pearson correlation coefficient across the samples and confined the possible association tests to previously defined topological interaction domains (TADs), which were computed from cortex tissue (21) . The positions of TAD boundaries were originally detected using the mm9 reference genome, so we converted them to mm10 using CrossMap 0.2.6 (22) . For association statistics, we used a strategy similar to that implemented within FastQTL (23) . Specifically, the time series of each pair, consisting of a peak and a gene within the same TAD, were associated using the Pearson correlation coefficient. For each gene, only the top correlated peak was retained. To control for multiple associations within a TAD and adjust nominal p-values, we used 1000 permutations per gene and modeled the null distribution fitting a beta distribution. The parameters were estimated using a maximum likelihood approach (R/MASS::fitdistr). Finally, a genome-wide p-value adjustment was computed using a q-value procedure (R/qvalue). Of the 11'143 genes mapping within a TAD, 3294 were associated to an ATAC-seq peak within the same TAD using a 0.05 FDR cutoff.
Prediction of transcription factor (TF) binding site (TFBS) activity in promoters
We inferred TF activity, based on the presence of TF motifs within ATAC-seq positive regions and the abundance of the nearby transcript, assuming that an accessible region containing TF binding motifs will be bound by the corresponding TF and transcription will occur as a result. Specifically, we used position weight matrices (PWMs) of 179 mouse transcription factors (TFs) defined by SwissRegulon on mm9 (http://swissregulon.unibas.ch).
For each of the 179 PWMs, we scanned 500 bp windows within 15 kb upstream and 15kb downstream of transcription start sites using MotEvo (24) to obtain a site count matrix for each motif. We retained only regions containing ATAC-seq counts greater than 0.1 RPM (reads per million mapped reads). The site count matrix of each motif was scaled across genes so that ranges in site counts were comparable across motifs. We inferred TF activity using the TF binding site predictions and the temporal mRNA abundance, using a penalized regression model (MARA) as previously described (25, 26) and using an L 2 norm penalty for regularization (ridge regression). Prior to the regression, we mean-centered the input matrix of temporal mRNA abundances, standardized the columns of the site count matrix (each motif across genes), and excluded genes that were assigned to the flat model (F).
To test whether our observed SRF motif finding (observed z-score=3.35) could have arisen by chance, we performed a permutation test to calculate the p-value of obtaining an activity z-score for SRF of 3.35. To preserve the total motif sitecounts in the genome in our permutation analysis, we randomized the association between observed expression and the sitecounts. This is equivalent to randomly shuffling the rows of the sitecount matrix while leaving the expression count matrix unchanged. We performed 10'000 permutations and estimated the z-score of the activity of each motif in our background model by running the regression model for each permuted sitecount matrix. . We note that a majority of these genes are sleep-wake driven, and less represented among circadian, SD-resistant genes. (B) 2863 genes differentially expressed at T27 and/or T30 (i.e. the union of T27 vs. T3 and T30 vs. T6, this study, p-value = 1.2e-237). The majority of these genes are ruled by a sleep-wake component. (C) 75 sleep-wake driven genes from (21), p-value = 1.2e-14, showing that our classification correctly identified previously described sleep-wake driven genes. (D) 207 genes affected by SD at any time of day (Table S5 in (13)), p-value = 2.6e-21, corroborating the same finding. 
