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Resumen.- Sean, (V, a(u, v)), (H, (u, v)) espacios de Hilbert y la inmersión
V e H es densa y compacta. Consideramos el problema abstracto:
{ Bu" + M(lul~)Au ",; f
Donde B : H ~ H es un operador lineal, simétrico y positivo, (W, lulo),
es un espacio de Banach, la función no lineal M es de clase el y estricta-
mente positiva. En el trabajo demostramos la existencia local y la unicidad de
solución local del problema (*).
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Abstract.- Let, (V, a(u, v)), (H, (u, v)) Hilbert spaces and the immersion
V cHis dense and compacto We consider the abstract problem:
{ Bu" + M(lul~)Au = f
Where B : H ~ H is a linear simetric and positive operator, (W, lulo), is a
Banach space, the non linear M is el class and strictively positive. In this ar-
ticle we prove the existence and unicity of the local solution of the problem (*).
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2DESCOMPOSICIÓN ESPECTRAL
Sean, (V, a(u, v)), (H, (u, v)) espacios de Hilbert y la inmersión V e H es densa y
compacta.
Sea b : H x H -+ IR,una forma bilineal, simétrica (luego continua) y positiva. Esto es:
(1) b(u, v) = b(v, u), u, v E H
(2) b(u, u) > O, u =1= O
Entonces (H,b(u,v)) es un espacio pre Hilbert. Sea (Él,b(u,v)) su completación que
es un espacio de Hilbert. Observemos que b(u, v) = b( iu, iv), 'l/u, v E H, donde i :H -+ Él
es el operador de inmersión que es lineal, isométrico de rango denso.
Entonces V e H, con inmersión densa continua y compacta. Sea S el operador lineal,
auto adjunto, determinado por la terna {V, Él, a(u, v)}.
Se tiene que: S: D(S) e V -+ Él es biyectivo, con operador inverso s:' :Él -+ D(S)
compacto, D(S) es denso en V y en Él. Además se verifica la relación:
(3) b(Su, iv) = a(u, v), u E D(S), v E V.
Observación 1. El espacio Él es isomorfo al espacio dual H' de (H, b(u, v)) y que la
inmersión i :H -+ H', es identificada con i = B : H -+ H'.
Desde la teoría espectral para operadores autoadjuntos y compactos, existe una sucesión
ortonormal {Wk} de autovectores de s:', para los cuales la correspondiente sucesión de au-
tovalores {ILd converge a cero y los autovectores forman una base para Rg(S-l) = D(A).
Entonces tenemos que existe una base numerable (wkh?l de V y una sucesión creciente
de números positivos (Ak)k?l tales que:
(4) Ajb(Wj, v) = a(wj,v), 'l/v E V; j = 1,2, ...
(6) SWj = AjWj; j = 1,2, ...
Desde la teoría espectral para a E IR, podemos definir la potencia Su, con dominio
00
D(SU) = {u; L A;Ulb(u,wv)12 < oo}
v=l
300
s-« = L A~b(u, Wv)Wv, Vu E D(sa)
v=l
00
(u, v)a = L A~ab(u, wv)b(v, wv)
v=l
00
tul; = [sau[2 = L A~a[b(u, wv)[2
v=l
se tiene que (D(sa), (u, v)a) es un espacio de Hilbert y si a < (3 la inmersión de
D(Sf3) e D(sa) es compacta Va, (3 E IR
PROBLEMA LINEAL. Sea T > O. Consideremos el problema de hallar solución para
la ecuación:
{
Bu" (t) + M(t)Au(t) = Bf(t)
(7)
u(O) = Uo; ul (O) = U1
en VI
Trabajando formalmente, sea v E V. Entonces
b(u" (t), v) + M(t)a(u(t), v) = b(f(t), v)
Por (3)
b(iu", iv) + M(t)b(Su(t), iv) = b(if(t), iv)
/"o..
Entonces desde que V es denso en H, el sistema es equivalente con:
{
u" (t) + M(t)Su(t) = f(t) I
(8) en H
u(O) = Uo; ul (O) = U1
Consideremos la función W tal que:
(9) W E C1([0, T]), w(t) 2: m« > O Vs E [O,T]
Teorema 1. Sea a E IR YW que verifica las condiciones (1), (2).
Entonces existe una única solución u del problema (8) tal que:
4(17) u" + \lI(t)Su = j en L2(0, T; D(Sc<))
La solución satisface el siguiente estimado de energía:
donde
Co = IS(2c<+1)/2ulI2 + \lI(O) 1Sc<+luo 12 + Ijl~2(0,T;D(S(2a+l)/2))
Cl = min{l, mo}; C2 = max{l, MI}
D - ea. D - e2o - el' 1 - el
Demostración. Sea Vm = [Wl, W2,.·., wmJ e V. Luego Vm es un sub espacio de V de
dimensión finita m, e invariante bajo la acción del operador Sk.
Sea entonces:
m
(19) um(t) = L gim(t)Wi E Vm
i=l
Donde las funciones gim, son determinadas por la solución del siguiente sistema de
ecuaciones diferenciales ordinarias lineales:
Vj=1,2, ... ,m
Por la selección de la base especial, el sistema es equivalente con el sistema lineal de
ecuaciones diferenciales ordinarias:
m
g;'m(t) + M(t) L Akgkm(t) = b(f(t), Wj = jj(t))
k=l
gjm(O) = b(uo,Wj) = aj
g;m(O) = b(Ul, Wj) = bj
j = 1,2, ... ,m
El sistema de ecuaciones diferenciales lineales (**), admite una única solución en un
intervalo [O,tm), de donde seguimos la existencia de las soluciones aproximadas u.¿ para
5m ~ 1. Seguimamente debemos obtener estimado a priori para la sucesión {um} de modo
que podamos prolongarlas a un intervalo uniforme de existencia.
ESTIMADO A PRIORI 1. Por linealidad la igualdad en (20) se verifica para todo
v E Vm. Entonces haciendo v = S2a+2u~(t), obtenemos:
Luego:
Ahora integrando en esta desigualdad:
(22) Isa+l/2u~(t)12 + moISa+1um(t)12 :::;Isa+l/2u~(t)12 + M(t)lsa+lu~(t)12:::;
t t:::;J Isa+l/2 f(s)12ds + J Isa+l/2u~(t)12ds + Isa+1/2u~(0)12 + M(0)lsa+1um(0)12
o o
t
+ J1;h [lsa+lUm(s)12ds < IUll;+1/2 + Moluol;;+1 + Tlflioo(O,T;D(SQ+l/2» +
t t




(23) r¡(t) = Isa+I/2u~(t)12 + Isa+lUm(t)12 < Do + DI J r¡(s)ds
o
Aplicando el lema de Gronwall obtenemos:
Luego
(25) (um) es acotada en LOO(O, T; D(sa+I))
(26) (u~) es acotada en LOO(O, T; D(sa+l/2))
/
6ESTIMADO A PRIORI 2. Multiplicando en la ecuación aproximada por Wj y luego
sumando, obtenemos:
m m m
(27) ¿ (u:(t), Wj)Wj + ¿ (Sum(t), Wj)Wj = ¿ (f(t), Wj)Wj
j=l j=l j=l
Por la definición de la proyección, Pm : V ~ Vm:
(28) u:(t) = -M(t)Sum(t) + Pmf(t) = -M(t)Sum(t) + fm(t)
Luego:
Por lo cual
(30) (u:) es acotada en L2(0, T; D(sa)).
CONVERGENCIA DE LAS SOLUCIONES APROXIMADAS
Para tratar la convergencia de las soluciones aproximadas utilizamos el siguiente:
Lema 2. Sean X, Y, Z espacios de Banach tales que X e Y ~ Z, con inmersiones
continuas y la inmersión X e Y es compacta. Sea
W = {u E V(O,T;X); u' E Lq(O,T;Z)}
donde u' denota la derivada generalizada de u : [O,T] ~ X, sobre (O,T). Entonces
(31) Si p = 00, q > 1 entonces W ~ C([O, T]; Z) es compacta.
(32) Si 1 :::;p < 00, q = 1 entonces W ~ LP(O, T; Y) es compacta.
Demostración. (Ver J. Simon [15]).
Por los estimados 1, 2, tenemos que:
(34) (u~) es acotada en VXJ(O, T; D(sa+1/2))
7Luego, existe una subsucesión de (um) que continuamos denotando de la misma forma
tal que:
(37) u~ ~ u' débil en L2(O, Ti D(sa+l/2))
Por las inmersiones continuas y compactas: D(Ao+1) e D(A(2a+ll/2) e D(Aa), el
Lema 2, existe una adecuada subsucesión de (um) que continuamos denotando de la
misma forma, tal que:
(40) u~ ~ u' fuerte en CO([O, T]; D(sa))
De (37), (39) Y procediendo de forma estándar obtenemos que la función u es solución
del problema (3) y verifica:
(41) u" (t)w(t)Su(t) = f(t) en L2(O, Ti D(sa))
Para demostrar que la solución u verifica el estimado de energía (18), probaremos
primero que:
(42) um(t) ~ u(t) débil en D(sa+l) Vt E [O,T]
(43) u~(t) ~ u'(t) débil en D(S(2a+ll/2) Vt E [O,T]
(44) u':n(t) ~ u" (t) débil en D(sa) Vt E [O,T]
Sea v E Vk; m ~ k. Tenemos
(45) (sa+lum(t), SO+lV) = (sa+1/2um(t), sa+3/2v) ~
~ (sa+l/2u(t), sa+3/2v) = (sa+lu(t), sa+1v)
observación: Por (40)
Análogamente:
8(47) (sa+l/2u~(t), sa+l/2v) = (sau~(t), sa+lv) ~
~ (sau' (t), sa+l/2v) = (sa+l/2u' (t), sa+l/2v)
Asimismo
(48) (sau':n(t), SCXVk) = -M(t)(scx+lum(t), SCXVk) + (SCXfm(t), SCXVk) =
= -M(t) (SCX+IUm(t) , saVk) + (fm(t), S2aVk)
= -M(t)(sa+lum(t), sCXvd+(f(t), S2aVk) ~ -J\I!(t)(sa+lu(t), saVk)+(SCX f(t), SCXVk)
= (SCXu", SCXVk)
Luego por el Estimado 1 y (44), (45), obtenemos que:
UNICIDAD. Sean u, z dos soluciones de (41) y Y = u - z. Entonces
(53) y(O) = O; y' (O) = °
y satisface la ecuación:
(54) y" + w(t)Ay = ° en L2(0, T; D(sa))
Componiendo con w = 2y' (t) E D(SCX) en esta ecuación, obtenemos
integrando de ° a t y teniendo en cuenta que y(O) = y' (O) = °
t
(56) 17(t) = ¡say' (t)¡2 + mo¡S(2a+l)/2y(tW ~ C J 17(s)ds
o
por el lema de Gronwall y desde que y E CO([O, T]; D(sa+l/2)), y' E CO([O, T]; D(sa))
(57) SCXy' (t) = scx+l/2y(t) = 0, W E [O, T].
9Luego u = z.
PROBLEMA NO-LINEAL En esta parte demostraremos la existencia de solución
local del problema:
(58) u" + M(lu(t)16)Su = t, en L2(0, To; D(SCi))
(59) u(O) = uo; u' (O) = Ul
donde:
(60) (Wo, lulo) es un espacio de Banach real, reflexivo, tal que su correspondiente espacio
dual Wü es estrictamente convexo y verifiva la condición:
Entonces de (60) y de la teoría de los operadores máximo monótonos, obtenemos las
siguientes propiedades del operador de dualidad.
Teorema 2. Si W es un espacio de Banach, real reflexivo tal que su espacio dual W*,
es estrictamente convexo. Entonces la aplicación de dualidad J : W -t W* es simple
valuada, demicontinua, máximo monótona, acotada, coercitiva y
La función u -t lul~ es G-diferenciable sobre W y si w(u) = lul~, entonces
w'(u) = 2Ju, Vu E W
HIPÓTESIS SOBRE LA FUNCIÓN M
H-l M E C1(lR, lR+)
H-2 M(s) > m«, Vs E lR; Y
H-3 M, M', son crecientes.
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DEFINICIÓN DE CONSTANTES. En esta parte definimos diversas constantes que
aparecen en esta parte del trabajo.
Constantes de inmersión:
Consideremos los siguientes espacios de Banach:
W = {v E LOO(O,T;D(SO:+l)); v' E LOO(0,T;D(SO:+1/2))}
Z = {v E LOO(O, T; D(So:+3/2)); v' E LOO(O, T; D(So:+l)); v" E L2(0, T; D(So:+1/2))}
Entonces Z e W con inmersión continua y compacta. En efecto, sea (vm) una sucesión
acotada en Z, entonces
(vm) es acotada en LOO(O, T; D(So:+3/2))
(v~) es acotada en LOO(O,T;D(So:+l))
(v~~Jes acotada en L2(0, T; D(SO:+1/2))
Desde el Teorema de Simón, podemos obtener una subsucesión (Vk) e (vm) y una
función v, tal que:
Luego Vk -----+ v, en W.
Teorema 2. Sean v E W,
Entonces, existe una única solución u E Z del problema:
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(67) u" + M(lv(t)I~)Su = f en L2(0, T; D(sa+l/2))
(68) u(O) = uo; u' (O) = Ul
Demostración: Procediendo como en la demostración del Teorema 1, haciendo
w(t) = M(lv(t) Iw), reemplazando a por a + 1/2 en el Lema 1, se obtiene que para todo
v E W, existe una única función u, tal que:
(69) u E LOO(O,To; D(sa+3/2))
(70) u' E LOO(O,To; D(sa+l))
(72) u" + w(t)Su = J en L2(0, T; D(sa+1/2))
(73) u(O) = uo, u' (O) = Ul
y además satiface el estimado de energía:
Luego u E Z.
Consideremos
BK = {v E W; Ivl~ = Isa+I/2v'(t)12 + Isa+1v(t)12:::; K2}
La bola en W con centro en Oy radio K.
Entonces por la hipótesis (H-3) y (74), se tiene que para v E BK:
(75) Iv(t)lo:::; doK, Iv' (t)lo :::;dlK
(76) M(lv(t)16) :::;M(d~K2) = Mo
(77) M'(lv(t)16)lv(t)lolv'(t)lo:::; dodl; M'(d6K2)K2 = MI = MI(K)
Supongamos que los datos iniciales son suficientemente pequeños tales que
12
Teorema 3. Sean uo, ul, t, datos iniciales que satisfacen las condiciones del Teorema 2
y la condición (78). Entonces existe una única solución u E B del problema (58), (59).
Demostración. Definimos la función G : BK e W -+ B¿ e Z tal que para v E B,
Gv = u E Z, es la única solución del problema:
(79) u" + M(lv(t)I~)Su = f en LOO(O, T; D(SCt+l/2))
(80) u(O) = Uo; u' (O) = U1
Donde:
Entonces para u E B¿ e Z, se tiene que:
ISCt+l/2U' (t) 12 + ISCt+lu(t) 12 ::; biISCt+1U' (t)12 + b~ISCt+3/2u(t)12
< max{bi, b~}(ISCt+1U' (t)12 + ISCt+3/2u(t) 12)
< max{b2 b2}D eD1T < K2- l : 2 a -
Luego Ba e BK. Sea i :Z -+ W, la función de inmersión de Z en W, que es lineal,
continua y compacta. Desde que Bo es un conjunto acotado en Z, i(Bo), es un conjunto
compacto en W. Además i(Bo) e BK e W. Entonces iG : B e W -+ i(Bo) e BK e W,
aplica la bola cerrada de W en un conjunto compacto de W y iG(8B) e BK.
Ahora demostraremos que la aplicación es continua.
Sean (vm) e W, v E W, tales que Vm -+ v, en W. Entonces:
Sean (um) e Z, u E Z, las correspondientes soluciones de los problemas:
(85) u" + M(lv(t)16)Au = f en L2(O, T; D(SCt+l/2))
(86) u(O) = Uo; u' (O) = U1
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Consideremos la sucesión (zm) = (um - u) e Z. Entonces desde (83), (84), tenemos
que
Entonces,
componiendo con w = sa+l/2zm(t), obtenemos:
(89) ft{lsn+I z~(t) 12+ M(lvm(t) 16) Isn+3/2 Zm(t) 12}
= 2(M(lv(t)16) - M(lvm(t)16))(sa+3/2u(t), sa+I/2zm(t))
+ M'(lvm(t)16) (Jvm(t),v~(t)) Isa+3/2Zm(t)12
S; IM(lv(t)16) - M(lvm(t)16)12Isa+3/2u(t)12 + Isa+IZ:n(t)12 + MI Isa+3/2Zm(t) 12
S; Cm(t) + Isa+Iz:n(tW + MI Isa+3/2zm(t) 12
Donde:
Tenemos que:
Wc CO([O, T], D(sn+l/2)) e CO([O, T], Wo).
Luego Vm -+ v, en CO([O, T], Wo), lo que implica que, Ivm(t)16 -+ Iv(t)16 uniformemente
y por la continuidad de M, Cm(t) -+ 0, m -+ oo.
Entonces:
Tomando límite m -+ 00 y desde que Cm(t) -+ 0, obtenemos que:
(92) Zm -+ z, en W
Lo que demuestra que la aplicación iG es continua. Para terminar la demostración,
aplicaremos el siguiente resultado:
Teorema 4. (Rothe's). Sea B, denota una bola cerrada de un espacio vectorial normado
X. Si f aplica B continuamente sobre un subconjunto compacto de X y si f(BB) e B,
entonces f posee un punto fijo.
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Demostración. (Ver E. Zeidler [17]).
Por aplicación directa del Teorema de Rothe's, existe un punto fijo u = iGu E Bk e W,
solución del problema:
(93) u" + M(lu(t)16)Su = f en L2(0, T: D(SCi))
(94) u(O) = uo; u' (O) = Ul
UNICIDAD.
Sean u, z dos soluciones del problema (93) y (94) Y Y = u - z. Entonces se verifica
que:
(98) y(O) = y' (O) = O
y satisface la ecuación :
(99) y" + M(lu(t)16)Sy = (M(lz(t)16) - M(lu(t)16))Sz en L2(0, T; D(sa+l/2))
Componiendo con w(t) = 2y' (t) en esta ecuación y teniendo en cuenta que:
(100) IM(lz(t)16) - M(lu(t)16)1 ~ Cly(t)lo
obtenemos:
(101) ft{lsay' (t)12 + w(t) ISCi+1/2y(t) 12}
::; Coly(t)loISCi+1/2z(t)IISCiy' (t)1 + W' (t)ISCi+1/2y(t)12
< C2ISCi+1y(t) IISCiy' (t)1 + C4ISCi+l/2y(t) 12
~ Clsay' (t)12 + Clsa+1/2y(t)12
Donde C representa diversas constantes que no dependen de t. Integrando de O a t:
t
(102) 'r}(t) = Isay' (t)12 + ISCi+l/2y(t)12 ~ C J 'r}(s)ds
o
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por el lema de Gronwall
Isay' (t) 12 + Isa+l/2y(t) 12 = °
Desde y E CO([O, T]; D(sa+l/2)), y' E CO([O, TJ; D(sa)), obtenemos
sa+ly' (t) = sa+3/2y(t) = 0, \/t E [O, TJ.
Luego u = z.
SOLUCIÓN PARA DATOS MÁS GENERALES.
Sea el espacio de Hilbert:
Desde las inmersiones densas y compactas
D(sa+3/2) e D(sa+l) e D(sa+l/,,'),
y el Lema 2, tenemos que:
D(sa+3/2) x D(sa+l) x X e D(sa+l) x D(sa+l/2) x Y con inmersión compacta.
Sea F la bola cerrada con centro en ° y de radio D¿/2 en D(sa+3/2) x D(sa+l) x X
donde Do satisface la condición (76). Entonces F es compacta en D(sa+l) x D(sa+l/2) x Y
y F es denso en F.
TEOREMA 3. Sea (uo, Ul, f) E F: Entonces existe una única u en la clase
(105) u E LOO(O,T; D(sa+l))
Solución del problema:
(108) u" + M(lu(t)16)Su = f en L2(0, T; D(sa+l/2))
(109) u(O) = uo; u' (O) = u}
Demostración. Desde que (uo, Ul, f) E F, existe una sucesión (UOb Ulk, fk) e F tal que:
(110) UOk -7 Uo, en D(sa+l)
16
Sea (Uk) e Z, las correspondientes soluciones dadas por el Teorema (3) de:
La sucesión (Uk) satisface:
Luego:
(Uk) es acotada en DXJ(O, T : D(sa+l))
(u~) es acotada en DXJ(O,T : D(sa+l/2))
(u~) es acotada en LOO(O,T :D(sa))
Como en la demostración del Teorema 1, podemos obtener una sub sucesión (um) e (Uk)
y una función u, tal que:
(117) u.¿ --+ u, débil * en LOO(O,T;D(sa+l))
(118) u~ --+ u', débil * en LOO(O,T; D(sa+l/2))
(119) u':n --+ u", débil * en LOO(O,T; D(sa))
(120) Um --+ u, fuerte en CO([O, T]; D(sa+l/2)) e CO([O, T]; vVo)
(121) u~ -r-r u', fuerte en CO([O, T]; D(sa))
Con estos estimados la función u, satisface la ecuación:
(122) u" + M(lu(t)16)Su = f en L2(0, T; D(sa))
(123) u(O) = uo; u' (O) = Ul
En efecto, por (120), (121)
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Ahora demostraremos la convergencia:
(126) M(lum(t)16)Sum ~ l\!I(lu(t)16)Su converge débil en U!O(O, To; D(sa))
Por (113), lum(t)16 ~ lu(t)16 en CO([O,T]). Luego por la continuidad uniforme de Ni
(127) M(lum(t)16) ~ M(lu(t)16) en C([O, T])
Por otro lado, haciendo
(128) Nm(t) = M(lum(t)16); N(t) = M(lu(t)16)
T
(129) I J(Nm(t)Sum(t) - N(t)Su(t), v(t))aldt <
° T
:::; I J(Np(t)Sum(t) - N(t)Sum(t),v(t))aldt
°T
:::; I J(N(t)Szm(t) - N(t)Su(t), v(t))aldt
°
desde que la función N E C([O, T]) y es acotada, Nv E Ll(O, T; D(sa)). Luego por
(127), la segunda integral converge a O. La primera integral es
T T
(130) I j(Nm(t)Sum(t) - N(t)Sum(t),v(t))aldt:::; j INp(t) - N(t)llsa+lum(t)llsau(t)ldt
° °T
:::; sup INp(t) - N(t)llsa+lum(t)1 j Isa(t)ldt < C sup INm(t) - N(t)1 ~ O
tE[O,T] tE[O,T]
°
lo que demuestra (126). Luego:
(131) u" + M(lu(t)16)Su = f en L2(0, T; D(sa))
(132) u(O) = un, ul (O) = Ul
APLICACIONES
1. Sea D e ]Rn un abierto regular. Consideremos la función real p : D ~ ]R+, tal que
0< p(x) :::;Pl Y p-1 E LOO(D).
V = HJ(D), W = LP(D), H = L2(D)
1 < p :::; n2!:2' si ti 2:: 3, Y 1 < p < 00, si ti = 1,2
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M(s,r) = a+bsq/2, q 2: 2, a> O, b > O;
Au = -flu, Bu = pu, S = p-l( -fl), D(S) = D( -fl) = {u E HJ(D); flu E L2(D)}.
(uo, Ul, 1) E D(SQ+l) X D(SQ+l/2) X X, datos iniciales que satisfacen las condiciones
del Teorema 3.
1.1 Sea a = O, entonces D(Sl/2) = HJ(D) e V(D). Haciendo Wo = HJ(D).
Entonces existe una única solución para los problemas:
(133)
(134)
p(x)~:~ + (a + blV'uli2(O)) en Q
en 2:u=O
u(O) = uo; u' (O) = Ul en D
en 2:u=O
u(O) = uo; u' (O) = Ul en D
En particular si q = p = 2, (133) es conocida como la ecuación de Kirchhoff y
(134) como la ecuación de Carrier.
(135)
p(x) ~~ + (a + b J luIPdx)( -flu) = f en Q
o
en 2:u=O
u(O) = uo; u' (O) = Ul en D
1.2 Si a = -1/2, entonces D(SQ+l/2) = D(SO) = L2(D). En este caso podemos
tratar con datos más generales y obtener soluciones para el problema de Carrier.
En efecto si Uo E HJ(D), Ul E L2(D), f E L2(Q), entonces la solución u del
problema
(136)
p(x)~:~ + (a + b J luI2dx)( -flu) = f en Q
o
en 2:u=O
u(O) = uoi u' (O) = Ul en D
Esta en la clase:
- u E LOO(O, T; HJ(D))
- u' E LOO(O, Ti L2(D))
- u" E L2(O, T; H-1(D))
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2. Sea J : W ---7 W* el operador de dualidad sobre W y cp(u) = lultv. En el caso
que W sea un espacio de Hilbert cp' (u) = 2Ju, donde J es el operador de Ríesz,
(Ju,v)w*xw = (u,v)w; Vu,v E W.
Como casos particulares de la aplicación 2, para W = V = D(A1/2), tenemos el
problema abstracto de Kirchhoff :
{
u" + M(IAl/2uI2)Au = f
(137)
u(O) = uo; u' (O) = Ul
formulado por Lions J.L. en [9J. Si W = H, se tiene el problema de Carrier abstracto:
{
u" + N(lulJ¡ )Au = f
(138)
u(O) = uo; u' (O) = Ul
Una adecuada generalización de las aplicaciones (2), (3) es considerar W = D(AQ)
para obtener:
{
u" + N(IAQuI2)Au = f
(139)
u(O) = uo; u' (O) = Ul
conocido como el modelo abstracto de Kirchhoff-Carrier.
20
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