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1. INTRODUCTION 
This work is motivated by the following problems which relate complex algebraic geometry 
to topology: 
1. Which (closed and oriented) topological manifolds carry the structure of a projective 
algebraic manifold? 
2. Given a topological variety X, determine all projective algebraic structures on X. 
Of course, complete answers to both questions would yield a complete classification of all 
projective algebraic manifolds. A complete solution to both questions is known only in the 
case of topological surfaces: Every closed and oriented surface carries the structure of 
a smooth algebraic curve. The only such structure on Sz is the projective line P1. On the 
torus, we have a complex one-dimensional family of projective algebraic structures, par- 
ametrized by the j-invariant. And finally, on every closed and oriented surface of genus 
g there is a (39 - 3)-dimensional family of projective algebraic structures. 
In today’s research, the most important case is that of dimension 4 in connection with 
differentiable manifolds. We will say nothing about that. 
The present paper is devoted to the case of dimension 6. However, its main concern lies 
in the topological part. For this, we recall that for simply connected, closed, oriented, 
topological 6-manifolds with torsion free homology there is a classification result in the 
sense of algebraic topology due to C.T.C. Wall and P. E. Jupp. If X is a topological manifold 
of the type considered, we can, after the choice of a basis for H’(X, Z), assign to X an 
element 
where fx comes from the cubic form on H’(X, Z) induced by the cup product, px from the 
first Pontrjagin class viewed as a linear form on H’(X, Z), wx from the second 
Stiefel-Whitney class, and zx from the triangulation class z(X) E H4(X, Z,). Let ASb be the 
set of all systems of invariants arising as above, the set of so-called admissible systems of 
invariants. In order to make the above construction independent of the choice of the basis, 
we have to introduce on ASb the equivalence relation generated by the elements 
Let us denote the set of equivalence classes by ASb/GLb(H). The theorem of Wall and Jupp 
asserts that the oriented homeomorphy type of X is uniquely determined by b3(X) and the 
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class [fx, px, wx, zx] E A&,/GL&‘). Now, if one wants to obtain an explicit classification 
of all &manifolds with the respective properties, one has to describe the set A&,/GL,(Z) 
for all b. This is in genera1 a difficult arithmetic problem. In the first part of this paper, we 
will treat the first non-trivia1 case b = 2. Even in this case, we did not obtain a complete 
answer. Our result consists of a rather long list of normal forms for admissible systems of 
invariants. 
We will also be concerned with another approach to the classification. In this approach, 
one uses the natural map 
S3(ZBb”) @ i?ob”/GL@) -+ I/:= S3(Ceb”) @ @@bV//xb(C) 
where x,(C) = { m E GL,(C) 1 det(m) = f l} and “//” indicates the categorical quotient, 
to assign to a manifold X an element [fx, px] E I/. Now, V is an affine algebraic variety 
with coordinate algebra, say, C [{r, . . . , t,]. So, the assignment of [fx, px] E I/ amounts to 
the computation of the polynomial invariants 5i(fx, px), . . . , t,(fx, px). In certain good 
situations, the manifold X is classified up to finite indeterminacy by its third betti number 
and the values of [r, . . , (, at (_&, px). We will, therefore, treat in this paper the determina- 
tion of C [{r, . . . , (,I in the case b = 2. 
Furthermore, we will study in some examples the relations between the two approaches 
to the classification. 
In the second part, we begin the study of the question which topological manifolds carry 
projective algebraic structures by classifying some standard algebraic manifolds up to 
homeomorphy. By using a theorem of Campana and Peternell describing all projective 
algebraic structures on certain topological manifolds, we obtain an amusing corollary 
where we can describe the structures of certain algebraic manifolds by just computing their 
third betti number and the invariants <i, . . , 5,. 
2. PRELIMINARIES 
2.1. Cubic forms and cubic polynomials 
Let R be a unitary commutative ring and M be a free R-module of rank b. A cubic form 
on M is a symmetric trilinear form, i.e. the same as a linear map 
cp:S3M +R. 
Choosing a basis h := (h,, . , hb) for M and writing the cubic form cp as multiplication, we 
define the following homogenous polynomial of degree 3 in the variables x1, . . ,q,: 
f= 
3 
= 0 h’X”. y=(v,, . . ..Y& V 
Y, + .., + “6 = 3 
This polynomial has the following property: 
f(a 1, ... 2 clb) = (CQhl + ... + c&y for all ai, . . . , $, E R. 
Therefore, the choice of the basis h induces a linear map of (S3M)” to S3(Reb” ), the module 
of homogenous polynomials of degree 3. This map identifies the module of cubic forms on 
M with the module Cb of all polynomials of degree 3 with the property that the coefficient of 
the monomial x” is divisible by (2). By abuse of language, we will call cubic polynomials 
satisfying this condition cubic forms, too. 
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The group GL,(R) acts (from the left) on the module S3 (Reb”) of cubic polynomials by 
substitution of variables. If a cubic polynomialf(xi, . . . , xb) and a matrix m E GL,(R) are 
given, we have 
m-f(x):=f(x.m’) 
where we look at x := (Xi, . . . , xb) as a row VeCtOr. 
2.2. The classification theorem of Jupp 
In this paper, we will only consider simply connected, closed, and oriented topological 
6-manifolds with torsion free homology, which we will call sometimes for simplicity 
manifolds oftype (*). For these manifolds there exists a classification theorem in the sense of 
algebraic topology, due to Wall [19] in the case of differentiable spin manifolds and to Jupp 
[11] in the general case. We will now review this result. We first recall the invariants we 
have to consider. 
1. The cup product induces a cubic form on H’(X, H): 
‘px : S3H2(X, E) -+ z. 
Choosing a basis (hi, . . . , hb) for H*(X, Z), this yields a cubic polynomial fx. 
2. The first Pontrjagin class pl(X) E H4(X, Z) E H*(X, Z)” (See [lo]). If we have fixed 
a basis (h,, . . . , hb) for H*(X, Z), we can look at pi(X) as a linear polynomial which we 
denote by px. 
3. The second Stiefel-Whitney class w*(X) E H*(X, Z,) g H*(X, Z)/2H*(X, Z) (See 
WI). 
4. The triangulation class z(X) E H4(X, Z) z (H*(X, Z)/2H*(X, Z))“. (See [11] for its 
definition.) 
Hence, if we are given a 6-manifold X with b*(X) = b and a basis (h,, . . , hb) for 
H’(X, Z), we can assign to X an element 
We will call an element of Sb a system of invariants. The first natural question is which 
elements of Sb do arise in this way. By [ll], a necessary condition for an element 
(f; p, w, T) E Sb to occur in the above way is that 
f(w) = (p + 24T)(W) mod 48 
for all integral ifts W E Pb and T E ZGb” of w and z, respectively. An element of & fulfilling 
the above condition will be called an admissible system of invariants, and the set of all 
admissible systems of invariants will be denoted by ASb. On Sb and ASb, respectively, we 
introduce the equivalence relation generated by the elements 
(f,P,W,~)-(m’f,m’p,m”W,m’~), mEGLb(Z), (f,P,w,~)~Sb(ASb). 
The sets of equivalence classes will be denoted by S,/GL,(Z) and AS,/GL,(Z), reSpeCtiVdy. 
Using these concepts, we can assign to X a well defined element 
Cfx, PX> wx, rx] E ASb/GL@). 
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It is easy to check that this element only depends on the oriented homeomorphy class of X. 
Hence, if we fix an integer b and an even integer r, we can define the map 
C(r, b): 
Oriented homeomorphy classes of manifolds 
of type (*) with bz = b and b3 = r 1 
-+ A&,/GL@). 
THEOREM 1. ([ 111, Theorem 1 and Corollary, p. 299). (i) The above map C(r, b) isfor any 
r and any b a bijection. 
(ii) A topological 6-manifold of type (*) admits a differentiable structure if and only if the 
class z(X) vanishes. The dijizrentiable structure is in this case unique. 
Using the above theorem, the explicit classification of topological or differentiable 
manifolds of the considered type amounts to the solution of the following: 
PROBLEM (Wall [19]). Find a complete system of representativesfor the set of equivalence 
classes ASJGL&). 
2.3. Another approach to the classification 
The most important part of a system of invariants is the pair (f; p) consisting of the cubic 
polynomial and the linear polynomial. If we assign to a manifold X the equivalence class 
we lose “only finitely many information”, that means given an element [f, p] E M and an 
even integer r, there are only finitely many homeomorphy classes of manifolds Z with 
b3(Z) = r and [fi, pz] = [f p]. Hence, we have to describe the set M. On the other hand, 
we can consider a pair (f; p) over the complex numbers, i.e. as an element of 
IV:= S3((C@b’)@@@“. The group z,(C) acts from the left on W by substitution of 
variables. Let V := W//x,(@) be the categorical quotient. l’ is an affine algebraic variety 
whose (closed) points are in bijection to the closed orbits in W. Hence, we can write 
v = Spec CCtl, . . . ,Ll 
where the & are certain polynomial functions in the coefficients of the cubic polynomial 
f and the linear polynomial p. Furthermore, there is the following result which is a special 
case of a finiteness theorem of Bore1 and Harish-Chandra [S, 9.111: 
THEOREM 2. If w E W is a point whose x,(c)-orbit O(w) is closed in W, then this orbit 
contains only finitely many GLt,(Z)-orbits of integer forms. 
Hence, a topological 6-manifold X for which the pair ( fx, px) has a closed orbit 0 in 
W and there is no other orbit degenerating into 0 is classified up to finite indeterminacy by 
its third Betti number and the tuple (<r(_&, px), . . . , 5,(fx, px)). The hypothesis is for 
example satisfied, if (f., px) is a stable point. 
3. THE CLASSIFICATION IN THE CASE b = 2 
We will now solve the problems raised in Sztions 2.2 and 2.3 in the case b = 2. In 
Section 3.1 we will describe the variety V = W//SL 2 (C). Section 3.2 contains a description 
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of the set AS2 c S2. Section 3.3 is devoted to the determination of a complete set of 
representatives for the set Cz 0 Z @‘“/GL,(Z). This is possible for pairs (f, p) with non- 
trivial linear form p and pairs where f has vanishing discriminant. We have added some 
remarks what to do in the remaining cases. In Section 3.4, we put together the results of 
Sections 3.2 and 3.3 to obtain an almost complete description of AS2/GL2(H). 
3.1. The variety I/ = W//x, (a=) 
In this part, some notions and results from geometric invariant theory are used, 
although on an elementary level. They can be found in every textbook on this topic, e.g. 
[13]. Let us first describe the variety I/’ := W//SL,(@). As affine variety 
V’ = Spec C [ W]sLz(c), 
where @ [ W IsL2(‘) is the ring of all polynomial expressions in the coefficients of the cubic 
and the linear polynomial which are constant on every orbit, i.e. 
@WI sL”~‘:={~Ea=[w]~~(f,p)=~(m~f,m~p)~m~SLz(@)}. 
It should be mentioned that @[W ]sL2(@) can be identified with the ring of covariants of 
binary cubic forms by using the SL2(C)-equivariant isomorphism 
L: C2 --) C2” 
h I-+ L,, := (h’ H det(h, h’)). 
The ring of covariants of binary cubic forms is classically known. A description can be 
found, for example, in [18, Proposition 3.7.71. We will, however, directly construct the ring 
@[w]sL,(c), using a theorem of Hilbert [lS, Theorem 4.3.11 which can be stated as follows 
in our situation: 
THEOREM 3. Let 11, . . . ,<, E C[W] sL1(C’ be invariants whose common set of zeroes in 
W coincides with the set of nullforms. Then @ [W ]sL2(C’ is isomorphic to the normalization of 
the ring @[tl, . . . ,<,I. 
Now, let us construct some elements of @[WI sL2(@). We use the following SL2(@)- 
equivariant and surjective map 
This induces an inclusion 
UP) t--+ fP. 
c [s”(@eW’)]%(O c @[w]%(C). 
Hence, invariants of binary quartic polynomials can be interpreted as elements of 
@[WI . sL2(c) All invariants of binary quartic polynomials are polynomials in the two 
fundamental invariants Z and J [17, p. SO]. For 
f = aOx’: + 4aIx:x2 + 6a2x:xz + 4a3x1xz + a4x’: 
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Z(f) = U& - 4ata3 + 3u: 
J(f) = u&$24 + 2a,u$23 - uou; - &X4 - a;. 
Furthermore, invariants of binary cubic polynomials are elements of C[W]sLz(c). All 
invariants of binary cubic polynomials are polynomials in the discriminant [17, p. 771. For 
f= box: + btxlxz + Z?,xix: + Z+x: 
the discriminant is given by 
D(f) = 27b;b: - b:b; - 18bobIbzb3 + 4bob; + 4b:b,. 
Last but not least, we have the resultant. For f= box: + bIx:x2 + bzxIxf + b3xz and 
p = coxl + clxz, it takes the value 
R(f, p) = hoc: - bIcoc: + b&q - b3c:. 
THEOREM 4 
C [W]sL2’c) = a=[I, J, D, R]. 
The elements I, D, and R are algebraically independent, and the following relation holds: 
27 52 = --&DR~ + Z3. 
Pro05 Let us first assume that I, D and R are algebraically independent and that (*) 
holds true. Because (1/256)DR2 + Z3 is an irreducible polynomial in C[Z, D, R], we can 
apply [9, Exercise 11.6.41 to conclude that @ [Z, J, D, R] is a normal ring. By Theorem 3 we 
have to prove: 
CLAIM. An element (f, p) E W is a nullform ifund only if 
Z(f; P) = JCL P) = D(f; P) = R(f, P) = 0. 
Proof: By the Hilbert criterion [lg, Theorem 4.6.31 normal forms for the nullforms are 
given by those elements (f; p) such that 
lim ’ O 1_o o 1-’ .(f,p)=O. 
( ) 
These are precisely the elements of the form (ax: + bx:x2, cxl), a, b, c E @. We conclude 
that an element is a nullform if and only if p # 0 and p2 divides f or p = 0 and f has 
a quadratic factor. This condition, in turn, 
conditions hold true: 
(1) f is zero or has a quadratic factor. 
(2) p divides f: 
(3) f.p is zero or has a triple factor. 
holds true if and only if the following three 
By definition, (1) is equivalent to D(J p) = D(f) = 0, (2) to R(f, p) = 0, and (3) to 
Z(f p) = 0 = J(f p), since a binary quartic polynomial is a nullform if and only if it is zero 
or has a triple factor. This yields our claim. 0 
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Remark 1. It is important to note that in our situation a point (f, p) is either stable or is 
a nullform. 
We still have to prove the assertions about the algebraic independence of I, D, and R, 
and the relation (*). First, we show that I and D are algebraically independent. If there was 
an equation 
cODn + clDnplZ + ... + c,ln with cO, c, # 0, 
the vanishing of I would imply the vanishing of D. But for the pair (x: + x:, x2) we have 
1(.x: + x2, x2) = 0 and 0(x: + x2, x2) = 27. Next, we have to show that R does not depend 
on I and D. So, suppose that there is an equation 
R”ho(1, D) + ... + h,(l, D) = 0 with h, # 0. 
For pairs of the form P(a, b) = (XT + axix:, bxr): 
R(P(a, b)) = 0; D(P(a, b)) = 4u3; Z(P(u, b)) = u2b2/12. 
Hence h,(4u3, (u2b2/12)) = 0. But this clearly implies h, = 0, a contradiction. 
Finally, let us check that the relation (*) holds. The discriminant of binary quartic 
polynomials is given by A = J3 - 27J2. The discriminant A off p vanishes if and only if f p 
has a quadratic factor, i.e. if and only if p divides for f has a quadratic factor. Hence, 
A(f p) = 0 is equivalent o R(f; p). D(f, p) = 0. In other words, A lies in the ideal generated 
by R. D. Therefore, there exist complex numbers kl, k2, and k3 such that 
I3 - 27J2 = (kll + k2D + k,R)RD. 
In order to determine these numbers consider the pairs 
for which: 
Q(a, b):= (x: + ux,x:, bx2) 
D(Q(u, b)) = 4u3; R(Q(u, b)) = b3; Z(Q(u, b)) = - $; J(Q(u, b)) = 0. 
We obtain kl = k2 = 0, and k3 = - (l/256), hence the relation (*). 0 
COROLLARY 1. 
@[W]E2cc) = @[I, J, D, R’]. 
Proof: We have to determine the elements of C[Z, J, D, R] which are invariant under 
the matrix 
Since I, J, and D belong to these elements and since 
our claim is obvious. 
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3.2. Characterisation of admissible systems of invariants 
We will first describe the sets AS,, c Sb for any b. A cubic polynomial f~ Cb corresponds 
to a cubic form cp : S3Z@’ -+ Z, as seen in Section 2.1 of the preliminaries. In the following 
considerations, we will write this cubic form simply as multiplication, i.e. given c, d, e E Zeb, 
we will write cde instead of cp(c 0 d @ e). 
LEMMA 1. ([15, Lemma 11). An element (f, p, w, z) E Sb is admissible if and only iffor 
fixed integral lifts W E ;Zeb and T E ZebV of w and z, respectively, the following conditions 
hold: 
(1) W3 E (p + 24T)(W)mod48. 
(2) For all c E Zab: p(c) E 4c3 + 6c2 W + 3c W 2 mod 24. 
Ife:= (el , . . . , eb) denotes the standard basis of h @b, the above lemma can be restated as 
follows: 
LEMMA 2. An element (_& p, w, T) E Sb is admissible if and only iffor jixed integral lifts 
W E Zeb and T E Zeb” of w and z, respectively, the following conditions hold: 
(1) W3 E (p + 24T)(W) mod 48. 
(2) For all i,jE (1, . . . , b}: e’ej + eief + eiej W EZ 0 mod 2. 
(3) For i = 1, . . . ,b:p(ei)z4e:+6e?W+3eiW2mod24. 
Proof: The expression 4c3 + 6c2 W + 3c W ’ is linear modulo 24 if and only if the 
expression cd(c + d + W) is congruent to 0 modulo 2 for all c, d E Zeb [15, Lemma 21. 
Furthermore, the expression cd(c + d + W ) is linear in c and d. By this the conditions 2 and 
3 of Lemma 2 are clearly equivalent o condition 2 in Lemma 1. 0 
We can now apply Lemma 2 to the situation b = 2. Suppose we are given an element 
(f, P, w, r) E SZ with 
f = rIx: + 3r2x:x2 + 3r3x1x: + r& and p = alxl + a2x2. 
This element lies in AS2 if and only if it satisfies one of the conditions listed below. We will 
skip the details of the (elementary) calculations leading from Lemma 2 to those conditions. 
PROPOSITION 1. An element (A p, w, z) lies in AS2 if and only if one of the following 
conditions holds: 
(1) w = (0, 0)‘, r2 = r3 mod 2, al E 4rI mod 24, a2 = 4rq mod 24. 
(2) w = (0, l)‘, r2 E rq E 0 mod 2, a, = 4r, + 6r, + 3r3 mod 24, az = r4 mod 24, and 
i 
((0, O)‘, (1, 0)'} if r4 - a2 = 0 mod 48 
’ E ((0, l)‘, (1, l)‘} if r4 - a2 = 24 mod 48. 
(3) w = (l,O)‘, r1 E r3 E 0 mod 2, a, = rl mod 24, a2 = 4r4 + 6r3 + 3r2 mod 24, and 
((0, 0)‘, (0, l)‘} if rl - al E 0 mod 48 
z E ((1, O)‘, (1, 1)’ if rl -al = 24mod48. 
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(4) w = (1, l)‘, r, = rz mod 2, r3 s r4 mod 2, al - rl + 3r3 mod 24, a2 = r4 + 3r2 mod 
24, and 
r ’ 
((O,O)t, (1, l)‘} if r1 + 3r2 + 3r3 + r4 - al - a2 E 0 mod 48 
{(LO)‘, (0, l)‘} if rl + 3r2 + 3r3 + r4 - a, - a2 s 24 mod 48. 
3.3. The set C2 @ Z@2V/GL2(H) 
We will now work on the problem of constructing a complete set of representatives for 
the set C2 0 Z@2”/GL2(Z). We were able to construct these representatives for classes 
[J p] with either p # 0 or A(f) = 0. In the remaining cases, this seems not to be possible. 
We have added remarks concerning this problem going back to Arndt [l-4] at the end of 
this section. 
(i) p # 0. For a pair (f, p) with p # 0, there clearly exists a matrix m E GL,(B) with 
Let N:= ((f; axi)lf~ C2, a > O> be the set of all such pairs. If (L UX~)E N and if 
m E GL2(Z) is a matrix such that rn. (f, axl) E N, then m lies in the subgroup 
u:= {(:, ;l),i.Lj. 
So we have to describe N/U. For this, it is enough to determine C2/U. 
PROPOSITION 2. The set 
with 
A4 := M~LIM2LIM3LIM4 
Ml:= {rx:lrEZ} 
M2 := (rlx: + 3r2x:x2 IO < rl < 3r2} 
M3 := {rlx: + 3r2xfx2 + 3r3xlx: I r3 # 0,O < r2 d I r31} 
M4 := {rlx: + 3r2xfx2 + 3r3x1xz + r4xs IO G r3 < r4} 
is a complete set of representatives for C2/U. 
Proof: For f= rlx: + 3r2x:x2 + 3r3x1xf + r4x:: 
( > i + i .f= (rl + 3Ar2 + 3A2r3 + A3r4)x: + 3(r2 + 2/2r3 + A2r4)xfx2 - 
+ 3(r3 + l.r4)x1x$ & r4x:. 
Set 
1 max(nEN(xXllf) iff#O o(f):= 3 if f= 0. 
It is easy to see that fis equivalent o a unique element in Ml, M2, or M4 if o(f) = 3, = 2, 
or = 0, respectively. If o(f) = 1, one can clearly achieve 0 < e(rl + 21r3) < 1r3j with 
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E = + 1. The values of E and A are uniquely determined by this condition, unless there is 
a k E Z with rz = (2k + l)r,. In this case we can choose I = - k or 2 = - k - 1 together 
with the respective value of E. But as 
rl - 3k(2k + l)r, + 3k2r3 
= rl + 3( - k2 - k)r3 
= rl - 3(k + 1)(2k + l)rJ + 3(k + 1)2r3. 
both choices yield the same element of MJ. cl 
COROLLARY 2. Every element in C2 0 Zo2 v is equivalent to a unique element 
(ii) p = 0 and D(f) = 0. H ere, we have to classify binary cubic forms with zero dis- 
criminant modulo the action of GL,(Z). The result is as follows: 
PROPOSITION 3. A binary cubic form f with vanishing discriminant can be brought under 
the action of GL2(E) in exactly one of the following forms: 
or 
x:(rlxI + 3r2x2), 0 Q r1 < 3rz. 
Proof: Since the vanishing of the discriminant of f is equivalent o f having a quad- 
ratic factor over C, the only difficulty is to show that this quadratic factor shows up 
already over Z. For this, consider the polynomial q(x,):= f(xI, 1)~ Q[xi]. Since 
an irreducible polynomial in Q[xi] has only simple roots in its splitting field, the poly- 
nomial cp must split already over Q. By the theorem of Gaul3 it is obvious that cp splits 
indeed over Z. q 
(iii) p = 0 and D(f) # 0. We have to classify binary cubic forms with non-vanishing 
discriminant w.r.t. the action of GL,(iZ). We will also treat the easier case of the classifica- 
tion w.r.t. the action of SL,(Z). One thing one can hope for in this case is an algorithm 
which yields for a given non-zero real number d normal forms for binary cubic forms with 
discriminant D = d. I have only checked this for the (easiest) case of quadratic discriminant. 
Before giving this algorithm, I will sketch the approach of Arndt [l-4] to the genera1 
classification program. See also [2-41 for more results and tables of cubic forms. So, let us 
consider a cubic form 
f := rIx: + 3r2x:x2 + 3r3x1xi + rqx:. 
Since the discriminant of a cubic form is divisible by 27, we will call in this paragraph the 
number 
1 
D(f):= -D(j) = r:rj - 3rzr: + 4rIr: + 4r:r4 - 6r1r2r3r4 
27 
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the discriminant off: We can assign to fthe following quadratic form which coincides up to 
scalar factor with the Hessian of f: 
a2f a2f 
C(f):= -A det 
axlax 2 ax  
= 2(rs - r,r,)xt + 2(r2r3 - rlr4)x1x2 + 2(r; - r2r4)xg. 
Following Arndt, C(f) is called the characteristic ofJ For a quadratic form 
cp = CQx: + 2c12XlX2 + cc3x: 
the discriminant is defined to be the number 
A(q) := Lx: - cIlc13. 
Using these conventions, it follows 
a(f) = A(C(f)). 
Since C(f) is a covariant off, i.e. 
Vm E GL,(E): C(m.f) = m.C(f) 
one obtains the following: 
Program for the classification of binary cubic forms with given discriminant D = d with 
respect o the action of GL,(E) @L,(E)): 
(1) Classification of all binary quadratic forms with discriminant A = d w.r.t. the action 
of GL2VWL2W). 
(2) In each equivalence class of binary quadratic forms, pick a suitable representative 
cp and determine all cubic forms which have cp as the characteristic. 
(3) For a given characteristic cp, describe the equivalence relation induced on cubic 
forms with characteristic p by the action of GL,(Z) (SL,(Z)). 
The first problem was solved by Gaul3 in his famous “Disquisitiones Arithmeticae” [8]. 
In order to solve the second problem for, say, cp = CQX: + 2c(,x1x2 + a,~$, we have to 
determine the solutions of the equations 
or1 = 2(r: - r1r3), a2 = (r2r3 - rlr4), a3 = 2(r: - r2r4). 
For the third problem, we have to find all GL,(Z)-(SL,(E)-) automorphisms of cp. This 
problem was also solved by Gaul% 
As in the theory of binary quadratic forms, we have to distinguish the following cases 
. a(f) =~2,C1E~>0. 
0 a(f) < 0. 
l a(f) > 0, but not quadratic. 
The latter two cases seem to be significantly more difficult than the first one. So, let us 
consider the first case. We will start with the classification w.r.t. the action of SL,(Z). 
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THEOREM 5 (Gaul3 [S, Sections 206 and 2071). Every binary quadratic form with dis- 
criminant A = p2 is modulo the action of SL,(Z) equivalent to precisely one of the following 
f orms: 
clx: + 2px1x2, 0 d a < 2p. 
As the only SL,(Z)-automorphisms of a form 
ax: + 2/lXlX2, 0 6 a < 2p 
are + id we obtain 
PROPOSITION 4 (Arndt [l, p. lo]). Two binary cubic forms f and f’ with discriminant 
D = p2 and characteristic C(f) = C( f ‘) are equivalent modulo SL2(Z) if and only if 
f =f’ orf= -f’. 
By these last two results we obtain SL2(Z)-normal forms for binary cubic forms with 
quadratic discriminant if we determine for each binary quadratic form 2x1x: + 2~x~x~ 
with 0 < ~1~ < CI~ all integer solutions with r4 > 0 of the following equations: 
(1) rz - r1r3 = cI1, 
(2) r2r3 - r1r4 = x2, 
(3) r: - r2r4 = 0. 
We will now discuss how to do this “algorithmically”. There are two cases: 
(i) a1 = 0. This case is equivalent o rz = r 3 = 0. Hence, we have only to determine the 
numbers r4 > 0 dividing CI~ and to set rI = - (cr2/r4). 
(ii) CQ > 0. In this case r2 7~ 0 and r3 # 0. By (3): r4 = r:/r2. Plugging this into (2) yields 
(4) r2r3 - rlr:/r2 = a2. 
Multiplying (4) by r2 and (1) by r3 and comparing the results shows 
0zIr3 = a2r2. 
Let K = lcm(al, ~1~). Then all the solutions (with r4 > 0) of (l)-(3) are of the form 
(rl(n), r2(n), r,(n), r4(n)) with 
r,(n):= z; r3(n):= E; 
r3(n12 mai2 r,(n):= ~ = 2 
r2b) al 
rI(n):= 
r2(n)r3(n) - ff2 r12fc2a1 - c.c:cr; 
r4h) = nm$ 
The numbers r2(n) and r3(n) are integers by construction. We now have to check for which 
values of IZ the numbers rl(n) and r4(n) are also integers. For this, observe that the 
integrality of rl(n) implies n ( crf, since nc+lc 2. Hence, we have to check the integrality of 
rl(n) and r4(n) only for divisors of u:. 
Now, let us look at the GL,(Z)-normal forms. There is the following result of Gaul3 
which follows from elementary computations: 
THEOREM 6 
(i) The GL2(E)-automorphisms of a form 
VXlX2, P f 0, 
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are given by 
(ii) [S, Section 2101 Suppose that we are given two binary quadratic with discriminant 
A = p2 
cp := ax: + 2px1x2 
cp’:= a’xt + 2px1x2 
with c( # 0. Set y:= gcd(a, 2~). Then there exists a matrix 
if and only if 
In this case 
cp’=m.cp 
au’ E y2 mod 2~7. 
m E GL,(Z)\SL,(E) with 
Hence, in order to determine the GL,(Z)-normal forms, we first determine the SL,(Z)- 
normal forms, and remove some of them according to the last theorem. 
Example 1. For low values of the discriminant, we obtain the elements of Table 1 as 
SL,(H)-normal forms and the elements not in square brackets as GL,(Z)-normal forms. 
In Table 1 a tuple (rr, r2, r3, r4) stands for the cubic form rrx: + 3r2xTx2 + 
3r,x,xz + rqxi. 
3.4. The set AS2/GL2(E) 
3.4.1. Systems of invariants with non-trivial linearform. We will now classify all admiss- 
ible systems of invariants I = (f, p, w, z) with p # 0 up to equivalence. First, we define the 
following invariant of an element I = (f, p, w, z) E AS,: 
i 
max{nE N Ip”lf) 
o(Z):= 3 
if f# 0 
if f= 0. 
Now, as we have seen in Section 3.2, there are for each prescribed value of w and 
z admissibility conditions on pairs (f, p) such that the system (f, p, w, z) is admissible if and 
only if (f, p) satisfies the respective conditions. We can furthermore distinguish the different 
values of o. Since we can clearly assume that (L p) belongs to one of the sets M1, . . . , M4, we 
have to find in each of these sets the pairs satisfying the respective admissibility conditions. 
It is also necessary to take into account the automorphisms of the pairs in question in order 
to normalize w and r. In order not to annoy the reader, we carry this out only in the case 
o(Z) = 3, and in the remaining cases, we only state the results. 
(a) o(Z) = 3. In this case, we may assume that the pair (f, p) lies in M1. Since the autom- 
orphism group of a pair in M, is U, one can furthermore achieve w E ((0, 0)', (0, l)‘, (1, O,‘}. 
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Table 1 
Discriminant 
1 
4 
9 
16 
25 
36 
Characteristic 
2x,x2 
4x,.x2 
2x: +4x,x, 
6~~x2 
2x: + 6x1~2 
SXIXZ 
2x: + 8x,x, 
10x,x, 
2x: + 10x,x, 
12x,x* 
2x: + 12x,x2 
6x: + 12x,x2 
8x: + 12x,x, 
(r1,r21r3rr41 
(- l,O,O, 1) 
(-2,0,0,1) 
C(- 1, o,o, 91 
(0, 1,234) 
(- 3,0,0, 1) 
K- LO, 0,311 
(0, 1,3> 9) 
(-4,&O, 1) 
(-2,0,0,2) 
C(- l,O, Q4)l 
(0, 1,4,16) 
(- 5,0,0,1) 
cc- l,O, 0,511 
(0, 1,5,25) 
(- 6,O,Q 1) 
(-3,0,0,2) 
C( - 2,R 0,311 
Cl- 1,0,0,6)1 
(0, L6,36) 
(- 1, L2,4) 
C(L 3,6, 12)l 
(2,4,6,9) 
Us, 8, 12, 1811 
If w = (0, 0)', one can also require z E ((0, 0)‘, (0, l)‘, (1, O)t>. Hence, we obtain the follow- 
ing normal forms for the admissible systems of invariants: 
. w = (0, O)‘, 7 E ((0, O)‘, (0, l)‘, (1, O,‘} 
l Admissibility conditions: 
aE4rmod24 
l Set of admissible pairs: 
P1 := {(TX:, (4r + 24k)xl) 1 k > - r/6}. 
If w = (0, l)‘, it follows from the admissibility conditions in Section 3.2 that 
T E ((0, O)‘, (1, 0)‘). We obtain: 
0 w = (0, l)‘, z E ((0, o)‘, (LO)‘} 
l Admissibility conditions: 
aG4rmod24 
l Set of admissible pairs: 
P, := {(TX:, (4r + 24k)x1) I k > - r/6}. 
If w = (1, O)t, we cannot normalize 7 any further. We get the following table: 
w = (1, o)‘, 7 E ((0, O)‘, (0, U’> 
Admissibility conditions: 
r1=Omod2anda=r1mod48 
Set of admissible pairs: 
PZ := {(2px:, (2~ + 48k)xl) I k > - p/24) 
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l w = (1, O}‘, z E ((1, O)“, (1, 1)‘) 
l Admissibility conditions; 
rl =Omod2anda=rl+24mod4S 
l Set of admissible pairs: 
Pj := {(2,7x;, (2~ + 24 + 48k)xl)) k > - (p + 12)/24j 
PROPOSITION 5. Every admissible system of invariants in I = (f, p, w, T) E AS, with non- 
trivial linear firm and o(l) = 3 is equivalent to a unique element in the set 
PI x ((0, 0)‘) x ((0, w, (0, I)‘, (1, o,‘} 
up, x i(O, l,‘} x {(O, O)‘, (1, O)‘$ 
up2 x {(LO)‘} x ((0, or, (0,1>‘> 
(b) o(I) = 2. I-I ere, we consider systems of invariants with (f, p) E MZ. Observe that 
elements of Mz do not possess any automorphisms. 
We define the following sets of pairs: 
Q1 := {(rlx: + 6p&xz, (4r, + 24k)xl) / 0 d rl < 6p,; k > - rl/6} 
Qz := {(qx: + 6p,x;x2, (4q + 12p, -t 24k)xl) ) 0 d rl < 6p,; k > - (rl + 3p2)/6} 
Q3 := {(2pd + 24p~&, (2~~ + 48kh)IO G ~1 c 12~~; k > - ,&/24) 
& := ((2m: + 24~zxh, (2~1 + 24 + 48k)q) IO 6 pi < 12~~; k > - (pl + 12)/24} 
Q5 := C(2f d + 24~&,, I+, + 24~~ + 48k)~,)lo G pl < 12p,; k > - @I + 12p,)p4) 
& := {(2w: + 24p,x:x2, (2~1 + 24p, + 24 + 48k)x1)l 
0 < pi -C 12~~; k > - (~1 + 12~1 + 12)/24}. 
PROPOSITION 6. The set 
QI x {(O,O,‘> x (K-4 OY, (0, N (1, OY, (41,‘) 
LI Q2 x (021)‘) x ((0, ‘X (40)‘) 
” Q3 x {(I, 0)‘) x {CO, ‘X (0, l>‘> 
LI Qa x ((1, O,‘} x ((1, OJ’, (1, l)‘} 
u Q5 x ((4 UK> x {UMWL 1)') 
LI QG x ((1, 1,‘) x {W, lY> (1, 0,‘) 
is a complete set of representatives for the equivalence classes of admissible systems of 
inwrian~s I with non-zero linear form and o(I) = 2. 
(c) o(I) = 1. H ere, we have to consider pairs (A p) = (rlx: + 3r,x& + 3r,x,xz, 
ax,) l MS. Such a pair does not possess any automorphisms, unless r2 = 1~~1. In the latter 
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case (f, p) has the non-trivial automorphism induced by the matrix 
1 -& 
( ) 0 -1’ 
where E E { f l> is such that Erg > 0. Hence, we can assume w E ((0, 0)', (0, l)‘, (JO)‘} in this 
case. If furthermore w = (0, 0)', we can also achieve z E ((0, O)t, (0, l)‘, (1, O)‘}. 
Let us introduce the following sets of pairs: 
R, := {(rlx: + 3r,xfxz + 3(r, + 21)x1x$, (4ri + 24k)xi)l 
r2 2 0; 1 > 0 V 1 < - r2; k > - r1/6) 
R; := {(rlx: f 31r31xfx2 + 3r3x1xi, (4rl + 24k)xI) 1 r3 # 0; k > - r1/6} 
Rz := {(rlx: + 6p2xfx2 + 3r3x1x:, (4rl + 12p2 + 3r3 + 24k)xI) ( 
r3 # 0; 0 6 2p2 < Jr3); k > - (4rI + 12p2 + 3r3)/24f 
R3 I= ((2~1~: + 12~2xfx2 + 6(p2 + 21)x1x:, (2~1 + 48k)xl) I 
pz > 0; I >, fp2 V I < - 3p2; k > - ,0,/24} 
R4 := ((2~1~: + 12p2xfx2 + 6(p2 + 21)x1x:, (2~1 + 24 + 48k)xl)) 
p2 2 0; 12 +pz V 1< - 5 p2; k > - (pl + 12)/24} 
RS := ((2~1~: + 3(8 + 16p2)~:~2 + ~P~x,x:, (2~1 + 6~3 + 24 + 48k)xl)l 
- 4 6 8~2 < 1~31 - 4; k > - (~1 + 3p2 + 12)/24) 
Rcj := ((2~1~: + 48p2~:~2 + 6p3x,x:, (2~1 + 6~3 + 48k)xl)) 
0 d 8~2 < 1~31; k > - (~1 + 3~3)/24} 
R7 := ((2~1~: + 3(8 + l6p2)xfxz + 6p3xlx:, (2~1 + 6~3 + 48k)xl)I 
-4<8~2<Ip3I-4;k> -(p1+3~3)/24} 
Rg := ((2~1~: + 48p2~:~2 + ~P~x,x:, (2~1 + 6~3 + 24 + 48k)xl) I 
0 < 8~2 < Ip3I; k > - (~1 + 3~3 + 12)/24). 
PROPOSITION 7. Every equivalence class of an element I E AS2 with non-trivial linear form 
and o(l) = 1 contains precisely one element of the set 
RI x ((0, O)‘} x ((0, O)‘, (0, l)‘, (1, OY, (1, l,‘} 
UR; x ((0, 0)‘) x ((0, OY, (0, 11’7 (1, o>‘> 
HR2 x ((0, I,‘> x ((0, O)‘, (LO,‘} 
HR3 x ((1, O,‘} x ((0, O)‘, (0, I,‘> 
LIRI x ((1, O,‘} x ((1, O)t, (1, 1)‘) 
HRs x ((1, l>‘> x ((0, OIL, (1, l,‘> 
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w3 x ((1, 11’1 x (K-4 o)‘, (1, l,‘} 
uR_, x ((1, l,‘> x ((0, I)‘, U,O,‘> 
UK3 x {(L 1,‘) x ((0, I)‘, (4 O,‘}. 
(d) o(Z) = 0. Pairs (f, p) E M4 do not have any automorphisms. We have to take into 
account the following sets of pairs: 
S1 := {(rlx: + 3(rj + 21)x:x2 + 3r3x1xi + 6p,x:, (4r, + 24k)x, 1 
0 d r3 < 6p,; k > - r1/6} 
S2 := ((rlx: + 6pzx:xz + 3r3x,xs + 48p,x:, (4r, + 12p, + 3r3 + 24k)xl) 1 
0 < r3 < 48~~; k > - (4rI + 12~~ + 3r3)/24) 
S3 := {(r,x: + 6p~x:x~ + 3r3x1xz + (24 + 48p,)x:, (4rI + 12p, + 3r3 + 24k)xl) 1 
0 < r3 < 24 + 48~~; k > - (4rI + 12p, + 3r3)/24} 
S4:= ((2~1~: + 12pzxfxz + 6~3x1~; + (61- 3~2 - 3p3)~:, (2~1 + 48k)xl)l 
p3 2 0; I> (5~3 + 3p2)/6; k > - ~$4) 
S, := ((2~1~: + 12p2.xfx, + 6~3x1~; + (61- 3~2 - 3p3)~$, (2~1 + 24 + 48k)xl)l 
p3 3 0; 1 > (5~3 + 3p,)/6; k > - (p1 + 12)/24} 
S,:= {(pz + 2n)x: + 3p,x:x2 + 3(2m + 241- 3p,)x,x; 
+ (241- 3p,)x%, (- Sp, + 6m + 2n + 48k)xI) I 
1 > pJ8; (3~2 - 241)/2 6 m < 0; k > (4p, - 3m - n)/24) 
ST := {(pi + 2n)x: + 3p2xfx2 + 3(2m + 241- 3p,)xIx: + (241- 3p,)xs, 
(- Sp, + 6m + 2n + 24 + 48k)xI)) 
1 > ~218; (3~~ - 241)/2 < m < 0; k > (4p, - 3m - n - 12)/24}. 
PROPOSITION 8. The elements of the set 
s, x ((0, 0)‘) x ((0, OY, (0, I)‘> (1, O)‘, (1, l)‘> 
us2 x ((0, I)‘> x ((09 O)‘, (1,O)‘) 
us3 x ((0, 1,‘> x {(O> l)‘, (1, l,‘> 
us, x ((1, O,‘} x ((0, O)‘, (0, 1,‘) 
us5 x ((1, O,‘} x {CL w, (1, l,‘> 
US6 x ((1, l,‘} x ((0, o)‘, (1, I,‘> 
J-m x ((1, l,‘> x ((0, l)‘, (1, 0,‘) 
form a complete set of representatives for the equivalence classes of admissible systems of 
invariants I with non-zero linear form and o(I) = 0. 
1308 Alexander Schmitt 
3.4.2. Systems of invariants with trivial linear form. Here, we will classify admissible 
systems of invariants I = (f; p, w, r) such that p = 0 and o(f) = 0. 
(a) f= 0. We can obviously assume w E ((0, O)‘, (0, l)‘}. 
For w = (0, 0)', there exist up to equivalence only the following two admissible systems 
of invariants: 
(0, 0, (0, OY, (0,O)‘) and (0, 0, (0, O)‘, (0, 1)‘). 
If w = (0, l)‘, we can achieve z E ((0, 0)', (0, l)‘, (JO)‘). Representatives for the corres- 
ponding equivalence classes are: 
(0, 0, (0, l)‘, (0, O)‘), (0, 0, (0, I)‘, (0, 1)‘) and (0, 0, (0, I)‘, (I, 0)‘). 
(b) f= rx3 with r E Z,O. The automorphisms off are those induced by the group U. 
Hence, we can suppose w E ((0, O)t, (0, l)‘, (1, O)‘>. 
Define the following sets of forms: 
K1 := (6px: 1 p > 0) 
K2 := (48~~; 1 p > O> 
K3 := ((24 + 48~)~: 1p a 0). 
PROPOSITION 9. Every admissible system of invariants I = (J; p, w, z) with p = 0 and 
f = rx:, r > 0, is equivalent to a unique element of the set 
K1 x (0) x {(WI)‘) x ((0, O)‘, (0, I)‘, (lo)‘) 
LIKI x (0) x ((0, I,‘} x ((0, O)‘, (1, O,‘} 
LIKz x (0) x ((1, O,‘} x {(O,O)‘, (0, 1,‘) 
LIK3 x (0) x {(l,O)‘} x ((1, OY, (I, I)‘}. 
(c) f = x:(rlxl + 3r2x2) with 0 < rl < 3rz. Forms of this type do not have any auto- 
morphisms. 
We have to consider the following sets of forms: 
L := {x:@p,x1 + 6p2xz)lO G PI < ~2) 
Lz:= {x:(3p,x1 + 6(p, + 2l)x2)Ip1 > 0; I > -h} 
L3 := {x;(48p,x1 + 24p,xz) IO < $1 < ~2) 
L4:= {x:((24 + 48~~) x,+~~P,x~)Io~~P~<P,-~) 
L5 := (x:((24 + 48~~) XI + 3(8 + 16~2)xz)lO G PI < ~2) 
L6 := (xf(4fhx1 + 4hw2) IO G PI < P21 
L, := (x:((24 + 48p,)xl + 48~2x2) IO < 2~1 < 2~2 - l} 
La I= {~;(48p,xl + 3(8 + l6~2)xz) IO < 2~1 < 2~2 + l}. 
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PROPOSITION 10. Every equivalence class of an admissible system of invariants 
I = (f, p, w, z) with p = 0 and f = x~(rIxI + 3rZxz) with 0 6 r1 < 3rz contains precisely one 
element of the set 
m% x (0) x ((12 l,‘> x {(Q OY, (13 l,‘> 
I..& x (0) x ((1, 1,‘) x ((02 I)‘, (LO,‘> 
L&3 x (0) x ((1, 1)‘) x ((02 11’5 (LO,‘>. 
3.5. Further remarks and problems 
In Section 3.4, we have obtained a complete list of normal forms for admissible systems 
of invariants in two variables with either non-trivial linear form or cubic form with 
vanishing discriminant. Furthermore, it is easy to give an algorithm which carries any given 
element in AS2 into normal form. Using this, we are able to fit any manifold X such that its 
system of invariants is of the above type into the classification. However, given a manifold 
X and ( fx, px), it is by far easier to compute the numbers I( fx, px), J(f’, px), D( fx, px), and 
R”( fx, px). By Section 3.1 and the finiteness result of Bore1 and Harish-Chandra (The- 
orem 2), it follows that X is classified up to finite indeterminacy by b3(X) and these numbers 
provided they are not all zero. (Let us also recall that we have classified all admissible 
systems of invariants I = (f, p, w, t) such that (f, p) is a nullform: These are the systems with 
o(l) 2 2 [Section 3.4.13 and those from Section 3.4.2.) It is now interesting to know “how 
good” is the second approach. We, therefore, state the following. 
PROBLEM. Given a non-zero tuple 
determine all elements I = (A p, w, z) E AS2 with 
D(f, P) = D, @(f, P) = R2, 1C.L P) = 1 and J(f, P) = J. 
In particular, jnd all such tuples for which there do exist solutions. 
The solution of this problem corresponds to the solution of certain diophantine 
equations. Let us look at an example: 
Example 2. We will consider these equations for systems of invariants of the form 
I = (f, p, w, (0,O)‘) with p # 0 (i.e. for systems occuring for difirentiable manifolds with 
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non-zero first Pontrjagin class) such that RZ = 0. It follows that o(Z) = 1, since otherwise 
the pair (f, p) is a nullform. Given a pair (f, p) = (rlx: + 3rzxfxz + 3r3x1xz, uxr), set 
so that 
A (J; p) := 3ar, 
U p13 
and J(f;p)= -216. 
There are the following possibilities: 
(1) w = (0, O)‘, (f, p) E R1, i.e. 
(f; p) = (rrx? + 3r&xz + 3(r, + 2Z)xixq, (4r, + 24k)xr) 
with 
Then 
r2 b 0; 1 > 0 or 1 < - r,; k > - r,/6. 
D = 27(r2 + 21)2[4rI(r2 + 21) - 3r$], A = 12(r2 + 2Z)(r, + 6k). 
(2) w = (0, O)‘, (f; p) E R;, i.e. 
with 
(_L p) = (rrx: + 3 Ir31x:x2 + 3r3x1xz, (4rr + 24k)xI) 
Then 
r3 # 0 and k > - rIfti. 
D = 27r:(4rl - 3r3), A = 12r3(r1 + 6k). 
(3) w = (0, l)‘, (f; p) E R2, i.e. 
with 
Then 
(f; P) = @ix: + 6p,x:x2 + 3r3x1xf, (4rI + 12~2 + 3r3 + 24k)xl) 
r3 # 0; 0 < 2~2 < IT3 I; k > - (4ri + 12p2 + 3r3)/24. 
D = 27r:(4r,r3 - 12ps), A = 3r3(4rl + 12p2 + 3r3 + 24k). 
(4) w = (1, O)‘, (f, P) E R3, i.e. 
(5 p) = (@1x: + lQ,x:~2 + 6(p2 + 21). 
with 
w:,@p, + 48kh) 
Then 
p2>O; lb*p20r1< -$p2; k > - pr/24. 
D = 27.4(p2 + 2/)2[16p,(p2 + 21) - 48pz], 1 = 12(p, + 21)(p, + 24k). 
(5) w = (1, l)‘, (f, p) E Rs, i.e. 
(fl P) = (2~1~: + 3(8 + 16~2)-Gx2 + ~P~XIX:, (2~1 + 6~3 + 24 + 48k)xl) 
with 
- 4 G 8~2 < IPJI - 4; k > - (pr + 3p2 + 12)/24. 
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Then 
D = 27.4&16p,p, - 192(1 + 2p#], A = 12p,(p, + 3p, + 12 + 24k). 
(6) w = (1, I)‘, (f, P) E R6, i.e. 
with 
Then 
(f, P) = (2~1~: + 4gp,xtx, + 6p,xix2, (2p, + 6p, + 48k)xI) 
0 G gp, < 1~3 I; k > - (pi + 3p,)/24. 
D = 27.4~:[16plp3 - 768p;l, A = 12p,(p, + 3p, + 24k). 
Let us draw some conclusions from Example 2. Recall that we only take into account 
systems with r = (0,O)‘. 
LEMMA 3. If I = (f, p, w, (0,O)‘) is an admissible system of invariants with p # 0, 
R’(f; p) = 0, and (1/27)D(f, p) f 0 mod 4, then w = 0, i.e. such systems occur only for spin 
manifolds. 
PROPOSITION 11. Then system (XT + 3x:x1 + 3x1x:, 4x1, (0, 0)', (0,O)‘) is up to equioa- 
lence the only admissible system with 
D =27, R2 =O, I = 12 and J = -8. 
Proof. Let (f, p, w, (0,O)‘) be a system in normal form with the above invariants. Since 
(1/27)D(f, p) z 1 mod 4, we conclude w = (0, 0)', i.e. (f, p) E RI or (f, p) E R; . The assertion 
follows easily because A(f, p) = 12. 0 
PROPOSITION 12. There are up to equivalence two systems of invariants with 
namely 
D = 0, R2 = 0, I = 2714 and J = - 8118, 
(3x:x2, 3x2, (0, l)‘, (0,O)‘) and (x1(x1 + 3~~)~~ xl, (0, l)‘, (0,O)t). 
ProoJ: Let (f, p, w, (0,O)‘) E AS2 be a system in normal form with the above values of 
D, R2, I, J. We must have A(f, p) = 9. Looking at Example 2, it follows that w = (0, 1)’ and 
(f, p) E R2. We furthermore observe r 3 = 1 or r3 = 3. In the first case we obtain 
(3x:x2, 3x2, (0, l)‘, (0, 0)‘), in the second case (x1(x1 + 3x2)2, x1, (0, l)‘, (0,O)‘). 0 
4. SOME EXAMPLES FROM ALGEBRAIC GEOMETRY 
We will now investigate the topology of some very simple examples of three-dimen- 
sional projective algebraic varieties, namely hypersurfaces in Pr x P3, X-manifolds, and 
Pi-bundles over P2, and give some applications with respect o the question which systems 
of invariants (or parts of them) can be realized by projective algebraic manifolds. In 
particular, it turns out that the systems of invariants appearing in Propositions 11 and 12 
occur for projective manifolds. Furthermore, we will recall a theorem of Campana and 
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Peternell classifying all projective algebraic structures on certain topological manifolds and 
draw an interesting corollary. 
4.1. Hypersurfaces in P 1 x P 3 
For given a, 6 E .Z,e, let V,, be a non-singular divisor in the linear system JCP, XP,(a, b)]. 
We choose the elements 
as a basis for H2(V,,, Z). With respect o this basis, the invariants of I$, are given by 
fy., = 3bX& + ax; and pK, = b(4 - b2)xI + a(4-- 3b2)x2. 
Finally, the topological Euler number is given by 
e(V,,) = 4a + 12b - 8b2 + 2b3 - 12ab + 12ab2 - 4ab3. 
One can easily derive the homeomorphy classification of these manifolds from Theorem 1. 
It reads as follows: 
PROPOSITION 13. Two hypersurfices V,, and V,, are orientation preservingly homeomor- 
phic if and only if one of the following conditions holds: 
(1) a = c und b = d. 
(2) b = d = 1 and a E k c mod 3. In this case, V,, and V,, are P,-bundles over PI (see 
also Section 4.2). 
Looking only at the cup forms of Vab, we see: 
LEMMA 4. Every binary cubic form with vanishing discriminunt can occur us the cupform 
of a simply connected projective algebraic manifold with torsion free homology. 
We furthermore remark that the pair (fV_.,, pv.,) is a nullform if and only if b = 2. Since 
a can be any positive integer, we conclude: 
COROLLARY 3. There is an inJinite family of puirwise non-equivalent nullforms in 
C2 @ P2” which can be realized by simply connected projective algebraic manifolds with 
torsion free homology. 
4.2. P2-bundles over PI 
Let us consider the following projective algebraic manifolds 
&,:= P(O,,OOp,(-u)OO,,(-b)), Odu6b. 
Cab and XC,, are isomorphic if and only if a = c and b = d. Let hI be the cohomology class of 
a fibre of the projection onto Pi and h2 := c1 (C?&(l)). By the Leray-Hirsch theorem, these 
elements form a basis for H2(&,, h). The invariants of Cob are 
fzO, = 3x1x: + (a + b)x:, pZa., = 3x1 + (a + b)x2. 
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Furthermore, b3(X) = 0, again by Leray-Hisch. We compute: 
N&,,, PZ~.,) = 0 = R’(&,, px.,), I(.&.,, PA = 27/4 
J(&,Y PZ,,) = - 81/g. 
We infer from Proposition 12: 
PROPOSITION 14. Two ruled manifolds Cob and & are orientation preservingly homeomor- 
phic if and only if 
_+(a + b) = c + d mod 3. 
Hence, there are two homeomorphy classes of X-manifolds, namely the one of PI x P2 and the 
one of &t. In particular, every simply connected, closed, oriented, topological 6-mani$old with 
torsionfree homology, and b3 = 0, D = R2 = 0, I = (27/4), and J = - (81/8) carries infinitely 
many projective algebraic structures. 
Remark 2. Proposition 14 is the three-dimensional case of a result of Brieskorn [6]. 
4.3. PI-bundles over P2 
Let E be a rank 2 vector bundle over the complex projective plane with Chern classes 
c1 and c2 which we interpret as integers. We choose the elements hI := cl(Op&l)) and 
h2 := ~~(7~*0,~(1)) as a basis for H’(P(E), P). With respect to this basis, the invariants of 
P(E) are given by 
b&P(E)) = 0, f& = (c: - c2)x: - 3CiX& + 3x1x; and pPca = (3 f C: - 4~2)~~. 
The homeomorphy classification reads as follows: 
PROPOSITION 15. Suppose we are given two rank 2 vector bundles E and E’ over P2 with 
Chern classes c1 , c2 and c; , c;, respectively. Then P(E) and P(E’) are orientation preservingly 
homeomorphic if and only if 
Proof Since a(f&,) = c: - 4c2, the necessity of the last condition is evident. 
If e: - 4c2 = c;’ - 4c’,, then E and E’ define up to tensorizing by a line bundle the same 
topological bundle over P,, whence the assertion. Of course, one can easily find a matrix 
carrying the system of invariants of P(E) into that of P(E) and conclude by the theorem of 
J~PP. 0 
Finally, let us fit these bundles into our classification scheme of Section 3. First, observe 
that we can assume c,(E) E { - 1, O}. We will only treat the case c,(E) = - 1 which means 
w,(P(E)) = [(3 + cI)h212 = (O,O)‘, and we will, furthermore, assume c2(E) # 0. Choose 
E = f 1 with ec2(E) < 0 in order to get 
Since c,(E) can be any integer [14, Theorem 6.2.1, p. 1171, we obtain 
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PROPOSITION 16. Every system of invariants of the form 
(rx: + 3x:x2 f 3x1x;, 4rxl, (O,O)‘, (0,O)‘) with r > 0 
occurs as the system of invariants of a projective algebraic manifold with b3 = 0. 
4.4. The theorem of Campana and Peternell 
As mentioned in the introduction, the ultimate goal is to describe all projective algebraic 
structures on a given topological manifold. One of the rare cases where this is possible is the 
case of primitive Fano manifolds with b2 = 2 and b3 = 0 (primitive means that the manifold 
cannot be obtained from another one by blowing up a smooth curve). The holomorphic 
classification of these manifolds looks as in Table 2 [12, Theorem 1.71 (Observe that they 
are all PI-bundles over Pz): 
We have the following classification result for the projective algebraic structures on the 
topological manifolds underlying primitive Fano manifolds with b, = 2 and b3 = 0 due to 
Campana and Peternell [7, p. 31: 
THEOREM 7. Let X be a three-dimensional projective algebraic manifold. Then: 
(1) X is orientation preservingly homeomorphic to PI x P2 ifand only if X is either of the 
form I& with a + b z 0 mod 3 or of the form P(E) where E is a rank 2 vector bundle 
over Pz with cl(E)’ - 4c,(E) = 0. 
(2) X is orientation preservingly homeomorphic to a PI-bundle P(E) over Pz with 
cl(E)’ - 4c,(E) = - 12, - 3, 1, or 4 if and only tf X is a PI-bundle P(E’) over 
Pz with ct(E’)’ - 4c,(E’) = - 12, - 3, 1, or 4, respectively. 
We observe that the only Fano manifold with cl - 1 mod 2 and non-vanishing Pon- 
trjagin class is P(Op2 0 Opl( - 1)). This manifold realizes the system of invariants appearing 
in Proposition 11. We therefore obtain 
COROLLARY 4. Let X be a simply connected three-dimensional projective algebraic variety 
with torsion free homology and b3(X) = 0. Then the following conditions are equivalent: 
(1) R2(fx, PA = 0, Wfx, PA = 27, L(fx, PA = 1% and J(fx, PA = - 8. 
(2) X is orientation preservingly difiomorphic to a PI-bundle P(E) over Pz with 
cl(E)’ - ‘k,(E)= 1. 
(3) X is isomorphic (as an algebraic variety) to a PI-bundle P(E) over P, with 
Cam - 4C,(E) = 1. 
Table 2 
Manifold 
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