1. Introduction In a previous paper [10] the authors presented methods for determining, with arbitrary and known accuracy, the Dirichlet integral and the value at a point of a solution of Laplace's equation. These methods have the advantage that upper and lower bounds are computed simultaneously. Moreover all error estimates are in terms of quadratic functionals of an arbitrary function, so that the Rayleigh-Ritz technique gives a systematic way of making the error arbitrarily small. These methods depend on an identity of F. Rellich [12] . As a consequence it is necessary to assume that the boundary is star-shaped with respect to some point, and it is not possible to treat differential equations with variable coefficients by these methods.
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In this paper a generalization of Rellich's identity to general second order elliptic operators as well as to a large class of elliptic systems of second order operators is employed to extend the results of the previous paper to equations involving such operators and rather general domains.
The identity in question was obtained and used for hyperbolic operators by L. Hδrmander [7] who, in a mimeographed note kindly communicated to the authors, has independently obtained therefrom some estimates for boundary values of the solution of a second order elliptic equation.
It is interesting to note the similarity in structure of the identity (2.4) and the formula for the first variation of Green's function for Ju-pu given by Garabedian and Schiffer [6] .
For the sake of simplicity only the case of a self-adjoint second order operator without zero order terms is treated in detail. However the method is easily extended to more general operators, and even systems, as is shown in § §6 and 7.
Section 2 is concerned with the above-mentioned identity. In §3 this identity is used to estimate several important quadratic functionals (including the generalized Dirichlet integral) in terms of Dirichlet data for a general non-homogeneous boundary value problem in N dimensions. We obtain an approximation to the generalized Dirichlet integral by means of a specific functional of an arbitrarily chosen function. The error estimate is a quadratic functional in the deviation of the Dirichlet data of the arbitrary function from the given data, and can be made small by a Rayleigh-Ritz technique. The previous paper [10] treated only Laplace's equation of which many solutions are known, so that the arbitrary function could be assumed to satisfy the differential equation. Here, however, a general differential equation is treated. Therefore provision must be made for errors of the arbitrary function both in the differential equation and in the boundary values, and the error estimate is a quadratic functional in both of these. This estimate can be useful even in the case of the Laplace operator when the domain or the Dirichlet data are such that it is inconvenient to work with harmonic functions.
Even in the special case treated in the previous paper, that is, when the equation is Laplace's equation, the domain is star-shaped, and the arbitrary function is taken to be harmonic, the estimate (3.29) represents an improvement over the estimate (3.15) of [10] . The same statements apply to §4, where the value of the solution of a Dirichlet problem at an arbitrary interior point is given.
In §5 similar estimates are derived for the exterior mixed boundary value problem in three or more dimensions. Here the inequalities (5.10) and (5.11) are basic, both to the estimate of the Dirichlet integral and to the pointwise approximation of the function. In those Neumann problems which could be treated in the previous paper, the present method represents a great simplification. In fact, the treatment of Neumann's problem is rendered simpler than that of Dirichlet's problem. Unfortunately, the occurrence of a zero eigenvalue prevents our results from being extended to the interior Neumann problem.
Section 6 sketches the extension of all these results to non-selfadjoint second order equations. In §7 these extensions are carried to a class of elliptic systems of second order differential equations. This extension permits the treatment of the first boundary value problem, the exterior second boundary value problem, as well as certain mixed problems of the classical theory of elasticity [13] .
The treatment of the mixed boundary value problems is an extension of the results of the report [11] upon which this paper is based.
2 An integral identity. We consider the operator
on a domain D of Euclidean iV-space. The summation convention will be used throughout this paper. 
Here B is the boundary of D, n k is a Euclidean unit outward normal vector (Σfc=i^fc = 1)> a n ( i dS and dVare Euclidean elements of area and volume.
An identity equivalent to (2.4) has been given by Hormander [7] . In the special case where 2I(%) is the Laplace operator and /* = #*, the identity reduces to that of Rellich [12] .
The usual Green's identity for %{u) is [4] and Krahn [9] states that λ τ is at least as large as the lowest fixed membrane eigenvalue of a sphere of the same volume as that of D.
We now seek a bound for S(dujd^fdS. By (3,1) du\dt = 0 on B, and B the left-hand side of (2.14) reduces to a single term.
We choose the vector field p in such a way that/* n k is bounded and has a positive minimum on B. For example, if B is star-shaped with respect to the origin, one can take jP = x k . If D is a region between two surfaces that are star-shaped with respect to the origin, and if D contains the spherical shell of radius r 0 , one can take f k = x k (r -r 0 ). Because of the fact that a iJ is positive definite, there exists a constant c such that
(c is any upper bound for the largest eigenvalue of the coefficient matrix on the left with respect to a ίj ). From (2.14) together with (2.5) and (3.8) follows the inequality
B D
Thus by Schwarz's inequality we have (3.10)
Application of the triangle inequality and Schwarz's inequality as well as (3.6) and (3.7) yields
J/
If we first integrate the left-hand side of (3.11) by parts and then apply the same inequalities, we arrive at an inequality similar to (3.11) but with the first factor of the second line on the right replaced by
Thus we have (3.12) where
Hence we have finally (3.14)
(h) Homogeneous differential equation.
Let v(x) be a solution of
and let v be a given piecewise continuously differentiate function on B.
Upon use of (3.8) and (2.5) the identity (2.14) gives
We again choose f k in such a way that f k n k has a positive lower bound on B. Completing the square in (3.16) yields (3.17) <f n-'/χ
In order to estimate A|V] we rewrite the Green's identity (2.5) as
Applying Schwarz's inequality and (3.17) yields
All the quantities other than A\v\ occurring in this inequality can be computed and are small if the given boundary value of v and its gradient are small in a mean square sense. In order to compute the quantities (dvjdtf and α tJ /*^0i;/9ί, we recall that they depend only on the given values of v on B. Let v be a function defined in a neighborhood of B, and coinciding with v on B (that is, an extension into D of the given boundary values). Then by the definitions (2.12) and (2.13)
Let w be the solution of an arbitrary Dirichlet problem. That is, %{w) is given in D and w is a given piecewise continuously differentiable function on the boundary B.
We approximate wbya twice differentiable function φ in the sense that %(φ) approximates %(w) and the boundary values of ψ approximate those of w. We shall show how to estimate A[w\ from a knowledge of the function φ and the degree of approximation of the given data.
The triangle inequality states that 
These quantities are known explicitly. It follows from (2.5) and Green's second identity
Hence we need only use the estimates (3.6) and (3.19) together with (3.25) and (3.26) to find
Here p is again a vector field that points outward on B, and c is determined by both a ίj and p in the inequality (3.8). The right-hand side of (3.29) can be computed explicitly. If Sί(^) approximates 2ϊ(w) in mean square, and if φ and its tangential gradient on B approximate w and its tangential gradient, then the bound for A\w -ψ\ is small, and (3.21) gives close upper and lower bounds for A\w\. From the computational point of view, it is easier to make a quadratic form small. Consequently; we replace (3.29) by the slightly worse estimate
Here β is an arbitrary positive constant. The optimum value of β yields (3.29) again. If, however, we fix β, the right-hand side of (3.30) is a quadratic form in (w -φ). Thus we can take for φ an undetermined linear combination
where the φ i are arbitrary functions. The right-hand side of (3.30) is then a non-homogeneous quadratic form in the coefficients b ίf so that minimization with respect to the b t reduces to inverting a A; by A; matrix. This is just the well-known Rayleigh-Ritz method. Improved bounds can be obtained when either the differential equation or the boundary condition is homogeneous. For example, let w satisfy 
21)) in the boundary values of w -ψ and θjdt (w -φ).
A similar situation occurs if we take φ to satisfy (3.35) φ = w on JB .
In this case we have the identity
The upper bound is just Dirichlet's principle, while a lower bound is obtained with the aid of (3.29) or (3.30). Again, the error term is of degree two in w -φ. Such a result also occurs when
and φ is chosen to satisfy either the differential equation or the boundary condition.
In the special case in which 31 is the Laplace operator a number of methods for obtaining bounds in harmonic problems have been proposed (see in particular Diaz [2] , and the papers referred to in the bibliographies of [2] and [10] ).
4. Pointwise bounds in Dirichlet's problems. We now give bounds for the value at an interior point p ~ (x p , •••,#£) of the solution w of a Dirichlet problem. As in section (3c), we suppose that 2I(w) is given in D and the value of w itself is given on the boundary B.
We again consider the arbitrary function ψ which is chosen so that %(ψ) is close to %{w) and the values of φ on B are close to those of w. We shall approximate the value of w at p not by φ(p), but by a functional depending only on φ and the given data for w.
For this purpose we first introduce the function Γ p (x) having the following properties 1 : (a) At all points of D except p, Γ p (x) is twice continuously differentiable, so that %(Γ P ) is continuous except at p;
2 is integrable over D; (4.1) (c) Γ p is singular at P in such a manner that if S p is a sphere of
where d\dv is the outward conormal derivative.
If SI(Γp) = 0, Γ p is just a fundamental solution. However, such a function may be quite difficult to construct. On the other hand, one can always take
where α is the determinant of a iJf and ω N is the surface of the Ndimensional unit sphere.
By means of Green's identity (3.27) we find the representation where /* and t k have the same significance as in section 3b. Since u = 0 on J5, v = ^ -φ and 0ι;/0ί = djdί (w -^) on B y the second term on the left is known. We subtract this term from both sides of (4.3), transpose the second and third terms (which are known), and apply Schwarz's inequality together with (3.12) and (3.17) to find 
It is only necessary to bound the last term on the right of (4.5). We first consider the three-dimensional case, N = 3. Let 
Z) J3
It follows from (2.2) that (4.10)
If we let ψ = ^ -y>, and use the bound (3.30) for A\_w -φ\, (4.9) yields a bound for \\r~\w -φfdV. Thus, we can apply Schwarz's inequality to the last term of (4.5) to obtain (4.11) -ψMΓ p )dV
The second factor on the right converges because of condition (4.1b), and is explicitly known. The first factor is explicitly bounded by (4.9), (4.10) and (3.30). Thus, all the terms on the right of (4.5) are known explicitly. where α, β and γ are any positive numbers, one can bound the right-hand side of (4.5) with the square root of a single explicitly known quadratic functional. This can then be made arbitrarily small by the RaleighRitz method. Thus, the bounds for w(P) can be made arbitrarily close.
NEW BOUNDS FOR SOLUTIONS OF SECOND ORDER ELLIPTIC
For N -2, we replace the identity (4. The last term of (4.5) is now bounded by the Schwarz's inequality ( 
4.24) \\(w -
The last factor converges because of (4.19) and condition (4.1b), and can be computed explicitly. The first factor is bounded by (4.23). The righthand side of (4.5) may thus again be bounded by the square root of a quadratic form in w -φ and djdt (w -ψ) on B and %{w -ψ) in D, which can be made arbitrarily small by the Rayleigh-Ritz method. Thus arbitrarily close upper and lower bounds for w{P) are obtained in any number of dimensions.
To find a given derivative of w at p, it is only necessary to differentiate the representation (4.3). We can then proceed exactly as before, providing only that the given derivatives of φ, Γ p (x), and $ί(Γ p ) with respect to the coordinates x p exist and are continuous for x p Φ x, and the derivative of Γ p (x) again satisfies conditions (4.1a) and (4.1b). In general for variable a ίj , the derivatives of the functions (4.2) will violate condition (4.1b). If the a ij are twice continuously differentiate, it is easily verified that in two dimensions the function
satisfies (4.1a, b, and c) and its first derivatives satisfy (4.1a and b). In N dimensions with N ^ 3, one uses the function
(N -2)ω N Thus one can always estimate the derivatives of the solution of Dirichlet's problem with arbitrary accuracy.
It is clear that great simplifications in the above results occur if Γ p (x) is a fundamental solution, that is, if Sί(Γ p ) = 0, so that the last term in (4.5) is absent.
5 The exterior mixed problem. Let u be an arbitrary twice differentiable function defined in the exterior D of a closed surface B in N-space (N ^ 3). We assume that at infinity u tends to zero in such a way that the integrals of r~2 u 2 If B λ is star-shaped with respect to the origin, one can take
where a x is the constant defined in (2.2). Otherwise, one can take this function outside a sphere containing B, and continue it in such a way that g k satisfies (5.1) and (5.2). From the divergence theorem it follows that
Since a scalar product is less than half the sum of the squares of the norms,
Combining (5.6) and (5.7) we find that
Squaring both sides of (5.8), inserting (5.9), and dividing by the common factor yields
On the other hand, inserting (5.10) into (5.9) yields (5.11) ) and %{Γ V ) = O(r~N) as r-> oo. We note that everything on the left of (5.13) except w(p) is known, so that upper and lower bounds for w(p) are obtained. They are close if the right-hand side is small. This depends on minimizing a quadratic functional (the second factor on the right of (5.13)) with respect to admissible functions ψ.
We note that the first factor on the right of (5.13) is the same quadratic form in Γ p . Since it is easy to find a whole family of admissible Γ p (one Γ p plus any sufficiently regular function will do), one can minimize the first factor also. This may result in considerable improvement of the bounds.
The same procedure may be applied to the interior mixed boundary value problem. However, the construction of the vector field g k satisfying conditions (5.1) 6. More general operators. All the results which have been presented in the preceding sections for the special operator 3ί(w) can be extended to elliptic second order operators of the form
The coefficients a ίj and b ι are assumed piecewise continuously differentiable in D, while q is assumed bounded. We must, of course, exclude the occurrence of non-positive eigenvalues of this operator. To this effect, we assume The equations of the classical theory of elasticity [13] satisfy these conditions. Methods for obtaining bounds for this particular system of equations have been given by Diaz and Greenberg [3] and Synge [14] . Their method differs considerably from the one proposed here. The analogue of the conormal derivative is the ikί-vector.
In terms of this vector, we have the Green's theorem
where S/Jiu) is the operator consisting of the first set of terms on the right of (7.1), and where T* is a matrix with the property (7.9) <Tf Γ5 = 1 .
With these decompositions and the identity analogous to (2.3), one finds the analogue of (2.14), namely In order to get pointwise estimates, one uses the representation (x) . The most important of these is the presence of a singularity at p such that if S p is a sphere of radius p centered at p, (7.15) lim <f (^Ά P-»O J \ dv S P-O J
Sp
For the construction of such a parametrix tensor see [8] .
The results of §5 can be extended to the exterior problem with values of (du/dv) a + h aβ u β given on the boundary B. Here h Λβ is a given positive semidefinite matrix field on B.
Let the inverse of the matrix a% be denoted by aff so that (7. 3 are the inverse matrices of G^β and G Λβ . This is the analogue of (5.11) and, together with (7.19), gives the analogue of (5.10). Thus we can proceed as in § 5 to approximate the solution of the problem where S/ 0 (u) is given in D and (duldv)* + h Λβ u β is given on B. These results may be extended as outlined in § 6 to the more general operator &Ju).
More generally, we may divide B into components B o , B lf B 2 , , B n . On B ύ we prescribe (duld^) a + h Λβ uv. On B k we are given k linearly independent vector fields. Then u is required to be orthogonal to these k vectors, while (dujdp)* + h aβ u β is prescribed to within an arbitrary linear combination of the k vectors on B k . As a special case we obtain the mixed boundary value problem of the theory of elasticity [13] where the displacement in certain directions and the components of force in the other directions are given.
It is clearly only necessary for the quadratic form G Λβ u*u β with u* subject to the orthogonality conditions on each component B k to be positive. Then the quadratic form in the second term on the right of (7.20) is defined, positive and known when the arbitrary linear combination of the k vectors on B k is so chosen that (duldv) Λ + h aβ u β satisfies the same orthogonality relations as u*.
The approximation proceeds from (7.20) as in §5.
