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時系列に対する Lampard の方法 (PIEE ， 120C, March (1955) J とあわせて直交関数系をもちいる
相関々数測定の分野はほぼ覆われていると考えられる。







第 7 章は結論で、前章までに得た学習機械は 2 値信号の通信系における信号検出、時間と共に緩や
かに変化する時系列パターンの認識などにもちいることができ、また学習機能を拡張することにより
自己組織系への発展的研究に寄与できることなどに触れ、今後の課題についても簡単に述べた。
本論文は以上のような章構成と内容をもつものである。
論文の審査結果の要旨
本論文は学習機能をもっ時系列パターンの認識における学習過程を理論的ならびに実験的に検討し、
その考察過程から得られるいくつかの特徴をもった認識機械の構成と、それぞれの学習過程理論を明
かにしている。
まず著者は、パターン認識の分野で比較的広範囲にわたって用いられている認識機械、すなわち φ
一機械をとりあげ、その学習過程を詳細に調べた。この結果からこの機械はシステムの同定に適用で
きることを示し、実験的にも確かめた。この機械はさらに相関フィルタとしての機能をもち、その機
能を発展的に利用するという立場から学習機能を附与して、いわゆる教師なしの認識機械を構成した。
この機械は未知波形の適応同定、ゆるやかに変化するパターンの識別などに有効で、あることから、詳
細な解析を行なっているが、そもそもこの機械は非線形な動作をする要素を含むため、その解析は極
めて困難になるが、近似計算法を確立し、実験的にもそれを裏づけた。さらに確率的学習認識機械一
般論の立場からこの認識機械を考察しより良好な特性をもっ各種の認識機械を提案し その解析と実
験的裏づけを通して、今後解明されるべき方向などを述べている。
これらの研究成果を総括してみると 本論文は教師なしの学習認識機械の設計、あるいはさらに将
来の大きな問題としての自己組織系構成への手がかりを与えるうえで、大きく貢献するものである。
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