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Abstract
This paper is concerned with an operator equation on half-line. Some theorems for the existence
of its positive solutions are obtained by using the Krasnosel’skii–Guo theorem on cone expansion
and compression in a special function space.
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1. Introduction
This paper considers the existence of positive solutions to the following operator equa-
tion on half-line:
x(t) = Ax(t), t ∈ R+, (1.1)
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Ax(t) =
∞∫
0
G(t, s)m(s)f
(
s, x(s)
)
ds, t ∈ R+, (1.2)
and R+ := [0,∞), m(·) and f (· , ·) are given functions and the kernel G(t, s) of (1.2) is
given by
G(t, s) = 1
2k
{
e−ks(ekt − e−kt ), 0 t  s,
e−kt (eks − e−ks), 0 s  t, (1.3)
with k > 0 a constant.
One can see that solutions of operator equation (1.1) are also solutions of the following
boundary value problems on half-line:{
x′′(t) − k2x(t) + m(t)f (t, x(t)) = 0, t ∈ R+,
x(0) = 0, limt→∞ x(t) = 0. (1.4)
General boundary value problems on half-line,
x′′ = f (t, x, x′), t > 0,
arise quite naturally in the study of radial solutions of nonlinear elliptic equations and
models of gas pressure in a semi-infinite porous medium (cf., e.g., [1,5,8,9,11]). Some
concrete equations of the special case where f is continuous at t = 0 have extensively been
studied by many authors (cf., e.g., [2,3,6,10,12,14]). To the authors’ knowledge, there is
little research concerning (1.4). So it is worthwhile to investigate operator equation (1.1).
The aim of this paper is to obtain the existence of fixed points of operator A by using
the Krasnosel’skii–Guo theorem (see Proposition 2.5). This requires certain compactness
of operator A. Generally speaking, the Arzela–Ascoli theorem is a good choice when one
wants to prove that an operator is compact (completely continuous). But now, it fails to
work in the special space E (given by (2.5)) due to the infinite interval R+ = [0,∞), while
the space is the key for us to establish existence theorems for operator equation (1.1). Some
compactness criterion (see Proposition 2.6) will help us to resolve this problem.
This paper is organized as follows. In Section 2 we present some preliminaries. In
Section 3, we first give Theorem 3.1, a result of completely continuous operator. Then,
Theorems 3.2 and 3.3, results for the existence of one positive solution of operator equa-
tion (1.1), are established. Two corollaries on eigenvalue problem of (1.1) are given also.
Section 4 deals with the existence of two positive solutions of operator equation (1.1).
2. Preliminaries
In this section we first present some properties of the kernel given by (1.3). It is easy to
see that
G(t, s) 0, (t, s) ∈ R+ × R+, (2.1)
e−µtG(t, s) e−ksG(s, s), µ k, (t, s) ∈ R+ × R+. (2.2)
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may assume a < b. We get
G(t, s)m1G(s, s)e−ks , (t, s) ∈ [a, b] × R+, (2.3)
where
m1 := min{e−kb, eka − e−ka} < 1. (2.4)
For the convenience of the readers, we present here the definitions of a cone and com-
pletely continuous operator.
Definition 2.1. A nonempty subset K of a Banach space E is called a cone if K is convex,
closed, and
(i) αx ∈ K for all x ∈ K and α  0,
(ii) x,−x ∈ K implies x = θ .
Definition 2.2. An operator F :E → E is said to be completely continuous if F is contin-
uous and maps bounded sets into precompact sets.
Now, let us define
E :=
{
x ∈ C(R+): sup
t∈R+
{∣∣x(t)∣∣e−λt}< ∞}, (2.5)
where λ > k is given. It is easy to testify that E is a Banach space equipped with the
following Bielecki’s norm (see [4]):
‖x‖ := sup
t∈R+
{∣∣x(t)∣∣e−λt}. (2.6)
We define a cone P as follows:
P :=
{
x ∈ E: x(t) 0, t ∈ (0,∞); min
t∈[a,b]x(t)m1‖x‖
}
. (2.7)
For the sake of seeking fixed points, we need the following assumptions and propositions.
(H1) f :R+ × R+ → R+ is continuous and it satisfies also sup(t,x)∈R+×R+ f (t, x) < ∞.
(H2) m : (0,∞) → R+ is continuous and may be singular at t = 0; m(t) ≡ 0 on R+.
(H3) 0 <
∫ b
a
e−ksG(s, s)m(s) ds,
∫∞
0 e
−ksG(s, s)m(s) ds < ∞.
(H4) 0 f 0 < L; l < f∞ ∞.
(H5) 0 f ∞ < L; l < f0 ∞.
(H6) f0 = f∞ = ∞.
(H7) There is an N1 > 0 such that 0 ‖x‖N1 and t ∈ R+ implies f (t, x) LN1.
(H8) f 0 = f ∞ = 0.
(H9) There is an N2 > 0 such that m1N2  ‖x‖N2 implies f (t, x)N2leλ(b−a)/2.
In the above assumptions, we write
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0 e
−ksG(s, s)m(s) ds
, l := 1
m1
∫ b
a
e−ksG(s, s)m(s) ds
,
f α := lim‖x‖→α supt∈R+
f (t, x)
‖x‖ , α = 0,∞,
f β := lim
‖x‖→β
inf
t∈R+
f (t, x)
x
, β = 0,∞.
Proposition 2.3 [7, Lemma 2.3.1]. Let P be a cone in a Banach space X and Ω ⊂ X be a
bounded set and A :Ω ∩ P → P be a completely continuous operator. If Ax = λx for any
x ∈ ∂Ω ∩ P,λ 1, then the fixed point index i(A,Ω ∩ P,P ) = 1.
Proposition 2.4 [7, Corollary 2.3.1]. Let P be a cone in a Banach space X and Ω ⊂ X
be a bounded set, A :Ω ∩ P → P be a completely continuous operator. If there exists a
u0 > θ such that
x − Ax = tu0, ∀x ∈ ∂Ω ∩ P, t  0,
then we have i(A,Ω ∩ P,P ) = 0.
Proposition 2.5 [7, Theorem 2.3.4]. Let X be a Banach space, and let P be a cone in X.
Assume Ω1, Ω2 are open subsets of X with 0 ∈ Ω1,Ω1 ⊂ Ω2. Let A :P ∩ (Ω2 \Ω1) → P
be a completely continuous operator, satisfying either
(i) ‖Ax‖ ‖x‖, x ∈ P ∩ ∂Ω1, ‖Ax‖ ‖x‖, x ∈ P ∩ ∂Ω2,
or
(ii) ‖Ax‖ ‖x‖, x ∈ P ∩ ∂Ω1, ‖Ax‖ ‖x‖, x ∈ P ∩ ∂Ω2.
Then A has a fixed point in P ∩ (Ω2 \ Ω1).
Proposition 2.6 [13]. Let E be the space given by
E :=
{
x ∈ C(R+): sup
t∈R+
{∣∣x(t)∣∣p(t)}< ∞}
equipped with the norm
‖x‖ := sup
t∈R+
{∣∣x(t)∣∣p(t)},
where p :R+ → (0,∞) is a continuous function. Let Ω ⊂ E. If the functions x ∈ Ω
are almost equicontinuous on R+ (i.e., they are equicontinuous in each interval [0, T ],
T ∈ (0,∞)) and uniformly bounded in the sense of the norm
‖x‖q := sup
t∈R+
{∣∣x(t)∣∣q(t)},
where the function q is positive and continuous on R+ and
lim
t→∞
p(t)
q(t)
= 0,
then Ω is relatively compact in E.
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Let us first give the following result of completely continuous operator.
Theorem 3.1. Assume (H1)–(H3) hold. Then for any bounded set Ω ⊂ E, we know that
A :Ω ∩ P → P is completely continuous.
Proof. Let us choose any bounded set Ω ⊂ E.
We first show A :Ω ∩ P → P . From (H2) we know that there exists t0 ∈ (0,∞) such
that m(t0) > 0. Since m(t) is continuous at t = t0, (1.2), (2.1) and (H1) imply that
Ax(t) 0, x ∈ Ω ∩ P. (3.1)
By (H1), (H3) and (2.2) we get, for any x ∈ Ω ∩ P and t ∈ R+,
∣∣Ax(t)∣∣e−λt =
∞∫
0
e−λtG(t, s)m(s)f
(
s, x(s)
)
ds 
∞∫
0
e−ksG(s, s)m(s)f
(
s, x(s)
)
ds

∞∫
0
e−ksG(s, s)m(s) ds sup
(s,x)∈R+×R+
f (s, x). (3.2)
Inequalities (3.2) imply that
sup
t∈R+
{∣∣Ax(t)∣∣e−λt}
∞∫
0
e−ksG(s, s)m(s) ds sup
(s,x)∈R+×R+
f (s, x) < ∞.
Thus
Ax ∈ E, ∀x ∈ Ω ∩ P. (3.3)
Moreover, for any x ∈ Ω ∩ P and σ ∈ R+, we know by (2.2) and (2.3) that
min
t∈[a,b]Ax(t) = mint∈[a,b]
∞∫
0
G(t, s)m(s)f
(
s, x(s)
)
ds

∞∫
0
m1e
−ksG(s, s)m(s)f
(
s, x(s)
)
ds

∞∫
0
m1e
−λσG(σ, s)m(s)f
(
s, x(s)
)
ds = m1e−λσAx(σ ).
Therefore,
min
t∈[a,b]Ax(t)m1‖Ax‖, ∀x ∈ Ω ∩ P. (3.4)
(3.1), (3.3) and (3.4) tell us that A(Ω ∩ P) ⊂ P as desired.
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[0,∞) is continuous. For any λ1 such that k < λ1 < λ and x ∈ Ω ∩ P , t ∈ R+, we see
similarly from the proof of (3.2) that functions {Ax: x ∈ Ω ∩ P } are uniformly bounded
with respect to the norm
‖x‖λ1 := sup
t∈R+
{∣∣x(t)∣∣e−λ1t}.
Moreover, for any T ∈ (0,∞), the fact that
G(t, s) ∈ C(R+ × R+), m(t) ∈ C(R+), f (t, x) ∈ C(R+ × R+),
and standard arguments tell us that {Ax: x ∈ Ω ∩P } are equicontinuous in interval [0, T ].
So {Ax: x ∈ Ω ∩ P } are almost equicontinuous on R+. If we set
p(t) := e−λt , q(t) := e−λ1t ,
then Proposition 2.6 implies that A(Ω ∩ P) is a precompact set in E. Hence, A is com-
pletely continuous.
We claim that, in the end, the operator A given by (1.2) is also completely continuous
even if m(t) is singular at t = 0. For each n 1, denotes the operator An by
An(x)(t) =
∞∫
1/n
G(t, s)m(s)f
(
s, x(s)
)
ds, x ∈ Ω ∩ P, t ∈ R+. (3.5)
It follows from the above proof that
An :Ω ∩ P → P is completely continuous for each n 1. (3.6)
By (H1) and (2.2), we have
∣∣A(x)(t) − An(x)(t)∣∣e−λt =
1/n∫
0
e−λtG(t, s)m(s)f
(
s, x(s)
)
ds

1/n∫
0
e−ksG(s, s)m(s) ds sup
(s,x)∈R+×R+
f (s, x),
and so
sup
t∈R+
{∣∣A(x)(t) − An(x)(t)∣∣e−λt}
1/n∫
0
e−ksG(s, s)m(s) ds sup
(s,x)∈R+×R+
f (s, x).
(3.7)
Assumption (H3) and the absolute continuity of integral imply that
lim
n→∞
1/n∫
0
e−ksG(s, s)m(s) ds = 0. (3.8)
Conditions (3.6)–(3.8) justify that A is completely continuous. This ends the proof. 
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of operator equation (1.1).
Theorem 3.2. Assume (H1)–(H4) hold. Then operator equation (1.1) has at least one pos-
itive solution.
Proof. By the first inequality of (H4), there exist r1 > 0 and ε1 > 0 such that
sup
t∈R+
f (t, x) (L − ε1)‖x‖, 0 ‖x‖ r1.
Hence
f (t, x) (L − ε1)‖x‖, 0 ‖x‖ r1, t ∈ R+. (3.9)
Set
Ω1 :=
{
x ∈ E: ‖x‖ < r1
}
.
Then we get from (3.9) and (H3), for any x ∈ ∂Ω1 ∩ P ,
‖Ax‖ = sup
t∈R+
{∣∣∣∣∣
∞∫
0
G(t, s)m(s)f
(
s, x(s)
)
ds
∣∣∣∣∣e−λt
}
 (L − ε1)r1 sup
t∈R+
{∣∣∣∣∣
∞∫
0
e−λtG(t, s)m(s) ds
∣∣∣∣∣
}
 (L − ε1)r1
∞∫
0
e−ksG(s, s)m(s) ds
= r1L
∞∫
0
e−ksG(s, s)m(s) ds − r1ε1
∞∫
0
e−ksG(s, s)m(s) ds < r1.
Thus,
‖Ax‖ < r1, ∀x ∈ ∂Ω1 ∩ P. (3.10)
Under such circumstances, we may conclude that
Ax = λx, ∀x ∈ ∂Ω1 ∩ P, ∀λ 1. (3.11)
Otherwise, there would exist x1 ∈ ∂Ω1 ∩ P and λ1  1 such that Ax1 = λ1x1. Thus
‖Ax1‖ = λ1‖x1‖ ‖x1‖ = r1. (3.12)
Obviously, (3.12) is in contradiction with (3.10). This implies that (3.11) holds. Further-
more, assumptions (H1)–(H3) tell us that Theorem 3.1 holds. Thus A :Ω1 ∩ P → P is
completely continuous. Therefore, Proposition 2.3 and (3.11) mean
i(A,Ω1 ∩ P,P ) = 1. (3.13)
430 Z.-C. Hao et al. / J. Math. Anal. Appl. 314 (2006) 423–435By the second inequality of (H4), there exist η > m1r1 > 0 and ε2 > 0 such that
inf
t∈R+
f (t, x) (l + ε2)x, ‖x‖ η.
Hence,
f (t, x) (l + ε2)x, ‖x‖ η, t ∈ [a, b]. (3.14)
Write
r2 = η
m1
> r1, Ω2 :=
{
x ∈ E: ‖x‖ < r2
}
. (3.15)
Let u0 = 1 ∈ P, then
x − Ax = λu0, ∀x ∈ ∂Ω2 ∩ P, ∀λ 0. (3.16)
Suppose that (3.16) were false, then there would exist x2 ∈ ∂Ω2 ∩ P and λ2  0 such that
x2 − Ax2 = λ2.
Condition (3.14) and the fact that ‖x2‖ = r2 = η/m > η imply that
f
(
t, x2(t)
)
 (l + ε2)x2(t), t ∈ [a, b]. (3.17)
Set
C = min{x2(t): t ∈ [a, b]}. (3.18)
By virtue of (2.3), (3.17) and (3.18), we have, for any t ∈ [a, b],
x2(t) =
∞∫
0
G(t, s)m(s)f
(
s, x2(s)
)
ds + λ2 
∞∫
0
G(t, s)m(s)f
(
s, x2(s)
)
ds

b∫
a
G(t, s)m(s)f
(
s, x2(s)
)
ds 
b∫
a
m1e
−ksG(s, s)m(s)f
(
s, x2(s)
)
ds
m1
b∫
a
e−ksG(s, s)m(s)(l + ε2)x2(s) ds
m1(l + ε2) min
s∈[a,b]x2(s)
b∫
a
e−ksG(s, s)m(s) ds
 Clm1
b∫
a
e−ksG(s, s)m(s) ds + Cε2m1
b∫
a
e−ksG(s, s)m(s) ds.
= C + Cε2m1
b∫
e−ksG(s, s)m(s) ds. (3.19)a
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x2(t) > C, ∀t ∈ [a, b]. (3.20)
Obviously, (3.20) contradicts (3.18). This implies that (3.16) holds. Hence Proposition 2.4
implies
i(A,Ω2 ∩ P,P ) = 0. (3.21)
Noting (3.13), (3.21) and the fact that Ω1 ⊂ Ω2, we have
i
(
A, (Ω2 \ Ω1) ∩ P,P
)= i(A,Ω2 ∩ P,P ) − i(A,Ω1 ∩ P,P )
= 0 − 1 = −1. (3.22)
Equalities (3.22) and the solution property of the fixed point index imply that the operator
A has a fixed point x, which belongs to (Ω2 \ Ω1) ∩ P , such that 0 < r1  ‖x‖ r2. It is
clear that x is a positive solution of operator equation (1.1). 
Theorem 3.3. Assume (H1)–(H3) and (H5) hold. Then operator equation (1.1) has at least
one positive solution.
Proof. The proof is similar to that of Theorem 3.2, and we omit it. 
The following corollaries are direct consequences of Theorems 3.2 and 3.3.
Corollary 3.4. Assume that conditions (H1)–(H4) are satisfied. Then, for each λ∗ satisfying
λ∗ ∈
(
l
f∞
,
L
f 0
)
,
there exists at least one positive solution of the eigenvalue problem of (1.1)
x(t) = λ∗Ax(t). (3.23)
Corollary 3.5. Assume that conditions (H1)–(H3) and (H5) are satisfied. Then, for each λ∗
satisfying
λ∗ ∈
(
l
f0
,
L
f ∞
)
,
there exists at least one positive solution of (3.23).
4. Existence of two positive solutions
In this section, we give some existence theorems of two positive solutions of operator
equation (1.1).
Theorem 4.1. Assume that conditions (H1)–(H3) and (H6)–(H7) are satisfied. Then, oper-
ator equation (1.1) has at least two positive solutions x1 and x2 in E such that
0 < ‖x1‖ < N1 < ‖x2‖.
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ΩN1 :=
{
x ∈ P : ‖x‖ < N1
}
.
Then we get from (H7) that, for any t ∈ R+ and x ∈ ∂ΩN1 ,
∣∣Ax(t)∣∣e−λt =
∞∫
0
e−λtG(t, s)m(s)f
(
s, x(s)
)
ds 
∞∫
0
e−λtG(t, s)m(s)LN1 ds
N1L
∞∫
0
e−ksG(s, s)m(s) ds = N1,
which indicates
‖Ax‖ ‖x‖, ∀x ∈ ∂ΩN1 . (4.1)
Secondly, set
M1 := le
λ(b−a)/2
m1
. (4.2)
Then the condition f∞ = ∞ in (H6) tells us that, there exists N∗1 > N1 such that
f (t, x)M1x, t ∈ R+, ‖x‖N∗1 . (4.3)
If we write
ΩN∗1 :=
{
x ∈ P : ‖x‖ < N∗1
}
,
then we can see from (2.3), (2.7) and (4.3) that, for any x ∈ ∂ΩN∗1 ,∣∣∣∣Ax
(
b − a
2
)∣∣∣∣e−λ(b−a)/2 =
∞∫
0
e−λ(b−a)/2G
(
b − a
2
, s
)
m(s)f
(
s, x(s)
)
ds

b∫
a
e−λ(b−a)/2G
(
b − a
2
, s
)
m(s)M1x(s) ds
 e−λ(b−a)/2
b∫
a
G
(
b − a
2
, s
)
m(s)M1m1‖x‖ds
M1m1e−λ(b−a)/2
b∫
a
m1e
−ksG(s, s)m(s) ds ‖x‖
= ‖x‖. (4.4)
Hence,
‖Ax‖ ‖x‖, ∀x ∈ ∂ΩN∗ . (4.5)1
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N∗∗1 ∈ (0,N1) such that
f (t, x)M1x, t ∈ R+, 0 ‖x‖N∗∗1 .
Put
ΩN∗∗1 :=
{
x ∈ P : ‖x‖ < N∗∗1
}
.
Then proceeding analogously to (4.4) we can prove that
‖Ax‖ ‖x‖, ∀x ∈ ∂ΩN∗∗1 . (4.6)
Finally, (4.1), (4.5), (4.6) and Proposition 2.5, together with the fact N∗∗1 < N1 < N∗1 ,
imply that the operator A has fixed points x1 ∈ ΩN1 \ΩN∗∗1 and x2 ∈ ΩN∗1 \ΩN1 such that
0 < ‖x1‖ < N1 < ‖x2‖. Obviously, x1 and x2 are positive solutions of operator equation
(1.1). 
Theorem 4.2. Assume that conditions (H1)–(H3) and (H8)–(H9) are satisfied. Then oper-
ator equation (1.1) has at least two positive solutions x∗1 and x∗2 in E such that
0 < ‖x∗1‖ < N2 < ‖x∗2‖.
Proof. We first set
ΩN2 :=
{
x ∈ P : ‖x‖ < N2
}
.
Then, from (2.3) and (H9) we have, for any x ∈ ∂ΩN2 ,
∣∣∣∣Ax
(
b − a
2
)∣∣∣∣e−λ(b−a)/2 =
∞∫
0
e−λ(b−a)/2G
(
b − a
2
, s
)
m(s)f
(
s, x(s)
)
ds

b∫
a
e−λ(b−a)/2G
(
b − a
2
, s
)
m(s)N2le
λ(b−a)/2 ds
= lN2
b∫
a
G
(
b − a
2
, s
)
m(s)ds
 lN2
b∫
a
m1e
−ksG(s, s)m(s) ds = N2 = ‖x‖. (4.7)
Hence,
‖Ax‖ ‖x‖, ∀x ∈ ∂ΩN2 . (4.8)
Secondly, f 0 = 0 implies that for any ε ∈ (0,L], there exists N∗2 ∈ (0,N2) such that
f (t, x) ε‖x‖, t ∈ R+, 0 ‖x‖N2.
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ΩN∗2 :=
{
x ∈ P : ‖x‖ < N∗2
}
,
then we have, for any x ∈ ∂ΩN∗2 ,
∣∣Ax(t)∣∣e−λt =
∞∫
0
e−λtG(t, s)m(s)f
(
s, x(s)
)
ds  ε
∞∫
0
e−λtG(t, s)m(s)‖x‖ds
 L
∞∫
0
e−ksG(s, s)m(s) ds ‖x‖ = ‖x‖,
which implies
‖Ax‖ ‖x‖, ∀x ∈ ∂ΩN∗2 . (4.9)
Thirdly, f ∞ = 0 tells us that, for any ε∗ > 0, there exists N˜∗2 > N2 such that
f (t, x) (L − ε∗)‖x‖, t ∈ R+, ‖x‖ N˜∗2 .
Set
M2 := sup
t∈R+,‖x‖∈[0,N˜∗2 ]
f (t, x).
Then
f (t, x)M2 + (L − ε∗)‖x‖, (t, x) ∈ R+ × R+.
Choose N∗∗2 > max{N˜∗2 ,M2/ε∗}. Let
ΩN∗∗2 :=
{
x ∈ P : ‖x‖ < N∗∗2
}
.
Then we get, for any x ∈ ∂ΩN∗∗2 , t ∈ R+,
∣∣Ax(t)∣∣e−λt =
∞∫
0
e−λtG(t, s)m(s)f
(
s, x(s)
)
ds 
∞∫
0
e−ksG(s, s)m(s)f
(
s, x(s)
)
ds

[
M2 + (L − ε∗)N∗∗2
] ∞∫
0
e−ksG(s, s)m(s) ds
= N∗∗2 L
∞∫
0
e−ksG(s, s)m(s) ds − (N∗∗2 ε∗ − M2)
∞∫
0
e−ksG(s, s)m(s) ds
< N∗∗2 = ‖x‖,
which shows
‖Ax‖ ‖x‖, ∀x ∈ ∂ΩN∗∗ . (4.10)2
Z.-C. Hao et al. / J. Math. Anal. Appl. 314 (2006) 423–435 435Proposition 2.5 and (4.8)–(4.10), together with the fact N∗2 < N2 < N∗∗2 , imply that the
operator A has one fixed point x∗1 ∈ ΩN2 \ ΩN∗2 and another fixed point x∗2 ∈ ΩN∗∗2 \ ΩN2
such that 0 < ‖x∗1‖ < N2 < ‖x∗2‖. Obviously, x∗1 and x∗2 are positive solutions of operator
equation (1.1). This ends the proof. 
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