ABSTRACT Software size estimation plays a key role in the planning of projects at the time of project inception. This paper describes the derivation, validation, and usage of a parametric model meant for estimating the size of board-based desktop games. This model is derived using forward stepwise multiple linear regression on a data set comprising over 60 open source board-based games collected from multiple open source repositories. A variety of prediction accuracy metrics (e.g., MMRE, PRED(x), MdMRE, and so on) are used to assess this model and K-fold cross-validation is used to validate this model. Model assessment and validation exercises yield promising results. The utility of this model is demonstrated by presenting a worked-out game size estimation example followed by some size-related what-if analyses. 
I. INTRODUCTION
Software-based games are a good source of entertainment and enjoyment. Some of these games are even used for educational and training purposes. The increasing popularity and demand for these games has led to the development of an entire industry specializing in their development. Game development, however, is by no means straightforward. In fact, some argue that software games are among the most complicated software [1] .
This high complexity of software games coupled with the huge costs of game development [2] requires a thorough management of game development projects. This entails rigorous planning of these projects. Since plans must be based on estimates, the importance of accurate cost and schedule estimation for these games cannot be overemphasized.
Estimates of software cost and effort are inherently dependent on estimates of software size [3] . Therefore, a systematic approach for size estimation of software games is required. However, as we will see in the Related Work section, despite the fact that a lot of research has been carried out on size estimation of traditional software, size estimation of desktop games still needs to be given due attention.
The objective of this research is to fill this void by developing a model specifically tailored for estimating the size of board-based desktop games. Over 60 different board-based open source games are collected from various open source repositories to calibrate our model. Once calibrated, this model is assessed using a number of prediction accuracy metrics and validated using K-fold cross-validation. Finally, the utility of this model is demonstrated by presenting a worked-out game size estimation example followed by some size-related what-if analyses.
The remainder of this paper is structured as follows. The next section summarizes related work in this area. Section III describes our approach for deriving a parametric model for size estimation of board-based desktop games. Section IV presents our model and Section V outlines the results of model assessment and validation. Section VI illustrates the usage of this model with the help of a worked-out example followed by some size-related what-if analyses. A discussion on the threats to validity of our research is presented in Section VII. Finally, Section VIII summarizes the major contributions of this research and presents some directions for future work.
II. RELATED WORK
Software size is the most influential input of many cost and effort estimation models [3] such as the widely-used COCOMO II [4] model. A lot of research has been conducted on software size estimation and a number of size estimation approaches have been proposed. Perhaps one of the simplest and easiest way to estimate software size is to seek help from an expert. This method, known as expert judgmentbased size estimation [5] , is quick but requires the presence of an expert. Moreover, there is a clear element of subjectivity in this approach since different experts may come up with different estimates depending on their past experience and knowledge. Another relatively simple size estimation method exploits size information of similar software developed in the past. Known as analogy-based size estimation [6] , this approach is also fast. However, it requires the existence of a historical database. Furthermore, comparisons are not always straightforward. This research attempts to develop a model that can be used without the presence of an expert or a historical database.
A number of functional size measures have also been proposed which unlike source lines of code (SLOC) [7] , [8] , are programming language-independent. Function points (FPs) [9] , [10] are the most popular functional size measure. Unlike SLOC, they do not capture the size of the actual product. Instead, FPs quantify the size of a software product by considering the overall functionality it offers. The most widely used method for obtaining function points is IFPUG's Function Point Analysis (FPA) [11] . Other significantly popular variants of FPA include COSMIC Full Function Points [12] , Charles Symons' Mk II [13] , NESMA FPA [14] , [15] , Feature Points [16] , 3-D Function Points [17] and Full Function Points [18] . These methods, however, are unsuitable for early estimation [19] and can be used to estimate the size only after the completion of the detailed requirements document. Such a detailed requirements document is not readily available for open source games (if at all). In fact, finalizing detailed requirements specifications takes time even for proprietary games.
Object points (OPs) [20] also measure the functional size of software. The underlying concept of this measure is similar to that of FPs except that objects are being counted, instead of functions. Many variants of OPs have been proposed in the literature [21] but there is no standard way of counting OPs. Moreover, their usage is restricted to the object-oriented environment only [20] , [21] .
FPs, OPs and other functional size measures such as story points [22] , use case points [23] etc. are generic size estimation measures. To the best of our knowledge, only one study [24] has attempted to develop a size estimation model for software games. This study focused on the size estimation of mobile games and proposed adapting the COSMIC FSM rules [25] for size estimation of mobile games. Instead of mobile games, our research focuses on developing a size estimation model for board-based desktop games. Moreover, instead of adapting an existing size estimation approach, we develop our model from scratch.
This research is an improvement and extension of our earlier work [26] . The list of predictors is refined by merging some overlapping ones. Some existing predictors are even redefined to increase the usability of this model. Moreover, this model is calibrated using more data points (65 instead of 52) Furthermore, unlike our previous work, this work assesses our model using a variety of prediction accuracy metrics and validates it using K-fold cross validation. The new model is found to be much more accurate. Finally, the usage of this model is illustrated using a complete workedout example followed by a series of what-if analyses. Figure 1 illustrates our research methodology. It depicts the major steps taken to derive and validate our size estimation model. The following subsections describe the first three steps in detail. Steps 4 and 5 are covered in Sections IV and V respectively.
III. METHODOLOGY A. IDENTIFICATION OF PREDICTORS
Identification of potential size predictors was the very first step. Since we could not find any help in this regard in the existing literature, brainstorming sessions were used to come up with a list of these potential predictors for the size of board-based desktop games.
In our earlier work [26] , eight potential predictors were shortlisted viz. Number of Rules (NRUL), Number of Players (NPLY), Animation (ANIM), 3D Visualization (3DVI), Computer Opponent (COPP), Multi Skills (MSKI), Number of Type of Variants (NTVA) and Miscellaneous Game Options (MGOP). In this research, we have used only six of the above mentioned predictors i.e. NRUL, MGOP, COPP, NPLY, 3DVI and ANIM. The predictor variables NTVA and MSKI are now merged into MGOP because both of them are actually options selected from the game menus.
Apart from refining the list of potential predictors, we also felt the need for providing improved definitions of these predictors. For this purpose, we performed a detailed analysis of the source code of all the games under study (Section III.B). Based on this analysis, complexity levels or categories such as low, medium and high were now introduced for four of these predictor variables i.e. 3DVI, COPP, MGOP and ANIM. The new and revised definitions of each of these six potential size predictors are given below.
1) NRUL
Number of rules is a count of all rules that govern game play. Rules are the set of legal and illegal moves and their VOLUME 5, 2017 consequences. The value of this predictor was determined from sources such as help files and game documentation. For popular games like chess, checkers, scrabble etc. rules were available on the websites of international associations dealing with these games.
2) 3DVI
3D visualization captures the complexity of 3D visualizations used in the game. As shown by the representative examples in Table 1 , these visualizations can have low, medium, or high complexity. 
3) NPLY
Number of players corresponds to the maximum number of players allowed by a game. This variable captures human players only. The role of computer opponent is captured in another predictor i.e. COPP.
4) COPP
Computer opponent captures the complexity of the approach used by the software for playing against humans. As shown in Table 2 , these approaches can be categorized as random, greedy, or brute force. A random approach (e.g. rolling a dice) does not require much code for implementation. More code is required for the greedy approach which tries to determine the local optima at each move of the game. The brute force approach requires the most amount of code since it uses exhaustive search to determine the best move. 
5) MGOP
Miscellaneous game options refer to the number of different options provided to the users in the menus of a game. These options may be chosen any time i.e. before, during, or after playing the game. These usually appear in the menu bar. As shown in Table 3 , based on their complexity, miscellaneous game options can be categorized as static controls, configuration controls or functions and information storage controls.
6) ANIM
Animation captures the complexity of animations used in the game. As shown by the representative examples in Table 4 , these animations can have low, medium or high complexity.
B. DATA COLLECTION
Since access to source code was required for this research, open source board-based software games were targeted. These games were downloaded from well-known free open source project hosting websites like SourceForge [27] , CodeProject [28] and CodePlex [29] . As shown in Table 5 , a total of 67 board-based desktop games were collected from these repositories. All of these games run on the MS Windows operating system and no special environment or plug-in is required to run any of them. They were developed using different programming languages such as C#, C++, Java and Visual Basic. It should be noted here that only those desktop-based board games were considered for which complete source code, executable file and documentation/help file were available. The documentation/help file was needed for identifying the value of NRUL while the executable file was required for determining the values of the remaining five predictors.
Listed alongside the name of each game in Table 5 is their source lines of code (SLOC). USC-CSSE Unified Code Count tool [30] was used to count the SLOC for each game. Also listed in Table 5 is the QSM's gearing factor (GF) [31] for the programming language used to develop each game. The gearing factor is defined as "simply the average number of new plus modified (Effective) Source Lines of Code per function point in the completed project'' [31] . This GF, which corresponds to the average value shown in the QSM Function Point Languages Table [32] , is used to convert the game's SLOC to the programming-language independent function points (FP) (another column in Table 5 ).
Each of the 67 games listed in Table 5 was individually analyzed to obtain the values of the six predictor variables described above. Moreover, the source code of each game was scrutinized to obtain the average LOC and thereafter, weights (shown in the last two rows of Tables 1 to 4) for each category of each of the 4 categorical variables i.e. 3DVI, COPP, MGOP and ANIM. The average LOC of a predictor category was calculated by summing the LOC of all games in the dataset that used this predictor category and then dividing this sum by the number of relevant games. Once the average LOC of each predictor category had been determined, the weights were calculated by normalizing the average LOCs with respect to the lowest average LOC. In this way, the category with the lowest average LOC got a weight of 1.
C. ANALYSIS OF PREDICTORS
First, the predictive strength of each of the six potential predictors was judged by using simple linear regression (SLR) [33] . Later, forward stepwise multiple linear regression (MLR) [34] was used to derive an optimal size estimation model. IBM SPSS tool [35] was employed to conduct both of these regression analyses. In both cases, FP was used as the dependent/response variable. Table 6 shows the results of SLR. The predictors are listed in descending order of their predictive strength. On a standalone basis, MGOP is found to be the strongest predictor of the size of board-based desktop games while COPP is the weakest. The next section presents the size estimation model obtained using MLR.
IV. SIZE ESTIMATION MODEL
Before building an estimation model, it is important to prune the dataset by eliminating the outliers [36] . Cook's distance [37] was used for this purpose. Two games were found to be outliers since their Cook's distance was greater than ((4/n) * 3) where n represents the total number of games. These two games were, therefore, removed from the dataset.
The pruned dataset now comprising 65 games was used for building our size estimation model. Forward stepwise MLR was used for this purpose. The objective of this technique is to find the set of statistically significant predictors which best explains the variation in the response variable (FP in our case). This technique builds the model by adding one independent variable (which has the highest correlation with the dependent variable) at a time. The value of coefficient of determination (R 2 ) is computed at each step to check if the recently added variable increased R 2 or not. Only those combinations of predictors are considered in which all of them are statistically significant at α-value of 0.05. Furthermore, Variance Inflation Factor (VIF) [38] was used to check for the presence of multi-collinearity among the predictors in the MLR models. All of the predictors in the MLR models obtained in this process had VIF values close to 1. Therefore, the presence of multi-collinearity was ruled out. Tables 7 to 9 summarize the results of applying forward stepwise MLR on our dataset. In all of these tables, each row represents an MLR model. As mentioned earlier, only those models are listed in which all predictors are statistically significant at α-value of 0.05. Apart from the first column (which depicts serial numbers) and the last column (which contains MLR models using more than four (i.e. 5 or 6) predictors are not shown since none of these models had all statistically significant predictors (at α-value of 0.05). The best model obtained using forward stepwise MLR is shown in row number 5 of Table 9 . It has an R 2 value of 0.915 and uses four predictors viz. NRUL, MGOP, NPLY and ANIM. As is evident from the above equation, this model has constant complexity. It requires a single computation/calculation for estimating the size of a board-based software game. Standardized residuals are used so that multiple data points can be compared on the same scale. The standardized residuals are considered to be normally distributed if 95% values lie between −3 and +3 [39] . A cursory look at Figures 2 and 3 indicates that this seems to be the case with our model i.e. the standardized residuals are normally distributed. Figure 4 shows the relationship between actual function points (FP) and estimated function points (EST_FP) obtained using our model. The high value of R 2 (0.915) indicates that 
V. MODEL ASSESSMENT AND VALIDATION
Needless to say all estimation models must be formally assessed and validated for their prediction accuracy. The following subsections contain detailed descriptions of the metrics and techniques used to assess and validate our size estimation model.
A. MODEL ASSESSMENT
One of the major challenges of building any estimation model is achieving a high accuracy of prediction. This entails the need to quantitatively measure the prediction accuracy. A number of different prediction accuracy metrics have been proposed in the literature for assessing the degree to which estimates produced by a model match the actual values.
To judge the prediction accuracy of our size estimation model we first used the de-facto standard metrics of prediction accuracy i.e. MMRE (Mean Magnitude of Relative Error) [40] and PRED(x) (percentage of prediction capability at level x of actual) [40] , [41] . Literature indicates that these are the most widely used accuracy metrics [40] - [42] . Both of them are based on the same concept i.e. Mean Relative Error (MRE).
MMRE is the mean of all the calculated MREs. PRED(x), on the other hand, is the percentage of relative error deviation that lies within x% of the actual i.e. the proportion of the predicted values that have an MRE value less than or equal to x/100. The values of x commonly used in the literature are 25 and 30 [43] . We use PRED(25) (i.e. x = 25) which is a more stringent metric than PRED (30) . Table 11 presents the values of these two accuracy metrics for our model. Since PRED(25) ≥ 0.75 and MMRE ≤ 0.25 are considered acceptable [43] , the values obtained for our model indicate that our model has a reasonably good estimation accuracy. Despite the fact that MMRE and PRED(x) are the most widely used estimation accuracy metrics, they have their limitations [44] . These limitations necessitate the use of additional accuracy metrics. As shown in Table 11 , we have used four additional accuracy metrics i.e. MdMRE (Median of the Magnitude of Relative Error), MMER (Mean Magnitude of Error Relative to estimate), MBRE (Mean of Balanced Relative Error) and MIBRE (Mean of Inverted Balanced Relative Error). The formulas for calculating these (and previous) accuracy metrics are also given in Table 11 .
Assuming that the same threshold of acceptability reported for MMRE values [40] applies to these additional metrics as well, the values shown in Table 11 indicate that the model performs reasonably well with respect to these additional accuracy metrics also.
B. MODEL VALIDATION
K-fold cross-validation [45] , [46] was used to validate our model. It is a non-exhaustive model validation technique used to check how accurately a prediction model performs on an independent data set. The data is divided into K equal parts or folds. The values in the Kth fold are kept for validation and those in K-1 folds are used for calibrating the model. The benefit of using K-fold cross-validation is that all the data points get a chance to be used for both model calibration and validation.
Since our pruned dataset comprised 65 games, it was divided into 5 folds (i.e. K = 5) with 13 games placed in each fold. The placement of games in folds was random. In each iteration, 4 folds were used to calibrate the model and the remaining 5th fold (a different one in each iteration) was used to validate the model.
The results of our cross-validation exercise are summarized in Table 12 . This table shows the size estimation model obtained in each iteration along with its R 2 value and the values of its different accuracy metrics. The average values of these accuracy metrics are also shown in the last row of this table.
The results obtained using K-fold cross-validation also seem very promising. In 4 out of 5 iterations, MMRE is less than 0.25 and PRED (25) is greater than or equal to 0.75. Similarly, average MMRE and PRED (25) values also satisfy acceptability thresholds.
VI. USING THE MODEL
This section illustrates the usage of our model with the help of a complete worked-out example. It also demonstrates the utility of our model in conducting what-if analyses. Figure 5 shows the basic black-box structure of our model. As shown in this figure, our model takes four inputs (NRUL, NPLY, MGOP and ANIM) supplied by the user and generates an estimate of the functional size as output. The functional size is converted to SLOC by using the value of the languagespecific GF.
Suppose you have been recently hired as a project manager by a software development company and your first task is to manage a project dealing with the development of the software version of a board game called Ghosts [47] . Naturally, your first step will be to plan the development of this game. This in turn, would require estimating, among other things, the size of this game.
Suppose that the business analyst in your team provides you the following information about Ghosts. It is a turn-based board game, played on a 6×6 square grid that represents a haunted castle. This game is played by two players having eight ghosts each. Four of these ghosts are good ghosts and are represented by a blue dot at their back whereas the remaining four are evil ghosts represented by a red dot. The ghosts are assembled in two rows at each player's board edge. The exit from the castle is at each of the four corners of the board. Neither player knows about the evil and good ghosts of the other player as the ghosts look alike from the front and the dots are at the back only. The arrangement of good and evil ghosts is done by players in any form at the beginning of the game.
The strategy of this game is to guess the opponents' ghosts by their movement patterns. The idea is to capture only the good ghosts to win the game. The game is won when a player captures all good ghosts of the opponent or losses his own evil ghosts. The rules of this game are as follows:
• Game start:
• Any player can start the game but the ghosts should face the opponent.
• Movement:
• On each players turn, the player moves one ghost one square at a time.
• The movement can be only horizontally or vertically and not diagonally.
• Capture:
• The opponent's ghost can be captured by moving to its square. Before capturing a ghost, a player does not know if it is evil or good.
• Game win by capturing good ghosts:
• The game is won by a player if he captures all the good ghosts of the opponent and is lost if he fails to capture good ghosts and instead captures all evil ghosts.
• Use of Exits to win:
• The game is also won if a player successfully moves his good ghosts through corner exits at opposing side of the board.
• Game win by leaving evil ghosts:
• The game can also be won if a player gets rid of his own evil ghosts. Apart from providing information about the rules of this game, suppose the business analyst also mentions that this game needs to use highlights and hover animations and that the menu of this game needs to have the following options: Exit, Help, About Us, License, Updates, Timer, New, Open, Save, and Pause. Also assume that, based on their past experience, all employees of this company are comfortable with using just one programming language i.e. Java.
As shown in Tables 13 and 14 , the above information is sufficient to use our model in predicting the size of Ghosts. Menu VOLUME 5, 2017 options and animations are classified into the appropriate complexity categories using the information provide earlier in Section III. Similarly, the calculations shown for MGOP and ANIM in Table 14 are used to compute the weighted sum values using the weights presented earlier in Section III (see Tables 3 and 4) . According to our model's estimate, Ghosts will have around 133 FPs and will take a little over 7000 lines of Java code for implementation.
Our model can also be used to conduct what-if analyses. What-if analysis, also known as sensitivity analysis, is used for determining the impact on the dependent variable (FP in our case) of some changes in the set of independent variables [48] . In the context of our Ghosts board game example, you as the project manager can answer questions of the following sort:
• What difference would it make to the size of the game if a (new) rule pertaining to a draw is added?
• What would be the impact on the size of the game if background animation is introduced?
• What will be the effect on the size of the game if a new option for displaying high scores is added to the menu? Table 15 shows the answers to all of the questions listed above. As shown in this table, addition of background animation is predicted to have the most impact on Ghost's size while addition of a new rule is expected to have the least impact.
VII. THREATS TO VALIDITY
Despite the fact that our model gives promising results, some factors may threaten its validity. First and foremost, the proposed model has been calibrated by using only open source games. The fact that access to source code was required for conducting this research led us in choosing open source games. Proprietary closed source software, however, is developed differently from open source software. These differences may lead to a slightly different model if closed source games are also used for model calibration.
Secondly, even though we have used a single tool (i.e. USC-CSSE Unified Code Count [30] ) for measuring the SLOC of games in our dataset, various other code counting tools [49]- [52] are also available. Since different code counters use different conventions and rules for counting SLOC, results could slightly vary depending on the code counter used.
Last, but certainly not the least, we have used the non-exhaustive K-fold cross-validation technique to validate our model. As mentioned in the literature [53] , using such non-exhaustive methods introduces the problem of conclusion instability. Exhaustive techniques (e.g. leave one out cross-validation) avoids this problem but are computationally more expensive.
VIII. CONCLUSIONS AND FUTURE WORK
This paper has described the derivation, validation and usage of a regression-based parametric model meant for estimating the size of board-based desktop games. This model was derived using forward stepwise multiple linear regression on a dataset comprising 65 open source board-based desktop games. It was assessed using a variety of prediction accuracy metrics and validated using K-fold cross-validation. Promising results were obtained during model assessment and validation.
Viewed as a black-box, our model uses four inputsnumber of rules, miscellaneous game options, number of players and animation -and produces one output -estimated function points. Programming language-specific gearing factors can then be used to convert the estimated function points to source lines of code.
Our simple and lean model can be used by project managers during the early stages of project planning when little is known but effort and resource estimation is of prime importance. Since size is one of the most important determinants of project effort, our size estimation model offers a useful addition to a project managers' toolbox. Apart from providing assistance in software size estimation, our model also offers support for decision making by enabling multiple size-related what-if analyses.
This work can be extended in a number of ways. Firstly, other game categories like puzzle games and card games can be explored. Network-based games can also be considered. Secondly, the dataset used for model calibration can be made more diverse by including proprietary games. Last but not the least, the impact of a change in platform (mobile vs. desktop) on game size may also be investigated. 
