The aim of this paper is to explore intrinsic geometric methods of recovering the three dimensional motion of a moving camera from a sequence of images. Generic similarities between the discrete approach and the di erential approach are revealed through a parallel development of their analogous motion estimation theories.
Introduction
The problem of estimating structure and motion from image sequences has been studied extensively by the computer vision community in the past decade. Various approaches di er in the types of assumptions they make about the projection model, the model of the environment, or the type of algorithms they use for estimating the motion and/or structure. Most of the techniques try to decouple the two problems by estimating the motion rst, followed by the structure estimation. So the two are usually viewed as separate problems. In spite of the fact that the robustness of existing algorithms has been studied quite extensively, it has been suggested that the fact that the structure and motion estimation are decoupled typically hinders their performance 11] . Some algorithms address the problem of motion and structure (shape) recovery simultaneously either in batch 16] or recursive fashion 11] .
The approaches to the motion estimation only, can be partitioned into the discrete and di erential methods depending on whether they use as an input set of point correspondences or image velocities. Among the e orts to solve this problem, one of the more appealing approaches is the essential matrix approach, proposed by Longuet-Higgins, Huang and Faugeras et al in 1980s 6] . It shows that the relative 3D displacement of a camera can be recovered from an intrinsic geometric constraint between two images of the same scene, the so-called Longuet-Higgins constraint (also called the epipolar or essential constraint). Estimating 3D motion can therefore be decoupled from estimation of the structure of the 3D scene. This endows the resulting motion estimation algorithms with some advantageous features: they do not need to assume any a priori knowledge of the scene; and are computationally simpler (comparing to most non-intrinsic motion estimation algorithms), using mostly linear algebraic techniques. Tsai and Huang 18] then proved that, given an essential matrix associated with the Longuet-Higgins constraint, there are only two possible 3D displacements. The study of the essential matrix then led to a three-step SVD-based algorithm for recovering the 3D displacement from noisy image correspondences, proposed in 1986 by Toscani and Faugeras 17] and later summarized in Maybank 10] .
Motivated by recent interests in dynamical motion estimation schemes (Soatto, Frezza and Perona 14]) which usually require smoothness and regularity of the parameter space, the geometric property of the essential matrix space is further explored: the unit tangent bundle of the rotation group, i.e. T 1 (SO(3)), is a double covering of the space of normalized essential matrices (full proof are given in 8]).
However, the essential matrix approach based on the Longuet-Higgins constraint only recovers discrete 3D displacement. The velocity information can only be approximately obtained from the inverse of the exponential map, as Soatto et al did in 14] . In principle, the displacement estimation algorithms obtained by using epipolar constraints work well when the displacement (especially the translation) between the two images is relatively large. However, in real-time applications, even if the velocity of the moving camera is not small, the relative displacement between two consecutive images might become small due to a high sampling rate. In turn, the algorithms become singular due to the small translation and the estimation results become less reliable.
A di erential (or continuous) version of the 3D motion estimation problem is to recover the 3D velocity of the camera from optical ow. This problem has also been explored by many researchers: an algorithm was proposed in 1984 by Zhuang et al 20] with a simpli ed version given in 1986 21]; and a rst order algorithm was given by Waxman et al 7] in 1987. Most of the algorithms start from the basic bilinear constraint relating optical ow to the linear and angular velocities and solve for rotation and translation separately using either numerical optimization techniques (Bruss and Horn 2]) or linear subspace methods (Heeger and Jepson 3, 4] ). Kanatani 5] proposed a linear algorithm reformulating Zhuang's approach in terms of essential parameters and twisted ow. However, in these algorithms, the similarities between the discrete case and the di erential case are not fully revealed and exploited.
In this paper, we develop in parallel to the discrete essential matrix approach developed in the literature, as a review see Ma et al 8] or Maybank 10] , a di erential essential matrix approach for recovering 3D velocity from optical ow. Based on the di erential version of the LonguetHiggins constraint, so called di erential essential matrices are de ned. We then give a complete characterization of the space of these matrices and prove that there exists exactly one 3D velocity corresponding to a given di erential essential matrix. As a di erential counterpart of the three-step SVD-based 3D displacement estimation algorithm, a four-step eigenvector-decomposition-based 3D velocity estimation algorithm is proposed.
Discrete Essential Matrix Approach Review
We rst introduce some notation which will be frequently used in this paper. (1) It then follows from the de nition of cross-product of vectors that, for any two vectors p; q 2 R 3 : p q =pq. The matrices of rotation by radians about y-axis and z-axis are respectively denoted 
The camera motion can be modeled as a rigid body motion in R 3 . The displacement of the camera belongs to the special Euclidean group SE(3):
where SO(3) is the space of 3 3 rotation matrices (unitary matrices with determinant +1) on R.
An element g = (p; R) in this group is used to represent the 3D translation and orientation (the displacement) of a coordinate frame F c attached to the camera relative to an inertial frame which is chosen here as the initial position of the camera frame F o . By an abuse of notation, the element g = (p; R) serves both as a speci cation of the con guration of the camera and as a transformation 
In this paper, we use bold letters to denote quantities associated with the image. The approach taken in this paper only exploits the intrinsic geometric relations which are preserved by both projection models. Thus, theorems and algorithms to be developed are true for both cases. We simply denote both s and p by the same letter . The image of the point q taken by the camera at the initial position then is q o = (q o ), and the image of the same point taken at the current position is q c = (q c ). The two corresponding image points q o and q c have to satisfy an intrinsic geometric constraint, the so-called Longuet-Higgins or epipolar constraint 6]:
q T c R Tp q o 0:
Consequently, the matrices which have the form E = R Tp with R 2 SO(3) andp 2 so(3) play an important role in recovering the displacement (p; R). Such matrices are called essential matrices;
and the set of all essential matrices is called the essential space, de ned to be E = fRS j R 2 SO(3); S 2 so(3)g: (6) The following theorem is a stronger version of Huang and Faugeras' theorem and gives a characterization of the essential space:
Theorem 1 (Characterization of the Essential Matrix) A non-zero matrix E is an essential matrix if and only if the singular value decomposition (SVD) of E: E = U V T satis es: = diagf ; ; 0g for some > 0 and U; V 2 SO(3). The condition U; V 2 SO(3) was not in the original theorem given by Huang or Faugeras, but it is convenient for the following theorem which shows how to explicitly recover the displacement from an essential matrix. One may refer to the full paper 8] for the proof of this extra condition.
Theorem 2 (Uniqueness of the Displacement Recovery from the Essential Matrix) There exist exactly two 3D displacements g = (p; R) 2 SE(3) corresponding to a non-zero essential matrix E 2 E. Further, given the SVD of the matrix E = U V T , then the two displacements (p; R) that solve E = R Tp are given by: (R T 1 ;p 1 ) = (UR T Z (+ 2 )V T ; V R Z (+ 2 ) V T ) (R T 2 ;p 2 ) = (UR T Z (? 2 )V T ; V R Z (? 2 ) V T ):
A rigorous proof for this theorem is given in 8]. A natural consequence of these two theorems is the three-step SVD-based displacement estimation algorithm proposed by Toscani and Faugeras 17] , which is summarized in 8] or 10].
Motivated by recent interests in dynamic (or recursive) motion estimation schemes 14], di erential geometric properties of the essential space E have been explored. Since the Longuet-Higgins condition is an homogeneous constraint, the essential matrix E can only be recovered up to a scale factor. It is then customary to set the norm of the translation vector p to be 1. Thus the normalized essential space, de ned to be E 1 = fRS j R 2 SO(3); S =p; kpk = 1g; (8) is of particular interest in motion estimation algorithms.
Theorem 3 (Characterization of the Normalized Essential Space)
The unit tangent bundle of the rotation group SO(3), i.e. T 1 (SO (3)), is a double covering of the normalized essential space E 1 , or equivalently speaking, E 1 = T 1 (SO(3))=Z 2 .
The proof of this theorem, as well as a more detailed di erential geometric characterization of the normalized essential space is given in 8]. As a consequence of this theorem, the normalized essential space E 1 is a 5-dimensional connected compact manifold embedded in R 3 3 . This property validates estimation algorithms which require certain smoothness and regularity on the parameter space, as dynamic algorithms usually do.
Di erential Essential Matrix Approach
The di erential case is the in nitesimal version of the discrete case. To reveal the similarities between these two cases, we now develop the di erential essential matrix approach for estimating 3D velocity from optical ow in a parallel way as developed in the literature for the discrete essential matrix approach for estimating 3D displacement from image correspondences 8, 10]. After deriving a di erential version of the Longuet-Higgins constraint, the concept of di erential essential matrix is de ned; we then give a thorough characterization for such matrices and show that there exists exactly one 3D velocity corresponding to a non-zero di erential essential matrix; as a di erential version of the three-step SVD-based 3D displacement estimation algorithm 10], a four-step eigenvector-decomposition-based 3D velocity estimation algorithm is proposed.
Di erential Longuet-Higgins Constraint
Suppose the motion of the camera is described by a smooth curve g(t) = (p(t); R(t)) 2 SE(3). According to (4) , for a point q attached to the inertial frame F o , its coordinates in the inertial frame and the moving camera frame satisfy: 
The interpretation of these velocities is: ?! is the angular velocity of the camera frame F c relative to the inertial frame F i and ?v is the velocity of the origin of the camera frame F c relative to the inertial frame F i . Using the new notation, we get: _ q c =!q c + v: (12) From now on, for convenience we will drop the subscript c from q c . The notation q then serves both as a point xed in the spatial frame and its coordinates with respect to the current camera frame F c . The image of the point q taken by the camera is given by projection: q = (q). Denote the velocity of the image point q, the so called optical ow, by u, u = _ q 2 R 3 . Theorem 4 (Di erential Longuet-Higgins Constraint)
Consider a camera moving with linear velocity v and angular velocity ! with respect to the inertial frame. Then the optical ow u at an image point q satis es:
where s is a symmetric matrix de ned by s := 1 2 (!v +v!) 2 R 3 3 . Proof: From the de nition of the map 's, there exists a real scalar function (t) (kq(t)k or q 3 (t), depending on whether the projection is spherical or perspective) such that: q = q. Take the inner product of the vectors in (12) with (v q): u Tv q + q T sq 0:
Characterization of the Di erential Essential Matrix
We de ne the space of 6 3 matrices given by:
to be the di erential essential space. A matrix in this space is called a di erential essential matrix.
Note that the di erential Longuet-Higgins constraint (13) is homogeneous on the linear velocity v. Thus v may be recovered only up to a constant scale. Consequently, in motion recovery, we will concern ourselves with matrices belonging to normalized di erential essential space:
The skew-symmetric part of a di erential essential matrix simply corresponds to the velocity v. The characterization of the (normalized) essential matrix only focuses on the characterization of the symmetric part of the matrix: s = 1 2 (!v +v!). We call the space of all the matrices of such form the special symmetric space: (19) A matrix in this space is called a special symmetric matrix. The motion estimation problem is now reduced to the one of recovering the velocity (!; v) with ! 2 R 3 and v 2 S 2 from a given special symmetric matrix s.
The characterization of special symmetric matrices depends on a characterization of matrices in the form:!v 2 R 3 3 , which is given in the following lemma. This lemma will also be used in the next section to prove the uniqueness of the velocity recovery from special symmetric matrices. Like the (discrete) essential matrices, matrices with the form!v are characterized by their singular value decomposition (SVD):!v = U V T , moreover, the unitary matrices U and V are related. 
Q has the given form (20) . We now prove the su ciency. Given a matrix Q which can be decomposed in the form (20) Since ! and v have to be, respectively, the left and the right zero eigenvectors of Q, the reconstruction given in (23) is unique.
The following theorem gives a characterization of the special symmetric matrix. 
Since both sides of (34) have the same eigenvalues, according to (29), we have:
We then can denote both 1 and 2 by . It is direct to check that the only possible rotation matrix 
where = diagf ; ; 0g and 1 = diagf1; 1; 0g. Given a non-zero di erential essential matrix E 2 E 0 , its special symmetric part gives four possible solutions for the 3D velocity (!; v). However, only one of them has the same linear velocity v as the skew-symmetric part of E does. We thus have:
Theorem 7 (Uniqueness of Velocity Recovery from the Di erential Essential Matrix) There exists only one 3D velocity (!; v) with ! 2 R 3 and v 2 R 3 corresponding to a non-zero di erential essential matrix E 2 E 0 .
In the discrete case, there are two 3D displacements corresponding to an essential matrix. However, the velocity corresponding to a di erential essential matrix is unique. This is because, in the di erential case, the twist-pair ambiguity (see Maybank 10] ), which is caused by a 180 rotation of the camera around the translation direction, is avoided.
It is clear that the normalized di erential essential space E 0 1 is a 5-dimensional di erentiable submanifold embedded in R 6 3 . Further considering the symmetric and anti-symmetric structures in the di erential essential matrix, the embedding space can be naturally reduced from R 6 3 to R 9 . This property is useful when using estimation schemes which require some regularity on the parameter space (for example, the dynamic estimation scheme proposed by Soatto et al 14]).
Algorithm
Based on the previous study of the di erential essential matrix, in this section, we propose an algorithm which recovers the 3D velocity of the camera from a set of (possibly noisy) optical ows. 
De ne a vector a 2 R 9 associated to optical ow (q; u) with q = (x; y; z) T 2 R 3 ; u = (u 1 ; u 2 ; u 3 ) T 2 R 3 to be 1 : a = (u 3 y ? u 2 z; u 1 z ? u 3 x; u 2 x ? u 1 y; x 2 ; 2xy; 2xz; y 2 ; 2yz; z 2 ) T :
The di erential Longuet-Higgins condition (13) can be then rewritten as:
a T e = 0:
Given a set of (possibly noisy) optical ow vectors: (q i ; u i ); i = 1; : : : ; m generated by the same motion, de ne a matrix A 2 R m 9 associated with these measurements to be: A = (a 1 ; a 2 ; : : : ; a m ) T
where a i are de ned for each pair (q i ; u i ) using (40). In the absence of noise, the essential vector e has to satisfy:
In order for this equation to have a unique solution for e, the rank of the matrix A has to be eight.
Thus, for this algorithm, in general, the optical ow vectors of at least eight points are needed to recover the 3D velocity, i.e. m 8, although the minimum number of optical ows needed is 5 (see Maybank 10] ). 1 For perspective projection, z = 1 and u3 = 0 thus the expression for a can be simpli ed.
When the measurements are noisy, there might be no solution of e for Ae = 0. As in the discrete case, we choose the solution which minimizes the error function kAek 2 . This can be mechanized using the following lemma. It is straight forward to see that (Theorem 6.1 of Maybank 10] 
Lemma 2 If a matrix A 2 R n n has the singular value decomposition A = U V T and c n (V ) is the n th column vector of V (the singular vector associated to the smallest singular value n ), then e = c n (V ) minimizes kAek 2 subject to the condition kek = 1.
Since the di erential essential vector e is recovered from noisy measurements, the symmetric part s of E directly recovered from e is not necessarily a special symmetric matrix. Thus one can not directly use the previously derived results for special symmetric matrices to recover the 3D velocity. In the algorithms proposed in Zhuang 20, 21] , such s, with the linear velocity v obtained from the skew-symmetric part, is directly used to calculate the angular velocity !. This is a overdetermined problem since three variables are to be determined from six independent equations; on the other hand, erroneous v introduces further error in the estimation of the angular velocity !.
We thus propose a di erent approach: rst extract the special symmetric component from the rst-hand symmetric matrix s; then recover the four possible solutions for the 3D velocity using the results obtained in Theorem 6; nally choose the one which has the closest linear velocity to the one given by the skew-symmetric part of E. In order to extract the special symmetric component out of a symmetric matrix, we need a projection from the space of all symmetric matrices to the special symmetric space S. Theorem 8 (Projection to the Special Symmetric Space) If a symmetric matrix F 2 R 3 3 is diagonalized as F = V diagf 1 ; 2 ; 3 gV T with V 2 SO(3), 1 0; 3 0 and 1 2 3 , then the special symmetric matrix E 2 S which minimizes the error kE ? Fk 2 f is given by E = V diagf 1 ; 2 ; 2 gV T with: Proof: De ne S to be the subspace of S whose elements have the same eigenvalues: = diagf 1 ; 2 ; 3 g with 1 2 3 . Thus every matrix E 2 S has the form E = V 1 V T 1 for some V 1 2 SO(3). To simplify the notation, de ne = diagf 1 ; 2 ; 3 g. We now prove this theorem by two steps.
Step One: We prove that the special symmetric matrix E 2 S which minimizes the error kE ? Fk 2 f is given by E = V V T . Since E 2 S has the form E = V 1 V T 1 , we get:
De ne W = V T V 1 2 SO (3) 6 = 0, w 2 9 = 1, w 4 = w 7 = 0 and w 2 1 = 1. Since W is a rotation matrix, we also have w 2 = w 8 = 0 and w 2 5 = 1. All possible W give a unique matrix in S which minimizes kE ? Fk 2 f : E = V V T .
Step Two: From step one, we only need to minimize the error function over the matrices which have the form V V T 2 S. The optimization problem is then converted to one of minimizing the We then have an eigenvector-decomposition based algorithm for estimating 3D velocity from optical ow.
Four-Step 3D Velocity Estimation Algorithm:
1. Estimate Essential Vector: For a given set of optical ows: (q i ; u i ); i = 1; : : : ; m, nd the vector e which minimizes the error function V (e) = kAek 2 subject to the condition kek = 1; 2. Recover the Special Symmetric Matrix: Recover the vector v 0 2 S 2 from the rst three entries of e and the symmetric matrix s 2 R 3 3 from the remaining six entries. 2 In order to guarantee v0 to be of unit length, one needs to \re-normalize" e, i.e. multiply e by a scalar such that the vector determined by the rst three entries is of unit length. Both v 0 and v contain recovered information about the linear velocity. However, experimental results show that, statistically, within the tested noise levels (next section), v 0 always yields a better estimate than v . We thus simply choose v 0 as the estimate. Nonetheless, one can nd statistical correlations between v 0 and v (experimentally or analytically) and obtain better estimate, using both v 0 and v . Another potential way to improve this algorithm is to study the systematic bias introduced by the least square method in step 1. A similar problem has been studied by Kanatani 5] and an algorithm was proposed to remove such bias from Zhuang's algorithm 20]. Then they use v to obtain !. Our method simultaneously estimates v 2 R 3 ; s 2 R 6 . We make a simulation comparison of these two algorithms in section 4. It should be noted that the noise performance of our algorithm can be substantially improved by replacing the estimate of Lemma 2 for e as the smallest right singular vector of A, by e as the smallest right structured singular vector of A ( 13] ) accounting for the noise in only the rst 3 columns of A. This will be implemented in future.
Note this algorithm is not optimal in the sense that the recovered velocity does not necessarily minimize the originally picked error function kAe(!; v)k 2 on E 0 1 (same for the three-step SVD based algorithm in the discrete case 8]). However, this algorithm only uses linear algebra techniques and is thus simpler than a one which tries to optimize on the submanifold E 0 1 .
Experimental Results
We carried out initial simulations in order to study the performance of our algorithm. We chose to evaluate it in terms of bias and sensitivity of the estimate with respect to the noise in the optical ow measurements. Preliminary simulations were carried out with perfect data which was corrupted by zero-mean Gaussian noise where the standard deviation was speci ed in terms of pixel size and was independent of velocity. The image size was considered to be 512x512 pixels.
Our algorithm has been implemented in Matlab and the simulations have been performed using example sets proposed by 15] in their paper on comparison of the egomotion estimation from optical ow 3 . The motion estimation was performed by observing the motion of a random cloud of points placed in front of the camera. Depth range of the points varied from 2 to 8 units of the focal length, which was considered to be unity. The results presented below are for xed eld of view (FOV) of 60 degrees. Each simulation consisted of 500 trials with a xed noise level, FOV and ratio between the image velocity due to translation and rotation for the point in the middle of the random cloud. Figures 1 and 2 that through thorough understanding of the source of translational bias we can obtain even better performance by utilizing additional information about linear velocity, which is embedded in the symmetric part of the di erential essential matrix. In the current simulations translation was estimated only from v 0 skew symmetric part of e.
Conclusions and Future Work
This paper presents a uni ed view of the problem of egomotion estimation using discrete and di erential Longuet-Higgins constraint. In both (discrete and di erential) settings we provide a geometric characterization of the space of essential matrices and di erential essential elements. This characterization gives a natural geometric interpretation for the number of possible solutions to the motion estimation problem. In addition, in the di erential case understanding of the space of di erential essential matrices leads to a new egomotion estimation algorithm, which is a natural counterpart of the three-step SVD based algorithm in developed for the discrete case by 17].
In order to exploit temporal coherence of motion and improve algorithm's robustness, a dynamic (recursive) motion estimation scheme, which uses implicit extended Kalman lter for estimating the essential parameters, has been proposed by Soatto et al 14] for the discrete case. The same ideas certainly apply to our algorithm.
In applications to robotics, a big advantage of the di erential approach over the discrete one is that it can make use of nonholonomic constraints (i.e. constraints that con ne the in nitesimal motion of the mobile base but not the global motion) and simplify the motion estimation algorithms 8]. An example study of vision guided nonholonomic system can be found in 9]. In this paper, we have assumed that the camera is ideal. This approach can be extended to uncalibrated camera case, where the motion estimation and camera self-calibration problem can be solved simultaneously, using the di erential essential constraint 19, 1] . In this case, the essential matrix is replaced by the fundamental matrix which captures both motion information and camera intrinsic parameters. It is shown in 1], that the space of such fundamental matrices is a 7-dimensional algebraic variety in R 3 3 . Thus, besides ve motion parameters, only two extra intrinsic parameters can be recovered.
