Purpose: Accurate segmentation and volume estimation of the prostate gland in magnetic resonance (MR) and computed tomography (CT) images are necessary steps in diagnosis, treatment, and monitoring of prostate cancer. This paper presents an algorithm for the prostate gland volume estimation based on the semiautomated segmentation of individual slices in T2-weighted MR and CT image sequences.
INTRODUCTION
Prostate cancer is the most common cancer in men. For example, one in six men in Canada is diagnosed with prostate cancer during their lifetime.
1 However, it is a slow-growing type of cancer and, in most cases, its diagnosis usually leads to active monitoring of tumor growth for a long period of time. An important part of monitoring prostate cancer is prostate gland volume estimation, which plays a significant role in deciding the next step, i.e., active surveillance, surgery/radiation treatment, or an assessment of the applicability or safety of brachytherapy (i.e., large prostate glands can be difficult or impossible to implant, which leads to increased toxicity). Currently, CT images are generally used for radiation therapy planning because density information is essential for accurately calculating the beam intensities. In many cases, however, MR images are also used for accurate image segmentation because, from the expert user's perspective, MR images contain detailed information of the organs and/or tumors under study. In such cases, it is generally necessary to register MR images with CT scans to produce the markings required for planning.
Recent research has delivered promising results where MR images can be used as an alternative to the more widely used CT scans. MR imaging is a safer and less invasive method compared with CT scans. The use of MRI could also potentially reduce inter-observer variability. Even in cases where the treatment planning has been decided, MR imaging has begun to gain momentum because of its soft-tissue contrast and high spatial resolution.
2-4 Recent studies show that MR images can be used for dose calculation in cancer treatment, which might lead to the complete elimination of the requirement for CT. 5 In all cases of diagnosis, treatment, and monitoring of prostate cancer, accurate localization and segmentation of the prostate gland in images is required.
MR (or CT) volume datasets ("Volume dataset" refers to image sequences of a volumetric object such as a prostate gland, which are captured during a single scan.) are captured to estimate the volume of the prostate gland. Each slice of the volume dataset has to be marked (We refer to the manual and automatic marking of an object in images as "contouring" and "autosegmenting/segmenting", respectively.) so the boundary of the prostate gland can be labeled. Currently, this is performed manually by clinical experts (e.g., radiologists and oncologists) and contouring of a patient's volume dataset can take several minutes. For example, manual contouring of the prostate in a MR image series containing 15 slices could take around 15 min, depending on the expertise and working speed of the clinician. Given a large number of prostate cancer cases (considering the effect of an aging population), the long time required to process the volume dataset imposes a serious burden on the healthcare system and prevents timely patient access to proper care. The availability of a computer-assisted segmentation method could reduce the time spent manually contouring the prostate during this highdemand everyday task in hospitals.
Atlas-based segmentation (ABS) is a well-established and widely used technique for extracting contours from medical images. In this method, the processed images are stored in a database known as an atlas, along with their optimal segmentation results. A target image is usually registered and compared with the atlas, and the result of the best match is selected as the segmentation result, which is then deformed using the registration transformation. Proposed ABS methods have been partially successful at segmenting medical images, but they have major shortcomings that limit the efficiency of the technique. First, the accuracy of the results depends on the diversity of the atlas or the atlas selection. It is virtually impossible to produce an atlas that is sufficiently diverse by careful atlas selection so it will provide good results for all unseen images. Therefore, a practical solution is to make the atlas as large as possible so there is a higher chance that the target image matches one in the atlas. However, even large atlases cannot guarantee a reasonable result for any target image. It is always possible that the target image will not match any image in the atlas, which leads to poor results. Second, ABS algorithms are based on multiple image registrations. Image registration is a computationally demanding algorithm and the ABS requirement for multiple registrations makes it computationally expensive. Third, an atlas created from the images of a particular scanner can usually only be used to segment images from the same scanner due to the fact that different scanners produce images with different characteristics. This is yet another limitation for ABS algorithms where the atlas and target images must be of the same scanner and/or imaging protocol in order to achieve highly accurate results.
The aim of the current study was to develop an algorithm that exploits interslice redundancy to segment the prostate gland in MR and CT images without any need for an atlas. Our algorithm benefits from the interslice data redundancy of images in a volume dataset so a given label (We refer to the result of contouring or autosegmentation of an image as a "label".) can be propagated to the neighboring slices using image registration. This eliminates the need for an atlas, which removes the burden of creating an appropriate atlas.
We evaluated the performance of our proposed algorithm using the volume datasets from 100 patients MR images ("One patient image" refers to a volume dataset captured during a single scan.) and 17 volume datasets of CT images, which were manually contoured by an expert user. A comparison of the unedited segmentation results using our algorithm with manually contoured images demonstrated their high accuracy for volume estimation and the marking of individual slices of prostate gland in MR and CT images. The fact that the iBRS algorithm produced highly accurate results for both MR and CT images indicate that our proposed algorithm is modality independent, so it is applicable to MR and CT. We also evaluated the robustness of our proposed algorithm with regard to user variability in contouring MR images by comparing the performance of the algorithm with contouring by five different expert users with the volume datasets for 15 patients (different than the original MRI data from 100 patients).
The outline of the remainder of this paper is as follows. In Sec. 2, the related work on the segmentation of prostate images is presented. Section 3 presents a brief background review of different image registration techniques. In Sec. 4, we present our proposed algorithm for semiautomatic segmentation of prostate gland in MR and CT images. Sections 5 and 6 present the performance results and the discussion for the proposed algorithm, respectively. Finally, Sec. 7 concludes the paper.
RELATED WORK
Several methods, which are based on manually contoured images and estimated measurements of the prostate, have been proposed for estimating the prostate volume by modeling the prostate as a simple geometric shape. The ellipsoid model is one of the most popular models for estimating the prostate volume. [6] [7] [8] The main drawback of the ellipsoid model is that it sometimes underestimates the prostate volume. 8 Active shape models (ASMs) have been proposed for the automatic segmentation and recognition of biomedical organs. 9 The general concept of ASMs is that a shape model is constructed based on the principal component analysis (PCA) of several landmark points, which are determined manually using a set of training images. 10 ASMs have been widely used for the segmentation of prostate glands, mostly in ultrasound images. [11] [12] [13] [14] Recently, Toth et al. 15 proposed a method for estimating the prostate volume in MR images using ASMs. Their method involved training an ASM with a set of training images based on multiple features. They also compared their results with other models and showed that their method performed better than the ellipsoid model when estimating the prostate volume. Another popular approach for prostate segmentation is atlas-based segmentation (ABS). [16] [17] [18] [19] [20] Briefly, this method involves contouring the desired anatomy (i.e., prostate) by an expert user and storing the original images with the corresponding labels (i.e., segmented binary image) in a database known as an "atlas." To segment the prostate in a target image, all of the images in the atlas are registered to the target image using an image registration method. The registered images in the atlas are then compared to the target image using an image similarity matching technique to find the most similar registered image in the atlas. Finally, a segmented image is produced by applying an image transformation function to the segmented binary image (label) that corresponds to the most similar image in the atlas. Among the prostate registration algorithms in the literature, the ABS methods are the most relevant methods to our proposed iBRS algorithm because both methods heavily rely on image registration. Therefore, as related work, we focus on ABS algorithms for which different variations have been proposed to increase the accuracy of the results and/or reduce the computational cost.
Klein et al. 18 presented a semiautomatic algorithm based on atlas matching for the segmentation of the prostate gland in MR images. The algorithm used an affine registration followed by a nonrigid registration method to register all of the images in the atlas with the target image. The registered images were compared to the target image using mutual information as the similarity measure to select a set of the most similar registered images. For each selected registered image, the corresponding image transformation was applied to the original segmented image (or label) to produce the registered label. The generated labels were then averaged together and thresholded at 50% to generate the final label. The regions of interest (ROIs) that needed to be segmented in the atlas and the images were selected manually. The atlas and test data comprised 14 and 22 images, respectively. A median Dice similarity coefficient (DSC) of 82% was reported but the processing time was not mentioned.
In another study, Klein et al. 17 presented an improved version of their previous method. 18 The first stage of this algorithm (atlas selection) was similar to the previous method 18 which produced a set of registered labels. The registered labels were then fused using two methods: majority voting and simultaneous truth and performance level estimation (STAPLE). 21 The registered labels were fed to these two methods to generate a consensus label. Next, the registered labels were compared with the consensus and the least similar labels were discarded, whereas the remainder were used to create a new consensus label. This process required several iterations until the remaining labels were similar to their consensus labels. The final consensus label was considered to be the final result for a given image. The ROIs that needed to be segmented in the atlas and the images were selected manually. Two experiments were conducted. The atlas and test data used in experiments 1 and 2 comprised 38 and 50 scans, and 50 and 50 scans, respectively. Using the best settings for the atlas selection, similarity measure, and label fusion, a median DSC of 88% was reported. The processing time per registration was 15 min on a single Pentium 2.4 GHz processor.
Dowling et al. 19 proposed a segmentation method based on probabilistic atlases that used a nonrigid registration method. In this method, a volume dataset (scan) was selected as the initial atlas. The remaining volume datasets with labels were registered twice against the initial atlas. First, using rigid and affine transformations and then using rigid, affine, and nonrigid transformations. A new atlas was generated at the end of each step by averaging the registered images. The registered labels were also averaged to produce a probability map of the prostate. To segment a target image, the average atlas was registered against it using affine and nonrigid registration methods. The transformation was then applied to the probability map of the prostate and the result was thresholded to generate the result label. The atlas and test data for the experiments comprised 15 and one scans, respectively. A median DSC of 78% was reported for the cases that did not fail completely. The processing time was 60 min for the test scan on a dual core Intel 3 GHz processor.
Langerak et al. 20 proposed a multiatlas-based segmentation method for prostate MR images based on an iterative label fusion approach, which was somewhat similar to the algorithm proposed in Ref. 17 . First, all of the atlas images were registered (affine followed by nonrigid) against the target image to obtain a set of registered labels. The segmentation performance was estimated based on normalized mutual information and the registered labels were then fused together using a weighted majority voting method. Next, the overlap of each contour was calculated against the fused label. Labels with low overlaps were dropped and the fused labels were recalculated. The atlas and test data used in the experiments both comprised 99 images. An average DSC of 87.5% was reported. The processing time was 8 min and 23 s per image for postregistration only on a 2.66 GHz dual processor.
Martin et al. 16 proposed a probabilistic atlas-based segmentation method for prostate MR images. The atlas was created by registering (affine followed by nonrigid) images with a manually picked reference image. Next, a mean image was created by averaging all of the registered images. Each image was registered against the mean image to produce a deformed label of the image. The deformed labels were then averaged to generate a probability map of the labels. To segment an image, the mean image was registered to it and the probability map of the labels was deformed using the registration transform. The result label was modified using a deformable model to better match the prostate boundaries. The atlas and test data used in the experiments both comprised 36 scans. A median DSC of 87% was reported. The processing time was 4 min on a dual core 1.6 GHz processor because the algorithm only required one registration per image.
The proposed atlas-based segmentation techniques all provide reasonable results (DSCs of up to 88%). A drawback is the atlas generation process where a clinician (e.g., a radiation oncologist) must contour several images manually to create a database of images and their corresponding labels. This is a time-consuming task and it might not always be possible to have a preprocessed dataset. A second drawback is the computational time required to process the proposed algorithms. In most cases, the algorithm requires that all images in the atlas must be registered against the target image. Registration is an intensive task and registering multiple images is prohibitively expensive (e.g., 15 min per registration in Ref. 17 ). The algorithm proposed in Ref. 16 reduced the computational time drastically by creating a mean image that was used to register the target image, but it still required postprocessing to deform the registered label appropriately. The reported time was significantly less than the other proposed algorithms (i.e., 4 min).
Instead of using a pregenerated atlas, our proposed algorithm uses the three initial labels generated by the user before producing the labels of the remaining images in the volume dataset. Our results show that using expert knowledge to initialize three labels (apex, base, and middle slice) leads to a high accuracy (above 88% DSC) without using an atlas and in a much shorter time (i.e., 13 s per volume dataset) compared with previously proposed algorithms.
It should be mentioned that the idea of propagating a preprocessed label through the slices of 3D images of prostate has been utilized in the literature to segment TRUS prostate (transrectal ultrasound) images. A semiautomatic segmentation algorithm was proposed in Ref. 22 where the user initializes the algorithm by clicking on six points of the prostate boundary in the midgland. The image is then unwarped to reduce the deformation effect of the TRUS probe. An ellipse is then fitted to the midgland to obtain its parameters. The fitted ellipsoid is used to guide an edge detection algorithm to obtain the final contour for the midgland. The contour is then propagated to the remaining slices to be used as initial points for fitting. The result accuracy in terms of volume ratio was 93%. Qiu et al. 23 proposed a semiautomated method in which the user initializes the algorithm by selecting points on the boundary of prostate in the first slice. The algorithm then uses a level set function to extract the contour for the first slice which is then propagated to the next slice as the initial contour and shape constraint for segmentation using the level set function. The proposed algorithm was applied to 3D TRUS images of 30 patients where an average DSC of 93% was achieved. The processing time for the segmentation run on dual core Intel 2.66 GHz was 55 s.
In contrast to our proposed algorithm, these algorithms do not use registration to propagate a contour from one slice to the next. Instead, they use the initial contour as the shape constraint or initial points for the segmentation algorithm (e.g., level set or edge detector) applied to the remaining slices.
IMAGE REGISTRATION: BACKGROUND REVIEW
Image registration is the underlying basis of the iBRS algorithm proposed in this paper, so we briefly review the three main image registration techniques used by our proposed algorithm. Comprehensive surveys of image registration methods have been provided by Refs. 24 and 25.
The first registration method is rigid registration, which facilitates the scaling, rotation, and translation of the source image. Rigid transformation can be written in 2D homogeneous coordinates as
where
T . S, T, and R represent the scaling, translation, and rotation matrices, respectively, as follows:
The second image registration method used by the proposed algorithm is affine registration, which is a more general form of rigid registration. In addition to scaling, translation, and rotation, this allows the shearing of the source image. The affine transformation matrix can be written as follows:
Six parameters need to be optimized for the affine transformation without any restrictions on the elements a ij . In our experiments, an open source implementation 26 was used for both rigid and affine registration methods in which sum of squared differences (SSD) was used as the similarity measure (cost function) for the registration
where F and M are static and moving images, respectively, and n is the number of pixels in each image. The third registration method used in this paper is a nonrigid registration technique known as the Demon algorithm. 27 The Demon method is a well-known nonrigid registration algorithm that has been successfully used in registering medical images in different modalities. 28, 29 It employs the concept of an optical flow equation to find small deformations in temporal image sequences. Let F and M be static and moving images, respectively, and f and m be the intensities of the static and moving images, respectively. For a given point p in the static image, the estimated displacement (i.e., velocity) u required for point p to match the corresponding point in M is given by
where u = (u x , u y ) in 2D, and ∇f is the gradient of the static image. The term (m − f) 2 was added by Thirion 27 to stabilize the velocity equation so it can be used for image registration. The velocity u is based on local information in the static and moving images. Therefore, Gaussian smoothing (G Fluid ) of the velocity field is usually included as a regularization method for image registration purposes. The original equation [Eq. (6) ] uses the edge information only from the fixed image. Wang et al. 28 modified the equation to also include the edge information from the moving image. The Demon equation is solved iteratively to register two images as follows:
where α is a normalization factor 30 and m N − 1 is a transformed version of the moving image calculated using u at stage N − 1. m N − 1 can be written as
PROPOSED ALGORITHM
The contouring of medical images for prostate is usually performed for prostate cancer detection 31 and treatment planning for radiation therapy. 32 In prostate cancer detection which usually includes active surveillance (or monitoring the disease), one of the important tasks is to estimate the volume of the prostate in order to calculate the PSA (Prostate-Specific Antigen) density. The PSA density can be sensitive to changes in the volume, particularly in low PSA situations (as found during screening). The iBRS was designed with this specific clinical workflow in mind. The clinician is only required to contour three slices of the volume dataset and the algorithm autogenerates the labels for the remaining slices. The accuracy of the estimated volume or volume ratio is usually sufficiently high (90% and 1.11, respectively) for active surveillance purposes.
Images in a volume dataset share a large amount of information, especially those that are consequent to each other, because they represent different crosssections of the same volumetric object. In this scenario, image registration should yield a better result without any need for a large atlas of images. This is the underlying concept of the iBRS algorithm proposed in this paper. The proposed algorithm registers images in a given volume dataset against each other, thereby eliminating the need to create an atlas. It can use rigid, affine, or nonrigid registration methods to generate labels.
The iBRS algorithm automatically generates labels for the individual slices in a given volume dataset of prostate gland MR/CT images, provided that the user contours the prostate gland in the first, middle, and last slice of the volume. We consider a set of n + 1 slices of prostate gland in a MR/CT sequence {I k } k = 0, . . . , n with the slice thickness Th. The iBRS algorithm can be summarized as follows:
(1) Initialization: An expert user contours the prostate in three slices I 0 , I n 2 , and I n , which are the first (i.e., base), middle (i.e., midgland), and last (i.e., apex) slices in the image sequence. This produces the labels for the three slices: L 0 , L n 2 , and L n . Three ROIs are built around the user's labels. A linear interpolation algorithm is used to calculate the interpolated ROIs for the remaining slices in the image sequence (i.e., between I 0 and I n 2 , and between I n 2 and I n ). The largest ROI of the two is used when registering one slice with the other. r Starting from I 0 and moving forward toward I n 2 −1 , each image is registered to the next image as follows:
where Reg is a registration method (rigid, affine, or nonrigid) and i ∈ {1, . . . , 
where L r 1 0 = L 0 is provided by the expert user.
r The same steps are repeated starting from I n and moving backward to I n 2 +1 , T
where j ∈ {n − 1, n − 2, . . . , n 2 + 1}. At each step j, the computed registration transformation, T r1 j +1 , is applied to slice I j + 1 and its label, L r1 j +1 , which generates the registered image, I r 1 j , and the deformed label, L r1 j , which is a candidate label for the previous slice, I j ,
where L r 1 n = L n is provided by the expert user. 
where i ∈ { label, L r2 i , which is the candidate label for previous slice, I i ,
). (16) r The same steps are repeated starting from I n 2 and moving forward to I n − 1 ,
where j ∈ { n 2 + 1,
In Eqs. (16) and (19) . In order to generate the final result, an image similarity measure (i.e., correlation coefficients) is used to calculate the similarity between the registered images from "image registration-direction 1 and 2" and the original images for each slice in the image sequences. These similarity measures are used to combine the two labels as weighted average
, (20) where in order to obtain a binary result, L i is binarized with an optimal threshold, which in our experiments was set to 0.25.
For the iBRS algorithm, it is expected that the results will be poor if we only use the first and last slice (instead of the first, middle, and last slice) because only a portion of the prostate is visible in the first and last slices, so the propagation of contours using registration techniques might not work properly as we move toward the middle slice. If we only use the middle slice for segmentation, however, this method works fine for slices close to the middle, although we may lose accuracy as we reach the base or apex slices. This is because the middle slice is usually very different than a slice located five to six slices further along and registration cannot compensate for these differences, which leads to poor results.
MATERIALS AND RESULTS
This section presents the test images used in the experiments and the performance evaluation measures. All three registration methods (i.e., rigid, affine, and nonrigid) were used to generate results for MR images with iBRS. For CT images, only the nonrigid registration algorithm was used to generate results.
5.A. Prostate MR images
The MR images used in this study were derived from an online database (http://prostateMRimageDatabase.com). The database contains MR volume datasets provided by Brigham and Women's Hospital, the National Center for Image-guided Therapy, and Harvard Medical School. Images that were originally available in PNG format with the associated text files describing their imaging parameters were converted to DICOM format. The images comprised T2-weighted MR images (T2W-MR) with endorectal coil. The pulse sequence groups in the DICOM headers of most of the T2-weighted images were fast spin echo (FSE), while some were marked as fast relaxation fast spin echo-accelerated (FRFSE-XL). This dataset contained images where the slice thickness ranged from 2.5 to 4.0 mm with varying contrast levels and signalto-noise characteristics. All of the images were captured with a depth of 16 bits and varied in size from 256 × 256 to 512 × 512 pixels. Complete descriptions of the 100 MRI volume datasets considered in the current study are provided in Table I . The total number of individual slices that contained a portion of prostate was about 1200 images. A radiation oncologist manually contoured all of the MR images for all 100 patients. We used the manual markings, which are also known as the gold standard or ground truth images, to measure the accuracy of our proposed method.
5.B. Prostate MR images for user variability analysis
In addition to the MR images used to analyze the performance of our proposed segmentation algorithm, for the user variability analysis, we used 15 MR image volume datasets (Taken from the same online database as the one used in Sec. 5.A.) which were different from the original data of 100 patients described in Sec. 5.A (with 180 individual slices that contained a portion of prostate). Each volume dataset was manually contoured by five different radiation oncologists. Table II shows complete descriptions of the MR images used in the user variability analysis.
5.C. Prostate CT images
We used 17 volume datasets of CT images (with 150 individual slices that contained a portion of prostate) acquired at the London Health Sciences Centre, London, Ontario, Canada, to evaluate the iBRS algorithm using the nonrigid registration method. The image dimensions were 512 × 512 (pixels) and the pixel spacing varied from 0.85 to 1.17 mm. The slice thickness was 3 mm in all volume sets and the total number of slices per study where the prostate was visible for segmentation varied between 8 and 26. An expert manually contoured all of the CT images that contained a portion of the prostate gland for all 17 patient volume datasets (Table III) .
5.D. Slice accuracy
The accuracy of individual slices was measured by comparing the automatically generated labels with the ones drawn manually by a clinician (i.e., the ground truth images). Dice similarity coefficient (DSC) (Ref. 33 ) is a well-known accuracy measure which is defined as
where B m and B a are the manually and automatically generated labels, respectively. represents the shared information in the two binary images.
5.E. Estimation of the prostate volume
After the slices of a MR/CT volume dataset have been autosegmented or manually contoured, the area of each slice, TABLE III. Description of the prostate CT images used in terms of their dimensions (pixels and mm), slice thickness (mm), and total number of slices per volume dataset where the prostate was visible for segmentation (N).
Total Dimensions
Dimensions Thickness Slices studies (pixels) (mm) (mm) per study
512 × 512 550 × 550 ≤ dim ≤ 600 × 600 3 8 ≤ N ≤ 18 A = {A i , |i ∈ {1, . . . , n}}, is calculated, where n is the number of slices in a volume dataset where a portion of the prostate is visible. The estimated volume of the prostate in each volume dataset or image sequence is then calculated based on A i and the slice thickness Th, as follows:
This is similar to the approach used in Ref. 15 , although a modification (i.e., adding
) was made to the equation to consider the start-point and end-point of the prostate volume. In this calculation, it is assumed that the start-point and the end-point of the prostate have a distance of Th from the adjacent slices which means base and apex, respectively. This means that there are two cone-shape volumes with Th as height and A 1 and A N as bases giving volumes of T h × 
5.F. Calculation of the volume accuracy and volume ratio
To calculate the volume accuracy, we use DSC [Eq. (21)] to calculate the Dice value over the entire 3D prostate. We also use another measure, volume ratio, which is the ratio of the volume values of the autosegmentation algorithm results V a and the manual contouring V m , respectively,
5.G. Mean and maximum absolute distances
For each point on the autosegmentation result, we measured the distance from the corresponding point on the manual label to calculate the mean absolute distance (MAD) and maximum absolute distance (MAXD).
5.H. Results for the iBRS algorithm with MR images
We present the results of experiments performed using MR images from 100 patients (a total of 1200 images with labels). Figure 1 shows the prostate MR image sequence (i.e., volume dataset) of one patient where a portion of the prostate gland is visible. As explained in Sec. 4, an expert user manually contours the prostate in the first, middle, and the last slices of a MR image sequence when using the iBRS algorithm. For example, Fig. 1 shows the manual markings (solid white lines) for three slices (i.e., S1, S7, and S12). The solid white rectangles around the segmented prostate represent the ROIs constructed using the prostate boundary defined by the user labels. The dotted rectangles between the segmented slices are the interpolated ROIs for the remaining slices. Figure 2 shows the results of the iBRS autosegmentation algorithm for the example shown in Fig. 1 using three different registration methods. It is clear all three registration methods yielded good results for segmentation of the middle slices in Fig. 1 . Table IV and Fig. 3 summarize the results of autosegmentation of the prostate using the iBRS algorithm for all 100 patients. Almost for all measures, the nonrigid algorithm outperformed the other two methods. The median individual and volume DSCs (In calculating the accuracy, the first, middle, and last slices were excluded to only take the autosegmentation result into account.) increased from 88.51% and 85.53%, respectively, for rigid registration to 91.58% and 89.72%, respectively, for nonrigid registration where the volume ratio decreased from 1.21 for rigid registration to 1.11 for nonrigid registration. MAD value decreased by 0.59 mm for nonrigid registration compared to rigid registration (i.e., 1.94 vs 2.53 mm). Interestingly, MAXD value was slightly higher for nonrigid registration compared to rigid registration (i.e., 6.32 vs 6.25 mm).
The computational time required for the segmentation of one prostate volume dataset, run on a dual core Intel 3.33 GHz processor, is dramatically increased from 13 s (1.17 s per slice) with rigid registration to about 3 min (16.82 s per slice) with nonrigid registration, while affine registration required about 47 s (4.25 s per slice). In timesensitive settings where it is important to produce the results in a short time, it may be more practical to use rigid registration since it produced reasonably accurate results (e.g., DSC of 88.51%) in a short time (i.e., 13 s). 
5.I. Results for the iBRS algorithm using MR images in the user variability analysis
We compared the sensitivity of the iBRS algorithm to the user variability using the 15 volume datasets described in Table II . Each volume dataset was manually contoured by five expert users. Table V presents the results for automated segmentation of the prostates from 15 patients using the iBRS algorithm. The Demon (nonrigid) registration method was used by the iBRS algorithm. The proposed algorithm was robust to user variability, e.g., the standard deviation of the DSC was 1.77%. To calculate the user variability among the experts, STAPLE algorithm 21 was used to create a consensus contour for each slice of the 15 datasets using the five manual segmentations. Next, for each dataset, the manual segmentations of each expert was compared to the corresponding consensus contour using the DSC measure and the results were averaged. This quantified a user agreement of 91.44% which corresponds to a user variability of 8.56%.
5.J. Results with the iBRS algorithm using CT images
We applied the iBRS algorithm with the nonrigid registration method to CT images of the prostate from 17 patients (a total of 150 images) (Table III) and the results were compared with the manually contoured images. The median volume accuracy for all 17 patients was 88.98% ± 3.67% (volume ratio 1.13 ± 0.08). The median DSC for single slices was 90.56% ± 4.21%. The average MAD and MAXD values were 2.81 ± 1.09 mm and 8.69 ± 3.23 mm, respectively. The average prostate segmentation time for a CT volume dataset (run in Matlab prototype) was about 48 s (6 s per slice).
DISCUSSION
The contouring of medical images is a major part of diagnosis, active surveillance (e.g., using MR images), and treatment planning (generally using CT scans) but it faces two major challenges. First, manual contouring is a tedious task and requires a significant time commitment by clinicians. Second, there is a considerable amount of uncertainty when determining the boundaries of organs or tumors because of interobserver variability during anatomical contouring. 34 The autosegmentation tools aim to reduce the contouring time (higher efficiency) by generating labels that require less user editing or corrections, and to reduce the amount of interobserver variability (more reliability) by generating base labels so a clinician only needs to edit the automatically generated labels, rather than contouring images completely manually.
The complexity of medical images and the vagueness of the objects of interest in such images mean that most segmentation algorithms require user intervention to correct or edit the autosegmentation results. In the iBRS algorithm, a user is required to contour the first, middle, and last slices of the volume data. The iBRS algorithm registers each image twice. This contrasts with conventional ABS techniques where multiple image registration may be required, depending on the size of the atlas and the algorithm design. More frequent use of image registrations incurs higher computational costs, which is a major factor that significantly limits the scalability of ABS.
In terms of the overall accuracy in MR images, the rigid registration performed slightly better compared to affine registration. This may be due to the selected metric as similarity measure in the implementation (i.e., sum of squared distances). However, the nonrigid registration boosted the accuracy in almost all measures (e.g., DSC of 91.58%). This was expected because nonrigid registration usually works better for soft tissues, such as the prostate, which are deformable. The highly accurate results are interesting given the fact that no atlas was used. This is due to exploiting the interslice redundancy among slices in a volume dataset. The consequent slices usually share highly redundant information so propagating the registration result from one slice (e.g., the middle slice) through the other slices (e.g., slices from the middle toward the first) yields high accuracy results. For all three registration techniques, the accuracy of slices near the base/apex were lower than the mid slices if only a small portion of the prostate was visible. Figure 4 illustrates this by measuring the DSC of slices with respect to the distance of the slice from the midslice. It was also observed that the slice thickness of the image volumes affects the accuracy of results; the smaller the slice thickness, the higher the accuracy of results. For our MRI datasets of 100 patients, the slice thicknesses are 2.5 mm (4 patients) 3 mm (93 patients), and 4 mm (3 patients) with the median DSCs of 91.04%, 89.73%, and 88.45%, respectively. 
