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1. Introduction and statement of the main result
Let R be a ring and let Mn(R) denote the set of all n × n matrices over R. The problem of charac-
terizing multiplicative maps φ:Mn(R) → Mm(R), that is, maps satisfying φ(AB) = φ(A)φ(B), A, B ∈
Mn(R), was studied by many authors (see [2,3,5–8,11,12]). For example, the problem of characteriz-
ing multiplicative maps on matrices where n = m and R is a principal ideal domain was solved by
Jodeit and Lam [5]. Šemrl characterized in [10] the multiplicative maps from Mn(D) to Mn(D) where
D is an arbitrary division ring. In recent years, several papers were published by Kokol-Bukovšek
[6–8] about multiplicative maps from Mn(F) to Mm(F) where F is a ﬁeld and n < m. For example,
Kokol-Bukovšek characterized in [6] non-degenerate, multiplicative maps φ : M2(F) →M3(F) and
Dolinar and Marovt studied in [3] such maps for the case when F is a non-commutative division ring.
Recall that a multiplicative map φ : Mn(D) →Mm(D) is degenerate if φ(A) = 0 for every singular
E-mail address: janko.marovt@uni-mb.si
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.11.019
1596 J. Marovt / Linear Algebra and its Applications 432 (2010) 1595–1607
A ∈ Mn(D). In the paper [7] Kokol-Bukovšek studied non-degenerate, irreducible and multiplicative
mapsφ : M2(C) →M4(C)whereC is a ﬁeld of complex numbers. It is the aimof this paper to continue
the research in this direction and study non-degenerate, multiplicative maps φ : M2(D) →M4(D)
where D is a non-commutative division ring. An example of a non-commutative division ring is the
ring H of quaternions. Recall that elements x ∈ H are of the form x = x0 + x1i + x2j + x3k where
x0, x1, x2, x3 ∈ R and the multiplication in H is induced by the rules i2 = j2 = k2 = −1 and ij =−ji = k. Recall also (see for example [9]) that H is a commutative–transitive division ring, that is
if for noncentral elements a, b, c ∈ H we have ab = ba and bc = cb, then ac = ca.
It has turned out that the characterization of multiplicative, non-degenerate maps φ : Mn(D)→ Mm(D) for the case when n = 2 andm = 4 is much more difﬁcult then the case when n = 2 and
m = 3. We will additionally assume in our main result that φ is injective, that D is a commutative–
transitive division ring of characteristic different than 2 and that there exist elements α,β ∈ D such
that αβ /= βα and αβ /= −βα. We believe that the same result holds also without some of these
additional assumptions and it would be interesting to ﬁnd a proof of this conjecture.
The characterization of non-degenerate, injective, multiplicative maps φ : M2(D) → M4(D) will
be divided into several cases. The cases when φ(0) /= 0 or φ(I) /= I can be transformed in such a way
that known results about multiplicative maps to lower dimensional matrix spaces can be used. We
will treat these cases separately in the second section. The main result is therefore as follows.
Theorem. LetD be a commutative–transitive division ring of characteristic different than 2 for which there
exist α,β ∈ D such that αβ /= βα and αβ /= −βα. Assume φ : M2(D) → M4(D) is a non-degenerate,
multiplicative, and injective map. Suppose φ(0) = 0 and φ(I) = I. Then φ has one of the following forms:
φ
([
a b
c d
])
= S
[
G(a) G(b)
G(c) G(d)
]
S−1, (1)
where S ∈ M4(D) is an invertible matrix, and G : D →M2(D) is a multiplicative, additive, and injective
map with G(0) = 0 and G(1) = I,
φ
([
a b
c d
])
= S
⎡
⎢⎢⎣
f (a) f (b)
f (c) f (d)
0 0
0 0
0 0
0 0
G
([
a b
c d
])
⎤
⎥⎥⎦ S−1, (2)
where S ∈ M4(D) is an invertible matrix, G : M2(D) →M2(D) is a multiplicative map with G(0) = 0 and
G(I) = I, and f : D → D is a multiplicative, additive, and injective map with f (0) = 0 and f (1) = 1.
The following corollary follows directly from the Theorem.
Corollary. Let H be the ring of quaternions. Assume φ : M2(H) → M4(H) is a non-degenerate, multipli-
cative, and injective map. Suppose φ(0) = 0 and φ(I) = I. Then φ is of the form (1) or of the form (2) as
in the Theorem.
2. Preliminary results
Let D be an arbitrary division ring and suppose φ : M2(D) →M4(D) is a multiplicative map. In this
section we will explain the form of any such map in the case when φ(0) /= 0 or φ(I) /= I.
Let us denote by Pn(D) = {P ∈ Mn(D) : P2 = P} the set of all n × n idempotent matrices over D.
Sinceφ ismultiplicative,weobtainφ(0)2 = φ(0) andφ(I)2 = φ(I), soφ(0),φ(I) ∈ P4(D).Moreover,
since 0I = I0,we obtainφ(0)φ(I) = φ(I)φ(0). The set {φ(0),φ(I)} is a commutative subset of P4(D)
therefore φ(0) and φ(I) are simultaneously diagonalizable [10, Lemma 2.12]. It follows that there
exists an invertible matrix T ∈ M4(D) such that Tφ(0)T−1 and Tφ(I)T−1 are diagonal idempotents
and therefore their diagonal entries are equal to 0 or 1. Since φ(0)φ(I) = φ(I)φ(0) = φ(0), and if
necessary using also a permutation similarity to both matrices, we may assume that
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φ(I) = Ik ⊕ 04−k and φ(0) = Ia ⊕ 04−a, 0 a k 4.
If φ(I) = 0, then φ(A) = 0 for every A ∈ M2(D).
Next, assume that φ(I) = I1 ⊕ 03. Since φ(I)φ(A) = φ(A)φ(I) = φ(A),we obtain for A ∈ M2(D)
that φ(A) = A˜ ⊕ 03, A˜ ∈ M1(D). Let ω : M2(D) → M1(D) be the map where ω(A) = A˜. Then ω is a
multiplicativemap and therefore alsoω(0) = 0 orω(0) = 1. Ifω(0) = 1, thenω(0) = ω(0)ω(A) =
ω(A).So,ω(A) = 1 foreveryA ∈ M2(D). In this caseφ(A) = I1 ⊕ 03 foreveryA ∈ M2(D). Ifω(0) = 0,
then ω is degenerate, since every multiplicative map ω : Mn(D) →Mm(D), m < n, with ω(0) = 0 is
degenerate (see [11]). Because every singular matrix is mapped by ω into the zero matrix, we have
arrived to the problemof characterizing homomorphisms fromGL2(D) toGL1(D). The formof a homo-
morphismψ : GLn(D) → GLm(D),m < n , iswell known(see [2]). It isof the formψ(A) = π(det A) for
some homomorphismπ : D∗/C → GLm(D)whereD∗ is themultiplicative group of nonzero elements
of D, C is the commutator subgroup of D∗, and det A denotes Dieudonn é’s determinant of A (see also
[1]).
Now, let us assume that φ(I) = I2 ⊕ 02. Again, since φ(I)φ(A) = φ(A)φ(I) = φ(A), we obtain
that φ(A) = A˜2 ⊕ 02, A ∈ M2(D), A˜2 ∈ M2(D). Let ω : M2(D) → M2(D), ω(A) = A˜2. Then ω is a
multiplicative map and the form of such maps was considered by Šemrl [11].
Now, assume φ(I) = I3 ⊕ 01. It follows that φ(A) = A˜3 ⊕ 01, A ∈ M2(D), A˜3 ∈ M3(D). Let ω :
M2(D) → M3(D), ω(A) = A˜2. Then ω is a multiplicative map. The form of such maps was described
by Kokol-Bukovšek in [6] for the case when D is a ﬁeld, and by Dolinar and Marovt in [3] for non-
commutative division rings.
It remains to see the case when φ(I) = I. If φ(0) = I, then φ(A) = φ(0)φ(A) = φ(0) = I for
every A ∈ M2(D). Next, let φ(0) = I3 ⊕ 01. Using the same argument we obtain that φ(A) = I3 ⊕ A˜,
A ∈ M2(D), A˜ ∈ M1(D). Again, letω : M2(D) → M1(D),ω(A) = A˜. Thenω is a multiplicative map. If
ω(0) = 1, then φ(A) = I for every A ∈ M2(D) . If ω(0) = 0, then ω is degenerate and, as in one of
the previous steps, wemay obtain the form of φ. If φ(0) = I2 ⊕ 02, then φ(A) = I2 ⊕ A˜2, A ∈ M2(D),
A˜2 ∈ M2(D). Let ω : M2(D) → M2(D) be the map deﬁned by ω(A) = A˜2. Then ω is a multiplicative
map and we obtain the form of φ as before. Finally, suppose φ(0) = I1 ⊕ 03. Then φ(A) = I1 ⊕ A˜,
A ∈ M2(D), A˜ ∈ M3(D). Let ω : M2(D) → M3(D), ω(A) = A˜. Again, ω is a multiplicative map. The
form of such maps is known (see [3,6]).
The remaining case φ(0) = 0 and φ(I) = I will be treated in the next section.
3. Proof of the main result
Before proving the theorem, let us recall some facts. We denote by Dn the set of all 1 × nmatrices
and consider it always as a left vector space over D. Correspondingly, we denote by Dnt the right
vector space of all n × 1 matrices. Recall that the row rank of A ∈ Mn(D) is the dimension of the left
vector space generated by the rows of A. Similarly, the column rank of A is the dimension of the right
vector space generated by the columns of A. These two ranks are equal for every matrix over D and
this common value is called the rank of a matrix. If rank A = r, then there exist invertible matrices
T, S ∈ Mn(D) such that
A = T
[
Ir 0
0 0
]
S, (3)
where Ir is r × r identity matrix and the zeros stand for zero matrices of the appropriate size.
As usual we identify n × n matrices with linear operators acting on D. Namely, each n × n matrix
A gives rise to a linear operator deﬁned by x → xA, x ∈ Dn.
Let a ∈ Dn and bt ∈ Dnt be arbitrary nonzero vectors. Then bta is a matrix of rank one and every
matrix of rank one can be written in this form. We will frequently use the following facts. Firstly,
the rank one matrix bta is an idempotent if and only if abt = 1. Secondly, the rank one matrix bta is
nilpotent of order 2 if and only if abt = 0.
Let us begin to prove the main result. We will begin with the following observation. Let Ei,j be the
matrix which has 1 in the ith row and jth column and zeros elsewhere. Since φ is multiplicative, it
follows that φ(E11) and φ(E22) are idempotent matrices. Assume that φ(E11) = 0 and let A ∈ M2(D)
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be anynonzero singularmatrix. Then rankA = 1 andby (3)wecanwriteA = TE11S for some invertible
matrices T, S. Hence,
φ(A) = φ(T)φ(E11)φ(S) = 0,
whichmeans thatφ is degenerate, a contradiction. So,φ(E11) is of the rankgreater than0.Notealso that
for any rank onematrix A ∈ M2(D) thematrixφ(A) is of the same rank as thematrixφ(E11). But since
pairwise orthogonal idempotents are simultaneously diagonalizable [4, p. 62] and φ(E11)φ(E22) = 0,
wemay conclude that all rank one matrices are sent either to rank one matrices or to matrices of rank
two. In the latter case we establish that up to similarity
φ(E11) =
[
I2 0
0 0
]
and φ(E22) =
[
0 0
0 I2
]
.
Let us ﬁrst assume that rank one matrices are sent to rank two matrices. Let a ∈ D. The equation
(aI)E11 = E11(aI) yields that φ(aI) is of the following form:
φ(aI) =
[
Aa 0
0 Ba
]
where Aa, Ba ∈ M2(D). Let G1 : D →M2(D) be the map which maps a to Aa, and let G2 : D →M2(D)
be the map which maps a to Ba.Since φ is multiplicative, it follows G1 and G2 are multiplicative, and
since φ(I) = I,we have G1(1) = G2(1) = I. Also G1(0) = G2(0) = 0.
Let A =
[
a b
c d
]
∈ M2(D). Since
φ(E11)φ(A)φ(E11) = φ(E11AE11) = φ(aE11) = φ(aI)φ(E11)
and
φ(E22)φ(A)φ(E22) = φ(E22AE22) = φ(dE22) = φ(dI)φ(E22),
we obtain
φ
([
a b
c d
])
=
⎡
⎢⎢⎣
G1(a)
∗ ∗
∗ ∗
∗ ∗
∗ ∗ G2(d)
⎤
⎥⎥⎦ .
From E11E12 = E12 and E12E11 = 0 it follows that
φ (E12) =
⎡
⎢⎢⎣
0 0 ∗ ∗
0 0 ∗ ∗
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ .
Similarly
φ (E21) =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
∗ ∗ 0 0
∗ ∗ 0 0
⎤
⎥⎥⎦ .
Let us denote φ(E12) =
[
0 X
0 0
]
where X ∈ M2(D). Since φ(E12) is of rank two there exist invertible
matrices S1, S2 ∈ M2(D) such that I = S1XS2. Let S =
[
S1 0
0 S
−1
2
]
. Then S is invertible and
Sφ (E12) S
−1 =
[
0 I2
0 0
]
.
Since Sφ(E11)S
−1 = φ(E11) and Sφ(E22)S−1 = φ(E22),we may assume that
φ(E12) =
[
0 I2
0 0
]
.
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Also, from φ(E11) = φ(E12)φ(E21) we obtain that
φ(E21) =
[
0 0
I2 0
]
.
Now,
φ(E12)φ(A)φ(E12) = φ(E12AE12) = φ(cE12) = φ(cI)φ(E12)
and
φ(E21)φ(A)φ(E21) = φ(E21AE21) = φ(bE21) = φ(bI)φ(E21)
yields that
φ
([
a b
c d
])
=
[
G1(a) G2(b)
G1(c) G2(d)
]
.
Since E12(aI) = (aI)E12,we have[
0 G2(a)
0 0
]
=
[
0 G1(a)
0 0
]
.
So, G1 = G2. Also since G1(1) = I, G1(0) = 0, and[
a b
0 0
] [
1 0
1 0
]
=
[
a + b 0
0 0
]
,
we have[
G1(a) G1(b)
0 0
] [
I 0
I 0
]
=
[
G1(a + b) 0
0 0
]
and hence G1(a + b) = G1(a) + G1(b). We have proved that in the case when φ sends rank one
matrices to rank two matrices φ is up to similarity of the following form:
φ (A) =
[
G(a) G(b)
G(c) G(d)
]
,
where A =
[
a b
c d
]
∈ M2(D), G : D →M2(D) is a multiplicative and additivemapwhere G(0) = 0 and
G(1) = I.
Now, let us assume that rank one matrices are sent to rank one matrices. We will begin with two
lemmas. The ﬁrst lemma may be proven in the same way as Lemma 1 in [3] (see also [6, p.103]).
Lemma 1. Up to similarity we have φ(E12) = E14, φ(E21) = E41, φ(E11) = E11, and φ(E22) = E44.
From now on we will assume that φ(E12) = E14, φ(E21) = E41, φ(E11) = E11, and φ(E22) = E44.
The second lemma can be proven in the same way as Lemma 2 in [3].
Lemma 2. Let a ∈ D. Then
φ(aI) =
⎡
⎢⎢⎣
f (a) 0 0 0
0
0
g(a)
0
0
0 0 0 f (a)
⎤
⎥⎥⎦ ,
where f : D → D is a multiplicative function such that f (0) = 0 and f (1) = 1, and g : D →M2(D) is a
multiplicative map such that g(0) = 0 and g(1) = I.
The next part of the proof still follows the idea of the proof in [3]. For the sake of completeness we
will present it in its entirety. Using Lemmas 1 and 2 we observe that
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φ
([
a b
c d
])
=
⎡
⎢⎢⎣
f (a) ∗ ∗ f (b)
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
f (c) ∗ ∗ f (d)
⎤
⎥⎥⎦ ,
sinceE11φ(A)E11 = φ(E11AE11) = φ(aE11) = φ((aI)E11)=φ(aI)E11 = f (a)E11, andsimilarlyE41φ(A)
E41 = f (b)E41, E14φ(A)E14 = f (c)E14, and E44φ(A)E44 = f (d)E44.
Let now A =
[
a b
0 d
]
. Since
φ(A)E11 = φ(AE11) = φ(aE11) = f (a)E11
and
E44φ(A) = φ(E22A) = φ(dE22) = f (d)E44,
we may conclude that the ﬁrst column of φ(A) must be
[
f (a) 0 0 0
]t
and the last row of φ(A)
equals
[
0 0 0 f (d)
]
. So,
φ
([
a b
0 d
])
=
⎡
⎢⎢⎣
f (a) ∗ ∗ f (b)
0 ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 0 f (d)
⎤
⎥⎥⎦ .
Similarly, for A =
[
a 0
c d
]
we have E11φ(A) = f (a)E11 and φ(A)E44 = f (d)E44 . Hence
φ
([
a 0
c d
])
=
⎡
⎢⎢⎣
f (a) 0 0 0
∗ ∗ ∗ 0
∗ ∗ ∗ 0
f (c) ∗ ∗ f (d)
⎤
⎥⎥⎦ .
It follows that diagonal matrices are sent to block diagonal matrices:
φ
([
a 0
0 d
])
=
⎡
⎢⎢⎣
f (a) 0 0 0
0 ∗ ∗ 0
0 ∗ ∗ 0
0 0 0 f (d)
⎤
⎥⎥⎦ . (4)
In the same way we prove that
φ
([
a b
c 0
])
=
⎡
⎢⎢⎣
f (a) ∗ ∗ f (b)
∗ ∗ ∗ 0
∗ ∗ ∗ 0
f (c) 0 0 0
⎤
⎥⎥⎦ , φ
([
0 b
c d
])
=
⎡
⎢⎢⎣
0 0 0 f (b)
0 ∗ ∗ ∗
0 ∗ ∗ ∗
f (c) ∗ ∗ f (d)
⎤
⎥⎥⎦
hence
φ
([
0 b
c 0
])
=
⎡
⎢⎢⎣
0 0 0 f (b)
0 ∗ ∗ 0
0 ∗ ∗ 0
f (c) 0 0 0
⎤
⎥⎥⎦ . (5)
Since every matrix of rank one is sent to a matrix of rank one, φ(E11 + E12) is of rank one and since
it is upper triangular and f (1) = 1 , we have φ(E11 + E12) = E11 + x1E12 + x2E13 + E14 for some
x1, x2 ∈ D.
Similarly, φ(E11 + E21) = E11 + y1E21 + y2E31 + E41, y1, y2 ∈ D, φ(E21 + E22) = E41 + u1E42 +
u2E43 + E44, u1, u2 ∈ D, φ(E12 + E22) = E14 + t1E24 + t2E34 + E44, t1, t2 ∈ D. Since[
1 0
1 0
] [
1 1
0 0
]
=
[
0 1
0 1
] [
0 0
1 1
]
,
it follows that ui = xi and yi = vi where i ∈ {1, 2}.
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Let A =
[
1 1
0 1
]
. Then φ(A) =
⎡
⎣1 k1 k2 10
0
V
l1
l2
0 0 0 1
⎤
⎦ for some ki, li ∈ D, i ∈ {1, 2}, and V ∈ M2(D).
Since E11
[
1 1
0 1
]
=
[
1 1
0 0
]
, it follows that ki = xi, i ∈ {1, 2}, and similarly from
[
1 1
0 1
]
, E22 =
[
0 1
0 1
]
we obtain li = yi, i ∈ {1, 2}. So
φ
([
1 1
0 1
])
=
⎡
⎢⎢⎣
1 x1 x2 1
0
0
V
y1
y2
0 0 0 1
⎤
⎥⎥⎦ .
Using (4) we have
φ
([
1 0
0 a
])
=
⎡
⎢⎢⎣
1 0 0 0
0
0
Ta
0
0
0 0 0 f (a)
⎤
⎥⎥⎦ , a ∈ D, Ta ∈ M2(D).
Let G : D → M2(D) be the map which maps a to Ta. Since[
1 0
0 a
] [
1 0
0 b
]
=
[
1 0
0 ab
]
,
we may conclude that G is multiplicative. Also, G(1) = I and by Lemma 1 G(0) = 0.
Notice that if a /= b, then φ
([
a 0
0 0
])
/= φ
([
b 0
0 0
])
since φ is injective. It follows that f is also
injective.
We will now ﬁnd some useful relations between f , g and G. From now on we will denote x =[
x1 x2
]
and yt =
[
y1
y2
]
. From[
1 1
0 1
] [
a 0
0 a
]
=
[
a 0
0 a
] [
1 1
0 1
]
,
we have⎡
⎢⎢⎣
f (a) xg(a) f (a)
0
0
Vg(a) ytf (a)
0 0 0 f (a)
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
f (a) f (a)x f (a)
0
0
g(a)V g(a)yt
0 0 0 f (a)
⎤
⎥⎥⎦ .
So
xg(a) = f (a)x, yt f (a) = g(a)yt , Vg(a) = g(a)V . (6)
It follows from (5) that
φ
([
0 1
1 0
])
=
⎡
⎢⎢⎣
0 0 0 1
0
0
E
0
0
1 0 0 0
⎤
⎥⎥⎦ , E ∈ M2(D)
where E2 = I. From[
1 1
0 0
] [
0 1
1 0
]
=
[
1 1
0 0
]
,
we get xE = x and by[
0 1
1 0
] [
1 0
1 0
]
=
[
1 0
1 0
]
,
we obtain Eyt = yt .
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Now, from aI =
[
1 0
0 a
] [
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
]
we obtain
⎡
⎢⎢⎣
f (a) 0 0 0
0
0
g(a)
0
0
0 0 0 f (a)
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
f (a) 0 0 0
0
0
G(a)EG(a)E
0
0
0 0 0 f (a)
⎤
⎥⎥⎦
and therefore
g(a) = G(a)EG(a)E (7)
for every a ∈ D.
Let now
[
a 0
0 d
]
be any diagonal matrix. From
[
a 0
0 d
]
=
[
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
] [
1 0
0 d
]
,
we have
φ
([
a 0
0 d
])
=
⎡
⎢⎢⎣
f (a) 0 0 0
0
0
EG(a)EG(d)
0
0
0 0 0 f (d)
⎤
⎥⎥⎦ . (8)
Also, since[
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
] [
1 0
0 d
]
=
[
1 0
0 d
] [
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
]
,
we have
EG(a)EG(d) = G(d)EG(a)E (9)
for every a, d ∈ D.
We will now ﬁnd the image of
[
a b
0 d
]
where b /= 0. From
[
a b
0 d
]
=
[
1 0
0 db−1
] [
1 1
0 1
] [
1 0
0 b
] [
0 1
1 0
] [
1 0
0 a
] [
0 1
1 0
]
,
we conclude that φ
([
a b
0 d
])
equals the product of the following matrices:
⎡
⎢⎢⎣
1 0 0 0
0
0
G(db−1) 0
0
0 0 0 f (db−1)
⎤
⎥⎥⎦
⎡
⎢⎢⎣
1 x 1
0
0
V yt
0 0 0 1
⎤
⎥⎥⎦
⎡
⎢⎢⎣
f (a) 0 0 0
0
0
G(b)EG(a)E
0
0
0 0 0 f (b)
⎤
⎥⎥⎦ .
So
φ
([
a b
0 d
])
=
⎡
⎢⎢⎣
f (a) xG(b)EG(a)E f (b)
0
0
G(db−1)VG(b)EG(a)E G(db−1)ytf (b)
0 0 0 f (d)
⎤
⎥⎥⎦ .
Using (9) we have xG(b)EG(a)E = xEG(a)EG(b) = xG(a)EG(b) and by (6) and (7) we obtain
G(db−1)ytf (b) = G(db−1)g(b)yt = G(d)EG(b)yt . So,
φ
([
a b
0 d
])
=
⎡
⎢⎢⎣
f (a) xG(a)EG(b) f (b)
0
0
G(db−1)VG(b)EG(a)E G(d)EG(b)yt
0 0 0 f (d)
⎤
⎥⎥⎦ .
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Let now c /= 0. The equation[
a 0
c d
]
=
[
0 1
1 0
] [
d c
0 a
] [
0 1
1 0
]
yields that
φ
([
a 0
c d
])
=
⎡
⎢⎢⎣
f (a) 0 0 0
G(c)EG(a)yt EG(ac−1)VG(c)EG(d) 0
0
f (c) xG(c)EG(d) f (d)
⎤
⎥⎥⎦ .
Let
[
a b
c d
]
∈ M2(D). From
[
a b
0 0
]
= E11
[
a b
c d
]
and since G(0) = 0 and f (0) = 0,we have⎡
⎢⎢⎣
f (a) xG(a)EG(b) f (b)
0
0
0 0
0 0
0
0
0 0 0 0
⎤
⎥⎥⎦ = E11φ
([
a b
c d
])
.
So the ﬁrst row of the matrix φ
([
a b
c d
])
is
[
f (a) xG(a)EG(b) f (b)
]
. From
[
0 0
c d
]
= E22
[
a b
c d
]
,
we obtain that the last row is
[
f (c) xG(c)EG(d) f (d)
]
. The ﬁrst and the last column which follow
respectively from[
a 0
c 0
]
=
[
a b
c d
]
E11,
[
0 b
0 d
]
=
[
a b
c d
]
E22
are
[
f (a) G(c)EG(a)yt f (c)
]t
and
[
f (b) G(d)EG(b)yt f (d)
]t
. Therefore
φ
([
a b
c d
])
=
⎡
⎣ f (a) xG(a)EG(b) f (b)G(c)EG(a)yt ∗ G(d)EG(b)yt
f (c) xG(c)EG(d) f (d)
⎤
⎦ .
From [
a b
0 0
] [
1 0
1 0
]
=
[
a + b 0
0 0
]
,
we obtain
f (a) + xG(a)EG(b)yt + f (b) = f (a + b).
It follows that f is additive if x = 0 or yt = 0.
In the last part of the proof we will discuss the form of the matrix E. Let P = 1
2
(E + I). Then P2 =
1
4
(E2 + 2E + I) and since E2 = I wemay conclude that P is an idempotent. Note that this argument is
valid since charD /= 2. So, since E = 2P − I and E is of the rank 2, it follows that up to similarity E = I
or E = −I or
E =
[
1 0
0 −1
]
.
We will discuss these three cases. We will show that in all these cases we either obtain a contra-
diction or x = y = 0. First let us state some useful equations that are valid in all cases.
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From[
1 1
0 1
] [
1 −1
0 1
]
= I, (10)
we have⎡
⎢⎢⎣
1 x 1
0
0
V yt
0 0 0 1
⎤
⎥⎥⎦
⎡
⎢⎢⎣
1 xG(−1) f (−1)
0
0
G(−1)VG(−1) EG(−1)yt
0 0 0 1
⎤
⎥⎥⎦ = I.
So
(VG(−1))2 = I. (11)
Next [
1 1
0 1
] [
1 0
0 a
]
=
[
1 0
0 a
] [
1 b
0 1
] [
1 a − b
0 1
]
(12)
and [
1 0
0 a
] [
1 0
1 1
]
=
[
1 0
a − b 1
] [
1 0
b 1
] [
1 0
0 a
]
. (13)
By the equation[
1 1
0 1
] [
1 1
0 1
]
=
[
1 2
0 1
]
, (14)
we have
V2 = G(2−1)VG(2). (15)
First case
Let usﬁrst assume thatE = I. SinceG(−1)2 = I,wemayagain conclude that up to similarityG(−1)
= I or G(−1) = −I or G(−1) =
[
1 0
0 −1
]
. Assume that G(−1) = I. By the equation (11) we obtain
V2 = I. So up to similarity we have V = I or V = −I or V =
[
1 0
0 −1
]
. Let us assume that V = I. From
(12) we obtain⎡
⎢⎢⎣
1 xG(a) f (a)
0
0
G(a) ytf (a)
0 0 0 f (a)
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
1 xG(b) f (b)
0
0
G(a) G(ab)yt
0 0 0 f (a)
⎤
⎥⎥⎦
⎡
⎢⎢⎣
1 xG(a − b) f (a − b)
0
0
I G(a − b)yt
0 0 0 1
⎤
⎥⎥⎦ .
So
xG(a − b) = xG(a) − xG(b). (16)
Let x /= 0 and let us assume that there exist a, b ∈ D such that ab /= ba. Then G(ab − ba) /= 0. Now
using the fact that G(ab − ba) is an invertible matrix wemay conclude that xG(ab − ba) /= 0. By (16)
we have
0 /= xG(a)G(b) − xG(b)G(a),
which is a contradiction since G(a)G(b) = G(b)G(a). So if x /= 0, then D is a ﬁeld.
Let us now assume that yt /= 0. Similarly, the equation (13) yields
G(a − b)yt = G(a)yt − G(b)yt .
So as before we may conclude that if yt /= 0, then D is a ﬁeld.
Let still E = G(−1) = I and let now V = −I. Since V2 = I, we may conclude by using equation
(15) that G(2) = −G(2). It follows that G(2) = 0 which is a contradiction since G(2) is of rank 2.
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Let still E = G(−1) = I and let now V =
[
1 0
0 −1
]
. Let G(2) =
[
α β
γ δ
]
. Using (15) we have[
α β
γ δ
]
=
[
α β
−γ −δ
]
. Since charD /= 2, we have γ = δ = 0 which is a contradiction since G(2)
is of rank 2.
If we assume that up to similarity E = I and G(−1) = −I we may again conclude that V2 = I.
Up to similarity we again have V = I or V = −I or V =
[
1 0
0 −1
]
so we may again obtain the same
conclusions as in the previous case. Under assumption that E = I it remains to discuss the case when
G(−1) =
[
1 0
0 −1
]
. Let S =
⎡
⎣1 0 0 10 1 0 0
0 0 1 0
1 0 0 −1
⎤
⎦. Then
φ
([
0 1
1 0
])
= S
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
⎤
⎥⎥⎦ S−1.
Matrices
[
0 1
1 0
]
and
[
1 0
0 −1
]
are similar henceφ
([
0 1
1 0
])
andφ
([
1 0
0 −1
])
are also similar. So, since
φ
([
1 0
0 −1
])
=
⎡
⎣1 0 0 00 1 0 0
0 0 −1 0
0 0 0 f (−1)
⎤
⎦, it follows that f (−1) = 1. So φ(−I) = I. This is a contradic-
tion since φ is injective.
Second case
Let us assume that E = −I. Since xE = x and Eyt = yt ,we may conclude that x = 0 and yt = 0.
Third case
Finally, let E =
[
1 0
0 −1
]
. Let G(λ) =
[
a b
c d
]
, λ, a, b, c, d ∈ D. By (9) we have EG(λ)EG(λ) =
G(λ)EG(λ)E hence ab = bd and dc = ca. Let now λ = −1. Since G(−1)2 = I, we have
[
a b
c d
]2 = I
and hence a2 + bc = 1, d2 + cb = 1, ab = −bd and ca = −dc. It follows that ca = dc=ab=bd=0.
Let us assume that a /= 0. Then b = c = 0, a = ±1 and d = ±1. Assuming that d /= 0 we obtain
the same conclusion. If a = d = 0, then b /= 0 and c /= 0 and hence b−1 = c. So G(−1) has one of the
following forms:[
1 0
0 −1
]
,
[−1 0
0 1
]
,
[
1 0
0 1
]
,
[−1 0
0 −1
]
or
[
0 b
b−1 0
]
.
We will now discuss these ﬁve forms. Note that from (10) we have
xG(−1) + xG(−1)VG(−1) = [0 0] . (17)
Similarly, by (14) we get
x + xV = xG(2). (18)
Firstly,
Let G(−1) =
[
1 0
0 −1
]
. From G(−1)G(λ) = G(λ)G(−1) it follows that G(λ) is a diagonal matrix
for every λ ∈ D. Let us deﬁne functions h1, h2 : D → D in the following way: G(λ) =
[
h1(λ) 0
0 h2(λ)
]
.
Clearly h1, h2 aremultiplicative functions. Since xE = x,we have x = [x1 0] , and since Eyt = yt ,we
get y = [y1 0]. Let us assume that x1 /= 0. LetV = [α βγ δ] .By (17)weget x1 + x1α = 0and x1β =
0. So α = −1 and β = 0. Similarly, using (18)we have x1 + x1α = x1h1(2). So, h1(2) = 1 + α = 0.
This is a contradiction since G(2) is invertible.
Let us now assume that y1 /= 0. Then by (10) we have Vyt + yt = [0 0]t and by (14) we get
Vyt + yt = EG(2)yt . Again it follows that h1(2) = 0, a contradiction. Therefore x = y = 0.
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Secondly,
Let G(−1) =
[−1 0
0 1
]
. By permutation similarity we may assume that G(−1) =
[
1 0
0 −1
]
and
E =
[−1 0
0 1
]
. It follows that G(α) is a diagonal matrix for every α ∈ D. Also, x = [0 x2] and y =
[0 y2].
Let us assume that x2 /= 0 and let V =
[
α β
γ δ
]
. Using (17) we have x2 = x2δ and x2γ = 0. So
δ = 1 and γ = 0. By
[
α β
γ δ
] [
α −β
−γ δ
]
= I we get α2 − βγ = 1 and so α = 1 or α = −1. Also
αβ = βδ and hence if α = −1, then β = 0. Wemay conclude that V =
[−1 0
0 1
]
or V =
[
1 β
0 1
]
.
Leth1, h2 bedeﬁnedasbefore. IfV isof theﬁrst form, thenby (15)
[
h1(2) 0
0 h2(2)
]
=
[−h1(2) 0
0 h2(2)
]
.
Hence h1(2) = 0, a contradiction. Let V be of the second form. By Eq. (12) we get
xG(a) = xG(a − b) + xG(b)G((a − b)−1)VG(a − b). (19)
Note that this equation holds generally for all cases. So
[
0 x2h2(a)
] = [0 x2h2(a − b)]
+ [0 x2h2(b)] .
It follows that h2(a − b) = h2(a) − h2(b) and since h2(−1) = −1, we may conclude that h2 is
additive.
Letus takea, b ∈ D such thatab /= ba.Soab − ba /= 0andhenceG(ab − ba) /= 0.SinceG(ab − ba)
is diagonal and of rank 2, it follows that h2(ab − ba) /= 0. The function h2 ismultiplicative and additive
so on the one hand h2(a)h2(b) /= h2(b)h2(a). But on the other hand by Eq. (9) and since E =
[−1 0
0 1
]
we have h2(a)h2(b) = h2(b)h2(a), a contradiction. We may conclude that x = 0.
If we assume that y2 /= 0wemay obtain the same contradiction in a similar way. Again x = y = 0.
Thirdly and fourthly,
If G(−1) = I or G(−1) = −I, then by (11)V2 = I. So up to similarity V = I, V = −I or V =[
1 0
0 −1
]
. Notice that after the similarity transformation we still have E2 = I. We may prove in the
same way as in the ﬁrst case using Eqs. (12) and (15) that again x = y = 0.
Fifthly,
Let G(−1) =
[
0 b
b−1 0
]
, b ∈ D. Let S =
[
1 1
b−1 −b−1
]
. Then E = S−1G(−1)S. We may assume
that G(−1) =
[
1 0
0 −1
]
. It follows that G(α) is a diagonal matrix for every α ∈ D and E =
[
0 1
1 0
]
.
Hence x = [x1 x1] and y = [y1 y1].
Let x1 /= 0. Again letV =
[
α β
γ δ
]
and let h1, h2 be as before. Using (17)wehave x1 + x1α − x1γ =
0 and −x1 − x1β + x1δ = 0. It follows that 1 + α = γ and δ = 1 + β. Note that αγ = γα and
δβ = βδ. Also, by (18) we have x1 + x1α + x1γ = x1h1(2) and x1 + x1β + x1δ = x1h2(2). Hence
G(2) =
[
α + γ + 1 0
0 β + δ + 1
]
.
It follows by (15) that (α + γ + 1)(α2 + βγ ) = α(α + γ + 1). Sinceα and γ commute and G(2)
is of the rank 2, we may conclude that α2 + βγ = α. Similarly (β + δ + 1)(γβ + δ2) = δ(β + δ +
1) and hence δ2 + γβ = δ. Now, by (11) we have α2 − βγ = 1 and δ2 − γβ = 1.
Using these equations we may conclude that α = 1 or α = −2−1, and δ = 1 or δ = −2−1.
Let us ﬁrst assume that α = 1. Then βγ = 0 and hence β = 0 or γ = 0. But γ = 1 + α = 2 and
so β = 0 and δ = 1 + β = 1. So V =
[
1 0
2 1
]
.
Let nowα = −2−1 and denote 2−1 = 1
2
. Thenγ = 1
2
,β = − 3
2
and δ = − 1
2
. SoV =
[− 12 − 32
1
2 − 12
]
.
So let ﬁrstly V =
[− 12 − 32
1
2 − 12
]
. Then G(2) =
[
1 0
0 −1
]
and hence G(2) = G(−1). Also, by (6) and
(7)wehave xG(a)EG(a)E = f (a)x for every a ∈ D. So xG(−1)EG(−1)E = f (−1)x and xG(2)EG(2)E =
f (2)x and hence f (−1)x = f (−2)x. Since we assumed that x /= 0, we have f (−1) = f (2). It follows
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φ
([
1 0
0 2
])
= φ
([
1 0
0 −1
])
. Recall that φ is injective. This is a contradiction if charD /= 3. But if
charD =3, then theﬁrst and the second formofV are the same. Similarlyweobtain the sameconclusion
if we assume that y /= 0.
Let now V =
[
1 0
2 1
]
. By the equation (19) it follows
[
x1h1(a) x1h2(a)
] =[
x1h1(a − b) x1h2(a − b)] + [x1(h1(b) + 2h2(b)h2((a − b)−1)h1(a − b)) x1h2(b)] .
Let still x1 /= 0. Since h2(−1) = −1,we may conclude that h2 is additive. So if ab /= ba, it follows
that h2(a)h2(b) /= h2(b)h2(a). Also
h1(a − b) = h1(a) − h1(b) − 2h2(b)h2((a − b)−1)h1(a − b). (20)
Let a, b ∈ D be such that ab /= ba and ab /= −ba. We will discuss three different possibilities.
Firstly, let h2(a) or h2(b) be in the center Z(D) of the division ring D. Of course then h2(a)h2(b) =
h2(b)h2(a), a contradiction.
Next, suppose h2(a), h2(b), h1(b) /∈ Z(D). By Eq. (9) and since E =
[
0 1
1 0
]
we have h2(a)h1(b) =
h1(b)h2(a) and h2(b)h1(b) = h1(b)h2(b). SinceD is a commutative–transitive division ring, it follows
that h2(a)h2(b) = h2(b)h2(a), a contradiction.
Finally let h1(b) ∈ Z(D) and h2(a), h2(b) /∈ Z(D). Since h1(a) and h1(b) commute, we obtain by
(20) the following equation: h1(ab − ba) = −2h2(ba)h2((ab − ba)−1)h1(ab − ba). The matrix G(a)
is of the rank 2 for every a ∈ D hence h1(ab − ba) /= 0. So 1 = −2h2(ba)h2((ab − ba)−1). Since h2
is additive, we may conclude that h2(ab) = −h2(ba). Recall that we assumed that ab /= −ba. So
h2(ab + ba) /= 0 which yields h2(ab) /= −h2(ba), a contradiction.
Similarly, if we assume that y /= 0 we get the same contradiction using Eq. (13). Again we proved
that x = y = 0.
We proved that up to similarity φ
([
a b
c d
])
=
⎡
⎣f (a) f (b)f (c) f (d) 0 00 0
0 0
0 0
Da,b,c,d
⎤
⎦ where [a bc d] ∈ M2(D) and
Da,b,c,d ∈ M2(D). Recall that f is additive since x = y = 0. Let G : M2(D) →M2(D) be the map which
sends A to Da,b,c,d.Since φ is multiplicative and φ(0) = 0 and φ(I) = I, wemay conclude that G is also
multiplicative and G(0) = 0 and G(I) = I.
This concludes the proof of the theorem.
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