Modelling complex concurrent systems is often difficult and error-prone, in 
Introduction
In the world of complex distributed reactive software systems, mobility represents a new step towards what we might call ubiquitous computing, and has become a major issue in software engineering.
The development of such systems requires modelling tools able to capture their properties as well as the structure of the interactions between the software and its environment. We also want these tools to allow for extensibility and maintenance, and to facilitate the design choices which will enable us to guarantee some system properties.
In this paper, we present a formal framework for the development of mobile distributed systems from the modelling phase to the implementation. The approach we propose has the object-oriented paradigm as a structuring principle. Our general formalism can express both abstract and concrete aspects of systems, with emphasis on the description of concurrency and abstract data types. This formalism is called Concurrent Object-Oriented Petri Nets (CO-OPN) [5] [2] . A coordination layer has been developed on top of this formalism [6] so as to deal with a distributed architecture taking into account information about localization and mobility. This is what we plan to detail in this paper.
We will explain our model by using a top-down approach: we will describe the evolution from a highlevel interconnection diagram between the major actors of our model, to the internal machinery of these actors, the description of the mobile agents, and the data types used. We will then also address the security and extensibility issues through some semantic concepts.
The paper is organized as follows: in section 2, we present some related work. Then, section 3 gives a description of the example we are going to model, and shows its interest. In section 3, we explain the model, using the top-down approach mentioned above. We also use the model to give a little bit more detail on the CO-OPN semantics, as far as transactions and mobility are concerned. We end the section by justifying our modelling choices (in the part concerning security) and by talking about subtyping and extensibility. Section 4 deals with automatic (but configurable) code generation from a CO-OPN specification to a Java program, with a particular emphasis on the mobility aspects.
in CO-OPN, Petri Nets are encapsulated in objects, which are instances of classes. Object-orientation enables the developer to obtain a clear decomposition of the modeled system into «modules». It also facilitates the transformation of a specification into a program in an object-oriented programming language.
We should also note that even if the structure of a CO-OPN specification is composed of classes and objects, we do not use any feature that could break the well defined semantics of CO-OPN. For example, we do not allow code fragments insertion in specifications, as some languages do (Cooperative Nets [14] ).
Another important feature of CO-OPN useful for our example is object mobility. This has recently been added to our formalism, and the aim of this paper is to present an example where it is used. We are not aware of other object-oriented Petri net based languages in which mobility of objects or the notion of locality (expressed by Contexts in our formalism) is present. The notion of mobility can be modeled using formalisms such as Pi-calculus [17] or CSP [18] . Just as in the latters, communication between CO-OPN objects can be configured, using CO-OPN contexts.
Transactions are another important part of the CO-OPN semantics: interactions between CO-OPN objects obey transactional semantics. This is well illustrated in our example hereafter by the interactions between seller, buyer and bank account. Transactional semantics are not characteristic of Petri net based formalisms, or process calculi. From this point of view, CO-OPN is similar to Prolog or other logical programming languages [19] .
Finally, interactions between CO-OPN objects are synchronous. From this point of view, CO-OPN can be compared to synchronous languages such as Esterel or Lustre [16] .
The mobile shopping example.
In this section, we will informally describe the example treated in this paper. The formal description and model can be found in the next section.
The system is composed of three kinds of entities, namely the product dispenser, the mobile phone (with its owner, whom we do not model), and a bank (see figure 1 ). The bank may communicate with any other entity. A mobile phone and a product dispenser may communicate if and only if the former is located in what we might call the "product dispenser zone", i.e. if and only if it is close enough to the latter that it may see it and be seen by it. In the picture, mobile phone 1 can see both dispensers, whereas mobile phone 2 can only see the cigarette dispenser, and mobile phone 3 can see no commercial dispenser. The bank sees and can be seen by every actor of the system. Both the product dispensers and the mobile phone owners have an account in the bank; an owner of a mobile phone may ask the bank to make a transfer from its account to a product dispenser's account, provided the former has enough money to do so.
A product dispenser is an entity which sells products from a predefined list. It also notifies all the mobile phones present in its "dispenser zone".
The owner of a mobile phone may select a product dispenser from the list of all the product dispensers he is in the zone of. His or her mobile phone then sends a message to the corresponding product dispenser, requesting a list of its products, along with their respective prices. It then receives such a list, and the owner may select a product from that list. The mobile phone then sends both a request to the product dispenser to deliver the product, and a transfer order to the bank. Upon receipt of the money on its account, and if the requested product is not out of stock, the product dispenser delivers the product, and displays the identity of the mobile phone owner which has requested (and paid for) it. If, for some reason, the product is not delivered, the money is not withdrawn from the mobile phone owner's account.
This example seems interesting to us for different reasons. First of all, it looks like a realistic system which we may well see and use in a few years; a similar system already exists, where mobile phone owners may pay for parking their car by phone. Second, we believe it addresses many software engineering chal- lenges: It is an embedded system, some of its entities are mobile, it is concurrent, transactional, and it has security as a main issue. Throughout this paper, we will show how we deal with all these features, arguing that the CO-OPN specification language allows us to model this system by taking these features into account.
Modelling with CO-OPN
For obvious simplicity reasons, we will limit the system to one mobile phone and one drinks dispenser. This does not affect the issue of concurrency: as the reader will see, there are still numerous concurrent calls in our specification. We will explain how we can extend our model, and how it is then treated very similarly.
CO-OPN is an object-oriented modelling language, based on Algebraic Data Types (ADT), Petri nets, and IWIM (idealized worker, idealized manager) coordination models [4] . Hence, CO-OPN specifications are collections of ADT, class and context (i.e. coordination) modules [5] . Syntactically, each module has the same overall structure; it includes an interface section defining all elements accessible from the outside, and a body section including the local aspects private to the module. Moreover, class and context modules have convenient graphical representations which are used in this paper, showing their underlying Petri net model. Low-level mechanisms and other features dealing specifically with object-orientation are out of the scope of this paper, and can be found in [1] [2]. We will, however, show how they have been used in our example.
The CO-OPN coordination model, and the system entities
In this section, we will describe the CO-OPN specification of the system described in the previous section. We will therefore introduce the various concepts of this language which we use to model the dispenser/ mobile phone/bank system, and use a top-down strategy for the modelling. The idea is to start by the interfaces and connections of the highest-level entitites, and to refine them progressively.
Because our system is composed of several computing entities, we use the high-level concept of coordination programming [7] for building our system. In our view, coordination is managing the dependencies among activities. Work has been done to show that coordination patterns are likely to be applied from the beginning of the design phase of the software development [3] . This process involves the use of specific coordination models and languages adapted to our specific needs during the design phase of the modelling.
Because of their intrinsic nature, IWIM coordination models [7] are very well suited for the coordination of software elements during the design phase [3] . The coordination layer of CO-OPN [2] [3][4] is a coordination language based on this model, well adapted to the formal coordination of object-oriented systems. The CO-OPN context modules define the coordination entities [6] , while the CO-OPN classes define the basic lowest-level coordinated entities. Finally, as we will see, CO-OPN allows one to cover the formal development of concurrent software from the first formal specification up to the final distributed software architecture [1] .
A CO-OPN context is an entity composed of a border, a signature, a finite number of other entities (objects or contexts) and connections between the different services and service calls of these entities.
Structure and communication of the three main contexts
In this subsection we will describe the main contexts of our specification and show how they are connected and communicate. We will also show how they are built on classes (instantiated into objects), and communicate by sending objects to each other. First of all, the most high-level coordination entity is the World context. This context represents the environment in which the entities we want to model are immersed.
Therefore, it contains three other contexts, namely the Bank, the DrinksDispenser, and the MobilePhone contexts, which are the major actors of our system (figure 2). It also shows that these contexts are potentially connected through different methods (provided services, black rectangles on the pictures) and gates (required services, white rectangles on the pictures).
It has seemed realistic to make these high-level entities communicate by the means of mobile agents (represented here by mobile objects) which, in a way, represent each context in the other contexts and act as messengers.
The Bank context can, at any time, send an agent object to any of the other protagonists of the system. The drinks dispenser, however, must wait until the mobile phone is in its "zone" to be able to communicate with it. We have modelled this by a method discovered on the DrinksDispenser context, which we call as soon as the mobile phone is in the right zone. Because we do not model the mobile phone's movement in space, we will explicitly call this method during simulation. As soon as this method is activated, the communication link is established and the DrinksDispenser context sends one of its agents to the MobilePhone context.
The AbstractContext context.
The three contexts share a common structure (inherited, as we will see later on, from the AbstractContext context) to deal with these agents: They all have an arrived method and a send gate, as well as a pending request queue to asynchronously deal with the sending of agents (see figure  3 ). The and methods are abstract methods (in the Java sense), i.e. they are implemented in the contexts inheriting from this one. Please note that in the contexts inheriting from this last context, we will not detail or even show (in the graphical representations) all the features which are identical to those of AbstractContext.
The contexts also have an identity, used to identify agents' destinations and origins. The identities are also used to attribute a bank account to an actor of the system.
The Bank context
We have defined a class Account, and the bank naturally contains one instance of this class for all the other actors of the system (in this simplified model ofthe example, the DrinksDispenser and Bank contexts).
Apart from the receive and send methods and gates, the Bank context has a createAccount method, which, given an identity and an amount of money, creates an account for this identity that contains the specified amount of money (see figure 4 ).
Let us give some more detail on the specification of a context module: the module description is divided in two parts, namely an interface and a body. The interface contains:
-a Use field, where all the other necessary specification modules are listed;
-a Gate and a Method field, which contain all the public methods and gates.
The body contains: -the same fields as the interface does, only they now address private declarations; -an Axiom field, which details the rules for the different method calls, and connects the methods and gates of the different objects contained in the context; -a Where field, listing the different variables used in the axioms, and giving their types.
Please note that the context structure slightly differs from the class structure. This is visible below.
Getting back to the Bank context specifically, the latter contains a TransferManager object, which manages the transfers between accounts, by waiting for the acknowledgement from both protagonists before actually withdrawing the money from one account to credit it to the other account. The reason for this will be detailed below in the subsection addressing the security issues. 
The MobilePhone context
The MobilePhone context has, in addition to what has already been mentioned, two methods select (one to select agents and one to select items), and a VirtualShop object. When an agent arrives in the MobilePhone context, if it is a commercial agent, it is immediately put into the VirtualShop object. The mobile phone owner may then select the agents in this object by calling the select (agent) method. When he does this, the agent immediately displays its list of products and prices, and he may then select an Item (in our case, a drink) (see figure 5) .
In figure 5 , the triangle in a circle denotes a sequence synchronization call: it decomposes a call arrow into several call arrows, and the order of the calls is specified on the arcs. For instance, receive b i on the left of the picture is synchronized with a call to b.arrived idmobile followed by a call to q.moveAll. 
The DrinksDispenser context
We will not detail this context very much in this paper, as it has already been treated in a previous paper [8] . The difference is that it does not have a money and coin management system anymore, as it now has an account. Let us very briefly recall its features. It has a central unit, which manages all the stock. Drinks come into drinks containers, which may be added to the stock (this is modelled by the external method addDrink; see figure 6 , and please recall that we have not shown all the AbstractContext features, such as the queue). It also has a displayId gate, which displays the identity of the buyer when a drink is delivered. Please note that in the picture, we have not shown the part inherited from the abstract context: the queue and its synchronizations have not been shown.
Abstract Data Types (ADT)
CO-OPN ADT modules define data types by means of algebraic specifications: They specify one or more sorts (names of data types) with generators and operations. The properties of the operations are given as positive conditional equational axioms in the body of the module. For instance figure 7 describes the ADT Drink which is just an enumeration of values. 
Classes
CO-OPN classes are described by means of modular algebraic Petri nets with particular parameterized external transitions which are the methods of the class. The behavior of transitions are defined by so-called behavioral axioms, similar to the axioms in an ADT. A method call is achieved by synchronizing external transitions, i.e. as if transitions where actually merged.
The axioms have the following shape:
Cond => eventname With synchro : pre -> post in which the terms have the following meaning: • Cond is a set of equational conditions, similar to a guard in Petri nets; • eventname is the name of a method with the algebraic term parameters; • synchro is the synchronization expression defining the policy of transactional interaction of this event with other events; the dot notation is used to express events of specific objects and the synchronization operators are sequence, simultaneity and non-determinism.
• Pre and Post are the usual Petri net flow relation determining what it is consumed from and what it is produced in the object state places.
CO-OPN provides tools for the management of graphical and textual representations [9] .
As an example, let us detail the agents class a little bit more. Let us look at the following axiom for method arrived: !(k=i),(this=Self)=>arrived i With this.foreignAction i:: Host j, Home k -> Host i, Home k; Here the condition is that k must be different from i, and the eventname is arrived i. The synchronization is a call to this.foreignAction i. The precondition is that place Host must contain j, and that place Home must contain k. The postcondition is that place Host must contain i, and that place Home must contain k. So basically method arrived i simply replaces the identity in Host by i and calls method foreignAction with parameter i in the same class, if k is different from i.
In this agents class, we have two kinds of agents: The commercial agents and the bank agents. In the system modelled here, the only commercial agent is the drinks dispenser agent (DDagent) representing the drinks dispenser in the mobile phone context; this agent may go to the "discovered" mobile phone, display the list of drinks and prices, record an order, and migrate back to the dispenser. We also have a bank agent (Bagent) in both the mobile phone context and the drinks dispenser context. This bank agent records money transfer orders, and migrates back to the bank. It also helps deal with some security issues, as detailed below.
Transactions
CO-OPN synchronization have transactional semantics. It means that a synchronization succeeds if and only if all of its sub-synchronizations succeed (cf subsection on classes). Otherwise, the synchronization fails and, if there is no other way to fulfil the request, the state of the system does not change. This property of CO-OPN remains true with mobility.
Take for example the case where the DrinksDispenser context cannot deliver the drink chosen (and already paid for) by the customer. The whole "select drink" transaction will be aborted, and the customer will in fact not pay for the undeliverable drink: the whole system, including the mobile objects and the accounts will remain unchanged. In particular, objects that were moved during the failed synchronization, will be replaced in their original locations. This happens even if the failure is due to the non-accessibility of interacting components for a short time. In this context it is not crucial to not succeed because the transaction process is under user guidance (the customer) and can be redone.
Mobility
In CO-OPN, mobility is the movement of an object o from a context C1 to another context C2.
As soon as o has moved, C1 may not call its methods anymore (they fail); Symmetrically, before the move, C2 may not call its methods (nor can it see its gate calls). Syntactically, mobility is managed by the four key words: give, take, lend, and borrow.
A declaration of a parameter of a context method can be decorated with one of these four mobility keywords. When a method that has a give parameter (which is an object) is called, the corresponding argument is automatically exported and removed from the context. Conversely, the take keyword imports its argument into the context. The difference between take/give and lend/borrow is the duration of object migration. Keywords give and take denote final moves. Keyword lend sends an object for the duration of a transaction. When the transaction finishes (commits or fails), the object is taken back. The same goes for borrow.
An example of the use of these keywords can be found in the interface of context AbstractContext: send_ :Give agent; receive _: Take agent;
In our case, the mobile objects are the objects from class Agent. It is crucial that a context may not call an object's methods once it has given it to another context. Otherwise, we would have dramatic security consequences: The mobile phone could possibly order more drinks without paying them, or the bank could secretly make the mobile phone pay amounts of money. Another issue is that we have used the borrow/ lend keywords in order the ensure that the commercial agents come back to the mobile phone after an order.
Security issues
For such a system, security has been our major concern during the whole design and modelling phases. In this subsection, we will detail some security issues we got interested in, and show how we have coped with them. We will not treat all security issues.
First of all, as mentioned above, we do not want a context to be able to interact with an object which it no longer contains. This is directly avoided with CO-OPN mobility semantics.
Another issue, is that we need to make sure that if the mobile phone owner actually pays for a drink, he eventually receives a drink, and that if the drinks dispenser actually delivers a drink, it has already been credited the right amount of money on its account.
These expectations are handled by the transactional semantics of CO-OPN. Indeed, we basically have a transaction of the following form (figure 8): The execution of method select_: item in context MobilePhone is composed of two sub-synchronizations which are executed sequentially: da.select_:item (figure 8) and q.moveAll (not detailed here). To understand the picture, the reader should remember that in CO-OPN, a synchronization occurs simultaneously with all its sub-synchronizations (vertical arrows in figure 8 ). It is similar to the merging of transitions in classical Petri Nets. The sequential synchronizations is explicitly specified using sequence operator _.. . Therefore, the definition of select is written as:
This way, we ensure that the execution of q.moveAll occurs after the execution of da.select i and the results (in terms of resources, i.e. tokens in algebraic Petri nets) of the former are visible to the latter.
Let us present the beginning of the synchronization select beer in detail. The invocation of da.select beer ( (1) 
(8)
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quential synchronization with two gates of da: selected beer 10 (2) and move iddd (15) . The first gate (2) notifies the environment of the purchase, while the second gate (15) asks to send the commercial agent back home. The MobilePhone context routes ( figure 5 ) the service request selected beer 10 to the method send 10 to iddd (3) of the bank agent and, in sequence, to q.moveAll (6) . The bank agent records this request and asks to be moved at the Bank context (4). As a result, it is added (5) to the queue, awaiting to be sent.
The execution of q.moveAll (6) that follows accomplishes the "send" operation. The top-level context World resolves the send ba idbank request (8) emitted by MobilePhone by calling the receive ba idmp method (number 9) of Bank, that, in its turn, invokes ba.homeAction (10) . The execution of the former results in recording the "send money" order. This terminates the execution of the request da.selected beer 10 (2).
The execution of (1) continues with da.move iddd (15) and then the rest of the axiom corresponding to q.moveAll (but not detailed here). Basically, commercial agent da will return to its home host and ask to distribute the drink. Among other things, the bank agent (ba2) of the DrinksDispenser context will move to the Bank context to receive the money sent by the mobile phone.
Something else we thought was important (for security reasons) is that the mobile phone (owner) should not ask the bank agent for a transfer of money from an account i to an account j. Instead, we want the mobile to ask for a transfer of money to account j, and the bank agent coming back to the bank will automatically ask for a transfer from its origin's account (which is the entity which has initially ordered the transfer).
Finally, a mobile owner should not be able to order a drink from the dispenser if he is not in the dispenser zone, i.e. if he is not discovered. This is done the following way: The dispenser only sends one of its agents to the contexts which have called its discovered method. This is achieved by synchronizing the call to discovered with the sending of an agent.
Subtyping/Inheritance and extensibility
Let us briefly recall the meaning of subtyping and inheritance in CO-OPN. Subtype, in CO-OPN is a keyword indicating strong subtyping (like in Liskov [10] ) of class w.r.t. another class. Inherits is the keyword indicating we are inheriting from another class or context. Inheritance in CO-OPN is purely syntactical. It corresponds to a simple copy and paste of the superclass description. The technical details may be found in [1] .
During the design/modelling phases, we have often chosen to use subtyping and inheritance mechanisms; The reason for this may be unclear to the reader, as we only have, for example, one kind of item (drink), or one kind of commercial agent (drinks dispenser agent). The motivation is extensibility.
Indeed, with this model, we may add as many product dispensers as we like, without the need to change anything. The only constraints are that a dispenser must inherit from the AbstractContext context, and send a commercial agent upon any call of its discovered method. This agent must allow a customer to select a product with a given price. The products need only be a subsort of Item.
We can also add any number of mobile phones in our system, and as long as they are connected to the bank, and have an account there, they will be able to order products from the different dispensers. We then reach the original complexity of our example as described in section 3.
Validation by prototyping
Prototyping (i.e. generation of executable code, see [8] [12] [13] ) is used to validate our specification. The generated code is a tool to either simulate the specification or prototypically implement a modeled system. The former is achieved using the interpreter tool while the latter needs drivers or user interfaces in order to manage human communication, third-party component interaction or hardware control.
The prototype interpreter tool
The interpreter tool executes CO-OPN synchronizations using generated code and translates responses back to CO-OPN notation. In the case of our example, it is possible to synchronize with the methods of the DrinksDispenser, MobilePhone, and Bank contexts. The execution of the synchronization results in success or failure. In case of success, the events emitted (via gates) during the synchronization will be exhibited. The Interpreter Tool also features a built-in debugger which enables step-by-step execution of queries, and exhibits the derivation tree during the query.
Modularity and configurability of the code generator
One of the cases where the code generator's flexibility is crucial is optimization. By default, the generated code uses rewriting techniques to evaluate terms. But this might be costly in terms of time and space. Therefore, we have made the code generator flexible enough to allow users to improve the efficiency of evaluation by re-configuring the default code-generation algorithm.
For example, the evaluation of a specification often makes intensive use of numerical calculations. In this case, term representation of numbers with the zero and successor operations is not suitable for efficient evaluation. It is more interesting to represent numerical values occurring in specifications by numerical types of the target language -for example, the int type in Java. Our code generator can do that by allowing the choice of the appropriate specific codegeneration strategy: the user may choose which representation of numbers he wants it to use.
Our generator allows the user to choose the strategy of code-generation for an individual module, a group of modules or an entire specification. Of course, the choice of code-generation strategies not only addresses data representation alternatives. More generally, this technique allows various kinds of optimizations and code instrumentations (for example, to allow debugging).
For ease-of-use purposes, a choice of pre-defined strategies for different kinds of modules (including standard library modules) is featured in the tool.
Integration of generated code
As stated above, another possible use for the generated code is integration into an application. Generated code can be integrated both as a server (you can call it), or as a client (it will call your code). The specifics of the CO-OPN specification language imply that the generated code has to implement the non-determinism and transactional semantics of specifications. The user has the choice to either hide those aspects inside the generated code or use them for finer integration. For more details on how to handle non-determinism and transactional failures in non-reversible libraries, see [12] .
Implementation of migration
In order to implement the migration of objects, we have to carefully manage references, and differentiate references of local and non-local objects (see figure  9) . We use the classical Proxy mechanism to obtain an homogeneous access to objects. This indirect reference will present local and non-local objects to clients in a similar way. Usually, the Proxy just forwards synchronizations to the real object. In the case of an already moved object, the Proxy will always respond to inquiries by a failure.
The list of objects known by a context is managed in the Known Objects Table ( KOT). In the case where an object returns back to a context, no new entries will be added to the KOT. Instead, the existing Proxy will be found and linked to the returned object. This general mechanism satisfies both centralized and distributed implementations.
The described features are already supported in our current centralized implementation. One of our present research goals it to generate distributed code for such systems. We plan to implement it using Java Remote Method Invocation mechanism. 
Future work and conclusions
In this paper, we have presented a formal framework which allows to model mobile distributed systems based on a transactional and concurrent semantics. We have also shown how we may extend our model, by using subtyping and inheritance mechanisms. We have explained how to automatically generate the code from the resulting specification through the use of proxies, and how we may configure this code generation. Finally, we have given some detail on how our code can either incorporate some existing libraries or be incorporated in an application. We have oriented our future work in many directions: first of all, we are working on yet another step towards ubiquitous programming, which would be to also allow CO-OPN contexts to move, instead of just objects. We believe that this way we will be able to model any mobile system. Along with this, we would like to generate Java code to cope with such migration.
Another of our goals is to extend our notion of subtyping, making it more flexible. Some work has already been conducted on this [11] , and we now need to include it in the CO-OPN semantics. We are also working on the verification of such relations, and would like to include a type-checking tool to CoopnBuilder, our tool which you can download at [9] .
