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Introduction
The rapid expansion of capital markets along with the easing up of restrictions for international
capital flows widens the spectrum of available assets for investors around the globe. On the one
hand domestic financial markets, specially in the US and Europe, continuously provide new fi-
nancial products (e.g. derivatives and securitization). On the other hand, investors chase return
differentials in new markets (geographically) and/or economic sectors. Of equal importance is the
growth in the number and size of internationally active banks. Traditional banking activities (in-
termediation) have also benefited from the vanishing geographical boundaries. Over the past three
decades, the relevant assets space for investors and bankers has increased substantially and most
likely will continue to do so.
The increasing dimensionality of the asset possibility set for investors imposes several chal-
lenges in portfolio management. In this thesis we focus on two of these challenges: modeling
dependence and optimization; in the context of large portfolios. Although dependence and opti-
mality in the asset space are treated separably we are well aware that they are not disconnected.
After all, the merits of diversification were formalized by Markowitz in the early fifties.1 From
these results we know that adding asset not perfectly correlated enhances the reward to volatility
ratio of the portfolio. When the portfolio is composed of two or three assets modeling dependence
and optimization are perfectly tractable even in the case of dynamic portfolio optimization (also
known in the literature as strategic asset allocation). However, when the number of assets begins to
increase modeling and hence accounting for dependence in the portfolio becomes more complex
mainly because of the growth in the number of parameters that make up the variance-covariance
matrix of the returns on the assets. Furthermore, static optimization (also known in the literature as
the myopic problem) becomes computationally unstable as the number of assets increases. Where
instability means that small changes in the asset returns, volatilities and correlation have big effects
on the optimal portfolio weights. Note that modeling dependence across the assets may not be the
only source of instability in portfolio optimization, but as pointed out by Markovitz a long time
ago it might be the most relevant.
There is no general approach to counter act the curse of dimensionally in portfolio manage-
ment. Solutions proposed in the literature largely depend on the context of the literature itself. For
example, factor models are only one type of dimension reduction techniques, but in fact they are
probably the preferred type of model for such purposes in finance. Factor models have been around
finance since the sixties and seventies, in particular in the form of arbitrage pricing theory. These
models are catered to explore the differences in returns across assets and time. Moreover the appli-
cation of such models in empirical finance, particularly on US data, has had a profound influence
on financial textbooks in two areas: performance attribution techniques and active asset manage-
ment.2 Of such factor models perhaps the one that is is most interesting for our current purpose
1Harry Markowitz, Portfolio Selection, Journal of Finance, March, 1952.
2Bodie, Z., Kane, A. and Marcus, A.: Investments, McGraw-Hill, 2002.
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is multifactor models for economic (industry) sectors and countries. This model is particularly
relevant for international investors and for preaching the merits of international diversification.
However, in recent years this interest on the so called industry and country factors has not been
exclusively in the investment literature, but it has also naturally found its way into the risk manage-
ments literature and in particular in credit risk models. Bankers and regulators find this multifactor
model appealing since it provides a direct way of organizing the portfolio of an internationally
active bank in terms of the exposures to such factors.
In the next two sections we explain how the multifactor model of sectors and countries has
become relevant in credit risk modeling and in asset allocation and portfolio management. Each
section is mend to introduce some relevant aspects of the literature on which the essays of the
present thesis are based.
Portfolio credit risk
The Basel accord of 1988 was a first attempt to establish an international standard on a bank’s
capital requirements. However a significant drawback was the accord’s crude approach to deter-
mine the risk weights assigned to different positions in a bank’s portfolio. For example, a private
firm with the a top rating would receive a weight a hundred times higher than any type of sovereign
debt, regardless of the rating of the former. The second Basel accord (henceforth Basel II) corrected
the imbalance by accounting for the relative credit quality of the issuers. Under Basel II, regulators
gave more leeway to banks with the hope that they are able to perform a more accurate measure of
the risk heterogeneity of their portfolio. Hence bank managers have greater freedom to calibrate in
a more balanced manner the assigned risk weights and derive more accurate loss distributions for
their portfolios. Basel II provides banks two approaches: a standardized approach and the more
advanced internal-rating based approach (henceforth IRB). The IRB is more appealing for large
international banks since it provides a better account of the portfolio and the diversification effects
on the capital charge. The capital charge is the marginal contribution on each exposure that must
be set aside to cover unexpected losses. In order to implement IRB banks must develop credit port-
folio models to quantify the respective capital charge on all of its exposures. For an internationally
active bank the portfolio is of significant size. This is a challenging task due to the scale of the
portfolio as well as the complexity of mapping the interdependence across the exposures.
In general, techniques to derive the loss distribution for the portfolio require simulation. To
consider the dependence across all individual names is very cumbersome, hence a method to re-
duce the dimension of the problem is necessary. Factor models provide simple ways to map the
dependence structure of a portfolio. In other words, factor models allow managers to identify the
key risk drivers. In general the map of risk drivers in portfolio credit risk models follows a hierar-
chical structure such as the one depicted in figure 1.3 Such is the case for most of the commercial
portfolio credit risk models: G-Corr of Moody’s KMV, Portfolio Tracker of Standard & Poor’s and
Creditmetrics. The center of the structure are the industry and country risk factors. An interna-
tionally active bank can easily establish the economic sector and the market (geographically and
economic wise) on which their clients carry out their main lines of business. Therefore, it is only
natural for them to map they risk factors in terms of the industry and country factors. These multi-
factor models map the dependence across the sort of portfolio credit risk models developed under
the internal-rating-based (IRB) approach. However, the baseline factor model proposed in Basel II
is a one factor model. Furthermore, the Basel II accompanying document (2006) suggests a value
3Crosbie, P.: Global correlation factor structure, Moody’s KMV, Modelling methodology, January (2005).
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Figure 1: Three levels of factors in Moody’s KMV model.
for the correlation parameter (the unique dependence parameter), of this one factor model, between
0.12 and 0.24. More advanced portfolio credit risk models follow the multifactor framework. The
first and second chapter illustrate two different methods to estimate the parameters of such multi-
factor models for portfolio credit risk. The focus of both chapters is on the uncertainty regarding
the estimates of asset correlations. For some class of credit risk models the asset correlations are
derived from the parameters of such multifactor models: the factor loadings.
Depending on their formulation, credit risk models can be divided as structural or firm value
models and reduce-form models. In firm value models default occurs whenever a stochastic vari-
able, generally representing an asset value falls below a threshold representing liabilities. Struc-
tural models have their origins in the work of Merton (1974). In reduce form models the exact
mechanism, through which the default event is triggered, is left unspecified. The default of a firm
is modeled as a non-negative random variable (i.e. a default count), whose distribution typically
depends on economic variables. Statistically both formulations, structural and reduced form mod-
els, can be represented as mixture models.
The main characteristic of a mixture model, in this context, is that it assumes conditional inde-
pendence of defaults given common underlying stochastic factors. Such factors can be observed
(i.e. macroeconomic variables) or unobserved. Given a realization of such factors, default of indi-
vidual firms is assumed to be independent. Dependence among defaults is due to the dependence of
individual default probabilities on a set of common factors. Sections 8.4 and 8.6 of McNeil, Frey
and Embrechts (2005) provides a detailed account of the type of mixture models used in credit
portfolio modeling as well as the statistical inference for such models. The second chapter of the
3
thesis illustrates the use of a mixture model, in the credit portfolio context, in order to perform
inference on dependence across the portfolio, in particular asset correlations.
Portfolio management
The expansions of capital markets across the globe magnifies the set of available assets for world
investors. With a larger menu of asset, performance attribution techniques are of increasing im-
portance. Performance attribution studies attempt to decompose overall performance into a set of
components that are related to a particular level of the portfolio selection process. For example, in
an international portfolio, a common attribution system decomposes performance into four compo-
nents: i) currency selection, ii) country or market selection, iii) industry selection and iv) specific
security (stock, bond). Performance of an actively managed portfolio is always compared to that
of a benchmark portfolio (e.g. the S&P 500). The process of selection and evaluation of a portfolio
depends strongly on the type of hierarchical decomposition mentioned before. The country and
industry decomposition illustrates the use of a multifactor model.
In the last forty years factor models have been the preferred tool to identify the differences in
returns across assets. Their origins can be traced back to arbitrage pricing theory, Ross (1976).4
In particular our focus is on the sort of multifactor models where local factors, such as country
and industry, may also be priced. There is a fair amount of portfolio diversification literature that
explores the importance of the county and industry factors in explaining equity returns: Heston and
Rouwenhorst (1995), Beckers et al. (1996), Solnik and Roulet (2000), Kavussanos et al. (2002),
Brooks and Del Negro (2005), Driessen and Laeven (2005), Cowan and Joutz (2006), Bekaert et
al. (2007), among others. The main characteristics of this literature is that excess returns are de-
composed into a global, a country, an industry, and a asset specific component. In most cases the
decomposition is performed using a dummy-variable model. These empirical exercises pretend to
show the existence of diversification effects via the industry and country factors. Portfolio alloca-
tion and performance attribution techniques heavily rely on evidence stemming from the analysis
of a large cross section of returns in a multifactor framework.
Outline of the thesis
This thesis is composed of three chapters. The first two chapters provides novel approaches for
modeling and estimating the dependence structure for a large portfolio of assets using rating data.
In both chapters a natural form of organizing a portfolio in terms of the levels of exposure to eco-
nomic sectors and geographical regions, plays a key role in setting up the dependence structure.
The last chapter investigates weather financial strategies that exploit sector or geographical hetero-
geneity in the asset space are relevant in terms of portfolio optimization. This is also done in a
context of a large portfolio but with data on stock returns.
The first chapter ”Confidence Sets for Asset Correlation” addresses the estimation of confi-
dence sets for asset correlation using rating transition data.5 Asset dependence in portfolio credit
risk management has been a topic of growing importance for practitioners and academics. Changes
in the most common form of dependence (correlation) across assets transfer some of the risk from
the mean towards the tail of the loss distribution. Any increase in correlation between the assets
fattens the tail of the loss distribution and therefore requires a greater amount of capital set aside
to cover unexpected losses. This makes asset correlation a cornerstone parameter in the estimation
4Ross, S.: The arbitrage theory of capital asset pricing. Journal of Economic Theory 13 (3): 341360, 1976.
5This chapter is base on joint work with Cassart, D., Langendries, R., Alderweireld, T. from Dexia sa.
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of a bank’s capital requirements.
The aim of this chapter is twofold: First, compare two commonly used approaches to estimate
asset correlation for credit risk portfolio models, using rating data. Second, provide confidence
intervals to the estimates of asset correlations. We consider this to be of critical importance since
most of the reports, at an academic or industry-wise level, concentrate on point estimates and pay
little or no attention to the uncertainty surrounding asset correlations. The two methodologies con-
sidered in this chapter use direct observations form rating changes to draw inference with respect
to the asset correlations between types of firms or structured products. The first method which we
denote as Standard Transition Matrix (STRM) approach, considers an underlying factor model and
combines the derivation of marginal and joint transition probabilities from the rating migrations
with an elliptical copula to obtain an implied asset correlation. The second method, without impos-
ing any precise structural assumptions and using rank based correlation, infers asset correlations
from the rating movements. We denote this last method as Directional Transition Matrix (DTRM)
approach.
The data used throughout the chapter is Moody’s Corporate Default database on issuer senior
rating and Moody’s database on Structured Products. The first contains information on 51,542
rating actions affecting 12,292 corporate and financial institutions during the period 1970 to 2009.
While the second contains information on 377,005 rating actions affecting 134,554 structured prod-
ucts during the period 1981 to 2009.
The results indicate that in most cases intra and inter correlation is strictly positive and varies
substantially across economic sectors, world regions and structured products. With these estimates
it is possible to calibrate the dependence structure of the portfolio for an internationally active
bank. The bootstrapped distributions show that the Basel II recommended bounds on correlation
are consistent with the 95% confidence set obtained for the sector and region estimates. However,
they heavily underestimate the uncertainty regarding structured products.
The second chapter ”Uncertainty in asset correlation for portfolio credit risk: the shortcomings
of the Basel II framework” also addresses the estimation of asset correlation using rating transition
data. The Basel II accord (2006) on international standard for a bank’s capital requirements aimed
at correcting previous regulatory imbalance by accounting for the relative credit quality of the
issuers. Bank managers were given greater freedom to calibrate in a more balanced manner the
assigned risk weights and derive more accurate loss distributions for their portfolios. Most methods
used to derive the loss distribution for the portfolio, in general require simulations. Considering the
dependence across all individual names would be very cumbersome, hence factor models provide
simple ways to map the dependence structure in the portfolio. Under the internal-rating-based
(IRB) approach to determine the risk weights, proposed in Basel II, the underlying structure behind
default dependence is a one factor model. Furthermore, the Basel II accompanying document
(2006) suggests a value for the correlation parameter (the unique dependence parameter), of this
one factor model, between 0.12 and 0.24.
The aim of this chapter is twofold: estimate asset correlations (within and across different
identifiable forms of grouping the firms, such as economic sectors and geographical classifications)
and provide a sensibility analysis of these estimates with respect to the model assumptions. A
generalized linear mixed model is used for estimation. The model considers the observed number
of firms that perform some migration (possibly to the default state), out of a total number of firms
within a given group (say an economic sector or world region), as a realization of a binomial
distribution conditional on the state of some unobserved systematic factor. A one or two factor
model allows the decomposition of default risk into the estimated factor(s), and its associated
loading parameter, and the idiosyncratic component. The state space model built from this setup
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has a measurement equation that has the form of a binomial distribution (making the model non-
Gaussian and non-linear).
The data used throughout the chapter is the same as in the previous chapter: Moody’s Corporate
Default database on issuer senior rating and Moody’s database on Structured Products. From the
factor loadings we recover the asset correlations, which according to the results are in some cases
higher than the Basel II recommended values. Furthermore, most models indicate that there is a
small probability that the asset correlation parameter is within the bounds recommended in the
Basel II document. Asset correlation is in particular sensitive to the assumptions of the statistical
model, for instance if the unobserved component is autoregressive, as opposed to i.i.d..
The results have two direct implications on the measurement of economic capital. First, they
show that the one factor model is too restrictive to account in a proper manner for the dependence
structure in the data and hence the portfolio. A two factor model provides a hierarchical structure
to the bank’s portfolio while still being parsimonious in terms of the parameters. Second the
estimates of the dependent structure are strongly dependent on modeling assumptions, hence they
convey significant model risk.
The third and final chapter ”Portfolio choice under local industry and country factors” explores
the relevance of designing active portfolio management strategies that try to exploit the heterogene-
ity of asset returns across economic sectors and geographical regions. The integration of financial
markets has increased substantially the relevant asset space for world investors. This has set the
stage for many investors to pursue (or advise) active management strategies in order to exploit
abnormal asset returns across markets and assets. Furthermore, active portfolio management rep-
resents a good opportunity to demonstrate the application of multifactor pricing models. In this
setup, local factors (such as country, industry) may also be priced. Whereas the single factor Cap-
ital Asset Pricing Model (CAPM) gives only relevance to a global factor (market portfolio) and
hence a more passive portfolio approach, Fama and McBeth (1973). The relevance of the local
industry and country factors are not only present in the empirical finance literature, they have also
become relevant in the credit risk literature. Most commercial credit risk models (Moodys’ G-Corr
and S&P Portfolio Tracker) are based on the idea of diversification along the lines of industries and
countries, since these are common identifiable factors associated to the business lines of a banks’
clients. These models generally use large multifactor models to capture the dependence structure
of a portfolio. However, the empirical evidence that this should be so is rather weak or non existent.
The aim of this chapter is twofold: First to extend the methods proposed in Brandt, Santa-Clara
and Valkanov (2007) for optimizing large portfolios by introducing group specific effects into the
policy function. These group specific effects measure the importance of local priced factors (such
as industry and country) in portfolio optimization. With the statistical setup in place to account for
such factors the second objective is to investigate if an actively managed strategy that tilts the port-
folio toward a particular set of industries or countries represents significant financial gains over
some predetermined benchmark. Brandt et al. (2007) proposed a new approach for optimizing
portfolios with large number of assets. The main idea is to introduce a portfolio policy function
(w = f(x; θ)) that explores the importance of some relevant characteristics (covariates) of the
assets involved. These covariates pretend to capture the well documented size, value and momen-
tum anomalies with respect to the cross-section of asset returns. In this chapter, we extend their
approach in order to introduce unobserved effects into the policy function (w = f(x; θ, α)) along
with the covariates. These unobserved effects may be considered as fixed or random. The main
advantage of modeling the portfolio policy function (weights) is that the complexity of the solution
to the optimization problem does not depend on the number of assets in the portfolio. Estimation of
the parameters in the policy function is performed using standard optimization algorithms. In the
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case of random effects, estimation is performed using Gaussian-Hermite quadrature or simulated
method of moments. The database for industry effects contains monthly firm-level returns, prices,
volumes, spreads and outstanding shares obtained from CRSP. The data consists of all listed US
stocks from February 1971 to December 2006. The database for country effects contains monthly
firm-level returns, prices, volumes, spreads and outstanding shares obtained from Compustat. The
data consists of all available stocks in the database from January 1994 to December 2006.
Results indicate that local effects or return heterogeneity associated to economic sectors or
geography factors are not as straight forward to exploit financially as suggested by the extensive
multivariate factor literature on the subject. On one hand, trying to exploit local industry factors
rarely provides gains over simple benchmarks. On the other hand, exploiting local country factors
provides gains over simple benchmarks. However, these gains may be offset by the increasing cost
and risk inherent to these strategies. Finally, size, momentum and liquidity anomalies in the cross
section of stock returns provides strictly greater returns than the industry and country effects.
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Chapter 1
Confidence Sets for Asset Correlation
1.1 Introduction
The assessment of the credit risk, of a financial institution, calls for a simultaneous analysis of
all credit related instruments. This portfolio analysis requires an explicit consideration of the
relationship between the individual risk faced by a firm, the exposures to the firm (or the relevant
economic sector) and the dependence between firms (and sectors). Asset dependence in portfolio
credit risk management has been a topic of growing importance for practitioners and academics.
Changes in the most common form of dependence (correlation) across assets transfer some of the
risk from the mean towards the tail of the loss distribution. Any increase in correlation between
the assets fattens the tail of the loss distribution and therefore requires a greater amount of capital
set aside to cover unexpected losses. This makes asset correlation a cornerstone parameter in the
estimation of a bank’s capital requirements. The Basel II accompanying document (2006) suggests
a value for asset correlations between 0.12 and 0.24, however it is not clear how do they arrive at
this bound.
There are many competing approaches to estimate asset correlations in the literature. We focus
on two of the most common. The first approach identifies a structural relationship (with the use
of an economic model) between a latent variable (the asset value of the firm) that determines
the dynamics of the rating transitions and the probability of default.1 The second approach uses
rating migrations along with an association estimator (i.e. correlation) without imposing any strong
assumptions on how these migrations come about.2 The distinctive feature of this approach is
that there is no economic model behind it. Naturally both approaches have their strengths and
weaknesses.
In this chapter we restrict to the second approach to estimate asset correlations. Two methods
that use rating transitions to draw inference with respect to the asset correlations, can be taken
as prime examples of the second approach. The first method called Standard Transition Matrix
(henceforth STRM), considers an underlying factor model and combines the derivation of marginal
and joint transition probabilities from the rating migrations (and in particular transitions to default)
with an elliptical copula to obtain and implied asset correlation. The second method, called Direc-
tional Transition Matrix (henceforth DTRM), does not impose any strong structural assumptions
and uses rank-based correlations to infer asset correlations from the rating movements. The rating
data comes from Moody’s long term corporate issuers database and structured products database.
1See Gordy and Heitfield (2002), Demey et al. (2004), and Schonbucher (2000).
2See Akhavein et al. (2005), Fu et al. (2004), and Servigny and Renault (2003).
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The aim of this chapter is twofold: First, compare two commonly used approaches (i.e. STRM
and DRTM) to estimate asset correlations for credit risk portfolio models, using rating data. Sec-
ond, provide confidence intervals to the estimates of asset correlations. We consider this to be of
critical importance since most of the reports, at an academic or industry-wise level, concentrate on
point estimates and pay little or no attention to the uncertainty surrounding asset correlations.
The pairwise asset correlations obtained with STRM are close to the sector correlations found
in the literature.3 Furthermore, by comparing both methods we confirm that the asset correlations
estimated by DTRM are significantly lower than the asset correlations implied by STRM. In most
cases intra and inter correlations are strictly positive and vary substantially across economic sec-
tors, world regions and structured products. These estimates allow for a proper calibration of the
dependence structure in a credit risk portfolio model. The bootstrapped distributions indicate that
the Basel II recommended bounds on correlation are consistent with the 95% confidence set ob-
tained for the sector and region estimates. However they heavily underestimate the uncertainty
regarding structured products. The results have important implications on the Basel II recom-
mended bounds for asset correlations. They show that these bounds cannot be sensibly applied to
all exposure in a bank’s portfolio, i.e. they work for sectors and world regions but not for structured
products.
The outline of the chapter is as follows. Section 1.2 discusses the rating data. Section 1.3
explains why correlation is a fundamental parameter for credit risk portfolio models. Section 1.4
describes the methods used to estimate asset correlations using rating data. Section 1.5 applies the
methods and discusses the results, including the bootstrap exercise used to obtain the confidence
sets. Section 1.6 concludes the chapter.
1.2 The rating data
We use Moody’s rating data for corporate defaults and structured products. The corporate default
database contains information on 51, 542 rating actions affecting 12, 292 corporate and financial
institutions during the period 1970 to 2009. The structured products database contains information
on 377, 005 rating actions affecting 134, 554 structured products during the period 1981 to 2009.
In both cases we are interested in transitions over a one year horizon. In other words the relevant
frequency throughout the chapter is a year. The Moody’s database considers 9 broad ratings (Aaa,
Aa,..) from 1970 to 1982 and 18 alphanumeric ratings (Aaa, Aa1, Aa2,..) from 1983 onwards. For
consistency we only consider the 9 broad ratings throughout the sample. Moody’s ratings can be
divided into two categories: Investment grade (Aaa, Aa, A, Baa) and speculative or non-investment
grade (Ba, B, Caa, Ca, C).
Two data handling issues are worth noting. First, although the Moody’s database does not have
an explicit default state, it does have a flag variable that indicates when a firm can be considered
in default or close to it. Since there are different definition of default (i.e. missed or delayed
disbursement of interest and/or principal, bankruptcy, or distressed exchange) Moody’s informs of
such an event through the flag variables but, never the less keeps providing a rating to the issuer.4
We use the flag to determine a unique date of default irrespective of the fact that Moody’s still
3See Akhavein et al. (2005).
4The main unit of analysis throughout the chapter is an issued financial obligation that has some particular rating.
The financial obligation can take many forms: On one hand it can corporate bond, issued by a firm. On the other hand
it can also be a financial product such as a structured product. Therefore, it is important to note that when we refer to
firms or issuers, we implicitly refer to the entity which is liable for such financial obligation.
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assigns a broad rating. We consider default as an absorbing state, so the first time a firm falls
in default, it stays in this state.5 Our approach may be arbitrary since there are some 40 issuers
that display multiple defaults while we only consider their last date of default. However, when
looking closely at these 40 cases we find that it is difficult to consider that the rating information
between the defaults was independent so as to consider two issuers; most of these issuers looked
more like a slow dying patient than a resurrection. Second, ratings may be withdrawn among other
reasons because the issuer bought the principal or stopped paying the rating agencies for their
rating services. The exact reason is not available in the database. In Christensen, et. al. (2004),
withdrawn ratings (WR) are not relevant if they are in between two ratings (they are replaced by one
of the boundary observed ratings). If a WR is observed as a last observation, the authors choose to
remove the issuer (right censored). Schuermann and Jafry (2004) mention that considering WR as
not informative is common in the literature. Bangia, et al. (2002), consider WR as non informative
and mentioned that it has become an industry standard to gradually eliminate companies whose
ratings are withdrawn. Following industry standards we consider WR as non informative and
gradually eliminate the issuers.
Additional to the rating information for each issuer, Moody’s assigns country and economic
sector codes (two and four digits SIC codes and Moody’s own sector codes). To organize the
corporate data into economic sector groups, we follow Moody’s 11 sector classification. From
the country list, we construct seven world regions (Western Europe, Eastern Europe, North Amer-
ica, South and Central America, Asia and Oceania, Middle East, and Africa). Finally, we group
structured products by the type of deal (asset-backed security, collateralized debt obligations, com-
mercial and other mortgage-backed security, home equity loans, other structured products, and
residential mortgage-backed security). All of these classifications are summarized in Table 1.1.
1.3 Credit risk portfolio models and correlation
Credit risk analysis is primarily concerned with the shape of the loss distribution for a portfolio
of assets. In particular, the greatest concern is with the tails of the distribution, which are highly
relevant in order to determine the adequate amount of capital a bank must put aside to cover its
operations. Credit risk portfolio models have in the last decade become increasingly important for
economic capital calculation and allocation. Among these, the simulation-based approach, such
as CreditMetrics and Portfolio Risk Tracker, have been the preferred architecture by large interna-
tional banks, given the greater flexibility that they enjoy over simpler but less flexible analytical
methods (CreditRisk+). The main idea behind the simulation-based methods is to derive an ap-
proximate loss distribution out of a large number of simulations. Three main inputs are required
in order to perform the simulations: default probabilities, loss given default and the dependence
structure across the assets.
In this chapter we focus on the last one, but on weaker concept for dependence: correlation.
Correlation between individual assets has gained importance for professional practitioners as well
as academics in the field of risk management, because of the substantial effect on the tail of the loss
distribution of a change in the asset correlation. Indeed, changing the correlation between assets
transfers some of the risk from the mean toward the tail of the loss distribution (in some families
5Christensen, Hansen and Lando (2004) also use Moodys data (but at a higher frequency, daily, and only for the
US) and look at each of the default cases in order to create a new issuers if there is a rating upgrade after a default, or
if there are two default dates that can be considered as independent. Furthermore, they also correct the ratings leading
up to default when there is aditional information that indicates that the firm is already in default.
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Table 1.1: Economic sectors, world regions and structured product types.
Moodys Abbreviations
Sectors
Banking BAN
Capital industries CAI
Consumer Industies COI
Energy & Environment EAE
Finance, Insurance & Real Estate FIR
Media & Publishing MED
Retail & Distribution RET
Sovereign & Public Finance SOV
Technology TEC
Transportation TRA
Utilities UTL
World Regions
Western Europe WEP
Eastern Europe EEP
North America NOA
Central & South America SCA
Asia & Oceania AOC
Middle East MDE
Africa AFK
Structured Products
Asset-backed security ABS
Collateralized debt obligations CDO
Commercial and Other Mortgage backed security CMBS
Home Equity Loans HEL
Other Structured Products OSP
Residential Mortgage backed security RMB
Organization of the Moody’s databases according to groups of economic sectors,
world regions and structured product types
of probability distributions). For example an increase in the correlation between assets fattens the
tail of the loss distribution, and therefore requires a greater amount of capital set aside to cover the
possible losses born out of the underlying assets.
We focus on asset correlation rather than default correlation because given current practices
(factor models for default risk, see section 1.4.1.3 and chapter 2) in credit portfolio modeling, asset
correlation is the parameter of interest rather than default correlation. Whereas assumptions on
asset correlation along with a default risk model provides a suitable mechanism to simulate joint
default events within a portfolio framework, there is no such framework for default correlations.6
In other words assumptions on the asset correlations across the positions of a portfolio produce the
type of clustered correlated defaults that are generally observed in the historical data.
Data wise, the estimation of asset correlation in the credit risk portfolio literature is carried out
using either historical rating data or equity information.7 Model wise, practitioners in general pre-
fer multivariate factor models, which stem from arbitrage pricing theory (APT). The most common
type of factor-based regression models use equity returns.8 In Gupton et al. (1997) equity return
6Lopez (2002) gives an account of the relationship between asset correlation, default correlation and probabilities
of default in the context of factor based models for credit risk.
7Credit spread information is also sometimes considered.
8See Gupton et al. (1997), Servigny and Renault (2003).
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correlations are used as proxies of asset return correlations. The method relies on producing inter
correlation estimates among sector and country indexes, that are then mapped onto the firms by
the respective sector and country participation. Other approaches use factor models and historical
rating data Gordy and Heitfield (2002), Demey, et al. (2004).
The comparison of the different approaches to estimate asset correlations leads to two signif-
icant remarks with respect to the use of rating data.9 First, although equity information is widely
available for publicly traded firms, it is an indirect way of capturing the correlation between firms.
Movements in equity prices are a noisy way of inferring the creditworthiness of the underlying
firm, most likely bearing little resemblance with changes on the default probabilities of the firms.
Second, default occurrence in particular and rating transitions are a preferred source for inferring
creditworthiness. However, defaults in particular are very rare, sometimes null for the investment
grades (Aaa, Aa, A, Baa). Therefore, it is very difficult to draw inference across some groups
of firms. Sometimes, aggregations are a must in order to obtain a default observation within a
particular group, but at the cost of loosing the more granular information.
1.4 Implied correlations from rating movements
The credit migration approach uses historical credit rating information to determine the probability
of migrating between a set of states, for a given time horizon. The historical information can be
collected from the internal rating information of the financial institutions. However, since this
information is in most cases private, most of the literature on the subject uses the rating information
provided by major rating companies such as Moody’s, Standard & Poor’s or Fitch. Most rating
systems assign a letter rating to a particular issuer. The ordered rating system considers each rating
category as representing a homogeneous group of issuers that share the same credit quality.
We obtain transitions probabilities from the number of issuers (from a sector or country) mi-
grating from a given rating category to some other rating category, within a predefined time horizon
(generally one year). In the following sections we illustrate the types of transition probability ma-
trices used as primary inputs to obtain implied asset correlations
1.4.1 Standard transition matrix method: STRM
1.4.1.1 Standard marginal and joint transition matrices
The standard transition matrix method considers migrations between the broad ratings to estimate
the transition probabilities. In the literature we find two approaches. The first is the so called
cohort, which is generally used when the objective is to estimate asset correlations.10 The second
is based on the hazard function (and hence on duration), which is used used when the objective is
the transition matrix itself.11 Since our objective is asset correlation we opt for the cohort approach.
In the cohort approach, the marginal (i.e. only considering one grade at a time) transition
(conditional) probability from grade i to j over a horizon t (say a year) is given by:
pji (t) =
N i,jt
N it
,
9See Akhavein, et al. (2005), Fu, et al. (2004), McNeil, et al. (2005).
10See Akhavein et al. (2005), Fu, et al. (2004) and Servigny and Renault (2003).
11See Skodeberg and Lando (2002), Schuermann and Jafry (2004), and Christensen et al. (2004).
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whereN it is the number of issuers in rating category i at the beginning of the year t andN
i,j
t , of such
issuers, migrated to grade j by the end of year t. If a transition from i to j does not occur during the
given period, the corresponding probability is zero. Marginal transition (unconditional) probability
can be derived from the information on rating transitions over several periods, t = 1, .., T , as
follows:
pji =
T∑
t=1
wit
N i,jt
N it
,
where
∑T
t=1w
i
t = 1. Unconditional probabilities therefore correspond to weighted averages of
individual period probabilities with weight wit. Possible and common choices for the weight co-
efficients are wit = 1/T or a weight relative to the number observation at each point in time,
i.e. wit = N
i
t/
∑T
t=1N
i
t . Transition probabilities are typically presented in the form of a rating
transition probability matrix.
Table 1.2: Marginal transition matrix.
ratings Aaa Aa A Baa Ba B Caa-C D
Aaa 87.31% 12.54% 0.15% 0.00% 0.00% 0.00% 0.00% 0.00%
Aa 1.14% 92.34% 6.27% 0.11% 0.03% 0.06% 0.00% 0.05%
A 0.03% 6.56% 89.38% 3.27% 0.53% 0.16% 0.03% 0.03%
Baa 0.11% 1.46% 16.32% 74.96% 5.51% 1.24% 0.00% 0.39%
Ba 0.00% 0.35% 2.19% 10.01% 78.31% 6.58% 1.58% 0.97%
B 0.00% 0.00% 0.35% 1.04% 16.41% 72.19% 6.04% 3.97%
Caa-C 0.00% 0.00% 0.00% 0.00% 3.08% 13.85% 47.69% 35.38%
D 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 100.00%
One year rating transition marginal probability matrix corresponding to the Moody’s
data from 1970 to 2009, for firms of sector ”Banking”, using a time average estimator.
Table 1.2 displays an example of a rating transition probability matrix for the banking sector,
using Moody’s data. The information from the table indicates that a bank with a rating of A has
a 89.3% probability of keeping the same grade and small probability, 0.03%, of going to default
within a year. On the other hand, a bank with a rating Caa, Ca or C has a 47.7% probability of
keeping the same grade and a probability, 35.4%, of going to default within a year The number of
states considered for this Markov type transition matrix is determined by the number of ratings.
Now we analyze the joint (i.e. for two types of firms) transition conditional probability from
some initial rating to other rating. In this case, we use a multinomial estimator that takes into
account all the possible joint migration possibilities over a given horizon. Servigny and Renault
(2003) define the joint transition probability for an exhaustive set of combinations of migrations
for the two types firms:
1. Migrations from the same starting rating i to the same rating k: If we recall that for a group
of Ni elements, it is possible to create Ni(Ni−1)/2 different pairs, then the joint probability
of migration (for a given time horizon, say a year) can be estimated as follows:
pki (t) =
M i,kt (M
i,k
t − 1)
N it (N
i
t − 1)
, (1.1)
where M i,kt is the number of firms that started the period in rating i and ended the period
in rating k. Nt is the total number of firms in rating i at the beginning of the period. The
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problem with the estimator above as mentioned by Servigny and Renault (2003) is that it can
generate spurious negative correlation (when there are zero migrations from i to k). To solve
this problem Servigny and Renault (2003) propose the following estimator:
pki (t) =
(M i,kt )
2
(N it )
2
, (1.2)
Asymptotically, as the number of observed transitions tends to infinity, M i,kt → ∞ both
the spurious (1.1) and non-spurious (1.2) estimators are equivalent. In small samples this is
clearly not the case. In particular for some states where transitions are infrequent (e.g. tran-
sitions from investment grade to default) the difference between the estimated probabilities
might be substantial. In order to determine accurately the differences between both esti-
mators it is necessary to perform a Monte Carlo experiment. Throughout the chapter in all
applications of such estimators we only consider the non-spurious version of the estimator.
2. Migrations from the same starting rating i to different ratings k and l: Using the same logic
as before (following Lucas, 2005) the joint probability of migration (for a given time horizon,
say a year) can be estimated as follows:
pk,li,i (t) =
M i,kt M
i,l
t
(N it )
2
,
where M i,kt and M
i,l
t represent the migrations, rom rating i to rating k and from rating i to
rating l, of the two firms, respectively.
3. Migrations from the same different ratings i and j to different ratings k and l: Using the
same logic as before the joint probability of migration (for a given time horizon, say a year)
can be estimated as follows:
pk,li,j (t) =
M i,kt M
j,l
t
N itN
j
t
.
In order to estimate the overall (through the sample) unconditional transition probabilities, given
that there are approximately 20 to 30 years of disposable data, it is common to estimate simple or
weighted time averages, equivalent to the form derived for the marginal transition probabilities:
pk,li,j =
T∑
t=1
wit
M i,kt M
j,l
t
N itN
j
t
.
Such time average estimator is also known in the literature as a through-the-cycle transition prob-
ability estimate, since it is possible to construct this matrices from the 1970’s out of the company
rating data. If the time horizon is yearly this gives currently 39 of such matrices. When averaging
across the matrices, the time span covers multiple business cycles; therefore in average the litera-
ture considers that this overall matrix captures average economic conditions. It is also possible (by
nesting the years according to some reference cycle indicator) to build a stressed matrix estimated
so as to capture the transitions probabilities observed just before and during a recession. As shown
in Gagliardini and Gourieroux (2005), the time average estimators are consistent estimators of
the joint migration probabilities and the migration correlations as both the cross-section and time
dimensions tend to infinity. Whereas, if only the cross-section data is used, it is not possible to es-
timate consistently the migration correlations. Using a Monte-Carlo exercise the authors analyze
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the finite sample properties (cross-section of 1000 firms and 20 years) of the cross-section and the
time average estimators. They conclude that both joint probability estimators seem unbiased, but
the time average estimator features better accuracy than the pure cross-section estimator. On the
other hand, they also point out the theoretical inconsistency of the pure cross-section estimator for
any time averaged estimator of the migration correlation, with small finite time dimension. Indeed,
the results are very erratic estimates and suggest strong overall underestimation of the migration
correlation.
Table 1.3: Joint transition matrix.
Issuer 1 T(1) IG IG IG NIG NIG NIG D D D
T(0) Issuer 2 IG NIG D IG NIG D IG NIG D
IG IG 99.31% 0.42% 0.03% 0.20% 0.03% 0.00% 0.01% 0.00% 0.00%
IG NIG 2.47% 91.73% 4.67% 0.03% 0.98% 0.04% 0.00% 0.07% 0.00%
IG D 0.00% 0.00% 98.88% 0.00% 0.00% 1.04% 0.00% 0.00% 0.07%
NIG IG 8.32% 0.24% 0.01% 86.64% 2.06% 0.12% 2.54% 0.07% 0.01%
NIG NIG 0.30% 2.01% 0.09% 0.54% 95.07% 1.03% 0.01% 0.62% 0.33%
NIG D 0.00% 0.00% 8.57% 0.00% 0.00% 88.82% 0.00% 0.00% 2.6%
D IG 0.00% 0.00% 8.57% 0.00% 0.00% 88.82% 0.00% 0.00% 2.61%
D NIG 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 2.29% 92.94% 4.77%
D D 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 100.00%
One year rating transition joint probability matrix corresponding to the Moody’s data
from 1970 to 2009, for firms of sectors ”Banking” and ”Technology”, using the time
average estimator.
Table 1.3 illustrates a joint bivariate probability matrix build by grouping the nine broad Moody’s
ratings into investment grade, non-investment grade and default as the relevant states in the transi-
tion matrix. The matrix is bivariate because it considers the information of the banking and tech-
nology sector. An interpretation of this matrix is the following: there is a 0.33% probability that
a company of sector banking and a company of sector technology, both starting in non-investment
grade will, after one year, end up both in default, and 0.3% that both types will end up with an
investment grade rating.
1.4.1.2 Bivariate Copulas
Copulas are a very useful instrument to construct the joint distribution of a random vector of some
variable of interest, in this case the asset value of m firms. Sklar’s theorem reveals the usefulness
of the copula as a method of constructing multivariate distribution.
Proposition 1. Let F be a joint distribution function with continuous margins F1, .., Fm. Then
there exist a unique copula C : [0, 1]m → [0, 1] such that
F (z1, ..., zm) = C(F1(z1), ..., Fm(zm)), (1.3)
holds. Conversely, if C is a copula and F1, ..., Fm are distribution functions, then the function F
given by (1.3) is a joint distribution function with margins F1, ..., Fm.
Proposition 1 clearly shows how the marginal behavior of each asset can be used to construct the
joint behavior of the portfolio of assets. Furthermore, the copula function C implicitly contains
a description of the dependence structure of the assets. As mentioned by McNeil et al (2005),
in credit risk portfolio models, a copula is sometimes the core element because it facilitates a
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bottom-approach to multivariate model building. The copula approach allows users to combine
the marginal risk behavior of individual assets with a variety of possible dependence models and
investigate the sensitivity of the results to different dependence measures. Since some copulas are
easily simulated they lend themselves to Monte Carlo studies of risk.
As mentioned in the introduction the focus of this chapter is on the uncertainty regarding the
correlation matrix for a portfolio of assets. In this context we restrict ourselves to the family of
elliptical joint distributions when copulas are used. As it is well known in the risk management
literature the copulas for elliptical distributions depend only on the correlation matrix and the char-
acteristic generator. Hence the correlation matrix plays a crucial role in this family of multivariate
distributions that it does not necessarily play in other more general multivariate models. With that
caveat out of the way, we focus on bivariate copulas, and in particular, the Gaussian and Student-t
copulas. The Gaussian copula is also the standard in most of the industry models.
Let the latent asset values of firms i and j be such that the margin of each latent random
variable Xi and Xj follows a standard normal distribution. Furthermore, the pair of asset values
X := (Xi, Xj) has a bivariate Gaussian distribution,X ∼ N2(0,Σ), where Σ has only one relevant
parameter ρi,j (the variance being equal to one). The bivariate gaussian copula is given by,
CρGai,j (ui, uj) = P (φ(Xi) ≤ ui, φ(Xj) ≤ uj)
= Φρi,j(φ
−1(ui), φ−1(uj))
=
∫ φ−1(ui)
−∞
∫ φ−1(uj)
−∞
1
2pi(1− ρ2i,j)1/2
exp
(
− (X2i − 2ρi,jXiXj +X2j )
2(1− ρ2i,j)
)
dXiXj,
where φ denotes the standard univariate normal distribution and Φρi,j denotes the distribution of
X. Since copulas express dependence on a quantile scale, CρGai,j (ui, uj) is the joint probability
that the asset values of firm i and j lie below their ui and uj quantile, respectively. We explain
the interpretation, in the context of credit risk models, of this quantile scale in the next section.
Equivalently, is it possible to define a bivariate copula for the Student-t distribution.
Cρti,j(ui, uj) = tv,ρi,j(t
−1
v (ui), t
−1
v (uj)),
where the pair of asset values X := (Xi, Xj) has a bivariate Student-t distribution with v degrees
of freedom, X ∼ t2(v,0,Σ)
1.4.1.3 A simple static factor model for default risk
The most simple factor model for credit risk is the one factor model. The one factor model for the
asset value also happens to be the Basel II benchmark model. Under this model, variable Xi is a
latent stochastic variable that captures the asset value of a firm i. Let Xi follow a standard normal
distribution. If Xi falls below a predetermined threshold Ki (related to the level of debt) then a
particular event is triggered.12 This event refers to a transition between states defined under some
rating system. For capital adequacy purposes, the most important event is default. However, since
historically default is a rare event, it is also interesting to consider a larger state-space, such that it
accounts for all possible transitions in a given rating system. For simplicity, suppose that firms i
and j belong to the portfolio of an investor (say a bank) that wishes to model the asset dependence
across the portfolio. We assume that the asset value for these two firms is a function of a common
12The origins of this model can be traced back to the work by Merton (1974).
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state variable Y and a firm idiosyncratic term ²i or ²j . In general both the common state variables
as well as the idiosyncratic components are assumed to follow a standard normal distribution and
are orthogonal to each other. Then the asset value of firms i and j has the following structure,
Xi = ρiY +
√
1− ρ2i ²i,
Xj = ρjY +
√
1− ρ2j²j,
where ρi and ρj is the systematic weight of the common factor on the returns of firm i and j,
respectively. Denote the inter correlation of the asset values as ρi,j ≡ corr(Xi, Xj) = ρiρj .
Equivalently, it is feasible to define the intra correlation of the asset values as ρi,i ≡ corr(Xi, Xi) =
ρ2i .
1.4.1.4 Reverse engineering correlation from the bivariate copula
As mentioned in the previous section the most important transition (within the rating system)
for capital adequacy is the transition from any other rating to the default rating. The methods
mentioned in section 1.4.1.1 allow us to derive the unconditional marginal and joint probabilities
of default for firms i and j. We denote Ω = {IG,NIG,D} the relevant state space for our rating
system and consider the transition probabilities of migration from a particular rating k (k ∈ Ω\D)
to the default rating D. Then we denote pDk (i) = P (Xi ≤ Ki) the marginal probability of default
(from an initial rating k) for firm i. In the same spirit, we denote pDk (i, j) = P (Xi ≤ Ki, Xj ≤ Kk)
the joint probability of default (from an initial rating k) for firms i and j. The estimation of these
unconditional probabilities constitutes the first step towards the derivation of the implied asset
correlation. In the second step a distributional assumption on the bivariate distribution is necessary,
in order to relate the transition probabilities with the implied asset correlation ρi,j . For example,
we can use a bivariate gaussian copula,
pDk (i, j) = Φρi,j(p
D
k (i), p
D
k (j)), (1.4)
to obtain an implied asset correlation, ρˆi,j . This correlation is obtained by iterating for the possible
values, −1 ≤ ρi,j ≤ 1 that make the value of the bivariate copula as close as possible to the
sample joint distribution. We use a bounded optimization algorithm to derive the implied asset
correlations, ρi,j . This method can also be applied to a bivariate Student-t copula with known
degrees of freedom v . This estimation approach of the asset correlation can be regarded as moment
estimator since we plug in the sample probabilities and obtain the parameter that best fits the copula
function, for the given marginals.
Figure 1.1 serves as a visual aid for the estimation procedure. The shape (which given the
simplifying assumptions only depends on ρi,j) of the joint distribution is modified so as to properly
fit the area in the lower left quadrant. Consider for example, the inter correlation for a company of
sector banking and a company of sector technology. The first step is to derive a proper state space
out of the rating system. Define a simple two state space, composed of firms that are not in default,
and those that have defaulted, Ω = {ND,D}. The second step is to use the methods outlined in
section 1.4.1.1 in order to obtain the marginal and joint probabilities of default, pDND(BAN) =
0.0035, pDND(TEC) = 2.05% and p
D
ND(BAN, TEC) = 0.02%. Finally, using equation (1.4) and
optimally rotating the density, the implied correlation is 0.1215.
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Figure 1.1: Reverse engineering correlation from the bivariate copula.
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1.4.1.5 The Gaussian copula as a proper Benchmark for implied asset correlation
Although the Gaussian copula and linear correlation has been at the core of credit risk portfolio
models it came under heavy criticism, especially after crisis, Salmon (2009). The main line of
criticism, brought early on in the academic literature but largely ignored in the industry, comes
from the fact that correlation plays only a fundamental role (as a dependence measure) in the
context of the multivariate Gaussian or more general elliptical models. Moving away from this
family of models underscores the usefulness of linear correlation. This has a direct implication
over copulas since it is only possible to derive a joint distribution from a given set of marginals
and a correlation matrix whose components, ρi,j , have values in [−1, 1] within the realms of the
elliptical distribution. Hence, as mentioned before, it is only in this family of distributions that
the methodology for obtaining implied asset correlations, presented in the previous section, is
feasible. Furthermore, linear correlation has a couple of non-desirable feature: it is not invariant
under non-linear and increasing transformations and it is only defined when the vector of random
variables has finite variance. In the family of elliptical distributions (the multivariate Gaussian
or Student-t) the role of correlation can be misleading in credit portfolio models. As mentioned
earlier the copula is a simple mechanism to derive the loss distribution for the portfolio. However,
even if the marginal risk distribution of each asset and the correlation is held constant it is always
possible to use alternative copulas which lead to heavier-tailed loss distributions. In the context of
the methodology presented in the previous section, this phenomena can be better appreciated by
analyzing figures 1.2 and 1.3.
Figure 1.2: Bivariate Gaussian copula as an upper bound for correlation.
The implied asset correlation from a bivariate Gaussian copula as an upper bound for
the correlation of elliptical distributions with fatter tails; in particular the bivariate
Student-t copula.
Figure 1.2 presents a closeup of figure 1.1 on the region (quadrant) of joint defaults and the con-
tours of two different copulas (with positive correlation), bivariate Gaussian and Student-t. These
contours are the set of points at which P (Xi ≤ Ki, Xj ≤ Kk) = α. Suppose that α be equal to the
area covered by both copulas within this quadrant, meaning that the colored areas, blue (Gaussian)
and green (Student-t) are equivalent. In other words, for a given α and the marginal distribution
we could have two different implied correlation values, depending on the bivariate copula.13 If we
consider equal marginal probability distributions for the bivariate Gaussian and Student-t copulas
13It is important to recall that since Xi and Xj (the process for the asset values) follow a standardized distribution,
the only relevant parameter of their joint distribution is the correlation. Therefore, it is only the correlation that effects
the shape of the distribution.
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Figure 1.3: Convergence of the bivariate Student-t copula.
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21
then the joint probability of default (α) can support two different values for the implied correla-
tion. In this case the implied correlation from the Student-t copula is strictly lower than the implied
correlation from the Gaussian copula ρt(v) < ρGa∀v (the contour of the Student-t copula is more
spherical). This happens because the Student-t distribution has thicker tails, it can support a heavier
mass in the quadrant with a smaller correlation than the Gaussian distribution. Figure 1.3 presents
the value of the implied correlation for different values of the degrees of freedom parameter v
of the Student-t copula. The data comes from the example of inter correlation for a company of
sector banking and a company of sector technology, that was mentioned in the previous section.
What can be concluded from figure 1.3 is that the implied correlation from the Gaussian copula
can be considered as an upper bound for a distribution with heavier tails such as the Student-t.
However, this implication must be handled with caution, because it is precisely the low ability of
the Gaussian distribution to adequately capture extreme events that leads to the previous results.
To summarize, the Gaussian copula, within the framework derived in section 1.4.1.4, can be
considered as a conservative estimate of the correlations between a set of assets because it will al-
ways return a correlation higher than the one that can be obtained from a heavier-tailed distribution
within the same family of models. However, in general when modeling the actual loss distribu-
tion, it is recommended, as it has been suggested in the academic literature for some time, to use
a copula that is able to capture and replicate extreme events. Even though, from figures 1.2 and
1.3, the implied correlation derived from a bivariate Gaussian copula can be properly used to arrive
at a conservative measure of dependence, there is no escaping the fact that linear correlation is a
weak dependence measure basically because you have to impose too strong assumptions on the
joint model in order to get an adequate and meaningful interpretation of the correlation values. For
this reason we also work, in the next section, with a more robust measure of dependence such as
rank correlation to complement the analysis of asset correlation using rating data.
1.4.2 Directional transition matrix method: DRTM
1.4.2.1 Directional joint transition matrices
While the STRM consider transitions from one state to another, therefore reducing the number of
observations used for computing the probability of each co movement, the directional rating tran-
sition matrix (DRTM) is formed by considering and counting three types of movements: upgrades
(U), downgrades (D) and no movement (N). In order to construct the DRTM, we need to consider,
for all possible pairs of issuers, the movements each year, and compute the number of joint move-
ments after T years for those pairs. The total number of movements of each type are tabulated
with respect to their relative frequency to all possible movements. The DRTM corresponding to
the Moody’s data from 1970 to 2009, for a company of sector banking and a company of sector
technology, is shown in Table 1.4, with T = 1 (one year horizon). An interpretation of this matrix
is as follows: there is 1.15% probability that a company of sector banking and a company of sector
technology will, after a year, end up with a better rating than their initial rating, and 1.39% that
those companies will face a downgrade after a year.
1.4.2.2 Rank Correlation: The Kendall Tau
The DRTM represents a bivariate empirical distribution. The underlying random variables (formed
by the possible pairs of U, D and N) are ordinal. Therefore, a measure of the correlation can be ob-
tained by the “Kendall τ” association estimator, which is a nonparametric estimator. The “Kendall
τ” is a rank type measure of association which depends only on the copula of the multivariate
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Table 1.4: Directional joint transition matrix.
Technology
downgrade no movement upgrade
downgrade 1.39% 8.25% 0.58%
Banking no movement 10.09% 60.82% 10.67%
upgrade 1.57% 5.48% 1.15%
DRTM corresponding to the Moody’s data from 1970 to 2009, for firms of sectors
”Banking” and ”Technology”.
distribution and not on the marginal distributions, unlike linear correlation that depends on both.
Rank correlation has the added advantage that it is an invariant measure of dependence under
strictly increasing transformations. In classical bivariate analysis, the notion underlying the use of
Kendall τ is very intuitive: if we observe two random variables (X, Y ), and arrange the X values
in ascending order, the extend to which the Y values depart from the increasing order indicates
the lack of positive association between X and Y . In this view, we need to consider how many
concordant pairs and discordant pairs can be obtained from the bivariate data with the help of a
syntectic migration matrix (see Table 1.5).
Table 1.5: Synthetic matrix of rating movements.
sectory
downgrade (D) no movement (N) upgrade (U)
downgrade (D) (-1,-1) (-1,0) (-1,1)
sectorx no movement (N) (0,-1) (0,0) (0,1)
upgrade (U) (1,-1) (1,0) (1,1)
A concordant pair, here, is represented by two cells of the DRTM for which, once the arguments
for the set of industry of the first sector are arranged in ascending order (x > x′), the arguments of
the set of the second sector are also in ascending order (y > y′). An example of concordant pairs
is therefore (D, N)/(-1, 0) and (N, U)/(0, 1) since the first argument, of these pairs, is arranged
in ascending order (D → N) as well as the second argument (N → U). Similarly, we define
discordant pairs as two cells of the DRTM for which, once the arguments for the set of industry
of the first sector are arranged in ascending order (x > x′), the arguments of the set of the second
sector are in descending order (y < y′). An example of discordant pairs is therefore (D, U)/(-1,1)
and (N, N)/(0,0). We also define “Ties in X” as pairs for which the arguments of the industries
cannot be classified into any of the previous cases; “Ties in Y” are defined accordingly. Denoting
C the number of concordant pairs, D, the number of discordant pairs, Tx the number of ties in X,
and Ty the number of ties in Y, Kendall τ is defined as
τ =
C −D√
C +D + Tx
√
C +D + Ty
.
The asset correlation is then obtained from the relationship, for an elliptical distribution, between
linear correlation and Kendall τ (Greiner’s equality)14
ρ = sin
(piτ
2
)
.
14See Lindskog et al. (2002).
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The asset correlation computed on the DRTM in Table 1.4 is 0.0268.
1.4.3 Comparison of the methods
STRM’s greatest downside is its focus in default events, which are historically rare events, espe-
cially if we want to estimate a default probability and correlation in the highest (investment type)
grades. Since there are few default observations for these particular groups, it is difficult to make
reliable inference. The fact that we consider only the transition to default in the STRM means
that we are not using all the transition information. The DRTM disregards the information on the
initial rating states (9 broad rating categories) since it considers only the 3 mentioned movements
(upgrade, downgrade, no-movement). DRTM captures the co-movements borned out of all tran-
sition events, not only default. But DRTM makes a unrealistic assumption since it disregards the
initial grades, therefore assuming homogeneity over all transitions (a downgrade from Aa to B is
not the same than a downgrade from B to Default). A possible improvement on the properties of
both method would make the STRM consider not only a predetermined state space but to consider
the directional state space build for DRTM. This would allow STRM to consider co-movements
but still with in a 3 state framework. On the other hand it is possible to adapt DRTM so as to not
disregard the information on the initial ratings. However, these two suggestions are not the object
of the present chapter. Akhavein et al. (2005), find that DRTM estimates of asset correlations
(using a common database) are significantly lower in comparison to the asset correlation estimates
of STRM and an equity based method develop by Fitch15. Furthermore, these authors mention,
that DRTM’s low asset correlation estimates may be disregarded on the grounds that regulators
might not find these levels conservative enough or credit analysts might feel more comfortable
with higher estimates.
1.5 Asset Correlation for a portfolio of firms and structured
products
The Basel accord of 1988 was a first attempt to establish an international standard on a bank’s cap-
ital requirements. However, a significant drawback was the accord’s crude approach to determine
the risk weights assigned to different positions in a bank’s portfolio. For example, a private firm
with a top rating would receive a weight a hundred times higher than any type of sovereign debt,
regardless of the rating of the former. Basel II corrected the imbalance by accounting for the rela-
tive credit quality of the issuers.16 Under Basel II, regulators given more leeway to banks with the
hope that they are able to perform a more accurate measure of the risk heterogeneity of their port-
folio. Hence, bank managers have greater freedom to calibrate the assigned risk weights and derive
more accurate loss distributions for their portfolios. As mentioned in section 1.3, techniques to de-
rive the loss distribution for the portfolio require simulations. Considering the dependence across
all individual names would be very cumbersome, hence factor models (such as the one presented
in section 1.4.1.3) provide simple ways to map the dependence structure in the portfolio. Under
the internal-rating-based (IRB) approach to determine the risk weights proposed in Basel II, the
underlying structure behind default dependence is a one factor model. Furthermore, the Basel II
15Fitch’s Vector Model 2.0.
16The recommendations from the Basel II accord are contained in a document published by the Basel Committee
on banking supervision (2006).
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accompanying document (2006) suggests a value for the correlation parameter, the unique depen-
dence parameter of this one factor model, between 0.12 and 0.24. More advanced approaches for
credit portfolio modeling have moved beyond a unique dependence parameter for the entire port-
folio, so as to more realistically capture the dependence structure of internationally active banks.
One of such efforts is to assign group specific loadings within the one factor model so as to obtain
correlations that depend on the relevant group structure. A natural way to group the exposures of
a bank’s portfolio is to organize the firms according to the economic sector or market where they
develop their main line of business. Since we also consider rating information from structured
products, these can also be classified into certain categories. The categories we concentrate on are
displayed in table 1.1. For example, in order to obtain the inter correlation between a firm i of
sector banking and a firm j of sector technology, the relevant types of factor models are as follows:
Xi = ρBANY +
√
1− ρ2BAN²i,
Xj = ρTECY +
√
1− ρ2TEC²j,
where ρBAN,TEC ≡ corr(Xi, Xj) = ρBANρTEC is the implied inter correlation. The correlation
is obtained following the STRM or DRTM approach presented in sections 1.4.1.4 and 1.4.2.2,
respectively. First, the full portfolio of a bank is mapped into the following identifiable groups:
economic sector, world region and the structured products. Second, we derive the dependence
matrices using the implied correlations across the members of each group. The final results are
presented in the form of matrices which cannot be considered as correlation matrices: the diagonal
reflects the intra sector effects whereas the out of the diagonal elements reflect the inter sector
effects.17 The last line in the matrix is an overall level of inter correlation between a particular
group and all of the other groups (within the same matrix). The overall level of inter correlation
is obtained as an average of the implied inter correlations with respect to all of the other groups
(average across the out of the diagonal elements). The overall inter correlations indicate how
different is the behavior of the respective sector with respect to the whole economy. The estimation
of these dependence matrices uses the complete universe of Moody’s historical rating information
described in section 1.2. When using STRM we reduce Moody’s 9 ratings (mentioned in section
4) into a two dimensional state space, Ω = {ND,D} (Tables 1.6, 1.7, 1.8) or a three dimensional
state space, Ω = {IG,NIG,D} (Tables 1.12, 1.13).18 It is important to recall that the STRM
approach requires the starting rating for the pair of firms, whereas the relevant terminal rating is
the default state for the pair of firms. The reduction of the states space allows for more accurate
estimates, by aggregating across the states, we increase the possibility of observing some defaults
(which is the event of interest).
For the DRTM approach, the investment/non-investment/default grade separation is not nec-
essary since the starting and ending rating of the issuer is non-informative and only the direction
of the rating change is informative. The point estimation of the matrices following the DRTM
approach are based on the information that considers all the broad 9 grades information (Tables
1.9, 1.10, 1.11);
Table 1.6, 1.7 and 1.8 contains the estimation of the intra and the inter correlations after one
year for sectors, regions and products, respectively. The intra and inter correlations are positive
except for very few cases in the regions. As mentioned in the literature, average inter correlation
17These matrices are not correlation matrices for two reasons: the diagonal terms are not equal to one and there is
nothing that guarantees that the matrices are positive semi-define. The matrices are however symmetric.
18ND is short hand for non-default, IG is investment grade, NIG is non-investment grade and D is default
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Table 1.6: Economic sectors, implied correlation from Non-default to Default using STRM.
sectors BAN CAI COI EAE FIR MED RET SOV TEC TRA UTL
BAN 0.180 0.191 0.160 0.098 0.124 0.013 0.067 0.122 0.143 0.058 0.151
CAI 0.097 0.080 0.113 0.233 0.051 0.054 0.279 0.113 0.083 0.318
COI 0.091 0.115 0.216 0.082 0.074 0.281 0.109 0.102 0.303
EAE 0.162 0.138 0.069 0.085 0.203 0.154 0.095 0.189
FIR 0.111 0.011 0.110 0.091 0.206 0.070 0.079
MED 0.177 0.106 0.064 0.114 0.076 0.012
RET 0.110 0.191 0.114 0.111 0.170
SOV 0.114 0.279 0.131 0.073
TEC 0.191 0.140 0.302
TRA 0.134 0.101
UTL 0.122
Inter 0.113 0.152 0.152 0.126 0.128 0.060 0.108 0.171 0.167 0.097 0.170
Table 1.7: World regions, implied correlation from Non-default to Default using STRM.
regions WEP EEP NOA SCA AOC MDE AFK
WEP 0.107 -0.024 0.216 0.060 0.097 0.048 -0.065
EEP 0.218 0.085 0.139 0.040 0.237 0.272
NOA 0.083 0.092 0.239 0.201 0.038
SCA 0.156 0.103 0.246 0.107
AOC 0.159 0.098 0.001
MDE 0.481 0.476
AFK 0.727
Inter 0.055 0.125 0.145 0.125 0.096 0.218 0.138
are in most cases lower than intra correlation (diagonal elements).19 We find that asset correlations
between sector are non-negative and between 6 and 17 percent with an average of 13 percent; this
average is coherent with what is found in the literature, i.e. 13 to 16 percent. 20 The sectors with
the largest intra correlation are Banking and Technology which is not surprising, these sectors lead
the downturns (dot-com bubble burst, March to November 2001 and banking crisis, 2007-2009) in
the North American economy since the beginning of this century (Figure 1.4). Inter correlation for
sectors is non-negative and between 6 and 22 percent with an average of 13 percent. In structured
products, there is no evidence of negative inter-correlation. Inter correlation for products is non-
negative and between 20 and 45 percent with an average of 28 percent. As far as intra correlation
is concerned, the products with the highest scores (CDO, HEL, RMB) have also played a decisive
role in the current banking crisis (Figure 1.4).
In order to explore the effect of the different economic events, i.e. banking crisis, stock market
crash, we estimate intra correlations through time for a selection of groups of firms and products
using STRM. Instead of using the complete 39 years for sectors and 28 years for structured prod-
uct, to compute the transition matrices, a subsample of the historical information up to the year in
question is used. For example, the estimate for sector banking in 1998 employs the history of tran-
sitions from 1970 up to 1998 to obtain the transition probabilities, using the time average estimator.
The first estimates are discarded due to the small size of the time dimension for the time average
estimator, therefore only the last 18 estimates are presented in figure 1.4. The results indicates that
19See Fu et al. (2004), Servigny and Renault (2003).
20See Akhavein, et al.(2005).
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Table 1.8: Structured products, implied correlation from Non-default to Default using STRM.
products ABS CDO CMB HEL OSP RMB
ABS 0.105 0.468 0.072 0.147 0.059 0.633
CDO 0.208 0.316 0.335 0.268 0.141
CMB 0.085 0.098 0.028 0.480
HEL 0.199 0.129 0.462
OSP 0.096 0.513
RMB 0.295
Inter 0.276 0.306 0.199 0.234 0.199 0.446
Figure 1.4: Intra correlation estimates through time.
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The implied correlations are estimated for some sectors and structured products using
STRM. However, instead of using the complete 39 years for sectors and 28 years for
structured product to compute the transition matrices, a subsample of the historical
information up to the year in question is used. For example, the estimate for sector
banking in 1998 employs the history of transitions from 1970 up to 1998 to obtain the
transition probabilities.
27
economic distress in the respective sectors had a permanent effect on the correlations.21 In par-
ticular, correlation increases for firms belonging to the banking and technology sectors. Whereas
in the case of consumer industries, the implied correlation is stable through time. With respect
to structured products the estimates of implied correlations have increased substantially with the
introduction of the last two years of data.22 For CDO the implied correlation before the crisis was
around 0.084 in the last two years it has increased to 0.294. In the case of RMB the same estimate
rose from 0.156 to 0.284. To sum up, it makes a big difference, for the estimated correlations, that
the history of the corporate data is long enough to capture different periods of economic distress
as oppose to the relative infancy of the structured products market.
Table 1.9: Economic sectors, implied rank correlation from transitions among all grades using
DTRM.
sectors BAN CAI COI EAE FIR MED RET SOV TEC TRA UTL
BAN 0.217 0.029 0.002 0.043 0.105 -0.021 -0.004 0.069 0.027 0.038 0.011
CAI 0.067 0.043 0.055 0.041 0.023 0.048 0.001 0.051 0.042 0.010
COI 0.040 0.029 0.016 0.013 0.036 -0.011 0.024 0.025 -0.003
EAE 0.088 0.027 0.011 0.026 0.019 0.056 0.029 0.025
FIR 0.163 0.013 0.004 0.030 0.036 0.031 0.021
MED 0.032 0.017 -0.034 0.027 0.018 0.003
RET 0.044 -0.010 0.032 0.033 0.002
SOV 0.054 0.004 -0.005 0.011
TEC 0.070 0.044 0.040
TRA 0.030 0.027
UTL 0.058
Inter 0.030 0.034 0.017 0.032 0.032 0.007 0.018 0.007 0.034 0.028 0.015
Table 1.10: World regions, implied rank correlation from transitions among all grades using
DTRM.
regions WEP EEP NOA SCA AOC MDE AFK
WEP 0.079 0.060 0.038 0.083 0.078 0.057 0.018
EEP 0.202 0.024 0.098 0.154 0.174 0.104
NOA 0.038 0.042 0.030 -0.001 0.008
SCA 0.153 0.143 0.089 0.061
AOC 0.182 0.124 0.082
MDE 0.107 0.039
AFK 0.076
Inter 0.056 0.102 0.023 0.086 0.102 0.081 0.052
Table 1.9, 1.10 and 1.11 contains the estimation of the intra and inter correlation, considering
transitions between all broad ratings when the estimation is based on the DRTM method. Asset
correlation between sector, using all broad ratings can be positive or negative, between 1 and 3
percent, with an average of 2.3, percent; this average is lower than the 3 to 4.5 percent found
in the literature.23 Comparing asset correlation estimates of DRTM and STRM, the former are
significantly lower as found in the literature. As in the case for STRM, the sectors that display
21The estimates base on STRM consider transitions from non-investment grade to default.
22The estimates base on STRM consider transitions from investment grade to default.
23See Akhavein et al. (2005), Fu et al. (2004).
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Table 1.11: Structured products, implied rank correlation from transitions among all grades using
DTRM.
products ABS CDO CMB HEL OSP RMB
ABS 0.090 0.127 0.020 0.166 0.079 0.087
CDO 0.241 0.019 0.321 0.158 0.123
CMB 0.141 -0.046 0.060 0.173
HEL 0.456 0.222 0.111
OSP 0.129 0.119
RMB 0.302
Inter 0.096 0.149 0.045 0.155 0.127 0.122
the largest intra correlation are banking, technology and finance, insurance and real estate. In the
region estimates, inter correlation is in most cases non-negative and between 2 and 10 percent with
an average of 7 percent. In the estimates for structured products, inter correlation is in most cases
non-negative and between 5 and 15 percent with an average of 12 percent. As with STRM, the
products with the highest levels of intra correlation are CDO, HEL, RMB.
Table 1.12: Economic sectors, implied correlation from non-investment grade to Default using
STRM.
sectors BAN CAI COI EAE FIR MED RET SOV TEC TRA UTL
BAN 0.379 0.222 0.225 0.241 0.236 0.310 0.217 0.374 0.275 0.265 0.335
CAI 0.128 0.107 0.139 0.173 0.082 0.098 0.259 0.138 0.076 0.257
COI 0.122 0.146 0.186 0.118 0.115 0.284 0.136 0.084 0.265
EAE 0.229 0.139 0.154 0.149 0.283 0.197 0.152 0.275
FIR 0.141 0.144 0.157 0.170 0.223 0.175 0.162
MED 0.356 0.162 0.506 0.184 0.170 0.219
RET 0.168 0.301 0.172 0.136 0.254
SOV 0.150 0.335 0.335 0.243
TEC 0.239 0.168 0.341
TRA 0.242 0.290
UTL 0.330
Inter 0.270 0.155 0.167 0.187 0.176 0.205 0.176 0.309 0.217 0.185 0.264
We investigate the presence of what is known in the literature as asymmetric correlations.
Asymmetric correlations indicates that there is a negative relationship between asset correlation
and rating quality. In other words, it indicates that high graded issuers (in many cases large firms)
have a larger exposure to systemic risk, whereas low graded issuers (medium and small firms) face
more idiosyncratic risk. In tables 1.12 we restrict to transitions from non-investment graded issuers
using STRM, respectively, whereas in tables 1.13 we restrict to transitions from investment graded
issuers.24 Evidence in favor of correlation asymmetry would indicate that implied asset correlations
are higher for investment grade issuers (greater quality of debt). However, the results are mixed.
For tables 1.12 and 1.13, based on STRM, the results appear to be consistent with correlation
asymmetry. On the other hand, results based on DTRM indicate no compelling evidence that
indicates the existence of correlation asymmetry.25
24The missing estimates in table 1.13 indicates that there were not enough historically observed defaults to obtain
appropriate estimates of the marginal and joint default probabilities.
25The results based on DRTM are not reported, but can be obtained from the web appendix of the chapter, which
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Table 1.13: Economic sectors, implied correlation from investment grade to Default using STRM.
sectors BAN CAI COI EAE FIR MED RET SOV TEC TRA UTL
BAN 0.209 0.159 0.172 0.169 0.175 0.247 0.191 0.186 0.169
CAI 0.202 0.190 0.150 0.095 0.243 0.179 0.212 0.183
COI
EAE 0.344 0.235 0.292 0.405 0.324 0.388 0.242
FIR 0.224 0.179 0.319 0.197 0.188 0.177
MED
RET 0.322 0.288 0.263 0.292 0.127
SOV 0.446 0.332 0.301 0.240
TEC 0.337 0.320 0.214
TRA 0.397 0.197
UTL 0.243
Inter 0.147 0.141 0.225 0.161 0.171 0.237 0.202 0.208 0.155
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1.5.1 Bootstrapped Confidence Sets
We obtain confidence sets for asset correlation using the bootstrap method. The fundamental idea
is to obtain an estimate of the dispersion of some statistic by re-sampling the data. Starting from a
dataset of n observations, we create nsim new samples by selecting n data with replacement in the
initial dataset. The 2.5th and 97.5th quantiles of the estimates computed from the nsim samples
are then used for creating confidence sets. In order to obtain the bootstrap confidence sets using
STRM and DTRM, we used 10, 000 replications.26 We first verify the stability of the bootstrapped
bounds. For this, 10 independent bootstrap exercises were performed using 1, 000 replications.
The results indicate that the endpoints of the resulting interval estimates did not vary widely from
one set of bootstrap sample to the next. Tables 1.14 to 1.16 summarize the results of the confidence
sets for intra correlations.27
Each table contains the upper and lower bounds of the 95 percent confidence interval, the
mean (BootCenter) and the standard deviation (std) from the bootstrapped distribution. A bias
corrected estimate (BiasCorr) of implied correlation as well as the estimated based on the original
sample (Center) are also reported. Prob indicates the probability of being within the Basel II
recommended range for asset correlation (0.12 < ρBaselII < 0.24); this probability is obtained
from the bootstrapped distribution.
Table 1.14 contains the results of intra and inter correlations for economic sectors using both
STRM or DRTM. Overall, correlation is strictly positive (except for inter Sovereign and Public
Finance, where it is closer to zero). Furthermore, for STRM, the Basel II recommended bounds
seem suitable to capture the amount of uncertainty for these parameters. However, the same cannot
be said for the results using DRTM, where in most cases the bootstrapped distributions are lower
that the respective bounds (except for intra banking and finance, insurance and real estate).
For the regions (table 1.15), the results are mixed. There are significant elements indicating
that negative correlation cannot be discarded especially in terms of inter correlation across the
regions. With respect to the Basel II recommended bounds, there are some regions where the
bootstrapped distributions seem to agree, but there is no clear trend to tie it to either the STRM or
DRTM based estimates. The bootstrapped distributions indicate that there is greater uncertainty
regarding regions than economic sectors.
Finally, table 1.16, displays the results for intra correlations for structured products using both
STRM or DRTM. In this case we are back to a situation where there is clear evidence of strictly
positive intra correlation. For a product such as RMB the Basel II recommended bounds are
substantially lower than the bootstrapped bounds; for all other products there are cases where
the bounds give sufficient description of the uncertainty, according to the estimators used in this
chapter. To sum up, implied correlations from STRM are strictly larger than those from DTRM,
with only e few exceptions. In particular intra correlations for structured products seem to be the
only case where both approaches are close to each other. However, this can be explained by the
important number of rating movements (especially from investment grade to non-investment grade
and default) that have been going on since the first quarter of 2007. It has recently come to the
attention that many of these products had serious deficiencies in their origination especially CDO’s
and RMB; hence, they have received consistent downgrades over the past quarters.
contains the full set of tables. For further information contact the author at ccastroiragorri@gmail.com
26Appendix A contains a detailed account of the bootstrap procedure.
27The results on inter correlation are not reported, but can be obtained from the web appendix of the chapter, which
contains the full set of tables. For further information contact the author at ccastroiragorri@gmail.com
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Table 1.14: Bootstraped confidence sets for intra correlation: Economic sectors.
STRM 2.50% BootCenter BiasCorr Center 97.50% std Prob
BAN 0.108 0.201 0.159 0.180 0.207 0.025 0.940
CAI 0.061 0.108 0.086 0.097 0.109 0.012 0.165
COI 0.054 0.103 0.079 0.091 0.101 0.012 0.088
EAE 0.090 0.187 0.138 0.162 0.179 0.023 0.984
FIR -0.006 0.149 0.074 0.111 0.131 0.035 0.763
MED 0.038 0.233 0.122 0.177 0.185 0.038 0.612
RET 0.044 0.136 0.083 0.110 0.117 0.019 0.801
SOV -0.009 0.165 0.062 0.114 0.112 0.031 0.937
TEC 0.137 0.202 0.180 0.191 0.222 0.022 0.955
TRA 0.039 0.178 0.091 0.134 0.135 0.024 0.987
UTL 0.031 0.167 0.077 0.122 0.110 0.020 0.997
DRTM 2.50% BootCenter BiasCorr Center 97.50% std Prob
BAN 0.195 0.218 0.215 0.217 0.235 0.010 0.982
CAI 0.056 0.069 0.065 0.067 0.074 0.005 0.000
COI 0.027 0.042 0.037 0.040 0.047 0.005 0.000
EAE 0.066 0.093 0.084 0.088 0.101 0.009 0.002
FIR 0.140 0.164 0.161 0.163 0.182 0.011 1.000
MED -0.010 0.047 0.017 0.032 0.040 0.013 0.000
RET 0.020 0.050 0.038 0.044 0.053 0.008 0.000
SOV 0.033 0.058 0.050 0.054 0.066 0.008 0.000
TEC 0.051 0.074 0.067 0.070 0.082 0.008 0.000
TRA 0.006 0.039 0.021 0.030 0.034 0.007 0.000
UTL 0.035 0.062 0.053 0.058 0.069 0.009 0.000
Bootstraped confidence sets for implied intra correlation, for a portfolio of economic
sectors. The implied correlations are estimated using STRM (upper panel) and DTRM
(lower panel). The estimates base on STRM consider transitions from non-default
to default in a two state rating system. The estimates base on DRTM consider all
possible transitions within the nine state (broad) rating system. The table indicates the
95% upper and lower bounds, the mean (BootCenter) and the standard deviation (std)
from the bootstraped distribution. A bias corrected estimate (BiasCorr) of implied
correlation as well as the estimated based on the original sample (Center) are also
reported. Prob, indicates the probability of being within the Basel II recommended
range for asset correlation (0.12 < ρBaselII < 0.24), this probability is obtained from
the bootstraped distribution. All bootstraped estimates were obtained using 10,000
replications.
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Table 1.15: Bootstraped confidence sets for intra correlation: World regions.
STRM 2.50% BootCenter BiasCorr Center 97.50% std Prob
WEP 0.059 0.118 0.096 0.107 0.130 0.018 0.429
EEP 0.015 0.298 0.138 0.218 0.225 0.055 0.143
NOA 0.068 0.085 0.080 0.083 0.091 0.006 0.000
SCA 0.079 0.168 0.143 0.156 0.198 0.031 0.941
AOC 0.075 0.178 0.140 0.159 0.189 0.029 0.965
MDE -0.038 0.686 0.275 0.481 0.534 0.247 0.000
AFK 0.509 0.731 0.723 0.727 0.912 0.104 0.000
DRTM 2.50% BootCenter BiasCorr Center 97.50% std Prob
WEP 0.065 0.080 0.078 0.079 0.090 0.006 0.000
EEP 0.123 0.216 0.187 0.202 0.251 0.032 0.771
NOA 0.033 0.038 0.037 0.038 0.041 0.002 0.000
SCA 0.117 0.157 0.149 0.153 0.180 0.016 0.993
AOC 0.156 0.184 0.179 0.182 0.202 0.012 1.000
MDE -0.125 0.153 0.061 0.107 0.202 0.085 0.463
AFK -0.232 0.166 -0.014 0.076 0.120 0.089 0.512
Bootstraped confidence sets for implied intra correlation, for a portfolio of world re-
gions. The implied correlations are estimated using STRM (upper panel) and DTRM
(lower panel). The estimates base on STRM consider transitions from non-default to
default in a two state rating system. The estimates base on DRTM consider all possible
transitions within the nine state (broad) rating system. The table indicates the 95% up-
per and lower bounds, the mean (BootCenter) and the standard deviation (std) from the
bootstraped distribution. A bias corrected estimate (BiasCorr) of implied correlation
as well as the estimated based on the original sample (Center) are also reported. Prob,
indicates the probability of being within the Basel II recommended range for asset cor-
relation (0.12 < ρBaselII < 0.24), this probability is obtained from the bootstraped
distribution. All bootstraped estimates were obtained using 10,000 replications.
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Table 1.16: Bootstraped confidence sets for intra correlation: Structured products.
STRM 2.50% BootCenter BiasCorr Center 97.50% std Prob
ABS 0.072 0.112 0.098 0.105 0.125 0.013 0.279
CDO 0.191 0.208 0.207 0.208 0.223 0.008 1.000
CMB 0.063 0.090 0.081 0.085 0.099 0.010 0.001
HEL 0.181 0.200 0.198 0.199 0.216 0.009 1.000
OSP 0.073 0.100 0.093 0.096 0.112 0.010 0.023
RMB 0.289 0.295 0.295 0.295 0.300 0.003 0.000
DRTM 2.50% BootCenter BiasCorr Center 97.50% std Prob
ABS 0.084 0.091 0.090 0.090 0.096 0.003 0.000
CDO 0.227 0.241 0.241 0.241 0.254 0.007 0.441
CMB 0.132 0.141 0.141 0.141 0.150 0.005 1.000
HEL 0.442 0.456 0.456 0.456 0.470 0.007 0.000
OSP 0.123 0.129 0.129 0.129 0.135 0.003 1.000
RMB 0.297 0.302 0.302 0.302 0.307 0.002 0.000
Bootstraped confidence sets for implied intra correlation, for a portfolio of struc-
tured products. The implied correlations are estimated using STRM (upper panel)
and DTRM (lower panel). The estimates base on STRM consider transitions from
non-default to default in a two state rating system. The estimates base on DRTM
consider all possible transitions within the nine state (broad) rating system. The table
indicates the 95% upper and lower bounds, the mean (BootCenter) and the standard
deviation (std) from the bootstraped distribution. A bias corrected estimate (BiasCorr)
of implied correlation as well as the estimated based on the original sample (Center)
are also reported. Prob, indicates the probability of being within the Basel II rec-
ommended range for asset correlation (0.12 < ρBaselII < 0.24), this probability is
obtained from the bootstraped distribution. All bootstraped estimates were obtained
using 10,000 replications.
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1.6 Conclusions
In this chapter we compare two commonly used approaches, STRM and DRTM, to estimate as-
set correlations using rating information. There are two significant methodological differences
between the methods: First, STRM is a default event approach while the DRTM considers all pos-
sible transitions (not just default). Second, STRM requires a bivariate Gaussian copula to derive
the implied pairwise asset correlations from the joint and marginal default probabilities while the
DRTM makes use of the “Kendall τ” association estimator. Although the use of a bivariate Gaus-
sian copula might seem controversial, we find that this model is still be a proper benchmark to ob-
tain estimates of correlation within the framework we describe in section 1.4.1.5. This framework
is catered to most of the approaches developed by internationally active banks for credit portfolio
modeling. Our analysis indicates that considering a different distribution (say a heavy-tailed dis-
tribution) will result in less conservative estimates of asset correlations. However, it is only fair to
say that we arrive at these more conservative estimates on correlations precisely by exploiting the
shortcomings of the Gaussian distribution to model extreme migrations such as defaults.
The pairwise asset correlations are close to the sector correlations found in the relevant lit-
erature. Furthermore, when comparing both methods, we confirm that asset correlation derived
from DTRM are strictly lower than those derived from STRM. Using both approaches, we obtain
confidence intervals for the pairwise asset correlations. The focus of the existing literature is on
the point estimates paying little attention to the uncertainty regarding these estimates. This chapter
provides an important input for stress testing credit risk portfolio models: a confidence set for asset
correlations. The bootstrapped distributions indicate that the Basel II recommended bounds on cor-
relation are consistent with the 95% confidence sets obtained for the sector and region estimates.
However, they heavily underestimate the uncertainty regarding structured products.
There are however some evident drawbacks identified in the methodologies, that are not treated
in the chapter. The first problem to plague both approaches is the lack of an economic model that
ties the estimates of correlation to the rating data. Whereas in DRTM no structure to determine how
the rating movements come to exist, in STRM there are some elements such as Merton’s model
that motivate the approach. Although the implied correlations are derived from the historical tran-
sition probabilities and we obtained a confidence set to characterize the uncertainty, it is not clear
if this is sufficient information to pick up the stylized facts (i.e. clustering) of rating transitions (in
particular transitions to default). The methods proposed might not be enough to properly identify
a structural relationship between the data and the estimated parameters, e.g. in the form of a like-
lihood function. The lack of such a function does not allow a proper evaluation of the estimated
parameters. In other words, it is not possible to answer the following question: To what extend
are the estimated parameters able to replicate some of the features of the historical data? A second
problem, is the static nature of the estimators. As explained in section 1.4.1.1 unconditional tran-
sitional probabilities are obtained as a weighted average of the conditional transition probabilities.
Behind this expression there is a very strong assumption of time independence between the tran-
sitional probabilities. There is some evidence that this might not be so. Nickell et al. (2000) find
that the distribution of ratings vary across time and that ignoring such dependencies may lead to
inaccurate assessments of credit risk.
35
Appendix A: Bootstrapping the asset correlations.
The STRM and DRTM methods have three main steps in order to derive the estimated correlations
from the rating data. These steps are important to comprehend the bootstrap sample used in the
procedure.
First, the rating data is in calendar type format. A calendar format denotes that a particular
frequency (year, quarter or month) is chosen such that the database reflects a time series of ratings
for every issuer. Let xk(t) denote the rating of issuer k = 1, .., K at time t = 1, ..., T . In addition to
the rating information for each issuer there is some additional information hk that does not change
over time. Such information may consist of the country or region of origin, economic sector, type
of structured product or any other relevant characteristic. The importance of such characteristics is
that they allow some form of grouping (or bucketing) of the issuers. Let C(.) denote some function
that counts all issuers belonging to a particular group (e.g. issuers belonging to the banking sector),
C(xk(t), hk) = Nt ∀k ∈ g = 1, ..., G. The total number of issuer may also be indexed by the rating
system, N it , so as to represent the number of issuers within a group that have a particular rating i
such that xk(t) = i ∀k ∈ g. (e.g. issuers belonging to the banking sector that have a rating AAA).
Second, the standard and directional transitional probabilities are estimated. The counts of the
issuers based on the rating and some characteristic (sector, product or region) are key in determin-
ing the the marginal and joint transition probabilities, pji and p
d,l
i,j , respectively.
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Third, the transition probabilities or transition matrices are used to obtain the implied corre-
lations from the estimators derived under STRM and DRTM. Let θ denote the STRM or DRTM
statistic, θSTRM = ρi,j , where the asset correlation is obtained from pDk (i, j) = Φρi,j(p
D
k (i), p
D
k (j)).
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Equivalently, θDRTM = ρ where ρ = sin
(
piτ
2
)
and τ = C−D√
C+D+Tx
√
C+D+Ty
.30 Note that even
though both estimators are derived from the probabilities, the probabilities themselves are func-
tions of the raw rating data. Then θ is implicitly a function of the raw rating data xk = (xk(1), ..., xk(T )),
θ(x) = θ(x1, ...,xK). It is important to consider the statistic for asset correlation as a function of
the raw rating data across the issuers, since this constitutes the sample of interest for the boot-
strap procedure. In other words, the observed value is the rating information of the issuer, xk for
k = 1, ..., K.
For the bootstrap we have the random sample x = (x1, ...,xK) from some unknown distribu-
tion F and we wish to estimate the asset correlation, using our statistic θ = t(F ) (either STRM or
DRTM) on the basis of x. Hence we estimate the asset correlation using θ̂ = s(x) and we call this
estimate the Center estimate. In other words this Center estimate is based on the observed sample
of issuers.
A bootstrap sample is defined to be a random sample of size K drawn from F̂ , say x∗ =
(x∗1, ...,x
∗
K). The star ∗ indicates that x∗ is not the actual observed data set x, but rather a random-
ized or resampled version of of x. The corresponding bootstrapped replication of θ̂ is θ̂∗ = s(x∗).
The bootstrap algorithm used to obtain the bias corrected estimate works as follows:
1. Select B independent bootstrap samples (B=10,000), x∗1, ...,x∗B. Each sample consist of K
issuers drawn with replacement from x.
2. Evaluate the bootstrap replication corresponding to each bootstrap sample. θ̂∗(b) = s(x∗b),
b = 1, ..., B. Let Gˆ be the cumulative distribution function of θ̂∗.
28See section 1.4.1.1.
29See section 1.4.1.4.
30See section 1.4.2.2.
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Using the previous algorithm we are interested in obtaining a bias corrected estimate for θ̂ and a
percentile interval for the asset correlations. Let θ̂∗(.) =
∑B
b=1
cθ∗(b)
B
denote the bootstrap average
(BootCenter). Then the bias of θ̂ based on the the bootstrap can be defined as Biasbθ = θ̂∗(.) − θ̂.
The bias corrected estimate of correlation is given by θ = θ̂ −Biasbθ (BiasCorr).31
An approximate 1− 2α percentile interval is given by[
θ̂%,low, θ̂%,up
]
≈
[
θ̂αB, θ̂
1−α
B
]
.
It is relevant to mention that resampling across the K issuers is not the only possibility for obtain-
ing the bootstrapped distribution. Another possibility is to resample across time, T. This would
involve resampling across the conditional marginal and joint probability distributions.32 Given
that the methods make strong assumptions (most likely false) with regard to time independence
we would not have to resort to complex bootstrapped schemes (e.g. block bootstrap) to deal with
time dependence in the transition probabilities. The main reason to favor bootstrapping across
individuals (rather than through time) is that K >> T therefore we expect much more variation
across the cross-sectional dimension. Furthermore, since we group (or bucket) the firms using the
sector, region or product qualifiers, once we resample the composition of the buckets changes and
hence the marginal and joint transition probability distributions change as well. There is a greater
possibility of variation in these probability distributions and hence on the implied asset correlation
estimates as opposed to the variation induced by the small time dimension.
31See for example tables 1.14 to 1.16.
32See section 1.4.1.1.
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Chapter 2
Uncertainty in asset correlation for portfolio
credit risk: the shortcomings of the Basel II
framework
2.1 Introduction
Asset dependence in portfolio credit risk management is a topic of growing importance for practi-
tioners and academics. Changes in the most common form of dependence (correlation) across as-
sets transfer some of the risk from the mean towards the tail of the loss distribution. Any increase
in correlation between the assets fattens the tail of the loss distribution and therefore requires a
greater amount of capital set aside to cover unexpected losses. Hence asset correlation is a corner-
stone parameter in the estimation of a bank’s capital requirements. Tarashev and Zhu (2007) show
that misspecified or incorrectly calibrated correlations can lead to significant inaccuracies in the
measures of portfolio credit risk and economic capital.
The Basel accord of 1988 was a first attempt to establish an international standard on a bank’s
capital requirements. However a significant drawback was the accord’s crude approach to deter-
mine the risk weights assigned to different positions in a bank’s portfolio. For example, a private
firm with a top rating would receive a weight a hundred times higher than any type of sovereign
debt, regardless of the rating of the former. The second Basel (henceforth Basel II) corrected the
imbalance by accounting for the relative credit quality of the issuers.1 Under Basel II regulators
gave more leeway to banks with the hope that they are able to perform a more accurate measure of
the risk heterogeneity of their portfolio. Hence bank managers have greater freedom to calibrate
the assigned risk weights and derive more accurate loss distributions for their portfolios.
In general, techniques to derive the loss distribution for the portfolio require simulation. Con-
sidering the dependence across all individual names would be very cumbersome, hence factor
models provide simple ways to map the dependence structure in the portfolio. Under the internal-
rating-based (IRB) approach to determine the risk weights, proposed in Basel II, the underlying
structure behind default dependence is a one factor model. Basel II suggests a value for the cor-
relation parameter, the unique dependence parameter of this one factor model, between 0.12 and
0.24. The literature proposes various estimates for these values in the ranges (0.01− 0.1) Chernih
et al. (2006) and (0.05− 0.21) Akhavein et al. (2005).
1The recommendations from the Basel II accord are contained in a document published by the Basel Committee
on banking supervision (2006).
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The risk factor model, used extensively in the literature on dynamic modeling of default risk,
provides the structure to estimate asset correlations with rating data. This model decomposes
credit risk into systematic (macro related) and idiosyncratic (issuer specific) components. In this
context McNeil and Wendin (2006) and Koopman et al. (2005) provide estimation methods to
fit the dynamics of default. The former explores heterogeneity among industry sectors and also
across rating classes whereas the later only explores heterogeneity across ratings. Both articles
recognize two difficulties inherent to rating data and, particularly, default: i) rating transitions
are scarce events and ii) defaults are extremely rare events. These two elements make statistical
inference more difficult. However, rating transition data is a preferred proxy for changes in the
creditworthiness of issuers because it is more direct than using other proxies such as equity or
spread data. Moreover, equity based correlation is not readily available for some types of issuers.
For example, for sovereigns and structured products there is no information available for equity or
debt. Therefore, it is not possible to link equity and assets through the option-theoretic framework
due to Merton (1974).
The aim of this chapter is twofold: First, estimate asset correlations within and across different
identifiable forms of grouping the issuers. Second, provide a sensibility analysis of these estimates
with respect to the model assumptions. We use Moody’s rating data for corporate defaults and
structured products. The corporate default database contains information on 51, 542 rating actions
affecting 12, 292 corporate and financial institutions during the period 1970 to 2009. The structured
products database contains information on 377, 005 rating actions affecting 134, 554 structured
products during the period 1981 to 2009. The database contains information on group affiliation
of the issuers such as type of product, or economic sector and country where a firm carries out its
business.2 According to the group affiliation, firms are organized into 11 sectors, 7 world regions
and 6 structured products.
The disaggregated approach (first objective), with respect to a world aggregate, contributes to
the existing literature on asset correlation since most of the literature has focused on estimating
these models on aggregate data (in particular aggregate US default count). With respect to world
region affiliation and structured products, the results in this chapter are a novelty. Furthermore, if
accounting for heterogeneity in a bank’s portfolio is an important part of Basel II, it is senseless
estimating models based on the aggregated data. By moving away from the aggregated data, the
few historical observations that are available on rating transitions (especially default) become even
more sparse. Therefore the existing methodologies encounter problems due to the sparsity of the
data.
The sensibility of the estimates of asset correlation with respect to the model assumptions
(second objective) goes beyond the Basel II benchmark: the one factor model. The elements of
the model that are analyzed, with regard to their effect over the parameters of interests, are the
following: i) introduction of additional group specific factors (i.e. a two factor model), ii) the
nature for the factors (i.e. observed or unobserved), iii) the data generating process of the factors,
iv) the functional form of the default probability (i.e. probit or logit), and v) for a given rating
system, the implications of migrating from different ratings to default (i.e. correlation asymmetry).
We use a generalized linear mixed model (GLMM hereafter) for estimation. This model con-
siders the observed number of firms that perform some migration (possibly to the default state),
out of a total number of firms within a given group (say an economic sector or world region), as a
2The main unit of analysis throughout the chapter is an issued financial obligation that has some particular rating.
The financial obligation can take many forms: On one hand it can be a corporate bond, issued by a firm. On the other
hand it can also be a financial product such as a structured product. Therefore, it is important to note that when we
refer to firms or issuers, we implicitly refer to the entity which is liable for such financial obligation.
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realization of a binomial distribution conditional on the state of some unobserved systematic fac-
tor. A one or two factor model (1-F, 2-F, henceforth) allows the decomposition of default risk into
the estimated factor(s) and the idiosyncratic component. A set of identifying assumptions on the
model allows for the estimation of both the factor(s) and the factor(s) loading(s). The state space
model built from this setup has a measurement equation that has the form of a binomial distribution
(making the model non-Gaussian and non-linear).
We find that the loading parameters of the factors across the 11 sectors, 7 world regions and 6
structured products are in general statistically significant. We recover the asset correlations from
the factor loadings and observe that in some cases, the asset correlations are higher than the Basel
II recommended values. For most models there is even a null or very small probability that the
asset correlation parameter is within the bounds recommended in the Basel II document. Asset
correlation is in particular very sensitive to the assumptions of the statistical model; for instance if
the unobserved component is autoregressive, as opposed to i.i.d.. Moreover, the two factor model
with AR(1) dynamics for the global factor and with a local systemic factor (called it sectorial,
regional, or product) is able to reproduce better the observed number of defaults than the 1-F
framework recommended by Basel II.
The results have two direct implications on the measurement of economic capital. First, they
show that the one factor model is too restrictive to account in a proper manner for the dependence
structure in the data and hence the portfolio. A two factor model provides a hierarchical structure to
the banks portfolio while still being parsimonious in terms of the parameters. This model includes
a global systemic factor plus a local systemic factor in addition to the idiosyncratic component.
The set of local systemic factors account for significant difference across identifiable grouping
characteristic within the portfolio such as economic sectors and world regions. Second, the esti-
mates of the dependent structure are strongly reliant on modeling assumptions, hence they convey
significant model risk. This source of model risk should be taken into account in the process of
model validation by the regulators.
The outline of the chapter is as follows: Section 2.2 presents the dynamic default risk model.
Section 2.3 describes the statistical model that encapsulates most structural credit risk models. Sec-
tion 2.4 describes the data. Section 2.5 presents the estimation methods and the results. Sections
2.6 presents some extensions to the default model. Section 2.7 concludes.
2.2 Dynamic factor model of default risk
The default risk model has its roots in the work by Merton (1974). In the last 10 years this model
has been at the center of the literature on portfolio credit risk modeling. The most general version
of the Merton model considers the asset value of a firm i = 1, .., N at time t = 1, .., T , Vi,t as
a latent stochastic variable. Let Vi,t follow a standard normal distribution. If Vi,t falls below a
predetermined threshold µi,t (related to the level of debt) then a particular event is triggered. This
event refers to a transition between states defined under some rating system. For capital adequacy
purposes, the most important event is default. However, since historically this is a rare event, it
is also interesting to consider a larger state-space to account for all possible transition in a given
rating system.3 These firms belong to the portfolio of an investor (say a bank) that wishes to model
the default dependence across the portfolio. With this in mind, the investor considers a F-factor
model (F-F, henceforth) as the underlying structure behind the dynamics and dependence structure
3An example of a rating system is Moody’s ratings on long term obligations (broad version): Aaa, Aa, A, Baa
(investment grade), Ba, B, Caa, Ca, C (speculative grade or non-investment grade).
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of the asset value for the firms that belong in the portfolio:
Vi,t :=
F∑
f=1
af,iBf,t +
√√√√1− F∑
f=1
a2f,iei,t,∀t ∈ T. (2.1)
In (2.1) the asset value of the firm is driven by F common factors Bf,t (common to all firms) and
a firm-idiosyncratic component, ei,t (Demey et al., 2004). Let Bt = (B1,t, ..., BF,t) and et =
(e1,t, ..., eN,t) be two F × 1 and N × 1 vector of factors and idiosyncratic components. We assume
that both components follow a multivariate normal distribution, Bt ∼ N(0, IF ), et ∼ N(0, IN),
and are orthogonal to each other, E[ei,t, Bj,s] = 0 ∀t, s, i 6= j. The elements af,i make up the
factor loading matrix A (of dimension F × N ). The weighting scheme of the F-F model along
with the distributional assumptions on the factors and idiosyncratic components guarantees that
the asset values are standard normally distributed. Furthermore, under these conditions, the entire
dependent structure is determined by A′A = Σ (a N ×N matrix).
Although the model is indexed for a particular firm, in practice estimation of the parameters is
performed on a more aggregate scale. If the parameters are indexed at the firm level then there are
a total of N(N + 1)/2 parameters to estimate the dependence structure. This model is therefore
computationally expensive for a large set of firms. One way to reduce dimensionality is to define
a set of homogeneous risk classes, i.e. group firms by some identifiable characteristic, economic
sector or the world region they belong to. Note g = 1, .., G as group indicator where G << N
(much smaller that N ), with the following implications for the model parameters:
1. Default threshold is unique within each group and across time, µi,t = µg ∀i ∈ g.
2. Constant correlation between firms in same group, ρi,j = ρg ∀i, j ∈ g.
3. Unique correlation between firms in different groups, ρi,j = ρg,d ∀i ∈ g, j ∈ d.
These assumptions imply a symmetric G×G correlation matrix Σ
Σ =

ρ1 ρ1,2 . . . ρ1,G
ρ1,2 ρ2
. . . ...
... . . . . . . ρG−1,G
ρ1,G . . . ρG−1,G ρG
 .
With the previous assumptions and if Σ is positive and definite, the F-factor model withG(G+1)/2
parameters is:
Vi,t :=
F∑
f=1
af,gBf,t +
√
1− ρgei,t, ∀i ∈ g.
We introduce an additional restriction so as to further reduce the parameter space to G + 1
correlations. This restriction implies that the correlation among two groups is unique among all
the groups, ρg,d = ρ ∀g 6= d, which implies
Σ =

ρ1 ρ . . . ρ
ρ ρ2
. . . ...
... . . . . . . ρ
ρ . . . ρ ρG
 .
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where ρ denotes inter correlation and ρi j = 1, ..., G intra correlations. We can show that this new
dependence structure is equivalent to the dependence structure derived from a 2-F model, instead
of the F-F model:
Vi,t :=
√
ρBt +
√
ρg − ρBg,t +
√
1− ρgei,t, ∀i ∈ g, (2.2)
where Bt represents a global systemic factor and Bt,g represent a local systemic factors that deter-
mines the default process.
One further restriction is possible so that there is only one relevant risk class: ρg = ρ , hence
the model reduces to a 1-F model
Vi,t :=
√
ρBt +
√
1− ρei,t∀i.
In this case, the dependence structure across a set of firms (in the bank’s portfolio) is determined
entirely by the parameter ρ. This model reflects the Basel II framework and is considered to be an
oversimplified representation of the factor structure underlying default dependence, particularly for
internationally active banks.4 The main pitfall of the 1-F approach is that it does not detect concen-
trations or recognize diversification (the dependence structure of the whole portfolio is described
by one parameter).
Once a particular dynamic structure for the asset value Vi,t is chosen as satisfactory (F-F, 2-F,
or 1-F), the next step is to link this setup to the observed rating transitions in order to estimate
the parameters of interest i.e., the elements of the Σ matrix. The rating information on the firms,
such as the one provided by Moodys, provides the count data to characterize default risk in terms
of the number of firms that went into default for a particular period. Let kg,t be the number of
firms in group g at time t, and yg,t the number of firms that made some transition between the two
states (non-default and default) between t and t + 1. We assume that the number of defaults are
conditionally independent across time given the realization of the latent factors. Then yg,t has the
following conditional distribution
yg,t|Bt ∼ Binomial(kg,t, pig,t), g = 1, .., G; t = 1, .., T, (2.3)
where pig,t is the conditional probability of default and Bt = (Bt, B1,t, ..., BG,t) is the vector of
global and local systemic factors. Equation (2.3) constitutes the measurement equation of a state
space model.
As mentioned previously, default occurs if the asset value of the firm Vi,t falls bellow threshold
µg. Therefore, this probability can be expressed as a probability function ∆ : R→ (0, 1), depend-
ing on the threshold and the dynamics (F-F, 2-F, 1-F) that describe the evolution of the asset value
of the firms that belong to the portfolio:
pig,t = P (Vi,t ≤ µg)
= P
(
ei,t ≤
µg −√ρBt −√ρg − ρBg,t√
1− ρg
)
= ∆
(
µg −√ρBt −√ρg − ρBg,t√
1− ρg
)
.
The factors are the main drivers of the credit conditions, often considered as a proxies for the
credit cycle, Koopman et al. (2006). We consider multiple dynamics for the unobserved factors
4See McNeil et al. (2005).
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(autoregressive, random walk, white noise). For now assume that the factor(s) follow an VAR(1)
process:
Bt = ΦBt−1 +Θηt, (2.4)
where ηt ∼ N(0, I), and Φ = diag(φ, φ1, ..., φG), Θ = diag(
√
1− φ2,
√
1− φ21, ...,
√
1− φ2G).
The weighting scheme of the VAR(1) process guarantees that each factor is standardized (Bg,t ∼
N(0, 1)), as required. This normalization of the factors is important in order to be able to identify
the loading parameters
√
ρ. Equation (2.4) constitutes the state equation of a state-space model.
2.3 Statistical model
In the portfolio credit risk literature various authors (Gordy and Heitfield (2002), Demey et al.
(2004), Koopman et al. (2005) and McNeil and Wendin (2006, 2007)) propose similar types
of factor models for default risk, the so called structural type models that follow the Mertonian
framework. All the underlying models are special cases of the generalized linear mixed model
(GLMM) for portfolio credit risk, see Wendin (2006).5 This family of models is well known in
statistics and has the potential to deal with data in continuous, discrete or binary format. The
GLMM type models have the following characteristics:
1. A random effect Bt. The unobserved factors play the role of the random effects. As observed
in the previous section depending on the number of factor in the model we can consider one
random effect or a vector of random effects. In this section we consider only one random
effect, Bt, not the vector of random effects Bt.
2. The model is specified by determining the conditional distribution of the observed variable,
hi,t (default indicator for firm i; see bellow), given the random effect, Bt, and, possibly, a
set of observed covariates xt, see Section 6.1. The distribution belongs to the exponential
family (Bernoulli, Binomial, Multinomial,..).
3. A link function ∆ that links the conditional mean of hi,t and the linear form of the predictors.
Some possible link functions are the logit, probit, or complementary log-log.
In the default risk model presented in the previous section there are only two possible states
for the firms: non-default or default. Hence denote hi,t as a default indicator variable for firm i:
hi,t = 1 if firm i is in default and hi,t = 0 otherwise. Under this setup, we can write a 1-F Bernoulli
mixture model (of the GLMM family) as follows:
P {hi,t = 1|Bt} = ∆(Ut,i − βBt) ,
where Ut,i is the default threshold and Bt is an unobserved factor (random effect) that makes the
default indicator hi,t conditionally independent. Furthermore, the link function, ∆ : R→ (0, 1), is
a smooth, strictly increasing mapping. As in the previous section we aggregate the data (e.i. reduce
the dimension) in order to concentrate on groups of firms rather than on the individual firms. For
homogeneous groups of firms (sectors, world regions or products), let yg,t denote the number of
defaults within group g at time t. Where yg,t =
∑kg,t
i=1 Ii∈ght,i and Ii∈g is an indicator function that
5Appendix B illustrates how the state-space model used by Koopman et al. (2005) belongs to the family of GLMM
models.
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we use to add the default occurrences in every group (e.i. hi,t = 1 ∀i ∈ g). This aggregation step
transforms the model from a 1-F Bernoulli mixture model to a 1-F Binomial mixture model:
yg,t|Bt ∼ Binomial(kg,t,∆(Ug − βgBt)),∀i ∈ g; t = 1, .., T.
Likewise, it is also possible to obtain a 2-F Binomial mixture model:
yg,t|Bt ∼ Binomial(kg,t,∆(Ug − βBt − βgBt,g)),∀i ∈ g; t = 1, .., T. (2.5)
Any of these expressions constitute the measurement equation in the state-space model that will
be the focus of estimation in the latter sections. The state equation that completes the state-space
model for the 1-F model is
Bt = φBt−1 +
√
1− φ2ηt,
where the unobserved factor is univariate rather than multivariate and ηt ∼ N(0, 1). In this partic-
ular case, we normalize Bt in order for the factor weight β to be identified.
On the other hand, the state equation that completes the state-space model for the two factor
model is
Bt = ΦBt−1 +Θηt,
where ηt ∼ N(0, I), and Φ = diag(φ, φ1, ..., φG), Θ = diag(
√
1− φ2,
√
1− φ21, ...,
√
1− φ2G).
The weighting scheme of the VAR(1) process guarantees that each factor is standardized (Bg,t ∼
N(0, 1)), in order for the factor weights β and βg’s to be identified.
There are two considerations that border on the theoretical and the empirical with respect to
the latent factor(s).
The first issue is whether the factor(s) in the default risk model should be considered as unob-
served, observed or both. The factor(s) represent the main driver (systemic component) behind the
possibility that a firm goes into default or not. Systematic credit risk factors are usually consid-
ered to be correlated with macroeconomic conditions. Nickell et al. (2000), Bangia et al. (2002),
Kavvathas (2001), and Pesaran et al. (2003) use macroeconomic variables as factors in default
risk models. However, there are some doubts whether there is an adequate alignment between the
credit cycle (implied by rating and default data) and the macroeconomic variables. Koopman et al.
(2006) indeed show that business cycle, bank lending conditions, and financial market variables
have low explanatory power with respect to default and rating dynamic. Das et al. (2007) find that
US corporate default rates between 1979 and 2004 vary beyond what can be explained by a model
that only includes observable covariates. Such results give a strong motivation for the introduction
of unobserved components in default risk models. Furthermore, McNeil and Wendin (2006, 2007),
Koopman et al. (2007) show that there are gains in term of the fit of the model and forecasting
accuracy, when both observed macroeconomic covariates and unobserved components are consid-
ered. There is a growing consensus that such unobserved factors represent a frailty effect that is
key in replicating the clustering of defaults in the historical data.
The last issue is the dynamic characterization of the factors. In some of the earliest articles that
focus on the estimation of asset correlations, the factors were considered as (i.i.d.) standard nor-
mal random variables.6 However, Bangia et al. (2000) and Nickel et al. (2000) have empirically
shown that changes in the macroeconomic environment have some effect over rating transitions
and default, which suggest that the credit default process is serially correlated. Furthermore, the
source of this serial correlation is the autocorrelation present in the factor (observed macro covari-
ates and/or the unobserved component). The existence of serial correlation also points to the fact
6See Gordy and Heitfield (2002) and Demey et al. (2004).
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that rating procedures within the rating agencies are more through-the-cycle than point-in-time.
The implied correlations are obtained from the parameters of the statistical model following the
procedure depicted in Appendix C.
2.4 Data and Stylized Facts
2.4.1 Data
We use Moody’s corporate default database on issuer senior rating, which contains information on
51,542 rating actions affecting 12,292 corporate and financial institutions during the period 1970
to 2009. 7 We also use Moody’s database on structured products that contains information on
377,005 rating actions affecting 134,554 structured products (only the super senior trench) during
the period 1981 to 2009.8
Moody’s database considers 9 broad ratings (Aaa, Aa,..) for the period 1970 to 1982 and 18
alphanumeric ratings (Aaa, Aa1, Aa2,..) from 1983 onwards. For consistency the 9 broad ratings
are considered throughout the sample. Although Moody’s does not have an explicit default state,
it does have a flag variable that indicates when an issuer can be considered in default or close to
it. Since there are different definitions of default (e.g. missed or delayed disbursement of interest
and/or principal, bankruptcy, distressed exchange) Moody’s keeps rating the issuer according to
their rating grades. We use the flag variable to determine a unique date of default irrespective of
the fact that Moody’s still gives a broad grade.
Additional to the rating information for each issuer there is an assigned country and economic
sector codes (two and four digits SIC codes and Moody’s own sector codes). We recode the
countries into 7 world regions and use Moody’s 11 classification as the relevant set of economic
sectors (Table 2.1). We organize the structured products by the type of deal.
The data in the models are the yearly time series of: i) the total number of firms in group g that
at time t hold some particular rating, kg,t, and ii) the number of firms belonging to that same group
g that at the end of time t have defaulted, yg,t. These two variables are the only observables in the
state space models considered at the end of the previous section.
As mentioned previously, the event of default is an extremely rare event, inference on this
type of event is complex. In particular the time series of defaults suffer of overdispersion or zero-
inflation. This zero inflation is exacerbated when we disaggregate the data into groups (i.e. sectors,
regions and products). Since default is already a rare event in the aggregate, then when we make
a subgroup of this aggregate, the observed defaults become even fewer within each group. The
problem of zero-inflation affects the model since it deviates from the assumption that the default
counts have a binomial behavior. In other words, an increasing number of zeros may degenerate
the distribution. In order to overcome the problems due to overdispersion, a zero-inflated binomial
model for the default counts is developed and estimated in Section 2.6.2.
2.4.2 Stylized Facts
The database on long term corporate issuers is to a great extend (especially in the first part of
the sample) composed of US issuers. The US data represents about 65% of the potential data on
rating transitions. The yearly probabilty of default, using all of the available issuers and only US
7The last observation in the database is April 2009.
8Ibid.
46
Table 2.1: Economic sectors, world regions and structured product types.
Moodys Abbreviations yg kg
Sectors
Banking BAN 63 17260
Capital industries CAI 370 19477
Consumer Industies COI 291 11974
Energy & Environment EAE 108 7429
Finance, Insurance & Real Estate FIR 47 11360
Media & Publishing MED 46 1791
Retail & Distribution RET 137 4797
Sovereign & Public Finance SOV 26 6364
Technology TEC 181 9970
Transportation TRA 82 4229
Utilities UTL 28 11087
World Regions
Western Europe WEP 80 16717
Eastern Europe EEP 12 806
North America NOA 1104 74229
Central & South America SCA 63 4194
Asia & Oceania AOC 45 8695
Middle East MDE 2 298
Africa AFK 4 170
Structured Products
Asset-backed security ABS 75 53558
Collateralized debt obligations CDO 975 31087
Commercial and Other Mortgage backed security CMBS 116 35361
Home Equity Loans HEL 157 47993
Other Structured Products OSP 131 107831
Residential Mortgage backed security RMB 2032 135313
Organization of the Moody’s databases according to groups of economic sectors,
world regions and structured product types. yg denotes the total number issuers that
have defaulted within each group over the sample period. kg denotes the total number
of issuers within each group across the entire period.
issuers, is presented in Figure 2.1, together with the yearly US GDP growth rate.9 Clearly, the
health of the economy is an important determinant of the number of defaults, with the caveat that
the default probability increases over time because at the end of the sample there are substantially
more issuer information than at the beginning (especially for non-US issuers). However, if we
consider either recessions or expansions (say the late eighties or nighties), the intensity of the
respective phenomenon leads to different outcomes in terms of default. The degrees of variation
in default probability to the depth of US recessions motivates the idea that there must be some
additional sector specific effects that must be mitigating the aggregate shock.
Figures 2.2 shows the number of defaults for five sectors: Consumer industries, and technol-
ogy, that have a significant number of defaults; Banking, financials and sovereign, that have few
rating movements. The later illustrates the problem of zero-inflation. Consumer industries have an
important participation on defaults throughout all the sample, while technology is a late starter and
shows increasing activity in 2002 and 2001, which was a very volatile period for the industry (the
burst of the telecommunications bubble that had its peak in the late 2000). Although sectors are
9The default probability is estimated in a very simple and naive manner, as the number of firms that went into
default, over the total number of firms (for some period, year or quarter).
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Figure 2.1: Aggregate, US and World Default Probabilities and US GDP annual growth.
believed to show their own dynamics, there are periods of general turmoil (clustering effects) that
are evident in the sample, especially at the end of the nineties.
Figure 2.2: Number of Defaults for some sectors.
For structured products (Figure 2.3), the information available has increased with the rapid
expansion of the market for these types of securities. Most of the relevant information is at the end
of the sample. It is also evident the increasing number of defaults in 2008 and the preliminary data
of 2009, especially in collateralized debt obligations and residential mortgage backed securities.
In general the figures on sectors and structures products show a great deal of heterogeneity
in default events. In the estimation part, the objective is to try to capture the intra and inter cor-
relations due to rating movements. Furthermore, since rating movements are closely related to
creditworthiness, results will give some idea of the asset correlations.
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Figure 2.3: Number of Defaults for some structured products.
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2.5 Estimation
The model in Section 2.3 is a non-linear and non-Gaussian state space model because of the bi-
nomial form of the measurement equation. Furthermore the model incorporates an unobserved
component. In this context, standard linear estimation techniques are not appropriate. The estima-
tion of such model, has been performed on credit rating data, either using a Monte Carlo maximum
likelihood method (Koopman et al. (2005) and Durbin and Koopman (1997)) or using Bayesian
estimation, in particular Gibbs sampling (Wendin (2006) and McNeil and Wendin (2005, 2007)).
This chapter follows the second approach mainly on two accounts: it provides greater flexibility in
dealing with the over dispersion (zero-inflation) and, it is possible to derive a distribution for the
asset correlations (parameter of interest).
2.5.1 Bayesian Estimation
Denote ψ := (ψ1, ..., ψG) as the relevant set of parameters. This set naturally includes the unob-
served components. Bayesian inference considers the unknown parameters ψ as random variables
with some prior distribution P (ψ). The prior distribution along with the conditional likelihood
of the observed data x := {(yg,t, kg,t)}G,Tg=1,t=1 are used to derived the posterior distribution for
the unknown parameter: P (ψ | x) ∝ P (x | ψ)P (ψ). In some cases the posterior distribu-
tion is unattainable analytically. Hence the evaluation of the joint posterior requires the use of
Markov chain Monte Carlo (MCMC) algorithms, such as the Gibbs sampler. The Gibbs sam-
pler is a specific componentwise Metropolis-Hastings algorithm that performs sequential updating
of the full conditional distributions of the parameters in order to reproduce the joint posterior of
the parameters. In other words, the algorithm proceeds by updating each parameter ψj by sam-
pling from its respective conditional distribution, given the current values for all other parameters
ψ−j := (ψ1, .., ψj − 1, ψj + 1, .., ψJ) and the data. This conditional distribution is the so-called
full conditional distribution.10 With a sufficiently large number of repetitions, it can be shown that,
under mild conditions, the updated values represent a sample from the joint posterior distribution.
Each model is estimated using three parallel Markov chains that are initiated with different
starting values. Convergence of the Gibbs sampler is assessed using the Gelman-Rubin (1992,
1996) scale-reduction factors. The autocorrelations of sample values are also checked to ver-
ify that the chains mix well. Only after convergence, the Deviance Information Criterion (DIC)
is used to choose among the different models fitted to the data, following Spiegelhalter et al.
(2002). The different model characterize different assumptions for the dynamic factor model
for default risk (e.g. 1-F vs 2-F, dynamics of unobserved factors). This criterion resembles the
Akaike’s Information Criteria, since it is expected to choose the model which has the best out-
of-sample predictive power.11 The DIC is defined as follows. First recall the usual definition
of the deviance, dev = −2logP (x | ψ). Let dev denote the posterior mean of the deviance
and d̂ev the point estimate of the deviance computed by substituting the posterior mean of ψ̂.
Thus d̂ev = −2logP (x | ψ̂). Denote by pD the effective number of parameters (elusive quan-
tity in Bayesian inference) defined as the difference between the posterior mean of the deviance
and the deviance of the posterior means, pD = dev − d̂ev. The DIC is defined as follows:
DIC = dev + pD. The model with the smallest DIC value is considered to be the model that
would predict a dataset of the same structure as the data actually observed. Since the distribution
10See appendix D.
11The estimation was performed using WINBUGS Release version 1.4.3, http://www.mrc-
bsu.cam.ac.uk/bugs/winbugs/contents.shtml.
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of the DIC is unknown (no formal hypothesis testing can be done) it is a difficult task to define
what constitutes an important difference in DIC values. Spiegelhalter et al. (2002) propose the
following rule of thumb: if the difference in DIC is grater than 10, then the model with the larger
DIC value has considerable less support than the model with the smallest DIC value.
As mentioned previously, a further advantage of using a full Bayesian approximation is that
the parameter of interest, the asset correlations, and especially the uncertainty about them can be
directly obtained from the MCMC. The parameters of the statistical model are the factor loadings,
but we know that through a series of identifying restrictions in the economic model, we can estab-
lish a functional relationship between the factor loadings and the asset correlations, ρ = f(β).12
We can include such function in the Monte Carlo procedure so as to derive directly the parameters
of interest and, in particular, derive a confidence set.
An informative prior is used for the autoregressive coefficient that determines the dynamics
of the unobserved factor, φ ∼ U(−1, 1). According to this prior the unobserved factor follows a
stationary AR(1) process. Diffuse but proper priors are considered for all other parameters (the
factor loadings β(g) ∼ U(0, 10), and the default threshold Ug ∼ N(0, 103)), however other priors
are also possible if specific prior information is available for some parameters.1314 The sampling
method used for the distributions is a Slice sampler, due to Neal (2003). The sampler was run for
10,000 iterations, with the first 5,000 iterations discarded as a burn-in period.
2.5.2 Models
We consider different specifications with respect to the factor(s) model: univariate (A and B) or
two factor models, (C and D) models. The aggregate data only has a one factor representation
(Model A), since the panel structure is required in order to account for the second factor. This
second factor can be thought as a local systemic factor. In model A the unobserved factor Bt has
two possible dynamics a stationary AR(1) or a i.i.d. N(0, 1) process. The conditional distribution
of defaults is
yg,t|Bt ∼ Binomial(kg,t,∆(Ug − βBt)).
In model B Bt is defined in the same way as model A but the factor has a group specific weight
β(g). Hence the conditional distribution of defaults is
yg,t|Bt ∼ Binomial(kg,t,∆(Ug − βgBt)).
In model C, there are two unobserved factors. The first factor Bt ∼ N(0, 1) is a stationary AR(1)
process. This factor represents the so-called global systemic factor. The second factor Bt,g ∼
iidN(0, 1) ∀g. Note that this second factor represents the local systemic factor and is drawn from
a distribution that is unique across all of the groups. In this two factor model the conditional
distribution of defaults is
yg,t|Bt, Bt,g ∼ Binomial(kg,t,∆(Ug − βBt − βgBt,g)).
A more complex model was also considered, where the second factors Bt,g ∼ N(0, 1) follow a
stationary AR(1) process.15 However, this model is not presented because it systematically over-
estimated the default count. This version of the model has greater economic appeal than model C
12See Appendix C.
13This range for the factor loading captures all the possible values for the asset correlation ρ ∈ (0, 1). Larger interval
values, such as an improper prior like U(−200, 200) or N(0, 103) only improve decimal point accuracy. The value is
also restricted to be positive in order to prevent label switching.
14See Tarashev and Zhu (2007) for some possible informative priors for the some of the parameters.
15The results for this model are available upon request to the corresponding author.
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because the second factors have some form of mean reverting behavior that is consistent with what
is expected for a sector specific shock.
In model D both the first and second factor have the following distributions Bt ∼ iidN(0, 1)
and Bt,g ∼ iidN(0, 1) for each g, respectably. Using the notation of section 2, Bt = ηt. The
conditional distribution of defaults is equivalent to the one of model C. It is important to note that
in every case the unobserved factors are orthonormal, guaranteeing that the factor(s) weight(s), β
or βg, are identified.
2.5.3 Results
With the aggregate default data from the US, we estimate model A (Table 2.2). The value of
the persistence parameter φ of the AR(1) specification is 0.91 and indicates a strong persistence,
as found by Koopman et al. (2005), whereas McNeil and Wendin (2006) find smaller values
0.68.16 The value of the loading parameter β is 0.56 and it is close to the estimate obtained for
the same specification by Koopman et al. (2005). The value of the parameter gives an estimate
for asset correlation of 0.24. In general, the estimated parameters are very close to those obtained
from a similar set up by Koopman et al. (2005). Hence it is possible to replicate their stacked
smoothed estimate of the common component ft (Figure 2.4) even though the data set is not the
same.17 The results presented in this chapter use Moody’s US data whereas Koopman et al. (2005)
use Standard and Poor’s database. As can be seen from figure 2.4, the unobserved component
tracts well the early 1990’s US recession as well as the collapse of the dot-com bubble in the
mid 2000’s. If the unobserved component is assumed to be i.i.d. the asset correlation falls to
0.10. The information criteria, DIC, indicates no significant difference with respect to the response
function. Furthermore, the model with an AR(1) type unobserved factor performs better than the
i.i.d. according to the information criteria.18 Both the AR(1) specification as well as the i.i.d. for
the unobserved component provide an adequate fit to the aggregate US default data. There is no
significant gain from the AR(1) specification as initially indicated by the DIC in Table 2.2.
Correlation asymmetry is a phenomenon found consistently in the literature irrespective of
the data or methodology used in obtaining estimates of asset dependence with defaults (Das and
Geng, 2004). This phenomenon has a further intuitive appeal since it indicates that high graded
issuers (in many cases large firms) have a larger exposure to systemic risk, whereas low graded
issuers (medium and small firms) face more idiosyncratic risk. Using the aggregate data for all
world regions (not only US) the estimated asset correlations, from model A for the AR(1) and i.i.d.
specifications for the unobserved component are 0.18 and 0.09, respectively (Figure 2.5 and Table
2.3).
Three separate exercises were also considered using model A. The first only considers defaults
from non-investment grade issuers. The second only considers defaults from investment grade
issuers (Table 2.3). Results are consistent with correlation asymmetry, as they indicate an inverse
relation between correlation and the quality of the issuer. In other words correlation is larger for
investment grade issuers (ρIG = 0.4) than for non-investment grade issuers (ρNIG = 0.17) issuers
(Figure 2.6).
The last exercise based on the model A, provides a simplified approach to capture the effects
of tail risk. Since model A is a 1-F model tail risk is naively introduced by changing the stan-
16The majority of the Moody’s data comes from the US specially the data before 1990.
17In their article it is figure 5.
18Higher order autoregressive process of the unobserved factor were tested at some point but provide no improve-
ment over the AR(1). Results are available under request.
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Table 2.2: Aggregate US Corporate default data.
Probit Response Function Logit Response Function
Model A AR(1) Model A iid Model A Student-t Model A AR(1) Model A iid
β 0.562*** 0.334*** 0.253*** 0.961*** 0.347***
(0.193) (0.046) (0.049) (0.036) (0.012)
φ 0.914*** 0.868***
(0.069) (0.033)
DIC 140 254 257 251 265
Asset Correlations
2.5 0.065 0.062 0.028 0.185 0.000
Mean 0.241 0.102 0.058 0.219 0.109
97.5 0.471 0.162 0.114 0.232 0.115
Estimation Results from the Aggregate US Corporate default data from 1970 to 2009.
The results are taken with respect to all rated firms, investment grade and non-
investment grade rated firms. The Monte Carlo standard errors of the mean are shown
in parentheses. *, **, and *** denote significance at the 10%, 5%, and 1% levels,
respectively.
dard assumption on the distribution of the unobserved factor.19 The unobserved factor, for the
sole purpose of this exercise, follows a standardized Student-t distribution with two degrees of
freedom, Bt ∼ iid t(0, 1, 2). The results indicate (table 2.2.) no significant gain with respect to
the standard assumptions on the dynamics of the unobserved factor, according to DIC. However,
the estimated value for the correlation is approximately half the value obtained when using the
standard assumptions on the dynamics of the unobserved factor. These results imply that by con-
sidering a distribution with thicker tails than the standard Gaussian, this model is able to capture
the same default dynamics as the standard model, requiring on average a smaller estimate of the
asset correlation.
Different types of factor models (models A through D) are considered for the panel data of
sectors (Table 2.4), regions (Table 2.5) and structured products (Table 2.6). The tables report the
posterior means and the standard errors for the model parameters using the Probit type response
function.20 For the parameters in each model, on average convergence of the Markov chains was
reached after 4,000 to 6,000 iterations.
In general, the parameters indicate that the global systemic factor weight is statistically signif-
icant in all the models (Tables 2.4 to 2.6), except for model D in the sectors and regions. On the
other hand, the local systemic factor weight is not always statistically significant. For example,
the extreme case is model D for regions, where the overall factors (except in the case of Western
Europe) do not play a role in the dynamics of defaults.
Once convergence is obtained, the DIC indicates that the most appropriate model is model C
for sectors and regions, and model D for products (Table 2.7). Model C is a two factor model
that has an autoregressive global unobserved factor and a unique i.i.d. component for the local
systemic factor. This previous specification is the same as model 4 of McNeil and Wendin (2007)
and it is one of the models used to derived the asset correlations (Table 2.8), following the method
19Accounting for tail risk would also require to change the distribution of the firm-idiosyncratic component, ei,t.
This has an effect on the choice of link function. In order to avoid this additional complication only the distribution
of the unobserved factor is modified. It is important to note that the change is enough to loose the tractability of the
distribution of the asset value, Vi,t.
20There were no significant differences between the response functions, only the Probit results are presented, but
the Logit results are available upon request.
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Figure 2.4: Unobserved factor, Aggregate US defaults.
Unobserved factor (Global indicator of creditworthiness) estimated from the Aggre-
gate US rating data. The unobserved factor obtained thought Bayesian methods is
quite similar to the same type of factor obtained though Monte Carlo maximum like-
lihood methods (Koopman et. al. 2005).
presented in Appendix C. Model D has the same structure as the model estimated in Demey et al.
(2004) and the asset correlations derived from it are presented in Table 2.10. There is a striking
difference between the asset correlations derived from both models. Asset correlations derived
from model C are much higher than the ones derived from model D, particularly in the case for
sectors and regions. While the asset correlations of model D are within the range of the Basel II
(2006) recommended values (0.12-0.24), even lower in some cases, model C proposes much higher
values, with a possible range of 0.3 to 0.5. Another way to look at it is to determine the probability
that the estimated asset correlation is within the Basel II bounds, P (0.12 ≤ ρ ≤ 0.24), using the
posterior distribution. Whereas in model C the probabilities are well below 7% for regions, and
for sectors and products they are zero, in model D these same probabilities are 11% for regions
and sectors and 5% for products. These results indicate that the Basel recommended bounds are
overoptimistic with respect to uncertainty surrounding asset dependence. Furthermore, in most of
the models considered in this Section, the Basel recommended bounds are located in the left tail of
the posterior distribution of asset correlation hence they seem to be consistent with a low level of
systemic risk (figures 2.6, 2.7).
The differences in the implied asset correlations due to the dynamics of the unobserved factors
make intuitive sense because even though the factors are stationary, the fact that there is persistence
(in some cases it is very strong), implies that any shocks in the short run will not dissipate from
year to year. This also can explain the clustering phenomenon (across sectors and regions) of the
number of defaults observed in the stylized facts. The asset correlations (Tables 2.8) also indicate
(consistently across methods) that there are some sectors that are more volatile than others such as
banking, energy and technology.
2.5.4 Implications on economic capital
As briefly mentioned in the introduction very strong modeling assumptions in credit portfolio mod-
els carry an important impact on economic capital. Tarashev and Zhu (2007) present an empirical
procedure for analyzing the impact of model misspecification and calibration errors on measures
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Table 2.3: Aggregate Corporate default data.
Non-Default to Default Non-Investment Grade to Default Investment Grade to Default
Model A AR(1) Model A i.i.d. Model A AR(1) Model A i.i.d. Model A AR(1) Model A i.i.d.
β 0.4593** 0.3123*** 0.4558** 0.3054*** 0.8291*** 0.748***
(0.183) (0.312) (0.202) (0.0446) (0.126) (0.148)
φ 0.8743*** 0.8459*** 0.7085***
(0.874) (0.106) (0.126)
DIC 160 257 164 254 96 100
Asset Correlations
2.5 0.053 0.057 0.050 0.051 0.223 0.166
Mean 0.178 0.090 0.177 0.086 0.404 0.356
97.5 0.450 0.138 0.472 0.145 0.497 0.492
Estimation Results from the Aggregate Corporate default data from 1970 to 2009.
The results are first taken with respect to all rated firms, second only taking non-
investment grade rated firms and last only taking investment grade rated firms. Results
are presented only or the Probit response function. The Monte Carlo standard errors
of the mean are shown in parentheses. *, **, and *** denote significance at the 10%,
5%, and 1% levels, respectively.
Figure 2.5: Estimated Bounds vs. the Basel II recommended bounds.
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Posterior distribution of implied asset correlations from a one-factor model, using all
rated firms. Note that implied asset correlation depends critically on model assump-
tions.
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Figure 2.6: Estimated Bounds and correlation asymmetry.
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Estimated Bounds vs. the Basel II recommended bounds. Posterior distribution of im-
plied asset correlations from a one-factor default risk model, using Investment Grade
(IG) and Non-Investment Grade (NIG) rated firms. Note that implied asset correlation
depends critically on model assumptions.
Table 2.4: Disaggregated panel of economic sectors.
Model A B C D
β 0.878*** 0.845*** 0.170*
(0.117) (0.147) (0.094)
β′s
BAN 0.809*** 0.467*** 0.446***
(0.128) (0.118) (0.110)
CAI 0.773*** 0.071* 0.074
(0.0989) (0.041) (0.045)
COI 0.723*** 0.101** 0.178***
(0.104) (0.051) (0.060)
EAE 0.765*** 0.412*** 0.128*
(0.126) (0.096) (0.077)
FIR 0.577*** 0.177* 0.087
(0.163) (0.100) (0.064)
MED 0.463** 0.292* 0.120*
(0.181) (0.158) (0.070)
RET 0.636*** 0.106 0.082
(0.123) (0.069) (0.058)
SOV 0.774*** 0.108 0.203***
(0.152) (0.089) (0.060)
TEC 0.908*** 0.259*** 0.225***
(0.075) (0.056) (0.068)
TRA 0.517*** 0.272** 0.095
(0.139) (0.108) (0.067)
UTL 0.706*** 0.236* 0.192**
(0.162) (0.136) (0.093)
φ 0.962*** 0.950*** 0.956***
(0.0223) (0.020) (0.036)
Estimation Results from the disaggregated panel of economic sector default data from
1970 to 2009. Results are presented only or the Probit response function. The Monte
Carlo standard errors of the mean are shown in parentheses. *, **, and *** denote
significance at the 10%, 5%, and 1% levels, respectively.
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Table 2.5: Disaggregated panel of world regions.
Model A B C D
β 0.781*** 0.792*** 0.178*
(0.163) (0.182) (0.107)
β′s
WEP 0.553*** 0.271** 0.244**
(0.139) (0.113) (0.115)
EEP 0.746*** 0.281 0.113
(0.180) (0.205) (0.084)
NOA 0.588*** 0.052 0.081
(0.115) (0.039) (0.053)
SCA 0.685*** 0.238** 0.109*
(0.155) (0.102) (0.065)
AOC 0.787*** 0.308** 0.154*
(0.141) (0.150) (0.093)
MDE 0.380 0.589** 0.114
(0.259) (0.256) (0.081)
AFK 0.806*** 0.615** 0.173*
(0.167) (0.241) (0.104)
φ 0.952*** 0.929*** 0.948***
(0.034) (0.035) (0.046)
Estimation Results from the disaggregated panel of world region default data from
1970 to 2009. Results are presented only or the Probit response function. The Monte
Carlo standard errors of the mean are shown in parentheses. *, **, and *** denote
significance at the 10%, 5%, and 1% levels, respectively.
Table 2.6: Disaggregated panel of structured products.
Model A B C D
β 0.949*** 0.943*** 0.754***
(0.044) (0.050) (0.229)
β′s
ABS 0.008 0.446*** 0.617***
(0.007) (0.124) (0.140)
CDO 0.193*** 0.335*** 0.446***
(0.011) (0.099) (0.136)
CMBS 0.155*** 0.317* 0.647***
(0.020) (0.165) (0.149)
HEL 0.146*** 0.645*** 0.364
(0.016) (0.170) (0.241)
OSP 0.066*** 0.354** 0.827***
(0.012) (0.156) (0.118)
RMB 0.985*** 0.818*** 0.741***
(0.015) (0.127) (0.213)
φ 0.918*** 0.641*** 0.932***
(0.021) (0.061) (0.018)
Estimation Results from the disaggregated panel of structured products default data
from 1982 to 2009. Results are presented only or the Probit response function. The
Monte Carlo standard errors of the mean are shown in parentheses. *, **, and ***
denote significance at the 10%, 5%, and 1% levels, respectively.
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Table 2.7: Deviance Information Criterion.
Model Probit Logit
Sectors
A 1520.5 1852.7
B 1522.1 1827.7
C 1341.8 1568.1
D 1360.9 1597.9
ZIB 1088.1 1648.2
Regions
A 543.1 639.3
B 562.1 615.4
C 494.8 540.2
D 509.4 541.2
ZIB 378.1 557.0
Structured Products
A 593.0 598.3
B 464.6 570.0
C 301.1 345.3
D 298.7 382.8
ZIB 287.9 344.5
Model Choice is performed by minimizing the Deviance Information Criterion (DIC).
Figure 2.7: Posteriors distributions for implied asset correlations (Model C), World Regions.
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Table 2.8: Asset correlations from model type C.
Model C 2.5 Mean 97.5
Global 0.150 0.329 0.396
Banking 0.283 0.482 0.583
Capital industries 0.182 0.415 0.500
Consumer Industies 0.187 0.417 0.501
Energy & Environment 0.267 0.469 0.560
Finance, Insurance & Real Estate 0.198 0.427 0.516
Media & Publishing 0.230 0.447 0.555
Retail & Distribution 0.189 0.418 0.503
Sovereign & Public Finance 0.188 0.419 0.506
Technology 0.215 0.436 0.520
Transportation 0.221 0.441 0.534
Utilities 0.206 0.437 0.538
Global 0.088 0.301 0.392
Western Europe 0.154 0.412 0.534
Eastern Europe 0.139 0.420 0.582
North America 0.105 0.383 0.498
Central & South America 0.148 0.406 0.521
Asia & Oceania 0.153 0.421 0.553
Middle East 0.227 0.499 0.642
Africa 0.241 0.506 0.643
Global 0.310 0.367 0.391
ABS 0.442 0.523 0.593
CDO 0.442 0.502 0.552
CMBS 0.430 0.502 0.577
HEL 0.476 0.567 0.651
OSP 0.415 0.507 0.591
RMB 0.514 0.608 0.660
Asset correlations obtained from the default risk model. Model type C and Probit
response function.
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of portfolio credit risk. A large part of the analysis presented in Tarashev and Zhu (2007) is fo-
cused on the Basel II benchmark for the IRB approach to determine determine the risk weights:
the Asymptotic single-risk factor model (ASRF). It is well known that this model has two very
strong assumptions that are often criticized as sources of misspecification errors. First, the model
assumes that the systemic component of credit risk is governed by a single common factor. Sec-
ond, the model assumes that the portfolio is perfectly granular such that all idiosyncratic risk are
diversified away. Furthermore, even if the model is well specified there are additional sources of
uncertainty that stem form the calibration of the correlation among the assets. Large uncertainty
over the estimated factor weights can induced large variations over the implied economic capital.
Their results indicate that errors in calibration, as opposed to errors in specification, of the ASFR
model are the main sources of potential uncertainty of credit risk in large portfolios. Where as the
single factor specification and the granularity effect under predict the target capital by less than
5%, calibration errors may induce over(under)predict the target level by 8% for each percentage
point over(under)estimation of the average correlation coefficient.
Using a similar procedure as in Tarashev and Zhu (2007) this section evaluates the effects over
economic capital that arise from two sources: First, the effect of considering a 1-F model rather
than a 2-F model. Second, the uncertainty with respect to the estimated asset correlations. Since
we are not interested in the granularity effect, we stay in the asymptotic factor model framework.
Recall expression 2.2, the specification of the 2-F model, such expression determines the dynamics
of the asset value of a firm that belongs in group g. The 2-F model can be expressed such that it
nest the 1-F model.
Vi,t :=
√
ρBt +
√
∆ρgBg,t +
√
1− (ρ+∆ρg)ei,t,∀i ∈ g, (2.6)
where ∆ρg = ρg − ρ measures the difference between inter and intra correlation. By definition
∆ρg ≥ 0.21 This implies that there is some diversification affect by holding positions in different
groups (sectors or world regions) rather than concentrating all exposures in a particular group. The
limit of the diversification effect is determined by the global systemic risk (non-diversifiable risk).
If ∆ρg = 0 then we obtain the 1-F model and this means that there are no further gains obtained
by holding positions across different groups of firms.
Following Tarashev and Zhu (2007), let 1Vi,t≤µg denote an indicator variable that is equal to
1 if firm i ∈ g is in default at time t and, 0 otherwise. By taking expectations over the indicator
variable and assuming that the asset value dynamics is given by 2.6, we arrive at the conditional
probability of default,
E
[
1Vi,t≤µg
]
= P (Vi,t ≤ µg)
= P
(
ei,t ≤
µg −√ρBt −
√
∆ρgBg,t√
1− (ρ+∆ρg)
)
= ∆
(
µg −√ρBt −
√
∆ρgBg,t√
1− (ρ+∆ρg)
)
.
Under the ASF model (perfect granularity), the Law of Large Numbers implies that the condi-
tional total loss on the portfolio, TL|B,Bg, is deterministic for given values of the state variables,
21See appendix C.
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B,Bg:22
TL|B,Bg =
∑
i
wiE [LGDi]E
[
1Vi,t≤µg
]
=
∑
i
wiE [LGDi] Φ
(
µg −√ρBt −
√
∆ρgBg,t√
1− (ρ+∆ρg)
)
,
where wi is the weight of the exposure to firm i, LGDi is the Loss Given Default for firm i and
Φ(.) is the cumulative distribution function of a standard normal random variable. The uncondi-
tional loss distribution can be obtained from the previous expression by recalling the distributional
assumption on the conditioning factors. From section 2.2 we know that all of the factors are dis-
tributed as standard normal random variables. Therefore, the 1−α level credit VaR or the (1−α)th
percentile of the distribution of total losses is:
TL1−α =
∑
i
wiE [LGDi] Φ
(
µg −√ρΦ−1(α)−
√
∆ρgΦ
−1(α)√
1− (ρ+∆ρg)
)
,
where Φ−1(α) is the αth percentile in the distribution of the factors. To cover unexpected losses
with probability (1− α) the capital for the entire portfolio is:
κ = TL1−α −
∑
i
wiE [LGDi]PDi
=
∑
i
wiE [LGDi]
[
Φ
(
µg −√ρΦ−1(α)−
√
∆ρgΦ
−1(α)√
1− (ρ+∆ρg)
)
− PDi
]
,
where PDi is the expected probability of default for exposure i. Since the interest of the exercise
is on how different values for ρ and ∆ρg capture either specification issues (i.e. 1-F vs. 2-F) or
the uncertainty regarding the estimation of asset correlation, some simplifications are in order. We
eliminate the weights wi by assuming equal exposure, LGD’s and PD’s across firms, LGDi = 45%
and PDi = 1% ∀i. Therefore the percentage of capital,
κ = E [LGD]
[
Φ
(
µg −√ρΦ−1(α)−
√
∆ρgΦ
−1(α)√
1− (ρ+∆ρg)
)
− PD
]
,
where the threshold µg = −2.37 is consistent with PD. ρ ∈ [0.15, 0.396] and ∆ρg ∈ [0, 0.187],
these values are consistent with the 2.5th and 97.5th quantiles of the correlations for sectors pre-
sented in table 2.8.23
The result are presented in figure 2.8. First, as also indicated by Tarashev and Zhu (2007), in
this particular type of default risk models the economic capital implied by a 2-F model is strictly
larger than the economic capital implied by the 1-F model. Since the 2-F model nest the 1-F
model (when ∆ρg = 0) we observed that for any feasible value of the asset correlations the capital
measure is larger in the 2-F specification. Second, the diversification effects from holding dif-
ferent groups of exposures are exhausted as the intra asset correlation belonging to a particular
22For convenience from this point on all time subscripts are suppressed and the respective link function is assumed
to be of the probit type.
23The value ∆ρg = 0 is included in the interval so as to nest the 1-F model in the 2-F specification.
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Figure 2.8: Implications on economic capital of the uncertainty over the estimate of asset correla-
tions in a dynamic factor model of default risk.
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group reaches the limit given by the (non-diversifiable) systemic risk. Finally, uncertainty regard-
ing inter and intra correlation in such framework of credit portfolio models leads to a large and
significant variation on the capital measure. Furthermore, the uncertainty implicit in the Basel
II recommended bounds (ρBaselII ∈ [0.12, 0.24]) for asset correlation can lead to a very extreme
underestimation of the capital measure (lower left section of the figure).
2.6 Extensions
2.6.1 Introducing observed correlates
Correlation estimates for portfolio credit risk are based on different types of data such as equities,
spreads and ratings. The models and results presented so far are exclusively based on rating data
because, as mentioned before, this data is considered as quite informative with respect to the cred-
itworthiness of the firms. However, rating data reacts slowly to new information, especially to new
market conditions whereas equities react much faster.24
On the other hand, the dynamic default risk factor models, such as the ones that were presented
in the previous sections, show some improvement both in-sample and out of sample, when ob-
served covariates are introduced into the specification. These improvements are larger when both
the observed covariates as well as the unobserved factors are incorporated.25
In this section, observed covariates are introduced in the dynamic default risk models 1-F
and 2-F. The objective of introducing both observable and unobservable group specific effects is to
determine the relative informational content of such types of variables with respect to the dynamics
of default.26 Duffie et al. (2009) use a hazard model that incorporates observable and unobservable
variables (frailty effects) to capture the dynamics of default for the US corporate debt. Even though
Duffie et al. (2009) uses a different approach they mention that stock returns (both at the firm and
market level) are important covariates within their default intensity function. Similar suggestions
with respect to the use of equity information is also found in Shumway (2001). Equity indexes for
the US, the world regions and a set of industries are introduced into the model. As far as we know
this is the first time that a model incorporates sector or region specific observable and unobservable
effects into a dynamic model of default risk. The equity indexes were obtained from Datastream,
monthly from January 1973 to December 2007, for 5 world regions and 9 economic sectors.27 The
yearly time series were obtained by averaging the indexes. The measurement equation of the state-
space model is modified, to introduce the observed covariates ot for the 1-F (only US aggregate
data) and 2-F models (panel for regions or sectors).
yt|Bt ∼ Binomial(kt,∆(U − θot − βBt)).
yg,t|Bt, Bg,t ∼ Binomial(kg,t,∆(Ug − θgog,t − βBt − βgBg,t)).
24See Loffler (2004), Kealhofer (2003), Cantor and Mann (2003).
25See McNeil and Wendin (2007), Koopman et al. (2007).
26It is important to note that the observed covariates enter the model as completely exogenous variables. This is not
a problem for in-sample use of the model. However, it becomes a problem if the interest is on forecasting defaults
using the model. In order to perform such forecast would require an auxiliary model so as to forecast the future paths
of the exogenous variables or to incorporate the dynamics of the observed covariates into the state equation of the state
space model and estimate the relevant parameters.
27The Datastream data uses the industry classification benchmark (ICB). The rating data was organized in the ICB
format by matching the sectors with the two digit SIC code.
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The models estimated with the panel type data are the same as models C and D as far as the
state equation is concerned. The estimation was performed using Bayesian inference, as in the
previous section, but including an additional non-informative prior for θ ∼ N(0, 103).
For the aggregate US data the covariates turn out to be not statistically significant. There is a
slight improvement in the fit (according to DIC) of the model with i.i.d. unobserved component
however, this improvement only make the model as good as the model with AR(1) unobserved
component and no covariates. For the panel of sectors and regions the results are not that different,
except for the fact that the covariates are significant. According to DIC, there is a small gain for
sectors (both models C and D) and for regions only Model C obtains a slight gain, but, the predicted
number of defaults show no improvement.28
Overall, Model C with no covariates, as seen in the previous section, in general outperforms
the rest of the models. This indicates that the unobserved global component, that considers serial
correlation is paramount in order to capture the default dynamics. The improvement in model D
from the introduction of the covariates indicates that even though the covariates might capture some
of the serial correlation (that seems otherwise not captured in this setup) in the default process, it
is not enough; since the introduction of the covariates does not have a large effect on the factor
weights, the changes in the asset correlations are not very important.
2.6.2 Attenuating overdispersion in the data with a zero-inflated binomial
model
The models in Sections 2.5, and 2.6.1 are affected by the large numbers of zeros across the time
series of cross sectional units (zero-inflation). Banking, financials, sovereign, and utilities, have
26, 22, 30, 27 years (out of 40), respectively where there are no observed defaults. This excessive
number zeros places a shadow of doubt over the properness of the binomial distribution as the
right distribution for the default counts yg,t. Following Hall (2000), we develop a model that
explicitly accounts for a high frequency at zero by mixing discrete distributions with a degenerated
distribution with point mass of one at zero.
Under the zero-inflated binomial (hereafter, ZIB) representation, the process generating the
data has two states. A zero state from which only zero values are observed, and a binomial state
from which all of the non-zero values and a few zero values are observed. The zero state has
probability pt. These assumptions have the following implications for the number of defaults:
yg,t|Bt ∼
{
0, pt
Binomial(kg,t, pig,t), 1− pt,
(2.7)
yg,t|Bt =

0, pt + (1− pt)(1− pig,t)kg,t
zg,t, (1− pt)
(
kg,t
zg,t
)
pi
zg,t
t (1− pig,t)kg,t−zg,t ,
(2.8)
where zg,t is the realization of the random variable yg,t at time t for group g. The probability
of observing at least one default pt depends on the total number of observed firms or products,
pt = ∆(τkg,t). We select this particular functional form because of the direct link between the
number of firms and the zero-inflation. In other words, the US data (since Moody’s corporate and
28The estimation results based on the introduction of observed correlates are not reported, but can be obtained from
the web appendix of the chapter, which contains the full set of tables. For further information contact the author at
ccastroiragorri@gmail.com.
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structured product data come predominantly from the US) shows no overdispersion at all and it
also represents a large part of the sample. Therefore the total number of observed firms or products
is considered as a good predictor that there will be at least one default.
We apply the ZIB model to specification type C for the different groups of data in order to
determine if there are significant gains in model fit of explicitly accounting for the over dispersion.
As indicated by the information criteria (Table 2.7) there is some slight improvement in the fit.
Furthermore, Table 2.9 presents a tally of the number of defaults predicted by each type of model,
taking explicitly into account overestimation or underestimation of defaults in each time period.
Table 2.9: Fitting the default data.
Model A AR Model A i.i.d. Model B AR Model B i.i.d. Model C Model D ZIB Observed
Sectors 749 746 756 766 1077 987 1125 1379
BAN 4 3 1 3 51 53 53 63
CAI 283 283 280 280 309 317 324 370
COI 198 194 196 201 238 229 243 291
EAE 33 34 35 35 90 52 87 108
FIR 18 18 23 22 31 23 30 47
MED 15 14 15 15 26 16 29 46
RET 81 86 79 80 97 95 100 137
SOV 13 14 13 13 13 14 21 26
TEC 75 70 85 85 156 139 161 181
TRA 25 27 25 27 53 38 61 82
UTL 4 3 4 5 13 11 16 28
Regions 1104 1111 1101 1108 1205 1173 1210 1310
WEP 37 37 36 35 63 64 65 80
EEP 3 3 5 3 5 4 11 12
NOA 1013 1020 1004 1018 1049 1049 1045 1104
SCA 33 32 33 30 51 34 49 63
AOC 17 18 22 21 35 21 34 45
MDE 0 0 0 0 0 0 2 2
AFK 1 1 1 1 2 1 4 4
Products 1637 1637 2532 2517 3446 3442 3457 3486
ABS 129 128 1 2 67 68 69 75
CDO 219 219 355 346 966 964 968 975
CMBS 84 84 80 83 111 107 109 116
HEL 232 232 179 181 152 149 153 157
OSP 193 193 7 6 124 126 128 131
RMB 780 779 1909 1898 2026 2028 2030 2032
Fitting the Corporate default data from 1970 to 2009 and Structured Product default
data from 1982 to 2009. The table presents the number of predicted defaults (at the
relevant point in time) (ŷg,t) by the different models as well as the total historical
number of observed defaults (last column in the table) for the sectors, regions and
structured products.
The last column indicates the total number of observed defaults per group. Results indicate
that the ZIB improves on the other models for sectors, regions and products. The worst performing
model is indeed the one factor approach (model A or B). Model C and the ZIB version of this
same model provide and adequate fit to the default data (showing highest accuracy for regions
and products), and they are able to capture the overdispersion as well as the clustering of defaults
observed in the corporate and the structured product data. Asset correlations derived from the ZIB
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model are strictly lower than those of model C (Table 2.10) but, the variation within each group is
maintained. For example, as was observed in Section 2.5.3, the more volatile sectors and products
are banking, energy, technology, and residential mortgage backed securities, respectively.
Table 2.10: Asset correlations from selected models.
Model C Model D ZIB
Global 0.329 0.032 0.322
Banking 0.482 0.193 0.441
Capital industries 0.415 0.042 0.409
Consumer Industies 0.417 0.066 0.406
Energy & Environment 0.469 0.055 0.425
Finance, Insurance & Real Estate 0.427 0.046 0.409
Media & Publishing 0.447 0.053 0.411
Retail & Distribution 0.418 0.045 0.404
Sovereign & Public Finance 0.419 0.075 0.406
Technology 0.436 0.083 0.426
Transportation 0.441 0.047 0.404
Utilities 0.437 0.076 0.406
Global 0.301 0.036 0.242
Western Europe 0.412 0.099 0.312
Eastern Europe 0.420 0.057 0.328
North America 0.383 0.048 0.303
Central & South America 0.406 0.054 0.319
Asia & Oceania 0.421 0.068 0.323
Middle East 0.499 0.057 0.416
Africa 0.506 0.076 0.414
Global 0.367 0.277 0.347
ABS 0.523 0.489 0.499
CDO 0.502 0.437 0.481
CMBS 0.502 0.501 0.475
HEL 0.567 0.416 0.496
OSP 0.507 0.556 0.483
RMB 0.608 0.538 0.553
Asset correlations obtained from the default risk model. Model type C, D and Zero-
Inflated model (ZIB) of type C with a Probit response function.
2.7 Conclusions
An important change form the Basel I to the Basel II accord, with respect the technicalities asso-
ciated to the estimation of capital requirements, addresses the issue of accounting for as much of
the heterogeneity as possible in the determination of the risk weights associated with each position
in a portfolio. This has been a topic of ongoing research. However, there are some issues so far
unresolved: First, the professional tools that are available concentrate on equity data to measure
dependence (correlation) across groups of issuers (industries, countries); even thought changes in
equity data may not be an adequate proxy of the changes in credit quality. A good example of
these methodologies is CreditMetrics and Moody’s KMV.29 Second, when rating data has been
used to characterize dependence the authors (with some exceptions) have dealt with the problem
29See Gupton et al. (1997) and Crosbie (2005).
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of estimating the parameters of interest on aggregated data. In part this is due to the difficulties of
working with the rating data where the rare events (defaults in particular) are the most interesting
but making inference on them is complex.
This chapter complements research on asset correlation estimates across sectors using rating
data and presents some new results on regions and structured products.30 We use the methodology
developed by Wendin (2005) and McNeil and Wendin (2006, 2007), along with publicly available
software WINBUGS. With the aggregate data and in the one factor framework, results are very
similar to the ones obtained by the previous authors. With Bayesian methods, we offer results
for a large number of disaggregated units (11 sectors, 7 world regions and 6 structured products).
Bayesian methods make it possible to obtain estimates even with over dispersion of the data (Zero-
Inflation), they also allow for a straightforward set up of additional mixtures in order to properly
account for the zeros through a Zero-Inflated Binomiam model (ZIP). This ZIP provides in some
cases substantial improvement in fitting the time series of defaults.
The loading parameters of the factors across the sectors, regions and structured products models
are in general statistically significant. From these factor weights it is possible to recover the asset
correlations. Asset correlations are in most cases higher than the Basel II recommended values.
They are also higher if the unobserved component is autoregressive as opposed to i.i.d. The two
factor model with AR(1) dynamics for global factor and with a local systemic factor is able to
reproduce better the observed number of defaults than the one factor framework recommended by
Basel II. In the panels, the US data determines most of the global factor dynamics. This is expected
since the database is predominately composed of US firms.
Overall this chapter presents a set of asset correlation estimates for economic sectors, world
regions and structured products that can be used for credit portfolio modeling. It also indicates
some caution in the use of the Basel recommended bounds for asset correlation in portfolio risk
models. First, these bounds in general tend to be over optimistic with respect to the dependence
structure that is consistent with the historical default data (figure 2.6 and 2.7). Second, with some
certainty these bounds do not hold equally for all exposures (there are differences observed in
the estimates of asset correlations between sectors, regions and structured products. Third, the
modeling assumptions used in the estimation of these implied asset correlations carry substantial
model risk to the measurement of economic capital. Therefore, a transparent and proper sensibility
analysis to the assumptions that give rise to the dependence structure should be an integral part of
the portfolio credit risk model validation process.
30See Gordy and Heitfield (2002), Demey et al. (2004), Servigny and Renault (2003), McNeil and Wendin (2006,
2007).
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Appendix B: Examples of GLMM in credit risk literature.
The State-Space model (the Statistical model) presented in section 2.2 of Koopman et. al. (2005)
is as follows. The measurement equation:
ys,j,t|θs,j,t ∼ Binomial(ks,j,t, pis,j,t), s = 1, .., S; j = 1, .., J ; t = 1, .., T. (2.9)
The signal is:
θs,j,t = λs,j,t − βsft.
Finally, the state equation:
ft = φft−1 +
√
1− φ2ηt.
The probability of default is a function of the signal as determined by the economic model. pis,j,t =
(1 + exp(θs,j,t))
−1. Note that this expression has the form of a Logit link function.
pis,j,t = ∆(θs,j,t),
= ∆(λs,j,t − βsft). (2.10)
we obtain a one factor model of GLMM type by replacing the link function (2.9) into the measure-
ment equation (2.8).
ys,j,t|ft ∼ Binomial(ks,j,t,∆(λs,j,t − βsft)), s = 1, .., S; j = 1, .., J ; t = 1, .., T.
Appendix C: Recovering the asset correlations from the statisti-
cal model.
The identification of the parameters for the two factor default risk model of section 2.2, is given by
the following expression (recall expression 2.2 in section 2.2 and expression 2.5 in section 2.3):
µg,t√
1− ρg
= Ug;
√
ρ
1− ρg = β;
√
ρg − ρ
1− ρg = βg, (2.11)
ρ is an overidentified parameter since there are G, βg’s. We solve the overidentification problem
by taking the average over all βg’s. We express (2.10) in terms of the implied asset correlations:
ρ =
β2
β2 + β¯g
2
+ 1
; ρg =
β2 + β2g
β2 + β2g + 1
.
By definition ρ < ρg. For the Probit link function let ρ denote the implied inter correlation and ρg
the implied intra correlation. On the other hand, for the Logit link function the implied inter and
intra asset correlations are obtained as follows:
ρ =
β2
β2 + pi2/3
; ρg =
β2 + β2g
β2 + β2g + pi
2/3
.
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Appendix D: Derivation of the full conditional distributions for
Bayesian estimation.
We obtain Bayesian estimates of the parameters of interest through the use of a Markov Chain
Monte Carlo algorithm such as the Gibbs sampler. Implementation of the Gibbs sampler requires
the derivation of the full conditional distributions of the elements of the models. This set of full
conditional distributions are sampled in a way so as to derive the joint posterior distributions of
the parameters of interest. Borrowing notation from Gilks et al.(1996) and McNeil and Wendin
(2007), [X] denotes the (unconditional) density of X, [X |Y ] the conditional density of X given
Y and [X |.] the full conditional of X. We derive in the following subsections the full conditional
distributions for model A (univariate model), C (multivariate model) and the zero-inflated binomial
model.
Model A (univariate one factor model)
In the univariate case X := (X1, ..., XT ). First recall the main elements of this state space model:
The measurement equation,
yt|Bt ∼ Binomial(kt,∆(U − βBt)), t = 1, .., T,
the state equation, Bt = φBt−1 +
√
1− φ2ηt, ηt ∼ N(0, 1). With prior distributions for the
unknown parameters φ ∼ U(−1, 1), β ∼ U(0, 10) and U ∼ N(0, σ2U = 103). Note that the
unobserved component has a multivariate Gaussian distribution, B ∼ N(0,Ω).
Ω =
1
1− φ2

1 φ . . . φT−1
φ 1
. . . φT−2
...
... . . .
...
φT−1 φT−2 . . . 1
 .
The multivariate Gaussian density of B is
fB(φ) = (2pi)
−T/2 | Ω−1 |1/2 exp
[
−1
2
(
B′Ω−1B
)]
.
A first step in deriving the full conditional distribution is to write out the joint distribution function
of the data and the unknowns (parameters and unobserved components). This joint distribution can
be further simplified given the conditional independence and unconditional independence across
some of it elements. For example, assumptions on the model determine that defaults (yt) are
independent across time conditional on the unobserved component Bt. Furthermore the parameters
of interest (φ, β, U) are themselves independent
[y, k, B, U, β, φ] = [y | k,B, U, β][B | φ][U ][β][φ],
=
(
T∏
t=1
[yt | kt, Bt, U, β][Bt | φ]
)
[U ][β][φ],
this expression represents a sort of fragmentation of the joint distribution of the data and the un-
knowns. In particular there are five relevant fragments (conditional and unconditional distribu-
tions). The final step of deriving the full conditional distribution of any of the parameters of
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interest is to apply the conditional probability formula and pick out only the fragments that depend
explicitly on the parameter of interest. The sign∝ denotes a form of equivalence (proportional to),
during the process of selecting the relevant fragments. The full conditional for φ is:
[φ | .] = [y, k, B, U, β, φ]
[y, k, B, U, β]
∝ [y, k, B, U, β] ∝ [B | φ][φ],
∝ | Ω−1 |1/2 exp
[
−1
2
(
B′Ω−1B
)] 1
2
1(−1≤φ≤1).
An expression for the conditional distribution of defaults is required for all of the other full
conditional distributions:
T∏
t=1
[yt | kt, Bt, U, β] ∝
T∏
t=1
∆(U − βBt)yt [1−∆(U − βBt)]kt−yt .
The full conditional for β is:
[β | .] = [y, k, B, U, β, φ]
[y, k, B, U, φ]
∝ [y, k, B, U, β, φ] ∝
T∏
t=1
[yt | kt, Bt, U, β][β],
∝
T∏
t=1
∆(U − βBt)yt [1−∆(U − βBt)]kt−yt 1
10
1(0≤β≤10).
The full conditional for U is:
[U | .] = [y, k, B, U, β, φ]
[y, k, B, β, φ]
∝ [y, k, B, U, β, φ] ∝
T∏
t=1
[yt | kt, Bt, U, β][U ],
∝
T∏
t=1
∆(U − βBt)yt [1−∆(U − βBt)]kt−yt(2piσ2U)−1/2exp
(
−1
2
U2
σ2U
)
.
Since the unobserved component Bt is a T dimensional process then each component must be
treated individually. It is also important to take into account that since Bt is AR(1) then the re-
alization of such process depends on its immediate neighbors. Denote the vector B without the t
element as B−t := (B1, .., Bt−1, Bt+1.., BT ). Under these assumptions the full conditional for Bt
is:
[Bt | .] =
[y, k, B, U, β, φ]
[y, k, β, φ]
∝ [y, k, B, U, β, φ],
∝
T∏
t=1
[yt | kt, Bt, U, β][Bt | Bt−1, Bt+1, φ].
An smooth estimate (two-sided filter) is obtained for the conditional distribution of Bt given
B−t, with a forward and backward looking element (one sided filter) at the origin and at the end,
respectively,
[B1 | B1, B2, φ] =
(
2pi
1
1− φ2
)−1/2
exp
(
−1
2
(B2 − φB1)2
1
1−φ2
)
,
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[Bt | Bt−1, Bt+1, φ] =
(
2pi
1
1− φ2
)−1/2
exp
(
−1
2
(Bt − φ2 (Bt−1 +Bt+1))2
1
1−φ2
)
,
[BT | BT−1, BT , φ] =
(
2pi
1
1− φ2
)−1/2
exp
(
−1
2
(BT − φBT−1)2
1
1−φ2
)
.
Because of the structure of the state-space model, it is not possible to reduced analytically the
full conditional likelihood derived previously in order to get a closed-form distribution. The current
setup requires the use of efficient algorithms (such as adaptive rejection sampling or Metropolis-
Hastings) to sample the distributions, Gilks et al. (1996).
Model C (multivariate two factor model)
In the multivariate case X := (X1,1, ..., XT,G). First recall the main elements of this state space
model: The measurement equation,
yg,t|Bt ∼ Binomial(kg,t,∆(Ug − βBt − βgBt,g)), g = 1, .., G; t = 1, .., T,
the state equation, Bt = ΦBt−1 +Θηt, ηt ∼ N(0, I). Φ = diag(φ, φ1, ..., φG),
Θ = diag(
√
1− φ2,
√
1− φ21, ...,
√
1− φ2G). With prior distributions for the unknown parameters
φ, φg ∼ U(−1, 1), β, βg ∼ U(0, 10) and Ug ∼ N(0, σ2U = 103), g = 1, ...G. Note that the
unobserved component has a multivariate Gaussian distribution, Bt ∼ N(ΦBt−1,Ω). Then the
multivariate Gaussian density of B is
fBt|Bt−1(Φ) = (2pi)
−(G+1)/2 | Ω−1 |1/2 exp [((Bt − ΦBt−1)′Ω−1(Bt − ΦBt−1))] .
The fragmentation of the joint distribution of the data and the unknowns, under this model, is:
[y, k, B,U, β, φ] = [y | k,B,U, β][B | φ][U][β][φ],
=
(
T∏
t=1
G∏
g=1
[yg,t | kg,t,Bt,U, β][Bt | φ]
)
[U][β][φ],
where U := (U1, ..., UG),β := (β, β1, ..., βG),φ := (φ, φ1, ..., φG). The full conditional distri-
butions of the elements in the multivariate models are found analogously, using the procedures
presented for the univariate case.
Zero-Inflated Binomial model
In the multivariate case X := (X1,1, ..., XT,G). First recall the main elements of this state space
model that incorporates an additional mixture in order to distinguish the two relevant states yg,t = 0
(no defaults) or yg,t 6= 0 (in which case the number of defaults is denoted as zg,t): The measurement
equation capture these two states,
yg,t|Bt =

0, pg,t + (1− pt)(1− pig,t)kg,t ,
zg,t, (1− pg,t)
(
kg,t
zg,t
)
pi
zg,t
t (1− pig,t)kg,t−zg,t ,
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the state equation, Bt = ΦBt−1 + Θηt, ηt ∼ N(0, I). The priors for (U, φ, β) have the same
characteristics of the previous model. An additional signal is introduced pg,t = ∆(τkg,t), with the
following prior for τ ∼ N(0, σ2τ = 103).
The easiest form of presenting the ZIB model is to segment the observed defaults y := (y0, z),
where z denotes the non-zero values of y, which is a stacked vector of of dimensions ((TxG)x1).
Let y be arranged such that the first m elements are in y0 (zero defaults) and elements from m+ 1
to L are in z (non-zero defaults).
The fragmentation of the joint distribution of the data and the unknowns, under this model, is:
[y, k, B, p,U, β, φ, τ ] = [y | k,B, p,U, β][B | φ][p | k, τ ][U][β][φ][τ ]
An expression for the conditional distribution of defaults is required for all of the other full
conditional distributions. For observations 1...m:
m∏
l=1
G∏
g=1
[y0g,l | kg,l,Bl, pg,l, U, β, τ ] ∝,
m∏
l=1
G∏
g=1
∆(τkg,l) + (1−∆(τkg,l))[1−∆(Ug − βBl − βgBl,g)]kg,l ,
for observations m+ 1...L:
L∏
l=m+1
G∏
g=1
[zg,l | kg,l,Bl, pg,l, U, β, τ ] ∝,
L∏
l=m+1
G∏
g=1
(1−∆(τkg,l))∆ (Ug − βBl − βgBl,g)zg,l ,
[1−∆(Ug − βBl − βgBl,g)]kg,l−zg,l .
The full conditional distributions of the elements in the ZIB model are found analogously, using
the procedures presented for the univariate case.
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Chapter 3
Portfolio choice under local industry and
country factors
3.1 Introduction
Active portfolio management brings forth a larger menu of assets from which to construct a portfo-
lio, rather than focusing uniquely on the market portfolio. The purpose of this investment strategy
is to identify the sources of abnormal returns, by exploiting the characteristics in the cross sections
of returns within the menu of the assets. In a domestic portfolio the characteristics (usual suspects)
that are often exploited are related to the size, value, and momentum anomalies. In an international
context the process of building a portfolio requires a series of decisions by the investor: currency
selection, country selection, market selection (cash, stocks, and bonds), industries, maturities, rat-
ings, among others. A proper selection, based on the previous characteristics, is a key determinant
for exploiting abnormal asset returns across markets and assets.
Active portfolio management in an international context represents a good opportunity to
demonstrate the application of multifactor pricing models. In this setup, local factors (such as
country, industry) may also be priced. Whereas the single factor Capital Asset Pricing Model
(CAPM) gives only relevance to a global market factor and hence a more passive portfolio ap-
proach, Fama and McBeth (1973). There is a fair amount of empirical literature that explores the
relevance of the county and industry factors in explaining equity returns: Heston and Rouwenhorst
(1995), Beckers et al. (1996), Solnik and Roulet (2000), Kavussanos et al. (2002), Brooks and
Del Negro (2005), Driessen and Laeven (2005), Cowan and Joutz (2006), Bekaert et al. (2007),
among others. The main characteristic of this literature is that excess returns are decomposed into
a global, a country, an industry and an asset specific component. In most cases the decomposi-
tion is performed using a dummy-variable model. These empirical exercises pretend to show the
existence of diversification effects via these local factors.
The relevance of the local factors are not only present in the empirical finance literature, they
have also become relevant in the credit risk literature.1 Most commercial credit risk models
(Moodys’ G-Corr and S&P Portfolio Tracker) are based on the idea of diversification along the
lines of sectors and regions, since these are common identifiable factors associated to the business
lines of a banks’ clients. The models generally use large multifactor models to capture the de-
pendence structure of a portfolio. However, the empirical evidence that this should be so is rather
weak or non existent.
1See Varotto (2003) and Nickell et al. (2000).
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Within the portfolio choice literature some articles examine the merits of international diver-
sification, Ang and Bekaert (2002), Das and Uppal (2004), Guidolin and Timmermann (2008).
They find that correlation across equity markets reduces the gains from diversification for the
US investor. Furthermore when solving the dynamic portfolio problem they find that any gain is
strongly state dependent. A common element found in the literature on international diversification
is that the asset space is small (the maximum number of assets considered is 5).2 In the literature
on dynamic portfolio choice (also referred to as strategic asset allocation) the number of assets
considered is even less (2 or 3): Campbell and Viceira (1999), Campbell et al. (2003), Brandt et
al. (2005) or Hoevenaars et al. (2008). The main reason for using a small asset space is that the
road to portfolio choice usually requires two steps. The first step is to model the joint dynamics
of the expected returns and additional predictors. In a parametric setup, the result will be the es-
timates for a particular model (for example the mean vector and variance covariance matrix from
a multivariate normal distribution). The second step, is the optimization procedure used to find
the optimal weights of the portfolio, given the parameterized dynamics. The ”slippery slope” of
this road is that the first step can easily create an ill-conditioning problem in the second step. By
ill-conditioning we mean that small uncertainty with respect to the first step estimates results in
a large variability in the portfolio weights. One way to control these problems is to work with a
small asset space and therefore only have a few parameters to worry about. Another complemen-
tary approach is to shrink the initial estimates in order to impose some indirect regularization to
the problem. In this dynamic context, where a small asset space is preferred, it is difficult to test
for active portfolio management which requires a large menu of assets. In a static portfolio choice
problem (solving the myopic problem) the number of assets does not become a problem, either
because the two step procedure can be simplified into one step, Brandt (2004) or because regular-
ization methods are introduced in order to subdue the instability, Broadie et al.(2008). 3 However,
solving only the myopic problem means missing out on the hedging role of the different asset that
can be only explored when using the time varying investment opportunity set.
The aim of this chapter is twofold: First to extend the methods proposed in Brandt, Santa-Clara
and Valkanov (2007) for optimizing large portfolios by introducing group specific effects into the
policy function. These group specific effects measure the importance of local priced factors (such
as industry and country) in portfolio optimization. With the statistical setup in place to account for
such factors the second objective it to investigate if an actively managed strategy that tilts the port-
folio toward a particular set of industries or countries represents significant financial gains over
some predetermined benchmark. Brandt et al. (2007) proposed a new approach for optimizing
portfolios with large number of assets. The main idea is to introduce a portfolio policy function
(w = f(x; θ)) that explores the importance of some relevant characteristics (covariates) of the
assets involved. These covariates pretend to capture the well documented size, value and momen-
tum anomalies with respect to the cross-section of asset returns. In this chapter this approach is
extended in order to introduce unobserved effects into the policy function (w = f(x; θ, α)) along
with the covariates. These unobserved effects may be considered as fixed or random. The main
advantage of modeling the portfolio policy function (weights) is that the complexity of the solution
to the optimization problem does not depend on the number of assets in the portfolio. We estimate
the parameters in the policy function using standard optimization algorithms. In the case of ran-
2See Guidolin and Timmermann (2008).
3A portfolio problem is myopic if at time t, it depends only on the historical observations and on the future
probability distributions of the prices at time t + 1. In other words it requires a one step ahead prediction only.
Furthermore, the optimal choice of the portfolio at time t does not depend on T (terminal date) or on the probability
distribution of the prices at times after t+ 1.
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dom effects estimation requires the use of Gaussian-Hermite quadrature or simulated method of
moments.
In order to test for the statistic and economic relevance of the industry local effects we use all
listed US stocks from February 1971 to December 2006. On the other hand, to test for the relevance
of country local effects, we use the listed stocks in the Compustat database, from January 1994 to
December 2006.
Results indicate: i) local effects or return heterogeneity associated to economic sectors or ge-
ographic factors are not as straight forward to exploit financially as suggested by the extensive
multivariate factor literature on the subject. ii) a liquidity proxy as a covariate provides relevant
information to the optimization problem. iii) the gains in tilting a benchmark portfolio toward a
particular economic sector or market largely depends on how the overall groups are classified or
even considered. The portfolio policy function and the statistical model, provide an apparatus to
properly tilt the portfolio. In the cases where it is possible to identify a combination of covariates
and economic sectors or markets that show significance in the policy function, returns obtained
from this portfolio at least double the returns of the benchmark.
The outline of the chapter is as follows: Section 3.2 presents the method developed by Brandt
et al. (2007). Section 3.3 introduces an unobserved effects model, and points out the relevant
issues with respect to optimization and inference. Section 3.4 presents the data and the results on
economic sectors. Section 3.5 presents the data and the results on countries. Section 3.6 concludes.
3.2 Parametric portfolio policies
A strand of literature has emerged in the last ten years, bent on drawing inference about optimal
portfolio weights without explicitly modeling the underlying return distribution.4 In this context
Brandt et al. (2007) put forward a novel approach for optimizing portfolios with large number of
assets. The main idea is to introduce a portfolio policy function that exploits the characteristics of
the assets. The setup of such portfolio problem is explained in the following paragraphs. Let nt
denote the number of assets available to the investor at time t = 1, ..., T . Each asset i = 1, ..., N has
a return ri,t+1 from date t to t+ 1 and is associated to a set k of observed asset characteristics xi,t.
These characteristic provide information to the investor with respect to the relevance of holding a
particular assets or group of assets in its optimal portfolio. An example of such characteristics is the
book-to-market ratio and the lagged twelve month return on the asset. Let rp,t+1 =
∑nt
i=1wi,tri,t+1
denote the return on some portfolio. The investor’s problem is to choose the portfolio weights wi,t
to maximize the conditional expected utility of the portfolio’s return rp,t+1:
max{wi,t}nti=1Et [u (rp,t+1)] = Et
[
u
(
nt∑
i=1
wi,tri,t+1
)]
.
The portfolio problem can accommodate any choice of objective function; the only requirement is
that the conditional expected utility maximization problem has a unique solution. The approach
can be applied to behaviorally motivated utility functions, such a loss aversion, ambiguity aversion,
or disappointment aversion, as well as practitioner-oriented objective functions, including maxi-
mizing the Sharpe ratio, beating or tracking a benchmark, controlling draw-downs or maintaining
a certain value-at-risk. In particular for all applications presented throughout the chapter we use
4See Brandt (1999), Ait-Sahalia and Brandt (2001).
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standard constant relative risk aversion (CRRA) preferences over wealth.
u(rp,t+1) =
(1 + rp,t+1)
1−γ
1− γ .
The optimal portfolio weights are a function of the asset characteristics
wi,t = f(xi,t, θ).
A preferred approach for this function is linear with respect to the asset characteristics
wi,t = w¯i,t +
1
nt
θxˆi,t. (3.1)
where θ is a k-dimensional vector of unknown parameters to be estimated.5 In addition the function
incorporates a deterministic component w¯i,t that plays the role of a benchmark. The benchmark is
a predetermined weight for the asset i at date t. For instance, the weight of a stock (or any other
asset) given in a particular index, say the value-weighted market portfolio.6 Another benchmark
that is often used is the naive strategy w¯i,t = 1/nt,∀i. Thought simple, this strategy has not
been systematically beaten, in terms of the Sharpe ratio, by any other more complex portfolio
optimization strategies.7
The joint effect of the vector θ of coefficients and the asset characteristics (covariates) xˆi,t
generates a deviation of the optimal portfolio weight from the benchmark, w¯i,t weights. Brandt
et al. (2007), mentions that the intuitive appeal produced by such deviations from the benchmark
represent quite nicely the idea of active portfolio management. As it is customary of any portfolio
problem the portfolio weights are required to sum to one,
∑nt
i=1wi,t = 1 for each t.
8 Since the
predetermined weight, w¯i,t, already sums to one by definition, the asset characteristics must be
cross-sectionally centered to have a zero mean, 1
nt
∑nt
i=1 xˆi,t = 0 for each t, in order to meet
the restriction. In addition to make a quantitative assessment of the relative importance of each
parameter, θ, the asset characteristics are cross-sectionally standardized to have unit variance.
The standardization of xi,t (denoted by xˆi,t) guarantees that wi,t sums to 1. The standardization
also imposes very stringent conditions on the coefficients, since they only deviate from zero if the
respective asset characteristics offer a interesting combination of return and risk consistently across
stocks and through time. Brandt et al. (2007) mentions one approach to standardize the asset char-
acteristics. The method consists of subtracting the mean characteristic of the industry (of the firm
to which the stock refers to) rather than a global mean. The standardized characteristics obtained
using this approach measures deviations from the industry which may clean out systematic opera-
tional or financial differences across industries.9 Furthermore, Brandt et al. (2007) claims that by
5Although it might be possible to determine combinations of the policy function (function that determines the
weights) and the objective function that may simplify the optimization procedure, the linearity of the policy function
has at least one important appeal: any change in such function is automatically contested by the benchmark. The
benchmark in the policy function is fundamental in testing any hypothesis over the convenience of following and
active rather than a passive investment strategy.
6A market value-weighted index is an index whose components are weighted according to the total market value of
their outstanding shares. The impact of a component’s price change is proportional to the issue’s overall market value,
which is the share price times the number of shares outstanding.
7See DeMiguel et al. 2007.
8The restriction implies that the investor must invest all of its wealth in the risky assets. Total wealth is normalized
to 1 for convenience.
9It is not clear weather this industry specific centering of the asset characteristics is exactly compliant with the
condition 1nt
∑nt
i=1 xˆi,t = 0 for each t.
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cleaning out the industry factor they reduce the risk of the portfolio by lowering net exposure to the
industries. However, they give no further explanation or reference of why this might be important.
One possible reason to do so is the assumption that the process of the underlying dynamics of the
asset returns obeys a two factor setup, plus an asset specific (idiosyncratic component). The first
factor is a global one, which can be measured through the predetermined deterministic benchmark
component (rough average or weighted average). A second factor is the industry factor, which they
eliminate. Finally the asset specific element is captured by the standardized asset characteristics.
The most important property of the parameterization of the weight function is that the coeffi-
cients θ are constant across assets and through time. However, this property has the very strong
implicit assumption that the characteristics of the assets, xi,t along with the estimated parameter
of interest, θˆ, fully capture all aspects of the joint distribution of returns that are relevant in form-
ing optimal portfolios. The utmost methodological advantage that comes form the assumptions of
constants coefficients through time is that the coefficients that maximize the investor’s conditional
expected utility at a given date are the same for all dates, therefore also maximize the investor’s un-
conditional expected utility. Under the property of constant coefficients the conditional optimiza-
tion problem with respect to the weights can be written as a unconditional optimization problem
with respect to to the coefficients, θ,
maxθE [u (rp,t+1)] = E
[
u
(
nt∑
i=1
f(xi,t, θ)ri,t+1
)]
. (3.2)
The coefficients θ can be estimated by maximizing the average utility that the investor would
have obtained by implementing the policy over the historical sample period (corresponding sample
analog of expression (3.2)),
maxθ
1
T
T−1∑
t=0
u (rp,t+1) =
1
T
T−1∑
t=0
u
(
nt∑
i=1
f(xi,t, θ)ri,t+1
)
.
For the linear portfolio policy function the optimization problem is:
maxθ
1
T
T−1∑
t=0
u
(
nt∑
i=1
(
w¯i,t +
1
nt
θxˆi,t
)
ri,t+1
)
.
There are two main advantages of the parametric portfolio choice approach. First, complexity of
the solution to the optimization problem does not depend on the number of assets in the portfolio,
but on the number of characteristics in the portfolio policy function. In other word the complexity
depends on the dimension of θ. Second, the formulation is numerically robust since the optimiza-
tion depends only on a few numbers of parameters. This characteristic reduces the risk of over
fitting since the coefficients will only deviate from zero if the respective characteristics offer an
interesting combination of return and risk consistently across stocks and through time.
3.3 Parametric portfolio policies with unobserved effects
Parametric portfolio choice offers a parsimonious methodological approach for the portfolio choice
problem. However, the portfolio policy function, proposed in Brandt et al. (2007) is not able
to capture some important characteristics for portfolio selection and active management that are
relevant for broader allocation problems. There is some unobserved heterogeneity that might be
77
important for exploiting the difference between groups of asset. The asset belonging to some
group share similar characteristics, such as the level of risk or the exposure to certain economic
sectors or regions. The objective of building a portfolio based on many of such groups is to exploit
the diversification effects across the groups. If there are indeed diversification effects then these
groups make up priced local factors within a multifactor pricing model. Under the current setup
the industry factors are eliminated from the portfolio policy function via the standardization of the
asset characteristics.
In order to incorporate into the model the local factor, such as industries, in the parametric
portfolio problem we treat these factors as unobserved variables. The main contribution of the
present chapter is to complement the model proposed in Brandt et al. (2007) so as to explicitly
consider the multilevel nature of the assets. Under this setup each asset i belongs to some specific
group g = 1, ...,mt. The linear portfolio policy function becomes:
wi,g,t = w¯i,t + αg + θxi,t,
where αg captures the unobserved heterogeneity due to group participation, xi,t are the observed
asset characteristics. Note that under any form of the policy function it is necessary to guarantee
that the weights sum to one (at any point in time),
∑nt
i=1wi,g,t = 1, for each t. In the previous
section this was accomplished by the standardization of the observed asset characteristics, but in
the current setup it will depend on the nature of the unobserved effects. When the unobserved
effects, αg, are considered as nuisance parameters with arbitrary correlation with the observed
explanatory variables, then these unobserved effects are considered to be fixed. On the other hand
these effects are considered as random if there is zero correlation with the observed explanatory
variables. The following sections will present the setup under which it is possible to consider
parametric portfolio policies with fixed and random effects. It will also be mentioned when it is
suitable to consider one or the other.
3.3.1 Unobserved fixed effects
Under the fixed effect setup there may be arbitrary correlation between αg and xi,t, the existence of
which is suggested in Brandt et al. (2007) when mentioning the possible commonality within the
observed asset characteristics due to the industry effects (excessive heterogeneity due to the indus-
try effects).10 In order to remove this commonality, the observed variables, xi,t, are transformed
into, xˆi,t, deviations from the industry mean value. The inconvenience of this data driven approach
is that the estimated parameters from the policy function might depend on the type of transforma-
tion performed on the variables so as to guarantee that the weights (exactly or approximately) sum
to one (at any point in time). With the introduction of these fixed effects in the portfolio policy
function there is no need to express the observed explanatory variables in terms of the deviation
from the industry mean. Furthermore, it is possible to accommodate any type of observable as-
set characteristic as long as they are time varying. The introduction of these fixed effects, in the
current setup might be naively accomplished though a dummy variable model. This has been the
usual approach in the empirical finance literature that explores the role of industry and country
factors in explaining asset return. Let 1m denote a matrix of m dummy variables that represent
each group, where zi,t = [1m;xi,t] is the new set of explanatory variables and δ = [α1...αm; θ] is
now the m + k vector of unknown parameters to be estimated. Then the portfolio policy function
is now:
wi,g,t = w¯i,t + δzi,t,
10This argument is presented in the second paragraph of page 5 in Brandt et al. (2007).
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and the optimization problem is:
maxδE
[
u
(
nt∑
i=1
wi,g,tri,t+1
)]
,
subject to the condition
∑nt
i=1wi,g,t = 1, for each t. In order to comply with this constraint, as was
the case in section 3.2, the set of explanatory variables must be centered,
∑nt
i=1 zi,t = 0. However,
the problem with the introduction of the m dummy variables to account for the fixed effects is
that the centered dummy variables are not interpretable. Therefore another solution is required to
guarantee that the weights of the asset sum up to one. A simpler solution, instead of imposing the
constraint, is to renormalize the portfolio weights as follows:
w˙i,g,t =
wi,g,t∑nt
i=1wi,g,t
.
This renormalization introduces a nonlinear parametrization of the portfolio function, w˙i,g,t =
f(zi,t; δ):
maxδ
1
T
T−1∑
t=0
u
(
nt∑
i=1
w˙i,g,tri,t+1
)
.
The first order conditions of the sample analog of the maximization problem represents a set of m+
k moment conditions. Even though, the moment conditions are nonlinear functions with respect
to the parameters of interest, they are still feasible to implement empirically with the method of
moments estimator (MM).11 Although conceptually the solution of the optimization problem is
simplified by assuming that θ is constant across assets and through time the implementation of the
solution through the use of the method of moments or any generalization of this method implicitly
requires that returns are i.i.d..
An important difference between the original model proposed by Brandt et al. (2007) and
the unobserved fixed effect extension is that there is a possible loss in numerical robustness. The
introduction of the fixed unobserved effects comes at a cost of introducing an additional number
of m parameters to estimate. So there is a trade-off between accounting as much as possible
for the heterogeneity (though the relevant number of grouping characteristics) and the numerical
robustness of the optimization procedure. In the next subsection we illustrate the case where there
are an important number of groups, hence the random effects estimator is more appropriate.
3.3.2 Unobserved random effects
The random effect setup requires zero correlation between αg and xi,t. Following Brandt et al.
(2007) the standardization of the observed characteristics plays a double role. First, it removes any
excessive heterogeneity due to the industry effects. Second it guarantees that the portfolio weights
sum up to one. Under this setup the relevant portfolio policy function is:
wi,t = w¯i,t +
1
mt
αg +
1
nt
θxˆi,t,
where αg ∼ N(0, σ2α), g = 1, ...,mt. Since the standardized observed asset characteristics have
mean zero ( 1
nt
∑nt
i=1 xˆi,t = 0), an additional assumption on αg is required to guarantee that the
11The first order conditions are explicitly derived in Appendix E.
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portfolio weights sum to one. There is the same number of stocks in every group, denoted by
∆t. Imposing this assumption reduces the assets space since we are compelled to work with the
same number of stocks across every industry at each point in time. Therefore, the industry with
the fewest stocks will determine ∆t and we must draw randomly this same number of stocks from
all of the other industries in order to have a working sample. A precise account of the number of
observations lost is mentioned along with the results in section 3.4. This restriction on the number
of assets in the working sample constitutes the biggest drawback of the random effects approach.
With this assumption in place, and given that the random effect has by definition a zero expected
value, an appropriate weak law of large numbers guarantees that when summing over all assets i it
is possible to eliminate the unobserved factor αg at each t:
nt∑
i=1
1
mt
αg =
1
mt
(∆tα1 + ....+∆tαmt) = ∆t
1
mt
mt∑
g=1
αg = 0.
The optimization problem under this setup is:
maxθ,σα≥0Eα
[
E
[
u
(
nt∑
i=1
wi,g,tri,t+1
)]]
, (3.3)
where αg ∼ N(0, σ2α), g = 1...mt and wi,g,t = f(αg, xˆi,t; θ, σα). The sample analog to the
maximization problem is:
maxθ,σα≥0
∫ ∞
−∞
1
T
T−1∑
t=0
u
(
nt∑
i=1
f(αg, xˆi,t; θ, σα)ri,t+1
)
ϕσ2α(α)dα.
In order to simplify the optimization problem the following scale convention is used:
wi,t = w¯i,t +
σα
mt
α˙g +
1
nt
θxˆi,t,
where α˙g ∼ N(0, 1).12 Then the maximization problem becomes:
maxθ,σα≥0
∫ ∞
−∞
1
T
T−1∑
t=0
u
(
nt∑
i=1
f(α˙g, xˆi,t; θ, σα)ri,t+1
)
ϕ(α˙)dα˙,
where ϕ(α˙) is a standardized Gaussian pdf. The first order conditions of the sample analog of
the maximization problem represents a set of k + 1 moment conditions.13 The advantage of the
random effect approach is a minimal loss in term of numerical robustness, since there is only one
additional parameter to estimate. However, the cost is the added complexity of the estimation
procedure. Indeed, the existence of the random unobserved effect requires numerical integration
to solve the first order conditions. Furthermore, the estimation of the parameters of interest of
the portfolio policy function is performed using Gaussian-Hermite quadrature or the method of
simulated moments (MSM).14
12The scale convention provides two simplifications to the optimization problem. First, it introduces explicitly an
affine map for the parameter of interest σα in the policy function. Second, it makes the distribution of the unobserved
random component entirely known (it does not depend on an underlying unknown parameter). This last property is
key to solving the optimization problem through the use Gaussian quadrature methods.
13The first order conditions are explicitly derived in Appendix E.
14The nature of both of these methods will be thoroughly explained in Appendix F and G.
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3.3.3 Optimization and Inference
The parameters of the policy function wi,t = f(xi,t, θ) are obtained by solving the optimization
problem. In the fixed effects case,
maxδ
1
T
T−1∑
t=0
u
(
nt∑
i=1
f(zi,t; δ)ri,t+1
)
.
The previous optimization problem satisfies the first order conditions, for each element in δ
1
T
T−1∑
t=0
h(rt+1, zt; δ) = 0,
where h(.) is shorthand notation for the first order derivative of the objective function with respect
to the parameters of interest.
In the random effects case,
maxθ,σα≥0
∫ ∞
−∞
1
T
T−1∑
t=0
(
nt∑
i=1
f(α˙g, ri,t+1, xˆi,t; θ, σα)
)
ϕ(α˙)dα˙.
This objective function as well as its respective gradients can be evaluated through simulation
or with Gaussian-Hermite quadrature. We resort to these methods because of the existence of
the integral over the values of the unobserved random effect. Since the the integral is only one
dimensional the Gaussian-Hermite quadrature is more appropriate, in terms of speed and accuracy
of the solution. We also consider a simulation based estimator to cross check the results and in
particular to obtain trajectories of the optimal weights implied by the estimated policy function.
The previous optimization problem satisfies the first order conditions, for each element in θ and σα
for the simulation based estimates,
1
S
S∑
s=1
(
1
T
T−1∑
t=0
h(α˙sg, rt+1, xˆt; θ, σα)
)
= 0,
where S is the total number of simulated draws of the α˙g.15 Equivalently, the one dimensional
integral in the first order conditions may also be evaluated through Gaussian-Hermite quadrature,
1
T
T−1∑
t=0
h( ˙αGHg , rt+1, xˆt; θ, σα) = 0.
There are two different approaches to derive standard errors for the parameters. The fist ap-
proach follows Hansen (1982) in deriving the asymptotic covariance matrix for the method of
moments estimator:
Σθ =
1
T
[GTV −1G]−1,
where G = 1
T
∑T−1
t=0
∂h(ri,t+1,xi,t;Θ)
∂Θ
and V is a consistent estimator of the covariance matrix for the
generic function h(r, x; Θ).16 A consistent estimator for V is given by the following expression:
1
T
T−1∑
t=0
h(ri,t+1, xi,t; Θ)h(ri,t+1, xi,t; Θ)
T .
15We derive explicit expressions for function h(.) in appendix E.
16The function is generic in the sense that it is meant to represent the relevant features and parameter space of the
fixed effect or the random effect case.
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Alternatively, we obtain estimates for the covariance matrix of the parameters Σθ by bootstrap,
Davidson and MacKinnon (1999) provide a particular approach that is well suited for nonlinear
models. The estimated covariance matrix Σˆθ can be used to test individual and joint hypothesis
over the parameters. As mentioned by Brandt et al. (2007), these tests address the economic
question of whether a given characteristic (including the so called industry or country effects) is
related to the momentum of returns in such a way that the investor finds it optimal to deviate from
the benchmark portfolio weights. In other words, the emphasis of the procedures is not on the
statistical significance of the characteristics but rather the financial significance of such strategy. It
should be duly noted that by no means these test are equivalent to testing that the mentioned char-
acteristic is cross-sectionally related to the conditional moments of the stock returns. On one hand
the portfolio weight may already reflect an optimal exposure to these characteristics. Furthermore,
a given characteristic may be correlated with first and second moments in an offsetting way such
that the conditional optimal portfolio weights are independent of the characteristic.
3.4 Empirical Application
We use individual stock data to test for the relevance of these so called local industry factors, using
the parametric portfolio choice approach with unobserved effects. Since the introduction of the
unobserved effects is an extension of the method derived by Brandt et al. (2007), a natural first
step is to replicate the exercise they propose for a US investor that considers a domestic portfolio
of stocks. For the empirical implementation they consider an investor with CRRA preferences and
a relative risk aversion of five.
3.4.1 Data
The data comprises all listed US stocks from February 1971 to December 2006.17 The number
of firms increases throughout the sample from 1770 firms at the beginning to 5946 at the end.
With the available data we construct two of the firm level characteristics considered by Brandt
et al. (2007): log of the firm’s market equity (me) and the lagged one year compounded return
(mom).18 These variables capture size and momentum effects, identified as relevant and significant
for the parametric portfolio function estimated by Brandt et al. (2007). Additional to the covariates
considered in Brandt et al. (2007), we introduce different liquidity measures on the individual
stocks. The relationship between the level of liquidity and stock returns has been investigated by
numerous empirical studies.19 The proxies for liquidity are the bid-ask spreads on stock returns (a
measure of iliquidity) and two indicators of trading activity: the log of the dollar trading volume
and the turnover.20 Amihud and Mendelson (1986) find a significant and positive effect of the
quoted bid-ask spreads on expected stocks returns. On the other hand Chordia et al. (2001) find
an unexpected negative relationship between average stocks returns and the trading activity. Both
results show contradictory evidence on the existence of a premium for iliquidity.
17The data was obtained from CRSP, http://www.crsp.com/.
18A third variable is considered in Brandt et al. (2007): the firms’s log book-to-market ratio. However, since the
balance sheet information was not available to the author for this chapter, it was not possible to construct the book
equity.
19Amihud and Mendelson (1986), Brennan and Subrahmanyam (1996), Brennan et al. (1998) and Chordia et al.
(2001).
20The turnover is defined as the log of the ratio of shares traded over the number of outstanding shares.
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Figure 3.1: Returns, momentum(mom) and size(me).
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Figure 3.2: Liquidity proxies: Volume traded(vol), turnover(turn), bid-ask spread(bid ask).
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The firm level characteristics, along with the returns (Figure 3.1), in terms of their respective
cross-sectional means and standard deviations at each moment in time are very close to those
derived by Brandt et al. (2007). It is important to notice that there are important spikes in the
return series across time around the mid 70’s, late 80’s (Black Monday) and the mid 90’s. Figure
3.2 exhibits the different proxies for liquidity: trading volume (vol), turnover (turn) and bid-ask
spread (bid ask).
From the SIC codes of the CRSP data the firm level data is organized into 8 broad economic
sectors (Table 3.1), in addition we also consider a separate exercise for the Manufacturing sub-
sectors. Manufacturing is divided into 19 subsectors spanning the most relevant industries in the
US economy (Table 3.1). In general there is a significant commonality across the broad economic
sector’s returns (Figure 3.3), as indicated by a strong the correlation across the return series. Corre-
lation is higher than 0.5 in all of the cases. With respect to the Manufacturing subsectors correlation
is still high, in most cases above 0.5, hence the a strong common component is still present at this
level. However, unlike the case for broad economic sectors there are a few subsectors, such as To-
bacco and Petroleum refining & plastics, where the commonality is weak and through which there
could be some possible diversification effects for the portfolio. As mentioned in the introduction
the existence of a common component that drives most of the dynamics across the return series
is important since it would indicate that a passive strategy, that largely ignores economic sector
heterogeneity, is more attractive that an active strategy that exploits this sort of heterogeneity.
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Figure 3.3: Returns for the economic sectors.
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Table 3.1: Economic sectors, Manufacturing subsectors, and countries.
Economic Sectors SIC11 No. Stocks
Mining MIN 714
Construction CST 195
Manufacturing MAN 6,181
Transportation TRA 1,458
Wholesale & distributors WHO 599
Retail RET 1,076
Finance, insurance & real estate FIN 5,012
Services SER 3,041
Manufacturing
Food & kindred products FOO 319
Tobacco products TAB 23
Textile mill products TEX 118
Apparel & other finished products APP 132
Lumber & wood prods except furntr WOO 72
Furniture & fixtures FUR 70
Paper & allied products PAP 132
Printing publishing & allied industries PRI 193
Chemicals & allied products CHE 948
Petroleum refining & plastics PET 74
Rubber & miscellaneous plastics RUB 156
Leather & leather products LEA 47
Stone, clay, glass & concrete prods STO 112
Primary metal industries PME 215
Fabricated metal products FME 247
Industrial & commercial machinery ICM 877
Electronic & other electrical equip ELC 1,172
Transportation equipment TRA 299
Measuring & analyzing instruments MAI 802
Countries and Regions
United States USA 4,614
Japan JPN 4,194
United Kingdom GBR 2,417
Canada CAN 853
Australia AUS 1,410
Malaysia MYS 912
France FRA 903
Hong Kong HKG 1,002
Germany DEU 861
Singapur SGP 553
India IND 640
Thailand THA 410
China CHN 1,299
Other Western Europe WER 2,473
Eastern Europe EER 161
Other Asia ASI 1,282
South & Central America SCA 484
Middle East MDE 137
Africa AFK 324
The table includes the number of stocks contained in each group.
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3.4.2 Base Results
The baseline model is similar to the base linear policy function considered in Brandt et al. (2007).
The baseline specification does not incorporate any type of unobserved effects rather, it guarantees
that the weights of the optimal portfolio sum to one at each point in time, by transforming the firm
level characteristics (size, momentum, and liquidity).
The estimation results are organized, through out the chapter, in the convenient blocks used in
Brandt et al. (2007): the first block presents the estimates and standard errors. We obtain standard
errors using 1,000 bootstrapped samples. The second block contains information with respect to
the portfolio weights, such as the average , the maximum and the minimum weight, the importance
of negative weights (shorting of some assets in the portfolio), and a measure of transaction cost.
We obtain a proxy of the transaction cost by the turnover of the portfolio weights from one period
to the next. A third block is comprise of the properties of the optimize portfolio returns such as the
average return, standard deviation, Sharpe ratio, the alpha, beta and volatility of the idiosyncratic
shocks of a market model regression, and the information ratio. The information ratio is a very
popular indicator to evaluate the performance of portfolio managers. This indicator is constructed
as the ratio of alpha (active return of an investment) over the residual volatility of the investment.
In other words, it measures the expected return of the portfolio divided by the relative risk of the
portfolio with respect to some benchmark.21 Finally a fourth block, only present in the baseline
models, displays the average value of the weighted covariates in the portfolio policy function. This
value allows gauging quantitatively the relative importance within the portfolio of each covariate
with respect to the others. The first two columns of all the tables contains the information on the
portfolio weights and the returns of the benchmarks, the value weighted(VW) and equally (naive)
weight(EV) portfolio.
In the baseline model for the 8 broad economic sectors (Table 3.2), the third column exhibits
the estimation results of the base model, which is close to the specification of the linear portfolio
policy function used in Brandt et al. (2007), except for the use of the book-to-market variable,
mentioned previously. The fourth to sixth column incorporates liquidity into the policy function in
the form of the trading volume (vol), turnover (turn) and bid-ask spreads (bid-ask), respectively.22
The signs of the estimates, for me and mom, are consistent with Brandt et al. (2007) and the
literature. The optimal weight decreases, with respect to the benchmark, with the firm’s market
capitalization (size) and increases with its lagged one year return (momentum). With respect to
liquidity the results are mixed. The optimal weight decreases with an increase in trading activity,
vol and turn, which is consistent with the controversial results of Chordia et al. (2001). On the
other hand, the optimal weight also decreases with an increase of the bid-ask spread (a proxy of
iliquidity). Although this would indicates that there is no liquidity premium, this result is not
consistent with the literature. As mentioned previously Amihud and Mendelson (1986) find a
significant and positive effect of the quoted bid-ask spreads on expected stocks returns. All of
the liquidity proxies are statistically significant. However, the introduction of the turnover or the
bid-ask spread in the policy function has a strong effect on the other covariates, with respect to
base case with no liquidity. Hence, in all subsequent results the trading volume will act as liquidity
proxy.
21For ease of comparison all measures on the performance of the portfolio are annualized.
22In all of the previous case the value weighted benchmark has been used in the portfolio policy function. Similar
results are obtained when using the equally weighted benchmark in the portfolio function. These results are not
reported, but can be obtained from the web appendix of the chapter, which contains the full set of tables. For further
information contact the author at ccastroiragorri@gmail.com.
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Table 3.2: Baseline results for the broad economic sectors.
Variable VW EW BASE VOL TURN BID-ASK
θmom 1.9828*** 2.5960*** 3.6222*** 3.0268***
(0.2190) (0.2008) (0.2202) (0.3617)
θme -1.5314*** -1.4624*** -3.3084*** -0.8662***
(0.1897) (0.1936) (0.2137) (0.2475)
θliq -3.6640*** -3.3741*** -9.5443***
(0.1374) (0.1241) (2.0992)
wi 0.0251 0.0251 0.0442 0.1053 0.1121 0.0814
maxwi 0.1029 0.0691 3.1164 4.1324 5.4912 15.7478
minwi 0.0111 0.0146 -0.4078 -1.1248 -1.3318 -16.6684∑
wiI(wi < 0) 0.0000 0.0000 -0.3796 -1.5948 -1.7309 -1.5957∑
I(wi < 0)/Nt 0.0000 0.0000 0.3209 0.4232 0.4430 0.3734∑ |wi,t − wi,t−1| 0.0109 0.0080 0.4995 1.2127 1.7320 2.7039
r 0.1467 0.1508 0.2479 0.3064 0.3259 0.2700
σ 0.6033 0.6116 0.7750 0.7324 0.7636 0.7990
SR 0.1421 0.1468 0.2412 0.3351 0.3469 0.2615
α 0.0889 0.1998 0.2252 0.1234
β 1.1434 0.5322 0.4629 0.9979
σ(²) 0.3533 0.6583 0.7107 0.5253
IR 0.2516 0.3035 0.3168 0.2349
mom 0.0087 0.0010 1.8946 2.4069 3.0223 2.5522
me 0.1340 0.0005 -1.2759 -3.6304 -3.4071 -1.6673
liq 0.0902 -0.0001 -4.4524 -3.3451 -9.4727
The first set or rows shows the estimated coefficients along with the bootstrapped stan-
dard errors are shown in parentheses. *, **, and *** denote significance at the 10%,
5%, and 1% levels, respectively. The second set of rows shows the statistics of the
portfolio weights averaged across time. These statistics include the average absolute
portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in
the portfolio, and the turnover of the portfolio. The third set of rows displays average
portfolio return statistics: average return, standard deviation, Sharpe ratio, the alpha,
beta, and volatility of idiosyncratic shocks of a market model regression, and the in-
formation ratio. The final set of rows displays the average normalized characteristics
of the portfolio. The average risk-free rate in the sample is 0.061 (annualized).
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The average absolute weight of the optimal portfolio is four times as the market therefore,
the covariates in the portfolio policy function encourage active portfolio management strategies
(larger stakes are taken on the assets). The results indicate that significant gains of deviating from
the benchmark are derived from shorted stocks (negative weights). The average sum of the negative
weights in the optimal portfolio (fourth column) is −168%, which implies that the sum on long
positions is 268%. The percentage of negative weights is on average 42% over the optimized
portfolios. The cost of setting up the optimal portfolio policy are not extreme, on average 121%,
compared to the average turnover of 1.1% due to changes in the stock base.23. However, the cost
of setting up the optimal portfolio is higher when the trading volume covariate (vol) is introduced.
The transaction cost implied by the base model (third column) are only of 50%, that is half of
those of the model that includes (vol). This is not surprising because according to the estimated
coefficients of the policy function the weights react stronger to the changes in (vol) than the other
covariates.
The optimal portfolios have higher average returns (25%− 33%) than the value and the equal
weight portfolio 15%. The returns of the base model 25% are close to those reported in Brandt et al.
(2007). The introduction of the liquidity proxies does seem to makes a significant difference since
it increases the return of the portfolio by at least 7% and up to 18% with respect to the benchmark.
Furthermore, it also increases the return of the portfolio by at least 2% and up to 8% with respect to
the base model. All of this with a relatively small effect on the variance as indicated by the Sharpe
ratio. On the other hand, the introduction of the traded volume has a significant effect on reducing
the market beta from 1.14 of the base model to 0.53. There is however a downside that comes
from the residual volatility σ², responsible for a low information ratio of 0.3. This implies that the
additional risk taken with respect to the benchmark is not adequately compensated by the increase
in returns. The last block of results demonstrates of the quantitative effects on the portfolio weights
of the introduction of the covariates. The value weighted benchmark is by construction biased
toward large firms (large capitalization, high me) and the equal weighted benchmark does not have
a dominant trait with respect of the covariates (as it should be). The optimized portfolio is biased
toward small firms (me is negative), past winners (mom is positive) and moderate traded stocks
(liq is negative). The bias is stronger for the latter than the former characteristics (covariates).
Over all the trading cost associated to the introduction of the trading volume (along with the other
covariates) might very well be covered by the growth in return, although the increased risk in the
portfolio is not adequately compensated.
The baseline model for the Manufacturing subsectors (Table 3.3) follows the same structure
than for the broad economic sectors and the results are basically equivalent. The sign of the esti-
mates are consistent with the previous results. The only difference is that the size variable (me) is
according to most specifications (and the asymptotic standard errors) not significant. Meaning that
the estimated portfolio policy function has an insignificant reaction to the size of the firms. How-
ever, this does not mean that the variable me does not affect the portfolio weights. As observed in
the last block of results from table 3.3 (fourth column), the quantitative effects on the weights with
respect to the benchmark is still due to all the covariates. But the bulk of the effect stemming from
(me) is due to the variation in observed covariate not to the coefficient in the policy function, as
opposed to the previous case (broad economic sectors).
According to the average absolute weight (third column Table 3.3), 21%, the portfolio is more
actively managed than for the broad economic sectors (third column Table 3.2), 10.5%. The per-
centage of negative weights (shorting of the portfolio) is on average 40%. The cost of setting up
23These changes come about because of delistings of existing stocks or new equity issues.
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Table 3.3: Baseline results for Manufacturing subsectors.
Variable VW EW BASE VOL TURN BID-ASK
θmom 1.1345*** 1.7210*** 2.5946*** 2.5790***
(0.2467) (0.2438) (0.2764) (0.4521)
θme -0.8899*** -0.4800** -2.1331*** -0.0114
(0.2009) ( 0.1968) (0.2356) (0.2494)
θliq -3.3793*** -2.9747*** -5.2218***
(0.1977) (0.1741) (1.0233)
wi 0.0659 0.0659 0.0836 0.2111 0.2198 0.1629
maxwi 0.1972 0.1328 2.3931 3.3191 5.0787 12.6814
minwi 0.0313 0.0412 -0.4265 -1.6332 -1.9848 -14.8517∑
wiI(wi < 0) 0.0000 0.0000 -0.1335 -1.0998 -1.1652 -0.7366∑
I(wi < 0)/Nt 0.0000 0.0000 0.2042 0.4036 0.4311 0.3366∑ |wi,t − wi,t−1| 0.0113 0.0083 0.2993 1.0234 1.4603 2.1577
r 0.1532 0.1583 0.2138 0.2480 0.2626 0.2355
σ 0.6904 0.7020 0.8196 0.7221 0.7426 0.7965
SR 0.1335 0.1386 0.1864 0.2589 0.2715 0.2190
α 0.0439 0.1273 0.1452 0.0869
β 1.1188 0.6471 0.6112 0.9501
σ(²) 0.2343 0.5673 0.6111 0.4518
IR 0.1875 0.2244 0.2377 0.1922
mom 0.0089 0.0010 1.0808 1.5685 2.0608 2.1187
me 0.1410 0.0006 -0.8220 -2.5712 -2.2168 -0.7130
liq 0.0975 -0.0001 -3.5197 -2.8439 -4.9529
The first set or rows shows the estimated coefficients along with the bootstrapped stan-
dard errors are shown in parentheses. *, **, and *** denote significance at the 10%,
5%, and 1% levels, respectively. The second set of rows shows the statistics of the
portfolio weights averaged across time. These statistics include the average absolute
portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in
the portfolio, and the turnover of the portfolio. The third set of rows displays average
portfolio return statistics: average return, standard deviation, Sharpe ratio, the alpha,
beta, and volatility of idiosyncratic shocks of a market model regression, and the in-
formation ratio. The final set of rows displays the average normalized characteristics
of the portfolio. The average risk-free rate in the sample is 0.061 (annualized).
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the optimal portfolio policy are not extreme, on average 100%, compared to the average turnover
of 1.13% due to changes in the stock base. The cost of setting up the optimal portfolio is still
higher when the trading volume covariate (vol) is introduced. The transaction cost implied by the
base model (third column) are only of 30%, that is one-third of those of the model that includes
(vol).
The optimal portfolios have higher average returns (21%− 26%) than the value and the equal
weight portfolio 15%, but not as high as before (broad economic sectors). The introduction of the
liquidity proxies makes a significant difference since it increases the return of the portfolio by at
least 6% and up to 10% with respect to the benchmark. Furthermore, it also increases the return
of the portfolio by at least 2% and up to 4% with respect to the base model. The introduction of
the traded volume has a significant effect on reducing the market beta from 1.11 of the base model
to 0.64. As in the case for broad economic sectors the downside, which comes from the residual
volatility σ², responsible for a low information ratio of 0.22. This implies that the additional risk
taken with respect to the benchmark is not adequately compensated by the increased in returns.
The overall conclusion with respect to the baseline model for the Manufacturing subsectors is the
same as with the broad economic sectors: the trading cost of introducing the trading volume (along
with the other covariates) is not punitive but the escalation of risk in the portfolio is substantial.
3.4.3 Unobserved effect models
We estimate the unobserved sector effects under a fixed effect assumption (section 3.3.1) and under
a random effects assumption (section 3.3.2). The first set of results that we present correspond to
the fixed effects model for the broad economic sectors and the Manufacturing subsectors. The
second set of results corresponds to the random effect model. The tables with the estimation
results share the same structure as in the previous section. All of the models discussed in this
section consider as a proxy of liquidity, the trading volume.
In the fixed effect model for the 8 broad economic sectors (Table 3.4), the first two columns,
exhibit the information on the portfolio weights and the returns of the benchmarks, the value
weighted(VW) and equally (naive) weight(EV) portfolio. The next two columns contains the re-
sults for the optimize portfolio, with the covariates and the fixed effects (corresponding to all
sectors) along with the two respective benchmarks (FVW-COV and EVW-COV). The fifth column
contains the results for the optimal portfolio without the covariates, only the sector fixed effects
and the value weighted benchmark (FVW). The last column, considers the covariates and only the
indicator variables for the sector Finance, insurance and real estate, along with the value weighted
benchmark.
The estimated covariates are significant, have the same sign and the same interpretation as
in the baseline model. According to the results in columns three and four, the economic sector
effects are all negative and significant, except for the sector Finance, insurance and real estate. The
interpretation of the coefficients indicates that for such type of sector classification the optimal
weights decrease in all sectors except in the financial sector. However, the problem with this result
is that the return of this portfolio policy function 13% is lower than the benchmark 15%, therefore
under the current group classification there are no gains in tilting the portfolio (any further) toward
any of these particular sectors, with respect to the benchmarks, the market portfolio and the equal
weighted portfolio. The results for the model FVW indicate that all of the fixed sector effects are
statistically significant, in particular the sector Finance, insurance and real state loads positively
with respect to the portfolio weights. The puzzling result with respect to financials leads to the
estimation of a model where only the indicator variable for the financial sector was included.
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Table 3.4: Fixed effect results for the broad economic sectors.
Variable VW EW FVW-COV FEW-COV FVW FIN
θmom 1.0408*** 1.0769*** 1.5773***
(0.0592) (0.0617) (0.0881)
θme -1.0920*** -1.0724*** -1.3431***
(0.0636) (0.0719) (0.0892)
θliq -1.1522*** -1.1644*** -2.2051***
(0.0602) (0.0615) (0.0460)
δMIN -0.6886*** -0.6662*** -0.3371
(0.1599) (0.1563) (0.2524)
δCST -0.9928*** -0.9971*** -0.7311
(0.2475) (0.2520) (0.4516)
δMAN -0.6947*** -0.6561*** -0.9340***
(0.0518) (0.0550) ( 0.0927)
δTRA -0.2453* -0.2063 0.6065***
(0.1332) (0.1409) (0.1712)
δWHO -0.9934*** -0.9795*** -1.0728***
(0.2103) (0.2167) ( 0.3219)
δRET -0.9325*** -0.9049*** -0.9854***
( 0.1904) (0.1910) (0.2443)
δFIN -0.1209* -0.0921 0.9221*** -1.0816***
(0.0663) (0.0657) (0.1421) (0.0933)
δSER -1.1323*** -1.1222*** -1.6965***
(0.0884) (0.0877) (0.1198)
wi 0.0251 0.0251 0.0442 0.0466 0.0329 0.0696
maxwi 0.1029 0.0691 1.6422 1.7025 0.3189 2.5515
minwi 0.0111 0.0146 -0.4494 -0.4781 -0.1267 -0.6941∑
wiI(wi < 0) 0.0000 0.0000 -0.6751 -0.7075 -0.1540 -1.0081∑
I(wi < 0)/Nt 0.0000 0.0000 0.4157 0.4118 0.3180 0.4047∑ |wi,t − wi,t−1| 0.0109 0.0080 0.4252 0.4355 0.0180 0.7369
r 0.1467 0.1508 0.1317 0.1410 0.1347 0.2207
σ 0.6033 0.6116 0.3126 0.3369 0.4583 0.5666
SR 0.1421 0.1468 0.2261 0.2373 0.1608 0.2818
α 0.0495 0.0537 0.0163 0.1078
β 0.2470 0.2925 0.6694 0.6043
σ(²) 0.2748 0.2855 0.2167 0.4337
IR 0.1801 0.1881 0.0752 0.2486
The first set or rows shows the estimated coefficients along with the bootstrapped stan-
dard errors are shown in parentheses. *, **, and *** denote significance at the 10%,
5%, and 1% levels, respectively. The second set of rows shows the statistics of the
portfolio weights averaged across time. These statistics include the average absolute
portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in
the portfolio, and the turnover of the portfolio. The third set of rows displays av-
erage portfolio return statistics: average return, standard deviation, Sharpe ratio, the
alpha, beta, and volatility of idiosyncratic shocks of a market model regression, and
the information ratio. The average risk-free rate in the sample is 0.061 (annualized).
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Under this specification the coefficient associated to this sector was significant but negative. The
return of the portfolio policy function under this setup (22%) is above the benchmark return 15%.
However, it is lower than the return of 30% from portfolio policy function that ignores all together
the unobserved effects and only includes the covariates. 24
In the fixed effect model for the Manufacturing subsectors (Table 3.5) the results are organized
in a similar manner the only difference is that the last column, considers the covariates and only
the indicator variables for the subsectors: Food & kindred, Tobacco, and Petroleum refining &
plastics, along with the value weighted benchmark. As in the previous case the estimated covariates
are significant with the expected sign. The fixed effect for the Manufacturing subsectors has the
following behavior:
• The optimal weight increases for: Food & kindred, Tobacco, and Petroleum refining &
plastics.
• The optimal weight is not affected for: Furniture & fixtures, Paper & allied products, Printing
publishing & allied industries, Rubber & miscellaneous plastics, Leather & leather products,
Stone, clay, glass & concrete prods, and Fabricated metal products.
• The optimal weight decreases for: Textile mill products, Apparel & other finished products,
Lumber & wood prods except furntr, Chemicals & allied products, Primary metal indus-
tries, Industrial & commercial machinery, Electronic & other electrical equip, Transportation
equipment, and Measuring & analyzing instruments.
The problem with this result is that the return of the portfolio policy function (13%) is lower than
the benchmark (15%), therefore under the current group classification there are no gains in tilting
the portfolio (any further) simultaneously toward any of these particular sectors, with respect to the
benchmarks, the market portfolio and the equal weighted portfolio. However, unlike the previous
classification (broad economic sectors), for Manufacturing subsectors there is a greater number
of coefficients with different signs such that it is possible to use them to rotate the benchmark
portfolio. The results are encouraging, when the portfolio is rotated toward some subsectors and
furthermore the liquidity covariate is eliminated: First the resulting portfolio function provides a
return (33%) that is higher than the benchmark (15%) and it is also higher than the model which
ignore the fixed effects (25%).25 Second, the transaction cost are lower than the model that ig-
nores the fixed effects. However, the reduction of transaction cost is due to the elimination of the
liquidity covariate. Unfortunately there is ”no free lunch”, meaning that the increase in return is
accompanied by a significant increased in the volatility. This is obvious from the Sharpe ratio.
Whereas the baseline model with the full covariates (Table 3.3, fourth column) has a Sharpe ratio
of 0.26, the model that incorporates the fixed effects and ignores liquidity has a Sharpe ratio of
0.24.
In order to apply the methodology developed in section 3.3.2 for the random effects, it is nec-
essary to have the same number of stocks (∆t), within each group of economic sectors. In order
to meet the requirement at each point in time we determine which sector has the fewest number
of stocks. For all other sectors (with a higher numbers of stocks) a random subsample is selected.
Therefore, all of the estimation results for the random effects model are based in a subsample
of the data described in section 3.4.1. For the broad economic sectors the subsample includes
24See Table 3.2, fourth column.
25Table 3.3, fourth column.
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Table 3.5: Fixed effect results for the Manufacturing subsectors.
Variable VW EW FVW-COV FEW-COV FVW FTP
θmom 0.6979*** 0.7577*** 1.3314***
(0.1285) (0.1450) (0.2549)
θme -0.7864*** -0.6714*** -2.0929***
(0.1080) (0.1056) (0.2355)
θliq -1.0882*** -1.1261***
(0.1457) (0.1898)
δFOO 0.4894*** 0.5375*** 1.3338*** 5.7711***
(0.0866) (0.0865) (0.1308) (0.6581)
δTAB 0.9678*** 1.0255*** 0.1949*** 10.4217***
(0.1572) (0.1793) (0.0432) (2.1726)
δTEX -0.3958*** -0.3456** -0.0855
(0.1456) ( 0.1500) (0.0794)
δAPP -0.612*** -0.5774*** -0.1806**
(0.1639) (0.1751) (0.0805)
δWOO -0.718*** -0.6854*** -0.1406**
(0.1914) (0.2059) (0.0633)
δFUR -0.0849 -0.0674 0.1015
(0.1845) (0.1962) (0.0646)
δPAP -0.1245 -0.0955 0.1433*
(0.1666) (0.1755) (0.0869)
δPRI -0.1031 -0.0846 0.2921***
(0.1358) (0.1463) (0.0996)
δCHE -0.2637** -0.2927** 0.3435
(0.1213) (0.1227) (0.1902)
δPET 0.5587*** 0.6134*** 0.4998*** 3.8756***
(0.1291) (0.1359) (0.0792) (0.9922)
δRUB -0.1947 -0.1865 0.1637*
(0.1500) (0.1594) (0.0898)
δLEA 0.0328 0.0503 0.116*
( 0.2311) (0.2415) (0.0648)
δSTO -0.1834 -0.1675 0.1196
(0.1644) (0.1727) (0.0786)
δPME -0.4949*** -0.4533*** -0.2014
(0.1142) (0.1206) (0.1243)
δFME -0.1605 -0.1399 0.3434***
(0.1317) (0.1360) (0.1169)
δICM -1.0656*** -1.0608*** -1.3785***
(0.1202) (0.1265) (0.2265)
δELC -1.0674*** -1.1159*** -2.155***
(0.1143) (0.1282) (0.1602)
δTRA -0.4373*** -0.4349*** 0.0972
(0.1181) (0.1252) (0.1189)
δMAI -0.6492*** -0.3595*** -0.0946
(0.0962) (0.1038) (0.2087)
wi 0.0659 0.0659 0.0969 0.1015 0.1189 0.1531
maxwi 0.1972 0.1328 1.4403 1.5529 0.4201 2.9305
minwi 0.0313 0.0412 -0.6832 -0.7044 -0.2130 -0.9643P
wiI(wi < 0) 0.0000 0.0000 -0.4764 -0.4953 -0.4013 -0.3992P
I(wi < 0)/Nt 0.0000 0.0000 0.3776 0.3759 0.2985 0.2654P |wi,t − wi,t−1| 0.0113 0.0083 0.3574 0.3757 0.0200 0.3674
r 0.1532 0.1583 0.1326 0.1402 0.1474 0.3397
σ 0.6904 0.7020 0.3871 0.4095 0.5360 1.1670
SR 0.1335 0.1386 0.1849 0.1935 0.1613 0.2388
α 0.0362 0.0391 0.0245 0.1319
β 0.3835 0.4122 0.6715 1.5912
σ(²) 0.2824 0.2898 0.2690 0.3937
IR 0.1282 0.1350 0.0912 0.3351
The first set or rows shows the estimated coefficients along with the bootstrapped standard errors are shown
in parentheses. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. The second
set of rows shows the statistics of the portfolio weights averaged across time. These statistics include
the average absolute portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in the portfolio, and the
turnover of the portfolio. The third set of rows displays average portfolio return statistics: average return,
standard deviation, Sharpe ratio, the alpha, beta, and volatility of idiosyncratic shocks of a market model
regression, and the information ratio. The average risk-free rate in the sample is 0.061 (annualized).
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753, 928 observations, whereas the entire sample is of 1′700, 142 observations. For the Manufac-
turing subsectors the subsample includes 351, 357 observations, whereas the entire sample is of
647, 493 observations. In the random effects model we estimate the parameters of the policy func-
tion using a Gauss-Hermite quadrature, and the method of simulated moments. In the later, the
number of simulations (S) used for the value of α˙ was 10, 000 of the standard normal distribution.
The quadrature method is more accurate than the simulation based method (there is less approxi-
mation error with respect to the objective function in the optimization problem) and furthermore
the estimation consumes less time and computational resources. Even thought, the quadrature can
replace the simulation based method in terms of estimation, simulation of the unobserved effects
is still required in order to obtain the trajectories of the optimal weights. The quadrature allows
the evaluation of the objective function in the optimization problem (at the critical points of the
distribution of the unobserve component) but it does not provide actual draws for the unobserved
component.
Table 3.6: Random effects results for the broad economic sectors.
Variable VW EW BASE GH: VW GH: EW MC: VW MC: EW
θmom 0.2314 0.2321 0.2300 0.2324 0.2301
(0.1458) (0.1458) (0.1456) (0.1458) (0.1456)
θme -0.4989** -0.4987** -0.4158* -0.4981** -0.4153*
(0.2299) (0.2296) (0.2303) ( 0.2295) (0.2302)
θliq -0.0432 -0.0438 -0.0573 -0.0437 -0.0573
(0.1254) (0.1252) (0.1250) (0.1252) (0.1250)
σα 0.0000 0.0000 0.0010 0.0011
(0.0000) (0.0000) (0.0038) (0.0038)
wi 0.2774 0.2774 0.2837 0.2812 0.2828 0.2811 0.2828
maxwi 1.2649 0.8929 1.5266 1.5013 1.5914 1.5009 1.5908
minwi 0.1250 0.1645 -3.1254 -3.0674 -3.0941 -3.0747 -3.0980∑
wiI(wi < 0) 0 0 -0.0056 -0.0068 -0.0098 -0.0067 -0.0098∑
I(wi < 0)/Nt 0 0 0.018 0.0180 0.0303 0.0180 0.0301∑ |wi,t − wi,t−1| 0.0261 0.0212 0.0662 0.0709 0.0735 0.0709 0.0735
r 0.1516 0.1557 0.1695 0.1635 0.1654 0.1634 0.1654
σ 0.5984 0.6090 0.6662 0.6326 0.6378 0.6325 0.6376
SR 0.1514 0.1554 0.1629 0.1619 0.1638 0.1619 0.1638
α 0.0101 0.0079 0.0063 0.0079 0.0063
β 1.086 1.0429 1.0363 1.0426 1.0361
σ(²) 0.1464 0.1037 0.0920 0.1036 0.0919
IR 0.069 0.0766 0.0690 0.0766 0.0690
The first set or rows shows the estimated coefficients along with the bootstrapped stan-
dard errors are shown in parentheses. *, **, and *** denote significance at the 10%,
5%, and 1% levels, respectively. The second set of rows shows the statistics of the
portfolio weights averaged across time. These statistics include the average absolute
portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in
the portfolio, and the turnover of the portfolio. The third set of rows displays av-
erage portfolio return statistics: average return, standard deviation, Sharpe ratio, the
alpha, beta, and volatility of idiosyncratic shocks of a market model regression, and
the information ratio. The average risk-free rate in the sample is 0.061 (annualized).
The estimation results for the random effects model (Tables 3.6) have the same block structure
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as in the baseline model. The first two columns, presents the information on the portfolio weights
and the returns of the benchmarks, the value weighted (VW) and equally (naive) weight (EV) port-
folio. Unlike the previous cases these bechmarks are constructed from the subsample of stocks.
The third column contains the results of the policy function that only contains the covariates.
Columns four and five contains the estimation results based on the quadrature using the covari-
ates, the random unobserved component and the value weighted or equal weighted benchmark,
respectively. The last two columns provide the same information but the estimates are obtained
through simulation. The signs of the estimates for the covariates (Table 3.6) are consistent with
the baseline results and the literature. However, for the broad sectors (Table 3.6) only the variable
related to size (me) is significant. On the other hand, for the Manufacturing subsectors only the
momentum variables (mom) is significant.26 Therefore the optimal weight decreases, with respect
to the benchmark, with the firm’s market capitalization (size), in the broad sector classification
and increases with its lagged one year return (momentum), in the Manufacturing subsectors. The
estimation of the policy function indicates that the random sector effects are non existent. Either
classification (broad economic sectors or Manufacturing subsectors) strongly rejects the variation
across the sectors that would support the existences of sectors specific unobserved components
in this context. The return of the optimal portfolio (last block of tables 3.6) indicate that under
the sector classifications considered, there are no gains in tilting the portfolio toward any of these
particular sectors, with respect to the benchmarks, the market portfolio and the equal weighted
portfolio. For the broad economic sectors, the return on the benchmark portfolios is 15%, while
the optimized portfolio provides a return that is between 16.3% and 17%. For the Manufacturing
subsectors, the return on the benchmark portfolios is 14.33% or 14.66%, while the optimized port-
folio provides a return that is between 14.44% and 14.97%. In both cases the slight increased in
the return of the optimized portfolio is due to the covariate not the unobserved component. Note
that the benchmarks have some implicit exposure to the economics sectors, therefore the results
indicate that any change toward or away from these sector exposures does not provide any gains.
3.4.4 Portfolio weights: economic sectors
This section examines how the different specifications for the portfolio policy function affect the
distribution of the benchmark weights and the optimized weights in terms of the exposure to the
relevant economic sectors. The results displayed are based on the estimates of the different models
considered in the previous section. According to these results the unobserved sector components
are best modeled thought the use of a fixed effects model, hence we restrict the analysis on this
approach.
Figure 3.4 contain the information on the portfolio weights, for the broad economic sectors.
The different portfolios that are considered are: the value weighted benchmark (VW). The BASE
model with only the size and momentum covariates. The model that incorporates the trading activ-
ity (VOL) into the set of covariates. The model with the fixed unobserved effects for all the broad
sectors (FVW-COV). The model that only considers the fixed effects (FVW). Finally the model that
only includes an indicator for the financial, insurance and real state sector along with the covariates
(FIN). As mentioned previously the benchmark has an implicit exposure to the sectors that is de-
termined by the nature of the weighting variable. In the BASE model there are no strong changes in
the distribution of sector weights. There is a reduction in the participation of Transportation (4%)
26The estimation of the random effect model for Manufacturing subsectors is not reported, but can be obtained from
the web appendix of the chapter, which contains the full set of tables. For further information contact the author at
ccastroiragorri@gmail.com.
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with respect to the benchmark participation (11%). According to the sign and the magnitude of the
estimated parameters of the policy function this means that on average the firms in Transportation
are larger in size and the cumulative 12 months past return on their stock is lower than that of it
peers in the other sectors. The average weight assigned to each sector indicates that there are no
extreme bets on any of the sectors. Furthermore, the net position of each sector does not indicate
that is particularly important to short the portfolio. The introduction of the liquidity proxy (VOL)
through the volume of trading begins to have an important affect toward the redistribution of the
weights of the optimized portfolio across the sectors. Again a significant change, like doubling
the participation of Financials (55%) from a participation of (23%) in the benchmark, indicates
that the firms of this sector have less trading activity then their peers. In addition in this case the
Transportation sector is clearly being used to short the portfolio. It is important to recall that VOL
is the optimal portfolio that attains the largest return (30.6%) among those considered here. The
introduction of the sector effects (FVW-COV) thus confirms that Financials provide (in relative
terms) a good option to tilt the portfolio. However, the estimated coefficients for all other sectors
severely underweight all of the other sectors and to that effect do not provide any financial gain
over the benchmark. The last strategy (FIN) corrects the strong under weighting of the sectors by
only considering an indicator variable for Financials. Furthermore, omitting the trading volume
covariante indicates that tilting the sector weights toward Financials does provide some gain with
respect to the benchmark, although somewhat lower than by exclusively focusing on the covariates.
Figure 3.5 contains the information on the portfolio weights, for Manufacturing subsectors.
The different portfolios considered are the same as those for the broad sectors except for the last
model considered that includes an indicator for the Food & kindred, Tobacco and Petroleum re-
fining & plastics subsectors, along with the covariates (FTP). According to the implicit exposure
observed in the benchmark, there are four sectors that represent approximately half of the portfo-
lio: Chemicals & allied products, industrial & commercial machinery, electronic & other electrical
equip, and Measuring & analyzing instruments. In the BASE model there are no strong changes in
the distribution of sector weights. There is a reduction in the participation of Petroleum refining &
plastics (0.5%) with respect to the benchmark participation (3%). The introduction of the liquidity
proxy (VOL) through the volume of trading has a strong affect toward the redistribution of the
weights of the optimized portfolio across the subsectors. For example, the exposure to chemicals,
15% in the benchmark, becomes practically insignificant, 1%. On the other hand, Food & kindred
products and Fabricated metal products go from a benchmark weight of (4%) and (7%) to (9%) and
(14%), respectively. Furthermore, Petroleum refining & plastics becomes a shorting position in the
portfolio. The introduction of the sector effects (FVW-COV) consolidates the exposure on Food
& kindred products (19%), reverts the shorting of Petroleum refining & plastics (2%), but suggest
shorting other sectors like electronic & other electrical equip and industrial & commercial ma-
chinery which end up with negative net positions in the optimal portfolio. However, as mentioned
in the previous section this optimal portfolio provides no gain over the benchmark, probably due
to an excessive tilt to or away from some subsectors. The last strategy (FTP) corrects the strong
under weighting of the subsectors. The results is that, with respect to the benchmark, Food & kin-
dred products accounts for a third of the portfolio exposure. Furthermore, Tobacco and Petroleum
refining & plastics subsectors gains weight in the portfolio, mainly at the expense of Chemicals.
Its important to recall that this optimal portfolio attains the largest return (33.9%) among all other
portfolios.
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3.5 Country effects
In this section we test for the relevance of local country factors, using the parametric portfolio
choice approach with unobserved effects. The portfolio exercise is for a US investor that considers
an international portfolio of stocks, incorporating the country unobserved effects. For the empirical
implementation we contemplate an investor with CRRA preferences and a relative risk aversion of
five.
3.5.1 Data
The data is comprised of the listed stocks from January 1994 to December 2006 found in the
Compustat Global issues database. The Compustat data service of Standard & Poor’s is advertised
as covering 98% of the world’s market capitalization with data on over 90, 000 global securities.
27 All of the relevant information in the database was transformed into US dollar values using
the currency information provided by Compustat. In particular, the returns are in US dollars. We
construct some of the firm level characteristics mentioned in previous sections: log of the firm’s
market equity (me), the lagged one year compounded return (mom), and two indicators of trading
activity the log of the dollar trading volume (vol) and the turnover (turn).
From the country codes of the Compustat data the stock data is organized into 19 broad coun-
tries or regions (Table 3.1). The first 13 countries had the largest market capitalization in the
sample, the remaining countries were classified into 6 world regions.28 In general there is fewer
commonalities across country returns than industry (Figures 3.6). Unlike economic sectors, corre-
lations across countries are lower than 0.5 in most cases. With fewer crosswise commonalities in
the countries, an initial hypothesis suggest that exploiting diversification effects across countries
could be more rewarding than across economic sectors, for the US investor.
Figure 3.6: Returns for some countries.
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3.5.2 Results
The estimation result from the portfolio functions, the portfolio weights, and returns for the country
data, have the same organization as for the industry data. The results from the baseline model
27http://www.compustat.com/.
28The database contains information on 73 countries.
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(Table 3.7) have the same column structure as in the case of economic sectors. The only notable
difference is that for countries the bid-ask spread is not available. Hence we only consider three
different specifications of the portfolio function, instead of the four considered earlier.
Table 3.7: Baseline results for countries.
Variable VW EW BASE VOL TURN
θmom 8.5701*** 10.1309*** 10.2647***
(0.7212) (0.8284) (0.7943)
θme -9.1281*** -9.7570*** -9.3229***
(0.7245) (0.8346) (0.7610)
θliq -4.5394*** -3.7140***
(0.6691) (0.4826)
wi 0.0083 0.0083 0.0632 0.0872 0.0751
maxwi 0.0262 0.0202 9.6362 11.3618 11.4740
minwi 0.0022 0.0060 -0.8318 -1.0415 -0.9574∑
wiI(wi < 0) 0.0000 0.0000 -3.3154 -4.7661 -4.0374∑
I(wi < 0)/Nt 0.0000 0.0000 0.4567 0.4650 0.4712∑ |wi,t − wi,t−1| 0.0162 0.0144 1.8352 2.5891 2.7047
r 0.1923 0.2031 1.9716 2.2239 2.1969
σ 0.5073 0.5148 2.2994 2.5102 2.4563
SR 0.2589 0.2760 0.8309 0.8616 0.8696
α 1.6431 2.0138 1.9676
β 2.0367 1.1350 1.2818
σ(²) 2.0542 2.4433 2.3686
IR 0.7999 0.8242 0.8307
mom 0.0078 0.0014 7.9105 9.2345 9.3759
me 0.1041 0.0002 -8.3455 -11.1132 -9.1088
liq 0.0524 -0.0003 -8.9594 -4.9417
The first set or rows shows the estimated coefficients along with the bootstrapped stan-
dard errors are shown in parentheses. *, **, and *** denote significance at the 10%,
5%, and 1% levels, respectively. The second set of rows shows the statistics of the
portfolio weights averaged across time. These statistics include the average absolute
portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in
the portfolio, and the turnover of the portfolio. The third set of rows displays average
portfolio return statistics: average return, standard deviation, Sharpe ratio, the alpha,
beta, and volatility of idiosyncratic shocks of a market model regression, and the in-
formation ratio. The final set of rows displays the average normalized characteristics
of the portfolio. The average risk-free rate in the sample is 0.061 (annualized).
The signs of the estimates, for me, mom and liq, are consistent with the previous results and
the literature. The optimal weight decreases, with respect to the benchmark, with the firm’s market
capitalization (size), increases with its lagged one year return (momentum) and decreases with
an increase in trading activity ( vol and turn). The coefficients of the covariates, in the portfolio
policy function, for the country data, are substantially larger than those based the economic sector
data, in particular for me and mom. This indicates a more actively managed portfolio, since small
deviations in the firms characteristics generate a stronger effect on the optimal weights.29
29In all of the previous case the value weighted benchmark has been used in the portfolio policy function. Similar
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The average absolute weight of the optimal portfolio is six or ten times as the market therefore
the covariates in the portfolio policy function encourages active portfolio management strategies
(larger stakes are taken on the assets). The results indicate that significant gains of deviating from
the benchmark are derived from shorting stocks (negative weights). The percentage of negative
weights is on average 46%. The cost of setting up the optimal portfolio policy are considerable,
on average 225%, compared to the average turnover of 1.6% due to changes in the stock base. The
transaction cost implied by the base model (third column) are already substantial 183%, which can
climb up to 259% when including (vol).
The optimal portfolios have noticeably higher average returns (151% − 222%) than the value
and the equal weight portfolio, 20%. As was observed for economic sectors, the introduction of
the liquidity proxies increases the return of the portfolio by around 22% with respect to the base
model. Although the residual volatility σ² is high, the gain in returns compensates additional risk
taken with respect to the benchmark (the information ratio is in average 0.82). The last block
of results gives an idea of the quantitative effects on the portfolio weights of the introduction of
the covariates. The value weighted benchmark is by construction biased toward large firms (large
capitalization, high me) and the equal weighted benchmark does not have a dominant trait with
respect of the covariates (as it should be). The optimized portfolio is biased toward small firms
(me is negative), past winners (mom is positive) and moderate traded stocks (liq is negative). The
bias is stronger for the latter than the former characteristics (covariates).
The introduction of unobserved country effects follows from the fixed effects model (Table
3.8). Preliminary results based on the random effects model did not provide significant evidence
on the existence of the random effect. Furthermore, the results with respect to the covariates, in the
random effect model, were heavily dependent on the subsample used to perform the estimation. For
this reason we restrict the presentation of the results to the fixed effect model. All of the models
that we present in this section consider as proxy of liquidity, the trading volume. The first two
columns, exhibit the information on the portfolio weights and the returns of the benchmarks, the
value weighted (VW) and equally (naive) weight (EV) portfolio. The next two columns contains
the results for the optimize portfolio, with the covariates and the fixed effects (corresponding to all
sectors) along with the two respective benchmarks (FVW-COV and EVW-COV). The fifth column
contains the results for the optimize portfolio, without covariates only with the country fixed effects
and the value weighted benchmark (FVW). The last column, considers the covariates and only the
indicator variables for the following countries or regions: US, Japan, India, China, and South &
Central America.
When we include the covariates in the policy function along with all the country fixed effects
(FVW-COV and EVW-COV), most of the country fixed effects are not statistically significant. Ex-
cept for the US and Japan, which decrease the optimal weight. If the covariates are excluded from
the policy function, (FVW), then the fixed effects have the following behavior:
• The optimal weight increases for: United Kingdom, Australia, France, India, China, Other
Western Europe, Other Asia , South & Central America, Middle East, and Africa.
• The optimal weight is not affected for: Canada, Hong Kong, and Eastern Europe.
• The optimal weight decreases for: US, Japan, Malaysia, Germany and Singapur.
results are obtained when using the equally weighted benchmark in the portfolio function. These results are not
reported, but can be obtained from the web appendix of the chapter, which contains the full set of tables. For further
information contact the author at ccastroiragorri@gmail.com.
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Table 3.8: Fixed effect results for countries.
Variable VW EW FVW-COV FEW-COV FVW PFVW
θmom 2.0577*** 2.0532*** 1.5194***
( 0.3538) (0.2607) (0.0948)
θme -1.9224*** -1.8918*** -1.6462***
(0.2120) (0.1409) (0.0720)
θliq -0.7592*** -0.7561*** -0.9347***
(0.0650) (0.0652) (0.0495)
δUSA -0.4091*** -0.452*** -0.2693*** -0.8560***
(0.1291) (0.0634) (0.0610) (0.0688)
δJPN -0.9916*** -1.043*** -2.0338*** -1.3416***
(0.0874) (0.0507) (0.0262) (0.0596)
δGBR 0.004 -0.0118 0.4033***
(0.1011) (0.0657) (0.0544)
δCAN -0.0429 -0.05 0.0394
(0.1341) (0.0836) (0.0248)
δAUS -0.0124 -0.0208 0.1468***
(0.0948) (0.0625) (0.0304)
δMY S -0.2347 -0.2452 -0.6211***
(0.3088) (0.1953) (0.0262)
δFRA 0.0199 0.0132 0.2431***
(0.0560) (0.0369) (0.0345)
δHKG -0.0487 -0.0571 0.0057
(0.1368) (0.0823) (0.0372)
δDEU -0.0638 -0.0693 -0.1003***
(0.2019) (0.1255) (0.0243)
δSGP -0.0675 -0.0719 -0.1438***
(0.2452) (0.1531) ( 0.0195)
δIND 0.0608 0.056 0.3148*** 0.3499***
(0.1076) (0.0715) (0.0204) ( 0.0824)
δTHA 0.0037 -0.0007 0.1008***
(0.0629) (0.0442) (0.0266)
δCHN 0.1985 0.1641 0.7655*** 1.1886***
(0.3722) (0.2486) (0.0430) (0.1271)
δWER 0.1818*** 0.0123 1.0966*** 0.1172*
(0.0576) (0.0385) (0.0469) (0.0718)
δEER -0.0049 -0.0057 0.002
(0.1357) (0.0835) (0.0071)
δASI 0.0148 0.004 0.2671***
(0.0707) (0.0506) (0.0371)
δSCA 0.0128 0.0097 0.1148*** 0.0095
(0.0354) (0.0230) (0.0193) ( 0.0885)
δMDE 0.0117 0.0108 0.0614***
(0.1263) (0.0821) (0.0100)
δAFK 0.0091 0.0066 0.093***
(0.0357) (0.0220) (0.0156)
wi 0.0083 0.0083 0.0268 0.0287 0.0166 0.0406
maxwi 0.0262 0.0202 4.1298 4.4004 0.1919 6.2374
minwi 0.0022 0.0060 -0.3284 -0.3682 -0.1010 -1.1786P
wiI(wi < 0) 0.0000 0.0000 -1.1170 -1.2365 -0.5014 -1.9522P
I(wi < 0)/Nt 0.0000 0.0000 0.3950 0.4012 0.2493 0.4154P |wi,t − wi,t−1| 0.0162 0.0144 0.7970 0.8395 0.0670 1.1504
r 0.1923 0.2031 0.8898 0.9382 0.3790 1.1221
σ 0.5073 0.5148 0.9551 1.0037 0.7736 1.1872
SR 0.2589 0.2760 0.8677 0.8740 0.4110 0.8938
α - - 0.6900 0.7232 0.1993 0.9423
β - - 1.0570 1.0838 0.9039 0.9039
σ(²) - - 0.7904 0.8343 0.6231 1.0951
IR - - 0.8729 0.8668 0.3198 0.8605
The first set or rows shows the estimated coefficients along with the bootstrapped standard errors are shown
in parentheses. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. The second
set of rows shows the statistics of the portfolio weights averaged across time. These statistics include
the average absolute portfolio weight, the average maximum and minimum portfolio weights, the average
sum of negative weights in the portfolio, the average fraction of negative weights in the portfolio, and the
turnover of the portfolio. The third set of rows displays average portfolio return statistics: average return,
standard deviation, Sharpe ratio, the alpha, beta, and volatility of idiosyncratic shocks of a market model
regression, and the information ratio. The average risk-free rate in the sample is 0.061 (annualized).
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The optimal portfolios that include the fixed country effects have higher average returns (38% −
112%) than the value and the equal weight portfolio, 20%. This result holds even when the ob-
served covariates (me, mom and liq) are excluded from the policy function. Hence there are sig-
nificant gains of tilting the weights toward and away from some countries. This implies that any
further modification of the exposures given by the benchmarks turn out to be an optimal invest-
ment strategy. Greater gains can be obtained by picking some countries (as can be seen form the
last column) and in particular by introducing the covariates. However, this last strategy is more
expensive. Whereas the transaction cost are 6.7% for the policy function with all the fixed effects
and without covariates, these cost climb to 121% when including the covariates and picking out
some countries in particular. The returns obtained from the policy function that includes the coun-
try fixed effects are less volatile than those obtained from the policy function that only considers
the covariates. But the Sharpe ration and the information ratio are higher for the model that only
considers the country fixed effects than for the model that only considers the covariates.30
Over all there is a stronger case for the statistical significance and in particular the economic
significance of the country local factors than for the industry factors in the portfolio policy function.
3.5.3 Portfolio weights: countries
This section examines how the different specifications for the portfolio policy function affect the
distribution of the benchmark weights and the optimal weights in terms of the exposure to the
relevant countries.
Figure 3.7 contains the information on the portfolio weights, for the countries. We consider
the following portfolios: the value weighted (VW) benchmark. The BASE model with only the
size and momentum covariates. The model that incorporates the trading activity (VOL) into the set
of covariates. The model with the fixed unobserved effects for all the broad sectors (FVW-COV).
The model without the covariates, only the fixed unobserved effects for all the countries (FVW).
Finally the model that includes the covariates and the following countries or regions: US, Japan,
India, China, and South & Central America (PFVW). The benchmark has an implicit exposure to
the sectors that is determined by the nature of the weighting variables. For example, since US and
Japanese firms are predominant in the sample (Table 3.1), the value weighted benchmark has the
greatest concentration on these type of stocks (Figure 3.7). In the BASE model there are strong
changes in the distribution of sector weights. Both US and Japanese stock loose ground to Aus-
tralia, Malaysia, UK, Thailand and India. In fact US stocks are shorted in order to gain ground in
these markets. According to the sign and the magnitude of the estimated parameters of the policy
function this means that on average the firms in the US are larger in size and the cumulative 12
months past return on their stock is lower than that of its peers in the other countries. The intro-
duction of the liquidity proxy (VOL) through the volume of trading has an important rebound (in
terms of participation) for Japanese stocks. There is also an important increase in the participation
of stocks from western European countries. We observe a significant increase in the participation
of stocks from France (24%), Germany (12%), UK (12%), other western European (25%) from a
participation of (3%), (3%), (7%), (8%), respectably, in the benchmark. This indicates that stocks
from western European countries have less trading activity then their peers. The introduction of
the country effects (FVW-COV) compensates the participation across all countries and regions. In
other words the participation of US and Japanese stocks are reduced and distributed evenly among
most countries except for other western European countries which attain a participation of 20% in
30See fourth column in table 3.7 and third column on table 3.8.
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this portfolio. Surprisingly, the policy function that only includes the fixed country effects (FVW)
is closer to the original exposure implied by the value weighted benchmark. The only significant
difference with respect to the benchmark is the strong shorting of Japanese stocks (−50%) that
mainly finances the expansion on other western European stocks (32%) and the UK (19%). Fi-
nally the estimation results on the policy function that incorporates the covariates and only some
countries (PFVW) signals that the covariates dominate (in terms of relative importance) the effects
on the optimal weights rather than the country factors. This explains why the optimal portfolio
weights from (PFVW) are not that different than those based exclusively on the covariates (VOL).
3.6 Conclusions
The relevance of group type factors such as industry or country effects have played a role in
explanting the the cross section of returns, there is ample literature that support this statement.
However, whether they play a role in portfolio choice has not been adequately established. The
biggest challenge in testing the role of these local effects, or some other commonly held beliefs
and practices in active portfolio management, has been the need to focused on large portfolios.
The literature on portfolio choice has largely avoided the issue of portfolio optimization in large
portfolios. Even though there is an increasing need for canalizing issues relating to the dependence
structure and aggregation of risk in large portfolios that are at the core of portfolio optimization.
The methodological approach developed in Brandt et al. (2007) presents the very parsimonious
setup, required to sensibly analyze large portfolios. The current document extends their approach
in order to incorporate unobserved effects across assets relevant in exploiting the differences in
the cross sections of returns. We use the model that incorporates unobserved effects to test for
the relevance of industry or country effects in portfolio choice. Moreover, another advantage of
the approach developed in Brandt et al. (2007) is that the optimal portfolio is compared to a
benchmark, such as the market portfolio or the equal weighted portfolio. Therefore the optimal
portfolio does not exist in a vacuum and we can directly evaluate the economic significance of a
particular financial strategy.
The results indicate that the fixed effect model is better suited to identify the relevance of
the industry and country effects. In the random effect model the unobserved components are not
significant in the policy function. Furthermore, the variation on the portfolio weights from one
specification of the policy function to another provide evidence of meaningful correlation between
the covariates and the sector classification and hence the unobserved components. Under these
conditions, and the fact that the upsurge in the number of parameters is still feasible in terms of
computation, the fixed effect model seems to be the proper approach. The estimated models, under
fixed effects framework, suggest that the unobserved (industry or country) effects are statistically
significant in the portfolio policy function. However, this does not necessarily mean that tilting
the portfolio in reaction to these findings, will always provided any gains over the benchmark. In
some cases (particular industry or country classifications) the approach provides a hint of how to
marginally tilt the portfolio toward or away from some groups to beat the benchmark.
The results have three direct implications on active portfolio management geared on exploiting
the heterogeneity across sectors or markets. First, they suggest that investors overweight small
firms, past winners, and moderate traded stocks. Second, local effects or return heterogeneity as-
sociated to economic sectors or geographic factors are not as straight forward to exploit financially
as suggested by the extensive multivariate factor literature on the subject. This is specially true
for the industry factors. Finally, the gains in tilting a benchmark portfolio toward a particular eco-
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nomic sector or market largely depends on how the overall groups are classified or even considered.
Furthermore, when is was possible to observe gains over the benchmark from tilting, the resulting
portfolios are substantially riskier.
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Appendix E: Gradient function
For the optimization procedure it is important to derive the analytical gradient of the optimization
problem. The empirical application assumes constant relative risk aversion (CRRA) preferences
over wealth:
u(rp,t+1) =
(1 + rp,t+1)
1−γ
1− γ ,
=
(1 +
∑nt
i=1wi,tri,t+1)
1−γ
1− γ ,
=
(1 +
∑nt
i=1 f(xi,t, θ)ri,t+1)
1−γ
1− γ ,
u′(rp,t+1) =
∂u(rp,t+1)
∂θ
,
= (1 +
nt∑
i=1
f(xi,t, θ)ri,t+1)
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Fixed effect model
The optimization problem (objective function):
maxδ
1
T
T−1∑
t=0
u
(
nt∑
i=1
w˙i,g,tri,t+1
)
,
where w˙i,g,t =
wi,g,tPnt
i=1 wi,g,t
and wi,g,t = w¯i,t + δzi,t.
The first order condition of the problem with respect to the parameter vector δ:
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T
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t=0
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= 0,
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T
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h(rt+1, zt; δ) = 0.
Random effect model
The optimization problem (objective function):
maxθ,σα≥0
∫ ∞
−∞
1
T
T−1∑
t=0
u
(
nt∑
i=1
f(α˙g, xˆi,t; θ, σα)ri,t+1
)
ϕ(α˙)dα˙,
where ϕ(α˙) is a standardized Gaussian pdf and wi,t = w¯i,t + σαmt α˙g +
1
nt
θxˆi,t.
In order to derive the first order conditions we consider Leibnitz’s rule for differentiation under
the integral sign. Given that α has a continuous probability distribution and that the objective
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function is everywhere continuous with respect to the parameter space and the distribution limits,
the conditions to apply Leibnitz’s are satisfied. The first order condition of the problem with respect
to the parameter vector θ:∫ ∞
−∞
1
T
T−1∑
t=0
[
u′(rp,t+1)
(
1
nt
nt∑
i=1
xˆi,tri,t+1
)]
ϕ(α˙)dα˙ = 0.
The first order condition of the problem with respect to the parameter σα:∫ ∞
−∞
1
T
T−1∑
t=0
[
u′(rp,t+1)
(
1
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nt∑
i=1
α˙g(i∈g)ri,t+1
)]
ϕ(α˙)dα˙ = 0.
Both the objective function as well as the first order conditions can be integrated numerically
given that the distribution of α˙ is known. An efficient method for integration is Gaussian-Hermite
quadrature.
Appendix F: Gaussian-Hermite quadrature
Gaussian-Hermite quadrature is foremost a numerical integration method. This particular method
is a special case of Gaussian quadrature rule, which is an approximation of the definite integral
of a function. The approximation is a weighted sum of function values at specified points within
the domain of integration. According the Gaussian-Hermite quadrature any integral of the form∫∞
−∞ ϕ(x)dx =
∫∞
−∞ e
−x2f(x)dx can be approximated by,
∫ ∞
−∞
e−x
2
f(x)dx ≈
J∑
j=1
wjf(xj).
where J is the number of evaluation points. 31 The method requires that the function to be integrated
f(x) be evaluated at a number of carefully selected evaluation points, xj, j = 1, 2, ..., J ; then the
value of the function at each evaluation point, f(xj) is weighted by wj . The approximation of the
integral is the sum of these weighted values. Implementation is simple: tables (such as table 25.10
in Abramowitz and Stegun, 1964 report the (xj, wj) pairs for different ascending values of J.
Gaussian quadrature requires fewer evaluation points than ordinary quadrature (approximately
half). The x1, x2, ..., xJ are the J roots of the Hermite polynomial HJ(x); this is why the technique
is called Hermite polynomial quadrature. The numerical weights, the wj , are more difficult to
explain, but implementation does not require one to understand their nature.
A simple example
Consider the normal density function with zero mean, ϕ(x) = 1√
2piσ2
e− x
2
σ2
. Note that the integral
of this function is 1 (the probability integral). By performing a change of variables,∫ ∞
−∞
1√
2piσ2
e−
x2
2σ2 dx =
∫ ∞
−∞
1
pi
ezdz,
31The accuracy of the approximation increases with the number of evaluation points. Typically, 10 or less are
sufficient for parameter stability, not hundreds or thousands as with simulation.
108
where z = x√
2σ2
. Then note that
∫∞
−∞
1
pi
ezdz is a special case of
∫∞
−∞ e
−z2f(z)dz where f(z) = 1√
pi
is a constant. Then according to the Gaussian-Hermite quadrature,∫ ∞
−∞
1
pi
ezdz ≈
J∑
j=1
wjf(zj),
≈ 1√
pi
J∑
j=1
wj.
If J = 2, this is 1√
pi
(0.886227+0.886227) = 1.0000001; if J = 4 it is 1√
pi
(0.804914+0.804914+
0.0813128 + 0.0813128) = 0.99999986, a closer approximation, but both are close enough.
Using Gaussian-Hermite quadrature in the random effects model
In the random effects model we have the following optimization problem (objective function):
maxθ,σα≥0
∫ ∞
−∞
1
T
T−1∑
t=0
u
(
nt∑
i=1
wi,tri,t+1
)
ϕ(α˙)dα˙,
where ϕ(α˙) is a standardized Gaussian pdf and wi,t = w¯i,t + σαmt α˙g +
1
nt
θxˆi,t. According to
Gaussian-Hermite quadrature we can rewrite this objective function in the following form:∫ ∞
−∞
e−α˙
2
f(α˙)dα˙ ≈
J∑
j=1
wjf(α˙j),
where f(α˙) has the following form:
f(α˙) =
1
Tpi
T−1∑
t=0
u
(
nt∑
i=1
wi,t(α˙)ri,t+1
)
.
In all of the applications of the Gaussian-Hermite quadrature in the chapter J = 16.
Appendix G: Simulated method of moments
Estimation problems typically arise in econometric models with unobserved components (latent
variables). The existence of these components leads to multiple integrals in the criterion functions
(likelihood function or a set of moment conditions), which cannot be evaluated using standard
numerical procedures. A solution to this problem that has received increasing interest, since the late
eighties in econometrics, is the use of Monte Carlo simulation methods to compute an otherwise
intractable criterion function (Matyas, L.,1999).
Consider the following parametric model h(wt|xt, θ). The model has a reduced form represen-
tation with respect to the variable of interest (optimal portfolio weight), wt = %(xt, εt, θ) where εt
is an unobserved component with a known distribution. A particular draw (εst ) from the distribu-
tion of εt is used to obtain a set of simulated values of wst (θ) = %(xt, ε
s
t , θ), s = 1, ..., S.. Define
the following moment function:
ϕ(wt, xt; θ) = f(wt, xt)− η(xt; θ),
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where f(wt, xt) is a function of the data and η(xt; θ) is the theoretical counterpart defined as
η(xt; θ) = Eθ [f(wt, xt)|xt] .
The expectation is computed with respect to the density h(wt|xt, θ). Assuming that the empirical
moment condition holds for the true process (the index is dropped when the expectation is taken
with respect to the true process, E ≡ Eθ0 .
E [ϕ(wt, xt; θ0)] = 0∀t.
Let ϕ˙(wt, xt; θ0) = B(xt)Tϕ(wt, xt; θ0) where B(xt) is some nonlinear matrix function of xt, then
the respective unconditional moment restriction is
E [ϕ˙(wt, xt; θ0)] = 0∀t.
If the expression η(xt; θ) cannot be computed analytically (because of the existence of the unob-
served component), it may be approximated using simulation methods. An unbias estimator for
η(xt; θ) is given by,
ηˆ(xt; θ) =
1
S
S∑
s=1
f(wst , xt),
where wst , s = 1, ..., S. are drawn from the distribution h(wt|xt, θ) using observed variables xt.
An estimator for θ0, using the method of simulated moments (MSM), is obtained by solving the
following optimization problem
minθ
[
1
T
T−1∑
t=0
ϕ˙S(wt, xt; θ)
]T
A
[
1
T
T−1∑
t=0
ϕ˙S(wt, xt; θ)
]
,
where ϕ˙S(wt, xt; θ) = B(xt)T [f(wt, xt)− ηˆ(xt; θ)] and A denotes a appropriately chosen positive
defined weighting matrix.
The MSM estimator is consistent for any S ≥ 1 as T →∞ (Matyas, L.,1999). The asymptotic
optimal weighting matrix which minimizes the asymptotic covariance of the MSM estimator for a
give set of moment restrictions is:
A0 =
(
var[ϕ˙(wt, xt; θ0)] +
1
v
ar[ϕ˙(wst (θ0), xt; θ0)]
)−1
.
For this optimal choice of weight matrix the asymptotic covariance matrix of the MSM estimator
is: [
E
[
B(xt)
T ∂η(xt; θ0)
∂θ
]T
A0E
[
B(xt)
T ∂η(xt; θ0)
∂θ
]]−1
.
110
Bibliography
[1] ABRAMOWITZ, M., STEGUN, I.: Handbook of mathematical functions with formulas,
graphs and mathematical tables, Dover Publications, (1964).
[2] AKHAVEIN, J., KOCAGIL, A., NEUGEBAUER, M.: A Comparative Empirical Study of Asset
Correlations, Fitch Ratings, (2005).
[3] AIT-SAHALIA, Y., BRANDT, M.: Variable selection for portfolio choice, Journal of Finan-
cial Economics, 56, 1297-1351, (2001).
[4] AMIHUD, Y., MENDELSON, HAIM.: Asset pricing and the bid-ask spread, Journal of Finan-
cial Economics, 5, January, (2002).
[5] ANG, A., BEKAERT, G.: International asset allocation with regime shifts, Review of Finan-
cial Studies, Vol. 15, no. 4, (2002).
[6] BANGIA, A., DIEBOLD, F., KRONIMUS, A., SCHAGEN, C., SCHUERMANN, T.: Rating
migrations and the business cycle, with applications to credit portfolio stress testing, Journal
of Banking and Finance, (2002), 26(2), 445-474.
[7] BASEL COMMITTEE ON BANKING SUPERVISION: International Convergence of Capital
Measurement and Capital Standards, Bank for International Settlements, (2006).
[8] BECKERS, S., CONNOR, G., CURDS, R.: National versus global influences on equity re-
turns, Financial Analysis Journal, April, (1996).
[9] BEKAERT, G., HODRICK, R., ZHANG, X.: International stock comovements, forthcoming
Journal of Finance, working paper, September, (2007).
[10] BRANDT, M.: Estimating portfolio and consumption choice: A conditional method of mo-
ments approach, Journal of Financial Economics, 54, 1609-1646, (1999).
[11] BRANDT, M.: Portfolio choice problems, in Y. Ait-Sahalia and L.P. Hansen (eds.), Handbook
of Financial Econometrics, forthcoming, working paper, (2005).
[12] BRANDT, M., SANTA-CLARA, P., VALKANOV, R.: Parametric Portfolio Policies: Exploit-
ing Characteristics in the Cross Section of Equity Returns, Review of Financial Studies, forth-
coming, Working Paper, (2007).
[13] BRENNAN, M., CHORDIA, T., SUBRAHMANYAM, A.: Alternative factor specifications, se-
curity characteristics and the cross-section of expected stock returns, Journal of Financial
Economics, 49, September, (1998).
111
[14] BRENNAN, M., SUBRAHMANYAM, A.: Market microstructure and asset pricing: On the
compensation for iliquidity in stock returns, Journal of Financial Economics, 41, July,
(1996).
[15] BRODIE, J., DAUBECHIES, I., DE MOL, C., GIANNONE, D., LORIS, I.: Sparse and stable
markovitz portfolios, Proceedings of the National Academy of Science, EVol. 106, No. 30,
Pages 12267-12272, (2009).
[16] BROOKS, R., DEL NEGRO, M.: Country versus region effects in international stock returns,
Journal of Portfolio Management, (2005).
[17] CAMPBELL, J., VICEIRA, L.: Consumption and portfolio decisions when expected returns
are time varying, Quarterly journal of Economics, May, (1999).
[18] CAMPBELL, J., CHAN, L., VICEIRA, L.: A multivariate model of strategic asset allocation,
Journal of Financial Economics, 67, (2003).
[19] CANTOR, R., MANN, C.: Measuring the performance of corporate bond ratings, Special
comment, Moodys Investors Service, (2003).
[20] CHERNIH, A., VANDUFFEL, S., HENRARD, L.: Asset Correlations; A Literature Review
and analysis of the impact of dependent loss given defaults, Working Paper, (2006).
[21] CHORDIA, T., SUBRAHMANYAM, A., ANSHUMAN, R.: Trading activity and expected stock
returns, Journal of Financial Economics, 59, January, (2001).
[22] CHRISTENSEN, J., HANSEN, E., LANDO, D.: Confidence Sets for continuous-time rating
transition probabilities, Journal of Banking and Finance, 28, (2004).
[23] COWAN, A., JOUTZ, F.: An unobserved component model of asset pricing across financial
markets, International Review of Financial Analysts, 15, (2006).
[24] CROSBIE, P.: Global correlation factor structure, Modeling methodology, Moody’s KMV
company, (2005).
[25] DAS, S.J., DUFFIE, D., KAPADIA, N., SAITA, L.: Common failings: How corporate de-
faults are correlated, Journal of Finance, (2007), LXXII(1).
[26] DAS, S.J., GENG, G.: Correlated default process: a criterion-based copula approach, Journal
of Investment Management, Vol. 2, No. 2, (2004).
[27] DAS, S.J., UPPAL, R.: Systemic risk and international portfolio choice, Journal of Finance,
LIX(6), (2004).
[28] DAVIDSON, R., MACKINNON, J.G.: Bootstrap testing in nonlinear models, International
Economic Review, 40:2, (1999).
[29] DEMEY, P., JOUANIN, J., ROGET, C.: Maximum likelihood estimate of default correlation,
Risk, November, (2004).
[30] DEMIGUEL, V., GARLAPPI, L., UPPAL, R.: Optimal versus naive diversification: How
inefficient is the 1/N portfolio strategy, Review of Financial Studies, forthcoming, Working
Paper, (2007).
112
[31] DUFFIE, D., ECKNER, A., HOREL G., SAITA L.: Frailty correlated default, Journal of Fi-
nance, (2009), Vol LXIV, No. 5.
[32] DURBIN, J., KOOPMAN, S.J.: Monte Carlo maximum likelihood estimation for non-
gaussian state space models, Biometrika, (1997), 84(3).
[33] DURBIN, J., KOOPMAN, S.J.: Time Series Analysis by State space Methods, Oxford statis-
tical Science Series 24, Oxford University press, (2001).
[34] EFRON, B. AND TIBSHIRANI, R.J.: An Introduction to the Bootstrap, Chapman Hall/CRC,
(1994).
[35] FAMA E. F., MACBETH J.D.: Risk, Return and Equilibrium: Empirical Tests, Journal of
Political Economy, 81, 607636, (1973).
[36] FU, Y.,GLUCK, J., MAZATAUD, P., ROSA, D., RUPERT, S., TOUTAIN, O.: Moody’s
Revisits its Assumptions Regarding Corporate Default (and Asset) Correlations for CDOs,
Moody’s Investor Service, (2004).
[37] GAGLIARDINI, P., GOURIROUX, C.: Migration Correlation: Definition and efficient estima-
tion, Journal of Banking and Finance, 29, (2005).
[38] GELMAN, A., RUBIN, D.: Inference from iterative simulation using multiple sequences,
Statistical Science, (1992), 7.
[39] GELMAN, A., RUBIN, D.: Markov chain Monte Carlo methods in biostatistics, Statistical
Methods in Medical Research, (1996), 5.
[40] GILKS, W.R., RICHARDSON, S., SPIEGELHALTER, D.J. : Markov Chain Monte Carlo in
Practice, Chapman and Hall/CRC, (1996).
[41] GORDY, M.: A comparative anatomy of credit risk models, Journal of Banking and Finance,
vol. 24, January, pp. 119-49, (2000).
[42] GORDY, M., HEITFIELD, E.: Estimating default correlation from short panels of credit rating
performance data, Working Paper, Federal Reserve Board, (2002).
[43] GOURIEROUX, C., MONFORT, A.: Simulation based econometric methods, Oxford univer-
sity Press, (1996).
[44] GUIDOLIN, M., TIMMERMANN, A.: International asset allocation under regime switching,
skew and kurtosis preferences, Review of Financial Studies, February, 21(2), pp. 889-935,
(2008).
[45] GUPTON, G., FINGER, C., BHATIA, M.: Creditmetrics technical document, (2007).
[46] HALL, D.: Zero-Inflated Poisson and Binomial regression with random effects: A Case
Study, Biometrics, (2000), 56.
[47] HANSEN, L.P.: Large sample properties of generalied method of moments estimators,
Econometrica, 50:4, (1982).
113
[48] HANSON, S., PESARAN, M.H., SCHUERMANN, T.: Firm heterogeneity and credit risk di-
versification, CESifo Working paper, 1531, (2005).
[49] HESTON, S., ROUWENHORST,G.: Industry and country effects in international stock returns,
Journal of Portfolio Management, 36, (1995).
[50] HOEVENAARS, R., MOLENAAR,R., SCHOTMAN,P., STEENKAMP,T.: Stratigic asset allo-
cation with liabilities: Beyond stock and bonds, Journal of Economic Dynamics and Control,
32, (2008).
[51] KAVUSSANOS, M., MARCOULIS, S., ARKOULIS, A.: Macroeconomic factors and interna-
tional industry returns, Applied Financial Economics, 12, (2002).
[52] KAVVATHAS, D. : Estimating credit rating transition probabilities for corporate bonds, Work-
ing paper, University of Chicago, (2001).
[53] KEALHOFER, S.: Quantifying Credit Risk II: Debt Valuation, Financial Analysts Journal,
(2003), 59(3).
[54] KOOPMAN, S.J., LUCAS, A., DANIELS, R.: A Non-Gaussian Panel Time Series Model
for Estimating and Decomposing Default Risk, Journal of Business and Economic Statistics,
(2005), 26(4), 510-525.
[55] KOOPMAN, S.J., KRAUSSL, R., LUCAS, A., MONTEIRO, A.: Credit Cycles and Macro
Fundamentals, Journal of Empirical Finance, Volume 16, Pages 4254, (2006).
[56] KOOPMAN, S.J., SCHWAAB, B., LUCAS, A.: Forcasting cross-sections of frailty-correlated
default, Working paper, (2007).
[57] LINDSKOG, F., MCNEIL, A., SCHMOCK, U.: Kendall’s Tau for Elliptical Distributions,
Research Report, RiskLab Switzerland, August, (2002).
[58] LINDSKOG, F.: Linear Correlation Estimation, Research Report, RiskLab Switzerland, Au-
gust, (2000).
[59] LOFFLER, G.: Ratings versus market based-measures of default risk in portfolio governance,
Journal of Banking and Finance, (2004), 28(11), 2715-2746.
[60] LOPEZ, J.: The empirical relationship between average asset correlation, firm probability of
default and asset size, working paper, Federal Reserve of San Franscisco, (2002).
[61] LUCAS, D.: Default Correlation and Credit Analysis, The Journal of Fixed Income, March,
(2005).
[62] MATYAS, L. (EDITOR): Generalized method of moment estimation, Cambridge University
Press, (1999).
[63] MCNEIL, A., EMBRECHTS, P., STRAUMANN: Correlation and dependency in risk manage-
ment: Properties and pitfalls, Working Paper, (1998).
[64] MCNEIL, A., FREY, R., EMBRECHTS, P.: Quantitive Risk Management, Princeton Univer-
sity Press, (2005).
114
[65] MCNEIL, A., FREY, R., NYFELER, M.: Modeling Dependent Defaults: Asset Correlations
are not enough, Working Paper, (2001).
[66] MCNEIL, A., WENDIN, J.: Dependent credit migrations, Journal of Credit Risk, (2006),
2(3).
[67] MCNEIL, A., WENDIN, J.: Bayesian inference for generalized linear mixed models of port-
folio credit risk, Journal of Empirical Finance, (2007), 14(2), 131-149.
[68] MERTON, R.: On the Pricing of Corporate Debt: The Risk Structure of Interest Rates, Journal
of Finance, (1974), 29(2), 449-470.
[69] NICKELL, P., PERRAUDIN, W., VAROTTO, S.: Stability of rating transitions, Journal of
Banking and Finance, 24, (2000).
[70] SALMON, F.: Recipe for Disaster: The Formula That Killed Wall Street, Wired Magazine,
(2009).
[71] SCHONBUCHER, P.: Factor models for portafolio credit risk, Working Paper, Department of
Statistics, Bonn University, (2000).
[72] SCHUERMANN, T., JAFRY, Y.: Measurement, estimation and comparison of credit migration
matrices, Journal of Banking and Finance, 28, (2004).
[73] SERVIGNY, A., RENAULT, O.: Correlation Evidence, Risk, (2003).
[74] SKODEBERG, T., LANDO, D.: Analysing rating transitions and rating drift with continuous
observations, Journal of Banking and Finance, 26, (2002).
[75] SHUMWAY, T.: Forecasting bankrupcy more accuratly: A simple hazard model, Journal of
Business, (2001), No. 74.
[76] SOLNIK, B., ROULET, J.: Dispersion as cross-sectional correlation, Financial Analysts Jour-
nal, (2000).
[77] SPIEGELHALTER, D.J., BEST, N.G., CARLIN, B.P., LUNN, D.: Bayesian measures of
model complexity and fit, Journal of Royal Statistical Society, Series B, (2002), 64(4), 583-
639.
[78] SPIEGELHALTER, D.J., THOMAS, A., BEST, N.G., LUNN, D.: WinBUGS Version 1.4 User
Manual, MRC Biostatistics Unit, Cambridge, (2003).
[79] TARASHEV, N., ZHU, H.: Modeling and calibration errors in measures of portfolio credit
risk, Bank of International Settlements, (2007).
[80] VAROTTO, S.: Credit risk diversification: evidence from the eurobond market, Working Pa-
per, (2003).
[81] WENDIN, J.: Bayesian Methods in Portfolio Credit Risk Management, PhD Thesis, Swiss
Federal Institute of Technology, No. 16481, (2006).
115
