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ABSTRACT 
Linear fractional descriptions are given for Hermitian completions of partial banded 
matrices with prescribed Cholesky signatures (an inertia related notion). The results are 
applied to obtain a linear fractional description for completions of partial triangular matrices 
with prescribed numbers of singular values < 1, = 1, and > 1. 
0. INTRODUCTION 
LetI3cnxn(g={1,2,... , n}) be a generalized banded pattern, i.e., B 
satisfies the following three conditions: 
(1) (4 0 E K i= 1,2,...,n; 
(2) if (i,j) E 23, then (_j, i) E 23; 
(3)if(k,l)EB,then(i,j)E& kli<jll. 
Let A = (aij)yj=l be a partial banded matrix (with generalized banded pattern 23), 
i.e., aij is specified whenever (i, j) E B and the remaining entries are unspecified 
(denoted by “?‘). The partial matrix A is called Hermitian when aij = Zij,i, (i, j) E B. 
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Every Hermitian partial banded matrix A has a Hermitian completion M = (rni~)& , 
i.e., rnij = ai4 whenever (i, j) E B and M is Hermitian. Recall (see e.g. [ 111) 
that for a Hermitian matrix H the inertia is defined to be the triple in H = 
(n(H),v(H),b(H)), where T(H), v(H), and S(H) denote the numbers of posi- 
tive, negative, and zero eigenvalues of H, respectively, counting multiplicities. 
Denote, for an arbitrary matrix A = (aij)&, by A(k, 1> the principal submatrix 
(aij)&. Also recall that for an n x n Hermitian matrix H, we have by the inertia 
inequalities [ 131 
M(l,k)) 2 MN,k - 111, k = 2,. . . , n, 
dH(l,k)) 2 v(H(l,k - 1)), k=2,...,n_l. 
(0.1) 
(0.2) 
Assume that also 
WV, 4) 2 WW, k - 111, k=2,...,n. (0.3) 
Then we define the upper Cholesky signature tuple Cst(H) to be the n-tuple c = 
(Et,..., E”), where 
1 if n(H(l,k)) > r(H(l,k- l)), 
&k = 0 if &H(l,k)) > S(H(l,k - l)), k= 1,2 ,..., n. 
-1 if v(H(1, k)) > v(H(l, k - l)), 
Here and in the sequel the inertia of a matrix of size 0 is defined to be (0, 0, 0). 
Note that the upper Cholesky signature tuple is well defined by the inequalities 
(O.lt(0.3). The name “upper Cholesky signature tuple” refers to the fact that 
H has an upper Cholesky signature tuple E = (~1, . . . , E,) if and only if H has a 
Cholesky factorization (see e.g. [ 151) 
H = U*EU, 
where U is an invertible upper triangular matrix and E is a diagonal matrix with 
all its entries in the set { - 1, 0, 1). In that case E = diag(at , . . . , E,). Similarly 
one can define a lower Cholesky signature tuple g = (21, , . . , E^,) by 
1 if x(H(k, n)) > x(H(k + 1, n)), 
?j = 0 if 6(H(k, n)) > 6(H(k + 1, n)), k= 1,2 ,..., n- 1, 
- 1 if v(H(k, n)) > v(H(k + 1, n)), 
whenever 
WC 4) 2 W(k + 1, n>), k= 1,2 ,..., n- 1. 
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In the present paper we shall mainly be concerned with upper Cholesky signature 
tuples, and for convenience we shall omit the adjective “upper.” 
We now come to the statements of our results. We need the following. Let A 
be a Hermitian partial banded matrix with pattern Z?. Denote 
TO’) = min{i 1 (i,j> E B}, j = 1,2, . . . , n, 
P(i) = maxQI(i,j>EB}, i=1,2 ,..., n. 
We will assume throughout that the matrices 
A(rO’>,A j =1,2 )...) n, 
A(rU),j - l), j =2,3 ,..., n, 
AO’, PO’)), j = 1,2 . . ..n. 
AU + 1, PO’>>, j =1,2 )..., n-l, 
(a> 
(b) 
cc> 
(4 
are invertible. Recall that signd = d/ldl, 0 # d E W, and sign0 = 0. 
THEOREM 0.1. Let A be a Hermitian partial banded matrix such that the 
submatrices (a)-(d) are invertible. Let E = (~1, . . . , E,) E { - 1, 0, 1)". There 
exists a Hermitian completion M of A with Cst(M) = E if ana’ only if 
#{ 1 5 i I k 1 E( = 1) > Q,-(A), k= 1,2 ,..., n, 
#{l<i<klcr=-1) > Q-(A), k= 1,2 ,..., n, 
(0.4) 
(0.5) 
where 
When E satisfies (0.4) ana’ (0.5), then the set of all Hermitian completions M of A 
with Cst(M) = E is described as follows. Put 
hi = 
det Ati + 1, ,%j)> 
detAO’, po’~~ , j = 1,2,. . . , n, 
dzj = detA(yW,_i - 1) 
detA(yu),j) ’ 
j = 1 2 
’ ‘*” In7 
where the determinant of the 0 x 0 matrix is defined to be equal to 1. Put X = 
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(Xij)Yjzl ) where 
and Xij = 0 whenever i > j or i < r(j). Furthel; put Y = (yij)yj=1, where 
[yI:j =[A(j,p(j))J-’ [ “1_I] , j= 1,2,...,n, 
and yij = 0 whenever i < j or i > PO’). Let D1 = (dl ij)yj=l and 02 = (dzi,j):,=, 
be the diagonal matrices deBned by 
dljj = signdij, dzjj = signdzj, j= 1,2 ,..., n. 
Finally, put 
T(G) = (X + YG)*-‘(02 - G*DIG)(X + YG)-‘. 
Then all Hermitian completions M with Cst(M) = E are of the form M = T(G), 
where G E G(E) with 
G’(E) = {G = (gij)&11 gij= 0 
whenever i 2 r(j)and Cst (D2 - G*DlG) = E} . 
Moreovel; this correspondence is l-l. 
The necessary and sufficient conditions for an n-tuple E to appear as the upper 
Cholesky signature tuple of a Hermitian completion of A extend the results of 
[ 131 and [4] on possible inertia. In fact they are a “step-by-step” version of those 
results, and we recover the latter when the Hermitian partial banded matrix A is 
such that the matrices (a)-(d) are invertible. With the linear fractional description 
we provide among others a parametrization for the set of all Hermitian completions 
having precisely the minimal number of negative eigenvalues. In doing so we fill 
in a gap noted in [l, Section IIIS], where such a linear fractional map does not 
appear. We shall also apply the result to the minimal rank completion problem, 
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in answer to a problem mentioned in the last paragraph of [lo]. Also we recover 
several results from [7]. 
The parameter set G(E) is, of course, nonempty when and only when E satisfies 
(0.4) and (0.5). 
A further analysis of this parameter set has been made. Let us start by making 
some remarks about G(E). 
PROPOSITION 0.2. Let E = (sl ) . . . ) E”) E { - 1, 0, I}” satisfy (0.4) and (0.5). 
Denote by B(0, r) the set of n x n matrices with spectral norm strictly smaller 
than r. Then we have the following results: 
(i) For all C > 0 we have G(e) n B(0, 1 + I) # 0; 
(ii) G(E) n B(0, 1) # PI ifand only if&j = dzjj, j = 1,. . . , n; 
(iii) G(E) n B(0, 1) # 0 ifad only if&j # -dzjj, j = 1, . . . , n; 
(iv) B(E) fl {M = (mij)&, 1 #{(i,j) 1 Wlij # 0) = #{i 2 j < nl E # 
d2jj)I # 0. 
A further analysis of the set G(E) results in the following theorem. 
THEOREM0.3. LetE = (~1, . . . , e,) E { - 1, 0, 1 }” satisfr (0.4) and (0.5). The 
set Q(e) (viewedas a subset of@“‘) is CM-diffeomorphic with V(E) = Ve(,)+l (E) x 
. . . x V&E), where 
Sj(d2jj 7 ~1 if &j = 0, 
I+(&) = Bj (dzjj, E) if Ej = 1, 
Bj (&jj, c) 
C 
if &j = -1, 
and Sj(r, E) and Bj(r, E) are the unit sphere and open ball with radius r, respectively, 
in a Kre’in space with kl j(e) positive and kzj(c) negative signatures, and 
klj(e) = #{l~i<j-l]~~=1}+~(Di(l,~~)-1)) 
- 7Wz(lJ- I)), 
k2j(E) = #{l~i~k-lIe~=-1}+~(D1(I~~~)-1)) 
- Wz(l,j- 1)). 
It will turn out that fork = p(l)+ 1, . . . , n the k x k principle submatrix M( 1, k) 
of M only depends in a one-to-one way upon the choice in Vp(l)+l (E) x . . . x V~(E). 
In the case when A has a positive definite completion (i.e., a Hermitian completion 
which is in addition positive definite) we shall recover that the set of all positive 
definite completions is diffeomorphic with lW, where ID = {z E Cc I IzI < 1) is the 
open unit disk and q is the number of unspecified entries in the upper triangular 
part of A. This result appears (somewhat implicitly) in [2, Theorem 1.31. 
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The results will also be considered in the Toeplitz case. 
We shall apply the above developed theory to the following triangular com- 
pletion problem. Let a partial (lower) triangular matrix T = (tij)yJCl be given, 
i.e., t;j is specified for (i,j) in a triangular pattern 7 and the remaining entries 
are unspecified. Recall that 7 C n x m is a triangular pattern if (i,j) E 7, 
i 5 k 5 n, and 1 5 1 5 j imply (k, I) E 7. The problem is to describe all 
completions N = (nij)L, r!l of T [ i.e. nij = tij for (i,j) E I] with a prescribed 
“growth tuple” (the definition of a growth tuple may be found in Section 4). With 
this we extend the work of [ 1, Section 111.51, where a linear fractional description 
appears for contractive perturbations of smallest possible rank of triangular partial 
matrices. Also we shall recover several results of [7]. 
The paper is organized as follows. In Section 1 we prove Theorems 0.1 and 
0.3. Also the minimal rank completion problem will be addressed. Section 2 will 
be dedicated to the Toeplitz case, in which Theorem 0.3 takes a considerably easier 
form. In the third section we shall prove Proposition 0.2. This will be done via an 
algorithm for the construction of a sparse G E G(E). Finally, in Section 4 we shall 
apply our results to the triangular completion problem. 
1. PROOFS OF MAIN THEOREMS 
PROOFOFTHEOREM 0.1. Let M be a Hermitian completion ofA with Cst(M) = 
&=(&I,..., E,). Then h4 has a Cholesky factorization 
M = U*EU. 
Since E = diag(ai, . . . , E,), we see by the inertia inequalities that for k = 
1,2,..., n we have 
#{ 1 I i I k 1 ci = 1) = rr(E(1, k)) = r(M(1, k)) 2 7r(A($j),j)), 
j= 1,2 ,..., k. 
This establishes (0.4). The inequality (0.5) follows in the same way. The suffi- 
ciency part will be shown in the proof of Theorem 1.4 by proving that G(E) # 0 
whenever E satisfies (0.4) and (0.5). 
Finally, for the descriptive part we note that with the same methods (the patterns 
we consider here are slightly more general) as in the proof of [ 10, Theorem 1. l] 
we can prove that all Hermitian completions M of A are of the form M = T(G), 
where 
G E 0 = {G = (gij)yJ=, (gij = 0 whenever i 5 r(j)}. 
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Then the result follows directly, since X + YG is an invertible upper triangular 
matrix whenever G E Q. ??
Before giving the proof of Theorem 0.3 we derive three lemmas. With the 
help of these lemmas we shall prove a theorem from which Theorem 0.3 is just a 
corollary. The first lemma gives a relation between in A(r(j),j) and the entries of 
D1 and D2. 
LEMMA 1.1. Under the hypotheses of Theorem 0.1, we have that for j = 
1,2, . . . , n the following equality holds: 
inA(y(j),j) = inDs(l,j) - inDi(l,y(j) - 1). (1.1) 
PROOF. Suppose that H is an n x n Hermitian matrix such that H( 1, k) is 
invertible for k = r, r + 1,. . . , n. Then we know that 
r(H) = r(H(l,r))+# r<i<n-1 
detH(1, i) 
detH(l,i+ 1) 
> o 
’ 
(1.2) 
v(H) = v(H(l,r))+# r<i<n-1 
detH(l,i) < o 
detH(l,i+ 1) ’ 
This result also has a lower block version, i.e., if H(k,n) is invertible for k = 
1,2,. ..,p,then 
7r(H)=7r(H(p,n))+# 16 i <p- 1 
{ 
detH(i+ 1,n) > o 
det H(i, n) ’ 
(1.3) 
v(H)=v(H(p,n))+# 
detH(i+ 1,n) 
det H(i, n) 
<o 
’ 
We will prove the lemma by induction on j. If j = 1 the lemma is clear by the 
definition of D2. So we assume that the lemma has been proven for j = k - 1. 
Now we distinguish two cases: y(k) = T(k - 1) and y(k) > ~(k - 1). 
Suppose y(k) = T(k - 1). Then we find by (1.2) that 
~(A(-NO,k)) = r(A(y(k - l>,k - 1)) 
+# k-l<i<k-1 
{ 
detA(y(k - l),k - 1) > o 
detA(y(k - l), k) 
= x(Dz(l,k - 1)) - x(Dl(l,y(k - 1) - 1)) +r(Dz(k,k)) 
= r(Dz(l,k)) - r(Dl(l,%k - 1) - 1)), 
28 JOHAN KOS AND HUGO J. WOERDEMAN 
where in the last step we have used that Dz is diagonal. In the same way we 
can prove this result with Y in place of T. Since G(A(y(k), k)) = S(D2( 1, k)) = 
G(Dt(l,y(k) - 1)) = 0, this proves (1.1). 
Suppose y(k) > ~(k - 1). Note that (1.2) gives that 
inA(y(k), k) = inA(y(k), k - 1) + in Dz(k, k) (1.4) 
and that (1.3) gives 
inA(y(k - l), k - 1) = inA(y(k), k - 1) + inDt(y(k - l), y(k) - 1). (1.5) 
So, substituting (1.5) in (1.4) and using the induction hypothesis, we get 
inA(y(k), k) = inA(y(k - l), k - 1) - in Dl(y(k - l), y(k) - 1) + in Da(k, k) 
= inDz(l,k - 1) - inD1(l,y(k - 1) - 1) 
-in Dl(y(k - l), y(k) - 1) + in Dz(k, k) 
= inDz(l,k) - inDt(l,y(k) - 1). W 
The following lemma implies necessary and sufficient conditions for a Hermi- 
tian matrix H to have a prescribed Cholesky signature tuple. 
Recall (see, e.g., [ 151) that for an arbitrary matrix A there exists a generalized 
inverse A+ , i.e., A+ satisfies A+AA+ = A+ and AA+A = A. Note that, if A is 
Hermitian, we have that for v E ImA the inner product (A+v, v) is independent of 
the choice of the generalized inverse A+. 
LEMMA 1.2. Let 
HZ g y 
[ 1 Y* b 
be an (n + 1) x (n + 1) Hermitian matrix such that Cst(H) = (et,. . . , E,). Let 
&,+I E (-5 0,l). Then Cst(H) = (et ,...,~,+~)ifandonlyify E ImHand 
sign(b - y*H+y) = &,,+I, where Er+ is a generalized inverse of fi. 
PROOF. Let Cst(H) = (&I, . ..,~,+t).LetUbean(n+l)x(n+l)matrix 
such that 
H = U*EU 
HERMITIAN COMPLETIONS 29 
is a Cholesky factorization of H (which implies, among others, that u and Ut t are 
invertible). From this factorization we have the following equalities: 
H = U;,EtUli, Y = U;&x, b = x*E,x + Iu@,+,, 
where El = diag(at , . . . , E,,). So, since CJtt is invertible, 
y = HUl,‘x E ImE, 
and, using the invertibility of u, 
sign(b - y*H+y) = sign(b - x*UF,-‘HUi’x) = sign(lu12c,+t) = E,+~. 
Conversely, suppose y = fiv for some v E C” and sign(b - y*H+y) = E,+~. 
Let u be such that 
is a Cholesky factorization of k. Let x = 6v, and define the nonzero number u by 
u = [G+I (b 
1 
Put 
- y*Ei+y)] “2 if &,+I # 0, 
if &,+I = 0. 
Observe that v*% - y*fi+y = v*Ev - v*& = 0. Now it follows, by direct 
computation, that 
U*EU = H 
is a Cholesky factorization of H, where E = diag(ei , . . , E,, E,,+~). ??
The third lemma states that for a Hermitian matrix H with Cst(H) = E we can 
find a matrix U depending in a Coo way on the entries of H, such that H = U*EU 
is a Cholesky factorization of H, where E = diag(&t , . . . , E,). 
LEMMA 1.3. Let X(E) = {H E @nxnlH = H* and cst(H) = &}. Then there 
exists a map &,,, : ~-L(E) + Cnx” such that &,,, is a Coo-map, where ‘H and Px” 
are viewed as subsets of R2nZ, and 
&,nW)*W,,n(H) = H (1.6) 
is a Cholesky factorization of H, where E = diag(&i , . . . , E,) and (~1, . . . , E,) = E. 
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PROOF. We shall prove our result by induction on II. 
Let n = 1. Then we define 
if c=l, 
if E = 0, 
if E=-1. 
Since h > 0 if E = 1 and h < 0 if c = -1, clearly &I is C”” on its domain. 
Suppose that we have proved that $qE,,,..,En_,),n-l = &exists as desired. Define 
now 
iI 
@?z - 11 E_(l,n - l)&“m - l]*-‘h 
@&4 = 
&,n(H) 
;,n - l] E(l,n - 1)&n - 11*-‘h’ 
if E~#O 
0 1 
if .sn =O, 
h,, 
h= 
[ 1 ; , r&z-l]=&(H(l,n-l)), E=diag(~l,...,~,,), hn-l,n 
and 
&,,,(H) = &,{hn,,, - h$[n - I]-‘,!?(I, n - l)& - 1]*-‘h}. 
Since H admits a Cholesky factorization, we have by Lemma 1.2 that 
&in - l]**-‘h E Im E(1, n - I). Using this observation, it follows that (1.6) 
holds, since 
(~E,,(H)*E~E,,(H)),,, = @^[n - ll*E(l, n - 1)&z - 11 = H(1, n - 1) 
by the induction hypothesis, 
(&,nU?I*WqnWh,2 = i%^[n - ll*{EU,n - 1>}2ib - II*--‘h = h, 
and 
(~,,“(H)*E~~,,(H))2,2 = hn,n. 
The last equation follows directly if c, # 0. If &,, = 0, then it follows from Lemma 
1.2 that h,,,, = h*(H( 1, n - l))+h. Further we have that h E Im H( 1, n - 1) and 
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that both (H(l,n - l))+ and $[^m - l]-‘E(l,n - l&n - l]*-’ are generalized 
inverses of H( 1, n - 1). These observations yield that 
(?l,,,(H>*E~~,,(H>)z,2 = h*&n - ll-‘E(l,n - U&n - ll*-‘h 
= h*(H(l,n - l)>+h = h,,“. 
Since what appears in the square root is equal to &,{/I,,,, - h*(H( 1, n - l))+h}, we 
have by Lemma 1.2 that this number is positive. So one easily obtains that &,,, is 
cm. ??
THEOREM 1.4. There exist [y(k) - l] x [y(k) - l] Hermitian matrices Hk, 
k = p(1) + 1,. . . , n, such that the set G(E) (viewed as a subset of iR2”‘) is CDo- 
diffeomorphic with 
V(c) = VP(l)+1 (E) x . . . x VA&), 
where for k = ,O( 1) + 1, . . . , n, 
VEhfIHk 
Vk(&) = 
1 Q(@v, V) < Ek&k,k 
> 
if Ek # 0, 
VEhIlHk 1 (H,+V, V) = &,k} if &k=o, 
with Hk+ a generalized inverse of Hk. Moreover the matrices Hk and generalized 
inverses Hk+ of Hk can be chosen such that they depend in a Coo way on the entries 
of G( 1, k - 1). Furthermore the set V(E) is linearly isomorphic to 
J(e) = Jm+1(d x . . . x J”(E), 
where for k = /3(l) + 1, . . . , n, 
Jk(E) = 
{u E @kl+kz jEk(JkU, U) < &k&k} if &k # 0 
{ U E ~k1+k21(JkV, V) = dzk,k} if &k = 0 ’ 
with 
Jk = I; 0 
[ 1 _I kz 
and 
kl = #{l~iIk-l~~~=1}+~(D~(l,~(k)-1))-~(D~(1,k-1)), 
kz = #{lIi<k-1(&t=-l}+~(D~(l,~(k)-l))-v(D2(l,k-1)). 
In fact, a Coo diffeomorphism Q : Q(E) t U(E) is given by 
a(G) = (G(P(1) + 1), . . . , G(n)) G E G(E), 
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wherefor G = (gij)yjzI E G(E) and ,O( 1) + 1 L k 5 n the vector G(k) is defined 
as 
G(k) = (gk,l)z;-’ . 
PROOF OF THEOREM 1.4. First we introduce some useful notation. For an 
arbitrary matrix A = (ai,j)zsl, denote by A @A the k x I submatrix of A consisting 
of the first k rows and 1 columns of A, i.e. 
Put c(k) = y(k) - 1. Now the proof will be divided into four steps. 
Step 1. We shall show that the following holds. Let ,6(l) + 1 5 k 5 n. 
Under the assumption that Cst(Dz - G*Dl G)( 1, k - 1) = (cl, . . . , &k-r) we have 
that Cst(D2 - G*DrG)(l, k) = (~1, . . . , &k-_l , &k) if and only if G(k) E Im Hk and 
sign(dzk,k - G(k)*Hk+G(k)) = &k, where for k = ,B( 1) + 1, . . . , n, 
Hk = Dl(l, g(k)) - G’“‘k’~k-“D2(l,k - 1)1$~(~),~-~)* 
and Hk+ is a generalized inverse of Hk. Then the first part of Theorem 1.4 follows, 
sincefork= l,..., p( 1) and G E G(E) the matrix (02 - G*DlG)( 1, k) is equal to 
D2( 1, k). We start by observing that from the Schur factorization 
Dl(l,k) G(l,k) I 0 
= GU,k)* &(l,k) 
1 [ 
G(l,k)*D](l,k) I 1 
[ DlU,k) 0 X 0 (02 - G*DIG)(l,k) 1 
1 DlU,W(l,k) 1 I 
it follows that 
if and only if 
Cst(D2 - G*D, G)(l, k) = (E,, . . . , &k) 
Cst Dl(l,k) ‘W,k) 
W,k)* &(l,k) = (4 I ,I, . . . ,4 k,k, &I, . . . , &k). 
Decompose 
Dr(1, k) G(l,k) 
G(l,k)* Dz(l,k) 1 
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as 
h(l,k) ‘31,k) 
W,Q* D2(1,4 1 
&(l,fl@)) 0 @(@,k-- 1) G(k) 
DI (y(k), k) 0 0 
0 &(l,k- 1) 0 1 ’ 0  d2 k.k 
Notethat(D2 - G*QG)(l,k - 1) = &(l,k - l)-G(“(k)~k-‘)*D~(l,k)G(a(k)~k-l). 
Then Lemma 1.2 yields that 
cSt(& - G*D,G)(l, k) = (El, . . . , &k-l, &k) 
if and only if there exists a vector 
E @k)+[k-dk)l+k 
such that 
&(I, a(k)) 0 
0 Q (y(k), k) 
G(o(k),k- I)* 0 
and 
Now, solving for VI, ~2, v3 in (1.7) yields 
HkVl = G(k), 
59 = 0, 
v3 = -D2(1, k _ @‘(khk-1)’ . 
(1.8) 
(1.9) 
(1.10) 
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Further, substituting (1.7) and using (1.9)-( 1. lo), we obtain 
G(k) * 
[ 1 G(l,dk)) 0 
G(@),k--l) + G(k) 
0 0 D1 (y(k), k) 0 
I[ 
0 
0 @d&k--l)* 0 Dp(l,k- 1) 0 1 
= v;Hkv, = G(k)*Hk+G(k), (1.11) 
where the last equality follows from (1.8) and Hk = HkHk+Hk. Using the last 
characterization of Cst(D2 - G*Dt G)( 1, k) = (~1, . . . , Q), (1.8), and (1.1 l), we 
obtain the desired result. 
Step 2. We shall show that the Hermitian matrix 
is a generalized inverse of Hk, where E = diag(et , . . . , &k-l) and 
U = $‘(c I,..., ck_,),k-I(@2 - G*QG)(l,k - 1)) 
with $Jlr(E,,,..,E,_,),k_t as in Lemma 1.3. Further we shall prove that in (Hk) = 
(kl , k2, a(k) - kl - k2). For simplicity of notation we put Dr = Dt (1, g(k)), G = 
G(“(k)~k-‘), and 02 = D2(1, k - 1). Using D2 - G*DlG = U*EU and the Schur 
factorizations 
[:’ D”i] = [G’Dl :] [? D,-:.,,,I [i “;“I 
and 
[z: ;] = [; ‘y] [D1-yG* j2] [D:C’ ;]? 
we see directly that 
in& = in(D1 - GDzG*) = in DI + in E - in02 = (k,, k2, a(k) - k, - k2). 
Moreover, the Schur factorizations yield that 
where 
T= [ii ;] [i “;“I [D2i- ;I-’ 
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is invertible. Note that 
Hk 0 is a generalized inverse of o 
[ 1 Dz . Thus 
= D, + D,GU-‘EU*-‘G*D, 
is a generalized inverse of Hk which depends in a Coo way on the entries of 
G(l, k - l), since U does. Finally, note that Hk+ = Hk++. 
Step 3. We shall finish the proof of Theorem 0.3 by giving a linear isomor- 
phism between U(E) and J(E). By step 2 there exists for each ,0(l) + 1 5 k 5 n 
an invertible matrix Sk such that 
Define ok : Im Hk + ck’ +kz by 
ok&V = [Ik,+k2 o]skV, v E (C”Ck). 
We shall show that ok is a well-defined linear isomorphism such that 
(@W, W) = (JkekW, BkW), W E hffk. 
(1.12) 
(1.13) 
Then 0 : V(E) + J(E) given by 
0 (VP(*)+17 . -4 = (~p(l)+lvp(l)+l,. . . edh), 
where (vp(l)+l , . . . , v,) E V(E) is a linear isomorphism between V(E) and J(E). 
Now, for the well-definedness of ok note that by (1.12) the following holds: 
6kHkV = Jk[I o]s.ylHkV. 
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Further, 6$ is injective, since &Hkv = 0 implies 
Since dim Im Hk = kl + k2, we thus obtain that ok is a well-defined linear isomor- 
phism. Finally, (1.13) follows directly from (1.12). 
Step 4. As promised in the proof of Theorem 0.1, we shall also show that 
G(E) # 0 whenver E = (~1,. . . , E,) satisfies (0.4) and (0.5). Therefore we only 
have to show that J(E) # 0. Suppose Jk(&) = 0 for some p(1) + 1 2 k < n. 
Then we have Only two possibilities: (i) rr(Jk) = 0, Ek # 1, and dzk,k = 1, or (ii) 
v(Jk) = 0, &k # - 1, and dzk,k = - 1. Suppose (i) holds. Then we have that 
#{l<i<kl~i=l} = #{l<i<k-llei=l} 
= WMl, k - 1)) - @l(l, y(k) - 1)) 
< 7W2(1, k)) - @l(l, y(k) - l)), 
which is in contradiction with (0.4). In the same way (ii) leads to a contradiction 
with (0.5). 
PROOF OF THEOREM 0.3. Apply Theorem 1.4. 
From the proof of Theorem 1.4, one easily sees that when M is a Hermitian 
completion of A, we have that for k = p( 1) + 1, . . . , n the k x k principle submatrix 
M( 1, k) only depends in a one-to-one way upon the choice in 
Jp(~)+l(d x . . . x Jn(&). 
In some cases the linear isomorphism in Theorem 1.4 can be replaced by a 
linear isomorphism depending in a Coo way on the entries of G. The following 
result indicates such a case. 
PROPOSITION 1.5. Let A be a Hermitian partial banded matrix such that the 
matrices (a)-(d) are invertible. Assume that the quotients 
detN$.iM - 1) 
deWW,j) ’ 
j=P(l)+l,...,n, 
and 
detA(j + 1, ,&A> 
detAO’, PO’)> ’ 
j=l ,...,r(n)- 1, 
HERMITIANCOMPLETIONS 37 
are positive. Let E = (El, . . . , &P(I)), whereforj = 1, . . . , /3( 1) 
Ej = Sigfl 
detA(l,j - 1) 
> detA(l,j) ’ 
Then G((E, 1, 1,. . . , 1)) is Coo-difleomorphic with IW, where q is the number of 
unspecified entries in the upper triangular part of A and D = {z E Ccl IzI < 1) is 
the open unit disk. 
PROOF. Note that D1 and D2 can be decomposed as 
0 1 Dz =Dz(LPUN 0 Q(r(n>, n> ’ 0 I z . 
From in Hk = (kl, k2, o(k) - kl - k2) it follows that Hk is positive definite for 
k = ,6(l)+ l,..., n. Thus Hk has a Cholesky signature tuple. In step 3 of the 
proof of Theorem 1.4 we redefine 6$ : Vk(&) 4 Jk(e) by 
where +h,...,&,-thk-1 is as in Lemma 1.3. Then we directly obtain the desired 
result, since 
(H,+v,v) = (u-'u*-'V,V) = (f&V,&'), V 6 Vk@), 
where U = $+, ,..., Ek-,)k- 1 (Hkh ??
For a Hermitian partial banded matrix A which has a positive definite com- 
pletion, Proposition 1.5 yields that the set of positive definite completions of A is 
diffeomorphic with IW, where q and ID are as before. This result appeared in [2]. 
The application of Theorems 0.1, 0.3, and 1.4 to minimal rank completions 
yields the following corollary. 
COROLLARY 1.6. Let A be a Hermitian partial banded matrix such that the 
matrices (a)-(d) are invertible. Then the minimal possible rank of a Hermitiun 
completion equals n - K,,,, - un,max. Further, all Hermitian minimal rank com- 
pletions M of A which have a Cholesky signature tuple are of the form M = T(G), 
where G E &&e) with 
%~(e) = u G(e), 
EEI, 
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and 
Am = {(El,. ~~~&~)E{~l~0~1}“~~{1~i~~~&~~0} 
= n - ~n,maX - h,max ad (El, . . . , E,) satisfies (0.4) and (0.5)). 
This correspondence is 1 - 1. 
Furthermore, the set G&E) is d@eomorphic with 
U V(E). 
EEI, 
The latter set is linearly isomorphic with 
U L7(&). 
EEI, 
We will also recover some results from [7]. For this purpose we need some 
terminology. Denote by B the band extension of A, i.e., 
B = T(0) = X*-‘&X-‘. 
Recall from [5] that this completion is the unique Hermitian completion of A with 
the property that all the nonzero entries of its inverse (Giid)yj=, lie in the band, 
i.e., G&j = 0 for (i,j) @ I?. When B = {(i,j) Ilj - il 5 m}, we have 
ind2jj = inA(j - m, j) - inA(j - m, j - l), j = m + 2,. . . , n, 
so then we obtain 
in B = c inACj - m,j) - c inA(j - m, j - 1). 
j=m+l j=mf2 
This formula appears essentially in [7, Theorem 4.11. The analogue for generalized 
banded patterns can also be obtained easily from Lemma 1.1 and is due to Johnson 
and Lundquist [ 121, who in fact prove an analogous formula for so-called “chordal 
patterns.” 
In the following proposition a characterization is given when the band extension 
has the minimal possible number of negative eigenvalues. 
PROPOSITION 1.7. Let A be as in Theorem 0.1. Let B be the band extension 
ofA. Then 
u - v(B) ll,max (1.14) 
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if and only if there exists a number /I( 1) 5 p 5 n such that 
Dl(l,Y(P) - 1) > 0, D&I + 1,n) > 0. 
PROOF. 
u n,max = 1~$dD2(l,j)) - ~(DIU,YO') - 1111. 
- 
Since 
we find that (1.14) holds if and only if there exists a number /3( 1) 5 p 5 n such 
that v(Dl(l , r(p) - 1)) = 0 and v(D2( 1, p)) = v(D2). This proves the proposition. 
W 
In the case that B = {(i, j) ) 1 j - 1 1 < m}, we have that ,6(l) = m + 1 and 
r(p) = p - m, so in that case Proposition 1.7 yields Theorem 4.3 in [7]. 
The following proposition concerns the determinants of completions. 
PROPOSITION 1.8. For all G E Q = {(Sij)~j=l lgij = 0 whenever i 2 r(j)} 
we have that 
detT(G) = detBdetDQ(1) + 1,n) 
x det[D@(l) + l,n(-G*Di(l,y(n) - 1>6)1, 
where 
and B is the band extension of A. 
PROOF. Note that X + YG is an upper triangular matrix whose diagonal is 
equal to the diagonal of X. Then the proof is straightforward. H 
COROLLARY 1.9. Let A be as in Theorem 0.1, and let B be the band extension 
of A. Let one of the following conditions hold: 
(i) D,(l,r(n)- l)>OandD#(l)+ l,n)>O, 
(ii) Dl(l,y(n)- l)<OandD2(P(l)+ 1,n) <O. 
Let M be a Hermitian completion of A with in M = in B. Then 
IdetMI 5 IdetBI (1.15) 
with equality if and only ifM = B. 
40 JOHANKOSANDHUGOJ.WOERDEMAN 
PROOF. Suppose that Dt (1, y(n) - 1) = D@( 1) + 1, n) = I. Let M = T(G), 
where G = (go)&, E 9. Denote 
e = (gij);!)-‘jn_p(,)+*. 
Since inkI = in D2, we find from 
inM = in D2 (1, PU>> 0 
0 I-M 1 
that 11g11 < 1. Further, Proposition 1.8 yields that 
where ui denotes the ith singular value of G. So 
O<detM<l 
-detB- ’ 
and equality holds in (1.15) if and only if G = 0. This is equivalent to saying that 
M = T(0) = B. 
Case (ii) has an analogous proof. ??
COROLLARY 1.10. Let A be as in Theorem 0.1. Suppose that one of the two 
following conditions holds: 
(i) Dt(l,y(n)-l)>OandD&3(1)+1,n)<O, 
(ii) Dt(l,@)- 1) < OandD&?(l)+ 1,n) > 0. 
Let B be the band extension of A. Then, for any Hermitian completion M of 
A, 
I detikfl > I detBI (1.16) 
and 
Cst(M) = Cst(B). 
Further, in (1.16) equality holds ifand only ifM = B. 
PROOF. Suppose (i) holds. Let G = (gij)yj=, E 4 be such that A4 = T(G). 
Denote 
z = (gij);!)-‘in,fi(l)+*. 
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Then we have by Proposition 1.8 that 
I I $$ = Idet(-Z - G*s)] 2 1. 
Further, equality holds if and only if e = 0, which is equivalent to It4 = T(0) = B. 
Finally, it is clear that 
Cst(M) = Cst ~2(1,P(l>> 0 0 -I-G*E 
= Cs1(D2) = Cst(B), 
since -I - 32 < 0. 
When (ii) holds, our results follow in the same way. ??
Corollary 1.9 and 1.10 appear for the case when B = {(i,j) 1 Ij - i 1 5 m} in 
[7, Theorems 6.1,6.2], and are proven in a different way. 
2. TOEPLITZ CASE 
We call A a partial m-band Toeplitz matrix if the underlying pattern t3 is 
given by a = {(i,j) 1 Ij - ij 5 m} and the given data aij, (i,j) E L3, satisfy 
ai+ij+l =aij, b- 1 _ . I th i < m n is section we shall only consider Hermitian partial 
m-band Toeplitz matrices A. We are interested in completions of A which are 
Hermitian and Toeplitz. We will assume throughout that the matrices 
A&i), j= 1,2 ,..., m+l, (a’) 
are invertible. 
The Toeplitz analogue to Theorem 0.1 reads as follows. 
THEOREM 2.1. Let A be an n x n Hermitian partial m-band Toeplitz matrix 
such that the matrices (a’) are invertible. Let E = (~1,. . . , E,,) E { - 1, 0, l}“. 
Then there exists a Toeplitz Hermitian completion M of A with Cst(M) = E if and 
only if 
&j = sign 
detA(l,j - 1) 
det A(i,j) > ’ 
j= 1,2 ,..., m+l, (2.2) 
and 
&j+] =O whenever ej = 0. (2.3) 
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Furthen we can describe all Toeplitz Hermitian completions M ofA with Cst(M) = 
E as follows. Let .5 = (Et,. . . , E,) E {l,O, 1)” satisfy (2.1) and (2.2). Let 
X, Y, D1, D2, and T(G) be as in Theorem 0.1. Then all Toeplitz Hermitian com- 
pletions M of A are of the form M = T(G), where G E Go with 
G-(E) = GT n {G E @ nxn 1 Cst(D, - G*DlG) = E} 
6~ = {G = (Stj)yJ=, E @nx’iSij = 0 whenever 
i > j - m ana’ G is Toeplitz 
> 
. 
Moreover, this correspondence is 1 - 1. 
As in the introduction, we can make this description more transparent. In fact 
we have the following topological description of G-(E). 
THEOREM 2.2. Let E = (~1, . . . , E,) E (-1, 0, 1)” satisfy (2.1) and (2.2). 
Then the set Q~(E) considered as a subset of Wzn2 is C”-diffeomorphic with 
D” x (C\n)q x T’, 
where 
p = {m+ 2 5 i < nl&t&t_t = l}, - a={m+2<i<nI&i&i_~ =-l}, 
r= 
{ 
1 if &i=O forsomei, 
0 if Ei#O, i=1,2 ,,.., n, 
IID = {ZEC] IZI <l}, T=dILD. 
The necessary and sufficient conditions for an n-tuple E to be the Cholesky 
signature tuple of a Toeplitz Hermitian completion, as in Theorem 2.1, extend 
Theorem 9 in [13]. 
Before proving Theorem 2.1 we derive the following lemma, which also fol- 
lows from [3, Theorem VIIS]. 
LEMMA 2.3. Let T be a Toeplitz Hermitian matrix with Cst(T) = E. Suppose 
that Ej = 0. Then Ej+l = 0. 
PROOF. Suppose that tl, 1 = 0. Then it easily follows by induction and 
Lemma 1.2 that T = 0. 
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Suppose that T(1, k) is invertible and Q+I = . . . = &k+r = 0 for some 
1 <_ rln-k- 1. Wewillshowthat& k+r+i = 0. Let tij denote the (i, j)th entry 
ofT,i,j= 1,2 ,... , n. Since T( 1, k + r + 1) has a Cholesky signature tuple and 
&k+i = . ” = &k+r = 0, we have by Lemma 1.2 that 
rank T(k+r+‘l k+r) = rank T(k+‘l“+“+l) = rank T( 1, k) = k. 
Recall that Tck3’) = (riJ$=i f=i , k, 1 = 1, 2, . . , n. Put 
(2.3) 
Since the rank k matrix T(2, k + 1) = T(1, k) is a submatrix of ? and ? is a 
submatrix of T(k+rfl*k+r), we have by (2.3) that 
So we can find AZ,. . . , &+r E c such that 
Then it follows by the fact that T is Toeplitz Hermitian that 
So the last column of T(l, k + r + 1) is an element of Im fik+r+llk+r). Then 
Ek+r+i = 0, since rank T( 1, k + r + 1) = rank T(kt’+‘lk+r) = rank T( 1, k + r). ??
PROOF OF THEOREM 2.1. Let M be a Toeplitz Hermitian completion of A with 
Cst(M) = E. Then we have (2.2) by the previous lemma, and (2.1) follows from 
(E,, . . . , E~+I) = Cst(M(1, m + 1)) = Cst(A(l, m + 1)). 
The sufficiency of (2.1) and (2.2) will follow from &T(E) # 0, which we shall 
establish in the proof of Theorem 2.2. Finally, the description of all Toeplitz 
Hermitian completions with prescribed Cholesky signature tuple follows from 
[lo, Theorem 1.11. ??
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PROOF OF THEOREM 2.2. From the fact that A is Toeplitz it follows that 
D,(l,n-m-l)=&(m+2,n)=Z, (2.4) 
or 
&(l,n--m- l)=D;?(m+2,n)=Z. (2.5) 
We will assume that (2.4) holds. The c_ase (2.5) can be handled in the same way. 
For G = (gij)t, E &, denote by G the matrix G = (g$~/-‘~_,,+2. Let 
& = (El,. . . , E,,) E { - 1, 0, 1)” satisfy (2.1) and (2.2). Then 
Cst(& - G*D,G) = t 
if and only if 
Cst(Z - G*Q = (Em+& . . . ) En), 
which in its turn is equivalent to 
cst([;* g=(l)..., l,E,+Z )‘..I E,). 
We shall proceed by induction on II-~ - 1. If n-m- 1 = 1 the theorem is directly 
clear, so assume that we have proved it for n - m - 1 = k. Let n - m - 1 = k + 1 h_ 
and Cst((Z - G*G)(l, n - 1)) = (~1, . . . , E+ I). Denote by A^ the Hermitian partial 
2(n - m)-band Toeplitz matrix made_by changing the (1,2(n - m - 1))th and the 
(2(n-m- l),l)thentryof & 7 
I J 
to ,‘?‘. so 
;i= 
where 
1 0 . Og ,..’ .,. gn-m-2 ? 
0 0 g, .,’ gn-m-3 gn-m-2 
4-m-2 ‘_ .. 
‘. 
b 0 . . . . . 61 0 61 
Zl 0 . 0 0 
5 ‘_ Lm-2 
‘. . . 
&-m-2 i%-In-3 ‘. Sl 0 0 
? &-m-2 ... . ..g* 0 . . . . 0 1 
Sj = &Tl,m+l+j> j= 1,2 ,..., n-m- 1. (2.6) 
HERMITIANCOMPLETIONS 45 
Now suppose that en-t = 0. Then E, = 0 by Lemma 2.3. So Cst(Z - g*@ = 
(&+I,. . . , E,) if and only if z G 
[ 1 -* G I 
is a completion of A^ with the same rank as & 1,2(n - m - 1) - 1). 
From [8, Theorem 5.11 we have that there exists a unique g, such that the 
latter holds. So in this case the theorem is correct. Suppose E,_ I = 1. Note that 
the matrices A^(l, 2(n - m - 1) - l), A^(2,2(n - m - l)), and x(2,2@ - m - 
1) - 1) are invertible. So it follows from [6, Theorem 1.11 that G* 
[ 1 I is a 
Hermitian completion of A^ with E, = 1 (E,, = -1) (en = 0) if and only if g, lies 
inside (outside) (on) a circle whose center and radius depend in a Co3 way on 
g1,..., g,,-,,,-2. An analogous result with inside and outside reversed follows if 
E+ 1 = - 1. This establishes the theorem. W 
Using Lemma l.l,.we can recover [7, Corollary 4.21. 
The following theorem gives a linear fractional map which describes all Toeplitz 
Hermitian matrices with Cholesky signature tuples equal to E. 
THEOREM 2.4. Let E = (~1,. . . , E,) E {-l,O, 1)“. Then there exists a 
Toeplitz Hermitian matrix with Cholesky signature tuple equal to E ifand only if 
the following implication holds: 
if Ej = 0 then Ej+l =. .. = E,, = 0. (2.7) 
Let E satisfy this condition. Then all Toeplitz Hermitian matrices with E as their 
Cholesky signature tuple are of the form 
~~t(l+ G)*-‘(I - G*G)(Z + G)-‘, 
where G is strictly upper triangular, is Toeplitz, and satisfies 
Cst(l- G*G) = (~,E~E~,E~E~, . . . ,E,E,) 
and t E (0,oo). 
PROOF. The necessity of (2.7) follows from Lemma 2.3. The sufficiency of 
(2.7) and the descriptive part of the theorem are implied by Theorem 2.1 as follows. 
Let E = (~1,. . . , E,,) E { - 1, 0, 1)” satisfy (2.7). 
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Suppose ~1 = 0. Then T = 0 is the unique Toeplitz Hermitian matrix with 
Cst(T) = E. 
Suppose EI # 0. Then ti = ti ,i has sign equal to ~1. Let A be the Hermitian 
partial O-band Toeplitz matrix obtained by putting question marks outside the 
diagonal and by taking all the diagonal elements of A equal to 1. Then we get all 
Toeplitz Hermitian matrices T with Cst(T) = E by taking all Toeplitz Hermitian 
completions M of A with Cst(M) = E and multiplying them by ~1 /ti 1 = tl . Apply 
Theorem 2.1 to this partial matrix A. ??
Further we can apply Corollary 1.9, which yields the following result. 
COROLLARY 2.5. Let A be as in Theorem 2.1. Let M be a Toeplitz Hermitian 
completion of A with in M = in B, where B is the band extension of A. Then 
/detMl 5 IdetBl, 
and equality holds if and only if M = B. 
3. CONSTRUCTION OF A HERMITIAN COMPLETION VIA A 
SPARSE PARAMETER 
The following theorem concerns the question how sparse the parameter G E 
G(E) can be chosen in Theorem 0.1. 
THEOREM 3.1. Let E = (~1, . . , E,) E { -1, 0, I}” satisfy (0.4) and (0.5). 
Then the minimal number of nonzero entries of G E G(E) is equal to 
A parameter G = (gtj)yj=, E G(E) with this minimal number of nonzero entries 
can be constructed via the following algorithm. 
ALGORITHM. Start with G = 0. Now we will change some entries of G. We 
will do this in two steps. The first one tells which entries must be changed; call 
them Z~J for some (i,j). In the second step we tell how they must be changed. 
Step 1. Let 
ni = 0, gi = ( ), i= 1,2,...,n 
where ( ) denotes a row vector of length 0. Here Iti denotes the number of elements 
of gi. Further, we will denote by & the number ej, where j = max{ 1 5 k 5 
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n ) gi,k # 0). DO the following forj = 1,2,. . . ,n. If dqj # Ej, then let i < r(j) 
be such that 
dl i,i = d2jj, 
the ith row of G contains zeros only, 
or let i < j be such that 
(AlI 
&,i = -&jj, 
Ei = -dzi,i, 
gri,k = 0 for k = i + 1,. . . ,n. 
G42) 
Let 
i 
rj = 
if i is chosen according to (Al), 
ri if i is chosen according to (A2). 
Further, make the following changes. Changen3 ton,+ 1. Changezq to GPj, g,,,+j). 
Change gqj to Frj,,,. Change E.” to Ej. 
Step 2. DO the following for i = 1,2, . . . , n. Let 
IFi,ll > 1 (3.1) 
j-1 
lgi,112 > <-lF’ 1 •I C(-l)k lgi,k12 , j = 2,. . . , ni. (3.2) 
k=l 
If 8 exists and is equal to 0, then change gi,ni once more so that 
[g&nil2 = 
if ni=l, 
q-1 
1 + x(-l)’ lgi,k12 iffZi > 1. (3.3) 
k=l 
Before giving the proof of Theorem 3.1, we will give an example which follows 
the algorithm. 
EXAMPLE 3.2. 
D, = D2 = 
1 010 00 0 
O-110 00 0 
--- --_-- 
0 011 00 0, 
0 0 IO -10 0 
0 010 01 0 
_O 0 I 0 0 0 -1 
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where the lines in the matrix denote the generalized banded pattern B given by 
a = {1,2}2 x {3,4,5,6}2. 
Let~=(1,-1,--1,1,1,0).Westartwithn~=~~~=n~=0,~~=~~~~~=(). 
For j = 1,2 we have Ej = d2jj, so we do not do anything. For j = 3 we have 
that ~3 = -1 # 1 = d23,3. Then i = 1 < 3 = y(3) satisfies (Al). So we get 
r3 = l,ni = l,gi = (&J),E’ = -1, and 
For j = 4 we take i = 2 to satisfy (Al). Note that we could also take i = 3 
to satisfy (A2). With i = 2 we get r-4 = 1, n2 = 1, & = (&,,i), .c2 = 1, and the 
(2.4)th entry of G changes to &,I. For j = 5 nothing changes. Finally, for j = 6 
take i = 3, which satisfies (A2). Then r6 = 1, nl = 2, gi = t&,1, gi,2), E’ = 0, 
and 
According to step 2, (3.1~(3.3), we now take &,i, g1,2, and &,I such that 
l&l > 1, l&212 = -1 + lg,,1/2) lZ2,11 > 1. 
FQOOFOF THEOREM 3.1. It is clear that 
#{i IO 9 Ji(E)} 1 c. 
So in order to obtain Cst(D2 - G*D,G) = E, we have to choose an element in 
Jp(l)+l(d x . . . x J”(E) with at least c nonzero components. This implies (use the 
construction of the diffeomorphism) that at least c columns of G are nonzero, so 
in particular G must have c nonzero entries. 
Thus it remains to show that the algorithm is correct. Before showing this we 
shall derive two lemmas. 
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LEMMA 3.3. Let g = (gl , . . . , ~N+M) E C(N+M)*, ana’ denote by A the diag- 
onal matrix 
A/” o 
[ 1 0 --I&f ’ 
Then 
deNA - g*g) = (-l>M 1 + 5 (gN+i12 - 2 igil 
i=l i=l 
PROOF. Via a Schur factorization we see that 
det(A - g*g) = det A f 
[ 1 g 1.
Let 6N,M = det(A - g*g). Then we can easily see that 
b,o = 1 - lg112, ho,1 = - 1 - Ig, 12, (3.4) 
and 
bN,M = -hN,M-1 + (-1)“IgN+M(2, sN,O = 6N-1,0 - kN12, 
N,M>O. (3.5) 
Using (3.4) and (3.5), the proof now easily follows by an induction argument. The 
details are omitted. W 
Denote by A,, the p x p diagonal matrix 
A,, = diag(1, -1, 1,. . . ,(-l)p-‘). 
Further, for a row vector g E CP* denote by A,(g) the p x p matrix 
A&> = A, - g*g. 
LEMMA 3.4. Let g = (gl, . ..,g,,)EU?‘*besuchthatforj=2 ,..., p 
lg1l > 1, lgjl2 > (-ly-’ (3.6) 
Then 
Cst(A,(g)) = (-1, 1,. . . , (-l)“), Cst(-A,,(g)) = (1, -1,. . . ,(-l)p-‘). 
(3.7) 
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Further, if(3.6) is satis$edfor j = 2, . . . ,p - 1, then g, can be chosen so that 
lgp12= { :_Iyel (l+fJ(_l)i,gl,2) ; ;;:: (3.8) 
and with this choice we have 
Cst(A,(g)) = (-1, 1,. . . ,(-l)p-J,O), 
Cst(-A,(g)) = (1, -1,. . . ,(-l>p-2,0). 
(3.9) 
PROOF. Note that it suffices to prove (3.7) and (3.9) for A,(g) only. Further 
note that by Lemma 3.3 we can compute det(A,(g)(l, j)), j = 1,2, . . . ,p. Then 
(3.7) and (3.9) directly follow from the analysis of the signs of the quotients 
detA,(g>(l,j) 
det A,(g>(l ,j - 1) ’ 
j= 1,2 ,..., p, 
since these signs determine Cst(A,(g)). Finally, note that from (3.6) for j = p - 1, 
we have that 
( 
P-2 
Jgp-1 I2 > (-1)P 1 + CC-1)’ Igil - 
i=l ) 
So it follows that 
( 
p-1 P-2 
(-1>p-’ 1 + X(-l)’ Igil ) = Igp-_l I2 - (-l>p ( 1 + x(-l)’ Igil > 0, i=l i=l ) 
so indeed gp can be chosen so that (3.8) holds. ??
PROOF OF THEOREM 3.1. (Continuation; correctness of algorithm). Recall 
that we must prove the correctness of the algorithm. It is directly clear that the 
number of nonzero entries of G is equal to c. Now the proof will be divided in two 
parts. In part (i) we shall show that Cst(Dz - G*Dl G) = (~1, . . . , E,) and that it is 
possible to choose gi,nj as in (3.3) whenever gi,i, . . . gi,,,-l satisfy (3.1) and (3.2). 
In part (ii) we shall show that there exists a number i < r(j) satisfying (Al) or a 
number i < j satisfying (A2) whenever cj # d2jj. 
Part (i). First we will calculate in (D2 - G*Dl G)(l, k), k = 1,2,. . . , n. For 
this we need some notation. Let I = {il, . ’ . . , tp} G g be an ordered index set such 
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that ir < . . . < ip. Let B = (bij)rjzl be an arbitrary matrix. Then we denote by 
BI the matrix 
where B, is a matrix of size 0 x 0 whenever I = 0. Further, for an ordered set of 
vectors {VI, . . . , v,}, we denote by y the matrix whose columns are vi, , . . . , vip. If 
I = 0 then VI is a matrix with 0 columns. For i, k = 1,2, . . . , n let the ordered set 
Cf be the set of column numbersj 5 k with ri = i, where the ordering is such that 
c$ < c;z < . . . < Cfnt with nf equal to the number of elements of Cf. Put 1 I 
Ck compl = k\ I_j C, 
i=l 
Further, for i = 1, . . . , n denote by ei the 
Finally, put 
r 
k= 1,2 ,..., n. 
ith vector of the standard basis of Cc,,. 
Note that Pk is a permutation matrix, since each column of G contains at most 
one nonzero entry. For i = 1,2,. . . , k let the row vector gf consist of the first nf 
elements of gi. Then we see that for k = 1,2, . . . , n, 
in (Dz - G*Dt G)( 1, k) 
= in [P;Dz(l, k)Pk - PiG(l, k)*Dt(l, k)G(l, k&l 
Dzcf -$4 Lli$ 0 . . 0 0 
0 D2cf -&b,*z$ ... 
= in . . ‘. 0 
0 . . . 0 Dzck -$d,k,ki$ 0 
k 
0 . . 0 Dzck compl 
k 
(3.10) 
where D,b - gf*dl i,iEf should be considered as a 0 x 0 matrix whenever Cf = 0. 
By step 1 we know that for i such that Cf # 0 the matrix D2q - gydl i,iz is 
of the following form: 
DIG - zf*dl i,igf = A,@) if dl i,i = 1, 
A,&) if dl i,i = -1. 
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Let 1 5 k 5 n. SUppOSe &k = dzk,k. Then k E C~ompl, cf = Cf-’ for 
i= 1,2,. . . , k - 1, and Cf = 0. So from (3.10) we find that 
in (Dz - G*DrG) (1,k) - in (D2 - G*DrG) (1,k - 1) 
(l,O,O) if hk,k = 1, 
= (o,l,o) if d2k,k = -1, 
which is the correct result. 
Suppose &k # d2k,k. Let 1 = rk. Then Cto,, = Cf;&,, CF = Cf-r for i # 1, 
c; = 0, cf = {Cf-l,k}, 
3 = (z;-‘&) and D2q (l,n: - 1) = D,q-1. 
Note that&k = 0 implies that nf = q. So by (3.10) and Lemma 3.4 we find that 
in (Dz-G*DrG)(l,k)-in(D2-G*DrG)(l,k- 1) 
(l,O,O) if &k = 1, 
(O,l,O) if &k = -1, 
(O,O, 1) if &k = O, 
which it should be. Furthermore, Lemma 3.4 shows that it is possible to choose 
gi,ni as in (3.3) whenever gi,r, . . . ,&_l satisfy (3.1) and (3.2). 
Part (ii). Let j = k + 1 be the smallest of all j such that Ej # dzjj, there does 
not exist i < r(j) satisfying (Al) and there does not exist i < j such that (A2) 
holds. 
Suppose d2jj = 1. Then we have that 
x(Dr(l,y(k+l)-l))+#{l <iIkI&i=landd2i,i=-l} 
= number of i < T(k + 1)satisfying (Al) 
+ number of i < k + 1 satisfying (A2) 
= #{l 5 i 5 kl&i # 1 andd2i,i = 1). (3.11) 
Further, 
r(Dz(l,k))-#{l 5 i 5 kl&i = 1) 
=#{l <i<kIsi#landd2i,i=l} 
-#{l<i<kIq=landd2i,i=-1). (3.12) 
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Combining (3.11) and (3.12) and using that ej # dzjj = I, we find that 
#{l IiIk+lIEi=l} = #{l ~iIkl&i= 1) 
= 7@2( 1 I k)) 
-#{lI:i<k]ei#landd2i,i=l} 
+#{lIiIkI~i=landd2i,i=-l} 
= 702(1,kN - @1(l,y(k + 1) - 1)) 
< 7@2u,k+ l))-n(&(l,y(k+ l>- l)), 
which is, by Lemma 1.1, in contradiction with (0.4). 
The case dzjj = - 1 can be handled in the same way, leading to a contradiction 
with (0.5). W 
Next, we shall prove Proposition 0.2. For this purpose, we first derive a lemma 
about the effect of small Hermitian perturbations on the inertia of a Hermitian 
matrix. 
LEMMA 3.5. Let H be an n x n invertible Hermitian matrix. Let HI be an 
n x n Hermitian matrix such that IIH-‘HI II 5 1 and H + HI is invertible. Then 
in(H + HI) = inH. 
PROOF. Note that H + tH* = H(Z + tH-‘HI) is invertible for 0 5 t 5 1. 
Further, it is well known that the real functions 
t ++ Xi(H + tH1) 
are continuous (see e.g. [14, Section 11.6.41). These two observations establish 
the lemma. W 
The following lemma provides an easy way to compute the Cholesky signature 
tuple for a Hermitian matrix, given that it has such a tuple. First we introduce 
some notation. For an arbitrary matrix A = (ai,j);j=l , 1 5 k 5 I 5 n, and 
Z G {k,k + l,..., 1}, we denote by A((k, 1) \ I) the’ submatrix of A(k, 1) which 
appears from leaving out the ith row and column of the matrix A(k, l) for all i E I. 
LEMMA 3.6. L.et H be an n x n Hermitian matrix with Cst(H) = (E, , . . . , E,,). 
Then the following holds: 
&j = sign 
detH((l,j)\{l < i<j- 11&i =0}) 
detH((l,j-l)\{l<i<j-l]ci=O}) 
j= l,...,n, 
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where, as before, the determinant of a 0 x 0 matrix is dejlned to be 1. 
PROOF. Let H = U*EU be a Cholesky factorization H. Note that 
HW ,j>\O = WU,j)\O*E((l ,j)\OWU ,A\0 
for all 1 I i 5 n and I Z { 1 I i 5 j 1 pi = 0). Since U( 1, j)\I) is invertible, this 
result yields that 
H((l,j- l)\{l 5 i<j- lIei=O}) 
is invertible. We also apply the result for j and I = { 1 < i 5 j - 1 1 Ei = 0). Then 
the lemma follows directly from 
&j = sign 
detE((l,j)\{l SiIj-lIEi=O}) 
detE((l,j-l)\{l IiIj-lIci=O}) 
??
PROOFOF PROPOSITION 0.2. Note that(v) has already been proved in Theorem 
3.1. Now, for (i) and (iii) we use the algorithm of Theorem 3.1. Choose in step 2 
fori= 1,2,...,n 
Si,l = 
m if 8#Oor~j>l, 
1 if $=Oandni= 1, 
Fij = l/Z, j=2,...,ni-1, 
and 
{ 
m if 8 # 0 
&i = fi if $ = 0 
> 
if Q>l, 
where [ > 0. Note that this choice satisfies (3.1)-(3.3). Recall that the G con- 
structed in the algorithm has at most one nonzero entry in each column. So 
it is clear that (i) holds whenever we choose c > 0 small enough. Further if 
&j#-dzjj,j=1,2 ,... n,thenni<l,i=1,2 ,..., nandifni=lthenEi=O. 
So G is of the form 
G=PD 
where P is a permutation matrix and D is a diagonal matrix whose entries have 
moduli smaller than or equal to 1. This proves the “if” part of (iii), since \lGll 5 1. 
To establish the “only if” sides of (ii) and (iii), we use Lemma 3.5. We apply it 
with H = D2( 1, k) and HI = -G( 1, k)*Dl(l, k)G( 1, k). Note that the conditions 
of Lemma 3.5 are satisfied. In the case of (ii) this follows from the observation 
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that 
Dz(l,k) - G(l,k)*D1(1,W(1,4 
= Dz(l,W -02(1,k)G(l,k)*D1(1,k)G(l,k)), k= 1,2 )...) n, 
is invertible, since ]]D2(1,k)G(l,k)*Dr(l,k)G(l,k)]] < 1. In the case of (iii) it 
follows whenever 02 - G*DlG is invertible. Now the application of Lemma 3.5 
yields that in (02 - G*Dl G)(l, k) = in D2(1, k), k = 1,2, . . . , n. This proves the 
“only if’ side of (ii) and also the “only if” side of (iii) whenever Dz - G*DlG is 
invertible. If 02 - G*D, G is not invertible, note that from Lemma 3.6 it follows 
that Cst((D2 - G*Dl G)[( 1, n)\{ 1 5 i < n 1 Ei = 0}]) is equal to Cst(Dz - G*Dl G) 
with the zeros left out. Further note that 
(02 - G*DiG)[(l,n)\{l 5 i 5 n I ci = 0}] 
=02((1,n)\{l <i~nIEi=O})-C*D~Z1, 
where G is the matrix which results from leaving out the ith column of G for 
all i such that ci = 0. Since ]]G]] 5 l]G]] 5 1, we can apply the case where 
02 - G*DlG is invertible with D2 = D2((1, n)\{ 1 5 i 5 n I Ei = 0)) and 
G = G. It follows that Ej # -dzjj, j = 1,. . . , n. Finally, for the “if” side 
of (ii), note that if Ej = d2jj, j = 1,2,. . . , n, then we can simply choose 
G = 0. H 
4. COMPLETIONS OF PARTIAL TRIANGULAR MATRICES 
For an n x m matrix C = (ci~)~=,j’!!, we denote by p(C), p(C), and y(C) the 
numbers of singular values of C which are smaller than, larger than, and equal to 
1, respectively, counting multiplicities. When C has 0 rows and/or columns, we 
define p(C) = p(C) = y(C) = 0. Further, matrices of size 0 x 0 are supposed to 
be invertible and to have determinant equal to 1. Of course, one can also group 
the singular values into < (T, > 0, and = (T, where 0 is some positive number. But 
after division of the original data by d one returns to the case 0 = 1. Note that 
p(C) = 7r(Z - c*c), p(C) = v(Z - C’C), y(C) = 6(Z - c*c>. 
So by the inertia inequalities we have that 
p(‘31,kl) 1 AC[l,k - ll>, k= 1,2 ,..., m, (4.1) 
/-4CCl,W 1 /-4C[l,k - 111, k = 1,2,... m, (4.2) 
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wherefork= 1,2 ,..., m, 1= 1,2 ,... , n, the submatrix C[k, I] of C is defined to 
be 
Suppose that also 
C[k, Z] = (Cij)y=kf=l. 
~(C[l,W > y(C[l,k - 111, k= 1,2 ,..., m. (4.3) 
Then we define the growth tuple of C, gt(C), to be the m-tuple 77 = (71, . . . , qm), 
where 
1 if p(C[l,kl) > p(C[l,k - II>, 
vk = 0 if y(C[l,kl) > y(CU,k - 111, 
-1 if p(C[l,k]) > p(C[l,k - 11). 
Note that the growth tuple is well defined by the inequalities (4.1H4.3). 
Let T = (tij)bly!, be a partial (lower) triangular matrix. Recall from the 
introduction that this means that ti,j is specified on a triangular pattern 7 and that 
the remaining entries are unspecified. 
In order to come to the statement of our results, we need the following. Denote 
w(j) = min({n + 1) U {i 1 (i,j) E 7}), j= 1,2,...,m 
7(i) = max({O} U G 1 (i, j) E 7}), i = 1,2, . . . , n. 
We will assume throughout that the matrices 
T[w(k), kl, k = 1,2 ,..., m, (a”> 
TMk), k - 11, k = 2,...,m, W’) 
T[k, WI, k = 1,2 ,..., n, (c”) 
T[k + 1, WI, k = 1,2,...,n- 1 Cd”) 
have no singular values equal to 1. 
We have the following analogue of Theorem 0.1. 
THEOREM 4.1. Let T = (tij)L, y!I be a partial triangular matrix such that 
the matrices (a”)id”) have no singular values equal to 1. Let v = (~1, . . . , Q,,,) E 
{ - 1, 0, l}m. There exists a completion N of T with det(N) = 11 if and only if 
#{l Ii Sk/Vi= 1) 2 Pk,max(T), k= 1,2 ,..., m, (4.4) 
#{I Iiiklrli=l} 2 &n&T), k= 1,2 ,..., m, (4.5) 
where 
Pk,,,(T) = ,ygk p (Tb(i), il) -- 
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and 
CLk,max(T) = ,‘lZk c1 (TMi), iI). -- 
When r] satisfies (4.4) and (4.5), then the set of all completions N of T with 
g(N) = q is described as follows. Put 
s1 k = det{Z - TW + 1, NITS + 1, Ml*} 
det{Z - T[k, ~(k)]T[k, 7(k)]*} ’ 
s, k = det{l- W-4@, k - ll*TM4, k - 11) 
det{Z - T[w(k), k]*T[w(k), k]} 
, where 
= {I - T[wo’>,j]*T[w(j),jl}-’ 
k= 1,2 ,..., n, 
k= 1,2 ,..., m. 
j= 1,2 ,..., m, 
and xi:) = 0 whenever i > j. Put X1 = (x$‘)~=, y=, , where 
c’] =T[w(j),j] [z] , j= 1,2 ,..., m, 
and.$? = 0 whenever i < w(j). Put Yl = (yiy)yJ=l , where 
1s,jp2 
= {I - T[j, Q)lT[i, dj)l*}-’ 
[ . 
p 
[y;j =Tli,~ci)l* [;I, ’ 
I , 
and $’ = 0 whenever j > i. Put Y2 = (y$~!“=, y=, , where 
j= 1,2, 
j= 1,2 ,..., n, 
Lw‘... 
I + (I>d = Y @a==‘V” 
rWL”.L I + (1)~ = y eJ”aqM 
‘(L!J)~M X . . . X (.!h)I+(I)sM = (h)M 
Z@~M 3gddowoafip-,3 SF ( ,Uz~jo Jasqns v sv paMay) (k)u las ay 1vyJ yms 
TH sa3w7u4 uvywaH [ 1 - (y)m] x [ 1 - (y)m] zqxa adazjJ ‘2.p wrxo3yI 
. (?)L < CnanauayM 0 = f!y wxU3 3 
1 
puv ‘(0. = (H57,~ - Zv)m I UIXULI 3 H} U 7-L = @)H. WM &)7-L 3 H 
alaym ‘(H)S = N ul.loj azg 40 am Li = (J)g! t#M J 40 N suopaldwog 112) uazjJ 
‘,-(Hz/l + zX)(HIX + ‘X) = (H)S 
md ‘@my 
.w’...‘ 
2'1 =c c (‘“9) U%!S zz uzg 
Iu‘...‘ 
Z'I =.r ‘ (Crg) u%rs = !%q 
Xq pau$ap saDgmu p9uo8mp 
aw aq ‘=y!zg) = zvpuv I=pIg) = Iv lq '(.QL < ! lanauazjm 0 = $4 puv 
NVMIXIZIOM ‘Z 09flH <INV SOX NVHOf 8S 
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and 1 
kl = #{I< i<k-I I vi = 1) + 4&(1,4k) - 1)) - ~&(l,k - I)), 
k2 = #{l 2 i 2 k - 1 [qi=-l}f~(A,(l,w(k)-l))-~(A,(l,k-1)). 
These results extend the work of [ 1, Section III.51 by providing a linear frac- 
tional map which describes all completions with prescribed numbers of singular 
values < 1, = 1, > 1. 
PROOF OF THEOREMS 4.1 egtrm AND 4.2. The key idea of the proof is the 
following observation. N is a completion of T with gt(N) = q if and only if 
L, N 
M= N* I,,, [ 1 
is a Hermitian completion of the Hermitian partial banded matrix 
A= In T 
[ 1 T L 
with Cst(M) = (1, . . . , 1, ~1, . . . , 77,). Moreover, this corresponence is l-l. 
Now, first note that the matrices (a”)-(d”) have no singular values equal to 1 if 
and only if the matrices (a)-(d) are all invertible. Next, note that with the notation 
of Theorem 0.1 
D2= [ I” 0 0 A2 1 A, 
(4.6) 
0 
I D, = [ 0 z, 1 . 
Further, note that G = (gij)y?$ E 0 if and only if 
0 H 
G= o o, 
[ 1 
where 
Recall from PI that 
H = (si,j);=, in_+nm+, E N. 
x*-l~2p = y*-'&y-'. 
(4.7) 
(43) 
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Then it follows from (4.6) and (4.8) by direct computation that 
I N 
[ 1 N” I = T(G) 
if and only if 
N = S(H), 
where H is as in (4.7). Also note that 
Cst(& - G*D,G) = (l,..., 1,~~ ,..., QJ 
if and only if 
Cst(Az - H*A,H) = (q,, . . . , Q,). 
With all these observations, Theorem 4.1 is just a corollary of Theorem 0.1, and 
Theorem 4.2 follows directly from Theorem 1.4. ??
From (4.8) it follows that we have the following result for the (n + m) x (n +m) 
block matrix YI x1 e = Y2 x2 . 1 1 
The matrix ep is J-unitary, i.e., 
p.e*[lg. _:J ep= [i _“,.I, 
where P is an (n + m) x (n + m) permutation matrix satisfying 
(4.9) 
We note that there always exists a permutation matrix P satisfying (4.9). 
We shall recover a result from [7]. Recall from [9] that 
R = S(0) = XIX,-’ (4.10) 
is the unique completion N of T such that the (i, j)th entry of 
N(Z -N*N)-’ is equal to zero whenever j > T(i). 
The following proposition concerns the determinant of completions. 
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PROPOSITION 4.3. For all H = (hip)%, jY=, E ?t, 
det[Z - s(H)*s(H)] = det(Z - R*R) det Az(~(l) + 1, m) 
x det[Az(T(l) + 1,m) - ii’Ar(l,w(m) - I$?], 
where 
2 = (hij)z)-‘jm_,(,,+, . 
PROOF. Note that by Proposition 1.8 
det[Z - S(H)*S(H)] = det 
I SW) S(H)* I 1 = det T(G) 
= detB detDQ(1) + l,n + m) 
xdet[&(P(l)+ l,n+m) 
- jj*Dr(l,y(n + m) - 1)Q 
= det(Z - R*R)det&(T(l) + l,m) 
det[&(T(l) + l,m> - il*D~(l,w(m) - l)fil, 
since 
B= ;* ‘: . [ 1 
??
COROLLARY 4.4. Let T be as in Theorem 4.1 and R as in (4.10). Suppose 
that A, (1, w(m) - 1) and A2(7( 1) + 1, m) both are positive dejinite or both are 
negative definite. Let N be a completion of T with p(N) = p(R) and p(N) = p(R). 
Then 
1 det(Z - N*N)] 2 1 det(Z - R*R)I, 
with equality if and only if N = R. 
PROOF. The corollary follows directly from Corollary 1.9. W 
Corollary 4.4 appears for the cases I = {(i,j) E n x n (j - i > p}, 0 5 p 5 
n - 2, in [7, Theorem 7.31. There are also analogues of Propositions 0.2, 1.5, and 
1.7, Corollary 1.10, and Theorem 3.1 for the triangular case, which one can obtain 
by using the correspondence 
r([i i]) = [{* “;‘I ifandonlyif N=s(H). 
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We omit the details. 
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