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Re´sume´
Dans le cadre de la te´le´de´tection hyperfre´quence active, un des objectifs est l’analyse
de l’e´cho radar recueilli apre`s son interaction avec la surface de la terre, afin de remonter
aux parame`tres physiques et ge´ome´triques de la sce`ne observe´e. Pour mieux appre´hender
ce proble`me inverse, une bonne connaissance du proble`me direct reste indispensable.
Ce me´moire traite de l’e´tude de la diffraction d’une onde e´lectromagne´tique par
une surface rugueuse ale´atoire, se´parant deux milieux homoge`nes. Une me´thode exacte
(me´thode C), donnant les intensite´s cohe´rentes et incohe´rentes d’une surface rugueuse
1D ou 2D ale´atoire, e´claire´e par une onde plane, a e´te´ de´veloppe´e. Cette me´thode est
base´e sur la re´solution des e´quations de Maxwell dans un syste`me de coordonne´es non
orthogonales, lie´ a` la surface.
Les surfaces conside´re´es sont des re´alisations d’un processus spatial ale´atoire gaus-
sien et isotrope. La ge´ne´ration des profils diffractant est assure´e par filtrage line´aire.
Les parame`tres statistiques des profils sont estime´s a` partir de fichiers nume´riques de
sols agricoles nus.
Nous avons investi la me´thode nume´riquement et compare´ nos re´sultats a` la litte´rature
ainsi qu’a` des donne´es expe´rimentales. Nous avons aussi utilise´ cette me´thode pour
e´tudier l’impact de la rugosite´ et de l’humidite´ du sol sur le diagramme de rayonne-
ment.
Abstract
We are concerned by the scattering of an electromagnetic field by one or two dimen-
sional rough surfaces. Our aim is to solve exactly this problem, by mean of numerical
methods. We consider the case of surfaces separating homogeneous media illuminated
by plane waves.
In order to analyse the scattering phenomena we have developed an exact method :
the C method. The theory is based on Maxwell’s equations in covariant form written
in a nonorthogonal coordinate system fitted to the surface profile. This leads to an
eigenvalue system, the solutions of which give the scattered fields.
The surfaces under study are modelled as a spatial random process with a height
function assuming normally distributed values and are characterized by an isotropic
autocorrelation function. They are numerically generated by linear filtering of a Gaus-
sian white noise. The statistical parameters are estimated using a set of agricultural
soil data base.
A ma me`re Tassadite
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Introduction
L’e´tude de la diffraction des ondes e´lectromagne´tiques par des surfaces rugueuses a
commence´ depuis plus d’un sie`cle. Lord Rayleigh fut un des premiers physiciens a` avoir
analyse´ l’interaction d’une onde avec une surface et a` avoir de´termine´ explicitement
l’influence de la rugosite´ sur la diffraction de l’onde. Les recherches the´oriques dans ce
domaine se poursuivent activement de nos jours car de multiples applications existent
en te´le´de´tection, en te´le´communication, en optique ou en imagerie me´dicale. Dans le cas
de la te´le´de´tection hyperfre´quence active, un des objectifs est l’analyse de l’e´cho radar
recueilli apre`s son interaction avec la surface de la terre. A partir de cette signature
radar, nous cherchons a` obtenir des renseignements sur les parame`tres physiques et
ge´ome´triques de la sce`ne observe´e. Dans le cas des surfaces oce´aniques, nous voulons
estimer la salinite´ de la mer ou bien la re´partition de la hauteur des vagues en fonction de
leur direction de propagation et de leur fre´quence spatiale. Ces informations contribuent
ensuite a` l’ame´lioration des mode`les de pre´vision de l’e´tat de la mer. Dans le cas des
surfaces continentales, nous cherchons a` de´terminer la rugosite´ et l’humidite´ de surface
d’un sol, par exemple d’une parcelle agricole. Ces parame`tres sont importants car ils
jouent un roˆle notamment dans les processus du cycle de l’eau, pour ne citer qu’une
application. L’approche utilise´e dans les exemples ci-dessus rele`ve du proble`me inverse.
Cependant, pour mieux appre´hender le proble`me inverse, une bonne connaissance du
proble`me direct reste indispensable.
En effet, l’e´tude et l’analyse des e´chos radar, obtenus en site ou en laboratoire (mi-
lieu controˆle´) d’une part, et de ceux obtenus graˆce a` la mode´lisation nume´rique base´e
sur des mode`les the´oriques, constituent une e´tape importante pour la compre´hension du
phe´nome`ne de diffraction. De ce fait, l’e´laboration de me´thodes mode´lisant les interac-
tions d’une onde e´lectromagne´tique avec des cibles, dont les caracte´ristiques statistiques
et/ou physiques sont connues, demeure une premie`re de´marche essentielle.
Ce travail porte sur l’e´tude du phe´nome`ne de diffraction d’une onde plane mo-
nochromatique par des surfaces naturelles. Ces interfaces naturelles sont qualifie´es de
rugueuses et ale´atoires. Elles se´parent deux milieux d’indices optiques diffe´rents et elles
sont caracte´rise´es par des fonctions statistiques bien de´finies. Lorsque les dimensions
caracte´ristiques de l’objet e´tudie´, tel que le rayon de courbure par exemple, sont tre`s
grandes devant la longueur d’onde incidente, le phe´nome`ne de diffraction peut eˆtre
traite´ en utilisant les the´ories base´es sur l’approximation de l’optique ge´ome´trique [1].
Les profils de surfaces analyse´s dans cette the`se sont caracte´rise´s par des parame`tres
statistiques (hauteur quadratique moyenne et longueur de corre´lation) dont la dimen-
sion est du meˆme ordre de grandeur que la longueur d’onde λ de l’onde incidente. Dans
ce domaine, dit de re´sonance, l’e´tude e´lectromagne´tique ne peut se faire de manie`re
rigoureuse que si nous tenons compte de l’aspect vectoriel de l’onde e´lectromagne´tique.
Dans le but de comprendre le phe´nome`ne de la diffraction des ondes, diffe´rents
mode`les et me´thodes ont vu le jour. Avant l’ave`nement de l’outil informatique, les phy-
siciens e´taient contraints de re´soudre les proble`mes auxquels ils e´taient confronte´s de
manie`re analytique et en effectuant des hypothe`ses physiques dans le but de simplifier
les e´quations complexes re´gissant le phe´nome`ne physique. Ainsi, les mode`les obtenus
sont dits approche´s. Les me´thodes approche´es ont un champ d’application restreint et
limite´ du fait des hypothe`ses et des diffe´rentes approximations effectue´es. Nous pou-
vons citer, par exemple, la me´thode des petites perturbations (SPM), qui est valable
pour des surfaces faiblement rugueuses, la me´thode de l’optique ge´ome´trique (GO) et
l’approximation des faibles pentes (SSA) [1, 2, 3, 4].
A partir des anne´es 50-60 les premiers ordinateurs voient le jour. Avec eux vont
naˆıtre les me´thodes nume´riques. De nouvelles fac¸ons de re´soudre les proble`mes vont
eˆtre utilise´es pour e´tudier le phe´nome`ne de la diffraction de manie`re rigoureuse et
donner naissance aux me´thodes dites nume´riques exactes. Leur domaine d’application
est a priori illimite´ car elles ne reposent sur aucune hypothe`se physique simplificatrice.
Leurs seules contraintes sont les temps de calcul et la place me´moire requise.
Les me´thodes approche´es et les me´thodes dites ”exactes” pre´sentent des avantages
et des inconve´nients. Si les premie`res permettent de rendre compte de manie`re physique
des relations liant les caracte´ristiques physiques et statistiques de l’objet diffractant et
des champs diffracte´s, leurs domaines de validite´ restent limite´s. Les me´thodes exactes,
quant a` elles, pre´sentent des couˆts de calcul non ne´gligeables, mais peuvent servir comme
re´fe´rences pour qualifier les me´thodes approche´es d’une part, mais aussi pour traiter
des proble`mes a` ge´ome´trie complexe, ou` les me´thodes approche´es restent inaccessibles
pour le moment [5, 6, 7, 8].
En se re´fe´rant au formalisme des e´quations de Maxwell, les me´thodes exactes peuvent
eˆtre classe´es en deux cate´gories, a` savoir la formulation inte´grale et la formulation
diffe´rentielle [9]. Dans le premier cas, la re´solution d’une e´quation inte´grale permet
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de calculer les courants de surface a` partir desquels les champs sont de´termine´s. Le
deuxie`me cas permet de ramener le proble`me a` la re´solution d’un syste`me d’e´quations
diffe´rentielles couple´es, pouvant donner directement les amplitudes des champs. Nous
avons choisi de nous inte´resser uniquement aux mode`les exacts dans les deux formula-
tions diffe´rentielles et inte´grales. Le premier cas est base´ sur l’e´criture des e´quations de
Maxwell sous leur forme locale dans un syste`me de coordonne´es translate´es e´pousant
la surface diffractante. La re´solution des e´quations de propagation et des conditions
aux limites sur la surface donne les champs ainsi que l’e´nergie diffracte´e dans toutes les
directions. La deuxie`me approche consiste a` utiliser la formulation inte´grale pour faire
rayonner des courants de surface obtenus graˆce a` la me´thode pre´ce´dente. Les me´thodes
approche´es ne sont pas e´tudie´es dans cette the`se.
Les surfaces naturelles conside´re´es sont repre´sente´es par des processus ale´atoires.
Nous traitons d’abord des surfaces 2D ensuite nous de´clinons notre e´tude au cas des
surfaces cylindriques 1D. Les surfaces conside´re´es ici sont les surfaces agricoles telles
que les champs laboure´s. En premie`re approche leur description est base´e sur deux
types de fonctions : la densite´ de probabilite´ des hauteurs gaussiennes et la fonction
d’autocorre´lation entre gaussienne et exponentielle.
Au cours de ces trois anne´es passe´es au Centre d’e´tude des Environnements Terrestre
et Plane´taires, nos principaux objectifs e´taient :
– L’investigation de la me´thode C et son extension aux cas des surfaces rugueuses
2D ale´atoires
– L’imple´mentation d’un ge´ne´rateur de surfaces rugueuses 2D
– L’e´laboration et l’imple´mentation d’une nouvelle me´thode couplant la me´thode
C et les formulations inte´grales dans le cas des surfaces 1D et pour des milieux
infiniment conducteurs ou die´lectriques.
Ce manuscrit est compose´ de quatre chapitres. Le chapitre 1 constitue un rappel des
diffe´rentes notions fondamentales de l’e´lectromagne´tisme. Nous e´crivons les e´quations
de Maxwell, les relations constitutives, ainsi que les relations de continuite´, en re´gime
harmonique. Nous de´crivons l’onde incidente et nous traitons la re´flexion par un plan
infini. Puis, nous introduisons les inte´grales de Rayleigh a` deux et trois dimensions et
nous e´crivons les expressions asymptotiques des champs dans deux milieux die´lectriques.
En fin de ce chapitre, nous donnons quelques grandeurs e´nerge´tiques lie´es aux ondes
e´lectromagne´tiques, ainsi que les proprie´te´s physiques que doivent respecter les champs.
Le chapitre 2 concerne la description des surfaces rugueuses que nous e´tudions.
Quelques e´le´ments the´oriques sur la description statistique des processus ale´atoires
sont donne´s. En nous basant sur ces notions, nous de´crivons la me´thode permettant
de ge´ne´rer des surfaces ale´atoires avec une fonction d’autocorre´lation et une densite´
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de probabilite´ des hauteurs bien de´finies. Pour conclure ce chapitre, des re´sultats de
simulation et une comparaison avec des donne´es expe´rimentales sont expose´s dans le
but de valider la technique de ge´ne´ration nume´rique des surfaces.
Dans le chapitre 3, nous de´crivons la me´thode C, pour les surfaces 2D, de fac¸on
de´taille´e. Nous abordons les deux cas de polarisations fondamentales et les diffe´rents
types de milieux (die´lectrique ou infiniment conducteur). La me´thode C en trois dimen-
sions est valide´e par des tests de convergence ainsi que des comparaisons avec d’autres
me´thodes exactes et des donne´es expe´rimentales dans le domaine des hyperfre´quences.
Le chapitre 4 est consacre´ a` la pre´sentation de la nouvelle me´thode imple´mente´e afin
de traiter des surfaces 1D de longueur importante. Elle fait appel a` la me´thode C en
1D, que nous de´crivons de fac¸on succincte, et aux formules de rayonnement issues du
formalisme inte´gral. Le principe de Huygens est pre´sente´. L’objectif de cette formulation
est d’associer la me´thode C et l’approximation du faible couplage [10, 11] en vue de
re´duire les temps de calcul. La nouvelle me´thode est valide´e par des comparaisons avec
la me´thode C seule.
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Chapitre 1
Interaction des ondes
e´lectromagne´tiques avec des
surfaces - Ele´ments the´oriques
Dans cette the`se, les ondes e´lectromagne´tiques incidentes conside´re´es sont des ondes
planes. Les milieux e´tudie´s sont line´aires, homoge`nes et isotropes (LHI) et ils sont non
magne´tiques (perme´abilite´ magne´tique µ = µ0
1). Les interfaces se´parant deux milieux
diffe´rents sont invariantes dans le temps, c’est-a`-dire leur forme ge´ome´trique n’e´volue
pas au cours du temps, ou sur la dure´e du temps d’observation (par exemple les surfaces
agricoles, les sols nus, etc. . .). Le milieu d’incidence est l’air. Il est assimile´ au vide et
repre´sente´ comme un milieu parfaitement die´lectrique2.
Ce travail porte sur l’e´tude du proble`me direct (par opposition au proble`me inverse)
de la diffraction des ondes par des surfaces rugueuses. Nous chercherons a` de´terminer le
champ e´lectromagne´tique diffracte´ connaissant la loi d’e´clairement et les caracte´ristiques
ge´ophysiques de la cible.
Le phe´nome`ne de la diffraction d’une onde e´lectromagne´tique par une surface de´pend
de la ge´ome´trie de celle-ci. Par exemple, les re´ponses d’une surface plane et d’une
surface rugueuse a` une excitation e´lectromagne´tique sont totalement diffe´rentes. Dans
le premier cas, et si le plan est infiniment conducteur, la totalite´ de l’e´nergie inci-
dente sera re´fle´chie suivant la direction spe´culaire, alors que la pre´sence des rugosite´s,
dans le deuxie`me cas, introduit de nouvelles directions de diffraction. L’influence de
la ge´ome´trie de la cible sur la diffraction d’une onde a suscite´ beaucoup d’inte´reˆt au
1µ0 perme´abilite´ du vide
2De´pourvu de charge et de courant e´lectrique
sein de la communaute´ des physiciens. Beaucoup de travaux ont e´te´ consacre´s a` cette
e´tude et ont abouti a` l’e´laboration de diffe´rentes me´thodes de re´solution. Ces me´thodes
e´taient exclusivement analytiques au de´part. Ensuite, des me´thodes nume´riques ont vu
le jour avec l’arrive´e de l’outil informatique. De nos jours, ces deux fac¸ons de re´solution
continuent de progresser et d’e´voluer. Toutes ces me´thodes ont en commun la the´orie
e´lectromagne´tique de Maxwell.
Ce chapitre a pour but d’introduire les notions fondamentales de l’e´lectromagne´tisme
utilise´es pour la re´alisation de ce travail de the`se. Nous commenc¸ons par poser les
e´quations de Maxwell sous leur forme ge´ne´rale. Ensuite, nous e´crivons les relations
constitutives ainsi que les conditions de passage a` la frontie`re de deux milieux en re´gime
harmonique. La repre´sentation des champs e´lectromagne´tiques sous forme d’inte´grales
de Rayleigh est donne´e. Ceci permet de de´duire leur forme asymptotique (zone du
champ lointain). Diffe´rentes grandeurs e´nerge´tiques sont de´finies : le vecteur Poynting,
la puissance totale diffracte´e et le coefficient de diffusion bi-statique. Le crite`re sur le
bilan de puissance, que doivent respecter les champs e´lectromagne´tiques dans le cas des
milieux sans pertes, est e´galement e´nonce´.
1.1 Les e´quations de Maxwell
En re´gime temporel, les e´quations de Maxwell, dans un milieu quelconque, sont
donne´es sous la forme suivante [12,13] :
divB (r, t) = 0 (1.1a)
rotE (r, t) = − ∂
∂t
B (r, t) (1.1b)
divD (r, t) = ρ (1.1c)
rotH (r, t) = j (r, t) +
∂
∂t
D (r, t) (1.1d)
avec :
E(r,t), le champ e´lectrique en (Volts/m)
H(r,t), l’excitation magne´tique en (Ampe`re/m)
B(r,t), le champ magne´tique en (Weber/m2)
D(r,t), le de´placement e´lectrique en (Coulomb/m2)
ρ(r,t), la densite´ de charge e´lectrique en (Coulomb/m3)
j(r,t), la densite´ de courant e´lectrique en (Ampe`re/m2)
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Nous pouvons voir que les e´quations (1.1a) et (1.1b) ne font pas intervenir les
sources. Elles sont dites e´quations homoge`nes. Elles sont valables quel que soit le milieu.
Sous sa forme inte´grale, l’e´quation (1.1a) traduit la conservation du flux du vecteur B.
L’e´quation (1.1b) donne le champ e´lectrique E induit par les variations temporelles du
champ magne´tique B. L’e´quation (1.1c) pre´sente la loi de Gauss et atteste de l’existence
des charges e´lectriques. Enfin, la dernie`re e´quation (1.1d) sous forme inte´grale donne la
ge´ne´ralisation du the´ore`me d’Ampe`re et donne le vecteur induit H par le mouvement
des charges ainsi que les variations temporelles du vecteur D. Les densite´s de charge et
de courant e´lectrique ρ et j constituent les sources.
A partir des e´quations (1.1c) et (1.1d), nous obtenons l’e´quation de conservation de
la charge. En effet, l’application de l’ope´rateur divergence sur l’e´quation (1.1d) permet
d’obtenir :
div [rotH (r, t)] = div
[
j (r, t) +
∂
∂t
D (r, t)
]
(1.2)
Sachant que ∀ A, div (rotA) = 0 et en supposant que les deux ope´rateurs ∂
∂t
et div
peuvent permuter, l’e´quation pre´ce´dente se transforme en :
∂
∂t
[divD (r, t)] = −div j (r, t) (1.3)
En remplac¸ant divD par ρ (e´quation (1.1c)), nous de´duisons l’e´quation de conser-
vation de la charge e´lectrique :
div j (r, t) +
∂
∂t
ρ(r, t) = 0 (1.4)
En inte´grant l’e´quation 1.4 sur le volume Ω contenant toutes les charges et tous les
courants et en faisant appel au the´ore`me de Green-Ostrograski, nous obtenons la forme
inte´grale de l’e´quation (1.4) :∫∫
Σ
j (r, t)n ds+
∂
∂t
∫∫∫
Ω
ρ(r, t) dv = 0 (1.5)
Cette dernie`re e´quation traduit le fait que, s’il y a diminution au cours du temps
de la charge totale contenue dans un volume Ω, alors il existe un courant donne´ par le
flux sortant du vecteur j a` travers la surface ferme´e Σ contenant le volume Ω.
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Supposons que la de´pendance temporelle des champs e´lectromagne´tiques ainsi que
celle des sources est sinuso¨ıdale (cos(ω t + φ(r))). ω est la pulsation, avec ω = 2π f ou`
f est la fre´quence.
Dans cette configuration dite re´gime harmonique, les e´quations de Maxwell s’e´crivent :
divB (r) = 0 (1.6a)
rotE (r) = −j 2πfB (r) (1.6b)
divD (r) = ρ (1.6c)
rotH (r) = j (r) + j 2πfD (r) (1.6d)
E, H, D, B, j et ρ de´signent les amplitudes complexes associe´es aux vecteurs re´els E,
H, D, B, j et au scalaire ρ.
Soit Ψ(r, t) une fonction spatio-temporelle de´signant respectivement une des compo-
santes des vecteurs re´els E, H, D, B, j ou le scalaire ρ. Les expressions des composantes
des champs dans le domaine temporel sont obtenues en prenant la partie re´elle du pro-
duit Ψ(r) ejω t :
Ψ(r, t) = Re
[
Ψ(r) ejω t
]
= |Ψ(r)| cos(ω t+ φ(r))
L’amplitude complexe s’e´crit :
Ψ(r) = |Ψ(r)| ejφ(r) (1.7)
Dans la suite, nous nous inte´ressons uniquement au re´gime harmonique et les champs
sont repre´sente´s par leurs amplitudes complexes.
1.2 Les relations constitutives
Afin de de´terminer de fac¸on unique les composantes des vecteurs E, H, D, B, pour
une distribution de courant j et de charge ρ, il est ne´cessaire d’utiliser, en plus des
e´quations de Maxwell, les relations constitutives, de´crivant le comportement du milieu
soumis a` un champ e´lectromagne´tique. Si le champ e´lectromagne´tique n’est pas tre`s
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intense (puissance faible), alors ces relations sont line´aires. Pour un milieu (LHI ), non
magne´tique3 (µ(t) = µ0 µr(t) = µ0) et invariant dans le temps, elles s’e´crivent [12,13] :
D (r, t) = ǫ0 ǫr(t) ∗ E (r, t) (1.8a)
H (r, t) =
1
µ0
B (r, t) (1.8b)
Le symbole ∗ de´signe le produit de convolution. µ0 et ǫ0 repre´sentent respectivement la
perme´abilite´ magne´tique et la permittivite´ e´lectrique du vide.
µ0 =
10−9
36π
F/m
ǫ0 = 4π10
−7 H/m
Comme nous l’avons note´, les caracte´ristiques die´lectriques d’un milieu peuvent
s’exprimer comme le produit des constantes die´lectriques du vide µ0 et ǫ0 et d’une
perme´abilite´ magne´tique et permittivite´ e´lectrique relatives µr et ǫr
4.
Dans le cas d’un milieu dit e´lectrique parfait, la permittivite´ e´lectrique relative est
proportionnelle a` une impulsion de Dirac : ǫr(t) = ǫrδ(t). Sachant que le dirac est
l’e´le´ment neutre du produit de convolution, la relation (1.8a) s’e´crit :
D (r, t) = ǫ0 ǫrE (r, t) (1.9)
Cette dernie`re e´quation traduit le fait que le milieu re´pond instantane´ment a` un
champ e´lectromagne´tique.
A partir des e´quations (1.8a, 1.8b) et en utilisant les notations complexes, nous
obtenons les relations constitutives en re´gime harmonique :
D (r) = ǫ0 ǫˆr(f)E (r) (1.10a)
H (r) =
1
µ0
B (r) (1.10b)
ou` ǫˆr(f) est la transforme´e de Fourier de ǫr(t) :
ǫˆr(f) =
∫ +∞
−∞
ǫr(t)exp(−j 2π f t) dt (1.11)
La de´pendance de la transforme´e de Fourier ǫˆr(f) de la fre´quence est caracte´ristique
des milieux dits dispersifs. La grandeur ǫˆr(f) est complexe. Nous l’exprimons comme
3La perme´abilite relative est µr = 1
4Pour le vide µr = 1 et ǫr = 1
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la somme d’une partie re´elle et d’une partie imaginaire :
ǫˆr(f) = ǫˆ
′
r(f)− jǫˆ
′′
r (f) (1.12)
La partie imaginaire ǫˆ
′′
de la permittivite´ complexe est lie´e au phe´nome`ne de l’ab-
sorption. Si cette partie imaginaire est nulle alors le milieu est dit transparent.
L’angle de perte a` la fre´quence f est de´fini comme le rapport de la partie imaginaire
de la permittivite´ sur la partie re´elle [13] :
tan(δ(f)) =
ǫˆ
′′
r (f)
ǫˆ′r(f)
(1.13)
Plus l’angle de perte augmente, plus le milieu est absorbant. Dans le cas des conduc-
teurs, cet angle est voisin de
π
2
.
1.3 Les conditions aux limites
Les proble`mes e´lectromagne´tiques sont base´s sur les e´quations de Maxwell. Ces
e´quations sont valables dans tout l’espace infini. Pour pouvoir appliquer la the´orie de
l’e´lectromagne´tisme a` des milieux qui sont finis, il faudra associer aux e´quations de Max-
well des conditions que doivent ve´rifier les champs e´lectromagne´tiques aux frontie`res
entre les diffe´rents milieux, posse´dant des caracte´ristiques die´lectriques diffe´rentes.
Soit Σ21 une interface arbitraire se´parant deux milieux (LHI ). Nous noterons ces
deux milieux : milieu 1 et milieu 2 (voir figure 1.1). Soit n21 un vecteur unitaire normal
a` la surface se´parant les deux milieux et oriente´, par convention du milieu 2 vers le
milieu 1.
En re´gime harmonique (mais aussi en re´gime temporel) les conditions aux limites
en tout point de la surface peuvent s’e´crire de la manie`re suivante :
n21 • (B1 −B2) = 0 (1.14a)
n21 • (D1 −D2) = ρs (1.14b)
n21 ∧ (E1 − E2) = 0 (1.14c)
n21 ∧ (H1 −H2) = js (1.14d)
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Fig. 1.1: Interface se´parant deux milieux LHI
js et ρs repre´sentent respectivement les densite´s de courant et de charge surfaciques
libres, susceptibles d’eˆtre pre´sentes sur la surface se´parant les deux milieux.
Cet ensemble d’e´quations traduit le comportement des diffe´rents champs a` la tra-
verse´e d’une frontie`re. L’e´quation (1.14a) traduit la continuite´ de la composante nor-
male du champ magne´tique B. L’e´quation (1.14c) quant a` elle, traduit la continuite´ de
la composante tangentielle du champ e´lectrique E. Ces deux e´quations sont appele´es
les relations de continuite´. Les deux autres e´quations de´crivent la discontinuite´ de la
composante normale de l’excitation e´lectrique D (e´quation 1.14b) et de la composante
tangentielle du vecteur excitation magne´tiqueH (e´quation 1.14d), s’il existe des charges
et courants e´lectriques sur l’interface.
Si le milieu 2 est un conducteur parfait5 alors les champs macroscopiques sont nuls
5Conductivite´ infinie
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dans ce milieu et les conditions aux limites sont re´duites a` :
n21 • (B1) = 0 (1.15a)
n21 • (D1) = ρs (1.15b)
n21 ∧ (E1) = 0 (1.15c)
n21 ∧ (H1) = js (1.15d)
Dans le cas des milieux die´lectriques et conducteurs a` pertes, j
s
= ρ
s
= 0.
1.4 Onde plane et e´quation de propagation
Afin d’exhiber les e´quations de propagation, nous partons des deux e´quations de
Maxwell (1.6b, 1.6d) et des deux relations constitutives (1.10a, 1.10b). En appliquant
l’ope´rateur rot et en utilisant la proprie´te´ suivante :
rot rot(V) = grad div (V)−∆(V)
ou` ∆ repre´sente le Laplacien vectoriel.
Les e´quations de propagation de E et H s’e´crivent comme suit :
∆E+ ǫˆµ0 ω
2E =
1
ǫˆ
grad ρ+ jω µ0 j (1.16a)
∆H+ ǫˆµ0 ω
2H = −rot j (1.16b)
Si le milieu de propagation ne contient ni courants ni charges e´lectriques libres (ρ = 0
et j = 0), alors les e´quations de propagation se re´duisent a` :
∆E+ ǫˆµ0 ω
2E = 0 (1.17a)
∆H+ ǫˆµ0 ω
2H = 0 (1.17b)
Les e´quations (1.17a, 1.17b) sont les e´quations de Helmholtz sans second membre.
Elles admettent une solution particulie`re donne´e sous la forme suivante :
E(r, t) = E0 e
j(ωt−k.r) (1.18a)
H(r, t) = H0 e
j(ωt−k.r) (1.18b)
ou` E0 et H0 sont inde´pendants de r.
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Le vecteur k est le vecteur d’onde dans le milieu de propagation. Nous montrons
aise´ment que les deux dernie`res e´quations de Helmholtz (1.17a, 1.17b) imposent la
valeur du carre´ scalaire du vecteur k :
k2 = ǫ0ǫˆr µ0 ω
2 (1.19)
Dans le cas ge´ne´ral, ǫˆr est complexe : ǫˆr = ǫˆ
′
r − j ǫˆ′′r . Si le milieu est transparent,
ǫˆr et k sont re´els. Nous pouvons associer au vecteur d’onde k une longueur d’onde λ
traduisant la pe´riodicite´ spatiale des champs dans la direction de propagation de l’onde.
Son module est donne´ par :
k =
2π
λ
(1.20)
En remplac¸ant k dans la relation (1.19) nous obtenons la relation suivante :
ǫ0ǫˆ
′
r µ0 v
2 = 1
ou` v est une constante caracte´risant le milieu de propagation et dont la dimension est
celle d’une vitesse.
Si le milieu conside´re´ est l’air, assimile´ au vide (µ0, ǫ0), alors cette onde se propage
a` la ce´le´rite´ de la lumie`re c, donne´e par la relation µ0ǫ0c
2 = 1. La valeur nume´rique de
cette vitesse est c ≈ 3× 108m/s.
Dans le cas d’un milieu (LHI ) non magne´tique transparent d’indice optique n =
√
ǫr,
la constante v s’exprime comme suit :
v =
c
n
Les e´quations (1.18a, 1.18b) traduisent la nature d’une onde plane monochroma-
tique. Sa direction de propagation est donne´e par le vecteur d’onde k.
Dans un plan e´quiphase (plan d’onde donne´ par k.r = Cte), les amplitudes des com-
posantes de l’onde sont inde´pendantes de la position sur ce plan et restent constantes.
A partir des e´quations de Maxwell, nous montrons que le trie`dre (E,H, k) est direct,
et les vecteurs E et H sont relie´s par la relation d’orthogonalite´ suivante :
E =
H ∧ k
ǫ0ǫˆrω
(1.21)
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En faisant intervenir l’impe´dence6 du milieu Z =
√
µ0
ǫ0ǫˆr
dans (1.21), nous obtenons :
E = ZH ∧ k
k
(1.22)
Dans cette the`se, nous travaillons en re´gime harmonique. La de´pendance temporelle
de l’onde plane est en e+jωt, elle est omise dans les calculs. Par ailleurs, nous repre´sentons
les composantes du champ e´lectromagne´tique par les amplitudes complexes Ψ(r). Pour
la suite, par souci de simplification de l’e´criture, les amplitudes complexes ne seront plus
souligne´es, sauf au paragraphe (§ 1.10.1) ou` nous introduisons les vecteurs de Poynting
re´el et complexe.
1.5 La polarisation d’une onde
Soit le repe`re carte´sien (Oxyz), muni d’une base orthonorme´e (xˆ, yˆ, zˆ). Soit une onde
plane incidente monochromatique se propageant dans l’espace constitue´ de deux milieux
die´lectriques semi infinis, se´pare´s par une interface. Conside´rons le cas d’une incidence
classique (Le vecteur d’onde incident ki est situe´ dans le plan (xOy)). La direction de
propagation de l’onde incidente est repe´re´e par l’angle θi. La polarisation d’une onde
plane est de´termine´e en fonction de la courbe que va de´crire le champ e´lectrique E
dans un plan d’onde. Cette polarisation est dans le cas ge´ne´ral elliptique et peut se
de´composer en une combinaison de deux polarisations rectilignes, dites polarisations
fondamentales : horizontale et verticale.
La polarisation horizontale correspond au cas ou` le champ e´lectrique E est perpen-
diculaire au plan d’incidence (voir figure 1.2) forme´ par le couple de vecteurs (ki, yˆ).
Elle est aussi appele´e polarisation transverse e´lectrique (note´e TE ou h). Nous l’appel-
lerons polarisation E paralle`le et elle sera note´e E//, car le champ E est paralle`le au
plan (xOz).
Concernant la polarisation verticale ou transverse magne´tique (note´e TM ou v),
repre´sentant la configuration ou` le champ H est perpendiculaire au plan d’incidence
(voir figure 1.2), nous l’appellerons polarisation H paralle`le et elle sera note´e H//. Dans
le cas ge´ne´ral, toute polarisation peut s’exprimer comme combinaison line´aire de ces
deux polarisations fondamentales E// et H//.
6L’impe´dence du vide Z0 =
√
µ0
ǫˆ0
≈ 377Ω
14
40
60
80
100
50
100
−1
−0.5
0
0.5
1
x
z
y
ki
Hi
Ei
milieu 1
milieu 2
40
60
80
100
50
100
−1
−0.5
0
0.5
1
x
z
y
ki
Hi
Ei
milieu 1
milieu 2
Fig. 1.2: Orientation des champs dans les deux polarisations fondamentales E// et H//
1.6 L’onde incidente et les composantes du champ
Supposons que l’interface se´parant les deux milieux est une surface rugueuse 2D,
repre´sente´e par son e´quation y = a(x,z). La fonction ’a’ est nulle en dehors d’un in-
tervalle borne´ [−L
2
, L
2
]. Elle est suppose´e continue et deux fois de´rivable. Les deux
milieux die´lectriques repre´sentent respectivement l’air (milieu 1), assimile´ au vide et
caracte´rise´ par les constantes die´lectriques (ǫ0, µ0), et un milieu 2 (LHI) die´lectrique,
non magne´tique et non dispersif, dont l’indice optique n2 est soit re´el soit complexe.
La loi d’e´clairement est une onde plane monochromatique de longueur d’onde λ. Son
vecteur d’onde ki est repe´re´ dans l’espace par l’angle de site θi par rapport a` l’axe (Oy)
et l’angle d’azimut ϕi dans le plan (xOz).
ki = αi xˆ− βi yˆ + γi zˆ (1.23)
Avec 

αi = ki sin θi cos ϕi
βi = ki cos θi
γi = ki sin θi sinϕi
(1.24)
et ki =
2π
λ
Au contact de l’interface, l’onde incidente est diffracte´e dans diffe´rentes directions de
l’espace, repe´re´es par le couple d’angles (θ, ϕ). Le tableau (1.1) rappelle les diffe´rentes
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Fig. 1.3: Champ incident dans l’espace a` trois dimensions
composantes des champs e´lectromagne´tiques suivant la polarisation.
Polarisation E// Polarisation H//
Champ E Ex, Ez Ex, Ey, Ez
Champ H Hx, Hy, Hz Hx, Hz
Tab. 1.1: Composantes du champ e´lectromagne´tique suivant la polarisation
Nous travaillons en re´gime harmonique. Les champs e´lectromagne´tiques dans les
deux milieux sont repre´sente´s par leurs amplitudes complexes. Nous utilisons des indices
lettre pour de´signer les diffe´rents champs conside´re´s (i pour incident, d pour diffracte´,
r pour re´fle´chi, tot pour total). Pour distinguer les champs diffracte´s dans les deux
milieux, les amplitudes complexes seront accompagne´es d’un indice ’m’ valant 1 ou 2
respectivement pour le milieu 1 ou le milieu 2. Les meˆmes notations s’appliqueront pour
toutes les autres grandeurs physiques qui peuvent intervenir dans la suite de ce travail.
Les deux cas fondamentaux de polarisation, a` savoir la polarisation E// et H//, sont
e´tudie´s.
Soit F(r) une fonction complexe de´signant la composante paralle`le au plan (xOz) du
champ e´lectromagne´tique. Dans le cas de la polarisation E//, F(r) repre´sente le vecteur
E. Pour la polarisation H//, elle repre´sente la grandeur ZH. Z est l’impe´dance du milieu
conside´re´. La multiplication du vecteur champ magne´tique H par l’impe´dance permet
d’obtenir une grandeur de meˆme dimension que le champ e´lectrique E. Par exemple, le
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champ e´lectromagne´tique incident est donne´ par :
Fi(r) = Vi e
−ikir =
{
Ei(x, y, z) enE//
Z1Hi(x, y, z) enH//
(1.25)
avec {
Vi = sinϕi xˆ− cos ϕi zˆ
r = x xˆ+ y yˆ + z zˆ
La relation d’orthogonalite´ (1.26), permet d’obtenir les autres composantes du champ
incident selon la polarisation :
Z1Hi =
ki
k1
∧ Ei (1.26)
Comme la surface conside´re´e de´pend de deux variables (x,z) et donc pre´sente des
variations bidirectionnelles, suivant xˆ et zˆ, alors les champs incidents et diffracte´s sont
de´pendants des trois variables spatiales (x,y,z).
1.7 Re´flexion et transmission d’une onde incidente
par une surface plane
Comme l’interface est a` ge´ome´trie plane, alors l’onde incidente, au contact de la
surface, donne naissance a` une onde re´fle´chie dans la direction spe´culaire et une onde
transmise dans le milieu 2. Ces ondes re´fle´chie et transmise auront la meˆme polarisation
que l’onde incidente. Soit kr et kt les vecteurs d’onde respectivement des ondes planes
re´fle´chie et transmise.
Les champs e´lectriques incident, re´fle´chi et transmis s’e´crivent :
– Pour l’onde incidente
Ei = E0i e
−jkir
avec
ki = αi xˆ− βi yˆ
αi = ki sin θi
βi = ki cos θi
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Fig. 1.4: Ondes re´fle´chie et transmise en polarisation E// et H//
– Pour l’onde re´fle´chie
Er = E0r e
−jkrr
avec
kr = αi xˆ+ βi yˆ
– Pour l’onde transmise
Et = E0t e
−jktr
avec
kt = αi xˆ− βt yˆ
βt =
√
k2t − α2i , Im[βt ≤ 0]
Dans chacun des cas pre´ce´dents nous utiliserons la relation d’orthogonalite´ (1.21)
pour de´duire le vecteur H.
Nous pouvons associer au vecteur kr un angle de re´flexion θr, tel que :
αi = k1 sin θr
βi = k1 cos θr
A partir des expressions des constantes de propagation des ondes incidentes et
re´fle´chies, nous de´duisons la premie`re loi de Snell-Descartes :
θi = θr (1.27)
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Pour un milieu 2 sans pertes, nous associons a` kt une direction de propagation et
nous posons
αi = k2 sin θt
βt = k2 cos θt
ou` θt est l’angle de re´fraction.
Nous de´duisons la deuxie`me loi de Snell-Descartes
n1 sin(θi) = n2 sin(θt) (1.28)
1.7.1 Les coefficients de Fresnel
Les rapports en amplitude des champs re´fle´chi et incident et des champs transmis
et incident donnent respectivement les coefficients de re´flexion ρr et de transmission ρt
de Fresnel.
ρr =
E0r
E0i
(1.29)
ρt =
E0t
E0i
(1.30)
En utilisant les relations d’orthogonalite´ des vecteurs E et H, nous montrons que
les conditions aux limites en polarisation E// conduisent a` e´crire :
βiEi − βrEr = βtEt (1.31a)
Ei + Er = Et (1.31b)
Les coefficients de Fresnel (1.29, 1.30) se de´duisent de la re´solution du syste`me des
deux e´quations (1.31a, 1.31b) :
ρrE// =
βi − βt
βi + βt
(1.32a)
ρtE// =
2βi
βi + βt
(1.32b)
Dans le cas d’une onde incidente en polarisation duale H//, l’utilisation des condi-
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tions aux limites et des relations d’orthogonalite´ des champs permet d’e´crire :
ǫˆ1
Ei
βi
+ ǫˆ1
Er
βr
= ǫˆ2
Et
βt
(1.33a)
Ei + Er = Et (1.33b)
Nous montrons dans ce cas que :
ρrH// =
βi
n21
− βt
n22
βi
n21
+
βt
n22
ρtH// =
2
βi
n21
βi
n21
+
βt
n22
(1.34a)
1.7.2 Coefficients de Fresnel : milieu die´lectrique parfait
Si nous conside´rons que le milieu 1 est l’air et que le milieu 2 est un die´lectrique
sans perte, alors nous pouvons associer un angle de propagation a` l’onde transmise,
tel que βt = k2cosθt. Les coefficients de Fresnel s’e´crivent alors pour chacune des deux
polarisations :
– Pour une incidence E// :
ρrE// =
cos θi − cos θt
cos θi + cos θt
(1.35a)
ρtE// =
2 cos θi
cos θi + cos θt
(1.35b)
– Pour une incidence H// :
ρrH// =
cos θ1 −
cos θt
n2
cos θ1 +
cos θt
n2
(1.36a)
ρtH// =
cos θi
n2
cos θ1 +
cos θt
n2
(1.36b)
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1.7.3 Coefficients de Fresnel : milieu infiniment conducteur
Si le milieu 2 est un me´tal infiniment conducteur, alors la totalite´ de l’onde incidente
est re´fle´chie dans la direction spe´culaire. Le champ e´lectromagne´tique macroscopique
dans le milieu 2 est nul. Les coefficients de Fresnel sont donne´s par :
– Pour une incidence E// :
ρrE// = −1 (1.37)
– Pour une incidence H// :
ρrH// = 1 (1.38)
1.8 Le de´veloppement de Rayleigh
Dans le paragraphe pre´ce´dent nous avons conside´re´ une surface plane. De fait, le
champ total dans le milieu supe´rieur est la somme du champ incident (Ei,Hi) et du
champ re´fle´chi dans la direction spe´culaire (Er,Hr). Suivant la polarisation de l’onde,
le coefficient de re´flexion ρr est donne´ par les e´quations (1.32a, 1.34a). Pour ce qui est
du milieu infe´rieur le champ se re´duit a` l’onde transmise (Et,Ht). Si maintenant nous
conside´rons que le plan est localement de´forme´, alors en plus des champs re´fle´chis et
transmis, vont apparaˆıtre des champs diffracte´s (Ed,Hd) dans les deux milieux. Nous
e´crivons alors :
Etot,m = Er ou t,m + Ed,m (1.39a)
ZmHtot,m = ZmHr ou t,m + ZmHd,m (1.39b)
ou` m vaut 1 pour le milieu supe´rieur (milieu d’incidence) et 2 pour le milieu infe´rieur.
1.8.1 Cas des champs diffracte´s par des surfaces 2D
Dans le cas ge´ne´ral ou` la surface pre´sente des variations dans les deux directions
(xˆ, zˆ) (surface 2D), supposons que son e´quation dans un repe`re carte´sien (voir figure
1.5) est donne´e par y=a(x,z). Au contact de l’interface, et du fait de la de´formation
bi-directionnelle, l’onde incidente subit une de´polarisation. Le champ diffracte´ peut
eˆtre exprime´ comme la somme d’une composante directe pre´sentant la polarisation de
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l’onde incidente et d’une composante croise´e pre´sentant la polarisation duale de l’onde
incidente. Nous obtenons les expressions suivantes :
Ed,m(x, y, z) = E
(polipoli)
d,m (x, y, z) + E
(polipoli)
d,m (x, y, z) (1.40a)
ZmHd,m(x, y, z) = ZmH
(polipoli)
d,m (x, y, z) + ZmH
(polipoli)
d,m (x, y, z) (1.40b)
ou` poli, poli de´signent respectivement la polarisation de l’onde incidente et la polarisa-
tion comple´mentaire. Par exemple si poli = E// alors poli = H// et vice versa.
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Fig. 1.5: Plan localement de´forme´ : cas 2D
Les composantes des vecteurs E et H sont au nombre de cinq : (Ex, Ez, Hx, Hy,
Hz) pour la polarisation E// et (Hx, Hz, Ex, Ey, Ez) pour la polarisation H//.
En dehors de la de´formation (y > max [a(x, z)] et y < min [a(x, z)]), le champ
diffracte´ (Ed,Hd) peut eˆtre repre´sente´ par un continuum d’ondes planes sortantes [14,
15, 16]. Cette repre´sentation est commune´ment appele´e de´veloppement de Rayleigh ou
inte´grale de Rayleigh.
Dans le milieu 1, et pour y > max [a(x, z)], les composantes des champs e´lectrique
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et magne´tique diffracte´s en polarisation E// s’e´crivent :
E
(E// poli)
d,1 (x, y, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E// poli)
1 (α, γ)V
(E// poli)(α, γ)
e−jkd,1(α ,γ)r dα dγ (1.41a)
Z1H
(E// poli)
d,1 (x, y, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E// poli)
1 (α, γ)
[
kd,1(α , γ)
kd,1
∧V(E// poli)(α, γ)
]
e−jkd,1(α ,γ)r dα dγ (1.41b)
ou` le vecteur V donne la direction du champ e´lectrique associe´ a` la fonction d’onde
e´le´mentaire e−jkd,1(α ,γ)r :
V(α, γ) =
γ√
α2 + γ2
xˆ− α√
α2 + γ2
zˆ (1.42)
et kd,1 est le vecteur d’onde diffracte´e :
kd,1 = α xˆ+ β1 yˆ + γ zˆ (1.43)
avec α2 + β21 + γ
2 = k21 et Im[β1] ≤ 0.
Nous pouvons noter que lorsque α2+γ2 > k2d,1, la constante de propagation β1(α, γ)
suivant l’axe (Oy) est imaginaire pure. Ceci correspond a` des ondes dont l’amplitude
est exponentiellement amortie. Elles repre´sentent les ondes e´vanescentes. Si maintement
α2+ γ2 < k2d,1, alors β1 est re´elle et les ondes sont dites propagatives. Le vecteur d’onde
kd,1 correspondant est repe´re´ dans l’espace par le couple d’angle (θ, ϕ) avec θ l’angle
de site et ϕ l’angle d’azimut. Les trois constantes de propagation suivant les directions
(xˆ, yˆ, zˆ) s’expriment en fonction de ces angles de la fac¸on suivante :


α = k1 sin θ cos ϕ
β1(α, γ) = k1 cos θ
γ = k1 sin θ sinϕ
Par analogie, le champ e´lectromagne´tique dans le milieu 2, et pour z < min [a(x, y)],
peut s’exprimer de la meˆme fac¸on que dans les e´quations (1.41a, 1.41b). Dans ce cas,
le vecteur d’onde diffracte´ kd,2 est donne´ par :
kd,2 = α xˆ− β2 yˆ + γ zˆ ; Im[β2] ≤ 0 (1.44)
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Les champs sont donne´s par :
E
(E// poli)
d,2 (x, y, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E// poli)
2 (α, γ)V
(E// poli)(α, γ)
e−jkd,2(α ,γ)r dα dγ (1.45a)
Z2H
(E// poli)
d,2 (x, y, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E// poli)
2 (α, γ)
[
kd,2(α , γ)
k2
∧V(E// poli)(α, γ)
]
e−jkd,2(α ,γ)r dα dγ (1.45b)
Comme dans le milieu 1, selon que la constante de propagation β(α, γ) est imaginaire
pure ou re´elle, les ondes correspondantes sont respectivement soit e´vanescentes, soit
propagatives. Dans le cas d’un milieu sans pertes, si nous notons (θ, ϕ) les directions de
propagation dans le milieu 2 des ondes propagatives, les trois constantes de propagation
suivant les directions (xˆ, yˆ, zˆ) sont donne´es par :


α = k2 sin θ cos ϕ
β2(α, γ) = k2 cos θ
γ = k2 sin θ sinϕ
Il faut noter que suivant le milieu conside´re´, le signe de la partie re´elle de la constante
de propagation β permet de savoir s’il s’agit d’une onde propagative entrante ou sor-
tante. Ainsi, si nous nous plac¸ons dans le milieu 1, le cas des ondes qui se propagent en
s’e´loignant de l’interface suivant le sens positif de l’axe (Oy) ont une constante β re´elle
et positive.
Si le milieu 2 est die´lectrique a` perte, alors β2 est toujours complexe et toutes les
ondes sont e´vanescentes.
1.8.2 Cas des champs diffracte´s par des surfaces 1D
Supposons maintenant que la de´formation du plan est uniquement dans une seule
direction, par exemple suivant l’axe (Ox). Dans cette configuration nous parlons de
surface 1D ou de surface cylindrique (figure 1.6).
Conside´rons le cas d’une incidente classique, ou` le vecteur d’onde ki appartient
au plan (xOy). Dans ce cas, pour les deux polarisations fondamentales E// et H//, le
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Fig. 1.6: Plan localement de´forme´ : cas 1D
champ e´lectrique E et magne´tiqueH respectivement sont paralle`les a` l’axe (Oz). L’onde
incidente ne subira aucune de´polarisation. L’onde diffracte´e a la meˆme polarisation que
l’onde incidente. Le champ e´lectromagne´tique diffracte´ s’e´crit :
Ed,m(x, y) = E
(polipoli)
d,m (x, y) = E
(poli)
d,m (x, y) (1.46a)
ZmHd,m(x, y) = ZmH
(polipoli)
d,m (x, y) = ZmH
(poli)
d,m (x, y) (1.46b)
Les composantes des champs e´lectromagne´tiques ne de´pendent que des deux va-
riables spatiales (x,y) et sont au nombre de trois : (Ex, Ey, Hz) en polarisation H// et
(Hx, Hy, Ez) en polarisation E//.
En dehors de la zone de de´formation (y /∈ [min a(x) maxa(x)]) et pour une incidence
en polarisation E//, les ondes planes peuvent s’exprimer sous forme du de´veloppement
de Rayleigh suivant [2, 14,16] :
E
E//
d,m(x, y) =
1
2π
∫ +∞
−∞
Rˆ
E//
m (α) e
−jα x e−jβm|y| dα zˆ (1.47a)
ZmH
E//
d,m(x, y) =
1
2π
∫ +∞
−∞
Rˆ
E//
m (
kd,m
kd,m
∧ zˆ)(α) e−jα x e−jβm|y| dα (1.47b)
avec α2 + β2m = k
2
m et Im[βm ≤ 0].
La nature de l’onde est de´finie par la constante de propagation βm(α). L’onde est
propagative si cette constante est re´elle et e´vanescente si βm(α) est complexe. Le signe
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de la partie re´elle de la constante βm permet de savoir si l’onde est entrante ou sortante.
Dans un milieu sans perte, les ondes propagatives sont de´finies pour |α| < km avec :
α = km sin θ
βm = km cos θ
θ est l’angle de diffraction. Il de´signe la direction de propagation.
Pour les ondes e´vanescentes, nous avons |α| ≥ km et βm(α) = −j
√
α2 − k2m.
Jusqu’ici nous avons pre´sente´ uniquement la composante en polarisation E// du
champ diffracte´. Afin d’obtenir la composante du champ e´lectromagne´tique diffracte´
dans la polarisationH//, il suffit de remplacer E
(E// poli)
d,m par ZmH
(H// poli)
d,m et ZmH
(E// poli)
d,m
par −E(H// poli)d,m dans les e´quations (1.41a, 1.41b), (1.45a, 1.45b) et (1.47a, 1.47b).
1.9 L’onde diffracte´e en zone de champ lointain
Les ondes e´vanescentes sont exponentiellement amorties. Par conse´quent, a` par-
tir d’une certaine distance de la surface, leur contribution ne doit plus eˆtre prise en
compte dans les inte´grales de Rayleigh. Dans cette zone de l’espace, les seules ondes
restantes sont des ondes propagatives. En se plac¸ant dans un syste`me de coordonne´es
sphe´riques et pour un milieu sans perte et a` grande distance de la surface, la me´thode
de la phase stationnaire permet d’obtenir le comportement asymptotique des champs
e´lectromagne´tiques en tout point M(r,θ, ϕ) [17, 18].
1.9.1 Cas des surfaces 2D
En partant des e´quations (1.41a, 1.41b) et (1.45a, 1.45b), pour une surface 2D
nous de´montrons dans l’annexe A, graˆce a` la me´thode de la phase stationnaire, que les
ondes diffracte´es propagatives dans la zone de champ lointain peuvent s’e´crire comme
un produit de deux fonctions, l’une traduisant une de´pendance angulaire et l’autre une
de´pendance radiale. Il est a` noter que ces deux fonctions sont de´couple´es. La composante
en polarisation E// du champ e´lectromagne´tique diffracte´, est donne´e par :
E
(E// poli)
d,m (r, θ, ϕ) ≈ nmRˆ
(E// poli)
m (km sin θ cosϕ, km sin θ sinϕ) cos θ
e−jkmr
λr
e−j
pi
2 uˆϕ
(1.48)
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ZmH
(E// poli)
d,m (r, θ, ϕ) ≈ −nmRˆ
(E// pi)
m (km sin θ cosϕ, km sin θ sinϕ) cos θ
e−jkmr
λr
e−j
pi
2 uˆθ
(1.49)
ou` λ est la longueur d’onde dans le vide.
Pour ce qui est de la composante en polarisation H//, les champs e´lectrique et
magne´tique s’e´crivent :
ZmH
(H// poli)
d,m (r, θ, ϕ) ≈ nmRˆ
(H// poli)
m (km sin θ cosϕ, km sin θ sinϕ) cos θ
e−jkmr
λr
e−j
pi
2 uˆϕ
(1.50)
E
(H// poli)
d,m (r, θ, ϕ) ≈ nmRˆ
(H// pi)
m (km sin θ cosϕ, km sin θ sinϕ) cos θ
e−jkmr
λr
e−j
pi
2 uˆθ
(1.51)
La relation d’orthogonalite´ est donne´e par :
Ed,m = ZmHd,m ∧ uˆr (1.52)
1.9.2 Cas des surfaces 1D
Conside´rons maintenant le cas d’une surface 1D. A partir des deux e´quations (1.47a,
1.47b) et en utilisant la me´thode de la phase stationnaire [18], comme dans le cas 2D,
le champ lointain en un point M(r,θ) en coordonne´es polaires est donne´ par :
E
(E//)
d,m (r, θ) ≈
√
nmRˆ
(E//)
m (km sin θ) cos θ
e−jkmr√
λr
e−j
pi
4 zˆ (1.53a)
ZmH
(E//)
d,m (r, θ) ≈ −
√
nmRˆ
(E//)
m (km sin θ) cos θ
e−jkmr√
λr
e−j
pi
4 uˆθ (1.53b)
Pour obtenir les expressions asymptotiques des champs diffracte´s pour une incidence
en polarisation H//, comme dans le cas d’une surface 2D, nous remplac¸ons E
E//
d,m par
ZmH
H//
d,m et ZmH
E//
d,m par −E
H//
d,m dans les e´quations (1.53a) et (1.53b).
Nous pouvons noter la de´croissance en 1/r et 1/
√
r des champs asymptotiques res-
pectivement dans le cas 2D et 1D. La de´pendance angulaire est donne´e par la fonc-
tion ’Rˆ cos θ’ ou` Rˆ est l’amplitude de diffraction des ondes planes propagatives du
de´veloppement de Rayleigh.
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1.10 Grandeurs e´nerge´tiques [12,13]
1.10.1 Vecteur de Poynting re´el et vecteur de Poynting com-
plexe
En multipliant respectivement les deux e´quations (1.1b, 1.1d) par H et E, nous
obtenons :
HrotE (r, t) = −H ∂
∂t
B (r, t) (1.54a)
ErotH (r, t) = E
[
j (r, t) +
∂
∂t
D (r, t)
]
(1.54b)
Sachant que : div (a ∧ b) = −a rot b + b rot a, en faisant la soustraction des deux
e´quations (1.54a, 1.54b) membre a` membre nous de´duisons la relation suivante :
div(E ∧H) + j E+ E ∂
∂t
D+H
∂
∂t
B = 0 (1.55)
Dans cette dernie`re e´quation, chacun des termes est homoge`ne a` une puissance par
unite´ de volume (watt/m3).
Soit Ω un volume entoure´ par une surface ferme´e Σ dont la normale n est oriente´e
vers l’exte´rieur. En utilisant le the´ore`me de Green-Ostrogradsky et l’e´quation (1.55),
nous e´tablissons le bilan de puissance suivant :
∫∫
Σ
(E ∧H)n ds+
∫∫∫
Ω
(j E) dv = −
∫∫∫
Ω
[
E
∂
∂t
D+H
∂
∂t
B
]
dv (1.56)
Le terme a` droite de l’e´quation (1.56) traduit la diminution de l’e´nergie e´lectro-
magne´tique totale associe´e au volume Ω. Le premier terme a` gauche de l’e´quation
repre´sente le de´bit de l’e´nergie e´lectromagne´tique qui s’e´chappe de Σ par rayonnement ;
et le deuxie`me terme a` gauche nous donne l’accroissement de l’e´nergie cine´tique des
particules pre´sentes dans le volume Ω.
La quantite´ E ∧H repre´sente le vecteur Poynting que nous noterons S.
S = E ∧H (1.57)
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A un instant donne´ t, le flux du vecteur S a` travers la surface ferme´e Σ donne la
puissance P(t) rayonne´e. En re´gime harmonique, la puissance moyenne 〈P 〉 rayonne´e
sur une pe´riode de temps T est donne´e par :
〈P 〉 = 1
T
∫ T
0
∫∫
Σ
Sn ds dt
=
∫∫
Σ
n 〈S〉 ds
Il est plus commode de raisonner sur des valeurs e´nerge´tiques moyennes calcule´es
sur une pe´riode T. Dans ce cas, nous pouvons de´finir un vecteur Poynting complexe S
donne´ par :
S =
1
2
E ∧H∗ (1.58)
ou` H∗ est le complexe conjugue´ de H.
La partie re´elle de S donne le vecteur Poynting moyenne´ sur une periode T
〈S〉 = Re[S] (1.59)
La partie re´elle du flux du vecteur complexe S a` travers la surface ferme´e Σ, nous
donne le de´bit moyen d’e´nergie a` travers Σ. Ce de´bit repre´sente les pertes en e´nergie dues
au phe´nome`ne de propagation. Ce vecteur permet de quantifier la puissance moyenne
que ve´hiculent les ondes en se propageant.
〈P 〉 =
∫∫
Σ
nRe[S] ds (1.60)
Par la suite, nous notons simplement S le vecteur Poynting complexe.
1.10.2 Le coefficient de diffusion bi-statique
Dans le cas des milieux sans pertes, la densite´ angulaire de puissance traduit la
puissance diffracte´e par unite´ d’angle (ou d’angle solide) dans le cas d’une surface 1D
(ou respectivement 2D).
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Pour une surface 1D, en utilisant les e´quations (1.53a, 1.53b), le vecteur Poynting
complexe est donne´ par :
S = − 1
2Zm
nm
λr
cos2 θ
∣∣∣Rˆ(poli)m (km sin θ)∣∣∣2 zˆ ∧ uˆθ
=
1
2Zm
nm
λr
∣∣∣Rˆ(poli)m (km sin θ)∣∣∣2 cos2θ uˆr (1.61)
Conside´rons un demi cylindre, dont la ge´ne´ratrice est suivant l’axe Oz, de longueur
un me`tre, de rayon ’r’ et dont le centre est confondu avec l’origine. Ce demi cylindre
englobe la surface diffractante, dans un des deux milieux. Le flux du vecteur Poynting
a` travers le demi cylindre est :
P
(poli)
d,m = Re


1∫
0
pi
2∫
−pi
2
Sr dθ dz uˆr

 (1.62)
ou` r dθ dz est l’e´le´ment de surface.
Pour ’r’ e´leve´ et compte tenu de l’expression (1.61), nous pouvons e´crire :
〈P 〉 = P (poli)d,m = Re


1∫
0
pi
2∫
−pi
2
S r dθ dz uˆr


= Re


pi
2∫
−pi
2
1
2Zm
nm
λ
∣∣∣Rˆ(poli)m (km sin θ)∣∣∣2 cos2θdθ


=
pi
2∫
−pi
2
dP
(poli)
d,m
dθ
(θ)dθ (1.63)
ou`
dP
(poli)
d,m
dθ
(θ) est la densite´ angulaire de puissance. Son expression analytique est :
dP
(poli)
d,m
dθ
(θ) =
1
2Zm
nm
λ
∣∣∣Rˆ(poli)m (km sin θ)∣∣∣2 cos2θ (1.64)
Conside´rons maintenant le cas d’une surface 2D. Soit une demi sphe`re de rayon ’r’
dont le centre est a` l’origine. La demi sphe`re englobe la surface de diffraction. En champ
lointain (’r’ e´leve´) le vecteur Poynting complexe vaut :
S =
1
2
(E
(E// poli)
m + E
(H// poli)
m ) ∧ (H(E// poli)m
∗
+H
(H// poli)
m
∗
)
=
1
2
(E
(E// poli)
m ∧H(E// poli)m
∗
+ E
(H// poli)
m ∧H(H// poli)m
∗
) (1.65)
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Le flux de ce vecteur a` travers la demi sphe`re est :
P
(poli)
d,m = Re


π∫
0
pi
2∫
−pi
2
Sds uˆr


= Re


π∫
0
pi
2∫
−pi
2
1
2
(E
(E// poli)
m ∧H(E// poli)m
∗
)ds uˆr


+ Re


π∫
0
pi
2∫
−pi
2
1
2
(E
(H// poli)
m ∧H(H// poli)m
∗
)ds uˆr

 (1.66)
ou` ds = r2dΩ est l’e´le´ment de surface et dΩ = sin θdθdϕ l’e´le´ment d’angle solide.
En utilisant les expressions des champs donne´es par les e´quations (1.48-1.51),nous
obtenons la puissance P
(poli)
d,m sous la forme :
〈P 〉 = P (poli)d,m =
π∫
0
pi
2∫
−pi
2
dP
(E// poli)
d,m
dΩ
(θ, ϕ)dΩ
+
π∫
0
pi
2∫
−pi
2
dP
(H// poli)
d,m
dΩ
(θ, ϕ)dΩ (1.67)
La densite´ angulaire de puissance totale
dP
(poli)
d,m (θ,ϕ)
dΩ
peut s’e´crire comme la somme
de deux termes. Un des termes repre´sente la contribution du champ diffracte´ en pola-
risation directe et l’autre, celle du champ diffracte´ dans la polarisation croise´e :
dP
(poli)
d,m
dΩ
(θ, ϕ) =
dP
(E// poli)
d,m
dΩ
(θ, ϕ) +
dP
(H// poli)
d,m
dΩ
(θ, ϕ) (1.68)
Les expressions des deux termes de la densite´ angulaire de puissance sont donne´es
par :
dP
(E// poli)
d,m
dΩ
(θ, ϕ) =
1
2Zm
n2m
λ2
∣∣∣Rˆ(E// poli)d,m ∣∣∣2 cos2θ (1.69a)
dP
(H// poli)
d,m
dΩ
(θ, ϕ) =
1
2Zm
n2m
λ2
∣∣∣Rˆ(H// poli)d,m ∣∣∣2 cos2θ (1.69b)
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Le coefficient de diffusion bi-statique normalise´ est de´fini comme la densite´ de puis-
sance diffracte´e dans une direction donne´e par la surface e´claire´e, normalise´e par rapport
a` la puissance totale incidente Pi apporte´e a` la de´formation.
σd =
1
Pi
dPd
dΩ
(1.70)
Si l’interface conside´re´e est cylindrique, alors la puissance incidente vaut :
Pi =
1
2
∫ 1
0
+L
2∫
−L
2
Re[(Ei ∧H∗i ) dx dz yˆ]
=
L
2Z1
cosθi (1.71)
A partir de (1.64) et sachant que n1Z1 = n2Z2, nous e´crivons le coefficient de
diffusion bi-statique :
σpolim (θ) = σ
(poli)
m (θ)
=
n2mcos
2θ
λL cosθi
|Rˆ(poli)d,m (km sin θ)|2 (1.72)
Pour une surface 2D, la puissance incidente Pi est obtenue comme suit :
Pi =
1
2
+L
2∫∫
−L
2
Re[(Ei ∧H∗i ) dx dz yˆ]
=
L2
2Z1
cosθi (1.73)
L’expression analytique du coefficient de diffusion bi-statique dans les deux polari-
sations E// et H// s’e´crit :
σpolim (θ, ϕ) = σ
(E// poli)
m (θ, ϕ) + σ
(H// poli)
m (θ, ϕ)
=
n3mcos
2θ
λ2 L2 cosθi
× |Rˆ(E// poli)d,m (km sin θ cosϕ, km sin θ sinϕ)|2
+
n3mcos
2θ
λ2 L2 cosθi
× |Rˆ(H// poli)d,m (km sin θ cosϕ, km sin θ sinϕ)|2 (1.74)
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Si l’onde incidente est de polarisation E//, alors σ
(E// E//)
m (θ, ϕ) repre´sente le coeffi-
cient en polarisation directe et σ
(H// E//)
m (θ, ϕ) le coefficient en polarisation croise´e. Cette
terminologie reste valable dans le cas d’une incidence en polarisation H//.
1.10.3 Bilan de puissance
Pour un plan localement de´forme´ et des milieux sans pertes, nous montrons dans
l’annexe B que le champ diffracte´ ve´rifie le bilan de puissance suivant [19] :
P
(poli)
d,1 + P
(poli)
d,2 = P
(poli)
c,1 + P
(poli)
c,2 (1.75)
avec, 

P
(poli)
d,m =
∑
p∈{poli, poli}
pi
2∫
−pi
2
π∫
0
σ
(p, poli)
m (θ, ϕ) sin θ dθ dϕ
P
(poli)
c,1 = −
2ρr poli
L2
Re
[
Rˆ
(polipoli)
d,1 (αi, γi)
]
P
(poli)
c,2 = −
2ρt poli
L2
βt
βi
Re
[
Rˆ
(polipoli)
d,2 (αi, γi)
]
ou` Pd,1 et Pd,2 sont les puissances diffracte´es dans les milieux 1 et 2. Pc,1 repre´sente le
couplage entre les ondes planes incidente et re´fle´chie et le champ diffracte´ dans le milieu
1. Pc,2 rend compte des couplages entre l’onde plane transmise et les ondes diffracte´es
dans le milieu 2.
Dans le cas d’un plan localement de´forme´ en 1D (de´formation cylindrique), les
re´sultats de l’annexe B restent valables et les champs diffracte´s doivent ve´rifier le bilan
de puissance (1.75). Les expressions des puissances sont donne´es par :

P
(poli)
d,m =
pi
2∫
−pi
2
σ
(poli)
m (θ) dθ
P
(poli)
c,1 = −
2ρr poli
L
Re
[
Rˆ
(poli)
d,1 (αi)
]
P
(poli)
c,2 = −
2ρt poli
L
βt
βi
Re
[
Rˆ
(poli)
d,2 (αi)
]
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ou` ρr poli et ρt poli sont les coefficients de Fresnel de´finis au paragraphe (§ 1.7.1).
Si le milieu 2 est infiniment conducteur alors le bilan de puissance se re´duit a` :
P
(poli)
d,1 = P
(poli)
c,1 (1.76)
Par la suite, nous noterons Pd la somme de Pd,1 et Pd,2 et Pc la somme de Pc,1 et
Pc,2.
1.11 Conclusion
Dans ce chapitre nous avons rappele´ les diffe´rentes notions e´lectromagne´tiques fonda-
mentales ne´cessaires a` la pre´sentation du travail effectue´ durant cette the`se. Nous avons
aussi pre´sente´ quelques grandeurs e´nerge´tiques lie´es aux ondes e´lectromagne´tiques, et
e´tabli le bilan de puissance (1.75) qui sera utilise´ aux chapitres 3 et 4 pour valider nos
re´sultats.
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Chapitre 2
Description statistique des surfaces
agricoles
Afin d’e´tudier le phe´nome`ne de diffraction par des surfaces rugueuses ale´atoires, nous
utiliserons une me´thode de re´solution nume´rique base´e sur un mode`le e´lectromagne´tique
exact. Cette me´thode requiert des entre´es de´crivant de fac¸on pre´cise et pertinente les
surfaces a` analyser. Ces entre´es sont une repre´sentation nume´rique des surfaces re´elles.
Si nous prenons par exemple la me´thode des petites perturbations (SPM), qui est
une me´thode analytique approche´e, nous avons uniquement besoin des parame`tres
ge´ome´triques (statistiques) caracte´risant la surface a` analyser (e´cart type des hau-
teurs, moyenne statistique...) afin d’e´tudier sa re´ponse moyenne a` une excitation e´lectro-
magne´tique [3, 20]. Dans notre cas, ces parame`tres ne vont pas intervenir directement
dans le traitement e´lectromagne´tique. Ils vont servir lors d’une e´tape pre´liminaire qui
consiste en la ge´ne´ration nume´rique des surfaces que nous souhaiterons analyser. Ces
profils nume´riques constituerons les entre´es du mode`le e´lectromagne´tique que nous
avons de´veloppe´.
Le de´partement EMA (Electromagne´tisme et Me´thodes d’Analyse) du CETP dis-
pose d’une base de donne´es contenant des surfaces nume´riques, obtenues par ste´re´ovision,
avec diffe´rents types de sols nus (labour, de´chaumage et semi) de´grade´s a` des niveaux
diffe´rents par la pluie [21]. Cette base de donne´es a e´te´ e´labore´e, en collaboration avec
l’INRA Grignon, lors d’une campagne de mesure en 1999 dans le bassin d’Orgeval. Les
techniques de ste´re´ovision permettent la reconstitution du relief a` partir de deux images,
de la meˆme parcelle, suivant deux angles de vise´e diffe´rents. A partir de cette base de
donne´es et moyennant quelques hypothe`ses que nous pre´sentons, nous estimons des pa-
rame`tres statistiques caracte´ristiques des sols. Ces parame`tres vont servir d’entre´e pour
le ge´ne´rateur nume´rique de surface.
Dans ce chapitre, nous commenc¸ons par une description ge´ome´trique des surfaces
rugueuses. Nous pre´sentons e´galement quelques notions ge´ne´rales sur les processus
ale´atoires et les fonctions statistiques permettant de les caracte´riser. Nous pre´sentons
aussi les mode`les et me´thodes permettant la ge´ne´ration nume´rique des profils de sur-
faces. Des parame`tres statistiques estime´s a` partir des bases de donne´es expe´rimentales
seront utilise´s a` cet effet.
Nous finissons par une description statistique comparative des surfaces rugueuses
expe´rimentales et simule´es. Ceci permet de tirer des conclusions concernant les hy-
pothe`ses que nous avons formule´es sur la statistique des surfaces agricoles sans couvert
ve´ge´tal. Pour comple´ter cette e´tude sur les surfaces, nous nous inte´ressons a` leur ca-
racte´risation d’un point de vue physique. Ceci permet de faire le lien entre l’humidite´
du sol et la permittivite´ e´lectrique qui joue un roˆle tre`s important du point de vue
e´lectromagne´tique.
2.1 Ge´ne´ralite´s
2.1.1 Description ge´ome´trique d’une surface
Dans un espace rapporte´ au repe`re carte´sien orthonorme´ (Oxyz), une surface dont
la ge´ne´ratrice s’appuie sur une courbe d’e´quation y=a(x) est dite surface cylindrique ou
surface 1D. Cette surface est invariante par translation dans la direction zˆ. Si la surface
conside´re´e pre´sente des variations, dans le plan (xOz), suivant les deux directions xˆ et
zˆ alors son e´quation est donne´e par y=a(x,z). Dans ce cas, la surface est dite surface
2D.
Dans le cas ge´ne´ral, la fonction ’a’, traduisant la de´formation dans le plan (xOz),
que ce soit pour le cas 1D ou 2D, peut eˆtre (voir figure 2.1) :
– pe´riodique ou bien ape´riodique,
– a` support borne´ ou non borne´ (de´formation du plan finie ou infinie),
– de´terministe ou ale´atoire.
Par exemple, en optique, les surfaces 1D pe´riodiques repre´sentent les re´seaux, qui
peuvent eˆtre de´terministes ou bien contenir des de´fauts distribue´s de fac¸on ale´atoire.
Les sols agricoles peuvent eˆtre repre´sente´s par des surfaces 2D ale´atoires.
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Re´seau 1D Surface 1D infinie
Re´seau 2D Surface 1D finie
Fig. 2.1: Exemples de surfaces rugueuses 1D et 2D
Dans ce travail, nous nous inte´ressons aux surfaces ale´atoires 1D et 2D a` support
borne´. Elles sont suppose´es issues de procesus ale´atoires, ve´rifiant quelques hypothe`ses,
que nous explicitons dans la suite de ce chapitre. Le caracte`re ale´atoire de ces surfaces
exige une e´tude statistique afin de les caracte´riser. Bien comprendre et rendre compte
de l’interaction des ondes e´lectromagne´tiques avec les interfaces rugueuses suppose une
bonne description de ces dernie`res.
2.1.2 Grandeurs statistiques caracte´risant un processus ale´a-
toire [22]
En the´orie du signal, un processus ale´atoire repre´sente l’e´volution dans le temps
ou dans l’espace d’une variable ale´atoire. Il est symbolise´ par une fonction ale´atoire
de´pendant du temps et/ou de l’espace et d’un parame`tre W traduisant le caracte`re
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ale´atoire. Un processus ale´atoire de´pendant uniquement de l’espace (inde´pendant du
temps) est note´ ξ(r, W). Pour une valeur donne´eW0 deW , nous obtenons une re´alisation
du processus ale´atoire ξ(r, W0). Cette re´alisation est de´terministe. Si nous faisons varier
le parame`tre ale´atoire W , nous obtenons un ensemble de re´alisations issues du meˆme
processus ale´atoire.
La description statistique d’un processus spatial ale´atoire, que ce soit dans le cas
1D ou 2D, peut se faire en e´tudiant ses fluctuations spatiales en fonction de la position
(abscisse et ordonne´e). Pour une position donne´e les fonctions ale´atoires ξ(x0, W) pour
le cas 1D, et ξ(x0, z0, W) pour le cas 2D, sont des variables ale´atoires.
2.1.2.1 Fonction de re´partition et densite´ de probabilite´
La fonction de re´partition de la variable ale´atoire ξ(r0, W), est de´finie par :
Fξ(h) = Prob[ξ ≤ h] (2.1)
Pour une variable ale´atoire re´elle, la de´rive´e de sa fonction de re´partition (si elle
existe) donne la densite´ de probabilite´ Pξ(h). La densite´ de probabilite´ ve´rifie les pro-
prie´te´s suivantes :
Prob[ξ ∈ [a, b]] =
b∫
a
Pξ(h) d h
∀h, Pξ(h) ≥ 0 et
+∞∫
−∞
Pξ(h) d h = 1
Dans la pratique, cette fonction peut eˆtre estime´e par l’histogramme normalise´ des
valeurs prises par la variable ale´atoire ξ(x, W) ou ξ(x, z, W) pour une position donne´e.
Dans le cas gaussien, la densite´ de probabilite´ est entie`rement de´termine´e par deux
parame`tres qui sont la moyenne statistique de la variable ale´atoire que nous noterons
mξ, et l’e´cart type σξ. σξ mesure la dispersion des valeurs de la variable ale´atoire autour
de la valeur moyenne mξ.
mξ(r) = 〈ξ〉 =
∫ +∞
−∞
hPξ(h) dh (2.2)
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σ2ξ (r) =
〈
ξ2
〉− 〈ξ〉2 (2.3)
avec 〈
ξ2
〉
=
∫ +∞
−∞
h2 Pξ(h) dh (2.4)
Les crochets 〈 〉 de´signent l’ope´rateur espe´rance mathe´matique qui permet d’obtenir la
moyenne statistique de la variable ale´atoire conside´re´e.
L’expression analytique d’une densite´ de probabilite´ gaussienne est donne´e par :
Pξ(h) =
1
σξ
√
2π
exp
[
−1
2
(
(h−mξ)
σξ
)2]
(2.5)
Conside´rons maintenant une variable ale´atoire gaussienne bi-dimensionelle (ξ1, ξ2),
de moyenne statistique (mξ1 , mξ2) et d’e´cart type (σξ1 , σξ2). La densite´ de probabilite´
conjointe associe´e est :
P(ξ1, ξ2)(h1, h2) =
1
2πσξ1σξ2
√
1− ρ2c
exp
[
− 1
2(1− ρ2c)
(h1 −mξ1)2
σξ1 σξ1
]
exp
[
1
2(1− ρ2c)
(
2ρc (h1 −mξ1) (h2 −mξ2)
σξ1σξ2
− (h2 −mξ2)
2
σξ2 σξ2
)
]
(2.6)
ou` ρc est le coefficient de corre´lation. Il est donne´ par :
ρc =
〈ξ1ξ2〉 −mξ1 mξ2
σξ1σξ2
(2.7)
2.1.2.2 Les moments statistiques et spatiaux d’un processus ale´atoire
Afin d’analyser un processus ale´atoire ξ(r,W), nous pouvons envisager une e´tude
au travers d’une seule re´alisation (W fixe´e). Ceci permet d’avoir ses moments spatiaux.
Dans le cas ge´ne´ral, ces moments peuvent de´pendre de la re´alisation, c’est-a`-dire de
l’ale´a W . L’autre fac¸on de faire consiste a` regarder les valeurs de la variable ale´atoire
associe´e au processus pour une position donne´e r′ et sur plusieurs re´alisations du pro-
cessus ξ(r,W)(une famille de re´alisations). Dans ce cas, le processus est de´crit via ces
moments statistiques (moyenne statistique et moments d’ordre supe´rieur).
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Connaissant la densite´ de probabilite´ de la variable ale´atoire ξ(r,W) pour un r′
donne´, le moment statistique d’ordre n, associe´e a` cette variable ale´atoire est l’espe´rance
mathe´matique d’ordre n. Il est de´fini pour une variable ale´atoire continue par :
mξn = 〈ξn(r′, W)〉 =
∫ +∞
−∞
hn Pξ(h) dh (2.8)
Il faut noter que dans le cas ge´ne´ral, les moments statistiques et en particulier ceux
d’ordre 1 et 2 de´pendent de la position r′.
Afin d’e´valuer la corre´lation qui peut exister entre deux valeurs prises par la variable
ale´atoire ξ(r, W), en deux points diffe´rents r′ et r′ + r, nous calculons sa fonction
d’autocorre´lation statistique de´finie par :
R(r′, r′ + r) =
∫ +∞
−∞
∫ +∞
−∞
hh
′
P(ξ
r
′ , ξ
r
′+r)
(h, h′) dh dh′ (2.9)
P(ξ
r
′ , ξ
r
′+r)
(h, h′) est la probabilite´ conjointe (voir l’e´quation 2.6 pour le cas gaussien).
Cette fonction de´pend de la position des deux points, c’est-a`-dire (r′, r+ r′).
Si nous travaillons maintenant sur une seule re´alisation, nous avons acce`s aux mo-
ments spatiaux. Si on note ∆ l’e´tendue de la re´alisation ξ(r,W0), alors la moyenne
spatiale de ξ(r,W0) peut eˆtre estime´e par :
ξ(r,W0) = lim
∆→+∞
1
∆
∫ ∆
2
−∆
2
ξ(r,W0)dr (2.10)
La fonction d’autocorre´lation spatiale est de´finie par :
Cξ ξ(r,W0) = ξ(r′,W0) ξ(r′ + r,W0)
= lim
∆→+∞
1
∆
∫ ∆
2
−∆
2
ξ(r′,W0) ξ(r′ + r,W0) dr′ (2.11)
Sans hypothe`ses pre´alables sur les processus ale´atoires, ces moments spatiaux de´pen-
dent de la re´alisation. Dans le paragraphe suivant, nous verrons quelles sont les hy-
pothe`ses qui permettront l’e´galite´ entre moments spatiaux et moments statistiques jus-
qu’a` un certain ordre n.
40
2.1.3 Stationnarite´ et ergodicite´
Pre´ce´demment, nous avons vu que la moyenne et l’autocorre´lation spatiales de´pen-
dent, d’une manie`re ge´ne´rale, de la re´alisation. Ceci veut dire que ce sont des grandeurs
ale´atoires. Si les moments spatiaux sont inde´pendants de l’ale´a jusqu’a` l’ordre 2, alors
le processus spatial est dit ergodique a` l’ordre 2.
Concernant les moments statistiques, la moyenne statistique calcule´e de´pend, d’une
manie`re ge´ne´rale, de la position r et la fonction d’autocorre´lation des deux positions r′
et r+ r′. Si maintenant la fonction d’autocorre´lation de´pend uniquement de la distance
entre les deux points conside´re´s et que la moyenne statistique est constante quand nous
changeons de position, alors le processus est dit stationnaire a` l’ordre 2 (au sens large).
Si ces deux proprie´te´s pre´ce´dentes (ergodicite´ et stationnarite´ a` l’ordre 2) sont satis-
faites simultane´ment, alors le the´ore`me de Birkoff [22] permet de dire que les moments
statistiques sont e´gaux aux moments spatiaux jusqu’a` l’ordre 2. Nous pouvons e´crire :
m = 〈ξ(r0,W)〉 = ξ(r,W0) = Cst (2.12)
Rξξ(r) = Cξξ(r) (2.13)
2.2 Caracte´risation statistique d’une surface rugu-
euse ale´atoire naturelle
L’inte´reˆt d’une description statistique re´side dans la possibilite´ de caracte´riser un
ensemble de surfaces, a` premie`re vue diffe´rentes ge´ome´triquement mais ayant les meˆmes
proprie´te´s statistiques, avec un certain nombre de parame`tres et fonctions statistiques.
Cette caracte´risation nous aidera a` mener l’e´tude de la diffraction des ondes e´lectro-
magne´tiques sur des ensembles de plusieurs re´alisations, et permettra de de´duire des
proprie´te´s moyennes concernant un certain nombre de grandeurs physiques bien de´finies.
Dans le cas des interfaces rugueuses que nous e´tudions, la variable ale´atoire a(r,W)
de´finit les hauteurs de la surface en tout point de position r. Les surfaces naturelles
que nous analysons (les sols nus sans ve´ge´tation) sont mode´lise´es par des processus
ale´atoires suppose´s ergodiques et stationnaires a` l’ordre 2.
Concernant les processus 2D, en plus des deux hypothe`ses pre´ce´dentes, nous sup-
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posons l’isotropie de la surface. Ceci permet d’avoir notamment une fonction d’auto-
corre´lation simple caracte´rise´e par la meˆme longueur de corre´lation suivant toutes les
directions, en particulier les deux directions xˆ et zˆ dans le repe`re carte´sien (Oxyz).
Au CETP, une des approches de´veloppe´e pour de´crire les sols agricoles nus, fait
intervenir trois parame`tres : l’e´cart type des hauteurs, la longueur de corre´lation et le
parame`tre de Hurst. A partir de mesures expe´rimentales sur les surfaces re´elles (fichiers
nume´riques des parcelles agricoles) des e´tudes sont mene´es pour de´terminer les moments
spatiaux ainsi que la densite´ de probabilite´ des hauteurs [21, 23, 24]. Sous l’hypothe`se
de l’ergodicite´ et de la stationnarite´, les moments d’ordre 1 ou 2 sont inde´pendants de
l’espace et de la re´alisation. Nous de´duisons les moments statistiques connaissant les
moments spatiaux.
Nous travaillons sous les deux hypothe`ses suivantes :
– La densite´ de probabilite´ des hauteurs des surfaces P(h) est gaussienne de moyenne
nulle 〈a(r,W)〉 = 0 et d’e´cart type des hauteurs σa. Cette densite´ est donne´e par :
P(h) =
1
σa
√
2π
exp
(
− h
2
2σ2a
)
(2.14)
– La fonction d’auto-corre´lation R(d) est donne´e par :
R (d) = σ2aexp
(
−
[
d
ℓc
]2H)
(2.15)
ou` d = x dans le cas 1D et d =
√
x2 + z2 pour le cas 2D, et H repre´sentant le pa-
rame`tre de Hurst. Si H = 1, alors l’autocorre´lation est gaussienne, et si H = 1
2
, elle est
exponentielle.
Dans le cas 2D, l’expression (2.15) sugge`re l’hypothe`se de l’isotropie de la surface.
Ceci implique que la longueur de corre´lation est la meˆme suivant xˆ et zˆ :
ℓc = ℓc,x = ℓc,z (2.16)
Dans le paragraphe suivant, nous pre´sentons la technique que nous avons utilise´e
afin d’obtenir des surfaces nume´riques ayant ces caracte´ristiques statistiques.
2.3 Proce´de´s de ge´ne´ration des profils de surface
Nous voulons ge´ne´rer nume´riquement des surfaces rugueuses 1D ou 2D ayant
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– Une densite´ de probabilite´ des hauteurs gaussiennes de moyenne nulle et d’e´cart
type σa.
– Une fonction d’autocorre´lation ayant la forme donne´e par l’e´quation (2.15).
         hf
B a
Fig. 2.2: Filtrage line´aire
Pour ce faire, plusieurs me´thodes existent. Nous pouvons citer a` titre d’exemple celle
base´e sur le de´veloppement de la surface en se´ries de Fourier. Connaissant la fonction
d’autocorre´lation de la surface, et donc sa densite´ spectrale de puissance, les coefficients
de Fourier sont calcule´s de manie`re relativement simple [8]. En ce qui nous concerne,
nous avons imple´mente´ un ge´ne´rateur de surface ale´atoire base´ sur le principe du filtrage
line´aire d’un bruit blanc gaussien. Le caracte`re gaussien se retrouve en sortie du filtre
car le filtrage est une ope´ration line´aire. Pour ce qui est de la fonction d’autocorre´lation,
nous montrons qu’il suffit de choisir un filtre caracte´rise´ par une re´ponse impulsionnelle
ade´quate pour avoir un signal en sortie ayant l’autocorre´lation spatiale voulue. En effet,
la formule du filtrage line´aire s’e´crit :
a(r) = (hf ∗ B)(r) =
∫ +∞
−∞
hf (r− r′)B(r′) dr′ (2.17)
B est le signal d’entre´e du filtre. Il s’agit d’un bruit blanc gaussien, caracte´rise´ par
une densite´ de probabilite´ gaussienne et une autocorre´lation donne´e par
RBB(r) = σ
2
aδ(r) (2.18)
ou` δ(r) est la distribution de Dirac.
Notons Raa(r) l’autocorre´lation statistique de la sortie. A partir de l’e´quation (2.17),
nous de´montrons que :
Raa(r) = (Chf ∗RBB)(r) (2.19)
ou` Chf (r) est l’autocorre´lation spatiale de la re´ponse impulsionnelle du filtre :
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Chf (r) =
∫ +∞
−∞
hf (r) hf (r− r′) dr′
=
+∞∫∫
−∞
hf (x, z) hf (x+ x
′
, z + z
′
) dx
′
dz
′
(2.20)
Sachant que la distribution de Dirac est l’e´le´ment neutre du produit de convolution,
nous obtenons :
Raa(r) = σ
2
a Chf (r) (2.21)
D’apre`s l’e´quation (2.21), l’autocorre´lation de la sortie du filtre est e´gale a` l’auto-
corre´lation de la re´ponse impulsionnelle hf (r). Le choix du filtre de´termine la fonction
d’autocorre´lation Raa(r).
Soit Hˆf (α, γ) la transforme´e de Fourier de la re´ponse impulsionnelle.
Hˆf (α, γ) = TF [hf (x, z)] (2.22)
En se rappelant que :
|Hˆf (α, γ)|2 = TF [Chf (x, z)] (2.23)
les formules de filtrage permettent d’e´crire que :
TF [Raa(r)] = σ
2
a
∣∣∣Hˆf (α, γ)∣∣∣2 (2.24)
Connaissant Raa(r) et en supposant que la phase de la fonction de transfert est nulle
(Hˆf (α, γ) =
∣∣∣Hˆf (α, γ)∣∣∣), la re´ponse impulsionnelle hf (x, z) est de´duite en utilisant la
transforme´e de Fourier inverse :
hf (x, z) = TF
−1[Hˆf (α, γ)]
= TF−1[
√
TF [Raa(x, z)]] (2.25)
2.3.1 Cas particulier de l’autocorre´lation gaussienne
Une valeur du parame`tre de Hurst permet d’avoir une fonction d’autocorre´lation
gaussienne : H = 1.
R (d) = σ2aexp
(
−
[
d
ℓc
]2)
(2.26)
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En se rappelant que la transforme´e de Fourier d’une gaussienne est une gaussienne,
nous montrons que la forme analytique de la re´ponse impulsionnelle est :
hf (x, z) =
2
ℓc
√
π
exp(−2[x
2 + z2
ℓc
]2) (2.27)
2.3.2 Discre´tisation des formules
Afin d’imple´menter la me´thode de ge´ne´ration de surface que nous avons de´crite,
nous avons besoin de la forme discre`te des diffe´rentes e´quations. Soit ∆x et ∆z les pas
d’e´chantillonnage suivant les deux directions xˆ et zˆ. Ils sont obtenus par :
∆x =
Lx
Nx
et ∆z =
Lz
Nz
Dans la pratique, nous choisirons le meˆme nombre de points, et la meˆme longueur
L suivant les deux directions xˆ et zˆ.
En discre´tisant la formule de filtrage, nous obtenons :
a(xm, zn) = ∆x∆z
∑
p
∑
q
hf (Up, Vq)B(Up − xm, Vq − zn) (2.28)
Avec
xm = m∆x Up = p∆x
zn = n∆z Vq = q∆z
De fac¸on plus compacte l’e´quation (2.28) peut s’e´crire
am,n = ∆x∆z
∑
p
∑
q
hp, qBp−m,n−q (2.29)
les valeurs discre`tes hp, q de la re´ponse impulsionnelle sont obtenues suivant la de´marche
explicite´e dans le paragraphe pre´ce´dent par l’utilisation de transforme´es de Fourier
discre`tes directe et inverse.
2.4 Re´sultats nume´riques
Dans ce paragraphe, nous allons pre´senter quelques re´sultats concernant d’abord la
me´thode de ge´ne´ration des surfaces rugueuses. Nous donnons un exemple de ge´ne´ration
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de surfaces 2D afin de valider la me´thode de´crite dans le paragraphe (§ 2.3). En-
suite, nous pre´sentons une comparaison entre des re´sultats obtenus a` partir de donne´es
expe´rimentales et des re´sultats issus de la simulation nume´rique (avec des parame`tres
statistiques obtenus a` partir de la base de donne´es).
2.4.1 Validation de la me´thode de ge´ne´ration nume´rique des
surfaces
En utilisant la me´thode de ge´ne´ration de´crite pre´ce´demment, nous avons simule´
une surface 2D avec des parame`tres statistiques fixe´s arbitrairement. Ces parame`tres
statistiques sont les suivants :
– Une DDP gaussienne avec un e´cart type des hauteurs σa = 0.5λ et une moyenne
nulle
– Une fonction d’autocorre´lation gaussienne (H = 1) de longueur de corre´lation
ℓc = 1.5λ
Le signal d’entre´e du filtre est un bruit blanc gaussien. Le support de la surface est
Lx = Lz = 10λ et le nombre de point N = Nx = Nz = 128. Sur la figure 2.3 nous avons
repre´sente´ le profil 2D obtenu.
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Fig. 2.3: Profil gaussien ge´ne´re´ par filtrage line´aire
Nous avons estime´ la densite´ de probabilite´ des hauteurs du profil ge´ne´re´ en utilisant
l’histogramme normalise´. La figure 2.4 illustre la comparaison entre la DDP the´orique
et celle estime´e. D’apre`s cette figure, nous retrouvons bien une courbe en cloche dont
l’e´tendue est entre −3σ et +3σ. Ces caracte´ristiques sont bien celles d’une gaussienne.
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Fig. 2.4: Densite´s de probabilite´ des hauteurs the´orique et estime´e (σa = 0.5λ)
La fonction d’autocorre´lation estime´e (autocorre´lation spatiale obtenue sur une
re´alisation de dimensions L × L) sur le profil ge´ne´re´ est repre´sente´e sur la figure 2.5.
Nous remarquons la pre´sence d’oscillations en dehors du lobe principal. Ceci peut s’ex-
pliquer par la taille limite´e de la surface et donc le nombre insuffisant d’e´chantillons.
Fig. 2.5: Fonction d’autocorre´lation estime´e sur une seule re´alisation (ℓc = 1.5λ et H = 1)
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Afin de permettre une comparaison entre la fonction d’autocorre´lation estime´e et
the´orique, nous avons re´alise´ une coupe verticale, de la figure 2.5, dans les plans (xOy)
et (zOy). Nous pouvons voir tre`s nettement sur la figure 2.6 les oscillations en dehors
du lobe principal dans les deux plans. Nous remarquons aussi un le´ger de´calage, d’une
valeur de 0.033, des maxima des deux fonctions. Ceci dit, les valeurs en ze´ro sont tre`s
proches de la variance calcule´e sur le profil ge´ne´re´.
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Fig. 2.6: Fonction d’autocorre´lation spatiale dans les plans x = 0 et z = 0
Les re´sultats que nous avons pre´sente´s jusque maintenant e´taient des estimations
sur une seule re´alisation. Voyons maintenant comment vont-ils e´voluer en fonction du
nombre de re´alisations utilise´es. Conside´rons un ensemble de re´alisations NR = 100
ayant chacune les meˆmes parame`tres statistiques.
Sur la figure 2.7, nous avons repre´sente´ l’estimation de la densite´ de probabilite´ des
hauteurs en faisant une moyenne sur les 100 re´alisations. La comparaison avec la courbe
the´orique est parfaite.
La figure 2.8 donne l’autocorre´lation moyenne´e sur 100 re´alisations (moyenne sta-
tistique de la fonction d’autocorre´lation spatiale). En la comparant a` la figure 2.5, nous
constatons l’atte´nuation des oscillations en dehors du lobe principal.
Nous pouvons voir sur la figure 2.9 que les e´carts entre la fonction the´orique et celle
estime´e sont re´duits par l’effet de moyennage. En effet, les oscillations en dehors du
lobe principal sont diffe´rentes d’une re´alisation a` une autre et c’est en ce sens que leur
moyenne tend vers ze´ro.
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Fig. 2.7: Densite´ de probabilite´ des hauteurs moyenne´e sur 100 re´alisations
Fig. 2.8: Moyenne des fonctions d’autocorre´lations spatiales
Nous pouvons retenir que la dimension des surfaces, c’est-a`-dire le nombre d’e´chanti-
llons conside´re´s influe sur la statistique des surfaces ge´ne´re´es. Ceci veut dire que les
profils conside´re´s doivent eˆtre repre´sentatifs de la statistique que nous exigeons. La
longueur de la surface doit eˆtre au minimum de quelques longueurs de corre´lation. Plus
ce nombre augmente meilleurs sont les re´sultats. Dans la pratique, il suffit d’avoir des
parcelles dont la dimension est un peu plus grande que la tache radar au sol. Dans la
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Fig. 2.9: Fonction d’autocorre´lation moyenne dans les plans x = 0 et z = 0
mesure ou` nous ne pouvons pas augmenter la dimension des surfaces inde´finiment pour
des contraintes lie´es au temps de calcul ainsi qu’a` l’espace de stockage sur ordinateur,
le recours aux moyennes d’ensemble est un moyen inte´ressant.
2.4.2 Comparaison entre les re´sultats de simulation et les re´sul-
tats expe´rimentaux
Apre`s avoir pre´sente´ dans les paragraphes pre´ce´dents diffe´rentes notions lie´es aux
processus ale´atoires, sous diffe´rentes hypothe`ses, nous allons maintenant ve´rifier la vali-
dite´ de ces hypothe`ses sur des donne´es expe´rimentales. Ces donne´es repre´sentent des sols
agricoles nus. Les surfaces agricoles se´lectionne´es correspondent a` diffe´rentes pratiques
agricoles : labour, de´chaumage et semis. Le labour est un travail agricole qui consiste a`
de´couper la terre et a` la retourner a` l’aide d’une charrue. Les sillons du labour sont de
l’ordre de 40cm. Le de´chaumage peut s’apparenter au labour, mais le travail du sol est
moins profond. Il consiste a` retourner la terre et le chaume (le reste de la plante apre`s
la moisson) afin d’enterrer les matie`res organiques dans le sol. Le semis est un travail fin
(sillons de 10cm) qui consiste en la pulve´risation de la terre en tre`s petites mottes, afin
de permettre aux graines une croissance optimale. Chacun des sols a e´te´ soumis a` un
taux pre´cipitant de pluie artificielle de 40mmh−1, dispense´ par un dispositif d’arrosage
afin d’avoir un e´tat de´grade´ :
– e´tat 0 : e´tat initial,
– e´tat 1 : e´tat initial expose´ a` la pluie pendant 20 minutes.
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Ce proce´de´ a permis de de´grader de fac¸on controˆle´e les e´tats initiaux en une e´tape et
obtenir ainsi des sols alte´re´s par la pluie, sans qu’il y ait formation de flaques [21].
A partir des fichiers nume´riques des sols agricoles dont nous disposons (suite au
travail de O. Taconet et V. Ciarletti du CETP), nous estimons les trois parame`tres
statistiques suivant :
– La variance σ2a,
– La longueur de corre´lation ℓc,
– Le parame`tre de Hurst H.
Ces parame`tres, rappelons-le, sont estime´s sous les hypothe`ses de la stationnarite´
et de l’ergodicite´ a` l’ordre 2. Pour ce faire, nous nous basons sur le principe de minimi-
sation de l’e´cart entre la fonction d’autocorre´lation expe´rimentale et l’autocorre´lation
the´orique. La fonction mesurant cet e´cart est donne´e par :
ǫ(lc, h, H) =
1
L2p
∫ Lp
2
−Lp
2
∫ Lp
2
−Lp
2
|Rexperimentale(x, z)−Rtheorique(x, z)|2 dx dz (2.30)
ou` Lp est l’e´tendue du lobe principal de l’autocorre´lation expe´rimentale.
Nous chercherons a` ve´rifier que :
– La densite´ de probabilite´ des hauteurs est gaussienne.
– Les surfaces sont isotropes et que la fonction d’autocorre´lation est de la forme
donne´e par l’e´quation (2.15).
La figure 2.10 repre´sente l’histogramme normalise´ et la densite´ de probabilite´ des
hauteurs gaussiennes the´oriques, pour les trois types de sol dans l’e´tat initial. Comme
nous pouvons le voir sur cette figure, le caracte`re gaussien est confirme´ pour les semis.
Par contre, les courbes pour les labours et les de´chaumages montrent que les densite´s de
probabilite´ des hauteurs ne sont pas gaussiennes. L’hypothe`se sur le caracte`re gaussien
est ve´rifie´e uniquement pour les semis.
Ce constat est confirme´ par le calcul du Kurtosis. Cette grandeur est le rapport
entre le moment d’ordre 4 et le moment d’ordre 2 e´leve´ au carre´ d’une variable ale´atoire.
Lorsqu’il vaut 3 la variable ale´atoire en question est de densite´ de probabilite´ gaussienne.
Le tableau (2.1) donne les valeurs obtenues pour les trois types de sol.
Sol Labour De´chaumage Semis
Kurtosis 3.60 2.52 2.93
Tab. 2.1: Valeurs du Kurtosis pour diffe´rents sols nus (e´tat initial)
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Fig. 2.10: Estimation des densite´s de probabilite´ des hauteurs obtenues a` partir des fichiers
nume´riques des sols nus
Nous voyons bien que la valeur du Kurtosis est assez proche de 3 pour le semis. Ce
qui n’est pas le cas pour les deux autres sols.
L’hypothe`se d’une densite´ de probabilite´ gaussienne n’e´tant pas ve´rifie´e pour les
labours et les de´chaumages, nous ne chercherons pas a` valider les autres hypothe`ses sur
ces deux types de sol.
Dans le tableau (2.2) nous donnons les diffe´rents parame`tres statistiques estime´s
pour les deux e´tats du semis. Nous pouvons noter que le caracte`re gaussien est conserve´.
En effet, le kurtosis reste proche de 3. L’e´cart type des hauteurs de´croˆıt de l’e´tat initial
a` l’e´tat final. Cette de´croissance est lie´e a` l’effet de la pluie qui aplanit les sols. D’autre
part, la longueur de corre´lation diminue le´ge`rement et le parame`tre de Hurst est presque
constant. Ceci veut dire que la forme de la fonction d’autocorre´lation varie peu, en
revanche son amplitude va diminuer de l’e´tat initial a` l’e´tat final.
Etat L(cm) σa(cm) lc(cm) H Kurtosis
0 50 1.61 3.57 0.80 2.93
1 50 1.38 3.49 0.79 2.70
Tab. 2.2: Parame`tres statistiques des semis a` diffe´rents e´tats
Sur la figure 2.11, nous avons repre´sente´ les histogrammes normalise´s des deux e´tats
du semis ainsi que la densite´ de probabilite´ gaussienne the´orique. La comparaison est
satisfaisante pour chacun des deux e´tats.
52
−5 −4 −3 −2 −1 0 1 2 3 4 50
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Semis − Etat 0
Hauteur 
−5 −4 −3 −2 −1 0 1 2 3 4 50
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Semis − Etat 1
Hauteur
Fig. 2.11: Densite´ de probabilite´ des surfaces de semis a` diffe´rents e´tats estime´e a` partir des
donne´es expe´rimentales
Pour ce qui est de la fonction d’autocorre´lation, nous pre´sentons une comparaison
entre la fonction expe´rimentale et the´orique suivant deux coupes. L’une verticale dans
le plan (xOy) et l’autre horizontale dans le plan (xOz).
Nous pouvons voir sur la coupe verticale dans la plan (xOy) (voir figure 2.12) qu’il
existe un le´ger de´crochage entre les valeurs en ze´ro des deux fonctions the´orique et
estime´e. Nous pouvons voir aussi les oscillations en dehors du lobe principal. Ces oscil-
lations peuvent s’expliquer par la taille limite´e des parcelles utilise´es (50 cm × 50 cm).
D’autre part, elles peuvent indiquer la pre´sence d’une composante pe´riodique pre´sente
dans les sols, et qui peut eˆtre due au sens du travail. Cette composante pe´riodique n’est
pas prise en compte par notre mode`le. D’autre part, nous pouvons constater que la
fonction d’autocorre´lation n’est pas une gaussienne.
La figure 2.13 est une coupe verticale dans le plan (yOz) de la meˆme autocorre´lation
que pre´ce´demment. Nous remarquons le meˆme comportement de la fonction d’auto-
corre´lation estime´e, a` savoir les oscillations en dehors du lobe principal. Ne´anmoins,
ces oscillations sont diffe´rentes de celles dans le plan (xOy). Cette diffe´rence renforce
l’hypothe`se sur la composante de´terministe due au sens du travail.
La figure 2.14 montre une coupe horizontale a` trois hauteurs diffe´rentes de la fonction
d’autocorre´lation pour chacun des e´tats du semis. Ces trois hauteurs correspondent a`
90%, 70% et 50% de la valeur maximale de la fonction. Nous pouvons remarquer que
les courbes expe´rimentales sont tre`s proches des re´sultats the´oriques pour chaque e´tat.
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Fig. 2.12: Fonction d’autocorre´lation estime´e a` partir des donne´es expe´rimentales, pour les
deux e´tats du semis, dans le plan (xOy)
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Fig. 2.13: Fonction d’autocorre´lation estime´e a` partir des donne´es expe´rimentales, pour les
deux e´tats du semis, dans le plan (yOz)
Les diffe´rences s’accentuent au fur et a` mesure que le pe´rime`tre des courbes augmente.
Ceci est normal car nous avons vu que les e´carts entre l’autocorre´lation expe´rimentale
et the´orique se creusent en s’approchant de la base du lobe principal. D’autre part, ces
observations permettent de dire que l’hypothe`se de l’isotropie est raisonnable pour les
semis.
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Fig. 2.14: Coupes horizontales de la fonction d’autocorre´lation estime´e a` partir des donne´es
expe´rimentales, pour les deux e´tats du semis. Le rapport des longueurs de la
fonction d’autocorre´lation suivant x et z a` 50% de la valeur maximale sont 1.05
pour l’e´tat initial et 1.10 pour l’e´tat de´grade´
Nous pouvons imaginer que l’hypothe`se de l’isotropie sera difficilement ve´rifiable
pour les labours et les de´chaumages. En effet, puisque le travail est effectue´ dans un
sens et en utilisant des machines diffe´rentes selon le re´sultat souhaite´, et sachant que
la profondeur des sillons est plus importante pour les labours et les de´chaumages que
pour les semis, il est normal que ces sols pre´sentent une direction privile´gie´e plus pro-
nonce´e, qui est la direction du travail. Cette direction de travail accentue la composante
pe´riodique, et introduit une anisotropie qui n’est plus ne´gligeable.
2.5 Constante die´lectrique et taux d’humidite´
Lors d’une analyse e´lectromagne´tique d’une surface, les aspects physiques (compo-
sition des sol, taux d’humidite´, etc) des milieux se´pare´s par cette interface sont pris en
compte dans le mode`le, en faisant intervenir la caracte´ristique die´lectrique de chacun
des deux milieux. Comme nous l’avons vu au premier chapitre, cette caracte´ristique
die´lectrique de´pend aussi de la fre´quence a` laquelle nous travaillons. Connaˆıtre cette
constante avec pre´cision contribue a` une meilleure e´tude du phe´nome`ne de diffraction.
Un milieu repre´sentant un sol humide est compose´ de particules solides (sable, limon,
argile), d’eau liquide et de poches d’air. Les particules d’argiles ont un diame`tre infe´rieur
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a` 2µm, celles du limon ont un diame`tre compris entre 2µm et 50µm et les particules
de sable sont de diame`tre supe´rieur a` 50µm. L’eau dans le sol est soit pie´ge´e, soit libre
de circuler d’un point a` un autre du sol. Par exemple, pour le meˆme taux d’humidite´,
nous aurons plus d’eau libre dans un sol ne contenant que du sable qu’un sol purement
argileux.
Beaucoup de travaux ont e´te´ effectue´s afin de mesurer les variations de la ca-
racte´ristique die´lectrique en fonction du taux d’humidite´ et de la composition du sol
dans le domaine des micro-ondes. Les resultats permettent de dire que les parties re´elle
et imaginaire de la consante die´lectrique augmentent avec l’augmentation du taux d’hu-
midite´. Nous pouvons retenir aussi que suivant la composition des sols et pour un taux
d’humidite´ fixe´, la caracte´ristique die´lectrique pre´sente des valeurs diffe´rentes. Pour plus
de pre´cision nous invitons le lecteur a` consulter la re´fe´rence [25].
Le tableau 2.3 pre´sente quelques exemples de valeurs de la permittivite´, dans le
domaine des hyperfre´quences (bande C), en fonction du taux d’humidite´ en volume. Ces
valeurs sont obtenues suivant des formules empiriques de Wang [26] faisant intervenir
des parame`tres de´termine´s expe´rimentalement.
Taux d’humi-
dite´ %
5 10 15 20 25 30 35 40
Permittivite´
en bande C
3.62 -
j0.19
4.52 -
j0.44
5.94 -
j0.85
7.90 -
j1.42
10.4 -
j2.17
13.9 -
j3.22
17.4 -
j4.30
20.8 -
j5.30
Tab. 2.3: Permittivite´s relatives de sols nus dans le domaine des hyperfre´quences
2.6 Conclusion
Dans ce chapitre nous avons pre´sente´ diffe´rentes notions lie´es a` l’e´tude statistique
des processus ale´atoires a` une et deux dimensions. Ces processus sont utilise´s afin de
mode´liser les surfaces rugueuses ale´atoires. Dans le but de synthe´tiser des surfaces
ayant des caracte´ristiques statistiques bien de´finies, nous avons pre´sente´ une me´thode
de ge´ne´ration nume´rique base´e sur le principe de filtrage line´aire d’un bruit blanc. Nous
avons montre´ que cette me´thode peut eˆtre utilise´e pour simuler des profils de surface cor-
respondant a` un certain type de sol agricole, qui est le semis. Le ge´ne´rateur nume´rique
permet d’avoir des surfaces de densite´ de probabilite´ gaussienne et de fonctions d’auto-
corre´lation entre gaussienne et exponentielle. Le mode`le de´crit dans ce chapitre est a` sa
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premie`re e´tape de de´veloppement. Nous avons vu qu’il est satisfaisant pour la descrip-
tion des semis. En revanche, il est inadapte´ pour les labours et les de´chaumages. Afin
de le comple´ter, il faudra sans doute introduire une composante de´terministe dont la
forme est a` de´finir suivant le type de sol conside´re´ [27]. Dans la suite du document nous
travaillerons sous l’hypothe`se de l’isotropie des surfaces. Nos surfaces seront conside´re´es
de densite´ de probabilite´ de hauteur gaussienne.
Dans les chapitres suivants nous allons pre´senter les mode`les et me´thodes e´lectro-
magne´tiques que nous avons de´veloppe´s. Ces me´thodes prennent comme parame`tre
d’entre´e les surfaces ge´ne´re´es en utilisant la me´thode de´crite dans ce chapitre. En parti-
culier, nous e´tudierons des surfaces avec une statistique issue de la base de donne´es des
sols agricoles. Ceci permettra de voir comment les parame`tres statistiques, ainsi que les
caracte`ristiques die´lectriques, vont intervenir d’un point de vue e´lectromagne´tique et
influencer le coefficient de diffusion bi-statique et le coefficient de re´tro-diffusion.
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Chapitre 3
La me´thode des coordonne´es
curvilignes : me´thode C
Le but de ce chapitre est de pre´senter la me´thode C dans le cas 3D. Cette me´thode
est base´e sur la re´solution des e´quations de Maxwell, sous leur forme covariante, dans
un syste`me de coordonne´es non orthogonales adapte´ a` la ge´ome´trie de la surface dif-
fractante. Ceci permet d’aboutir a` un syste`me aux valeurs propres. Le champ diffracte´
est exprime´ comme combinaison line´aire des modes propres du proble`me satisfaisant la
condition des ondes sortantes. Les conditions aux limites permettent de de´terminer les
coefficients des combinaisons line´aires, c’est-a`-dire les amplitudes de diffraction.
Cette me´thode a e´te´ de´veloppe´e par l’e´quipe du professeur Jean Chandezon de
l’Universite´ Blaise Pascal de Clermont-Ferrand et a e´te´ intense´ment applique´e a` l’e´tude
des re´seaux de diffraction [28 - 37].
Les travaux sur les surfaces rugueuses non pe´riodiques sont peu nombreux [19,38 -
41] et le CETP a e´te´ tre`s actif pour la mise en oeuvre de cette me´thode pour l’e´tude
des surfaces rugueuses ale´atoires [42,43,44].
Ce qu’apporte ce chapitre par rapport a` la me´thode, c’est son extension pour trai-
ter des surfaces rugueuses 2D ale´atoires se´parant deux milieux die´lectriques d’indices
optiques diffe´rents.
Nous conside´rons le cas d’une surface (interface) se´parant l’air, assimile´ au vide,
d’un milieu 2 (LHI) die´lectrique, non magne´tique et non dispersif, dont l’indice optique
n2 est soit re´el soit complexe.
Nous rappelons que l’onde incidente est plane de longueur d’onde λ. Son vecteur
d’onde ki est repe´re´ dans l’espace par l’angle de site θi par rapport a` l’axe (Oy) et
l’angle d’azimut ϕi dans le plan (xOz).
ki = αi xˆ− βi yˆ + γi zˆ (3.1)
Avec 

αi = k1 sin θi cos ϕi
βi = k1 cos θi
γi = k1 sin θi sinϕi
(3.2)
Au contact de l’interface, l’onde incidente est diffracte´e dans diffe´rentes directions
de l’espace repe´re´es par le couple d’angle (θ, ϕ).
A partir des e´quations de Maxwell, nous nous proposons de de´terminer les ampli-
tudes des champs diffracte´s (Ed, Hd) dans l’air (milieu 1) et dans le milieu infe´rieur
e´ventuellement.
3.1 Composantes des champs dans le syste`me de
translation
Soit le syste`me de translation de´fini par rapport aux coordonne´es carte´siennes (x,y,z)
par : 

x
′
= x
y
′
= y − a(x, z)
z
′
= z
(3.3)
Un des avantages de ce syste`me de coordonne´es lie´es a` la surface diffractante est
la simplification du traitement des conditions aux frontie`res [28]. En effet, la surface
y = a(x, z) co¨ıncide avec la surface de coordonne´es y
′
= 0. Les composantes du champ
e´lectromagne´tique implique´es dans la re´solution des conditions aux limites sont tan-
gentes a` la surface diffractante d’e´quation y
′
= 0.
Dans ce syste`me de translation (3.3), un vecteur V peut eˆtre exprime´ par ses co-
ordonne´es covariantes ou contravariantes (voir annexe C et [45]). Les composantes co-
variantes du vecteur V sont donne´es en fonction des composantes carte´siennes par les
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relations suivantes :

vx′ (x
′
, y
′
, z
′
) = vx(x, y, z) +
∂a(x, z)
∂x
vy(x, y, z)
vy′ (x
′
, y
′
, z
′
) = vy(x, y, z)
vz′ (x
′
, y
′
, z
′
) = vz(x, y, z) +
∂a(x, z)
∂z
vy(x, y, z)
(3.4)
La composante covariante vy′ est identique a` la composante carte´sienne vy. Les deux
autres composantes sont tangentes en tout point a` la surface de coordonne´es z
′
= 0,
c’est-a`-dire y = a(x, z).
En polarisation E// :
Ex′ (x
′
, y
′
, z
′
) = Ex(x, y, z) (3.5a)
Ez′ (x
′
, y
′
, z
′
) = Ez(x, y, z) (3.5b)
Hx′ (x
′
, y
′
, z
′
) = Hx(x, y, z) +
∂a(x, z)
∂x
Hy(x, y, z) (3.5c)
Hy′ (x
′
, y
′
, z
′
) = Hy(x, y, z) (3.5d)
Hz′ (x
′
, y
′
, z
′
) = Hz(x, y, z) +
∂a(x, z)
∂z
Hy(x, y, z) (3.5e)
Et en polarisation H// :
Hx′ (x
′
, y
′
, z
′
) = Hx(x, y, z) (3.6a)
Hz′ (x
′
, y
′
, z
′
) = Hz(x, y, z) (3.6b)
Ex′ (x
′
, y
′
, z
′
) = Ex(x, y, z) +
∂a(x, z)
∂x
Ey(x, y, z) (3.6c)
Ey′ (x
′
, y
′
, z
′
) = Ey(x, y, z) (3.6d)
Ez′ (x
′
, y
′
, z
′
) = Ez(x, y, z) +
∂a(x, z)
∂z
Ey(x, y, z) (3.6e)
Les quatre composantes Ex′ , Ez′ , Hx′ et Hz′ repre´sentent les composantes tangen-
tielles (ou transverses) des vecteurs E et H a` la surface y
′
= Cst et donc en particulier
a` la surface de coordonne´es y
′
= 0. Ce sont elles qui interviennent dans l’e´criture des
conditions aux limites.
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3.2 Equation de propagation des composantes lon-
gitudinales
Nous de´montrons que les composantes longitudinales Ey′ et ZHy′ ve´rifient la meˆme
e´quation de propagation suivante (voir D.4) [33,34] :
− ∂
∂y′
[
gz
′
y
′ ∂ψ
∂z′
+
∂gz
′
y
′
ψ
∂z′
]
− ∂
∂y′
[
gx
′
y
′ ∂ψ
∂x′
+
∂gx
′
y
′
ψ
∂x′
]
+ j k gy
′
y
′ ∂ψ
′
∂y′
=
∂2ψ
∂z′2
+
∂2ψ
∂x′2
+ k2ψ (3.7)
avec
ψ
′
=
j
k
∂ψ
∂y′
(3.8)
Les grandeurs gz
′
y
′
, gx
′
y
′
, gy
′
y
′
sont des e´le´ments du tenseur me´trique. Ils ne de´pendent
que de la de´rive´e par rapport a` x
′
et z
′
de la fonction a(x
′
, z
′
). Leurs expressions sont
donne´es par :
gz
′
y
′
= − ∂a
∂z′
(3.9)
gx
′
y
′
= − ∂a
∂x′
(3.10)
gy
′
y
′
= 1 +
(
∂a
∂x′
)2
+
(
∂a
∂z′
)2
(3.11)
Les deux e´quations (3.7, 3.8) forment un syste`me diffe´rentiel de premier ordre en
y
′
. Sa re´solution permet d’obtenir les composantes longitudinales du champ e´lectro-
magne´tique Ey′ et ZHy′ .
3.3 Les composantes tangentielles
Concernant les composantes tangentielles a` la surface de diffraction, nous montrons
a` partir des e´quations de Maxwell sous forme covariante qu’elles peuvent s’e´crire unique-
ment en fonction des deux composantes longitudinales (voir D.3). Les relations entres
les composantes transversales et longitudinales sont donne´es par les quatre e´quations
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diffe´rentielles suivantes :
∂2Ex′
∂y′2
+ k2Ex′ =
∂2Ey′
∂x′∂y′
− k2gx
′
y
′
Ey′ + jkg
z
′
y
′ ∂ZHy′
∂y′
+ jk
∂ZHy′
∂z′
(3.12a)
∂2Ez′
∂y′2
+ k2Ez′ =
∂2Ey′
∂z′∂y′
− k2gz
′
y
′
Ey′ − jkgx
′
y
′ ∂ZHy′
∂y′
− jk∂ZHy
′
∂x′
(3.12b)
∂2ZHx′
∂y′2
+ k2ZHx′ =
∂2ZHy′
∂x′∂y′
− k2gx
′
y
′
ZHy′ − jkgz
′
y
′ ∂Ey′
∂y′
− jk∂Ey
′
∂z′
(3.12c)
∂2ZHz′
∂y′2
+ k2ZHz′ =
∂2ZHy′
∂y′∂z′
− k2gz
′
y
′
ZHy′ + jkg
x
′
y
′ ∂Ey′
∂y′
+ jk
∂Ey′
∂x′
(3.12d)
Les deux composantes longitudinales Ey′ et ZHy′ satisfont deux e´quations de pro-
pagation identiques. Ces deux e´quations sont de´couple´es. Ceci veut dire que nous pou-
vons traiter les deux cas de polarisation (de l’onde diffracte´e) de fac¸on inde´pendante.
En d’autres termes pour une incidence par exemple en polarisation E//, la partie de
l’onde diffracte´e en polarisation H// est de´termine´e inde´pendamment de celle diffracte´e
en polarisation E//. Il suffit d’imposer ZHy′ = 0 dans le premier cas et Ey′ = 0 dans
le second cas dans les e´quations (3.12a - 3.12d). Ensuite, le champ total diffracte´ est
exprime´ comme la somme de la contribution directe et croise´e de l’onde diffracte´e.
3.4 Syste`me aux valeurs propres et fonctions d’ondes
e´le´mentaires
Dans ce paragraphe, afin de ne pas alourdir les notations, les grandeurs e´lectriques
et les champs ne sont pas indice´s par la lettre ’m’ de´signant le milieu. La re´solution
est valable quelle que soit la nature du milieu. k repre´sente indiffe´remment k1 ou k2, Z
de´signe Z1 ou Z2 et ψd et ψTd la composante longitudinale du champ et les composantes
transversales dans le milieu 1 ou le milieu 2, respectivement. Cette remarque est aussi
valable pour les paragraphes (§ 3.6.1 et § 3.6.2)
En appliquant une transforme´e de Fourier positive pour les deux e´quations (3.7, 3.8),
nous passons du domaine spatial vers le domaine de Fourier (x, z) ↔ (α, γ), nous
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obtenons :
∂
∂y′
[
j α(gˆx
′
y
′
∗ ψˆ) + j gˆx
′
y
′
∗ (αψˆ)
]
+
∂
∂y′
[
j γ(gˆz
′
y
′
∗ ψˆ) + j gˆz
′
y
′
∗ (γψˆ)
]
+jk gˆy
′
y
′
∗ ∂ψˆ
′
∂y′
= β2ψˆ (3.13a)
j
k
∂ψˆ
∂y′
= ψˆ′ (3.13b)
ou` β2 = k2 − α2 − γ2.
Le symbole ’∗’ repre´sente le produit de convolution dans le domaine de Fourier.
De manie`re symbolique, le syste`me des deux e´quations (3.13a, 3.13b) peut eˆtre e´crit
sous la forme suivante :
j
k
[A]
(
Ψ
Ψ
′
)
= [B]
(
Ψ
Ψ
′
)
(3.14)
ou` [A] et [B] sont deux ope´rateurs faisant intervenir les constantes de propagation,
la de´rive´e par rapport a` y
′
, le produit de convolution ainsi que les termes du tenseur
me´trique.
C’est ce syste`me d’e´quations que nous allons re´soudre dans le domaine spectral
afin d’obtenir l’expression ge´ne´rale des composantes longitudinales du champ e´lectro-
magne´tique. Ensuite, nous de´duisons les composantes tangentielles via les e´quations
(3.12a - 3.12d).
3.5 Traitement des conditions aux limites
Les expressions ge´ne´rales des ondes font intervenir les amplitudes de diffraction. Ces
inconnues du proble`me sont de´termine´es en utilisant les conditions aux limites. Comme
nous supposons que l’interface se´parant les deux milieux ne contient ni courants ni
charges libres, alors nous avons la continuite´ des composantes transversales du champ
e´lectromagne´tique.
Si le milieu 2 est infiniment conducteur, alors en tout point de la surface y
′
= 0, les
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composantes tangentielles du champ e´lectrique total dans le milieu 1 sont nulles :
{(E(E//poli)
dx′
+ E
(H//poli)
dx′
)(x
′
, y
′
, z
′
)}y′=0 = −{(E(poli)ix′ + E
(poli)
rx′
)(x
′
, y
′
, z
′
)}y′=0 (3.15a)
{(E(E//poli)
dz
′ + E
(H//poli)
dz
′ )(x
′
, y
′
, z
′
)}y′=0 = −{(E(poli)iz′ + E
(poli)
rz
′ )(x
′
, y
′
, z
′
)}y′=0 (3.15b)
Si le milieu 2 est die´lectrique, alors a` l’interface y
′
= 0, les composantes trans-
verses du champ e´lectromagne´tique total dans le milieu 1 sont e´gales aux composantes
transverses du champ e´lectromagne´tique dans le milieu 2 :
E
(E//poli)
dx
′
,1
(x
′
, y
′
, z
′
) + E
(H//poli)
dx
′
,1
(x
′
, y
′
, z
′
)− E(E//poli)
dx
′
,2
(x
′
, y
′
, z
′
)− E(H//poli)
dx
′
,2
(x
′
, y
′
, z
′
)
= −E(poli)
ix
′ (x
′
, y
′
, z
′
)− E(poli)
rx
′ (x
′
, y
′
, z
′
) + E
(poli)
tx
′ (x
′
, y
′
, z
′
)
E
(E//poli)
dz
′
,1
(x
′
, y
′
, z
′
) + E
(H//poli)
dz
′
,1
(x
′
, y
′
, z
′
)− E(E//poli)
dz
′
,2
(x
′
, y
′
, z
′
)− E(H//poli)
dz
′
,2
(x
′
, y
′
, z
′
)
= −E(poli)
iz
′ (x
′
, y
′
, z
′
)− E(poli)
rz
′ (x
′
, y
′
, z
′
) + E
(poli)
tz
′ (x
′
, y
′
, z
′
)
(3.16a)
H
(E//poli)
dx
′
,1
(x
′
, y
′
, z
′
) + H
(H//poli)
dx
′
,1
(x
′
, y
′
, z
′
)−H(E//poli)
dx
′
,2
(x
′
, y
′
, z
′
)−H(H//poli)
dx
′
,2
(x
′
, y
′
, z
′
)
= −H(poli)
ix
′ (x
′
, y
′
, z
′
)−H(poli)
rx
′ (x
′
, y
′
, z
′
) +H
(poli)
tx
′ (x
′
, y
′
, z
′
)
H
(E//poli)
dz
′
,1
(x
′
, y
′
, z
′
) + H
(H//poli)
dz
′
,1
(x
′
, y
′
, z
′
)−H(E//poli)
dz
′
,2
(x
′
, y
′
, z
′
)−H(H//poli)
dz
′
,2
(x
′
, y
′
, z
′
)
= −H(poli)
iz
′ (x
′
, y
′
, z
′
)−H(poli)
rz
′ (x
′
, y
′
, z
′
) +H
(poli)
tz
′ (x
′
, y
′
, z
′
)
(3.17a)
Nous pouvons constater que pour une polarisation de l’onde incidente fixe´e, les
composantes en polarisation directe et croise´e sont couple´es par les conditions aux
limites. Les e´quations (3.16a-3.17a) sont re´solues dans le domaine fre´quentiel. Les deux
cas de figure (parfaitement conducteur et die´lectrique) seront aborde´s dans la suite.
3.6 Re´solution nume´rique
3.6.1 Formulation discre`te du proble`me
Les diffe´rentes e´quations e´tablies pre´ce´demment doivent eˆtre discre´tise´es afin de
pouvoir eˆtre re´solues sur ordinateur.
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Si Kˆ et Lˆ sont deux transforme´es de Fourier, alors nous e´crivons leur produit de
convolution comme :
(
Kˆ ∗ Lˆ
)
(α, y
′
, γ) =
1
4π2
+∞∫
−∞
+∞∫
−∞
Kˆ(α
′
, , y
′
, γ
′
)Lˆ(α− α′ , y′ , γ − γ′)dα′dγ′
≈ ∆α
2
4π2
∑
p
∑
q
Kˆ(αp, , y
′
, γq)Lˆ(α− αp, y′ , γ − γq) (3.18)
avec αp = k1 sin θi cosϕi + p∆α, γq = k1 sin θi sinϕi + q∆α
∆α est la re´solution spectrale. Plus sa valeur nume´rique diminue plus l’approxima-
tion entre l’inte´grale et la somme sera meilleure.
En remplac¸ant les produits de convolution par leurs expressions (3.18) dans les
e´quations (3.13a, 3.13b) et en appliquant la me´thode de collocation par points pour les
valeurs (αs, γt), nous obtenons un syste`me diffe´rentiel discret de premier ordre en y
′
.
j
k
∂
∂y′
[∑
p,q
[
αs
k
(gˆx
′
y
′
s−p,t−q) + (gˆ
x
′
y
′
s−p,t−q
αs
k
) +
γt
k
(gˆz
′
y
′
s−p,t−q) + (gˆ
z
′
y
′
s−p,t−q
γq
k
)
]
ψˆ(αp, y
′
, γq)
]
+
j
k
∂
∂y′
[∑
p,q
(gˆy
′
y
′
s−p,t−q)ψˆ
′(αp, y
′
, γq)
]
=
β2s,t
k2
ψˆ(αs, y
′
, γt) (3.19a)
j
k
∂ψˆ(αs, y
′
, γt)
∂y′
= ψˆ′(αs, y
′
, γt) (3.19b)
ou`
gˆz
′
y
′
s,t =
∆α2
4π2
gˆz
′
y
′
(αs, γt) (3.20a)
gˆx
′
y
′
s,t =
∆α2
4π2
gˆx
′
y
′
(αs, γt) (3.20b)
gˆy
′
y
′
s,t = δst +
∑
uv
gˆz
′
y
′
s−u,t−vgˆ
z
′
y
′
u,v +
∑
uv
gˆx
′
y
′
s−u,t−vgˆ
x
′
y
′
u,v (3.20c)
avec δpq le symbole de Kronecker et βst = k
2 − α2s − γ2t .
Le syste`me des deux e´quations (3.19a, 3.19b) peut s’e´crire sous la forme matricielle
suivante :
j
k
L1
∂
∂y′
(
Ψˆ
Ψˆ
′
)
= L2
(
Ψˆ
Ψˆ
′
)
(3.21)
65
L1 et L2 sont des matrices carre´es de meˆmes dimensions. Les termes des deux ma-
trices sont donne´s respectivement par les expressions a` droite et a` gauche des deux
e´quations (3.19a, 3.19b). Ils de´pendent des constantes de propagation et des de´rive´es
du profil par rapport a` x et z.
L1 =


αs
k
(gˆx
′
y
′
s−p,t−q) + (gˆ
x
′
y
′
s−p,t−q
αs
k
) +
γt
k
(gˆz
′
y
′
s−p,t−q) + (gˆ
z
′
y
′
s−p,t−q
γq
k
); (gˆy
′
y
′
s−p,t−q)
I; 0

 (3.22)
et
L2 =


β2s,t
k2
; 0
0; I

 (3.23)
I et O repre´sentent la matrice identite´ et la matrice nulle. Les composantes des
vecteurs Ψˆ et Ψˆ′ sont respectivement Ψˆ(αs, y
′
, γt) et Ψˆ
′
(αs, y
′
, γt).
Le syste`me diffe´rentiel (3.21) admet comme solutions e´le´mentaires les fonctions de
la forme suivante : (
Ψˆmn
Ψˆ
′
mn
)
=
(
Φˆmn
Φˆ
′
mn
)
exp(−jk rmn |y′ |) (3.24)
avec
rmn L1
(
Φˆmn
Φˆ
′
mn
)
= L2
(
Φˆmn
Φˆ
′
mn
)
(3.25)
Φˆmn et Φˆ
′
mn sont les vecteurs propres de la matrice L
−1
1 L2 associe´s aux valeurs
propres rmn. Nous notons Φˆmn(αs, γt) et Φˆ
′
mn(αs, γt) les composantes des vecteurs Φˆmn
et Φˆ
′
mn. Les vecteurs Φˆmn et Φˆ
′
mn sont obtenus en re´solvant nume´riquement le syste`me
aux valeurs propres (3.25). Ainsi, les champs seront exprime´s comme combinaisons
line´aires de ces vecteurs propres.
3.6.2 Fonction d’onde e´le´mentaire et champ total
Le calcul nume´rique des valeurs propres et vecteurs propres exige un ordre de tron-
cature afin d’avoir des matrices de dimensions finies. De fait, si nous fixons l’ordre de
troncature a` M, nous supposons que les champs sont bien repre´sente´s sur un nombre fini
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d’e´chantillons. La dimension des matrices L1 et L2 est alors de 2Ms avecMs = (2M+1)
2.
Les matrices de I et 0 sont de dimensionMs. La re´solution du syste`me (3.25) nous donne
2Ms vecteurs propres associe´s au meˆme nombre de valeurs propres. Les composantes
de chaque vecteur propre sont les valeurs discre`tes de l’onde e´le´mentaire qui lui est
associe´e. En utilisant le the´ore`me de l’e´chantillonnage (E.13), nous obtenons la valeur
des ondes e´le´mentaires Ψˆmn(α, y
′
, γ) et Ψˆ
′
mn(α, y
′
, γ) pour toute α et γ a` partir de leurs
valeurs en des points discrets repe´re´s par les indices (s, t). Les formules d’interpolation
sont e´tablies dans l’annexe E [46,47] et permettent d’e´crire :
Ψˆmn(α, y
′
, γ) = exp(−jkrmn|y′|) (3.26a)
×
+M∑
t=−M
+M∑
s=−M
Φˆmn(αs, γt) sinc(
π
∆α
(α− αs)) sinc(
π
∆α
(γ − γt))
Ψˆ
′
mn(α, y
′
, γ) = exp(−jkrmn|y′|) (3.26b)
×
+M∑
t=−M
+M∑
s=−M
Φˆ
′
mn(αs, γt) sinc(
π
∆α
(α− αs)) sinc(
π
∆α
(γ − γt))
La nature des fonctions Ψˆmn(α, y
′
, γ) de´pend de la valeur propre rmn associe´e. Ainsi,
nous pouvons distinguer quatre types d’onde :
– si Re[rmn] > 0 et Im[rmn] = 0 alors l’onde est sortante propagative, elle corres-
pond a` l’onde diffracte´e propagative,
– si Re[rmn] < 0 et Im[rmn] = 0 alors l’onde est entrante propagative, elle corres-
pond aux ondes incidentes,
– si rmn est complexe et Im[rmn] < 0 alors l’onde est sortante et son amplitude
de´croit au fur et a` mesure qu’elle s’e´loigne de la surface, elle est dite e´vanescente,
– si rmn est complexe et Im[rmn] > 0 alors l’onde est entrante mais sont amplitude
croit en s’e´loignant de la surface. Elle est dite antie´vanescente. Comme elle ne
remplit pas la condition de l’onde finie a` l’infini, elle ne sera pas prise en compte
lors du traitement des conditions aux limites.
Nous constatons nume´riquement que parmi les 2Ms vecteurs propres, la moitie´ cor-
respond a` des ondes sortantes et l’autre moitie´ a` des ondes entrantes. Les ondes sortantes
repre´sentent les champs diffracte´s propagatif et e´vanescent. Nous notons Ud l’ensemble
des valeurs prises par (m,n) tel que rmn, soit une valeur propre d’une onde sortante.
Si la valeur propre est re´elle, nous constatons nume´riquement que son module est
infe´rieur a` 1 (rmn ∈ [−1,+1]). Donc, nous associons un angle de site θmn a` l’onde dif-
fracte´e sortante propagative correspondante, tel que : cos(θmn) = rmn et nous constatons
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qu’il existe deux entiers (m,n) tels que :
rmn =
β2(αm, γn)
k2
= 1− (αm
k
)2 − (γn
k
)2
= cos2(θmn) (3.27)
L’angle d’azimut correspondant ϕmn est de´termine´ en utilisant les deux relations
suivantes : {
α = k sin θmn cos ϕmn
γ = k sin θmn sinϕmn
(3.28)
Nous aurions pu indicer les valeurs et vecteurs propres de´termine´s par un algorithme
nume´rique par un seul indice entier. Nous avons fait le choix de les repe´rer par deux
entiers (m,n) compte tenu de la relation (3.27). Cette notation rappelle par ailleurs que
les surfaces sont 2D.
Finalement, les transforme´es de Fourier des composantes transversales des champs
sont de´finies comme combinaison line´aire des fonctions e´le´mentaires Ψˆmn(α, y
′
, γ) ve´rifi-
ant la condition des ondes sortantes.
Ψˆd(α, y
′
, γ) =
∑
(m,n∈Ud)
Amn Ψˆmn(α, y
′
, γ) (3.29a)
Ψˆ
′
d(α, y
′
, γ) =
∑
(m,n∈Ud)
Amn Ψˆ
′
mn(α, y
′
, γ) (3.29b)
Les quatre composantes tangentielles Ex′ , Ez′ , ZHx′ et ZHz′ sont obtenues en sui-
vant les meˆmes de´marches que pour la de´termination des composantes transversales.
La partie du champ repre´sentant la contribution E// de l’onde est de´termine´e a` partir
des e´quations (3.12a -3.12d) en prenant Ey′ = 0. Ceci permet d’e´crire :
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Eˆ
(E//poli)
x
′
,mn
(αs, γt) = +k
2
+M∑
p=−M
+M∑
q=−M
(gˆz
′
y
′
s−p,t−q)Φˆ
′
mn(αp, γq) + kγtΦˆmn(αs, γt) (3.30a)
Eˆ
(E//poli)
z
′
,mn
(αs, γt) = −k2
+M∑
p=−M
+M∑
q=−M
(gˆx
′
y
′
s−p,t−q)Φˆ
′
mn(αp, γq)− kαsΦˆmn(αs, γt) (3.30b)
ZHˆ
(E//poli)
x
′
,mn
(αs, γt) = −k2
+M∑
p=−M
+M∑
q=−M
(gˆx
′
y
′
s−p,t−q)Φˆmn(αp, γq)− kαsΦˆ
′
mn(αs, γt) (3.30c)
ZHˆ
(E//poli)
z′ ,mn
(αs, γt) = −k2
+M∑
p=−M
+M∑
q=−M
(gˆz
′
y
′
s−p,t−q)Φˆmn(αp, γq)− kγtΦˆ
′
mn(αs, γt) (3.30d)
nous posons :
Ψˆ
(E//poli)
T,mn (αs, γt) =


Eˆ
(E//poli)
x
′
,mn
(αs, γt)
Eˆ
(E//poli)
z
′
,mn
(αs, γt)
ZHˆ
(E//poli)
x
′
,mn
(αs, γt)
ZHˆ
(E//poli)
z
′
,mn
(αs, γt)


(3.31)
En utilisant les formules d’interpolation obtenues a` partir du the´ore`me d’e´chantillon-
nage, nous e´crivons :
Ψˆ
(E//poli)
T,mn (α, γ) =
+M∑
t=−M
+M∑
s=−M
Ψˆ
(E//poli)
T,mn (αs, γt) sinc(
π
∆α
(α− αs)) sinc(
π
∆α
(γ − γt))
(3.32)
Les transforme´es de Fourier des composantes transversales du champ e´lectromagne´-
tique diffracte´ en polarisationE// sont des combinaisons line´aires des ondes e´le´mentaires :
Ψˆ
(E//poli)
T,d (α, y
′
, γ) =
∑
(m,n∈Ud)
A
(E//poli)
mn Ψˆ
(E//poli)
T,mn (α, γ) exp(−jk rmn |y
′|) (3.33)
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avec
Ψˆ
(E//poli)
T,d (α, y
′
, γ) =


Eˆ
(E//poli)
dx
′ (α, y
′
, γ)
Eˆ
(E//poli)
dz
′ (α, y
′
, γ)
ZHˆ
(E//poli)
dx
′ (α, y
′
, γ)
ZHˆ
(E//poli)
dz′
(α, y
′
, γ)


(3.34)
Afin de calculer la contribution en H//, nous prenons maintenant ZHy′ = 0. En
remplac¸ant E(E//poli) par ZH(H//poli) et ZH(E//poli) par −E(H//poli) de l’e´quation (3.30)
a` (3.34), nous obtenons l’ensemble des composantes tangentielles pour la polarisation
H//.
3.6.3 De´termination des amplitudes de diffraction
Dans le paragraphe pre´ce´dent, nous avons de´termine´ les modes propres du proble`me
et nous avons exprime´ les champs e´lectromagne´tiques comme combinaison line´aire de
ces modes propres. Les coefficients des combinaisons repre´sentent les amplitudes de
diffraction et restent a` de´terminer. Pour ce faire, nous utilisons les conditions aux limites
propres au proble`me que nous traitons.
Supposons que le milieu 2 est die´lectrique. En prenant la transforme´e de Fourier des
e´quations (3.16a - 3.17a), nous pouvons les ree´crire sous la forme matricielle suivante :[
ΨˆT,mn(α, γ)
]
[Amn] = TF
[
Ψ0(x
′
, y = a(x′, z′), z
′
)
]
(3.35)
avec
[
ΨˆT,mn(α, γ)
]
=


Eˆ
(E//poli)
dx
′
,mn,1
Eˆ
(H//poli)
dx
′
,mn,1
−Eˆ(E//poli)
dx
′
,mn,2
−Eˆ(H//poli)
dx
′
,mn,2
Eˆ
(E//poli)
dz
′
,mn,1
Eˆ
(H//poli)
dz
′
,mn,1
−Eˆ(E//poli)
dz
′
,mn,2
−Eˆ(H//poli)
dz
′
,mn,2
Hˆ
(E//poli)
dx
′
,mn,1
Hˆ
(H//poli)
dx
′
,mn,1
−Hˆ(E//poli)
dx
′
,mn,2
−Hˆ(H//poli)
dx
′
,mn,2
Hˆ
(E//poli)
dz′ ,mn,1
Hˆ
(H//poli)
dz′ ,mn,1
−Hˆ(E//poli)
dz′ ,mn,2
−Hˆ(H//poli)
dz′ ,mn,2


(α, γ) (3.36)
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[Amn] =


A
(E//poli)
mn,1
A
(H//poli)
mn,1
A
(E//poli)
mn,2
A
(H//poli)
mn,2


(3.37)
[
Ψ0(x
′
, y = a(x′, z′), z
′
)
]
=


−E(poli)
ix′
− E(poli)
rx′
+ E
(poli)
tx′
−E(poli)
iz′
− E(poli)
rz′
+ E
(poli)
tz′
−H(poli)
ix
′ −H(poli)
rx
′ +H
(poli)
tx
′
−H(poli)
iz
′ −H(poli)
rz
′ +H
(poli)
tz
′


(x
′
, y = a(x′, z′), z
′
)
(3.38)
En utilisant la me´thode de collocation par point, aux valeurs discre`tes (αp, γq),
et pour un ordre de troncature M, nous calculons les amplitudes de diffraction par
inversion de matrice :
[Amn] =
[
ΨˆT,mn(αp, γq)
]−1
TF
[
Ψ0(x
′
, y = a(x′, z′), z
′
)
]
(αp, γq) (3.39)
La matrice a` inverser est de dimension 4Ms avec Ms = (2M + 1)
2.
3.7 De´veloppement de Rayleigh et la me´thode C
Le coefficient de diffusion bistatique σ
poli
m de´fini au chapitre 1 (voir e´quation 1.74)
dans le milieu ’m’ est donne´ en fonction des amplitudes de Rayleigh Rˆm(α, γ). En dehors
de la zone module´e, les composantes longitudinales et transversales du champ diffracte´
peuvent eˆtre repre´sente´es par les inte´grales de Rayleigh [14, 16]. L’identification entre
la repre´sentation de Rayleigh et celle obtenue avec la me´thode C est sans ambigu¨ıte´.
Le raccordement se fait dans le milieu 1 a` une hauteur y0,1 ≥ max[a(x, y)] et dans le
milieu 2, a` une hauteur y0,2 ≤ min[a(x, y)].
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Dans le cas d’un die´lectrique sans pertes, pour la partie de l’onde diffracte´e en polari-
sation E//, nous e´crivons l’e´galite´ suivante faisant intervenir les composantes transverses
du champ e´lectrique dans le milieu m (voir annexe F) :
E
(E//poli)
dx′ ,m
(x, y
′
= y0,m − a(x, z), z) = 1
4π2
+∞∫∫
−∞
γ Rˆ
(E// poli)
m (α, γ)√
α2 + γ2
exp (−jα x− jγ z)
exp (−jβm |y0,m|) dα dγ (3.40)
E
(E//poli)
dz
′
,m
(x, y
′
= y0,m − a(x, z), z) = − 1
4π2
+∞∫∫
−∞
α Rˆ
(E// poli)
m (α, γ)√
α2 + γ2
exp (−jα x− jγ z)
exp (−jβm |y0,m|) dα dγ (3.41)
En passant dans le domaine de Fourier, les amplitudes Rˆ
(E// poli)
m (α, γ) sont calcule´es
comme suit :
Rˆ
(E// poli)
m (α, γ) = −
α√
α2 + γ2
TF [E
(E//poli)
dz′ ,m
(x, y
′
= y0,m − a(x, z), z)] exp (−jβm |y0,m|)
+
γ√
α2 + γ2
TF [E
(E//poli)
dx′ ,m
(x, y
′
= y0,m − a(x, z), z)] exp (−jβm |y0,m|)
(3.42)
Les amplitudes de Rayleigh pour l’onde diffracte´e en polarisation H// sont obtenues
en e´crivant le raccordement des composantes magne´tiques avec :
ZmH
(H//poli)
dx
′
,m
(x, y
′
= y0,m − a(x, z), z) = 1
4π2
+∞∫∫
−∞
γ Rˆ
(H// poli)
m (α, γ)√
α2 + γ2
exp (−jα x− jγ z)
exp (−jβm |y0,m|) dα dγ (3.43)
ZmH
(H//poli)
dz′ ,m
(x, y
′
= y0,m − a(x, z), z) = − 1
4π2
+∞∫∫
−∞
α Rˆ
(H// poli)
m (α, γ)√
α2 + γ2
exp (−jα x− jγ z)
exp (−jβm |y0,m|) dα dγ (3.44)
En utilisant la transforme´e de Fourier, les amplitudes Rˆ
(H// poli)
m (α, γ) s’obtiennent
par :
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Rˆ
(H// poli)
m (α, γ) = [−
α√
α2 + γ2
TF [ZmH
(H//poli)
dz
′
,m
(x, y
′
= y0,m − a(x, z), z)]
+
γ√
α2 + γ2
TF [ZmH
(H//poli)
dx
′
,m
(x, y
′
= y0,m − a(x, z), z)] ]
× exp (−jβm |y0,m|) (3.45)
Dans les relations (3.42) et (3.45), les composantes de champ covariantes Ed,x′,m,
Ed,z′,m, Hd,x′,m et Hd,z′,m sont donne´es par la TF inverse des e´quations (3.33).
Finalement, les amplitudes de Rayleigh Rˆ
(poli poli)
m (α, γ), sont utilise´es pour calculer
le coefficient de diffusion bi-statique σ
poli
m dans le milieu m sans pertes en appliquant la
relation (1.74).
3.8 Re´sultats - Validation de la me´thode C
3.8.1 Moyenne d’ensemble et me´thode Monte Carlo
Quand la me´thode de re´solution utilise´e pour traiter la diffraction par une sur-
face, permet d’avoir les expressions du champ diffracte´ en fonction des parame`tres
statistiques, alors le calcul du diagramme de rayonnement moyen peut se faire en effec-
tuant une moyenne statistique, quelquefois re´alisable analytiquement. C’est le cas des
me´thodes de petites perturbations (SPM) et de la me´thode de Kirchhoff [1, 3]. Dans
notre cas, le formalisme utilise´ est exact et la re´solution se fait nume´riquement. Afin
de de´duire des grandeurs e´nerge´tiques moyennes, nous ge´ne´rons un grand nombre de
surfaces provenant du meˆme processus ale´atoire et nous effectuons une moyenne sur
l’ensemble de ses re´alisations. C’est la technique de Monte Carlo.
Comme les surfaces e´tudie´es sont ale´atoires alors les amplitudes de diffraction qui
leurs sont associe´es sont elles aussi des grandeurs ale´atoires. Les amplitudes de Rayleigh
peuvent s’e´crire sous la forme suivante :

Rˆ
(poli poli)
d,m (θ, ϕ) =
〈
Rˆ
(poli poli)
d,m (θ, ϕ)
〉
+ rˆ
(poli poli)
d,m (θ, ϕ)
〈
rˆ
(poli poli)
d,m (θ, ϕ)
〉
= 0
ou` 〈 〉 de´signe la moyenne statistique.
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Le coefficient de diffusion moyen est donne´ par la somme d’une contribution en
polarisation E// et d’une contribution en polarisation H// :〈
σpolim,moy(θ, ϕ)
〉
=
〈
σ
(E// poli)
m (θ, ϕ)
〉
+
〈
σ
(H// poli)
m (θ, ϕ)
〉
=
n3mcos
2θ
λ2 L2 cosθi
×
{〈
|Rˆ(E// poli)d,m (θ, ϕ)|2
〉
+
〈
|Rˆ(H// poli)d,m (θ, ϕ)|2
〉}
(3.46)
Nous de´finissons l’intensite´ cohe´rente comme le coefficient de diffusion associe´ au
champ moyen :
I
poli
m,coh(θ, ϕ) =
n3mcos
2θ
λ2 L2 cosθi
×
{
|
〈
Rˆ
(E// poli)
d,m (θ, ϕ)
〉
|2 + |
〈
Rˆ
(H// poli)
d,m (θ, ϕ)
〉
|2
}
(3.47)
D’autre part, l’intensite´ incohe´rente est donne´e par :
I
poli
m,incoh(θ, ϕ) =
n3mcos
2θ
λ2 L2 cosθi
×
{〈
|rˆ(E// poli)d,m (θ, ϕ)|2
〉
+
〈
|rˆ(H// poli)d,m (θ, ϕ)|2
〉}
(3.48)
et est proportionnelle a` la variation de l’amplitude de diffraction.
Dans la pratique, si nous disposons de NR re´alisations, nous e´valuons l’intensite´
cohe´rente et le coefficient de diffusion moyen en faisant la moyenne statistique sur les
NR re´alisations. L’intensite´ incohe´rente est obtenue en faisant la diffe´rence entre les
deux grandeurs pre´ce´dentes.
I
poli
m,incoh(θ, ϕ) =
n3mcos
2θ
λ2 L2 cosθi
× 1
NR
{
NR∑
j=1
|Rˆ(E// poli)d,m,j (θ, ϕ)|2 −
1
NR
|
NR∑
j=1
Rˆ
(E// poli)
d,m,j (θ, ϕ)|2
}
× 1
NR
{
NR∑
j=1
|Rˆ(H// poli)d,m,j (θ, ϕ)|2 −
1
NR
|
NR∑
j=1
Rˆ
(H// poli)
d,m,j (θ, ϕ)|2
}
(3.49)
3.8.2 Coefficient de diffusion pour deux re´alisations diffe´rentes
d’un meˆme processus
Sur la figure 3.1, nous avons repre´sente´ le coefficient de diffusion bi-statique, pour
deux surfaces (diffe´rentes) caracte´rise´es par les meˆmes parame`tres statistiques. Chaque
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surface est de taille L2 = 64λ2, l’e´cart type des hauteurs σa = 0.5λ et la longueur de
corre´lation ℓc = 1.41λ. Le milieu 2 est infiniment conducteur et l’onde incidente est
en polarisation E//. Les angles d’incidence sont θi = 40° et ϕi = 0°. Le coeffficient de
diffusion bi-statique est donne´ dans le plan d’incidence (ϕ = ϕi = 0°) et en polarisation
directe.
Nous pouvons constater que les deux graphes diffe`rent assez fortement suivant la
re´alisation. Ils pre´sentent tous les deux des oscillations importantes.
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Fig. 3.1: Coefficient de diffusion bi-statique σ
E//E//
1 pour une seule re´alisation. L
2 = 64λ2,
σa = 0.5λ et ℓc = 1.41λ
La figure 3.2 montre le coefficient de diffusion bi-statique moyen obtenu sur un
ensemble de 300 re´alisations ayant la meˆme statistique que les deux surfaces pre´ce´dentes.
Les diffe´rentes fluctuations ont disparu graˆce a` l’effet de la moyenne.
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Fig. 3.2: Coefficient de diffusion bi-statique moyenne´ sur NR = 300 re´alisations
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3.8.3 Ordre de troncature et tailles des matrices
Les solutions du syste`me aux valeurs propres sont recherche´es dans le domaine
spectral. La re´solution nume´rique impose d’avoir des matrices de dimensions finies.
Dans le domaine spectral, si l’ordre de troncature est fixe´ a` M, alors les constantes de
propagation α et γ prennent des valeurs dans l’intervalle [−αmax; αmax]. La valeur de
αmax est donne´e par :
αmax ≈M∆α (3.50)
ou` ∆α est la re´solution spectrale.
Du fait de cette troncature les composantes haute fre´quence des champs e´lectro-
magne´tiques sont e´limine´es. Par conse´quent, la partie des vecteurs propres repre´sentant
des ondes e´vanescentes de haute fre´quence (α > αmax) est e´limine´e.
Ide´alement, il nous faudrait toutes les ondes e´vanescentes afin de de´crire parfai-
tement les couplages e´lectromagne´tiques et avoir une description fine du phe´nome`ne
de diffraction. Cependant, au dela` d’un αmax, les amplitudes des ondes e´vanescentes
sont tre`s faibles et peuvent eˆtre ne´glige´es. La proportion d’ondes e´vanescentes prise en
compte est directement lie´e a` la valeur de αmax. Ainsi, plus αmax augmente et meilleure
est la description du phe´nome`ne des couplages e´lectromagne´tiques et donc de la diffrac-
tion. En terme de pre´cision, nous avons inte´reˆt a` prendre un ordre de troncature M le
plus e´leve´ possible.
La me´thode C requiert la re´solution d’un syste`me aux valeurs propres de dimension
2Ms dans chacun des deux milieux et l’inversion d’une matrice, lors du traitement des
conditions aux limites, de dimension 4Ms. Nous rappelons que Ms = 2(2M +1)
2. Nous
avons imple´mente´ la me´thode C en utilisant le langage de programmation Matlab, sur
des PC bi-processeurs dote´s de 8Go de RAM et d’une fre´quence de 3.4 GHz.
Le tableau 3.1 donne la dimension des matrices suivant l’ordre de troncature, les
fre´quences spatiales maximales ainsi que les temps d’exe´cution (temps CPU). Avec
M = 8 et M = 24, la me´thode donne 578 et 4802 inconnues respectivement.
La figure 3.3 montre les temps de calcul en fonction de Ms. La courbe the´orique
repre´sente la fonction proportionnelle a`M3s . Nous pouvons voir que le temps d’exe´cution
(temps CPU) varie approximativement comme M3s . Nous avons constate´ que pre`s de
90% du temps d’exe´cution est consacre´ a` la recherche des valeurs et vecteurs propres.
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M Ms = 2(2M + 1)
2 Temps de calcul
8 578 58 sec
12 1250 130 sec
16 2178 12 minutes
18 2738 31 minutes
20 3362 45 minutes
24 4802 2h 15 minutes
28 6498 5h 40 minutes
Tab. 3.1: Ordre de troncature, dimension du syste`me aux valeurs propres et temps CPU
correpondant
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Fig. 3.3: Temps d’exe´cution en fonction de Ms
3.8.4 La feneˆtre de ponde´ration et les effets de bord
Les surfaces que nous ge´ne´rons et que nous e´tudions sont de dimensions finies. Afin
de diminuer les effets de bord, lors de l’analyse e´lectromagne´tique, nous utilisons une
feneˆtre de ponde´ration pour assurer le passage vers ze´ro de la surface sur les bords et
e´viter ainsi les tre`s hautes fre´quences dues aux discontinuite´s. La feneˆtre de ponde´ration
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est la suivante V (x, z) = V1(x)V2(z), tel que :
V1(x) =


x+ L/2
ℓt
− 1
2π
sin(2π
x+ L/2
ℓt
) si x ∈ [ − L
2
;
− L
2
+ ℓt]
1 si x ∈ [ − L
2
+ ℓt;
L
2
− ℓt]
L/2− x
ℓt
− 1
2π
sin(2π
L/2− x
ℓt
) si x ∈ [L
2
− ℓt;
L
2
]
0 sinon
(3.51)
et
V2(z) =


z + L/2
ℓt
− 1
2π
sin(2π
z + L/2
ℓt
) si z ∈ [ − L
2
;
− L
2
+ ℓt]
1 si z ∈ [ − L
2
+ ℓt;
L
2
− ℓt]
L/2− z
ℓt
− 1
2π
sin(2π
L/2− z
ℓt
) si z ∈ [L
2
− ℓt;
L
2
]
0 sinon
(3.52)
La longueur ’ℓt’ repre´sente la zone de transition vers ze´ro de la surface. Afin de
voir l’influence de la feneˆtre de ponde´ration sur la pre´cision des calculs des champs
diffracte´s, nous nous inte´ressons a` l’erreur sur le bilan de puissance sur un ensemble de
25 re´alisations.
Les surfaces utilise´es sont issues du meˆme processus gaussien d’e´cart type σa = 0.4λ.
Elles sont caracte´rise´es par une fonction d’autocorre´lation gaussienne dont ℓc = 1.5λ.
L’angle d’incidence θi est e´gal a` 20°. L’ordre de troncature est fixe´ a` M = 18.
Le bilan de puisance, pour les surfaces sans feneˆtre de ponde´ration, est tre`s mau-
vais. L’erreur absolue moyenne sur cette grandeur est supe´rieure a` 100% dans les deux
polarisations fondamentales. En utilisant les meˆmes surfaces, avec le meˆme ordre de
troncature M et en faisant la ponde´ration avec un parame`tre ℓt = 1λ, l’erreur absolue
moyenne sur le bilan de puissance devient infe´rieure a` 0.2% pour les deux polarisations.
Cette ame´lioration du bilan de puissance est directement lie´e a` l’atte´nuation des effets
de bords, due a` la ponde´ration par la fonction V (x, z). Dans la suite, tous les re´sultats
pre´sente´s prennent en compte cette feneˆtre de ponde´ration.
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3.8.5 Stabilite´ et convergence de la me´thode C
Soit une surface de dimension L2 = 8λ × 8λ, e´claire´e avec une onde plane sous les
angles d’incidence θi = 30° et ϕi = 0°. La surface est rugueuse et ale´atoire. Elle est
caracte´rise´e par une densite´ de probabilite´ des hauteurs gaussiennes, de moyenne nulle
et d’e´cart type σa. Sa fonction d’autocorre´lation est aussi une gaussienne (parame`tre
de Hurst H = 1) de longueur de corre´lation ℓc = λ.
Dans le but de tester la stabilite´ nume´rique de la me´thode C, nous nous proposons
d’e´tudier la convergence du diagramme de diffraction en fonction de l’ordre de tronca-
ture M. Si la me´thode est stable d’un point de vue nume´rique, alors la pre´cision sur le
bilan de puissance devrait augmenter avec l’ordre de troncature M.
Afin d’illustrer cette ide´e, nous avons calcule´ deux erreurs de´finies comme suit :
∆P (poli) = |1− P
(poli)
c
P
(poli)
d
| (3.53)
ou` P
(poli)
c et P
(poli)
d sont donne´es au chapitre 1 par les expressions (1.75) et
∆F (poli poli) =
pi
2∫
−pi
2
|F (poli poli)ref (θ, ϕ)− F (poli poli)(θ, ϕ)| dθ
pi
2∫
−pi
2
F
(poli poli)
ref (θ, ϕ) dθ
(3.54)
∆P (poli) de´finit l’erreur sur le bilan de puissance pour une incidence en polarisa-
tion poli. ∆F
(poli poli) est l’erreur relative entre la grandeur e´nerge´tique F (poli poli) et
F
(poli poli)
ref . F
(poli poli)
ref est obtenue soit a` partir de donne´es expe´rimentales, soit a` partir
d’autres me´thodes exactes. F (poli poli) repre´sente soit σ(poli poli), soit sa valeur moyenne〈
σ(poli poli)
〉
.
Le tableau 3.2 donne les valeurs de l’erreur ∆P (poli), pour diffe´rentes valeurs du
couple (M,σa), dans les deux polarisations. Pour les cinq hauteurs quadratiques moye-
nnes, les surfaces sont obtenues par homothe´tie.
Ce tableau montre que pour un e´cart type des hauteurs donne´, l’erreur de´croˆıt
quand l’ordre de troncature M augmente. Nous pouvons noter aussi que l’augmentation
de l’e´cart type des hauteurs entraˆıne une convergence plus lente du bilan de puissance.
En effet, plus l’e´cart type des hauteurs augmente, et comme la longueur de corre´lation
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Mσa = 0.2λ σa = 0.4λ σa = 0.6λ σa = 0.8λ σa = 1λ
∆PE// ∆PH// ∆PE// ∆PH// ∆PE// ∆PH// ∆PE// ∆PH// ∆PE// ∆PH//
12
1.0 4.0 5.0 1.6 1.4 4.0 0.22 0.26 63.10 15.85
×10−4 ×10−4 ×10−3 ×10−2 ×10−1 ×10−2 ×101 ×101 ×102 ×102
16
1.3 4.0 1.3 2.5 6.3 3.2 0.5 1 6.3 4.0
×10−4 ×10−4 ×10−3 ×10−3 ×10−3 ×10−3 ×10−1 ×10−1 ×101 ×101
20
7.9 3.2 3.2 4.0 3.2 4.0 2.5 1.3 40 16
×10−6 ×10−6 ×10−4 ×10−4 ×10−3 ×10−3 ×10−2 ×10−2 ×10−1 ×10−1
24
1.6 1.6 1.0 5.0 1.9 7.9 1.6 1.0 3.2 2.5
×10−6 ×10−7 ×10−4 ×10−5 ×10−3 ×10−4 ×10−2 ×10−2 ×10−1 ×10−1
28
1.0 7.9 2.0 2.0 4.0 2.0 6.3 4 1 2
×10−7 ×10−8 ×10−5 ×10−5 ×10−4 ×10−4 ×10−3 ×10−3 ×10−2 ×10−2
Tab. 3.2: Erreur sur le bilan de puissance en fonction de l’ordre de troncature et de l’e´cart
type des hauteurs pour les deux polarisations E// et H//
reste fixe, plus la rugosite´ de la surface augmente. Ceci favorise les phe´nome`nes de
couplage e´lectromagne´tique. Par conse´quent, nous avons besoin d’un grand nombre
d’ondes e´vanescentes afin de bien de´crire le phe´nome`ne de diffraction.
Si nous conside´rons une onde plane incidente de polarisation E//, et un ordre de
troncature M = 12, la valeur maximale de l’e´cart type des hauteurs permise, afin
d’avoir une erreur sur le bilan de puissance infe´rieure a` 1%, est de 0.45λ. Pour M = 24,
la valeur de l’e´cart type des hauteurs est de 0.75λ. Si nous conside´rons la polarisation
H//, les valeurs maximales de l’e´cart type des hauteurs correspondantes sont 0.35λ et
0.80λ, respectivement.
3.8.5.1 Convergence en fonction de l’ordre de troncature M
La ve´rification du bilan de puissance sur des re´sultats, issus d’un mode`le de re´solution
e´lectromagne´tique, est une condition ne´cessaire mais pas suffisante pour la validation
de ce mode`le. Afin de comple´ter le processus de validation de la me´thode C, pour des
surfaces 2D, nous proposons de ve´rifier sa stabilite´ et sa convergence nume´rique.
La figure 3.4 montre l’e´volution, dans le plan d’incidence et pour le milieu supe´rieur,
du coefficient de diffusion bi-statique normalise´, pour diffe´rentes valeurs de l’ordre de
troncature M. L’e´cart type des hauteurs est de σa = 0.4λ et les angles d’incidence sont
θi = 30° et ϕi = 0°. La surface est parfaitement conductrice.
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Fig. 3.4: Coefficient de diffusion bi-statique σ
E//H//
1 dans le plan d’incidence pour une
re´alisation et pour diffe´rentes valeurs de l’ordre de troncature M. Les angles d’inci-
dence sont θi = 30°, ϕi = 0°. L = 8λ, σa = 0.4λ et ℓc = 1λ
Nous pouvons constater que pour M ≥ 16, la courbe e´volue peu et donc la conver-
gence est assure´e. Si nous prenons comme re´fe´rence les valeurs du coefficient de dif-
fusion bi-statique calcule´ pour un ordre de troncature M = 28, alors l’erreur relative
∆σE//H//(θ) entre σE//H//(θ, ϕ = 0°,M = 16) et σ
E//H//
ref (θ, ϕ = 0°,M = 28) est de 5%.
Cette valeur de l’erreur est assez faible et reste acceptable. Le temps de calcul est aussi
raisonnable (12 minutes).
La figure 3.5 montre le coefficient de diffusion bi-statique normalise´ dans le plan
d’incidence pour une surface caracte´rise´e par un e´cart type des hauteurs de 0.8λ, obtenue
par homothe´tie a` partir de la premie`re surface. Comme la longueur de corre´lation est
la meˆme que pour la surface pre´ce´dente, alors la surface actuelle pre´sente une rugosite´
plus importante. Ce constat est confirme´ car la convergence est assure´e si l’ordre de
troncature est supe´rieur a` 24. L’erreur relative ∆σE//H//(θ), calcule´e de la meˆme fac¸on
que pre´ce´demment est e´gale a` 9%. Pour M=24 le temps de calcul CPU est de 135
minutes.
Il est e´vident que plus la rugosite´ de la surface augmente, plus l’ordre de troncature
doit eˆtre grand pour avoir une bonne pre´cision sur le bilan de puissance et sur le
coefficient de diffusion bi-statique. Ceci se fait au de´triment des temps de calcul qui
peuvent devenir tre`s importants.
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Fig. 3.5: Coefficient de diffusion bi-statique σ
E//H//
1 dans le plan d’incidence pour une
re´alisation et pour diffe´rentes valeurs de l’ordre de troncature M. Les angles d’inci-
dence sont θi = 30°, ϕi = 0°. L = 8λ, σa = 0.8λ et ℓc = 1λ
3.8.5.2 Convergence en fonction du nombre de re´alisations NR
Soit une surface de 8λ × 8λ, dont les hauteurs sont distribue´es suivant une loi
gaussienne. L’e´cart type des hauteurs est fixe´ a` σa = 0.2λ. La fonction d’autocorre´lation
est aussi une gaussienne, la longueur de corre´lation est ℓc = 0.6λ. La figure 3.6 montre
l’e´volution de la composante directe du coefficient de diffusion bi-statique moyen, pour
une onde incidente en polarisation H//. Les angles d’incidence sont θi = 10° et ϕi = 0°.
La pre´cision sur le bilan de puissance est infe´rieure a` 1% pour la totalite´ des re´alisations.
La figure 3.7 donne l’intensite´ incohe´rente suivant le nombre de re´alisations prises
en compte.
Nous pouvons voir qu’au fur et a` mesure que le nombre de re´alisations augmente, les
courbes des deux figures montrent une convergence tre`s nette. Le passage de NR = 20
re´alisations a` NR = 320 re´alisations permet de s’affranchir des grandes oscillations. En
passant a` (NR = 500), nous ame´liorons nettement le re´sultat. La courbe varie tre`s peu
entre NR = 500 et NR = 780.
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3.8.6 Comparaison de la me´thode C avec la me´thode SMF-
SIA/CAG - Cas des surfaces parfaitement conductrices
Dans le paragraphe pre´ce´dent, nous avons montre´ que la me´thode C respecte le
crite`re sur le bilan de puissance, a` condition de choisir un ordre de troncature M ade´quat.
Nous avons vu aussi que les re´sultats convergent en fonction de l’ordre de troncature
M et du nombre de re´alisations NR. Afin de comple´ter cette e´tude, nous comparons
les re´sultats, obtenus avec la me´thode C, avec d’autres re´sultats issus de la litte´rature.
Ceci permettra de voir la pre´cision des re´sultats de la me´thode C par rapport a` d’autres
me´thodes exactes.
Dans ce paragraphe, nous pre´sentons des re´sultats dans le cas d’un milieu 2 infi-
niment conducteur. La surface conside´re´e est toujours caracte´rise´e par une densite´ de
probabilite´ et une fonction d’autocorre´lation gaussienne. Nous conside´rons une surface
rugueuse ale´atoire de dimension 8λ × 8λ. Elle est illumine´e avec une onde plane sous
les angles d’incidence θ = 10° et ϕ = 0°. L’e´cart type des hauteurs est de 0.2λ et la
longueur de corre´lation ℓc = 0.6λ.
La figure 3.8 montre le coefficient de diffusion bi-statique normalise´ moyen dans le
plan d’incidence. La polarisation de l’onde incidente est E//. La composante directe
du coefficient de diffusion bi-statique
〈
σE// E//
〉
et la composante croise´e
〈
σH// E//
〉
repre´sentent des moyennes calcule´es sur un ensemble de NR = 780 re´alisations. Nous
avons utilise´ un ordre de troncature M = 18. Sur la meˆme figure, nous avons aussi re-
porte´ les re´sultats obtenus avec la me´thode SMFSIA/CAG (Sparse-Matrix Flat-Surface
Iterative Approach with CAnonical Grid). Les auteurs dans [48] ont utilise´ des surfaces
de 256λ2, deux fois plus larges que les noˆtres. Ces surfaces sont e´claire´es avec un faisceau
d’ondes [49]. Les moyennes d’ensemble sont re´alise´es sur 280 re´alisations.
La comparaison entre les re´sultats est satisfaisante. En prenant comme re´fe´rence les
re´sultats de la me´thode SMFSIA/CAG, nous calculons les erreurs relatives ∆
〈
σE// E//
〉
et ∆
〈
σH// E//
〉
. Leurs valeurs sont respectivement e´gales a` 10% et 7%. Les diffe´rences
entre les re´sultats des deux me´thodes peuvent eˆtre lie´es d’une part a` la taille des cel-
lules utilise´es mais aussi a` la diffe´rence des lois d’e´clairement et des surfaces utilise´es.
Nous retrouvons aussi le pic autour de la direction spe´culaire (10°) avec un niveau
le´ge`rement infe´rieur a` celui de la me´thode SMFSIA/CAG, probablement a` cause de la
loi d’e´clairement que nous utilisons.
Les figures 3.9 et 3.10 donnent les histogrammes normalise´s des erreurs ∆PE// et
∆PH// , respectivement. Pour la polarisation E//, l’histogramme montre que plus de la
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Fig. 3.8: Comparaison entre la me´thode C et la me´thode SMFSIA/CAG. Les surfaces sont
gaussiennes d’e´cart type des hauteurs σa = 0.2λ et ℓc = 0.6λ. Le milieu 2 est
infiniment conducteur, θi = 10° et ϕi = 0°
moitie´ des surfaces (54%) ve´rifie le bilan de puissance avec une erreur infe´rieure a` 10−3.
Pour la polarisation H//, la proportion des surfaces ve´rifiant un bilan de puissance avec
une erreur infe´rieure a` 10−3 est de 45%. Dans les deux cas de polarisation, l’erreur sur
le bilan de puissance reste infe´rieure a` 1% pour la totalite´ des re´alisations.
2 3 4 5 6 7 8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
−log10(∆P
(E//))
Po
ur
ce
nt
ag
e
Fig. 3.9: Histogramme des erreurs en E//
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Fig. 3.10: Histogramme des erreurs en H//
3.8.7 Comparaison de la me´thode C avec la me´thode FB-NSA
- Cas parfaitement conducteur
Nous conside´rons des surfaces rugueuses de dimension L2 = 64λ2, e´claire´es sous les
angles θ = 40° et ϕ = 0°. L’e´cart type des hauteurs est σa = 0.5λ et la longueur de
corre´lation est ℓc =
√
2λ. Nous travaillons sur un ensemble de 300 re´alisations. L’ordre
de troncature est fixe´ a`M = 18. Ceci permet d’avoir une erreur sur le bilan de puissance
infe´rieure a` 1% pour toutes les re´alisations.
La figure 3.11 montre les composantes, en polarisation croise´e, de l’intensite´ in-
cohe´rente dans le plan d’incidence. Nous avons repre´sente´ sur la meˆme figure les re´sultats
de simulation donne´s par la me´thode FB-NSA (Forward-Backward/Novel Spectral Ac-
celeration Method). Ces re´sultats sont obtenus en utilisant des surfaces de dimensions
128 ∗ 32λ2, e´claire´es avec un faisceau d’ondes. Les moyennes sont re´alise´es sur un en-
semble de 150 re´alisations [50]. Les re´sultats obtenus avec les deux me´thodes sont assez
proches. Nous remarquons l’orientation des diagrammes de l’intensite´ incohe´rente au-
tour de la direction spe´culaire θ = 40°.
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Le milieu 2 est infiniment conducteur et θi = 40° et ϕi = 0°
3.8.8 Comparaison de la me´thode C avec des donne´es expe´ri-
mentales - Cas parfaitement conducteur
La figure 3.12 repre´sente le coefficient de diffusion bi-statique moyen dans le plan
d’incidence. La polarisation de l’onde incidente est H//. L’e´cart type est de σa = 1λ et
ℓc =
√
2λ. Pour cette simulation, l’angle d’incidence est fixe´ a` θ = 20° et ϕ = 0°. La
taille des cellules est toujours de 64λ2. Le nombre de re´alisations est de NR = 300. Dans
cette simulation, l’ordre de troncature est ajuste´, suivant la re´alisation, pour avoir une
erreur sur le bilan de puissance infe´rieure a` 5%. Les courbes en pointille´s sont issues de
donne´es expe´rimentales [51]. Ces donne´es sont mesure´es en milieu controˆle´ en utilisant
des longueurs d’onde millime`triques. Les surfaces utilise´es sont usine´es en utilisant du
plastique, graˆce a` un proce´de´ assiste´ par ordinateur, ce qui a permis d’avoir une tre`s
bonne pre´cision sur la statistique de ces surfaces. Les surfaces usine´es sont ensuite
recouvertes de plusieurs couches de nickel pour les rendre infiniment conductrices. Ces
conditions de mesure ont permis d’avoir des donne´es tre`s pre´cises.
Comme l’e´cart type est assez important, l’ordre de troncature est relativement
grand. Pour M=21, le crite`re sur le bilan de puissance est ve´rifie´ pour 236 re´alisations
sur les 300. Parmi les 64 re´alisations restantes, 48 d’entre elles ve´rifient ce crite`re pour
un ordre de troncature M=24. Pour les 16 re´alisations restantes, nous fixons l’ordre de
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troncature a` 28, le crite`re sur le bilan de puissance est ve´rifie´ par 13 re´alisations. Les
courbes dans la figure 3.12 sont trace´es pour les 297 re´alisations ve´rifiant le crite`re sur
le bilan de puissance.
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Fig. 3.12: Comparaison de la me´thode C avec des donne´es expe´rimentales. Les surfaces sont
gaussiennes d’e´cart type σa = 1λ et de longueur de corre´lation ℓc =
√
2λ. Le
milieu 2 est infiniment conducteur, θi = 20° et ϕi = 0°
La comparaison avec les donne´es expe´rimentales est satisfaisante. Par rapport aux
donne´es, l’erreur relative ∆
〈
σH//H//
〉
est e´gale a` 13% et ∆
〈
σE//H//
〉
est e´gale a` 12%.
Les valeurs des parame`tres statistiques de la surface (σ et ℓc) impliquent une rugosite´
tre`s importante. Ceci conduit au phe´nome`ne de re´tro-diffusion autour de θ = −20°.
Ce phe´nome`ne est tre`s bien de´crit par la me´thode C et les deux pics de re´tro-diffusion
co¨ıncident (me´thode C et les donne´es expe´rimentales). Cette observation reste valable
pour la direction spe´culaire. Le phe´nome`ne de re´tro-diffusion se manifeste aussi dans la
composante croise´e.
3.8.9 Comparaison de la me´thode C et de la me´thode SMCG
- Cas des milieux a` pertes
Dans ce paragraphe, nous pre´sentons une comparaison entre la me´thode C et la
Sparse Matrix CAnonical Grid (SMCG). Le milieu 2 est maintenant die´lectrique a`
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pertes. Il est caracte´rise´ par une permittivite´ relative ǫr = 6.5− j1.0. L’onde incidente
est de polarisation E//, l’angle d’incidence θi = 10° et l’angle d’azimut ϕ = 0°. Nous
ge´ne´rons un ensemble de 600 re´alisations de dimension 50λ2. Ces re´alisations sont issues
d’un processus gaussien d’e´cart type σa = 0.2λ. Elles ont une autocorre´lation gaussienne
avec ℓc = 0.6λ.
La figure 3.13 donne le coefficient de diffusion bi-statique moyen en polarisation
directe
〈
σE// E//
〉
. Sur la meˆme figure, nous avons reporte´ les re´sultats obtenus avec la
me´thode SMCG sur un ensemble de 300 re´alisations [52]. La dimension des surfaces
utilise´es pour cette me´thode est de 256λ2 et la loi d’e´clairement est un faisceau d’ondes.
Nous pouvons constater que les re´sultats sont assez proches. Les e´carts entre les deux
me´thodes sont probablement dus a` la diffe´rence de la loi d’e´clairement et des surfaces
utilise´es dans les calculs.
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Fig. 3.13: Composante directe moyenne
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pour des surfaces gaussiennes d’e´cart type
σa = 0.2λ et ℓc = 0.6λ. Le milieu 2 est die´lectrique avec pertes de permittivite´
ǫr = 6.5− j1.0
Sur la figure 3.14, nous avons repre´sente´ la composante croise´e du coefficient de
diffusion bi-statique moyen
〈
σH// E//
〉
, donne´e par la me´thode C et la me´thode SMCG.
Nous pouvons remarquer la concordance des re´sultats, mais surtout le succe`s de la
me´thode C dans le pre´diction du pic autour de la direction de re´tro-diffusion (-10°).
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3.8.10 Application aux surfaces agricoles
Dans ce paragraphe, nous pre´sentons une application de la me´thode C pour e´tudier
les sols agricoles nus. Dans ce cas, le milieu 2 est die´lectrique avec pertes. Il est ca-
racte´rise´ par une permittivite´ relative ǫr complexe.
Nous conside´rons deux parcelles, repre´sentant deux e´tats d’un semis. Le premier
e´tat a un taux d’humidite´ e´quivalent a` 5% et le second e´tat a un taux d’humidite´ de
15%. L’e´tat 1 est issu de l’e´tat 0, apre`s une de´gradation avec une pluie artificielle de
40mmh−1 pendant 20 minutes. Afin d’effectuer des simulations nume´riques, en accord
avec le chapitre 2, ces deux e´tats du sol sont mode´lise´s par une densite´ de probabilite´
des hauteurs gaussienne. La fonction d’autocorre´lation isotrope est caracte´rise´e par le
parame`tre de Hurst H.
Le tableau (3.3) donne les diffe´rents parame`tres statistiques de ces deux parcelles
(nous reprenons les valeurs du tableau (2.2) du chapitre 2).
La longueur d’onde utilise´e est λ = 5.6 cm, l’angle de site θi = 40° et l’angle d’azimut
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Etat L(cm) σa(cm) ℓc(cm) H
0 50 1.61 3.57 0.80
1 50 1.38 3.49 0.79
Tab. 3.3: Parame`tres statistiques des deux e´tats du sol semis
ϕi = 0°. Ces valeurs des parame`tres lie´s a` l’onde incidente correspondent a` ceux utilise´s
pour les radars en bande C standard [27]. Dans ces conditions, les permittivite´s relatives
des deux e´tats du semis sont ǫr = 3.62 − j0.19 pour l’e´tat 0 (taux d’humidite´ de 5%)
et ǫr = 5.94− j0.85 pour l’e´tat 1 (taux d’humidite´ 15%). Nous utilisons ces parame`tres
statistiques pour ge´ne´rer NR = 200 re´alisations. Le coefficient de diffusion bi-statique
moyen est calcule´ sur cet ensemble de re´alisations.
Afin de caracte´riser l’effet conjugue´ de la rugosite´ et du taux d’humidite´ sur l’e´nergie
diffracte´e, nous effectuons des simulations avec des surfaces qui pre´sentent les pa-
rame`tres statistiques d’un e´tat et le taux d’humidite´ de l’autre e´tat. Le tableau 3.4
donne les valeurs du coefficient de re´tro-diffusion pour l’ensemble des simulations.
polipoli Etat 0 (5%) Etat 1 (5%) Etat 1 (15%) Etat 0 (15%)
E// E// -22.3 -22.9 -20.4 -19.8
H// E// -38.6 -41.1 -36.6 -34.0
E// H// -38.8 -41.2 -36.5 -33.8
H// H// -21.9 -22.5 -19.5 -19.2
Tab. 3.4: Valeur du coefficient de diffusion bi-statique moyen dans la direction de re´tro-
diffusion (-40°) en dB
polipoli Etat 1 (5%)-
Etat 0 (5%)
Etat 1 (15%)-
Etat 0 (15%)
Etat 1 (15%)-
Etat 0 (5%)
E// E// -0.6 -0.6 1.9
H// E// -2.5 -2.6 2
E// H// -2.4 -2.7 2.3
H// H// -0.6 -0.3 2.4
Tab. 3.5: Ecarts en dB sur le coefficient de re´tro-diffusion (-40°) suivant l’e´tat du sol et son
taux d’humidite´
Dans le cas de la polarisation directe, nous constatons que la diffe´rence de niveau
entre les coefficients de re´tro-diffusion associe´s aux deux e´tats ge´ome´triques 0 et 1 avec
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un meˆme taux d’humidite´ est de 0.6dB au maximun. Cet e´cart est duˆ uniquement a` la
variation des parame`tres statistiques. Les e´carts sont plus importants en polarisation
croise´e (la valeur maximale est de 2.7). Ces observations sont valables aussi bien pour
un taux d’humidite´ de 5%, que de 15%.
Sous l’effet d’une pluie, la ge´ome´trie et l’humidite´ varient. La comparaison entre
l’e´tat 0 avec un taux de 5% et l’e´tat 1 avec un taux de 15%, montre que l’e´cart en
polarisation directe augmente par rapport aux deux cas pre´ce´dents. Il vaut 1.9 dB pour
E//E// et 2.4 dB pour H//H//. Pour les polarisations croise´es, ces e´carts sont de 2dB
pour H//E// et 2.3 dB pour E//H//.
Ainsi, dans le cadre de la te´le´de´tection hyperfre´quence active, si nous voulons que
les radars soient capables de distinguer un sol avant et apre`s une pluie, la re´solution de
l’instrument de mesure doit eˆtre infe´rieure a` l’e´cart minimal calcule´ sur les coefficients
de re´tro-diffusion. C’est le cas du radar ERASME, de´veloppe´ au CETP, fonctionnant
en bande C (5.35 GHz) et dont la re´solution est de 0.5 dB pour les deux polarisations
directes E//E// et H//H// [27,53]. Les figures 3.15, 3.16 et 3.17 comple`tent cette e´tude.
Sur les deux figures 3.15 et 3.16, nous repre´sentons le coefficient de diffusion bi-statique
moyenne´ sur NR = 200 re´alisations, pour une incidence en H//. La premie`re figure
illustre l’effet de l’humidite´. Nous pouvons voir que plus le sol est humide, plus il est
re´fle´chissant. Quand l’humidite´ augmente, les variations des deux composantes directe
et croise´e se font dans le meˆme sens, en l’occurrence ici elles augmentent.
La figure 3.16 montre l’effet de la variation de la rugosite´, sur le coefficient de
diffusion, a` un taux d’humidite´ constant. Les e´carts entre les deux e´tats sont moins
importants que le cas pre´ce´dent, probablement parce que l’e´cart de rugosite´ n’est pas
tre`s important. Les variations des deux composantes directe et croise´e entre les deux
e´tats se font globalement dans un sens inverse. En d’autres termes, quand la rugosite´
augmente, le niveau de la composante directe
〈
σH//H//
〉
diminue et celui de la compo-
sante
〈
σE//H//
〉
augmente. Ceci implique que la de´polarisation de l’onde augmente avec
l’e´cart type des hauteurs σa.
La figure 3.17 montre l’influence de l’humidite´ et de la rugosite´ sur le diagramme
moyen de rayonnement et nous constatons des e´carts supe´rieurs a` 2 dB sur toute la
plage angulaire dans les polarisations directes et croise´es.
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Fig. 3.15: Effet de l’humidite´ sur le coefficient de diffusion bi-statique a` rugosite´ constante
−80 −60 −40 −20 0 20 40 60 80−60
−50
−40
−30
−20
−10
0
θ
C
oe
ffi
ci
en
t d
e 
di
ffu
si
on
 b
i−
st
at
iq
ue
 m
oy
en
 
 
Etat 0 −humidité 5%
Etat 1 −humidité 5%
Polarisation directe
Polarisation croisée
Fig. 3.16: Coefficient de diffusion bi-statique pour les deux e´tats du semis avec un taux
d’humidite´ e´gal a` 5%
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Fig. 3.17: Effet de la variation conjugue´e de la rugosite´ et de l’humidite´ sur le coefficient de
diffusion bi-statique
3.8.11 Position de la me´thode C par rapport aux me´thodes
inte´grales exactes
Les me´thodes inte´grales de frontie`re sont utilise´es pour l’analyse e´lectromagne´tique
des surfaces rugueuses. Elles permettent d’obtenir le champ diffracte´ en tout point de
l’espace a` partir de ses valeurs sur une surface ou un contour. Elles sont base´es sur la
re´solution d’e´quations inte´grales. Ces e´quations inte´grales font intervenir soit le champ
e´lectrique soit le champ magne´tique (ainsi que leur de´rive´e normale). La discre´tisation
de ces e´quations, a` l’aide de la me´thode des moments dans le domaine spatial, conduit a`
des syste`mes matriciels faisant intervenir les matrices d’impe´dance. Ce sont ces matrices
d’impe´dance qu’il faut inverser pour obtenir les champs diffracte´s.
Pour une surface de dimension L2 = 8λ×8λ, et en utilisant un pas d’e´chantillonnage
de λ
7
, le nombre d’e´chantillons est de 3136 et la taille des matrices est de 6272. Pour
la me´thode C, cette taille des matrices est atteinte pour un ordre de troncature M=28.
Pour cet exemple, les dimensions des syste`mes sont similaires. Cependant, en terme de
compromis entre la pre´cision sur les re´sultats et le temps de calcul, nous ne pouvons
pas tirer de conclusions concernant les deux me´thodes. Ceci ne´cessite une investiga-
tion nume´rique plus approfondie. Les deux me´thodes doivent eˆtre imple´mente´es sous
le meˆme langage de programmation et la re´solution nume´rique doit se faire sur les
meˆmes calculateurs. La comparaison des re´sultats doit se faire sur un nombre impor-
tant de configurations et a` pre´cision identique. Il faut retenir que la me´thode des coor-
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donne´es curvilignes permet d’exprimer les champs diffracte´s dans la base constitue´e par
les modes propres du proble`me. En ce sens, elle reste une me´thode tre`s pre´cise. Ceci
repre´sente le principal atout de la me´thode C.
Les temps de calcul sont importants pour la me´thode C a` cause de la re´solution du
syste`me aux valeurs propres. Cette ope´ration requiert un temps qui est de l’ordre de
M3s (Pour un ordre de troncatureM = 16, la re´solution du syste`me aux valeurs propres
prend 11 minutes sur les 12 minutes ne´cessaires a` tous les calculs). Dans le cas des
me´thodes inte´grales, les temps de calcul sont repartis entre le calcul des valeurs de la
matrice impe´dance, qui sont de l’ordre deM2s , et la re´solution du syste`me line´aire. Cette
dernie`re ope´ration posse`de une complexite´ de O(M2s ), pour les algorithmes ite´ratifs
applique´s sur des ope´rateurs bien conditionne´s, et une complexite´ de O(M3s ) pour les
me´thodes de factorisation directes. Il existe des me´thodes inte´grales rapides base´es sur
des algorithmes ite´ratifs, permettant d’acce´le´rer les inversions des matrices et re´duire
les temps de calcul, ce qui les rend relativement rapides par rapport a` la me´thode C
[48,50-52,54-60].
D’autre part, ces me´thodes inte´grales acce´le´re´es permettent de traiter des surfaces
tre`s larges. A cause des temps de calcul, la me´thode C sous sa forme actuelle ne peut
eˆtre utilise´e pour analyser des surfaces de ce type. De fait, des configurations ou` l’angle
d’incidence est tre`s grand (angles rasants) et qui ne´cessitent des largeurs importantes
ne peuvent eˆtre traite´es avec la me´thode C sous sa version actuelle.
3.9 Conclusion
Dans ce chapitre nous avons pre´sente´ la me´thode des coordonne´es curvilignes en
trois dimensions. Cette me´thode est dite exacte car elle ne repose sur aucune hypothe`se
physique simplificatrice. En ce sens, son domaine d’application est the´oriquement illi-
mite´. Elle fait intervenir les e´quations de Maxwell sous leur forme covariante, e´crites
dans un syste`me de coordonne´es translate´. Nous avons vu que pour le cas d’une in-
terface se´parant deux milieux, elle conduit a` la re´solution d’un syste`me aux valeurs
propres dans chacun des deux milieux. Les champs diffracte´s sont ainsi exprime´s sous
forme de combinaisons line´aires des vecteurs propres du proble`me. Afin de de´finir les
coefficients des combinaisons, nous avons pre´sente´ les conditions aux limites, pour le
cas d’un milieu infe´rieur infiniment conducteur ou die´lectrique.
Nous avons montre´ la pre´cision des re´sultats obtenus avec la me´thode C dans le
domaine re´sonnant (parame`tre statistique de la surface de meˆme dimension que la
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longueur d’onde incidente) et pour des surfaces de rugosite´s importantes (
√
2h
ℓc
≤ 1
et 0.5 ≤ ℓc ≤
√
2) pour lesquelles les me´thodes approche´es sont inope´rentes. D’autre
part, nous avons effectue´ une comparaison entre la me´thode C et d’autres me´thodes
nume´riques exactes ainsi qu’avec des donne´es expe´rimentales. Ces comparaisons sont
tre`s concluantes et montrent la validite´ de la me´thode des coordone´es curvilignes pour le
cas des milieux infiniment conducteurs ou die´lectriques. Une application de la me´thode
C pour l’analyse des surfaces agricoles a e´te´ pre´sente´e. Cette e´tude montre l’influence
de la variation conjugue´e de la rugosite´ et de l’humidite´ d’un sol sur le coefficient de
re´tro-diffusion et permet de dire si un radar est capable ou non de distiguer un sol avant
et apre`s une pluie.
Nous avons vu que les temps de calcul sont assez e´leve´s pour la me´thode C et la
taille des surfaces, pouvant eˆtre analyse´e, reste limite´e. Dans le chapitre suivant, nous
proposons une solution physique a` ce proble`me. La me´thode C permet de`s lors de
traiter des surfaces de grandes dimensions avec des temps de calcul raisonnables. Faute
de temps, nous n’avons imple´mente´ cette version de la me´thode C qu’au cas des surfaces
cylindriques.
96
Chapitre 4
Le principe du faible couplage et la
me´thode C
Dans le chapitre 3, concernant la me´thode C en 2D, nous avons vu que les contraintes
lie´es au temps de calcul requis pour effectuer les calculs, limitent la taille des surfaces
a` analyser. En effet, plus la surface est grande, plus l’ordre de troncature M augmente
(donc les tailles des matrices mises en jeu augmentent) et plus le temps de calcul
ne´cessaire devient important. Dans le cas des surfaces 2D par exemple, la taille de la
de´formation ne doit pas de´passer 8λ×8λ, afin d’avoir des re´sultats a` pre´cision acceptable
pour des temps de calcul raisonnables. La me´thode C est un outil tre`s pre´cis pour
l’analyse du phe´nome`ne de diffraction, il n’est donc pas question de l’abandonner a` cause
des inconve´nients lie´s aux temps de calcul. L’objectif est de mettre au point une me´thode
faisant appel a` la me´thode C et permettant des re´ductions de calcul importantes dans le
but d’analyser des surfaces de tre`s grande taille. Ceci permettra d’obtenir des re´sultats
pre´cis pour des temps de calcul raisonnables. Dans ce chapitre, nous pre´sentons une
nouvelle me´thode qui associe la me´thode C et le principe du faible couplage. Elle consiste
a` diviser la surface totale en petites surfaces de taille acceptable pour la me´thode C et
permet de calculer le diagramme de diffraction de la surface totale en tenant compte
des couplages e´lectromagne´tiques entre les surfaces e´le´mentaires. Faute de temps, nous
n’avons de´veloppe´ et imple´mente´ cette me´thode que dans le cas des surfaces 1D.
Dans ce chapitre, nous commenc¸ons par une pre´sentation de la methode C dans le
cas des surfaces 1D. Ensuite, nous faisons un rappel du principe de Huygens ainsi que
de la fonction de Green dans l’espace libre. Nous finissons par exposer le principe du
faible couplage et son association a` la me´thode C. Des resultats sont donne´s afin de
rendre compte des avantages de cette association et de confirmer la re´duction des temps
de calcul tout en gardant une tre`s bonne pre´cision sur les re´sultats.
4.1 La me´thode C pour les surfaces 1D
Dans ce paragraphe nous pre´sentons la me´thode curviligne dans le cas des surfaces
1D. La fonction ’a(x)’, repre´sentant la de´formation, ne de´pend que d’une variable spa-
tiale. Le principe de re´solution du proble`me e´lectromagne´tique reste le meˆme que pour
le cas des surfaces 2D. En effet, nous partons des e´quations de Maxwell sous leur forme
covariante et nous exhibons un syste`me diffe´rentiel de premier ordre qui conduit a` un
syste`me aux valeurs propres. Ainsi, les champs diffracte´s sont exprime´s dans la base des
modes propres du proble`me et les coefficients des combinaisons sont de´termine´s graˆce
aux relations de continuite´. Vues les dimensions re´duites du proble`me, les dimensions
du syste`me aux valeurs propres et le nombre de composantes du champ a` de´terminer
sont infe´rieurs au cas 2D. Pour un ordre de troncature M, la dimension du syste`me aux
valeurs propres est de est 2M2s pour les surfaces 2D, 2Ms pour des surfaces 1D, avec
Ms = 2M+1. D’autre part, les calculs et de´veloppements analytiques sont relativement
plus le´gers dans ce cas.
Le but de ce chapitre est de pre´senter une nouvelle me´thode couplant la me´thode
C et le principe du faible couplage. Ainsi, nous ne reviendrons pas sur la validation
de la me´thode C en 1D. Nous nous limitons a` donner uniquement les grandes lignes
concernant les e´tapes de re´solution. Le lecteur pourra approfondir cette e´tude en se
re´fe´rant a` [43].
4.1.1 Le proble`me e´lectromagne´tique en 1D
A la diffe´rence du cas 2D, les coordonne´es (x
′
, y
′
, z
′
) dans le syste`me de translation
s’e´crivent en fonction des coordonne´es carte´siennes comme suit :

x
′
= x
y
′
= y − a(x)
z
′
= z
(4.1)
Les bases covariante et contravariante sont donne´es par les relations (C.31, C.32 de
l’annexe C). Les relations liant les composantes covariantes aux composantes carte´siennes
d’un vecteur V sont donne´es par :

vx′ = vx +
∂a
∂x
vy
vy′ = vy
vz′ = vz
(4.2)
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Fig. 4.1: Sche´ma du proble`me 1D
Nous pouvons remarquer que si la composante vy′ = 0, alors les deux autres com-
posantes du vecteur V sont les meˆmes dans les deux syste`mes de coordonne´es.
Nous de´signons par F(r) le champ e´lectrique en polarisation E//, et la grandeur
ZH(r) en polarisation H//. Z est l’impe´dance du milieu conside´re´.
F(r) = F (r)zˆ =
{
E(r) en E//
ZH(r) en H//
(4.3)
L’onde incidente se propage dans le plan (xOy)(incidence classique). Du fait de l’in-
variance ge´ome´trique de la surface suivant la direction zˆ, les champs e´lectromagne´tiques
dans les deux milieux ne de´pendent que de la variable x et y :
E(r) = E(x, y) (4.4)
H(r) = H(x, y) (4.5)
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L’onde incidente est plane et monochromatique. Le champ incident s’e´crit :
Fi(x, y) = e
(−j(αi x−βi y)) zˆ
{
αi = k1 sin(θi)
βi = k1 cos(θi) =
√
k21 − α2i
(4.6)
ou` θi ∈ [−
π
2
,
π
2
] et ki = αixˆ− βiyˆ, le vecteur d’onde incident (k ∈ (xOy)).
Comme l’incidence est classique et la surface cylindrique, la polarisation de l’onde
diffracte´e est la meˆme que celle de l’onde incidente. Donc, nous n’avons pas de phe´nome`ne
de de´polarisation.
En l’absence de de´formation, l’onde incidente est re´fle´chie et transmise :{
Fr(x, y) = ρr exp (−j(αr x+ βr y)) milieu 1
Ft(x, y) = ρt exp (−j(αt x− βt y)) milieu 2 (4.7)
avec 

αr = αt = αi
βr = βi
βt =
√
k22 − α2i
(4.8)
ρr et ρt sont les coefficients de Fresnel (§ 1.7.1).
Les autres composantes de champs des ondes incidentes, re´fle´chies et transmises
sont obtenues par la relation d’orthogonalite´ (1.21) liant le vecteur champ e´lectrique et
vecteur excitation magne´tique.
Dans chaque milieu, le champ total paralle`le a` zˆ s’e´crit :{
F1,tot(x, y) = Fi(x, y) + Fr(x, y) + F1,d(x, y) milieu 1
F2,tot(x, y) = Ft(x, y) + F2,d(x, y) milieu 2
(4.9)
Comme dans le cas des surfaces 2D, l’objectif est de de´terminer les champs F1,d et
F2,d.
Suivant la polarisation de l’onde, le tableau (4.1) donne les composantes non nulles
du champ e´lectomagne´tique :
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Polarisation E// Polarisation H//
Champ E Ez Ex, Ey
Champ H Hx, Hy Hz
Tab. 4.1: Composantes du champ e´lectromagne´tique 1D
4.1.2 Equation de propagation et composantes tangentielles
Sachant que les champs sont inde´pendants de la coordonne´e z’, a` partir de (3.7, 3.8)
nous de´duisons l’e´quation de propagation des deux composantes longitudinales Ey′ et
ZHy′ , respectivement pour les deux polarisations H// et E// :
− ∂
∂y′
[
gx
′
y
′ ∂ψ
∂x′
+
∂gx
′
y
′
ψ
∂x′
]
+ j k gy
′
y
′ ∂ψ
′
∂y′
=
∂2ψ
∂x′2
+ k2ψ (4.10)
Avec
ψ
′
=
j
k
∂ψ
∂y′
(4.11)
gx
′
y
′
et gy
′
y
′
ne de´pendent que de la de´rive´e par rapport a` x
′
de la fonction a(x
′
).
Leurs expressions sont donne´es par :
gx
′
y
′
= − ∂a
∂x′
(4.12)
gy
′
y
′
= 1 +
(
∂a
∂x′
)2
(4.13)
En effectuant la transforme´e de Fourier positive des deux e´quations (4.10, 4.11) par
rapport a` la variable x, nous obtenons :
∂
∂y′
[
j α(gˆx
′
y
′
∗ ψˆ) + j gˆx
′
y
′
∗ (αψˆ)
]
+jk gˆy
′
y
′
∗ ∂ψˆ
′
∂y′
= β2ψˆ (4.14a)
j
k
∂ψˆ
∂y′
= ψˆ′ (4.14b)
ou` β2 = k2 − α2.
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A partir du syste`me forme´ des deux e´quations (4.14a, 4.14b), nous de´duisons un
syste`me aux valeurs propres. La re´solution de ce syste`me aux valeurs propres permet
d’obtenir les modes propres du proble`me et d’exprimer ainsi le champ diffracte´ comme
combinaison line´aire de ces modes propres. Les coefficients de ces combinaisons restent
a` de´terminer.
En utilisant les expressions des composantes ZHy′ et Ey′ , nous calculons les compo-
santes tangentielles du champ a` l’interface. Dans le cas d’une incidence en E// (Ey′ = 0),
nous avons :
∂2Ez′
∂y′2
+ k2Ez′ = −jkgx
′
y
′ ∂ZHy′
∂y′
− jk∂ZHy
′
∂x′
(4.15a)
∂2ZHx′
∂y′2
+ k2ZHx′ =
∂2ZHy′
∂x′∂y′
− k2gx
′
y
′
ZHy′ (4.15b)
Pour une onde incidente en polarisation H// (Hy = 0), nous avons :
∂2Ex′
∂y′2
+ k2Ex′ =
∂2Ey′
∂x′∂y′
− k2gx
′
y
′
Ey′ (4.16a)
∂2ZHz′
∂y′2
+ k2ZHz′ = jkg
x
′
y
′ ∂Ey′
∂y′
+ jk
∂Ey′
∂x′
(4.16b)
Nous pouvons remarquer que les deux e´quations (4.16a, 4.16b) s’obtiennent a` partir
de (4.15a, 4.15b) en remplac¸ant Ez′ par ZHz′ , ZHy′ par −Ey′ et ZHx′ par −Ex′ . Ainsi,
il suffit de re´soudre le proble`me pour une seule polarisation et de´duire les re´sultats pour
l’autre polarisation.
4.1.3 Les conditions aux limites et de´termination des coeffi-
cients des combinaisons line´aires
Une fois les expressions ge´ne´rales des champs calcule´es (combinaisons line´aires des
modes propres), les coefficients des combinaisons, repre´sentant les amplitudes de diffrac-
tion, sont de´termine´s via les conditions aux frontie`res. Si le milieu 2 est un die´lectrique,
alors les conditions aux limites stipulent que les composantes tangentielles, sur la sur-
face, du champ e´lectromagne´tique sont continues.
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Pour une onde incidente en polarisation E//, nous avons :
{E(E//)
dz
′
,1
(x
′
, y
′
) − E(E//)
dz
′
,2
(x
′
, y
′
)}y′=0 =
{−E(E//)
iz
′ (x
′
, y
′
)− E(E//)
rz
′ (x
′
, y
′
) + E
(E//)
tz
′ (x
′
, y
′
)}y′=0 (4.17a)
{H(E//)
dx′ ,1
(x
′
, y
′
) − H(E//)
dx′ ,2
(x
′
, y
′
)}y′=0 =
{−H(E//)
ix
′ (x
′
, y
′
)−H(E//)
rx
′ (x
′
, y
′
) +H
(E//)
tx
′ (x
′
, y
′
)}y′=0 (4.17b)
Si l’onde incidente est de polarisation H// :
{H(H//)
dz
′
,1
(x
′
, y
′
) − H(H//)
dz
′
,2
(x
′
, y
′
)}y′=0 =
{−H(H//)
iz
′ (x
′
, y
′
)−H(H//)
rz
′ (x
′
, y
′
) +H
(H//)
tz
′ (x
′
, y
′
)}y′=0(4.18a)
{E(H//)
dx
′
,1
(x
′
, y
′
) − E(H//)
dx
′
,2
(x
′
, y
′
)}y′=0 =
{−E(H//)
ix
′ (x
′
, y
′
)− E(H//)
rx
′ (x
′
, y
′
) + E
(H//)
tx
′ (x
′
, y
′
)}y′=0 (4.18b)
Pour un milieu 2 infiniment conducteur, le champ total dans le milieu 1 s’annule a`
la frontie`re (y
′
= 0). Ce qui donne :
– en polarisation E//
{E(E//)
dz
′
,1
(x
′
, y
′
)}y′=0 = {−E(E//)iz′ (x
′
, y
′
)− E(E//)
rz
′ (x
′
, y
′
)}y′=0
– en polarisation H//
{E(H//)
dx′ ,1
(x
′
, y
′
)}y′=0 = {−E(H//)ix′ (x
′
, y
′
)− E(H//)
rx′
(x
′
, y
′
)}y′=0
4.1.4 Re´solution nume´rique
Le syste`me forme´ des deux e´quations (4.14a, 4.14b) est discre´tise´ et re´solu dans le
domaine spectral. En fixant l’ordre de troncature a` M, nous de´duisons un syste`me aux
valeurs propres de dimension 2(2M+1). En utilisant les formules d’interpolation en 1D
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(E.14) de l’annexe E, les solutions e´le´mentaires s’e´crivent :
Ψˆn(α, y
′
) = exp(−jkrn|y′ |) (4.19a)
×
+M∑
s=−M
Φˆn(αs) sinc(
π
∆α
(α− αs))
Ψˆ
′
n(α, y
′
) = exp(−jkrn|y′ |) (4.19b)
×
+M∑
s=−M
Φˆ
′
n(αs) sinc(
π
∆α
(α− αs))
∆α est le pas d’e´chantillonnage et αs = αi + s∆α. rn est la valeur propre associe´e au
vecteur propre Φˆn qui contient les e´chantillons Φˆn(αs).
Au final, les transforme´es de Fourier des composantes transversales des champs sont
de´finies comme des combinaisons line´aires des fonctions e´le´mentaires Ψˆn(α, y
′
) ve´rifiant
la condition d’ondes sortantes :
Ψˆd(α, y
′
) =
2M+1∑
n=1
An Ψˆn(α, y
′
) (4.20a)
Ψˆ
′
d(α, y
′
) =
2M+1∑
n=1
An Ψˆ
′
n(α, y
′
) (4.20b)
La valeur propre rn, associe´e a` la fonction d’onde Ψˆn(α, y
′
), de´termine sa nature.
Ainsi, si Re(rn) < 0 et Im(rn) = 0 alors l’onde est propagative sortante. L’onde
est e´vanescente si Im(rn) < 0. Dans le cas des milieux sans pertes, nous constatons
nume´riquement que les valeurs propres re´elles sont associe´es a` des directions de propa-
gation. Nous de´finissons un angle de diffraction θn, tel que :
cos(θn) = rn (4.21)
Les composantes tangentielles sont calcule´es a` partir des e´quations (4.15a, 4.15b) et
(4.16b, 4.16a) suivant la polarisation de l’onde incidente. Par exemple, pour la polari-
sation H// les deux composantes Eˆx′ et ZHˆz′ sont obtenues comme suit :
Eˆ
(H//)
x
′
,n
(αs) = −k2
+M∑
p=−M
(gˆx
′
y
′
s−p )Φˆn(αp)− kαsΦˆ
′
n(αs) (4.22a)
ZHˆ
(H//)
z
′
,n
(αs) = k
2
+M∑
p=−M
(gˆx
′
y
′
s−p )Φˆ
′
n(αp) + kαsΦˆn(αs) (4.22b)
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avec
gˆx
′
y
′
s,t =
∆α
2π
gˆx
′
y
′
(αs, γt) (4.23)
Comme dans le cas des surfaces 2D, nous utilisons la formule d’interpolation pour
obtenir la transforme´e de Fourier des composantes tangentielles :
Ψˆ
(H//)
T,n (α) =
+M∑
s=−M
Ψˆ
(H//)
T,n (αs) sinc(
π
∆α
(α− αs)) (4.24)
ou`
Ψˆ
(H//)
T,n (αs) =


Eˆ
(H//)
x
′
,n
(αs)
ZHˆ
(H//)
z
′
,n
(αs)

 (4.25)
Les transforme´es de Fourier des composantes transversales du champ e´lectromagne´-
tique diffracte´ en polarisationH// sont des combinaisons line´aires des ondes e´le´mentaires :
Ψˆ
(H//)
T (α, y
′
) =
2M+1∑
n=1
A
(H//)
n Ψˆ
(H//)
T,n (α) exp(−jk rn |y
′ |) (4.26)
avec
Ψˆ
(H//)
T (α, y
′
) =

 Eˆ
(H//)
x
′ (α, y
′
)
ZHˆ
(H//)
z′
(α, y
′
)

 (4.27)
Afin de de´duire les composantes en polarisation E//, nous devons remplacer, comme
pre´cise´ a` plusieurs reprises, E(H//) par −ZH(E//) et ZH(H//) par E(E//). Ainsi, nous
obtenons l’ensemble des composantes tangentielles pour les deux polarisations.
Dans le chapitre 3, pour le cas des surfaces 2D, une fois que les amplitudes de
diffraction An sont de´termine´es via les conditions aux limites, nous de´terminons les
amplitudes des de´veloppements de Rayleigh (§ 3.7) et nous de´duisons le coefficient de
diffusion bi-statique.
Dans ce chapitre, nous nous proposons d’utiliser les amplitudes de diffraction An
pour calculer les courants surfaciques. Ces courants seront utilise´s a` leur tour pour
obtenir les champs diffracte´s en utilisant des formules de rayonnement. C’est cette ide´e
qui est developpe´e dans le paragraphe suivant [41].
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4.2 Formalisme inte´gral a` deux dimensions
Il existe plusieurs repre´sentations inte´grales pour les proble`mes e´lectromagne´tiques.
Ainsi, les e´quations inte´grales obtenues de´pendent de la repre´sentation choisie. Nous
pouvons citer par exemple la repre´sentation base´e sur le the´ore`me de re´ciprocite´ ou bien
celle utilisant le potentiel vecteur ou le vecteur de Hertz pour exprimer les champs [61].
En ce qui nous concerne, la repre´sentation que nous utilisons est celle base´e sur le
deuxie`me the´ore`me de Green a` deux dimensions.
4.2.1 Le principe de Huygens
A l’origine, le principe de Huygens-Fresnel est un principe utilise´ en optique pour
calculer l’intensite´ dans des proble`mes de diffraction et d’interfe´rence. Il consiste a`
conside´rer chaque point de l’espace inde´pendemment. Si un point M rec¸oit une onde
e´lectromagne´tique, alors nous pouvons conside´rer qu’il re´e´met lui-meˆme des ondes
sphe´riques de meˆme fre´quence, meˆme amplitude et meˆme phase et donc joue le roˆle
de source secondaire. Donc, au lieu de conside´rer que l’onde progresse de manie`re conti-
nue, nous de´composons sa progression en imaginant qu’elle progresse de proche en
proche [62,63].
La formulation mathe´matique de ce principe illustre son grand inte´reˆt pour les
proble`mes de diffraction. En effet, nous pouvons obtenir la valeur du champ en tout
point de l’espace d’un volume a` partir de la seule connaissance de ses valeurs, ainsi
que celles de sa de´rive´e normale, sur une surface. La relation est donne´e par l’e´quation
(G.12), que nous rappelons ci-dessous, ou` ζ(r) repre´sente une composante du champ
diffracte´, ζi(r) le champ incident et g(r
′
, r) la fonction de Green du proble`me 1D :
ζi(r) +
∫
Σ
[ζ(r
′
)
∂
∂n′
g(r
′
, r)− g(r′ , r) ∂
∂n′
ζ(r
′
)]d s
′
= ζ(r) (4.28)
Donc, il suffit de connaˆıtre le champ ζ(r) et sa de´rive´e normale
∂
∂n′
ζ(r
′
) sur la
surface ’Σ’ pour de´duire le champ partout dans l’espace [62]. Le principe de Huygens
ne fournit pas ces deux valeurs du champ sur la surface.
106
4.2.2 La fonction de Green
En e´lectromagne´tisme, la fonction de Green g(r, r
′
) pour l’espace libre sans limites
repre´sente la re´ponse de cet espace a` une source d’excitation ponctuelle δ(r− r′). Cette
fonction g(r, r
′
) ve´rifie l’e´quation de Helmholtz [62] :
∇2 g(r, r′) + k2 g(r, r′) = −δ(r− r′) (4.29)
ou` r = x xˆ+ y yˆ + z zˆ.
D’autre part, la fonction de Green doit satisfaire des conditions aux limites bien
de´finies ainsi qu’a` la condition de rayonnement a` l’infini (amplitude finie a` l’infini)
exprime´e par la condition de Sommerfeld (G.9) dans l’annexe G.
La fonction de Green a` deux dimensions est proportionelle a` la fonction de Hankel
de deuxie`me espe`ce d’ordre 0 :
g(r, r
′
) =
− j
4
H
(2)
0 (k |r− r
′ |) (4.30)
ou` r = x xˆ+ y yˆ.
La fonction de Hankel peut eˆtre repre´sente´e sous forme inte´grale, dite repre´sentation
de Weyl :
H
(2)
0 (k |r− r
′ |) =
+∞∫
−∞
1
β(α)
exp (−j(x− x′)α) exp (−j|y − y′ |β) dα (4.31)
ou` β2 + α2 = k2 et Im[β(α)] ≤ 0.
Ainsi, nous pouvons exprimer la fonction de Green sous forme inte´grale. Il faut noter
ici le signe (-) dans la deuxie`me exponentielle, correspondant a` une onde se propageant
dans le sens des ’y’ positifs. Si nous voulons repre´senter une onde se propageant suivant
les ’y’ ne´gatifs alors il faut remplacer le signe (-) par le signe (+).
4.2.3 Les formules de rayonnement
Dans l’annexe C, a` partir du deuxie`me the´ore`me de Green, nous montrons que [62] :
ζi(r) + (
− j
4
)
∫
Γ
[ζ(r
′
)
∂
∂n′
H
(2)
0 (k |r− r
′ |) − H(2)0 (k |r− r
′ |) ∂
∂n′
ζ(r
′
)]d ℓ
′
= ζ(r) siM ∈ milieu 1 (4.32a)
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ou` d ℓ
′
est l’e´le´ment de longueur.
L’e´quation (4.32a) illustre le principe de Huygens a` deux dimensions. Dans notre
cas, le contour Γ repre´sente la courbe sur laquelle la ge´ne´ratrice de notre surface 1D
s’appuie. Par abus de langage, nous appelons le contour Γ ”surface S”. En effet, d’apre`s
cette e´quation, connaissant le champ et la valeur de sa de´rive´e normale sur la surface
S, nous calculons ses valeurs en tout point M situe´ en r. Nous utilisons le the´ore`me de
Huygens afin d’exhiber les relations donnant le champ diffracte´ dans le milieu 1 ou 2.
Si nous supposons que les deux milieux se´pare´s par la surface S sont identiques,
alors nous pouvons remplacer ζ(r) par ζi(r) dans (G.13a). Nous obtenons :
ζi(r) + (
− j
4
)
∫
Γ
[ζi(r
′
)
∂
∂n′
H
(2)
0 (k |r− r
′ |) − H(2)0 (k |r− r
′ |) ∂
∂n′
ζi(r
′
)]d ℓ
′
= ζi(r) (4.33)
En exprimant le champ total dans le milieu comme ζ1 = ζi+ζd,1 dans (G.13a), et en
lui soustrayant (4.33), nous obtenons une e´quation ne faisant intervenir que le champ
diffracte´ :
(
− j
4
)
∫
Γ
[ζd,1(r
′
)
∂
∂n′
H
(2)
0 (k1 |r− r
′ |) − H(2)0 (k1 |r− r
′ |) ∂
∂n′
ζd,1(r
′
)]d ℓ
′
= ζd,1(r) (4.34)
La fonction ζd,1(r) peut repre´senter la composante, dans le milieu 1, suivant zˆ du
champ e´lectrique ou magne´tique selon la polarisation de l’onde incidente.
Dans le milieu 2 le champ incident est nul (source du champ incident situe´e a` l’infini
dans le milieu 1), nous pouvons e´crire le principe de Huygens en utilisant les valeurs
aux limites du champ dans le milieu 2 :
(
− j
4
)
∫
Γ
[ζd,2(r
′
)
∂
∂n′
H
(2)
0 (k2 |r− r
′ |) − H(2)0 (k2 |r− r
′ |) ∂
∂n′
ζd,2(r
′
)]d ℓ
′
= −ζd,2(r) (4.35)
Les deux relations (4.34, 4.35) constituent les deux e´quations inte´grales que nous
allons utiliser pour calculer le champ e´lectromagne´tique diffracte´ dans le milieu 1 ou 2.
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4.2.3.1 Cas d’une onde plane incidente en polarisation E//
Si l’onde incidente est de polarisation E// alors les composantes non nulles du champ
e´lectromagne´tique sont Ez, Hx et Hy. En remplac¸ant ζd par Ez,d dans l’e´quation (4.34),
nous obtenons pour le milieu supe´rieur :
E
(E//)
d,z,1 (r) = (−
j
4
)
∫
Γ
[E
(E//)
d,z,1 (r
′
)
∂
∂n′
H
(2)
0 (k1 |r− r
′ |)−H(2)0 (k1 |r− r
′ |) ∂
∂n′
E
(E//)
d,z,1 (r
′
)]d ℓ
′
(4.36)
La normale a` la surface en tout point de la surface (Fig 4.1), s’exprime dans le
syste`me carte´sien par :
n =
1√
a˙2 + 1
(−a˙(x)xˆ+ yˆ) (4.37)
ou` a˙ = ∂a(x)
∂x
.
La de´rive´e normale est de´finie comme suit :
∂
∂n
= n • grad
=
1√
a˙2 + 1
(−a˙(x) ∂
∂x
+
∂
∂y
) (4.38)
En utilisant l’expression (4.38), la de´rive´e normale de la composante Ed,z s’e´crit :
∂
∂n′
E
(E//)
d,z,1 (r) =
1√
a˙2 + 1
(−a˙(x)∂E
(E//)
d,z,1
∂x
xˆ+
∂E
(E//)
d,z,1
∂y
yˆ) (4.39)
D’autre part, l’e´quation au rotationnel de Maxwell-Faraday permet d’e´crire :

∂Ez
∂y
= −j k Z Hx
∂Ez
∂x
= j k Z Hy
(4.40)
Nous de´duisons que :
∂
∂n
E
(E//)
d,z,1 (r) =
− jk1Z1√
a˙2 + 1
[a˙(x)H
(E//)
d,y,1 +H
(E//)
d,x,1 ]
=
− jk1Z1√
a˙2 + 1
H
(E//)
d,x′,1 (4.41)
109
En remplac¸ant la fonction de Hankel par sa repre´sentation inte´grale (4.31), la com-
posante Ed,z,1 s’e´crit pour y > max[a(x
′)] :
E
(E//)
d,z,1 (r) =
∫
S
E
(E//)
d,z,1 (r
′
)
×[ − j
4π
∞∫
−∞
j(−αa˙+ β1)
β1
√
a˙2 + 1
exp (−jα(x− x′)) exp (−jβ1|y − a(x′)|) dα]d ℓ′
−
∫
S
∂E
(E//)
d,z,1
∂n
(r
′
)
×[ − j
4π
∞∫
−∞
1
β1
exp (−jα(x− x′)) exp (−jβ1|y − a(x′)|) dα]d ℓ′
(4.42)
L’e´le´ment de longueur dℓ s’exprime comme suit :
dℓ =
√
1 + (a˙)2dx
Afin qu’il n’y ait pas de confusion entre les coordonne´es translate´es et les variables
d’inte´gration, nous notons ces dernie`res u,v et w au lieu x’, y’ et z’. En remplac¸ant dℓ
et la de´rive´e normale de la composante Ez par leurs expressions et en permutant les
deux inte´grales, nous obtenons pour y > max[a(x)] :
E
(E//)
d,z,1 (r) =
1
2π
∞∫
−∞
{
∫
S
[(β1 − αa˙)
E
(E//)
d,z,1
2β1
+
k1Z1
2β1
H
(E//)
d,x′,1 ] exp (jαu) exp (jβ1a(u)) du}
× exp (−jαx) exp (−jβ1y) dα
= TF−1{exp (−jβ1y)∫
S
[(β1 − αa˙)
E
(E//)
d,z,1
2β1
+
k1Z1
2β1
H
(E//)
d,x′,1 ] exp (jαu) exp (jβ1a(u))du}
(4.43)
En dehors de la de´formation (y > max[a(x)]), l’inte´grale de Rayleigh est valable.
Nous pouvons exprimer Ed,z,1 par(1.47a)
E
(E//)
d,z,1 (x, y) =
1
2π
∫ +∞
−∞
Rˆ
(E//)
1 (α) exp (−jα x) exp (−jβ1y) dα
= TF−1[Rˆ
(E//)
1 (α) exp (−jβ1y)]
(4.44)
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Nous posons : {
Ez = Fz′
ZHx′ = Fx′
(4.45)
Nous de´duisons de (4.43), (4.44) et (4.45) que [10] :
β1 Rˆ
(E//)
1 (α) =
1
2
∫
S
[
(β1 − αa˙)F (E//)d,z,1 + k1 F
(E//)
d,x′,1
]
exp (jαu) exp (jβ1a(u))du (4.46)
A partir de l’e´quation (4.35) nous obtenons les expressions du champ dans le milieu 2.
Il faut faire attention a` l’orientation de la normale ainsi qu’a` la direction de propagation
de l’onde. Les amplitudes de Rayleigh Rˆ
(E//)
2 sont donne´es par :
β2 Rˆ
(E//)
2 (α) =
1
2
∫
S
[
(β2 + αa˙)F
(E//)
d,z,2 − k2 F
(E//)
d,x′,2
]
exp (jαu) exp (−jβ2a(u))du (4.47)
4.2.3.2 Cas d’une onde plane incidente en polarisation H//
Cette fois-ci, les composantes non nulles du champ sont Hz, Ex et Ey. La corres-
pondance entre les composantes tangentielles et les fonctions Fz et Fx est :{
ZHz = Fz′
Ex′ = −Fx′ (4.48)
Nous montrons, en suivant la meˆme de´marche que pour le cas E//, que les amplitudes
de Rayleigh dans les deux milieux sont donne´es par :
β1 Rˆ
(H//)
1 (α) =
1
2
∫
S
[
(β1 − αa˙)F (H//)d,z,1 + k1 F
(H//)
d,x′,1
]
exp (jαu) exp (jβ1a(u))du (4.49)
et
β2Rˆ
(H//)
2 (α) =
1
2
∫
S
[
(β2 + αa˙)F
(H//)
d,z,2 − k2 F
(H//)
d,x′,2
]
exp (jαu) exp (−jβ2a(u))du (4.50)
Ces expressions sont semblables a` celles de la polarisation E//. Cependant les cou-
rants de surface Fx′ et Fz′ sont diffe´rents. En effet, ils de´pendent des amplitudes de
diffraction qui sont diffe´rentes suivant la polarisation de l’onde incidente.
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Dans les e´quations (4.46, 4.49) et (4.47-4.50), les valeurs des fonctions Fz′,d et Fx′,d
sont prises sur la surface y′ = 0. Elles repre´sentent les courants surfaciques. Ces courants
sont de´termine´s par la me´thode C et leurs expressions sont donne´es par les transforme´es
de Fourier inverses par rapport a` α des e´quations (4.26, 4.24).
4.2.4 Cas d’un milieu infiniment conducteur
Si nous supposons que le milieu 2 est infiniment conducteur, alors le champ dans
cette re´gion est nul. Les conditions aux limites stipulent que :
– Pour une onde incidente en polarisation E//, la composante tangentielle du champ
e´lectrique total (Ez) sur la surface est nulle.
– Pour une onde incidente en polarisation H//, la de´rive´e normale de la composante
tangentielle du champ magne´tique total (Hz) sur la surface est nulle.
Nous montrons que les amplitudes de Rayleigh, dans le milieu supe´rieur, pour cha-
cune des polarisations, sont donne´es par :
β1 Rˆ
(E//)
1 (α) =
1
2
∫
S
[
k1 F
(E//)
d,x′,1
]
exp (jαu) exp (jβ1a(u))du
+ j
∫
S
[sin (βi a(u))(αa˙− β1)] exp (j(α− αi)u) exp (jβ1a(u))du (4.51)
β1 Rˆ
(H//)
1 (α) =
1
2
∫
S
[
(β1 − αa˙)F (H//)d,z,1
]
× exp (jαu) exp (jβ1a(u))du
+ jZ1
∫
S
[{βi sin (βi a(u))− ja˙αi cos (β1 a(u))}]
× exp (j(α− αi)u) exp (jβ1a(u))du (4.52)
4.3 Les courants de surfaces
Les fonctions Fx′ et Fz′ (intervenant dans les inte´grales permettant de calculer les
amplitudes β Rˆ(α)) de´pendent uniquement de la position sur le profil diffractant (co-
ordonne´e x’). En effet, elles repre´sentent les courants surfaciques et sont calcule´es en
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y′ = 0 (y = a(x)). Leurs expressions sont obtenues en prenant la transforme´e de Fourier
inverse des composantes tangentielles du champ dans le domaine spectral.
A partir de l’e´quation (4.27), nous e´crivons :
 F
(poli)
x
′ (x′, y
′
)
F
(poli)
z
′ (x′, y
′
)

 = TF−1[Ψˆ(poli)T (α, y′)] = TF−1

 Fˆ
(poli)
x
′ (α, y
′
)
Fˆ
(poli)
z
′ (α, y
′
)

 (4.53)
Nous rappelons que :
Ψˆ
(poli)
T (α, y
′
) =
2M+1∑
n=1
A(poli)n Ψˆ
(poli)
T,n (α) exp(−jk rn |y
′|) (4.54)
Il suffit de prendre la valeur de la TF−1 en y′ = 0 :
TF−1[Ψˆ(poli)T (α, y
′
)]y′=0 =
2M+1∑
n=1
A(poli)n TF
−1[Ψˆ(poli)T,n (α)] (4.55)
4.4 Le Principe du Faible Couplage (PFC)
Dans les articles [10, 11], l’auteur, Daniel Maystre, montre que les courants surfa-
ciques, en un point donne´ d’une surface rugueuse infiniment conductrice, de´pendent
uniquement de la forme du profil conside´re´ compris dans un intervalle centre´ sur ce
point. La largeur de cet intervalle de´pend de la polarisation de l’onde incidente, et des
parame`tres statistiques de la surface rugueuse. Ce phe´nome`ne physique est baptise´ Le
principe du faible couplage (PFC). Le PFC est valide,d’apre`s les re´fe´rences [10,11], pour
des surfaces dont la hauteur des aspe´rite´s reste infe´rieure a` leur largeur.
Dans ce paragraphe, nous associons le PFC et la me´thode C afin de calculer les cou-
rants surfaciques pour un profil rugueux donne´, se´parant l’air d’un milieu 2 die´lectrique
ou infiniment conducteur [64].
Soit une surface totale que nous de´coupons en N parties e´le´mentaires chacune de
longueur L
N
(voir figure 4.2). Les courants de surface e´le´mentaires sont calcule´s en tenant
compte d’une zone commune ℓ entre deux profils e´le´mentaires conse´cutifs. La longueur
globale du petit profil est L
N
+ 2ℓ (voir figure 4.3).
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Fig. 4.2: Profil total de longueur L subdivise´ en N parties de longueur e´gale
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Fig. 4.3: Petits profils de longueur LN avec les zones communes de dimension ℓ (en trait
discontinu)
Ceci permet de re´duire les discontinuite´s sur les courants surfaciques a` l’endroit des
troncatures. Une feneˆtre de ponde´ration est aussi utilise´e pour limiter les effets de bord,
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comme dans le cas des surfaces 2D. Nous rappelons son expression ci-dessous [10] :
V (x) =


x+ L/2
ℓt
− 1
2π
sin(2π
x+ L/2
ℓt
) si x ∈ [ − L
2
;
− L
2
+ ℓt]
1 si x ∈ [ − L
2
+ ℓt;
L
2
− ℓt]
L/2− x
ℓt
− 1
2π
sin(2π
L/2− x
ℓt
) si x ∈ [L
2
− ℓt;
L
2
]
0 sinon
(4.56)
Supposons que le profil total de longueur L est repre´sente´ par NE points. Le pas
d’e´chantillonnage est ∆x = L
NE
. Le profil total discre´tise´ est repre´sente´ par a(xp) avec
xp = p∆x et p ∈ [−NE2 ; NE2 − 1]
Ainsi, le petit profil aq est repre´sente´ comme suit :
aq(xp) =
{
a(xp) si p ∈ [−NE2 + (q − 1)NEN ;−NE2 + qNEN − 1]
avec q ∈ [1;N ] (4.57)
Pour calculer le courant e´le´mentaire global Felemglob, le petit profil aq est prolonge´
d’une longueur ℓ contenantNℓ points. Au final, nous obtenons un petit profil e´le´mentaire
global repre´sente´ par NE
N
+ 2Nℓ points.
F
(poli)
elemglob,q(x
′
p, 0) =
∑
n
A(poli)n TF
−1[Ψˆ(poli)T,n (α)](x
′
p) (4.58)
Le principe du faible couplage permet d’obtenir le courant de surface total Ftot
comprenant la contribution de chacun des tronc¸ons de la surface, re´duit a` leur longueur
L
N
, excluant ainsi les courants de la zone commune. Le courant de surface total Ftot est
une concate´nation des courants e´le´mentaires Felem des profils e´le´mentaires.
Ftot = [Felem,1Felem,2 . . . Felem,N ] (4.59)
Ce courant total Ftot et les inte´grales (4.46),(4.49), (4.47) et (4.50) sont ensuite
utilise´s pour de´terminer les amplitudes des champs lointains.
4.5 Simulations nume´riques et re´sultats
Dans ce paragraphe, nous pre´sentons des re´sultats de simulation pour des inter-
faces 1D se´parant l’air d’un milieu 2, soit infiniment conducteur, soit die´lectrique. La
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comparaison des re´sultats se fera par rapport a` la me´thode C que nous prenons pour
re´fe´rence.
4.5.1 Contribution du PFC a` la re´duction des temps de calcul
Nous avons vu que les temps de calcul pour la me´thode C sont de l’ordre de M3s .
Comme nous sommes dans le cas 1D, la dimension du syste`me aux valeurs propres est
Ms = 2(2M + 1), avec ’M’ l’ordre de troncature. Si nous divisons la surface totale de
longueur L en N petits profils, alors nous montrons, the´oriquement, que les temps de
calcul sont divise´s par un facteur ρth.
La me´thode C et la me´thode C associe´e au principe du faible couplage sont imple´men-
te´es avec le meˆme taux d’ondes e´vanescentes d’ou`MmethodeC∆α ≈MmethodeC+PFC∆α′ =
αmax. ∆α est la re´solution spectrale de la me´thode C seule et ∆α
′, la re´solution de la
me´thode C associe´e au PFC. Le gain en temps de calcul est de´fini par :
ρth ≈
1
N
(
MmethodeC
MmethodeC+PFC
)3
=
1
N
(
∆α′
∆α
)3
avec ∆α′ ≈ 2π
L
N
+ 2ℓ+ 2
et ∆α ≈ 2π
L+ 2
Nous obtenons donc le facteur the´orique suivant :
ρth ≈
1
N
(
L+ 2
L
N
2ℓ+ 2
)3
= N2
(1 + 2
L
)3
(1 + 2(ℓ+ 1)N
L
)3
(4.60)
Le tableau 4.2 donne quelques exemples des temps de calcul et de facteur ρth, en
fonction de l’ordre de troncature M, a` pre´cision identique pour les deux me´thodes et
pour un milieu 2 die´lectrique a` pertes.
Nous constatons une le´ge`re diffe´rence entre le facteur the´orique et celui calcule´ a`
partir des temps re´els d’exe´cution, mais les valeurs sont proches. Le coefficient ρth
est calcule´ en supposant que M >> 2. Par conse´quent, plus M est petit, plus la valeur
the´orique s’e´carte de ρexp. Le PFC permet un gain sur le temps de calcul tre`s important.
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Me´thode C Me´thode C + PFC
αmax ρexp ρth
L (λ) M Tcpu(s) N
L
N ℓ (λ) M Tcpu(s)
50 156 75 5 10 3 54 21 18.85 3.6 4.8
60 372 670 6 10 3 108 87 37.70 7.7 6.8
200 606 4000 25 8 4 48 90 18.85 44 56.5
Tab. 4.2: Temps de calcul en secondes en fonction de l’ordre de troncature et la longueur de
la zone commune ℓ
De fait, il nous permet de traiter des surfaces tre`s larges sur des intervalles de temps
raisonnables.
Sur la figure 4.4 nous repre´sentons l’intensite´ incohe´rente calcule´e sur un ensemble
de 10 re´alisations. La taille des surfaces est de L = 200λ. Les parame`tres du PFC sont
ceux du tableau (4.2) correspondant a` la longueur L = 200λ. La comparaison entre les
deux courbes, obtenues avec les deux me´thodes, est satisfaisante.
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Fig. 4.4: Intensite´ incohe´rente dans le cas d’un milieu 2 die´lectrique a` pertes, pour une onde
incidente en polarisation H//
Les re´sultats de ce paragraphe montrent clairement l’avantage de l’utilisation de
l’approximation du faible couplage en terme de temps de calcul. A pre´cision presque
identique (αmaxmethodeC ≈ αmax,methodeC+PFC) avec la me´thode C toute seule, le PCF
permet de traiter une surface de largeur L = 200λ avec un temps 40 fois plus faible.
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4.5.2 Les courants de surface sur un profil infiniment conduc-
teur
Soit une surface de longueur L = 50λ. Cette surface est caracte´rise´e par une densite´
de probabilite´ des hauteurs gaussiennes et une fonction d’autocorre´lation gaussienne.
L’e´cart type des hauteurs est σa = 0.5λ et la longueur de corre´lation ℓc = 1.5λ. Sup-
posons que le milieu 2 soit infiniment conducteur. L’angle d’incidence est de θi = 40°.
Dans un premier temps, nous appliquons la me´thode C directement sur la totalite´ de
la surface avec un ordre de troncature M = 156, puis nous retraitons la meˆme surface
en appliquant la me´thode C associe´e au PFC. La surface totale est divise´e en cinq
tronc¸ons, chacun de longueur 10λ et la zone commune est ℓ = 2λ.
Les figures 4.5 et 4.6 montrent la partie re´elle et la partie imaginaire du courant de
surface Fx′(x, 0), pour une onde incidente en polarisation E//, calcule´es avec les deux
me´thodes.
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Fig. 4.5: Partie re´elle du courant surfacique Fx′ en polarisation E//. Milieu 2 infiniment
conducteur. Les parame`tres sont L = 50λ, σa = 0.5λ, ℓc = 1.5λ, N = 5 et ℓ = 2λ.
Les figures 4.7 et 4.8 donnent la partie re´elle et la partie imaginaire du courant de
surface Fz′(x, 0).
Conside´rons maintenant le cas de l’incidence en polarisation H//. Les figures 4.9 et
4.10 montrent la partie re´elle et la partie imaginaire du courant de surface Fz(x, y
′ = 0),
obtenues avec les deux me´thodes, et les figures 4.11 et 4.12 donnent la partie re´elle et
la partie imaginaire du courant de surface Fx′(x, y
′ = 0).
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Fig. 4.6: Partie imaginaire du courant surfacique Fx′ en polarisation E//. Milieu 2 infiniment
conducteur. Les parame`tres sont ceux de la figure 4.5.
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Fig. 4.7: Partie re´elle du courant surfacique Fz en polarisation E//. Milieu 2 infiniment
conducteur. Les parame`tres sont ceux de la figure 4.5.
Pour la polarisation E//, nous pouvons voir sur les figures 4.5-4.8 que les re´sultats
donne´s par les deux me´thodes sont tre`s proches. Les courbes montrent que la pre´cision
sur la composante Fz est meilleure que sur la composante Fx′ . Quand l’onde incidente
est polarise´e H//, ce constat s’inverse et l’erreur sur la composante Fz devient plus
grande que sur Fx′ . Il apparait clairement sur les figures 4.9 et 4.10, que l’erreur sur la
composante Fz en polarisation H// est la plus importante.
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Fig. 4.8: Partie imaginaire du courant surfacique Fz en polarisation E//. Milieu 2 infiniment
conducteur. Les parame`tres sont ceux de la figure 4.5.
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Fig. 4.9: Partie re´elle du courant surfacique Fz en polarisation H//. Milieu 2 infiniment
conducteur. Les parame`tres sont ceux de la figure 4.5
Afin de quantifier les e´carts entre la me´thode C et la me´thode C couple´e au PFC,
nous de´finissons une erreur relative ∆f (polar) sur la grandeur ’f’ repre´sentant ici un
courant de surface ou le coefficient de diffusion bi-statique. Pour une onde incidente en
polarisation poli, ∆f
(poli) est donne´e par :
∆f (poli) =
∫
(|f (poli)methodeC+PFC | − |f (poli)methodeC |)2dv∫ |f (poli)methodeC |2dv (4.61)
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Fig. 4.10: Partie imaginaire du courant surfacique Fz en polarisationH//. Milieu 2 infiniment
conducteur. Les parame`tres sont ceux de la figure 4.5
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Fig. 4.11: Partie re´elle du courant surfacique Fx′ en polarisation H//. Milieu 2 infiniment
conducteur. Les parame`tres sont ceux de la figure 4.5
Le tableau 4.3 donne les erreurs relatives des parties re´elle et imaginaire des cou-
rants de surface, pour les deux polarisations fondamentales E// et H//. A partir de
ces re´sultats, nous pouvons conclure que, globalement, pour un ordre de troncature M
donne´ et une zone commune ℓ fixe´e, la pre´cision sur les courants de surface, dans le cas
d’une incidence en polarisation E//, est meilleure que dans la polarisation H//. Pour
les deux polarisations, la composante magne´tique du courant pre´sente une erreur plus
e´leve´e que la composante e´lectrique.
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Fig. 4.12: Partie imaginaire du courant surfacique Fx′ en polarisation H//. Milieu 2 infini-
ment conducteur. Les parame`tres sont ceux de la figure 4.5
poli ∆Imag[Fx′ ] ∆Re[Fx′ ] ∆Imag[Fz′ ] ∆Re[Fz′ ]
E// 0.0097 0.0066 0.0001 0.0002
H// 0.0001 0.0003 0.1348 0.1288
Tab. 4.3: Erreurs relatives moyennes sur les parties re´elles et imaginaires des courants de
surface suivant la polarisation de l’onde incidente
Sur la figure 4.13, nous avons repre´sente´ un zoom sur la zone commune entre deux
petits profils conse´cutifs de la composante Fx′ dans la polarisation E//.
−8 −7 −6 −5 −4 −3 −2
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
x
Re
[ F x
’(x,
y’=
0) ]
 
 
Méthode C
Méthode C + PFC
Point de
troncature
Fig. 4.13: Partie re´elle du courant surfacique Fx′ au voisinage du point de troncature. Milieu
2 infiniment conducteur
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Nous pouvons constater que malgre´ la troncature au point d’abscisse x = −5, le
principe du faible couplage permet de reconstituer le courant total avec une tre`s grande
pre´cision. Nous ve´rifions sur toutes les figures donnant les courants qu’il n’existe pas de
discontinuite´ aux points de troncature.
4.5.3 Les coefficients de diffusion bi-statique - Re´sultats sur
un profil
En faisant rayonner les courants de surface calcule´s pre´ce´demment avec la me´thode
C toute seule et la me´thode C associe´e au PFC, nous obtenons les amplitudes des
champs diffracte´s et nous calculons le coefficient de diffusion bi-statique pour chacune
des polarisations fondamentales, dans le milieu supe´rieur.
Les deux figures 4.14 et 4.15 illustrent une comparaison des deux coefficients de
diffusion donne´s par les deux me´thodes. Nous retrouvons le pic de diffraction autour de
la direction spe´culaire (θ = 40°). La comparaison par rapport a` la me´thode C est tre`s
concluante pour les deux polarisations.
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Fig. 4.14: Coefficient de diffusion bi-statique dans le cas d’un milieu 2 infiniment conducteur,
pour une onde incidente en polarisation E//
En calculant les erreurs relatives sur le coefficient de diffusion bi-statique, nous
obtenons ∆σ(E//) = 0.0005 et ∆σ(H//) = 0.0380. L’erreur en polarisation H// est plus
importante que celle en polarisation E//. Ceci est sans doute lie´ a` la longueur de la
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Fig. 4.15: Coefficient de diffusion bi-statique dans le cas d’un milieu 2 infiniment conducteur,
pour une onde incidente en polarisation H//
zone commune ℓ, prise ici e´gale a` 2λ, pour les deux cas de polarisations fondamentales.
Malgre´ une erreur de 14% sur les courants de surface (Fz′) en polarisation H//, le
coefficient de diffusion bi-statique est estime´ avec une pre´cision proche de 4%.
4.5.4 Influence de la zone commune ℓ
4.5.4.1 Cas infiniment conducteur
Nous e´tudions une surface infiniment conductrice, de longueur L = 60λ. Cette
surface est caracte´rise´e par une densite´ de probabilite´ des hauteurs gaussiennes, dont
l’e´cart type σa = 0.5λ. La fonction d’autocorre´lation est aussi gaussienne. La longueur
de corre´lation ℓc = 1.5λ. Nous divisons la surface en 6 petits profils chacun de longueur
10λ. Nous faisons varier la longueur de la zone commune ℓ et nous calculons le coefficient
de diffusion bi-statique. L’onde incidente est de polarisation E// ou H//, et l’angle
d’incidence est fixe´ a` θi = 30°. Ces re´sultats sont confronte´s a` ceux obtenus uniquement
avec la me´thode C dont l’ordre de troncature M = 372 et αmax ≈ 6 k. Nous travaillons
sur un ensemble de NR = 100 profils.
Avec la me´thode C, l’erreur sur le bilan de puissance, sur l’ensemble des 100 re´alisations,
est infe´rieure a` 2% pour les deux polarisations fondamentales.
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Le tableau 4.4 donne les valeurs des erreurs moyennes ∆f (poli) sur 100 re´alisation,
sur le module des courants de surface, ainsi que sur le coefficient de diffusion moyen〈
σ(E//)
〉
et
〈
σ(H//)
〉
pour chaque longueur ℓ de la zone commune.
∆f (poli) ∆F
(E//)
z ∆F
(E//)
x′ ∆F
(H//)
z ∆F
(H//)
x′ ∆ < σ
(E//)
1 > ∆ < σ
(H//)
1 >
ℓ = 1λ 0.007 0.069 0.099 0.006 0.0007 0.0006
ℓ = 2λ 0.007 0.054 0.076 0.006 0.0005 0.0006
ℓ = 3λ 0.007 0.048 0.066 0.006 0.0005 0.0005
ℓ = 4λ 0.007 0.042 0.053 0.006 0.0004 0.0005
Tab. 4.4: Erreurs relatives sur les courants de surface et le coefficient de diffusion moyen
suivant la longueur de la zone commune ℓ
Ces re´sultats montrent que pour une longueur ℓ fixe´e, l’erreur ∆F
(E//)
x′ est supe´rieure
a` ∆F
(E//)
z . Comme dans le cas d’un seul profil, ce constat s’inverse pour le polarisation
H//. D’autre part, quand la longueur de la zone commune augmente, l’erreur sur la
composante e´lectrique reste constante (avec une pre´cision de 10−3) dans chacune des
polarisations. En effet, le taux d’ondes e´vanescentes est le meˆme pour les deux me´thodes,
et dans le cas de la composante e´lectrique, une zone commune de 1λ suffit pour prendre
en compte la porte´e des courants lie´s a` cette composante. L’effet de l’augmentation
de la zone commune se voit clairement sur les composantes magne´tiques ∆F
(H//)
z et
∆F
(E//)
x′ .
Le coefficient de diffusion bi-statique pour une polarisation donne´e, prend en compte
la composante e´lectrique et magne´tique. Nous pouvons constater que les erreurs sur
le coefficient de diffusion bi-statique sont infe´rieures a` la valeur minimale de l’erreur
moyenne sur les courants qui interviennent dans leur calcul. Donc l’erreur en zone du
champ lointain reste toujours infe´rieure a` l’erreur sur les courants de surface.
Les figures 4.16 et 4.17 montrent l’intensite´ incohe´rente en polarisation E// obtenue
avec et sans application du PFC et pour les diffe´rentes valeurs de ℓ. Ce graphe permet
de constater la validite´ du principe du faible couplage et de voir l’e´volution de l’intensite´
incohe´rente en fonction de ℓ.
Pour le cas infiniment conducteur et pour les parame`tres ge´ome´triques et statistiques
pris dans ce paragraphe, il suffit de prendre une zone commune de longueur ℓ = 1ℓc pour
avoir une bonne approximation du coefficient de diffusion. Les nombreuses oscillations
sur la figure sont dues en partie au nombre insuffisant de re´alisations utilise´es. Nos inves-
tigations nume´riques montrent que pour cette longueur de la zone commune (ℓ = 1ℓc),
les re´sultats obtenus restent au moins exploitables jusqu’a` un rapport σa
ℓc
= 2
3
. Au dela
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Fig. 4.16: Intensite´ incohe´rente pour une onde incidente en polarisation E//. La zone com-
mune ℓ = 1λ
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Fig. 4.17: Intensite´ incohe´rente pour une onde incidente en polarisation E//. La zone com-
mune ℓ = 4λ
de cette valeur, les variations verticales du profil deviennent grandes et des couplages
e´lectromagne´tiques deviennent importants entre des points de la surface se´pare´s par une
distance plus grande qu’une longueur de corre´lation donc il est ne´cessaire d’augmenter
la longueur de la zone commune.
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4.5.4.2 Cas die´lectrique sans pertes
Conside´rons maintenant une surface die´lectrique, dont la permittivite´ relative est
ǫr = 6. La largeur de la surface est L = 60λ. Cette surface est caracte´rise´e par une
densite´ de probabilite´ des hauteurs gaussiennes, dont l’e´cart type est σa = 0.8λ. La
longueur de corre´lation ℓc = 1λ. Nous faisons varier la longueur de la zone de transition
ℓ et nous calculons le coefficient de diffusion bi-statique pour les deux polarisations
fondamentales E// et H//. Nous travaillons sur un ensemble de NR = 100. La longueur
d’onde incidente est λ = 5.36cm et les angles d’incidence sont θi = 30° et ϕi = 0°.
Nous appliquons la me´thode C sur la totalite´ de la surface, avec un ordre de tron-
cature que nous fixons a` M = 558. Le temps de calcul ne´cessaire pour chaque profil
est de 2750 secondes. Ensuite, le PFC est applique´ et chaque surface est de´coupe´e en
six parties de longueur 10λ. La zone commune prend des valeurs diffe´rentes et pour
chacune des valeurs une comparaison est re´alise´e par rapport a` la me´thode C. Quand
la zone commune varie de 2λ a` 4λ, les temps de calcul varient de 216 secondes a` 460
secondes sur l’ensemble des six petits profils. Ceci correspond a` un gain en temps de
calcul ρexp = 12 dans le premier cas et ρexp = 6 dans le second cas. Sur l’ensemble des
re´alisations, l’erreur sur le bilan de puissance est infe´rieure a` 1%.
Le tableau (4.5) donne les erreurs moyennes sur les courants de surface et l’erreur
sur le coefficient de diffusion moyen, dans le milieu supe´rieur.
∆f (poli) ∆F
(E//)
z ∆F
(E//)
x′ ∆F
(H//)
z ∆F
(H//)
x′
∆ < σ(E//) > ∆ < σ(H//) >
ℓ = 2λ 0.015 0.050 0.024 0.036 0.00047 0.00055
ℓ = 4λ 0.012 0.036 0.018 0.028 0.00039 0.00057
Tab. 4.5: Erreurs relatives sur les courants de surface et le coefficient de diffusion moyen
dans le milieu supe´rieur, suivant la longueur de la zone commune ℓ
Quand la longueur de la zone commune passe de 2λ a` 4λ, les erreurs sur les courants
de surface diminuent pour les deux polarisations fondamentales. En zone du champ
lointain, nous observons une erreur tre`s faible sur le coefficient de diffusion moyen par
rapport aux erreurs sur les courants de surface. Le PFC permet d’obtenir des re´sultats
avec une tre`s bonne pre´cision (compte tenu de la rugosite´ des surfaces : ℓc = 1λ et
σ0 = 0.8λ).
Les figures 4.18 et 4.19 repre´sentent l’intensite´ incohe´rente dans le milieu supe´rieur,
127
en polarisation H//. Les courbes obtenues avec les deux me´thodes sont tre`s proches et
l’application du PFC est probante.
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Fig. 4.18: Intensite´ incohe´rente pour une onde incidente en polarisation H//. La zone com-
mune ℓ = 2λ, L = 60λ, ℓc = 1λ, σa = 0.8λ, λ = 5.36cm, ǫr = 6 et θi = 30°
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Fig. 4.19: Intensite´ incohe´rente pour une onde incidente en polarisation H//. La zone com-
mune ℓ = 4λ et les autres parame`tres sont ceux de la figure 4.18
Pour ce cas die´lectrique, le principe du faible couplage est valable pour un rapport
σa
ℓc
≤ 5
4
et une zonne commune de ℓ = 2ℓc.
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4.6 Application a` une surface a` deux e´chelles de
rugosite´ - Cas des milieux die´lectriques a` pertes
Conside´rons une perturbation cylindrique, se´parant l’air d’un milieu 2 pre´sentant des
pertes. La longueur d’onde incidente est λ = 5.36cm, elle est de polarisation E// ou H//.
L’angle d’incidence est θi = 30°. La permittivite´ relative du milieu 2 est ǫr = 5.94−j0.85.
Cette valeur de la permittivite´ correspond a` une humidite´ de 15% d’un sol agricole, a`
la fre´quence de 5.6GHz. L’e´quation de la de´formation est donne´e par :
y = a(x) + b cos
2π
D
x (4.62)
Cette surface pourrait repre´senter un sol agricole, la fonction pe´riodique repre´sentent
la composante de´terministe (les sillons dus au travail agricole) et la fonction a(x) la
composante ale´atoire.
L’interface conside´re´e est de longueur L = 64λ. Elle est la somme de la fonction
a(x), issue d’un processus gaussien, et d’une fonction pe´riodique de pe´riode D = 7.5λ
et d’amplitude b = 0.6λ. La fonction a(x) est caracte´rise´e par une autocorre´lation
gaussienne. L’e´cart type des hauteurs σa est e´gal a` 0.2λ et la longueur de corre´lation ℓc
a` 0.94λ. Ces parame`tres statistiques sont re´alistes [27]. Cette surface totale est divise´e
en huit profils de longueur 8λ. La zone commune vaut ℓ = 3λ.
Nous travaillons sur un ensemble de 300 profils. Chaque profil est d’abord analyse´
avec la me´thode C. L’ordre de troncature est fixe´ a` M = 330 et αmax ≈ 5 k. Puis,
l’approximation de faible couplage est applique´e.
Les figures 4.20 et 4.21 donnent le coefficient de diffusion bi-statique moyen et l’in-
tensite´ incohe´rente, respectivement. Les courbes obtenues par la me´thode C avec et sans
l’approximation PFC sont similaires. Nous notons sur la figure repre´sentant le coeffi-
cient de diffusion bi-statique des pics secondaires, en plus de celui autour de la direction
spe´culaire (θ = 30°). Ces pics supple´mentaires sont dus a` la composante pe´riodique des
surfaces analyse´es qui, par analogie avec les re´seaux de diffraction, donne naissance a`
des raies de diffraction.
La figure 4.21 montre un phe´nome`ne de re´tro-diffusion sur l’intensite´ incohe´rente.
Ce phe´nome`ne se produit pour une hauteur quadratique moyenne σa e´gale a` 0.2λ. Pour
des surfaces rugueuses ne pre´sentant pas de composantes pe´riodiques, ce phe´nome`ne
de re´tro-diffusion se produit pour des e´carts types plus e´leve´s [43]. La composante
pe´riodique influe donc sur ce phe´nome`ne.
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Fig. 4.20: Coefficient de diffusion moyen en polarisation E//. La surface a deux niveaux de
rugosite´ et le milieu 2 est die´lectrique a` pertes. La zone commune ℓ = 3λ, L = 64λ,
θi = 30°
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Fig. 4.21: Intensite´ incohe´rente en polarisation H//. Les meˆmes parame`tres que la figure 4.20
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4.7 Conclusion
Ce chapitre est consacre´ a` la pre´sentation de la nouvelle me´thode que nous avons
de´veloppe´e, pour le cas des surfaces 1D, dans le but de re´duire les temps de calcul
de la me´thode C et traiter des surfaces de grande taille. Pour ce faire, nous associons
le principe du faible couplage (PFC) a` la me´thode C. Le PFC stipule que le courant
surfacique, en un point donne´ de la surface, de´pend uniquement de la forme du profil
compris dans un intervalle centre´ sur ce point. La largeur de cet intervalle de´pend de la
polarisation de l’onde incidente et des parame`tres statistiques de la surface. Ce constat
permet de traiter la surface totale par morceaux.
La me´thode C en 1D est applique´e pour chaque tronc¸on de la surface et permet
de calculer les courants de surface avec pre´cision. Le courant total est obtenu par
concate´nation des courants e´le´mentaires. Les amplitudes des champs diffracte´s sont
calcule´es, a` partir de ce courant total, en utilisant les formules de rayonnement. Nous
avons montre´ que cette me´thode est valable aussi bien pour des milieux infiniment
conducteurs que die´lectriques. Par comparaison avec la me´thode C, les re´sultats obte-
nus sont satisfaisants en terme de pre´cision. Cette me´thode est applique´e avec succe`s
pour l’analyse d’une surface a` deux e´chelles de rugosite´.
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Conclusion et perspectives
Dans ce me´moire, nous avons traite´ le proble`me de l’interaction d’une onde e´lectro-
magne´tique avec des surfaces rugueuses ale´atoires a` variation unidimensionnelle (1D) ou
bidimensionnelle (2D). Ces surfaces se´parent l’air d’un milieu die´lectrique ou infiniment
conducteur. Elles sont issues d’un processus gaussien et caracte´rise´es par une loi de
distribution des hauteurs gaussiennes et une fonction d’autocorre´lation isotrope entre
gaussienne et exponentielle. L’onde incidente est plane de polarisation E// ou H//.
Le formalisme e´lectromagne´tique utilise´, pour re´soudre le proble`me de la diffraction,
est un formalisme exact. Dans le cas des surfaces rugueuses 2D, nous avons utilise´ la
me´thode des coordonne´es curvilignes, appele´e aussi la me´thode C. Cette me´thode est
fonde´e sur l’e´criture des e´quations de Maxwell dans un syste`me de coordonne´es non-
orthogonales lie´ a` la surface diffractante. Une combinaison judicieuse de ces e´quations,
sous leur forme covariante, permet d’exhiber un syste`me aux valeurs propres, fai-
sant intervenir les composantes longitudinales du champ diffracte´. La re´solution de
ce syste`me aux valeurs propres se fait dans le domaine spectral. Ceci permet d’obtenir
les modes propres du proble`me traite´ et d’exprimer les champs sous forme de combinai-
sons line´aires des vecteurs propres. Les coefficients de ces combinaisons line´aires sont
de´termine´s en traitant les conditions aux limites. Concernant les composantes trans-
versales du champ, nous montrons qu’elles s’expriment uniquement en fonction des
composantes longitudinales. Ainsi, elles sont de´duites par des ope´rations matricielles a`
partir des composantes longitudinales.
D’un point de vue nume´rique, la me´thode C de´pend de l’ordre de troncature M
et de la re´solution spatiale ∆α. L’ordre de troncature fixe la dimension du syste`me
aux valeurs propres a` re´soudre (Ms = 2(2M + 1)
2), et le produit des deux parame`tres
permet d’ajuster le taux d’ondes e´vanescentes. Nous adaptons ces deux parame`tres
nume´riques en fonction des parame`tres ge´ome´triques et statistiques des surfaces traite´es.
Ainsi, plus la rugosite´ des surfaces augmente, plus les couplages e´lectromagne´tiques sont
importants, et donc nous avons besoin d’un nombre important d’ondes e´vanescentes
pour bien de´crire le phe´nome`ne de diffraction, ce qui signifie augmenter l’ordre de
troncature M. La me´thode C est une me´thode exacte. Son domaine d’application est a
priori illimite´. Nous avons teste´ la validite´ des re´sultats par des comparaisons avec des
me´thodes concurrentes. Les re´sultats sont probants. La me´thode C est tre`s performante
dans le domaine re´sonnant. La comparaison avec des donne´es expe´rimentales est tre`s
encourageante.
Malgre´ ses performances, la me´thode C souffre d’un handicap lie´ au temps de calcul.
Ceci restreint son utilisation au traitement de surfaces 2D de dimensions limite´es. En
effet, les temps d’exe´cution sont proportionnels a` M3s (la recherche des vecteurs et
valeurs propres repre´sente plus de 90% du temps total). Afin de de´passer cet obstacle,
nous avons propose´ une nouvelle me´thode, qui reprend la me´thode C et l’associe au
principe du faible couplage, pour le cas des surfaces 1D. Ceci constitue la deuxie`me
me´thode que nous avons pre´sente´e dans ce manuscrit.
Au lieu de traiter directement la surface totale par la me´thode C, nous la de´coupons
d’abord en N morceaux. La me´thode C est applique´e sur chacun des tronc¸ons, en
tenant compte d’une zone commune entre deux profils conse´cutifs. Ceci permet de
re´duire les discontinuite´s sur les courants surfaciques a` l’endroit des troncatures. Par
concate´nation, le principe du faible couplage permet d’obtenir le courant de surface total
comprenant la contribution de chacun des profils e´le´mentaires re´duits a` leurs largeurs
initiales, excluant les courants des zones communes. A partir de ce courant de surface
total, calcule´ avec la me´thode C, nous obtenons les amplitudes des champs diffracte´s
en faisant appel aux formules de rayonnement, issues du formalisme inte´gral.
Cette nouvelle me´thode permet de traiter des profils de grande taille et avec une
grande pre´cision. Nous avons e´tendu l’application du principe du faible couplage aux
cas des milieux die´lectriques. Nous avons montre´ que cette me´thode reste valable pour
des rugosite´s assez importantes. Les simulations nume´riques montrent un gain de temps
de calcul indiscutable.
Dans la continuite´ du travail effectue´ pour le cas des surfaces 1D, dans le but de
re´duire les temps de calcul, l’application de l’approximation du faible couplage aux
surfaces 2D constitue une de mes perspectives. Ceci repre´sentera une solution pour le
traitement des surfaces de largeur importante (L > 8λ) mais de longueur de corre´lation
limite´e ℓc ≤ 1.5λ. Le principe du faible couplage ne´cessite l’emploi d’une zone commune
ℓ d’au moins une longueur de corre´lation. De fait, meˆme si nous divisons la surface
totale en N cellules, la taille de ces cellules e´le´mentaires auxquelles nous rajoutons la
zone commune, devient tout de suite importante et les limites de la me´thode C, dues
au temps de calcul, sont facilement atteignables.
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Une autre perspective est de chercher des solutions nume´riques, afin d’acce´le´rer la
recherche des valeurs et vecteurs propres qui interviennent dans le calcul du champ
diffracte´. Sous sa version actuelle, la me´thode C calcule et utilise la totalite´ des va-
leurs et vecteurs propres pour de´crire le champ diffracte´. Il sera inte´ressant de voir
si la recherche d’un sous ensemble des valeurs propres n’est pas suffisant. En effet,
les fonctions d’onde associe´es aux valeurs propres re´elles et imaginaires de´crivent, en
coordonne´es cirvilignes, les ondes propagatives et e´vanescentes du de´veloppement de
Rayleigh. Ainsi au lieu de chercher toutes les valeurs propres, nous nous limiterons
uniquement a` celles repre´sentant les ondes e´vanescentes a` valeurs propres complexes.
Des me´thodes nume´riques base´es sur des algorithmes rapides de recherche de valeurs
et vecteurs propres sur des crite`res bien de´finis, doivent pouvoir re´pondre a` cette
proble´matique [65,66].
En paralle`le, l’e´clairement de la surface par une source d’e´tendue limite´e, a` savoir
un faisceau gaussien, sera aborde´, car la loi d’e´clairement d’une antenne radar peut
eˆtre repre´sente´e par une somme de faisceaux gaussiens. Et d’autre part, une approche
par faisceau permet de s’affranchir des effets de bord sans l’utilisation de la feneˆtre de
ponde´ration.
Enfin, le mode`le statistique de´crivant les sols agricoles sera re´investi dans le but de
prendre en compte la composante de´terministe des surfaces. Ceci permettra d’avoir une
description plus re´aliste des sols nus, qui sera valable pour tous les types de sols (semis,
de´chaumage et labour). La mode´lisation des proble`mes directs de diffraction par des
sols agricoles nus sera alors plus performante.
134
Annexe A
Les formulations asymptotiques
A.1 Les coordonne´es sphe´riques
Soit (r, θ, ϕ) les coordonne´es sphe´riques d’un point M dans l’espace a` 3 dimensions.
Dans le repe`re carte´sien associe´ a` cet espace le vecteur OM s’e´crit :
OM = xxˆ+ yyˆ + zzˆ (A.1)
Le passage des coordonne´es sphe`riques aux coordonne´es carte´siennes se fait par les
relations suivantes : 

x = r cosϕ sin θ = ρ cosϕ
y = r cos θ =
√
r2 − ρ2 cos θ
z = r sinϕ sin θ = ρ sinϕ
(A.2)
A.2 Me´thode de la phase stationnaire
Nous de´terminons les composantes des champs a` grande distance en appliquant la
me´thode de la phase stationnaire. Nous menons le calcul en polarisation E// et nous
cherchons a` de´terminer le comportement asymptotique des 5 composantes de champs
Ex, Ez, Hx, Hy et Hz. Afin de ne pas alourdir les notations, nous omettons l’exposant
E// dans les amplitudes des champs intervenant dans les de´veloppement de Rayleigh.
Le raisonnement peut bien suˆr eˆtre mene´ pour les composantes de champs polarise´s
H//.
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Fig. A.1: Repe`re des coordonne´es sphe´riques
A grande distance, les inte´grales de Rayleigh repre´sentant le champ e´lectromagne´tique,
se re´sument a` la seule contribution des ondes propagatives. Par exemple, la composante
Ey du champ e´lectrique s’e´crit :
ZHy(x, y, z) =
1
4π2
∫∫
α2+γ2≤k2
√
α2 + γ2 Rˆ(α, γ) exp(−jαx) exp(−jβy) exp(−jγz)dαdγ
(A.3)
Les constantes de propagation sont donne´es par :

α = k cosϕ sin θ
β = k cos θ
γ = k sinϕ sin θ
(A.4)
Nous faisons le changement de variable suivant :(α, γ)↔ (θ, ϕ)
dαdγ =
∣∣∣∣∣
∂α
∂θ
∂α
∂ϕ
∂γ
∂θ
∂γ
∂ϕ
∣∣∣∣∣ dθdϕ = k sin θ cos θdθdϕ (A.5)
Ceci permet d’e´crire le continuum d’ondes planes propagatives sous la forme :
ZHy =
k2
4π2
π∫
0
pi
2∫
−pi
2
Rˆ(k cosϕ sin θ, k sinϕ sin θ) sin2 θ cos θ exp(−jkr)dθdϕ (A.6)
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Le terme kr vaut :
kr = αx+ βy + γz
= k r[cosϕ′ sin θ′ cosϕ sin θ + sinϕ′ sin θ′ sinϕ sin θ + cos θ′ cos θ]
= k r[sin θ′ sin θ(cosϕ′ cosϕ′ + sinϕ′ sinϕ) + cos θ′ cos θ]
= k r[sin θ′ sin θ cos (ϕ− ϕ′) + cos θ′ cos θ] (A.7)
A partir de ces re´sultats, nous pouvons e´crire :
ZHy =
k2
4π2
π∫
0
pi
2∫
−pi
2
Rˆ(k cosϕ sin θ, k sinϕ sin θ) sin2 θ cos θ exp(−jkr)dθdϕ (A.8)
=
k2
4π2
∞∫
−∞
∞∫
−∞
gˆ(θ, ϕ) exp(+jrfˆ(θ, ϕ, θ′, ϕ′))dθdϕ (A.9)
ou`
gˆ(θ, ϕ) = Rˆ(θ, ϕ) sin2 θ cos θ rect[ϕ− π
2
, θ] (A.10)
fˆ(θ, ϕ, θ′, ϕ′) = −k[sin θ′ sin θ cos (ϕ− ϕ′) + cos θ′ cos θ] (A.11)
ou` rect[ϕ− π
2
, θ] est la fonction rectangle a` 3 dimensions qui est e´gale a` 1 pour 0 ≤ ϕ ≤ π
et −π
2
≤ ϕ ≤ π
2
et e´gale a` ze´ro ailleurs.
Afin d’e´xhiber la forme asymptotique de la repre´sentation inte´grale des champs
quand le point d’observation est situe´ en zone champ lointain, nous cherchons le point
critique non de´ge´ne´re´ de la fonction fˆ(θ, ϕ, θ′, ϕ′) . Il repre´sente le point ou` la premie`re
de´rive´e de la fonction s’annulle et la deuxie`me de´rive´e est diffe´rente de ze´ro.
Les points critiques sont donne´s par :
∂fˆ(θ, ϕ, θ′, ϕ′)
∂θ
= 0 (A.12)
∂fˆ(θ, ϕ, θ′, ϕ′)
∂ϕ
= 0 (A.13)
A partir de l’e´quation (A.12), nous de´duisons que :
ϕ′ = ϕ (A.14)
En prenant en compte ce re´sultat, l’e´quation (A.13) permet de de´duire que :
θ′ = θ (A.15)
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Donc le point (θ, ϕ) = (θ′, ϕ′) est l’unique point critique.
Le de´veloppement limite´ de la fonction fˆ(θ, ϕ, θ′, ϕ′) au voisinage du point (θ′, ϕ′)
est :
fˆ(θ, ϕ, θ′, ϕ′) = −k [sin θ′ sin θ − sin θ′ sin θ∆(ϕ)
2
2
+ cos θ′ cos θ] (A.16)
= −k [cos (θ − θ′)− ∆(ϕ)
2
2
sin θ′ sin θ] (A.17)
= −k [1− ∆(θ)
2
2
− ∆(ϕ)
2
2
sin θ′ sin θ] (A.18)
ou` ∆(ϕ) = ϕ− ϕ′ et ∆(θ) = θ − θ′.
Le the´ore`me de la phase stationnaire permet le passage a` la forme asymptotique de
l’inte´grale [17], en ne retenant que le point critique ou` fˆ = −k :
ZHy =
k2
4π2
∞∫
−∞
∞∫
−∞
gˆ(θ, ϕ) exp(+jrfˆ(θ, ϕ, θ′, ϕ′)dθdϕ (A.19)
=
j
sin θ′
k
2π
gˆ(θ′, ϕ′)
exp(+jr fˆ(θ′, ϕ′))
r
(A.20)
Au final, nous de´duisons la forme asymptotique de ZHy :
ZHy(θ, ϕ) =
1
λr
Rˆ(k sin θ cosϕ, k sin θ sinϕ) sin θ cos θ exp(−jkr) exp(j π
2
) (A.21)
Ce re´sultat reste valable pour toutes les composantes du champ e´lectromagne´tique.
A.3 Les composantes du champ lointain
Conside´rons la polarisationE//. Les composantes non nulles du champ e´lectromagne´tique
sont Ex, Ez, Hx, Hy, Hz
Les vecteurs de base (uˆr, uˆθ, uˆϕ) s’e´crivent :
uˆr = sin θ cosϕxˆ+ cos θyˆ + sin θ sinϕzˆ (A.22)
uˆθ = cos θ cosϕxˆ− sin θyˆ + cos θ sinϕzˆ (A.23)
uˆϕ = − sinϕxˆ+ cosϕzˆ (A.24)
138
Les champs e´lectrique et magne´tique s’expriment comme suit :
E = Exxˆ+ Ezzˆ (A.25)
= Eruˆr + Eθuˆθ + Eϕuˆϕ (A.26)
H = Hxxˆ+Hyyˆ +Hzzˆ (A.27)
= Hruˆr +Hθuˆθ +Hϕuˆϕ (A.28)
Les composantes sphe´riques sont relie´es aux composantes carte´siennes par :

Er = sin θ cosϕEx + sin θ sinϕEz
Eθ = cos θ cosϕEx + cos θ sinϕEz
Eϕ = − sinϕEx + cosϕEz
(A.29)
et 

Hr = sin θ cosϕHx + cos θHy + sin θ sinϕHz
Hθ = cos θ cosϕHx − sin θHy + cos θ sinϕHz
Hϕ = − sinϕHx + cosϕHz
(A.30)
Nous savons que chaque composante du champ e´lectromagne´tique peut s’e´crire sous
forme d’une inte´grale de Rayleigh. Par exemple, en polarisation E// :
ZHx =
1
4π2
∞∫∫
−∞
√
α2 + γ2Rˆx(α, γ) exp(−jαx) exp(−jβy) exp(−jγz)dαdγ (A.31)
ZHy =
1
4π2
∞∫∫
−∞
√
α2 + γ2Rˆy(α, γ) exp(−jαx) exp(−jβy) exp(−jγz)dαdγ (A.32)
ZHz =
1
4π2
∞∫∫
−∞
√
α2 + γ2Rˆz(α, γ) exp(−jαx) exp(−jβy) exp(−jγz)dαdγ (A.33)
Ex =
1
4π2
∞∫∫
−∞
√
α2 + γ2Cˆx(α, γ) exp(−jαx) exp(−jβy) exp(−jγz)dαdγ (A.34)
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Ez =
1
4π2
∞∫∫
−∞
√
α2 + γ2Cˆz(α, γ) exp(−jαx) exp(−jβy) exp(−jγz)dαdγ (A.35)
En coordonne´es carte´siennes, le tenseur me´trique se re´duit a` la matrice unite´ et les
e´quations (3.12a-3.12d) deviennent :
∂2Ex′
∂y′2
+ k2Ex′ =
∂2Ey′
∂x′∂y′
+ jk
∂ZHy′
∂z′
(A.36a)
∂2Ez′
∂y′2
+ k2Ez′ =
∂2Ey′
∂z′∂y′
− jk∂ZHy
′
∂x′
(A.36b)
∂2ZHx′
∂y′2
+ k2ZHx′ =
∂2ZHy′
∂x′∂y′
− jk∂Ey
′
∂z′
(A.36c)
∂2ZHz′
∂y′2
+ k2ZHz′ =
∂2ZHy′
∂y′∂z′
+ jk
∂Ey′
∂x′
(A.36d)
En polarisation E//, nous obtenons les composantes transversales des champs en
prenant Ey = 0, soit :
∂2 Z Hx
∂y2
+ k2(Z Hx) =
∂2 Z Hy
∂x ∂y
(A.37)
∂2 Z Hz
∂y2
+ k2(Z Hz) =
∂2 Z Hy
∂z ∂y
(A.38)
A partir de (A.37) et (A.38), nous de´duisons que pour les composantes magne´tiques :
Rˆx(α, γ) = −
αβ
α2 + γ2
Rˆy(α, γ) (A.39)
Rˆz(α, γ) = −
γβ
α2 + γ2
Rˆy(α, γ) (A.40)
En zone champ lointain et en utilisant les re´sultats concernant la phase stationnaire
(A.21), au point d’observation (θ, ϕ, r), nous avons pour les composantes magne´tiques :
ZHx =
− 1
λr
exp(j
π
2
)Rˆy(θ, ϕ) cosϕ cos
2 θ exp(−jkr) (A.41)
ZHz =
− 1
λr
exp(j
π
2
)Rˆy(θ, ϕ) sinϕ cos
2 θ exp(−jkr) (A.42)
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A partir de l’e´quation (A.30), nous calculons les trois composantes Hr, Hθ et Hϕ et
nous montrons que :
ZHr = 0 (A.43)
ZHθ =
− 1
λr
exp(j
π
2
)Rˆy(θ, ϕ) cos θ exp(−jkr) (A.44)
ZHϕ = 0 (A.45)
Par conse´quent, le vecteur H, en zone champ lointain, est porte´ par le vecteur uˆθ.
ZH(r, θ, ϕ) = ZHθ uˆθ (A.46)
Concernant le vecteur E, nous suivons la meˆme de´marche que pre´ce´demment. En
e´crivant les composantes Ex et Ez sous forme de de´veloppement de Rayleigh, avec des
amplitudes correspondantes Cˆx et Cˆz, nous de´duisons graˆce aux e´quations (A.3), (A.35),
(A.36) et (A.37) que :
Cˆx(α, γ) =
kγ
α2 + γ2
Rˆy(α, γ) (A.47)
Cˆz(α, γ) = −
kα
α2 + γ2
Rˆy(α, γ) (A.48)
En utilisant l’expression de la composante radiale du champ e´lectrique en fonction
des composantes carte´siennes, nous montrons qu’en zone du champ lointain, Er la
composante radiale et la composante en site Eθ sont nulles.
La composante en azimut est donne´e par :
Eϕ = −
1
λr
exp(j
π
2
)Rˆy(θ, ϕ) cos θ exp(−jkr) (A.49)
Donc, pour la polarisation H//, en zone de champ lointain, les vecteurs E et H sont
oriente´s comme suit :
E = Eϕuˆϕ (A.50)
ZH = ZHθuˆθ (A.51)
et (E,H,ur) est un trie`dre direct.
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Des re´sultats analogues peuvent eˆtre obtenus pour la polarisation E// et nous mon-
trons que :
ZH = ZHϕuˆϕ (A.52)
E = Eθuˆθ (A.53)
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Annexe B
Le bilan de puissance
Soit (Ei,Hi) un faisceau d’ondes planes incident e´clairant une surface 2D. Le champ
diffracte´ est note´ (Ed,Hd). Nous de´finissons deux vecteurs F et G tel que :
– en polarisation E// : F = E et G = ZH
– en polarisation H// : F = ZH et G = −E
Le champ incident peut s’e´crire comme un continuum d’ondes planes. En polarisation
E//, nous avons :
Fi(x, y, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E//)
i (α, γ)V(α, γ)× e−jkir dα dγ (B.1)
ki est le vecteur d’onde incidente, il est donne´ par :
ki = α xˆ− β1 yˆ + γ zˆ ; Im[β1] = 0
V(α, γ) =
γ√
α2 − γ2 xˆ−
α√
α2 + γ2
zˆ
Le vecteur Gi est donne´ par :
Gi(x, y, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E//)
i (α, γ)
[
ki
k1
∧V(α, γ)
]
× e−jkir dα dγ (B.2)
Nous supposons toutes les ondes planes e´le´mentaires propagatives avec Rˆ
(E//)
i (α, γ) =
0 pour α2 + γ2 > k21.
Le vecteur de Poynting complexe s’e´crit :
Si =
1
2Z1
(Fi ∧G∗i ) (B.3)
Son flux a` travers le plan (xOz) a` une hauteur ’y’ donne la puissance incidente totale
P
(E//)
i .
P
(E//)
i = Re
[∫ +∞
−∞
∫ +∞
−∞
Si dx dz (−yˆ)
]
= −Re
[∫ +∞
−∞
∫ +∞
−∞
1
2Z1
(Fi ∧G∗i ) dx dy yˆ
]
(B.4)
D’apre`s le the´ore`me de Parseval permettant le passage du domaine spatial au do-
maine spectral, en remplac¸ant les vecteurs G et F par leurs expressions, l’e´quation
(B.4) peut s’e´crire sous la forme suivante :
P
(E//)
i = −
1
4π2
Re
[∫∫ +∞
−∞
1
2Z1
(
Fˆi ∧ Gˆ∗i
)
dα dγ yˆ
]
(B.5)
= − 1
4π2
Re
[∫ +∞
−∞
∫ +∞
−∞
1
2Z1
∣∣∣Rˆ(E//)i (α, γ)∣∣∣2 V ∧
[
ki
k1
∧V
]
e(−jβ1y+jβ
∗
1y) dα dγ
]
yˆ
Avec −jβ1 + jβ∗1 = 0, car l’onde incidente est propagative et β1 est re´el.
D’autre part
(V ∧
[
ki
k1
∧V
]
)yˆ = (V2
k∗i
k1
−
[
Vki
k1
V
]
)yˆ
=
β∗1
k1
(B.6)
En injectant ces calculs e´le´mentaires dans la formule de P
(E//)
i , nous obtenons :
P
(E//)
i =
1
8π2Z1
Re
[∫ +∞
−∞
∫ +∞
−∞
∣∣∣Rˆ(E//)i (α, γ)∣∣∣2 β1k1 dα dγ
]
(B.7)
β est re´el, donc l’inte´gration se fera uniquement sur les valeurs de α et γ telles que
α2 + γ2 < k21.
Nous obtenons :
P
(E//)
i =
1
8π2Z1

 ∫∫
α2+γ2≤k21
∣∣∣Rˆ(E//)i (α, γ)∣∣∣2 β1k1 dα dγ

 (B.8)
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Les constantes de propagation s’expriment en fonction des angles de site θ et d’azi-
mut ϕ par : 

α = k1 sin θ cos ϕ
β1(α, γ) = k1 cos θ
γ = k1 sin θ sin ϕ
En passant dans un syste`me de coordonne´es sphe´riques (r,θ,ϕ), nous avons :
dαdγ = |J | dθdϕ
ou` |J | repre´sente le jacobien et vaut : k21 sin θ cosϕ
La puissance incidente s’e´crit :
P
(E//)
i =
1
2Z1
(
k1
2π
)
2
0∫
π
+pi
2∫
−pi
2
∣∣∣Rˆ(E//)i (k1 sin θ cos ϕ, k1 sin θ sin ϕ)∣∣∣2 cos2 θ sin θ dθ dϕ
(B.9)
Un re´sultat similaire a` (B.9) peut eˆtre obtenu pour une onde incidente en polarisa-
tion H//.
Concernant le champ diffracte´ (Ed,Hd) nous ferons le meˆme calcul. Bien suˆr comme
nous travaillons avec des surfaces 2D, l’onde diffracte´e est de´polarise´e et les deux pola-
risations fondamentales E// ou H// sont conside´re´es.
Ed,m(x, y, z) = E
(E//poli)
d,m (x, y, z) + E
(H//poli)
d,m (x, y, z) (B.10)
ZmHd,m(x, y, z) = ZmH
(E//poli)
d,m (x, y, z) + ZmH
(H//poli)
d,m (x, y, z) (B.11)
F
(poldpoli)
d,m (x, y, z) =
1
4π2
+∞∫∫
−∞
Rˆ
(poldpoli)
d,m (α, γ)V(α, γ)× e−jkd,mr dα dγ (B.12)
G
(poldpoli)
d,m (x, y, z) =
1
4π2
+∞∫∫
−∞
Rˆ
(poldpoli)
d,m (α, γ)
[
kd,m
km
∧V(α, γ)
]
×e−jkd,mr dα dγ (B.13)
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ou` r kd,m = αx − βm |y| + γ z, avec kd,m le vecteur d’onde diffracte´ dans le milieu
m. Le vecteur V donne la direction du champ diffracte´ paralle`lement au plan (xOz) :
V(α, γ) =
γ√
α2 + γ2
xˆ− α√
α2 + γ2
zˆ
Le vecteur de Poynting complexe, dans le milieu m, est donne´ par :
Sd,m =
1
2Zm
(
Fd,m ∧G∗d,m
)
=
1
2
(
(E
(E//poli)
d,m +E
(H//poli)
d,m ) ∧ (H∗
(E//poli)
d,m +H
∗(H//poli)
d,m )
)
=
1
2
[
E
(E//poli)
d,m ∧H∗
(E//poli)
d,m
]
+
1
2
[
E
(H//poli)
d,m ∧H∗
(H//poli)
d,m
]
+
1
2
[
E
(E//poli)
d,m ∧H∗
(H//poli)
d,m
]
+
1
2
[
E
(H//poli)
d,m ∧H∗
(E//poli)
d,m
]
=
1
2
[
E
(E//poli)
d,m ∧H∗
(E//poli)
d,m
]
+
1
2
[
E
(H//poli)
d,m ∧H∗
(H//poli)
d,m
]
(B.14)
Les produits vectoriaux faisant intervenir des vecteurs de champ de polarisations
diffe´rentes donnent un re´sultat nul, car leur projection suivant yˆ donne ze´ro.
La puissance diffracte´e totale P
(poli)
d,tot est le flux du vecteur Poynting a` travers le plan
(xOz) a` une hauteur ’y’ donne´e.
P
(poli)
d,tot =
∑
m∈{1,2}
Re

+∞∫∫
−∞
Sd,m dx dz (±yˆ)

 (B.15)
avec un signe ’+’ pour le champ diffracte´ dans le milieu 1 et un signe ’-’ pour le milieu
2.
En utilisant les expressions des champs sous forme inte´grale, ainsi que le the´ore`me
de Parseval, les re´sultats des calculs pre´ce´dents nous permettent de de´duire que :
+∞∫∫
−∞
1
2
[
E
(E//poli)
d,m ∧H∗
(E//poli)
d,m
]
dx dz (±yˆ) =
1
8π2Zm
Re

+∞∫∫
−∞
∣∣∣Rˆ(E//poli)d,m (α, γ)∣∣∣2 βmkm dα dγ

 (B.16)
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+∞∫∫
−∞
1
2
[
E
(H//poli)
d,m ∧H∗
(H//poli)
d,m
]
dx dz (±yˆ) =
1
8π2Zm
Re

+∞∫∫
−∞
∣∣∣Rˆ(H//poli)d,m (α, γ)∣∣∣2 βmkm dα dγ

 (B.17)
Au final, seules les ondes propagatives sont prises en compte dans le calcul de la
puissance diffracte´e, car Re[βm] = 0 pour les ondes e´vanescentes. La puissance diffracte´e
totale est donne´e par :
P
(poli)
d =
∑
m∈{1,2}
1
8π2Zm

 ∫∫
α2+γ2≤k2m
(
∣∣∣Rˆ(E//poli)d,m (α, γ)∣∣∣2 + ∣∣∣Rˆ(H//poli)d,m (α, γ)∣∣∣2) βmkm dα dγ


(B.18)
En coordonne´es sphe´riques, les constantes de propagation s’e´crivent :

α = km sin θ cos ϕ
βm(α, γ) = km cos θ
γ = km sin θ sin ϕ
avec
− π
2
< θ <
π
2
et 0 < ϕ < π
Ceci conduit a` :
P
(poli)
d =
∑
m∈{1,2}
1
2Zm
(
km
2π
)
2
0∫
π
+pi
2∫
−pi
2
(
∣∣∣Rˆ(E//poli)d,m (θ, ϕ)∣∣∣2+∣∣∣Rˆ(H//poli)d,m (θ, ϕ)∣∣∣2) cos2 θ sin θ dθ dϕ
(B.19)
Les milieux conside´re´s sont sans pertes. Le bilan des puissances impose que la puis-
sance incidente soit e´gale a` la puissance totale diffracte´e.
P
(poli)
d = P
(poli)
i (B.20)
donc en tenant compte des relations (B.18, B.8) :
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∑
m∈{1,2}
1
8π2Zm

 ∫∫
α2+γ2≤k2m
(
∣∣∣Rˆ(E//poli)d,m (α, γ)∣∣∣2 + ∣∣∣Rˆ(H//poli)d,m (α, γ)∣∣∣2) βmkm dα dγ

 =
1
8π2Z1

 ∫∫
α2+γ2≤k21
∣∣∣Rˆ(poli)i (α, γ)∣∣∣2 β1k1 dα dγ

 (B.21)
Sachant que Z1n1 = Z2n2, l’e´quation pre´ce´dente nous donne :
∑
m∈{1,2}
nm
4π2

 ∫∫
α2+γ2≤k2m
(
∣∣∣Rˆ(E//poli)d,m (α, γ)∣∣∣2 + ∣∣∣Rˆ(H//poli)d,m (α, γ)∣∣∣2) βmkm dα dγ

 =
n1
4π2
Re

 ∫∫
α2+γ2≤k21
∣∣∣Rˆ(poli)i (α, γ)∣∣∣2 β1ki dα dγ

 (B.22)
Les expressions des champs diffracte´s e´tablies au de´but de ce paragraphe contiennent
aussi bien les champs re´fle´chis et transmis dans la direction spe´culaire que dans toutes les
autres directions de diffraction. Si nous exprimons l’amplitude totale de Rayleigh comme
somme d’une amplitude du champ re´fle´chi spe´culairement Rˆr0, du champ transmis Rˆt0
et d’une amplitude du champ diffracte´ dans les autres directions Rˆd alors :
Rˆ
polipoli
1 (α, γ) = ρr poli(α, γ) Rˆ
poli
i (α, γ) + Rˆ
polipoli
d,1 (α, γ) (B.23)
Rˆ
polipoli
2 (α, γ) = ρt poli(α, γ) Rˆ
poli
i (α, γ) + Rˆ
polipoli
d,2 (α, γ) (B.24)
Rˆpolipolim (α, γ) = Rˆ
polipoli
d,m (α, γ) (B.25)
ρt poli(α, γ) et ρr poli(α, γ) sont les coefficients de transmission et de re´flexion de
Fresnel (voir paragraphe § 1.7.1).
Il est a` noter que l’onde re´fle´chie spe´culairement ainsi que l’onde transmise ont la
meˆme polarisation que l’onde incidente.
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Ceci permet d’e´crire :
|Rˆpolipoli1 |2 + |Rˆpolipoli1 |2 = |ρr poliRˆpolii |2 + |Rˆpolipolid,1 |2 + |Rˆpolipolid,1 |2
+ 2Re[ρr poliRˆ
poli
i Rˆ
polipoli
d,1 ] (B.26)
|Rˆpolipoli2 |2 + |Rˆpolipoli2 |2 = |ρt poliRˆpolii |2 + |Rˆpolipolid,2 |2 + |Rˆpolipolid,2 |2
+ 2Re[ρt poliRˆ
poli
i Rˆ
polipoli
d,2 ] (B.27)
En remplac¸ant ces expressions dans l’e´quation (B.22), nous obtenons :
∑
m∈{1,2}
nm
4π2

 ∫∫
α2+γ2≤k2m
(
∣∣∣Rˆ(polipoli)d,m (α, γ)∣∣∣2 + ∣∣∣Rˆpolipolid,m (α, γ)∣∣∣2) βmkm dα dγ


= − n1
4π2
∫∫
α2+γ2≤k21
Re
[
ρr poliRˆ
(polipoli)
d,1 Rˆ
(poli)
i
] β1
k1
dα dγ
− n2
4π2
∫∫
α2+γ2≤k22
Re
[
ρt poliRˆ
(polipoli)
d,2 Rˆ
(poli)
i
] β2
k2
dα dγ (B.28)
Pour une onde incidente plane caracte´rise´e par les deux constantes de propagation
αi et βi, nous pouvons e´crire :
Rˆ
(poli)
i (α, γ) = δ(α− αi)δ(γ − γi)
ou` δ(γ) est la distribution de Dirac.
L’e´quation (B.28) permet d’e´crire :
∑
m∈{1,2}
1
4π2

 ∫∫
α2+γ2≤k2m
(
∣∣∣Rˆ(polipoli)d,m (α, γ)∣∣∣2 + ∣∣∣Rˆpolipolid,m (α, γ)∣∣∣2) β dα dγ


= −2Re
[
ρ0r poliRˆ
(polipoli)
d,1 (αi, γi)
]
βi
−2Re
[
ρ0t poliRˆ
(polipoli)
d,2 (αi, γi)
]
βt (B.29)
ou` ρ0t poli = ρt poli(αi, γi) et ρ0r poli = ρr poli(αi, γi)
En passant en coordonne´es sphe´riques et en utilisant les relations (B.9, B.19), puis
en divisant de part et d’autre de l’e´quation pre´ce´dente par L2βi, nous introduisons le
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coefficient de diffusion bistatique normalise´ et obtenons :
∑
p∈{poli, poli}
m∈{1, 2}
∫∫
2π
σ(p poli)m (θ, ϕ) dΩ = −
2ρ0r poli
L2
Re
[
Rˆ
(polipoli)
d,1 (αi, γi)
]
− 2ρ0t poli
L2
βt
βi
Re
[
Rˆ
(polipoli)
d,2 (αi, γi)
]
(B.30)
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Annexe C
Coordonne´es non orthogonales
L’espace a` trois dimensions est muni d’un repe`re R(O), de´fini par un point a` l’origine
O et trois vecteurs de base (eˆ1, eˆ3, eˆ3). Nous notons (x
1, x2, x3) les coordonne´es d’un
point P de l’espace dans ce repe`re.
C.1 Composantes covariantes et contravariantes d’un
vecteur
Le vecteur position OP s’e´crit :
OP =
3∑
i=1
xi eˆi (C.1)
Soit (eˆ1′ , eˆ2′ , eˆ3′) une deuxie`me base associe´e a` ce meˆme espace. Les nouvelles co-
ordonne´es du point P sont note´es : (x1
′
, x2
′
, x3
′
). Dans cette nouvelle base, le vecteur
position est donne´ par :
OP =
3∑
i′=1
xi
′
eˆi′ (C.2)
Chacun des vecteurs de la base (eˆ1, eˆ2, eˆ3) peut s’exprimer comme une combinaison
line´aire des vecteurs de base (eˆ1′ , eˆ2′ , eˆ3′). Pour i = 1 par exemple, nous pouvons e´crire :
eˆ1 =
3∑
i′=1
ai
′
1 eˆi′ (C.3)
En ge´ne´ralisant cette relation pour tout i, les relations de changement de base
peuvent s’exprimer comme suit :
eˆi =
3∑
i′=1
Ai
′
i eˆi′ (C.4)
avec Ai
′
i matrice dont les coefficients sont les composantes a
i′
i
En supposant que la matrice Aii′ est re´gulie`re et qu’elle est inversible, nous pouvons
e´crire aussi :
eˆi′ =
3∑
i=1
Aii′ eˆi (C.5)
avec Aii′ matrice dont les coefficients sont les composantes a
i
i′
Aii′ repre´sente la matrice de passage de la base (eˆ1, eˆ3, eˆ3) vers la base (eˆ1′ , eˆ2′ , eˆ3′).
Ai
′
i est la matrice inverse de A
i
i′ et assure le passage de (eˆ1′ , eˆ2′ , eˆ3′) vers (eˆ1, eˆ3, eˆ3).
En utilisant les e´quations (C.1, C.2) et les relations de changement de base (C.4) et
(C.5), nous montrons que :
xi =
3∑
i′=1
Aii′ x
i′ (C.6)
xi
′
=
3∑
i=1
Ai
′
i x
i (C.7)
Si nous comparons les deux relations (C.6, C.7), respectivement, avec les deux
e´quations (C.4, C.5) nous pouvons voir que, par changement de base, les coordonne´es
xi et xi
′
se transforment, respectivement, a` l’inverse des vecteurs de la base eˆi et eˆi′ .
Pour cette raison elles sont dites coordonne´es contravariantes.
Une grandeur qui obe´irait a` une loi de changement de base analogue a` celle des (eˆi)
serait dite covariante.
Nous e´crivons, maintenant, le vecteur position comme OP =
∑3
i=1 xi eˆ
i dans la
base (eˆ1, eˆ2, eˆ3). En reprenant les meˆmes calculs que pre´ce´demment, tout en respectant
la nouvelle convention d’e´criture concernant les indices, nous pouvons montrer que par
changement de base les coordonne´es xi et xi′ se transforment respectivement de la meˆme
fac¸on que les vecteurs de la base eˆi et eˆi′ . Donc, ces coordonne´es sont covariantes.
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C.2 Coordonne´es curvilignes
En ge´ome´trie vectorielle, le vecteur position OP peut s’exprimer soit a` l’aide de ses
composantes contravariantes xi dans une base naturelle covariante eˆi, soit en fonction
des composantes covariantes xi dans une base naturelle contravariante eˆ
i.
Au lieu d’utiliser trois familles de plan comme surface de coordonne´es, nous pouvons
choisir trois familles de surface d’une autre nature. Ce choix doit se faire de manie`re
qu’en tout point de l’espace, il passe une surface de chaque famille et une seule. Chaque
surface est caracte´rise´e par la valeur d’un parame`tre qui reste constant pour tout point
de la surface. Tout point de l’espace peut eˆtre conside´re´ comme un point commun
a` trois surfaces de coordonne´es ou bien comme le point commun a` trois courbes de
coordonne´es.
Soit (eˆ1′ , eˆ2′ , eˆ3′) une base associe´e au nouveau syste`me de coordonne´es, ayant des
surfaces de coordonne´es non planes. Les nouvelles coordonne´es du point P sont note´es :
(x1
′
, x2
′
, x3
′
).
Conside´rons une transformation Θ, permettant le passage des coordonne´es (x1, x2, x3)
vers les coordonne´es (x1
′
, x2
′
, x3
′
), suivant les trois e´quations non line´aires ci-dessous :
x1
′
= f 1
′
(x1, x2, x3) (C.8)
x2
′
= f 2
′
(x1, x2, x3) (C.9)
x3
′
= f 3
′
(x1, x2, x3) (C.10)
Supposons que les fonctions f i
′
sont continuˆment de´rivables et inversibles. Ce nou-
veau syste`me de coordonne´es repre´sente un syste`me de coordonne´es curvilignes.
En chaque point P de l’espace, nous de´finissons un repe`re R(P), ayant pour origine
le point P et pour vecteur de base (eˆ1′ , eˆ2′ , eˆ3′), obtenus a` partir de la base initiale par
les relations ci-dessous :
eˆi′ =
3∑
i=1
Aii′ eˆi avec A
i
i′ =
∂xi
∂xi′
(C.11)
eˆi =
3∑
i′=1
Ai
′
i eˆi′ avec A
i′
i =
∂xi
′
∂xi
(C.12)
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Les coefficients des matrices Aii′ et A
i′
i de´pendent des fonctions f
i′ , c’est-a`-dire des
coordonne´es (xi
′
). Donc R(P) est de´pendant du point P et repre´sente le repe`re naturel lie´
a` ce point. L’orientation des vecteurs de base (eˆ1′ , eˆ2′ , eˆ3′) de´pend aussi de la position du
point P dans l’espace. En effet, les directions de ces vecteurs de base sont porte´es par les
tangentes aux trois courbes de coordonne´es (f 1
′
(x1, x2, x3), f 2
′
(x1, x2, x3), f 3
′
(x1, x2, x3))
se coupant au point P.
C.3 Relation entre les coordonne´es covariantes et
contravariantes
Le produit scalaire des vecteurs de la base naturelle d’un syste`me de coordonne´es
curvilignes donne les e´le´ments g(i, j) d’un tenseurG d’ordre 2, appele´ tenseur me´trique.
gij = eˆi.eˆj (C.13)
Ce tenseur est syme´trique car :
gij = eˆi.eˆj
= eˆj.eˆi
= gji (C.14)
Il est a` lui seul suffisant pour de´finir une base. En effet, il permet de connaˆıtre la
longueur des vecteurs de base ainsi que les angles qu’ils forment deux a` deux.
Les composantes covariantes d’un vecteur V sont donne´es par :
vi = V.eˆi
= (
3∑
j=1
vj.eˆj)eˆi
=
3∑
j=1
gijv
j (C.15)
L’e´quation (C.15) nous donne la relation entre les composantes covariantes et contra-
variantes du vecteur V.
Nous pouvons tout aussi de´finir le tenseur me´trique associe´ a` la base contravariante
et dont les e´le´ments seront note´s gij. Par analogie a` la relation (C.15) nous e´crivons
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que :
vi =
3∑
j=1
gijvj (C.16)
Lors d’un changement de base, les e´le´ments du tenseur me´trique de la base d’arrive´e
s’e´crivent, comme ci-dessous, en fonction de ceux de la base de de´part et des matrices
de changement de base :
gi′j′ =
3∑
i=1
3∑
j=1
Aii′ A
j
j′ gij (C.17)
et
gi
′j′ =
3∑
i=1
3∑
j=1
Ai
′
i A
j′
j g
ij (C.18)
C.4 Syste`mes de coordonne´es curvilignes : le repe`re
de translation
C.4.1 Le cas 3D [33]
A partir d’un syste`me de coordonne´es carte´siennes (x1 = x, x2 = y, x3 = z), nous
de´finissons un nouveau syste`me comme suivant :

x
′
1 = x
′
= x
x
′
3 = y
′
= y − a(x, z)
x
′
3 = z
′
= z
(C.19)
Les surfaces de coordonne´es y
′
= Cst sont des surfaces translate´es suivant l’axe (Oy)
de la surface repre´sente´e par la fonction a(x,z), d’ou` le nom de repe`re de translation.
D’apre`s l’e´quation (C.11), les matrices de changement de base s’e´crivent :
Aii′ =
∂xi
∂xi′
=

 A
1
1′ A
1
2′ A
1
3′
A21′ A
2
2′ A
2
3′
A31′ A
3
2′ A
3
3′

 =


1 0 0
∂a
∂x
1
∂a
∂z
0 0 1

 (C.20)
Ai
′
i =
∂xi
′
∂xi
=

 A
1′
1 A
1′
2 A
1′
3
A2
′
1 A
2′
2 A
2′
3
A3
′
1 A
3′
2 A
3′
3

 =


1 0 0
−∂a
∂x
1 −∂a
∂z
0 0 1

 (C.21)
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Les vecteurs de base covariants du repe`re naturel s’expriment comme suit :

eˆ1′ = eˆ1 +
∂a
∂x
eˆ2
eˆ2′ = eˆ2
eˆ3′ =
∂a
∂z
eˆ2 + eˆ3
(C.22)
Les vecteurs de base contravariants du repe`re naturel sont donne´s par :

eˆ1
′
= eˆ1
eˆ2
′
= −∂a
∂x
eˆ1 + eˆ2 − ∂a
∂z
eˆ3
eˆ3
′
= eˆ3
(C.23)
Les tenseurs me´triques se calculent en utilisant les e´quations (C.13, C.17) :
gi′j′ =


1 +
(
∂a
∂x
)2
;
∂a
∂x
;
∂a
∂x
∂a
∂z
∂a
∂x
; 1 ;
∂a
∂z
∂a
∂x
∂a
∂z
;
∂a
∂z
; 1 +
(
∂a
∂z
)2


(C.24)
gi
′j′ =


1; −∂a
∂x
; 0
−∂a
∂x
; 1 +
(
∂a
∂x
)2
+
(
∂a
∂z
)2
;−∂a
∂z
0; −∂a
∂z
; 1


(C.25)
Nous notons que :
g
′
= det(gi
′j′) = det(gi′j′) = 1 (C.26)
et ve´rifions que gi
′j′ = (gi′j′)
−1.
Dans ce syste`me de coordonne´es translate´es, les composantes covariantes d’un vec-
teur V s’e´crivent : 

v1′ = v1 +
∂a
∂x
v2
v2′ = v2
v3′ =
∂a
∂z
v2 + v3
(C.27)
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C.4.2 Le cas 2D [28]
Si la fonction ’a’ ne de´pend que de la premie`re coordonne´e x1, alors x2
′
= x2 −
a(x1). Cette e´quation repre´sente une surface dite cylindrique, dont la ge´ne´ratrice reste
paralle`le a` l’axe des coordonne´es x3. Dans ce cas, a` partir d’un syste`me de coordonne´es
carte´siennes (x1 = x, x2 = y, x3 = z), le syste`me de translation est de´fini comme suit :
−25 −20 −15 −10 −5 0 5 10 15 20 25
−2
−1.5
−1
−0.5
0
0.5
1
1.5
x
y
e1’
e2’
e1’ e2’
y = a(x)
Fig. C.1: Syste`me de translation et repe`re naturel 2D


x
′
1 = x
′
= x
x
′
2 = y
′
= y − a(x)
x
′
3 = z
′
= z
(C.28)
La courbe de coordonne´es x2
′
= 0 est trace´e dans le plan z = Cts. La ge´ne´ratrice
de cette courbe est paralle`le a` l’axe des z, perpendiculaire au plan de la figure. Quand
le point P parcourt la courbe, les vecteurs de la base naturelle en ces points changent
de direction.
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D’apre`s l’e´quation (C.11), les matrices de changement de base s’e´crivent :
Aii′ =
∂xi
∂xi′
=

 A
1
1′ A
1
2′ A
1
3′
A21′ A
2
2′ A
2
3′
A31′ A
3
2′ A
3
3′

 =


1 0 0
∂a
∂x
1 0
0 0 1

 (C.29)
Ai
′
i =
∂xi
′
∂xi
=

 A
1′
1 A
1′
2 A
1′
3
A2
′
1 A
2′
2 A
2′
3
A3
′
1 A
3′
2 A
3′
3

 =


1 0 0
−∂a
∂x
1 0
0 0 1

 (C.30)
Les vecteurs de base covariants du repe`re naturel s’expriment par :

eˆ1′ = eˆ1 +
∂a
∂x
eˆ2
eˆ2′ = eˆ2
eˆ3′ = eˆ3
(C.31)
et les vecteurs de base contravariants du repe`re naturel s’e´crivent :

eˆ1
′
= eˆ1
eˆ2
′
= −∂a
∂x
eˆ1 + eˆ2
eˆ3
′
= eˆ3
(C.32)
Les tenseurs me´triques se calculent en utilisant l’e´quation(C.17), ou en imposant
∂a
∂z
= 0 dans (C.24, C.25 ) :
gi′j′ =


1 + (
∂a
∂x
)
2
;
∂a
∂x
; 0
∂a
∂x
; 1 ; 0
0; 0 ; 1

 (C.33)
gi
′j′ =


1; −∂a
∂x
; 0
−∂a
∂x
; 1 +
(
∂a
∂x
)2
; 0
0; 0 ; 1

 (C.34)
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Dans ce syste`me de coordonne´es translate´es, les composantes covariantes d’un vec-
teur V s’e´crivent : 

v1′ = v1 +
∂a
∂x
v2
v2′ = v2
v3′ = v3
(C.35)


v1
′
= v1
v2
′
= −∂a
∂x
v1 + v2
v3
′
= v3
(C.36)
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Annexe D
Les e´quations de Maxwell en
coordonne´es covariantes
D.1 Ope´rateur Div et Rot en coordonne´es curvi-
lignes [67]
Soit (i′, j′, k′) trois indices pouvant prendre les valeurs (1,2,3). Dans la base cova-
riante (eˆi′ ) et d’apre`s l’e´quation (C.17), nous obtenons :
g
′
= g
1(
det(Ai
′
i )
)2, (D.1)
ou` g
′
= det(g′ij) et g = det(gij) ; et donc
eˆ1′(eˆ2′ ∧ eˆ3′) =
√
g
′
g
eˆ1(eˆ2 ∧ eˆ3) (D.2)
Dans notre cas, la base (eˆ1, eˆ2, eˆ3) du syste`me carte´sien est orthonorme´e, donc g = 1
et eˆ1(eˆ2 ∧ eˆ3) = 1. Ceci implique que eˆ1′(eˆ2′ ∧ eˆ3′) =
√
g′ .
Un de´placement e´le´mentaire est note´ :
dℓ =
3∑
i′=0
d xi
′
eˆi′ (D.3)
3e
e
surface x
surface x
3
1
surface
      x 2 1
e 2
Fig. D.1: Vecteurs de base en coordonne´es curvilignes
L’e´le´ment de surface est donne´ par :
dSi
′j′ = d xi
′
eˆi′ ∧ d xj′ eˆj′
=
√
g′ d xi
′
d xj
′
eˆk
′
(D.4)
L’e´le´ment de volume est donne´ par :
d τ = d x2
′
eˆ2′(d x
3′ eˆ3′ ∧ d x1′ eˆ1′)
=
√
g′ d xi
′
d xj
′
d xk
′
(D.5)
En e´valuant la circulation d’un vecteur V sur un circuit ferme´ dans la surface de
coordonne´es x2 = Cst (figure D.2), et en effectuant un de´veloppement limite´ a` l’ordre
1, nous obtenons :
(Vdℓ)Γ = (V eˆ1′dx
1)x3fixe + (V eˆ3′dx
3′)x1′+dx1′ − (Veˆ1′ dx1
′
)x3′+dx3′ − (V eˆ3′dx3
′
)x1′
= −∂ (V eˆ1′dx
1′)
∂x3′
dx3
′
+
(V eˆ3′dx
3′)
∂x1′
dx1
′
=
(
∂ (v3′)
∂x1′
− ∂ (v1′)
∂x3′
)
dx1
′
dx3
′
(D.6)
D’apre`s le the´ore`me de Stokes : (Vdℓ)Γ = (RotV dS)S
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Γx
x
x
1
2
3
Fig. D.2: Contour d’inte´gration ferme´ sur une surface x2 = Cst
d’ou`
(Vdℓ)Γ = −(RotV dS1′3′)
= −(RotV dx1′ dx3′
√
g′)eˆ2
′
= −(RotV)2′ dx1′ dx3′
√
g′ (D.7)
A partir de (D.6) et (D.7), nous de´duisons que :
(RotV)2 = − 1√
g′
(
∂v3
∂x1′
− ∂v1
∂x3′
) (D.8)
Nous pouvons ge´ne´raliser ce re´sultat pour les autres composantes du vecteur rota-
tionnel, nous obtenons :
(RotV)i =
1√
g′
(
∂vk′
∂xj′
− ∂vj′
∂xk′
) (D.9)
Pour avoir l’expression de la divergence, calculons le flux du vecteur V au travers
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d’une surface ferme´e (figure D.3) :
(VdS)S = (VdS
2′3′)x1′+dx1′ − (VdS2
′3′)x1′
+(VdS1
′3′)x2′+dx2′ − (VdS1
′3′)x2′
+(VdS2
′1′)x3′+dx3′ − (VdS2
′1′)x3′
=
∂ (VdS2
′3′ dx1
′
)
∂x1′
+
∂ (VdS1
′3′ dx2
′
)
∂x2′
+
∂ (VdS2
′1′ dx3
′
)
∂x3′
=
∂ (
√
g′v1 dx2
′
dx3
′
) dx1
′
∂x1′
+
∂ (
√
g′v2 dx1
′
dx3
′
) dx2
′
∂x2′
+
∂ (
√
g′v3 dx2
′
dx1
′
) dx3
′
∂x3′
(D.10)
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Fig. D.3: Surface d’inte´gration ferme´e pour l’expression de la divergence
D’autre part, le the´oreme d’Ostrogradsky stipule que : (adS)Σ = diva dτ .
Nous obtenons :
divV =
1√
g′
3∑
i
′
=1
∂
∂xi′
(
√
g′ vi
′
) (D.11)
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D.2 Equations de Maxwell sous leur forme cova-
riante
Si nous conside´rons l’interface se´parant les deux milieux de´pourvue de courants et
de charges libres, en utilisant les expressions de la divergence et du rotationnel en co-
ordonne´es contravariantes (D.11,D.9), les e´quations de Maxwell en re´gime harmonique
s’e´crivent :
1√
g′
3∑
i′=1
∂
∂xi′
(
√
g′Bx
i′
) = 0 (D.12a)
1√
g′
(
∂Exk′
∂xj′
− ∂Exj′
∂xk′
) = −j ω Bxi
′
(D.12b)
1√
g′
3∑
i′=1
∂
∂xi′
(
√
g′Dx
i′
) = 0 (D.12c)
1√
g′
(
∂Hxk′
∂xj′
− ∂Hxj′
∂xk′
) = +j ω Dx
i′
(D.12d)
Pour un milieu LHI non magne´tique et invariant dans le temps d’un point de vue
e´lectrique, les relations constitutives sont donne´es en re´gime harmonique par :
Dx
i′
= ǫˆ Ex
i′
(D.13a)
Bx
i′
= µ0H
xi
′
(D.13b)
Nous pouvons constater que ces relations permettent de remonter aise´ment aux
composantes des vecteurs D et B connaissant E et H. Dans la suite, nous travaillerons
uniquement sur les e´quations au rotationnel. D’apre`s la relation (C.15) donnant les
composantes contravariantes en fonction des composantes covariantes, et sachant que
g′ = 1 pour ce syste`me de translation (C.26), nous pouvons re´e´crire les deux e´quations
(D.12b, D.12d) comme suit :
(
∂Exk′
∂xj′
− ∂Exj′
∂xk′
) = −j ωµ0
3′∑
j′=1′
gx
i′xj
′
Hxj′ (D.14a)
(
∂Hxk′
∂xj′
− ∂Hxj′
∂xk′
) = j ω ǫˆ
3′∑
j′=1′
gx
i′xj
′
Exj′ (D.14b)
Cette e´criture fait intervenir uniquement les coordonne´es covariantes des vecteurs
E et H.
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Sachant que (i
′
, j
′
, k
′
) ←→ (1′, 2′, 3′) et que (x1′ , x2′ , x3′) ←→ (x′ , y′ , z′), nous
e´crivons un syste`me de trois e´quations pour les composantes e´lectriques ainsi que pour
les composantes magne´tiques :
(
∂Ez′
∂y′
− ∂Ey′
∂z′
) = −j ωµ0
3′∑
j′=1′
gx
′xj
′
Hxj′ (D.15a)
(
∂Ez′
∂x′
− ∂Ex′
∂z′
) = −j ωµ0
3′∑
j′=1′
gy
′xj
′
Hxj′ (D.15b)
(
∂Ey′
∂x′
− ∂Ex′
∂y′
) = −j ωµ0
3′∑
j′=1′
gz
′xj
′
Hxj′ (D.15c)
(
∂Hz′
∂y′
− ∂Hy′
∂z′
) = j ω ǫˆ
3′∑
j′=1′
gx
′xj
′
Exj′ (D.16a)
(
∂Hz′
∂x′
− ∂Hx′
∂z′
) = j ω ǫˆ
3′∑
j′=1′
gy
′xj
′
Exj′ (D.16b)
(
∂Hy′
∂x′
− ∂Hx′
∂y′
) = j ω ǫˆ
3′∑
j′=1′
gz
′xj
′
Exj′ (D.16c)
gx
i′xj
′
sont les termes du tenseur me´trique.
D.3 Expression d’une composante transversale en
fonction des composantes longitudinales
Prenons par exemple l’e´quation (D.15a) et faisons sa de´rive´e par rapport a` y’. En
se rappellant que ωµ0 = kZ, g
x′z′ = 0 et gx
′x′ = gz
′z′ = 1, nous obtenons :
(
∂2Ez′
∂y′2
− ∂
2Ey′
∂y′∂z′
) = −j ωµ ∂
∂y′
[Hx′ + g
x′y′Hy′ ]
= −jkgx′y′ ∂ZHy′
∂y′
− jk∂ZHx′
∂y′
(D.17)
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En utilisant l’e´quation (D.16c) et en se rappelant que ωǫ = k
Z
et gz
′x′ = 0, nous
obtenons :
∂ZHx′
∂y′
=
∂ZHy′
∂x′
− jk[gz′y′Ey′ + Ez′ ] (D.18)
En combinant (D.18) et (D.17), nous exprimons Ez′ uniquement en fonction de Ey′
et Hy′ :
∂2Ez′
∂y′2
+ k2Ez′ =
∂2Ey′
∂y′∂z′
− gz′y′k2Ey′ − jk([
∂ZHy′
∂x′
+ gx
′y′
∂ZHy′
∂y′
]) (D.19)
De la meˆme manie`re, nous exhibons les trois autres e´quations donnant les compo-
santes Ex′ , ZHx′ et ZHz′ uniquement en fonction de Ey′ et ZHy :
∂2Ex′
∂y′2
+ k2Ex′ =
∂2Ey′
∂x′∂y′
− k2gx
′
y
′
Ey′ + jk(g
z
′
y
′ ∂ZHy′
∂y′
+
∂ZHy′
∂z′
) (D.20a)
∂2ZHx′
∂y′2
+ k2ZHx′ =
∂2ZHy′
∂x′∂y′
− k2gx
′
y
′
ZHy′ − jk(gz
′
y
′ ∂Ey′
∂y′
+
∂Ey′
∂z′
) (D.20b)
∂2ZHz′
∂y′2
+ k2ZHz′ =
∂2ZHy′
∂y′∂z′
− k2gz
′
y
′
ZHy′ + jk(g
x
′
y
′ ∂Ey′
∂y′
+
∂Ey′
∂x′
) (D.20c)
D.4 Equation de propagation
En de´rivant (D.15a) et (D.15c) respectivement par rapport a` z’ et x’, nous obtenons :
(
∂2Ez′
∂y′∂z′
− ∂
2Ey′
∂z′2
) = −j kZ ∂
∂z′
3∑
j′=1
gx
′xj
′
Hxj′ (D.21a)
(
∂2Ey′
∂x′2
− ∂
2Ex′
∂x′∂y′
) = −j kZ ∂
∂x′
3∑
j′=1
gz
′xj
′
Hxj′ (D.21b)
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En faisant la diffe´rence (D.21a - D.21b), nous de´duisons que :
(
∂2Ey′
∂x′2
+
∂2Ey′
∂z′2
) =
∂
∂y′
(
∂Ez′
∂z′
+
∂Ex′
∂x′
) + j k
∂
∂z′
3∑
j′=1
gx
′xj
′
ZHxj′ − j k
∂
∂x′
3∑
j′=1
gz
′xj
′
ZHxj′ (D.22)
En tenant compte des valeurs des e´le´ments du tenseur me´trique (C.25) et en utilisant
les deux e´quations (D.16a, D.16c), nous e´crivons les expressions de Ex′ et Ez′ ,
j k Ex′ = (
∂ZHz′
∂y′
− ∂ZHy′
∂z′
)− j k gx′y′Ey′ (D.23a)
j k Ez′ = (
∂ZHy′
∂x′
− ∂ZHx′
∂y′
)− j k gz′y′Ey′ (D.23b)
et de´duisons l’expression
∂Ex′
∂x′
+
∂Ez′
∂z′
pre´sente dans la relation (D.22)
∂Ex′
∂x′
+
∂Ez′
∂z′
=
1
jk
∂
∂x′
(
∂ZHz′
∂y′
− ∂ZHy′
∂z′
)− ∂
∂x′
[gx
′y′Ey′ ]
+
1
jk
∂
∂z′
(
∂ZHy′
∂x′
− ∂ZHx′
∂y′
)− ∂
∂z′
[gz
′y′Ey′ ]
=
− 1
jk
∂
∂y′
(
∂ZHz′
∂x′
− ∂ZHx′
∂z′
)− ∂
∂x′
[gx
′y′Ey′ ]−
∂
∂z′
[gz
′y′Ey′ ]
(D.24a)
A partir de l’e´quation (D.16b), nous avons l’expression de
∂ZHz′
∂x
′ − ∂ZHx′
∂z
′ de (D.24) :
(
∂ZHz′
∂x′
− ∂ZHx′
∂z′
) = j k [Ex′ + g
y′y′Ey′ + Ez′ ] (D.25)
En injectant l’expression (D.25) dans l’e´quation (D.24) et en reportant le tout dans
(D.22), nous obtenons :
(
∂2Ey′
∂x′2
+
∂2Ey′
∂z′2
) + k2gy
′y′Ey′ +
∂2
∂x′∂y′
[gx
′y′Ey′ ] +
∂2
∂y′∂z′
[gz
′y′Ey′ ] +
∂2
∂y′2
[gy
′y′Ey′ ] =
−gy′x′(k2 + ∂
2
∂y′2
)Ex′ − gy′z′(k2 +
∂2
∂y′2
)Ez′ + jk[
∂gx
′y′ZHy′
∂z′
− ∂g
z′y′ZHy′
∂x′
]
(D.26)
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Nous remplac¸ons les termes (k2 + ∂
2
∂y′2
)Ex′ et (k
2 + ∂
2
∂y′2
)Ez′ par leurs expressions
(D.19). En notant que gx
′y′gy
′x′ + gy
′z′gz
′y′ = gy
′y′ − 1, nous montrons que :
∂2Ey′
∂x′2
+ gy
′y′
∂2
∂y′2
Ey′ +
∂2Ey′
∂z′2
+ k2Ey′ +
∂2
∂x′∂y′
[gx
′y′Ey′ ]
+
∂
∂y′
[gx
′y′
∂Ey′
∂x′
] +
∂2
∂z′∂y′
[gz
′y′Ey′ ] +
∂
∂y′
[gy
′z′
∂Ey′
∂z′
] = 0 (D.27)
L’e´quation (D.27) repre´sente l’e´quation de propagation de la composante Ey′ . Nous
montrons aussi que la composante ZHy′ obe´it a` la meˆme e´quation de propagation.
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Annexe E
The´ore`me de Shannon et Formules
d’interpolation
The´oriquement, nous pouvons e´crire chaque composante Ψ(x, y, z) du champ e´lectro-
magne´tique comme suit :
Ψ(x, y, z) =
1
4π2
+∞∫∫
−∞
Rˆ(α, γ) exp (−jαx) exp (−jβy) exp (−jγz) dα dγ (E.1)
ou` Rˆ(α, γ) est une fonction a` variables continues.
Nume´riquement, nous e´crivons que :
Ψ(x, y, z) =
∑
s,t
Rˇs,t exp (−jαsx) exp (−jβs,ty) exp (−jγtz) (E.2)
Si nous discre´tisons l’e´quation (E.1), nous obtenons :
Ψ(x, y, z) =
∆α∆γ
4π2
∑
s,t
Rˆs,t exp (−jαsx) exp (−jβs,ty) exp (−jγtz) (E.3)
D’ou` Rˆs,t = D
2 Rˇs,t, avec D
2 =
4π2
∆α∆γ
.
Les Rˆs,t sont les valeurs discre`tes de la fonction continue Rˆ(α, β) aux points (αs =
s∆α, γt = t∆γ).
Supposons que ces valeurs discre`tes soient issues d’une ope´ration d’e´chantillonnage
ide´al.
Rˆech(α, γ) = Rˆ(α, γ)̟(α, γ) =
∑
s,t
Rˆs,tδ(α− s∆α, γ − t∆γ) (E.4)
ou` ̟(α, γ) repre´sente le peigne de Dirac en 3D.
̟(α, γ) =
∑
s
∑
t
δ(α− s∆α, γ − t∆γ) (E.5)
En faisant la transforme´e de Fourier inverse de (E.4), nous obtenons :
Rech(x, z) = R(x, z) ∗ TF−1[̟(α, γ)] (E.6)
La transforme´e de Fourier d’un peigne de Dirac reste un peigne de Dirac :
TF−1[̟(α, γ)] = ̟(x, z)
=
4π2
∆α∆γ
∑
s
∑
t
δ(x− s 2π
∆α
, z − t 2π
∆γ
) (E.7)
D’ou`
Rech(x, z) = R(x, z) ∗
4π2
∆α∆γ
∑
s
∑
t
δ(x− s 2π
∆α
, z − t 2π
∆γ
=
4π2
∆α∆γ
∑
s
∑
t
R(x− s 2π
∆α
, z − t 2π
∆γ
) (E.8)
Si la fonction R(x, z) est a` support centre´ borne´ x ∈ [−D
2
,
D
2
] et y ∈ [−D
2
,
D
2
], alors
le the´ore`me de Shannon pre´cise que :

2π
∆α
≥ 2D
2
2π
∆γ
≥ 2D
2
(E.9)
D’ou` 

∆α ≤ 2π
D
∆γ ≤ 2π
D
(E.10)
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Si nous re´alisons un e´chantillonnage en respectant le crite`re de Shannon, il est pos-
sible de restituer Rˆ(α, γ) a` partir du motif central de Rech(x, z), que nous devons isoler
en faisant un filtrage passe bas (dans le domain spatial) avec la fre´quence de coupure
(
D
2
,
D
2
).
Ceci permet d’e´crire :
4π2
∆α∆α
R(x, z) = Rech(x, z)rect[
x
D
,
z
D
] (E.11)
D’ou`
R(x, z) =
∆α∆γ
4π2
Rech(x, z)rect[
x
D
,
z
D
] (E.12)
En prenant la transforme´e de Fourier de (E.12), nous obtenons d’apre`s les relations
(E.12) et (E.4) :
Rˆ(α, γ) =
∆α∆γ
4π2
Rˆech(α, γ) ∗ TF{rect[
x
D
,
x
D
]}
=
∆α∆γ
4π2
Rˆech(α, γ) ∗ [
2π
∆α
sinc(
πα
∆α
)
2π
∆γ
sinc(
πγ
∆γ
)]
=
∑
s,t
Rˆs,t sinc(
π
∆α
(α− s∆α)) sinc( π
∆γ
(γ − t∆γ)) (E.13)
Cette formule d’interpolation en 3D reste valable en 2D. Dans ce cas, son expression
est la suivante :
Rˆ(α) =
∑
s
Rˆs sinc(
π
∆α
(α− s∆α)) (E.14)
Les deux e´quations (E.13) et (E.14) repre´sentent les formules d’interpolation. Elles
permettent de remonter a` la fonction continue Rˆ a` partir de ces valeurs discre`tes,
respectivement dans le cas des surfaces 2D et 1D.
171
Annexe F
Raccordement des inte´grales de
Rayleigh et de la me´thode C
En polarisation E//, la composante Ey est nulle et nous pouvons exprimer le vecteur
E
(E// poli)
d,1 (x, y, z) dans le repe`re carte´sien de la manie`re suivante :
E
(E// poli)
d,1 (x, y, z) = E
(E// poli)
d,x,1 (x, y, z) xˆ+ E
(E// poli)
d,z,1 (x, y, z) zˆ (F.1)
Avec Ey = 0, les composantes carte´siennes du champ e´lectrique sont identiques aux
composantes dans le repe`re translate´, nous de´duisons que :
E
(E// poli)
dx′,1 (x
′, y′, z′) = E
(E// poli)
dx,1 (x, y, z) (F.2)
E
(E// poli)
dz′,1 (x
′, y′, z′) = E
(E// poli)
dz,1 (x, y, z) (F.3)
Soit y0,1 = max[a(x, y)]. La repre´sentation des composantes des champs diffracte´s,
a` cette hauteur, sous la forme d’inte´grales de Rayleigh est valide :
E
(E// poli)
d,1 (x, y0,1, z) =
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E// poli)
1 (α, γ)V
(E// poli)(α, γ)
exp (−jα x− jγ z) exp (−jβ y0,1) dα dγ
(F.4a)
D’ou`,
E
(E// poli)
d,1 (x
′, y′ = y0,1 − a(x, z), z′) = E(E// poli)d,1 (x, y0,1, z)
=
1
4π2
∫ +∞
−∞
∫ +∞
−∞
Rˆ
(E// poli)
1 (α, γ)V
(E// poli)(α, γ)
exp (−jα x− jγ z) exp (−jβ y0,1) dα dγ
(F.5a)
Ce re´sultat reste valable dans le milieu 2 a` condition de remplacer le maximum de
a(x, z) par son minimum et de prendre en compte le sens de la propagation de l’onde.
Pour la polarisation H//, un re´sultat identique a` l’e´quation (F.5a), est obtenu pour le
vecteur ZH
(H// poli)
d,m pour lequel Hy = 0.
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Annexe G
Formalisme inte´gral [62]
G.1 Deuxie`me the´ore`me de Green
Soit Ω une re´gion de l’espace entoure´e par une surface ferme´e Σ. Nous notons
l’exte´rieur de la re´gion Ω par Ω. Si f1(r) et f2(r) sont deux fonctions de´finies sur le
domaine de de´finition de l’ope´rateur ∇2 (Laplacien) alors :
f1∇2 f2 − f2∇2 f1 = ∇(f1∇ f2 − f2∇ f1) (G.1)
n
Σ
Ω
Ω
Fig. G.1: Le volume Ω, Ω et la surface Σ
En inte´grant l’e´quation pre´ce´dente sur le volume Ω et utilisant le the´ore`me de la
divergence, nous obtenons :∫
Ω
(f1∇2 f2 − f2∇2 f1)dv =
∫
Σ
(f1∇ f2 − f2∇ f1)n ds
=
∫
Σ
(f1
∂
∂n
f2 − f2
∂
∂n
f1) ds (G.2)
avec
∂
∂n
= n∇, ou` n est la normale sortante
G.2 Le principe de Huygen’s
Soit Ψ(r) une composante d’un champ ge´ne´re´ par la source fs(r) localise´e dans le
volume Ωs entoure´ par la surface Σs. Ψ(r) obe´it a` l’e´quation d’onde suivante dans le
volume Ω de´limite´ par Σ, Σ1 et Σinfin
∇2Ψ(r) + k2Ψ(r) = −fs(r) (G.3)
Si g(r
′
, r) est la fonction de Green associe´e a` l’espace libre et dont le point source
est en r
′
a` l’inte´rieur de la surface Σs, alors nous pouvons e´crire :
∇2 g + k2 g = −δ(r− r′) (G.4)
La fonction de Green en trois dimensions est donne´e par :
g(r, r
′
) =
exp−jk|r− r′ |
4π|r− r′ | (G.5)
Si le point d’observation est dans le volume Ω mais exte´rieur a` Ωs, ceci donne :
∇2 g + k2 g = 0 (G.6)
Posons f1 = Ψ, f2 = g et L = ∇2 + k2, et supposons le point d’observation dans le
volume Ω mais exte´rieur a` Ωs.
(f1 Lf2 − f2 Lf1) = Ψ(r) [∇2 g + k2 g]− g [∇2Ψ(r) + k2Ψ(r)]
= g fs (G.7)
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sΩ
Ω
Σ
Σ
Σ
infini
1
Σ
Fig. G.2: Re´gion d’inte´gration Ω
Compte tenu de la relation (G.7), l’e´quation (G.2) permet d’e´crire :
Ψi(r) =
∫
Σ1+Σ+Σinfin
[Ψ(r
′
)
∂
∂n′
g(r
′
, r)− g(r′ , r) ∂
∂n′
Ψ(r
′
)]d s
′
(G.8)
ou` Ψi(r) =
∫
Ωs
g(r
′
, r) fs(r
′
)d v
′
repre´sente par de´finition le champ incident.
Nous assimilons Σinfin a` une sphe`re de rayon infini, alors l’e´le´ment de surface est
donne´ par : ds = r2sinθ dθdϕ. D’autre part, l’onde a` l’infini doit rester d’amplitude
finie. Ceci est assure´ si la condition de Sommerfeld est ve´rifie´e :
lim
r→∞
r(
∂
∂r
+ jk)Ψ(r) = 0 (G.9)
A partir de ces deux hypothe`ses nous de´duisons que :
I∞ =
∫
Σinfin
[Ψ(r
′
)
∂
∂n′
g(r
′
, r)− g(r′ , r) ∂
∂n′
Ψ(r
′
)]d s
′
= 0 (G.10)
Pour ce qui est de l’inte´grale sur la surface Σ1 entourant le point d’observation et
assimile´e a` une petite sphe`re de rayon ǫ, nous montrons qu’elle est e´gale a` −Ψ(r).
Soit M(r) le centre de la sphe`re Σ1. Supposons que le point M
′
(r
′
) est sur la sphe`re
Σ1.
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Si M
′ → M alors ǫ → 0, la fonction de Green g(r′ , r) = exp−jk|r
′ − r|
4π|r′ − r| tend vers
g(r
′
, r) =
exp−jk|ǫ|
4π|ǫ| .
Ceci permet d’e´crire :
lim
M
′→M
IΣ1 = lim
ǫ→0
∫
Σ1
[Ψ(r
′
)
∂
∂ǫ
g(ǫ)− g(ǫ) ∂
∂ǫ
Ψ(r
′
)]ǫ2 sin θdθdϕ
= lim
ǫ→0
4πǫ2[Ψ(r)
∂
∂ǫ
g(ǫ)− g(ǫ) ∂
∂ǫ
Ψ(r)]
= −Ψ(r) (G.11)
Au final, l’e´quation (G.8) donne :
Ψi(r) +
∫
Σ
[Ψ(r
′
)
∂
∂n′
g(r
′
, r)− g(r′ , r) ∂
∂n′
Ψ(r
′
)]d s
′
= Ψ(r) (G.12)
Cette e´quation permet le calcul du champ Ψ(r) en un point d’observation exte´rieur
a` la surface Σ et ceci connaissant sa valeur sur la surface Σ. Elle reste valable pour
un espace a` deux dimensions. Il suffit de remplacer l’inte´gration sur le volume par une
inte´gration sur une surface et l’inte´gration sur une surface par une inte´gration sur un
contour. Ceci nous donne le champ en un point M situe´ en r :
Ψi(r) + (
− j
4
)
∫
Γ
[Ψ(r
′
)
∂
∂n′
H
(2)
0 (k |r− r
′ |) − H(2)0 (k |r− r
′ |) ∂
∂n′
Ψ(r
′
)]d ℓ
′
= Ψ(r) (G.13a)
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