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Abstract
We study the superlinear oscillator equation x¨ + |x|α−1x = p(t) for α ≥ 3, where p is
a quasi-periodic forcing with no Diophantine condition on the frequencies and show
that typically the set of initial values leading to solutions x such that limt→∞(|x(t)| +
|x˙(t)|) = ∞ has Lebesgue measure zero, provided the starting energy |x(t0)| + |x˙(t0)|
is sufficiently large.
1 Introduction
The dynamics of the Duffing-type equation
x¨ +G′(x) = p(t), (1.1)
have been studied extensively due to its relevance as a model for the motion of a classical
particle in a one-dimensional potential field G(x) affected by an external time-dependent
force p(t). In the 1960’s, Littlewood [Lit66b] asked whether solutions of (1.1) stay
bounded in the (x, x˙)-phase space if either
(i) G′(x)/x → +∞ as x → ±∞
or (ii) sign(x) ·G′(x) → +∞ and G′(x)/x → 0 as x → ±∞.
Despite it’s harmless appearance, this question turned out to be a quite delicate mat-
ter. Whether some resonance phenomena occur, obviously does not only depend on
the growth of G, but also on the properties of p with respect to regularity and (quasi)-
periodicity. The most investigated case is that of a time-periodic forcing p. The first
affirmative contribution in that regard is due to Morris [Mor76], who showed the bound-
edness of all solutions to
x¨ + 2x3 = p(t),
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where p is continuous and periodic. Later, Dieckerhoff and Zehnder [DZ87] were able to
show the same for
x¨ + x2n+1 +
2n∑
j=0
p j(t)x
j = 0,
where n ∈ N and p j ∈ C∞ are 1-periodic. In the following years, this result was im-
proved by several authors (see [Bin89], [LL91], [Lev91],[Nor92],[LZ95] and the ref-
erences therein). If however the periodicity condition is dropped, Littlewood [Lit66b]
himself showed that for any odd potential G satisfying the super-/sublinearity condition
there exists a bounded forcing p leading to at least one unbounded trajectory. Later, Or-
tega [Ort05] was able to prove in a more general context that for any given C2-potential
one can find an arbitrarily small p ∈ C∞ such that most initial conditions (in the sense
of a residual set) correspond to unbounded solutions of (1.1). Even in the time-periodic
case Littlewood [Lit66a] constructed G ∈ C∞ and a periodic p such that there is at least
one unbounded solution. (Actually both [Lit66b] and [Lit66a] contain a computational
mistake; see [Lev92, Lon91] for corrections.) Let us also mention [Zha97], where Zhar-
nitsky improved the latter result for the superlinear case such that the periodic p can be
chosen continuously. These counterexamples show that besides periodicity and regularity
assumptions on p an additional hypothesis onG is needed if one hopes for boundedness of
all solutions. Indeed, all positive results mentioned above suppose the monotone growth
of G′(x)/x. This condition guarantees the monotonicity of the corresponding Poincare´
map and thus enables the authors to use KAM theory.
We also want to point out the related problem of the so called Fermi-Ulam “ping pong”
[Fer49, Ula61]. The latter is a model for a particle bouncing elastically between periodi-
cally moving walls. In [LL91], it was first shown that for sufficiently regular motions the
velocity of the particle stays bounded for all time and many results followed ever after.
In the last twenty years a wealth of works on the Littlewood boundedness problem has
been published, including the sublinear, semilinear and other cases (see [KY99, Li01,
Wan09, Liu09] and the references therein for some examples). Since those are far too
many to be presented here, let us focus on the superlinear oscillator equation
x¨ + |x|α−1x = p(t), (1.2)
where α ≥ 3. In [LZ95], Levi and Zehnder were able to show that for a quasi-periodic
forcing p all solutions are bounded, if the frequencies of p satisfy a diophantine condition.
In the present paper we shall omit this restriction on the frequencies and investigate the
resulting long term behavior of solutions. But since in that case the tools related to invari-
ant curve theorems are not available, one needs a different approach. In [KO18], Kunze
and Ortega presented a technique applicable in the above situation. Using a refined ver-
sion of Poincare´’s recurrence theorem due to Dolgopyat [Dol08], they proved that under
appropriate conditions almost all orbits of a certain successor map f are recurrent. In
particular, they used this theorem to show that quasi-periodic forcing functions p lead to
recurrent orbits in the Fermi-Ulam “ping pong”. Here, we want to do the same for (1.2).
If x(t) denotes a solution to this equation, we consider the map
ψ : (v0, t0) 7→ (v1, t1),
which sends the time t0 of a zero with negative derivative v0 = x˙(t0) to the subsequent
zero t1 of this form and its corresponding velocity v1 = x˙(t1) < 0. This map will be well
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Figure 1: For large energies the trajectory spins clockwise around the origin
defined for |v0| sufficiently large, since in this case the corresponding solution oscillates
quickly. Defining the forward iterates (vn, tn) = ψ
n(v0, t0) for n ∈ N, we study the escaping
set
E = {(v0, t0) : lim
n→∞
vn = −∞}. (1.3)
Especially, for any solution x such that limt→∞(|x(t)| + |x˙(t)|) = ∞ there is a time t0 with
(x˙(t0), t0) ∈ E. Now, let us state the main result. Note however, that due to the vague
definition of ψ this formulation of the theorem will still be somewhat imprecise. A rigor-
ous definition of the successor map ψ and its domain (−∞, v∗) × R will be given only in
the last section. We refer the reader to this part and Theorem 6.1 below for the complete
statement.
Theorem 1.1. Let p ∈ C4(TN) generate the family of forcing functions
pΘ¯(t) = p(θ1 + tω1, . . . , θN + tωN), Θ¯ = (θ¯1, . . . , θ¯N) ∈ TN , (1.4)
for fixed rationally independent frequenciesω1, . . . , ωN > 0. Let (vn, tn)n∈N0 = (ψ
n(v0, t0))n∈N0
denote a generic complete forward orbit associated to system (1.2) with p replaced by pΘ¯
and let EΘ¯ denote the corresponding escaping set (1.3). Then, for almost all Θ¯ ∈ TN , the
set EΘ¯ has Lebesgue measure zero.
HereT stands for the torusR/Z and Ck(TN) denotes the space of functions p ∈ Ck(RN)
that are 1-periodic in each argument.
Remark 1.2. For α > 3 the same holds, if only p ∈ C2(TN) is imposed. Just Theorem 3.3
of the second section requires higher regularity and the latter is needed only for α = 3.
Let us give a short outline of the paper. As mentioned above, the theorem about
escaping sets by Kunze and Ortega is the main tool used therein. It deals with cer-
tain quasi-periodic successor maps (t0, r0) 7→ (t1, r1) on R × (0,∞) and associated maps
f (Θ¯0, r0) = (Θ¯1, r1) on T
N × (0,∞). If one can find an adiabatic invariant-type function
W, such that
W( f (Θ¯, r)) ≤ W(Θ¯, r) + k(r),
where k : (0,∞) → R is a decreasing and bounded function such that limr→∞ k(r) = 0,
then most orbits are recurrent. Section 2 is dedicated to presenting the terminology and
general setup needed in order to state this theorem. For a more detailed description as
well as the proof, we refer the reader to [KO18].
In the subsequent section we basically follow [KO13] by developing three diffeomor-
phisms that transform the underlying equation (1.2) into a more convenient form suitable
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for the setup. First we restate the problem in terms of action-angle coordinates (ϑ¯, r) asso-
ciated to the unperturbed system, as was already done byMorris [Mor76]. Afterwards, we
consider a transformation S by which the time t = φ and the old Hamiltonian become the
new conjugate variables, whereas the old symplectic angle ϑ = τ is chosen as the new in-
dependent variable. This trick was refined by Levi [Lev91] in the context of Littlewood’s
boundedness problem. In the third part of this section, we present a canonical change of
variables T developed by Kunze and Ortega [KO13] that preserves the structure of the
Hamiltonian, while making the new momentum coordinate I an adiabatic invariant in the
sense of the estimate above. Those transformations can be shortly illustrated as follows:
(x, x˙; t)
R→ (ϑ¯, r; t) ֒→ (ϑ, r; t) S→ (φ, I; τ) T→ (ϕ,I; τ)
The estimate is confirmed in the next section, where we show that the time-2π map
Φ(ϕ0,I0) of the resulting system defines an area-preserving successor map. Subsequently
we prove that all three transformations retain the quasi-periodic structure if pΘ(t) from
(1.4) is taken as the forcing function. This links the developed set of coordinates (ϕ,I)
to the setup of the second section. Finally, the map ψ is defined properly, leading to a
restatement of the main result. We end the paper with a proof of this theorem, where it is
shown that initial conditions in EΘ¯ correspond to non-recurrent orbits (ϕn,In)n∈N.
2 A theorem about escaping sets
In this section we want to state the aforementioned theorem about escaping sets of Kunze
and Ortega. But first we need to introduce some basic notation and terminology.
2.1 Measure-preserving embeddings
We will write T = R/Z for the standard torus and denote the class in TN corresponding to
a vector Θ = (θ1, . . . , θN) ∈ RN by Θ¯ = (θ¯1, . . . , θ¯N), where θ¯ j = θ j + Z. Similarly, ϑ¯ will
indicate the class in S1 = R/2πZ associated to some ϑ ∈ R. Denote by µTN the unique
Haar measure such that µTN (T
N) = 1. From now on we will consider functions
f : D ⊂ TN × (0,∞)→ TN × (0,∞),
whereD is an open set. We will call such a function measure-preserving embedding, if f
is continuous, injective and furthermore
(µTN ⊗ λ)( f (B)) = (µTN ⊗ λ)(B)
holds for all Borel sets B ⊂ D, where λ denotes the Lebesgue measure on R. It is easy to
show that under these conditions, f : D → D˜ is a homeomorphism, where D˜ = f (D).
Since we want to use the iterations of f , we have to carefully construct a suitable domain
on which these forward iterations are well-defined. We initialize D1 = D, f 1 = f and
set
Dn+1 = f −1(Dn), f n+1 = f n ◦ f for n ∈ N.
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This way f n is well-defined on Dn. Clearly, f n is a measure-preserving embedding as
well. Also, it can be shown inductively that Dn+1 = {(Θ¯, r) ∈ D : f (Θ¯, r), . . . , f n(Θ¯, r) ∈
D} and thereforeDn+1 ⊂ Dn ⊂ D for all n ∈ N. Initial conditions in the set
D∞ =
∞⋂
n=1
Dn ⊂ TN × (0,∞)
correspond to complete forward orbits, i.e. if (Θ¯0, r0) ∈ D∞, then
(Θ¯n, rn) = f
n(Θ¯0, r0)
is defined for all n ∈ N. It could however happen thatD∞ = ∅ orDn = ∅ for some n ≥ 2.
2.2 Quasi-periodic functions
Let ω1, . . . , ωN > 0 be rationally independent and consider the map
ι : R→ TN , ι(t) = (tω1, . . . , tωN).
For N > 1 this homomorphism is injective and the image ι(R) ⊂ TN is dense. If N = 1,
then ι is surjective. Moreover, for a fixed Θ¯ ∈ TN we define the map
ιΘ¯ : R → TN , ιΘ¯(t) = Θ¯ + ι(t).
Let Ck(TN) be the space of functions u : RN → R, that are 1-periodic in each argument
and have continuous derivatives up to the k-th order. We will call a function u : R → R
quasi-periodic (with frequency ω), if there is a function u ∈ C0(TN) such that
u(t) = u(ι(t)) for all t ∈ R.
Now, consider a measure-preserving embedding f : D ⊂ TN × (0,∞) → TN × (0,∞),
which has the special structure
f (Θ¯, r) = (Θ¯ + ι(F(Θ¯, r)), r +G(Θ¯, r)), (2.1)
where F,G : D → R are continuous. For Θ¯ ∈ TN let
DΘ¯ = (ιΘ¯ × id)−1(D) ⊂ R × (0,∞).
On these open sets we define the maps fΘ¯ : DΘ¯ ⊂ R × (0,∞)→ R × (0,∞) given by
fΘ¯(t, r) = (t + F(Θ¯ + ι(t), r), r +G(Θ¯ + ι(t), r)). (2.2)
Then fΘ¯ is continuous and meets the identity
f ◦ (ιΘ¯ × id) = (ιΘ¯ × id) ◦ fΘ¯ on DΘ¯,
i.e. the following diagram is commutative:
D TN × (0,∞)
DΘ¯ R × (0,∞)
f
fΘ¯
ιΘ¯×id ιΘ¯×id
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Therefore fΘ¯ is injective as well. Again we define DΘ¯,1 = DΘ¯ and DΘ¯,n+1 = f
−1
Θ¯
(DΘ¯,n) to
construct the set
DΘ¯,∞ =
∞⋂
n=1
DΘ¯,n ⊂ R × (0,∞),
where the forward iterates (tn, rn) = f
n
Θ¯
(t0, t0) are defined for all n ∈ N. This set is equiva-
lently defined through the relation
DΘ¯,∞ = (ιΘ¯ × id)−1(D∞).
Now we can define the escaping set
EΘ¯ = {(t0, r0) ∈ DΘ¯,∞ : lim
n→∞
rn = ∞}.
Finally we are in position to state the theorem [KO18, Theorem 3.1]:
Theorem 2.1. Let f : D ⊂ TN×(0,∞) → TN×(0,∞) be a measure-preserving embedding
of the form (2.1) and suppose that there is a functionW = W(Θ¯, r) satisfyingW ∈ C1(TN×
(0,∞)),
0 < β ≤ ∂rW(Θ¯, r) ≤ δ for Θ¯ ∈ TN , r ∈ (0,∞),
with some constants β, δ > 0, and furthermore
W( f (Θ¯, r)) ≤ W(Θ¯, r) + k(r) for (Θ¯, r) ∈ D, (2.3)
where k : (0,∞) → R is a decreasing and bounded function such that limr→∞ k(r) = 0.
Then, for allmost all Θ¯ ∈ TN , the set EΘ¯ ⊂ R × (0,∞) has Lebesgue measure zero.
The functionW can be seen as a generalized adiabatic invariant, since any growth will
be slow for large energies.
3 Transformation of the problem
For α ≥ 3, consider the second order differential equation
x¨ + |x|α−1x = p(t), (3.1)
where p ∈ C4
b
(R) is a (in general) non periodic forcing function. Here, Ck
b
(R) denotes
the space of bounded functions with continuous and bounded derivatives up to order k.
Solutions x(t) to (3.1) are unique and exist for all time. To see this, we define
E(t) =
1
2
x˙(t)2 +
1
α + 1
|x(t)|α+1.
Then |E˙| = |p(t)x˙| ≤ |p(t)|
√
2E, and therefore
√
E(t) ≤
√
E(t0) +
1√
2
∣∣∣∣∣∣
∫ t
t0
|p(s)|ds
∣∣∣∣∣∣ .
So E is bounded on finite intervals and thus x can be continued on R.
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3.1 Action-angle coordinates
First we want to reformulate (3.1) in terms of the action-angle coordinates of the unper-
turbed system, that is
x¨ + |x|α−1x = 0. (3.2)
The orbits of (3.2) are closed curves, defined by 1
2
y2 + 1
α+1
|x|α+1 = const. and correspond
to periodic solutions. For λ > 0 let xλ denote the solution of (3.2) having the initial values
xλ(0) = λ, x˙λ(0) = 0.
Using the homogeneity of the problem, we get xλ(t) = λx1(λ
α−1
2 t). In particular xλ has a
decreasing minimal period T (λ) = λ
1−α
2 T (1). Thus we can find the unique number Λ > 0,
such that T (Λ) = 2π. We will use the notation
c(t) = xΛ(t), s(t) = c˙(t),
since in a lot of ways these functions behave like the trigonometric functions cos and sin:
c is even, s is odd, and both are anti-periodic with period π. Hence they have zero mean
value, i.e. ∫ 2π
0
c(t) dt =
∫ 2π
0
s(t) dt = 0.
In this case however, (c(t), s(t)) spins clockwise around the origin of the (x, x˙)-plane.
Furthermore c and s meet the identity
1
2
s(t)2 +
1
α + 1
|c(t)|α+1 = 1
α + 1
Λα+1 ∀t ∈ R. (3.3)
Now we can define a change of variables η : S1 × (0,∞) → R2 \ {0}, (ϑ¯, r) 7→ (x, v) by
x = γr
2
α+3c(ϑ¯), v = γ
α+1
2 r
α+1
α+3 s(ϑ¯),
where γ > 0 is determined by
γ
α+3
2
2
α + 3
Λα+1 = 1.
This choice of γ makes η a symplectic diffeomorphism, as can be shown by an easy
calculation. Moreover, from (3.3) follows the identity
1
2
v2 +
1
α + 1
|x|α+1 = κ1r
2(α+1)
α+3 , (3.4)
where κ1 =
1
α+1
(γΛ)α+1. Adding a new component for the time, we define the transforma-
tion map
R : R2 \ {0} × R→ S1 × (0,∞) × R, R(x, v; t) = (η−1(x, v); t).
Going back to the perturbed system, the old Hamiltonian
h(x, x˙; t) =
1
2
x˙2 +
1
α + 1
|x|α+1 − p(t)x
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expressed in the new coordinates is
H(ϑ¯, r; t) = κ1r
2(α+1)
α+3 − γr 2α+3 p(t)c(ϑ¯). (3.5)
For simplicity’s sake let us denote the lift ofH onto R× (0,∞)×R by the same letterH .
The associated differential equations then become

ϑ˙ = ∂rH = 2(α+1)α+3 κ1r
α−1
α+3 − 2
α+3
γr−
α+1
α+3 p(t)c(ϑ)
r˙ = −∂ϑH = γr 2α+3 p(t)s(ϑ)
. (3.6)
It should be noted that solutions to (3.6) only exist on intervals J ⊂ R, where r(t) > 0.
Therefore, we can only make assertions about solutions of the original problem (3.1)
defined on intervals, where (x, x˙) , 0, when working with these action-angle coordinates.
3.2 Time-energy coordinates
In order to construct a measure preserving embedding one could take the Poincare´ map
of Hamiltonian system (3.6). However, to fit the setting of subsection 2.2, this map would
need to have the time (and thus the quasi-periodic dependence of the system) as the first
variable. Therefore, we will follow [Lev91] and take the time t as the new “position”-
coordinate, the energyH as the new “momentum” and the angle ϑ as the new independent
variable.
Since the first term in (3.6) is dominant for r →∞ one can find r∗ such that
∂rH(ϑ, r; t) ≥ 1 for all r ≥ r∗. (3.7)
Remark 3.1. The value of r∗ depends upon α, γ, κ1, ‖c‖Cb and ‖p‖C4b , where again γ, κ1, ‖c‖Cb
are uniquely determined by the choice of α. We will call quantities depending only
upon α and ‖p‖C4
b
constants. Let us also point out, that r∗ can be chosen “increasingly
in ‖p‖C4
b
”. By this we mean, that if r∗ = r∗(α, ‖p‖C4
b
) is the threshold corresponding to
some p ∈ C4
b
(R), then (3.7) also holds for any forcing p˜ ∈ C4
b
with ‖p˜‖C4
b
≤ ‖p‖C4
b
. Indeed,
all thresholds we will construct have this property.
Now consider a solution (ϑ, r) of (3.6) defined on an interval J, where r(t) > r∗ for all
t ∈ J. Than the function t 7→ ϑ(t) is invertible, since
ϑ˙(t) = ∂rH(ϑ(t), r(t); t) ≥ 1.
Adopting the notation of [KO13], we will write τ = ϑ(t) and denote the inverse by φ,
i.e. φ(τ) = t. Since ϑ(t) is at least of class C2, the same holds for the inverse function φ
defined on ϑ(J). Let us now define
I(τ) = H(τ, r(φ(τ)); φ(τ)) for τ ∈ ϑ(J).
This function will be the new momentum. It is a well known fact that the resulting system
is again Hamiltonian. To find the corresponding Hamiltonian, we can solve the equation
H(ϑ,H; t) = I
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implicitly for H(t, I;ϑ). Because of (3.7) this equation admits a solution, which is well-
defined on the open set
Ω = {(t, I;ϑ) ∈ R3 : I > H(ϑ, r∗; t)}.
Indeed, by implicit differentiation it can be verified that
φ′ = ∂IH, I
′ = −∂φH,
where the prime ′ indicates differentiation with respect to τ. Using the new coordinates,
we have to solve
κ1H
2(α+1)
α+3 − γH 2α+3 p(φ)c(τ) = I (3.8)
or equivalently
H = I
α+3
2(α+1)κ
− α+3
2(α+1)
1
(1 − κ−11 γH
−2α
α+3 p(φ)c(τ))−
α+3
2(α+1) . (3.9)
Since p ∈ C6 and c ∈ C3, also H will be of class C3. Moreover, we can find I∗ > 0
(depending upon α, γ, κ1, ‖c‖Cb, ‖p‖Cb and r∗) such that
{(φ, I; τ) ∈ R3 : I ≥ I∗} ⊂ Ω.
Furthermore, we can choose I∗ so large that the solution H of (3.8) satisfies
α0I
α+3
2(α+1) ≤ H ≤ β0I
α+3
2(α+1) for I ≥ I∗
for some constants α0, β0 > 0. Let
κ0 = κ
− α+32(α+1)
1
=
(
2(α + 1)
α + 3
γ
1−α
2
) α+3
2(α+1)
.
To approximate the solution H(φ, I; τ) of (3.9), one can use the Taylor polynomial of
degree one for (1 − z)− α+32(α+1) and then plug in the highest order approximation κ0I
α+3
2(α+1)
for the remaining H on the right-hand side. Therefore we define the remainder function
R ∈ C3(G) through the relation
H(φ, I; τ) = κ0I
α+3
2(α+1) +
(α + 3)
2(α + 1)
γκ
α+5
α+3
0
p(φ)c(τ)I
3−α
2(α+1) + R(φ, I; τ). (3.10)
The corresponding system is described by
φ′ = ∂IH = κ0 α+32(α+1) I
1−α
2(α+1) + 9−α
2
4(α+1)2
γκ
α+5
α+3
0
p(φ)c(τ)I
1−3α
2(α+1) + ∂IR,
I′ = −∂φH = − α+32(α+1)γκ
α+5
α+3
0
p˙(φ)c(τ)I
3−α
2(α+1) − ∂φR.
(3.11)
The change of variables (ϑ, r; t) 7→ (φ, I; τ) can be realized via the transformation map
S : R × [r∗,∞) × R→ R × (0,∞) × R defined by
S(ϑ, r; t) = (t,H(ϑ, r; t);ϑ).
So S maps a solution (ϑ(t), r(t)) of (3.6) with the initial condition (ϑ(t0), r(t0)) = (ϑ0, r0)
onto a solution (φ(τ), I(τ)) of (3.11) with initial condition (φ(ϑ0), I(ϑ0)) = (t0,H(ϑ0, r0; t0)).
The following lemma by Kunze and Ortega [KO13, Lemma 7.1] shows that R is small in
a suitable sense:
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Lemma 3.2. There are constants C0 > 0 and IC0 ≥ I∗ > 0 (depending upon ‖p‖C2b(R)) such
that
|R| + |∂φR| + I|∂IR| + |∂2φφR| + I|∂2φIR| + I2|∂2IIR| ≤ C0I
3(1−α)
2(α+1) (3.12)
holds for all φ, τ ∈ R and I ≥ IC0 .
Now we could use these coordinates and a corresponding Poincare´ map for Theorem
2.1. But since it can be tricky to find a suitable function W, we would like the energy
variable I(τ) itself to be an adiabatic invariant in the sense of (2.3) . However, for α = 3
we do not have I′ → 0 as I → ∞. Therefore we have to do one further transformation.
For α > 3 this last step would not be necessary.
3.3 A last transformation
In [KO13, Theorem 6.7] Ortega and Kunze constructed a change of coordinates, which
reduces the power of the momentum variable in the second term of (3.10) while preserv-
ing the special structure of the Hamiltonian. Since in their paper they had to use this
transformation several times consecutively, the associated theorem is somewhat general
and too complicated for our purpose here. Thus we will cite it only in the here needed
form.
For µ > 0 we set
Σµ = R × [µ,∞) × R.
Theorem 3.3. Consider the Hamiltonian H from (3.10), i.e.
H(φ, I; τ) = κ0I
α+3
2(α+1) + f (φ)c(τ)I
3−α
2(α+1) + R(φ, I; τ),
where f (φ) =
(α+3)
2(α+1)
γκ
α+5
α+3
0
p(φ), and IC0 from Lemma 3.2. Then there exists I∗∗ > IC0 , I∗ > 0
and a C1-diffeomorphism
T : ΣI∗∗ → T (ΣI∗∗) ⊂ ΣI∗ , (φ, I; τ) 7→ (ϕ,I; τ),
which transforms the system (3.11) into ϕ′ = ∂IH1,I′ = −∂ϕH1, where
H1(ϕ,I; τ) = κ0I
α+3
2(α+1) + f1(ϕ)c1(τ)Ibα + R1(ϕ,I; τ).
The new functions appearing in H1 satisfy
(a) f1(ϕ) = − α+32(α+1)κ0 f˙ (ϕ) = −
(
α+3
2(α+1)
)2
γκ
2α+8
α+3
0
p˙(ϕ),
(b) c1 ∈ C4(R), c′1(τ) = c(τ),
∫ 2π
0
c1(τ) dτ = 0,
(c) bα = − 3α2−2α−92(α+3)(α+1) < 3−α2(α+1) ≤ 0, and
(d) R1 ∈ C3(ΣI∗) satisfies (3.12) for all I ≥ I∗ and with some constant C˜0 > 0.
The quantities I∗∗,I∗ and C˜0 can be estimated in terms of α, κ0, ‖ f ‖C4
b
(R), ‖c‖Cb(R), and C0
from Lemma 3.2. Furthermore, the change of variables T has the following properties:
(i) T (·, ·; τ) is symplectic for all τ ∈ R, i.e. dϕ ∧ dI = dφ ∧ dI,
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(ii) T (φ, I; τ + 2π) = T (φ, I; τ) + (0, 0; 2π), and
(iii) I/2 ≤ I(φ, I; τ) ≤ 2I for all (φ, I; τ).
Even if we omit the proof here, let us note that the change of variables can be realized
via the generating function
Ψ(φ,I; τ) = −I 3−α2(α+1) f (φ)c1(τ),
where c1 is uniquely determined by the conditions in (b). ThereforeT is implicitly defined
by the equations
I = I + ∂φΨ, ϕ = φ + ∂IΨ
and one can determine H1 through the relation
H1(ϕ,I; τ) = H(φ, I; τ) + ∂τΨ(φ,I; τ).
4 The successor map
Consider the new Hamiltonian from Theorem 3.3, that is
H1(ϕ,I; τ) = κ0I
α+3
2(α+1) + f1(ϕ)c1(τ)Ibα + R1(ϕ,I; τ),
which is well-defined on the set T (ΣI∗∗) and 2π-periodic in the time variable τ. The
corresponding equations of motion are

ϕ′ = ∂IH1 = κ0 α+32(α+1)I
1−α
2(α+1) + bα f1(ϕ)c1(τ)Ibα−1 + ∂IR1,
I′ = −∂ϕH1 = − f˙1(ϕ)c1(τ)Ibα − ∂ϕR1,
(4.1)
where f˙1(ϕ) = −
(
α+3
2(α+1)
)2
κ
2α+8
α+3
0
γ p¨(ϕ).
Now suppose (ϕ0,I0; τ0) ∈ T (ΣI∗∗) and denote by (ϕ(τ; ϕ0,I0, τ0),I(τ; ϕ0,I0, τ0)) the
solution of (4.1) with the initial data
ϕ(τ0) = ϕ0, I(τ0) = I0.
We want to construct a subset ΣI∗∗ = R × [I∗∗,∞) × R ⊂ T (ΣI∗∗) such that (ϕ,I) is
defined on the whole interval [τ0, τ0+2π] whenever (ϕ0,I0, τ0) ∈ ΣI∗∗ . Similar to [KO13,
Lemma 4.1], we state:
Lemma 4.1. There exists a constant I∗∗ > I∗ (depending only upon α, ‖ f ‖C4
b
(R), ‖c‖Cb(R)
and C˜0 from Theorem 3.3) such that ΣI∗∗ ⊂ T (ΣI∗∗) and for any (ϕ0,I0, τ0) ∈ ΣI∗∗ the
solution (ϕ,I) of (4.1) with initial data
ϕ(τ0) = ϕ0, I(τ0) = I0
exists on [τ0, τ0 + 2π], where it satisfies
I0
4
≤ I(τ) ≤ 4I0 for τ ∈ [τ0, τ0 + 2π]. (4.2)
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Proof. Suppose I0 ≥ I∗∗ ≥ 4I∗, then (iii) from Theorem 3.3 yields ΣI∗∗ ⊂ T (ΣI∗∗). Now,
let T > 0 be maximal such that I0/4 ≤ I(τ) ≤ 4I0 holds for all τ ∈ [τ0, τ0 + T ). On this
interval we have
(I1−bα)′ = (1 − bα)I−bαI′ = (1 − bα)I−bα(− f˙1(ϕ)c1(τ)Ibα − ∂ϕR1)
and thus
|(I1−bα)′| ≤ |(1 − bα)|
(
‖ f˙1‖Cb ‖c1‖Cb + |∂ϕR1|I−bα
)
≤ |(1 − bα)|
(
‖ f˙1‖Cb ‖c1‖Cb + C˜0
)
= Cˆ,
with C˜0 > 0 from (d) of Theorem 3.3, since bα = − 3α2−2α−92(α+3)(α+1) > 3(1−α)2(α+1) . Now assume
T ≤ 2π, then for I∗∗ sufficiently large we conclude
(I0
2
)1−bα
≤ I1−bα
0
− 2πCˆ ≤ I(τ)1−bα ≤ I1−bα
0
+ 2πCˆ ≤ (2I0)1−bα
on the whole interval [τ0, τ0 + T ). This contradicts the definition of T and thus completes
the proof. 
We can therefore consider the Poincare´ map Φ : R × [I∗∗,∞)→ R2 corresponding to
the periodic system (4.1), defined by
Φ(ϕ0,I0) = (ϕ(5π/2; ϕ0,I0, π/2),I(5π/2; ϕ0,I0, π/2)). (4.3)
The choice τ0 =
π
2
is basically due to computational advantages, since c(ϑ) = 0 if and
only if ϑ = π/2 + mπ with m ∈ Z. Moreover, values of τ = ϑ in π/2 + 2πZ correspond
exactly to those zeros of the solution x(t), where x˙ < 0.
Φ(ϕ0,I0) = (ϕ1,I1).
Now that we have defined a suitable successor map, we can prove that I is an adiabatic
invariant in the sense of equation (2.3):
Lemma 4.2. There is a constant C > 0 (depending only upon α, ‖ f ‖C4
b
(R), ‖c‖Cb(R) and C˜0)
such that
|I1 − I0| ≤ CIbα0
holds for all (ϕ0,I0) ∈ R × [I∗∗,∞).
Proof. With a similar reasoning like in the proof of Lemma 4.1 we get
|I′(τ)| = |− f˙1(ϕ)c1(τ)Ibα(τ) − ∂ϕR1| ≤ ‖ f˙1‖Cb ‖c1‖CbI(τ)bα + C˜0I(τ)
3(1−α)
2(α+1)
≤
(
‖ f˙1‖Cb ‖c1‖Cb + C˜0
)
I(τ)bα ≤
(
‖ f˙1‖Cb ‖c1‖Cb + C˜0
)
4−bαIbα
0
.
Now integrating over [π/2, 5π/2] gives us
|I1 − I0| ≤ 2π
(
‖ f˙1‖Cb ‖c1‖Cb + C˜0
)
4−bαIbα
0
.

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5 Quasi-periodicity
So far all our considerations have dealt with the case of a general forcing function p ∈
C4
b
(R). Now we will replace p(t) by pΘ¯(t) from (1.4) and show that the quasi-periodicity
is inherited by the Hamiltonian system (4.1). But first let us clarify some notation.
In this section, we will mark continuous functions with an argument in TN with bold
letters. Each such function u gives rise to a family of quasi-periodic maps {uΘ¯}Θ¯∈TN via
the relation
uΘ¯(t) = u(ιΘ¯(t)).
Note that since ιΘ¯(R) lies dense in T
N , the functionu ∈ C(TN) is also uniquely determined
by this property. Moreover, for u ∈ C1(TN) we introduce the notation ∂ω =
∑N
i=1 ωi
∂
∂θi
, so
that
d
dt
uΘ¯(t) = ∂ωu(ιΘ¯(t)).
So let us plug the forcing pΘ¯(t) associated to p from the main theorem into (3.1). Then
pΘ¯ ∈ C4b(R), because
‖pΘ¯‖C4
b
(R) ≤ max(1, ‖ω‖4∞)‖p‖C4(TN )
holds. Therefore all results of section 3 are applicable. Considering Remark 3.1, this also
implies that we can find new constants r∗, I∗ etc. depending only upon α, ω and ‖p‖C4(TN )
such that corresponding estimates hold uniformly in Θ¯ ∈ TN .
Since R and S basically leave the time variable t unchanged, it is straightforward to prove
that the transformation to action-angle coordinates as well as the change to the time-
energy coordinates (φ, I), preserves the quasi-periodic structure (cf. [LZ95, p. 1242]).
Thus we find functions
H ,R : TN × [I∗,∞) × R → R × [I∗,∞) × R
of class C3 depending on p such that
H(φ, I; τ) =H(ιΘ¯(φ), I; τ), R(φ, I; τ) = R(ιΘ¯(φ), I; τ).
holds for every Θ¯ ∈ TN .
Remark 5.1. Let us note, that the functions H,R etc. now depend on the choice of Θ¯. Thus
it would be more precise to write HΘ¯,RΘ¯ and so on, but for reasons of clarity we will omit
the index throughout this section. The functionsH ,R etc. on the other hand are uniquely
determined by p.
However it requires a bit more work, to see that also the transformation T defined in
Theorem 3.3 retains the quasi-periodic properties. We recall that this change of variables
is defined by
I = I + ∂φΨ, ϕ = φ + ∂IΨ,
where Ψ(φ,I; τ) = −I 3−α2(α+1) f (φ)c1(τ). Let f ∈ C4(TN) be the function one obtains by
replacing p in the definition of f by p. Inspired by [SM71, p. 261], we can prove the
following lemma:
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Lemma 5.2. Suppose I∗∗ ≥ 2πmax(1, ‖ω‖4∞)‖f‖C4(TN )‖c‖Cb(R) and consider
ϕ(φ,I; τ) = φ − 3 − α
2(α + 1)
I 1−3α2(α+1)c1(τ) f (φ),
then for I ≥ I∗∗, τ ∈ R the inverse can be written in the form
φ(ϕ,I; τ) = ϕ + q(ϕ,I; τ),
where q(ϕ,I; τ) = q(ιΘ¯(ϕ),I; τ) with q ∈ C3(TN × [I∗∗,∞) × R).
Proof. First consider the function w(φ, ϕ,I, τ) = φ − 3−α
2(α+1)
I 1−3α2(α+1)c1(τ) f (φ) − ϕ, where
I ≥ I∗∗. Since I∗∗ ≥ ‖ f ‖C4
b
(R)‖c1‖Cb(R) we have ∂φw ≥ 1(α+1) . Since also w ∈ C4(R2 ×
[I∗∗,∞) × R) the equation w = 0 defines a unique solution φ(ϕ,I; τ) of class C4.
If there was such a function q we should have
q(ϕ,I; τ) = φ − ϕ = 3 − α
2(α + 1)
I 1−3α2(α+1)c1(τ) f (ϕ + q(ϕ,I; τ)). (5.1)
Let us now fix someI ≥ I∗∗ and τ ∈ R. For simplicity’s sake we will drop the dependence
of this variables and thus write q(ϕ) for q(ϕ,I; τ) etc. Since f (φ) = f (ιΘ¯(φ)), equation
(5.1) translates into
q(Ω¯) − 3 − α
2(α + 1)
I 1−3α2(α+1)c1(τ)f (Ω¯ + ι(q(Ω¯))) = 0 for all Ω¯ ∈ TN .
We instead consider the equation
q − σ
(
3 − α
2(α + 1)
I 1−3α2(α+1) c1(τ)f (Ω¯ + ι(q))
)
= 0, σ ∈ [0, 1]
and search for a solution q(Ω¯;σ). Differentiation with respect to σ yields the ordinary
differential equation
dq
dσ
= χ(Ω¯ + ι(q);σ), q(Ω¯; 0) = 0,
where
χ(Ω¯;σ) =
3−α
2(α+1)
I 1−3α2(α+1)c1(τ)f (Ω¯)
1 − σ 3−α
2(α+1)
I 1−3α2(α+1)c1(τ)∂ωf (Ω¯)
.
As above, the denominator is greater than 1 − 3−α
2(α+1)
> 0 by assumption. Thus, the right-
hand side χ is C3(TN × [0, 1]) for all Ω¯ ∈ TN . Therefore the differential equation has a
unique solution q(Ω¯, σ) for all σ ∈ [0, 1]. Now, the function q(ϕ) = q(ιΘ¯(ϕ), 1) has the
desired properties. 
Remark 5.3. Without loss of generality we can impose the assumption of Lemma 5.2,
since ‖f‖C4(TN ) ≤ γκ20‖p‖C4(TN ) and thus I∗∗ still depends only upon α, ω and ‖p‖C4(TN ).
Now, since
H1(ϕ,I; τ) = H(φ, I; τ) + ∂τΨ(φ,I; τ),
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where ∂τΨ(φ,I; τ) = −I
3−α
2(α+1) f (φ)c(τ), and because of Lemma 5.2 we have
H1(ϕ,I; τ) = H(ϕ + q(ϕ,I; τ), I; τ) − I
3−α
2(α+1) f (ϕ + q(ϕ,I; τ))c(τ).
Moreover, I can be expressed as
I = I − I 3−α2(α+1) f˙ (φ)c1(τ) = I − I
3−α
2(α+1) f˙ (ϕ + q(ϕ,I; τ))c1(τ).
Hereby motivated, we define the C3-maps I ,H1 : TN × [I∗∗,∞) × R→ R by
I(Ω¯,I; τ) = I − I 3−α2(α+1)∂ωf (Ω¯ + ι(q(Ω¯,I; τ)))c1(τ)
and further
H1(Ω¯,I; τ) =H(Ω¯ + ι(q(Ω¯,I; τ)), I(Ω¯,I; τ); τ) − I
3−α
2(α+1)f (Ω¯ + ι(q(Ω¯,I; τ)))c(τ).
Then the relation H1(ϕ,I; τ) =H1(ιΘ¯(ϕ),I; τ) holds for all (ϕ,I; τ) ∈ R × [I∗∗,∞) × R.
6 Proof of the main result
Let us recall equation (1.2), that is
x¨ + |x|α−1x = p(t), α ≥ 3,
where p ∈ C4
b
(R). Denote by x(t; v0, t0) the solution of this equation to the initial condition
x(t0) = 0, x˙(t0) = v0.
Now set I∗ = max{4I∗∗, (2κ1) α+32 } and define v∗ = −2
√
I∗. Thus v∗ is a constant de-
pending only upon α, ω and ‖p‖Ck(TN ). Then, consider the function ψ that maps the initial
values (v0, t0) ∈ (−∞, v∗) × R to (v1, t1), where v1 = x˙(t1; v0, t0) and
t1 = inf{s ∈ (t0,∞) : x(s; v0, t0) = 0, x˙(s; v0, t0) < 0}.
We want to show, that this map is well defined on (−∞, v∗) × R. To this end, let us recall
the transformations of section 3:
(x, v; t)
R→ (ϑ¯, r; t) ֒→ (ϑ, r; t) S→ (φ, I; τ) T→ (ϕ,I; τ)
Since x = 0 and v < 0 corresponds to ϑ¯ = π/2 and therefore ϑ = τ ∈ {π/2 + 2πZ},
one variable becomes redundant if we stay on the lower y-axis. Therefore we consider
restrictions of the transformation maps onto some 2-dimensional subspaces, namely:
R0 : (−∞, 0) × R→ (0,∞) × R, R0(v, t) = (π2(R(0, v; t)), π3(R(0, v; t))),
S0 : [r∗,∞) × R→ R × (0,∞), S0(r, t) = (π1(S(π/2, r; t)), π2(S(π/2, r; t))), and
T0 : R × [I∗∗,∞)→ R × (0,∞), T0(φ, I) = (π1(T (φ, I; π/2)), π2(T (φ, I; π/2))),
where π j : R
3 → R denotes the projection on to the j-th component. For |v0| sufficiently
large, let R0(v0, t0) = (r0, t0), S0(r0, t0) = (φ0, I0) and T0(φ0, I0) = (ϕ0,I0). Plugging
x0 = 0 into (3.4) and the definition of I0 give us
1
2
v20 = κ1r
2(α+1)
α+3
0
= H(π/2, r0; t0) = I0, (6.1)
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due to c(π/2) = 0. Moreover, Theorem 3.3 yields 2I0 ≥ I0 ≥ I02 . So in total we have
I0 ≥
I0
2
=
v2
0
4
.
This implies (T0 ◦ S0 ◦ R0)((−∞, v∗) × R) ⊂ R × (I∗,∞). For I0 > I∗ on the other
hand, Lemma 4.1 yields the existence of the corresponding solution (ϕ,I)(τ; ϕ0,I0, π/2)
to system (4.1) on [π/2, 5π/2] and guarantees I(τ) > I∗∗. But since
T −10 (R × [I∗∗,∞)) ⊂ R × [I∗,∞) and S−10 (R × [I∗,∞)) ⊂ R × [r∗,∞), (6.2)
(ϕ,I) can be transformed back to a solution x(t; v0, t0) of the original problem (1.2) and
(v1, t1) = (R−10 ◦ S−10 ◦ T −10 )(ϕ(5π/2),I(5π/2))
has all the desired properties. Thus, ψ can be equivalently defined in the following way:
ψ : (−∞, v∗) × R → (−∞, 0) × R, ψ = (R−10 ◦ S−10 ◦ T −10 ) ◦Φ ◦ (T0 ◦ S0 ◦ R0)
Finally we are ready to state and prove the main theorem.
Theorem 6.1. Let p ∈ C4(TN) generate the family of forcing functions
pΘ¯(t) = p(θ1 + tω1, . . . , θN + tωN), Θ¯ = (θ¯1, . . . , θ¯N) ∈ TN ,
for fixed rationally independent frequenciesω1, . . . , ωN > 0. Let (vn, tn)n∈J = (ψn(v0, t0))n∈J
denote a generic orbit associated to system (1.2) with p replaced by pΘ¯. The escaping set
EΘ¯ consists of those initial values (v0, t0) ∈ R2 such that
(a) v0 < v∗,
(b) the corresponding orbit satisfies N ⊂ J, and
(c) limn→∞ vn = −∞.
Then, for almost all Θ¯ ∈ TN , the set EΘ¯ has Lebesgue measure zero.
The proof will be divided in two parts: First we are going to construct a measure-
preserving embedding suitable for Theorem 2.1, which basically translates into the suc-
cessor map Φ of system (4.1). Therefore it can be shown that for almost all Θ¯ ∈ TN the
corresponding escaping set EΘ¯ has Lebesgue measure zero. In the second part we will
prove that initial values in EΘ¯ correspond to points in EΘ¯ and conclude λ2(EΘ¯) = 0 for
almost all Θ¯ ∈ TN .
6.1 Escaping orbits of the transformed system
For Θ¯ ∈ TN , denote by (ϕΘ¯(τ; ϕ0,I0, π/2),IΘ¯(τ; ϕ0,I0, π/2)) the solution to system (4.1)
with initial data ϕ(π/2) = ϕ0, I(π/2) = I0 and forcing function p = pΘ¯. Furthermore,
we will write (ϕ(τ; Θ¯0,I0, π/2),I(τ; Θ¯0,I0, π/2)) for the solution of
ϕ′ = ∂IH1(Θ¯0 + ι(ϕ),I; τ), I′ = −∂ωH1(Θ¯0 + ι(ϕ),I; τ), (6.3)
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withH1 defined as in the last section and the initial values ϕ(π/2) = 0, I(π/2) = I0.
If we have Θ¯0 = ιΘ¯(ϕ0) these solutions meet the identity
(ϕΘ¯(τ; ϕ0,I0, π/2),IΘ¯(τ; ϕ0,I0, π/2)) = (ϕ0+ϕ(τ; Θ¯0,I0, π/2),I(τ; Θ¯0,I0, π/2)). (6.4)
Let F,G : D → R, whereD = TN × (I∗,∞), be defined by
F(Θ¯0,I0) =
∫ 5π
2
π
2
ϕ′(τ; Θ¯0,I0, π/2) dτ
and
G(Θ¯0,I0) =
∫ 5π
2
π
2
I′(τ; Θ¯0,I0, π/2) dτ,
respectively. And consider g : D → TN × (0,∞) given by
g(Θ¯0,I0) = (Θ¯0 + ι(F(Θ¯0,I0)),I0 +G(Θ¯0,I0)).
Then F and G are continuous, since the solution of (6.3) depends continuously upon the
initial condition and the parameter Θ¯0. Therefore g has special form (2.1). The corre-
sponding family of maps of the plane {gΘ¯}Θ¯∈TN as in (2.2) is
gΘ¯ : DΘ¯ ⊂ R × (0,∞)→ R × (0,∞),
gΘ¯(ϕ0,I0) = (ϕ0 + F(Θ¯ + ι(ϕ0),I0),I0 +G(Θ¯ + ι(ϕ0),I0)),
where DΘ¯ = (ιΘ¯ × id)−1(D) = R× (I∗∗,∞). Because of (6.4) these maps coincide with the
successor map Φ of (4.3) for the forcing function pΘ¯.
The injectivity of g is a consequence of the unique resolvability of the initial value prob-
lem
ϕ′ = ∂IH1(Θ¯1 + ι(ϕ),I; τ), I′ = −∂ωH1(Θ¯1 + ι(ϕ),I; τ),
with ϕ(5π/2) = 0 and I(5π/2) = I1, where (Θ¯1,I1) = g(Θ¯0,I0).
It remains to proof that g is measure-preserving. Since the maps gΘ¯ correspond to a
Hamiltonian flow, Liouville’s theorem yields det JgΘ¯(ϕ0,I0) = 1, i.e.
1 =
(
1 + ∂ωF(Θ¯ + ι(ϕ0),I0)
) (
1 + ∂I0G(Θ¯ + ι(ϕ0),I0)
)
−
(
∂I0F(Θ¯ + ι(ϕ0),I0)
) (
∂ωG(Θ¯ + ι(ϕ0),I0)
)
.
Since this is valid for all Θ¯ ∈ TN and all of DΘ¯, it follows
1 = (1 + ∂ωF)
(
1 + ∂I0G
) − (∂I0F) (∂ωG) .
However, as shown in [KO18, Lemma 3.3] this implies that the map g is orientation- and
measure-preserving.
Hence we have shown that g is a measure-preserving embedding. Now, we have to find
functionsW, k as described in Theorem 2.1. Since C from Lemma 4.2 depends only upon
‖ f ‖C4
b
(R), this constant is uniform in Θ¯ ∈ TN . Therefore, if we take W(Θ¯0,I0) = I0,
Lemma 4.2 implies
W(g(Θ¯0,I0)) −W(Θ¯0,I0) = I1 − I0 ≤ k(I0),
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where k(I0) = CIbα0 with C as mentioned above and bα < 0 from Theorem 3.3. That
way W and k meet all demanded criteria. Thus the measure-preserving embedding g
satisfies all conditions of Theorem 2.1 and we are finally ready to apply it. This gives us
λ2(EΘ¯) = 0 for almost all Θ¯ ∈ TN for the escaping set
EΘ¯ = {(ϕ0,I0) ∈ DΘ¯,∞ : lim
n→∞
In = ∞},
where DΘ¯,∞ is the set of initial conditions leading to complete forward orbits of gΘ¯ as
described in subsection 2.2.
6.2 Undoing the transformations
Now let Θ¯ ∈ TN be fixed and consider the set
E˜Θ¯ = (R−10 ◦ S−10 ◦ T −10 )(EΘ¯).
Our strategy will be to show λ2(E˜Θ¯) = 0 and EΘ¯ ⊂ E˜Θ¯.
Since T −1(·, ·; τ) is symplectic for all τ ∈ R, it follows λ2(T −1
0
(EΘ¯)) = λ
2(EΘ¯) = 0. Also,
due to (6.2) it is S−1
0
(T −1
0
(EΘ¯)) ⊂ [r∗,∞)×R. But then, since S0(r0, t0) = (t0,H(0, r0; t0)),
the definition of r∗ (3.7) yields
∣∣∣∣det JS−1
0
(φ, I)
∣∣∣∣ = ∣∣∣∂rH(0,S−10 (φ, I))
∣∣∣−1 ≤ 1 on T −1
0
(EΘ¯).
Hence
λ2(S−10 (T −10 (EΘ¯))) ≤ λ2(T −10 (EΘ¯)) = 0.
Finally, due to (6.1),(4.2) and the definition of I∗ we have
κ1r
2(α+1)
α+3
0
>
I∗
2
≥ 1
2
(2κ1)
α+3
2 for (r0, t0) ∈ S−10 (T −10 (EΘ¯))
and consequently
∣∣∣∣det JR−1
0
(r0, t0)
∣∣∣∣ =
∣∣∣∣∣−√2κ1 α+1α+3r− 2α+30
∣∣∣∣∣ < 1. Therefore we can conclude
λ2(E˜Θ¯) = 0.
It remains to show that EΘ¯ ⊂ E˜Θ¯. If EΘ¯ is empty there is nothing to prove. Otherwise let
(v0, t0) ∈ EΘ¯ and consider the corresponding orbit
(vn, tn) = ψ
n(v0, t0), n ∈ N.
Above we have demonstrated ψ = (R−1
0
◦ S−1
0
◦ T −1
0
) ◦ Φ ◦ (T0 ◦ S0 ◦ R0), which means
(vn, tn) = (R−10 ◦ S−10 ◦ T −10 )(ϕn,In)
with the notation as usual. Since also
In ≥
v2n
2
holds for all n ∈ N, we can conclude In → ∞ as n → ∞. But this implies (ϕ0,I0) ∈ EΘ¯
and therefore completes the proof.
18
References
[Bin89] L. Bin. Boundedness for solutions of nonlinear Hill’s equations with periodic
forcing terms via Moser’s twist theorem. Journal of Differential Equations,
79(2):304–315, 1989.
[Dol08] D. Dolgopyat. Geometric and Probabilistic Structures in Dynamics, chapter
Fermi acceleration, pages 149–166. AMS, Providence/RI 2008.
[DZ87] R. Dieckerhoff and E. Zehnder. Boundedness of solutions via the twist-theorem.
Annali della Scuola Normale Superiore di Pisa - Classe di Scienze, 14(1):79–
95, 1987.
[Fer49] E. Fermi. On the Origin of the Cosmic Radiation. Phys. Rev., 75:1169–1174,
1949.
[KO13] M. Kunze and R. Ortega. Long-time stability estimates for the non-periodic
Littlewood boundedness problem. Proceedings of the London Mathematical
Society, 107(1):39–75, 2013.
[KO18] M. Kunze and R. Ortega. Escaping orbits are rare in the quasi-periodic Fermi-
Ulam ping-pong. Ergodic Theory and Dynamical Systems, page 1–17, 2018.
[KY99] T. Ku¨pper and J. You. Existence of quasiperiodic solutions and Littlewood’s
boundedness problem of Duffing equations with subquadratic potentials. Non-
linear Analysis: Theory, Methods & Applications, 35(5):549–559, 1999.
[Lev91] M. Levi. Quasiperiodic motions in superquadratic time-periodic potentials.
Comm. Math. Phys., 143(1):43–83, 1991.
[Lev92] M. Levi. On Littlewood’s Counterexample of Unbounded Motions in Su-
perquadratic Potentials. InDynamics Reported, pages 113–124. Springer Berlin
Heidelberg, 1992.
[Li01] X. Li. Boundedness of Solutions for Duffing’s Equations with Semilinear Po-
tentials. Journal of Differential Equations, 176(1):248–268, 2001.
[Lit66a] J. E. Littlewood. Unbounded Solutions of an Equation y¨ + g(y) = p(t) , with
p(t) Periodic and Bounded, and g(y) /y→∞ as y→±∞. Journal of the London
Mathematical Society, 41(1):497–507, 1966.
[Lit66b] J. E. Littlewood. Unbounded Solutions of y¨+g(y) = p(t). Journal of the London
Mathematical Society, 41(1):491–496, 1966.
[Liu09] B. Liu. Quasi-periodic solutions of forced isochronous oscillators at resonance.
Journal of Differential Equations, 246(9):3471–3495, 2009.
[LL91] S. Laederich and M. Levi. Invariant curves and time-dependent potentials. Er-
godic Theory and Dynamical Systems, 11(02), 1991.
19
[Lon91] Y. Long. An unbounded solution of a superlinear Duffing’s equation. Acta
Mathematica Sinica, 7(4):360–369, 1991.
[LZ95] M. Levi and E. Zehnder. Boundedness of Solutions for Quasiperiodic Poten-
tials. SIAM Journal on Mathematical Analysis, 26(5):1233–1256, 1995.
[Mor76] G.R. Morris. A case of boundedness in Littlewood’s problem on oscilla-
tory differential equations. Bulletin of the Australian Mathematical Society,
14(1):71–93, 1976.
[Nor92] J. W. Norris. Boundedness in Periodically Forced Second Order Conservative
Systems. Journal of the London Mathematical Society, 45(1):97–112, 1992.
[Ort05] R. Ortega. Unbounded motions in forced Newtonian equations. Annali di
Matematica Pura ed Applicata, 185(5):245–257, 2005.
[SM71] C.L. Siegel and J. Moser. Lectures on celestial mechanics. Grundlehren der
mathematischen Wissenschaften. Springer-Verlag, 1971.
[Ula61] S. M. Ulam. On Some Statistical Properties of Dynamical Systems. In Proceed-
ings of the Fourth Berkeley Symposium on Mathematical Statistics and Proba-
bility, Volume 3: Contributions to Astronomy, Meteorology, and Physics, pages
315–320, Berkeley, Calif., 1961. University of California Press.
[Wan09] Y. Wang. Boundedness for sublinear Duffing equations with time-dependent
potentials. Journal of Differential Equations, 247(1):104–118, 2009.
[Zha97] V. Zharnitsky. Breakdown of Stability of Motion in Superquadratic Potentials.
Communications in Mathematical Physics, 189(1):165–204, 1997.
20
