Jarzynski's identity (non-equilibrium work theorem) relates the equilibrium free energy difference ∆F to the work W carried out on a system during a non-equilibrium transformation. In physics literature, the identity is usually written in the form: e −βW = e −β∆F , where the average is said to be taken over all trajectories in the phase space. The identity in this form has been derived in different ways and published by many authors [7] ). Since the identity contains the "average over trajectories", it is natural to interpret this average as the expectation relative to a probability measure on trajectories, while assuming that the system evolves stochastically. In the present work, Jarzynski's identity is formulated and proved mathematically rigorous. It is written in the form E[e −βW ] = e −β∆F , where E is the expectation relative to a probability measure on phase space paths. For this probability measure, some analytical assumptions under which Jarzynki's identity holds, are found.
Notation and assumptions
Let us assume that evolution of our system is described by a stochastic process Γ t (ω) = ω(t), ω ∈ C([0, T ], X), where X = R 2d is a phase space, [0, T ] is a time interval. Let H : X × Λ → R be a Hamiltonian, Λ ⊂ R
l be an open set of values of an external parameterλ = (λ 1 , λ 2 , . . . , λ l ). Consider the situation when the control parameter is a function of time λ : [0, T ] → Λ. Thus, we consider actually a time dependent Hamiltonian H(x, λ(t)). We assume that at time t = 0 the distribution on the phase space X is given by the following density function: q λ(0) (x) = e −βH(x,λ(0)) X e −βH(x ′ ,λ(0)) dx ′ = 1 Z λ(0) e −βH(x,λ(0)) , where β = 1/(k B T ), k B is the Boltzmann constant, T is the temperature of the system, Zλ = X e −βH(x,λ) dx is the partition function. We assume that Γ t is a Markov process, and consider a family of transition density functions for the process Γ t : 
where P = {0 = t 0 < · · · < t n = T } is a partition of the interval [0, T ], f : X n+1 → R is a bounded continuous function. Measure L λ is defined on all Borel subsets of C([0, T ], X) by the Kolmogorov extension theorem. Thus, we have the family
. If the evolution of the system is controlled by some λ ∈ V [0, T ], the distribution of Γ t is measure L λ . We also assume, that if the control parameter λ is a constant on a time interval (ξ, τ ) ⊂ [0, T ], and is equal to some valueλ, then the transition density p λ does not depend on s and t on (ξ, τ ), and is given by a function p(x, y,λ) : X × X × Λ → R satisfying the conditions:
Lemma 1. Let for each x ∈ X, p(x, · ,λ) be a probability density function satisfying (1) and (2) . Let P = {0 = t 0 < t 1 < · · · < t n = T } be a partition of [0, T ], and let λ be given by
Then,p
is a transition density function for all 0 s t T , x, y ∈ X, and
Proof. We would like to verify the Chapman-Kolmogorov equation for functionp λ (s, x, t, y) defined by (4) . Let r ∈ [s, t],
, and that r ∈ (τ k , ξ 1 ] where (τ k , ξ 1 ] is an interval of partition P. We have Lemma 2. Let us assume that at all discontinuity points τ of function λ
for all x, y ∈ X. Then, p λ (s, x, t, y) =p λ (s, x, t, y) wherep λ (s, x, t, y) is given by (4).
Proof. As before
. Function p λ (s, x, t, y) can be written as follows:
where max i {ε i } < |P|. Consider the repeated limit lim ε 0 →0 lim ε 1 →0 . . . lim ε k →0 of the right hand side of (7). We would like to show that this limit exists and coincides withp λ (s, x, t, y). We have
.
At ith summand we pass to the limit as ε i → 0. By Lebesgue's theorem, we can exchange the lim ε i →0 and the integral signs up to the square brackets. The terms at the square brackets converge to zero by assumption. The lemma is proved.
Lemma 3. Let us assume that λ is a step function of the form (3) , and that the transition density function is given by (4)
where f : X k → R is bounded and continuous.
Proof. The proof follows immediately from definition of measure L λ , and form Lemma 1.
Jarzynski's identity
Define the work W performed on the system as
where , is the scalar product in R l ⊃ Λ, and the integral at the right hand side is the Lebesgue-Stieltjes integral, i.e. the sum of the Lebesgue-Stieltjes integrals
In the following, we skip the sign of the scalar product in (8), and will simply write
Let
ln Z λ (free energy of the system), and let ∆F = F λ(T ) −F λ(0) be the free energy difference. Let E L λ denote the expectation relative to measure L λ .
Theorem 1 (Jarzynski) . Let the family of distributions L = {L λ , λ ∈ V [0, T ]} with transition density functions p λ ∈ P satisfy the following assumptions:
and equalsλ, then, on (ξ, τ ), p λ is given by p(x, y,λ) satisfying (1) and (2);
Then,
which holds for each L λ ∈ L.
2 Lemma 2 provides a sufficient condition when a transition density function p λ is given by (4) Lemma 4. Let λ(t) be a left continuous jump function, i.e. a function of the form λ(t) = tn<t h n where h n = λ(t n + 0) − λ(t n ) are jumps at points t 0 , t 1 , . . . , t n , . . ., and n |h n | < ∞. 3 . Further, let us assume that partial derivative
If, moreover, the set of jump points {0 = t 0 < t 1 < · · · < t n = T } is finite, then
Proof. We have
Further,
where 3 The set of jump points can be finite or countable λ[0, T ] denotes its closure. Further, taking into account that H(ω(t i ), λ(t)) is a function of bounded variation in t, we obtain
Passing in this equality to the limit as ε → 0, and taking into consideration (11) and (12), we obtain
This together with identity (10) completes the proof of the lemma.
Proof of Theorem.
First consider the case when λ(t) is a step function. By Lemma 4,
Without loss of generality, we can consider t 0 = 0, t N = T , adding these points with zero jumps if necessary. Thus, in case when λ(t) is a step function, W (ω) is a cylinder function, i.e. a function which depends on ω only at a finite number of time points. By Lemma 3, we obtain
. . .
e −βH(x n−1 ,λ(t n−1 )) .
Note that (1) implies
We continue (13):
Now let λ(t) ∈ V [0, T ] be arbitrary. One can construct a sequence of step functions λ n converging uniformly to λ(t) on [0, T ], and such that
Indeed, let λ(t) = λ C (t) + λ J (t) be the Lebesgue decomposition of λ(t) into the sum of a continuous function λ C (t) and a jump function λ J (t) = t k <t h k with k |h k | < ∞. Obviously, both functions λ C and λ J can be uniformly approximated by step functions (λ C ) n and (λ J ) n so that
Note that, since λ(t) is of bounded variation, the set λ[0, T ] ⊂ R l is bounded, and hence, its closure λ[0, T ] is a compact in R l . Due to continuity of for each fixed ω ∈ Ω. Hence, for an arbitrary ε > 0, and for sufficiently large n, ∂H(ω(t), λ n (t)) ∂λ − ∂H(ω(t), λ(t)) ∂λ < ε for all t ∈ [0, T ], and subsequently, for the third term at the right hand side of (16) the following estimate holds:
Since by assumption, ∂H ∂λ (x, λ) is continuous in (x, λ), one can find a uniform approximation of function ∂H ∂λ (ω(t), λ(t)) on [0, T ] by step functions. Thus, we can apply first Helly's theorem to the second term at the right hand side of (16), and conclude that it converges to zero as n → ∞. Finally, we obtain that for each fixed ω ∈ Ω,
(17) Consider functions
Relation (17) implies that for each ω ∈ Ω,
Since λ n (t) are step functions, then, by what was proved,
Consider the repeated limit lim
The first equality in the above relation, i.e. when n 1 is fixed and n 2 → ∞, holds by assumption about weak convergence of L λn 2 . The second equality in this relation, i.e. as n 1 → ∞, holds by Lebesgue's theorem. Consider the other repeated limit lim
The first limit (n 1 → ∞) exists by Lebesgue's theorem, and the second limit exists by assumption about weak convergence of L λn 2 . Both repeated limits are equal. Hence, there exists the limit
This implies
Comparing with (18) gives
The theorem is proved. 
where π t : C([0, T ], X) → X, π t (x) = x(t) is the evaluation mapping, E T is the expectation relative to measure
Proof. In this corollary, we just have to repeat the argument used in the proof of Theorem 1. First, let us assume that λ is a step function. We perform calculations for E L λ [(f • π T ) e −β W λ ] just in the same way as in (13) and (15), and we use relation (14) for simplifying the chain of identities. Specifically, we obtain:
e −βH(x 0 ,λ(t 0 )) X dx 1 p(x 0 , x 1 , λ(t 1 )) e −βH(x 1 ,λ(t 2 )) e −βH(x 1 ,λ(t 1 ))
. . . X dx n−1 p(x n−2 , x n−1 , λ(t n−1 )) e −βH(x n−1 ,λ(tn)) e −βH(x n−1 ,λ(t n−1 )) × X dx n p(x n−1 , x n , λ(t n )) f (x n ) = X f (x n ) e −βH(xn,λ(tn)) dx n X e −βH(x 0 ,λ(t 0 )) dx 0 = Z λ(T ) Z λ(0)
To extend (19) to all functions λ of bounded variation we use the same argument that was used to prove Theorem 1.
