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0. INTRODUCTION 
All rings we consider in this paper are commutative, Noetherian, d
with identity. Let R be either a local ring or an N-graded ring whose degree 
0 piece is a field (in this case all ideals and elements are homogeneous). Let 
& denote the maximal ideal in the local case and the irrelevant m ximal 
ideal in the graded case. We study minimal resolutions of ideals Z of R 
satisfying the following conditions: (i) Z=(a,, . . a, ~ 1, a,) and a,, . . a, _, 
is a regular sequence, (ii) Z is not a complete intersection, and (iii) there is 
b,~R-(u~ ,..., a,-,) such that (a, ..., u,~,):u,,=(u ,,..., a,-,,b,) and 
(a I, .-., unp,):b,=(u, )...) a,-,, a,). Condition (i) is merely a definition for 
almost complete intersection. In thelanguage of[PSI, an ideal satisfying 
conditions (i)and (ii) san almost complete intersection whichis linked to
an almost complete intersection.) 
We will prove: 
THEOREM 0.1. Let R and Z be as above. Let 
F, : . ..- FiL Fip, 4-1 p,...AF,&F,,-0 
be the minimal resolution of R/Z over R. Then 
(i) rank F,=2”-‘foralli>n,and 
(ii) the maps { di} can be chosen so that di, z = di for all i> n. 
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If R is Gorenstein andif the first Koszul homology H,(Z; R) is a free 
(R/I)-module, e.g., ifR/I Gorenstein, then condition (i)implies condition 
(iii) (see [K] or [PSI). As a corollary of the theorem above we obtain a 
result proved by E. Kunz [K] and, independently, by D. Buchsbaum and 
D. Eisenbud [BE] : An almost complete intersection of finite projective 
dimension i a Gorenstein ri g is not Gorenstein. In both papers the 
arguments rely on the following result ofGulliksen [GL, Proposi- 
tion 1.4.91, which is proved by using the Tate resolution [T]: If the 
projective d m nsion fR/I over R is finite, hen Ican be generated by a
regular sequence ifand only if H,(I; R) is free over R/Z. The first author 
has thought for along time that here should be a direct way (i.e., without 
the use of Tate resolution) t  see the result ofKunz above and this was the 
reason we started the work in this paper. 
In Section 1 we prove that if R and I are as above, then the resolution 
of R/I over R may be obtained from a generic case by base change. In
Section 2 we prove aweaker esult, that he projective d m nsion fR/Z 
over R is infinite and its ith betti number is bounded by 2”- ’ for all iZ n. 
In Section 3 we prove the theorem bydescribing the resolutions explicitly. 
1. REDUCTION TO GENERIC CASE 
Let J(n) be the ideal (xi, .. x,) of the ring 
A(n) = H[X,) . ..) x,, Yl, .. Y,Ilu-1 y, + ‘.. +x, Y,) 
=Z[x 1, “., x,,y,, - Y,l. 
CONVVENTION 1.1. Let R and I be as above. Let b,, . . b,-, be 
elements of R such that a, b, + . + a, ~ i b, ~, + anbn = 0. We regard R as 
an A(n)-algebra by sending x,to ui and yj to b,. We note here that condi- 
tion (ii) mplies that (a,, . . a,, b,, . . . . b,) c A. 
PROPOSITION 1.2. Let R and I be as above. Then 
Tor/‘“‘(A(n)/J(n), R) = 0, for all j > 0. 
This proposition follows immediately from an exact sequence in[L, 
Proof of Lemma l] but we include the sequence for convenience. 
Proof: We fix n and, for each 1< r <n, let Q(r) be the ideal (x,, . . x,) 
of the ring 
S(r) = Z[X,, . . . . xn, Yl,..., ~,I/(~,~,+ ... +X,Y,) 
= zcx,, . ..> X”, y,, ..‘1 Y,l. 
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We included all the Yi so that S(r)/x,S(r) z S(r+ 1). Since A(n) =S(1) and 
J(n) =Q(l), the proposition follows from the following claim. 
Claim. For each 1~ r <n, 
Tor,SCr)(S(r)/Q(r), R/(a,, . .  a,- 1)) = 0, for all j > 0. 
We prove this claim by descending duction on r. Let r = n and let 
i? = R/(a,, . .  a,- 1 ). Let a,, and 6, denote the image of a, and 6, in R, 
respectively. SinceAnn, ti, = 6,R and Ann, 6, =&R, the resolution of 
R/ii,R is 
. ..- R6”’ R”“- R6”’ R+ @j,R- 0. 
Since this resolution s the tensor product of R/(a,, . . a,- I) and the 
resolution of S(n)/Q(n) over S(n), we are done. We now assume that 
l<r<n. Let S=S(r), Q=Q(r), T=S/x,S, and R’=R/(a,, .. a,-,).Then 
we have the spectral sequence 
TorF(S/Q, Torz(T, R’)) 7 Torc+4 (S/Q, R’). 
Since T has projective dimension 1 as an S-module, the sequence 
degenerates into an exact sequence: 
. . + Tar,?- 1 (S/Q, Torf(T, R’)) + Torf(S/Q, R’) + Tor,?(S/Q, T@, R’) 
+ Tar,?-*(S/Q, Torf( T, R’)) +
... + S/Q OS Torf( T, R’) -+ TorS(S/Q, R’) -+ TorT(S/Q, TO, R’) 
+ 0. 
Since x, is a non-zero divisor nS, Torf( T, R’) = 0. Since TE S(r + l), 
S/Q~T/QTES(~+ l)/Q(r+ l), and TQ,R’zR/(a,, . ..a.), TorF(S/Q, 
T@,R’)~Tor~c’+“(S(r+l)/Q(r+l), R/(a,,...,a,))=O for all j>O by 
the induction hypothesis. Now the conclusion f llows from the exact 
sequence. Q.E.D. 
2. GENERIC CASE 
We first prove the following proposition. 
PROPOSITION 2.1. Let D be a regular ring and let T(n)= A(n)@, D= 
DCx 1, . . . . x,, Yl 3 . ..v y,]. Then the projective dimension of T(n)/J(n) T(n) 
over T(n) is infinite. 
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Proof Let T = T(n) and J= J(n) T(n). Since T/J is regular, proj 
dim&T/P) < cc, for all prime ideals P of T containing J. If 
proj dim.( T/J) < co, then proj dim.( T/P) < cc for all prime ideals P of T 
containing J, and this is a contradiction because the singular ocus of T is 
contained in V(J). Q.E.D. 
COROLLARY 2.2. Let R and I be as in the Introduction. Then 
proj dim. RJI = 00. 
In our proof of this corollary we use a result ofSection 3 to check the 
minimality of a certain resolution. In Remark 2.3 below e point out that 
the minimality s immediate if R contains a field. 
Proof: Let F, be the resolution of A(n)/J(n) over A(n) described in 
Proposition 3.5. By Proposition 1.2 and Proposition 2.1, F, OaCnj R is an 
infinite resolution of R/Z. Since all entries of the maps of F, are in the ideal 
(x1 ,‘.‘, x, 3y, 9 . . y,), all entries of the maps of F, Oacn) R are in the ideal 
(a 1, . . a,,, b , . . b,)=.k’ and F,O,(,, R is the minimal resolution of R/Z 
over R. Q.E.D. 
Remark 2.3. Suppose that R contains a field K. Let B(n)= 
A(n)@, K=KCx,, . . x,,y,, .. y,]. As in Convention 1.1, we regard R as 
a B(n)-algebra. Since B(n)/J(n) B(n) is graded, the minimal resolution G, 
of B(n)/J(n) B(n) exists and all entries of the maps of G, are in the ideal 
b I, . . x,, y,, . . y,). Since Tory’“‘(A(n)/J(n), B(n)) =0 for all j>O by 
Proposition 1.2, the spectral sequence 
Tor~‘“‘(Tor,!‘“‘(A(n)/J(n), B(n)), R) 7 Tor$‘(A(n)/J(n), R) 
degenerates to yield 
Torf(“‘(B(n)/J(n) B(n),R) E Torf(“‘(A(n)/J(n), R) = 0 i > 0. 
Hence G, OBcn) R is the minimal resolution of R/Z which is infinite by 
Proposition 2.1. 
COROLLARY 2.4 (cf. [BE] and [K]). Let R be a Gorenstein local ring. 
Let IC R be an almost complete intersection suchthat proj dim, I< co and 
R/I is Gorenstein. Then I is a complete intersection. 
Prooj Let Z= (a,, .. a,- 1, a,,), where a,, . . a,-, is aregular sequence. 
Suppose that Zis not a complete intersection. S nceR/Z is Gorenstein, we 
can find b, such that Zand b, satisfy condition (iii) ofthe Introduction. 
Then the projective dimension fR/I over R is infinite, by Corollary 2.2, 
and this contradicts our hypothesis. Q.E.D. 
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We next show that higher betti numbers are bounded by 2*-i. 
PROPOSITION 2.5. Let R and I be as in the Introduction. Let j?, denote the 
ith betti number of the resolution of R/I over R. Then /?; < 2”- ’ for all i2 n. 
Proof: We use induction n. If n = 1, then 
. ..-R~R~R....~R~RUI.R-O 
is the resolution of R/a, R by condition (ii) of the Introduction. Assume 
n>l and let S=R/a,R. Let 
F Y..-F,?!+..~F$+R”~R-Q *’ 
be the resolution of R/I over R. Since Torf(R/Z, S)z R/I, we have an exact 
sequence of S-modules 
O+Imd,@id,+Kerd,@id,-+R/I+O. 
Let /3,(M, T) denote the ith betti number of M as a T-module. From the 
long exact sequence of Tor, we get 
~i(Imd2@ids,S)<~i(Kerd,@id,,S)+/?i+,(R/Z,S), forall i>O. (*) 
Since Torf(R/Z, S)= 0 for all i> 2, 
Bi(Imd2Qids,S)=Bi(Imd,, R)=B,+,(R/Z, R). 
Since R/I g S/IS and Ker d, @ id, g S @ Syzf( S/IS), 
Bi(Ker d, 0 id,, S) = Pi+2(S/ZS, S), for all i3 1. 
Hence ( * ) becomes 
Bi+,(RII,R)~Bi+,(SlZS,S)+Bi+~(S/~S,S), for all i > 0. 
The conclusion now follows from the induction hypothesis applied to S 
and IS. Q.E.D. 
Remark 2.6. Since A(n) is a hypersurface, we know from a result of 
D. Eisenbud [E] that the resolution of A(n)/J(n), and hence of R/Z by 
Proposition 1.2, is eventually periodic with period at most 2. In particular, 
we know that he betti numbers are bounded. 
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3. RESOLUTION OF A(n)/J(n)ov~~ A(n) 
We first work over the polynomial rings P(n, r) =Z[X,, .. X,, n _ i, 
y yr+n-I 1, ..., 1, where n > 1 and r> 1. We define matrices d(k, n, r), 
inductively on n, with entries from P(n, r) and prove that, for all 
k 2 2, the entries ofthe product d(k, n, r) d(k- 1, n, r) are either 0 or 
c 091<fl- I X, + i Y, + , Thus the sequence offree Z’(n, r)-modules d termined 
by (d(k, n, r) 1 k > 1 } becomes a complex after a base change to any Z’(n, r)- 
algebra R in which ~oci<n~,~(Xr+i)~(Y,+i)=O, wherecp is the . . 
structural homomorphism. We then show that in A(n)(with r = 1) this 
complex is acyclic and hence aresolution of A(n)/J(n) over A(n). 
We first introduce some notation. 
b(k, n). The kth betti number of the sequence with n variables. For 
k E Z and n > 1, we define b(k, n) as follows: 
(i) if nb0 or k-co, then b(k,n)=O; 
(ii) b(k, l)= 1 for all kb0; 
(iii) ifn>,2and k30, thenb(k,n)=b(k-l,n-l)+b(k,n-1). 
L(k, n). The b(k, n) x b(k - 2, n) scalar matrix that determines oneof 
the blocks in d(k, n+ 1, r). For k > 2 and n > 1, we define L(k, n) as 
follows: 
(i) if n= 1, then L(k, 1) is the 1 x 1 matrix (1) for all k32; 
(ii) if n> 2, then 
L(k, n) = 
L(k-l,n-1) 0 
0 > L(k,n-1)’ 
d(k, n, r). The kth map in the sequence offree P(n, r)-modules. For 
k>l,nal,andr>l, wedefined(k,n,r)asfollows: 
(i) if n= 1, then d(k, 1, r) = A’,, if k is odd, and Y,, if k is even; 
(ii) if n2 2, then 
d(k-l,n-l,r+l) (-l)kPIX,lb+I,nPIJ 
(-1)” Y,L(k,n-1) > d(k,n-l,r+l) ’ 
where Zbck ~ l,n ~ 1) denotes the identity matrix of size b(k - 1, n- 1). 
Remark 3.1. If k = 1, then d(k - 1, n - 1, r + 1) and L(k, n - 1) 
are not defined and d( 1, n, r) becomes (X, )d( 1, n- 1, r+ 1)‘)’ = 
Vr~,+l . ..Xr+n-1 )‘, where Q’ denotes the transpose f amatrix Q. 
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We prove: 
PROPOSITION 3.2. d(k,n,r)d(k-l,n,r)=(C,.j..X,+iY,+i)L(k,n), 
for all k2 2, n > 1, and r > 1. 
Proofi We use induction n. If n = 1, then both sides are the 
1 x 1 matrix (X, Y,) and we are done. Suppose n 2 2 and the conclusion 
holds for n- 1. We compute the product d(k, n, r) d(k - 1, n, r) in block 
form. If k = 2, then d( 1, n, r) has 1 x 2 block form and we only have Qi2 
(i = 1,2) in our computation: 
d(k, n, r) d(k - 1, n, r) 
= (-1)” Y,L(k,n-1) ( 
d(k- 1, n- 1, r+ 1) (-l)kP’X,l 
d(k,n-l,r+l) >
d(k-2,n-l,r+l) (-l)kPZXJ 
’ (-l)kP’Y,L(k-l ( ,n-1) d(k-l,n-l,r+l) >
=c:: a3 
where 
Q21= (- 1)” Yr {L(k n-l)d(k-2,n-l,r+l) 
-d(k,n-l,r+l)L(k-l,n-l)}, 
Q,1=d(k-1,n-1,r+1)d(k-2,n-1,r+1) 
+X,Y,L(k- 1, n-l), 
Q22=d(k,n-1,r+1)d(k-1,n-1,r+1) 
+X, Y,L(k, n- 1). 
Since Q2r = 0 by Lemma 3.3 below and 
L(k-l,n-1) 0 
L(k, n) = 
0 L(k,n-1) > 
for k> 3, the assertion f llows from the induction hypothesis. Q.E.D. 
LEMMA 3.3. For ka3, na 1, and ra 1, L(k, n) d(k-2, n, r)= 
d(k, n, r) L(k - 1, n). 
ProoJ: We use induction on . If n= 1, then both sides are 1 x 1 matrix 
(X,) or (Y,) and we are done. Suppose that- n >2 and that he conclusion 
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holds for n- 1. We compute L(k, n) d(k -2, n, r) in block form. If k= 3, 
then we only have N, and U, (i= 1,2) in our computation below because 
L(2, n) and d( 1, n, r) have 1 x 2 block form: 
L(k, n) d(k - 2, n, r) 
( 
L(k-l,n-1) 0 = 
0 L(k, n- 1) >
( 
d(k-3,n-l,r+l) 
’ (-l)k-2y,L(k-2,n-1) 
(-l)k-3x,1 
d(k-2,n-l,r+l) > 
where 
N,,=L(k-l,n-l)d(k-3,n-l,r+l), 
N,2=(-l)kP3X,L(k-1,n-1), 
N2,=(-l)k-2 Y,L(k,n-l)L(k-2,n-l), 
N,,=L(k,n-l)d(k-2,n-l,r+l). 
We now compute d(k, n, r) L(k - 1, n) in block form: 
d(k-l,n-l,r+l) (-l)k-lXrZ 
(-l)“YJ(k,n-1) d(k,n-l,r+l) 
0 
L(k-l,n-1) 
where 
U,,=d(k-l,n-l,r+l)L(k-2,n-l), 
U,2=(-l)k-1X,L(k-1,n-1), 
Uzl=(-l)k YJ(k,n-l)L(k-2,n-l), 
U,,=d(k,n-l,r+l)L(k-l,n-1). 
The proof is now complete bythe induction hypothesis. Q.E.D. 
Write P(n) =P(n, 1) and d(k, n) = d(k, n, 1). Let F, be the sequence of
P(n)-free modules determined by the matrices {d(k, n)l k2 1); i.e., 
30 HUNEKEAND KOH 
Fk = P(n)b(k,n) and the k th map from Fk + Fk-, is defined byd(k, n). We 
regard A(n) as a P(n)-algebra in a natural way. 
COROLLARY 3.4. F, Opcnj A(n) is a complex of A(n)-free modules. 
ProoJ: This is immediate from Proposition 3.2. Q.E.D. 
PROPOSITION 3.5. F,@,(,, A(n) is acyclic with 0th homology A(n)/J(n). 
Proof For an induction argument, we need to introduce 
A(n, r) = P(n, r)/(X, Y + . . . + X, Y,) 
To simplify te notation weuse the same d(k, n, r) to denote the image of 
d(k, n, r) in A(n, r). Because d(1, n) = (x1x2 ...x.)‘, the 0th homology is 
A(n)/J(n). Since A(n) = A(n, I), the acyclicity would follow from the 
following claim: 
Claim. For k > 1, n > 1, and r > 1, the rows of d(k + 1, n, r) generate 
the relations f the rows of d(k, n, r) over A(n, r). 
We prove the claim using induction on n. If n = 1, the claim is easy to 
check because A(1, r) = H[x,, y,] and d(k, 1, r) = x,, if k is odd, and y,, if 
k is even. Suppose that n> 2 and the assertion h lds for n - 1. Let 
(Cl D) = (ci ,. . cb+ ,, n_ i) 1d,, . . dbck,+ ,)) be a relation of the rows of 
d(k, n, r). We need to show that (C( D) is an A(n, r)-linear combination of 
the rows of d(k + 1, n, r). We write -to denote the reduction m dx,A(n, r). - - 
By reading mod x,A(n, r), we get arelation (ClD) of the rows of 
a(k-l,n-l,r+l) 0 
(-l)kjrL(k,n-l) > d(k,n-l,r+l) ’
where d(k, n, r) is the matrix d(k, n, r) with its entries replaced by their 
image in A(n, r)/x,A(n, r). Since (2, 2) block is 0, we get arelation d of the 
rows of d(k,n--l,r+l) over A(n, r)/x,A(n, r). By the induction 
hypothesis, the rows of d(k + 1, n- 1, r+ 1) generate the relations f the 
rows of d(k, n- 1, r+ 1) over A(n - 1, r+ 1). Since A(n, r)/x,A(n, r) %’ 
A(n- 1, r+ l)[y,] is flat over A(n- 1, r+ l), these rows generate 
the relations ver A(n, r)/x,A(n, r) as well and we can find a matrix 
E= (21, . . G(k. l,n- I)) with entries from A(n,r)/x,A(n, r) such that 
D = Ed(k + 1, n- 1, r+ 1). Let E be any lifting of E to A(n, r). Then 
(CID)-E {the last b(k+l,n-1) rows of d(k+l,n,r)}=(C’ID’), 
where D’= x,D”. It now suffices to how that he relation (C’Jx,D”) 
is an A(n, r)-linear combination ofthe rows of d(k+ 1, n, r). Since 
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(-l)k~1~,C’+x,D”d(k,n-1,r+1)=Oandx,isanonzerodivisor, we 
get 
Now (C’Ix,D”)-(-l)kD”{the first b(k, n- 1) rows of d(k+ 1, n- 1, 
r+l)} = (C’-(-l)“D”d(k,n-l,r+l)~x,D”-(-l)k(-l)kx,D”)=O 
and we are done. Q.E.D. 
Remark. A proof of Theorem 0.1 is immediate from Proposition 3.5 and 
Proposition 1.2. Theorem 0.1 concludes that the resolution of R/I is 
periodic w th period atmost 2from stage n. The following simple example 
shows that he period can be 1. Let R = k[X]/(X’) = k[x] and Z= (x). 
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