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ABSTRACT 
A vector r is said to G-majorize a vector y if y lies in the convex hull of the orbit 
of x under a group G. The present paper contains a straightforward account with two 
important statements equivalent to G-majorization. In certain cases, for example when 
G is a finite reflection group, one equivalent condition reduces to a finite set of linear 
inequalities representing a cone ordering in the fundamental region of the group. The 
other condition is that every convex G-invariant function of y is less than the same 
function of r. Upper and lower weak majorizations (GW-majorizations) are intro- 
duced by combining G with a second ordering compatible with it. The results are 
applied where possible to matrix orderings where A +B is G-majorization when G is 
a subgroup of the orthogonal group 0, acting by congruence, i.e. g(B) = QBQT with 
Q the matrix representation for an element of 0,. When G is the symmetric group of 
permutation matrices this defines a new ordering and generalizes a proposition of 
Kiefer in the design of experiments. 
1. G-MA JORIZATION 
The study of vector orderings touches many areas of pure mathematics 
and also mathematical economics and mathematical statistics. Vector order- 
ings induced by linear groups were given great impetus by the work of 
Marshall and Olkin on majorization, summarized in their book [14]. Many of 
the important results can be traced back to the classical work of Hardy, 
Littlewood, and Polya [9]. A very large number of other inequalities are a 
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direct consequence of the results for majorization, and [14] contains a 
scholarly and comprehensive account. The extension to G-majorization, that 
is, to more general subgroups of the orthogonal group than the permutation 
group, was studied in detail by Eaton and Perlman [4], who looked principally 
at finite reflection groups, but the concept of G-majorization, if not the 
terminology, traces back at least to Mudholkar [17, 181. The works [14] and 
[4] are the main sources for the present work. We have a particular interest in 
matrix orderings and devote considerable space to introducing a natural 
application of G-majorization to matrices. We also extend the usual notion of 
weak majorization by combining G-majorization with another ordering and 
are able to find minimal elements in several matrix cases generalizing proposi- 
tions of Kiefer [12] in the context of optimum experimental design, 
Let V be an n-dimensional real vector space. We shall use the following 
notation: GLJV) = the general linear group acting on V, O,(V) = the or- 
thogonal group. Let G be a subgroup of GL ,,( V). G induces an equivalence 
relation E on V whose classes are the orbits in V under 6: O(X) = 
{g(x)) g E G}, x E V. Let C(x) be the convex hull of O(x). An ordering on 
V, called G-majorization, written ir:, is defined as follows: 
y<cx ifandonlyif YEC(X). 
This is a preordering, i.e., it is reflexive and transitive but not antisymmetric. 
Consider the subspace of V 
M,= {xEV(g(x)=x forall ggG}. 
Then M, is invariant under G. Define m E V to be maximal (minimal) in V 
c 
if m +cx (.t. <cm) implies x = m. The elements of M, are minimal elements 
of V, since they are G-invariant. It is not in general true, however, that the 
converse holds, that is, that all the minimal elements are in M,, without 
further assumptions on G. A trivial counterexample is the group of multiplica- 
tion by positive scalars, where M, = 0 but every vector is minimal. 
From now on for simplicity assume V = R “. The groups CL,(V) and 
O,( V ) have a natural representation in terms of n x n matrices, which we 
shall denote by GL n, 0,. The permutation group on n elements, S,, can be 
thought of as a subgroup of 0,. For G = S,, the ordering <c is majorization 
(see [I4]), simply denoted by <, and M, is the subspace spanned by the 
vector of ones, say j. 
We shall assume that G is a closed subgroup of the orthogonal group 
O,(V). In particular G may be a permutation group or a finite reflection 
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group. Hence G is compact, and thus so is every orbit O(x) for x in V. Since 
V is finite dimensional, C(r) is a compact subset of V. 
LEMMA 1. The extreme points of C( x) are the elements of O(x). 
Proof. Since C(x) is the convex hull of O(x), any g(x) has a finite 
representation in terms of the elements of O(x): 
g(x)= C “igi(‘), q>o, c ai= 
iEl irl 
where 1 is a finite index set. Now 
with equality if and only if the gi( x) are all equal, by the Cauchy-Schwarz 
inequality. But ]]g(r)]l = ]]r]] for all g in G, and the equality holds trivially. 
Thus g(x)= g,(x) Vi E I, and g(x) is extreme. n 
From Lemma 1 applied to a minimal element m we infer that the minimal 
elements of V are G-invariant. Also x +cy and y +cx implies x 5 y. 
LEMMA 2 [4, Remark 2.5, p. 8371. For each x E V, C(x) contains a 
unique minimal element X. 
The proof of Lemma 2 gives C( x)n M, = { X}. We shall refer to X in 
future as the center of C(x). Observe that X is the Haar integral of the 
function g + g(x) from G to V. Properties of the Haar integral such as 
linearity etc. (see for instance [19]) can be of help in identifying X. If G is 
finite, 5 is simply the center of gravity of C(x). Also, from the proof of 
Lemma 2, C(x) lies in Mk + X. Note that the elements of M, cannot be 
further compared using +c, but as will be seen later, we may introduce 
another ordering to compare the centers. 
Many interesting results on the geometry of C(r) are given by Eaton and 
Perlman. For instance, by an extension of Lemma 2.1 of [4] it can be shown 
that X belongs to the relative interior of C(x). All these results generalize the 
well-known case of majorization, for which M& = { x lxx, = 0}, where x = 
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(X i, . . . , x,,), every C( y ) lies in a translate of M$ , and the center is 
g= ;cyi j. i 1 
We shall make use of the support function of a set C(X). By definition the 
support function of C is 
We need the following result. 
LEMMA 3. For any x, z E V, the support function of the set C(r), 
6 *(z, C(x)), is a convex G-invariant function of each component x and z. 
Proof. The convexity of the support function for a convex set in the 
z-component is well known (see [8, p. 131). We show that we can interchange 
z and x, so that S*(z,C(x))= S*(x,C(z)). Since C(x) is a compact set, the 
supremum of a linear function is a maximum and is attained at an extreme 
point. Thus 
= max{ z’g(x)/g E G} 
= max{ x’g(a)]g E G} 
= S*(x,c(z)). n 
Note that we use the fact that g E G implies g* E G, where g* is the 
transpose (dual) of g [i.e. zrg(x) = g *( z)rx], which holds for G c 0,. 
The main result of this section gives two equivalent conditions for 
G-majorization. The result underpins many other theoretical results in the 
subject. (It generalizes [14, Propositions 4.B.4(vi), p. 110; 4.B.8, p. 1121.) 
THEOREM 1. The following three statements are equivalent: 
(A) Y +cx, 
(B) f(y) < f(x) fm all G-invariant convex functions f, 
(C) suPgEc zTg(y)< SuPgEG zTg(x) for all z in V. 
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Proof (A) ==, (B): This is trivial from the fact that y E C(x) and hence 
Y = C "tgi(') 
irl 
for some finite index set I, (Y~ >, 0, Co, = 1. 
(A) e (C): Now y <1:x if and only if C(y) c C(x). Also it is well known 
that for closed convex sets C, and C,, C, c C, if and only if 6*(. , C,) < 
a*(. , C,) (see [20, p. 113). Thus, since C, and C, are certainly closed and 
convex, y +c;x if and only if S*( . , C(y)) < S*(. , C(x)). This is equivalent to 
(C) (see the proof of Lemma 3). 
(B) 3 (C): By Lemma 3, for any fixed z, f;( .) = a*(~=, C( .)) is a G- 
invariant convex function, so that by (B), 6 *(z, C( y )) < 6 *( .z, C(x)). But since 
this holds for all z, we have (C). H 
From Theorem l(C), y 4c.x is equivalent to an infinite set of inequalities, 
one for each z in Iw”. A main feature of majorization and (as will be shown 
below) of the finite reflection groups discussed by Eaton and Perlman is that 
we can reduce (C) to a finite set of linear inequalities. 
We can always reduce y <cx to a finite set of statements for any finite 
group as follows. Let g,, . . . , g,,, be distinct elements of G. Then y <c,r is 
equivalent to the statement that the following set of linear constraints for 
a=(a,,..., (Y,,, )r has a feasible solution: 
xa= y, 
a,>0 (i=l,..., m), where X = (gl(4...&,(r)). 
There are standard ways to verify the existence of a feasible solution. One 
way is to test for the existence of a basic feasible solution. Assuming X has 
rank n ( < m), we partition X = [X n: X,], where X, is n X n and nonsingu- 
lar (after suitable rearrangement of columns). Then partitioning (Y as (Y = 
[a’,: a;]r in the equivalent way, we test ‘YB = Xiiy > 0, C(U,)~ = 1; the 
basic feasible solution is then [ ai,0 ] . r r The basic feasible solutions are 
exactly the extreme points of the a-region, and the existence of at least one is 
equivalent to y *cx. Thus theoretically y <cx can be tested by testing at 
most m 
( 1 
vectors for nonnegativity which are rational forms in x and y. 
There ate, of course, computationally better procedures for finding feasible 
solutions. The case when X is not of full rank can be treated similarly. 
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As an example consider the cyclic group of order n, which cyclically 
permutes the entries of x. The matrix X is countercirculant and under certain 
conditions is nonsingular. Then y <cx is equivalent to X ’ y > 0, CX I = Cy,. 
This “cyclic majorization” is the subject of a further paper [21]. 
We now establish conditions under which y <‘ix can be reduced to a 
finite set of linear inequalities. First define as a fundamental region of a 
group G a region F in V satisfying 
(i) F is open, 
(ii) F n g(F) = 0 for all g in G except the identity, 
(iii) V=U,,,gO, 
where S denotes closure of a set S. 
THEOREM 2. If G has a connected fundamental region F which is 
unique (up to transfomtions by G) within the class of connected funda- 
mental domains, then F is a closed convex cone, and for all x and y in F, 
y <cx is equivalent to 
cTy < cTx forallcinF. (1.1) 
Furthermore, if F is finitely generated by the vectors c I,...,~f, then y <“x is 
equivalent to 
c,Ty < c,s (i=l,...,t). 
Proof. Assume to begin with that x, y are in F; we shall extend to F 
later. Then g(x) # x and g(y) f y for all g in G (g z identity in G). Define 
F(x)= CEV supg(c)Tx=cTx 
i I 
. 
ksEG 
F(x) is a closed convex cone, as can easily be checked, hence it is connected. 
Denote by F(x)” the interior of F(x). We show that F(x)” is a fundamental 
region for G. Clearly F(x) intersects each orbit of G; indeed, F(x) contains 
the member of each orbit which is closest to x. This implies V = U, E cg( F( x)). 
Now if g # identity in G, 
F(x)ng(F(x))cH= {vEVI[~(~)-X]~V=O} 
which is an (n - l)-dimensional hyperplane. Hence F( x)O n g( F( x)O) c Ho 
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= 0. Thus (i), (ii), and (iii) above are satisfied. By the uniqueness assumption 
F(x)O = g,(F) and F(y)O = g,(F) f or some g,, g, in G. But x, y E F; thus 
F(r)” = F( y )” = F and hence F(x) = F(y) = F. This implies that for all c in 
F 
sup g( c)‘x = crx, 
gsc 
sup g( c)ry = cry. 
grC 
Observe that if F is a fundamental region we have a reduction in (C) of 
Theorem 1; namely, it is sufficient to have 
sup z’g(y> < sup 4z(x> 
gee grC: 
for all z in F. Thus for x and y in F, since sup, E og(c)x = sup, E ,crg(x) 
and similarly for y, we have y <cx equivalent to (1.1) which proves the first 
part of the theorem. 
The second part follows from the fact that for c in F we have c = C:,,a,c, 
for some cxi 2 0, Ca, = 1, so that c,ry < c,rr, i = 1,. . . , t, implies cry < crx. 
The argument extends to the boundary of F by continuity of the support 
function. n 
One final point on Theorem 2 is that under the conditions of the theorem 
the ordering 4~; induces a “cone ordering” on F, since the statement 
cry < crx for all c in F is equivalent to cr(y - x)< 0, which is itself 
equivalent to y - x E F*, the polar cone of F. Thus one could equally well 
test y <LX by considering the dual programming problem for y - x. 
Uniqueness of F is difficult to check as a condition. The proof of Theorem 
2 shows that for any group G L 0, there is at least one fundamental region, 
namely F(x)” for any x E V with g(x) # x for all g not the identity. The 
following lemma gives a sufficient condition for a given fundamental region F 
to be unique. 
Recall from the proof of Theorem 2 that since F(x)O is convex, a unique 
connected fundamental region must be convex. 
LEMMA 4. For a group G c 0, a connected fundamental region F is 
unique (up to G) within the class of connected fundamental regions if for 
anyuEVwithuEU g E ,-g( F) there is a g E G (not the identity) such that 
g(u)= u. 
Note that if g(u) = u for some g (not the identity), then from (ii) above 
we already know that u @U, E cg( F). 
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Proof. Let F’ be another connected fundamental region, and assume 
that for no g in G is F = g(F’). Thus either F’ is strictly contained in 
U ,,,g(F), or for some g we have F’n dg(F)#D, where a denotes the 
boundary. In the latter case let u E F’ n dg( F); then by the condition of the 
theorem there is a g such that g(u) = U. But this violates (ii) of the definition 
of a fundamental region for F’. Thus F’ is contained in U, E cg( F). By the 
connectedness of F’ and property (ii) we must have F’ strictly contained in 
g(F) for some g. But then since g(F) and F’ are open, F’ is strictly 
contained in g(F) and UgcGg( F’) # V, violating (iii). H 
For finitely generated reflection groups the assumptions of the lemma are 
met (see [4]). For S,, which itself is such a group, the fundamental region is 
F= {uIul>u2> ... > u, } and the extremal rays (generators) of F are the 
vectors c,=(l,O ,..., 0), c,=(l,l,O ,..., 0) ,..., c,=(l,l,..., 1) together with 
C n+l=( -1, -l,..., - 1). Thus in Theorem 1 the result (A) e (C), combined 
with Theorem 2 and the usual permutation matrix representation for doubly 
stochastic matrices (Birkhoff’s theorem), proves the standard result that 
y = Dr for some doubly stochastic matrix D is equivalent to the usual 
definition of majorization, i.e. 
Y[l] + . . . + Y[“,] G X[l] + . . . + X[m] (m=l,...,n-l), 
yl+ ... +y,=x,+ ... +x,, 
where (~~11,~[21,...,~,,l) denote the entries of the vector x in decreasing 
order. We believe that Theorems 1 and 2 make clear where the inequalities in 
more general problems come from, and in particular the crucial role played 
by the extremal rays of the fundamental region. The reader .is urged to 
consider the cyclic group as a case where the fundamental regions are not 
unique and the analysis of Theorem 2 and Lemma 4 breaks down. 
Returning for a moment to the reflection groups, if the fundamental 
region has bounding (n - l)-dimensional hyperplanes Hi, then the group is 
generated precisely by reflections in these hyperplanes. If the Hi are 
Hi= {u,a$=O} (i=l,...,s), 
so that F is given by nf= ifii where fii is the half space { u ) uyu < 0}, then 
linear programming methods exist for finding the extremal rays of F, or in 
other words the ci of Theorem 2. Once this exercise is complete, testing 
y <c.x is essentially easy. There may be some mathematical interest in listing 
the sets of extremal rays for some of the better-known reflection groups (see 
[3, Chapter 91). We omit such computations from this paper. 
MATRIX ORDERINGS 119 
The problem of representing <c on the fundamental region by a finite set 
of inequalities can also be stated in terms of maximal invariant functions, 
following Jensen (1984). A function $I on V is said to be maximal invariant if 
G 
it is G-invariant and G(X) = $(y) implies x = y. The interesting case is when 
the range of a maximal invariant function is an ordered set and we consider 
the ordering on V induced by the ordering on the range of the function (see 
[ 10, Definition 1, Theorem 11). Then our problem becomes: to find a maximal 
invariant function +: V -+ Iw k, for some k, such that y <cx if and only if 
+(y) < G(X), where < denotes componentwise ordering. If G = O,, clearly 
x --) ]]x]] is such a function, and k = 1. If $I is a linear function, the inequalities 
will be linear ones; thus, for instance, under the assumptions of Theorem 2, 
+(x) = Crx, where C = (ci: . . . : c,), which gives a finite set of linear inequali- 
ties for the finite reflection groups. 
Some discussion of Theorem 1, condition (B) is overdue. Define functions 
f preserving x +c y as generalized Schur-convex functions. Marshall and 
Olkin [14] and Eaton and Perlman [4] discuss at length the class of all such 
functions for the permutation (symmetric) group and finite reflection groups 
respectively. It is clear that the class of G-invariant convex functions of 
Theorem 1 is in general smaller than the class of (G-) generalized Schur-con- 
vex functions. We can immediately extend (B) to quasiconvex G-invariant 
functions, since 
f(ax+(l-a)y)<mu{f(x),f(Y)) (OGaG1) 
and f G-invariant imply 
f( ,F,aigi(xl) G Fsf(gitx)) = f(')' 
It is not in general true that every generalized Schur-convex function is 
quasiconvex G-invariant. This is well known in the case G = S, (see [14, p. 
691) and the same counterexample works for all G L S,. By the same 
technique employed by Forcina and Giovagnoli [5], i.e. by constructing 
suitable G-invariant level sets which are not convex, counterexamples can be 
given for a wide range of groups. 
It seems in general hard to find the class of all generalized Schur-convex 
functions for a general G c 0,. A simple but intractable necessary condition 
in the differentiable case is that of(x)% < 0 for all directions d into C(x). 
Since C(x) is convex, we can state the condition as 
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for all g E G and all X, or equivalently 
Vf(+ = SUP Vf(&(X), 
gsc 
i.e., vf(x) E F(x) for all x E V. In the case of Theorem 2, when G-majoriza- 
tion is the cone ordering induced on F by the polar cone F*, the condition is 
also sufficient and becomes vf(x) E F, i.e. the characterization given by 
Marshall, Walkup, and Wets [15] for cone orderings (see also [14, p. 4251 and 
[4, Proposition 2.21). 
2. WEAK G-MAJORIZATION 
Let 4~. be G-majorization with respect to a general group G c GL,,( V), 
and let G denote another order relation in V. Assume that Q is invariant 
under convex combinations of elements of G: 
y<:x * C “igi(Y) + C aigi(x>> (2.1) 
isI iEl 
ai>o> Cjs[ cx = 1, i E 1 for any finite index set I, and g, E G. We call such i 
an ordering G-compatible. One example of such a G is the ordering induced 
on V by a G-invariant convex cone. 
We may combine G with <c to produce two new orderings, depending 
on which way round we take 4. Assume that Q is a preordering in the usual 
sense. The two definitions are 
(1) Lower weak Gmajorization, y < x * 3v E V such that 
CW 
Y”V, v <‘x; 
(2) Upper weak Gmujorization, yy x - 3v E V such that 
The usual definitions of lower and upper weak majorization which appear 
in [14] and are denoted -C (u and -C w are special cases with G = S, and G as 
the usual componentwise (Pareto) ordering of vectors x < y, afier ordering of 
the entries. 
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Another example of a G-compatible ordering for a general G c GL ,J V) is 
XG:y - 3 scalar a > 1 such that ax = y. 
We denote this ordering by < K. 
The following lemma shows that G-compatibility is enough to produce a 
kind of “commutativity” in (1) and (2). 
LEMMA 5. Zf y -c~:u;, w Q x for some w E V, then there is a v such that 
y G 0, v <‘,X, that is to say y -C x. Similarly, if 3w with y +r:w, x Q w, 
G U’ 
Cl% 
then y -C x. 
Proof. There is an I and cxi >, 0, i E Z with CiElai = 1, such that 
y = C, E ,aig,(w). But by the G-compatibility of G, y ~x~~,(~~g~(x). Take 
v=EiEI I a .g,(x) and we are done, since v E C(r). The proof of the last part 
is similar. n 
cu 
We use Lemma 5 to show that < and < are preorderings on V. We 
CU’ 
only need show that transitivity holds. Let 
z+Y and y<x. 
CU’ cu. 
Then for some u and v 
.z G v, v +'.y, y G u, u -c’ZX. 
By Lemma 5 we can interchange <c and G in the middle of this string: 
there is a w such that v Q w, w <c:u. It follows that z G w and w <1:x. 
Without further conditions on G it is not possible to prove antisymmetry, i.e. 
(;w 
that < and < are partial orderings, nor that 
CU’ 
CU’ 
Y<X and y < x 
CW 
together imply y <cx. 
When <c is a cone ordering, as for example in the finite refJec$ion group 
case, and -S is also a cone ordering, then both < and < are cone 
cu 
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orderings. Again we may compare this result with weak majorization in the 
usual sense (see [14, p. 4261). 
CW 
The order-preserving functions with respect to < ( < ) are the gener- 
alized (G-) Schur-convex functions which are incrzzing (decreasing) with 
respect to G. We cannot state simple necessary and sufficient conditions 
analogous to those of Theorem 1 for weak G-majorization. We may prove the 
following: 
THEOREM 3. Zf 
then 
(i) y Q X (X G y) 
(ii) f(y)< f(x) for all G-invariant, convex, +-increasing (decreasing) 
functions f. 
Proof. (i): If y + X, then there is a u such that y Q u, u <cx. Since 
U E C(U), we have $zE. , E roig i( u) for some I, oi > 0, and Ci E I~i = 1. But 
by G-compatibility v = Ci E Iolgi(y) “Xi E ,cyigi(u) = 6. But then U = g G U. 
But since u +cx, ii = X and we are done. 
The proof of (ii) is immediate from Theorem 1. n 
The following proposition tells us a simple way of finding a vector in a 
CW 
general set 9 G V which is minimal with respect to the + or + 
GW 
orderings; it will be applied in the last part of the paper to study conditions 
close to the “universal optimality” introduced by Kiefer [12] in the context of 
optimum design of experiments. 
PROPOSITION I. Let 9’ be a set in V. Let m* E 9’ satisfy 
m*Gij (ij”m*) for all y E 9. 
Then 
GW 
m* 4 y 
i i 
m* + y for all y E 9. 
CW 
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Proof. Since g *c y for any y in 9, 
m* < y for all y in 9 
GW 
CW 
by definition. Similarly for -C . n 
If iiz* is in P’, then also 
This is often the case, and the proposition asserts that we need only consider 
the ordering G on the subspace M, of Section 1. Typically m = dim M, is 
much less than n = dimV, and finding minimal elements with respect to G 
on M, is not a difficult task. It is also made easier in some cases because G is 
a less complex ordering than -CC. There may, in fact, be a one to one map 
M, c* R ‘I’ which is monotone (order-preserving) if we take G in M, and 
componentwise ordering < in R “‘. Examples will be given in Section 3. 
We complete this section with a short study of vector-valued order-pre- 
serving (-reversing) functions 4 : V + V with respect to weak G-majorization, 
rather than G-majorization alone (for which little of interest can be said). 
Define # to be Q -convex if for any finite index set I, CX~ > 0, z:, E I~i = 1, and 
u, E V, i E I, we have 
Reverse the expression for ~-concave. Define 4 to be G-equivariant if for all 
gEG, UEV, 
The following holds: 
THEOREM 4. Let # be a G-equivariant function on V. 
(i) Zf $J is Q -convex ( <-concave), then 
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(ii) Zf IJJ is ~-convex and ~-increasing (decreasing), then 
(iii) If I/ is <-concave and q-increasing (decreasing), then 
Proof. We prove (ii) for +-increasing 4. All other parts are proved 
similarly. Let x G v, v = C, E Icuig,( y). Since + is G-increasing, q(r) Q 4(v). 
Since # is G-equivariant and G -convex, G(v) = $(I, E I’yigi(Y)) 
GE.. I t ,a,g,#( y)= u), say. Then 4(x) G w and w <c+!J( y), so that 
by definition. n 
If G = S, and G is componentwise ordering (after ordering of entries), 
Theorem 4 is seen to generalize Theorems 5.A.l and 5.A.2 of [ 141. In this case 
~(x)=(f(x,),...,f(X”))* with f: Iw -+ R and the usual meaning of convex, 
concave, increasing, and decreasing for real functions. 
3. MATRIX APPLICATIONS 
Let V be the vector space of real m X n matrices, V = Iw “lXn, and let 
G c GL,. One obvious way of defining an action of the group G on V is by 
A-,AQ, AEV, QEG. 
This is equivalent to representing G in V by the embedding of G into 
GL ,,,,,: Q + Z,,,@Q for all Q in G. 
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If G is the group of all n X n permutation matrices, G-majorization 
becomes A +cB, A, B E V 0 A = BD f or some doubly stochastic D. This is 
called matrix majorization in [14] and is written A -C B. 
We shall investigate a different type of G-majorization for matrices. Let 
V= R”X” and G & GLJ88 “). G can act by similarity transformations on V, 
i.e. g(A)= QAQ-’ with Q the matrix representation of g E G. This means 
representing G in GL,,p by Q + Q@ (Q- ‘)r for all Q E G. With this 
representation in mind we define A <c:B to mean that there is a finite index 
set Z and (Y~ >, 6, Ci E ](Y~ = 1, Q, E G, i E I, such that 
A = c atQiBQi-? 
iEl 
Alberti and Uhlmann [l] have defined the above ordering in the case 
where V is all Hermitian n X n matrices and G = U,,, the unitary group. They 
write A -CC B as A ti B and say that A is more chaotic (mixed) than B. They 
also give an interpretation of t in terms of doubly stochastic maps on the set 
of Hermitian matrices. As far as the present authors know, this kind of 
G-majorization has never been defined explicitly except in special cases. It is 
however implicit in some of the literature on experimental designs (see for 
example [6]). 
It is worthwhile remarking that, whatever the group, A -CC, B implies 
trA=trB and 
so that M, is the cornmutant of G in V. 
In line with Section 1, we are interested in the case G c 0, and shall take 
V= [w”X”. The representation of G in GL ,,2 becomes Q + Q @ Q, and G acts 
on V as a subgroup of the orthogonal group O&V). We can therefore apply 
the results of Sections 1 and 2. We may want to restrict our matrices to 
symmetric matrices, since symmetry is preserved under any G c 0,. 
Here are some examples of groups which define A -CC B for matrices: 
(a) G = O,, the full orthogonal group. We can also consider the sub- 
group for some fixed n x s matrix K: 
G,= {QEO,,IQK=K}, 
that is to say the group of orthogonal transformations leaving Range(K) 
pointwise invariant. It is natural to restrict the class of matrices on which the 
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ordering is applied. Take 
v,= {MEllw” 1 M symmetric, MK = 0} . 
Clearly for all Q in G, and all M in V,, QMQ’ E V,. The group can be 
equivalently defined as 
G,= {QE~~IP~Q=QP~=P~) 
= {QE~~I(Z--~)Q=Q(Z-P~)=Q-P~} 
=(I-P,)O,(Z-P,)-tP,, 
where P,,. is the unique projection operator onto Range( K ). 
(b) G = S, = { n X n pennutution matrices}. It is natural also in some 
examples to restrict to V,, where K = j (the vector of ones). 
(c) G = {diag(s,, . . . , E,,) 1 &i = _t 1, i = 1,. . . , n } This G will simulta- 
neously change the signs of rows and columns, leaving the diagonal fixed. 
We can now write down the application of Theorem 1 to the matrix case. 
THEOREM 5. The following statements are equivalent for real symmetric 
matrices X and Y: 
(A) Y <c,X. 
(B) f(Y) < f(X) for all G-invariant convex functions f. 
(C) supg E o tr(QYQTZ) < supo E o tr(QXQTZ) for all symmetric n X n 
matrices Z. 
(D) trX = trY and 
sup tr( HQYQ?‘H’) < sup tr(HQXQTHT) 
(1 E c (1 E (1 
for all s x n matrices H, any s. 
Proof. The equivalence of (A), (B), and (C) follows directly from Theo- 
rem 1 using the Q 8 Q representation, since tr ( AB) is the inner product of A 
and B. Also (C) implies (D) by letting Z = HTH and noting that Y <cX d 
tr Y = tr X. It remains to show that (D) j (C). If Z 2 0 (nonnegative definite), 
then Z can always be written Z = H TH for some H. If not, there is a scalar 
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a > 0 such that 2 = Z + al >, 0. By (D) 
sup tr( QYQ%) < sup tr( QXQ2). 
QEG QEG 
But a tr Y and a tr X cancel from each side. n 
Reduction of (C) to a finite set of linear inequalities seems an extremely 
difficult problem for some groups. For example for the case (b) above there 
seems to be no simple reduction as for ordinary vector majorization. The 
group of Q@ Q for Q E G = S, is not a finite reflection group in the usual 
sense of reflections in n2 - 1 dimensional hyperplanes. We are left with the 
linear programming tests of whether A <c G has a feasible solution in terms of 
the (Y~. For the orthogonal group (a), A <c B can be expressed in terms of 
eigenvalues. Since if G, is a subgroup of G, A <c, B implies A <cB, our 
matrix majorization with respect to a subgroup of 0, implies such an 
eigenvalue representation. Let h(A) be the vector of eigenvalues of A (in 
some order). 
LEMMAS. For symmetric matrices A, B and G c O,, 
(i) A<cB 3 h(A)<X(B); 
(ii) ZfG=O,, then X(A)<X(B) = A-c~B 
Proof. (i):ThesumsoforderedeigenvaluesC~=IX,il(A)(j=1,...,n-1) 
are G-invariant matrix-convex functions of A. Hence (i) follows from (B) of 
Theorem 5, and tr(A)= tr(B), so that T’=,A,(A)=E~=,hi(B). 
The proof of (ii) is essentially the same as that of Theorem 2.2 of Alberti 
and Uhlmann [l] and is obtained by diagonalizing A and B. W 
COROLLARY. The matrix ordering +c (G c 0,) is preserved by every 
matrix function which is Schur-convex in the eigenvalues. 
Part (ii) of Lemma 6 provides an example of a maximal invariant function 
(see [lo]) from the set of symmetric matrices with the ordering given by 
G-majorization, G = O,, to Iw n with ordinary majorization as the ordering. 
The function is A + h(A). 
Weak G-majorization can be extended to symmetric matrices. An im- 
portant G-compatible ordering is the Loewner ordering < L defined by 
A < ,, B if and only if B - A is nonnegative definite. It is a cone ordering, 
since the set of nonnegative definite matrices is a convex cone which is 
G-invariant for any G c 0,. We may combine a <c with < 1s as in Section 2 
to get lower and upper GW-majorization for symmetric matrices. 
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CW 
LEMMA 7. If G c 0, and +c, is combined with < I, to give < and + , 
then 
(J W’ 
(9 
A-xB 
CU’ * X(A) < ,,h(B)> 
CU. 
A<B * h(A)+ ‘“X(B). 
(ii) Zf G = 0, then the implications can be reversed. 
Proof. Assume for instance that A + B. Then there is a symmetric 
matrix C such that A Q L C, C +~~B?It is well known that A < 1, C 
implies A( A) < X(B), where < denotes componentwise ordering after order- 
ing of the entries. By Lemma 6, C <c B implies h(C) + X(B). Together with 
X(A)<X(C) we have X(A)< [,X(B). 
Conversely let G = 0, and X(A) + tLi A(B). Then there exists p E R ” such 
that X(A) < p and p < A(B). Then diag(h(A)) Q ,diag(p) and diag(p) 
<c,diag( X( B)). By transforming by congruence with suitable orthogonal 
matrices we can find an M such that 
A,<,,M and M<(,B 
with X(M)=p. HenceA + B. 
cw 
The following result applies to < but not to + . 
CU. 
n 
LEMMA 8. ZfA -C Bthen 
CU’ 
sup tr( HQAQTHT) < sup tr(HQBQTHT) forall sXnH. 
(I E c QEC 
Proof. The proof will follow from Theorem 3(B) if we can show that 
sup0 t c tr( HQAQTH ‘) is an increasing function of A with respect to < ].. 
Let A < I. D. Then for all Q E G, QAQ’< *.QDQ’ and hence HQAQTH7 
< , HQDQTHT for all H. Hence the inequalities in the theorem. W 
The discussion in Section 2 of vector-valued functions now goes over to 
matrix-valued functions. An obvious example of such a function is the inverse. 
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For a positive definite matrix the mapping 4: A -+ A-’ is matrix-convex, 
G-equivariant, and decreasing with respect to < L. Theorem 4(ii) can be 
applied, so that 
for all positive definite A, B. 
We shall extend these results to the Moore-Penrose (spectral) inverse, A +. 
LEMMAS. If A, B are symmetric nonnegative definite matrices with the 
same rank and if the null space of B is G-invariant, then 
AC: B implies A’ -C B’. 
CU 
The converse does not hold. 
Proof. Let N(M) denote the null space of a symmetric matrix M. If 
A >wB, then there is a C such that C < L A, C = Xi 6 piQi BQT for some I, 
(Y~ > 0, xi E lcyi = 1, Qi E Gi. But u E N(B) and Q E G implies Qu E Jlr( B), 
so that JV( C) = JV( B) and rank C = rank B. Thus rank C = rank A, which 
together with C < L A implies N(C) = JV( A). For the proof of the lemma 
we can use Theorem 4(ii) where 4 : A -+ A + provided that we show the 
following: 
REMARK. The function A + A + is G-e&variant, convex, and decreas- 
ing with respect to < , I, on every convex set of nonnegative definite matrices 
with the same range. 
Proof. Since QA+QT = (QAQ’)’ f or any orthogonal Q, G-equivariance 
holds for any G c 0,. Also A < L B implies B+ < ,_ A ’ for nonnegative 
matrices with rank A = rank B (see Milliken and Akdeniz [16]). Only convex- 
ity remains to be shown. Assume A and B have the same range, and let 
r=rankA=rankB. Then A=HR,HT, B=KA,KT with A,,A, rxr 
nonsingular diagonal matrices and H, K m X r matrices. Besides, there exists 
a nonsingular r X r matrix D such that H = KD. Convexity follows from 
convexity of the inverse applied to DA,DT and AZ. n 
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As a simple counterexample to Lemma 9 consider G = 0,. Take A = 
diag(4,3) and B = diag(8,l). Then (4,3) < (8, l), but ($, i) y (1, $) is false. 
We can also look at weak G-majdLrization with respect to different 
orderings G for matrices, in particular with respect to < K, which is 
G-compatible. Lemas 7, 8, and 9 still hold. 
4. MINIMAL ELEMENTS WITH RESPECT TO MATRIX 
G-MA JORIZATION 
Let Jli stand for all symmetric n X n matrices and let G c O,,. To find 
the minimal elements of &? with respect to matrix G-majorization and weak 
matrix G-majorization we need to study the structure of M, = {M E 
4 1 QMQ’= M, Q E G}, the cornmutant of G in A. 
If G = 0,) it is very simple to show by diagonalization that M, consists of 
the scalar matrices M, = { aZ, a E R }. Thus for every A E 4 the center x of 
the convex hull of its G-orbit is A= (l/n) (trA)Z. 
We shall find M_c for the groups mentioned in (a), (b), (c) of Section 3. 
(a):LetG,={Q~O,~QK=K}and~!,={M~~)MK=O}withK 
an arbitrary n x s matrix. We shall identify K with its range, and write K I 
for the orthogonal complement of K in Iw “. 
We show that 
where ( KTK) - is any generalized inverse of KTK. We can also write KK’ 
for K( KTK) ~ KT, and it is well known that KK + = Ph’, the projection on K, 
and I-KK+=PKl. 
Let M E A,.,, and let QMQ’= M for all Q E G,. Consider the spectral 
decomposition of M: 
M = Xp,u;+ . . . + X,u,uT, Xj#O, 
where T = r(M) is rank M. Clearly uj’K = 0 Vj = 1,. . . , T. We shall show that 
all the nonzero eigenvalues of M are equal. Let u =(ui- uz)/llul-- ~~11: 
define 
Q=z-2uuT, 
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i.e., 0 is the reflection in the hyperplane perpendicular to ui - us. It is easy 
to see that 0 E G_K and @, = us, &a = ui, euj = 0 for j = 3,. . ., T. If we 
assume that QMQT = M, then hi = X, follows, and similarly for the other 
eigenvalues. Hence 
M=a(u,u;+ ... +u,u:). 
A similar argument also shows that 
r(M)=n-r(K), 
so that M is precisely a scalar multiple of the projector operator PI( I = Z - PK. 
The center A for a given matrix A is now 
j(z n _ ttK) (trA)(Z - KK+ 1. 
Observe that on M, the order relations < h’ and < I, coincide. 
A more elegant proof of the result above can be given using a theorem on 
Von Neumann algebras (see Kadison and Ringrose [ll, Proposition 5.5.6, p. 
3351). This seems to point to a possible extension of the theory to Hilbert 
spaces (see also Alberti and Uhlman [l]). 
(b): If G = S, = { IZ x n permutation matrices} acting on all symmetric 
matrices A, then it is straightforward to verify that the matrices in the 
cornmutant of G are the completely symmetric ones: 
M, = { al + fi] 1 a, p E IT3 }, where J is the matrix of all ones. 
For every matrix A, its centre A will be 
with 
If we restrict ourselves to the set of matrices with row and column sums equal 
to zero, i.e. 
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which is also mapped onto itself under S,, then 
On Ml; the order relations < K and < ,, coincide. 
(c): When G = {diag(e,, es,. . . , .s,)IEi = * 1) acting on A = {all symmet- 
ric matrices}, then the elements of M, are the diagonal matrices and for all 
A = (a,j)> 
A= diag(a,,,a,, ,..., an?,). 
We now want to apply Proposition 1 of Section 2 to a matrix setting. 
PROPOSITION 2. Let G, = { 6 E 0,, I@l= K}, and let %T c AK. Zf 
there is a C * E g such that 
(i) C*=a(Z-KK+), 
(ii) trC* = maxc,.trC (trC* = mincEqtrC), 
then 
with respect to weak matrix G-mjorization relative to either ordering < K or 
G I“ 
Proof. The proof follows from Proposition 1 of Section 2, since (i) says 
that C* E M, and from (ii) it follows that 
CG~C* and c<,>C* forall CE%?, 
since 
cc n _ itK) (trC)(Z- K K+). 
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Notice that any other order relation G implied on M, by < K would also 
give the same result. 
EXAMPLES. 
(1) If K = 0, Proposition 2 gives the “correct” version of Proposition 1’ of 
Kiefer [12], that is, replacing the permutation group by the orthogonal group. 
(2) For K a nonzero vector, it is the same as Proposition 4.1 of Cheng and 
Li [2]. 
PROPOSITION 3. If G is the symmetric group, $7 is a set of symmetric 
matrices, and Q is the Loewner ordering, then if there is a C * E $9 such that 
(i) C* is completely symmetric, 
‘r (ii) trC*-(l/n)j C *j = max.,JtrC - (l/n)jrCj], 
(iii) jrC*j = maxcc4 jrCj, 
then C * ‘J C for all C E V?. 
Zf we take min instead of max in (ii) and (iii), then we get C* c>,C for 
all C E 92. 
Proof. Again we want to apply Propositior 1 of Section 2. Condition (i) 
says that C* E M,. We need to show that C <JA C* for all C E %?. Now 
c=(YZ+pJ. with E+@=(l/n)trC and &+np=(l/n)jTCj. Let C*= 
a*1 + p*./. 
Condition (iii) gives cy* + n/3* > cu + np, and condition (ii) gives (Y* > z. 
For completely symmetric matrices this is equivalent to c < L C *. n 
EXAMPLE. If we take $9 c M j = { M E .A 1 Mj = 0}, then j’Cj = 0 for 
all C E 59 and Proposition 3 asserts that 
c*Tc for all C E %T 
with respect to < I, if C* is completely symmetric and C * maximizes the 
trace in %?. For this case, however, < L and < h’ coincide on M,; hence 
Proposition 3 implies as a special case Proposition 1 of Kiefer [12]. 
It would be possible to state similar results for many more groups. For 
instance it is almost trivial to show: 
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PROPOSITION 4. Zf G = {diag(s,, es,. . . , e,), ei = + l}, %? c .&? = 
{ symmetric matrices }, and G = < L, the Loewner ordering, then a C* E %? 
such that 
(i) C * = diag(c,*, c&, . . . , c,*,), 
(ii) c,~=max,-,Vci, (i=l,...,n) 
is 
c* YWc for all C E 9. 
Also results which are similar in flavor to the above propositions, but are 
not a consequence of the theory so far developed, can be proved directly. For 
instance, in [7] the following is proved: 
PROPOSITION 5. Zf G = O,, V G JI = symmetric matrices, G = 
Loewner, then if 3 C * E %? such that 
(i) C* = al + /3.Z, p < 0, 
(ii) trC* = max.,.trC, 
(iii) jrC*j = maxc.E(pjTCj, 
then 
c*:wc forall CE%?. 
In a forthcoming paper we shall show the relevance of GW-orderings for 
matrices to experimental designs and survey sampling, in particular clarifying 
the notions of universal optimality and also weak universal optimality dis- 
cussed in [13] and [2]. 
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