The growth of urea crystals from water and methanol solutions has been studied with kinetic Monte Carlo simulations. Parameters for the simulations were derived from atomistic molecular dynamics simulations of the growth and dissolution of urea from water and methanol solutions.
Introduction
The growth of organic crystals from saturated solution is an important chemical process, and plays a key role in the purification of pharmaceuticals, for instance. The growth of polar organic molecular crystals is often dominated by interaction with the solvent. For this reason, the choice of the solvent and of the crystallization conditions can determine not only the rate of crystallization, but also the crystal morphology or even the particular polymorph that is obtained. Clearly, it would be highly desirable to be able understand in detail the factors that influence the growth of an organic crystal from different solution conditions. Unfortunately, this type of fundamental understanding is largely missing as the interplay between solvent-solute, surface-solvent and surface-solute interactions is very subtle and cannot be easily modelled with methods based on a static representation of the crystal surface and its environment.
Molecular dynamics (MD) simulations offer an attractive alternative way to study the growth of molecular crystals from solution since they are not limited to a single structure, but make it feasible to calculate the properties of an ensemble of conformations therefore fully incorporating entropic contributions. Furthermore, this approach allows the time evolution of the system to be followed and, in favourable cases, permits the direct observation of the processes of interest at the atomic level of resolution. Although appealing, the direct simulation of the growth of a crystal with molecular dynamics techniques is impractical. This type of approach is typically limited to the simulation of a few thousand atoms for a few nanoseconds of real time. Even the smallest and fastest growing molecular crystals are larger than this size and grow on much longer time scales.
However, if the global process of crystal growth is considered as the sum of a large number of almost independent processes that occur at the molecular level, it is still possible to use MD simulations to extract information about the molecular level of crystal growth and then use this information as the basis for performing simulations with other methodologies that allow the exploration of larger sizes and greater time lengths.
Here we use MD simulations to characterize the crystal-solvent interface of a molecular crystal (urea) in two different solvents (water and methanol) at the atomic level of resolution. The information obtained from these simulations is subsequently used to extend the simulation of crystal growth to the micrometre size and millisecond timescale 1;2 . These simulations show that with this barostats for the x, y and z directions. Solvent molecule positions were first relaxed by geometry optimization and then the density of the system was equilibrated by performing 300 ps of MD simulation at 300K with a variable cell along the c-axis and the urea molecules fixed. The whole system was equilibrated by performing 200 ps of NPT MD simulation at 150K followed by 800 ps of MD simulation at 300K. Carlo step, each surface site (occupied or unoccupied) was evolved according to the probability of observing a reactive event for that site in the time interval δt, where δt = 50 ps. After all the surface sites have been tested, the clock is advanced by 50 ps and the process is repeated. This scheme can run on parallel architectures with a very high efficiency and makes it feasible to perform simulations on systems composed of ~10 9 particles for several microseconds.
The major difference between the KMC scheme used in this work and from the approach adopted in ref.
1 is that, due to computational efficiency, in the present work only two types of urea molecules were considered: crystal-like and solution-like. Urea molecules adsorbed on the crystal surface were considered as solution-like. Comparative calculations between the two approaches show that for urea both schemes yield very similar results.
Starting conformations for the two dimensional KMC simulations were defect-free crystal surfaces, while those for the three dimensional case were tetragonal particles. In the first steps of the simulation the morphology of the crystal evolves to the equilibrium shape and therefore the arbitrary choice of initial configuration subsequently becomes irrelevant. This shape is then retained during the remaining crystal growth process.
Results
Classical molecular dynamics simulations. If an anisotropic pressure coupling is used, after a few nanoseconds of MD simulation a distortion of the crystal lattice is observed and the a and b cell axes are no longer equivalent since a increases by 15% and b decreases by 13% (Figure 1 ). An energetic analysis reveals that the distorted crystal structure is lower in energy with respect to the regular high symmetry one. The distortion is due to a slight overestimation of the dispersion interaction between urea molecules with respect to the electrostatic interaction in the urea potential used for the simulations. This is not completely unexpected as this potential has been created to accurately reproduce the urea molecule in solution 7;8 and has not been fitted at all on any crystal lattice data. However, in this work we are focusing on the thermodynamic properties of the process of dissolution and crystallization of the urea crystal. are correctly reproduced indicates that the entropy contribution to the dissolution is also correct. We conclude that this potential model is less than perfect for the calculation of the structural or mechanical properties of urea, such as the elastic constants. However, the calculated lattice energy is correct and the force field yields a good description of the thermodynamics of the crystallization from solution.
In the present work, the assumption is made that the properties determined from the molecular dynamics simulations are independent of the solution concentration. Although this is not strictly correct, the error due to assuming ideal behaviour is expected to be less than 2 kJ mol -1 , 8 which is less than the statistical error. Indeed, plots of the dissolution enthalpy as a function of the number of molecules in solution have been found to be essentially linear, both in water and methanol.
The equilibrium phase of the simulations can be used to study the structure of the crystal surface in contact with a saturated solution. The radial distribution functions calculated for the [001] and [110] faces in water and methanol show that there is a double layer of adsorbed urea molecules on the two crystal faces, in agreement with previous simulations 18 . In an early work by Liu et al. 19 Crystallization and dissolution reaction rates. The 3-step partitioning scheme proposed in Table 1 already offers a qualitative understanding of the kinetic step that is primarily responsible for the different aspect ratios observed in crystals grown from aqueous and methanol solutions. However, such a simplified scheme does not capture the fine details of the growth mechanism. For example, it does not explain the polar morphology observed experimentally 20 or predict the growth mechanism on the different crystal faces. This is still possible, but a more sophisticated scheme has to be used. It might appear somewhat surprising that this effect, which is ultimately dictated by the thermodynamic stability of the crystal nucleus, can be captured by the approach proposed here that is purely based on the growth kinetics. However, it should be recalled that the energy of each crystal site can be directly determined by the logarithm of the ratios of growth and dissolution.
Therefore, the very same rates also determine the overall stability of a crystal particle in the limit that it can be described as the sum of the contributions of the stability of the molecules that compose it. proportional to the surface area, while the time required to grow a nucleus to achieve complete surface coverage is inversely proportional to the square root of the surface area. Therefore, if the surface area increases, the rate of nucleation increases, while the rate of spreading decreases.
Eventually, a balance between the two contributions will be reached. At this stage, the growth rate becomes constant as any increase in the surface will increase the probability to grow multiple nuclei simultaneously and the average area covered by each nucleus will remain constant. It is important to note that for some crystal faces, in particular at low supersaturation, this limit might never be reached. We suggest that this effect sometimes might contribute significantly to the wide distribution of sizes and shapes observed in crystallization experiments.
Conclusions
A method based on atomistic MD simulations to perform two-and three-dimensional KMC simulations of the growth of organic crystals from solution has been introduced. Here we have show how these simulations can be used to obtain insights into the kinetics and thermodynamics of the growth of real crystals. In particular, the influence of size and of defects on the observed growth rates has been discussed and related to the growth mechanism.
The method has been successfully applied to urea, but it is completely general and can, in principle, be applied to the study of the growth of any crystal from any solution. The principal limitation to the range of applicability is determined by the rate of the molecular crystallization and dissolution steps. In order to calculate a reliable rate for a reactive event, this event should occur at least a few times during the MD simulation. The typical times currently accessible to a single MD simulation are ~10 -7 s. This might prevent the observation of the some of the slowest steps. However, the basic assumption of this work is that individual molecular steps are independent of each other. The direct consequence of this assumption is that it is possible to combine the results of multiple independent MD simulations to calculate the reaction rates. Therefore, it is possible to take full advantage of parallel or distributed supercomputing to greatly extend the total simulation time and the range of applicability of this methodology. crystals are approximately tetragonal, and therefore the crystal radius has been calculated as the average particle size along the three principal axes.
