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Felipe Alonso-Atienza, Member, IEEE, Nejib Zemzemi
Abstract—It has been suggested that the spatiotemporal char-
acteristics of complex cardiac arrhythmias can be extracted from
the spectrum of cardiac signals. However, the analysis of simple
bioelectric models indicates that the spectrum of cardiac signals
can be affected by the spatial resolution of the electrode system.
In this study, we derive exact measurement transfer functions
relating the spectrum of cardiac signals to the spatiotemporal
dynamics of cardiac sources and estimate their bandwidths. The
analysis of the measurement transfer bandwidths for dynamics
with different degrees of spatiotemporal correlation shows that
as the spatial resolution decreases, the bandwidth of the measure-
ment transfer function decreases until it reaches a constant value.
Moreover, this transition from decreasing to constant values is
determined by the degree of spatiotemporal correlation of the
underlying cardiac source. Motivated by our analytical results,
we investigate in a realistic computer simulation environment
the impact of additive noise on the accuracy of body-surface
dominant frequency (DF) maps. Our simulation results show
that meaningful DF values are obtained on those locations where
the analytical measurement transfer bandwidth is wide. These
findings suggest that the accuracy of body-surface DF maps can
be limited by the low spatial resolution of body-surface electrode
systems.
Index Terms—Cardiac arrhythmias, dominant frequency, bio-
electric model, spatiotemporal dynamics, spatial resolution.
I. INTRODUCTION
Spectral analysis plays a prominent role in clinical and
experimental electrophysiology. In cardiac electrophysiology,
spectral techniques have been used to study complex arrhyth-
mias, such as atrial fibrillation (AF) [1], [2], [3], [4], [5],
[6], [7], [8], [9] and ventricular fibrillation (VF) [10], [11],
[12], [13], [14], [15]. A notable example of the application of
spectral analysis in cardiac electrophysiology is the technique
known as dominant frequency (DF) mapping, which provides
an estimation of the local activation rate of the myocardium.
The analysis of DF maps of human fibrillating atria has
allowed to identify anatomically localized, high-frequency
sites [3], [5], [8]. These high-frequency sites have been hy-
pothesized to be responsible for driving AF and hence, they
have been proposed as potential targets for clinical ablation.
In addition to the DF, other spectral features such as the peak
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frequency and the centroid frequency have been analyzed for
different purposes, for instance for predicting the outcome of
defibrillation [10], [11], [12] and for detecting VF [16], [17],
[18].
When developing spectral techniques for analyzing cardiac
arrhythmias, it is of importance to have a clear understanding
of the nature of the spectrum of cardiac signals. A relevant
consideration is how the choice of the electrode system can af-
fect the spectrum of cardiac signals. In clinical and experimen-
tal cardiac electrophysiology, there exist a variety of electrode
systems with different measurement characteristics. Existing
electrode systems can be categorized as contact, intracardiac;
non-contact, intracardiac; and body-surface electrode systems.
Contact, intracardiac electrodes are positioned against the
endocardium and measure the electrical activity of the heart
locally. Non-contact, intracardiac electrodes also provide an
endocardial view of the electrical activity of the heart, but
they are not positioned directly against the endocardium.
Finally, body-surface electrode systems provide a distant view
of the electrical activity of the heart. With such a diversity
of electrode systems, the question arises how spectra from
different electrode systems relate to each other and to the
underlying cardiac dynamics. In [19], the relationship between
the spectrum of cardiac signals and the spatial resolution of
electrode systems was investigated. This study showed that
during cardiac dynamics with a high degree of spatiotemporal
correlation, low spatial resolutions lead to low-pass type spec-
tra. Similar conclusions have also been reached by applying
Fourier spatiotemporal analysis to neurophysiology signals
[20], [21]. Since electrode systems in close proximity to a
bioelectric source have in general a higher spatial resolution
than distant ones, it can be concluded that spectra from in-
tracardiac and body-surface electrode systems reveal different
aspects of the same underlying cardiac dynamics. Accordingly,
when developing spectral techniques for investigating cardiac
arrhythmias, it is of importance to consider possible filtering
effects attributable to the measurement characteristics of the
electrode systems.
Most theoretical studies investigating the nature of the
spectrum of bioelectric signals, such as [19], [20], [21], have
focused on simple, idealized models of the volume conductor,
the electrode system and the spatiotemporal dynamics of the
bioelectric source. Even though their results can explain spec-
tral features observed experimentally, it is not well understood
how they can extrapolate to more complex scenarios. By using
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computer simulations, it has been shown that the degree of spa-
tiotemporal correlation of complex cardiac dynamics, which
quantifies their degree of spatiotemporal organization, plays an
important role in determining the extent of filtering attributable
to measuring [22], [23]. Observations such as these cannot be
accounted for by current theoretical models and hence, they
call for a generalized approach to investigate the spectrum
of cardiac signals. Here, we develop an analytical approach
that considers arbitrary volume conductors, arbitrary electrode
systems and cardiac dynamics with an arbitrary degree of spa-
tiotemporal correlation. We analytically derive measurement
transfer functions relating the spectrum of cardiac signals to
the spatiotemporal dynamics of cardiac sources and based
on them, we obtain an approximation of their measurement
transfer bandwidths. The measurement transfer bandwidth is
a single parameter that allows us to quantitatively analyze, for
each type of spatiotemporal dynamics, the spectral effects of
the spatial resolution of the electrode system. We explore our
analytical results in a realistic simulation environment, which
we use to synthesize body-surface frequency maps induced by
ventricular rhythms with different stimulation rates.
II. BIOELECTRIC MODEL
Following the approach presented in [19], we firstly de-
rive an analytical model for the spectrum of cardiac sig-
nals. We model cardiac sources as a dipole field J(v, t) =
[Jx(v, t), Jy(v, t), Jz(v, t)]
T within a volume V , where v is a
location in V and t denotes time. A cardiac signal s(t) induced





T (v)J(v, t)dv, (1)
where L(v) = [Lx(v), Ly(v), Lz(v)]
T is the sensitivity dis-
tribution of the electrode system. The sensitivity distribution
L(v) describes the ability of the electrode system to measure
a single dipole located at v and is determined by the character-
istics of both the volume conductor and the electrode system.
For a given frequency f , let σab(v, w, f) denote the
cross-spectrum between two dipole components Ja(v, t) and
Jb(w, t), where a, b ∈ {x, y, z} and v, w ∈ V . The power
spectrum S(f) of cardiac signal s(t) can be decomposed into









Lab(v, w)σab(v, w, f)dvdw. (3)
In (3), we use the definition Lab(v, w) = La(v)Lb(w). Given
a dipole location v0 ∈ V , σab(v0, v0, f) describes the local
dynamics of the cardiac source at v0. Hence we will refer to
σab(v, v, f) as the source local spectrum. By contrast, Sab(f)
describes the dynamics of the cardiac source globally, at a
spatial scale that is determined by Lab(v, w). Accordingly, we
will refer to Sab(f) as the global spectrum.
III. SPECTRAL EFFECTS OF THE SPATIAL RESOLUTION
In this section, we analyze the effects of the spatial reso-
lution of electrode systems on the spectrum of cardiac sig-
nals. We consider fully-uncorrelated sources, fully-correlated
sources and partially-correlated sources. The definitions of
fully-uncorrelated and fully-correlated sources follow the def-
initions presented in [19] and can be used to model, respec-
tively, highly disorganized cardiac arrhythmias, such as some
types of fibrillation, and highly regular rhythms, such as sinus
rhythm. Partially-correlated cardiac sources are newly defined
here and can be used to model complex arrhythmias with some
degree of spatiotemporal organization.
In all of the cases, cardiac sources are assumed to have
a uniform local spectrum, so that σab(v, v, f) = σab(f).
For each family of spatiotemporal dynamics, we first derive
the measurement transfer function H(f) relating the local
spectrum to the global spectrum, Sab(f) = H(f)σab(f). In
this study, no assumptions on the electrode system and the
volume conductor are made when deriving the measurement
transfer functions. By lifting the restrictions on the type of
electrode system and volume conductor, we greatly generalize
previous studies [19], [20], [21]. In addition, we consider
partially-correlated cardiac sources, which to the best of our
knowledge have not been previously investigated.
Based on the measurement transfer function, we obtain
an estimation of the measurement transfer bandwidth. In the
derivation of the measurement transfer bandwidth, we consider
an electrode system that measures the source activity within a
compact volume VM ⊂ V . We refer to VM as the resolution
volume and use it to characterize the spatial resolution of
the electrode system. By denoting the sizes of VM and V
by respectively |VM | and |V |, we will say that the spatial
resolution is high whenever |VM | ≪ |V |, whereas it is low
whenever |VM | ≃ |V |.
A. Fully-uncorrelated sources
In a fully-uncorrelated source with uniform local spectrum,
the cross-spectrum between two dipole components is defined
as
σab(v, w, f) = σab(f)δ(v − w), (4)
where δ(·) is the delta function. By substituting (4) into (3),





Equation (5) shows that the measurement transfer function
HFU (f) is constant over the frequency domain. Hence, the
measurement transfer bandwidth BWFU is
BWFU = ∞. (6)
B. Fully-correlated sources
In a fully-correlated source, the activity of one dipole can
be expressed as a delayed version of the activity of any
other dipole. Let τ(v, w) denote the time-delay between the
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activities of dipoles at locations v and w. The cross-spectrum
between dipole components can be expressed as
σab(v, w, f) = σab(f) exp [−j2πfτ(v, w)] . (7)
Based on τ(v, w), we define g(τ) as the density function of
time-delays within V . In other words, the density function
g(τ) quantifies the frequency that a pair of dipoles with time-
delay τ is observed within V . By substituting (7) into (3), the
following expression for the measurement transfer function
HFC(f) can be identified (see Appendix):
HFC(f) = Hg(f) ∗HL(f), (8)
where ∗ denotes convolution, Hg(f) is the Fourier transform
of g(τ) and HL(f) is a function of Lab(v, w) and τ(v, w).
By assuming that the sensitivity distribution of the electrode
system is concentrated on the resolution volume VM , the
measurement transfer bandwidth BWFC can be approximated
by
BWFC ≃ kM/dM , (9)
where dM is the average distance between two dipoles in VM
and kM is a proportionality constant.
C. Partially-correlated sources
We define the cross-spectrum between two dipole compo-
nents in a partially-correlated source as
σab(v, w, f) = σab(f) exp [−j2πfτ(v, w)] (10)
× hC [τ(v, w)] ,
where hC [τ(v, w)] is the cross-spectrum decay and determines
the correlation length dC from which the correlation volume
VC can be obtained. By substituting (10) into (3), the mea-
surement transfer function HPC(f) can be expressed as (see
Appendix)
HPC(f) = HC(f) ∗Hg(f) ∗HL(f), (11)
where HC(f) is the Fourier transform of hC(τ). If we
assume that the sensitivity distribution is concentrated on the
resolution volume VM , the measurement transfer bandwidth
BWPC can be approximated by
BWPC ≃ KM/dM +KC/dC . (12)
where KC is a proportionality constant. Equation (12) predicts
that the measurement transfer bandwidth decreases with in-
creasing resolution volumes until it reaches a saturation point,
beyond which it remains constant. This behaviour depends
on the size of the resolution volume, |VM |, relative to the
size of the correlation volume, |VC |. Given a source with a
correlation volume of size |VC | and a correlation length dC ,
if |VM | ≪ |VC |, then dM ≪ dC and BWPC ≃ KM/dM .
By contrast, when |VM | ≫ |VC |, then dM ≫ dC and
BWPC ≃ KC/dC , i.e. the transfer bandwidth saturates and
remains constant irrespective of |VM |. Hence, from a measure-
ment perspective, a partially-correlated source would appear
correlated for |VM | ≪ |VC | and uncorrelated for |VM | ≫ |VC |.
Fig. 1. Realistic geometry of the heart and torso used in our simulations.






can be used to approximately identify in a simple way the
spatial resolution beyond which the measurement transfer
bandwidth BWPC saturates.
IV. COMPUTER SIMULATIONS
We used a realistic simulation environment to analyze the
spectrum of cardiac signals measured by body-surface elec-
trode systems. In our simulation environment, cardiac activity
was simulated by using a detailed model for the cardiac action
potential and cardiac propagation, which was incorporated into
a 3D realistic anatomical model of the heart and the torso.
The 3D realistic anatomical model was obtained from the
segmentation and discretization of CT scan images of a 43
years old woman. The resulting geometry model (Figure 1)
consisted of triangular meshes of 5842 and 5742 nodes for
the heart and the torso domains, respectively. This computer
simulation environment allowed us to obtain the potentials at
the body surface from the cardiac transmembrane potentials.
A. Numerical model
1) Model of action potential: Cardiac electrical activity
at the cell level was simulated by using the ten Tusscher
model of the action potential of human ventricular cells [24].
The temporal dynamics of the transmembrane potential v are
described by the differential equation
dv
dt
= f(v, t) =
1
Cm
(Iion(v, t) + Ist(t)), (14)
where t denotes time, Iion is sum over all ionic currents de-
fined in the ten Tusscher model, Ist is the external stimulation
current, and Cm is the membrane capacity.
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2) Model of cardiac tissue: Cardiac tissue behaves as a
functional syncytium at the macroscopic level. We model
cardiac tissue as an excitable medium ΩH ∈ R
3 in which
the propagation of the membrane potential v = v(rH , t), with
rH ∈ ΩH , is mathematically described according to the so-




= ∇D · (∇v) + f(v, t) in ΩH , (15)
with the no-flux boundary condition
∂v
∂n
= 0 on ∂ΩH , (16)
where D is the harmonic mean of the intracellular and the
extracellular conductivity tensors, Di and De,
D = Di(Di +De)
−1De,
∂ΩH is the boundary of ΩH and n denotes its normal. The
initial conditions for v and the model state variables were
obtained at the recovery phase of the transmembrane potential
after stimulating the tissue during 10min at 1Hz and the value
of the conductivity tensor D was set to obtain a conduction
velocity of approximately 50 cm/s.
3) Model of voltage recordings at the body surface:
According to the Volume Conductor Theory [25], the electric
potential registered by an electrode placed at rT within the
torso surface ΩT is given by





∇D · (∇v(rH , t))
R(rH , rT )
dΩH (17)
where R(rH , rT ) = ||rT − rH || is the distance from the
source location point rH to the observation point rT , c0
is the medium conductivity (assumed homogeneous and set
to 1 S/m), and v(rH , t) is the solution of (15). Using a
finite element approach, equation (17) can be extended to an
arbitrary number of recording sites as
ϕ(t) = A · v(t) (18)
where A is the so-called transfer matrix that linearly relates
the transmembrane potential distribution at the heart elements
v(t) to the body-surface potentials at the torso elements ϕ(t).
B. Analysis of body-surface spectra
In our simulation environment, we generated three uniform
spatiotemporal dynamics by stimulating the ventricular apex
at, respectively, 1 Hz, 2 Hz and 3 Hz. As shown in Figure
2, the generated dynamics consisted of plane wavefronts
emanating from the ventricular apex with a frequency equal
to the stimulation rate. By using (18) we obtained the time-
varying body-surface potential distribution ϕ(t) induced by
the simulated transmembrane potential v(t). White gaussian
noise was added to body-surface potentials to analyze the
impact of noise on the estimation of the DF. We included
in our analysis signal-to-noise ratios (SNR) ranging from 1 to
25 dB.
(a) (b)
Fig. 2. Wavefront generated by stimulating the ventricular apex (a) 10 ms
and (b) 25 ms after the stimulation of the ventricular apex.




























Fig. 3. Impact of noise on the average body-surface DF value for each
simulated stimulation rate.
Body-surface spectra were estimated by applying Welch’s
method to the noisy potentials induced at each torso location.
Estimated spectra were used to obtain DF values as defined
in [26]. The signal processing pipeline that defines the DF
consists of three stages, namely band-pass filtering at 40 to
250 Hz, rectification and finally low-pass filtering with a 20-
Hz cutoff. It is worth noting that rectification is a non-linear
operation that produces new frequency components, some of
which lie outside the passband defining the first filtering stage.
In addition, we used our analytical results derived in Section
III to estimate the measurement transfer bandwidth at each
torso location.
C. Simulation results
The DF values obtained at the ventricles were uniform
and consistent with the simulated stimulation rates, namely
1 Hz, 2 Hz and 3Hz. However, the DF values obtained
from the body-surface potentials differed from the underlying
stimulation rates in the presence of noise. Figure 3 shows for
each stimulation rate the average DF value as a function of the
SNR. For low SNR, the average DF value was biased towards
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(a) (b) (c)
0 5 10 15 20 [Hz]
Fig. 4. DF values for a stimulation rate of 1 Hz and SNR of (a) 5 dB (b) 10
dB and (c) 15 dB.
(a) (b) (c)
0 5 10 15 20 [Hz]
Fig. 5. DF values for a stimulation rate of 2 Hz and SNR of (a) 5 dB (b) 10
dB and (c) 15 dB.
higher values, whereas for higher SNR values, the average DF
approached the underlying stimulation rates of 1 Hz, 2 Hz and
3 Hz, respectively. Therefore, our simulations suggest that the
quality of the estimation of DF values can be affected by the
presence of noise.
Figures 4, 5 and 6 show the body-surface DF maps cor-
(a) (b) (c)
0 5 10 15 20 [Hz]
Fig. 6. DF values for a stimulation rate of 3 Hz and SNR of (a) 5 dB (b) 10
dB and (c) 15 dB.
responding to a stimulation rate of respectively 1 Hz, 2 Hz
and 3Hz, for three increasing SNR values. These distributions
of body-surface DF values are difficult to explain without
a mathematical framework relating the spectrum of cardiac
signals to the underlying cardiac spatiotemporal dynamics. In
our simulations, the distribution of body-surface DF values in
noisy scenarios revealed a clear pattern. Two regions could be
identified in all cases. The first region was an approximately
belt-shaped area surrounding the torso and connecting the
left shoulder with the right ilium. Within this region, DF
values were uniform and numerically close to the underlying
stimulation rate. The actual shape and width of this region was
different for different SNR values. Specifically, we observed
that the higher the SNR the wider the belt. However, for low
SNR values, this region was restricted to the left shoulder. The
area of the torso outside this belt-shaped region constituted
the second region and within it, DF values appeared to be
randomly distributed. Because of the dependence of the width
of the belt on the SNR, higher SNR values led to more
uniform body-surface DF values that were consistent with the
underlying stimulation rate.
Our mathematical formalism allowed us to explain the body-
surface DF maps shown in Figures 4, 5 and 6. According to
our formalism, the spectrum of body-surface signals can be
expressed as a low-pass filtered version of the spectrum at the
tissue level. Figure 7 shows the measurement transfer band-
widths at each site of the torso for a stimulation rate of 2 Hz.
Similar distributions for the measurement transfer bandwidth
were obtained for stimulation rates of 1 Hz and 3 Hz. Figure
7 shows that the measurement transfer bandwidth values were
not uniform over the torso, with some regions suffering more
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15 20 25 30 35 40 [Hz]
Fig. 7. Measurement transfer bandwidth analytically obtained for a stimula-
tion rate of 2 Hz.
aggressive low-pass filtering effects than others. Specifically,
the region around the left shoulder presents bandwidth values
reaching 40 Hz and a belt connecting left shoulder to right
ilium with high bandwidth values is clearly visible. This
non-uniform distribution of bandwidth values resembles the
distribution of DF values shown in Figures 4, 5 and 6 and
indeed explains them. Since the signal processing technique
defining the DF uses a first stage of band-pass filtering, the
ability to extract physiologically meaningful DF values was
more compromised in sites with a low measurement transfer
bandwidth. Therefore, in a noisy environment only those areas
were the measurement transfer bandwidth was high provided
meaningful DF values. Therefore, for a given SNR value, a
bandwidth threshold value can be defined only above which
meaningful DF values can be obtained. This bandwidth thresh-
old decreases as the SNR increases, producing the widening
of the belt containing meaningful DF values, in other words,
extending the region within which meaningful DF values can
be found.
V. DISCUSSION AND CONCLUSION
The heart is a bioelectric organ formed by coupled, excitable
cells that collectively give rise to spatiotemporal dynamics.
The spatiotemporal characteristics of cardiac dynamics can
be related to the function of the heart and, because of their
bioelectric nature, they can also manifest in signals measured
by electrode systems. This results in a relationship between
cardiac function and signal features, which forms the basis of
the analysis of cardiac signals. However, although this relation-
ship can be straightforward for simple, regular spatiotemporal
dynamics such as the heart during sinus rhythm, it can be very
intricate for complex ones such as cardiac fibrillation.
Signal processing techniques based on spectral analysis have
been developed in cardiac electrophysiology to study complex
arrhythmias. One of the main applications of spectral analysis
is the characterization of the spatiotemporal dynamics of AF.
By obtaining DF maps of the fibrillating atria [3], [5], [8],
anatomically localized, high-frequency sites have been identi-
fied, which supports the idea of the existence of AF drivers.
Other spectral features such as the organization index (OI)
[1] and the multivariate organization index (MOI) [6] have
also been proposed to quantify the degree of spatiotemporal
organization of AF.
The increasing interest in applying spectral techniques to
analyze complex arrhythmias has come hand-in-hand with
the need to improve our understanding of the nature of
cardiac spectrum. Some authors have contributed to clarifying
the meaning of cardiac spectrum from a signal processing
perspective [27], [28]. In [19] a measurement perspective was
adopted and a mathematical formalism was developed for
investigating the bioelectric nature of cardiac spectrum. This
formalism allowed to express the spectrum of cardiac signals
in terms of the spatiotemporal dynamics of cardiac sources
and the sensitivity distribution of the electrode system. By an-
alyzing this connection, it was shown that when the underlying
dynamics are fully correlated, low spatial resolutions lead to
low-pass type cardiac spectra. The main take-home message
of [19] was that the effects of measuring needs to be taken into
consideration when analyzing the spectrum of cardiac signals.
Here, we have generalized those previous analytical re-
sults by considering arbitrary volume conductors and elec-
trode systems, and cardiac sources with arbitrary degrees
of spatiotemporal correlation. We have analytically derived
measurement transfer functions and bandwidths relating the
spectrum of cardiac signals to the spatiotemporal dynamics
of cardiac sources. Our analysis shows that the measurement
transfer bandwidth can be expressed in terms of the degree
of spatiotemporal correlation of the cardiac source and the
spatial resolution of the electrode system. This relationship
has allowed us to make the following prediction about the
effects of the spatial resolution on the spectrum of cardiac
signals. By increasing the resolution volume, the bandwidth
of the measured cardiac signal decreases until it reaches a
point beyond which it saturates. Bandwidth saturation occurs
whenever the resolution volume of the electrode system is
larger than the correlation volume of the cardiac source.
We have illustrated in a simulation environment how DF
maps can be distorted as a consequence of the filtering effects
attributable to measuring. By simulating a regular, fast rhythm,
we have synthesized cardiac transmembrane potentials and
body-surface potentials. Our simulations show that the body-
surface potentials can be expressed as a low-pass version of
the transmembrane potentials and that the associated filter is
in general different at each torso site. These results are ac-
curately predicted by our formalism. The filtering attributable
to measuring can in turn affect body-surface DF values. This
distortion is more apparent in noisy environments, although in
theory it could also happen in noise-free scenarios.
Our results indicate that, in general, spectral features of
cardiac signals cannot be translated per se into specific features
of the underlying spatiotemporal dynamics without careful
consideration of the effects of the process of measurement.
Measurands, in our case spectral features, are after all defined
by the measuring process itself. Hence, the interpretation
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of a spectral feature such as the peak frequency would in
principle not be the same for intracardiac signals and for body-
surface signals, since intracardiac and body-surface electrode
systems define a different measuring process. In the context
of DF mapping, different choices of electrode systems have
been used to obtain cardiac signals. These include sequential,
contact, intracardiac electrodes [2], [3], [4], [5], [8], non-
contact, intracardiac electrode arrays [29], [9] and body-
surface electrode arrays [30], [31], [32], [7], [33]. Based on
our formalism, when using body-surface electrode systems
we would expect to obtain distorted versions of the spectra
provided by intracardiac systems, since their spatial resolution
is lower. Therefore, the DF maps obtained by intracardiac
mapping should be expected to be different from the DF maps
obtained by body-surface mapping, even when the underlying
arrhythmias are highly regular.
The measurement transfer functions and bandwidths ob-
tained in this paper for uncorrelated, fully-correlated and
partially-correlated cardiac rhythms, have been derived analyt-
ically from well-established bioelectric models. However, even
though the derived measurement transfer functions are exact
and not approximations, the extent of their impact on human
cardiac spectra would need to be further assessed. Realistic
computer simulation environments such as the one used in
this paper, provide an excellent framework for systematically
exploring our mathematical formalism. Computer simulation
approaches have been used in previous studies to investigate
the spectra of cardiac rhythms with complex spatiotemporal
dynamics [22], [23], and the analysis of their simulation results
agree with our analytical claims, which relate the bandwidth
of cardiac signals with the spatial resolution of the electrode
system and the correlation volume of the underlying cardiac
source. Further validations in clinical settings are nevertheless
essential to assess the extent of the filtering effects attributable
to measuring in real-world scenarios. In order to carry out
a clinical assessment of our analytical predictions, intracar-
diac and body-surface recordings need to be simultaneously
recorded during different types of arrhythmias, so that the rela-
tionship between local and global spectra i.e. the measurement
transfer function, can be identified for each type of arrhythmia.
Previous clinical studies have indeed recorded simultaneously
intracradiac and body-surface signals to empirically investigate
DF maps during AF [7], [34]. One of the main conclusions
of these studies is that body-surface DF mapping is able to
capture regional differences in atrial activation rates during
AF. Interestingly, the results presented in [34] seem to indicate
that there is a systematic difference between the body-surface
and intracardiac DF values and that this difference presents
a non-uniform distribution over the torso. These observations
agree with our analytical results and might be explained by
suitable measurement transfer functions.
A better understanding of the actual filtering effects of mea-
suring can help in devising new signal processing techniques
for analysing cardiac arrhythmias. One consequence of our
prediction that the extent of filtering depends on the degree
of spatiotemporal correlation of the underlying dynamics [c.f.
(12)], is that in order to compensate for such filtering effects,
a prior estimation of the degree of cardiac spatiotemporal
correlation is needed. Current mapping approaches obtain
DF values at each torso location by solely analyzing the
signal recorded at the actual location. Interestingly, body-
surface potentials can be jointly analyzed to produce an
indirect estimation of the degree of spatiotemporal correlation.
Consequently, based on our formalism we can conclude that
improved DF estimations could be obtained by analyzing the
signal at the location of interest jointly with signals from
neighboring locations, as information about the underlying
degree of spatiotemporal correlation would be potentially
incorporated. Finally, even though our study focuses on cardiac
arrhythmias, our analytical results could be applied to other
bioelectric signals, such as encephalography (EEG) signals.
Spectral analysis is one of the most important tools in EEG
studies and it has been long recognized that EEG and cor-
tical source activity will in general exhibit different spectra
[21]. Our study provides a quantitative framework to also
investigate the spectrum of EEG signals. Specifically, our
main conclusion that the spatiotemporal characteristics of the
underlying rhythm plays an important role in the final filtering
produced by measuring, can be of importance in EEG studies.
Interestingly, recently proposed methods for analyzing EEG
signals leverage spatial relationships between EEG sites for
frequency recognition. In [35] spatial filters are built from EEG
training datasets to provide reference signals which are needed
for frequency recognition in steady-state visual evoked poten-
tials. Their results show that the proposed method improves
frequency recognition, compared to conventional methods that
do not use any spatial information. This supports the take-
home message that by incorporating prior knowledge about
the underlying degree of spatiotemporal correlation, spectral
features can potentially be extracted with higher accuracy.
APPENDIX A
THE MEASUREMENT TRANSFER FUNCTION DURING FULLY-
AND PARTIALLY-CORRELATED DYNAMICS
Let us start off by considering a bioelectric source with
partially-correlated dynamics and uniform local spectrum. By
substituting (10) into (3), its measurement transfer function





Let us define g(Lab, τ) as the joint density function of the pairs
of values {Lab(v, w), τ(v, w)} for v, w ∈ V . By applying
Bayes Theorem, the joint density function g(Lab, τ) can be
expressed as
g(Lab, τ) = g(Lab|τ)g(τ) (20)
where g(Lab|τ) is the conditional density function of
Lab(v, w) given τ(v, w), and g(τ) is the density function of
τ(v, w).
By integrating with respect to Lab and τ and using (20),
(19) can be expressed as












corresponds to the mean value of Lab(v, w) for all pairs of
locations {v, w} such that τ(v, w) = τ0.





= HC(f) ∗Hg(f) ∗HL(f) (23)
where HC(f), Hg(f) and HL(f) are, respectively, the Fourier
transforms of the functions hC(τ), g(τ) and L̄ab(τ). By setting
hC(τ) = 1, the measurement transfer function during fully-
correlated dynamics, HFC(f), can be readily obtained.
Finally, the bandwidth of HC(f) is inversely related to
the degree of spatiotemporal correlation at the source, which
can be quantified by the correlation length dC , whereas
Hτ (f) ∗ HL(f) is inversely related to the scale of the mea-
surement, which can be quantified by the length dM . Hence,
the bandwidth BWPC of the measurement transfer function
HPC(f) can be approximated by
BWPC ≃ KM/dM +KC/dC , (24)
where KM and KC are proportionality constants. Furthermore,
if dC → ∞ (dC → 0) the source becomes fully-correlated
(respectively, fully-uncorrelated). This is mirrored in the de-
pendence of the measurement transfer bandwidth with dC . If
dC → ∞ (dC → 0), then BWPC → KM/dM (respectively,
BWPC → ∞).
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