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Resumen Breve
La pe´rdida de correlacio´n de fase en un sistema cua´ntico es conocida como decoheren-
cia y es consecuencia de las interaccio´n con el ambiente. En esta tesis nos enfocamos en
desarrollar herramientas teo´ricas y nume´ricas que permitan describir el efecto de la deco-
herencia en el transporte cua´ntico de sistemas con dependencia temporal o que presenten
procesos de inversio´n de esp´ın. En particular abordamos problemas de transporte a trave´s
de paredes de dominios magne´ticos, magnetorresistencia gigante, dina´mica cua´ntica deco-
herente y motores cua´nticos. Los modelos y me´todos desarrollados son los suficientemente
generales como para ser aplicados en otras situaciones.
PALABRAS CLAVE: decoherencia – transporte electro´nico – meca´nica cua´ntica –
dina´mica – electrones – D’Amato-Pastawski
Brief Abstract
The loss of phase correlation in a quantum system is known as decoherence and it is
consequence of interactions with the environment. In this thesis, we focus on developing
theoretical and numerical tools to describe the effect of decoherence in quantum transport
of systems with time dependence or with spin-flipping processes. In particular we address
the problems of transport through magnetic domain walls, giant magnetoresistance, de-
coherent quantum dynamics and adiabatic quantum motors. The models and methods
developed in this thesis are general enough to be applied in other situations.
KEY WORDS: decoherence – electron transport – quantum mechanics – dynamics
– electrons – D’Amato-Pastawski
03.65.Yz Decoherence; open systems; quantum statistical methods
73.23.-b Electronic transport in mesoscopic systems
73.63.-b Electronic transport in nanoscale materials and structures
85.85.+j Micro- and nano-electromechanical systems (MEMS/NEMS) and devices

Resumen
En la u´ltimas de´cadas ha aparecido una necesidad imperiosa por describir la dina´mi-
ca cua´ntica de sistemas que interactu´an con los grados de libertad del ambiente que lo
rodea. Esta interaccio´n degrada feno´menos intr´ısecamente cua´nticos como interferencias,
efectos de tunelamiento y entrelazamientos y se la denomina decoherencia. En esta tesis
nos enfocamos en desarrollar herramientas teo´ricas que permitan describir el efecto de
la decoherencia en el transporte cua´ntico de sistemas con dependencia temporal o que
presenten procesos de inversio´n de esp´ın. Sin embargo, nuestra principal expectativa es
buscar que los modelos y me´todos desarrollados sean los suficientemente generales como
para ser aplicados en otras situaciones. Nuestro punto de partida es el modelo de D’Amato
y Pastawski (DP) que describe la decoherencia en el transporte estacionario empleando
Hamiltonianos efectivos no-Hermı´ticos.
En primer lugar estudiamos una variante del modelo de Cabrera y Falicov para el
transporte electro´nico dependiente de esp´ın a trave´s de una pared de dominio magne´tico
suave. Originalmente, la magnetizacio´n simplemente precesa alrededor de un eje mientras
se avanza a trave´s de la pared. Aqu´ı extendimos esta propuesta permitiendo una modu-
lacio´n en la intensidad del campo y mostramos que esta simple variacio´n tiene consecuen-
cias no triviales en el transporte. Con esta variante, este problema resulta representativo
de una amplia clase de dispositivos con inhomogeneidades magne´ticas. En particular,
vimos que en un re´gimen en que el campo baja su intensidad dentro de la pared, la con-
ductancia dependiente del esp´ın puede ser evaluada como un problema de pasaje a trave´s
de un cruce evitado asocia´ndola con el feno´meno de Landau-Zener. En contraste, para un
re´gimen donde el campo se intensifica dentro de la pared, encontramos interferencias bien
definidas como funcio´n del ancho de la pared de dominio, las cuales fueron interpretadas
como oscilaciones de Rabi. Este problema se trata tambie´n en presencia de decoherencia
dentro del modelo DP halla´ndose la persistencia de estas oscilaciones au´n cuando son
atenuadas por el ambiente.
Uno de los feno´menos paradigma´ticos de la espintro´nica es la magnetorresistencia
gigante (GMR) en la que aparece un cambio dra´stico en la resistencia ele´ctrica al alterar la
configuracio´n magne´tica de un material multicapa. Desarrollamos un modelo simplificado
que permite describir adecuadamente la GMR, tanto en un re´gimen puramente cua´ntico
como su l´ımite semicla´sico y au´n en el cla´sico. Nuestro modelo, permite identificar los
perfiles de potencial a lo largo del sistema como as´ı tambie´n las corrientes locales.
Cada vez ma´s frecuentemente se requiere la inclusio´n de la decoherencia en problemas
x Resumen
de transporte dina´micos. En sistemas cerrados, lo ma´s usual es usar el formalismo de
superoperadores de Lindblad o bien co´mputos nume´ricos de una dina´mica estoca´stica
de la matriz densidad. En esta tesis, desarrollamos un esquema alternativo donde la
funcio´n de onda sufre eventos estoca´sticos que desplazan sus energ´ıas locales y por ello lo
denominamos “corrimientos cua´nticos” (QD). Mostramos su equivalencia con el modelo
DP para el estado estacionario, y con un modelo de saltos cua´nticos (QJ) para sistemas
dina´micos. Mostramos que el QD no solo recupera el decaimiento exponencial t´ıpico de las
oscilaciones de sistemas cua´nticos en presencia de decoherencia, sino que tambie´n describe
“Transiciones de Fase en la Dina´mica Cua´ntica” inducidas por decoherencia. A partir de
un ejemplo, mostramos que el QD es ma´s eficiente computacionalmente que el QJ y, por
ende, que los ca´lculos basados en la matriz densidad. Aplicado a un sistemas de dos espines
entrelazados, no solo reproducimos el decaimiento exponencial de las oscilaciones de Rabi,
sino que tambie´n verificamos, a trave´s del Eco de Loschmidt, que un estado cua´ntico es ma´s
fra´gil frente a perturbaciones locales mientras transita un estado de superposicio´n no local.
Al estudiar una excitacio´n local en una cadena de espines interactuantes, recuperamos el
comportamiento recurrente (Ecos Mesosco´picos) atenuado por decoherencia observados
en experimentos de Resonancia Magne´tica Nuclear.
Muy recientemente, ha surgido el intere´s en las fuerzas inducidas por corrientes (CIFs).
En general, las descripciones usuales para tratar la interaccio´n de los electrones con los
dispositivos meca´nicos se restringen a reg´ımenes puros, tanto cua´nticos como cla´sicos. En
esta tesis, extendemos la teor´ıa de las CIFs para incluir eventos decoherentes. Para ello
extendemos el modelo DP a sistemas con dina´mica adiaba´tica. Verificamos que la teor´ıa
desarrollada es consistente con el teorema de fluctuacio´n-disipacio´n y con las relaciones de
reciprocidad de Onsager. Encontramos que la decoherencia no solo afecta a las CIFs sino
que adema´s altera los coeficientes de friccio´n y las fluctuaciones te´rmicas intr´ınsecas de
los sistemas. Finalmente, aplicando la teor´ıa a un modelo para motor cua´ntico adiaba´tico
(AQM) encontramos que la decoherencia afecta de manera no trivial la eficiencia de
estos AQMs: La eficiencia de sistemas que operaban en condiciones o´ptimas disminuye,
mientras que la eficiencia de sistemas operados fuera del re´gimen o´ptimo se incrementa.
En particular, motores en los que todo trabajo producido por las fuerzas inducidas por
corrientes es disipado, pueden tornarse capaces de realizar trabajo aprovechable si se
ajusta una adecuada interaccio´n con el ambiente.
En resumen, a lo largo de esta tesis hemos desarrollado las herramientas teo´ricas y
computacionales necesarias para extender el estudio del transporte cua´ntico decoherente
hacia nuevas fronteras que involucran sistemas abiertos y problemas dina´micos. Esto nos
acerca a una adecuada descripcio´n de la transicio´n desde la meca´nica cua´ntica hacia las
leyes del mundo macrosco´pico.
Glosario
A lo largo de esta tesis se utilizan varias siglas. A los efectos de facilitar su lectura se
presenta esta lista de siglas frecuentes.
AQM: Adiabatic Quantum Motor
CIFs: Current Induced Forces
DBRTD: Double Barrier Resonant Tunneling Device
DP: D’Amato-Pastawski
DW: Domain Wall
FGR: Fermi Golden Rule
GLBE: Generalized Landauer-Bu¨ttiker Equations
GMR: Giant Magnetoresistance
KBK: Kadanoff-Baym-Keldysh
LB: Landauer-Bu¨ttiker
LCAO: Linear Combination of Atomic Orbitals
LDoS: Local Density of States
LE: Loschmidt Echo
MDR: Modelo de Dos Resistencias (se evito´ la sigla en ingle´s TRM por su similitud
con TMR)
ME: Mesoscopic Echo
NMR: Nuclear Magnetic Resonance
QD: Quantum Drift
QDPT: Quantum Dynamical Phase Transition
QJ: Quantum Jumps
TLS: Two Level System
TMR: Tunneling Magnetoresistance
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Cap´ıtulo 1
Introduccio´n
Los ra´pidos avances en la miniaturizacio´n y control de la materia en la nanoescala
ocurridos en las u´ltimas de´cadas, han permitido el desarrollo de dispositivos electro´nicos
tan pequen˜os que fallan las descripciones que resultan u´tiles para los dispositivos tradi-
cionales. Ba´sicamente en esta nueva escala, la meca´nica cua´ntica comienza a jugar un rol
central en el comportamiento electromeca´nico de los dispositivos y en particular en las
propiedades de transporte electro´nico. Esto ofrece una gran oportunidad, no solamente
para el aprovechamiento de estos feno´menos f´ısicos en novedosos dispositivos electro´nicos,
sino tambie´n para explorar aspectos fundamentales de la f´ısica asociados con ellos. Ejem-
plo de esto es el rol del ambiente sobre los sistemas mecanico-cua´nticos, un problema que
extiende su importancia al naciente campo de la informacio´n cua´ntica.
El transporte cua´ntico ha sido una parte fundamental de la f´ısica de la materia con-
densada desde mediados del siglo pasado. En 1957, Landauer propuso su ce´lebre fo´rmula
que vinculaba la conductancia, magnitud esencialmente macrosco´pica, con la transmitan-
cia cua´ntica, magnitud intr´ınsecamente microsco´pica. [Lan57] Durante la segunda mitad
del siglo XX los aportes de f´ısicos como Imry, Thouless, Anderson y Bu¨ttiker, entre otros,
contribuyeron a desarrollar el formalismo ahora conocido como de “Landauer-Bu¨ttiker”.
[B8¨6a, B8¨6b, BvH91, IL99] En muchos casos, e´ste permite calcular el transporte cua´ntico
en muestras nanosco´picas, o incluso mesosco´picas, a partir de primeros principios.
Un aspecto del transporte electro´nico que permanece dificultoso de resolver es la in-
teraccio´n de los sistemas cua´nticos con el ambiente. Por “ambiente” se puede entender a
todos los procesos de interaccio´n de los electrones que no son tenidos en cuenta en una
formulacio´n necesariamente simplificada de cualquier problema que se aborde. T´ıpica-
mente, esos procesos se refieren a las interacciones de los electrones con fonones, con otros
electrones, con momentos magne´ticos individuales o colectivos, as´ı como con cualquier
centro dispersor ausente de la situacio´n idealizada. A menudo, estos procesos se manifies-
tan degradando las interferencias que caracterizan al sistema ideal, por lo que su efecto se
denomina gene´ricamente decoherencia. Su estudio es un gran campo en s´ı mismo, abar-
cando a´reas que van desde la f´ısica ba´sica hasta la f´ısica aplicada. En el primer caso, parte
del intere´s surge porque, como sostiene el paradigma actual, el comportamiento cla´sico
podr´ıa interpretarse como emergente de la pe´rdida de coherencia de los sistemas cua´nticos.
6 Introduccio´n
[Zur97, Zur03] Dentro de las a´reas aplicadas, el estudio de la decoherencia es importante
en a´reas que dependen de la coherencia cua´ntica como la computacio´n e informacio´n
cua´ntica. Au´n en biof´ısica [DT98] la decoherencia parece ser crucial para la optimizacio´n
de los procesos de transferencia de excitaciones [PH08, RMK+09] y algo ana´logo aparece
al intentar justificar la alta conductividad de conductores polime´ricos. [CBP10] El intere´s
por la decoherencia se esta´ desarrollando en consonancia con la nanotecnolog´ıa, ya que
comienza a resultar evidente que el transporte en la nanoescala resulta de un delicado
balance entre el comportamiento cua´ntico y el cla´sico.
Bu¨ttiker fue el primero en notar que la introduccio´n de volt´ımetros en la descripcio´n
de un problema de transporte de electrones implica una medicio´n cla´sica que reinyecta
electrones de distinta energ´ıa y sin memoria de su historia. [B8¨6b] Este concepto fue
posteriormente desarrollado por D’Amato y Pastawski, quienes identificaron el escape
hacia los volt´ımetros y consecuente reinyeccio´n como colapso local del estado cua´ntico. La
consecuencia de esto es que los electrones “medidos” son decoherentes. As´ı, desarrollaron
una descripcio´n Hamiltoniana al introducir el llamado modelo D’Amato-Pastawski (DP)
que, adema´s de incluir naturalmente una distribucio´n de eventos decoherentes a lo largo
del sistema, provee una interpretacio´n f´ısica para la transicio´n cua´ntico-cla´sica de gran
valor pra´ctico. [DP90, Pas91]
Los aportes de Pastawski y colaboradores a la tema´tica de decoherencia han continua-
do a lo largo de los an˜os. Entre ellos podemos mencionar: la extensio´n del me´todo DP para
contemplar una distribucio´n continua de procesos decoherentes y su relacio´n con los mo-
delos cla´sicos de transporte electro´nico;[Pas91] la fundamentacio´n del modelo DP en base
al formalismo cua´ntico de campos de Keldysh, Kadanoff y Baym para funciones de Green
de no-equilibrio que permitieron una descripcio´n dina´mica temporal;[Pas91, Pas92] la gen-
eralizacio´n del me´todo DP a sistemas multiterminal;[Cat12, CFABM+14] el desarrollo de
algoritmos recursivos (de decimacio´n) espec´ıficos para el me´todo que permiten un mejor
aprovechamiento de las simetr´ıas del sistema;[CFABM+14, NBMC+16] la aplicacio´n del
me´todo para explicar la alta conduccio´n de pol´ımeros conductores desordenados y cuasi-
unidimensionales [CBP10] as´ı como tambie´n para explicar la transicio´n entre un re´gimen
de “tunelamiento cua´ntico” a uno de “saltos te´rmicamente asistidos” en la conduccio´n de
alambres moleculares.[NGdRPC12]
En esta tesis exploramos aspectos novedosos sobre la decoherencia en el problema de
transporte electro´nica que permanec´ıan relativamente inexplorados. Principalmente, con-
ductancia en presencia de procesos que modifican la proyeccio´n de esp´ın, tales como los
que aparecen en paredes de dominio magne´tico y dispositivos de magnetoresistencia gi-
gante. Asimismo, consideramos efectos de la decoherencia en la dina´mica de excitaciones
electro´nicas, para lo cual desarrollamos nuevas estrategias resolucio´n. Finalmente, consid-
eramos el rol de la decoherencia en las fuerzas meca´nicas inducidas por corrientes que son
estudiadas para el desarrollo de motores cua´nticos. Antes de profundizar en las contribu-
ciones espec´ıficas de esta tesis, introduciremos brevemente los aspectos fundamentales del
transporte cua´ntico, tanto coherente como en presencia de decoherencia, que resultara´n
relevantes para nuestras contribuciones.
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1.1. Transporte electro´nico de estado estacionario
El transporte es consecuencia de un desbalance entre el flujo de electrones que entran y
que abandonan cada reservorio a trave´s de la muestra. Distintas regiones del sistema esta´n
conectadas mediante cables, tambie´n denominados alambres, a volt´ımetros y fuentes
de corriente, es decir a los terminales que actu´an como reservorios de part´ıculas. Dado
su cara´cter macrosco´pico, incluso los cables pueden ser vistos como reservorios que tienden
al equilibrio te´rmico debido a su nu´mero enorme de electrones.[IL99] Su descripcio´n in-
volucra un problema intr´ınsecamente de muchos cuerpos, por lo cual necesitaremos hacer
simplificaciones apropiadas para abordarlo.
1.1.1. Reservorios de electrones: aproximacio´n de una u´nica part´ıcu-
la al problema de muchos cuerpos
Los contactos meta´licos actu´an como reservorios con un nu´mero enorme de electrones
Ne cercano a 10
23. La formulacio´n de este problema requiere de funciones de onda de mu-
chos cuerpos, Ψ, las cuales deben ser antisime´tricas respecto al intercambio de electrones.
La forma usual de obtener funciones de onda Ψ que cumplan esta condicio´n es combi-
nando determinantes de Slater, cada uno de ellos construidos a partir de las funciones de
onda de un electro´n ψk(x),
Ψk1,k2,...kN (x1, x2, · · ·xN ) =
1√
Ne!
∣∣∣∣∣∣∣∣∣
ψk1(x1) ψk1(x2) · · · ψk1(xN)
ψk2(x1) ψk2(x2)
...
...
. . .
ψkN (x1) · · · ψkN (xN )
∣∣∣∣∣∣∣∣∣ (1.1)
= 〈x1, x2, · · ·xN | cˆ†kNe · · · cˆ
†
k2
cˆ†k1 |∅〉 ,
donde las funciones de onda de una part´ıcula suelen ser aproximadas por ondas planas,
ψk(x) =
1√
Ls
exp[ikx]. En la segunda igualdad, la funcio´n de onda se representa com-
pactamente usando los operadores cˆ†k y cˆk que describen respectivamente la creacio´n y
aniquilacio´n de un electro´n con vector de onda k al aplicarse sobre el estado del vac´ıo |∅〉.
[LL58]
En los cables, los electrones sufren diversas interacciones que llevan al sistema a un
estado termalizado descripto por una funcio´n de onda de equilibrio te´rmico ΨT . En la
aproximacio´n usual, el estado |ΨT 〉 es descripto por una superposicio´n incoherente de
determinantes de Slater. Debido a esto, las excitaciones electro´nicas en un conductor
infinito son descriptas por ondas planas donde la probabilidad de ocupacio´n viene dada
por la funcio´n de distribucio´n de Fermi,
〈ΨT | cˆ†kcˆk |ΨT 〉 = f(εk, µ, kBT ) =
1
1 + exp[−εk−µ
kBT
]
, (1.2)
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Figura 1.1: Representacio´n esquema´tica del transporte electro´nico de estado esta-
cionario. Los electrones son emitidos, con vectores de onda +k y −k, por los reservorios
que presentan una diferencia en sus potenciales qu´ımicos µL − µR = eV, donde V es
la diferencia de potencial. Dado que e´stos son mutuamente incoherentes, la corriente
resulta como consecuencia del desbalance entre las contribuciones de cada reservorio.
donde kBT es la energ´ıa te´rmica, µ es el potencial qu´ımico del reservorio y εk es la energ´ıa
del estado k de un electro´n. [AGD63]
Dentro de la muestra no es posible realizar estas aproximaciones ya que en la mayor´ıa
de los dispositivos mesosco´picos los mecanismos de termalizacio´n son de´biles comparados
con el tiempo de tra´nsito de los electrones. En este caso, la probabilidad de ocupacio´n de
un estado k generalmente no coincide con la de un estado te´rmico, sino que depende de
un balance detallado del intercambio de carga y energ´ıa con los reservorios.
1.1.2. Transporte cua´ntico coherente de estado estacionario
El formalismo ma´s usado para tratar problemas de transporte en el estado estacionario
se basa en las ideas pioneras de R. Landauer. [Lan57, IL99] Este toma en cuenta el papel
fundamental que tienen los terminales conectados a la muestra, en contraposicio´n a las
descripciones de Boltzmann y Kubo-Greenwood que tradicionalmente los dejan de lado.
[AA85]
En su trabajo pionero, Landauer consideraba expl´ıcitamente que la muestra estaba
conectada con reservorios externos a la izquierda (L) y a la derecha (R) a trave´s de
dos cables modelados por alambres unidimensionales (ver figura 1.1). La corriente
total a trave´s del sistema era evaluada considerando el nu´mero de estados de energ´ıa ε
disponibles para el transporte en los alambres de la izquierda y derecha. Este nu´mero se
encuentra determinando por las densidades de estado NL(ε) y NR(ε) en los respectivos
alambres, de los cuales, la mitad (1/2) corresponde a estados que “salen” de los reservorios
externos (estados +k en el reservorio L y −k en R). Por tanto esta´n ocupados de acuerdo
a las funciones de Fermi de equilibrio fL(ε) y fR(ε). Las corrientes electro´nicas esta´n
determinadas por la velocidad v de los electrones en los distintos alambres, vL y vR (con
v = 1
~
∂εk/∂k), y las probabilidades de transmisio´n, TLR y TRL, donde Tij es la probabilidad
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de ir desde j hasta i. La corriente IL evaluada en el cable L resulta entonces:
IL = −e
∫ [
TRL(ε)vL(ε)
1
2
NL(ε)fL(ε)− TLR(ε)vR(ε)1
2
NR(ε)fR(ε)
]
dε. (1.3)
Esta ecuacio´n representa un balance entre corrientes provenientes de distinta fuente, es
decir, sin coherencia relativa. El primer te´rmino corresponde a la fraccio´n TRL de aquellos
electrones que son inyectados a la muestra por el cable L y que efectivamente llegan a
R, mientras que el segundo te´rmino da cuenta de aquellos que hacen el proceso inverso,
viajando de R a L. En el enfoque de Landauer, fue esencial notar que la densidad de
estados en el alambre N(ε) = 2/(hv(ε)) compensa la velocidad de los portadores. Por
tanto, la corriente neta que fluye a trave´s del cable es simplemente
IL = − e
h
∫
[TRL(ε)fL(ε)− TLR(ε)fR(ε)] dε. (1.4)
En esta expresio´n queda en evidencia que la corriente neta es una consecuencia del desba-
lance entre las ocupaciones de los estados en los cables, es decir la diferencia de potencial
o voltaje fijado externamente.
En este modelo, el flujo de corriente esta´ completamente determinado por los procesos
que ocurren dentro del rango de energ´ıas entre µL y µR. Esto ocurre ya que los estados con
energ´ıa ε menores que µR no contribuyen a la corriente neta por encontrarse exactamente
compensados debido a que TRL(ε) = TLR(ε), en ausencia de campos magne´ticos. Por esto,
tomaremos µR como referencia, y luego δµL = µL−µR = eV y δµR = 0. Al considerar una
diferencia de potencial eV infinitesimal, la u´nica energ´ıa relevante es la de Fermi, εF , la
cual corresponde a la energ´ıa del u´ltimo estado ocupado en los reservorios a temperatura
nula. E´sta define un vector de onda kF que caracteriza el momento de los electrones.
Asumiendo bajas temperaturas (fi ≈ Θ(ε−µi)), simetr´ıa de reversio´n temporal (TR,L =
TL,R) y re´gimen de respuesta lineal respecto a la diferencia de potencial qu´ımico eV≪ εF ,
resulta
I =
e
h
TRL(εF ) eV, (1.5)
lo que lleva a la fo´rmula de Landauer para la conductancia de dos terminales:
G ≡ 1
R
≡ I
V
= (2S)
e2
h
TRL(εF ), (1.6)
donde el factor 2S da cuenta de la degeneracio´n de esp´ın no incluida en la descripcio´n
anterior. Dado que el valor ma´ximo para TRL es 1, esta fo´rmula pone de manifiesto la
universalidad de la unidad de resistencia que muy posteriormente se manifesto´ en el efecto
Hall cua´ntico entero [vK86], en el efecto Hall fraccionario [Lau99] y en la espectacular
cuantizacio´n de la conductancia [CKGGM+97]. La idea clave de Landauer es reflejada en
esta ecuacio´n, que relaciona dos cantidades de diferentes escalas y constituye su lema: “La
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conductancia es transmitancia”. Es decir, vincula la conductancia macrosco´pica, que es
el resultado de una medicio´n experimental, con la probabilidad cua´ntica de transmisio´n.
Esta u´ltima podr´ıa ser obtenida directamente del Hamiltoniano del sistema obtenido a
partir de primeros principios, y por lo tanto deber´ıa contemplar todos los efectos de
interferencias cua´nticas que el sistema pudiere presentar.
Bu¨ttiker extendio´ el enfoque de Landauer a un sistema conectado a mu´ltiples termi-
nales donde cada terminal i se caracteriza por un potencial qu´ımico δµi = µi − µ0, segu´n
la condicio´n de contorno impuesta externamente. En una fuente que provee un flujo de
corriente determinado, δµi es aquel que posibilita esta corriente en las condiciones del
circuito. Equivalentemente, para un volt´ımetro, este flujo debe ser cero y esto determina
la ca´ıda de potencial δµi respecto de la referencia µ0. [B8¨6a] Bu¨ttiker se dio cuenta de que
se puede tratar todos los terminales en igualdad de condiciones mediante la aplicacio´n
de las leyes de Kirchhoff. En este caso, la corriente Ii que ingresa al cable i para el caso
multiterminal resulta:
Ii =
e
h
∑
j(6=i)
{−Tj,i(εF )δµi + Ti,j(εF )δµj} ,
= − e
h
[1− Ri]δµi︸ ︷︷ ︸
salen
+
e
h
∑
j(6=i)
Tijδµj︸ ︷︷ ︸
entran
. (1.7)
donde se usan las mismas aproximaciones que en 1.5 y Ri = 1−
∑
j(6=i) Tji. Esta ecuacio´n
representa el balance entre las contribuciones a la corriente de los electrones que “entran”
y que “salen” del terminal i, donde definimos a la primera como negativa. No´tese que
las definiciones de transmitancias Ti,j y reflectancia Ri evaluadas a la energ´ıa de Fermi
requieren que se excluya el caso j = i en la suma de la ecuacio´n 1.7.
Para incorporar el esp´ın en las ecuaciones de ma´s arriba basta con multiplicar por
el factor 2S las corrientes o conductancias, siempre y cuando las proyecciones de esp´ın
este´n degeneradas y desacopladas. Problemas que involucren acoplamientos esp´ın-o´rbita,
o bien campos magne´ticos o inhomogeneidades magne´ticas acoplara´n las proyecciones del
esp´ın dando origen a procesos de inversio´n de esp´ın. En este caso, el transporte no podr´ıa
ser resuelto de una manera tan sencilla, ya que cada canal de esp´ın y sus acoplamientos
debera´n ser considerados expl´ıcitamente. Por este motivo, en parte de esta tesis nos abo-
camos a tratar el problema del transporte dependiente de esp´ın para lo cual utilizamos
modelos que resultan suficientemente generales como para abordar una amplia clase de
situaciones.
1.2. Decoherencia en el transporte cua´ntico
1.2.1. Modelo de Bu¨ttiker.
Uno de los primeros modelos fenomenolo´gicos para incluir decoherencia en el trans-
porte cua´ntico fue el desarrollado por Bu¨ttiker, [B8¨6b, B8¨6a] inspirado en la formulacio´n
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Figura 1.2: Representacio´n esquema´tica de un sistema conectado a tres terminales. Dos
de ellas, L y R, actu´an como fuente y sumidero mientras que la tercera, φ, se conecta a
un volt´ımetro y no transporta corriente neta. Los electrones que ingresan al volt´ımetro
son medidos all´ı producie´ndose un colapso de su funcio´n de onda. Por tanto pierden su
correlacio´n de fase respecto de los electrones en la muestra.
de Landauer. En esta u´ltima se considera que, en los reservorios, los electrones sufren
interacciones de naturaleza irreversible. En consecuencia, los electrones que vienen de
diferentes terminales son incoherentes entre ellos y, a la inversa, cuando las part´ıculas
entran en los reservorios, eventualmente termalizan y pierden su correlacio´n de fase. Por
ello, los reservorios asociados con cada terminal son la fuente u´ltima de irreversibilidad y
decoherencia en los circuitos electro´nicos.
Siguiendo este razonamiento, Bu¨ttiker se dio cuenta de que la decoherencia puede ser
introducida mediante un terminal conectado a un volt´ımetro. De hecho, resulta razonable
que un volt´ımetro, al “medir” el nu´mero de electrones en el cable, produzca algu´n tipo de
colapso de la funcio´n de onda, lo que lleva a la decoherencia. Adicionalmente, un terminal
que conduzca a un volt´ımetro no debe transportar corriente. Esto nos asegura que un
volt´ımetro no afecta la conservacio´n de carga dentro de la muestra.
Esta idea clave puede ser fa´cilmente visualizada considerando un circuito de tres ter-
minales como en la figura 1.2. All´ı, dos terminales, la fuente L y el sumidero R, proveen
una diferencia de potencial infinitesimal δµL − δµR = eV que produce una corriente a
trave´s del sistema, mientras el tercer terminal, φ, se conecta al volt´ımetro. Las corrientes
se evalu´an usando la ecuacio´n 1.7, que, en forma matricial resulta:ILIφ
IR
 = e
h
−(TφL + TRL) TφL TRLTLφ −(TLφ + TφR) TφR
TLR TRφ −(TLR + TRφ)
δµLδµφ
δµR
 . (1.8)
La corriente a trave´s del sistema entonces se puede escribir como:
IR ≡ −IL = e
h
TRL (δµL − δµR) + e
h
TφL (δµL − δµφ) . (1.9)
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En los volt´ımetros se satisface una condicio´n de corriente nula
Iφ = 0, (1.10)
lo que permite el ca´lculo del potencial qu´ımico δµφ, resultando:
δµφ =
1
TLφ + TφR
(TφLδµL + TφRδµR) . (1.11)
Introduciendo δµφ en la ecuacio´n 1.9, obtenemos
IR ≡ e
h
T˜RL eV, (1.12)
donde
T˜RL = TRL︸︷︷︸
coherente
+
TRφTφL
TRφ + TφL︸ ︷︷ ︸
decoherente
(1.13)
es la transmitancia efectiva. El primer te´rmino es la probabilidad de que la part´ıcula viaje
(coherentemente) desde L hasta R sin sufrir ningu´n proceso decoherente en el volt´ımetro
φ. El segundo te´rmino da cuenta de aquellos electrones que escaparon hacia el canal φ y
fueron reinyectados al sistema pero sin conservar coherencia. Es importante destacar que
este modelo fenomenolo´gico no provee una interpretacio´n clara del origen de las Tiφ ni de
co´mo calcularlas.
1.2.2. Modelo D’Amato-Pastawski.
Si bien el modelo de Bu¨ttiker permite evaluar el transporte decoherente de manera
simple y transparente, la situacio´n ideal es poder evaluar las transmitancias a partir de
Hamiltonianos electro´nicos modelo que incluyan tanto la muestra como los cables y los
procesos decoherentes. Este importante paso fue dado por D’Amato y Pastawski (DP) en
1990. [DP90]
La observacio´n de D’Amato y Pastawski fue que cualquier estado electro´nico “local”
que esta´ de´bilmente acoplado a un gran nu´mero de grados de libertad del ambiente debe
decaer desde su estado inicialmente desacoplado sin involucrar efectos de memoria. Esta es
precisamente la condicio´n de validez de la regla de oro de Fermi (FGR por “Fermi golden
rule”) [Pas07] que describe, por ejemplo, el decaimiento radiativo. Recordamos que la
FGR resulta de regularizar la divergencia de una teor´ıa de perturbaciones de segundo
orden, lo que resulta en una correccio´n imaginaria Γi = ~/ (2τi) a la energ´ıa del estado no
perturbado Ei, que determina la escala temporal τi del decaimiento (ver Ape´ndice A.3).
As´ı, el decaimiento de estos estados hacia canales decoherentes se describen mediante
energ´ıas locales que tienen una componente imaginaria:
Σˆφi = −iΓφicˆ†i cˆi. (1.14)
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Aqu´ı, la correccio´n imaginaria a la energ´ıa, Γφi, representa una incerteza en la energ´ıa
asociada con los procesos de interaccio´n φ que mezclan los estados electro´nicos locales
asociados al sitio i con los grados de libertad del ambiente. Es importante resaltar que el
estado i no necesariamente representa una base local, sino que, por ejemplo, puede referirse
a un modo colectivo de una gu´ıa de ondas o tambie´n a un estado de la base de momentos.
Las incertezas en la energ´ıa debido a procesos decoherentes pueden ser estimadas para cada
proceso espec´ıfico, [CBP10] y podr´ıa no ser el mismo para cada estado i. En consecuencia,
cada sitio i puede estar sujeto a diferentes procesos de decaimiento α: aquellos asociados a
cables, α = λ, y/o aquellos relacionados con procesos decoherentes, α = φ, siendo ambos
casos indistinguibles desde el punto de vista de la ecuacio´n 1.14 (ver Ape´ndice A.2).
Dado que las energ´ıas corregidas contienen componentes imaginarias, el Hamiltoniano
efectivo resultante, Hˆeff., que incluye tanto los cables como los procesos decoherentes, es
no Hermı´tico [Rot09]:
Hˆeff. = HˆS +
∑
α
N∑
i=1
Σˆαi. (1.15)
Aqu´ı las energ´ıas propias (“self-energies”) Σαi sera´n nulas solo en aquellos sitios i no
sujetos a procesos decoherentes (α = φ) ni a escapes hacia los cables (α = λ) (ver figu-
ra 1.3). Trivialmente, si las correcciones imaginarias fueran todas homoge´neas (el mismo
valor para cada estado i), los autovalores del Hamiltoniano efectivo simplemente se cor-
rer´ıan respecto de los autovalores del Hamiltoniano no perturbado, en un desplazamiento
uniforme hacia el plano complejo. En contraste, se ha visto que las correcciones no ho-
moge´neas a las energ´ıas de sitio pueden producir una bifurcacio´n espectral no-anal´ıtica
que resulta en una transicio´n de fase en la dina´mica cua´ntica. [DBP08]
Estas correcciones a las energ´ıas de sitio o decaimientos producidos por los procesos
decoherentes, Σφi, resultan formalmente equivalentes a las asociadas a un terminal re-
al, Σλi. Sin embargo hay una diferencia substancial a tener en cuenta: la condicio´n de
conservacio´n del nu´mero de part´ıculas requiere una eventual restitucio´n o reinyeccio´n de
cualquier part´ıcula que escape. Al igual que en el modelo de Bu¨ttiker, el modelo DP trata
estas fuentes de dispersio´n decoherente como volt´ımetros “ficticios”. Esto asegura que ca-
da electro´n con energ´ıa definida que se escapa de un sitio “i” hacia un canal decoherente
es re-inyectado en el mismo sitio y con la misma energ´ıa pero sin correlacio´n de fase.
El ca´lculo desde primeros principios de las tasas (“rates”) de decaimiento de los elec-
trones hacia procesos decoherentes y su identificacio´n con el escape hacia los volt´ımetros
nos permiten obtener todas las transmitancias Tφα de la ecuacio´n 1.8. Adema´s, su natu-
raleza local da lugar a la posibilidad de incluir diversos procesos decoherentes distribuidos
en distintos lugares del sistema.
La evaluacio´n de los autovalores de la matriz Hamiltoniana H0 de un sistema cerrado
puede hacerse a partir de las divergencias de su resolvente, G0R(ε) = l´ımη→0+ [(ε+ iη) I−H0]−1 .
El ca´lculo de las transmitancias en el sistema abierto descripto por un Hamiltoniano efec-
tivo no-Hermı´tico Heff ., dado por 1.15, requiere de la funcio´n de Green retardada G
R y la
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funcio´n de Green avanzada GA definidas consecuentemente
G
R(ε) = [εI−Heff .]−1 = GA†(ε). (1.16)
Estas funciones de Green contienen toda la informacio´n de las energ´ıas y la dina´mica de
excitaciones en el sistema cua´ntico completo, incluyendo el acoplamiento a los cables y al
ambiente. Por tanto, constituyen el nu´cleo para abordar computacional y conceptualmente
el problema de transporte.
En particular, las amplitudes de transmisio´n de las excitaciones electro´nicas entre los
canales identificados con procesos α en el sitio i y procesos β en el sitio j pueden ser
evaluadas a partir de la forma generalizada de la fo´rmula de Fisher-Lee [PM01, FL81]:
tαi,βj(ε) = i2
√
Γβj(ε) G
R
j,i(ε)
√
Γαi(ε). (1.17)
Estas amplitudes de transmisio´n son el elemento esencial de la formulacio´n denominada
matriz de dispersio´n desarrollada en f´ısica nuclear y extendida a los problemas de materia
condensada. [Wei90]
Consecuentemente, las probabilidades de transmisio´n, o transmitancias, requeridas por
la formulacio´n de Landauer-Bu¨ttiker esta´n dadas por:
Tβj,αi(ε) = |tαi,βj(ε)|2 (αi 6= βj)
= 4Γβj(ε)G
R
j,i(ε)Γαi(ε)G
A
i,j(ε). (1.18)
Aqu´ı, Γαi = i(Σ
R
α,i − ΣAα,i)/2 determina la tasa de decaimiento o velocidad de escape
desde la muestra hacia el canal acoplado al sitio i debido al proceso α. 1 Por tanto una
transmitancia entre los canales de propagacio´n i y j es proporcional a la probabilidad
GRj,i(ε)G
A
i,j(ε) =
∣∣GRj,i(ε)∣∣2 de que una excitacio´n de energ´ıa ε salida del canal i llegue
hasta el canal j multiplicada por las tasas de decaimiento hacia cada uno de esos canales.
Considerando todos los ingredientes del modelo DP discutidos ma´s arriba, ya es posible
calcular la corriente total a trave´s del sitio i hacia el terminal (o proceso) α incluyendo
todos los procesos decoherentes que se deseen. Usando esto en la ecuacio´n 1.7 resulta:
Iαi =
|e|
h
(Rαi − 1)δµαi + ∑
β=L,φ
N∑
j=1
αi 6=βj
Tαi,βjδµβ,j
 . (1.19)
El conjunto de todas las ecuaciones acopladas dadas por 1.19 puede se dispuesto en una
notacio´n matricial compacta, separando los procesos asociados con los cables de los pro-
cesos decoherentes. Entonces, las corrientes hacia los cables se disponen en el vector
−→
I λ,
1Por el momento conservaremos la notacio´n de doble ı´ndice, (α, i) = (proceso, sitio). Sin embargo, con
el fin de mantener una notacio´n ma´s concisa, luego omitiremos el ı´ndice de proceso.
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Figura 1.3: Esquema de un sistema multiterminal conectado a varios terminales y
volt´ımetros, donde estos u´ltimos representan procesos decoherentes. El sistema se rep-
resentada a trave´s de un Hamiltoniano de enlace fuerte donde los sitios pueden estar
conectados a terminales de corriente o bien sufrir eventos decoherentes.
mientras que las corrientes hacia procesos decoherentes se disponen en
−→
I φ. Recordando
que
−→
I φ ≡ −→0 , obtenemos ( −→
I λ−→
0
)
=
|e|
h
T
(
δ−→µλ
δ−→µφ
)
. (1.20)
Aqu´ı, los elementos no diagonales de T son las probabilidades de transmisio´n y por lo
tanto son definidas positivas. En contraste, los elementos de la diagonal son negativos,
acorde a la ecuacio´n 1.19. La conservacio´n del nu´mero de part´ıculas se ve reflejada en que
la suma sobre los elementos de cualquier fila o columna se anula. Esta matriz tambie´n se
puede subdividir en la misma estructura de bloques:
T =
[
Tλλ Tλφ
Tφλ Tφφ
]
. (1.21)
Esta notacio´n recalca que Tλλ so´lo involucra te´rminos que conectan terminales reales, Tφφ
vincula solamente transmitancias entre canales decoherentes y finalmente, los bloques Tλφ
y Tφλ conectan cables con procesos decoherentes. Se puede usar la condicio´n de corriente
nula sobre los canales decoherentes,
−→
I φ ≡ −→0 , para calcular los potenciales qu´ımicos en
los canales decoherentes
−→
δµφ, resultando:
−→
δµφ = [−Tφφ]−1 Tφλ−→δµλ. (1.22)
Aqu´ı,
−→
δµφ provee el perfil de los potenciales qu´ımicos dentro de la muestra en cada sitio que
experimenta decoherencia. Si cada sitio representa un punto en el espacio, la ecuacio´n 1.22
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nos informa acerca de las ca´ıdas locales de potencial debido a los procesos decoherentes.
De hecho, se puede demostrar que en el l´ımite continuo y para sistemas lo suficientemente
grandes, esta ca´ıda de potencial resulta lineal en concordancia con la ley de Ohm. [DP90]
Aplicando un proceso denominado decimacio´n por bloques (ver Ape´ndice A.1), pode-
mos eliminar en la ecuacio´n 1.20 los potenciales qu´ımicos dados por 1.22, llegando a la
expresio´n para la corriente efectiva
−→
I λ =
e
h
T˜λλ
−→
δµλ. (1.23)
con lo cual, las conductancias efectivas adimensionales son los elementos no diagonales de
la matriz
T˜λλ = Tλλ + Tλφ[−Tφφ]−1Tφλ. (1.24)
Aqu´ı, el primer te´rmino representa las transmisiones coherentes mientras que el segundo,
involucra la inversio´n de una matriz de dimensio´n N ×N , donde N es el nu´mero de sitios
que sufren procesos decoherentes. Esta forma multiterminal del modelo DP converge a la
formulacio´n original para λ = {L,R}, donde podemos identificar la matriz [−Tφφ] con la
matriz W del la referencia [DP90].
1.3. Transporte cua´ntico dependiente del tiempo
Para abordar feno´menos de transporte que involucran dependencia temporal, uno
puede recurrir a la versio´n dina´mica de las ecuaciones generalizadas de Landauer-Bu¨ttiker
(GLBEs por sus siglas en ingle´s). [Pas92] En ellas, Pastawski uso´ la teor´ıa cua´ntica de
campos para obtener que pequen˜as excitaciones electro´nicas δε de un mar de Fermi,
en una aproximacio´n semicla´sica, describen dependencias temporales de la corriente en
escalas lentas t & ~/δε≫ ~/εF . [AGD63, Dan84] En esta formulacio´n, se generalizan las
expresiones de Fisher-Lee para evaluar “transmitancias retardadas por unidad de tiempo”,
Tji(t) definidas como:
Tji(t) =
∫ ∞
−∞
4Γj(ε)G
R
j,i(ε+
1
2
~ω)Γi(ε)G
A
i,j(ε− 12~ω) exp[−iωt]
dω
2π
, (1.25)
donde por simplicidad no se ha explicitado la dependencia en ε de las Tji(t). Con ellas, la
corriente en un cable i a un tiempo t, resulta
Ii(t) = − e
h
∑
j
∫ ∞
t
Tji(t
′ − t)δµi(t)dt′︸ ︷︷ ︸
salen
+
∑
j
∫ t
−∞
Tij(t− t′)δµj(t′)dt′︸ ︷︷ ︸
entran
. (1.26)
La generalizacio´n de las ecuaciones formuladas por Bu¨ttiker al re´gimen temporal resulta
obvia. Al igual que en las ecuaciones 1.3, 1.4 y 1.7, la corriente resulta de un balance entre
las contribuciones que “salen” y que “entran” del cable i. El primer te´rmino corresponde
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a la corriente que sale del cable i a un tiempo t y que llega a un tiempo (futuro) t′ a un
cable j con un coeficiente de transmisio´n Tji(t
′− t). Del mismo modo, el segundo te´rmino
de la ecuacio´n 1.26 es la corriente que llega a i habiendo sido inyectada desde un cable j
en t′ ≤ t y que tiene un coeficiente de transmisio´n por unidad de tiempo Tij(t− t′).
La ecuacio´n 1.26 puede ser simplificada en gran medida al definir la transmitancia de
paquetes con energ´ıa ε, como
Tji =
∫ ∞
t
Tji(t
′ − t)dt′, (1.27)
es decir los electrones que al tiempo t esta´n partiendo del reservorio i y que alguna vez
llegara´n al reservorio j. Esta es, de hecho, la transmitancia en el estado estacionario.
Supongamos que nuestra definicio´n algor´ıtmica de Tji(t ≥ 0) pueda extenderse para j = i
y que su integral resulte finita Tii =
∫∞
t
Tii(t
′−t)dt′. Dado que no excluimos el ı´ndice j = i
en la suma sobre los terminales en la ecuacio´n 1.26, necesitamos hacer estas definiciones:
Ri = Ri + Tii = 1−
∑
j Tji + Tii. Luego, la ecuacio´n 1.26 queda
Ii(t) = − e
h
[1−Ri]δµi(t) + e
h
∑
j
∫ t
−∞
Tij(t− t′)δµj(t′)dt′. (1.28)
Au´n usando estas simplificaciones, la resolucio´n de la ecuacio´n 1.26 requiere la memoria
de los procesos de inyeccio´n en cada cable para todos los tiempos previos a t. Esto resulta
en una integral temporal auto-consistente sobre todo el rango (−∞, t) para cada tiempo
t. As´ı, a pesar de que la ecuacio´n 1.28 provee un me´todo para evaluar el transporte
con dependencia temporal en te´rminos de los operadores de evolucio´n cua´nticos, [Pas92]
e´stas resultan complejas de calcular y costosas nume´ricamente en te´rminos de memoria
computacional.
En sistemas dependientes del tiempo, la decoherencia fue incorporada a trave´s de la
ecuacio´n 1.28 considerando algunos de los canales como procesos decoherentes, donde es-
tos satisfacen Iφ(t) ≡ 0. [Pas92] Sin embargo, como hemos mencionado, la resolucio´n de
las ecuaciones requieren el conocimiento previo de toda la historia del sistema en cada
reservorio incluyendo en este caso los adicionales canales decoherentes. As´ı, la complejidad
y el excesivo costo computacional de este procedimiento vuelve poco pra´ctica a esta for-
mulacio´n, ma´s au´n que para el caso coherente. Por lo tanto, a lo largo de esta tesis vamos
a buscar otras estrategias que nos permitan superar estas dificultades y as´ı poder abor-
dar el problema de la dina´mica del transporte de electrones cuando se incluyen eventos
decoherentes.
1.4. Organizacio´n de esta tesis
A lo largo de esta tesis se abordaron distintos aspectos del transporte cua´ntico en
presencia de eventos decoherentes buscando extender el conocimiento y las herramientas
teo´ricas acumuladas a lo largo de los an˜os en el grupo. Distintos interrogantes, que sin
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embargo esta´n ı´ntimamente relacionados, motivaron los trabajos que componen esta tesis.
Entre ellos queremos destacar:
¿Cua´l es el rol que juega la decoherencia en los procesos de transporte cua´ntico cuando
hay procesos capaces de invertir la orientacio´n de esp´ın? En particular, esta situacio´n
esta´ presente en la magnetorresistencia gigante (GMR) [Fer08, Fer11] y deber´ıa jugar un
rol en el transporte a trave´s de paredes de domino magne´tico y, consecuentemente, en el
eventual movimiento de dichas paredes inducido por las colisiones de las cargas.
¿Es posible desarrollar un me´todo de ca´lculo que permita la inclusio´n de eventos de-
coherentes directamente en la dina´mica de paquetes de onda? Dado que una evolucio´n
cua´ntica solo depende del estado en el instante anterior, esto permitir´ıa el ca´lculo del
transporte cua´ntico decoherente dependiente del tiempo de manera sencilla y computa-
cionalmente eficiente superando los demandantes requerimientos de las GLBEs para la
evaluacio´n de la memoria cua´ntica.
En un determinado sistema cua´ntico, cuando los electrones colisionan ceden cierta
cantidad de impulso induciendo fuerzas meca´nicas que ejercen su influencia sobre los
grados de libertad del sistema [BAL+12, AvO15] y es incluso esperable que estas puedan
posibilitar el disen˜o de nanomotores. Un implementacio´n de este concepto lo constituyen
los motores cua´nticos adiaba´ticos (AQM), [BMRvO13, Avr13] ¿Cua´l ser´ıa el rol de la
decoherencia en las fuerzas inducidas por corriente en un AQM?
Entender estas preguntas generales y los detalles que surgen de sus desarrollos nos
permitira´, por ejemplo:
- Comprender la transicio´n del re´gimen de transporte cua´ntico al re´gimen Ohmico
mediado por decoherencia en el contexto de la GMR.
- Recuperar el significado de la funcio´n de onda frente a la descripcio´n en te´rminos
de matriz densidad.
- Interpretar, en nuestra descripcio´n dina´mica, la decoherencia presente en el estado
estacionario como una consecuencia de la fluctuacio´n dina´mica de las energ´ıas locales.
- Comprender co´mo los feno´menos de fluctuacio´n que producen la decoherencia in-
ducen mecanismos de friccio´n adicionales en motores cua´nticos adiaba´ticos.
Esta tesis esta´ organizada de la siguiente manera:
En el cap´ıtulo 2 tratamos el problema de la conductancia cua´ntica dependiente
del esp´ın en un cable donde hay un campo magne´tico espacialmente modulado. Las
distintas proyecciones del esp´ın se representan por canales de conduccio´n indepen-
dientes que resultan acoplados por la precesio´n coherente de la proyeccio´n de esp´ın
inducida por el campo local. Este problema provee un marco adecuado para estu-
diar y comparar el transporte en el estado estacionario con la propagacio´n dina´mica
de paquetes de onda. En este cap´ıtulo, adema´s, se estudia la naturaleza de cier-
tas oscilaciones del transporte como funcio´n de la geometr´ıa de sistemas modelo
que hab´ıan sido observadas previamente, y que fueron asociadas con interferencias
de Fabry-Pe´rot,[GWJS04] reasigna´ndolas como un efecto de oscilaciones dina´micas
tipo Rabi.
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En el cap´ıtulo 3 presentamos una descripcio´n que nos permite estudiar el feno´meno
de la magnetorresistencia gigante. A trave´s del modelo DP, incorporamos procesos
decoherentes en un modelo para una va´lvula de esp´ın. All´ı, las orientaciones del
esp´ın se representan como canales de conduccio´n independientes que, sin embargo,
resultan acoplados por procesos aleatorios que revierten la direccio´n del esp´ın. Pre-
sentamos el ca´lculo de las ca´ıdas de potencial y las corrientes locales, y mostramos
que nuestros resultados son consistentes con resultados previos.
En el cap´ıtulo 4 desarrollamos e implementamos un modelo que permite incluir
decoherencia en la dina´mica de paquetes de onda. El modelo, que denominamos
corrimientos cua´nticos (“quantum drifts model”), resulta particularmente adaptable
a esquemas de transporte dependiente del tiempo en te´rminos de una funcio´n de
onda parcialmente estoca´stica, cuyas fases locales fluctu´an alrededor de la energ´ıa en
una base local. Sin embargo, este modelo no se limita u´nicamente a la conductancia
ya que mostramos que puede ser utilizado con ventajas para tratar dina´micas de
sistemas cerrados en presencia de decoherencia, tanto en problemas de una part´ıcula
como de muchas part´ıculas interactuantes. En un sistema de espines interactuantes,
la perturbacio´n se identifica naturalmente con fluctuaciones locales de la energ´ıa de
interaccio´n mutua as´ı como las debidas al ambiente local.
En el cap´ıtulo 5 nos preguntamos acerca del rol de la decoherencia en las fuerzas
inducidas por corrientes. Para abordar este problema, extendemos el modelo DP
para considerar la dina´mica de sistemas bajo reg´ımenes de movimiento adiaba´tico.
Demostramos que nuestro modelo presenta consistencia interna, requerida por el
Teorema de Fluctuacio´n-disipacio´n y las relaciones de reciprocidad de Onsager. Apli-
camos este procedimiento para el estudio del efecto de la decoherencia sobre motores
cua´nticos adiaba´ticos demostrando, en particular, que la decoherencia puede activar
la operacio´n de un motor.
En el cap´ıtulo 6 se presenta un resumen de las principales contribuciones derivadas
del trabajo de tesis. Adema´s se incluye una breve discusio´n de posibles sistemas
f´ısicos en los que podr´ıan aplicarse los me´todos desarrollados en esta tesis, as´ı como
tambie´n de potenciales ramificaciones o extensiones de las l´ıneas desarrolladas.
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Cap´ıtulo 2
Transporte dependiente de esp´ın a
trave´s de campos magne´ticos
modulados
2.1. Introduccio´n
El disen˜o y control de dispositivos modulados magne´ticamente para el transporte
electro´nico dependiente de esp´ın representa un desaf´ıo tecnolo´gico prometedor. [vFDS04]
Los dispositivos llamados espintro´nicos cambian el estado de esp´ın o filtran a los elec-
trones de acuerdo a este grado de libertad. La forma ma´s directa de controlar el trans-
porte, ma´s alla´ de los efectos de esp´ın o´rbita,[SEL03, RUB+08] es disen˜ar inhomogenei-
dades magne´ticas, las cuales se acoplan directamente con el esp´ın. Los dispositivos ma´s
prominentes son aquellos basados en el feno´meno de magnetorresistencia gigante. [Fer08,
VF93] Por otro lado, desarrollos recientes utilizan va´lvulas de esp´ın basadas en mole´cu-
las orga´nicas, [SGL+13, Ded13] y transistores de esp´ın cuasi-unidimensionales. [BDS+12,
SDR12] Ya que en esta escala molecular los efectos cua´nticos se vuelven relevantes, la
descripcio´n del transporte utiliza la idea de Landauer, de que “la conductancia es trans-
mitancia”. [IL99]
Estudios previos de transporte cua´ntico sugieren la presencia de feno´menos f´ısicos in-
teresantes. Por ejemplo, la conductancia a trave´s de nanohilos ferromagne´ticos con una
pared de dominio muestran algunas interferencias identificadas como de Fabry-Perot, que
no han sido completamente entendidas. [GWJS04, FJWS04] Adema´s, el transporte en
va´lvulas de esp´ın semiconductoras [SDR12] puede presentar reg´ımenes compatibles con el
problema de Landau-Zener. Por otro lado, el transporte cua´ntico a trave´s de inhomogenei-
dades magne´ticas se ha vuelto una herramienta prometedora en espintro´nica, donde las
diferentes escalas de tiempo y longitud au´n deben ser identificadas. En este contexto, una
descripcio´n dina´mica de los procesos de transporte mejorar´ıan la comprensio´n de estos
feno´menos.
En este cap´ıtulo consideramos una variante del modelo de Cabrera y Falicov [CF74]
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para transporte electro´nico dependiente del esp´ın a trave´s de una pared de dominio suave.
Esta variante es representativa de una amplia clase de inhomogeneidades magne´ticas.
En el modelo original, la magnetizacio´n simplemente precesa alrededor de la pared de
dominio magne´tico. Aqu´ı extendemos esta propuesta permitiendo una modulacio´n en
la intensidad del campo dentro de la pared. En efecto, diferentes ca´lculos de primeros
principios han mostrado que la magnetizacio´n neta puede verse reforzada [CYM08] o
debilitada [BSJ+06] en la regio´n donde gira debido a la pared de dominio. Esta simple
variacio´n tiene consecuencias no triviales en el transporte. Mostramos que en un re´gimen
de baja intensidad dentro de la pared, la conductancia dependiente de esp´ın puede ser
evaluada como un problema de transicio´n a trave´s de un cruce evitado, y por consiguiente
descripta por la fo´rmula de Landau-Zener. En contraste, para un re´gimen de intensidad
fuerte, encontramos interferencias bien definidas como funcio´n del ancho de la pared de
dominio, las cuales son interpretadas como oscilaciones de Rabi. Esta interpretacio´n es
confirmada por un ana´lisis de la dina´mica de paquetes de onda. Para cualquier aplicacio´n
pra´ctica de este feno´meno es imprescindible que las oscilaciones no sean particularmente
sensibles frente a procesos que ocasionan decoherencia. Es por ello que, en la seccio´n final
de este cap´ıtulo, mediante ca´lculos de estado estacionario basados en el modelo D’Amato-
Pastawski verificamos la robustez de estas oscilaciones frente a decoherencia.
2.2. Hamiltoniano de los electrones de conduccio´n
Cuando los electrones se propagan a lo largo de un alambre semiconductor o magne´tico,
su pequen˜a seccio´n eficaz produce la cuantizacio´n de su energ´ıa cine´tica a lo largo de las
dimensiones transversales, digamos y y z. Esto deja un nu´mero finito de modos transver-
sales con energ´ıas ma´s abajo del nivel de Fermi y que se asocian a los canales de conduccio´n
a lo largo del cable (direccio´n x). Por ello, la corriente que viaja a trave´s del sistema de-
ber´ıa calcularse realizando la suma sobre los pocos canales de conduccio´n. En este trabajo
vamos a analizar el transporte en uno de estos canales, donde el Hamiltoniano electro´nico
dependiente del esp´ın es [GWJS04]
Hˆ = − ~
2
2m
d2
dx2
− ~µ · ~B(x). (2.1)
El primer te´rmino es la energ´ıa cine´tica de los electrones con masa efectiva m a lo largo
de la direccio´n x. El segundo te´rmino, ana´logo a una interaccio´n Zeeman, es el acople
entre el momento magne´tico de esp´ın ~µ y el campo magne´tico efectivo en x, ~B(x). Aqu´ı,
~µ = −µB~σ, donde µB es el magneto´n de Bohr y ~σ = (σx, σy, σz) es el vector de las
matrices de Pauli. En particular, la dependencia en x de la magnitud y direccio´n de
~B(x) puede causar dispersio´n (scattering) dependiente de esp´ın. Estas inhomogeneidades
pueden ser naturales, como en paredes de dominio ferromagne´ticas, [CYM08, BSJ+06] o
generadas artificialmente como en gu´ıas de ondas magne´ticas semiconductoras. [BDS+12]
Vamos a optar por expresar nuestros resultados en el lenguaje concreto de los nanohilos
ferromagne´ticos.
2.3 Estructura electro´nica en campos magne´ticos modulados. 23
Figura 2.1: a) Energ´ıa Zeeman local no perturbada para ambas orientaciones del esp´ın.
b) Intensidad de los procesos de inversio´n de esp´ın descriptos por el para´metro V↑↓.
Estos procesos tienen su ma´xima intensidad en el interior de la pared de dominio y se
desvanecen el los dominios. Las magnitudes E↑(↓) y V↑↓ se encuentran descriptas por las
ecuaciones 2.5 y 2.6.
2.3. Estructura electro´nica en campos magne´ticos mo-
dulados.
Cabrera y Falicov describen a una pared de dominio considerando un campo magne´tico
cuya orientacio´n gira mientras se avanza a lo largo de la pared y dos canales de con-
duccio´n a lo largo de x, uno por cada proyeccio´n de esp´ın.[CF74] Nosotros generaliza-
mos esta descripcio´n al incluir una modulacio´n en la intensidad del campo. El vector
~f(x) = (fx(x), fy(x), fz(x)) = − ~B(x)/B∞, describe la forma de la pared de dominio y
B∞ es tal que se satisface
∣∣∣~f(x)∣∣∣→ 1 si x −→ ±∞. Usando el eje z como la direccio´n de
cuantizacio´n para el esp´ın,
~f(x) =
(
α/ cosh(
x
W
) , 0 , tanh(
x
W
)
)
. (2.2)
Aqu´ı, W es el semi-ancho de la pared. La asimetr´ıa en la intensidad de la modulacio´n
esta´ descripta por el para´metro α = B(0)/B∞. Obviamente, α = 1 corresponde a un cam-
po de intensidad constante que gira espacialmente dentro de la pared, lo cual corresponde
al modelo original de Cabrera y Falicov. El te´rmino Zeeman es ~µ· ~B(x) = ∆0~σ · ~f(x), donde
∆0 = µBB∞. La funcio´n de onda para un electro´n de conduccio´n tiene componentes en
ambas direcciones, |↑〉 y |↓〉, referidas al eje de cuantizacio´n paralelo al campo (direccio´n
z) en el dominio izquierdo,
|ψ(x)〉 = ϕ↑(x) |x, ↑〉+ ϕ↓(x) |x, ↓〉 . (2.3)
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Figura 2.2: Las l´ıneas so´lidas son las autoenerg´ıas locales para electrones con esp´ın
↑ y ↓ en presencia de un campo rotado localmente, que es esquematizado en la parte
superior de la figura. La intensidad del campo es a) de´bil (α < 1) o b) fuerte (α > 1)
en el centro de la pared de dominio. Las l´ıneas de guiones son las energ´ıas Zeeman no
perturbadas.
Por lo tanto, las ecuaciones que gobiernan el tuneleo (tunneling) de los electrones y la
inversio´n de esp´ın son:
− ~
2
2m
d2
dx2
ϕ↑(x) + E↑(x)ϕ↑(x) + V↑↓(x)ϕ↓(x) = εϕ↑(x)
− ~
2
2m
d2
dx2
ϕ↓(x) + E↓(x)ϕ↓(x) + V↓↑(x)ϕ↑(x) = εϕ↓(x),
(2.4)
donde ε es la energ´ıa asociada con la dina´mica en direccio´n x, identificando
µBBz(x) = E↓(x) = ∆0 tanh(
x
W
), y (2.5)
µBBx(x) = V↑↓(x) = α∆0/ cosh(
x
W
). (2.6)
Las energ´ıas de los estados de esp´ın, identificadas como energ´ıas Zeeman, cumplen E↓(x) =
−E↑(x). Por tanto, e´stas presentan un cruce en el centro de la pared ya que E↓(x = 0)
= E↑(x = 0) = 0, como puede verse en la figura 2.1 a). El acople entre espines, V↑↓ =
V↓↑, se desvanece en los dominios mientras que toma su valor ma´ximo en en centro de
la pared, V↑↓(x = 0) = α∆0, como se ilustra en la figura 2.1 b). All´ı, los estados de
esp´ın se mezclan debido a V↑↓(x) mientras el electro´n se mueve a trave´s de la pared. En
consecuencia, el cruce se convierte en un cruce evitado donde la separacio´n de las energ´ıas
de los autoestados locales esta´ dada por 2V↑↓(x = 0) (ver figura 2.2).
2.4. Conductancia
Para evaluar la conductancia cua´ntica utilizaremos el formalismo de Landauer-Bu¨ttik-
er multiterminal descripto en el cap´ıtulo anterior. Las diferentes conductancias esta´n dadas
por las transmitancias entre estados de momento y esp´ın definido en los contactos. En
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Figura 2.3: Representacio´n esquema´tica del Hamiltoniano en un modelo de enlaces
fuertes (tight-binding). Cada una de las cadenas representa un estado de esp´ın, |↑〉 o´ |↓〉,
cuya energ´ıa Zeeman local depende de la posicio´n x. Los “peldan˜os” de la escalera son
las amplitudes de los procesos de inversio´n de esp´ın V↑↓. El ancho efectivo de la pared de
dominio, 2W , determina el paso de rotacio´n de la escalera. Una incerteza en la energ´ıa
local Γφ debida a los procesos decoherentes produce un escape del haz coherente que se
compensa localmente por una reinyeccio´n incoherente (ver seccio´n 2.7). (La variacio´n
del taman˜o de los sitios, as´ı como la inclinacio´n de las l´ıneas de conexio´n entre cadenas,
es a efectos meramente art´ısticos.)
una representacio´n de enlace fuerte (tight-binding), [PM01] la coordenada espacial toma
valores discretos xn en una grilla de unidad a. Cada sitio en la grilla tiene una funcio´n de
onda localizada |n〉 , que llamaremos el orbital n − e´simo, como en un esquema LCAO.
Cada orbital tiene una energ´ıa dada por el potencial local Es(xn) = En,s, donde s es
el ı´ndice de esp´ın y toma valores ↑ o ↓, y el campo transverso da V↑↓(xn) = Vn,↑↓. Una
funcio´n de onda con esp´ın definido puede ser escrita en te´rminos de una suma discreta
|ϕs〉 →
∑
n
un,s |n, s〉 , (2.7)
donde, de acuerdo con 2.4, las amplitudes de los orbitales un,s deben satisfacer,
−V [un+1,↑ − 2un,↑ + un−1,↑] + En,↑un,↑εun,↑ + En,↑un,↑ + Vn,↑↓un+1,↓ = εun,↑
−V [un+1,↓ − 2un,↓ + un−1,↓] + En,↓un,↓εun,↑ + En,↑un,↑ + Vn,↑↓un+1,↑ = εun,↓.
(2.8)
La unidad de energ´ıa esta´ dada por el valor del para´metro de salto (hopping) V =
~2/(2ma2). Vamos a considerar energ´ıas cercanas al centro de banda (ε ≃ 2V ). Un es-
quema de enlace fuerte que representa este problema se muestra en la figura 2.3. Cada
orientacio´n de esp´ın esta´ representada por una cadena con nu´mero de orbitales N ≫ 1
que comprende la pared de dominio por completo. Los ı´ndices L y R corresponden a sitios
ubicados sime´tricamente a la izquierda y la derecha de la pared de dominio y satisfacen
(R − L)a = Na ≫ W . Luego En,s ≡ EL,s = ±∆0 para n ≤ L y En,s ≡ ER,s = ∓∆0 para
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n ≥ R. Dado que lejos de la pared de dominio V↑↓ ≡ 0, los autovalores asinto´ticos con
vector de onda k, son
εk,s = ±∆0 + 2V − 2V cos (ka) . (2.9)
En la regio´n de la pared, ambas orientaciones de esp´ın se acoplan debido a la componente
perpendicular del campo magne´tico, representada por el para´metro de salto Vn,↑↓.
Los dominios magne´ticos, que actu´an como contactos, son descriptos mediante un
procedimiento de renormalizacio´n (ver Ape´ndice A.2). [LPD90, PM01] En un sistema
abierto, esto nos da un Hamiltoniano efectivo no Hermı´tico [Pas07]
HˆT = Hˆ + Σˆ, (2.10)
donde
Σˆ(ε) = ΣL↑(ε) |L ↑〉 〈L ↑|+ ΣL↓(ε) |L ↓〉 〈L ↓|
+ ΣR↑(ε) |R ↑〉 〈R ↑|+ ΣR↓(ε) |R ↓〉 〈R ↓| . (2.11)
Σj son las self-energies que satisfacen la ecuacio´n de Dyson en los dominios magne´ticos:
Σj(ε) =
V 2
ε−Ej − Σj(ε) = ReΣj(ε)− iΓj (ε) (2.12)
≃ −iΓj , en el centro de banda. (2.13)
El doble sub´ındice esp´ın-orbital j = L ↑, L ↓, R ↑ o R ↓ indica el canal izquierdo (L) o el
derecho (R) dentro de los dominios magne´ticos con la orientacio´n de esp´ın correspondiente.
2aΓj/~ es la velocidad de grupo en los canales de esp´ın j conectados a cada orbital a los
lados, es decir L ↑, L ↓, R ↑ y R ↓ en un circuito de cuatro terminales.
A trave´s del Hamiltoniano HˆT obtenemos las funciones de Green retardada y avanzada:
GˆR(ε) = l´ımη→0+
(
ε+ iη − HˆT
)−1
y GˆA = GˆR†, respectivamente. Luego, la transmitancia
se obtienen a partir de la fo´rmula de Fisher y Lee 1.18 que, en esta representacio´n de
enlace fuerte resulta [PM01, FL81, Dat95]
Tij(ε) = 2Γi(ε)
∣∣GRij(ε)∣∣2 2Γj(ε), (2.14)
donde i, j = L ↑, L ↓, R ↑, R ↓, siendo j el canal de entrada y i el de salida. Cuando
evaluamos el transporte entre canales de esp´ın que corresponden a proyecciones de esp´ın
opuestas en lados contrarios de la pared le llamaremos transmitancias de inversio´n de
esp´ın (spin-flip) denota´ndolas con T↓↑.
2.5. Transporte a trave´s de una modulacio´n de´bil: el
problema de Landau-Zener
En la ecuacio´n 2.4 se evidencia que V↑↓ es responsable de la mezcla de las orienta-
ciones de esp´ın. Aunque V↑↓(x) se anula en los dominios, podemos considerar que resulta
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Figura 2.4: Esquema de las autoenerg´ıas de un sistema de dos niveles, |↑〉 y |↓〉, en
funcio´n del para´metro dina´mico, 〈x〉 = vt, que controla la transisio´n de Landau-Zener.
Los niveles de energ´ıa muestran un cruce evitado debido a la presencia de una pertur-
bacio´n que acopla los estados. Las energ´ıas en ausencia de la perturbacio´n se muestran
con l´ıneas de guio´n. La energ´ıa y la coordenada tienen dimensiones arbitrarias.
aproximadamente constante en el centro de la pared de dominio. Adicionalmente, E↑ y
E↓ dan cuenta de la energ´ıa Zeeman en el referencial de laboratorio y tienen el sentido
de potenciales efectivos para aquellos electrones cuyo esp´ın este´ orientado en la direccio´n
del campo. Mientras en los dominios E↑ − E↓ = 2∆0, que corresponde al valor del des-
doblamiento Zeeman, en el centro de la pared de dominio ambas energ´ıas se interceptan,
E↑ = E↓ = 0.
Considere un paquete de ondas que representa la funcio´n de onda del electro´n, con una
dada proyeccio´n de esp´ın y que se mueve con momento definido hacia la pared de dominio.
Su posicio´n media resulta proporcional al tiempo transcurrido 〈x(t)〉 ≡ x ≃ vF t. La
energ´ıa potencial media, que depende del esp´ın, cambiara´ acorde el paquete se traslada a
lo largo de la pared, situacio´n en la que el te´rmino V↑↓ comienza a invertir las orientaciones
de esp´ın. Dichas energ´ıas potenciales se pueden identificar como las energ´ıas dependientes
del tiempo del sistema de dos niveles en un problema de Landau-Zener.[Zen32]
El problema de Landau-Zener consiste en un sistema de dos niveles, donde sus en-
erg´ıas no perturbadas tienen un cruce y un te´rmino adicional constante (no diagonal) en
el Hamiltoniano que acopla ambos estados. La regio´n donde los estados deber´ıan estar
degenerados se convierte en un cruce evitado debido a la perturbacio´n, como se muestra
en la la figura 2.4. Consideremos un estado de esp´ın inicialmente preparado en ↑ del lado
izquierdo del cruce. Si x se incrementa con el tiempo barriendo las energ´ıas a trave´s del
cruce evitado, entonces ¿cua´l sera´ el estado de esp´ın en que el sistema emerge del lado
derecho? La fo´rmula de Landau-Zener describe esta transicio´n entre dos estados que son
barridos a trave´s del cruce evitado para el caso ma´s simple, en que las energ´ıas var´ıan
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linealmente con x, y por ende, con el tiempo.
En la figura 2.4 se muestra el diagrama de energ´ıas en la regio´n de la pared de dominio.
La comparacio´n entre este diagrama y los niveles Zeeman, en la figura 2.2a), evidencia la
analog´ıa entre el problema de Landau-Zener y el re´gimen α < 1. Luego, la probabilidad
de salir en el estado |↓〉 a la derecha dado que inicialmente el estado a la izquierda era |↑〉
esta´ dada por la fo´rmula de Landau Zener,
P↓↑ = 1− exp
(
−2π
~
|V↑↓|2
(dE(0)/dt)
)
. (2.15)
Aqu´ı podemos usar E(x) = E↑(x) − E↓(x) y x ≃ vF t para evaluar la derivada. Es evi-
dente que el comportamiento en el cruce evitado depende de las pendientes de los niveles
de energ´ıa y tambie´n de la tasa en que x cambia en el tiempo comparada con V↑↓. As´ı,
el “para´metro de adiabaticidad”, 2π |V↑↓|2 /(~dE/dt), describe una transicio´n completa-
mente adiaba´tica si es mucho mayor a la unidad, dando como resultado P↓↑ . 1, mientras
que el l´ımite opuesto es un proceso diaba´tico donde P↓↑ & 0.
Vamos a considerar un paquete de ondas con εF ≫ ∆0 y vF (x) ≃ 2aV/~. Luego, el
tiempo de tra´nsito a trave´s de la pared es τW = 2W/vF . El cruce del paquete de ondas a
trave´s de la barrera puede ser identificado con el problema de Landau Zener identificando
dE
dt
=
dE
dx
dx
dt
≃ 2∆0
W
vF , (2.16)
donde E(x) se calcula como en la fo´rmula de Landau-Zener, con E↑ y E↓ obtenidos de
la ecuacio´n 2.5. Entonces, el para´metro de adiabaticidad resulta π (a/W ) |V↑↓|2 / (∆0V ) ,
donde V↑↓ = α∆0. Elegiremos controlar la adiabaticidad del cruce a trave´s del semi-ancho
de la pared, W .
2.5.1. Resultados nume´ricos del transporte de estado estacionario.
Vamos a utilizar la fo´rmula de Fisher-Lee 2.14 para evaluar la transmitancia depen-
diente de esp´ın, T↓↑, que describe los procesos de inversio´n de esp´ın. En la figura 2.5 se
compara T↓↑ con la probabilidad de transmisio´n de inversio´n de esp´ın del problema de
Landau-Zener en funcio´n del para´metro W . Se muestran cuatro diferentes paredes de do-
minio caracterizadas por modulaciones del campo magne´tico α = 0,5, 1, 3 y 5. En
todos los casos consideramos ∆0 = 0,1 y V = 1.
Los dos paneles superiores de la figura 2.5 pueden ser asociados al re´gimen α ≤ 1. En el
centro de la pared de dominio consideramos los casos V↑↓(x)|x=0 = V ma´x↑↓ = 0,5∆0 y V ma´x↑↓ =
1∆0. Si la pared es abrupta, W ≃ 0, los electrones mantienen su orientacio´n de esp´ın
inicial, por lo que T↓↑ ≃ 0. Como veremos en el cap´ıtulo posterior, esta situacio´n coincide
con el re´gimen donde surge la magnetorresistencia gigante en los dispositivos de va´lvula
de esp´ın.[Fer08] Por otro lado, si la pared es suficientemente ancha, los electrones tienden
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Figura 2.5: La transmitancia T↓↑ en funcio´n del semiancho de la pared, W , para α =
0,5, 1, 3 y 5. La energ´ıa se mide en unidades de V , el desdoblamiento Zeeman es
2∆0 = 0,2V y V↑↓ = α∆0. Las probabilidades de transicio´n de Landau-Zener PLZ se
muestran con l´ıneas de guiones.
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a invertir su orientacio´n de esp´ın, por lo que T↓↑ ≃ 1. Considerando la dependencia general
en W para el re´gimen α ≤ 1, se aprecia que hay una razonable correspondencia entre la
transmitancia y la probabilidad de Landau-Zener que mejora cuanto menor se vuelve α.
Au´n cuando hay pequen˜as discrepancias, estas pueden ser atribuidas a la complejidad
inherente a nuestro problema. En particular, el te´rmino de mezcla de esp´ın V↑↓ se activa
gradualmente mientras los niveles se vuelven degenerados en el centro de la pared, lo que
excede la simplicidad del modelo de Landau-Zener.
Los paneles inferiores de la figura 2.5 corresponden al re´gimen α > 1, con V ma´x↑↓ =
3∆0 y V
ma´x
↑↓ = 5∆0. En ambos casos las transmitancias muestran oscilaciones en funcio´n
del ancho de la barrera. Podr´ıa pensarse que interferencias del tipo Fabry-Pe´rot toman
relevancia en este problema, como en el caso de la ref. [GWJS04]. Sin embargo, all´ı se
consideran paredes de dominio modeladas con potenciales de derivadas discontinuas, por
lo que las interferencias de Fabry-Perot que reportan estar´ıan justificadas. Sin embargo,
aqu´ı consideramos un problema de alta energ´ıa con barreras de potencial suaves, por lo
que siempre resulta T↓↑+T↑↑ . 1 y las reflectancias son aproximadamente cero. Es por eso
que aqu´ı descartamos las interferencias de Fabry-Pe´rot como el mecanismo responsable de
las oscilaciones observadas. En su lugar, el te´rmino V↑↓ deber´ıa causar oscilaciones entre
los estados |↑〉 y |↓〉 mientras el electro´n se mueve a trave´s de la pared, lo cual resultar´ıa
consistente con el hecho de que el esp´ın de los electrones experimenta una precesio´n
alrededor del campo local. Esto es conocido como precesio´n de Larmor en el contexto de
espines semicla´sicos y como oscilacio´n de Rabi para un esp´ın 1/2. 1
Este re´gimen π (a/W ) |V↑↓|2 / (∆0V ) . 1, contrasta con la transicio´n adiaba´tica donde
el esp´ın del electro´n simplemente permanece alineado con el campo magne´tico local mien-
tras cruza la pared. Sin embargo, ya que ambas paredes son suaves, la frecuencia de
oscilacio´n var´ıa continuamente y por lo tanto no es obvio que oscilaciones de Rabi bien
definidas puedan aparecer.
2.6. Transporte a trave´s de una modulacio´n fuerte:
interferencias como oscilaciones de Rabi
Dentro de la pared, las energ´ıas Zeeman en el sistema de referencia de laboratorio se en-
cuentran degeneradas mientras el acople V↑↓(x) toma su ma´ximo valor V↑↓ = V↑↓(x)|x=0 =
α∆0. Localmente, esto podr´ıa ser visto como un sistema de dos niveles que experimenta
1En el libro de C. Cohen-Tannoudji, G. Grynberg, and J. Dupont-Roc, Atom-Photon Interactions:
Basic Processes and Applications (Wiley, New York, 1992), en el cap´ıtulo I se definen las oscilaciones
de Rabi como aquellas que ocurren entre dos estados degenerados bajo la accio´n de una perturbacio´n
constante que los acopla. En o´ptica cua´ntica, ahora es usual llamar “oscilaciones de Rabi” a aquellas que
aparecen cuando dos niveles no degenerados son irradiados en resonancia. Esto se debe a que este u´ltimo
caso se reduce al primero. Sin embargo, con “oscilaciones de Rabi” nosotros nos referiremos al primer
caso.
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su dina´mica t´ıpica, las oscilaciones de Rabi, caracterizadas por un per´ıodo
τR =
π~
V↑↓
. (2.17)
Por esto, la distancia que el electro´n avanza durante el ciclo de Rabi es
LR = τRvF = 2
πaV
α∆0
, (2.18)
donde la velocidad de Fermi es vF ≃ 2aV/~.
Vamos a analizar las transmitancias de inversio´n de esp´ın en te´rminos de las escalas
de longitud estimadas anteriormente. En el caso de los dos paneles superiores de la figura
2.5, α = 0,5 y α = 1, las oscilaciones de Rabi tendr´ıan, de acuerdo a la ecuacio´n 2.18,
longitudes caracter´ısticas de LR ≃ 125,6a y LR ≃ 62,8a respectivamente. Estas resul-
tan mucho ma´s largas que el ancho de la pared necesario para una inversio´n de esp´ın
adiaba´tica. Luego, resulta razonable la ausencia de oscilaciones y as´ı la validez de la
fo´rmula de Landau-Zener.
En contraste, en los casos α = 3 y α = 5, mostrados en los paneles inferiores, las
transmitancias de inversio´n de esp´ın presentan oscilaciones con longitudes caracter´ısticas
LN ≃ 8a y LN ≃ 4a, respectivamente. De acuerdo a nuestra hipo´tesis de transmitancias
moduladas por oscilaciones de Rabi, el espaciamiento entre dos mı´nimos locales conse-
cutivos debe ser L ≃ 10,5a y L ≃ 6,3a, respectivamente. La discrepancia entre nuestra
estimacio´n preliminar y los resultados nume´ricos podr´ıa ser justificada por el hecho de
que la longitud recorrida durante un ciclo de Rabi no es una magnitud perfectamente
definida en nuestro modelo de paredes de dominio suaves. Esto ocurre porque V↑↓, y por
consiguiente los per´ıodos involucrados, cambian acorde a la posicio´n del electro´n dentro
de la barrera. Esta dificultad en la identificacio´n de los para´metros efectivos del sistema
no nos permite confirmar la hipo´tesis de las oscilaciones de Rabi. A los efectos de obtener
una inequ´ıvoca verificacio´n de las mismas, analizaremos expl´ıcitamente la dina´mica de los
electrones en este problema.
2.6.1. Resultados de la dina´mica
Para confirmar la hipo´tesis de las oscilaciones de Rabi, analizamos la evolucio´n dina´mi-
ca del esp´ın del electro´n implementando un algoritmo unitario basado en la aproximacio´n
de Trotter (ver Ape´ndice B).[DR96] Consideramos un paquete de ondas inicial Gaussiano
con esp´ın |↑〉 y un momento bien definido en el centro de banda. Esta u´ltima condicio´n evi-
ta efectos no deseados de difusio´n o ensanchamiento del paquete de ondas. Esta condicio´n
esta´ garantizada por la linealidad de la relacio´n de dispersio´n 2.9 alrededor del centro
de banda, k ≃ π/(2a), donde a diferentes energ´ıas del paquete de onda corresponden
velocidades de grupo similares.
Durante el tra´nsito del electro´n a trave´s de la pared, la proyeccio´n de esp´ın intenta
seguir el campo magne´tico y por lo tanto, la proyeccio´n final depende de W . En la figura
32 Transporte dependiente de esp´ın a trave´s de campos magne´ticos modulados
-40 -20 0 20 40
150
175
200
R=6.3 /V
>1
 
-40 -20 0 20 40
150
175
200
Posición x [a]
Ti
em
po
 [
/V
]
0.000
0.005
0.010
0.015
0.020
0.025
0.027
R
P
¯­
P
­­
LR 12.6 a
Figura 2.6: Probabilidad (en escala de color) para (panel superior) una orientacio´n
de esp´ın ↓, (panel inferior) una orientacio´n ↑ en funcio´n del tiempo y de la posicio´n,
dado que inicialmente el electro´n parte desde la izquierda con esp´ın ↑ y se mueve con
velocidad de Fermi vF = 2aV/~. Aqu´ı, ∆0 = 0,1V , W = 8a y α = 5. El punto
medio de la pared se ubica en x = 0a. La oscilacio´n en la probabilidad confirma que se
desarrollan las oscilaciones de Rabi entre ambos estados de esp´ın. Las l´ıneas vertical y
horizontal punteadas se cortan en los ma´ximos y los m´ınimos de las oscilaciones, a partir
de los cuales se infieren las magnitudes del per´ıodo y la longitud caracter´ıstica de las
oscilaciones. Estos coinciden con lo predicho por las ecuaciones 2.17 y 2.18, τR = 6,3~/V
y LR = 12,6a como se muestra por las flechas blancas.
2.6 se muestran las densidades de probabilidad P↓↑(x, t) y P↑↑(x, t) para α = 5. Aqu´ı, el
segundo sub´ındice representa el esp´ın inicial mientras que el primero indica la proyeccio´n
final. El panel superior muestra la probabilidad de que el paquete se encuentre con la
proyeccio´n de esp´ın |↑〉 mientras que el panel inferior, para esp´ın |↓〉. El desdoblamiento
Zeeman en los dominios es 2∆0, donde ∆0 = 0,1V . El centro de la pared se ubica en
x = 0a y su ancho es 2W = 16a, lo que implica que su para´metro de adiabaticidad es
de aproximadamente 1. De acuerdo con la figura 2.5, este valor de W asegura algunas
oscilaciones en la transmitancia. El gra´fico de intensidad es consistente con el hecho de que
a medida que el electro´n se mueve en la regio´n de la pared, la probabilidad de encontrar
al electro´n con esp´ın |↑〉 decrece en la medida en que el esp´ın complementario, |↓〉, se
incrementa. Posteriormente, se produce un incremento en la probabilidad del esp´ın |↑〉
mientras mientras que decrece la probabilidad del esp´ın |↓〉. Este ciclo se repite hasta
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Figura 2.7: Probabilidad (en escala de color) para (panel superior) una orientacio´n de
esp´ın ↓, (panel inferior) una orientacio´n ↑ en funcio´n del tiempo y de la posicio´n, para
∆0 = 0,1V , W = 8a y α = 0,5. Las l´ıneas punteadas indican el ancho efectivo de la
pared, 2W . Las oscilaciones de Rabi no se desarrollan.
que el paquete alcanza el final de la pared de dominio. Las longitudes caracter´ısticas y
per´ıodos observados para esta oscilacio´n esta´n en completo acuerdo con los dados por las
ecuaciones 2.17 y 2.18, τR = 6,3~/V y LR = 12,6a respectivamente. Estas se muestran
en la figura 2.6. Por tanto, verificamos que esta oscilacio´n entre las proyecciones de esp´ın
corresponde a las oscilaciones de Rabi.
El mismo ana´lisis dina´mico se realiza para una pared de α = 0,5, como se muestra en la
figura 2.7. Este valor de α, junto con 2W = 16a, implica un para´metro de adiabaticidad de
alrededor de 0,01. Nuevamente, el estado final |ϕR〉 del lado derecho, despue´s de atravesar
la pared de dominio, es una superposicio´n de las dos proyecciones de esp´ın. La probabilidad
de encontrar el estado |↓〉 es consistente con la transmitancia mostrada en la figura 2.5
y la prediccio´n de Landau-Zener: T↓↑ ≡ |〈↓ |ϕR〉|2 = P↓↑ y T↑↑ = |〈↑ |φR〉|2 = P↑↑ ≃
1 − T↓↑. Como consecuencia de la suavidad de la pared no hay reflexiones significativas.
A diferencia del caso α = 5 las oscilaciones no se desarrollan.
Mientras aqu´ı hemos analizado simplemente un u´nico vector de estado, considerar un
cable meta´lico nos llevar´ıa a involucrar una integral hasta la energ´ıa de Fermi sobre canales
transversales equivalentes a aquellos descriptos aqu´ı. Esto podr´ıa difuminar el efecto de
las oscilaciones de Rabi y se necesitar´ıa un disen˜o apropiado para superar tal dificultad.
Sin embargo, en gu´ıas de onda magne´ticas semiconductoras[SDR12] el rol relevante de la
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cuantizacio´n lateral hace que nuestro modelo pueda ser considerado como una descripcio´n
realista.
2.7. Rol de la decoherencia
Aqu´ı vamos a usar el modelo D’Amato-Pastawski para verificar la estabilidad de los
efectos de interferencia ya discutidos frente a decoherencia. Consideraremos que los pro-
cesos decoherentes afectan a los electrones sin preferencia por alguna proyeccio´n del esp´ın.
En consecuencia, resolveremos el problema de transporte en una regio´n finita que con-
tiene la pared de dominio, considerando que los electrones sufren la misma tasa (rate) de
decoherencia 1/τφ = 2Γφ/~.
Los ca´lculos son realizados mediante un modelo de enlace fuerte, como se introdujo
en la Seccio´n 2.4. Las energ´ıas propias (self-energies) imaginarias,
Σˆφ =
∑
n,s
−iΓφ |n, s〉 〈n, s| , (2.19)
que se encuentran en el Hamiltoniano efectivo, describen procesos (canales) decoherentes
asociados a cada esp´ın-orbital. Luego, las transmitancias Ti,j entre cada par de canales
decoherentes se obtienen a partir de la fo´rmula de Fisher-Lee 2.14, donde i = (n, s) y
j = (n′, s′) son ı´ndices esp´ın-orbital asociados con cada canal decoherente. Adaptando
la estrategia del modelo DP multiterminal a este Hamiltoniano dependiente del esp´ın,
se evalu´an las transmitancias efectivas T˜↓↑. Para ello es necesario definir la matriz de
transmitancias de la ecuacio´n 1.21:
W = −T =

1− R1,1 −T1,2 · · · −T1,2N
−T2,1 1− R2,2 · · · −T2,2N
...
...
. . .
...
−T2N,1 −T2N,2 · · · 1− R2N,2N
 . (2.20)
Como hemos discutido, el te´rmino diagonal i-e´simo de W suma todas las posibles trans-
mitancias. En nuestro problema, estas transmitancias comprenden los canales de esp´ın a
la izquierda y derecha, quedando 2N − 1 canales internos de decoherencia, es decir,
1−Ri,i = TL↑,i + TL↓,i + TR↑,i + TR↓,i +
2N∑
j(6=i)
Tj,i. (2.21)
Luego, la conductancia adimensional resulta:
T˜↓↑ = T↓↑ +
2N∑
i
2N∑
j
T↓,i
[
W
−1]
i,j
Tj,↑ . (2.22)
Esta transmitancia efectiva incluye, en el primer te´rmino, la contribucio´n de los elec-
trones que no han experimentado ningu´n proceso decoherente, mientras que el segundo
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Figura 2.8: Transmitancia normalizada T˜↓↑/T˜ma´x en funcio´n del semi-ancho de la pared,
W , para diferentes tasas de decoherencia, caracterizadas por el camino libre medio
Lφ = 5a, 50a y∞, con Tma´x = 0,15, 0,66 y 1,0, respectivamente. El sistema considerado
aqu´ı se caracteriza por una longitud de 500a, ∆0 = 0,1V , α = 5 y ε = εF .
te´rmino comprende todos aquellos caminos que han experimentado al menos un proceso
decoherente, donde el primero ocurrio´ en el sitio (esp´ın-orbital) j.
En la figura 2.8 se muestran las transmitancias de inversio´n de esp´ın, T˜↓↑, en funcio´n
del semi-ancho W de la pared normalizado respecto a T˜ma´x ., la amplitud del primer pico.
En la figura 2.8 se superponen diferentes valores del camino libre medio, Lφ = vF τφ. Au´n
cuando no consideramos procesos decoherentes de mayor intensidad, para Lφ = 5a el
primer pico de transmitancia efectiva toma un valor tan bajo como T˜↓↑ = 0,15. Luego,
la normalizacio´n con el ma´ximo de la transmitancia hace ma´s fa´cil la visualizacio´n del
contraste, que relaciona los ma´ximos y mı´nimos de una oscilacio´n como 1− T˜mı´n ./T˜ma´x ..
Un buen contraste en las oscilaciones ser´ıa un requerimiento natural para el disen˜o de
dispositivos de interferencia que aprovechen estos mecanismos.
Una condicio´n favorable para el re´gimen estudiado es que el per´ıodo de la oscilacio´n no
depende apreciablemente de la intensidad de los procesos decoherentes. Sin embargo, este
resultado no se aplica a otras situaciones, como ocurre en sistemas oscilatorios,[Pas07]
donde la frecuencia de oscilacio´n colapsa cr´ıticamente cuando la decoherencia se incre-
menta. Tales situaciones requieren que el tiempo de decoherencia τφ sea menor que el
per´ıodo de la oscilacio´n de Rabi τR. En el cap´ıtulo siguiente explotaremos este re´gimen
para suprimir las oscilaciones coherentes.
Un resultado notable es que el contraste permanece so´lo de´bilmente afectado por el
incremento de decoherencia. Esto se mantiene, al menos hasta que el camino libre medio
es del orden de la longitud recorrida por el electro´n en un per´ıodo de la oscilacio´n de
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Rabi. Un electro´n que sufre un proceso decoherente mientras tiene una proyeccio´n de
esp´ın determinada (Pσ,σ′ ≃ 1, σ, σ′ =↑, ↓) retoma la oscilacio´n de Rabi principalmente en
fase con el haz coherente. Esto se debe a que si la probabilidad se encuentra localizada
en esp´ın, un proceso decoherente actu´a como una fase global, por lo que en realidad no
lo afecta. Esta idea se discute en mayor detalle en el cap´ıtulo 4. Luego, la mayor´ıa de los
electrones que cruzan la pared pueden contribuir a la oscilacio´n general.
2.8. Conclusio´n
En este cap´ıtulo exploramos los feno´menos cua´nticos asociados al transporte depen-
diente del esp´ın en presencia de una inhomogeneidad magne´tica suave, tal como una
pared de dominio en un hilo ferromagne´tico. Para este propo´sito, extendimos el modelo
de Cabrera-Falicov al considerar modulaciones en la intensidad del campo magne´tico en
la pared de dominio. Sin embargo, la f´ısica que se presenta aqu´ı no esta´ restringida so´lo
a este caso. En efecto, nuestros resultados y estrategias son aun va´lidas para otras situa-
ciones, tal como estructuras semiconductoras moduladas magne´ticamente. [BDS+12] En
este caso, las modulaciones espectrales son descriptas por variantes de la ecuacio´n 2.4.
En la ref. [SDR12] se presenta una situacio´n que podemos identificar con nuestro re´gimen
α < 1 para un transistor de esp´ın basado en campos magne´ticos modulados en forma
helicoidal.
Mostramos que, para α ≤ 1, el transporte dependiente de esp´ın a trave´s de la regio´n
de la modulacio´n magne´tica es razonablemente descripto por la fo´rmula de Landau-Zener
cuando la perturbacio´n satisface α ≪ 1. Esta se aplica al re´gimen dina´mico completo,
desde los cruces diaba´ticos hasta los completamente adiaba´ticos. El problema de Landau-
Zener fue originalmente resuelto para un sistema de dos niveles que experimenta una
variacio´n lineal en sus energ´ıas en funcio´n del tiempo de modo que presenta un cruce
evitado. Con nuestro modelo hemos demostrado que es posible establecer una asociacio´n
directa entre el problema de Landau-Zener y el problema de transporte de estado esta-
cionario, donde el esp´ın juega el rol de los dos niveles. La dina´mica de los electrones
queda plasmada en variables como la velocidad de Fermi, mientras que la adiabaticidad
del cruce, en el ancho de la pared de dominio.
Para α > 1, encontramos que la conductancia tiene interferencias cua´nticas que se
manifiestan como oscilaciones en funcio´n del ancho de la pared, las cuales no pueden ser
interpretadas como interferencias de Fabry-Perot. Al realizar un estudio dina´mico de los
procesos de cruce, mostramos que un paquete de ondas polarizado en esp´ın que se propaga
a trave´s de la pared puede ser visto como un sistema de dos niveles experimentando oscila-
ciones de Rabi. Adema´s, verificamos que las oscilaciones de Rabi no son particularmente
sensibles a una intensidad razonable de decoherencia, que es cuantificada mediante la lon-
gitud de decoherencia Lφ. Para este propo´sito adaptamos el modelo D’Amato-Pastawski
[DP90] para tratar con procesos decoherentes dependientes del esp´ın.
Esto sienta las bases para generalizar el modelo con el objetivo de realizar ca´lculos
ma´s realistas para la magneto-conductancia que incluyan la decoherencia dependiente del
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esp´ın. Las corrientes y ca´ıdas de potencial locales dependientes del esp´ın a trave´s de la
regio´n afectada por decoherencia son cantidades de intere´s que podr´ıan ser obtenidas en
la misma operacio´n. [Cat12, Pas92] En esta l´ınea, uno deber´ıa ser capaz de recuperar la
descripcio´n para el feno´meno de la magnetorresistencia propuesta por Fert y colaboradores
al alcanzar un l´ımite semicla´sico.[Fer08] Ma´s au´n, uno podr´ıa extender tal descripcio´n para
abarcar situaciones donde las interferencias cua´nticas no son completamente suprimidas
sino que juegan un papel relevante.
Un esquema experimental posible para probar nuestros resultados en todos los reg´ımenes
podr´ıa ser las gu´ıas de onda semiconductoras lineales en presencia de un campo magne´tico
modulado espacialmente.[BDS+12] En tal caso, unos pocos canales de conduccio´n se ha-
bilitan por una compuerta de voltaje que adema´s controlar´ıa la longitud de onda de los
portadores.
Finalmente, la descripcio´n dina´mica del problema de transporte como se presenta
aqu´ı puede resultar u´til para el problema inverso, es decir, evaluar la dina´mica de una
pared de dominio frente a corrientes ele´ctricas pulsadas. Esto puede extender el intere´s
de nuestra estrategia al estudio de un problema de actual intere´s, memorias basadas en
el movimiento de paredes de dominio magne´ticas trasladadas por corrientes ele´ctricas en
hilos magne´ticos en una dimensio´n.[THJ+07]
En resumen, para el re´gimen perturbativo (α < 1), probamos una coneccio´n definida
entre transporte dependiente del esp´ın en el estado estacionario a trave´s de una modu-
lacio´n magne´tica y el problema dina´mico de Landau-Zener. En el re´gimen de perturbacio´n
fuerte (α > 1), mostramos que la conductancia en el estado estacionario presenta inter-
ferencias. Recurriendo a ca´lculos de dina´mica de paquetes de onda, mostramos que estas
surgen del feno´meno de las oscilaciones de Rabi que se dan entre los estados de esp´ın.
demostramos, a trave´s del modelo DP que estas son bastante robustas frente a eventos
decoherentes independientes de la proyeccio´n de esp´ın.
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Cap´ıtulo 3
Transicio´n cua´ntica-cla´sica en un
modelo para magnetorresistencia
gigante
3.1. Introduccio´n
En este cap´ıtulo, vamos a tratar uno de los feno´menos paradigma´ticos de la es-
pintro´nica, la magnetorresistencia gigante (GMR por sus siglas en ingle´s).[Fer08] Este
feno´meno se refiere al cambio dra´stico en la resistencia ele´ctrica al aplicar un campo
magne´tico que altera la configuracio´n magne´tica de un material multicapa. Estos se for-
man alternando capas de materiales ferromagne´ticos y no magne´ticos. El origen de la GMR
se basa en la dependencia de la conductancia a trave´s de los materiales ferromagne´ticos
con la proyecio´n de esp´ın de los electrones. Esto se debe, segu´n el modelo de dos bandas
de Mott, a que los procesos de dispersio´n (scattering) que experimentan los electrones de
conduccio´n dependen de su orientacio´n de esp´ın. [Mot35, Mot36]
El enfoque tradicional para abordar el transporte de electrones dependiente del esp´ın
en materiales ferromagne´ticos es usando el modelo de las dos corrientes.[FC68] All´ı, los
procesos que invierten el esp´ın se consideran despreciables y la conduccio´n se realiza por
canales de esp´ın paralelos. Por ello, estos modelos son va´lidos en situaciones en que la
longitud de difusio´n de esp´ın, Lsd, es mucho mayor que el taman˜o de las capas magne´ticas.
Con el fin de estudiar la magnetorresistencia en este re´gimen, se han desarrollado descrip-
ciones tanto cla´sicas como cua´nticas. [Bau92, BB94, BBK06] Entre las primeras, la ma´s
prominente es el modelo cla´sico de las dos resistencias. [Fer08] Sin embargo, al considerar
el rol de una longitud de difusio´n de esp´ın Lsd finita en el transporte, la mayor´ıa de las
descripciones anteriores falla.
Valet y Fert lograron superar esta dificultad utilizando ca´lculos basados en la ecuacio´n
semicla´sica de Boltzmann, [VF93] donde en consecuencia, las interferencias cua´nticas se
dejan de lado desde el principio. No obstante, en la nanoescala, e´stas pueden volverse im-
portantes y muy interesantes de estudiar, como hemos mostrado en el cap´ıtulo anterior.
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Au´n as´ı, la conduccio´n de electrones en materiales ferromagne´ticos presenta altas prob-
abilidades de que ocurran eventos de dispersio´n, los cuales pueden ser representados, en
una buena aproximacio´n, como eventos decoherentes que ocasionan pe´rdida de la memoria
de fase de los electrones. Esto, vuelve al tratamiento puramente cua´ntico poco realista.
En esta situacio´n, un modelo Hamiltoniano que capture las interferencias cua´nticas y sea
capaz de incluir procesos decoherentes resulta clave para describir el l´ımite semicla´sico.
Para ello usaremos una descripcio´n cua´ntica estacionaria basada en el modelo D’Amato-
Pastawski (DP) dentro del formalismo de Keldysh. Describiremos el efecto de la GMR
incluyendo una dispersio´n decoherente dependiente de esp´ın, as´ı como procesos de rever-
sio´n de esp´ın que dan lugar a una Lsd finita. Utilizando el modelo DP, mostraremos que es
posible ir desde un re´gimen puramente cua´ntico, descripto por un Hamiltoniano efectivo,
hasta los l´ımites cla´sico y semicla´sico de la GMR variando un u´nico para´metro, la tasa
de dispersio´n de los procesos decoherentes.
Adicionalmente, en espintro´nica frecuentemente se requiere distinguir co´mo contribuye
cada proyeccio´n del esp´ın a la corriente total e identificar los perfiles de potencial a lo
largo del sistema, es decir los potenciales qu´ımicos δµ(x). La informacio´n de estas mag-
nitudes locales no era accesible desde la solucio´n original del modelo DP que solamente
puede calcular la corriente total. Aqu´ı proveemos ecuaciones que permiten hallar los per-
files de corriente y de potenciales qu´ımicos locales, y compararlos con aquellos que son
caracter´ısticos de los modelos cla´sico y semicla´sico.
3.2. Transporte en materiales magne´ticos
En esta seccio´n vamos a revisar los conceptos ba´sicos que intervienen en el transporte
electro´nico en materiales ferromagne´ticos enfoca´ndonos en aquellos que permiten explicar
el feno´meno de la GMR.
3.2.1. Dispersio´n dependiente de esp´ın: Modelo de dos bandas
de Mott
El modelo de dos bandas fue introducido hace tiempo por Mott [Mot35, Mot36] como
una simplificacio´n pra´ctica de la estructura de bandas de los metales de transicio´n para
explicar su resistencia ele´ctrica. Este modelo es au´n ampliamente utilizado para el estudio
de propiedades del transporte en materiales ferromagne´ticos.
En este modelo, la compleja estructura de bandas de los materiales ferromagne´ticos
es reducida a dos bandas de forma semi-el´ıptica, la tipo s y la d. Los electrones que se
encuentran en la banda d no contribuyen directamente a la conductancia ya que su masa
efectiva es grande y por ello tienen una pobre movilidad. Por el contrario, los electrones de
la banda s esta´n casi libres, y por ende, son los responsables del transporte de corriente.
Debido a la magnetizacio´n local, ~B, las bandas sufren un desdoblamiento de acuerdo
al esp´ın, dado que la energ´ıa de los electrones se modifica por una interaccio´n
HˆZ = −~µ · ~B, (3.1)
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donde ~µ = −µB~σP es el momento magne´tico del esp´ın electro´nico, µB es el magneto´n
de Bohr y ~σP es el vector de las matrices de Pauli. En consecuencia, las sub-bandas de
electrones con orientacio´n de esp´ın ↑ y ↓ difieren en el nu´mero de estados ocupados, lo cual
define direcciones de esp´ın mayoritarias y minoritarias, que corresponden a proyecciones
de esp´ın antialineado y alineado con ~B, respectivamente, como se esquematiza en la figura
3.1.
Figura 3.1: Representacio´n de la densidad de estados de un material ferromagne´tico.
La banda s (gris) es responsable de la conduccio´n ele´ctrica y la banda d (rojo y azul),
del magnetismo. Las bandas se desdoblan de acuerdo a su momento magne´tico de esp´ın
debido a la interaccio´n con el campo magne´tico local. En consecuencia, el nu´mero de
estados ocupados hasta la energ´ıa de Fermi εF , representado por el a´rea sombreada
bajo las curvas, es diferente para cada proyeccio´n de esp´ın. Esta asimetr´ıa origina una
resistencia ele´ctrica que depende de la orientacio´n del momento magne´tico de esp´ın. En
este esquema, la magnetizacio´n local ~B apunta hacia arriba.
El punto central en el modelo de Mott para la resistencia es la presencia de interac-
ciones de intercambio entre los electrones de la banda s y los electrones localizados de
la banda d. Esto resulta en un mecanismo de dispersio´n cuya tasa de interaccio´n, 1/τ0,σ,
puede determinarse por la Regla de Oro de Fermi (FGR) (ver Ape´ndice A.3):
1
τ0,σ
=
2π
~
|Vx|2Nd,σ(εF ), (3.2)
donde σ representa la proyeccio´n de esp´ın de los electrones de la banda de conduccio´n s
y Nd,σ es la densidad de estados de la sub-banda de esp´ın σ correspondiente a la banda
d. Aqu´ı, Vx representa un acople efectivo que caracteriza la interaccio´n de intercambio.
Dado que las densidades de estados en las sub-bandas Nd,σ dependen del esp´ın y satisfacen
Nd,↑(εF ) < Nd,↓(εF ), luego
1
τ0,↑
<
1
τ0,↓
. (3.3)
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En una descripcio´n basada en el modelo de Drude, τ0,σ representa el tiempo medio entre
“colisiones” sucesivas que conservan el esp´ın. As´ı mismo, determina el camino libre medio
de los electrones, ℓ0,σ = vF τ0,σ, y por ende, el valor de la resistencia por unidad de a´rea,
Rσ, tal que
1
Rσ
=
e2
h
vF,στ0,σ
L
=
e2
h
ℓ0,σ
L
, (3.4)
donde L es la longitud del sistema. A partir de esta ecuacio´n y de 3.3 sabemos que
R↑ < R↓. Esto implica que los electrones con su momento magne´tico alineado con el
campo local (↑) sufren menos eventos de dispersio´n que aquellos con la direccio´n opuesta
(↓). La tasa (τ0,σ)−1 puede asociarse con una relajacio´n tal que, aunque conserva el esp´ın,
lleva a la decoherencia de los electrones de conduccio´n. Finalmente, la interaccio´n entre
electrones s y d determina la resistencia.
3.2.2. Magnetorresistencia: Modelo de las dos resistencias
El efecto ba´sico de la magnetorresistencia puede entenderse fa´cilmente al consider-
ar una estructura de dos capas ferromagne´ticas de magnetizacio´n constante (o dominios
magne´ticos), donde la corriente las atraviesa de forma perpendicular a su interfaz. Con-
sideraremos dos posibles configuraciones donde las magnetizaciones de las capas pueden
encontrarse de forma paralela alineada (P ) o anti-alineada (AP ), tal como se muestra en
la figura 3.2. Un campo magne´tico externo permite cambiar la magnetizacio´n de una de
sus capas, la cual posee una pequen˜a cohercitividad magne´tica. Debido a esta capacidad
de alternar entre configuraciones, este dispositivo es conocido como va´lvula de esp´ın.
La resistencia de cada configuracio´n puede ser calculada fa´cilmente utilizando el mo-
delo de las dos resistencias (MDR), inicialmente propuesto por Fert para explicar la GMR.
[FC68] En ausencia de procesos que invierten la orientacio´n del esp´ın, cada proyeccio´n se
comporta como un canal independiente a lo largo de todo el sistema. Luego, cada una de
estas se modela como una rama de un circuito en paralelo, donde cada rama tiene dos
resistores que representan la resistencia de cada capa de material ferromgne´tico para ese
esp´ın, como se muestra en la figura 3.2.
Los canales de conduccio´n ↑ y ↓ tienen resistencias dependientes de esp´ın: R↑, para
un momento magne´tico de esp´ın paralelo a la magnetizacio´n de la capa y R↓, en el caso
antiparalelo. Del modelo de dos bandas sabemos que R↑ < R↓. Luego, la resistencia de
la configuracio´n paralela es RP = 2R↓R↑/ (R↓ +R↑), mientras que la de la configuracio´n
antiparalela, RAP =
1
2
(R↓ +R↑). Luego, la GMR puede cuantificarse como
MR =
RAP − RP
RP
, (3.5)
que corresponde a la diferencia normalizada de la resistencia que presenta cada configu-
racio´n, P y AP . En el l´ımite en que R↑ ≪ R↓, tenemos que RP = 2R↑ ≪ 12R↓ = RAP , y
por lo tanto, la GMR se puede calcular como MR ≈ RAP/RP .
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Figura 3.2: Los paneles superiores representan la configuracio´n magne´tica del material
bicapa para una configuracio´n (a) paralela (P) y (b) anti-paralela (AP). Los paneles
inferiores en (a) y (b) representan un esquema de transporte en la versio´n simplificada
provista por el modelo de dos resistencias. All´ı, cada esp´ın experimenta una resistencia
que depende de su orientacio´n con la magnetizacio´n local. (c) Esquema de la ca´ıda
de potencial local en funcio´n de la posicio´n para cada orientacio´n de esp´ın para la
configuracio´n AP en una regio´n de longitud 2Lsd alrededor de la interfaz. Las ca´ıdas de
potencial son lineales dentro de cada regio´n magne´tica, de acuerdo a la ley de Ohm, y
generan un gra´fico tipo diamante que puede asociarse a un u´nico valor de la GMR.
Para el modelo de las dos resistencias en la configuracio´n P en la figura 3.2-a), las
ca´ıdas de potencial para ambas proyecciones de esp´ın van desde VL a VR, que correspon-
den a los potenciales en los contactos a la izquierda y derecha respectivamente, con ca´ıda
uniforme sin dependencia del esp´ın. Sin embargo, la corriente, dada por la ley de Ohm,
s´ı depende del esp´ın. Esto produce un canal con alta conductancia 1/(2R↑), para el mo-
mento magne´tico de esp´ın ↑, y un otro, ↓, de conductancia ma´s pequen˜a, 1/(2R↓), y por
lo tanto, de menor corriente.
Por otro lado, para la configuracio´n AP de la figura 3.2-b), ambas proyecciones de esp´ın
tienen la misma resistencia total, y en consecuencia, la misma corriente atraviesa cada
rama del circuito. No obstante, las ca´ıdas de potencial presentan una dependencia espacial
acorde al esp´ın. Como puede observarse en la figura 3.2-c) para el caso de la configuracio´n
AP , los electrones con esp´ın ↑ primero ingresan a una capa con magnetizacio´n paralela a
su momento magne´tico de esp´ın, por lo que la capa presenta baja resistencia y, por ende,
se ocasiona una ca´ıda de potencial pequen˜a, (δµL − δµ1)/e. Pero cuando los electrones
cruzan la interfaz, la magnetizacio´n local cambia su direccio´n, lo que ocasiona una alta
resistencia y una mayor ca´ıda de potencial (δµ1−δµR)/e. Para el esp´ın ↓ occurre el mismo
feno´meno pero en orden inverso. En el gra´fico de las ca´ıdas de potencial local en funcio´n
de la posicio´n, esto se visualiza como una figura en forma de diamante. Este tipo de
gra´ficos son de nuestro intere´s ya que permiten obtener informacio´n acerca de las ca´ıdas
de potenciales locales as´ı como evaluar el valor de la magnetorresistencia. Si bien estos
gra´ficos son t´ıpicos en los modelos cla´sicos de dos resistencias y semicla´sicos de Valet y
Fert, au´n no hay analog´ıas a reg´ımenes donde se esperen comportamientos cua´nticos.
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3.3. Descripcio´n de la magnetorresistencia a partir
de un Hamiltoniano
Consideremos un sistema unidimensional compuesto de dos “capas” o “porciones” ad-
yacentes de un material ferromagne´tico de un u´nico dominio, es decir, su magnetizacio´n
es uniforme en toda la capa. Elegiremos que las magnetizaciones relativas de las capas se
encuentren en una configuracio´n AP (ver figura 3.3-a). Este sistema se conecta a dos con-
tactos no magne´ticos a cada lado, etiquetados como L y R. Luego, la corriente atraviesa
el sistema de forma perpendicular a la interfaz magne´tica. Cada esp´ın representa un
canal independiente en los contactos, por lo que cada proyeccio´n de esp´ın se caracteriza
por potenciales qu´ımicos µL↑, µL↓, µR↑ y µR↓. Al considerar contactos que no son ferro-
magne´ticos, los potenciales qu´ımicos de los reservorios no dependen del esp´ın, y por lo
tanto µL↑ = µL↓ y µR↑ = µR↓.
Dentro del sistema, los electrones experimentan procesos de dispersio´n que son respon-
sables de producir la resistencia ele´ctrica que, como vimos, depende del esp´ın. Podemos
usar la equivalencia entre impurezas tipo delta de Dirac y los procesos de dispersio´n local
decoherente.[FJWS06] Al igual que en el l´ımite Ohmico del modelo DP, [DP90, Pas91]
tales procesos se pueden caracterizar por el para´metro Γσ = ~/(2τ0,σ), donde τ0,σ es el
tiempo caracter´ıstico entre procesos decoherentes para el esp´ın σ. Por lo tanto, la conduc-
tancia es proporcional al camino libre medio, que resulta ℓ0,σ = vF,στ0,σ. No´tese que Γσ
depende de la orientacio´n relativa entre el esp´ın y la magnetizacio´n local. Luego, el esp´ın
↑ tiene una tasa de dispersio´n 2Γφ1/~ en la primera capa y otra distinta, 2Γφ2/~, en la
segunda, mientras que para el esp´ın ↓, las tasas se invierten.
Como en el cap´ıtulo anterior, el Hamiltoniano del sistema HˆS se describe usando un
modelo de enlaces fuertes (tight-binding) que incluye interacciones V↓↑ que pueden revertir
el esp´ın:
HˆS =
N∑
i=−N
∑
σ=↑,↓
[
Ei,σ cˆ
†
i,σcˆi,σ + V
(
cˆ†iσ cˆi+1σ + c.c.
)]
+
N∑
i=−N
V↓↑
[
cˆ†i↓cˆi↑ + c.c.
]
. (3.6)
El ı´ndice i indica sitios en una red con celda unidad a, Ei,σ es la energ´ıa local en el sitio
i con esp´ın σ, el operador cˆ†i,σ (cˆi,σ) crea (aniquila) una part´ıcula en el sitio i con esp´ın σ.
Los primeros dos te´rminos de Hˆ dan cuenta de las energ´ıas de sitio y del para´metro de
salto (hopping) que conserva esp´ın, V , entre sitios adyacentes. V se elige como la unidad
de energ´ıa. Cuando los electrones ingresan al material ferromagne´tico interactu´an con la
magnetizacio´n local, y luego, la energ´ıa de sitio es Ei,↑(↓) = E0±∆EZ , donde i es un sitio
de la primera capa.
En una representacio´n gra´fica del modelo de enlace fuerte cada orientacio´n de esp´ın
se representa por una cadena de sitios interconectados por V . Por tanto, dos cadenas de
sitios son necesarias para representar el transporte dependiente de esp´ın a lo largo de este
sistema ferromagne´tico (ver figuras 2.3 y 3.3-a)).
El u´ltimo te´rmino de Hˆ modela los procesos que pueden invertir la direccio´n del esp´ın.
Estos pueden ser procesos cua´nticos, como por ejemplo las oscilaciones de Rabi debido
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a la presencia de una pared de dominio, tal como vimos en el cap´ıtulo anterior. En este
cap´ıtulo, vamos a considerar paredes de dominio abruptas por lo que esos procesos no
van a ser tenidos en cuenta pero pueden ser incluidos sin mucho esfuerzo. En su lugar,
consideraremos procesos decoherentes, tal como dispersio´n debido a impurezas magne´ticas
o magnones. V↓↑ es el para´metro de salto local de mezcla de esp´ın o de reversio´n de esp´ın.
Esto esta´ relacionado a la escala de longitud caracter´ıstica de difusio´n de esp´ın,
Lsd =
ℏvF
2 |V↓↑| , (3.7)
que representa la escala de longitud en la que los procesos que revierten el esp´ın se
vuelven efectivos. En distancias a la interfaz menores que Lsd, ambas proyecciones pueden
considerarse independientes y una descripcio´n basada en un modelo de dos resistencias
ser´ıa va´lida.
Lsd es t´ıpicamente mucho mayor que el camino libre medio de cualquiera de los espines.
As´ı mismo, el tiempo caracter´ıstico de inversio´n de esp´ın, que en nuestro modelo esta´ dado
por π~/V↓↑, es mucho mayor que el tiempo de coherencia dado por τ0,σ. Es por ello que,
cuando un evento de reversio´n de esp´ın ocurre, este no tiene posibilidad de ser revertido
coherentemente. En consecuencia, las oscilaciones de Rabi que reportamos anteriormente,
con per´ıodo π~/V↓↑ son completamente suprimidas por los procesos decoherentes causados
por las colisiones.
El Hamiltoniano efectivo incorpora los cables y los procesos de dispersio´n a trave´s de
las energ´ıas propias apropiadas (ver Ape´ndice A.2), Hˆeff = HˆS + ΣˆL + ΣˆR. En este caso,
ΣˆL(R) = ΣˆL(R)↑ + ΣˆL(R)↓ es el operador de energ´ıa propia que describe el escape al cable
izquierdo o derecho, donde todos sus para´metros de salto son iguales a V . Los canales
decoherentes que dan cuenta de la dispersio´n resistiva se asocian a cada sitio y se incluyen
en Hˆ a trave´s del operador Σˆφ. Luego, Σˆφ es un operador diagonal en una representacio´n
matricial. En el l´ımite de banda ancha, sus elementos son puramente imaginarios, con lo
cual
(
Σˆφ
)
ii
= −iΓφi. En nuestro modelo para la va´lvula de esp´ın, en cada una de las
capas magne´ticas los sitios i con esp´ın σ tienen igual tasa de sufrir eventos decoherentes
Γφ,σ. Luego, el camino libre medio, ℓ0,σ = vF τ0,σ, resulta
ℓ0,σ =
~vF
2Γφ,σ
, (3.8)
y depende de la orientacio´n de esp´ın relativo a la capa magne´tica.
3.4. Obtencio´n de corrientes y potenciales qu´ımicos
locales a partir de las ecuaciones generalizadas
de Landauer-Bu¨ttiker
En el transporte electro´nico, y en particular en espintro´nica, frecuentemente es nece-
sario distinguir las contribuciones de cada proyeccio´n de esp´ın a la corriente total. En
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particular, en algunas situaciones es deseable identificar los perfiles de corrientes locales
y ca´ıdas de potencial a lo largo del sistema, es decir los potenciales qu´ımicos δµ. Estos
u´ltimos pueden ser obtenidos desde la formulacio´n multiterminal del modelo DP, a partir
de la ecuacio´n 1.22, es decir:
−→
δµφ = [−Tφφ]−1 Tφλ−→δµλ. (3.9)
No obstante, el perfil de las corrientes locales no es accesible desde la solucio´n del modelo
DP, por lo que recurriremos a herramientas ma´s fundamentales.
De acuerdo al formalismo de Keldysh, las corrientes entre cada par de sitios acoplados
pueden ser calculadas de acuerdo a la ecuacio´n [Pas92, KW08]
Ii,j = −e
∫ [
VijG
<
ij(ε)− VjiG<ji(ε)
]
dε. (3.10)
donde Vij = Vji es el para´metro de salto y la funcio´n densidad de Green se define a trave´s
del teorema o´ptico, G< = GRΣˆ<GA. Aqu´ı, en nuestro modelo Σˆ< es diagonal, [PM01]
Σ<ss =
(∑
l
fl
(
Σˆ† − Σˆ
))
ss
= 2ifsΓs, (3.11)
donde fs representa la funcio´n de Fermi del canal s. Asumiendo temperatura nula, en
el re´gimen de respuesta lineal donde el sesgo de potencial es infinitesimal, obtenemos
finalmente para las corrientes
Ii,j = −eVij
∑
s
2i
[
GRisG
A
sj −GRjsGAsi
]
Γsδµs. (3.12)
No´tese, en primer lugar, que las corrientes Ii,j son cantidades reales, ya que el te´rmino
entre corchetes en 3.12 es una cantidad imaginaria pura. Adicionalmente, la corriente que
fluye entre los sitios i y j no so´lo esta´ dada por las corrientes inyectadas en esos sitios
sino que contiene las contribuciones de los otros canales s. Sin embargo, si los sitios no
esta´n acoplados, es decir Vij = 0, trivialmente la corriente se anula.
Las ecuaciones 3.9 y 3.12 proveen un me´todo para calcular los perfiles de potencial
qu´ımico y corrientes locales. Con este me´todo tenemos acceso a informacio´n local en el
interior de la muestra, lo que resulta valioso al considerar reg´ımenes lejos del semicla´sico,
es decir, cuando los procesos decoherentes no suprimen por completo las interferencias
cua´nticas.
3.5. De la cua´ntica a la cla´sica
En esta seccio´n mostraremos co´mo nuestro modelo puede describir a la magnetorre-
sistencia gigante tanto en el re´gimen cla´sico como en el semicla´sico. Para ello usaremos el
modelo DP y mostraremos que variando la la tasa de dispersio´n de los procesos decoher-
entes podremos movernos desde el re´gimen cua´ntico hacia el (semi)cla´sico.
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3.5.1. Re´gimen cla´sico de la magnetorresistencia: el modelo de
las dos resistencias
En el re´gimen cla´sico, la longitud del sistema es mucho ma´s corta que Lsd, lo que
implica que, en el Hamiltoniano de la ecuacio´n 3.6 de nuestro modelo, V↓↑ ≈ 0 . Cuando
los electrones entran en una capa ferromagne´tica experimentan una resistencia ele´ctrica
que se manifiesta como una ca´ıda de potencial “lineal”que puede visualizarse en una
disminucio´n del valor de los potenciales qu´ımicos δµ que depende de la resistencia de cada
capa de acuerdo al esp´ın. Luego, en una configuracio´n AP , esperamos que los potenciales
qu´ımicos se desdoblen de acuerdo a su esp´ın formando el diagrama en forma de diamante
que discutimos ma´s arriba.
Al calcular el perfil de los potenciales qu´ımicos locales en funcio´n de la posicio´n usando
la ecuacio´n 3.9, recuperamos precisamente el gra´fico tipo diamante del modelo de las dos
resistencias en el caso de que los caminos libres medios son ambos ma´s cortos que la
longitud del sistema (ver figura 3.3-b). Esto resulta consistente con la ley de Ohm que
predice una ca´ıda lineal del potencial de cada corriente en cada capa. En contraste, para
el l´ımite cua´ntico, es decir, caminos libres medios largos, las interferencias cua´nticas se
evidencian como oscilaciones en los potenciales qu´ımicos cerca de la interfaz y de los
contactos. Estas se originan debido a la oscilacio´n en la densidad electro´nica debido a las
interferencias entre los portadores que inciden sobre la interfaz y los que son reflejados
por e´sta. Estas oscilaciones son conocidas como “de Friedel” y ya estaban presentes en
la formulacio´n original del modelo DP. [DP90] Dado que pueden observarse dentro de
una escala limitada por el camino libre medio, e´stas son suavizadas al incrementar la
tasa de probabilidad de sufrir eventos decoherentes Γφ hasta que el gra´fico alcanza la
forma caracter´ıstica del diamante (figura 3.3-b) Las figuras 3.3-b hasta 3.3-d muestran
esta transicio´n al incrementar el camino libre medio.
3.5.2. Re´gimen semicla´sico de la magnetorresistencia: Teor´ıa de
Valet y Fert
Al considerar valores finitos para la longitud de difusio´n de esp´ın, Lsd, Valet y Fert
[VF93] mostraron que la diferencia de los potenciales qu´ımicos locales decae exponencial-
mente con la distancia a la interfaz magne´tica con una escala de longitud dada por Lsd.
Ellos tambie´n mostraron que las corrientes que dependen del esp´ın se invierten dentro de
la misma escala.
En la figura 3.4 mostramos que el modelo DP multiterminal es capaz tambie´n de
reproducir esos comportamientos cuando habilitamos el te´rmino de reversio´n de esp´ın
en la ecuacio´n 3.6 al elegir V↓↑ 6= 0. En la figura superior, mostramos los potenciales
qu´ımicos para cada esp´ın en funcio´n del ı´ndice de sitio. Puede observarse que en regiones
lejos de la interfaz, es decir distancias mucho mayores que Lsd, los potenciales qu´ımicos son
aproximadamente los mismos. En regiones cerca de la interfaz, las ca´ıdas de los potenciales
qu´ımicos forman una figura tipo diamante que muestra las contribuciones exponenciales
esperadas montadas sobre la ca´ıda de potencial media que trivialmente es lineal. Este
48 Transicio´n cua´ntica-cla´sica en un modelo para magnetorresistencia gigante
Figura 3.3: a) Arriba, se presenta un esquema que muestra la magnetizacio´n de las capas
en el modelo de las dos resistencias para GMR. Debajo, la correspondiente representacio´n
de enlace fuerte discriminando la proyeccio´n de esp´ın. Las longitudes de coherencia de
los electrones en la primera capa son ℓ1 y ℓ2 para electrones con momento magne´tico
de esp´ın ↑ y ↓, respectivamente. Note que las longitudes de coherencia se invierten en
la capa adyacente. ℓ1/ℓ2 = 1/2 para todos los casos. Fig. b) a d) Potenciales qu´ımicos
en funcio´n del ı´ndice de sitio con para ℓ1 = 15 a en fig. b), ℓ1 = 1500 a en la fig. c),
y ℓ1 = 150 a en la fig. d). La longitud del sistema es 1000a y V↓↑ = 0 (Lsd → ∞).
Los potenciales qu´ımicos en los cables son µL = eV y µR = 0. Las longitudes de onda
de Fermi en el lado izquierdo son λF = 45a, para el momento magne´tico de esp´ın ↑, y
λF = 30a, para el ↓. En el ferromagneto derecho se cumple lo opuesto. Los para´metros
elegidos no representan un esquema experimental espec´ıfico.
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Figura 3.4: Figura superior, perfil de los potenciales qu´ımicos en funcio´n de la posicio´n
δµi para el modelo semicla´sico de la GMR con una longitud de difusio´n de esp´ın finita,
Lsd = 100 a. Figura inferior, se muestra el perfil de corrientes locales Ii para los elec-
trones con esp´ın ↑ y ↓. El taman˜o del sistema es 1000a, y se cumple ℓ1/ℓ2 = 1/2 y
ℓ1 = 15a.
feno´meno es conocido como acumulacio´n de esp´ın, debido al desbalance en las ocupaciones
de cada esp´ın que se da en una escala del orden de Lsd alrededor de la interfaz. [VF93] En
la figura inferior puede observarse co´mo la inversio´n de las corrientes tambie´n se produce
dentro de la escala de longitud Lsd. Para distancias mayores, las corrientes alcanzan un
valor asinto´tico.
Los comportamientos descriptos aqu´ı esta´n en acuerdo con la teor´ıa semicla´sica. [VF93]
Esta situacio´n refuerza el valor descriptivo y conceptual del modelo DP y de su versatilidad
para adaptarse a diferentes reg´ımenes, desde el puramente cua´ntico hasta el (semi)cla´sico.
3.6. Conclusio´n
Hemos resuelto un modelo simple que es representativo del feno´meno de la magnetor-
resistencia gigante (GMR) usando el modelo D’Amato-Pastawski multiterminal. En este
modelo, cada orientacio´n de esp´ın es un canal de conduccio´n diferente en donde el trans-
porte electro´nico dependiente de esp´ın es intr´ınsecamente multiterminal. Mostramos que
las principales caracter´ısticas de la GMR pueden ser reproducidas utilizando este simple
modelo.
Aprovechamos la capacidad de construir un modelo microsco´pico para disen˜ar la to-
pograf´ıa de los procesos decoherentes. En este caso, se disen˜aron las capas magne´ticas al
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alternar las tasas de probabilidad de los eventos decoherentes locales Γφ,i acorde al esp´ın
σ.
Proveemos expresiones que permiten calcular los perfiles de potenciales qu´ımicos y
corrientes locales al aplicar te´cnicas basadas en el formalismo de Keldysh para las funciones
de Green. Al depender solo de propiedades microsco´picas, nuestro modelo es capaz de
obtener informacio´n acerca de estos procesos que ocurren en el interior de la muestra.
Mientras se conserva una descripcio´n que parte de un Hamiltoniano efectivo, el mo-
delo es capaz de alcanzar los reg´ımenes cla´sico y semicla´sicos, usualmente descriptos por
otros formalismos como la ecuacio´n de Boltzmann, solamente incrementando un u´nico
para´metro: la razo´n de probabilidad de los eventos decoherentes locales Γφi.
Al contener el re´gimen donde los comportamientos cua´nticos no son completamente
suprimidos, como en las figuras 3.3-c y d, nuestro enfoque permitir´ıa describir situaciones
donde las interferencias cua´nticas se vuelvan relevantes. [FAP14, SDR12]
Cap´ıtulo 4
Transporte dependiente del tiempo
ma´s alla´ de la formulacio´n de
Landauer-Bu¨ttiker
4.1. Introduccio´n
La u´ltima de´cada ha visto una necesidad imperiosa en describir la dina´mica cua´ntica en
una variedad de sistemas complejos en presencia de un ambiente. Entre estos se cuentan
los sistemas ato´micos en redes o´pticas, [Blo04, CZ04] redes de espines interactuantes
[CRC07] y dina´mica de carga y magnetizacio´n de dispositivos nanosco´picos. [LJP+03,
SKV+14, PJT+05]
El modo ma´s comu´n de tratar con decoherencia inducida por el ambiente en sistemas
cerrados pequen˜os es mediante la ecuacio´n maestra para la matriz densidad en la forma de
Lindblad. [Lin76, Kos72] A los efectos de abordar sistemas de mayor taman˜o, la estrategia
usual es implementar la teor´ıa de Redfield para un superoperador relajacio´n, la cual no
asegura la unitariedad estricta de la forma de Lindblad. [Red65, Sli96] Alternativamente,
algunos trabajos apuntan a estrategias basadas en la dina´mica estoca´stica de vectores
de estado que sufre saltos cua´nticos instanta´neos (QJ, por quantum jumps). [DCM92,
MCD93, TM92, CSVR89, Car93] En efecto, para sistemas grandes, se ha mostrado que la
solucio´n nume´rica del me´todo estoca´stico es de hecho ma´s ra´pida que la implementacio´n
de la matriz densidad [BHP97].
Respecto al transporte de estado estacionario con decoherencia, la evaluacio´n tradi-
cional en te´rminos del formalismo de Kubo [AA85, Tho74] fue progresivamente reem-
plazada por el formalismo de Landauer. [IL99] Este se implementa en la formulacio´n de
dispersio´n de Landauer-Bu¨ttiker (LB) donde los procesos decoherentes son introducidos
mediante los volt´ımetros que conservan corrientes a trave´s del modelo D’Amato-Pastawski
(DP).
Posteriormente, se desarrollo´ la formulacio´n dina´mica, llamada “ecuacio´n generaliza-
da de Landauer-Bu¨ttiker” (GLBE) la cual esta´ basada en la teor´ıa de campos cua´ntica
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de Kadanoff-Baym-Keldysh (KBK) para procesos fuera del equilibrio. [Pas92] La GLBE
busca hallar la funcio´n densidad de Keldysh fuera del equilibrio en respuesta lineal, que
es proporcional a la matriz densidad. En an˜os recientes ha habido una explosio´n en el uso
de la formulacio´n KBK de dina´mica de no-equilibrio en un marco consistente con ca´lcu-
los de primeros principios. [MSSvL09, KUS+12] No obstante, las soluciones nume´ricas de
este me´todo se vuelven excesivamente demandantes, en particular, porque involucran in-
tegrales temporales de nu´cleos de memoria autoconsistentes. [MSSvL09, KUS+12, Pas92]
Adicionalmente, en sistemas de muchos cuerpos fuertemente interactuantes, que esta´n ma´s
alla´ de una descripcio´n de campo medio tales como sistemas de espines, la formulacio´n
KBK podr´ıa involucrar costosos promedios sobre las configuraciones que intervengan.
Las limitaciones anteriores podr´ıan ser superadas recurriendo a dos estrategias. Una
es el uso de la evolucio´n paso-a-paso del algoritmo Trotter-Suzuki para hacer pra´cticos al-
gunos de los ca´lculos de la funcio´n densidad de Keldysh. [ADLP07, DALP07] Otra podr´ıa
ser evitar el promedio sobre un ensamble mediante la estrategia conocida como “parale-
lismo cua´ntico”. Esta, usa una u´nica funcio´n de onda pero que se construye como una
superposicio´n de todos los estados que participan en el ensamble estad´ıstico. [ADLP08]
El problema con estas propuestas es que esta´n limitadas solo a dina´micas coherentes.
Aqu´ı proponemos un modelo estoca´stico que extiende las ideas de Bu¨ttiker, D’Amato y
Pastawski para evaluar problemas con decoherencia y dependencia temporal. Tal modelo,
que llamamos modelo de “corrimientos cua´nticos”(QD, por quantum drift), se basa en
la dina´mica estoca´stica de una funcio´n de onda. Utilizando un esquema de evolucio´n
temporal discreto paso-a-paso, imponemos una reinyeccio´n incoherente pero que asegura
la conservacio´n de la densidad. Luego, en semejanza al paralelismo cua´ntico, proponemos
que la funcio´n de onda debe sumar una parte coherente y otra incoherente. Por tanto, cada
realizacio´n se vuelve representativa de un conjunto de historias de interaccio´n estoca´sticas,
por lo que la funcio´n de onda no presenta saltos en la densidad pero s´ı en su derivada.
Posteriormente, se realizan promedios sobre realizaciones en una cantidad necesaria, que
var´ıa de acuerdo al observable.
Antes de describir el desarrollo de nuestra propuesta, en la seccio´n 4.2 haremos una
revisio´n de las ideas fundamentales de los modelos de Bu¨ttiker y D’Amato y Pastawski,
ya que sientan las bases de nuestro me´todo. Luego, en la seccio´n 4.3 presentaremos los
fundamentos del modelo de corrimientos cua´nticos (QD). Posteriormente mostraremos
diversas aplicaciones que permiten evaluar el desempen˜o del me´todo. Realizando una
dina´mica de un paquete de ondas a trave´s de un dispositivo de tuneleo resonante de
doble barrera (DBRTD por double barrier resonant tunneling device), en la seccio´n 4.4.1
mostramos que el QD recupera las transmitancias decoherentes de estado estacionario
de la formulacio´n de Bu¨ttiker. En la seccio´n 4.4.2 comparamos la dina´mica del QD con
la solucio´n de Keldysh en un sistema cerrado decoherente donde ocurre una situacio´n
simple pero no-trivial: un sistema de dos niveles experimenta una transicio´n de fase en
su dina´mica cua´ntica (QDPT). [ADLP06] En la seccio´n 4.4.3, utilizamos el modelo QD
para evaluar la decoherencia a trave´s del eco de Loschmidt (LE) en el sistema de dos
niveles. Por u´ltimo, en la seccio´n 4.4.4, realizamos un ca´lculo para muchos espines, donde
se muestra el acuerdo de los modelos de QD y QJs y comparamos su desempen˜o nume´rico.
4.2 Transporte cua´ntico decoherente: reinyeccio´n, paralelismo, atenuacio´n e incerteza en la
energ´ıa 53
Realizamos una discusio´n final en la seccio´n 4.5.
4.2. Transporte cua´ntico decoherente: reinyeccio´n, pa-
ralelismo, atenuacio´n e incerteza en la energ´ıa
El primer modelo fenomenolo´gico para decoherencia fue desarrollado en el contexto
de transporte electro´nico en sistemas mesosco´picos coherentes en fase por Bu¨ttiker. Como
hemos mencionado anteriormente, e´l se dio´ cuenta de que un volt´ımetro es capaz de
introducir decoherencia. En un circuito de tres terminales (la fuente, L, el sumidero, R,
y el volt´ımetro, φ), los electrones que provienen de L y de R entran en φ donde sufren un
proceso decoherente, y un potencial qu´ımico apropiado en φ garantiza una corriente nula
en ese terminal. Es decir, cada electro´n que ingresa al volt´ımetro se compensa por otro
electro´n reinyectado hacia el sistema. Es por ello que, este electro´n, al provenir desde el
volt´ımetro, no conserva ninguna memoria de fase o correlacio´n respecto de los electrones
en la muestra.
Consideremos que Tij representa la transmitancia cua´ntica desde el terminal j al i,
donde i( 6= j) toma los valores L,R o φ. La aplicacio´n de las ecuaciones de Landauer-
Bu¨ttiker para un sistema con un u´nico volt´ımetro resultan en una transmitancia a trave´s
del sistema dada por
T˜RL = TRL︸︷︷︸
coherente
+
TRφTφL
TRφ + TφL︸ ︷︷ ︸
decoherente
. (4.1)
El primer te´rmino es la probabilidad de que la part´ıcula se desplace desde L a R, sin
sufrir ningu´n proceso decoherente en el volt´ımetro φ. El segundo te´rmino representa a
aquellos electrones que s´ı han interactuado con el ambiente en φ. Uno puede reconocer
esta fo´rmula como la conductancia de dos caminos paralelos. Uno de ellos con una
conductancia (2e/h)TRL, mientras el otro contiene la suma de dos conductancias en serie
(2e/h)TRφ y (2e/h)TφL.
Estas ideas se vuelven ma´s concretas al analizarlas mediante un ejemplo particular.
Consideremos un sistema, por ejemplo un punto cua´ntico caracterizado por un u´nico nivel
de energ´ıa relevante E0. Sea E0 la energ´ıa local apropiadamente corregida por la presencia
de los contactos, cuya energ´ıa de Fermi es ε y ΓL y ΓR son las incertezas en la energ´ıa
producidas por el escape hacia los terminales a la izquierda y derecha, respectivamente. La
funcio´n de Green retardada del sistema se define en te´rminos del Hamiltoniano efectivo:
GR(ε) =
1
(ε− E0) + i(Γ0 + Γφ)
, (4.2)
donde Γ0 = ΓL + ΓR es el ancho natural de la resonancia debido a la presencia de los
cables. [PM01, Pas92] Luego, cada una de las transmitancias mencionadas anteriormente
puede ser escrita expl´ıcitamente en te´rminos de GR(ε) usando la fo´rmula de Fisher y Lee
Tij(ε) = 2Γi |G(ε)|2 2Γj, (4.3)
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con i 6= j. Si T (0)RL es la transmitancia para los electrones que van desde L hasta R en el
sistema ana´logo en ausencia del volt´ımetro, es decir Γφ = 0, la parte coherente TRL en
la ecuacio´n 4.1 puede ser escrita como el producto de T
(0)
RL y un factor de atenuacio´n
(1− Λ(ε)). Por ello, la transmitancia efectiva puede escribirse en te´rminos de una parte
coherente atenuada ma´s una incoherente.
El modelo de D’Amato y Pastawski (DP) generaliza estas ideas. En este caso, el sistema
aislado se describe por un Hamiltoniano H0. A trave´s del modelo DP, consideramos que
la decoherencia se induce por un proceso local (por ejemplo, un volt´ımetro, un ban˜o de
fonones local) en la aproximacio´n de la regla de oro de Fermi (FGR, ver A.3). Estas
interacciones producen una incerteza en la energ´ıa dada por Γφ para cada estado local
con una tasa de interaccio´n sistema-ambiente, 1/τSE = 2Γφ/~, la cual posee un cara´cter
irreversible. [DP90, Pas92, PM01]
Un ejemplo de co´mo afecta la decoherencia en cantidades observables es la densidad
local de estados (LDoS, por local density of states), que se calcula a partir de la funcio´n
de Green segu´n
N0(ε) = −1
π
ImG(0)(ε) =
1
π
Γ0
(ε−E0)2 + Γ20
. (4.4)
Incluyendo la interaccio´n sistema-ambiente, la LDoS adquiere una incerteza extra en la
energ´ıa, o un ensanchamiento Γφ. Luego, la LDoS en presencia de decoherencia , N˜0(ε),
se obtiene deN0(ε) reemplazando el ancho caracter´ıstico Γ0 por Γ0+Γφ. Alternativamente,
N˜0 puede ser obtenido considerando que los procesos decoherentes individuales corrigen
las resonancias con energ´ıa E0 en una cantidad ∆E. Luego, al tomar un promedio sobre
todas las posibles correcciones ∆E, la densidad de estados se modifica en la forma
N˜0(ε) =
∫
N0(ε−∆E)P (∆E)d∆E, (4.5)
con P (∆E) =
1
π
Γφ
(∆E)2 + Γφ2
, (4.6)
donde, P (∆E) es una distribucio´n de probabilidad Lorentziana para los corrimientos
∆E. Ensanchamientos similares ocurren en otros observables, tal como las funciones de
correlacio´n.
4.3. El me´todo “Quantum Drift”
Utilizando la expansio´n de Trotter-Suzuki (ver Ape´ndice B) la dina´mica cua´ntica (co-
herente) se obtiene de la aplicacio´n secuencial de operadores de evolucio´n unitarios que
transforman el estado inicial en pequen˜os pasos temporales de duracio´n dt. Si la interac-
cio´n sistema-ambiente tiene una tasa 1/τSE, durante cada intervalo dt la part´ıcula tiene
una probabilidad p = dt/τSE de experimentar un proceso decoherente y una probabilidad
(1−p) de sobrevivir. [Pas91, Pas92] Consideremos un u´nico estado |0〉 que puede sufrir un
proceso decoherente. As´ı, despue´s de un tiempo dt, la amplitud coherente se reduce en un
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factor
√
1− p debido a los procesos decoherentes. A los efectos de conservar la densidad,
y en concordancia con la idea de Bu¨ttiker, la funcio´n de onda debe incluir un te´rmino que
tenga en cuenta la reinyeccio´n decoherente. Luego, esta debe poseer una fase aleatoria θ
tomada de alguna distribucio´n de probabilidad Pθ. Tanto la contribucio´n coherente como
la incoherente pueden ser representados en la misma funcio´n de onda,
ψ˜0 = ψ
coh.
0 + ψ
incoh.
0 (4.7)
=
(√
1− p+ λθeiθ
)
ψ0 (4.8)
donde ψ˜0 = 〈0| ψ˜
〉
y
∣∣∣ψ˜〉 es la funcio´n de onda decoherente definida en todo el sistema.
No´tese que al incluir el te´rmino de reinyeccio´n aleatoria se recurre a la estrategia del
paralelismo cua´ntico.
La cancelacio´n de los te´rminos cruzados en el promedio sobre ensamble se asegura por
la condicio´n
∫
Pθ
√
1− pλθeiθdθ = 0. En cualquier caso, el coeficiente λθ debe ser elegido
tal que asegure la conservacio´n de la densidad
∣∣√1− p+ λθeiθ∣∣ ≡ 1. Es por ello que se
cumple que
ψ˜0 = e
iβ0ψ0, (4.9)
para alguna fase aleatoria β0.
Es importante notar que en la evolucio´n de Trotter-Suzuki el factor eiβ0 representa
so´lo un corrimiento de la fase en una cantidad β0. Dado que en la evolucio´n unitaria
durante dt, la fase esta´ dada por la energ´ıa, en realidad el proceso puede asociarse con
una correccio´n ∆E0 = ~β0/dt a la energ´ıa del estado |0〉. La ecuacio´n 4.5 muestra que un
nivel aislado que se acopla a un ambiente adquiere una incerteza en la energ´ıa Γφ, que en
la aproximacio´n de la FGR, se caracteriza por una forma Lorentziana. Esto, en efecto, se
asocia a una distribucio´n de corrimientos instanta´neos en la energ´ıa ∆E0 tomados de la
distribucio´n Lorentziana. En nuestro modelo, la correccio´n ∆E0, es un nu´mero aleatorio
que var´ıa paso a paso para representar la incerteza introducida por el ambiente a modo
de un ruido cla´sico. Luego, la distribucio´n de probabilidad asociada a la fase aleatoria Pβ0
es
P (β0) =
1
π
Γφdt/~
β20 + (Γφdt/~)
2
. (4.10)
Tomar esta distribucio´n implica que los procesos decoherentes clave son aquellos que
involucran los procesos altamente improbables de gran energ´ıa ∆E0, es decir, las colas
de la Lorentziana. Esto ocurre ya que los corrimientos que resultan de fases aleatorias
en el centro de la distribucio´n modifican la fase levemente en comparacio´n con las fases
tomadas de las colas de la Lorentziana. Estos u´ltimos producen cambios sustanciales en
la fase local y por ende son claves en la degradacio´n de la coherencia.
Esta propuesta puede extenderse a todos los niveles En de un Hamiltoniano en una
base arbitraria. En particular, en una base de un modelo de enlace fuerte, cada energ´ıa
de sitio En adquiere una incerteza en su energ´ıa Γφ,n y e´stas son perturbadas con una
energ´ıa aleatoria ∆En con forma Lorentziana. Ma´s formalmente, podemos definir el op-
erador Σˆ que es diagonal donde Σn,n′ = ∆Enδn,n′. Para un Hamiltoniano matricial H0 de
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dimensiones N × N consideramos un Hamiltoniano efectivo instanta´neo ̂˜Hef. = Hˆ0 + Σˆ.
Luego, obtendremos el operador de evolucio´n unitario en la expansio´n de Trotter-Suzuki,̂˜U(dt) = e−iĤef.dt/~, (4.11)
≃ e−iΣˆdt/~e−iĤ0dt/~ = UˆΣ(dt)Uˆ0(dt). (4.12)
De esta forma definimos el operador decoherencia como UˆΣ = exp[−iΣˆdt/~]. Al ser este
operador unitario, la densidad de probabilidad se conserva en el tiempo y, en consecuencia,
no presenta discontinuidades (”saltos”) entre los pasos del algoritmo. Sin embargo, otros
observables que involucran correlaciones entre dos o ma´s sitios, como la corriente o el
momento, presentan saltos debidos a los corrimientos de fase aleatorios. No obstante, al
tomar el promedio en ensamble e´stos son suavizados.
En resumen, la prescripcio´n para incluir decoherencia en la dina´mica cua´ntica es in-
cluir, en cada paso temporal, una correccio´n aleatoria βn a la fase de cada estado local.
Tal correccio´n tendra´ una distribucio´n de probabilidad dada por Pβn de la ecuacio´n 4.10,
es decir, una Lorentziana cuyo ancho se asocia a la incerteza en la energ´ıa local Γφ,n.
Finalmente, la evolucio´n de una funcio´n de onda se realiza paso a paso,∣∣∣ψ˜(t)〉 = Nt∏
j=1
e−iΣˆdt/~e−iĤ0dt/~ |ψ(0)〉 , (4.13)
donde Nt = t/dt.
4.3.1. Ejemplo: dina´mica decoherente de un paquete de ondas
Para ilustrar el me´todo QD, vamos a considerar la dina´mica de un paquete de ondas
Gaussiano que se mueve a lo largo de una cadena uniforme con un vector de onda k =
π/2a, lo que evita que el paquete se ensanche durante la evolucio´n. El Hamiltoniano de
enlace fuerte que describe a la cadena esta´ dado por
Hˆcad. =
N−1∑
n=1
V (cˆ†n+1cˆn + cˆ
†
ncˆn+1), (4.14)
donde cˆ†n y cˆn son los operadores creacio´n y aniquilacio´n de la part´ıcula en el sitio n. El
paquete esta´ definido inicialmente por el estado
|ψk(0)〉 = A
N∑
n=1
e
−
(
(n−n0)a
2λ
)2
eikna |n〉 , (4.15)
donde A ≃ 1/ 4√2πλ2 es el factor de normalizacio´n, n0 es la posicio´n inicial del centro del
paquete y λ es el ancho del mismo. Consideraremos que,
Σˆ = −2iΓφ
N∑
n=1
cˆ†ncˆn, (4.16)
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Figura 4.1: Densidad de probabilidad |ψ(x, t)|2 en funcio´n de la posicio´n y el tiempo
para un paquete de ondas Gaussiano que se mueve a lo largo de la cadena uniforme. a)
Dina´mica coherente, donde el paquete no experimenta eventos de perturbacio´n de su
fase. El paquete tiene un k = π/(2a) por lo que se desplaza hacia la derecha a medida
que transcurre el tiempo (hacia arriba). b) Una realizacio´n del me´todo de corrimientos
cua´nticos. Se observan pequen˜os paquetes de onda con otro momento, visualizados
como filamentos, que se desprenden del paquete coherente debido a los procesos de
dispersio´n. c) Dina´mica decoherente promedio sobre 100 realizaciones. Se puede observar
la reduccio´n del haz coherente. En b) y en c) los eventos decoherentes se caracterizan
por un tiempo de decoherencia τSE = 150~/V . d) Cortes de la densidad de probabilidad
mostrada en c) a diferentes tiempos. En todos los casos, los valores m´ınimo y ma´ximo
del eje vertical son 0 y 0.016 respectivamente. A medida que el paquete se propaga hacia
la derecha, se conforma una “estela”debido a la fraccio´n de la densidad que se dispersa
y queda atra´s.
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por lo que todos los sitios experimentan decoherencia de forma tal que adquieren la misma
incerteza en energ´ıa Γφ.
En la figura 4.1 se muestran la dina´mica coherente (no perturbada) en a), una real-
izacio´n o implementacio´n de la dina´mica que experimenta los procesos de reinyeccio´n en
b) y la dina´mica decoherente en c), para la cual es necesario realizar un promedio sobre un
ensamble de realizaciones. Se observa que en la realizacio´n decoherente aparecen “filamen-
tos” o pequen˜os paquetes de onda que se desprenden del haz coherente debido a efectos
de retrodispersio´n (back-scattering). Esto se genera como consecuencia de los procesos
de reinyeccio´n, donde al inducir una fase local aleatoria, eventualmente se produce una
relacio´n de fases en un conjunto sitios vecinos que da lugar a un “nuevo momento local”.
Luego, esa fraccio´n se desprende del haz coherente con otro momento, que incluso puede
tener direccio´n opuesta. Este efecto se vuelve ma´s importante cuando las fases aleatorias
caen en las regiones de las colas de la Lorentziana, es decir cuando la perturbacio´n a la
fase βn es muy grande. Las velocidades de estos paquetes de onda, que se relacionan con
las pendientes observadas en su trayectoria, son diversas, lo que indica la inelasticidad de
los procesos que toman lugar. Como puede observarse, estos desprendimientos llevan a
una reduccio´n en la intensidad del haz coherente.
La trayectoria decoherente puede pensarse como una superposicio´n de historias indi-
viduales, cada una representando el movimiento de una part´ıcula en una caminata aleato-
ria. La ocurrencia de un evento decoherente se comporta como un proceso estoca´stico de
Poisson. Cada part´ıcula tiene una probabilidad p = dt/τSE de experimentar un proceso
decoherente y una probabilidad (1−p) de sobrevivir durante el lapso de tiempo dt, donde
(τSE)
−1 = 2Γφ/~. (4.17)
Luego, la probabilidad de supervivencia P (t) a los eventos decoherentes decae exponen-
cialmente en el tiempo con una tasa dada por 4.17. Una superposicio´n de estas historias
mostrar´ıa que la densidad de probabilidad en el haz principal de la figura 4.1 decae ex-
ponencialmente.
4.4. Aplicaciones
4.4.1. Transporte decoherente
Vamos a comprobar nuestro modelo usando un sistema que lo inspiro´: el transporte
decoherente a trave´s de un dispositivo de tuneleo resonante de doble barrera (double
barrier resonant tunneling device: DBRTD). En un esquema de enlace fuerte, el DBRTD
se representa por un sitio de energ´ıa resonante E0 = 0 acoplado a dos cables semi-infinitos,
L y R, que actu´an como fuente y sumidero y tienen un ancho de banda 4V (donde V se
toma como la unidad de energ´ıa). Las amplitudes de tuneleo a trave´s de las barreras son
4.4 Aplicaciones 59
-1.5 0.0 1.5
0.0
0.5
1.0
 
 
Tr
an
sm
ita
nc
ia
F
  (unidades de V)
 /V=0.01 (DP)
 /V=0.01 (QD)
 /V=0.3 (DP)
 /V=0.3 (QD)
Figura 4.2: Transmitancia en presencia de decoherencia a trave´s del dispositivo de
tuneleo resonante de doble barrera (DBRTD), cuyo Hamiltoniano de enlaces fuertes se
esquematiza en la parte suprior de la figura. La transmitancia se obtiene mediante los
modelos de D’amato y Pastawski (DP) y corrimientos cua´nticos (QD) para dos valores
de intensidad de decoherencia Γφ/V . Para Γφ/V = 0,01, se muestra la transmitancia
del modelo DP con la linea de puntos y la del QD con tria´ngulos rojos usando un nu´mero
de realizaciones NS = 5 en el promedio. Para Γφ/V = 0,3, la transmitancia usando DP
se muestra con la l´ınea so´lida y el resultado del QD con c´ırculos azules usando NS = 50
realizaciones. Los otros para´metros son: V = 1, E0 = 0, VL = VR = 0,15, Er = 0
VL y VR. Luego, el Hamiltoniano de enlace fuerte es
Hˆ0 = E0cˆ
+
0 cˆ0 − VL(cˆ+−1cˆ0 + cˆ+0 cˆ−1)− VR(cˆ+1 cˆ0 + cˆ+0 cˆ1)
−
∞∑
n=1
V (cˆ+n+1cˆn + cˆ
+
n cˆn+1)−
−∞∑
n=−1
V (cˆ+n+1cˆn + cˆ
+
n cˆn+1). (4.18)
Para evaluar la transmitancia usando un ca´lculo basado en dina´mica, construimos un
paquete de ondas Gaussiano con momento ~k situado dentro del cable izquierdo y lejos de
la barrera. Un paquete de ondas ancho asegura una energ´ıa bien definida. El coeficiente
de transmisio´n se obtiene al integrar la densidad en el lado derecho despue´s de que el
paquete se haya transmitido o reflejado, es decir despue´s de que haya abandonado la regio´n
central. Esta transmitancia es equivalente al resultado anal´ıtico de estado estacionario de
la fo´rmula de Fisher-Lee.[PM01]
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La decoherencia se introduce so´lo en el nivel resonante durante toda la evolucio´n
siguiendo la prescripcio´n de la seccio´n anterior. En la figura 4.2 comparamos los resultados
del QD con aquellos que resultan de la solucio´n de Bu¨ttiker dada por la ecuacio´n 4.1
y usando la fo´rmula de Fisher y Lee 4.3. Mostramos estas cantidades para diferentes
intensidades de decoherencia Γφ. Podemos observar que se tiene una gran coincidencia
entre las curvas y, lo que hace ma´s valioso au´n al me´todo, el nu´mero de realizaciones en
el promedio fue del orden de 10. Esto ocurre porque el observable “densidad transmitida”
involucra una integracio´n espacial y por lo tanto podemos aprovechar un efecto de auto-
promedio. Esta tendencia se mantendr´ıa en observables globales, o colectivos, como por
ejemplo la conductancia decoherente en alambres largos.
El me´todo QD ajusta los valores teo´ricos hasta la precisio´n deseada. La u´nica difer-
encia que uno podr´ıa notar en algunos casos espec´ıficos, tal como picos angostos, surgir´ıa
del hecho que los paquetes de onda se construyen a partir de estados que esta´n definidos
con un cierto rango de energ´ıa, como consecuencia del principio de incertidumbre. Por
otro lado, la teor´ıa de dispersio´n (scattering) o el transporte de estado estacionario, al
usar ondas planas asinto´ticas, no posee tal incerteza en la energ´ıa. Este ejemplo es rep-
resentativo de una amplia variedad de problemas de estado estacionario que pueden ser
resueltos con el me´todo QD, con el u´nico costo de recursos computacionales. Encontramos
que en el QD, as´ı como en el paralelismo cua´ntico, [ADLP07] los observables colectivos
tienen una tendencia a auto-promediarse. Esto hace a nuestro modelo una herramienta
muy prometedora para evaluar dina´micas decoherentes en sistemas extendidos as´ı como
tambie´n en problemas de muchos cuerpos. Sin embargo, la verdadera ventaja del QD em-
pieza a ser apreciada al abordar problemas con dependencia temporal, como mostramos
en la siguiente seccio´n.
4.4.2. Transicio´n de fase en la dina´mica cua´ntica en un sistema
de dos niveles
Consideremos un sistema de dos niveles (TLS, por two level system) que describe la
dina´mica de una carga o un esp´ın, [DALP07, SKV+14] donde los estados son |0〉 ≡ |↑↓〉 =
cˆ+0 |vacuum〉 y |1〉 ≡ |↓↑〉 = cˆ+1 |vacuum〉, con energ´ıa degenerada E0 y una interaccio´n V
que los mezcla. Este sistema tan simple presenta una dina´mica no trivial cuando uno de
sus niveles interactu´a con un ambiente de espines: aparece una transicio´n de fase en la
dina´mica cua´ntica (QDPT, quantum dynamical phase transition). [ADLP06]
En la QDPT ciertos observables presentan un comportamiento no anal´ıtico en funcio´n
de la intensidad de la interaccio´n sistema-ambiente. La QDPT se omite en la solucio´n de
la matriz densidad en la aproximacio´n secular usual de la teor´ıa de Redfield [MKBE74]
pero se muestra en una variante del modelo de QJ. [ADLP06]
El Hamiltoniano del TLS es
HˆTLS = E0(cˆ
†
0cˆ0 + cˆ
†
1cˆ1)− V (cˆ†1cˆ0 + cˆ†0cˆ1). (4.19)
Si este sistema no se encuentra perturbado por un ambiente, los autovalores son E0±V y
corresponden a los estados superposicio´n (|0〉 ∓ |1〉) /√2. La probabilidad de supervivencia
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Figura 4.3: Partes real (arriba) e imaginaria (abajo) de los polos de la funcio´n de Green
de un sistema de dos niveles en funcio´n de la intensidad de interaccio´n con el ambiente.
En (a) y (c) la interaccio´n con el ambiente es asime´trica, es decir so´lo uno de los estados
experimenta el efecto del ambiente, por lo que se produce una bifurcacio´n no-anal´ıtica
en los polos de la funcio´n de Green. En (b) y (d) ambos estados experimentan una
interaccio´n sime´trica con el ambiente, y los polos simplemente se desplazan al plano
complejo.
de una excitacio´n con un estado inicial |ψ (0)〉 = |0〉, es decir, el elemento diagonal de la
matriz densidad, es
P00(t) =
∣∣∣〈0| e−iĤ0t/~ |0〉∣∣∣2 , (4.20)
= 1/2 + 1/2 cosω0t. (4.21)
Podemos observar que P00(t) presenta oscilaciones de Rabi [CTGDR92] con frecuencia
ω0 = 2V/~ y per´ıodo T = π~/V .
Cuando el sistema de dos niveles sufre la interaccio´n asime´trica de un ambiente, co-
mo se muestra en el esquema de la figura 4.3 a), la QDPT ya aparece en el espectro
del Hamiltoniano efectivo no-Hermı´tico. [Rot09] Esto puede observarse al incluir en el
Hamiltoniano efectivo un te´rmino de interaccio´n del ambiente con uno de los sitios,
Σˆ = −i2Γφcˆ+0 cˆ0, (4.22)
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donde 2Γφ es la incerteza en energ´ıa que adquiere el nivel. Por simplicidad consideraremos
E0 = 0. En este caso, las energ´ıas toman la forma
ε± = iΓφ ±
√
V 2 − Γ2φ, (4.23)
donde podemos notar la existencia de un punto excepcional cuando V 2 − Γ2φ cambia de
signo. Cuando tal situacio´n toma lugar, se evidencia el comportamiento no anal´ıtico en la
QDPT al producirse un colapso de Re(ε±) y una bifurcacio´n en Im(ε±), como se muestra
en las figuras 4.3 (a) y (c).
Sin embargo, si la interaccio´n del sistema con el ambiente es sime´trica, como se muestra
en el esquema incrustado en la figura 4.3 b), el Hamiltoniano se corrige adicionando el
te´rmino
Σˆ = −iΓφ
(
cˆ+0 cˆ0 + cˆ
+
1 cˆ1
)
. (4.24)
Por tanto, las energ´ıas simplemente se desplazan al plano complejo,
ε± = iΓφ ± |VAB| (4.25)
y las bifurcaciones no se producen al nivel del Hamiltoniano. No obstante, la QDPT ocurre
pero so´lo en la matriz densidad si la positividad es asegurada. [Pas07] Luego, obtener
la QDPT en un modelo con interaccio´n sime´trica de ambos estados con el ambiente
constituye una prueba definitiva para el me´todo QD.
Consideremos un ambiente que interactu´a independientemente con cada estado con
una tasa descripta por la regla de oro de Fermi 1/τSE = 2Γφ/~. Las implicaciones f´ısicas
de este modelo se discuten en la siguiente seccio´n en el contexto de un sistemas de espines.
La evolucio´n nume´rica del TLS se realiza eligiendo a Γφ como el ancho de la distribucio´n
Lorentziana.
Compararemos nuestro me´todo QD, donde la probabilidad de supervivencia decoher-
ente es
P˜00(t) =
∣∣∣∣∣〈0|
Nt∏
n=1
e−iΣˆndt/~e−iĤ0dt/~ |0〉
∣∣∣∣∣
2
, (4.26)
con la solucio´n anal´ıtica de la GLBE. Esta u´ltima fue resuelta exactamente para este
problema en las referencias [Pas91, ADLP06, Pas07], en las cuales se obtiene, para la
probabilidad de supervivencia,
P˜00(t) =
1
2
+
1
2
e−Γφt/~
[
cos (ωt) +
Γφ
2ω
sin (ωt)
]
. (4.27)
Luego, las oscilaciones de los elementos diagonales y no diagonales de la matriz densidad
oscilan con una frecuencia ω, que es menor que la frecuencia de Rabi ω0:
ω =
√
ω20 − (Γφ/~)2. (4.28)
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Esta ecuacio´n evidencia que la frecuencia de oscilacio´n del TLS exhibe un comportamiento
no anal´ıtico. La frecuencia ω toma valores reales cuando Γφ/~ < ωo (re´gimen amortigua-
do). Ma´s alla´ de este valor, es decir Γφ/~ > ωo (re´gimen sobreamortiguado), Re(ω) ≡ 0, y
luego las oscilaciones son suprimidas por completo. Consecuentemente, P˜00(t) es la suma
de dos decaimientos exponenciales:
P˜00(t) =
1
2
− γ2
2(γ1 − γ2)e
−γ1t +
γ1
2(γ1 − γ2)e
−γ2t, (4.29)
donde la tasa de decaimiento γ1(2) es
γ1(2) =
1
~
(
Γφ ±
√
Γ2φ − (~ωo)2
)
. (4.30)
Note que, a tiempos cortos, P˜00(t) es siempre de la forma 1−ω2ot2/4 = 1−V 2t2/~2, que es
caracter´ıstico de una evolucio´n cua´ntica sin perturbaciones. Esto ocurre porque, a tiempos
cortos, la interaccio´n con el ambiente tiene un efecto acumulado muy pequen˜o sobre la
probabilidad de supervivencia, y as´ı este observable au´n puede ser determinado por la
dina´mica cua´ntica no perturbada. En un re´gimen fuertemente decoherente, Γφ/~ ≫ ωo,
las tasas de decaimiento tienden a γ1 ≃ 2Γφ/~, γ2 ≃ ~ω2o/2Γφ, lo que define una tasa de
decaimiento a tiempos cortos, γ1, y una tasa, γ2, que domina a tiempos largos de la forma
P˜00(t) ∝ e−γ2t. Ambos te´rminos exponenciales son necesarios para obtener la evolucio´n
completa, en particular para representar el comportamiento cuadra´tico a tiempos cortos.
En la figura 4.4(a) se muestran las tasas de decaimiento de la ecuacio´n 4.30. La QDPT
se manifiesta como la bifurcacio´n de estas tasas. Las tasas obtenidas de un ajuste se mues-
tran como puntos superpuestos a la curva teo´rica. En la figura 4.4(b), se muestran las
oscilaciones de Rabi de la probabilidad de supervivencia promedio, P˜00(t), que es atenu-
ada exponencialmente con τ−1 ≃ Γφ/~ = 1/2(τSE)−1. Este es el ejemplo ma´s comu´n de
decoherencia en sistemas de dos niveles. La P˜00(t) y las razones de decaimiento ajustadas
coinciden perfectamente con la solucio´n de las GLBE. Tambie´n se muestra una u´nica re-
alizacio´n del me´todo QD. No´tese que no hay saltos en la probabilidad de supervivencia, y
que el comportamiento oscilatorio domina la evolucio´n. En la figura 4.4(c) se muestra la
P˜00(t) en el re´gimen subamortiguado para un valor de Γφ = 1V , donde el comportamiento
oscilatorio es pequen˜o. En la figura 4.4(d) mostramos P˜00(t) en el re´gimen sobreamor-
tiguado, para Γφ = 2,1V . Podemos identificar el comportamiento inicial cuadra´tico y, a
tiempos largos, el decaimiento exponencial con la tasa γ2 ∝ 1/Γφ. Mientras mayor es Γφ,
ma´s lento decae P˜00(t). Esto es una caracter´ıstica del efecto Zeno´n cua´ntico en que el
sistema es continuamente perturbado, lo que ocasiona que la evolucio´n se “congele” en un
estado pro´ximo a la condicio´n inicial. Al incrementar Γφ, cada realizacio´n se asemeja a un
proceso estoca´stico que conserva el inicio de forma cuadra´tica. Las realizaciones no pre-
sentan discontinuidades o saltos en la densidad, sin embargo lo hacen en sus correlaciones,
lo que se ve como cambios abruptos en las pendientes locales.
La dina´mica de los observables emerge luego de realizar un promedio sobre ensamble.
Mientras la probabilidad de supervivencia no se encuentre muy cerca de su valor asinto´tico
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Figura 4.4: (a) Tasas de decaimiento predichas por las ecuaciones 4.27 y 4.30 para la
probabilidad de supervivencia de un electro´n en el estado |0〉 del sistema de dos niveles
(TLS). Los puntos rojos indican las tasas de la solucio´n de la GLBE para las evoluciones
dina´micas mostradas en las figuras (b)−(d). La transicio´n de fase en la dina´mica cua´nti-
ca (QDPT) ocurre como una bifurcacio´n en las tasas para el valor cr´ıtico Γφ/V = 2. La
l´ınea punteada representa el valor asinto´tico 2Γφ/~. En (b) − (d), mostramos las prob-
abilidades de supervivencia P˜00(t) (l´ınea gruesa azul), las soluciones de las GLBE (l´ınea
delgada negra), y las realizaciones individuales (l´ınea de guiones gris) en el re´gimen
subamortiguado, en (b) con Γφ/V = 0,1 y (c) con Γφ/V = 1, y en el re´gimen so-
breamortiguado, (d) con Γφ/V = 2,1. Las realizaciones individuales tienden a preservar
las oscilaciones. Adema´s, no presentan saltos en las densidades sino en las pendientes.
El promedio en ensamble fue tomado sobre NS = 100 realizaciones. Para P˜00(t) ≃ 1/2
se observan las fluctuaciones t´ıpicas del orden de 1/
√
NS . El promedio P˜00(t) tiende a
la solucio´n de la GLBE al incrementar NS .
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1/2, una representacio´n razonable de P˜00(t) puede ser obtenida con un promedio sobre
alrededor de N = 100 realizaciones, como se muestra en la figura 4.4. En casos que presen-
tan amortiguamiento ma´s intenso o que sea necesario describir parte del comportamiento
asinto´tico, se evidencian fluctuaciones t´ıpicas de los nu´meros aleatorios, donde los observ-
ables tienen una precisio´n que var´ıa con el nu´mero de implementaciones en el promedio,
N , de la forma 1/
√
N . Luego, para obtener coincidencia con los valores teo´ricos exactos
con precisio´n razonable (1%) se necesitan alrededor de N = 10 000 realizaciones. 1
4.4.3. Eco de Loschmidt
Siguiendo la lo´gica de las secciones previas, uno estar´ıa tentado de asignar el significa-
do de la decoherencia al decaimiento de las oscilaciones. Sin embargo, para caracterizar el
efecto de la decoherencia en un observable ser´ıa necesario filtrar la dina´mica intr´ınseca de
este observable. Un modo de realizar este procedimiento es a trave´s del eco de Loschmidt
(LE). [JP01] Este representa la cantidad de excitacio´n recuperada despue´s de un proced-
imiento de reversio´n temporal implementado en presencia de un ambiente. La ventaja
es que el LE codifica en un observable local las pe´rdidas de las correlaciones no locales.
Tal como en experimentos de resonancia magne´tica nuclear (NMR), esto es consistente
con cambiar el signo del Hamiltoniano actuante, Ĥ0 −→ −Ĥ0. Al usar la expansio´n de
Trotter-Suzuki, el LE puede definirse como:
M00(2t) =
∣∣∣∣∣〈0|
2Nt∏
m=Nt+1
e+iĤ0dt/~e−iΣˆmdt/~ ×
Nt∏
n=1
e−iΣˆndt/~e−iĤ0dt/~ |0〉
∣∣∣∣∣
2
(4.31)
donde Nt = t/dt, y Σˆn es el Hamiltoniano de la perturbacio´n. No´tese que, mientras el
signo del Hamiltoniano cambia, la perturbacio´n permanece con el mismo signo. Esto se
debe a que si bien uno tiene control sobre el sistema, por lo cual podemos revertir el
signo del Hamiltoniano, no es posible realizar la misma operacio´n sobre el ambiente. Por
ende, el signo de la perturbacio´n Σˆn no cambia al efectuar el procedimiento de reversio´n
temporal.
En esta subseccio´n vamos a analizar la dina´mica decoherente de un sistema de dos
niveles (TLS), cuyo estado inicial es el |0〉 y el efecto de la decoherencia sera´ evaluado a
trave´s del eco de Loschmidt. Consideraremos Σˆn como un operador diagonal en la base
de sitios que produce corrimientos estoca´sticos de las fases locales. En la figura 4.5(a),
mostramos la probabilidad de supervivencia P˜00(t) y el eco de Loschmidt M00(t) en el
re´gimen amortiguado del TLS, en funcio´n del tiempo de interaccio´n con el ambiente, t.
Sorprendentemente, en el re´gimen amortiguado, M00 no es una simple exponencial sino
que presenta “plateaus” siempre que la reversio´n comienza cuando el sistema esta´ en
1 Nosotros comprobamos que, usando distribuciones de probabilidad Pβ0 de forma Gaussiana y binaria,
las fluctuaciones y as´ı tambie´n su influencia en la precisio´n del promedio en ensamble persisten. Sin
embargo, esto no representa una limitacio´n si uno esta´ lejos de los valores asinto´ticos o cuando se abordan
observables globales.
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los estados |0〉 o´ |1〉. Por el contrario, M00 sufre un decaimiento ma´ximo si la reversio´n
empieza en un estado superposicio´n [|0〉 ± |1〉] /√2. Este feno´meno puede ser entendido
recurriendo al siguiente esquema:
estado del TLS 0 s 1 s 0 s 1 s
efecto de la decoherencia d f d f d f d f
decaimiento de M00 l r l r
tiempo de evolucio´n (tiempo de interaccio´n con el ambiente)→
La part´ıcula en el TLS alterna entre los estados |0〉 y |1〉 pasando por estados de super-
posicio´n, etiquetados como s. El impacto de la decoherencia sobre el sistema puede ser
fuerte (f) o de´bil (d), segu´n el estado en que se encuentre. En efecto, durante la oscilacio´n
de Rabi, cuando la densidad se ubica en uno de los sitios, digamos el |1〉, las interacciones
decoherentes modifican al estado del sistema c1(t) |1〉 de modo que se produce un corrim-
iento en la fase, eiβ1c1(t) |1〉, donde c1(t) es un coeficiente. As´ı, cuando la probabilidad de
supervivencia es ma´xima en cualquiera de los estados |0〉 o´ |1〉 el efecto del ambiente es
de´bil, ya que los procesos decoherentes actu´an como un cambio en la fase global, lo cual
no destruye las correlaciones de fase entre |0〉 y |1〉. No obstante, para los estados de su-
perposicio´n, la fase relativa entre los estados |0〉 y |1〉 se ve modificada, y por consiguiente,
el efecto de la decoherencia es fuerte. Note que esto ocurre porque la decoherencia actu´a
en la base local o de sitios. De este modo, si se comienza la reversio´n temporal cuando
el sistema esta´ en un estado de superposicio´n s en un tiempo de evolucio´n t, el eco de
Loschmidt M00 presentara´ un ra´pido decaimiento (r), que se mostrara´ cuando el sistema,
en un tiempo 2t, se encuentre aproximadamente en el estado |1〉 = P˜00(2t). Sin embargo,
el decaimiento del eco de Loschmidt M00 sera´ lento (l) si la reversio´n temporal comienza
en |0〉 o en |1〉, lo cual se muestra en la figura 4.5 como plateaus sobre los ma´ximos de la
probabilidad de supervivencia en el estado |0〉.
En la figura 4.5(a), el decaimiento exponencial homoge´neo de la probabilidad de super-
vivencia no discrimina por el estado inicial mientras que el LE lo hace. En cualquier caso,
si uno define una tasa general de decaimiento para el LE γφLE ≡ 1/τφLE , esta coincidir´ıa
con la observada en el decaimiento de la oscilacio´n, es decir, γφLE ≃ Γφ/~ = 1/2(τSE)−1.
Luego, el LE da una razo´n fundamental para este factor 1/2: los procesos decoherentes
son efectivos durante la mitad del ciclo dina´mico, es decir, cuando el sistema se encuentra
en un estado de superposicio´n.
El re´gimen sobreamortiguado se muestra en la figura 4.5(b) y en escala logar´ıtmica
en figura 4.5(c). Esta u´ltima aclara las tasas de decaimiento diferentes para la probabil-
idad de supervivencia P˜00(t) y el eco de Loschmidt M00(t) y las dificultades de obtener
probabilidades de alrededor de 1/2 con un nu´mero limitado de realizaciones. El LE a
tiempos cortos presenta un inicio con pendiente pro´xima a cero que es ma´s ancho que
en la probabilidad de supervivencia. Para el mismo intervalo de accio´n de los procesos
decoherentes, la sen˜al del LE es mayor que la probabilidad de supervivencia. Este hecho
es consistente con que, a los efectos de que los procesos decoherentes sean efectivos, la
dina´mica primero debe formar un estado de superposicio´n. Es decir, como vimos antes
en el caso amortiguado, los procesos de interaccio´n con el ambiente son particularmente
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Figura 4.5: Probabilidad de supervivencia de una part´ıcula en el estado inicial |0〉 del
sistema de dos niveles (TLS) (linea azul gruesa) y el eco de Loschmidt (l´ınea negra
delgada) en funcio´n del tiempo de accio´n del ambiente para: (a) Γφ/V = 0,1 y (b)
Γφ/V = 2,1, promediado sobre NS = 10000 realizaciones. (c): Idem a (b) pero en
escala logar´ıtmica. La tasa de decaimiento del LE, 1/τSE = 1,12V/~, es ma´s pequen˜o
que la m´ınima tasa de decaimiento de la P˜00, 1/τ2 = 1,46V/~.
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eficientes para degradar la coherencia cuando el sistema se halla en un estado superposi-
cio´n de los estados locales. Sin embargo, a tiempos cortos el estado de superposicio´n no
ha logrado formarse, y por tanto, el eco de Loschmidt es capaz de revertir casi toda la
dina´mica del TLS.
La tasa de decaimiento del LE no puede ser ajustada con la ecuacio´n 4.30. Al usar
una u´nica exponencial, la tasa de decaimiento es 1/τφLE = 1,12V/~, que es levemente ma´s
pequen˜a que la menor de las tasas de P˜00, es decir γ2 = Γφ−
√
Γ2φ − (~ωo)2 = 1,46V . Esto
indica que el LE da un mayor peso a los procesos de tiempo corto menos correlacionados
donde la interaccio´n fuerte con el ambiente no nos permite crear las correlaciones y por
ello, deber´ıa haber un decaimiento menor.
4.4.4. Saltos cua´nticos y corrimientos cua´nticos en una dina´mica
de muchos espines
El modelo de saltos cua´nticos (QJ, quantum jumps), ha sido usado exitosamente en
o´ptica cua´ntica para representar las trayectorias cua´nticas individuales de sistemas capaces
de realizar procesos de emisio´n esponta´nea. [DCM92, MCD93, TM92, CSVR89, Car93]
Un ejemplo t´ıpico consiste en un a´tomo con dos niveles relevantes, | 0〉 y | 1〉, irradiado
por un LASER, de modo que su dina´mica cua´ntica coherente corresponde a las oscila-
ciones de Rabi. Simulta´neamente, el sistema se encuentra acoplado a los modos del vac´ıo
del campo electromagne´tico por lo que puede emitir fotones. El QJ captura el proceso
de emisio´n como un colapso en la funcio´n de onda ψ, cuya probabilidad de ocurrencia
esta´ caracterizada por una tasa Γ. As´ı, en un paso de evolucio´n temporal dt, la probabil-
idad de sufrir un colapso de la funcio´n de onda en el estado | 1〉 es dp =| α1(t) |2 Γdt,
donde | α1(t) |2=| 〈1 | ψ(t)〉 |2. En un esquema nume´rico, [DCM92] la aleatoriedad del
proceso de emisio´n resulta equivalente al sorteo de un nu´mero aleatorio, δ, tal que si
δ ≥ dp entonces el sistema evoluciona coherentemente, es decir ψ(t + dt) = U(dt)ψ(t).
Sin embargo, si δ < dp, se produce la emisio´n, y consecuentemente la medicio´n, del foto´n
ocasionando el colapso de la funcio´n de onda al estado fundamental, ψ(t + dt) =| 0〉.
Debido a la naturaleza incoherente de los procesos de emisio´n, al realizar un promedio
sobre un ensamble de realizaciones del QJ se obtiene una dina´mica decoherente.
En esta seccio´n vamos a abordar las diferencias entre los modelos QD y QJ, en una
situacio´n de relevancia experimental donde el formalismo de la matriz densidad es clara-
mente restrictivo: se trata de la dina´mica de muchos espines. Vamos a abordar el problema
de la dina´mica decoherente que no es trivial en te´rminos de la matriz densidad. En par-
ticular, estamos interesados en la dina´mica de una excitacio´n de esp´ın local en un sistema
de M espines 1/2 interactuantes. Digamos que el estado inicial a t = 0 esta´ dado por la
matriz densidad
ρˆ0 =
1
2M
(ˆI+ 2Sˆz1), (4.32)
que describe que el esp´ın 1 esta´ polarizado hacia arriba. A temperaturas muy altas, los
otros espines no esta´n polarizados, es decir tr[Sˆz1 ρˆ0] =
1
2
y tr[Sˆzi ρˆ0] = 0 ∀i 6= 1. A los
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efectos de ser ma´s espec´ıficos, consideremos el caso particular de una cadena lineal con
M = 5. Este problema fue abordado teo´ricamente y experimentalmente usando te´cnicas
de resonancia magne´tica nuclear, pero au´n faltan ca´lculos que representen la dina´mica
decoherente. [MBSH+97, PUL96, PLU95]
En el caso de la cadena lineal de 5 espines, el Hamiltoniano efectivo se reduce a
interacciones planares (o XY) a primeros vecinos. Usando los operadores de esp´ın Sˆ−i y
Sˆ+i , este resulta:
Hˆcad. =
M−1∑
i=1
Ji,i+1(Sˆ
+
i Sˆ
−
i+1 + Sˆ
+
i+1Sˆ
−
i )
+
M∑
i=1
~Ωi(Sˆ
+
i Sˆ
−
i −
1
2
). (4.33)
El primer te´rmino es el Hamiltoniano XY , que da cuenta de los acoples a primeros vecinos.
Tomaremos Ji,i+1 = J como la unidad de energ´ıa. El segundo, es el Hamiltoniano Zeeman,
donde las frecuencias de precesio´n son Ωi = ω0, y ω0 es la frecuencia de Larmor en el campo
magne´tico externo. En una dina´mica coherente, se observa que una excitacio´n local ρˆ0 se
propaga como una onda de esp´ın a trave´s de la cadena molecular y regresa al sitio inicial
en la forma de un eco mesosco´pico (ME). Este es precisamente el comportamiento de
paquete de ondas que hace a este tipo de sistemas prometedores para usarse como canales
cua´nticos. [CRC07, Bos03, CDEL04, ZASO11] Sin embargo, los experimentos [MBSH+97]
muestran que estas ondas de esp´ın experimentan decoherencia y se atenu´an mientras el
tiempo transcurre. Aqu´ı consideraremos que cada esp´ın es perturbado por un ambiente
local que actu´a como un campo Zeeman fluctuante. Luego, Ωi = ω0 + δωi, donde δωi
fluctu´a en el tiempo.
Vamos a resolver este problema al recurrir a la transformacio´n de Jordan-Wigner
[DPL02] que en este caso se muestra como Sˆ+i ←→ cˆ†i , Sˆ−i ←→ cˆi y Sˆzi ←→ cˆ†i cˆi − 1/2.
Luego, este sistema de muchos espines puede ser reducido a un problema de un cuerpo.
La transformacio´n se mantiene con validez si consideramos las fluctuaciones aleatorias en
el campo Zeeman. Es claro que estas producen perturbaciones en la energ´ıa local ~δωi que
se muestran como decoherencia en la dina´mica de los espines. Note que las fluctuaciones
son naturalmente descriptas dentro de la prescripcio´n del QD y, a la inversa, las fases
aleatorias del QD tienen un significado f´ısico directo en este problema.
En las figuras 4.6(a) y 4.6(b) comparamos las evoluciones coherente y decoherente
de la onda de esp´ın. La exitacio´n local viaja del sitio 1 hacia el borde de la cadena,
donde es reflejado y regresa al esp´ın inicial como un eco mesosco´pico. Usamos un tiempo
de decoherencia de 3~/J , consistente con la observacio´n experimental. [MBSH+97] En
las figuras 4.6(c) y 4.6(d) mostramos la densidad local para una u´nica realizacio´n, para
ambos me´todos, el QD y el QJ. El me´todo QD presenta un perfil ma´s suave mientras que
en el QJ la evolucio´n se asemeja a la coherente hasta que se produce el salto.
En problemas similares, la ecuacio´n maestra para la matriz densidad podr´ıa ser usada
para obtener la dina´mica decoherente. [ZˇH13] Sin embargo, con respecto a los ca´lculos
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Figura 4.6: Densidad de probabilidad de la excitacio´n en cada esp´ın de una cadena
lineal de 5 sitios en funcio´n del tiempo para (a) la evolucio´n coherente, (b) una evolucio´n
promedio con un tiempo de coherencia finito Tcoh = 3~/J , (c) una u´nica realizacio´n
del modelo QD, y (d) una u´nica realizacio´n del modelo QJ. Cuando la onda de esp´ın
alcanza el borde de la cadena se refleja constituyendo el eco mesosco´pico. Note que las
curvas para el QD son continuas mientras que las que corresponden al QJ presentan un
salto abrupto en la densidad.
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Figura 4.7: El error esta´ndar σ por
√
N s como funcio´n del tiempo de evolucio´n, para
Ns = 10, 100, y 500. Note que σN
1/2
s no depende de Ns sino del me´todo QD o QJ.
Para un mismo Ns, σ
QJ/σQD ≈ 2.
nume´ricos, e´sta resulta muy demandante. El me´todo QJ, basado en una funcio´n de ondas
estoca´stica, ya ha probado ser ma´s conveniente para abordar sistemas grandes, lo cual
puede ser visto en la referencia [BHP97]. En efecto, a partir de cierto taman˜o del sistema
es ma´s ra´pido y menos demandante realizar un promedio sobre muchas realizaciones de un
modelo QJ que calcular la matriz densidad completa. Ya que nuestro me´todo QD tambie´n
se basa en una funcio´n de ondas estoca´stica, para sistemas suficientemente grandes el
me´todo QD se volvera´ ma´s conveniente que la matriz densidad. Luego, debemos comparar
el desempen˜o del QD con el del QJ.
Observaremos la convergencia a una dina´mica decoherente promedio para ambos me´to-
dos, el QD y el QJ. Debido a la naturaleza discontinua del QJ, esperamos que la diferencia
con la dina´mica promedio sea mayor para el QJ que para el QD (ver figuras 4.6(c) y 4.6(d)).
Esto puede ser cuantificado en te´rminos del promedio en el tiempo del error esta´ndar,
σ(QD,QJ) =
√√√√ 1
Ns T
∫ T
0
dt
Ns∑
i=1
(
ρ
(QD,QJ)
i,i (t)− ρ¯i,i(t)
)2
. (4.34)
Aqu´ı, T es el tiempo de evolucio´n y ρ¯ii(t) = |i〉 〈i| es la densidad media al tiempo t
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en el sitio i obtenida de un promedio sobre Ns = 10
5 realizaciones, donde tanto el QJ
como el QD convergen a la misma dina´mica promedio con error despreciable. En la figura
4.7 mostramos la cantidad σN
1/2
s para diferentes valores de Ns en funcio´n del tiempo
de evolucio´n T . Luego, este resultado evidencia la tendencia general del me´todo QD a
presentar una desviacio´n de la media menor que el QJ. En efecto, para cada Ns, el σ
QJ
es mayor que el σQD por un factor de casi 2. Luego, para converger con un dado σ, el QD
necesita realizar aproximadamente la mitad de las realizaciones que el QJ.
4.5. Conclusio´n
Desarrollamos e implementamos un modelo estoca´stico para incluir procesos decoher-
entes en la dina´mica cua´ntica. Inspirados en la descripcio´n de Bu¨ttiker, y D’Amato y
Pastawski del transporte decoherente de estado estacionario, extrapolamos sus bases a
una funcio´n de onda que experimenta corrimientos estoca´sticos suaves en una base local.
Por esto, lo denominamos modelo de “corrimientos cua´nticos” (QD, por quantum drift)
A diferencia del me´todo de los saltos cua´nticos (QJ), no ocurren colapsos de la funcio´n
de onda y los corrimientos de fases son introducidos en una dina´mica unitaria. Luego, en
el QD, los saltos solo pueden aparecer en las funciones correlacio´n, no en la densidad
local. Al poseer un significado f´ısico claro, el me´todo QD presenta un marco conceptual
atractivo y particularmente adaptable para hacer frente a sistemas extendidos. Adema´s,
admite posteriores extensiones que van desde la evaluacio´n de corrientes en esquemas de
transporte hasta la representacio´n de interacciones espec´ıficas de muchos cuerpos.
Usando ca´lculos nume´ricos, demostramos que los resultados del me´todo dina´mico QD
se encuentran en completo acuerdo con las conductancias de estado estacionario a trave´s
de un modelo de dispositivo resonante de doble barrera con decoherencia, au´n cuando
se recurre a un promedio en ensamble bastante acotado. Para el transporte de estado
estacionario en sistemas extendidos, una evaluacio´n de la funcio´n de onda del QD es, por
construccio´n, ma´s eficiente que la matriz densidad. [BHP97]
En sistemas de espines, los fundamentos f´ısicos del modelo QD se vuelven evidentes.
La decoherencia asociada a la fluctuacio´n de la energ´ıa local es un ingrediente natural
asociado con las fluctuaciones ra´pidas de campos Zeeman locales. Luego, verificamos el
modelo aplica´ndolo a dos sistemas espines en presencia de decoherencia. El primero es
un sistema de dos niveles que oscila entre |0〉 ≡ |↑↓〉 y |1〉 ≡ |↓↑〉, el cual tiene la par-
ticularidad de mostrar una transicio´n de fase en la dina´mica cua´ntica. Esta transicio´n
fue observada en experimentos de NMR y obtenida a partir de la solucio´n de las ecua-
ciones generalizadas de Landauer-Bu¨ttiker. [ADLP07, DALP07] No so´lo recuperamos el
decaimiento exponencial de las oscilaciones a bajas tasas de interaccio´n con el ambiente,
sino tambie´n la bifurcacio´n no-anal´ıtica de las tasas de decoherencia a un valor cr´ıtico
de la intensidad de interaccio´n. Evaluamos la dina´mica decoherente de un sistema de
cinco espines, con conexio´n con experimentos de NMR. [MBSH+97]. Al usar tasas de
decaimiento consistentes con el experimento, mostramos que el eco mesosco´pico es robus-
to ante decoherencia. Tambie´n mostramos que, para un dado error de tolerancia de los
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observables, el me´todo QD demanda alrededor de la mitad de realizaciones que el QJ.
Al evaluar la decoherencia del sistema de dos niveles a trave´s del eco de Loschmidt, en-
contramos que los estados puros |0〉 ≡ |↑↓〉 y |1〉 ≡ |↓↑〉 son bastante robustos ante pertur-
baciones locales del ambiente. En contraste, el eco de Loschmidt, y por ende la coherencia,
decae ma´s ra´pido cuando el sistema esta´ en un estado de superposicio´n (|↑↓〉 ± |↓↑〉) /√2.
Estos resultados esta´n de acuerdo con la tendencia general recientemente observada con
NMR en sistemas de espines. [SAL+14]
En resumen, se propone un me´todo, QD, que provee una dina´mica unitaria estoca´stica
de la funcio´n de onda. La evaluacio´n de los observables usando me´todos como el QD
y el QJ son naturalmente paralelizables, por lo que resultan ma´s escaleables que los
me´todos basados en la matriz densidad, [BHP97] sin embargo, el QD requiere menos
realizaciones que el QJ para converger. Estas caracter´ısticas, que se suman al significado
f´ısico intr´ınseco, har´ıan al me´todo QD una herramienta adecuada para abordar la dina´mica
de observables tanto en sistemas extendidos de una part´ıcula como en sistemas de muchos
cuerpos.
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Cap´ıtulo 5
Decoherencia en fuerzas inducidas
por corrientes: aplicacio´n a motores
cua´nticos adiaba´ticos
5.1. Introduccio´n
Los dispositivos nanoelectromeca´nicos en general, y los nanomotores en particular,
han atra´ıdo mucha atencio´n en los u´ltimos an˜os. [MS09, KRP+11] El principio de fun-
cionamiento de la mayor´ıa de las propuestas se basan en f´ısica cla´sica. Sin embargo, en la
nanoescala uno puede beneficiarse de los efectos cua´nticos que emergen de las interferen-
cias cua´nticas. En esta direccio´n, el bombeo cua´ntico inverso fue recientemente propuesto
como el mecanismo ba´sico por el que una corriente DC es capaz de inducir fuerzas que
pueden movilizar un motor nanosco´pico. Tal dispositivo se conoce como “motor cua´nti-
co adiaba´tico” (AQM por sus siglas en ingle´s). [BMRvO13, BAL08, DMT09, QZ09] A
pesar de la descripcio´n cla´sica del movimiento del motor, es posible sacar provecho de
la naturaleza cua´ntica de las fuerzas inducidas por corrientes. En efecto, la eficiencia del
AQM puede incrementarse al explotar las interferencias presentes en el bombeo cua´ntico
de Thouless. [BMRvO13]
Muchas preguntas surgen de manera natural al abordar el problema de las fuerzas
inducidas por corrientes en dispositivos nanomeca´nicos. Por ejemplo, es interesante eva-
luar si su comportamiento cua´ntico sobrevivira´ ante situaciones no ideales. En particular,
nos preguntamos acerca de cua´l es el efecto de la decoherencia inducida por un ambi-
ente, tal como un ban˜o de fonones, y co´mo introducirla en la descripcio´n del problema.
¿Sera´ siempre contraproducente el efecto de la decoherencia para el desempen˜o de un
AQM? Resolver estas preguntas ayudar´ıa a proveer un mejor entendimiento de sus prin-
cipios de funcionamiento y maneras de evaluar la factibilidad de las implementaciones
experimentales.
En este cap´ıtulo extendemos la teor´ıa de fuerzas inducidas por corrientes [BKEvO12,
TKVK+12] para incluir eventos decoherentes. Nuestro punto de partida es el modelo
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D’Amato-Pastawski [B8¨6b, DP90, Pas92], el cual tiene que ser reformulado para con-
siderar el movimiento de los para´metros del Hamiltoniano que se asocian a las piezas
mo´viles. Esto nos permite evaluar los efectos de la decoherencia en fuerzas inducidas por
corrientes fuera del equilibrio, en coeficientes de friccio´n debido a los electrones, y en las
fuerzas fluctuantes pero enfoca´ndonos en AQMs.
5.2. Fuerzas inducidas por corrientes
Un motor puede entenderse como una pieza que presenta un movimiento c´ıclico y que
es inducido por corrientes ele´ctricas. La rotacio´n puede corresponder al movimiento de
una pieza meca´nica [BMRvO13] o de algu´n otro grado de libertad. [AvO15]
Se ha propuesto un mecanismo basado en la meca´nica cua´ntica que podr´ıa hacer
funcionar a estos motores, el bombeo cua´ntico inverso. Mientras en el bombeo cua´ntico la
variacio´n de un para´metro x produce una corriente DC, 1 en estos motores, una corriente
DC es capaz de ejercer una fuerza sobre esa coordenada x, que estar´ıa asociada a grados
de libertad rotacionales.
El origen de las fuerzas inducidas por corrientes es la retrodispersio´n de los electrones
(electron backscattering). Cuando los electrones se reflejan debido al potencial generado
por el rotor, le entregan su momento y lo aceleran. Estas fuerzas inducidas por corri-
entes (CIFs, por current induced forces) son de naturaleza cua´ntica. En las referencias
[BKEvO12, TKVK+12] se dan expresiones pra´cticas para las CIFs basadas en matrices
de dispersio´n, y conforman nuestro punto de partida.
En una aproximacio´n de Born-Oppenheimer fuera del equilibrio, los grados de liber-
tad dina´micos de un sistema son lentos comparados con la dina´mica del electro´n. 2 En
este l´ımite adiaba´tico, podemos tratar los grados de libertad meca´nicos como un campo
cla´sico actuando sobre los electrones. Es decir, la presencia del rotor imprime un perfil
de potencial sobre el sistema donde se desarrolla el transporte. As´ı, la rotacio´n del motor
cambia este perfil de potencial. Luego, ya que el movimiento de un motor es c´ıclico, sus
grados de libertad pueden ser descriptos por una u´nica coordenada rotante, x. Entonces
la dina´mica del rotor puede describirse usando la ecuacio´n de Langevin unidimensional,
Mx¨ +
dU
dx
= F − γx˙+ ξ, (5.1)
donde M es la masa del rotor (o el momento de inercia), y U es un potencial externo
cla´sico que tambie´n puede ser considerado. El lado derecho de la ecuacio´n 5.1 da cuenta
de las fuerzas inducidas por corrientes. El primer te´rmino, F es una fuerza de reaccio´n
adiaba´tica, independiente de la velocidad de rotacio´n del motor. El segundo te´rmino es
1Este para´metro controla al menos dos grados de libertad internos del sistema, ya que se garantiza
que hay bombeo cua´ntico. En caso contrario, la variacio´n perio´dica de un u´nico para´metro no producir´ıa
bombeo. Un ejemplo trivial de esto ser´ıa considerar x como el tiempo.
2Con el te´rmino “adiaba´tico” aqu´ı no nos referimos a que el motor no intercambia calor con el ambiente
sino al re´gimen del motor donde su dina´mica es muy lenta frente a la dina´mica de los electrones.
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una fuerza de friccio´n (disipativa) donde γ es el coeficiente de friccio´n. El u´ltimo te´rmino,
ξ, corresponde a las fluctuaciones en la fuerza y satisface 〈ξ(t)〉 = 0 y su autocorrelacio´n
D puede definirse como 〈ξ(t)ξ(t′)〉 ≈ Dδ(t− t′).
La fuerza generada por la corriente de electrones viene dada por [BKEvO12]
F (x) =
∑
i
∫
dε
2πi
fiTr
(
ΠiS
†dS
dx
)
, (5.2)
donde fi es la distribucio´n de Fermi en el cable i y Πi es un proyector sobre los canales del
cable i, donde al considerar un u´nico canal por cada cable, (Πi)pq = δipδiq. Aqu´ı hemos
introducido la matriz de dispersio´n (scattering) S, que puede ser definida en te´rminos de
la funcio´n de Green retardada,[Dat95] (ver el ape´ndice C)
Spq = −δpq + 2i
√
ΓpΓqG
R
pq, (5.3)
donde
GR = (εI − iηI −H)−1 , (5.4)
yH es el Hamiltoniano del sistema, ε la energ´ıa de Fermi, I la identidad y η un corrimiento
de energ´ıa infinitesimal al plano complejo que asegura condiciones de borde apropiadas
para GR. Note que los elementos diagonales Spp corresponden a coeficientes de reflexio´n
mientras que los no diagonales Spq son coeficientes de transmisio´n, en la forma generalizada
de la fo´rmula de Fisher-Lee [PM01, FL81], dada por la ecuacio´n 1.17.
En un sistema fuera del equilibrio, consideramos que hay una diferencia de potencial
infinitesimal entre los contactos δµL = µL−µR = eV. Luego, podemos desdoblar la funcio´n
de Fermi en dos contribuciones, fα = f0+∆fα, una de equilibrio y otra fuera de equilibrio.
A su vez, la fuerza generada por la corriente ele´ctrica puede desdoblarse, acordemente,
como F = F eq +∆F . La fuerza de equilibrio
F eq(x) =
∑
i
∫
dε
2πi
f0Tr
(
ΠiS
†dS
dx
)
, (5.5)
es conservativa, y por lo tanto no produce trabajo. Por otro lado, la contribucio´n fuera
del equilibrio
∆F =
∑
i
∫
dε
2πi
∆fiTr
(
ΠiS
†dS
dx
)
. (5.6)
es la responsable de producir un trabajo neto.
Al igual que en el movimiento Browniano, la interaccio´n fluctuante de los electrones
con el rotor origina una fuerza de reaccio´n con escala temporal lenta, que hace que el
rotor tienda al equilibrio te´rmico, es decir, corresponde a un mecanismo de disipacio´n por
friccio´n. Vamos a considerar las fuerzas hasta primer orden en eV y/o x˙. Esto implica
que so´lo las contribuciones en el equilibrio del coeficiente de friccio´n y de D deben ser
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tenidos en cuenta. En el equilibrio, la u´nica contribucio´n al coeficiente de friccio´n que no
desaparece es la llamada “contribucio´n sime´trica” γs,eq,[TKVK+12, BKEvO12]
γs,eq =
1
4
∑
i,j
∫
dε
2π
∂
∂ε
(fi + fj) Tr
{
ΠiS
†dS
dx
ΠjS
†dS
dx
}
. (5.7)
Por otro lado, las fluctuaciones de esa fuerza disipativa son tenidas en cuenta en la fuerza
fluctuante ξ(t), donde 〈ξ(t)〉 = 0 y cuya autocorrelacio´nD esta´ definida como 〈ξ(t)ξ(t′)〉 ≈
Dδ(t − t′), es decir, se asume que es localmente correlacionada en el tiempo. Esto es
razonable debido a que la escala de tiempo de los electrones es mucho menor que el
per´ıodo del rotor. La expresio´n para la autocorrelacio´n es
D′ =
∑
i,j
∫
dε
2π
fi (1− fj) Tr
{
Πi
[
S†
dS
dx
]†
ΠjS
†dS
dx
}
. (5.8)
Las cantidades γs,eq y D esta´n relacionadas por el teorema de fluctuacio´n-disipacio´n, es
decir, satisfacen D = 2KBT γ
s,eq, donde kBT es la energ´ıa te´rmica. La demostracio´n
puede verse en la ref. [BKEvO12].
5.3. Decoherencia en las fuerzas inducidas por corri-
entes.
Inicialmente, vamos a considerar un sistema al que sometemos a procesos decoherentes,
los cuales estara´n representados por un u´nico volt´ımetro ficticio conectado al sistema, φ, tal
como lo hace Bu¨ttiker. Este me´todo fue usado por Brouwer y Bu¨ttiker cuando abordaron
un problema bastante relacionado, el bombeo cua´ntico con decoherencia. [CB02, MB01]
La condicio´n del volt´ımetro impone Iφ = 0, es decir la conservacio´n de la carga, y por
ende de la densidad electro´nica. La cancelacio´n de la corriente en φ es asegurada por un
potencial qu´ımico apropiado, es decir, el voltaje medido δµφ, que asegura que los electrones
que ingresan sean compensados por otros que vienen desde el volt´ımetro. La clave de este
modelo de proceso decoherente es que el cara´cter de reservorio de los terminales de voltaje
ocasiona la pe´rdida de memoria de fase de los electrones que son reinyectados al sistema.
Estrictamente, esto tambie´n involucra eventos inela´sticos que redistribuyen la energ´ıa de
los electrones. Sin embargo, en respuesta lineal, eV→ 0, la inelasticidad se reduce so´lo a
un defasaje estoca´stico de la funcio´n de onda, es decir, decoherencia. [FAP15]
5.3.1. Conservacio´n de la carga y potencial qu´ımico autoconsis-
tente
La corriente total fluyendo a trave´s de un cable i es
Ii = I
Bias
i + I
Pump
i + δIi, (5.9)
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donde IBiasi es la corriente fuera del equilibrio causada por una diferencia de potencial
infinitesimal eV, IPumpi es la corriente bombeada debido a una variacio´n de la coordenada
x, y δIi representa las fluctuaciones en la corriente. Mientras en ciertas descripciones las
fluctuaciones pueden ser ignoradas dado que su media es nula, aqu´ı necesitamos consid-
erarlas expl´ıcitamente. E´stas no solo afectan la dina´mica del sistema sino que adema´s son
cruciales para la validez del teorema de fluctuacio´n-disipacio´n, como veremos posterior-
mente.
La corriente fuera del equilibrio que entra al sistema a trave´s del cable i = L, φ, en un
l´ımite de respuesta lineal y a bajas temperaturas, es
IBiasi =
e
2π~
(∑
j 6=i
Tjiδµi −
∑
j 6=i
Tijδµj
)
. (5.10)
Aqu´ı, Tji es la transmitancia entre los cables i y j = L,R, φ; y δµi = µi−µR es el potencial
qu´ımico de i, tomando µR como referencia.
La corriente bombeada IPumpi a trave´s de un cable i es
IPumpi = e
dni
dx
x˙, (5.11)
donde e es la carga del electro´n, x˙ la velocidad del para´metro rotacional x, y la emisividad
del cable i es
dni
dx
=
∫
dε
2πi
(
−∂fi
∂ε
)
Tr
{
ΠiS
†dS
dx
}
. (5.12)
La emisividad representa el cambio en la densidad de estados debido a una variacio´n de
los para´metros del sistema.
Las fluctuaciones en la corriente contienen tanto el shot-noise fuera del equilibrio como
el ruido te´rmico. Ambos satisfacen 〈δIi〉 = 0, y
∑
i δIi = 0. Sin embargo, en el equilibrio,
el shot-noise desaparece y so´lo sobrevive el ruido te´rmico.[BB00]
Como mencionamos antes, todos los procesos decoherentes φ conservan la carga dentro
de la muestra, lo cual se logra al imponer la condicio´n Iφ = 0. Esto impone directamente
una condicio´n a δµφ, de forma tal que el u´nico valor de δµφ que posibilita la cancelacio´n
de la corriente de la ecuacio´n 5.9 es
δµφ =
1
TφL + TφR
(
TLφδµL − 2π~dnφ
dx
x˙− 2π~
e
δIφ
)
. (5.13)
Ya que la variacio´n de x es lenta respecto de la dina´mica electro´nica, podemos considerar
que δµφ se adapta instanta´neamente para satisfacer Iφ = 0 en cada instante.
Mediante la integracio´n de IPumpL obtenemos la carga bombeada por ciclo a trave´s del
cable L,
QL = e
∮ [
dnL
dx
+
TLφ
TLφ + TφR
dnφ
dx
]
dx. (5.14)
Este resultado ha sido obtenido previamente en las referencias [Bro98, CB02, MB01]
en el contexto del problema de bombeo cua´ntico y es va´lido a bajas temperaturas. La
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primera contribucio´n representa la carga bombeada que sale del sistema a trave´s de los
reservorios L y R sin interactuar con φ, mientras que el segundo te´rmino representa las
cargas bombeadas que han sufrido un proceso decoherente en φ. Uno puede verificar que
en el l´ımite en que el sistema se desacopla del volt´ımetro, el segundo te´rmino desaparece
y a su vez el primero tiende al valor que se obtiene en ausencia de decoherencia.[CB02]
5.3.2. Fuerzas inducidas por decoherencia y teorema de fluc-
tuacio´n-disipacio´n
Al considerar una diferencia de potencial infinitesimal, δµL = eV, la funcio´n de Fermi
se desdobla, fi = f0+∆fi. A bajas temperaturas, se cumple que
∫
(·)∆fidε ≃ (·)δµi. Usando
la ecuacio´n 5.13, las fuerzas no conservativas ∆F a primer orden en eV y x˙ toman la forma
∆F =
[
dnL
dx
+
TLφ
TLφ + TφR
dnφ
dx
]
eV
−2π~ x˙
TLφ + TφR
(
dnφ
dx
)2
(5.15)
+
2π~
e
δIφ
TLφ + TφR
dnφ
dx
.
El primer te´rmino en el lado derecho de la ecuacio´n 5.15 es una fuerza media fuera del
equilibrio, F ne, cuyo segundo te´rmino dentro del pare´ntesis cuadrado se identifica con la
contribucio´n de los procesos decoherentes. Esta fuerza es responsable del trabajo que el
sistema realiza, que es obtenido al evaluar W =
∮
(F eq + F ne) dx, y resulta en
W =
∮
dx
[
dnL
dx
+
TLφ
TLφ + TφR
dnφ
dx
]
eV. (5.16)
Comparando las ecs. 5.16 y 5.14 nos damos cuenta que el trabajo es proporcional al
producto de la carga bombeada por ciclo y la diferencia de potencial,
W = QLV. (5.17)
Esta relacio´n puede ser vista como una forma de las relaciones de reciprocidad de Onsager,
[Coh03] lo que muestra que el modelo es bien comportado. Adema´s, ya se ha demostrado
que esta relacio´n es va´lida para motores cua´nticos coherentes. En nuestro caso, el resultado
de la ecuacio´n 5.17 es au´n ma´s valioso ya que estamos considerando la presencia de
procesos decoherentes.
El segundo te´rmino del lado derecho de la expresio´n 5.15 es una fuerza proporcional
a la velocidad. Luego, es inmediato asociarlo con una fuerza disipativa donde queda en
evidencia que su origen es debido puramente a los procesos decoherentes. El coeficiente
de friccio´n resultante es
γφ =
2π~
TLφ + TφR
(
dnφ
dx
)2
. (5.18)
5.3 Decoherencia en las fuerzas inducidas por corrientes. 81
Esto prueba que la decoherencia habilita un nuevo mecanismo para la disipacio´n de la
energ´ıa a trave´s de una friccio´n adicional con los electrones.
El tercer te´rmino del lado derecho de la ecuacio´n 5.15 da cuenta de las fluctuaciones
en la fuerza inducida por decoherencia. La autocorrelacio´n de esta nueva fuerza fluctuante
ξφ puede ser definida como 〈ξφ(t)ξφ(t′)〉 ≈ Dφδ(t− t′). Luego,
Dφ =
(
2π~
e
1
TLφ + TφR
dnφ
dx
)2
Sφ, (5.19)
donde Sφ, el espectro de potencias de la corriente fluctuante en φ, se define como 〈δIφ(t)Iφ(t′)〉 ≈
Sφδ(t − t′). Al deducir la ecuacio´n 5.19, hemos usado que las transmitancias y emisivi-
dades ya son valores medios. La u´nica contribucio´n a la fluctuacio´n de la corriente que no
desaparece en el equilibrio corresponde al ruido te´rmico o de Nyquist-Johnson. [BB00] Sφ
esta´ caracterizada por
Sφ = 2KBT
e2
2π~
(TLφ + TφR) . (5.20)
Reemplazando la ecuacio´n 5.20 en 5.19, nos queda
Dφ = 2KBT γ
φ, (5.21)
lo que demuestra que la friccio´n decoherente y la fluctuaciones en las fuerzas que son
inducidas por decoherencia se relacionan a trave´s del teorema de fluctuacio´n-disipacio´n.
Esto provee un punto de control para nuestro modelo ya que cumple con las leyes de la
termodina´mica.
5.3.3. Eficiencia termodina´mica del motor
La eficiencia termodina´mica, ηTD, puede ser definida como la razo´n entre la potencia
de salida u´til que puede ser extra´ıda del sistema y la potencia total entregada. La potencia
de salida u´til es el trabajo por cada ciclo del motor menos la energ´ıa perdida debido a
friccio´n, todo dividido por el per´ıodo τ , es decir, QV/τ − ∫ τ
0
γx˙2dt/τ . La potencia de
entrada total es IV +QV/τ . Luego,
η
TD
=
Q − 4π2γ∗/ (τV)
g¯ (τV) +Q
. (5.22)
Aqu´ı, hemos introducido I = g¯V, donde g¯ es la conductancia promedio, y el coefi-
ciente de friccio´n corregido γ∗ = d2γ¯, donde γ¯ es el coeficiente de friccio´n promedio
γ¯ =
∮
γx˙2dt/
∮
x˙2dt. La constante dina´mica d escencialmente da cuenta de las desvia-
ciones de x˙ respecto de su valor medio, d = τ/(2π)
√〈x˙2〉 donde 〈x˙2〉 = ∮ x˙2dt/τ .
De la ecuacio´n 5.22 se puede extraer la potencia mı´nima para tener una eficiencia dis-
tinta de cero, que igualmente es la mı´nima potencia necesaria para empezar el movimiento
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del motor QV > 4π2γ∗/τ . Adicionalmente, uno puede darse cuenta de que hay un valor
o´ptimo del per´ıodo τ que maximiza la eficiencia,
τ0 = 4π
2 γ
∗
QV
(
1 +
√
1 +
Q2
4π2γ∗g¯
)
. (5.23)
Este valor puede ser usado para encontrar la carga ma´xima que puede tolerar el motor,
o dada una carga, podemos averiguar el voltage o´ptimo a ser aplicado para maximizar la
eficiencia. Sin embargo, estas consideraciones deben hacerse teniendo en cuenta los l´ımites
de adiabaticidad y bajo voltaje. No´tese que cuando la conductancia promedio va a cero, τ0
va a infinito, lo que es consistente con el l´ımite adiaba´tico de la eficiencia en la propuesta
de motor cua´ntico de la ref. [BMRvO13].
5.3.4. L´ımite de velocidad terminal constante, d ≈ 1.
En el estado estacionario, toda la energ´ıa que es absorbida por el motor es completa-
mente disipada por friccio´n, por lo que la energ´ıa total se conserva de acuerdo a∫ 2pi
0
[
F (θ)− Fload − γθ˙(θ)
]
dθ = 0, (5.24)
donde Fload da cuenta de una carga externa al sistema. Aqu´ı asumimos un promedio sobre
ensambles en el estado estacionario, por lo cual se pueden despreciar las fuerzas aleatorias
y podemos usar θ˙(t) = θ˙(t+ τ) = θ˙(θ).
A partir de la ecuacio´n 5.24 y usando las definiciones que dimos antes para γ¯ y
〈
θ˙2(t)
〉
,
obtenemos 〈
θ˙2(t)
〉
=
QV−Wload
γ¯
, (5.25)
dondeWload es el trabajo hecho por las fuerzas externas en un ciclo. Usando este resultado,
la energ´ıa cine´tica media se vuelve
〈K〉 = 1
2
M
〈
θ˙2(t)
〉
=
1
2
M
(QV−Wload)
γ¯
, (5.26)
donde M es el momento de inercia del rotor.
El cambio de la energ´ıa cine´tica debido a una rotacio´n del para´metro θ es ∆K(θ) =
−∆U∗(θ), donde U∗(θ) = − ∫ θ
0
[
F (θ′)− Fload − γθ˙(θ′)
]
dθ′ es un pseudo-potencial definido
so´lo en el estado estacionario. Cuando la energ´ıa cine´tica del motor es mucho mayor que
∆U∗(θ),
1
2
M
(QV−Wload)
γ¯
≫ ∆U∗(θ), (5.27)
luego ∆K(θ)/ 〈K〉 → 0 y, por lo tanto, la velocidad rotacional del sistema se vuelve
insensible a θ. Por esta razo´n, τ =
∫ 2pi
0
dθ/θ˙(θ) ≈ 2π/θ˙ y luego el factor dina´mico d =
τ
2pi
√〈
θ˙2(t)
〉
≈ 1.
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Figura 5.1: Esquema del tipo del sistema: un dispositivo que puede rotar y que interactu´a
con un punto cua´ntico. La rotacio´n del motor cambia la energ´ıa del punto cua´ntico
as´ı como su acople con uno de los cables.
No´tese que la velocidad terminal es independiente de M . Luego, la condicio´n dada en
la ecuacio´n 5.27 puede en principio ser alcanzada siempre so´lo ajustando el momento de
inercia del rotor.
5.4. Ejemplo: Motor cua´ntico adiaba´tico basado en
una bomba perista´ltica
A modo de ilustrar nuestra teor´ıa, consideraremos un ejemplo simple de un motor
basado en un punto cua´ntico que, mientras el rotor gira cambia la energ´ıa del nivel res-
onante del punto, E(θ) = E0 + ∆E cos(θ + θ0), y el acople a uno de los reservorios,
VR+∆V sin(θ). La coordenada angular es θ, donde θ0 = θ(t = 0). El acople al otro reser-
vorio L y la interaccio´n sistema-ambiente se asumen constantes. El rate de esta u´ltima,
2Γφ/~, se asocia con el acople al volt´ımetro ficticio.
A lo largo de este problema hacemos algunas hipo´tesis, donde las principales son:
(1) La aproximacio´n de electrones no interactuantes es va´lida. (2) La interaccio´n con los
cables puede ser tomada en el l´ımite de banda ancha (WBL). (3) La interaccio´n entre el
sistema y el rotor es perturbativa, es decir, las variaciones de ∆E y ∆V son pequen˜as
respecto a Γ0, el ancho de la resonancia del sistema sin decoherencia a θ = 0, es decir
el ensanchamiento debido a los cables. (4) La velocidad terminal del rotor en el re´gimen
estacionario es aproximadamente constante, por ende d ≈ 1.
El Hamiltoniano efectivo del sistema completo, es decir, el punto cua´ntico y los cables,
es
H(θ) = E(θ) + ΣL + ΣR(θ) + Σφ, (5.28)
donde Σi es la self-energy del cable i = L,R, φ. Vamos a considerar a los cables como
conductores unidimensionales en el l´ımite de banda ancha (WBL), es decir, las self-energies
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Σi son cantidades imaginarias puras y son independientes de la energ´ıa de Fermi ε. Luego,
ΣL = −iΓL,
Σφ = −iΓφ, (5.29)
ΣR(θ) = −iΓR(θ) = −i(VR +∆V sin(θ))2/V,
donde 4V es el ancho de banda del cable.3 Aqu´ı, las cantidades ΓL y Γφ son constantes ya
que el acople a sus correspondientes cables se asumen independientes de θ. En este punto,
podemos obtener las funciones de Green retardadas definidas como G0 = (ε − H(θ))−1.
As´ı,
G0 =
1
ε− (E(θ)− iΓL − iΓR(θ)− iΓφ) . (5.30)
Luego, las transmitancias Ti,j, que podemos encontrar en los observables desde la ecuacio´n
5.14 hasta la 5.16, pueden ser evaluadas mediante la fo´rmula de Fisher-Lee
Ti,j = 2Γi |Gi,j|2 2Γj (5.31)
donde i 6= j, y i, j = L,R, φ. En este ejemplo, |Gi,j| = |G0|, para todo i, j. Adema´s,
podemos obtener la densidad local de estados (LDoS) como N(ε, θ) = −(1/π)Im(G0):
N(ε, θ) =
1
π
Γ(θ)
(ε− E(θ))2 + Γ(θ)2 , (5.32)
donde Γ(θ) = ΓL + Γφ + ΓR(θ). Para obtener las fuerzas inducidas por corrientes, necesi-
tamos la matriz de dispersio´n, que en este caso es
S = −I + 2iG0
 ΓL
√
ΓLΓR(θ)
√
ΓLΓφ√
ΓLΓR(θ) ΓR(θ)
√
ΓR(θ)Γφ√
ΓLΓφ
√
ΓR(θ)Γφ Γφ
 . (5.33)
Luego, la matriz S† dS
dθ
queda
S†
dS
dθ
= −2i |G0|2 Λ, (5.34)
3En este ejemplo, hemos introducido los para´metros microsco´picos del sistema, donde la magnitud V
caracteriza al cable ya que 4V es el ancho de banda del mismo. No confundir con la magnitud V que
representa la diferencia de potencial entre los cables L y R.
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donde los elementos del operador Λ son
Λ1,1 = ΓL
dE(θ)
dθ
,
Λ1,2 =
√
ΓLΓR(θ)
dE(θ)
dθ
+
+
√
ΓL
4ΓR(θ)
(ε− E(θ) + iΓ(θ)) dΓR(θ)
dθ
,
Λ1,3 =
√
ΓLΓφ
dE(θ)
dθ
,
Λ2,2 = ΓR(θ)
dE(θ)
dθ
+ (ε−E(θ)) dΓR(θ)
dθ
,
Λ2,3 =
√
ΓR(θ)Γφ
dE(θ)
dθ
+
+
√
Γφ
4ΓR(θ)
(ε− E(θ) + iΓ(θ)) dΓR(θ)
dθ
,
Λ3,3 = Γφ
dE(θ)
dθ
,
donde se cumple Λi,j = Λ
∗
j,i y
dΓR
dθ
= 2 (VR +∆VR(θ))
d∆VR
dθ
. (5.35)
Aqu´ı, ∆VR(θ) = ∆V sin(θ). En este punto, podemos evaluar las cantidades f´ısicas rele-
vantes en este problema. Vamos a comenzar con las emisividades de la ecuacio´n 5.12. A
bajas temperaturas, podemos usar ∂fm/∂ε = −fm(1 − fm)/KBT ≃ −δ(ε − µm). Luego,
tenemos
dnα
dθ
=
1
2πi
Tr
{
ΠαS
†dS
dθ
}
(5.36)
=
1
2πi
(
S†
dS
dθ
)
α,α
, (5.37)
donde α = L,R, φ. Luego
dnL(φ)
dθ
= −N(ε, θ)
Γ(θ)
dE(θ)
dθ
ΓL(φ),
dnR
dθ
= −1
π
N(ε, θ)
Γ(θ)
(
dE(θ)
dθ
ΓR(θ) +
dΓR(θ)
dθ
(ε− E(θ))
)
.
Al usar estas expresiones en la ecuacio´n 5.14 podemos obtener la carga bombeada por
ciclo o el trabajo total, W = QV, que puede desdoblarse en una contribucio´n coherente
y otra decoherente W = W coh + W dec. La expresio´n matema´tica del primer te´rmino
se mantiene con y sin decoherencia, mientras que la del segundo, es nula en un caso
puramente coherente.
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Figura 5.2: Fig. superior- Trabajo total del motor en funcio´n de (E0 − ε) y Γφ,
ambos expresados en unidades de Γ0. El trabajo esta´ normalizado por su ma´ximo valor.
Figs. inferiores- Trabajo del motor para las condiciones “en resonancia” y “fuera de
resonancia“, con (E0 − ε) = 0 y −1 respectivamente. Las diferentes contribuciones
se marcan en la leyenda. En todas las figuras, el trabajo esta´ normalizado por el valor
ma´ximo del trabajo total 10−4.
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5.4.1. Trabajo por ciclo del motor
La expresio´n para el trabajo del motor de la ecuacio´n 5.16 puede desdoblarse en dos
contribuciones, la parte coherente y la incoherente. El comportamiento de W es similar a
aquel descripto en la Ref. [MB01] para la carga bombeada decoherente. Al evaluar 5.16 a
trave´s del teorema de Green, [Bro98] obtenemos
W = −eV(Ωcoh + Ωdec)∆E∆V cos(θ0), (5.38)
donde
Ωcoh = 4ΓLV
∗
R(πN(ε))
2/ΓT , (5.39)
Ωdec = 2π
ΓLΓφV
∗
R
Γ0ΓT
[
1
Γ0
+ 2πN(ε)
]
N(ε). (5.40)
Aqu´ı, hemos definido V ∗R = VR/V tal que V
∗
R no tiene unidades, ΓT = Γ(θ)|∆V=0,∆E=0 que
no depende de θ, y Γ0 = ΓL + V
2
R/V . Estas ecuaciones esta´n expresadas en una aproxi-
macio´n de orden cero, es decir, para ∆E y ∆V pequen˜os. Note que el factor ∆E∆V cos(θ0)
es el a´rea parame´trica encerrada durante un ciclo del para´metro θ.
En la Fig. 5.2 se muestra el comportamiento t´ıpico del trabajo en funcio´n de la en-
erg´ıa de Fermi y del rate de probabilidad de los procesos decoherentes. En el re´gimen en
resonancia, es decir, cuando la energ´ıa de Fermi es ε ≈ E0, la contribucio´n coherente al
trabajo decrece mono´tonamente como funcio´n de Γφ, mientras el te´rmino decoherente se
incrementa con Γφ hasta que alcanza su valor ma´ximo y luego decae. El trabajo total
es siempre una funcio´n decreciente con Γφ. En el re´gimen fuera de resonancia, las con-
tribuciones coherentes y decoherentes se comportan cualitativamente en forma similar al
re´gimen en resonancia. Sin embargo, aqu´ı, el te´rmino decoherente domina y, en conse-
cuencia el trabajo total presenta un ma´ximo para un valor finito de Γφ. Esto implica que
en el re´gimen fuera de resonancia una interaccio´n sistema-ambiente adecuada puede de
hecho maximizar el trabajo del motor.
5.4.2. Coeficientes de friccio´n: contribucio´n coherente y deco-
herente
La contribucio´n sime´trica al coeficiente de friccio´n puede obtenerse al evaluar la in-
tegral de la ecuacio´n 5.7 en un l´ımite de bajas temperaturas. Adema´s de γs,eq, hay otro
te´rmino adicional a la friccio´n, γφ, que se origina por el efecto de la decoherencia. En
nuestro ejemplo,
γ¯s,eq =
~
8π2
∮ ∑
α,α′
∣∣∣∣∣
(
S†
dS
dθ
)
α,α′
∣∣∣∣∣
2
dx, (5.41)
γ¯φ = ~
Γφ
4Γ0
N(ε)∆E2. (5.42)
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Figura 5.3: Fig. superior- Coeficiente de friccio´n total normalizado por su valor ma´xi-
mo en funcio´n de E0 y Γφ, ambos expresados en unidades de Γ0. Figs. inferiores-
Coeficiente de friccio´n del motor para los reg´ımenes en y fuera de resonancia, que corre-
sponden a (E0 − ε) = 0 y −1 respectivamente. Las diferentes contribuciones se indican
en la leyenda. En todas las figuras, los valores de los coeficientes de friccio´n esta´n nor-
malizados por el valor ma´ximo del coeficiente de friccio´n total 2,4 10−5~.
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No´tese que ambos coeficientes son siempre positivos. En la figura 5.3 se muestra el com-
portamiento t´ıpico del coeficiente de friccio´n en funcio´n de la energ´ıa de Fermi y del
rate de probabilidad de sufrir eventos decoherentes. Los coeficientes de friccio´n γ¯s,eq y γ¯φ
presentan un comportamiento similar tanto en el re´gimen en resonancia como fuera de
resonancia en funcio´n de Γφ. La contribucio´n γ¯
s,eq es una funcio´n mono´tonamente decre-
ciente respecto de Γφ mientras que γ¯
φ presenta un ma´ximo. El coeficiente de friccio´n total
γ = γs,eq + γφ siempre decae con Γφ, tanto en resonancia como fuera de resonancia. En
principio, al mirar la ecuacio´n 5.3 uno podr´ıa esperar que la friccio´n electro´nica se incre-
mente debido al te´rmino extra de friccio´n. Sin embargo, la friccio´n es en realidad mitigada
por el efecto de la decoherencia. Esto ocurre debido a que la decoherencia disminuye las
fluctuaciones cua´nticas y, en consecuencia, tambie´n el coeficiente de friccio´n (debido al
teorema de fluctuacio´n-disipacio´n).
5.4.3. Eficiencia termodina´mica del motor
El efecto de la decoherencia sobre la eficiencia termodina´mica es complejo debido a
la competencia entre el trabajo total por ciclo y la friccio´n. En la figura 5.4 graficamos
la eficiencia en funcio´n de Γφ y el per´ıodo τ . Como se predice por la ecuacio´n 5.23, hay
un valor o´ptimo de τ que maximiza la eficiencia. En este ejemplo particular, la eficiencia
ma´xima es bastante baja, 1,6 10−5. Esto es de esperarse considerando que la interaccio´n
entre el rotor y el punto cua´ntico es perturbativa, lo que implica una carga bombeada Q
pequen˜a, y que el acople intenso entre el punto cua´ntico y los reservorios ocasiona una
corriente Ibias alta. En el re´gimen en resonancia, podemos ver que la decoherencia siempre
disminuye la eficiencia del motor cua´ntico. En el re´gimen fuera de resonancia, hay un
ma´ximo en la eficiencia para un valor finito de Γφ. Esto implica que, sorprendentemente,
la eficiencia puede ser incrementada debido a una interaccio´n con el ambiente ajustada
apropiadamente. En efecto, hay ciertos valores de τ donde para un Γφ cr´ıtico la eficiencia
pasa de ser cero a tomar valores finitos. Esto implica que el funcionamiento del motor
cua´ntico es iniciado por su interaccio´n con el ambiente.
Lista de para´metros. Los para´metros usados para realizar los ca´lculos en este ejemplo
son: eV = 10−4 V , VR =
√
0,1 V , ΓL = 0,1 V , ∆VR = 10
−2 VR, ∆E0 = 2 10−3 V , y
Γ0 = ΓL+ V
2
R = 0,2 V donde hemos usado V como unidad y 4 V es el ancho de banda de
los cables.
5.5. Generalizacio´n de la teor´ıa de fuerzas inducidas
por corrientes en presencia de decoherencia a
sistemas de muchos terminales
Vamos a asumir que el Hamiltoniano de un sistema complejo depende de varios modos
vibracionales o rotacionales, etiquetados por el ı´ndice ν. Cada modo es controlado por
una u´nica coordenada xν . As´ı, el Hamiltoniano del sistema depende parame´tricamente de
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En resonancia
Fuera de resonancia
Figura 5.4: Eficiencia termodina´mica del motor mostrado en la figura 5.1 en funcio´n
del rate de los procesos decoherentes Γφ (en unidades de Γ0) y el per´ıdo del motor τ
(en unidades de ~/2Γ0). Fig. superior- Re´gimen en resonancia. Fig. inferior- Re´gimen
fuera de resonancia (E0 − ε = −0,75Γ0). La eficiencia esta´ normalizada por su valor
ma´ximo en todos los gra´ficos 1,6 10−5. Los gra´ficos incrustados muestran los cortes
marcados en las figuras principales como l´ıneas continuas o punteadas.
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las coordenadas xν como
H = H(x1, ..., xN ). (5.43)
En consecuencia, las funciones de Green y las transmitancias dependen del conjunto de va-
lores {x1, ..., xN} en que se encuentra el sistema. Nos enfocaremos en el re´gimen adiaba´tico,
es decir, cuando el per´ıodo de cada modo es mucho mayor que la escala temporal en que
se desarrolla el transporte electro´nico. As´ı, los observables relevantes para el transporte,
como las transmitancias, pueden ser descriptos con buena precisio´n a orden cero en la
velocidad, es decir, sera´n evaluados en el estado estacionario.
Consideraremos que el sistema puede estar conectado a mu´ltiples cables, por ello,
introduciremos la decoherencia mediante el modelo DP multiterminal. Vamos a mantener
nuestra notacio´n, en que los cables se etiquetan con el ı´ndice λ y los procesos decoherentes,
con φ. Luego, la matriz de transmitancias usando esta notacio´n es
T =
(
Tλλ Tλφ
Tφλ Tφφ
)
, (5.44)
donde Tλλ conecta cables reales entre ellos; Tφφ, vincula procesos decoherentes; y Tλφ =
(Tφλ)
T conecta cables con procesos decoherentes.
5.5.1. Decoherencia en las corrientes
Como hemos discutido, la corriente que entra al sistema a trave´s de cada cable es la
suma de tres contribuciones:
(1) las corrientes que son transportadas por cada modo debido a las diferencias de poten-
cial entre los reservorios (bias), (2) el bombeo producido por la variacio´n del para´metro
de cada modo xν con velocidad x˙ν , y (3) las fluctuaciones propias de la corriente debido
al ruido te´rmico y el shot-noise. La corriente total en el sistema es,
~I = ~IBias + ~I pump + δ~I. (5.45)
donde las contribuciones a la corriente fuera del equilibrio son
~IBias =
e
h
Tδ~µ, (5.46)
y la corriente bombeada es la suma de las contribuciones de cada modo ν,
~I pump = e
∑
ν
d~n
dxν
x˙ν . (5.47)
Finalmente, las fluctuaciones en la corriente δ~I son ocasionadas por el ruido te´rmico
y el shot-noise. Como mencionamos, este u´ltimo se anula en el equilibrio. Luego, las
correlaciones corriente-corriente esta´n dadas por:
〈
δ~Ii(t− t′)δ~Ij(t′)
〉
= Si,j δ(t), donde
Si,j = 2KBT
e2
h
Tij . (5.48)
92
Decoherencia en fuerzas inducidas por corrientes: aplicacio´n a motores cua´nticos adiaba´ticos
Sumando las contribuciones a la corriente de las ecuaciones anteriores, obtenemos la co-
rriente total de la ecuacio´n 5.45:
~I =
e
h
Tδ~µ+ e
∑
ν
d~n
dxν
x˙ν + δ~I. (5.49)
De acuerdo al modelo DP y a lo discutido en las secciones anteriores, todas las con-
tribuciones a la corriente neta deben anularse para cada canal φ en cada instante ya que
satisfacen la condicio´n de volt´ımetro. As´ı, ~Iφ ≡ 0, y separando en bloques, tenemos que(
~Iλ
0
)
=
e
h
(
Tλλ Tλφ
Tφλ Tφφ
)(
δ~µλ
δ~µφ
)
+ e
∑
ν
(
d~nλ/dxν
d~nφ/dxν
)
x˙ν +
(
δ~Iλ
δ~Iφ
)
. (5.50)
Podemos resolver la ecuacio´n por bloques, para lo cual, aislamos el vector de potenciales
qu´ımicos en los canales decoherentes φ:
δ~µφ = −h
e
(Tφφ)
−1
{
e
h
Tφλ δ~µλ + e
∑
ν
d~nφ
dxν
x˙ν + δ~Iφ
}
. (5.51)
Los valores del potencial qu´ımico arreglados dentro de δ~µφ aseguran la conservacio´n de la
carga dentro del sistema. Para ello, debemos considerar que δ~µφ se acomoda instanta´nea-
mente para compensar las fluctuaciones dadas por el u´ltimo te´rmino de la ecuacio´n 5.51.
Al reemplazar δ~µφ en 5.50, la corriente en los cables λ resulta
~Iλ =
e
h
{
Tλλ − Tλφ (Tφφ)−1 Tφλ
}
δ~µλ
+e
∑
ν
{
d~nλ
dxν
− Tλφ (Tφφ)−1 d~nφ
dxν
}
x˙ν (5.52)
+δ~Iλ − Tλφ (Tφφ)−1 δ~Iφ.
El primer te´rmino es exactamente la corriente total fuera del equilibrio que nos da el mo-
delo DP multiterminal y el te´rmino entre llaves corresponde a la matriz de transmitancias
efectivas. Esta contribucio´n a la corriente es generada por las diferencias de potencial
entre los cables, incluyendo los te´rminos decoherentes. El segundo te´rmino de la ecuacio´n
5.52 es la corriente de bombeo. De esta ecuacio´n podemos obtener fa´cilmente la carga
bombeada a trave´s de un cable i:
Qpumpi = e
∑
ν
∮ (
d~nλ
dxν
− Tλφ (Tφφ)−1 d~nφ
dxν
)
i
dxν (5.53)
Finalmente, el tercer te´rmino de la ecuacio´n 5.52 corresponde a la fluctuacio´n en la co-
rriente debido al ruido te´rmico.
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5.5.2. Expresiones generales de las fuerzas inducidas por corri-
entes en presencia de decoherencia
La fuerza fuera del equilibrio que ejerce un modo ν esta´ dada por la ecuacio´n 5.6. En el
re´gimen de respuesta lineal y a bajas temperaturas, esta puede reducirse a una expresio´n
muy simple que puede escribirse como
∆Fν =
d~n
dxν
· δ~µ, (5.54)
donde δ~µ = (δ~µλ, δ~µφ) es el vector de los potenciales qu´ımicos y d~n/dθ = (d~nλ/dθ , d~nφ/dθ),
el de las emisividades. Usando esta divisio´n por bloques, reemplazamos δ~µφ de la ecuacio´n
5.51 en la ecuacio´n anterior,
∆Fν =
{
d~nλ
dxν
· δ~µλ − d~nφ
dxν
· ((Tφφ)−1 Tφλ δ~µλ)}
−h
∑
ν′
d~nφ
dxν
·
(
(Tφφ)
−1 d~nφ
dxν′
x˙ν′
)
(5.55)
−h
e
d~nφ
dxν
·
(
(Tφφ)
−1 δ~Iφ
)
.
En esta ecuacio´n, los pare´ntesis enfatizan que las magnitudes que encierran son vectores
sujetos a un producto entre vectores, por lo que la fuerza ∆Fν es un escalar.
El primer te´rmino de la ecuacio´n 5.55 son las fuerzas fuera del equilibrio,
F neν =
{
d~nλ
dxν
− d~nφ
dxν
· (Tφφ)−1 Tφλ
}
δ~µλ (5.56)
Note que esta es una fuerza de respuesta, que se obtiene a partir de los observables eva-
luados en el equilibrio, tal como las transmitancias o emisividades. Usando esta expresio´n,
obtenemos para el trabajo del sistema
W =
∑
ν
∮
F neν dxν (5.57)
=
∑
ν
∮ {
d~nλ
dxν
− d~nφ
dxν
· (Tφφ)−1 Tφλ
}
δ~µλ dxν (5.58)
De acuerdo a las relaciones de reciprocidad de Onsager, en un sistema de dos terminales
con una diferencia de potencial eV, el trabajo W y la carga bombeada Qpump cumplen
W = QpumpV. Luego, es importante preguntarnos si esta, o alguna relacio´n similar, se
mantiene en situaciones que involucran muchos cables. Abordamos esta pregunta en la
seccio´n 5.5.4.
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5.5.3. Cumplimiento del Teorema de fluctuacio´n-disipacio´n
Los te´rminos adicionales a las fuerzas disipativas que se originan al considerar los
procesos decoherentes, de acuerdo al segundo te´rmino de la ecuacio´n 5.55, son
F disν = −h
∑
ν′
d~nφ
dxν
·
(
(Tφφ)
−1 d~nφ
dxν′
)
x˙ν′ , (5.59)
= −
∑
ν′
γφνν′x˙ν′ ,
donde podemos identificar los coeficientes γνν′ con
γνν′ =
d~nφ
dxν
·
(
(Tφφ)
−1 d~nφ
dxν′
)
. (5.60)
Por un lado, esta´n los elementos diagonales de la matriz de los coeficientes de friccio´n, γφνν ,
que corresponden a procesos que disipan la energ´ıa del sistema en el ban˜o electro´nico. Por
el otro lado, los te´rmninos no diagonales, γφνν′, mueven la energ´ıa de un modo rotacional
ν a otro, ν ′, actuando a modo de un campo magne´tico efectivo. Por ello, en las refs.
[BKEvO12, TKVK+12] le llaman fuerzas tipo Lorentz.
Las fuerzas fluctuantes se caracterizan por su auto-correlacio´n, que esta´ dada por
Dφνν′δ(t) =
〈
ξφν (t− t′)ξφν′(t′)
〉
,
=
〈(
−h
e
(Tφφ)
−1 δ~Iφ · d~nφ
dxν
)(
−h
e
(Tφφ)
−1 δ~Iφ · d~nφ
dxν′
)〉
. (5.61)
Todas las cantidades en la ecuacio´n anterior son en realidad valores medios, salvo las
fluctuaciones en las corrientes, δ~Iφ. Estas satisfacen [BB00]
〈δIi(t− t′)δIj(t′)〉 = 2KBT e
2
h
Tijδ(t). (5.62)
Usando esta expresio´n, podemos evaluar el coeficiente de difusio´n llegando a la expresio´n
Dφνν′ = 2KBT γ
φ
νν′. (5.63)
Esto no es ni ma´s ni menos que lo que predice el teorema de fluctuacio´n-disipacio´n. Luego,
este se satisface tambien en nuestro modelo en sistemas multiterminal.
5.5.4. Cumplimiento de las relaciones de reciprocidad de On-
sager
Comenzamos dejando de lado los te´rminos fluctuantes de las ecs. 5.49 y 5.55. Esto se
puede racionalizar pensando a las magnitudes relevantes como promedios sobre ensambles
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o promedios sobre distintas realizaciones del mismo experimento. Asumiendo eso, podemos
ubicar los te´rminos de las ecs. 5.49 y 5.55 en un arreglo matricial que toma la forma(
−−→F−→
I
)
=
(
L11 L12
L21 L22
)(−→˙
x−→
δµ
)
. (5.64)
Aqu´ı, los vectores
−→
F y
−→
I son vectores cuyas entradas dependen del modo ν as´ı como del
cable j al que esta´n referidas. En un sentido termodina´mico, podemos considerar a las
fuerzas
−→
F y las corrientes
−→
I como flujos generalizados, mientras que las velocidades
−→˙
x y
los potenciales qu´ımicos
−→
δµ como fuerzas generalizadas. Luego, en un re´gimen lineal debe
cumplirse que L12 = −L21 para cada elemento, condiciones que son conocidas como las
relaciones de reciprocidad de Onsager. [Coh03, ABvO14]
En nuestro caso, en ausencia de campos magne´ticos, de acuerdo a las ecs. 5.49 y 5.55,
Fν,m
δµm
= (L12)ν,m = − (L21)ν,m =
1
e
∂Qpumpν,m
∂xν
, (5.65)
=
(
d~nλ
dxν
− Tλφ (Tφφ)−1 d~nφ
dxν
)
m
. (5.66)
Este resultado es ma´s general que la expresio´n conocida que relaciona el trabajo total con
la carga, W = QV . El resultado que obtenemos en esta ecuacio´n relaciona directamente
las fuerzas, la carga bombeada y el potencial qu´ımico discriminando las contribuciones de
cada modo y cada cable. Adema´s, no so´lo se cumple para un ciclo completo del motor,
sino que es va´lida en cada instante.
Si realizamos una integral por ciclo del motor, obtenemos
W =
1
e
~δQ · ~δµ, (5.67)
que puede ser visto como la generalizacio´n a sistemas multiterminal de la ecuacio´n W =
QpumpV.
El cumplimiento de las relaciones de Onsager, en adicio´n al cumplimiento del teorema
de fluctuacio´n-disipacio´n, muestra que nuestro modelo es consistente con los requerimien-
tos de la termodina´mica.
5.6. Conclusio´n
En conclusio´n, hemos extendido la teor´ıa de fuerzas inducidas por corrientes a sistemas
generales que admiten coneccio´n a mu´ltiples eventos decoherentes y la aplicamos al estudio
de motores cua´nticos adiaba´ticos (AQMs). Hemos mostrado que la decoherencia no so´lo
modifica las fuerzas inducidas por corrientes sino tambie´n los mecanismos de disipacio´n
de energ´ıa al ban˜o electro´nico y, en consecuencia, a las fluctuaciones en la fuerza.
Mostramos que la teor´ıa es consistente con el teorema de fluctuacio´n disipacio´n y con
las relaciones de reciprocidad de Onsager. En particular, para el caso de un sistema de
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dos terminales, mostramos que la relacio´n entre el trabajo total y la carga bombeada,
W = QpumpV,[BMRvO13] se mantiene cuando incluimos decoherencia. En sistemas con
mu´ltiples terminales, esta relacio´n toma una forma distinta, W = ~δQ · ~δµ/e, que permite
incluir los diferentes potenciales qu´ımicos en cada cable.
Hemos ejemplificado nuestra teor´ıa con una situacio´n simple de un motor basado en
un punto cua´ntico. Mostramos que incluso all´ı, el papel de la decoherencia puede ser no
trivial. De hecho, un acople adecuado con el ambiente puede incluso aumentar la eficiencia
del motor. Ma´s au´n, en condiciones no o´ptimas, la decoherencia es capaz de activar el
funcionamiento del motor.
Cap´ıtulo 6
Conclusio´n
6.1. Conclusio´n general
El transporte cua´ntico de electrones representan una parte esencial de la f´ısica de la
materia condensada de nuestros d´ıas. Tanto en la nanoescala como en la escala mesosco´pi-
ca, los electrones esta´n inevitablemente sujetos a interacciones con el ambiente, que llevan
a su decoherencia, es decir la degradacio´n de las interferencias que caracterizan los efectos
cua´nticos. Por tanto, estas interacciones pueden tener consecuencias cruciales para los
distintos observables que dependen de un control cua´ntico del flujo de electrones. En esta
tesis hemos procurado concebir e implementar un tratamiento de estos feno´menos que
resulte adecuado para un gran nu´mero de aplicaciones relacionados con el transporte. Al
considerar sistemas abiertos que puedan ser modelados con Hamiltonianos tipo orbitales
moleculares, uno de los pocos antecedentes lo constituye el modelo D’Amato-Pastawski
(DP). Este recurre a Hamiltonianos no-Hermı´ticos como estrategia para incluir procesos
decoherentes en el transporte estacionario.
A lo largo de esta tesis hemos profundizado y extendido las ideas del modelo DP para
desarrollar estrategias que posibiliten incluir decoherencia en una gran diversidad de situa-
ciones f´ısicas. Comenzamos considerando el transporte cua´ntico de esp´ın en sistemas con
modulaciones magne´ticas tipo paredes de dominio magne´tico. Para resaltar el rol de las
interferencias cua´nticas recurrimos a una descripcio´n del transporte dependiente del tiem-
po basado en paquetes de ondas incluyendo dina´mica de espines. Ya en un re´gimen donde
las interferencias cua´nticas no son importantes, verificamos que una descripcio´n adecuada
puede mostrar el origen de la magnetorresistencia gigante. Para incorporar decoherencia
en una descripcio´n donde el transporte dependa del tiempo, disen˜amos el modelo de cor-
rimientos cua´nticos estoca´sticos de la energ´ıa. En una posterior profundizacio´n de este
modelo, mostramos que esta estrategia puede extenderse a sistemas de muchos cuerpos
aplica´ndolo a un d´ımero de espines y a una cadena de espines. Ambas situaciones tienen
directa relevancia en experimentos de resonancia magne´tica nuclear. Cuando los electrones
colisionan con un centro dispersor ceden parte de su impulso. Por tanto, las reflectancias
deben estar asociadas con una fuerza meca´nica sobre el centro dispersor. Ejemplos de esto
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lo constituyen el desplazamiento de paredes de dominio, que esta´ siendo implementado
en memorias magne´ticas, y la expectativa de operacio´n de motores cua´nticos adiaba´ticos,
que ha surgido recientemente. Particularizando en esta u´ltima situacio´n mostramos que
la decoherencia juega un rol central en los nanomotores.
6.2. Principales contribuciones originales
A continuacio´n se detallan las principales contribuciones originales de esta tesis.
Abordamos el problema de la conductancia cua´ntica dependiente de esp´ın en un
alambre unidimensional afectado por un campo magne´tico con modulacio´n espa-
cial y que resulta en la rotacio´n del estado de esp´ın. Se identificaron dos reg´ımenes
dina´micos 1) Si la intensidad del campo en la inhomogeneidad magne´tica es lo sufi-
cientemente de´bil, el desdoblamiento de las energ´ıas locales de esp´ın por efecto Zee-
man se convierte en un cruce evitado. Por lo tanto, la probabilidad de transmisio´n
con inversio´n de esp´ın sigue la fo´rmula de Landau-Zener. 2) Para campos intensos,
la conductancia dependiente del esp´ın muestra oscilaciones, como funcio´n del ancho
de la inhomogeneidad magne´tica, que pudieron ser identificadas con oscilaciones de
Rabi. Para obtener un inequ´ıvoca confirmacio´n de esta hipo´tesis recurrimos a la
dina´mica de paquetes de onda. Demostramos adema´s, que estas interferencias son
robustas frente a procesos decoherentes, es decir tanto el per´ıodo como la amplitud
relativa de las oscilaciones permanece aproximadamente constante. Es decir, no se
observa que haya una transicio´n de fase dina´mica a un re´gimen sobreamortigua-
do. Estas metodolog´ıas y resultados son de cara´cter general y por lo tanto podr´ıan
utilizarse en otros sistemas que involucren estructuras magne´ticas moduladas. Es-
to abre nuevas perspectivas para el uso de interferencias en dispositivos cua´nticos
basados en el transporte de esp´ın.
Desarrollamos un modelo sencillo para estudiar va´lvulas de esp´ın. El mismo se basa
en el me´todo DP multiterminal y nos permite abordar el feno´meno de magnetore-
sistencia gigante (GMR) como un problema de transporte decoherente dependiente
del esp´ın. El Hamiltoniano efectivo usado se basa en el modelo de dos bandas de
Mott, donde cada proyeccio´n de esp´ın se identifica con un modo de propagacio´n.
La resistencia ele´ctrica producida por colisiones con centros dispersivos se repre-
senta, en una aceptable aproximacio´n que excluye al re´gimen de localizacio´n de´bil,
identificando el tiempo de vida media entre colisiones con un tiempo de coherencia.
La posibilidad de incluir en una misma descripcio´n las interferencias cua´nticas y la
dispersio´n resistiva resulta en un modelo capaz de abarcar un amplio rango de posi-
bilidades experimentalmente relevantes. En particular, esto nos permitio´ movernos
con continuidad desde un re´gimen puramente cua´ntico hasta un re´gimen capaz de
recuperar la descripcio´n semicla´sica usada por Fert y colaboradores para explicar
la GMR. Tal transicio´n se logra variando un u´nico para´metro del sistema: la razo´n
entre la longitud del dominio magne´tico y la longitud de difusio´n. Esta u´ltima es
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descripta en te´rminos de eventos decoherentes. Mediante el ca´lculo de los perfiles
de potenciales qu´ımicos y de corrientes locales, mostramos que en el l´ımite de baja
difusio´n existe un excelente acuerdo con la descripcio´n original de dos resistencias
de Fert.
Presentamos un nuevo me´todo que permite calcular la dina´mica cua´ntica decoher-
ente empleando una u´nica funcio´n de onda. Este modelo requiere de un esquema de
evolucio´n en tiempos discretos donde hay una pe´rdida de la amplitud de la funcio´n
de onda coherente, que es exactamente compensada por una reinyeccio´n incoher-
ente. Este proceso resulta finalmente en una evolucio´n unitaria estoca´stica, donde
la decoherencia se interpreta como fluctuaciones de las energ´ıas locales. Denomi-
namos este procedimiento modelo de “corrimientos cua´nticos” (QD por “quantum
drift”). Por basarse en una funcio´n de onda, el me´todo resulta ma´s eficiente que
otros procedimientos basados en la matriz densidad.[BHP97] Mostramos que el QD
no solo describe el decaimiento exponencial de las oscilaciones de Rabi ocasionado
por la decoherencia, sino que tambie´n captura una “transicio´n de fase en la dina´mi-
ca cua´ntica” inducida por la interaccio´n con el ambiente. Comparamos el QD con
el modelo de saltos cua´nticos (QJ) y los resultados mostraron que el QD es ca-
paz de converger a una dina´mica promedio usando un conjunto estad´ıstico con un
menor nu´mero de implementaciones. El modelo QD probo´ ser o´ptimo para evaluar
la dina´mica de paquetes de ondas y ser capaz de adaptarse adecuadamente a la
medicio´n de observables del transporte electro´nico. Adema´s, puede extenderse triv-
ialmente para abordar la dina´mica de funciones de onda de muchos cuerpos por lo
que su campo de aplicabilidad es muy promisorio.
Extendimos la teor´ıa de las fuerzas inducidas por corrientes incluyendo eventos
decoherentes en un marco general de mu´ltiples terminales. Para ello, se extendio´ el
modelo DP para abordar situaciones en las que una porcio´n del sistema, el rotor,
presentan un movimiento adiaba´tico respecto de los electrones. Encontramos que la
decoherencia genera no solo una esperable contribucio´n a las fuerzas inducidas por
corrientes, sino que tambie´n contribuye a la friccio´n intr´ınseca del motor y al ruido.
Se demostro´ que nuestra descripcio´n cumple con el teorema de fluctuacio´n-disipacio´n
y que las fuerzas y corrientes presentes en el sistema cumplen con las relaciones de
reciprocidad de Onsager. En particular, empleamos nuestro modelo para el estudio
de los motores cua´nticos adiaba´ticos. Encontramos que la decoherencia afecta de
manera no trivial el desempen˜o de los motores cua´nticos adiaba´ticos: Disminuye
la eficiencia de sistemas que operaban en condiciones o´ptimas pero incrementa la
eficiencia de aquellos sistemas que operan fuera del re´gimen o´ptimo. En particular
hallamos que motores cua´nticos adiaba´ticos que tendr´ıan eficiencia nula, es decir en
los que el trabajo inducido por corrientes se pierde como disipacio´n, son capaces de
proporcionar trabajo aprovechable para cierto rango bien definido de la intensidad
de interaccio´n con el ambiente.
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6.3. Perspectivas
Las preguntas que iniciaron esta tesis nos han llevado a desarrollar y extender me´to-
dos y modelos que son capaces de describir una gama muy amplia de problemas. Esto
naturalmente genera nuevos interrogantes y perspectivas de aplicacio´n entre las cuales
queremos destacar las siguientes:
Dado que el modelo DP es independiente de la base usada para su formulacio´n
Hamiltoniana, resultar´ıa particularmente interesante considerar la base de los mo-
mentos. En este caso, la reinyeccio´n al ser “local” conservar´ıa momento. Tal de-
scripcio´n proveer´ıa una forma de decoherencia que al no destruir el momento de la
part´ıcula, no tendr´ıa efectos resistivos.[YKD07]
El problema de la transicio´n a trave´s de un cruce evitado se puede tratar, para el caso
coherente, mediante la fo´rmula de Landau-Zener. Ser´ıa u´til evaluar la dependencia
de dicho problema con la tasa de decoherencia, para lo cual, esta tesis provee dos
alternativas. Por un lado, se podr´ıa usar una analog´ıa con el problema del cap´ıtulo
2, donde la decoherencia es tratada en el estado estacionario. Por otro lado, tambie´n
se podr´ıa abordar el problema dina´mico usando el QD.
Como ya se menciono´, resulta natural realizar una extensio´n del me´todo QD para
afrontar problemas de muchos cuerpos. En este caso hay un numerosas situaciones
donde resultar´ıa interesante estudiar la dina´mica en presencia de decoherencia, por
ejemplo sistemas que involucren espines interactuantes.
El movimiento de las paredes de dominio magne´tico es un aspecto de sumo intere´s
tanto teo´rico como tecnolo´gico debido a su aplicacio´n en el almacenamiento de
informacio´n en memorias magne´ticas tipo andarivel (race-track) [THJ+07]. Para
ello se recurrir´ıa a las descripciones desarrolladas en los primeros cap´ıtulos a las
que se deber´ıa sumar la teor´ıa de fuerzas inducidas por corrientes. Esto, permitir´ıa
evaluar la dina´mica de este tipo de sistemas desde “primeros principios”.
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Ape´ndice A
Me´todos anal´ıticos para el
transporte cua´ntico
A.1. Procedimientos de decimacio´n y Hamiltoni-
anos efectivos
Au´n los dispositivos cua´nticos ma´s simples involucran un gran nu´mero de grados de
libertad por lo que su estudio no puede ser llevado a cabo sin simplificaciones adecuadas.
Los procedimientos de decimation, inspirados en las te´cnicas de grupos de renormalizacio´n
de la meca´nica estad´ıstica [DABK83, SJ82], buscan reducir recursivamente el nu´mero de
grados de libertad de un Hamiltoniano general de dimensio´n N × N a otro de menor
rango, sin alterar las propiedades f´ısicas.
La idea ba´sica puede ser capturada al considerar un sistema con N = 3 estados cuya
ecuacio´n secular es:
 ε− E1 −V12 −V13−V21 ε− E2 −V23
−V31 −V32 ε− E3
 u1u2
u3
 = [εI−HS]−→u ≡ −→0 . (A.1)
Frecuentemente vamos a estar interesados en la transferencia de una excitacio´n de un
estado inicial a otro, digamos de 1 a 2. En lugar de diagonalizar la matriz, podemos aislar
u3 de la ecuacio´n que deriva de la tercera fila y usarla para eliminar u3 en la primera y
segunda ecuacio´n. De este modo, obtenemos un nuevo conjunto de ecuaciones donde la
variable u3 fue decimada:
[
ε− E1 −V 12
−V 21 ε− E2
](
u1
u2
)
= [εI−Heff.]~u = 0. (A.2)
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Los coeficientes renormalizados ocultan su dependencia no lineal con la energ´ıa ε :
E1 = E1 + Σ1(ε) = E1 + V13
1
ε− E3V31,
E2 = E2 + Σ2(ε) = E2 + V23
1
ε− E3V32,
V 12 = V12 + V13
1
ε−E3V32.
(A.3)
En este caso, los te´rminos Σj(ε) (j = 1, 2) son las energ´ıas propias (self-energies) que dan
cuenta de los corrimientos de las energ´ıas Ei debido al acople con el estado eliminado.
No´tese que mientras uno conserve la dependencia no lineal de Σj con la energ´ıa ε, la
ecuacio´n secular real sigue siendo cu´bica en la variable ε. Esta dependencia es la que
provee el espectro exacto de todo el sistema.
El para´metro de interaccio´n efectiva, V 12, junto con las energ´ıas propias Σj , dan cuenta
del transporte a trave´s de toda la muestra. Su dependencia en ε provee toda la informacio´n
necesaria para el transporte de estado estacionario as´ı como tambie´n para la dina´mica
cua´ntica. [LPD90] Este procedimiento puede ser realizado sistema´ticamente en un Hamil-
toniano de cualquier taman˜o N × N para terminar con un Hamiltoniano efectivo de la
dimensio´n que uno desee, en particular uno 2× 2.
Las reglas de decimacio´n para una cadena de sitios con interacciones a primeros vecinos
se pueden resumir en ecuaciones recursivas para la energ´ıa propia. [PM01, Cat12] Si i < j,
la Σi,j para el sitio i debido a la decimacio´n de los sitios entre i y j es
Σi,j(ε) = Vi,i+1
1
ε−Ei+1 − Σi+1,j(ε)Vi+1,i, (A.4)
mientras que para el sitio j,
Σj,i(ε) = Vj,j−1
1
ε−Ej−1 − Σj−1,i(ε)Vj−1,j. (A.5)
Entonces, si consideramos una cadena de N sitios donde todos ellos son decimados, ob-
tendremos las energ´ıas corregidas
Ei(ε) = Ei + Σi,1(ε) + Σi,j(ε), (A.6)
Ej(ε) = Ej + Σj,i(ε) + Σj,N(ε), (A.7)
y tambie´n el para´metro de salto (hopping) efectivo
V i,j = Vi,j−1
1
ε−Ej − Σj,i(ε)Vj−1,j. (A.8)
Finalmente, hemos reducido la descripcio´n del problema a un sistema de dos ecuaciones,
o equivalentemente a un Hamiltoniano 2 × 2, donde la dependencia no lineal en ε queda
oculta dentro de las energ´ıas y para´metros de salto corregidos. Desde el punto de vista
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de la teor´ıa de perturbaciones, puede verificarse que el procedimiento de decimacio´n es
equivalente a una suma sobre todos los ordenes de perturbacio´n de la serie de Wigner-
Brillouin.
Finalmente resta mencionar que en la pra´ctica, es conveniente sumar una parte imagi-
naria infinitesimal, −iη, a cada energ´ıa Ej → Ej−iη. Un η > 0 finito equivale a un proceso
de decaimiento, lo que asegura que uno recupera una dependencia temporal retardada de
los observables a trave´s de una transformada de Fourier bien definida.
A.2. Descripcio´n de los alambres
Los terminales conectados al sistema se describen como alambres semi-infinitos acopla-
dos a este. Ellos son manejados de una manera similar a la del propio sistema. La idea es
eliminar todos los grados de libertad internos decima´ndolos progresivamente, renormal-
izando los estados del sistema que esta´n directamente acoplados a los reservorios externos.
Para mayor claridad se considera un alambre modelado como una cadena semi-infinita
unidimensional,
HˆL =
−∞∑
i=0
{
Eicˆ
†
i cˆi − V
[
cˆ†i cˆi−1 + cˆ
†
i−1cˆi
]}
, (A.9)
lo cual lleva a una matriz tri-diagonal de dimensio´n infinita. Los elementos Ei y V ahora
son los te´rminos diagonal y no-diagonal de la matriz HL. Este cable se conecta a la
izquierda del sistema, digamos, con el sitio 1
VˆSL = VL
[
cˆ†1cˆ0 + cˆ
†
0cˆ1
]
. (A.10)
En lugar de tratar con todo el Hamiltoniano
Hˆ = HˆS + HˆL + VˆSL, (A.11)
llevamos a cabo el procedimiento de decimacio´n. Este se hace especialmente sencillo debido
a la estructura de cadena del cable. La energ´ıa del i-e´simo sitio es “corregida” por la
eliminacio´n del (i − 1)-e´simo sitio, que a su vez se corrige por los sitios a su izquierda,
[PM01] con las energ´ıas propias que resultan en una fraccio´n continua:
Σi = Vi,i−1
1
ε−Ei−1 − Σi−1Vi−1,i (A.12)
(i = 0,−1,−2, ...−∞)
En un canal perfectamente propagante: Vi,i−1 ≡ V y Ei = E0. Notando que Σi = Σi−1 ≡
Σ, llegamos a la solucio´n auto-consistente:
Σ(ε) =
V 2
ε− E0 − Σ = ∆(ε)− iΓ(ε).
=
ε− E0 + iη
2
− sgn(ε− E0)
√(
ε− E0 + iη
2
)2
− V 2, (A.13)
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donde la ra´ız cuadrada generalizada en el l´ımite η → 0+, da la componente imaginaria de
la energ´ıa propia (self-energy) para ε dentro de la banda de energ´ıas permitidas. De otro
modo se vuelve real.
Por lo tanto, una vez que los estados en el cable izquierdo han sido decimados total-
mente, la energ´ıa del primer sitio se convierte en
E˜1(ε) = E1(ε) + ΣL1(ε) (A.14)
con ΣL1(ε) =
(
VL
V
)2
Σ(ε) (A.15)
= ∆L1(ε)− iΓL1(ε) (A.16)
Al igual que antes, la parte real ∆L1(ε) indica co´mo las energ´ıas de sitio no perturbadas
se desplazan por la presencia de los cables. La diferencia importante con el ejemplo de
decimacio´n sencillo discutido anteriormente es que, como consecuencia de la naturaleza
infinita del cable, las auto-energ´ıas pueden adquirir una componente imaginaria finita,
ΓL1(ε), incluso en el l´ımite de η → 0+. Esta, describe la velocidad a la que la densidad
coherente en el sistema decae hacia los estados propagantes del cable.
A.3. La regla de oro de Fermi en el escape hacia
cables o procesos decoherentes.
La parte imaginaria de las energ´ıas propias (self-energies) que describimos antes es
consistente con los decaimientos exponenciales de la probabilidad de supervivencia que
predice la regla de oro de Fermi (FGR). Por ejemplo, consideremos un “sistema”con un
solo estado |1〉, de energ´ıa E1, que interactu´a con un cable mediante un acople VL. La
probabilidad de supervivencia en el tiempo t en el estado |1〉 es,
P1,1 =
∣∣∣〈1| exp[−iHˆ t/~] |1〉 θ(t)∣∣∣2 ≃ exp[−t/τs], (A.17)
donde τ−1s es la tasa (rate) de decaimiento de la excitacio´n. Segu´n la FGR, podemos
estimar τ−1s usando
1
τL
=
2π
~
|VL|2NL1(E1) ≃ 2ΓL1(E1)
~
, (A.18)
donde NL1 es la densidad local de estados del cable en el sitio de contacto con el sistema.
Recordemos que las energ´ıas propias obtenidas anteriormente tienen una dependencia
funcional expl´ıcita sobre ε. En consecuencia, el decaimiento real puede apartarse de esta
aproximacio´n exponencial. De hecho, un decaimiento cua´ntico siempre debe comenzar
cuadra´ticamente como 1− (VLt/~)2, convirtie´ndose a una exponencial solo despue´s de un
tiempo. A tiempos muy largos, el decaimiento puede incluso llegar a ser no-mono´tono y
seguir una ley de potencia. [RP06] En la pra´ctica, a menos que ε este´ cerca de un borde de
banda, nos quedaremos en la aproximacio´n exponencial, conocida como l´ımite de banda
ancha, pasando por alto la dependencia en ε.
Ape´ndice B
Algoritmo de evolucio´n
Trotter-Suzuki
La forma usual de realizar la evolucio´n dina´mica de un sistema es buscando los autoval-
ores y autovectores, para luego diagonalizar el Hamiltoniano Hˆ. As´ı, en esa base, la dina´mi-
ca se vuelve trivial dado que el operador de evolucio´n temporal U(t) = exp(−iHˆ t/~) es
diagonal. Sin embargo, en sistemas complejos, el procedimiento de diagonalizacio´n no
siempre es sencillo y la comprensio´n de la f´ısica en te´rminos de los autovectores no siem-
pre es transparente.
Nuestro modo de realizar la dina´mica es a trave´s de la expansio´n de Trotter-Suzuki
en un esquema de tiempos discretos. Consideremos un sistema cuyo Hamiltoniano puede
separarse, Hˆ = Hˆ1+Hˆ2. Recurriendo a la expansio´n en series de potencia exp(−iHˆ t/~) =∑∞
m=0(−iHˆ t/~)m/m!, e operador de evolucio´n temporal se vuelve
U(t) = e−i
(Hˆ1+Hˆ2) t
~ = e−i
Hˆ1 t
~ e−i
Hˆ2 t
~ e−i
[Hˆ1,Hˆ2] t2
~2 . (B.1)
Esta expresio´n puede ser fa´cilmente simplificada considerando una evolucio´n paso-a-paso
donde el tiempo avanca en intervalos cortos dt. Por lo tanto, el u´ltimo factor se vuelve
una correccio´n de menor orden O(dt2), y luego,
e−i
Hˆ dt
~ ≃ e−i Hˆ1 dt~ e−i Hˆ2 dt~ . (B.2)
De este modo, obtenemos la evolucio´n completa durante un intervalo t = Ntdt como una
sucesio´n de Nt pasos temporales dt,
e−i
Hˆ t
~ =
Nt∏
j=1
e−i
Hˆ1 dt
~ e−i
Hˆ2 dt
~ . (B.3)
As´ı, la evolucio´n total resulta en una sucesio´n de evoluciones parciales. Dentro de este
enfoque podemos pasar por alto los procedimientos de diagonalizacio´n. De hecho, no
es necesario encontrar los autoestados de un Hamiltoniano porque Trotter-Suzuki sigue
siendo va´lida independientemente de la base.
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Ape´ndice C
Matriz S y Funciones de Green
Consideremos un circuito de tres terminales etiquetadas por los ı´ndices 1, 2 y 3, como
el que se muestra en la figura C.1. Estos terminales se encuentran conectados a trave´s de
una regio´n donde las part´ıculas son dispersadas. Por tanto, podemos caracterizar a tal
regio´n por una matriz de dispersio´n S (matriz de scattering) que conecta los canales de
entrada (inputs, i) con los canales de salida (outputs, o). As´ı,
~o = S ~i,o1o2
o3
 =
 r1 t12 t13t21 r2 t23
t31 t32 r3
i1i2
i3
 . (C.1)
donde rj son los coeficientes de reflexio´n que caracterizan a una part´ıcula incidiendo por
el canal ij y siendo reflejadas hacia el canal oj, mientras que los tij coresponden a los
coeficientes de transmisio´n desde el canal de entrada ij hacia el canal de salida oi. As´ı,
por ejemplo, si so´lo tenemos part´ıculas incidiendo por el canal i1, es decir ~i = (1, 0, 0),
entonces las salidas quedara´n determinadas por
Figura C.1: Esquema de los canales de entrada (inputs, i) y de salida (outputs, o) que
son dispersados por el sistema, representado por una caja triangular.
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 r1t21
t31
 =
r1 t12 t13t21 r2 t23
t31 t32 r3
10
0
 . (C.2)
En ausencia de campos magne´ticos, la matriz S presenta simetr´ıa de reversio´n temporal,
por lo que tij = tji. Adicionalmente debe cumplirse∑
i
|Sij |2 =
∑
i
|Sji|2 = 1, (C.3)
que establece una condicio´n para la conservacio´n de probabilidad en el sistema y que la
regio´n de scattering no acumula probabilidad.
En la literatura, la definicio´n de los elementos de la matriz S en te´rminos de las
funciones de Green esta´ determinada a menos de un signo. En algunas referencias, como
por ejemplo [Hac01], se utiliza la definicio´n
Sij = δij − 2i
√
ΓiΓjG
R
ij , (C.4)
mientras que otros como Datta presentan la relacio´n anterior en la forma
Sij = −δij + 2i
√
ΓiΓjG
R
ij . (C.5)
Muchos observables no dependen de esta ambigu¨edad en la fase, como por ejemplo las
transmitancias, reflectancias, fuerzas, entre otros. No obstante, ambas definiciones no son
equivalentes en todos los casos, y no es lo mismo atribuir el sentido de transmisio´n o
reflexio´n a un coeficiente o a su opuesto.
C.1. Coeficiente de reflexio´n y funcio´n de Green en
un cristal unidimensional con una impureza
A los efectos de establecer cua´l de las definiciones de la matriz S resulta consistente
con el formalismo que utilizamos, vamos a hallar el coeficiente de reflexio´n que resulta de
resolver el problema de dispersio´n debido a una impureza en un cristal unidimensional
usando la ecuacio´n de Schro¨dinger. La impureza, situada en n = 0, se caracteriza por
tener una energ´ıa que difiere en una cantidad F de las energ´ıas de los restantes sitios de
la cadena, E0. Asumiremos que el acople entre sitios es importante a primeros vecinos y
toma el valor V .
La funcio´n de onda en el cristal es
ψk =
∑
n
uk,n |n〉 ,
donde |n〉 es el estado en el sitio n y uk,n es la amplitud de la funcio´n de onda ψk en la
posicio´n xn = n.a de la red discreta, donde a es la constante de red. Desde la izquierda
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incide sobre la impureza una onda 1.eikna, la cual se dispersa en la impureza, y por tanto,
la funcio´n de onda se debe cumplir que
uk,n<0 = 1.e
ikna + re−ikna,
uk,n>0 = te
ikx. (C.6)
Aqu´ı, r y t son los coeficientes de reflexio´n y transmisio´n, respectivamente, y k es el vector
de onda. Podemos hallar estos coeficientes resolviendo la ecuacio´n de Schro¨dinger usando
la ecuacio´n C.6 y la relacio´n de dispersio´n de la red
εk = 2V − 2V cos(ka), (C.7)
donde elegimos E0 = 0 por simplicidad. Omitiremos la solucio´n completa de este proble-
ma, pero el lector interesado puede referirse a la seccio´n 13 − 6 de “Feynman, Leighton,
Sands. The Feynman lectures on Physics, vol. III: Quantum Mechanics (The new mille-
nium edition, Basic Books)”. La solucio´n de la ecuacio´n de Schro¨dinger en este problema
implica que los coeficientes de transmisio´n y reflexio´n se encuentran relacionados por
t = 1 + r. (C.8)
A su vez, el coeficiente de reflexio´n resulta
r =
−F
F + 2iV sin(ka)
.
Note que si F = 0, es decir, si no hay impureza, no se produce reflexio´n pues r = 0.
Un observable de intere´s es la probabilidad de encontrar a la part´ıcula en uno u otro de
los canales de salida, la cual se obtiene de evaluar el mo´dulo cuadrado de los coeficientes.
Adicionalmente, la conservacio´n de las part´ıculas impone la condicio´n
|r|2 + |t|2 = 1. (C.9)
Aqu´ı, los coeficientes |r|2 = R y |t|2 = T son las reflectancias y transmitancias que
obtenemos en problemas de transporte electro´nico.
Nuestro objetivo es comparar los resultados obtenidos sa mediante la solucio´n de la
ecuacio´n de Schro¨dinger con los coeficientes de reflexio´n y transmisio´n deducidos a partir
de la definicio´n de la matriz de dispersio´n en base a las funciones de Green.
La funcio´n de Green para el sistema centrado en la impureza es
GR00 =
1
ε−E0 − F − 2∆(ε) + 2iΓ(ε) , (C.10)
donde hemos decimado las cadenas semi-infinitas conectadas a la impureza. Cada una de
e´stas da una correcio´n a la energ´ıa dada por Σ(ε) = ∆(ε)− iΓ(ε), como vimos el ape´ndice
A, por lo tanto
2∆(ε) = ε− E0. (C.11)
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Por oto lado, Γ se relaciona con la velocidad de las exitaciones vk. E´sta u´ltima puede ser
evaluada a partir de la relacio´n de dispersio´n
vk =
1
~
∂εk
∂k
=
2V a
~
sin(ka). (C.12)
Luego, usando la expresio´n para Γ(εk) dada por la ecuacio´n A.13 tenemos que
vk =
2a
~
√
V 2 −
(
εk − E0
2
)2
=
2a
~
Γ(εk). (C.13)
Finalmente, obtenemos una expresio´n reducida para la funcio´n de Green,
GR00 =
1
−F + 2iV sin(ka) . (C.14)
Como vimos en la seccio´n anterior, los coeficientes de reflexio´n y transmisio´n pueden
obtenerse a partir de la funcio´n de Green. Recordemos que para ello debemos recurrir a
alguna de las definiciones de la matriz de dispersio´n, las cuales var´ıan en un signo, o equiv-
alentemente en un factor de fase eipi. Sin embargo, so´lo una de las definiciones mantiene
consistencia con el resultado obtenido mediante la solucio´n de la ecuacio´n de Schro¨dinger
para el coeficiente de reflexio´n r en nuestro ejemplo. Nos referimos a la definicio´n provista
por Datta
Sij = −δij + 2i
√
ΓiΓjG
R
ij , (C.15)
donde los elementos no diagonales son exactamente los coeficientes de transmisio´n y los
diagonales, los de reflexio´n. As´ı, para la cadena tenemos que
r = −1 + 2iΓGR00,
=
−F
F − 2iV sin(ka) ,
la cual es la expresio´n obtenida anteriormente para r.
En conclusio´n, para mantener coherencia con nuestros ca´lculos debemos utilizar la
definicio´n de la matriz S provista por Datta. Con esta definicio´n es muy claro que los
elementos no diagonales corresponden a coeficientes de transmisio´n en la forma de la
fo´rmula de Fisher y Lee,
tij = 2i
√
ΓiG
R
ij
√
Γj, (C.16)
y los elementos diagonales son coeficientes de reflexio´n
ri = −1 + 2iΓiGRii , (C.17)
como vimos anteriormente.
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C.2. Conservacio´n de la carga y teorema o´ptico
Con estas definiciones de los coeficientes t y r puede no ser trivial demostrar la con-
servacio´n de la carga a trave´s de la ecuacio´n C.3. A continuacio´n, mostraremos que efec-
tivamente esta ecuacio´n se satisface.
La ecuacio´n C.3 para j = 1, queda
r1r
∗
1 + t12t
∗
12 + t13t
∗
13 = 1, (C.18)
y utilizando las ecuaciones C.16 y C.17,
r∗1r1 + t
∗
12t12 + t
∗
13t13 =
(−1 + 2iΓ1GR11) (−1− 2iΓ1GA11)+(
2i
√
Γ1G
R
12
√
Γ2
)(
−2i
√
Γ1G
A
12
√
Γ2
)
+(
2i
√
Γ1G
R
13
√
Γ3
)(
−2i
√
Γ1G
A
13
√
Γ3
)
, (C.19)
lo que equivale a
r∗1r1 + t
∗
12t12 + t
∗
13t13 = 1− 2iΓ1
(
GR11 −GA11
)
+ 2Γ1
∣∣GR11∣∣2 2Γ1 +
2Γ1
∣∣GR12∣∣2 2Γ2 + 2Γ1 ∣∣GR13∣∣2 2Γ3. (C.20)
Claramente, los te´rminos de la segunda linea son transmitancias que conectan al canal
1 con el 2 y el 3. Sin embargo, es claro que´ representan f´ısicamente los te´rminos que
contienen a los elementos diagonales de la funcio´n de Green. Afortunadamente, e´stos
pueden ser escritos en te´rminos de los elementos no diagonales de GR a trave´s del teorema
o´ptico, [
G
R −GA] = GR [ΣR − ΣA] GA (C.21)
2iImGR = −2iGRΓGA (C.22)
donde hemos utilizado una notacio´n matricial. Luego,
ImGRii = −
∑
i
GRij Γj G
A
ji. (C.23)
Introduciendo este resultado en la ecuacio´n C.20 toma la forma
r∗1r1 + t
∗
12t12 + t
∗
13t13 = 1 + (2i)
2 Γ1
[∣∣GR11∣∣2 Γ1 + ∣∣GR12∣∣2 Γ2 + ∣∣GR13∣∣2 Γ3] (C.24)
+2Γ1
[∣∣GR11∣∣2 2Γ1 + ∣∣GR12∣∣2 2Γ2 + ∣∣GR13∣∣2 2Γ3] . (C.25)
(C.26)
Trivialmente los u´ltimos dos te´rminos se anulan mutuamente, y por lo tanto
r∗1r1 + t
∗
12t12 + t
∗
13t13 = 1, (C.27)
lo cual representa la conservacio´n de la carga. Es decir, las part´ıculas que ingresan por
uno de los canales de entrada son o bien reflejadas o transmitidas por completo, sin que
algu´n efecto de acumulacio´n de carga dentro del sistema ocurra.
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