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Abstr ct
In this paper we present a conditional version of the generalization of Borel-Cantelli Lemma
due to Feng, Li and Shen. Our result is an improvement to the Borel-Cantelli Lemma, since it implies
other conditional versions appearing in the literature. In order to get our result we give a conditional
version of the Chung-Erdo¨s ineq ality.
Keywords: Conditional probability, conditional independence, conditional Cauchy-Schwarz inequal-
ity, conditional Chung-Erdo¨s inequality.
Resumen
En este art´ıculo se presenta una versio´n condicionada de la generalizacio´n del Lema de Borel-
Cantelli debida a Feng, Li y Shen. Este resultado mejora el Lema de Borel-Cantelli, en tanto que implica
otras versiones condicionadas que aparecen en la literatura. Para demostrar el resultado principal se
da una versio´n condicionada de la Desigualdad de Chung-Erdo¨s.
Palabras Claves: Probabilidad condicionada, independencia condicionada, desigualdad condicionada
de Cauchy-Schwarz, desigualdad condicionada de Chung-Erdo¨s.
1 Introduccio´n
Sea {An}n∈N una sucesio´n de eventos en un espacio de probabilidad (Ω,F , P ).
El l´ımite superior de esta sucesio´n es el evento definido por la expresio´n
limAn := ∩∞n=1 ∪∞m=n Am.
El Lema de Borel-Cantelli establece:
1. Si
∑∞
n=1 P (An) <∞, entonces P (limAn) = 0;
2. Si
∑∞
n=1 P (An) = ∞ y la sucesio´n de eventos {An}n∈N es independiente,
entonces P (limAn) = 1.
Este lema juega un papel importante en la teor´ıa de probabilidad, sobre todo
por ser una herramienta de uso frecuente en las demostraciones de resultados que
involucran convergencia casi segura de sucesiones de variables aleatorias.
Desde hace ma´s de 50 an˜os aparecen en la literatura trabajos dedicados a la
seg nda parte de este lema, buscando debilitar la hipo´tesis de independencia de la
sucesio´n o dando una versio´n lo ma´s general posible (Chung y Erdo¨s [4]; Erdo¨s y
Renyi [5]; Cochen y Stone [2]; Mo´ri y Sze´kely [7]; Ortega y Wschebor [9] y otros).
A continuacio´n se mencionan algunos de la u´ltima de´cada.
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• Petrov (2002) [10].
Sea {An}n∈N una sucesio´n de eventos en un espacio de probabilidad (Ω,F , P ).
Si
∑∞
n=1 P (An) =∞, entonces vale la implicacio´n:
(∃H ≥ 1)(∃N ∈ N)(∀i = j; i ≥ N, j ≥ N)(P (Ai ∩Aj) ≤ HP (Ai)P (Aj))
⇓
P (limAn) ≥ 1
H
.
Cuando H = 1, se obtiene un resultado debido a Erdo¨s y Renyi [5].
• Petrov (2004) [11].
Sea {An}n∈N una sucesio´n de eventos en un espacio de probabilidad (Ω,F , P ).
Si
∑∞
n=1 P (An) =∞, entonces se verifica:
(∀H ∈ R)(αH := lim
n∈N
∑
1≤i<j≤n P (Ai ∩Aj)−HP (Ai)P (Aj)
[
∑n
i=1 P (Ai)]
2
)
⇓
P (limAn) ≥ 1
H + 2αH
.
Este teorema implica, en particular, el resultado de Petrov (2002) [10].
• Yan (2006) [15].
Sea {An}n∈N una sucesio´n de eventos en un espacio de probabilidad (Ω,F , P ).
Si
∑∞
n=1 P (An) =∞, entonces:
P (limAn) ≥ lim
n∈N
[
∑n
i=1 P (Ai)]
2∑n
i=1
∑n
j=1 P (Ai ∩Aj)
= lim
n∈N
∑
1≤i<j≤n P (Ai)P (Aj)∑
1≤i<j≤n P (Ai ∩Aj)
.
El teorema principal de Petrov (2004) [11] se presenta aqu´ı como una consecuencia
del anterior.
Ahora se da la generalizacio´n del Lema de Borel-Cantelli debida a Feng et al.
[6]. Es una versio´n ponderada de la desigualdad que aparece en el resultado ante-
rior.
• Feng et al. (2009) [6].
Sean {An}n∈N una sucesio´n de eventos y {xn}n∈N una sucesio´n de nu´meros
reales. Si
∑∞
n=1 xnP (An) =∞, entonces
P (limAn) ≥ lim
n∈N
[
∑n
i=1 xiP (Ai)]
2∑n
i=1
∑n
j=1 xixjP (Ai ∩Aj)
.
Obviamente, si xn = 1 para todo n ∈ N , entonces se obtiene la desigualdad
del resultado de Yan [15].
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En 2005, Majerek et al. [8] introducen la siguiente versio´n condicionada del
Lema de Borel-Cantelli, que seguidamente usan para demostrar versiones condi-
cionadas de la Ley Fuerte de los Grandes Nu´meros.
• Majerek et al. (2005) [8].
Sean {An}n∈N una sucesio´n de eventos en un espacio de probabilidad (Ω,F , P )
y G una sub-σ-a´lgebra de F .
1. Si
∑∞
n=1 P (An) <∞, entonces
∑∞
n=1 P (An | G) <∞ c.s..
2. Si A := {ω : ∑∞n=1 P (An | G) < ∞} es tal que P (A) < 1 , entonces
P (lim(An ∩A)) = 0
3. Si A := {ω : ∑∞n=1 P (An | G) = ∞} y la sucesio´n de eventos {An}n∈N es
G-independiente, entonces P (limAn) = P (A).
De otra parte, en 2009, Prakasa Rao [12] presento´ sendas versiones condi-
cionadas de los resultados de Petrov (2004) [11] y de Yan (2006) [15]. De manera
expl´ıcita, demuestra los siguientes teoremas.
• Prakasa Rao (2009) [12].
Sean {An}n∈N una sucesio´n de eventos en un espacio de probabilidad (Ω,F , P ),
G una sub-σ-a´lgebra de F , A := {ω : ∑∞n=1 P (An | G) = ∞} y H una variable
aleatoria G-medible, entonces c.s. sobre el evento A:
1. Versio´n condicionada de la formulacio´n de Petrov (2004):
αH := lim
n∈N
∑
1≤i<j≤n P (Ai ∩Aj | G)−HP (Ai | G)P (Aj | G)
[
∑n
i=1 P (Ai | G)]2
⇓
P (limAn | G) ≥ 1
H + 2αH
.
2. Versio´n condicionada de la formulacio´n de Yan (2006):
P (limAn | G) ≥ lim
n∈N
[
∑n
i=1 P (Ai | G)]2∑n
i=1
∑n
j=1 P (Ai ∩Aj | G)
= lim
n∈N
∑
1≤i<j≤n P (Ai | G)P (Aj | G)∑
1≤i<j≤n P (Ai ∩Aj | G)
.
Prakasa Rao tambie´n usa el Lema de Borel-Cantelli condicionado para de-
mostrar una versio´n condicionada de la Ley Fuerte de los Grandes Nu´meros.
Sobre el lema de Borel-Cantelli
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Otras versiones condicionadas del lema de Borel-Cantelli aparecen en Chen [3],
en Shiryaev [13] y en Williams [14].
El principal objetivo de este trabajo es enunciar y demostrar una versio´n condi-
cionada de la generalizacio´n del Lema de Borel-Cantelli debida a Feng et al. [6];
para ello se usa una versio´n condicionada de la Desigualdad de Chung-Erdo¨s. La
demostracio´n sigue los mismos lineamientos del trabajo de Feng et al..
Adema´s de la introduccio´n, el trabajo contiene dos secciones. En la Seccio´n
2 se da la definicio´n de independencia condicionada y se demuestran versiones
condiciondas de las desigualdades de Cauchy-Schwarz y de Chung-Erdo¨s. En la
Seccio´n 3 se demuestra el teorema objeto de este art´ıculo.
2 Preliminares
En lo que sigue, (Ω,F , P ) es un espacio de probabilidad y G es una sub-σ-a´lgebra
de F . Para una variable aleatoria integrable X, E[X | G] indica la esperanza
condicionada de X dada G. La probabilidad condicionada de un evento E dada la
σ-a´lgebra G se define por la expresio´n P (E | G) := E[1E | G] (Para una revisio´n
de las propiedades de la esperanza condicionada, ver Billingsley [1], Shiryaev [13]
o Williams [14] ).
Una sucesio´n de eventos {An}n∈N se dice condicionalmente independiente dada
G (o G- independiente), si para cada conjunto finito no vac´ıo {i1, i2, ..., ik} de N se
cumple:
P (∩kj=1Aij | G) =
n∏
j=1
P (Aij | G) c.s..
La sucesio´n de eventos {An}n∈N se dice dos a dos G-independiente, si para todo
i = j se verifica
P (Ai ∩Aj | G) = P (Ai | G)P (Aj | G) c.s..
Cuando G = {∅,Ω} las nociones de independencia y G-independencia coinciden;
pues en este caso, P (A | G) = P (A) c.s..
Teorema 1 (Desigualdad condicionada de Cauchy-Schwarz )
Si X y Y son variables aleatorias cuadrado integrable, entonces
(E[XY | G])2 ≤ E[X2 | G]E[Y 2 | G] c.s.
Demostracio´n. Por la linealidad de la esperanza condicionada, para cada t ∈ R
se cumple:
0 ≤ E[(tX − Y )2 | G] = t2E[X2 | G]− 2tE[XY | G] + E[Y 2 | G] c.s..
De esto se sigue la desigualdad propuesta..
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El siguiente teorema es una versio´n condicionada de la Desigualdad de Chung-
Erdo¨s.
Teorema 2 (Desigualdad condicionada de Chung-Erdo¨s)
Sean A1, A2, ..., An eventos y X1, X2, ..., Xn variables aleatorias G-medibles;
n ∈ N. Entonces:
1.
(
n∑
i=1
XiP (Ai | G))2 ≤ P (∪ni=1Ai | G)
n∑
i=1
n∑
j=1
XiXjP (Ai ∩Aj | G) c.s..
2.
(
n∑
i=2
X1XiP (A1 ∩Ai | G))2 ≤ X21P (A1 | G)
n∑
i=2
n∑
j=2
XiXjP (Ai ∩Aj | G) c.s..
Demostracio´n. Para demostrar la primera parte, considere las variables aleato-
rias X := 1∪ni=1Ai y Y :=
∑n
i=1Xi1Ai . Por la linealidad de la esperanza condi-
cionada y la G-medibilidad de las variables aleatorias Xi; i = 1, ..., n, se obtiene:
E[XY | G] = E[Y | G] =
n∑
i=1
XiE[1Ai | G] =
n∑
i=1
XiP (Ai | G),
E[X2 | G] = E[1∪ni=1Ai | G] = P (∪ni=1Ai | G)
y
E[Y 2 | G] = E[
n∑
i=1
n∑
j=1
XiXj1Ai1Aj | G] =
n∑
i=1
n∑
j=1
XiXjP (Ai ∩Aj | G).
La desigualdad que se quiere demostrar es precisamente la desigualdad condi-
cionada de Cauchy-Schwarz aplicada a las anteriores variables aleatorias.
Para demostrar la segunda parte, se procede de la misma forma empezando
con las variables aleatorias X := X11A1 y Y :=
∑n
i=2Xi1Ai . .
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3 Versio´n condicionada del teorema de Feng et al.
Para demostrar el teorema central de este art´ıculo se utiliza la desigualdad condi-
cionada de Chung-Erdo¨s y el siguiente lema.
Lema 1 Sean {An}n∈N una sucesio´n de eventos, {Xn}n∈N una sucesio´n de vari-
ables aleatorias G-medibles y A := {ω : ∑∞n=1XnP (An | G) = ∞}. Entonces c.s.
sobre A:
lim
n∈N
n∑
i=i
n∑
j=1
XiXjP (Ai ∩Aj | G) =∞ (1)
lim
n∈N
∑n
i=2XiP (Ai | G)∑n
i=1XiP (Ai | G)
= 1 = lim
n∈N
∑n
i=1
∑n
j=1XiXjP (Ai ∩Aj | G)∑n
i=2
∑n
j=2XiXjP (Ai ∩Aj | G)
(2)
Para m = 1, 2, 3, ...
lim
n∈N
[
∑n
i=1XiP (Ai | G)]2∑n
i=1
∑n
j=1XiXjP (Ai ∩Aj | G)
= lim
n∈N
[
∑n
i=mXiP (Ai | G)]2∑n
i=m
∑n
j=mXiXjP (Ai ∩Aj | G)
(3)
Demostracio´n. La hipo´tesis y la desigualdad condicionada de Chung-Erdo¨s im-
plican la igualdad en (1). Para demostrar las igualdades en (2), teniendo en cuenta
la hipo´tesis y la igualdad (1), basta escribir∑n
i=2XiP (Ai | G)∑n
i=1XiP (Ai | G)
= 1− X1P (A1 | G)∑n
i=1XiP (Ai | G)
y∑n
i=1
∑n
j=1XiXjP (Ai ∩Aj | G)∑n
i=2
∑n
j=2XiXjP (Ai ∩Aj | G)
= 1 +
X21P (A1 | G)∑n
i=2
∑n
j=2XiXjP (Ai ∩Aj | G)
+2
∑n
j=2X1XjP (A1 ∩Aj | G)∑n
i=2
∑n
j=2XiXjP (Ai ∩Aj | G)
.
En la anterior expresio´n, el u´ltimo sumando tiende a cero cuando n tiende
a infinito, en virtud de la segunda parte del Teorema 2. La igualdad en (3) es
consecuencia de las igualdades en (2). 
Teorema 3 Sean {An}n∈N una sucesio´n de eventos en un espacio de probabilidad
(Ω,F , P ), G una sub-σ-a´lgebra de F y {Xn}n∈N una sucesio´n de variables aleato-
rias G-medibles. Entonces c.s. sobre el evento A := {ω :∑∞n=1XnP (An | G) =∞}
se verifica la desigualdad:
P (limAn | G) ≥ lim
n∈N
[
∑n
i=1XiP (Ai | G)]2∑n
i=1
∑n
j=1XiXjP (Ai ∩Aj | G)
.
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Demostracio´n. Por la desigualdad condicionada de Chung-Erdo¨s, la igualdad
(3) del lema anterior y el teorema de la convergencia mono´tona condicionada, c.s.
sobre el evento A se cumple :
P (limAn | G) = P (∩∞m=1 ∪∞i=m Ai | G)
= lim
m→∞P (∪
∞
i=mAi | G)
= lim
m→∞[ limn→∞P (∪
n
i=mAi | G)]
≥ lim
m→∞[limn∈N
[
∑n
i=mXiP (Ai | G)]2∑n
i=m
∑n
j=mXiXjP (Ai ∩Aj | G)
]
= lim
m→∞[limn∈N
[
∑n
i=1XiP (Ai | G)]2∑n
i=1
∑n
j=1XiXjP (Ai ∩Aj | G)
]
= lim
n∈N
[
∑n
i=1XiP (Ai | G)]2∑n
i=1
∑n
j=1XiXjP (Ai ∩Aj | G)
.
Observaciones
1. Cada versio´n condicionada del Lema de Borel-Cantelli implica la correspon-
diente sin condicionar; pues si G = {∅,Ω}, entonces P (E | G) = P (E) c.s..
2. Si Xn = 1 para todo n ∈ N, entonces se obtiene la desigualdad que aparece
en la versio´n condicionada de la formulacio´n del Lema de Borel-Cantelli de
Yan [15].
3. Si Xn = 1 para todo n ∈ N y si la sucesio´n {An}n∈N es dos a dos G-
independiente (en particular; cuando {An}n∈N es una sucesio´n de eventos
G- independientes), entonces el teorema anterior establece que c.s. sobre el
evento A = {ω : ∑∞n=1 P (An | G) = ∞} se verifica P (limAn | G) = 1. De
otra parte, c.s. sobre Ac:
P (limAn | G) = lim
n→∞P (∪
∞
m=nAm | G) ≤ lim
n→∞
∞∑
m=n
P (Am | G) = 0.
De esto se sigue que
P (limAn | G) = P (limAn | G)1A + P (limAn | G)1Ac
= P (limAn | G)1A
= 1A.
Ahora, la propiedad de la doble esperanza conduce a la igualdad:
P (limAn) = E[P (limAn | G)] = E[1A] = P (A),
que corresponde al Lema 3.3 de Majerek et al. [8], mencionado en la intro-
duccio´n.
observaciones
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Ejemplo
Un ejemplo donde se obtiene una igualdad en el teorema anterior es el que
sigue. Sea (Ω,F , P ) = ([0, 1],B(R), λ), donde B(R) es la σ-a´lgebra de los conjuntos
borelianos de [0, 1] y λ es la medida de Lebesgue. Sea G la σ-a´lgebra generada por
la descomposicio´n D de [0, 1] dada por
D := {[0, 1/4), [1/4, 1/2), [1/2, 3/4), [3/4, 1]}.
Para los eventos E1 := [1/4, 5/8) y E2 := [3/8, 3/4) se verifican:
P (E1 | G) = 1[1/4,1/2) + 1
2
1[1/2,3/4), P (E2 | G) = 1
2
1[1/4,1/2) + 1[1/2,3/4),
P (E1 ∩ E2 | G) = 1
2
1[1/4,3/4) y P (E1 ∪ E2 | G) = 1[1/4,3/4).
Considere ahora la sucesio´n de eventos {An}n∈N descrita por :
E1, E2, E1 ∩ E2, E1, E2, E1 ∩ E2, E1, E2, E1 ∩ E2, ...
y la sucesio´n de variables aleatorias {Xn}n∈N dada por:
1, 1,−1, 1, 1,−1, 1, 1,−1, ...
Por el Teorema 3, c.s. sobre A := {ω :∑∞n=1XnP (An | G) = ∞} = [1/4, 3/4)
se verifica la desigualdad
P (limAn | G) ≥ P (E1 | G) + P (E2 | G)− P (E1 ∩ E2 | G) = P (E1 ∪ E2 | G).
De hecho, P (limAn | G) = P (E1 ∪ E2 | G).
4 Conclusiones
La versio´n condicionada del Lema de Borel-Cantelli aqu´ı demostrada es, como se
establecio´ en las observaciones, ma´s general que la correspondiente a la formulada
por Yan [15] y que la establecida por Majerek et al. [8]. Ma´s au´n; el ejemplo dado
muestra un caso donde se obtiene igualdad en el resultado principal.
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