Abstract-Random projection trees have proven to be effective for approximate nearest neighbor searches in high dimensional spaces where conventional methods are not applicable due to excessive usage of memory and computational time. We show that building multiple trees on the same data can improve the performance even further, without significantly increasing the total computational cost of queries when executed in a modern parallel computing environment. Our experiments identify suitable parameter values to achieve accurate searches with extremely fast query times, while also retaining a feasible complexity for index construction.
I. INTRODUCTION
Finding the k nearest neighbors (k-NN) of a query data object is an extremely frequent task in data mining. In the common formulation, we have a data set of n points in the d-dimensional Euclidean space, and we look for the k objects in this set with the smallest distance to a d-dimensional query vector. The information on neighbors can be used for numerous tasks, including classification, pattern recognition, etc. Although the exact nearest neighbors can be trivially found by computing and sorting the distances to all n data points, such operation takes O (dn + n log n) time.
In most modern applications, for example in the fields of computer vision, pattern recognition and natural language processing, both the dimensionality and the sample size of the data are too large for a linear search to be feasible, especially in real-time applications where fast response times are critical. Examples of such high-dimensional data sets are image data where each pixel of the original picture is presented as one variable, and document-term matrices, even in a dimensionality-reduced form. In addition, exact nearest neighbor algorithms are not efficient for truly high-dimensional data sets, thus in most applications where fast query times are critical the use of approximate nearest neighbor search algorithms is essential.
One of the most promising approaches to approximate nearest neighbor search in high dimensional spaces is the random projection trees (RP-trees). In RP-trees the data points are repeatedly projected on random vectors and split into two smaller sets, until some stopping criterion is met. These binary trees can be utilized in k-NN searches by placing the query object to a leaf using the same splitting criteria as while building the tree, and then performing the linear time search only in the substantially smaller set consisting of the data points at the same leaf. Previous studies have shown, that RP-tree based k-NN approximations yield good results with significantly improved query times.
In high dimensions, the randomness in tree construction causes variability in the neighbours that are returned by several RP-trees for a given query point. This can be taken advantage of by building multiple RP-trees and searching for the nearest neighbours in the combined search set. The trees can be constructed independently and in parallel exploiting parallel computing environments. The memory consumption is trivial since the tree structures are very lightweight: at each node only a split point, a single floating-point value, is stored, and hence, a modest amount of memory is required even for hundreds of trees.
In this paper we investigate the gains obtained by implementing multiple parallel RP-trees. We provide both analytical and experimental results for choosing optimal parameter values such as the leaf size of the trees and the split criterion used in tree construction. The most important finding of our study is that a significant improvement in the accuracy of nearest neighbor queries can be achieved by using multiple RP-trees even when the total computational cost, summed up over all parallel computation nodes, is kept fixed. In other words, when the workload is distributed over multiple RPtrees, the accuracy of the nearest neighbor search is actually improved compared to using a single RP-tree.
More specifically our contributions are: 1) We present the multiple random projection tree (MRPT) algorithm that is optimized for high dimensionality and large sample sizes, and which can be easily and efficiently parallelized. 2) We show experimentally how increasing the number of trees increases the number of true nearest neighbors found, even while the size of the set where a final linear search is performed stays constant or even decreases. 3) We compare the performance of the algorithm to another approximate nearest neighbor search method that utilizes random projection trees.
II. BACKGROUND AND RELATED WORK
There are many efficient algorithms that first build an index data structure and then utilize it to make fast queries for nearest neighbors of a query point. However, for many of these methods the time complexity for structure-building has an exponential dependency on the dimension d; for example the time complexity of Bentley's divide and conquer-method [12] is O n(log n)
and in [13] an algorithm which takes O c d log n time for some constant c is presented. The exponential dependency on the dimension means that these methods are not feasible for even moderately high-dimensional data sets. There are methods such as k-d trees [9] , metric trees [2] and ball-trees [3] , which do well in moderate dimensions, but even these fail to give significant performance increases over basic linear search when the dimension of the data is high. This phenomenon is often referred as the curse of dimensionality.
However, there are also methods which are intented specifically for nearest neighbor search in high-dimensional spaces. For many problems it is not necessary to return the true nearest neighbors of a query point, but it is sufficient that the points returned are close enough to the query point, or at least close to the query point with a high enough probability. For example in recommendation systems such as Kvasir [1] it is not necessary to return the web pages that are the most similar to the web page just visited, but the user is most likely satisfied with results that are close enough to the subject matter.
That is why most of the modern methods intended for fast nearest neighbor search in high-dimensional spaces do approximate instead of exact nearest neighbor search. One formulation is (1+ ) -approximate k-NN search [8] , in which the distance of the points returned by the algorithm is at most (1 + ) times the distance of the true kth nearest neighbor of the query point. However, here we consider a slightly different version of the problem, where k points are returned and it is required that those points are among the k nearest neighbors with a high probability, or in other words, that a large fraction of the k nearest neghbors are successfully returned.
Most effective methods for approximate nearest neighbor search in high-dimensional spaces can be classified into either hashing, partioning tree, or graph based strategies. Most wellknown and effective hashing-based algorithms are variants of locality-sensitive hashing [4] [5] [6] . In locality-sensitive hashing several hash functions of the same type are used. When answering a k-NN query, the query point is hashed with all the hash functions, and then a linear search is performed in the set of data points in the buckets where the query point falls into.
Approximate graph-based methods such as [10] and [11] build a k-NN-graph of a data set in an offline phase, and then utilize it to do fast k-NN queries. For example in [11] several graphs of random subsets of the data are used to approximate the exact k-NN-graph of the whole data set. The data set is divided hierarchically and randomly into subsets, and the k-NN-graphs of these subsets are built. This process is then repeated several times, and the resulting graphs are merged and the final graph is utilized to answer nearest neighbor queries.
Partition tree-based strategies for nearest neighbor search build on the idea of k-d tree [9] , where a tree structure to facilitate exact nearest neighbor search is built by partitioning a data set hierarchically along the coordinate axes, until some predefined maximum leaf size n 0 is met. Random projection tree is a version of the partition tree in which these partitions are made along random lines instead of the coordinate axes. In approximate k-NN methods based on RP-trees the query point is moved down the tree like the original data points, and a linear search is performed in the leaf the query points falls into.
The obvious problem with this approach is that the nearest neighbors of a query point may very well end up into a different leaf than the query itself. There are several strategies to mitigate this problem. When constructing a spill tree [14] [7], the split is not made at the median of the data in the projected space, but an overlapping split is utilized so that a proportion 2α of the points for some constant α ∈ (0, 1 2 ) ends up into both of the child nodes. This leads to some data points ending up stored in several different leaves.
In [16] a variation of spill tree called a virtual spill tree is proposed. Virtual spill trees are built using a median split, so they are just like normal random projection trees in that respect. However, queries in virtual spill trees are answered using overlapping splits so that a query may be routed into multiple leaves.
A third strategy, and the one that is proposed here, is to build multiple random projection trees from the same data set. When answering a k-NN query, the query is made in each of the trees, and a linear search is then performed in the union of all points in the leaves returned by the queries. If maximum leaf size n 0 of the trees is kept constant, then building more trees trivially increases the number of true nearest neighbors found, because the size of the set, S, where the final linear search is performed increases. With T trees, each with maximum leaf size n 0 , the maximum search set size is S max = T n 0 .
An analysis of an approximate nearest neighbor search algorithm using a single random projection tree is presented by Dasgupta and Sinha in [16] 1 . They also prove an upper bound for the failure probability of a single random projection tree and both kinds of spill trees. Their article lays theoretical framework for a comparison of different random projection tree methods.
Different algorithms that utilize random projection tree use different split criteria: in [16] both a median split and a bounded random split, where the split points are chosen uniformly at random from the [ 
III. MRPT ALGORITHM
The process of building a RP-tree is very simple. It begins by generating a random vector from the d-dimensional standard normal distribution N d (0, I). Then a data set is projected into this random vector and split into two subsets according to some split criterion. The split may be done for example at the mean or the median of the data in the projected space. Then these subsets are assigned as the children of the root node, and the process is repeated recursively until predefined maximum leaf size n 0 is met for each branch. The MRPT algorithm builds T different RP-trees from the data set in this fashion.
When a query point q is available, it is processed by each of the RP-trees in the same manner as the data points: at each node it is projected into the random vector saved at the node, starting at the root, and moved down in the tree depending on which side of the saved split point it falls. When a leaf is met, all the leaf points are assigned into the set where a final search is made. When all T trees are traversed, a linear k-NN search is performed in the set of all leaf point returned by the queries in the trees. return X as leaf 4: Set seed as seed for RNG 5: Generate r from N d (0, I)
cutpoint ← split(proj) 8: left tree ← build tree(X[proj ≤ cutpoint], seed + a) 9: right tree ← build tree(X[proj > cutpoint], seed + b) 10: return list(cutpoint, left tree, right tree)
Generate random seed 4: trees[t] ← build tree(X, seed) 5: trees [t] .seed ← seed 6: return trees 1: function TREE QUERY(q, tree) 2: Set tree.seed as seed for RNG 3:
if projection ≤ tree.cutpoint then
set seed + a for RNG 8: tree ← tree.left tree 9:
set seed + b for RNG 11: tree ← tree.right tree 12: until tree is leaf 13: return tree
In our version of the algorithm there are some technical details that make it suitable for high-dimensional data. It is very expensive memory-wise to save d-dimensional random vector at each node if the dimension d is high. That is why 1: function APPROXIMATE KNN(q, k, trees) 2: for tree in trees do 3: X ← X ∪ tree query(q, tree) 4: return knn(q, k, X)
we use pseudo random seeds as suggested in [1] : First we generate a random integer and set it as a seed for the random number generator. Then at each node we add a to the seed for the left branch of the tree and b for the right branch of a tree. Any two primes which are not too close to each other can be used as a and b. Because seeds are not ordered, same values for a and b can be used for each tree given that initial seeds are randomly chosen. This process is easy to backtrack when answering queries if the initial seed is saved at the root of the tree.
In this version of the algorithm only split points are saved at the each node. So the space required by the trees is independent of the dimension d and depends only on the size of the data set n, which keeps the size of the trees really modest compared to the size of the data set in high-dimensional cases. Algorithm described above is also elaborated on the attached pseudo-code.
Both the building of the trees and processing queries in the trees are independent operations for each of the T trees, so the most obvious and efficient way to parallelize the algorithm is to divide the building of trees between all the nodes. Then at each node queries are made in the trees that are saved at these nodes. The only difference to a serial version of the algorithm is that in the parallel version the distances from the query point q to all points in leaf returned by a query in a tree are computed before combining leaf points returned by different trees. Our experimental results show that most of the leaf points returned are unique; so while increasing the proportion of work done in parallel, this modification does not increase the total amount of work considerably.
Dasgupta and Sinha [16] suggest to introduce more randomness into a tree building process by splitting from a fractile point chosen uniformly at random from the range [ ] instead of splitting at the median. Wang et al. [1] use the mean instead of the median. In addition to these, we introduce two new split criteria to test how the choice of the split criterion affects the accuracy of the results. We implemented the following split criteria:
• Mean split -The split point is determined by the mean of the projections.
• Median split -The split point is determined by the median of the projections.
• Random split -The split is performed at a random point chosen uniformly from the interval between the minimum and the maximum of the projections.
• Bounded random split -Same as random split, except the split point is bounded to be chosen from the middle half of the interval, i.e. both sides of the split correspond to at least 25% of the whole interval.
• Longest interval split -The projections are first sorted and the split is then performed at the longest interval between two consecutive projections. To avoid extremely uneven splits, we only consider the intervals between the middle 50% of the projections, thus both sides of the split have at least 25% of the data objects.
The longest interval split is used as a very rough approximation of a minimum density split used in random projection based hierarchical clustering [17] , [18] . It is done in a middle half, because otherwise a split point would almost always be at the tail of the distribution (of the projected data). A motivation is to find a low density area between two high density areas, and thereby split with higher probability between the natural clusters of the data set. Unlike in the case of clustering, when doing nearest neighbor search it is not clear whether splitting should be done at the high density area (mean, median) or at the low density area (longest interval split); the longest interval split is introduced to test this empirically. A completely random split is implemented to test if introducing even more randomness into a tree building process improves the accuracy by making the trees as uncorrelated as possible.
A. Time and space complexity
The running time of the algorithm can be considered in two different ways. The first, and also the most relevant consideration here is how long does it take to search the k (approximate) nearest neighbours for a new query point q. Approximate nearest neighbor search is very useful in applications where a fast query time is so critical that a linear search is not feasible. For example in online applications with massive databases, such as [1] , a query time of even 5 seconds would be too much.
The secondary consideration is how long it takes to build the trees that are used for queries. Although the time to build the index is not so critical, it must be feasible so that the indexing could be updated when new data is added.
We first analyze the time complexity of a serial version of the algorithm: both the query time of one point, and the combined tree building and query time for nuery points. Then we show that the same analysis holds for a parallel version of the algorithm.
An approximate k-NN query using the MRPT algorithm consists of two parts: queries in all T trees, and a linear search in an union of all the points in the leaves a query point falls into. We call the set where a final linear search is performed the final search set, and denote its size by S. If a stopping criterion for tree building is set so that each leaf contains at most n 0 points, then always S ≤ S max = T n 0 , where T is the number of trees used. Our experimental results show that when the dimensionality of the data is high, most of the points at the leaves are unique even when the number of trees T is large, as long as T n 0 stays relatively small compared to a number of data points n; so that an upper bound on the time complexity is obtained by using the bound S ≤ T n 0 .
The average length of a query path in a tree is the average depth 2 of the tree = log n n0 , and at each level the query point is projected into a d-dimensional random vector, so the time complexity of a query in a tree is O d log n n0 (all logarithms are to base 2, unless otherwise noted). When using T trees, the total time complexity of the queries for one query point is O T d log n n0 , if all the queries are ran serially. The time complexity of k-NN search in the final search set of size S ≤ T n 0 is O (T dn 0 ) .
In order to avoid this overhead due to applying multiple trees becoming greater than the linear search in the final search set, we should make sure that time complexity of processing the queries in each of the trees, O T d log n n0 , is not greater than the final search complexity, O (T dn 0 ). This is achieved when n 0 is of the order log n. The optimal values of T and n 0 depend of course on the actual implementation of the algorithm.
The secondary resource cost is the time it takes to build the trees and the space required by them. When building a tree, each data point is projected into d-dimensional random vector at each level of the tree; thus the time complexity of building T trees is O T nd log n n0 . As discussed above, it is only feasible to use a maximum leaf size n 0 that is of order O (log n) or smaller, so when O (n 0 ) = O (log n) and the size of the search set S ≈ T n 0 is kept constant, the time complexity of building the trees is:
Besides online applications where the query times are critical, the algorithm can also be useful in applications where both the dimensionality d and the size n of the data are high, and the number of query points n q is several magnitudes larger than the number of data points (n q n). Then exact k-NN search for all the query points may be infeasible, and approximate nearest neighbor search may save considerable amount of time even when tree-building time is accounted for, because the trees have to be built only once. With these assumptions the total time complexity of the algorithm is
Because the time complexity of exact k-NN search using basic linear search for nuery points is O (n q nd), the multiple random projection trees algorithm is faster by a factor S n . This means that the algorithm can be several magnitudes faster than linear search, even when the time to build trees is accounted for.
The space complexity of the algorithm depends on the amount of memory required to store the trees and the corresponding leaf labels for each data point. Because for each node only the split point in the projected space is stored, the space required by one node is constant. So the space requirement of T trees is
One possible issue arises when the data set is so big that the whole data cannot be transferred into each of the worker nodes. In this case the algorithm can be parallelized by dividing the data set evenly between the nodes, executing MRPT algorithm at each node, and in the end searching the nearest ones from the potential nearest neighbors returned by the nodes. However this approach is not as efficient as distributing the trees between the nodes as described above: if same values of T and n 0 are used in both approaches, query times are almost identical, because S max is identical, and trees used in queries are not significantly shallower in the second approach, unless the number of nodes p is really large. This is because depth of the tree is log n pn0 , in the second approach where data set is divided between the nodes, and log n n0 in the first approach where all trees are built using the whole data set. So with practically same query time T trees built from the partial data set of size n p , and T trees built from the whole data set are queried. Clearly the first approach is more efficient, but for really large data sets second approach may have to be taken.
B. Time complexity of the parallel MRPT algorithm
The algorithm is easy to implement in parallel with very little communication overhead. If the trees are built and stored in separate nodes, then the queries in the trees and the computing of distances in the final search set can be done completely in parallel, and only a final phase where the results are combined has to be done serially. Because the distances from the query point to all points in the final search set are already computed in parallel, this final phase is just a linear scan of the final search set, and so its time complexity is
which is negligible.
Because the trees built in separate nodes can be utilized in the same nodes where they are constructed, the only communication overhead in the parallel algorithm comes from the distribution of the data set and the query points to the nodes, and then collecting the final results. Distribution of the data set into nodes has to be done only in the tree building phase, so it does not have any effect on the query times. Because the final results communicated to the master node are just distances from the query point to all points in the search set, their space complexity is O (S), and the d-dimensional query point is transferred into each of the worker nodes, so the amount of data that has to transferred for each query point is only of order O (S + pd), where p is the number of nodes.
If p worker nodes are available for parallel computing, the total number of trees T is chosen so that T = mp where m is an integer, because otherwise the workload would be unevenly distributed between the nodes. Specifically always T ≥ p. Now for each node i = 1, . . . , p the analysis presented above holds. The total number of points in the leaves for which the distances to the query point have to be computed is T p n 0 = mn 0 = Sp −1 , and the time complexity of the distance calculations in the final search set is
for each of the nodes. With the same notation a query in all m trees in one node takes O md log n n0
time, and if the maximum leaf size n 0 is again set so that O (n 0 ) = O (log n), this becomes
With similar calculations it can be shown that the time complexity of building all m trees is O Sp −1 nd for each node, when n 0 is chosen so that O (n 0 ) = O (log n). So also for the parallel algorithm the choice of the number of trees T and maximum leaf size n 0 so that the magnitude of the n 0 is O (log n) gives optimal performance for a given S ≈ T n 0 . An additional consideration for the parallel algorithm is that the number of trees should be a multiple of the number of worker nodes utilized.
One possible issue arises when the data set is so big that the whole data cannot be transferred into each of the worker nodes. In this case the algorithm can be parallelized by dividing the data set evenly between the nodes, executing MRPT algorithm at each node, and in the end searching the nearest ones from the potential nearest neighbors returned by the nodes. However this approach is not as efficient as distributing the trees between the nodes as described above: if the same values of T and n 0 are used in both approaches, query times are almost identical because S max is identical, and the trees used in queries are not significantly shallower in the second approach, unless the number of nodes p is really large. This is because the depth of each tree is log n pn0 in the second approach where the data set is divided between the nodes, and log n n0 in the first approach where all trees are built using the whole data set. So query times are practically the same, but in the second approach the partial data sets of size n p are used to build each of the trees, whereas in the first approach the whole data set is used for each of the trees. Clearly the first approach is more efficient (if only query times and accuracy are considered, of course trees are built faster in the second approach) but for really large data sets the second approach has to be taken.
IV. EXPERIMENTAL RESULTS
We used a 5000-point sample of USPS digits data set that consists of 16×16-pixel images of handwritten digits (n = 5000, d = 256) as a benchmark data set. We also used a news data set that contains web pages from different news feeds converted into a term frequency-inverse document frequency (TF-IDF) representation. Dimensionality of the data is reduced Number of trees (T) Number of true 10 NN members found Fig. 1 . The average number of true 10-NN members found as a function of the number of RP-trees used, while the total number of data objects at the leaves returned by queries is limited by the same Smax = 100. Each value plotted is an average over 500 queries (5 sets of T trees, 100 queries in each). The trees are built using a random split..
by applying latent semantic analysis (LSA) to the TF-IDF data. More elaborate description of the preprocessing of the news data set is found in [1] . The number of data points is 4 × 10 5 after duplicates have been removed, and the dimension is 1000 after dimensionality reduction. Linear search for 10 nearest neighbors takes approximately 3.2 seconds in our experimental setup, which is not sufficient for real-time applications even in this relatively small data set.
All of our experiments were done with Dell PowerEdge M610 computer with 2 quad-core Intel Xeon E5540 processors and 32GB RAM. The operating system was Ubuntu SMP with Linux 3.2.0 Kernel.
A. Comparison of the number of trees
In the first experiment, we search for the 10 nearest neighbors from a set of 5000 digits using a varying number of RP-trees. For each number of trees T , we set the maximum leaf size to n 0 = 100 T , thus for any query object the size of the final search set S is always at most S max . Fig. 1 shows the effect that the number of trees used has on the number of true 10 nearest neighbor members found. The results are averages over building each set of T trees 5 times with 100 queries in each set. As we can see, the average number of neighbors found increased from approximately 2.4 to 8.0, while the number of data objects in the final search set is still bounded by the same S max = 100. In practice the query time is usually dominated by the linear-time search in the leaf nodes, which means that the use of multiple trees yields significantly improved results with just a negligible increase in running time.
Another, trivial way to improve the accuracy of the results is to increase the final search set size S max . The results of this approach combined with the use of multiple trees are shown in fig. 2 . This allows us to discover an even higher proportion of the real nearest neighbors, but the running time of the final search grows linearly. Fig. 3 shows the actual search set sizes S as a function of the number of trees being used for various S max . Note that S is practically always smaller than S max . This is a consequence of three reasons:
1) The maximum leaf size n 0 is a result of rounding down. Attaining the maximum search set size is only possible if the division is even. 2) The leaf sizes are typically smaller than the maximum n 0 . 3) Some of the neighbors are likely to be returned by several trees. These are counted only once for the total search set. The value of S depends not only on the tree, but on the query Especially for the bigger values of S max , we can spot a small drop in the average search set size, but when comparing to fig. 2 we can see that the accuracy is still improved. We get a slightly smaller final search set, yet it contains more of the true neighbours of the query, which is indeed a desirable characteristic.
B. Comparison of different split criteria
In addition to different search set sizes and numbers of trees, we also experiment with different split criteria. In this experiment we again look for the 10 nearest neighbors in a set of 5000 images for each query point.
We tested values of T in {1, 2, 5, 10, 20, 50}, values of S max in {10, 20, 50, 100, 200, 500} and the split criteria given in Section III. Our main performance metric is the accuracy of the neighbors versus the computational time it takes to find them.
As before, we only want to use parameter values for which the query time is dominated by the linear search in the final search set, so instead of running time we can somewhat equivalently use the real search set size S, which is also immune to bias by implementation specifics.
As can be concluded from the results represented in fig. 4 , the split criterion does not affect the accuracy as much as the choice of T and S max . By using 50 trees all of the splits score roughly 9 out of 10 nearest neighbors on average, with search sets smaller than 350, which is only 7% of the original search set. The effect of the splitting criterion tends to be roughly 0.5 neighbors (out of 10).
The random split seems to attain the best results with the USPS data. However, the criterion may produce very unbalanced trees, which may cause unpredictable query times and memory problems if the trees are being stored in arrays. Also, when experimenting with the news data set we observed that the bounded random and longest interval splits produced slightly better results. The accuracy is nevertheless at least on The number of true nearest neighbors found as a function of query time for both MRPT and virtual spill trees. The points on the curves correspond to different numbers of trees for MRPT and different-sized overlap for virtual spill trees. The parameter values used can be found in table I and  table II . Each value plotted is an average over 5 tree construction times and 100 queries in each set of trees.
par with the other splits and the split points can be computed really quickly.
The other split criteria force more even splits. The longest interval and bounded random splits produce almost as good results as the random split with the USPS data, and they perform also well the news data set. The mean split is not much worse.
The median split is surprisingly the worst performer, despite being used quite often. On the other hand, it has the desirable property that it produces maximally balanced trees, thus the query times are more predictable. When the trees are constructed with median split, the leaf sizes are always at least n0 2 , and as we can see in the figure, the final search sets are usually larger than with the other splits. It is common that the trees built with median split have the highest accuracy for given values of T and S max , but this is actually a consequence of the bigger search set sizes.
To summarize, our results imply that the bounded random and longest interval splits make for good general choices. However, for some data sets the results may vary, and the completely random split may produce even better results. The median split, despite having a slightly worse accuracy, has more predictable behaviour that make it a justified choice in some settings.
C. Comparison with virtual spill tree
We also compared the performance of MRPT to another way of using random projection trees for approximate nearest neighbor search. A virtual spill tree is an almost identical structure, but it allows query points, whose projections are close to the split points, to be routed to multiple branches of the tree. A virtual spill tree is constructed just like a random projection tree constructed with median split, but to allow the overlap in the queries an overlap parameter α ∈ 0, A query splits at each node with the probability (1+2α), and the depth of the tree is log n n0 . Thus the query ends up into (1 + 2α) log(n/n0) leaves on average, and the average upper bound for the size of the final search set is S avg := (1 + 2α) log(n/n0) n 0 . From this formula we solved for α ∈ (0.01, 0.025, 0.05, 0.1, 0.125, 0.15) the values of n 0 for which S avg = 5000. We did this to illustrate the effect of simultaneously increasing the amount of overlap α and decreasing the maximum leaf size n 0 so that the final search set size stays approximately constant. This is analogous to decreasing maximum leaf size n 0 at the same rate as increasing the number of trees T , so that S max stays constant when building multiple normal RP-trees. We measured the performance of the two methods by comparing query times to the number of true nearest neighbors found (of 10). The motivation was to find which is a more efficient way to increase the accuracy of approximate nearest neighbor search using RP-trees over building one RP-tree: 1) to increase the number of RP-trees built, or 2) to use a virtual spill tree, and increase the amount of overlap.
In Fig. 5 we can see that virtual spill tree with an overlap of α = 0 (which is just a normal RP-tree) gives the same accuracy as one RP-tree, but increasing the number of trees increases accuracy more efficiently than increasing the amount of overlap. Results were similar when different parameter combinations, which yielded different estimated search set sizes S, were used. 
V. CONCLUSION

