We have investigated the technique of combining single-dish data and interferometer data in the spatial frequency domain, using imaging simulations and analytical considerations. Our study shows that there is an optimum of relative weights between the visibility data of single-dish and interferometer. The quality of the reconstructed combined image achieves the highest at the relative weights where the mean of the difference between the synthesized beam and the CLEAN beam is close to zero. We also examined the (u, v)-range that can be effectively used for the data combining by considering the blurring effect due to pointing error. The error in single-dish deconvolution caused by the beam approximation is small with a large diameter of the single-dish aperture. The diameter should be at least 1.7 times larger than the minimum baseline of the interferometer for the amplitude accuracy better than 10%. Furthermore, we derived an estimate of the noise variance in the combined image, which agrees with our simulation results. The noise-added simulations demonstrate that there is a threshold of the noise level of the single-dish image, beyond which a large-scale error is emphasized in the combined image. We should take observation times to make at least same noise level at the border of spatial frequency between the single-dish and interferometer. Although our examinations were assumed to use 45m Telescope and NMA, our results of the required conditions for observations and data processes can be used in a general case of heterogeneous array imaging.
Introduction
In radio astronomical observations, single-dish telescopes or interferometers are used according to the spatial scale of target sources and scientific purposes. Single-dish observations are often used in mapping of a wide region on the sky, while interferometer observations can achieve a higher spatial resolution compared to single-dish observations. In interferometric observations, visibilities are measured on the spatial frequency plane ((u,v)-plane) , at points along the projected baselines of antenna spacings in the range from the minimum baseline B min to the maximum baseline B max . The distribution of visibilities is usually referred as " (u, v) -coverage" (see Thompson et al. 2001) . In general, the lowest spatial frequency sampled with an interferometer is constrained by the physical limitations in placing two antennas together and shadowing effects of one dish by another. For example, the Nobeyama Millimeter Array (NMA) at the Nobeyama Radio Observatory (NRO) 1 , whose primary antennas have a diameter of D int = 10 m, can measure spatial frequencies down to a spacing of B min = 10 m.
This incompleteness of (u, v)-coverage results in a degradation of the synthesized images, causing structures such as negative bowls around emission components, and sidelobes (Cornwell et al. 1999) . Image affected by these can be partly restored by image reconstruction techniques such as CLEAN (Högbom 1974) , or Maximum Entropy Method (MEM) (e.g., Narayan & Nityananda 1986) , that interpolate or extrapolate missing information in the (u, v)-plane. Nevertheless, it is difficult to reconstruct synthesized images with emission components of size larger than ∼ λ/B min , where λ is the observation wavelength. The lack of information in the center of the (u, v)-coverage is often referred to as the "short spacing problem". This short spacing problem makes extrapolating the zero baseline difficult, and results
Combining Single-Dish and Interferometer Data
In this section, we describe a theoretical expression of the handling of a single-dish image required to implement the data combining in the (u, v)-domain, and show the actual data processing.
The weighted visibility function sampled by interferometer observations is written as
where * * denotes two dimensional convolution, p I,pr is the Fourier transform of the response pattern of the interferometer primary antenna P I,pr , w I is the weighted sampling function , and V is the Fourier transform of the true brightness distribution I (l, m) . On the other hand, the observed brightness distribution of single-dish observations can be written as
where P S is the beam pattern and S S is the spatial sampling function on the sky. The Fourier transform of Equation (2) results in
where p S and s S are the Fourier transforms of P S and S S , respectively. Although the spatial sampling S S is in principle arbitrary, we assume a series of delta functions (Bracewell & Roberts 1954 , the Shah function) with intervals of ∆l and ∆m for simplicity:
and its Fourier transform s S is also a Shah function,
It is necessary to estimate the true visibility from Equation (3) to be combined with the interferometer data. When the sampling interval of the single-dish image is less than λ/2D sd , the Nyquist spacing, aliasing caused by the
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A Study of Combining Technique 3 convolution in Equation (3) will not distort the true visibility (e.g., Vogel et al. 1984) . Hence, the true visibility can be obtained by (u, v) .
Next, we can obtain the spatial frequency data by convolving the visibilities in Equation (6) by the primary beam of the interferometer and re-sampling,
where w S (u,v) is the weighted sampling function uniformly distributed for the single-dish data. Finally, from Equation (1) and (7) the combined visibility data set can be written as
The function w I+S (u,v) is the weighted (u,v)-sampling function for combining the single-dish and interferometer data. The combined image can then be obtained by routine imaging procedures . The synthesized beam is represented as the point source response, and should be given by Fw I+S . The weights applied to the (u,v)-sampling points of the single-dish and interferometer data, w I and w S play a crucial role on the combined image to be obtained, and image reconstruction later. Figure 1 shows the data processing flow used in this report. Data processing was done using the MIRIAD package (Sault et al. 1995) . First, to estimate the true brightness distribution of the source, we deconvolved 2 the single-dish data by filtering the V S in Equation (6) through the reciprocal of transfer characteristics of the single-dish observations. We used a Gaussian pattern with the same full width at half maximum (FWHM) of the observing beam. Next, we execute Equation (7); the deconvolved image as a result of Equation (6) is multiplied by the primary beam pattern of the interferometer observation, and we obtain the visibility data by applying an uniformly distributed (u, v)-sampling points to the Fourier transform of the single-dish image passed through such processes. Since the shortest spatial frequency the NMA can measure is 10 m, we generated the visibility data uniformly from the single-dish image in the spatial frequency range of 0 − 10m, in which w S is distributed. In this paper, we refer to this area in the (u,v)-domain as "complement region".
In addition, it is necessary to confirm that the intensity scales of both data of the interferometer and single-dish in the (u, v)-domain are consistent with each other before the data combining. Actual observed data do not often agree mainly due to different quality of data or/and accuracy of calibrations. This results in a discrepancy in the measured flux densities. If the diameter of the single-dish telescope is larger than the minimum baseline of the interferometer, there is a common (u, v)-area in which both of the instruments measure the visibilities. In principle, the consistency between two data sets can be checked in this region. We define the "overlap region" as the (u,v)-area where the singledish and interferometer data can be compared. If needed, either of the data should be adjusted to the amplitude of the other (relative flux calibration or cross-calibration). For the combination of the 45m Telescope and the NMA, the overlap region is 10 − 35 m. The reason not to use up to 45 m is as follows. The support for the visibilities V S (u, v) in Equation (6) is 0 − 45 m and so is that of for V (u, v) in Equation (7). Nevertheless, the support for the Fourier transform of the interferometer primary beam, p I,pr , in the (u, v)-domain is ±10 m. Thus, after the convolution in Equation (7), at the (u, v)-distance of 35 − 45 m the visibilities estimated from the 45m Telescope data do not include the information of 45−55m. Thus, we cannot compare the NMA and 45m visibilities at the (u,v)-distance of 35−45m. The left panel of figure 2 shows the (u, v)-coverage after the combining process, in which green and blue show the (u, v)-coverage of NMA and that in the overlap region, respectively, and red shows the visibilities generated from the 45m Telescope data in the complement region. The right panel of figure 2 shows an example of the visibility amplitude obtained with NMA and generated from 45m Telescope data, for the case of no observational error and noise-free ( §4.2).
Note that there are several issues in the data combining method. There are parameters which would give important influence to resultant image but those effects have not been studied in detail. First, we discuss the issue of the relative weights between the interferometer and single-dish data, w I and w S . The weights applied to the visibility data are reflected in the resulting images directly, and it is important to examine their influence on a nonlinear image reconstruction process. Secondly, considering that the single-dish data undergoes various data processings, we should The "deconvolution" process on MIRIAD (task "convol" with "options=divide") uses Wiener filtering with a transfer function:
where H is the transfer characteristic of the observation, that is, the Fourier transform of the observing beam. The parameter "sigma" is to control a contribution of added noise to the restored signal. [Vol. , investigate how the error of response in single-dish observations, for example, pointing error and uncertainty of the beam shape, influence the data combining. Thirdly, we examine the required sensitivity for both data sets to obtain good results. This is important for the planning of observations with the combining method. In addition, it is necessary to consider the influence of the noise or observational error on the cross-calibration in the actual data processing.
Imaging Simulations
The purpose of this paper is to examine the practical issues mentioned in the previous section. In this section, we summarize the methods and parameters for the imaging simulations used in this study.
All simulations were assumed to use the NRO 45m Telescope and the NMA. Detailed parameters of these simulations are listed in table 1. At the frequency adopted in this study, 86.75433GHz, the typical beam sizes of the 45m Telescope and the NMA primary antenna are, respectively, 18 .5 and 79 , and the 45m and 10m antenna diameters correspond to spatial frequencies of 13.0 kλ and 2.89 kλ, respectively. Thus, the (u, v)-ranges of the "complement region" and "overlap region" are 0 − 2.89kλ and 2.89 − 10.1kλ, respectively. In this simulation study the two model sources shown in figure 3 were used. These sources are placed at the center of the single-dish observing region and the field of view of the interferometer (i.e., the phase reference center). For the simulations of single-dish observations, we used either a circular Gaussian antenna beam with FWHM of 18 .5, or by Fourier transforms of antenna illumination distributions ( §5.2). The size of the image acquired was four times as large as the primary beam width of the NMA, ∼ 320 × 320 , to reduce the intensities to zero at the edges of image by the primary beam in the data combining process, which is necessary to avoid edge-effect when Fourier transforming. When using the 18 .5-beam, the grid spacing of 7 .75 can be regarded to satisfy the Nyquist sampling criterion ( §2). In the simulations of interferometer observations the model source was multiplied by the primary beam, and visibilities were sampling out of the Fourier transform of the result. We did not include periodic interruptions for the observations of a reference calibrator, so that the simulations represent an ideal case.
When including thermal noise ( §6), for the simulations of single-dish observations, we added a noise component whose rms level ∆T sd is given by
in each pointing, where T sys , η sw , t sd , and ∆ν are a system temperature, a switching efficiency, an integration time per pointing, and a frequency width, respectively. For the simulations of interferometer observations, rms noise level at each measured point in the (u, v)-domain is determined by 
where N int vis is a total number of the interferometer visibility samples, which are common in this study as the integration time at each (u, v) measured point and the source tracking time are fixed.
We always applied the natural density weight in imaging process to maximize the imaging sensitivity. We did not apply other weighting, for instance, weighting by estimated noise-variance or tapering, to the visibility data. The weighting function in the (u, v)-plain just corresponded to the number density distribution of visibility points. Thus the visibility density distribution in the (u, v)-plane directly controls the synthesized beam, and greatly influences the resulting synthesized image. We used the SDI CLEAN (Steer et al. 1984) algorithm for the reconstruction of the synthesized images, because normal CLEAN is often unstable for extended sources (Schwarz 1984) . The thresholds to stop the iterative image reconstructions were set to 1% of peak flux density of the dirty image in the noise-free cases ( §4, 5), and rms noise level in the noise-added cases ( §6).
We applied fidelity as an indicator to assess the quality of the result of data combining. This metric was introduced for the wide field imaging study of ALMA (Pety et al. 2001) . The image and (u, v)-fidelities are calculated at each pixel on the image and each spatial frequencies following definition:
For the fidelity to represent the mean quality of a result, extremely high fidelity points are excluded as described in Pety et al. (2001) . We use the median fidelities at the intensity cutoff of 1% of the peak intensity for the noise-free simulations ( §4) and of 3% for the noise-added simulations ( §6).
Relative Weight of the Single-Dish Data

The Combined Synthesized Beam
First, we present the effects of the weighting applied to the single-dish visibility at the "complement region" on the characteristics of the combined synthesized beam.
As a parameter to indicate the weight ratio of single-dish data to interferometer data, we use the density ratio
is the number density of visibility samples generated from the single-dish image, and d int is average number density of interferometer visibility samples,
where b max = B max /λ and b min = B min /λ. In our simulation study, the total number of interferometer visibility data was fixed and the number density was almost constant, d int ∼ 7.6 kλ −2 . We varied the density of single-dish visibility d sd from zero (imaging with the interferometer visibility only) to 300 kλ −2 (β ∼ 40) (thus, the "total weight" of combined visibility data set increases with β). Figure 4 show the variation of synthesized beam obtained by combining data for different β. It is found that nearby sidelobe levels and wing levels of the main lobe of the synthesized beam rise gradually when adding the single-dish visibility. Figure 5 -(a) shows the size variation of the combined synthesized beam (estimated by fitting a two-dimensional Gaussian function, that is the CLEAN beam) as a function of β. The beam size is increasing with the weight of the single-dish visibilities. Both major and minor axes have the same rate of growth, so that the beam shape is not deformed. Moreover, the rate of increase of the beam size does not depend strongly on the source declination. Figure 5 -(b) shows the mean of the residuals for subtracting the CLEAN beam from the combined synthesized beam as a function of β. The mean value of the residual shows that adding the short spacings lifts the whole of the beam up in the positive direction.
All the behavior of the combined beam variation can be understood by considering the linear combination of the synthesized beams corresponding to the weight distribution in the (u, v)-domain of the interferometer and singledish data. In this case, the beam shape determined only by the weight distribution of the single-dish visibilities is the Fourier transform of a circular uniform distribution with the spatial frequency radius of B min . Thus, the beam shape is represented as 2J 1 (x)/x, where J 1 is the 1st-order Bessel function of the first kind, x = π(2B min /λ)r, and r = √ l 2 + m 2 . This beam has a FWHM of ∼ 0.7λ/B min ∼ 50 and positive level at r ≤ 43 . Because the interferometer beam is lifted by this 50 -beam, it is evident that the mean of residual should increase to the positive direction. Additionally, the size of synthesized beam grows because by lifting the interferometer beam by the 50 -beam; the size of the half-power of the combined beam corresponds to the size at lower level of synthesized beam only of the interferometer. If the single-dish data is extremely weighted, the contribution of the 50 -beam will reach the half-power, and the size of the combined beam will be decided by the 50 -beam. However, such a situation that the weight of the single-dish data is enlarged too much will not happen.
Effect of Relative Weight on Imaging
We examined the quality of reconstructed images in the case noise-free simulations. The parameters used for the simulations are as described in §3. We used the Gaussian 18 .5-beam for the single-dish observations. In this case, there is no error concerning the beam efficiencies in the single-dish observations, so that the visibility of the model source is reproduced completely without relative flux calibration. The final combined image depends on the relative weight setting of single-dish data. Figure 6 shows examples of combined dirty images, reconstructed images, and difference images from model image (multiplied by the primary beam and convolved with the CLEAN beam), for different weightings of the single-dish data β = 1/2, 5, and 20. Because the natural density weight is applied, as β is increased the large-scale structure is emphasized in the dirty images. It is found that the large-scale structure in the images is not reproduced enough at β = 1/2, but can be recovered at β = 5, 20. However, a systematic error with structure appears in the case of β = 20, which is similar to the synthesized beam pattern. This false structure is considered to be caused by the interaction of the source structure with the synthesized beam. Figure 7 -(a) shows the median image fidelity with cutoff level of 1% as a function of β. Similar plots of (u,v)-fidelities for the complement region (≤ 2.89 kλ) and outer region (> 2.89 kλ) are shown in figure 7-(b) and -(c), respectively. As a result of investigation of the fidelity for four different source declinations (left panels of figure 7) and source models (right panels of figure 7), it is clear that the quality of combined image reaches a peak at β ∼ 3 − 8 in all cases. Especially, the (u, v)-fidelity of the complement region has a strong peak within this range of β. Although the [Vol. , (u, v) -fidelity of the outer region does not have such a strong peak, it has a similar behavior. Figure 7 -(d) show the fraction of total flux recovered. The plots show that correct total fluxes are recovered early in the range of β ∼ 4 − 8. Total flux is underestimated when the weight of the single-dish data is smaller, and overestimated when it is larger. Figure 7 -(d) right panel shows that the behavior of the total flux does not depend on the source size nor shape. Hence, the slight difference of the total flux behavior shown in the left panel of figure 7-(d) is solely due to the difference of the source declination. It is suggested that optimum β changes depending on the source declination, in other words, the shape of synthesized beam.
The fidelities of the two (u, v) ranges show that an optimization of the relative weight is important not only for accurate recovery of a large-scale structure but also for small-scales. Taking into account the described behavior of the fidelity and the fraction of total flux recovered, we find that the quality of the reconstructed image combined with the weight setting of around β = 5 is the best. By comparing figure 7 with figure 5-(b), it can be seen that the fidelity medians are maximized when the mean of the difference between the synthesized beam and the CLEAN beam is almost zero. Moreover, the weight ratios β at which the fraction of total flux recovered equals to unity in figure 7-(d) are well correlated with the zero-crossing β in figure 5-(b) for each source declination. This suggests that it is essential to use a combined beam that has no bias for positive or negative in the difference between the synthesized beam and the CLEAN beam. Therefore, one should apply weights at which the average of the difference between the synthesized beam and the CLEAN beam is zero when combining the data of single-dishes and interferometers. Finally, we wish to note that we obtained similar results when using the MEM algorithm for the image reconstruction.
Effect of Single-Dish Response Accuracy
In this section we address the repercussions of observational, non-thermal errors included in the single-dish data. We discuss the influence of pointing errors in observations and difference between the Gaussian beam and the actual beam shape when the single-dish image is deconvolved on the data combining.
Effect of Pointing Errors in Single-Dish Observation
Pointing errors in single-dish observations is usually caused by the wind or sunshine (daytime observations) and leads to an error in the observed maps. It is important to examine how this error affects the data combining. We simulated single-dish observations without thermal noise, including random pointing errors of 3 , 6 , and 9 rms with Gaussian distributions, which are respectively 16%, 32%, and 49% of FWHM of the single-dish beam. The single-dish images toward the spherical model of a single map and average of 10 maps, are shown in left panels of figure 8. To see the influence of the pointing errors, we examined the error in visibilities and dirty images without cross-calibration or image reconstruction.
The right panels in figure 8 show the difference images between the combined images obtained by using the averaged single-dish images with and without pointing error. There is a tendency to underestimate the emission strength in the central part, and to overestimate in the outside. This means that the combined image is blurred and a large-scale error is produced. Nevertheless, the error fraction in the image is not large (figure 9). A random pointing error of 9 rms is too large in a realistic situation, but even so, the error that is caused in the image is 2% rms or less and in the estimate of total flux is about 7%. Figure 10 shows examples of the distribution of the visibility amplitude obtained through the combining process. In the complement region, the source flux tends to be underestimated and scattered faintly as the pointing accuracy worsens. On the other hand, a large error appears at higher spatial frequencies in the overlap region, and this tendency becomes significant with the larger pointing error. Since a single-dish image is practically obtained by averaging two or more maps, the extreme scattering at the high spatial frequencies due to the contingency of pointing error can be suppressed to some degree by averaging, as seen in middle panels of figure 10. However, the amplitude of single-dish data tends to be underestimated up to the spatial frequency of ∼ 6 kλ where the suppression of the error works well.
The observed behaviour in the (u,v)-domain are explained as follows. As seen in figure 8, small scale structures are caused by the pointing error in the single-dish maps. It is supposed that the pointing error works to convert a fraction of large-scale flux into small-scale flux. As an effect on the visibilities at higher spatial frequencies the structure of the small scale can be expected basically as random just like noise. We should note that these components become a significant error because of the amplification by deconvolution, as shown in figure 10 . Besides, at lower spatial frequencies, because flux is removed, the derived visibility function is underestimated and is narrower than true function; thus works to blur the image. If the pointing error is normally distributed with the variance of σ 2 pe , the effective beam size in the single-dish observation grows into √ θ 2 S + 8 ln 2σ 2 pe , where θ S is beam size of the singledish observation. This data is deconvolved with a Gaussian beam whose response function in the (u, v)-domain is exp(−π 2 θ 2 S b 2 /4 ln 2), so that deconvolved data is underestimated by a factor of exp(−2π 2 σ 2 pe b 2 ). This distribution is shown as dotted lines in bottom panels in figure 10, and simulated results follow closely these lines up to ∼ 3 − 6kλ. If more maps are averaged, the scattering at the high spatial frequencies will be suppressed and the amplitude ratio will follow this line toward higher spatial frequencies that is independent of the source structure or antenna diameter of the single-dish telescope. If the error that originates in this blurring effect can be allowed to pe,blur , the pointing error and the (u, v)-distance which can be effectively used have the relation of σ pe b eff ≤ √ − ln(1 − pe,blur )/(2π 2 ). When pe,blur = 10%, we obtain σ pe b eff 7.3 × 10 −2 . In the case of the combination of 45m Telescope and NMA, in order to guarantee the accuracy of the complement region, the pointing error should be better than 5 .2 rms.
To summarize, out analysis suggests that the error in the combined images caused by single-dish pointing error is not large in the case of combining NRO 45m data with NMA data. However, the effective (u, v)-range for the cross-calibration is limited due to the small scale errors caused by the pointing error. This effect is mitigated by averaging several single-dish maps.
Using Non-Gaussian Beams for Single-Dish Observation
We usually use a Gaussian beam pattern to deconvolve the single-dish image although the beam shape in single-dish observations is generally not an ideal Gaussian; the main reason for this is that it is not realistic to measure the accurate beam pattern for each observation. The difference between the single-dish beam and Gaussian pattern in the (u, v)-domain causes an error in the combined image.
We created a couple of models of the electric field distribution of a single-dish telescope and simulated the beams by Fourier transform of them (figure 11). We included blocking patterns by the sub-reflector and stay of two kinds, the "quadripod support" and the "tripod support". The grading function of the illumination pattern is g( (Christiansen & Hogbom 1985) , and we adopted K = 0.03 and p = 1 which give a beam size similar to that of 45m Telescope. The parameters of the beams are summarized in table 2. Figure 12 shows the comparison of the transfer functions, which are the response patterns in the (u,v)-domain or the autocorrelations of the illumination distribution of the aperture, of the model beams and Gaussian patterns that have the same FWHMs as the model beams. For both stay types, the model beams can be approximated by a Gaussian pattern in the (u, v)-range of ≤ 8 kλ. However, there is a conspicuous difference at higher spatial frequencies. Thus, as in §5.1, the difference of the actual observing beam from an ideal Gaussian is not a crucial problem in making the single-dish visibility in the complement region; however, there is a strong possibility that a remarkable error is included in the overlap region. To investigate this, we actually simulated the single-dish images by using these model beams, and when combining with the interferometer data, the single-dish image was deconvolved with a Gaussian pattern of the same FWHM. The error in the resultant image is extremely small, ∼ 0.3% in peak flux density and ∼ 1% in total flux.
In this simulation, a maximum (u,v)-distance of ∼ 8kλ can be used if relative flux error better than 10% is permitted in the cross-calibration, which corresponds to ∼ 60% of the antenna diameter of 45m Telescope. This suggests that a diameter of single-dish aperture at least larger than 1.7B min is required for data combining with 10% deconvolution error caused by the uncertainty of beam shape.
Thermal Noise in Combined Imaging
In this section, we discuss the quality of the combining results including thermal noise. Because the single-dish data is deconvolved and multiplied by the primary beam of the interferometer in the data combining process, it is necessary to consider these influence. First, we will address analytically the contribution of the thermal noise in the single-dish data to the combining process, and derive the expression of the noise variance in the combined image. For the first part of the analysis ( §6.1), we adopt an approach using the statistical Rayleigh distribution, which is comprehensible and is easier to derive the noise propagation. For the latter part of the analysis ( §6.2), the direct pixel-based analysis is used and is the simplest way to examine the point source sensitivity. The validity of the analytical formulae will then be confirmed by comparing with simulations including thermal noise. Finally, the quality of the combined image after a nonlinear image reconstruction process will be discussed from the viewpoint of the sensitivity balance in the (u, v)-domain.
Contribution of Single-Dish Noise
As shown in §2, the process of estimation of the single-dish visibilities, from I S to V S , is not a simple case of Fourier transform. We examined the noise distribution of the Fourier transform of the single-dish image and that after combining process which includes deconvolution with the single-dish beam and multiplication by the primary beam of the interferometer. Figure 13 shows the distribution of the single-dish noise amplitude in the (u, v)-domain, for the original data (black dots) and after deconvolved and multiplied by the primary beam (red and blue dots). Note the independency of the visibility data in this figure. Although the visibilities represented by black and blue points are data on the grid points, those represented by red points are on arbitrary sampling points made by interpolation from the data on surrounding grid points. Therefore, the red visibilities are not independent each other, and more detailed explanation is shown in §6.2. As can be seen in the figure, the noise appears to decrease (wrt the original noise amplitude) in the complement region (red) and increase significantly at high spatial frequencies (blue). The peak of amplitude distribution which is ∼ 1 Jy in the original data falls to ∼ 0.2 Jy in the visibility data to be combined. Deconvolution is done by dividing by the Gaussian pattern on the (u, v)-plane so that spatial components at higher frequencies are more amplified. However, the average amplification factor by this is only ∼ 1.13 in the complement region of the low frequencies. On the other hand, multiplying an image by the primary beam is convolution in the (u, v)-plane, which is data averaging over the area of the primary beam. Consequently, the noise level in the complement region lowers more than that of the original data.
We treat now analytically the behavior of single-dish noise. The notations in the analysis through this §6.1 and next §6.2 are summarized in table 3 and table 4 . For a noise sd in a single-dish image and using Parseval's Theorem, the complex noiseˆ sd in the visibility data Fourier transformed from the single-dish image is
We assume a square single-dish image with a size L 2 and Nyquist grid intervals λ/2D sd , thus the number of data
The noise variance of the single-dish image is ∆S sd pix 2 (Jy pixel −1 ), so that the left-hand side of Equation (14) is interpreted as N ∆S sd pix 2 .
Assuming the noise in the single-dish observations is a Gaussian distributed white noise, we expect that the probability distribution of the amplitude ˆ sd will be a Rayleigh distribution,
Given N independent and identically distributed Rayleigh random variables, the maximum likelihood
Thus the right-hand side of Equation (14) can be rewritten as
Therefore, we obtain the following relation between single-dish noise variance in the image and that in the spatial frequency domain,
To deconvolve with the single-dish beam, the visibilities have to be divided by the Fourier transform of the singledish beam ( §2). Using a Gaussian pattern as the deconvolving beam, the noise in the deconvolved dataˆ sd has a standard deviation as a function of (u, v)-distance b of:
where θ S is FWHM of the single-dish beam. In the next in the process, we convolve the single-dish data with the Fourier transform of the primary beam of the interferometer in the (u, v)-domain. The noise component of the visibility data after this convolution is:
where p i is the function value of the Fourier transform of the primary beam (see Equation (7)). The variance of the
The Fourier transform of the Gaussian primary beam p i is 4 ln 2
where the FWHM of this Gaussianθ I,pr has relation to the FWHM of the primary beam θ I,pr ofθ I,pr = 4 ln 2/πθ I,pr .
By replacing summations in Equation (21) by integrals, we evaluate the factor to be 2 ln 2/πL 2θ I,pr 2 . Therefore,
using θ I,pr ≈ λ/D int . Finally, using Equations (18) and (19), we obtain a noise variance of the single-dish data after deconvolution and primary beam multiplication (in the (u, v)-domain) of:
The noise level of the single-dish image in Jy pixel −1 can be related to the observational sensitivity as:
where Ω pix is the solid angle per pixel, η mb is a main beam efficiency, and f s is the source filling factor. This was derived using Equation (9), an NEFD (noise equivalent flux density) of single-dish observations of ∆S sd = (2k B /η sd a A sd )∆T sd , and the relation of Nyquist grid spacing Ω pix = (λ/2D sd ) 2 . In figure 13 , we show the comparison of the simulated results with Equation (24). It should be noted that the expectation value of the noise amplitude in the (u,v)-domain whose real and imaginary parts have a variance ofσ sd
Noise Variance in the Combined Image
In this section we derive an estimate of the noise variance in the combined image. To simplify we assume that the observed source is unresolved and located at the phase reference center, and thus has a constant real-valued visibility V equal to its flux density S. The intensity at the center of the image which is the Fourier transform of the visibility data set is
where w is the weight for each visibility data and R = Re[ ] is the real part of the complex noise. The total number of visibility data N 
where d int is given by Equation (13). Because Rn = 0, the expectation of I 0 is I 0 = V = S, and the variance of the estimated intensity σ 
In the derivation of this formula we used the fact that the noise terms of the interferometer data from different visibility measured points are uncorrelated; therefore,
int Ri int Rj = 0, for i = j. However, the noise in the single-dish visibility data are not necessarily independent. The (u, v)-cell size of FFT from the single-dish image is the reciprocal of image size L. If the number of visibility data in a (u,v)-cell generated within the complement region is larger than unity, the noise in these visibility data are not independent. The average of the cross terms in Equation (29) is not zero because of the contribution from the combination of noise which are not independent,
where ∑ indep and ∑ dep denote summation over the combination of independent noise and dependent noise, respectively, and C dep is the number of dependent noise combinations. The probability of dependent data among the generated visibility data is written as a ratio of the number of data averaged by applying the primary beam, that is, 2 ln 2D int 2 N/(πD sd 2 ) from Equation (23), to the number of independent cells in the complement region
where we use B min = D int . Therefore, the number of dependent noise samples is n sd dep,cell = (8 ln 2/π 2 )N sd vis and
From Equation (30), we obtain sd Rk sd Rl =σ sd 2 8 ln 2
The noise contribution of the interferometer data is int Rj 2 = ∆S int vis 2 , where ∆S int vis is given by Equation (10). We now assume all the weighting factors w n are equal, w n = 1 (natural weighting), Equation (29) 
To see the relation to the density factor β and the sensitivity of the single-dish data, using Equation (13), (18), (23), and (28) we obtain figure 14 shows the noise level of simulated combined images as a function of β and as a function of the noise level of single-dish image. The analytical solution of the rms noise level of combined image derived above, Equation (35), shown in the right panel of figure 14 is consistent with the simulated results. As mentioned above, one of the important points is the independency of visibility data which is generated from the single-dish image. In this simulation, the number of sampling points of the single-dish visibility in the complement region becomes ∼ 1000 at β = 5, but the number of independent data is ∼ 63 at most. The noise contribution from the single-dish reaches a maximum which is determined by the quality of the map at a certain β. Hence, the noise level in the combined image is not necessarily improved with the number of data.
Reconstruction Accuracy of Combined Images
In §6.1 and §6.2, we formulated the relation between the sensitivity of the observations and the noise variance in the combined image and verified its validity by simulations. However, it is difficult to analytically assess the final image quality for the nonlinearity of image reconstruction algorithms, so we treated this issue with simulations instead. We conducted imaging simulations as well as in §4 with added thermal noise. We present the case of Decl. = 30
• , in which we used the relative weight ratio of β = 5 ( §4.2). We investigated the quality of combined images for noise levels of single-dish image from 0.01 K to 6 K, corresponding to the signal-to-noise ratio from SNR sd ∼ 1820 to ∼ 3. Note that we applied the natural density weight, so that the noise levels of combining data did not affect the weighting in imaging processes. The simulations were done 10 times with the same rms noise levels. Figure 14 , 16, and 17 show average results. Figure 15 shows the combined dirty images, the reconstructed images using SDI CLEAN, and the difference images. It is found that residuals are noise-like when single-dish images with good signal-to-noise ratio (SNR sd ≥ 20) are used. Although some false structures, similar to those in the noise-free simulations, appear ( §4.2), the overall distribution does not appear to change much with signal-to-noise. In contrast, large-scale errors remain when using single-dish images of SNR sd ≤ 10, and are enhanced with decreasing signal-to-noise ratio. It therefore seems that the large-scale deconvolution errors in the residual images are due to noise in the single-dish images. Figure 16 -(a) shows the fraction of total flux recovered as a function of the noise level of the single-dish image, ∆T sd . The fraction of recovered flux is almost unity is kept in respect of ∆T sd , and it is understood not to depend on the quality of the single-dish image combined. Figure 16 -(b) to -(d) show the image fidelity median, the (u, v)-fidelity median in the complement region (≤ 2.89 kλ), and in the outer region (> 2.89 kλ). Image fidelity and (u, v)-fidelity in the outer region depends weakly on the quality of single-dish data, slowly decreasing with noise level of the single-dish image. In contrast, the (u, v)-fidelity in the complement region strongly depends on the noise level of the single-dish image. As the noise level of the single-dish image increases to ∆T sd ∼ 1 K, this (u, v)-fidelity rapidly decreases. When this noise level ∆T sd ∼ 1 K is exceeded, the decrease rate of the (u, v)-fidelity in the complement region becomes gradual. In addition, ∆T sd ∼ 1 K (SNR sd ∼ 20) corresponds to the boundary beyond which large-scale errors begin to appear in the difference images ( figure 15) .
Furthermore, we assessed the quality of the combined images by taking the autocorrelation (AC) of the difference image. We define R AC as the residual distribution by subtracting the AC of CLEAN beam, AC CB , from the AC of the difference image, AC DI :
If the difference image includes only ideal uncorrelated noise, the AC should be equal to the AC of the CLEAN beam whose peak value is equal to the variance of the image. However, if there are errors with some coherent structures, the AC will also have some structure other than beam-like, or its width will be extended. Two examples of R AC are shown on the right side of figure 16 . Extended structures or patterns are emphasized in the cases of poor signal-to-noise ratio single-dish data, which indicates that the difference image includes a coherent structure rather than noise-like components. Specifically, it can be said that the difference image with the smallest variance of R AC is the most noise-like. The rms level of R AC as a function of noise level of the single-dish image is shown on the left side of figure  17 . The R AC rms obviously increases as the signal-to-noise ratio of the single-dish image becomes worse, especially beyond ∆T sd ∼ 1 K. These results show that the combined image is dramatically degraded when the noise level of single-dish image exceeds ∆T sd ∼ 1K (SNR sd ∼ 20). Thus, observing times of the single-dish that achieve the noise levels of ∆T sd ∼ 1K are needed in this case. If the observation time is longer than that, the quality of the combined image does not improve. [Vol. ,
Sensitivity Balance between the Interferometer and Single-Dish Data
In the previous section, it was shown that there is a threshold of the noise level of the single-dish image not to degrade the combined image. This result is consistent with the argument by Vogel et al. (1984) that the signal-to-noise ratio of the visibilities derived from the single-dish data should be equal to that sampled by the interferometer not to degrade the combined image.
If density distribution of (u, v)-sampling points in the interferometer observation is written as n int vis (u, v) , the total number of visibilities is given as
When the visibility data is averaged over a (u, v)-cell which has the area of ∆u∆v, the integration time for this
vis , and the rms noise level in a (u, v)-cell by
Therefore, the condition that the noise of the single-dish visibilityσ sd and that of interferometer visibility ∆S int cell are identical at a (u, v)-distance of b 0 can be written aŝ
using Equation (24). The rms noise level of our simulated NMA data in §6.3 is ∆S figure 18 . Consequently, the suggestion by Vogel et al. (1984) is proven to be quantitatively correct.
From Equation (39), we obtain the integration time of the single-dish observation per pointing,
The total integration time is estimated by multiplying t sd by the number of total grid points, t sd N . If we assume a situation when the (u, v)-track is represented by an ensemble of concentric circles, the density distribution of the (u, v)-sampling points is inversely proportional to the (u, v) 
The total number of interferometer visibility data N 
3
In the imaging process, the image size is usually set to twice or more of the primary beam; the (u, v)-cell size of ∼ 1 kλ 2 is appropriate (corresponding to ∼ 200 arcsec).
where we set b 0 to the edge of (u, v)-hole, b 0 = b min = D int /λ and the beam size of the single-dish observations to θ S ≈ λ/D sd . In the derivation of Equation (42) figure 18 ; it is found that this model is quite valid for the antenna configurations of the NMA. In addition, using the parameters in table 1, we can roughly estimate as t sd ∼ 1.2 × 10 −4 t int track . Consequently, the total integration time of 45m Telescope (to obtain an image with a size of four times as large as the primary beam width with the Nyquist grid spacings) is estimated to be ∼ 20% of total observing time for target source with the NMA.
Summary
We have studied the combining technique of single-dish data and interferometer data by simulations and analytical considerations. In this report, we discussed the following issues: (1) weights applied to the visibilities estimated from single-dish data and those obtained with interferometer, (2) deterioration of single-dish data due to pointing accuracy, (3) optimization of sensitivity, that is, determination of relative observation times of single-dish and interferometer.
The main results of our study for general issues are as follows: 1. It is essential that there is no bias toward positive or negative in the difference between the combined synthesized beam and the CLEAN beam in order to obtain high quality combined images. One should apply adequate weights to the visibility data of single-dish and interferometer so that the mean of the difference between the synthesized beam and the CLEAN beam is close to zero when combining the data.
2. For a well scanned single-dish image, we obtained a relation between the rms of pointing error in the single-dish observations and (u,v)-range that can be effectively used for the data combining. If we require an amplitude accuracy within pe,blur , the relationship between the rms of the pointing error σ pe and the effective baseline length b eff is given by σ pe b eff ≤ √ − ln(1 − pe,blur )/(2π 2 ). 3. The error in single-dish deconvolution caused by the difference of beam shape from an ideal Gaussian is small when using a single-dish with larger aperture. If we require an amplitude error better than 10% caused by the uncertainty of the beam shape, the diameter of the single-dish should be at least 1.7 times larger than the minimum baseline of the interferometer.
4. We derived an analytical expression of the contribution of single-dish noise in the combining process, and derived the noise variance in the combined image. We confirmed the consistency with the results with noise-added simulations.
5. When the noise of the single-dish image is larger than a threshold level, a large-scale error distribution appears in the combined image. From quantitative analysis, it is shown that the noise of the visibility obtained from the single-dish image has to be equal to that of interferometer data not to degrade the combined image. From this, we derived the useful expressions that estimate the adequate single-dish observing time.
Although we assumed to use 45m Telescope and NMA, our considerations can be used in a general discussion of heterogeneous array imaging. In particular, this technique is the most basic and essential portion of the role of the Atacama Compact Array (ACA) in the Atacama Large Millimeter/Submillimeter Array (ALMA) observing system in the near future, in order to improve the quality of obtained image dramatically. 1984 , ApJ, 283, 655 Wilner, D. J., & Welch, W. J. 1994 , ApJ, 427, 898 Zhou, S., Evans, N. J., II, & Wang, Y. 1996 
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