Introduction
In two previous papers ([CaLl] , [CaL2] ), we have studied the problem of minimizing the Kullback information (or relative entropy) with respect to the law P of a IRd-valued diffusion process, when the flow of its time marginal laws is fixed. This problem is natural when one looks at the large deviations for the empirical process associated with independent copies of such diffusions (see (Fol) and the introduction of [CaLl] ). At the same time, the finiteness of the rate function of this large deviation principle was connected in [CaLl] to the existence of diffusion processes with singular drifts of finite energy, encountered in Nelson's approach of Schrodinger's equation (see [Car] ). The existence of such diffusions with a given flow of time marginal laws and a given drift is sometimes called "stochastic quantization" . The problem of describing the minimizing element in the class of such singular diffusions is connected with the "critical" diffusions of Nelson. After giving a "stochastic calculus" approach of this construction in [CaLl] , we proved in [CaL2] that the finiteness of the rate function can be obtained using direct large deviations techniques.
We refer to the introductions of both papers [CaLl] and [CaL2] , for a precise statement of what is written above and for the connection with Schrodinger's original ideas.
In these works, we announced that, in contrast with known methods (of [Car] , [MeZ] and other references in [CaLl] ), ours could be extended to more general frameworks. The present paper shows how to extend these results to a general strong Markov process with a Polish state space, provided that it admits a carre du champ operator. In particular, Section 3 follows closely the lines of [CaLl] (with a lot of simplifications) and Section 4 follows closely the lines of [CaL2] . Of course, the main difference is the use of an "intrisic" gradient operator which is connected to the stochastic structure of the reference process, and of the "Markov differential calculus" associated with this gradient instead of the usual euclidian structure on 1R d . In Section 3, assuming that the set (see (2.2)) is non empty, we describe its structure and characterize its minimal element (as in [CaLl] , Sections 3 and 5).
In Section 4, we connect the weak Fokker-Planck equation with a large deviation principle, for which we give various expressions of the rate function. This leads to the natural non variational characterization of the existence of singular processes (in the spirit of singular diffusion processes) stated in the Corollary 4.7 of Theorem 4.6. In Section 5, we study on some (generic) examples, how to fulfill the main hypothesis (HC) of Theorem 4.6. General statements are given for manifold-valued diffusion processes, reflected diffusion processes, symmetric processes (see Theorem 5.5) as well as particular infinite dimensional processes (in the nonsymmetric case).
1. The framework (E, ~) is a Polish space equipped with its Borel a-field £. £* is the universal completion of £, S~ = C([0, T], E) is the set of E-valued continuous paths. (S~, , ~, (0t Xt, (Px) Definition. Let e be a subset of
We shall say that e is a core if i) for all x E E, Px is an extremal solution of the martingale problem M(A, e, Sx) (see [Jac] for the notation), ii) 0 is a subalgebra of Cb,u (E) , iii) there is no signed measure r~, except 0, such that J f dr~ = 0 for all f E 0.
From now on, we shall assume that (H) There exists a core.
Here are some well known consequences (see ( [DeM] , Chap. XV), ( [Jac] , pp. 421-431) or [MeZ] Definition. The time-space process (ut, Xt) with ut = u0 + t is defined on the set of the time-space paths: S~'. Pu,x is the law of this process with initial point (u, x) E IR x E. The family is again a strong Markov process with generator a,~ + A = A' and its domain: D(A'), contains 
is continuous (s H vs is weakly continuous) and we are allowed to take the limit in n.
2) Let f E Applying Girsanov transform theory and Ito's formula, we obtain that [CaF] . If we define a generalized "nodal set" : N = {B = +oo}, we do not know whether the process hits N or not. For such a study see [MeZ] (and also [CaF] ).
Large deviations and applications
We follow the lines of [CaL2] ([DaG] , Theorem 3.5 and Lemma 4.6) (see also the Theorem 2.1 of [CaL2] ) and by the contraction principle, we have: 
(This relaxation procedure is well known in Control theory). Now, using general results of D.A. Dawson and J. Gartner ( [DaG] ), as explained in the Section 2.b of [CaL2] , one gets the large deviation principle stated in Theorem 4.2 below (see [CaL2] , Lemma 2.2).
Consider the relaxed flow (thanks to the properties of C) and then applying the bounded convergence theorem.
As in [CaLl] , [CaL2] and [DaG] (see also [F61] and other references in [CaLl] ), we want to give other variational descriptions of J(v). If J2(v) +00, then A~ ~ ~ and the minimizing Q" was described at Theorem 3.6. As in [DaG] 
Pu,x-martingale for all (u, x), g and A 9 g E C6((0, T] x E )}. We can define ge as in (4.2). We are going to prove that g = gc.
9
Define T = inf{t > 0 ; Xt) = g(ut Xt)}. T is less than T-u, so it is a bounded stopping time and for all (u, x), XT) = XT) thanks to the continuity assumptions. Since c > 0 and by continuity: g)(us, Xs) and -g)(u, x) have the same sign up to time T, Pu,x-a.s., so both terms in the above sum are equal to 0. In particular x) = g(u, x) for all (u, x [DcG] and developed by F. Gamboa and E. Gassiat (see e.g. [GaG] ). For a finite flow (i.e. discrete time) see [CaG] . But a relaxation method similar to the present paper's one, should allow to consider the general continuous flow of marginals with the methods of [CaG] . ii) At to find sufficient conditions on v for (HC) to hold with C = Ca ( (0, T x E), or (3.
to find sufficient conditions on P for (HC) to hold for a well chosen C and any v satisfying (5.1) and (5.2). Another possibility would be to use the "approximation procedure" of Section 3 (see (3.1)) as in [CaLl] in order to give a direct construction. But, here again, the main point is to prove that VG belongs to Lv for some suitable G (see (3.1.iii)), and this is of course of the same nature as proving that (HC) holds. In the Section 4 of [CaLl] and in the Section 3 of [CaL2] , we have studied these situations in the case where P is the law of a Revalued diffusion process. Here, we shall only give some examples for which answers to the questions a or /3 are not too hard to get. As was expected, these examples cover a large part of the "usual processes" . In a general setting, the most natural approach is the one in a, and we will start our study with this problem. [CaF] for the Brownian case) .
ii) It can be proved in many cases (for instance, the finite dimensional case as in [CaF] iii) This result is related to recent works on Dirichlet forms on non locally compact spaces (see [MaR] , [AIR] , [Son] ), especially to the extension of the Girsanov formula in this context (see in particular [ARZ] ( 5 . 5 ) 1 2 0 3 A 3 0 3 C 3 i , j ~ x i ( 0 3 A 3 0 3 C 3 i , j x k ) + 0 3 A 3 b ĩ x i where and b; belong respectively to Cb and Cl (Cb is the space of Ck functions with bounded derivatives of order 0 to k). Then, applying the differentiability result with respect to the initial data (see e.g. [Kun] or [IkW] For simplicity, we assume that (5.6) bi and ~i are Cb functions (more precisely: are the restrictions to E of smooth functions defined on the whole space, but after imbedding; this is not a restriction, thanks to Whitney's theorem). We refer to [Cat] for the minimal differentiability assumptions required for the following to hold.
In addition, it is assumed that iii) 03A3i (S ci > 0 on aE, (i.e. aE is uniformly noncharacteristic).
Under all these assumptions, one knows that exists and can be built via the resolution of a stochastic differential system with reflection (see [IkW] 
