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В работе представлена мульти-меметическая модификация простого алгоритма эволюции 
разума с использованием случайной гиперэвристики. Предложена программная реализация 
базового алгоритма, а также методов локального поиска. Проведено широкое исследование 
эффективности работы мульти-меметического алгоритма и его программной реализации в 
зависимости от вида используемых методов локального поиска и их количества. Исследование 
выполнено с использованием многомерных тестовых функций различных классов. На основе 
анализа полученных результатов даны рекомендации по выбору вида методов локального 
поиска и их комбинаций. 
Ключевые слова: глобальная оптимизация; мульти-меметические алгоритмы; алгоритм 
эволюции разума 
 
Введение 
В задачах глобальной оптимизации целевая функция зачастую имеет вычислитель-
ную сложность, высокую размерность и нетривиальный ландшафт. Такие задачи имеют 
высокую практическую значимость и для их решения предложено множество популяци-
онных алгоритмов глобальной оптимизации [1,2]. Возможность локализации с высокой 
вероятностью субоптимальных (близких к оптимальному) решений – одно из главных 
преимуществ данного класса алгоритмов, помимо их универсальности и простоты реали-
зации. В практически значимых задачах оптимизации часто достаточными являются 
именно такие решения. 
В то же время, исследования [3,4] показывают, что зачастую одного метода недоста-
точно – необходима его модификация путем гибридизации с другими методами оптими-
зации. Меметические алгоритмы, МА, являются одним из перспективных современных 
направлений в этой области. В 1976 году Р. Докинз предложил концепцию мема [5]. На 
ней основаны МА, представляющие собой популяционные метаэвристические алгоритмы 
поисковой оптимизации. Мем является реализацией какого-либо метода локальной опти-
мизации, уточняющего решения в процессе поиска. МА можно рассматривать как сочета-
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ние популяционного поиска глобального оптимума и процедур локального уточнения ре-
шений, которое дает синергетический эффект. 
В случаях, когда априорная информация о решаемой задаче отсутствует, МА может 
показать результат не только лучше, но и даже хуже, чем обычные эволюционные алго-
ритмы [4,6]. Поскольку существует относительно немного теоретических исследований, 
посвященных тому, какую конфигурацию МА рекомендуется использовать для решения 
black-box задач оптимизации, многие исследователи склоняются именно к адаптивным 
алгоритмам, которые в процессе поиска самостоятельно подбирают наиболее эффектив-
ные методы локальной оптимизации для определённых областей пространства поиска. 
Авторами предложена мульти-меметическая модификация простого алгоритма 
SMEC, использующая случайную гиперэвристику [7]. Представлена программная реали-
зация алгоритма, а также используемых мемов. Выполнено сравнительное исследование 
эффективности предложенного алгоритма в зависимости от набора и числа мемов. Иссле-
дование проводилось с использованием многомерных тестовых функций различных клас-
сов [8]. 
1. Постановка задачи и простой алгоритм эволюции разума 
Рассматриваем задачу глобальной безусловной минимизации 
   
      
               (1) 
где       скалярная целевая функция;           ее искомое минимальное значение; 
                    -мерный вектор варьируемых параметров;  
       -мерное 
арифметическое пространство. Задана область 
       
        
               (2) 
для генерации начальной популяции решений. 
В работе рассматриваем класс алгоритмов эволюции разума (MEC) [9-11], которые 
относятся к алгоритмам инспирированным человеческим обществом. Данный класс под-
разумевает моделирование определенных аспектов поведения человека в обществе. При 
этом индивид – это разумный агент, который взаимодействует с аналогичными индивида-
ми. Для принятия решений он учитывает как влияние со стороны своей группы, так и со 
стороны членов других групп. Для достижения высокого положения в группе, ему нужно 
учиться у наиболее успешных индивидов этой группы. С другой стороны, индивид руко-
водствуется таким же принципом, конкурируя с другими группами. Это необходимо для 
того, чтобы группа становилась более успешной по сравнению с другими. 
Базовым алгоритмом семейства MEC, называемый простым алгоритмом эволюции 
разума (Simple MEC, SMEC), выбран для исследования в силу следующих причин: 
в настоящее время этот алгоритм и его модификации успешно используются для решения 
широкого класса задач оптимизации; алгоритм имеет высокий потенциал развития для ор-
ганизации параллельных вычислений, особенно, в слабосвязанных системах [12]; алго-
ритм недостаточно изучен - известно относительно небольшое число его модификаций 
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(тогда как для известного популяционного алгоритма роя частиц, например, известны де-
сятки модификаций [1]). 
Популяция алгоритма SMEC состоит из лидирующих групп       
    
     
    
   и 
отстающих групп       
    
         
   , число индивидов в которых полагаем одинако-
вым и равным    . Локальные доски объявлений групп   
    
  обозначаем   
    
  соответ-
ственно. Глобальную доску объявлений обозначаем   . 
Алгоритм SMEC основан на следующих операциях: инициализация групп, локаль-
ные состязания (similar-taxis) и диссимиляция (dissimilation).  
Операция инициализации групп создает группы       и размещает их в области по-
иска. Рассмотрим схему операции на примере группы   . 
1) Генерируем случайный вектор     , компоненты которого равномерно распреде-
лены в области поиска  . Этот вектор отождествляется с индивидом      группы   .  
2) Определяем начальные координаты остальных индивидов данной группы по фор-
муле  
                             , (3) 
где           –        -вектор независимых вещественных случайных чисел, распреде-
ленных по нормальному закону с математическим ожиданием и средним квадратичным 
отклонением, равными   и   соответственно. 
Операция локальных состязаний реализует локальный поиск минимума фитнесс-
функции каждой из групп      . Схема этой операции для группы    имеет следующий 
вид. 
1) С доски объявлений    берем информацию о текущем индивиде-победителе груп-
пы   . Пусть это будет индивид      ,           . 
2) Определяем новые координаты остальных индивидов     
 ,          ,      дан-
ной группы по правилу вида (3), то есть размещаем случайным образом вокруг победите-
ля в соответствии с нормальным законом распределения. 
3) Вычисляем значения целевой функции для всех агентов группы      
        
  , 
         . 
4) Определяем нового победителя группы      
 ,           , как индивида данной 
группы, который имеет минимальный текущий счет. 
5) Заносим информацию о новом победителе группы      
  на доски объявлений 
   ,  
 .  
Операция диссимиляции управляет глобальным поиском. Схема операции имеет сле-
дующий вид. 
1) С глобальной доски объявлений    считываем текущие счета победителей групп 
     . 
2) Выполняем сравнение указанных счетов между собой. Если счет некоторой лиди-
рующей группы   
  меньше счета одной из отстающих групп   
 , то последняя группа за-
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нимает место группы   
  в наборе лидирующих групп   , а группа   
   - место группы   
  
среди отстающих групп   . Если счет группы   
  ниже счетов всех лидирующих групп, то 
удаляем группу   
  из популяции. 
3) С помощью операции инициализации взамен каждой из удаленных групп инициа-
лизируем новую группу.  
Операции локальных состязаний и диссимиляции итерационно повторяем до тех 
пор, пока имеет место увеличение максимального счета лидирующих групп. При прекра-
щении роста этого показателя, решение задачи, соответствующее победителю лучшей из 
лидирующих групп, объявляем искомым приближением к решению задачи (1). 
2. Мульти-меметическая модификация алгоритма SMEC 
В мульти-меметических алгоритмах используется несколько мемов для поиска оп-
тимума. Решение о выборе мема для конкретного индивида в популяции очень часто при-
нимается динамически. При этом методы локального поиска, ориентированные на раз-
личные задачи, конкурируют между собой. В результате эффективность работы МА в це-
лом остается высокой, несмотря на то, что предопределенная информация о решаемой за-
даче отсутствует. 
Рассмотрим основную задачу конструирования мульти-меметических алгоритмов: 
выбор целесообразной стратегии использования того или иного мема из роя доступных 
мемов                 . На выбор мемов влияет значение их определенных характе-
ристик и/или исследуемый в данный момент фрагмент области поиска [13, 14]. 
В работе используем три метода локальной оптимизации (     ) – метод Нелдера-
Мида [15], метод Хука-Дживса [16] и метод случайного поиска на поверхности гиперсфе-
ры [1]. Все методы являются методами нулевого порядка, так как вычисление производ-
ной целевой функции в практически значимых задачах, зачастую является крайне ресур-
соемкой задачей. Для выбора того или иного мема на каждой итерации работы алгоритма 
использовалась случайная гиперэвристка, когда в каждой точке принятия решения мем 
выбирают случайным образом из роя мемов   и вероятность выбора каждого из мемов не 
меняется в процессе итераций. Схему модифицированной операции локальных состязаний 
с учетом использования мемов, описывает следующая последовательность шагов. 
1) С доски объявлений    берем информацию о текущем индивиде-победителе груп-
пы   . Пусть это будет индивид      ,           . 
2) Случайным образом для группы    выбираем мем    из набора доступных  
мемов . 
3) Определяем координаты всех индивидов остальных индивидов     
 ,          , 
     данной группы по правилу вида (3), то есть размещаем случайным образом вокруг 
победителя в соответствии с нормальным законом распределения. 
4) Запускаем выбранный мем из координат всех индивидов группы     
 ,           и 
определяем координаты уточненных решений. Каждый запуск мема ограничен числом 
итераций локального поиска     (свободный параметр алгоритма). 
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4) Вычисляем значения целевой функции для всех агентов группы после стадии ло-
кального поиска     
        
  ,          . 
5) Определяем нового победителя группы      
 ,           , как индивида данной 
группы, который имеет минимальный текущий счет. 
6) Заносим информацию о новом победителе группы      
  на доски объявлений  
  ,  
 . 
3. Программная реализация и исследование эффективности 
Меметическая модификация алгоритма SMEC, а также используемые мемы реализо-
ваны в среде Wolfram Mathematica. Предложенная авторами программная реализации име-
ет модульную структуру, что облегчает процесс модификации алгоритмов, и использова-
ния различных вспомогательных операций, например, декомпозиции области поиска. 
В рамках работы проведено сравнительное исследование эффективности работы ме-
метического алгоритма в зависимости от используемых алгоритмов локальной оптимиза-
ции и их числа. Поскольку эффективность алгоритма существенно зависит от случайных 
значений свободных параметров, во всех исследованиях каждый вычислительный экспе-
римент проводился по методу мультистарта 100 раз; число итераций стагнации  
        ; максимальное число итераций локального поиска при каждом запуске мема 
      . В качестве критериев оценки эффективности используется среднее значение це-
левой функции по итогам мультистарта   , а также число итераций   , которое при задан-
ном ограничении на число итераций локального поиска однозначно определяет макси-
мальное число испытаний. 
Для вычислительных экспериментов использовались восьмимерный функции 
(     ) Растригина, Розенброка и Захарова [8]. Глобальный минимум всех функций ра-
вен нулю        ; для функций Растригина и Захарова они достигается в точке 
             , а для функции Розенброка – в точке             . 
Сравнительное исследование проводилось для всех возможных комбинаций мемов. 
В начале испытания проводились с использованием всех мемов             . Здесь 
   - метод Нелдера-Мида,    – метод случайного поиска по поверхности гиперсферы, а 
   – метода Хука-Дживса. Затем испытания проводились с использованием всех пар 
 мемов -        ,         и        . В заключении аналогичные эксперименты были 
проведены для каждого мема в отдельности.  
4. Анализ результатов 
В таблице 1 представлены средние значения целевых функций, полученные при раз-
личных комбинациях мемов по итогам мульти-старта. Для функций Растригина и Розен-
брока успешными оказались комбинации мемов, включающих в себя метод   , а для 
функции Захарова успешными оказались все наборы мемов, но, в то же время, наборы 
мемов содержащие метод    демонстрируют более высокую точность решения. Данные 
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результаты свидетельствуют о быстрой сходимости метода    к локальному оптимуму по 
сравнению с методами   и  , так как все методы выполняют не более     итераций. 
Таблица 1 -  Средние значения целевых функций    по результатам мульти-старта 
Набор мемов Функкия Растригина Функция Розенброка Функция Захарова 
                  E-5        E-2    1,51E-5 
               E-0    4,68E-0    3,85E-2 
               E-5    1,52E-2    1,33E-5 
               E-5    7,51E-3    1,49E-5 
            E+1    4,53E-0    4,52E-2 
            E-0    5,04E-0    3,87E-2 
            E-5    7,52E-3    1,337E-5 
 Для выявления наиболее эффективной комбинации мемов воспользуемся процеду-
рой однофакторного дисперсионного анализа и критерием Тьюки [17]. Так полученные 
как средние значения близки между собой, необходимо определить есть ли между ними 
статистически значимая разница.  
Результаты статистического анализа (рис. 1-3) демонстрируют что для функции Рас-
тригина наиболее эффективным является использования только метода   , в то время как 
для функции Розенброка наиболее эффективными являются два набора мемов -         и 
    , так как они статистически неразличимы между собой. Для функции Захарова все 
наборы мемов являются статистически эквивалентными, поэтому вывод о наиболее эф-
фективном наборе можно сделать на основе среднего числа итераций   . 
 
Рисунок 1 – Результаты дисперсионного анализа для функции Растригина 
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Рисунок 2 – Результаты дисперсионного анализа для функции Розенброка 
 
 
Рисунок 3 – Результаты дисперсионного анализа для функции Захарова 
 
Анализа среднего числа итераций (рис. 4-6) показывает, что использование наиболее 
эффективных наборов мемов позволяет отыскать оптимальное решение за меньшее число 
итераций по сравнению с менее эффективными наборами. Наборы мемов, при использо-
вании которых глобальный оптимум не был локализован, в большинстве случаев, также 
привели к завершению работы алгоритма через небольшое число итераций, что свиде-
тельствует о преждевременной сходимости метода в области некоторого локального ми-
нимума. Дополнительно следует отметить, что не наблюдается зависимости общего числа 
итераций алгоритма от количества используемых мемов.  
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Рисунок 4 – Результаты дисперсионного анализа для функции Растригина 
 
Рисунок 5 – Результаты дисперсионного анализа для функции Розенброка 
 
Рисунок 6 – Результаты дисперсионного анализа для функции Захарова 
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Заключение 
В работе представлена мульти-меметическая модификация простого алгоритма эво-
люции разума (Simple MEC, SMEC). Разработано программное обеспечение, реализующее 
данную модификацию, а также используемые методы локального поиска. 
Выполнен широкий вычислительный эксперимент по исследованию эффективности 
различных наборов мемов в зависимости от их вида и количества. Для исследования ис-
пользованы многомерные функции Растригина, Розенброка и Захарова. 
Результаты исследования демонстрируют, что метод Хука-Дживса оказался наиболее эф-
фективным для выбранных функций, так как его наличие в наборе мемов позволяет существенно 
улучшить качество получаемого решения.  При этом результаты статистических тестов показыва-
ют, что использование дополнительных методов в наборе мемов, зачастую не оказывает значи-
тельного влияния на результаты работы алгоритма.  
В развитии работы авторы планирует расширить набор используемых тестовых 
функций и увеличить число используемых методов локального поиска.  
Работа поддержана РФФИ (проект 16-07-00287). 
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In solving practically significant problems of global optimization, the objective function is 
often of high dimensionality and computational complexity and of nontrivial landscape as well. 
Studies show that often one optimization method is not enough for solving such problems effi-
ciently - hybridization of several optimization methods is necessary. 
One of the most promising contemporary trends in this field are memetic algorithms (MA), 
which can be viewed as a combination of the population-based search for a global optimum and 
the procedures for a local refinement of solutions (memes), provided by a synergy. Since there 
are relatively few theoretical studies concerning the MA configuration, which is advisable for 
use to solve the black-box optimization problems, many researchers tend just to adaptive algo-
rithms, which for search select the most efficient methods of local optimization for the certain 
domains of the search space. 
The article proposes a multi-memetic modification of a simple SMEC algorithm, using 
random hyper-heuristics. Presents the software algorithm and memes used (Nelder-Mead 
method, method of random hyper-sphere surface search, Hooke-Jeeves method). Conducts a 
comparative study of the efficiency of the proposed algorithm depending on the set and the num-
ber of memes. The study has been carried out using Rastrigin, Rosenbrock, and Zakharov multi-
dimensional test functions. Computational experiments have been carried out for all possible 
combinations of memes and for each meme individually. 
According to results of study, conducted by the multi-start method, the combinations of 
memes, comprising the Hooke-Jeeves method, were successful. These results prove a rapid con-
vergence of the method to a local optimum in comparison with other memes, since all methods 
perform the fixed number of iterations at the most.  
The analysis of the average number of iterations shows that using the most efficient sets of 
memes allows us to find the optimal solution for the less number of iterations in comparison with 
the less efficient sets. It should be additionally noted that there is no dependence of the total 
number of the algorithm iterations on the number of memes used.  
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The study results demonstrate that the Hooke-Jeeves method proved to be the most effi-
cient for the chosen functions, since its presence in a set of memes allows a significantly improv-
ing quality of the solution obtained. At the same time, the results of statistical tests show that the 
use of additional methods in a set of memes often has no significant effect on the results of the 
algorithm. 
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