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What	  kind	  of	  #communica0on	  is	  Twi4er?	  A	  Psycholinguis0c	  perspec0ve	  on	  	  
communica0on	  in	  Twi4er	  for	  the	  purpose	  of	  emergency	  coordina0on	  
H.	  Purohit,	  A.J.	  Hampton,	  V.	  L.	  Shalin,	  A.	  Sheth	  &	  J.	  Flach	  
Ohio	  Center	  Of	  Excellence	  in	  Knowledge-­‐enabled	  CompuEng	  (Kno.e.sis),	  Wright	  State	  University	  
Problem	  
The	  present	  research	  aims	  to	  detect	  coordinated	  ciEzen	  response	  within	  
social	   media	   traffic	   to	   assist	   emergency	   response.	   	   We	   use	   domain-­‐
independent	   linguisEc	   properEes	   as	   the	   first	   step	   in	   narrowing	   the	  
candidate	   set	   of	  messages	   for	   domain-­‐dependent	   and	   computaEonally	  
intensive	  analysis.	  	  
Mo*va*on	  
ProperEes	   of	   an	   exchange,	   including	   opening	   and	   closing	   phrases,	  
anaphora,	  and	  deixis	  reveal	  conversaEonal	  coordinaEon,	  and	  hence	  the	  
emergence	   of	   a	   new	   informal	   community	   conducEng	   relevant	  
coordinated	  acEvity.	  	  
Approach	  Overview	  
To	  examine	  the	  diagnosEcity	  of	  conversaEonal	   features	   in	  Social	  Media	  
(TwiRer),	   we	   require	   a	   systemaEc,	   independent	   approach	   to	   the	  
classificaEon	  of	  traffic	  as	  posiEve	  and	  negaEve	  instances	  of	  conversaEon.	  	  
We	   approach	   this	   problem	   by	   sorEng	   message	   traffic	   using	   plaTorm	  
properEes	   that	   we	   expect	   to	   correlate	   with	   conversaEon:	   	   Reply,	  
Retweet	   and	   MenEon	   of	   another	   TwiRer	   user.	   The	   absence	   of	   such	  
properEes	   suggests	   the	  absence	  of	   conversaEon.	  This	  approach	   is	  only	  
heurisEc.	   	   PlaTorm	   properEes	   such	   as	   Reply	   simply	   facilitate	  
distribuEon,	  while	   RetweeEng	   consEtutes	   a	   kind	   of	   reply	   to	   the	   iniEal	  
sender	  with	  unclear	   implicaEons	  for	  the	  next	  set	  of	  recipients.	  Further,	  
the	   absence	   of	   plaTorm	   indicators	   does	   not	   preclude	   conversaEon.	  
Because	   the	   corpus	   is	   imperfectly	   sorted,	   we	   expect	   less	   than	   perfect	  
discriminaEon.	   	   However,	   the	   heurisEc	   sorEng	   promises	   empirically-­‐
based	  rules	  that	  transcend	  reliance	  on	  plaTorm	  indicators.	  	  	  	  	  	  
Method	  
Data	  Sets:	  A	  TwiRer	  Search	  API	  crawler	  enables	  the	  collecEon	  of	  event	  specific	  
posEngs	  using	  keywords	  (see	  below).	  	  	  
Linguis0c	   Features:	   We	   examined	   the	   following	   hypotheses	   as	   potenEally	  
diagnosEc	   of	   conversaEon:	   determiners	   (H1:	   the,	   	   H2:	   a,	   an),	   first	   and	   second	  
person	  pronouns	   (H3:	  you,	  we,	  H4:	  my,	   I),	  other	  pronouns	   (H5:	   this,	   that,	   those,	  
they,	  them,	  whom),	   	  dialogue	  management	  and	  speech	  acts	  (H6:	  thanks,	  yes,	  ok,	  
sorry,	  hi,	  hello,	  bye,	  anyway,	  could	  you,	  can	  you,	  will	  you,	  how	  about)	  word	  counts	  
(H7)	  and	  hedge	  words	  (H8:	  kinda,	  sorta,	  what	  do	  you	  mean,	  whatever).	  
Classifier	   &	   Feature	   Ranking:	   We	   performed	   classificaEon	   modeling	   to	  
establish	   the	  degree	  of	   conversaEonality	   shown	  by	  a	  potenEal	   conversaEon	   text	  
sample,	   based	   on	   linguisEc	   features	   corresponding	   to	   text	   samples.	   In	   order	   to	  
build	  our	   classifier,	  we	  created	   training	   sets	   (to	   learn	   from	   the	  data)	  and	   tesEng	  
sets	  (to	  test	  on	  the	  new	  data	  and	  make	  a	  more	  robust	  classifier)	  of	  the	  data	  
samples.	   We	   performed	   a	   correlaEon	   based	   study	   by	   ranking	   the	   linguisEc	  
features	  that	  reflected	  significant	  alignment	  with	  the	  conversaEon	  class	  suggested	  
by	  any	  of	  C1,	  C2	  or	  C3	  corpuses	  as	  compared	  to	  the	  non	  conversaEon	  class	  (NC).	  
We	  used	  a	  chi2	  test	  for	  feature	  ranking.	  
Evalua*on:	  We	  used	  10-­‐fold	  Cross	  ValidaEon	  to	  establish	  the	  unbiased	  accuracy	  
of	   conversaEon	   classifiers	   and	   feature	   ranking	   models,	   where	   the	   system	  
generates	  parEEons	  of	  samples	  of	  data	   into	  complementary	  subsets,	  performing	  
the	   analysis	   on	   9	   subsets	   (the	   training	   set),	   and	   validaEng	   the	   analysis	   on	   the	  
tesEng	  set.	  This	  process	  repeats	  10	  Emes,	  generaEng	  average	  accuracy	  and	  other	  
staEsEcs.	  
Results	  
The	   following	   table	  summarizes	  accuracy	  and	   the	  ROC	  values	   for	   the	  five	  events	  
and	  the	  three	  plaTorm	  indicators	  of	  conversaEon.	  ROC	  values	  for	  the	  three	  natural	  
disasters	   examining	   reply-­‐based	   tweets	   average	   .78,	   retweet	   based	   tweets	   (.77)	  
and	  menEon	   based	   tweets	   (.66).	   	   The	   general	   paRern	   holds	   for	   the	   other	   two	  
events,	  with	  generally	  lower	  ROC	  values.	  
The	   following	   table	   	   shows	   features	   ranked	   from	   lef	   (the	   best)	   to	   right	   column	  
(the	  worst),	  for	  each	  of	  the	  event	  data	  set	  and	  for	  each	  of	  the	  conversaEon	  type	  
corpus-­‐	  C1	  (Reply),	  C2	  (RT),	  C3	  (MenEon).	  Pronouns,	  dialogue	  indicators	  and	  word	  
count	  suggest	  coordinaEon	  in	  conversaEon	  for	  natural	  disasters.	  	  
Discussion	  
•  The	   size	   of	   non-­‐conversaEon	   corpus	   is	   larger	   than	   any	   of	   the	  
conversaEon	   corpus	   for	   all	   the	   events.	   This	   illustrates	   the	   need	   for	  
disEnguishing	  true	  conversaEons	  for	  coordinaEon	  purpose	  in	  the	  huge	  
message	  traffic	  from	  an	  event.	  	  
Discussion	  (cont’d.)	  
•  Classifier	   accuracy	   values	   up	   to	   77%	   and	   ROC	   area	   values	   up	   to	   0.82	  
support	   the	   diagnosEc	   role	   of	   linguisEc	   indicators	   in	   conversaEon	  
relaEve	   to	   non-­‐conversaEon	   in	   general	   as	   well	   as	   social	   media	  
conversaEon.	  
•  Classifier	   accuracy	   is	   maximal	   for	   disEnguishing	   reply-­‐based	   tweets	  
from	   non-­‐conversaEon.	   	   This	   meets	   our	   intuiEons	   about	   the	   relaEve	  
mix	   of	   true	   conversaEon	   in	   the	   various	   plaTorm	   indicators.	   However,	  
we	   aRribute	   imperfect	   classificaEon	   in	  part	   to	   the	   imperfect	   basis	   for	  
the	  iniEal	  classificaEon	  of	  conversaEon	  using	  plaTorm	  indicators.	   	   	  Not	  
all	  tweets	  in	  the	  reply-­‐based	  corpus	  are	  true	  conversaEon.	  Furthermore	  
some	   of	   the	   tweets	   iniEally	   classified	   as	   non-­‐conversaEons	   may	   also	  
reflect	   true	   conversaEons.	   	   Our	   analysis	   supports	   the	   need	   for	  
conversaEon	  idenEfiers	  that	  are	  independent	  of	  plaTorm	  indicators.	  	  
•  Performance	   of	   the	   classifier	   in	   the	   case	   of	   first	   three	   (disaster)	   data	  
sets	   is	   beRer	   than	   remaining	   generic	   data	   sets.	   We	   believe	   that	   the	  
features	  of	  coordinaEon	  in	  conversaEon	  correlate	  with	  the	  coordinated	  
acEonable	  acEvity.	  	  
•  We	   note	   that	   performance	   in	   the	   case	   of	   individual	   conversaEon	  
models	  on	  HaiE	  earthquake	  data	  set	  is	  not	  as	  good	  as	  in	  the	  case	  of	  the	  
Japan	   earthquake	   or	   Hurricane	   Irene	   storm	   data	   sets	   among	   disaster	  
type	   events.	   One	   potenEal	   reason	   is	   the	   involvement	   of	   different	  
demographics.	   For	   example,	   in	   the	   case	   of	   the	   Japan	   earthquake,	  	  
discussion	  of	  the	  leakage	  of	  nuclear	  radiaEon	  and	  its	  effect	  on	  the	  west	  
coast	  of	  the	  US	  likely	  involved	  more	  naEve	  english	  speakers.	  
•  The	   top	  4	   features	  vary	   for	   the	  different	   types	  of	   conversaEon	  corpus	  
and	  consistently	  for	  all	  types	  of	  events	  and	  mixed	  data	  set.	   	  Users	  may	  
have	   developed	   linguisEc	   paRerns	   while	   using	   a	   parEcular	   type	   of	  
conversaEon	  (Reply,	  RT,	  MenEon).	  	  
•  Personal	   Pronouns,	   RelaEve	   Pronouns	   and	   Dialogue	   indicators	   play	   a	  
major	   role	   for	   discriminaEng	   conversaEon	   types	   from	   non	  
conversaEons,	   especially	   for	   Reply	   based	   exchange.	   AcEon	   oriented	  
conversaEons	  establish	  referents	  for	  the	  important	  objects	  in	  a	  task,	  for	  
efficient	  future	  conversaEon.	  
This	  work	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  sponsored	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