Fractional Sturm-Liouville eigenvalue problems, I by Dehghan, Mohammad & Mingarelli, Angelo B.
ar
X
iv
:1
71
2.
09
89
1v
1 
 [m
ath
.C
A]
  2
8 D
ec
 20
17
Fractional Sturm-Liouville eigenvalue problems, I
M. Dehghan1 and A. B. Mingarelli2
1Department of Mathematics, Sari Branch, Islamic Azad University, Sari, Iran.
2School of Mathematics and Statistics, Carleton University, Ottawa, Canada
Abstract
We introduce and present the general solution of three two-term fractional differential equations of mixed
Caputo/Riemann Liouville type. We then solve a Dirichlet type Sturm-Liouville eigenvalue problem for
a fractional differential equation derived from a special composition of a Caputo and a Riemann-Liouville
operator on a finite interval where the boundary conditions are induced by evaluating Riemann-Liouville
integrals at those end-points. For each 1/2 < α < 1 it is shown that there is a finite number of real
eigenvalues, an infinite number of non-real eigenvalues, that the number of such real eigenvalues grows
without bound as α → 1−, and that the fractional operator converges to an ordinary two term Sturm-
Liouville operator as α → 1− with Dirichlet boundary conditions. Finally, two-sided estimates as to their
location are provided as is their asymptotic behavior as a function of α.
Keywords: Fractional, Sturm-Liouville, Caputo, Laplace transform, Mittag-Leffler functions,
Riemann-Liouville, Eigenvalues
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1. Introduction
Fractional Sturm-Liouville Problems (FSLP) generalize classical SLP in that the ordinary derivatives are
replaced by fractional derivatives, or derivatives of fractional order. As an introduction the interested reader
may wish to consult the great variety of works on the subject, starting with books such as [8, 16, 19]. It
turns out that such fractional equations have seen many applications in science and engineering in problems
such as capturing the dynamical behaviors of amorphous materials, e. g., polymer and porous media [13, 18]
or the superior modeling of the anomalous diffusion in materials with memory, e. g., viscoelastic materials
for which the mean square variance grows faster (superdiffusion) or slower (subdiffusion) than in a Gaussian
process [5, 14, 20].
One of the major differences between fractional and ordinary derivatives lies in the global nature of the
former and to the local nature of the latter. Thus in order to get information on the fractional derivative
of a function at a given point one needs to have a knowledge of the original function on a semi-interval!
The ordinary circular trigonometric functions that occur in the classical theory are now to be replaced by
Mittag-Leffler functions. So, it is conceivable and practical that physical problems involving past memory
and also equations with delay be governed using such fractional derivatives [17, 21, 12].
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The question at the core of this paper involves the determination of analytical solutions and subsequent
spectrum of a fractional Sturm-Liouville equation with zero potential function and fixed end homogeneous
boundary conditions. As can be seen below even such an innocuous question can require a tremendous effort.
To the best of our knowledge, the vast majority of scientific papers have paid attention to a numerical solution
of such equations (see [3, 22, 1, 2]).
Of note here is Klimek and Agrawal’s work [10] in which the fractional operators are different from those
usually defined in the literature in the sense that they contain left and right Riemann-Liouville and left
and right Caputo fractional derivatives. They were also able to prove that, under suitable conditions, if the
eigenvalues exist then they are real and that the eigenfunctions enjoy the same orthogonal property as in
the classical case [9].
2. Preliminaries
2.1. Fractional Calculus
We recall some basic definitions in ODE’s and results of importance in the fractional calculus. The Wronskian
of two differentiable functions f(t) and g(t) is defined as usual by W (f, g)(t) = f(t)g′(t)− f ′(t)g(t). If f(t)
and g(t) are two solutions of a second order linear differential equation and W (f, g)(t) 6= 0 for some t, then
we say that f(t) and g(t) are linearly independent and these functions are referred to as a fundamental set
of solutions (FSS).
Definition 2.1. The left and the right Riemann-Liouville fractional integrals I αa+ and I
α
b− of order α ∈ R+
are defined by
I
α
a+f(t) :=
1
Γ(α)
∫ t
a
f(s)
(t− s)1−α ds, t ∈ (a, b], (2.1)
and
I
α
b−f(t) :=
1
Γ(α)
∫ b
t
f(s)
(s− t)1−α ds, t ∈ [a, b), (2.2)
respectively. Here Γ(α) denotes Euler’s Gamma function. The following property is easily verified.
Property 2.1. For a constant C, we have I αa+C =
(t−a)α
Γ(α+1) · C.
Definition 2.2. The left and the right Caputo fractional derivatives cDαa+ and
cDαb− are defined by
c
D
α
a+f(t) := I
n−α
a+ ◦Dnf(t) =
1
Γ(n− α)
∫ t
a
f (n)(s)
(t− s)α−n+1 ds, t > a, (2.3)
and
c
D
α
b−f(t) := (−1)nI n−αb− ◦Dnf(t) =
(−1)n
Γ(n− α)
∫ b
t
f (n)(s)
(s− t)α−n+1 ds, t < b, (2.4)
respectively, where f is sufficiently differentiable and n− 1 ≤ α < n.
Definition 2.3. Similarly, the left and the right Riemann-Liouville fractional derivatives Dαa+ and D
α
b− are
defined by
D
α
a+f(t) := D
n ◦I n−αa+ f(t) =
1
Γ(n− α)
dn
dtn
∫ t
a
f(s)
(t− s)α−n+1 ds, t > a, (2.5)
2
and
D
α
b−f(t) := (−1)nDn ◦I n−αb− f(t) =
(−1)n
Γ(n− α)
dn
dtn
∫ b
t
f(s)
(s− t)α−n+1 ds, t < b, (2.6)
respectively, where f is sufficiently differentiable and n− 1 ≤ α < n.
Property 2.2. (Lemma 2.19 [11].) Assume that 0 < α < 1, f ∈ AC[a, b] and g ∈ Lp(a, b)(1 ≤ p ≤ ∞).
Then the following fractional integration by parts formula holds∫ b
a
f(t)Dαa+g(t)dt =
∫ b
a
g(t)cDαb−f(t)dt+ f(t)I
1−α
a+ g(t)|t=bt=a. (2.7)
Property 2.3. (Property 2.1 [8].) Let 0 < α < β, then the following identities hold:
I
α
a+(t− a)β−1 =
Γ(β)
Γ(β + α)
(t− a)β+α−1,
D
α
a+(t− a)β−1 =
Γ(β)
Γ(β − α) (t− a)
β−α−1,
I
α
b−(b − t)β−1 =
Γ(β)
Γ(β + α)
(b− t)β+α−1,
D
α
b−(b − t)β−1 =
Γ(β)
Γ(β − α) (b− t)
β−α−1.
Property 2.4. For a ≤ t < b, 0 < α < 1 we have,
I
α
a+
(
(b− t)α−1) = − (b− t)2α−1
Γ(α)
∫ 1
b−a
b−t
(w − 1)α−1 wα−1 dw,
=
(b− t)2α−1
Γ(α)
(
B
(
b− a
b− t ;α, α
)
−B(1;α, α)
)
.
where B(z; γ, θ) is the “Incomplete Beta function” defined by
B(z; γ, θ) =
∫ z
0
uγ−1(1 − u)θ−1du.
Property 2.5. (Lemma 2.4 [8].) If α > 0 and f ∈ Lp(a, b)(1 ≤ p ≤ ∞), then the following equalities
D
α
a+ ◦I αa+f(t) = f(t),
D
α
b− ◦I αb−f(t) = f(t),
hold almost everywhere on [a, b].
Property 2.6. (Lemma 2.5 and Lemma 2.6 [8].) If 0 < α < 1, f ∈ L1(a, b) and I 1−αa+ f,I 1−αb− f ∈ AC[a, b],
then the following equalities
I
α
a+ ◦Dαa+f(t) = f(t)−
(t− a)α−1
Γ(α)
I
1−α
a+ f(t)|t=a,
I
α
b− ◦Dαb−f(t) = f(t)−
(b − t)α−1
Γ(α)
I
1−α
b− f(t)|t=b,
hold a.e. on [a, b].
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Property 2.7. (Lemma 2.21 [8].) Let ℜ(α) > 0 and f(t) ∈ L∞(a, b) or f(t) ∈ C[a, b]. If ℜ(α) /∈ N or
α ∈ N, then
c
D
α
a+ ◦I αa+f(t) = f(t),
c
D
α
b− ◦I αb−f(t) = f(t).
Property 2.8. (Lemma 2.22 [8].) Let 0 < α ≤ 1. If f ∈ AC[a, b], then
I
α
a+ ◦c Dαa+f(t) = f(t)− f(a),
I
α
b− ◦c Dαb−f(t) = f(t)− f(b).
2.2. The Mittag-Leffler function
The function Eδ(z) defined by
Eδ(z) :=
∞∑
k=0
zk
Γ(δk + 1)
, (z ∈ C,ℜ(δ) > 0), (2.8)
was introduced by Mittag-Leffler [15]. In particular, when δ = 1 and δ = 2, we have
E1(z) = e
z, E2(z) = cosh(
√
z). (2.9)
The Mittag-Leffler function Eδ,θ(z), generalizing the one in (2.8) is normally defined by
Eδ,θ(z) :=
∞∑
k=0
zk
Γ(δk + θ)
, (z, θ ∈ C,ℜ(δ) > 0). (2.10)
Of course, when θ = 1, Eδ,θ(z) coincides with the Mittag-Leffler function (2.8):
Eδ,1(z) = Eδ(z). (2.11)
Two other particular cases of (2.10) are as follows:
E1,2(z) =
ez − 1
z
, E2,2(z) =
sinh(
√
z)√
z
. (2.12)
Property 2.9. If 0 < δ < 2 and µ ∈ ( δpi2 ,min(pi, δpi)), then function Eδ,θ(z) has the following asymptotic
expansion as |z| → ∞ (see [8])
Eδ,θ(z) =
{
1
δ z
1−θ
δ exp(z
1
δ )−∑Nk=1 1Γ(θ−δk) 1zk +O( 1zN+1 ), | arg(z)| ≤ µ,
−∑Nk=1 1Γ(θ−δk) 1zk +O( 1zN+1 ), µ ≤ | arg(z)| ≤ pi. (2.13)
2.3. The Laplace transform
Definition 2.4. The Laplace transform of a function f(t) defined for all t ≥ 0, is the function F (s) defined
by
F (s) = L{f(t)} :=
∫ ∞
0
e−stf(t)dt,
whenever the integral exists, where s is the frequency parameter.
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Definition 2.5. The inverse Laplace transform of a function F (s) is then given by the line integral
f(t) = L{F (s)} := 1
2pii
lim
T→∞
∫ γ+iT
γ−iT
estF (s)ds
where the integration is done along the vertical line ℜ(s) = γ in the complex plane such that γ is greater
than the real part of all the singularities of F (s).
Definition 2.6. The convolution of f(t) and g(t) supported on only [0,∞) is defined by
(f ∗ g)(t) =
∫ t
0
f(s)g(t− s)ds, f, g : [0,∞)→ R.
whenever the integral exists.
Property 2.10. For ℜ(q) > −1, then
L{tq} = Γ(q + 1)
sq+1
(2.14)
L
−1{sq} = 1
tq+1Γ(q)
(2.15)
Property 2.11. If f(t) is assumed to be a differentiable function and its derivative is of exponential type,
then L{f ′(t)} = sL{f(t)} − f(0).
Property 2.12. L{(f ∗ g)(t)} = L{f(t)} · L{g(t)}.
Property 2.13. By definition of the left fractional integral (2.1), we can rewrite
I
α
0+f(t) =
1
Γ(α)
(f(t) ∗ 1
t1−α
).
So, by virtue of (2.14) and Property 2.12, we have
L{I α0+f(t)} =
1
Γ(α)
L{f(t)} · L{ 1
t1−α
}
=
1
sα
L{f(t)}.
Property 2.14. The definition of the left Caputo fractional derivative (2.3) and Properties 2.13 and 2.11,
gives us, for 0 < α < 1,
L{cDα0+f(t)} = L{I 1−α0+ Df(t)}
=
1
s1−α
L{Df(t)}
=
1
s1−α
(sL{f(t)} − f(0))
= sαL{f(t)} − sα−1f(0).
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Property 2.15. Similarly, the definition of the left Riemann-Liouville fractional derivative (2.5), and Prop-
erties 2.13 and 2.11 gives us, for 0 < α < 1,
L{Dα0+f(t)} = L{DI 1−α0+ f(t)}
= sL{I 1−α0+ f(t)} −I 1−α0+ f(t)|t=0
= s
(
1
s1−α
L{f(t)}
)
−I 1−α0+ f(t)|t=0
= sαL{f(t)} −I 1−α0+ f(t)|t=0.
3. Fundamental set of Solutions (FSS)
In this section, we consider three features of a differently defined fractional Sturm-Liouville operator. This
operator is a composition of a left Riemann-Liouville fractional derivative with a right Caputo fractional
derivative as follows:
c
D
α
b− ◦Dαa+y(t) = 0, 0 < α < 1. (3.1)
By a solution of (3.1) is meant a function y ∈ AC[a, b] such that Dαa+ ∈ AC[a, b]. Applying the right
fractional integral on (3.1) and using the second relation of Property 2.8 we obtain
D
α
a+y(t)−Dαa+y(t)|t=b = 0.
Now, by taking the left fractional integral of the above equation followed by the first relation in Property 2.6,
and then Property 2.1, we get
y(t) =
(t− a)α−1
Γ(α)
·I 1−αa+ y(t)|t=a +
(t− a)α
Γ(α+ 1)
·Dαa+y(t)|t=b, (3.2)
in which I 1−αa+ y(t)|t=a and Dαa+y(t)|t=b are constants to be determined by imposing one or more ini-
tial/boundary conditions. The two solutions y1(t) =
(t−a)α−1
Γ(α) and y2(t) =
(t−a)α
Γ(α+1) are then fundamental
solutions of (3.1) since both of them satisfy the equation (3.1) separately, as is readily verified, they are
linearly independent and finally
W (y1, y2)(t) =
1
α
(t− a)2α−2
Γ2(α)
,
is not identically zero in the whole interval [a, b] and has just discontinuity at point a. Observe that
y′2(t) = y1(t).
Remark 3.1. It is worth noting that as α approaches 1, (3.1) reduces to −y′′ = 0, our two solutions y1(t)
and y2(t) converge to 1 and (t − a) respectively, and (3.2) then becomes y(t) = y(a) + y′(b)(t − a), which
authenticates classical results. We also have limα→1 W (y1, y2)(t) = 1.
Associated to (3.1) is another similar but quite different composition i.e.,
D
α
b− ◦c Dαa+y(t) = 0, 0 < α < 1. (3.3)
Applying the right fractional integral on (3.1) and using the second relation in Property 2.6, we have
c
D
α
a+y(t)−
(b − t)α−1
Γ(α)
·I 1−αb− ◦c Dαa+y(t)|t=b = 0.
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Now, by taking the left fractional integral on the above equation, using Properties 2.8 and 2.4, and intro-
ducing the function ψ(t; a, b, α) by
ψ(t; a, b, α) =
(b − t)2α−1
Γ2(α)
·
{
B
(
b− a
b− t ;α, α
)
−B(1;α, α)
}
we obtain
y(t) = y(a) + I 1−αb− ◦c Dαa+y(t)|t=b · ψ(t; a, b, α). (3.4)
So, we can say FSS is {1, ψ(t; a, b, α)}, since both of them satisfy the equation (3.3) separately and their
Wronskian is not identically zero in [a, b], having discontinuities at a and b.
Property 3.1. It is obvious that ψ(a; a, b, α) = 0 and if 12 < α < 1 we have, by a simple application of both
Leibniz’s and L’Hospital’s Rule,
lim
t→b
ψ(t; a, b, α) =
(b − a)2α−1
(2α− 1)Γ2(α) .
The function ψ(t; a, b, α) has a discontinuity at t = b when 0 < α ≤ 12 .
In order to determine the constant value I 1−αb− ◦c Dαa+y(t)|t=b, we substitute the value t = b into equation
(3.4) and by virtue of Property 3.1 for 12 < α < 1, we get
I
1−α
b− ◦c Dαa+y(t)|t=b =
(y(b)− y(a)) (2α− 1)Γ2(α)
(b − a)2α−1 . (3.5)
Next, we substitute the right hand side of (3.5) into (3.4) and we obtain the general solution of equation
(3.3) as follows
y(t) = y(a) + (y(b)− y(a))(2α− 1) · ( b− t
b− a )
2α−1
∫ b−a
b−t
1
(w − 1)α−1 wα−1 dw,
in which y(a) and y(b) are constants to be determined by imposing the boundary conditions.
Feature 3.1. For 0 < α < 1 consider the following two term fractional Sturm-Liouville equation
−c Dα0+ ◦Dα0+y(t) = λy(t), t > 0. (3.6)
By taking the Laplace transform on both sides of equation (3.6) and using Property 2.14, we have
−sαL{Dα0+y(t)}+ sα−1Dα0+y(t)|t=0 = λL{y(t)},
and then using Property 2.15, we get
−sα (sαL{y(t)} −I 1−α0+ y(t)|t=0)+ sα−1Dα0+y(t)|t=0 = λL{y(t)}.
It can be readily obtained
L{y(t)} = s
α
λ+ s2α
I
1−α
0+ y(t)|t=0 +
sα−1
λ+ s2α
D
α
0+y(t)|t=0.
By taking the inverse Laplace transform in order to gain y(t), we get
y(t) = L−1{ s
α
λ+ s2α
} ·I 1−α0+ y(t)|t=0 + L−1{
sα−1
λ+ s2α
} ·Dα0+y(t)|t=0. (3.7)
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On the other hand,
L
−1{ s
α
λ+ s2α
} = L−1{s
α
λ
1
1 +
(
s
λ
1
2α
)2α }
= L−1{s
α
λ
− s
3α
λ2
+
s5α
λ3
− · · · } as |λ| → ∞
= L−1{
∞∑
k=1
(−1)k−1 s
(2k−1)α
λk
}
=
∞∑
k=1
(−1)k−1
λkt(2k−1)α+1Γ(−(2k − 1)α) (by virtue of Property 2.15)
= − 1
t1−α
∞∑
k=1
( −1
λt2α
)k
1
Γ(α− 2αk) .
(3.7)
Consequently, assuming z = −λt2α, δ = 2α and θ = α in (2.13), we can write from above equation
L
−1{ s
α
λ+ s2α
} = 1
t1−α
(
E2α,α(−λt2α)− 1
2α
(−λt2α) 1−α2α exp((−λt2α) 12α )
)
,
as |λ| → ∞. For real positive eigenvalues λ and in accordance with t ∈ [0, 1], we have arg(−λt2α) = pi.
Hence, the second term of the right hand side of the above equation vanishes due to Property 2.9 and we
get
L
−1{ s
α
λ+ s2α
} = 1
t1−α
E2α,α(−λt2α). (3.8)
In similar manner, we can obtain
L
−1{ s
α−1
λ+ s2α
} = tαE2α,α+1(−λt2α). (3.9)
So, using (3.7), (3.8) and (3.9), we can write the general solution of (3.6) as,
y(t) = I 1−α0+ y(t)|t=0 ·
1
t1−α
E2α,α(−λt2α) + Dα0+y(t)|t=0 · tαE2α,α+1(−λt2α), (3.10)
in which I 1−α0+ y(t)|t=0 and Dα0+y(t)|t=0 are constants to be determined using the initial conditions. The two
linearly independent functions y1(t;α, λ) =
1
t1−αE2α,α(−λt2α) and y2(t;α, λ) = tαE2α,α+1(−λt2α) satisfy
the equation (3.6), separately so, they form a fundamental set of solutions. It is readily verified that
y′2(t;α, λ)) = y1(t;α, λ). Note that (3.10) may have been obtained alternately using the method of successive
approximations.
Remark 3.2. When α approaches 1, equation (3.6) turns into −y′′ = λy and its fundamental set of solu-
tions, i.e., {tα−1E2α,α(−λt2α), tαE2α,α+1(−λt2α)} reduces to {cos(
√
λt), sin(
√
λt)√
λ
} due to (2.9), (2.11) and
(2.12). This shows that our results are a generalization of classical the ones.
4. Eigenvalues of our Fractional Sturm-Liouville problem
Consider (3.6) on [0, 1] with boundary conditions
I
1−α
0+ y(t)|t=0 = 0, and I 1−α0+ y(t)|t=1 = 0. (4.1)
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Imposing these boundary conditions on the general solution of (3.10) with Dα0+y(t)|t=0 6= 0 and using that
I
1−α
0+ {tαE2α,α+1(−λt2α)} = tE2α,2(−λt2α),
we get
E2α,2(−λ) = 0, (4.2)
which defines our characteristic equation for the eigenvalues. We note that E2α,2(−λ) is an entire function
of λ order 1/2α and type 1, [[8], p.42], and since it must be of fractional order for all 1/2 < α < 1 by classical
complex analysis it must have infinitely many zeros for all such α.
Now the Mittag-Leffler function E2α,2(−λ) for 1/2 < α < 1 can be decomposed into two parts [7] given by
λ
1
2αE2α,2(−λ) = f2α,2(−λ) + g2α,2(−λ) (4.3)
where
f2α,2(−λ) =
∫ ∞
0
e−rλ
1
2α k2α,2(r)dr (4.4)
with
k2α,2(r) =
1
pi
r2α−2(− sin(2αpi))
r4α + 2r2α cos(2αpi) + 1
and
g2α,2(−λ) = 1
α
eλ
1
2α ·cos( pi2α ) · cos
(
λ
1
2α sin(
pi
2α
)− pi
2α
)
. (4.5)
It is obvious that
gk =
(
(k + 12 +
1
2α )pi
sin( pi2α )
)2α
, k = −1, 0, 1, · · · ,
are positive zeros of g2α,2(−λ) and g2α,2(0) = 1α cos pi2α . We note that this function exhibits oscillations with
an amplitude which decays exponentially, since cos( pi2α ) is negative as long as 1/2 < α < 1.
The function k2α,2(r) is always positive due to the fact that sin(2αpi) is negative for 1/2 < α < 1 and the
denominator is greater than (r2α − 1)2 which is nonnegative for such α. Also, we have
f2α,2(0) =
∫ ∞
0
k2α,2(r)dr = − 1
α
cos(
pi
2α
) > 0
for 1/2 < α < 1 and according to Riemann-Lebesgue Lemma [4], the function f2α,2(−λ) approaches zero
asymptotically as λ → ∞. Recall that the form of E2α,2(−λ) (cf., (2.10)) shows that as λ → ∞ its zeros
as a function of λ, if any, must lie along the negative axis. Its asymptotic form as a function of a complex
variable can be found in [[6], p. 210, eq. (22)] with the obvious substitutions. Specifically, we know that
E2α,2(z) =
1
2α
∑
m
t−1m e
tm −O
(
|λ|−(N−1)
)
, as λ→∞.
Here tm = z
1/2α epiim/α, m is an integer, and −2αpi < arg z + 2pim < 2αpi. One can show directly from this
that, for each λ > 0,
E2α,2(−λ)→ sin
√
λ√
λ
as α → 1, as expected in the classical case. The latter display on the right gives the dispersion relation
for the eigenvalues (all positive) of the Dirichlet problem for −y′′ = λ y on [0, 1]. It also follows that the
eigenvalues of our problem approach those of the Dirichlet problem for −y′′ = λ y, as the zeros of E2α,2(−λ)
approach those of sin
√
λ√
λ
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Since E2α,2(−λ) is an entire function of (fractional) finite order 1/2α [[6], p. 208], we can ascertain that,
for each α, there must be a finite number of zeros along the negative λ axis whenever 1/2 < α < 1. In fact,
for each such α, E2α,2(−λ) > 0 for all sufficiently large λ, where the λ generally depends on α. This now
implies that
f2α,2(−λ) > |g2α,2(−λ)| (4.6)
for all sufficiently large (positive) λ. Next, in the remaining finite λ-interval, we may have subintervals
wherein
|g2α,2(−λ)| ≥ f2α,2(−λ). (4.7)
In such an exceptional interval in which g2α,2(−λ) < 0, call it I, (4.5) implies that f2α,2(−λ) = −g2α,2(−λ)
at least twice. Hence E2α,2(−λ) has two zeros in I (each of which is an eigenvalue).
Denote the totality of such intervals in which g2α,2(−λ) < 0 by In, n = 0, 1, 2, . . . , N∗−1, where N∗ depends
on α. Its value will be specified below. A glance at (4.5) shows that the nth such interval In is given by the
set of all λ such that,
(4n+ 1)
pi
2
< λ
1
2α sin(
pi
2α
)− pi
2α
< (4n+ 3)
pi
2
, n = 0, 1, · · · .
In other words,
In :=
((
(2n+ 12 +
1
2α )pi
sin( pi2α )
)2α
,
(
(2n+ 32 +
1
2α )pi
sin( pi2α )
)2α)
, n = 0, 1, · · · . (4.8)
Recall, however, that (4.6) must persist for all large λ so that, insofar as eigenvalues are concerned, this
list must be necessarily finite for each α from previous considerations and consists of the intervals In,
n = 0, 1, 2, . . . , N∗− 1. We conclude that each interval In under consideration contains two eigenvalues and
their total number is then 2N∗.
4.1. Estimating the number of real eigenvalues
It is worth noting again that the number of real eigenvalues is finite while the number of non-real eigenvalues
is infinite (as the entire function is of fractional order for our range of α). We do not, however, address the
non-real spectrum of our problem and, in the following, consider the real spectrum exclusively.
Determining the extreme points of g2α,2(−λ) we find,
g′2α,2(−λ) =
eλ
1
2α cos( pi2α ) · λ 12α−1
2α2
(
cos(
pi
2α
) cos(λ
1
2α sin(
pi
2α
)− pi
2α
)− sin( pi
2α
) sin(λ
1
2α sin(
pi
2α
)− pi
2α
)
)
= 0
which yields
g′2α,2(−λ) =
eλ
1
2α cos( pi2α ) · λ 12α−1
2α2
(
cos(λ
1
2α sin(
pi
2α
)
)
= 0.
Therefore,
zk =
(
(k + 12 )pi
sin( pi2α )
)2α
, k = 0, 1, · · · ,
are the extreme points of g2α,2(−λ) and at these points we have
g2α,2(−zk) = 1
α
e(k+
1
2 )pi·cot( pi2α ) · (−1)k sin( pi
2α
)


> 0 k even,
< 0 k odd,
10
for 1/2 < α < 1. Since we are interested in that part of g2α,2(−λ) where it is negative, we need to look at
those extreme points arising from an odd value of k, that is,
zoddk =
(
(2k + 32 )pi
sin( pi2α )
)2α
, k = 0, 1, · · · .
The above considerations imply that for each fixed 1/2 < α < 1, there exists an N∗(α) ∈ N such that for
all N ≥ N∗ we have ∣∣g2α,2(−zoddN )∣∣ < f2α,2(−zoddN ), (4.9)
and such that there is no zero of E2α,2(−λ) in these negative intervals of g2α,2(−λ), namely In for n =
N∗, N∗ + 1, . . .. The inequality (4.9) can be rewritten as follows,
1
α
e(2N
∗+ 32 )pi·cot( pi2α ) · sin( pi
2α
) <
1
pi
∫ ∞
0
e
−r (2N
∗+3
2
)pi
sin( pi
2α
)
r2α−2(− sin(2αpi))
r4α + 2r2α cos(2αpi) + 1
dr. (4.10)
From this, for given α, we can solve for for N∗ implicitly and so numerically. Since f2α,2 is decreasing and
g2α,2 is an oscillating cosine function with an exponentially decaying amplitude (as 1/2 < α < 1), there are
two zeros of E2α,2(−λ) in each interval In for n = 0, 1, · · · , N∗ − 1 in which g2α,2 < 0.
Remark: It must be mentioned that the numerical solution of the integral appearing in the right hand side
of (4.10) for fixed α can be obtained by using various library packages such as NIntegrate in Mathematica
or even Maple.
Since the intervals where g2α,2 < 0 are given by (4.8), we can readily deduce the following two results.
Proposition 4.1. The 2α-th root of the two first eigenvalues of (3.6) - (4.1), namely ρ1 and ρ2 if they
exist, are in the interval
I˜0 =
(( 1
2 +
1
2α )pi
sin( pi2α )
)
,
(
(32 +
1
2α )pi
sin( pi2α )
))
, (4.11)
and limα→1 |I˜0| = pi, which corresponds to the classical case.
Proposition 4.2. The 2α-th root of the two largest eigenvalues denoted by ρ2N∗−1 and ρ2N∗ , are in the
interval
I˜N∗−1 =
((
(2N∗ − 32 + 12α )pi
sin( pi2α )
)
,
(
(2N∗ − 12 + 12α )pi
sin( pi2α )
))
, (4.12)
and limα→1 |I˜N∗−1| = pi.
Table 1 gives numerical results for different values of 1/2 < α < 1. Using (4.10), (4.11), and (4.12) we can
then find the number of eigenvalues of (3.6) - (4.1). The intervals containing the 2α-th root of the smallest
and largest eigenvalue are shown in the two columns on the right.
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Table 1: Numerical results for many different values of α. The intervals containing the 2α-th root of the smallest and largest
eigenvalue are shown in the two columns on the right.
α (Fractional order) 2N∗ (Number of eigenvalues) I˜0 I˜N∗−1
0.78 0 —– —–
0.80 2 (3.82549,7.22593) (3.82549,7.22593)
0.82 2 (3.70445,7.04252) (3.70445,7.04252)
0.84 2 (3.60076,6.88842) (3.60076,6.88842)
0.86 4 (3.51148,6.75866) (10.0058,13.253)
0.88 4 (3.43428,6.64934) (9.86441,13.0795)
0.90 8 (3.36728,6.55734) (22.5076,25.6977)
0.92 10 (3.309,6.48013) (28.678,31.8492)
0.94 18 (3.25822,6.41567) (53.7774,56.9349)
0.96 32 (3.21392,6.36226) (97.6639,100.812)
0.98 84 (3.17528,6.31849) (260.918,264.062)
0.981 90 (3.17348,6.31653) (279.762,282.905)
0.982 98 (3.1717,6.3146) (304.89,308.033)
0.983 104 (3.16993,6.31268) (323.731,326.873)
0.984 114 (3.16817,6.31079) (355.141,358.284)
0.985 124 (3.16642,6.30891) (386.55,389.693)
0.989 182 (3.15955,6.30162) (568.733,571.875)
0.9898 200 (3.15819,6.3002) (625.275,628.417)
Remark: Observe that the length of these intervals, I˜0 and I˜N∗−1, approaches pi as α→ 1− (as expected
in the classical case). In addition, a glance at (4.8) shows that the asymptotic behavior of an eigenvalue,
let’s call it λn(α), contained in (4.8), for fixed n, is given by
λn(α) ∼
(
npi
sin( pi2α )
)2α
,
as α → 1−. This corresponds exactly with the well known classical asymptotic estimate λn ∼ n2 pi2 as
n→∞.
5. Conclusion
In this article, we gave an introduction to three distinct fractional Sturm-Liouville equations consisting of
various compositions of a Riemann-Liouville and Caputo fractional derivatives simultaneously operating on
an unknown function. It must be mentioned that the potential function is absent in these equations for
which the fundamental set of solutions have been derived.
Of these operators we distinguished one of them and solved a Dirichlet type problem completely all the
while showing that, in the limit as α→ 1− we recover the two-term Sturm-Liouville problem in the case of
Dirichlet boundary conditions.
Our results might set the groundwork for many semi-analytical and numerical methods such as Homotopy
Perturbation Method (HPM) and Variational Iteration Method (VIM) once a potential function is intro-
duced, through which the eigenvalues and the eigenfunctions of a Sturm-Liouville problem are found via
the fundamental solutions of the linear part of the equation. It is also possible to implement the classical
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Variation of Parameters method to obtain the general solution of a fractional Sturm-Liouville equation
analytically in the presence of a potential function though we have not done this here.
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