Abstract. Quantum algorithms provide advantages for specific computational and sampling tasks, though little attention has so far been dedicated to the validation of the output of experimental implementations of such algorithms. In this work we address this issue for the Boson Sampling problem, and propose an operational definition of validation. To evidence the actual need for refined validation techniques, we examine two recent protocols: Metropolized independent sampling, to classically simulate Boson Sampling, and a statistical benchmark to validate quantum interference. We show how the acceptance or rejection of numerically simulated data depends on the available sample size, as well as on the internal hyper-parameters and other practically relevant constraints. Our analysis provides general insights into the challenge of validation, and may inspire further research into the design of algorithms with a measurable quantum advantage.
Introduction
A quantum computational advantage occurs when a quantum device starts outperforming its best classical counterpart on a given specialized task [1] . Intermediate models [2, 3, 4, 5] and platforms [6, 7, 8, 9, 10, 11] have been recently proposed to achieve this regime, largely reducing the physical resources required by universal computation. The technological race towards quantum computational advantage goes nonetheless hand-in-hand with the development of classical protocols capable to discern genuine quantum information processing [12, 13, 14, 15] . The intertwined evolution of these two aspects has been highlighted in particular by Boson Sampling [2] , where several protocols have been introduced [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31] and experimentally tested [26, 27, 28, 29, 30, 32, 33, 34, 35, 36, 37 ] to rule out non-quantum scenarios. Boson Sampling, in its original formulation [2] , consists in sampling from a probability distribution that can be related to the evolution of indistinguishable photons in a linearoptical interferometer. Recent analyses suggested reasonable thresholds in the number of photons n to surpass the best classical algorithm [38, 39, 40] .
While the sampling task itself has been thoroughly analyzed in computational complexity theory, we still lack a comparable understanding when it comes to its validation.
However, it is clear from a practical perspective that any computational problem designed to demonstrate quantum advantage needs to be formulated together with a set of validation protocols which account for the physical ramifications and resources required for its implementation. For instance, while small-scale examples can be validated by direct solution of the Schrödinger equation and using statistical measures such as cross-entropy [5] , this is prohibitively expensive to debug a faulty Boson Sampler. Moreover, for Boson Sampling a deterministic certification [41] is impossible by the very definition of the problem [17] . Hence, it is crucial to develop debugging tools, as well as tests to exclude undesired hypotheses on the system producing the output, that are computationally affordable and experimentally feasible. Furthermore, due to random fluctuations inherent to any finite-size problem, a validation cannot be considered reliable until sufficient physical resources are spent to obtain reasonable experimental uncertainties.
Ultimately, we argue that no computational problem can provide evidence of quantum advantage unless quantitative validation criteria can be stated.
In this work, we investigate this problem and provide a definition of quantum advantage that embeds the abstract algorithmic perspective in the inseparable experimental context. The paper is structured as follows: first, we discuss possible ambiguities in the scope of validation, which can spoil its application in large-size experiments. As an example, we propose a simple criterion for Boson Sampling validation with focus on the number of measurement events, which can be tested with current technology. In the second part, we address the above considerations with a more quantitative analysis. To this aim we consider two recent classical algorithms, Metropolized independent sampling [38] and a statistical benchmark for multiparticle interference [16] , which, respectively, attempt to simulate and validate Boson Sampling. Specifically, we apply the statistical benchmark to distinguish true Boson Sampling from Metropolized independent sampling, and show through numerical simulations how an increasing number of measurement events (which hereafter we will refer to as the "sample size") can affect the result of this validation. The reported analysis strengthens the need for a welldefined approach to validation in any demonstration of quantum advantage.
Framework for the validation of Boson Sampling
Our aim in the context of Boson Sampling consists in the unambiguous identification of an advantage of quantum over classical technology in a realistic scenario, following a well-defined protocol to distill experimental evidence accepted by the community under jointly agreed criteria [42] (Fig. 1a) .
Without such well-defined approaches, ambiguities may arise in large-scale experiments. For instance, a theoretically scalable validation protocol may still be experimentally impractical due to large instrumental overheads or large prefactors that enter the scaling law. Furthermore, given two validation protocols V 1 and V 2 to rule out the same physical hypothesis or model, which conclusion can be drawn if they agree for a data set of given size and unexpectedly disagree when we add more data? In principle we can accept or reject a data set when we reach a certain level of confidence, but which action is to be taken if this threshold is not reached after a large number of measurement events? Shall we proceed until we pass that level, shall we reject it or shall we make a guess on the available data? Finally, what if the classical algorithm becomes more effective in simulating Boson Sampling for larger data sets, as for Markov chains [38] , or for longer processing times, as for adversarial machine learning algorithms [43] that could exploit specific vulnerabilities of validation protocols? To illustrate these diverse aspects by an example, let us consider one further question: how can we trust that we are sampling from all m modes, if not all of them appear in the n-photon samples? A To demonstrate quantum computational advantage, reliable and realistic approaches to validation need be defined. a) Boson Sampling should be validated with well-defined sampling time (T ) and sample size (S), since the efficacy of validation protocols (V) changes with the number of collected measurement events after the unitary evolution (U ). b) As an example, S needs to be based on the expected numberS of n-photon state measurement events on output which are necessary to sample at least one photon from each of the m output modes. For the estimate ofS we assumed distinguishable photons to follow the coupon collector's problem [44] , and since it is comparable with the estimate made with indistinguishable photons. Blue surface: heuristic best fitS(n, m) = m log(am)/(n − b), with a = 2.19 ± 0.14, b = 2.26 ± 0.02. Blue line and inset: curvē Sn =S(n, n 2 ) for Boson Sampling. Red points: numerical simulation for m = n 2 .
classical algorithm could in fact exploit this ambiguity to simplify the simulation! Then, a first possible approach consists in estimating the expected number of measurement events necessary to sample at least one photon from each output mode (see Fig. 1b ). This estimate can be fine-tuned to reflect the degree of resilience under experimental noise.
However artificial some of the above questions may seem, such skeptical approach was indeed already adopted [19] and addressed [23, 24, 25, 29, 31, 32, 37] with the Mean Field sampler: all these considerations are necessary to strengthen the claim of quantum advantage. Under the above premise, we therefore identify the following crucial features to be assessed in any decision on acceptance or rejection:
(i) Sample size S. The strength of a validation protocol is affected by the limited number S of collected events, as compared to the total number of distinct n-photon output events. While this limitation is not relevant for small-scale implementations, due to the then low dimension of Hilbert space, a high level of control and reduced losses, it represents one of the main bottlenecks for the actually targeted large-scale instances [45] . It is thus desirable to assess the robustness and the resilience of a protocol under such incompletesampling effects, to quantify the impact of always strictly finite experimental resources on the actual applicability range of the protocol. We therefore propose to define a (minimal) threshold sample size S which must be available for validation. Given a set of S events, a validation protocol must be capable to give a reliable answer within a certain confidence level. (ii) Available sampling time T . While the sampling rate is nearly constant for current quantum and classical approaches [39] , de facto making the time T not relevant, it cannot be excluded that future algorithms may process data and output all events at once. The very quality of the simulation, i.e. the similarity to quantum Boson Sampling in a given metric, could also improve with processing time [43] , as we will discuss for Metropolized independent sampling [38] . Ultimately, T must be treated as an independent parameter with respect to S, while at the same time it should be adapted to the sample size required for a reliable validation. (iii) Unitary U. Unitary evolutions should be drawn
Haar-randomly by a third agent, at the start of the competition to avoid any preprocessing. This agent, the validator (V), uses specific validation protocols to decide whether a sample is compatible with quantum operation.
In the thus defined setting, a data set is said validated according to the following rule (Fig. 1a) :
Boson Sampling is validated if, collecting S events in time T from some random unitary U, it is accepted by all selected validators V.
Given a unitary and a set of validation protocols, we are then left with the choice of S and T , which need be plausible for technological standards. Demanding to sample S events in time T , these thresholds in fact limit the size of the problem (n,m) for an experimental implementation. As for the time available to sample S events, one possibility, feasible for quantum experiments, could be for instance one hour.
Within this time, a quantum device will probably output events at a nearly constant rate, while a classical computer can output them at any rate allowed by its clock cycle time. The choice of the sample size S is instead more intricate, since a value too high collides with the limited T , while a value too low implies an unreliable validation V. With these or further considerations [46] , classical and quantum samplers should agree upon a combination of (n, m, S, T ) that allows them to validate their operation.
Role of the sample size for classical simulation of Boson Sampling
To shed some light on the critical aspects of validation, and as an interesting benchmark of the state of the art, we now provide a qualitative analysis inspired by two recent algorithms for Boson Sampling: Metropolized independent sampling (M) [38] and the statistical benchmark for validating quantum interference (V S ) [16] .
While the former aims to simulate Boson Sampling with reduced classical resources, the latter aims to discriminate its quantum operation from a counterfeit one.
The goal of M is to generate a sequence of n-photon events {e i } from a Markov chain. New candidate events e i+1 are efficiently picked according to the probability distribution of distinguishable photons p D , and accepted with probability
where p I (e i ) is the output probability corresponding to event e i for indistinguishable photons. While the approach remains computationally hard, since it requires the evaluation of permanents [47, 48] , the advantage is that only a limited number of them needs to be evaluated to output a new event, rather than the full distribution as in a brute-force approach. Ultimately, after a certain number of steps in the chain, M is guaranteed to sample close to the ideal Boson Sampling distribution p I [49] . In contrast, the validator V S looks at statistical features of the C-dataset, the set of two-mode correlators
where (i, j) are distinct output ports andn i is the bosonic number operator. Two statistical features that are effective to discriminate states with indistinguishable and distinguishable photons are its normalized mean NM (the mean divided by n/m 2 ) and its coefficient of variation CV (the standard deviation divided by the mean). For any unitary transformation and input state we can retrieve a point in the plane (NM, CV), where alternative models tend to cluster in separate clouds located via random matrix theory (Fig. 2) [16] . Validation based on V S would then consist in (i) collecting a suitable number S of events, (ii) evaluating the experimental point (NM, CV) [38] ; MCF, data subset of M) for n=20 photons, m=400 modes and up to S = 2×10 4 events. Curves without collision events (which can be resolved under stronger zoom) have a smoother evolution due to reduced fluctuations in the C-dataset. Note that the statistical benchmark captures the presence of collision events (in Q, C, M), which have an impact on the statistics since the protocol probes two-particle processes. b) Quantum Boson Sampling [as Q in panel (a)] with n = (4, 5, 6, 7) photons in m = n 2 modes, for S = 2, 3, 4, ..., 100. For large S, curves converge to the points (pyramides) predicted by random matrix theory (RMT) [16] . Points are averaged over 100 Haar-random unitaries, while error bars are displayed every 20 additional events.
associated to the C ij and (iii) identifying the cluster that the point is assigned to. For S sufficiently large, the point will be attributable with large confidence to only one of the models, thus ruling out the others (Fig.  2a) .
The aim of our present analysis is to investigate the role of the sample size in a validation of the samples generated by M, via V S . Indeed, a crucial issue in a hypothetical competition between M and V S concerns the number of events S available to accept or reject a data set. While larger sets provide deeper information to V S to identify fingerprints of quantum interference, on the other hand M approaches the target distribution p I as more steps are made along the chain. However, in order to output a large number of events in time T , M requires physical and computational resources that set a limit to the tractable dimension of the problem. We are then interested in the intermediate regime, the one relevant for experiments, to determine whether convergence is reached fast enough to mislead V S . In the specific case of M, we then need to look at the scaling in n of its hyper-parameters: burn-in (the number B n of events to be discarded at the beginning of the chain) and thinning (the number T n of steps to skip to reduce correlations between successive events). Eventually, the time required to classically simulate Boson Sampling will scale as T = τ p (B n + S T n ), where τ p is the time to evaluate a single scattering amplitude according to Eq. (1). Considering the estimate provided by the supercomputer Tianhe-2 [40] , and for fixed (T , S), we are left with the constraint
where α ∼ c 0.8782 10 11 and c is the number of processing nodes [40] . If we also assume T n = 100 [38] for all (n, V), Eq. (3) provides an estimate of the maximum B n allowed by (T , S). The key issue here is that this estimate does not guarantee that M achieves the target distribution fast enough, since B n decreases (exponentially) in n. Moreover, the minimum B n is expected to increase with n, since on average the Markov chain needs to explore more states before picking a good one.
To better clarify the above considerations, we simulate a competition between M and V S for n = 10 photons in m = 100 modes on Fig. 3 . Data for distinguishable and indistinguishable photons were generated with exact algorithms, respectively the ones by Aaronson and Arkhipov [17] and that by Clifford and Clifford [39] . Here we get a quantitative intuition on how the confidence of a validation would change with S, as does the quality of the classical simulation. Similar behaviour is found also for other choices of n and m. In particular, we observe how a stronger thinning (up to T = 100, as in Ref. [38] ) is reflected in the quality of the simulation, where M behaves very similar to the ideal Boson Sampler for small as well as for large sample sizes. Conversely, a faster M that trades quality for speed by computing fewer permanents (T = 10, 30) is more easily detectable by V S . Constraints analogous to Eq. (3) and to the speed vs. quality compromise (Fig. 3b,c,d ) define a generic scenario for a classical simulation which is run with a specific choice of T and S. 
Finite-size effects in experimental validation
So far, we only qualitatively discussed the role of a limited sample size for the demonstration of a quantum advantage in Boson Sampling. To provide a more quantitative analysis of finite-size effects for the task of validation, and in particular for the statistical benchmark V S [16] , in the following we study the scaling of the parameters involved in our above validation protocol with S. The goal of this section is to elaborate on a standard test which should be implemented in all validation protocols, to guarantee their experimental feasibility.
Let us start by considering a fixed unitary circuit U , for which we calculate the correlators C ij from Eq. (2). Such evaluation in principle assumes the possibility to collect an arbitrary number of measurement events. In practical applications, however, sample sizes will always be limited. Hence, finite-size effects play a role in the estimation of the above correlators.
According to the central limit theorem, the correlator retrieved from the experimental data can be represented as C ij = C ij + X ij , where X ij is a random number normally distributed with zero mean and variance σ
The σ 2 ij depend on the unitary evolution U and should either be evaluated from the data or from the elements of U , using random matrix theory. Now, to infer, from noisy C-datasets [16] , the centre of the cloud of points in the NM-CV plane, we need to average not only over the Haar measure, but also over X ij .
Consequently, we have to assess the impact of finite-size effects on the estimate of the moments NM and CV. First, since the noise induced by the finite sample size averages out, namely E X ( C ij ) = C ij , we have that N M = N M . The estimation of CV is instead more involved, since we need to evaluate the mean of C
and, hence,
] cannot be easily compared, since the latter involves averaging the distribution of X ij over the unitary group. However, using the properties of the normal distribution under convex combinations, we can assume that both orders of averaging yield approximately the same result, in particular once S is large and the distribution is concentrated close to its mean. Numerical simulations for 3 ≤ n ≤ 15 and m = n 2 indeed confirm its validity (Fig. 4) . Specifically, we observe that, upon averaging over different Haarrandom unitaries with S events per realization, the deviation of the experimentally-measured C 2 ij from the analytically predicted values decreases as fast as 1/S. Hence, their estimation from finite-size data sets shows no exponential overhead that would hinder a practical application of the validation protocol. 
ij ]/S| from Eq. 4 as a function of the sample size S. Data numerically generated to mimic experiments with n = 4 photons in m = 16 modes (red: indistinguishable photons [39] ; green: distinguishable photons [17] ; blue: Metropolized independent sampling [38] ). Averages are carried out over 500 Haar-random unitaries U and 500 different samples of size S (number of events) from each unitary, with fixed input state (1,1,1,1,0,...,0). The linear fits to the different data sets exhibit the expected scaling ∝ S −1 .
Discussion
Validation of multi-photon quantum interference is expected to play an increasing role as the dimensionality of photonic applications increases, both in the number of modes and photons. To this aim, and as notably emphasized by the race towards quantum advantage via Boson Sampling, it is necessary to define a set of requirements for a validation protocol to be meaningful. Ultimately, these requirements should allow to establish strong experimental evidence of quantum advantage that is accepted by the community within a jointly agreed framework.
In the present work, we implement such a program and describe a set of key points that experimenters will need to agree upon in order to validate the operation of a quantum device. To provide a clear and illustrative example, we numerically studied the competition between a recent classical simulation algorithm and a statistical validation protocol, respectively to counterfeit and to validate Boson Sampling, while they process an increasing number of measured output events. The analysis quantifies the general intuition that there must be a trade-off between speed and quality in approximate simulations of Boson Sampling. We also provide a formal analysis on the performance of the validation protocol with finite-size samples, showing that the estimation of relevant quantities converges fast to the predicted values. We expect that similar features will become crucial in future larger-scale demonstrations and, as such, a key prerequisite to be investigated in all protocols. The analysis proceeds through five main steps. 1) randomly pick a unitary transformation U according to the Haar measure; 2) simulate the generation of S n-particle output events; 3) extract the C-dataset from these S events; 4) evaluate the corresponding (NM, CV) point and plot it in fig. 3a ; 5) repeat steps 1-4 200 times, to simulate as many different experiments; 5) upon completion, evaluate average and variance of P M and plot them in fig. 3b .
