The Schrödinger operator −∆ + V in a d-dimensional cylinder, d ≥ 3, is considered with various boundary conditions. Under the assumption that the potential V is periodic with respect to the "longitudinal" variables and V ∈ L d−1,loc , it is proved that the spectrum of the Schrödinger operator is absolutely continuous.
§1. Introduction
Let U ⊂ R k be a bounded domain, and let
Our purpose in the present paper is to prove the absolute continuity of the spectrum of the Schrödinger operator H = −∆ + V in the cylinder Ξ (see Theorem 3.3 and Corollaries 3.4, 3.5 below). The points of Ξ are denoted by (x, y), x ∈ U , y ∈ R m . Let Γ be a lattice in R m ,
where {b j } m j=1 is a fixed (not necessarily orthogonal) basis in R m . It is assumed that the potential V is a real-valued function periodic with respect to the "longitudinal" variables, (1.2) V (x, y + l) = V (x, y), l ∈ Γ, (x, y) ∈ Ξ.
On the boundary of Ξ we impose either the Dirichlet condition u(x, y)| ∂Ξ = 0 or the third type boundary condition
where ∂/∂ν is the normal derivative, and σ is a real-valued function on ∂U . We only consider the case where σ does not depend on y (see also Subsection 7.3 below). The case of σ = 0 gives us the Neumann boundary condition. We list some of the previously known results concerning the absolute continuity of the spectrum of H. Our review does not claim to be exhaustive. Usually, sufficient conditions for H to be absolutely continuous are formulated in terms of V belonging either to the is an elementary cell of Γ, and L 0 p,∞ is the weak Lorentz class. We recall that if M is a set of finite measure, then we have the following embeddings:
The case of the entire space (k = 0, m = d, Ξ = R d ) is well developed (see, for example, [13, 6, 2, 15] ). If V ∈ L p (Ω), p > 1 for d = 2, V ∈ L 0 d/2,∞ (Ω) for d ≥ 3, then the spectrum of H is absolutely continuous.
The case of k = 1 (U is a line segment, Ξ is a plane parallel layer) was considered in [9] : for d = 2, 3, 4, the same conditions are sufficient, and if d ≥ 5, then the condition is V ∈ L 0 d−2,∞ (U × Ω). The case of σ periodically dependent on y was also treated in that paper. The corresponding sufficient conditions are σ ∈ L p (∂U × Ω), p > 1 for d = 2, σ ∈ L 0 2,∞ (∂U × Ω) for d = 3, σ ∈ L 2d−2 (∂U × Ω) for d ≥ 4.
In the case of k ≥ 2, the absolute continuity of the spectrum of H was proved in the book [4] (Theorem 5.4.9 therein) for V ∈ L ∞ (Ξ), ∂U ∈ C ∞ ; for the third type boundary condition, σ only depends on x. Also, in the unpublished paper [3] , the problem was solved in the case of Dirichlet and Neumann boundary conditions for m = 1, ∂U ∈ C 2 , and V ∈ L 0 2(d−2),∞ (U × Ω). We consider the general case (m is an arbitrary natural number, no restrictions are imposed on the boundary ∂U in the Dirichlet case, and the boundary is Lipschitz in the case of the third type boundary condition) and prove that if V ∈ L d−1 (U × Ω) and d ≥ 3, then the spectrum of H is absolutely continuous. More precisely, our result is a little more general. Namely, we consider H of the form H = −∆ y + A + V , where A is a selfadjoint semibounded operator in L 2 (U ) with discrete spectrum. The spectrum of such an H is absolutely continuous (see Theorem 3.3 for a precise formulation). The result mentioned above for the "usual" Schrödinger operator is obtained as a corollary if we take A to be the Laplace operator in U with the corresponding boundary conditions (see Corollaries 3.4 and 3.5).
The eigenvalues and eigenfunctions of the nonperturbed Laplace operator −∆ in U ×Ω with various boundary conditions are very important for proving the absolute continuity of the spectrum. If k = 0 or k = 1, then the set U × Ω is a parallelepiped. The corresponding eigenfunctions {ϕ j } ∞ j=1 are linear combinations of the imaginary exponents, so that they are uniformly bounded. In accordance with the interpolation theory, this implies that the corresponding discrete Fourier transform is bounded as an operator acting from l p to L p . This fact was used in the course of the proofs of all above-mentioned results. However, for k ≥ 2, the norms ϕ j L ∞ are unbounded in general. In the present paper we use embedding theorems for anisotropic Sobolev spaces instead of interpolation theory (see the proof of Theorem 4.5 below).
The methods we use do not allow us to consider the case of the magnetic Schrödinger operator or the case of a variable metric. The corresponding results for the case of the entire space (Ξ = R d ) and for the case of a two-dimensional waveguide (k = m = 1) can be found in [2, 11, 7] ; see also the references therein. We use the following notation: spec(A) is the spectrum of an operator A; · , · and ( · , · ) are the standard scalar products in C m and in L 2 , respectively; W , and let A be the corresponding selfadjoint operator. We denote by µ 1 the exact lower bound of a,
is a Hilbert space. We assume that the functions in D[a] admit an extension to functions of class H 1 (R k ) and, in particular, D[a] ⊂ H 1 (U ). More precisely, we impose the following condition on D[a].
Condition 2.1. There exists a linear extension operator
With this condition, the embedding D[a] ⊂ L 2 (U ) is compact, and the spectrum of A is discrete.
Put Ξ = U × R m . We consider the Hilbert space L 2 (Ξ) = L 2 (R m ; L 2 (U )) and the quadratic form 
The spectrum of H 0 can be described easily. Let {ψ j } ∞ j=1 be the basis of eigenfunctions of A in L 2 (U ), and let {µ j } ∞ j=1 be the corresponding eigenvalues. The space L 2 (Ξ) can be decomposed into a direct sum
This decomposition reduces H 0 . In each of the summands of the right-hand side, the operator acts as a Laplace operator in R m "shifted" by µ j . So, spec(H 0 ) = [µ 1 , ∞) and the spectrum is absolutely continuous.
The extension operator.
Assume that an open subset U ⊂ R k and a quadratic form a acting in L 2 (U ) satisfy Condition 2.1. Let {b j } m j=1 be a basis in R m , and let Ω ⊂ R m be the cell (1.4) . Consider a function u(x, y) on U × Ω. For any fixed y ∈ Ω, the operator Π 0 occurring in Condition 2.1 extends u(·, y) from U to R k . The new function on R k × Ω constructed this way is denoted by Πu. We denote by ∂ j the derivative in the direction b j .
Then the statement of the lemma follows from the fact that the generalized derivation operator is closed.
Lemma 2.5. Let Π be the extension operator described above, and let
Then Πu ∈ H 1 (R k × Ω) and
Proof. This follows from the preceding lemma and the properties of Π 0 :
Lemma 2.5 and the embedding theorem,
, imply the following statement.
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General case.
Everywhere in the sequel we assume that d = k + m ≥ 3 (above it was mentioned that the case where d = 2 is well developed). We need the following fact to show that the Schrödinger operator H = H 0 +V with a periodic potential V ∈ L d/2,loc (Ξ) is well defined.
where p is the index conjugate to p.
Proof. The function V can be expressed in the form
Hölder's inequality yields
Proof. Estimate (3.1) follows from the preceding lemma with p = d/2 and Corollary 2.6. Summing (3.1) over all the cells, we get (3.2).
Consider a quadratic form We note that the conditions on the potential V can be relaxed if we formulate them in terms of anisotropic function spaces; see Subsection 7.1 below. 
The
is absolutely continuous.
Indeed, in this case, 
Consider the quadratic form
where dS is an element of the surface area of ∂U . Then the spectrum of the Schrödinger operator H σ corresponding to the form h σ is absolutely continuous.
Indeed, in this case,
The compactness of the embedding
and condition (3.4) imply an inequality
(see, e.g., [10] [13] ) of proving the absolute continuity of the spectrum (a more detailed exposition can be found in [2] or [6] ). We assume that the conditions of Theorem 3.3 are fulfilled. Consider the transformation
known as the Floquet-Bloch or Gelfand transform.
Here Ω is an elementary cell of the dual lattice
Equation (4.1) determines the transformation on a dense subset of smooth functions fast-decaying with respect to y. It can be extended to a unitary operator
(we recall that the tilde over H 1 signalizes that the elements of this space satisfy the periodic boundary condition with respect to y). The operator H can be expanded in a direct integral:
The operator H(ξ) in the Hilbert space L 2 (U × Ω) = L 2 (Ω; L 2 (U )) is determined by its quadratic form
Sometimes we shall use the operator-valued function H(ξ) for complex ξ. It is easily seen that H(ξ) * = H(ξ) for real ξ. The parameter ξ is multivariate; it is convenient to select a special one-variate parameter. Let b 1 be the first vector of the basis of the lattice Γ. Since the formulation of Theorem 3.3 is invariant with respect to the dilatations of y, we can assume that |b 1 | = 1. Any vector ξ ∈ R m can uniquely be expressed in the form ξ = ξ 1 b 1 + ξ , where ξ , b 1 = 0. First, consider the integrals
Fix some ξ ∈ R m . The analytic Fredholm alternative guarantees that the spectrum of the operator (4.5) will not be absolutely continuous only if there exists a λ that is an eigenvalue of H(ξ 1 b 1 + ξ ) for all ξ 1 ∈ C . Next, (4.4) implies that if the spectra of the operators (4.5) are absolutely continuous for all ξ , then the same is true for H. So, to prove Theorem 3.3 it suffices to show that for all λ ∈ R and all ξ ∈ R m with ξ ⊥ b 1 , the operator (H(ξ 1 b 1 + ξ ) − λI) is invertible for some ξ 1 ∈ C . 
Remark 4.2. For simplicity, in what follows, we use rather loose notation H(τ ) instead of H((π + iτ )b 1 + ξ ). 
Estimates.
Let H 0 (τ ) be the operator H(τ ) for V = 0, and let |H 0 (τ )| = (H 0 (τ ) * H 0 (τ )) 1/2 . We denote the corresponding quadratic forms by h 0 (τ ) and |h 0 (τ )|; they all are defined on Dom h 0 (τ ) = Dom |h 0 (τ )| = X (see (4.3)).
Lemma 4.4. We have
where the constant C is independent of τ and u.
Combining Theorem 4.5 with Lemma 3.1 for p = d−1, we get the following statement. 
Proof of Theorem 4.1. Let u ∈ Dom H(τ ) ⊂ X. We are going to prove that
Observe that the operators H 0 (τ ), H 0 (τ ) * , and |H 0 (τ )| commute, because in the discrete Fourier representation they become the operators of multiplication by their symbols. So, v L 2 (U×Ω) = u L 2 (U×Ω) and
Using Corollary 4.6 with ε = 1/2, we get
Hence,
where we have used Lemma 4.4 at the last step. On the other hand,
which implies that
We note that if V ∈ L ∞ , then Lemma 4.4 (without Theorem 4.5) immediately yields Theorem 4.1 (see also [4, Theorem 5.4.9] ). Indeed, if V is bounded, then
As we shall see below, the proof of Lemma 4.4 is quite easy. However, to take the potentials V ∈ L d−1,loc into consideration, we need sharper lower estimates of |h 0 (τ )| (Theorem 4.5). The proof of Theorem 4.5 is rather technical. We also remark that, for d ≥ 4, the proof of Theorem 4.1 (and, hence, of Theorem 3.3) can be simplified; see Subsection 7.2 below. §5. Symbol of a free operator
The free operator H 0 (τ ) corresponds to the quadratic form
where, we recall, ξ = (π + iτ )b 1 + ξ . Let {ψ j } ∞ j=1 be an orthonormal basis in L 2 (U ) consisting of eigenfunctions of the operator A that corresponds to the quadratic form a, Aψ j = µ j ψ j , µ 1 ≤ µ 2 ≤ · · · are the eigenvalues.
Then the functions (5.1) |Ω| −1/2 ψ j (x)e i n,y j∈N,n∈ Γ form an orthonormal basis in L 2 (U ×Ω). The functions (5.1) are eigenfunctions of H 0 (τ ). The corresponding eigenvalues look like this:
(we have used the assumptions |b 1 | = 1 and ξ , b 1 = 0). Hence,
where n 1 := n, b 1 . We note that n 1 ∈ 2πZ by the definition of the dual lattice (4.2). Thus, To prove Theorem 4.5, we need sharper estimates of the symbol of H 0 (τ ). For every τ , consider the following three sets of pairs of indices (j, n) ∈ N × Γ:
Obviously,
Proof. Statement a) is obvious. Statement b) follows from (5.3) and the condition 4τ (we emphasize that the summation is only over J 2 ). Then
This lemma will be proved in the next section. Proof. By Corollary 2.6, we have
Using (6.2) and Lemma 5.1 c), we see that
, which yields the statement of the lemma, because the set U × Ω is bounded. This is possible because J 1 ∪ J 2 ∪ J 3 = N × Γ. Also, we can assume that for every pair (j, n), the corresponding coefficient c j,n is nonzero for at most one of the functions u 1 , u 2 , or u 3 . The set J 1 is finite and does not depend on τ . Since the corresponding linear subspace is finite-dimensional, the L 2 -norm in this space is equivalent to the L 2d−2 d−2 -norm. Using (4.6), for |τ | ≥ 1 we get
where C does not depend on τ . For u 2 we have Lemma 6.1, and for u 3 we use Lemma 6.2. Finally, we have the trivial inequalities
and |h 0 (τ )|[u k ] ≤ |h 0 (τ )|[u], k = 1, 2, 3.
It only remains to prove Lemma 6.1.
6.2.
Proof of Lemma 6.1. We introduce the notation
where Y is a Hilbert space, we mean the space of functions of the form f (y 1 ) =
where y 1 ∈ (0, 1), f n 1 ∈ Y , with the norm (6.5)
It is well known that (6.6) H 1/2 ((0, 1); Y ) ⊂ L s ((0, 1); Y ), s < ∞. Lemma 6.3. Let Π be the extension operator introduced in Subsection 2.2. Then
Proof. We expand u in the series (6.1). If m ≥ 2, then, using the orthogonality of the exponentials e i n ,y in L 2 (Ω ), we obtain
If m = 1, then, by definition (6.5),
.
The statement of the lemma now follows from the inequality 
Proof. By analogy with the preceding lemma, we have 
where we assume that the summation is only over the pairs (j, n) ∈ J 2 ; for m = 1 the last term on the right-hand side vanishes. Condition 2.1 gives
Taking (6.7) into account, we get
where C 1 = max C 0 , Π 0 2 L 2 →L 2 . Now we refer to Lemma 5.1 b) and to (6.2). Lemma 6.5. a) f 2 ((0,1) ;H 1 (G)) u L q ((0,1);L 2 (G)) , u ∈ L q ((0, 1); H 1 (G)).
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Next, by a),
Remark 6.6. The proof of Lemma 6.5 is similar to the proof of Ladyzhenskaya's inequality u 2 L 4 ≤ c u H 1 u L 2 in a two-dimensional domain; see [5] . Proof of Lemma 6.1. By Lemma 6.5 b) with q = (2d − 2)/(d − 2), we have (6.8)
((0,1);L 2 (G)) .
Next, using (6.6) with s = (2d − 2)/(d − 2) and Lemma 6.3, we obtain
and, finally, (6.6) and Lemma 6.4 yield
Multiplying the last two inequalities and using (6.8), we obtain (6.3). §7. Comments
where Ω is the set introduced in (6.4). By using the embedding theorem,
(see [1, §10] ), it can be shown that the form (3.3) is closed and semibounded, and hence, the operator H = H 0 + V is well defined. It can be seen that for such potentials, Theorem 3.3 can be proved as above.
7.2.
For d = 2 (the two-dimensional plane or a strip region) our method gives absolute continuity for V ∈ L r,loc , r > 1. As was mentioned before, this result is well known. For d ≥ 4 the proof of the main Theorem 3.3 can be simplified. By analogy with Lemma 5.1, it can be shown that for all j, n, we have |h j,n (τ )| ≥ c n 2 + µ j + γ (|n 1 | + 1) , |τ | > τ 0 .
Therefore, Πu H 1 ((0,1),H 1 (G)) ≤ C H 0 (τ )u L 2 (U×Ω) , u ∈ Dom H 0 (τ ), |τ | > τ 0 . It is known that the spectrum of the corresponding operator H σ is absolutely continuous if k = 1 (when V and σ belong to the corresponding L p -spaces, see [9] ). A similar problem was treated in [10] : absolute continuity was proved in the case of a potential concentrated on a periodic system of hypersurfaces. However, the methods of [9] and [10] are not applicable to our case. We also note that the operator H σ is absolutely continuous whenever it is "even". Assume for simplicity that the lattice of periods is cubic, Γ = Z m . If V and σ are invariant with respect to the reflection along one of the coordinate axes, V (x, y 1 , y ) = V (x, 1 − y 1 , y ), σ(x, y 1 , y ) = σ(x, 1 − y 1 , y ), then the spectrum of H σ is absolutely continuous; see [14, 12] .
The question concerning the absolute continuity of H σ (without assuming the operator to be even) for k ≥ 2 remains open (even for V = 0, σ ∈ C ∞ (∂U × R m )).
7.4.
By analogy with the proof of Theorem 3.3, the following result can be obtained. If M is a compact manifold with boundary, then a similar result is valid for the Schrödinger operator with suitable boundary conditions.
