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Resumen
En este documento se describen los aspectos ma´s importantes del Sistema de
Seguimiento de objetos. El objetivo principal de este trabajo consiste en la cons-
truccio´n de un sistema de deteccio´n y seguimiento de objetos, por medio de un
sistema o´ptico de visio´n monocular, con el que se realiza la deteccio´n de un objeto
fijo en tiempo real utiliza´ndose para su -reconocimiento un patro´n pintado en el
objetivo.
Para el correcto uso de la camara, sera necesario realizar su calibracio´n de esta
para obtener sus para´metros intr´ınsecos y extr´ınsecos, la distancia focal.
Por otra parte, los datos calculados sera´n enviados a la parte de control del
UAV que se encargara de tratar esta informacio´n para actual sobre el objetivo fijo
segu´n sera necesario.
Con este sistema tambie´n se podr´ıa conseguir el seguimiento de objetos en mo-
vimiento, mediante seleccio´n del objetivo o marcando con el patro´n a detectar.
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Abstract
This document describes the most important aspect of the Tracking Objetcs
System. The main aim of this task consists in building a detection and tracking
objetc system, through a optical system whit monocular vision, which is used to
detect a fixed target in real time, using a pattern painted in the target in order to
recognise it.
For the correct use of the camera, it calibration is necessary to get the para-
meters intrinsic and extrinsics, the focal length.
On the other hand, calculated data will be sent to the control system of UAV
that it will use this information to act about the fixed target as necessary.
Whit this system,tracking on movement also could be got, through the selec-
tion of the target or making the pattern to detect.
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1. Introduccio´n
6
Mi encabezado
1.1. Motivacio´n
El uso de ca´maras para ayudar a las personas son cada vez ma´s comunes. Es-
tas aplicaciones se dan tanto en seguridad, control, mantenimiento,etc dentro de
estas se usan en el transporte, viviendas, ciudades, etc. Por ejemplo, en el a´mbito
de transporte en los veh´ıculos es muy comu´n que lleven ca´maras para avisar al
conductor de que se va a salir de su carril o que se esta quedando dormido, etc.
En el a´mbito de ciudades se llegan a usar para el control de gente en un espacio
deseado, por ejemplo, para saber cuanta gente entra y sale, seguimiento de alguien
por reconocimiento facial.
En este documento como UAV hemos usado un dron de cuatro motores el ma´s
sencillo, que se le ha incorporado una ca´mara monocular para el visionado del
terreno. Los drones son ma´quinas que podemos controlar mediante un sistema re-
moto o pueden navegar de forma auto´noma, son capaces de portar herramientas
especificas para ciertos trabajos especificos, tambie´n puedes acceder a sitios donde
el ser humano correr´ıa peligro o incluso no ser´ıan capaces de acceder. Y si se co-
lisionan producen menos costes que si hubiera un accidente con un helico´ptero o
avionetas. Por estas ventajas que tiene el uso de drones hay muchos programadores
que esta´n centrando sus estudios en esta rama, creando aplicaciones y usos para
estos aparatos.
Unos de los campos que ma´s futuro tiene dentro de las aplicaciones con drones
es el procesador de ima´genes en tiempo real. Esta tecnolog´ıa nos permite ciertas
ventajas, llevar una ca´mara a rincones inalcanzables para el ser humano con costes
econo´micos y con mı´nimo personal.
Las ca´maras tambie´n se van incorporando ma´s en los distintos a´mbitos, por
ejemplo, en el a´mbito deportivo para ayudar a saber que ha pasado en el momen-
to de dictar una sancio´n al jugador, tambie´n se van incorporando con programas
espec´ıficos segu´n el uso que se le vaya a dar, por ejemplo, control de un acceso de
veh´ıculos mediante sus matriculas en un parking privado.
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Para conseguir este proyecto nos haremos uso de algoritmos de ima´genes en
movimiento para la extraccio´n y deteccio´n de caracter´ısticas de ima´genes.
Tenemos dos ejemplo de proyecto civil que emplean ma´s de dos ca´maras para
la visio´n,el primer caso de un sistema para la medicio´n automa´tica y monitoriza-
cio´n de fuegos [J. R. Mart´ınez-de Dios, A. Ollero, L. Merino, y B. C. Arrue, 2006]
mediante ca´maras visuales y de infrarrojos desarrollado por el Grupo de Robo´ti-
ca, Visio´n y Control de la Universidad de Sevilla. Este sistema es capaz de medir
automa´ticamente y en tiempo real para´metros del frente de llamas tales como
la posicio´n, la velocidad y altura de llamas empleando ca´maras visuales y de in-
frarrojos con diferentes vistas en localizaciones fijas o en medios terrestres o ae´reos.
Y el segundo ejemplo, emplean dos ca´maras para la obtencio´n de la informacio´n
del entorno, de forma que con ambas se pueden obtener, mediante el procesamien-
to de las ima´genes, las coordenadas 3D buscadas. Un ejemplo de estos sistemas de
visio´n estereosco´pica es un robot de gran precisio´n disen˜ado para la desactivacio´n
de bombas [Hengnian Qi, Wei Wang, Liangzhong Jiang, Luqiao Fan, 2007]. Tras
la localizacio´n de la bomba, el manipulador sera´ controlado para llegar a ella una
vez conocidas sus coordenadas. El sistema del robot esta´ formado por dos partes,
el subsistema de visio´n estereosco´pica y el subsistema de control de movimiento.
Tambie´n hay otros sistemas emplea una ca´mara combinada con otro sensor, se
puede mencionar un sistema de medida de visio´n a distancia para veh´ıculos sub-
marinos no tripulados [Muljowidodo K., Mochammad. A. Rasyid., 18Identificacio´n
o´ptica de la posicio´n y orientacio´n de un Veh´ıculo Ae´reo no Tripulado Sapto Adi
N., and Agus Budiyono] que emplea una ca´mara y un puntero la´ser. Este sistema
predice la distancia horizontal entre el veh´ıculo y la pared o la distancia vertical
entre el veh´ıculo y la superficie por debajo de e´l. Por medio del procesamiento de
la imagen, detecta el la´ser y calcula la distancia basada en la posicio´n del la´ser en
la imagen.
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Figura 1: A la izq: Despliegue de estaciones. A la der: Estacion frontal.
1.2. Problemas que nos podemos encontrar
Tanto con los UAV y las ca´maras nos encontramos problemas de hardware. En
los UAV sobre todo el problema esta en la duracio´n de las bater´ıas que nos encon-
tramos con duraciones aproximadamente menores a la hora de uso y si no se esta´
atento del tiempo de vuelo y si no dispone el UAV de un sistema de prevencio´n
de aterrizaje automa´tico cuando la bater´ıa llega a un porcentaje critico, el UAV
caera´ sin control, provocando dan˜os al UAV al caer contra el suelo a gran velocidad.
En las ca´maras el problema que nos podemos encontrar es la calidad de la
ca´mara, por ejemplo a que resolucio´n, frame por segundo a la que puede grabar
la ca´mara, tambie´n el ruido, las distorsiones, falsos colores, etc, que producen los
sensores que incorporan las ca´maras.
Para nuestro sistema de aterrizaje automa´tico el problema que nos podemos
encontrar son varios, como hemos hablado antes los UAV y las ca´maras tienen
ciertos inconvenientes por lo que al mezclarlo estos problemas se suman y se pue-
den complicar. Por ejemplo el aterrizaje automa´tico necesita de un patro´n donde
se quiera aterrizar el UAV, ya sea encima de un veh´ıculo, nav´ıo o incluso en una
plataforma terrestre. Si este patro´n no esta bien dibujado, esta desgastado e inclu-
so no haya buena iluminacio´n el sistema de aterrizaje no detectara bien el patro´n
y si el patro´n no se detecta correctamente, puede que el sistema no calcule´ bien
la altura y esto pueda provocar dos problemas, el primero es que el sistema crea
que esta´ ma´s arriba y en realidad este ma´s cerca del suelo y el UAV se estrelle o al
reve´s, que el sistema crea que esta en el suelo pero en realidad el UAV se encuentre
a una altura elevada.
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Para el aterrizaje automa´tico tambie´n nos podemos encontrar con problemas
en el control de la velocidad en el descenso,este fallo tambie´n viene producido por
lo descrito en el pa´rrafo anterior. Si el sistema calcula que el UAV esta´ a una cierta
altitud elevada el descenso puede ser ma´s ra´pido pero si en realidad se encuentra
ma´s bajo, el UAV al ir deprisa podra´ ocasionar ciertos dan˜os e incluso su propia
destruccio´n.
1.3. Solucio´n a ofrecer para los problemas
En los UAV la solucio´n que podemos aportar es poner bater´ıas de ma´s amperios
horas para tener mayor duracio´n y tambie´n incorporar un sistema para prevenir
que el UAV se quede sin bater´ıa y caiga en vac´ıo. Este sistema ser´ıa que el control
del UAV detectara el nivel de carga de las bater´ıas y cuando estas lleguen a un de-
terminado nivel, as´ı el sistema aterrizara el UAV en la localizacio´n que se encuentre
o si le permite retornar al punto de de partida o ir a un punto elegido por el usuario.
En las ca´maras no podemos modificar el hardware por eso todo las soluciones
que se pueden hacer son de tipo software. Cuando se esta haciendo el programa
para la aplicacio´n que queremos, se meten ciertos comandos que mejoran o modi-
fican la calidad de la imagen para mejorar las caracter´ısticas que nos interese para
que la aplicacio´n funcione correctamente. Estos comandos lo que hacen es mejorar
bordes, quitar el ruido que produce los sensores, quitar la distorsio´n que se puede
producir si la ca´mara no enfoca correctamente, etc.
La solucio´n que ofrecemos para los problemas que hemos descrito cuando el
sistema esta montado en conjunto, es nuestro sistema de aterrizaje automa´tico, ya
que preveremos y tendremos en cuenta todos esos problemas que hemos descrito
anteriormente y as´ı el aterrizaje automa´tico sea el mejor posible y el que menos
inconvenientes ponga al UAV y as´ı no le dan˜e.
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Para el control de la velocidad de los motores en su aterrizaje nos apoyaremos
en un proyecto realizado por un compan˜ero.
1.4. Objetivos
El objetivo de este proyecto es la adquisicio´n de los puntos caracter´ısticos que
compone la imagen patro´n para ma´s tarde poder encontrarlos en la imagen a tiem-
po real. Para conseguirlo, se debe atender a unas etapas, que pasaremos a explicar:
-Obtencio´n de la matriz de calibracio´n de la ca´mara: Se obtiene la matriz de la
ca´mara para poder obtener ciertos valores espec´ıficos para el calculo de la altura.
-Obtencio´n de los puntos caracter´ısticos: Se obtendra´n los puntos caracter´ısticos
de cada imagen obtenida por la ca´mara. Se expondra´n varias formas de extraccio´n
de las caracter´ısticas de dichos puntos y la eleccio´n de los ma´s adecuados.
-Comparacio´n de los puntos y eliminacio´n de los puntos no deseados: Cuando se
tengan los puntos caracter´ısticos de las ima´genes, se procedera´ a la comparacio´n
entre las ima´genes. A trave´s de este me´todo se obtiene los puntos que pertenecen
a las dos ima´genes y el resto al ser puntos no deseados se eliminaran.
-Calculo de posicio´n y orientacio´n: Una vez detectado el objeto se procedera´ a la
obtencio´n de la posicio´n y orientacio´n del patro´n respecto al centro de la imagen.
1.5. Resumen de lo que se vera en el documento
La memoria estara´ estructurada en cinco bloques. Se van a proceder a exponer
un breve resumen de cada uno a continuacio´n:
-Capitulo 1 Introduccio´n. En este cap´ıtulo se introduce las motivaciones por la que
se elabora el proyecto y los objetivos a los que se procedera´ a conseguir.
-Capitulo 2 Estado del Arte. En este cap´ıtulo se muestra la base teo´rica que es ne-
cesaria para la compresio´n y la elaboracio´n del proyecto. Se definira´n los me´todos
de obtencio´n de las puntos caracter´ısticos, SIFT, SURF, AKAZE Y ORB.
-Capitulo 3 Algoritmo. Este capitulo se define el algoritmo que se ha usado para
la obtencio´n de los puntos caracter´ısticos reales y su uso. Para ello se expondra´n
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cada una de las partes en las que esta´ dividido, como es la extraccio´n de los key-
points y descriptors, la comparacio´n entre las dos ima´genes y calculo de posicio´n
y orientacio´n.
-Capitulo 4 Experimentos y Resultados. Este capitulo se introducen las pruebas
practicas que se han obtenido de la ejecucio´n del algoritmo. Se efectu´a la justi-
ficacio´n de la eleccio´n del me´todo elegido para la extraccio´n de los keypoints. Y
tambie´n se comentara los componentes utilizados en el proyecto.
-Capitulo 5 Conclusiones y trabajos futuros. Se expondra´n las conclusiones obteni-
das del proyecto y tambie´n las lineas de investigacio´n futuras por la que se pueda
avanzar el proyecto.
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2. Estado del Arte
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2.1. Introduccio´n
En este capitulo vamos a hablar sobre la historia de los UAVs, la forma con la
que se pueden clasificar, su composicio´n. Tambie´n hablaremos de las aplicaciones
que se le puede dar a la ca´mara y pondremos algunos ejemplos.
2.2. UAVs
La palabra UAV viene de las sigas Unmanned Aerial Vehicle, en castellano se
traduce como Veh´ıculo Ae´reo No Tripulado, en siglas VANT, la agencia de defensa
del ejercito de Estados unidos[2] lo define como:
Un veh´ıculo ae´reo que no lleva a bordo a un operador humano, utiliza las fuer-
zas aerodina´micas para generar la sustentacio´n, puede volar de forma auto´noma o
remota, que puede ser fungible o recuperable, y que puede transportar una carga
de pago letal o no.
Por lo que esta definicio´n excluye a los misiles, planeadores(no llevan planta
propulsora) o los globos y dirigibles de la clasificacio´n de UAVs.
2.2.1. Historia UAV
A partir de a Segunda Guerra Mundial se ha intentado conseguir un arma que
consiguiera generar dan˜os sin poner siendo capaz de no arriesgar la vida humana.
Por eso los eje´rcitos de las dos grandes superpotencias de la e´poca (Unio´n Sovie´ti-
ca y Estados Unidos) han investigado en nuevos aviones que puedan ser pilotadas
desde tierra, con la consecuencia de no poner en peligro a ningu´n soldado. [12]
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Figura 2: Cronolog´ıa UAVs
En las de´cadas posteriores a la Segunda Guerra Mundial se experimentaban
para conseguir la obtencio´n del UAV. Los primeros UAV que se obtuvieron, fueron
avionetas controladas por radiofrecuencia. El inconveniente de este tipo de control
era su fiabilidad y su corto alcance de trabajo, por lo que solo se uso este me´todo
para experimentacio´n.
Cuando se desarrollaron los aviones a reaccio´n se vuelve a intensificar la in-
vestigacio´n del poder manejar los aviones de forma remota. Durante la de´cada de
los sesenta se introducen dispositivos de visio´n, usando se para espionaje y para
reconocimiento del terreno.
Pero estos tipos de UAV tambie´n presentaban inconvenientes: era muy dif´ıcil de
hacerlos aterrizar sin que se ocasionara dan˜os en la aeronave. Otros problemas que
surg´ıa en esa e´poca eran las limitaciones tecnolo´gicas.
Gracias a la mejora que hubo en la tecnolog´ıa de la de´cada de los an˜os ochen-
ta se pudo intensificar el uso de los UAVs. Se pudieron desarrollar vuelos pre-
programados y se empezo´ a usar los helico´pteros. Tambie´n se fueron introduciendo
ma´s sensores que permit´ıan hacer la navegacio´n y el control desde tierra ma´s fa´cil.
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El estudio de naves auto-tripuladas siguio´ en aumento por el ejercito de los Es-
tados Unidos. Introdujeron mejoras en las naves, por ejemplo, el sistema de GPS,
uso de sistemas digitales de control de vuelo, y tambie´n el vuelo a mayor altura
para conseguir ser no descubierto.
En la e´poca de los noventa se desarrolla el primer UAV militar funcional, el cual se
denomino MALE UAS Pedrator. Este UAV es de gran envergadura, con propulsio´n
a reaccio´n y se puede controlar desde tierra a tiempo real.
Figura 3: MALE UAS Pedrator
Tambie´n aparece las primeras aeronaves de despegue y aterrizaje en vertical.
Figura 4: Yamaha R50
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Paralelamente al desarrollo de los UAV militares, se empezo´ a ver que utilidad
se le puede a dar a los UAV en la vida civil. Pero se ve retenido por problemas
e´ticos sobre su uso indebido.
Por otro lado, se potencia el uso de las naves de despegue y aterrizaje vertical
debido a que tienen un mejor uso y un menor ı´ndice de accidentes.
A partir del an˜o 2010, van apareciendo nuevos UAV, los UAV para uso comer-
cial. Estos UAV hacen un gran impacto sobre el pu´blico por su taman˜o reducido y
el manejo que se consigue, se les denomina como drones. Al ser controlados fa´cil-
mente mediante un radio control, se van introduciendo en el uso de actividades
deportivas u obtencio´n de ima´genes.
Pero au´n no se queda hay su utilidad, ya que estos dispositivos tienen muchas
posibilidades de uso, ya sea para uso personal o uso profesional.
En conclusio´n, el mundo de los drones dispone de una gran evolucio´n y por
esto los investigadores deciden invertir en esta tecnolog´ıa.
Figura 5: Modelo Python
2.2.2. Clasificacio´n
Los UAV se pueden clasificar con distintos criterios, por su la carga ma´xima, la
forma de despegue, la altitud a la que es capaz de alcanzar o el nivel de autonomı´a
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alcanzable[5].
Vamos a diferenciar la diferencia que hay entre el te´rmino UAS y el te´rmino
UAV:
UAS (Unmanned Aerial System): abarca tanto la nave, sensores, sistema de
control, que puede ser auto´nomo o ser controlado desde tierra.
UAV (Unmanned Aerial Vehicle): abarca la nave, sensores y define la propul-
sio´n, procesado, estructura y sensores.
Como no se puede distinguir a primera vista los te´rminos, en el proyecto vamos
a usar el te´rmino UAV para simplificar.
En el documento clasificaremos los UAV segu´n su forma de despegue, ya que
nos dara´ una mejor aproximacio´n al aspecto.
Figura 6: Clasificacio´n UAV segu´n su despegue
18
Mi encabezado
Dentro de la clasificacio´n de UAV de despegue vertical se puede diferenciar
por su sistema de estabilidad, los helico´pteros consiguen la estabilidad a trave´s del
rotor de cola y los multi-rotores consiguen la estabilidad a trave´s de la alternancia
de la aceleracio´n de sus motores.
Para los UAV de despegue horizontal podemos clasificarlo por el tipo de ala.
Los aviones de ala fija, utilizan un propulsor y un timonel de cola consiguen as´ı
su estabilidad. Los UAV que esta´n basados en el ala de un ala delta consiguen la
estabilidad variando la superficie de contacto con el aire. Los UAV de ala flexible
se desplazan gracias a un propulsor y consiguen la estabilidad gracias a un sistema
basado en ala delta.
Los UAV que ma´s se usan para el uso comercial son de despegue vertical (pala
rotativa), ya que la accio´n de despejar y aterrizar es menos peligroso y ma´s sencillo.
Figura 7: UAV multi-rotor y UAV helicoptero
Figura 8: UAV Ala delta y UAV parapente
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Figura 9: UAV aeroplano
2.2.3. Trabajos con ca´maras en los UAVs
La ventaja que se consigue al usar un UAV es la posibilidad de volar en casi
cualquier zona con ventajas que no se consigue con naves pilotadas:
-Un coste reducido de mantenimiento.
-El riesgo que sufren los trabajadores se minimiza al no haber pilotos.
-Se puede acceder a las zonas mas dif´ıciles que naves ma´s grandes.
Para que el usuario pueda ver lo que contempla el UAV, se le an˜ade una ca´mara.
Por lo que la ca´mara se convierte en unos de los elementos ma´s importantes a
desarrollar, la integracio´n de la adquisicio´n de ima´genes y su ana´lisis.
Se va a proceder a explicar algu´n ejemplo civil para demostrar que el trata-
miento de las ima´genes tiene mucha importancia.
Vamos a empezar la aplicacio´n de UAV en el mantenimiento de tendidos ele´ctri-
cos. Como el uso de tendidos ele´ctricos ae´reos son muy comunes para el transporte
de la electricidad. Para poder mantener estos postes hasta hace unos an˜os el siste-
ma de mantenimiento era costoso y arriesgado ya que se ten´ıa que usar helico´pteros.
Se ha empezado a usar los UAV para este tipo de trabajo, con lo que se consigue
el descenso del coste de mantenimiento y sobre todo la disminucio´n del riesgo que
corren los trabajadores.
Los UAVs en el mantenimiento de los postes se centran sobre todo en los si-
guientes campos:
-Tendido de ca´bles: Cuando se van a instalar nuevos postes de tendido ele´ctrico
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y se tienen que tirar los cables de alta tensio´n entre los dos postes es necesario
tirar un cable guia, por el cual despue´s va a ir el cable principal. El cable guia se
suele llevar de un poste a otro con ayuda del UAV, con lo que se consigue salvar
accidentes geogra´ficos.
-Transporte de cargas: Para ayudar a los operarios en la reparacio´n de los postes,
si necesitan herramientas o incluso piezas de sustitucio´n, en vez de bajar y subir
con el UAV se les facilita sin tener que moverse del poste.
-Inspeccio´n ae´rea de las lineas: Para esta accio´n se suele usar helico´pteros, pero con
los UAV se consigue ahorrar en costes de mantenimiento y sobre todo minimizar
el riesgo de dan˜ar el tendido.
-Inspeccio´n intensiva de lineas: Para este trabajo el trabajador se debe subir al
poste lo que con lleva un riesgo de ca´ıda, por lo que hoy en d´ıa se esta´n empleando
los UAV. Estos aportar seguridad al trabajador y la inspeccio´n se realiza en un
tiempo menor.
Se puede consultar el articulo[7] que aparece en la bibliograf´ıa.
En la agricultura tambie´n se han empezado ha usar los UAVs, al usar este
sistema se ha conseguido aumentar la produccio´n respecto a an˜os atra´s. Cos los
UAVs se consigue cierta precision, por lo que se consigue aprovechar mejor los
recursos. En la agricultura se puede distinguir en cuatro etapas:
-Monitorizacio´n: Es la detencio´n y el mapeo de las variables que se desean en cada
momento.
-Toma de decisiones: Es la elaboracio´n de un plan para la resolucio´n de los pro-
blemas.
-Actuacio´n: La ejecucio´n del plan que se ha propuesto.
-Comprobacio´n: Evaluacio´n de si ha sido eficaz el plan, tanto medioambiental co-
mo econo´mico, para poder ser aplicados el an˜o que viene.
En la parte de monitorizacio´n es cuando entra en funcionamiento el UAV. An-
tes de que se usara los UAVs, se usaba ima´genes por sate´lites, pero este sistema
tenia un inconveniente y es que no se pod´ıa usar cuando esta nublado y sobre todo
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las ima´genes son de baja resolucio´n. El uso del UAV se aplica a:
-Detencio´n de necesidad de riesgo para cada zona.
-Detencio´n de plagas.
-Detencio´n de malas hierbas en las zonas.
Se puede consultar el articulo[9][11] que aparece en la bibliograf´ıa.
Tambie´n hay que tener en cuenta el nu´mero de ca´maras empleadas, depende
de las necesidades del sistema, algunos sistemas cuentan con una u´nica ca´mara y
los sistemas que emplean dos ca´maras, llevando a cabo lo que se conoce como vi-
sio´n estereosco´pica, y otros con ma´s de dos. Todos estos sistemas, adema´s, pueden
complementarse con el uso de algu´n sensor de distinta naturaleza.
A continuacio´n se van a mencionar un ejemplo de un proyecto que tiene que
detectar y seguir un objeto y que emplean la visio´n.
En el caso de un robot jugador de Ping-Pong [J. J. Rodrigo, L. Acosta, J.A.
Me´ndez, S. Torres], por ejemplo, su sistema de visio´n esta´ formado por una u´nica
ca´mara y e´ste se basa en la deteccio´n de la pelota y de la sombra que la misma
proyecta sobre la mesa. Las tareas del sistema de visio´n son las de procesar la
imagen y estimar la trayectoria que seguira´ la pelota en el espacio. Su cuerpo,
adema´s, consta de dos articulaciones que permiten llevar a cabo las tareas del sis-
tema de control, interceptar la bola y orientarla en el espacio, y golpearla segu´n
la estrategia de juego.
Ahora se van a mostrar un ejemplo de aterrizajes automatizados de otros usua-
rios. El primer ejemplo que vamos a poner es un sistema del aterrizaje de un UAV
sobre un nav´ıo en movimiento [Nuno Pessanha Santos]. Este sistema utiliza la vi-
sio´n y mezcla varios me´todos de deteccio´n de objetos para conseguir que el UAV
pueda aterrizar sin ningu´n inconveniente.
22
Mi encabezado
Figura 10: Sistema de Nuno Pessanha Santos
Otro ejemplo de aterrizaje automa´tico es de la universidad Chemnitz de
Alemania [Sven Lange, Niko Su¨nderhauf, Peter Protzel], este ejemplo de es de
un quadrotor que tiene que aterrizar sobre un patro´n. Este sistema es parecido
a nuestro sistema por lo que podr´ıamos compararlo con nuestro sistema. Este
sistema es distinto al anterior descrito ya que la ca´mara esta en puesta para ir
siempre paralela al suelo como nuestro sistema, por lo que nos deshacemos de un
inconveniente que tener la ca´mara algo inclinada. Al tener la ca´mara paralela al
suelo el calculo de la posicio´n respecto al patro´n se hace mucho ma´s simple.
Como se ha podido observar, son numerosos los sistemas que emplean la visio´n
para el reconocimiento del medio.
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Nuestro sistema se enmarcara dentro del primer grupo, es decir, el sistema se
encargara de la localizacio´n de un objeto fijo. Como se ha explicado anteriormente,
la idea inicial se baso en un cuatrimotor que, tras detectar el patro´n elegido podra´
calcular su posicio´n, altura y la orientacio´n respecto al patro´n para descender en el.
2.2.4. Otros sistemas de localizacio´n
A continuacio´n se realiza un repaso por los distintos sistemas sensoriales [A.
Gardel Vicente, 2004], existentes en la actualidad, que permiten la localizacio´n de
un objeto en el entorno, analizando sus caracter´ısticas.
Los robots cuentan en su arquitectura ba´sica con sensores. Estos sensores, a
pesar de ser de diferentes tipos y naturaleza, son complementarios, de hecho, la
fusio´n de informacio´n proveniente de distintos sistemas sensoriales ha sufrido un
considerable auge.
Una posible clasificacio´n de los sensores esta´ basada en la forma de controlar
el robot, de manera interna o externa:
- Sensores internos: controlan accionamientos de la estructura meca´nica del
robot y permiten implementar te´cnicas de posicionamiento relativo como los po-
tencio´metros o los sensores odome´tricos e inerciales.
- Sensores externos: detectan la posicio´n del robot respecto al entorno. Estos
sensores pueden ser de contacto (antenas, bumpers, dedo robot, array sensor, etc.)
o de no contacto como los ultrasonidos, la visio´n, los infrarrojos o los sensores radio.
Otra posible clasificacio´n de los sensores se basa en el posicionamiento llevado
a cabo, es decir, relativo o absoluto:
- Sensores relativos: miden la posicio´n del robot a partir de su posicio´n ante-
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rior, por lo que es necesario conocer su posicio´n inicial, pero presentan el problema
de que, con el tiempo, acumulan errores de ca´lculo, haciendo necesaria una nue-
va localizacio´n externa. Estos sensores son los odome´tricos y los inerciales, de los
que algunos ejemplos son los potencio´metros, encoders, giro´scopos y acelero´metros.
- Sensores absolutos: miden la posicio´n del robot respecto un sistema de re-
ferencia externo, independientemente de su posicio´n anterior. Estas te´cnicas son
usadas por sensores externos. Los sensores explicados a continuacio´n son sensores
absolutos. En tareas de posicionamiento a corta distancia donde es necesaria una
localizacio´n muy precisa, los sensores empleados son los meca´nicos y los magne´ti-
cos. Los sensores meca´nicos no tienen problemas de interferencias y sus errores
esta´n sujetos a las incertidumbres de las medidas de las piezas y holguras en los
movimientos meca´nicos. Mientras que los sensores magne´ticos son ma´s baratos que
los meca´nicos y no tienen que estar en contacto con el objeto pero s´ı muy pro´ximos
a e´l.
Dentro de los posibles sensores o´pticos, la luz infrarroja es utilizada frecuente-
mente para tener menos interferencias con otras fuentes luminosas, pasando inad-
vertida para los humanos. Los sensores o´pticos tienen una elevada precisio´n y
ra´pida respuesta aunque esta´n limitados por el alcance de la fuente de luz. El pre-
cio de estos sensores es ma´s elevado que el de otros.
Dentro de los sistemas de visio´n artificial se puede hacer uso de marcas ar-
tificiales y/o marcas naturales. La ventaja de las artificiales con respecto a las
naturales es que son ma´s sencillas de reconocer en el entorno porque su apariencia
no depende del entorno, hecho que hace a e´stas ma´s robustas aunque, por el hecho
de existir ya en el entorno, las naturales no hay que incorporarlas.
Los dispositivos de ultrasonidos [Diego Pe´rez de Diego, 2006] utilizan frecuen-
cias por encima de los 20KHz, imperceptibles por el o´ıdo humano. Son baratos,
compactos y ligeros, pero su precisio´n no es muy elevada y depende de las condi-
ciones del medio en el que se encuentren.
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El funcionamiento ba´sico de los ultrasonidos se muestra en la siguiente figura,
donde se tiene un receptor que emite vibraciones perio´dicas en el tiempo y en el
espacio a una velocidad de transmisio´n de 340m/seg. Estas vibraciones rebotan
sobre un determinado objeto y la reflexio´n de esas vibraciones es detectada por un
receptor de ultrasonidos. Midiendo el tiempo que transcurre entre la emisio´n del
sonido y la percepcio´n del eco se puede establecer la distancia a la que se encuentra
el objeto que ha producido la reflexio´n de la onda sonora.
Figura 11: Funcionamiento basico ultrasonido
Los sistemas radio, GSM, etc. se utilizan para la localizacio´n y posicionamiento
robusto de veh´ıculos y mo´viles, pero tienen una precisio´n baja y son susceptibles
de interferencias por otras ondas de radio.
Figura 12: Rango de distancias de aplicacio´n de los sistemas de posicionamiento
Como se puede ver en la figura anterior, segu´n para que´ distancias se trate, son
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mejores algunos sistemas u otros.
A distancias cortas, los sistemas ma´s u´tiles son los de contacto directo (sensores
meca´nicos y magne´ticos) ya que realizan los ca´lculos con gran precisio´n.
Para distancias alrededor de los 10m los dispositivos ma´s adecuados son los
ultrasonidos. Este sensor espera un tiempo hasta que las vibraciones emitidas des-
aparezcan y este´ preparado para recibir el eco producido por el objeto, por lo que
existe una distancia mı´nima a partir de la cual el sensor mide con precisio´n. A
distancias ma´s pequen˜as, el sensor, por tanto, no es preciso.
Sin embargo, las balizas permiten posicionar un objeto a 100m de distancia
mediante la comparacio´n de sen˜ales enviadas por las fuentes emisoras. A distan-
cias de 1000m, el sistema ma´s adecuado es el GPS, Global Positioning System, o
Sistema de posicionamiento y navegacio´n basado en sate´lites.
En el rango de distancias de 0 a 100m, se puede emplear la visio´n para el po-
sicionamiento de un objeto. En el apartado anterior “Trabajos relacionados” se
pueden comprobar las distintas utilidades de los sistemas de visio´n y las distintas
precisiones conseguidas en ellos. Por ejemplo, el sistema desarrollado para la des-
activacio´n de bombas [Hengnian Qi, Wei Wang, Liangzhong Jiang, Luqiao Fan,
2007], necesita unos ca´lculos muy precisos y a muy pequen˜as distancias, frente
al de monitorizacio´n de incendios [J. R. Mart´ınez-de Dios, A. Ollero, L. Merino,
y B. C. Arrue, 2006] en el que la precisio´n es importante, pero no se consideran
distancias tan cortas y por tanto, el error en los ca´lculos es admisible.
Tras este ana´lisis de los dispositivos sensoriales existentes, cabe destacar que
nuestro sistema lleva a cabo el posicionamiento de manera absoluta, puesto que
no es necesario en un momento dado conocer la posicio´n anterior del cuatrimotor.
El sistema emplea la visio´n como medio de comunicacio´n con el entorno puesto
que, por medio de las capturas de la ca´mara, se obtiene la informacio´n necesaria
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para el ca´lculo de la posicio´n y de la orientacio´n respecto al patro´n.
Tambie´n hay que indicar que las marcas empleadas para la visio´n son artifi-
ciales, pudiendo emplear tambie´n marcas naturales, siempre y cuando sean bien
distinguibles en el entorno.
En nuestro caso, con la ca´mara de que disponemos y las pruebas realizadas
con el sistema, la distancia de aplicacio´n para el posicionamiento y la precisio´n
dependen directamente del taman˜o del objeto de referencia.
Si el objeto de referencia es pequen˜o, la precisio´n sera´ mayor cuanto ma´s cerca
este´ el objeto de la ca´mara; o lo que es lo mismo, a mayor distancia, ma´s posibi-
lidades hay de que las ca´maras no vean el objeto o se confunda con el entorno y,
por lo tanto, menos fiabilidad habra´ en el ca´lculo de las medidas.
Sin embargo, si el objeto de referencia es ma´s grande, se puede calcular la po-
sicio´n a mayor distancia, siempre y cuando el objeto este´ en el campo de visio´n de
la ca´mara.
2.3. Obtencio´n y descripcio´n de los keypoints
Los keypoints (puntos de intere´s) es uno de los aspectos ma´s fundamental en
la computacio´n de ima´genes. EL objetivo es encontrar los puntos de la imagen que
nos defina el contenido de la imagen. En esta seccio´n vamos a explicar el concepto
de keypoint, explicando sus caracteristicas y el tipo de clasificacio´n de las mismas.
Los descriptors es la forma de almacenar la informacio´n que nos ofrece los key-
points.
Se van a explicar algunos de los me´todos que se pueden usar para la extraccio´n
de los puntos y los descriptores y por u´ltimo, se va a realizar una comparacio´n de
los me´todos que se van a describir y se elegira´ el que mejor se adapte a nuestro
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objetivo.
Definir los keypoints tiene una complejidad, ya que segu´n sea la aplicacio´n en
la que se vaya a utilizar, la definicio´n puede ser ma´s o menos compleja. Un key-
point de una imagen contiene cualidades o caracter´ısticas que se destacan de una
imagen. Las caracteristicas pueden varias segu´n el proceso que se vaya hacer.
Para poder hacer la detencio´n de las caracter´ısticas se necesita una operacio´n
de la imagen de bajo nivel(low-level), es decir, son operaciones que se hacen en
primer lugar. El algoritmo de detencio´n aplica una combinacio´n de filtros que sua-
vizan la imagen.,con lo que se consigue eliminar el ruido que producen los sensores
de las ca´maras e informacio´n innecesaria. El siguiente paso es la bu´squeda en cada
pixel las posibles caracter´ısticas y esta informacio´n se guarda en los descriptor,
que son un vector.
Esta datos contienen informacio´n de los p´ıxeles vecinos, as´ı se puede definir un
cambio de tendencia en la imagen, con lo que conlleva informacio´n valiosa en el
tratamiento de ima´genes. Los keypoints ma´s destacables suelen estar dentro de los
siguientes grupos:
-Esquinas: Grupo de pixeles que estan agrupados y dan un brusco cambio de
direccio´n. Esta clasificacio´n agrupo las esquinas tradicionales, como las esquinas
que se aprecian una curvatura.
-Bordes: Cuando un pixel o un conjunto de ellos sirve de frontera entre dos zo-
nas de pixeles con informacio´n diferente. Estos puntos contienen un alto gradiente
en la imagen, con lo que se puede identificar el brusco cambio de tendencia entre
pixeles.
-Arrugas: poder distinguir bordes en zonas con un limite muy arrugado es dif´ıcil
de conseguir. Por lo que estos puntos se llaman arrugas y se pueden clasificar como
bordes.
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-Blobs: Gotas en castellano, se hace referencia a las zonas que no han sido sua-
vizados, por lo que no se puede detectar como esquina ni como keypoint.
Como se ha comentado anteriormente en los vectores denominados descriptor
se guarda la informacio´n. En cada posicio´n del vector se guarda la informacio´n que
proporciona el keypoint y la posicio´n que se corresponde en la imagen.
Como cada algoritmo de extraccio´n de las caracter´ısticas de la imagen tiene sus
ventajas e inconvenientes, vamos a exponer una muestra de algunos de los me´to-
dos de extraccio´n de los keypoints, me´todo SURF, me´todo SIFT, me´todo FAST,
me´todo AGAST.
2.3.1. Me´todo SURF
SURF (Speeded Up Robust Features) hace mencio´n a un algoritmo de loca-
lizacio´n y almacenamiento de los keypoints. Fue desarrollado por Herbert Bay[6]
y su primera publicacio´n fue en 2006 en la Conferencia Europea de Visio´n por
Computador. Este me´todo de obtencio´n de keypoints consta en varias etapas:
-Identificacio´n de keypoints.
-Determinacio´n de la orientacio´n.
-Construccio´n del descriptor.
IDENTIFICACION KEYPOINTS
Para la identificacio´n de los keypoints, el me´todo SURF hace una aproxima-
cio´n de la matriz Hessiana para determinar la escala y posicio´n, obteniendo as´ı
una mayor velocidad de ca´lculo y tambie´n consiguiendo una alta precisio´n.
Para cualquier punto p(x, y) en la imagen I, la matriz Hessiana a escala σ se
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describe como:
H(p, σ) =
Lxx(p, σ) Lxy(p, σ)
Lyx(p, σ) Lyy(p, σ)
 (1)
Donde:
Lxx(p, x) =
ϑ2
ϑx2
· g(σ) (2)
De igual manera se define Lxy(p, σ), Lyx(p, σ),Lyy(p, σ).
El me´todo SURF tiene cierta limitaciones con los filtros gaussianos, por lo que
utiliza un filtro de caja, el cual consiste en hacer una estimacio´n de las derivadas
parciales de segundo orden de las gaussianas involucradas.
Figura 13: Estructura y taman˜o de los filtros utilizados en SURF a diferentes
escalas.
Se definen Dxx, Dyy,Dxy como las aproximaciones de las derivadas parciales.
Se define el determinante de la matriz Hessiana como:
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det(Haprox) = DxxDyy − (0,9Dxy)2 (3)
Con el filtro de caja no se es necesario aplicar ningun filtro ma´s a la salida.
De primera se aplica el filtro de caja con una dimension de 9x9, obteniendo una
salida con una escala inicial de a=1.2 que se corresponde a una gaussiana de σ =1.2.
El algoritmo SURF el espacio-escala esta dividido en octavas. Las escalas tie-
nen un nu´mero fijo de ima´genes que es el resultado de la convolucio´n de la misma
imagen original con una serie de filtros cada vez mas grandes.
Para poder calcular la posicio´n de todos los keypoints en todas las posibles
escalas se eliminan todos aquellos puntos que no cumplan con la condicio´n de un
vecindario ma´ximo 3x3x3. Por esta razo´n, el ma´ximo determinante de la matriz
Hessiana es interpolado en la escala y posicio´n de la imagen.
DETERMINACIO´N DE LA ORIENTACION
Cuando ya se ha obtenido los buenos keypoints, el siguiente paso es la deter-
minacio´n de la orientacio´n, hacie´ndolos invariantes ante cambios en la rotacio´n.
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Figura 14: Funcio´n de Harr para el me´todo SURF
Se calcula la respuesta de Harr con una direccio´n en x e y, como aparece en la
figura anterior, en un entorno circular de radio 6s (donde s es la escala del punto
centrado) en el keypoint. Las respuestas onduladas var´ıan en funcio´n de s, cuanta
mayor sea la escala mayor sera´ la dimensio´n de la respuesta. Seguidamente se usa
de nuevo las ima´genes integrales consiguiendo un filtrado ma´s ra´pido.
Las respuestas que son obtenidas se ponderan mediante una gaussiana con σ =
2, 5s centrada en el keypoint. La orientacio´n dominante la obtenemos mediante la
suma del conjunto de respuestas en una ventana de orientacio´n variable un a´ngulo
espacial. Con este para´metro obtenemos de forma experimental y permite cubrir
aproximadamente 3
pi
radianes. Con la suma de las dos respuestas, la vertical y ho-
rizontal se construye un nuevo vector, con la orientacio´n determinada por el vector
de mayor longitud.
CONSTRUCCIO´N DEL DESCRIPTOR
Cuando se han conseguido los keypoints se procede a crear un descriptor para
el almacenamiento. Para almacenar la informacio´n, coge una regio´n cuadrada con
la orientacio´n calculada en el paso anterior y centrada en el keypoint de taman˜o
20s. Se reducen las regiones a subregiones de taman˜o 4x4 y para cada subregio´n
se determina las caracter´ısticas en puntos diferenciados por unas regiones de ta-
man˜o 5x5. Las respuestas de Haar para cada una de las direcciones, dx y dy, con
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referencia a la orientacio´n del punto de intere´s. Con estas respuestas se ponderar
con unas gaussiana de σ = 3, 3s. Mediante esta accio´n se consigue robustez contra
posibles deformaciones geome´tricas y errores de posicionamiento.
Con las respuestas de cada subregion, dx y dy, se suman consiguiendo la infor-
macio´n del descriptor. Para obtener la informacio´n de la polaridad se suma |dx| y
|dy|.
Las subregiones del vector descriptor del me´todo SURF tiene cuatro conjuntos
de informacio´n por cada elemento y con una extensio´n de 64 elementos.
Consultar los articulos [6][12] de la bibliograf´ıa.
2.3.2. Me´todo SIFT
SIFT[10](Scale-Invariant Feature Transform) hace referencia a un algoritmo de
bu´squeda de keypoints. Lo desarrollo David Lowe en 1999 en la universidad British
Columbia en Vancouver, Canada´. Se trata de un algoritmo robusto ante:
-Cambio en la escala.
-Cambio en el giro.
-Ruido en la imagen.
Cambio en la iluminacio´n.
Es un detector con un buen rendimiento y precisio´n en la bu´squeda de key-
points. Su tiempo de respuesta es aceptable, aunque no es muy ra´pido. Dispone
de un algoritmo de bu´squeda de keypoints y la posibilidad de crear sus propias
descriptors. Su punto fuerte es la posibilidad de crear una gran cantidad de des-
criptors estables y robustos antes cambios.
El me´todo SIFT se divide en cuatro procesos:
-Identificacio´n de max y min.
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-Filtro de los puntos de intere´s.
-Determinacio´n de la orientacio´n.
-Construccio´n de los descriptors.
En las siguientes paginas describiremos las etapas del algoritmo SIFT.
IDENTIFICACIO´N DE MAX Y MIN
Esta primera etapa realiza varios filtros encadenados para as´ı sacar los valores ex-
tremos de los keypoints.
La primera operacio´n es determinar la posicio´n y escala de forma repetida a
diferentes vistas del objeto. El conjunto de estas vistas es filtrado por un filtro
gaussiano. Los puntos obtenidos son los mı´nimos y ma´ximos resultantes de las
restas de los filtros ejecutados a escalas diferentes
Se define L(x,y,σ) como el espacio de la escala de la imagen, resultante de convolu-
cionar la imagen I(x,y) con la Gaussiana de escala variable G(x,y,σ) de la siguiente
manera:
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (4)
Donde la Gaussiana viene establecida mediante la expresio´n matema´tica:
G(x, y, σ) =
1
2piσ2
e−
x2+y2
σ2 (5)
Para poder obtener un algoritmo que sea ma´s eficaz, que obtenga ma´s keypoints
estables se realiza convoluciones basadas en la Diferencia de Gaussianas (DoG) en
el espacio-escala:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) = L(x, y, kσ)− L(x, y, σ) (6)
Donde D(x,y,σ) representa la convolucio´n de la imagen con la diferencia de las
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gaussianas en σ y kσ, con k siendo factor de separacio´n entre escalas definido por
k = 2
1
s . Con esta fo´rmula se puede apreciar que al final D(x,y,σ), la cual es la DoG,
se consigue mediante la resta de dos ima´genes con diferentes escalas, as´ı ahorrando
tiempo de procesamiento.
Figura 15: Diferencia Gaussianas en la escala-espacio
David Lowe en su art´ıculo, unos valores o´ptimos para la aplicacio´n de este paso
ser´ıan: nu´mero de octavas = 4, nu´mero de niveles de escala = 5 y σ = 1,6.
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Los puntos candidatos son mı´nimos y ma´ximos locales de la DoG a las escalas
utilizadas. La siguiente operacio´n es la comparacio´n de cada pixel con sus vecinos
adyacentes y tambie´n con los nueves vecinos de las escalas superior e inferior. Se
selecciona como posible keypoint si el pixel analizado es un ma´ximo o un mı´nimo.
FILTRO DE LOS KEYPOINTS Se eliminan aquellos que han pasado por
los filtros anteriores pero que no son adecuados por su localizacio´n, contraste, etc.
Adema´s se establecen varios condicionales:
-Para eliminar los puntos con un bajo contraste hay que obtener la ecuacio´n de
Taylor de segundo orden de D(x,y,σ), obteniendo:
D(pˆ) = D +
1
2
δDT
δp
pˆ (7)
Si el valor de D(pˆ) es mayor a 0.03 el keypoint es descartado.
-Se interpolan cada punto para saber la posicio´n con precisio´n. Para ello se aplica
la expresio´n de Taylos de la ecuacio´nde DoG que viene dada por:
D(p) = D +
δDT
δp
p+
1
2
pT
δ2D
δp2
p (8)
En la que p es el keypoint a estudiar. Para poder hacer las comprobaciones se debe
derivar respecto a p y particularizar para p=0. Si cualquiera de los valores de la
derivada es mayor a 0.5, el keypoint sera´ descartado por el algoritmo.
-Se eliminan los puntos que indiquen un borde puesto que la funcio´n DoG tiene
una alta respuesta a los bordes.
Si un pico esta´ de´bilmente definido en la funcio´n DoG indica una larga curvatura
en la direccio´n del borde pero pequen˜a en la perpendicular. Dicha curvatura se
evalu´a a partir de matriz hessiana de 2x2 en el punto.
Dxx Dxy
Dyx Dyy
 (9)
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Con H se puede conseguir la suma de sus autovalores y el producto del
determinante:
Tr(H) = Dxx +Dyy = α + β (10)
Det(H) = DxxDyy − (Dxy)2 = αβ (11)
Donde α es el mayor de los autovalores y β es el menor. Se define r como la
relacio´n que hay entre los autovalores α = rβ, relacionando as´ı las dos ecuaciones
anteriores, obtenemos:
(Tr(H))2
det(H)
=
((α + β)2
αβ
=
(rβ + β)2
rβ2
=
(r + 1)2
r
(12)
Solo depende de la relacio´n existente entre los autovalores. Para poder realizar la
relacio´n entre curvaturas hay que analizar la siguiente ecuacio´n:
(Tr(H))2
det(H)
<
(r + 1)2
r
(13)
Un valor de r razonable para la relacio´n seria r=10, si la ecuacio´n anterior no se
cumple el keypoint se elimina.
DETERMINACIO´N DE LA ORIENTACIO´N
En este paso se quiere dar al keypoint de una robustez ante cambios en la rotacio´n.
Se saca el histograma del gradiente de la rotacio´n relativo a los puntos vecinos uti-
lizando la imagen gaussiana de escala ma´s proxima al keypoint. Para cada imagen
procesada se define una magnitud m(x,y) y una rotacio´n θ(x,y):
El valor del gradiente se pondera a cada vecino y se asocia una gaussiana de 1.5σ
con respecto al keypoint. Los picos del histograma son las orientaciones dominan-
tes.
CONSTRUCIO´N DE LOS DESCRIPTORES
Este paso se tiene una lista de keypoints, y cada uno de ellos obtienen la in-
formacio´n de orientacio´n, escala y posicio´n. El u´ltimo paso es la creacio´n de los
descriptors para almacenar toda la informacio´n de los puntos.
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Para la creacio´n de los descriptors el algoritmo usa los histogramas de orientacio´n.
Los descriptors deben permanecen invariantes ante cambios en la imagen y poder
ser distinguidos en un par de ima´genes.
Para calcular el descriptor se usa el histograma de orientacio´n en una regio´n de
dimension 4x4 en el entorno del punto. Estos histogramas se van construyendo en
base a la orientacio´n del punto principal y se pondera por la magnitud del gra-
diente asociado y por una gaussiana 1,5σ del punto estudiado.
Las dimensiones del descriptor componen un vector de 128 elementos. Para darle
robustez contra cambios de luminosidad se le aplica una u´ltima normalizacio´n.
Consultar los articulos [10][12][3] de la bibliograf´ıa.
2.3.3. Me´todo FAST
FAST (Features from Accelerated Segment Test) es otro algoritmo de bu´squeda
de keypoints. Fue desarrollado por Edward Rosten y Tom Drummond[13] en 2006.
Se trata de un me´todo de deteccio´n de esquinas con un bajo conste computacional,
por esto lo hace ideal para el uso en computacio´n visual en la robo´tica.
Con diferencia de los algoritmos de SURF y SIFT, este algoritmo no tiene el
poder de crear los descriptors, por lo que se debe usar los descriptors de uno de
los algoritmos anteriormente descritos.
DETECTOR DE PRUEBAS SEGMENTO
Este me´todo usa un circulo de p´ıxeles de Bresenham con un radio 3 para la clasi-
ficar si el punto central es una esquina. Se le asigna a cada uno de los p´ıxeles del
circulo un nu´mero del 1 al 16.
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Figura 16: Ciruclo Braseham de circulo 3
Se fija la intensidad del pixel candidato Ip. El brillo es analizado del resto de
los puntos del circulo y se compara con Ip. Si se cumple una de las siguientes
condiciones el punto candidato sera una esquina:
-Un conjunto de N pixeles contiguos S, para todo x perteneciente a S, la intensidad
del punto x: Ix < Ip − t.
-Un conjunto de N pixeles contiguos S, para todo x perteneciente a S, la intensidad
del punto x: Ix > Ip + t.
Estas condiciones se van a denominar a partir de ahora condiciones de umbral.
Existe una compensacio´n con la eleccio´n de N y t. Este algoritmo al ser muy veloz,
no es muy precioso.
ESTUDIO DE ALTA VELOCIDAD Para conseguir la velocidad del
algoritmo primero se compara la intensidad de los pixeles 1, 5, 9 y 13 del c´ırculo
con Ip. Para que exista un keypoint se debe satisfacer el criterio del umbral al
menos en 3 de los 4 puntos. Si se cumple esta condicio´n, se analizan los 12 de los
16 puntos del circulo cumplan con el umbral.
Aunque este algoritmo de ensayo tiene varias debilidades:
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-La prueba de alta velocidad no se puede generalizar bien para N¡12. Para este
caso, puede que so´lo 2 de las 4 comprobaciones de brillo de p´ıxeles cumplan con-
diciones de umbral.
-La eficiencia del detector depende de la eleccio´n y el orden de los pixeles de prueba
seleccionados. Sin embargo, es poco probable que los p´ıxeles seleccionados tengan
las condiciones u´ltimas de distribucio´n de las apariencias de la esquina.
-Muchas caracter´ısticas se detectan unas a otras.
MEJORA DEL ALGORITMO CON EL APRENDIZAJE
Para mejorar los dos primeros puntos de´biles se introduce un enfoque de trabajo
que esta´ basado en el aprendizaje de la ma´quina par ayudar a mejorar el algoritmo.
Este aprendizaje funciona en dos etapas, la deteccio´n de esquinas con un valor N
se procesa en un conjunto de ima´genes de entretenimiento. Se aplica el algoritmo
de la forma ma´s sencilla y se comparan con unos valores de umbral apropiados.
Para el punto candidato p, cada localizacio´n del punto se denota como p→ x. El
estado de cada pixel Sp→x deber´ıa pertenecer a uno de los siguientes estados:
- d,Ip→x 6 Ip − t (ma´s oscuro)
- s, Ip − t 6 Ip→x 6 Ip + t(igual)
- b, Ip→x 1 Ip + t(ma´s oscuro)
El vector se puede dividir en tres diferentes particiones, Pd,P y Pb en funcio´n
de los valores obtenidos:
-Pd= p  P: Ip→x =d
-Ps= p  P: Ip→x =s
-Pb= p  P: Ip→x =b
La segunda etapa se declara una variable booleana kp que indica si es o no un
keypoint. Se aplica el algoritmo ID3, este es un algoritmo de a´rbol de decisiones,
para consultar cada subconjunto utilizando la variable Kp para conocer cua´l es la
clase verdadera.
El me´todo funciona con el principio de minimizacio´n de la entrop´ıa. Se utiliza la
variable Kp que mide la cantidad de informacio´n de p para ser una esquina. Para
un conjunto de pixeles Q, la entrop´ıa total de KQ es:
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-H(Q) = (c+n)log2(c+n)-clog2(c)-nlog2(n)
Donde c es el nu´mero de esquinas y n es el nu´mero de no esquinas.
Se aplica de forma recursiva la minimizacio´n de la entrop´ıa a los tres sbgrupos.
El proceso termina cuando la entrop´ıa de un subgrupo es cero, de este modo que
todos los pixeles de ese subgrupo son o no esquinas, es decir, keypoints.
Consultar los articulos [13][15]de la bibliograf´ıa.
2.3.4. Me´todo AGAST
AGAST (Adaptative and Generic Corner Detection Based on the Accelerated
Segment Test) es un me´todo ma´s eficiente que FAST ya que utiliza un espacio de
configuracio´n ma´s detallado, por lo que se consigue una solucio´n mas eficiente.Para
conseguir esto, se evalu´a solamente una pregunta por ciclo. La idea es la siguiente:
elegir un pixel para probar y plantear solo una pregunta. La pregunta entonces se
evalu´a para el pixel escogido y la respuesta que se obtiene se utiliza para decidir
el siguiente pixel y la pregunta que se hara´. Se busca una esquina, por lo tanto, se
reduce a travesar un a´rbol de decisiones binarias. Ya que, se requiere especificar
un pixel a evaluar y el tipo de pregunta que se va a realizar. Por consiguiente, la
configuracio´n espacial aumenta por la adicio´n de dos estados ma´s: no ma´s claro y
no ma´s oscuro. Un estado de un pixel respecto al nu´cleo, denotado por n→ x, es
asignado por:
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Sn→x =

d, In→x < In − t(oscuro)
d, In→x ≮ In − t
∧
S ′n→x = u(nooscuro)
s, In→x ≮ In − t
∧
S ′n→x = b(similar)
s, In→x ≯ In + t
∧
S ′n→x = d(similar)
b, In→x ≯ In + t
∧
S ′n→x = u(noclaro)
b, In→x > In + t(claro)
(14)
Donde S ′n→x es el estado precedente, I es la luminosidad de un pixel y u es el
estado que todav´ıa no es conocido. Esto resulta en un a´rbol binario representativo,
permitiendo una sola evaluacio´n en cada nodo. Teniendo en cuenta esto aumenta
el espacio de configuracio´n a 6N , cuyo rendimiento 616 ≈ 2 · 1012 posibles nodos
para N =16.
Consultar el art´ıculo [16] de la bibliograf´ıa.
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3. Algoritmo
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3.1. Aspectos generales
En este capitulo se expone la estructura general del co´digo utilizado y anali-
zar las estrategias de disen˜o. Se expondra´n los objetivos y condiciones que debe
cumplir el co´digo. Seguidamente, se muestra la estructura que va a tener. Y por
u´ltimo se explica de forma detalla las secciones del co´digo.
3.1.1. Objetivos
El objetivo que tiene que cumplir el co´digo es la extraccio´n de los puntos
caracter´ısticos de una imagen patro´n, para poder encontrar esos mismos puntos
en las ima´genes a tiempo real.
Se puede observar la estructura del algoritmo en el diagrama de flujo propuesto. El
co´digo es un me´todo iterativo, es decir, desarrolla su accio´n dentro de un bucle, que
puede ser definido o infinito. Dispone una linea principal de accio´n, pero dentro
de esa linea de accio´n habra var´ıas lineas de accio´n secundarias, que seguira´ segu´n
las condiciones que se cumplan.
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Figura 17: Diagrama reducido del co´digo
Cuando se ejecuta, lo que se hace es cargar la imagen patro´n, es decir, se da
valores a una matriz con los correspondientes valores de la imagen y se obtienen los
keypoints del patro´n. A continuacio´n nos metemos en un bucle que va obteniendo
los frame del v´ıdeo que va capturando la ca´mara y se van obteniendo los keypoints
de ese frame.
Cuando ya se tiene los keypoints de la imagen patro´n y de la imagen obtenida por
la ca´mara, se comparan y se guardan los puntos que son comunes en las dos ima´ge-
nes. Con esos puntos guardados se localiza la misma imagen que tiene el patro´n
en la imagen a tiempo real. Ya localizado se calcula la posicio´n y la orientacio´n
del dron respecto al patro´n.
Una vez aclarado este punto, se puede definir el funcionamiento ba´sico de cada
parte del algoritmo:
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-Obtencio´n del patro´n. Se carga una imagen almacenada en la memoria.
-Extraccio´n keypoints. se obtiene sus keypoints y se guarda la informacio´n de los
keypoints en los descriptors.
-Obtencion ima´genes a comprobar. Se entra en un bucle y se obtiene ima´genes
desde la ca´mara.
-Extraccio´n de keypoints. se obtienen sus keypoints y se guardan la informacio´n
de los keypoints en los descriptors.
-Criba de los keypoints. Se hace una seleccio´n de los keypoints para solamente
quedarnos con los que nos interesa.
-Localizacio´n objeto. Con la seleccio´n de keypoints se encuentra el objeto en la
imagen que se obtiene de la ca´mara.
-Triangulacio´n. Mediante este me´todo se obtiene la posicio´n del dron respecto al
objeto. Estas coordenadas son x,y,θ y h(altura). -Env´ıo coordenadas. Se env´ıan las
coordenadas obtenidas al control del dron.
3.1.2. Datos de entrada
El algoritmo hace uso de informacio´n del exterior que es necesaria para realizar
las operaciones. Las entradas del algoritmo son las siguientes:
-Imagen patro´n(imagen 1). Se trata de una imagen en color RGB con un ancho
y alto determinados. Esta imagen es obtenida de la memoria, ya que es una imagen
que elegimos nosotros.
-Imagen a tiempo real(imagen 2). Se trata de una imagen a color RGB obtenida a
tiempo real con un ancho y alto determinado por la resolucio´n de la ca´mara.
-Matriz de calibracio´n de la ca´mara. Es una matriz de 3x3 que contiene la informa-
cio´n de la distorsio´n de la lente, distancia focal,etc. La dato que vamos a necesitar
para poder calcular la altura es la distancia focal adema´s de conocer las medidas
del patro´n.
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3.1.3. Datos de Salida
Los datos que nos proporciona el co´digo son las coordenadas del patro´n res-
pecto al dron mediante una resta de coordenadas. Esta informacio´n se guardara
en un vector de puntos para ser enviada a la parte de control.
3.2. Algoritmo Teo´rico
El algoritmo se compone de varias etapas denominadas obtencio´n patro´n y sus
keypoints, obtencion ima´genes a tiempo real y sus keypoints, comparacio´n de key-
points, localizacio´n objeto y calculo de posicio´n y altura.
El siguiente cuadro se puede ver el algoritmo de iteracio´n y como se accede a cada
una de las etapas:
Algoritmo 1 Obtencio´n de la posicio´n
Entrada:Imagen 1, Imagen 2.
SalidaCoordenadas de posicio´n.
1:mientras el programa se ejecute. hacer.
2:Obtencio´n y discriminacio´n de los keypoints.
3:Localizacio´n objeto.
4:Calculo posicio´n y orientacio´n.
5: fin mientras
Este algoritmo representa el funcionamiento general de la estructura, indepen-
dientemente de si el algoritmo se ejecuta por primera vez o no.
El siguiente algorimto se va a desarrollar de forma teo´rica todos los pasos que
recorre el algoritmo para su comprensio´n.
48
Mi encabezado
3.3. Desarrollo del algoritmo
Dentro de esta apartado se explicara de forma detallada el funcionamiento de
cada seccio´n del co´digo, exponiendo fundamentos teo´ricos.
3.3.1. Obtencio´n y discriminacio´n de los keypoints
Como primer paso del algoritmo, en esta seccio´n se va a introducir las variables
de entrada imagen 1 (patro´n) e imagen 2, sera´n computadas para la extraccio´n de
los keypoints. El siguiente paso sera´ almacenar en vectores de keypoints y com-
pararlos entre s´ı para poder eliminar los keypoints que no coinciden en las dos
ima´genes.
El funcionamiento de este bloque se puede ver en el siguiente algoritmo:
Algoritmo 2 Extraccio´n keypoints y comparacio´n
Entrada:Imagen 1, Imagen 2.
Salida Keypoints deseados.
1:Obtencio´n de la imagen 1 (patro´n) y pasar la imagen 1 de escala RGB a escala
de grises.
2:Obtencio´n y almacenamiento de los keypoints de la imagen 1.
3:Obtencio´n de la imagen 2(ima´genes a tiempo real) y pasar la imagen de escala
RGB a escala de grises.
4:Obtencio´n y almacenamiento de los keypoints de la imagen 2.
5:Comparacio´n de los keypoints.
6:Eliminacio´n de los keypoints que no son comunes.
OBTENCIO´N DE LAS IMA´GENES
La parte ba´sica pero fundamenta del algoritmo es la obtencio´n de las ima´genes,
ya sea el patro´n como las ima´genes obtenidas a tiempo real. De ellas depende en
gran cantidad que el algoritmo tenga unos resultados bueno o malos. En este caso
las dos ima´genes tendra´n algunas caracter´ısticas similares otras no:
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- La imagen 1 tendra´ una resolucio´n determinada por el usuario.
- La imagen 2 tendra´ una resolucio´n definida por la configuracio´n de la ca´mara,
640x480.
- Las dos ima´genes esta´n en la escala de color. La escala ma´s comu´n la RGB.
Se debe tener en cuenta que los extractores de keypoints no pueden obtener los
keypoints si la imagen esta en la escala de color. Para conseguir los keypoints hay
que pasar la imagen a nivel de grises.
Figura 18: Tipos de escalas de imagen. A la izq escala en gris. A la der escala en
color
Se establece una escala de 255tonalidades de gris, que van desde el blanco (0) al
negro (255). Cada tonalidad de color de la imagen RGB se le asigna a una tonalidad
de gris. Se coge el valor del color RGB de cada pixel y se busca su equivalencia en
la escala de grises y se representa su valor en la misma posicio´n que el pixel de color.
OBTENCIO´N DE LOS KEYPOINTS
Ya con las ima´genes en la escala de grises se puede proceder a encontrar los key-
points de cada imagen. Para ellos se necesita crear dos vectores donde se va a
guardar la informacio´n. Estos vectores tienen el formato de keypoint y una di-
mension igual al nu´mero de ellos que contenga cada imagen. Tambie´n se crean los
descriptors de cada imagen, que es donde se van a almacenar la informacio´n que
contiene cada keypoints en la imagen.
Se puede usar cualquiera de los algoritmos de extraccio´n de keypoints que hemos
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descrito en este documento, los me´todos SIFT, SURF,FAST, AGAST. En todos
ellos se usa el mismo me´todo de funcionamiento aunque el me´todo SIFT y SURF
necesitan texturas, es decir, una imagen de color, para poder obtener los keypoints,
en cambio el me´todo AGAST no necesita que la imagen tenga textura.
1. Se crea los vectores de keypoints y los descriptors para la imagen 1.
2. Se extraen los keypoints de la imagen 1 y se guardan en su vector.
3. Se guarda la informacio´n de los keypoints en los descriptors.
4. Se crean los vectores de keypoints y los decriptors para la imagen 2.
5. Se extraen los keypoints de la imagen 2 y se guardan en su vector.
6. Se guarda la informacio´n de los keypoints en los descriptors.
Los puntos almacenados guardan informacio´n como la posicio´n en la imagen,
su color, su intensidad, etc. Tambie´n guarda la informacio´n del entorno de cada
punto, donde se puede ver co´mo interactu´a con los puntos vecinos.
COMPARACIO´N DE LOS KEYPOINTS.
Teniendo ya extra´ıdas las caracter´ısticas que definen a las ima´genes usadas hay
que ver cuales son compartidas entre ellas. Si dos de los keypoints coinciden en un
alto porcentaje tanto en su formacio´n como posicio´n, hay una probabilidad de que
estos dos keypoints pertenezcan al mismo punto. Tambie´n existe una comproba-
cio´n que aclara ma´s la similitud de los puntos. Si adema´s de compartir la misma
informacio´n entre los puntos, sus puntos vecinos tambie´n son similares en las dos
imagenes, se podra´ certificar con mayor exactitud que los puntos son los mismos.
Para ello se utiliza unos algoritmos de comparacio´n especializados en esta ta-
rea, como el usado en nuestro algoritmo BruteForce. El funcionamiento de este
algoritmo se basa en las siguientes hipotesis:
1- Se crean dos vectores, uno para guardar los valores obtenidos en las compara-
ciones y otro para guardar distancias entre keypoints.
2- Para cada keypoints de una imagen 1 se hace una comparacio´n con los de la ima-
gen 2 y se intenta encontrar que haya coincidencia de estos puntos en las ima´genes.
3-Si se cumple la condicio´n anterior se comprueba los puntos vecinos. Se toman
51
Mi encabezado
las dos distancias mı´nimas a los vecinos y se almacenan en el vector de distancias.
De forma paralela, se van almacenando los valores de en el vector de informacio´n.
En el momento que se completa este algoritmo ya tenemos suficiente informa-
cio´n: informacio´n de los keypoints, de la imagen 1 como de la imagen 2, informacio´n
relativa a la comparacio´n de los keypoints de las dos ima´genes y las distancias mı´ni-
mas a los vecinos con la informacio´n relevante de ellos.
El pro´ximo paso del algoritmo es agrupar los puntos con informacio´n y la eli-
minacio´n de los puntos que no aportan informacio´n. Con este paso se consigue la
optimizacio´n del tiempo de ejecucio´n y as´ı poder mejorar la calidad de la localiza-
cio´n del objeto. Se optimiza el tiempo, porque a la hora de estudiar la rotacio´n y
la translacio´n o de representar los puntos, el algoritmo tiene que estudiar muchos
menos puntos que estudiar.
Es necesario hacer una eliminacio´n con la informacio´n recibida de la comparacion.
El proceso que se sigue es el siguiente:
1. Para la criba se evalu´an la distancias que se han obtenido. Se hace un co-
ciente entre las dos distancias y se busca que sea menor que un ratio fijado por
el programador. Por lo que se puede afinar ma´s la bu´squeda de los keypoints que
coinciden en las dos ima´genes.
2. Si esta comparacio´n es correcta el algoritmo pasa por este punto sin hacer nada.
Si no es correcta la comparacio´n ,modifica el valor de la comparacio´n y le da un
valor negativo. De esta manera lo que se consigue es desechar el valor de la com-
paracio´n de ese keypoint y as´ı no lo tiene en cuenta en otras operaciones.
3. Cuando ya se ha terminado la comprobacio´n, la informacio´n filtrada se pasa a
la siguiente etapa del algoritmo.
Consultar los art´ıculos [4][14]de la bibliograf´ıa para profundizar ma´s.
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3.3.2. Homograf´ıa y busqueda de objeto
La siguiente etapa es hacer la homograf´ıa. Con la homograf´ıa podremos con-
seguir representar un punto 2D como un vector 3D. Antes de describir el algorit-
mo vamos se definira´n el concepto de homograf´ıa , adema´s el funcionamiento del
me´todo RANSAC de eliminacio´n de puntos exteriores y el me´todo de encontrar el
objeto.
MATRIZ DE HOMOGRAFI´A
La homograf´ıa nos ayudara a representar un punto y localizarlo en un plano, para
ello sera suficiente hallar la matriz 3x3 de homograf´ıa H. Esta matriz esta conside-
rada una matriz homoge´nea y solo tiene ocho grados de librear aunque contenga
9 elementos, es decir, habra´ 8 elementos desconocidos para ser resuelto.
La homograf´ıa se estima entre ima´genes encontrando caracter´ısticas correspondien-
tes en esas ima´genes. Los algoritmo ma´s t´ıpicos hacen uso de puntos caracter´ısticos
correspondientes, aunque otras caracter´ısticas pueden ser lineas o esquinas.
Si examinamos cuidadosamente la equacion podemos realizar una situacio´n
especial para nuestro objetivo. Si el objeto que observamos es un plano, podemos
asumir que el punto de ese plano esta localizado en z=0, el resultado de la equacio´n
seria la siguiente:
Figura 19: Matriz intrinseca con z=0
El z=0 en el punto de la escena hace cancelar la tercera columna de la matriz
proyectiva, lo que hace otra vez una matriz de 3x3. Esta matriz especial es la
denominada homograf´ıa, eso implica circunstancias especiales (aqu´ı, una rotacio´n
pura o una objeto plano), un punto del mundo puede ser relacionado a su imagen
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por una relacio´n linear. La relacio´n de la homografia es de la siguiente forma:
s

x′
y′
1
 = H

x
y
1
 (15)
Donde H es la matriz de 3x3. la relacio´n mantiene un factor de escala repre-
sentado por s valor de escala.
RANSAC El me´todo RANSAC (Random Sample Consensus) es un me´todo ro-
busto ma´s comu´n de estimacio´n para homografias. La idea del algoritmo es bas-
tante simple, para un nu´mero de iteraciones, un ejemplo aleatorio de cuatro corres-
pondencias son seleccionadas y una homografia H se computa con las cuatro co-
rrespondencias. Cada otra correspondencia son clasificadas como inliers o outliers,
dependiendo de su concurrencia con H.
Una cuestio´n importante cuando aplicamos el algoritmo RANSAC descrito arriba
es como decidir como clasificar las correspondencias como inliers o outliers. El ob-
jetivo es asignar una distancia mı´nima t( entre x’ y Hx por ejemplo), tal que con
una probabilidad α el punto es un inlier.
Otra cuestio´n es como decidir cuantas iteraciones hacer en el algoritmo.
N = log(1− p)/ log(1− (1− )s) (16)
Donde p es la probabilidad que al menos una de las muestras aleatorias este libre
de outliers, s es el nu´mero de correspondencia usada en en cada iteracio´n y  es la
probabilidad que una simple correspondencia sea un outlier. Si  es desconocido,
el dato puede ser investigado para determinar adaptativamente  y N.
LOCALIZACIO´N DEL OBJETO Y DIBUJADO DEL RECTA´NGU-
LO
Para la localizar el objeto en la imagen a tiempo real, se necesita analizar la matriz
de homograf´ıa. Para ello se usa un algoritmo que asigna los puntos de la primera
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imagen en la segunda, con la informacio´n de los keypoints de la imagen 1 y de la
imagen 2 y tambie´n con la matriz de homograf´ıa.
Cuando ya se han pasado los puntos de la imagen 1 a la imagen 2, el siguiente paso
es dibujar un recta´ngulo sobre el objeto para as´ı poder saber que la homograf´ıa se
ha hecho correctamente y poder calcular su posicio´n.
Para dibujar el recta´ngulo necesitaremos un vector de puntos para almacenar los
puntos que nos proporciona la localizacio´n del objeto.
Cuando se tienen los 4 puntos se dibujan lineas entre los puntos para as´ı conseguir
el recta´ngulo deseado.
DEFINICIO´N DEL ALGORITMO
El algoritmo 3 muestra las etapas de la homograf´ıa descrito anteriormente.
Algoritmo 3 Homografia y localizacio´n del objeto
Entrada:Keypoints filtrados de la imagen 1 y imagen 2
Salida Recta´ngulo sobre el objeto.
1.para 0 hasta N, donde N se determina de forma adaptativa dentro del algoritmo.
hacer
2. Seleccio´n de 4 correspondencias y computar la matriz H.
3. Computa la homografia.
4. Localizacio´n del objeto.
5. Dibujado de recta´ngulo.
Consultar los art´ıculos[][] de la bibliograf´ıa para ma´s informacio´n.
3.3.3. Coordenadas y altura respecto al objeto
En este etapa vamos a explicar la extraccio´n de las coordenadas y de la altura
respecto al objeto localizado antes de definir el algoritmo de esta etapa.
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EXTRACCIO´N DE COORDENADAS
Para la extraccio´n de coordenadas nos haremos uso de ecuaciones matema´ticas.
Teniendo en cuenta que disponemos de los puntos que componen el recta´ngulo,
podemos hallar el centro del recta´ngulo uniendo con recta los puntos paralelos que
hacen la mitad de cada lado del recta´ngulo. La interseccio´n entre las dos rectas
sera el punto medio del recta´ngulo
La diferencia que obtenemos la tenemos en pixeles para conseguir la diferencia en
metros, simplemente hay que saber lo que mide en metros un pixel de la ca´mara.
Para pasar los pixeles a mm hay que hacer la siguiente operacio´n:
pixelmm =
dimensionsensormm
pixelmaxancho
(17)
EXTRACCIO´N DE LA ORIENTACIO´N
Para obtener la orientacio´n del dron respecto al objeto nos haremos ayuda de las
rectas que hemos dibujado para hallar el centro. Con la recta que une los lados
estrechos como referencia del a´ngulo cero del objeto. Desde el centro de la imagen
dibujaremos otra recta que sera el cero del dron.
Ya teniendo las dos rectas como referencias a trave´s de las razones trigonome´tricas
podremos sacar la orientacio´n.
Figura 20: Trigonometr´ıa
Donde la recta de referencia del patro´n es la la hipotenusa y la recta de refe-
56
Mi encabezado
rencia de dron seria el cateto contiguo y con la relacio´n siguiente podremos sacar
el a´ngulo:
b = cos−1(
cc
h
) (18)
OBTENCIO´N DE LA ALTURA
Para calcular la altura hay que explicar el modelo de ca´mara pin-hole para entender
el proceso. Cuando se capta una imagen se obtienen unas coordenadas 2D del
objeto y por lo tanto la profundidad a la que esta el objeto se puede calcular.
Para ello necesitaremos de cierta informacio´n que sera la distancia focal, nos
la proporcionara cuando se calibre la ca´mara. Esta distancia focal es la mı´nima
distancia a la que estara´ el objeto.
Figura 21: Distancia focal
Para calcular la altura simplemente haciendo una operacio´n matema´tica se
consigue la altura a la que se esta. Para ello necesitaremos saber las dimensiones
del objeto.
Altura =
dimensionreal ∗ distanciafocal
dimensionimagen
(19)
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DEFINICIO´N DEL ALGORITMO
El algoritmo 4 nos muestra las etapas para la obtencio´n de las coordenadas y la
orientacio´n del dron respecto al objeto.
Algoritmo 4 Coordenadas y orientacio´n
Entrada:Puntos que componen el recta´ngulo.
Salida:Coordenadas y orientacio´n.
1.Bu´squeda centro del recta´ngulo.
2.Se calcula la diferencia entre el centro de la imagen y el centro del recta´ngulo y
tambie´n se calcula la altura.
3. Prolongacio´n de las linea del recta´ngulo y dibujar linea vertical en el centro de
la imagen.
4. Calculo de la orientacio´n.
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4. Experimentos y resultados
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4.1. Introduccio´n
En este cap´ıtulo abordaremos las elecciones y demostraciones que se han ido
desarrollando a lo largo del documento y tambie´n comentaremos los dispositivos
usados en los experimentos. Se compondra´ de dos bloques. El primer bloque de-
nominado plataforma se definira´n los elementos usados para los experimentos. El
segundo bloque se mostraran los experimentos y resultados obtenidos.
4.2. Plataforma
En este bloque comentaremos los elementos que hemos usado para hacer las
pruebas. Lo podemos separar en hardware y software.
4.2.1. Hardware
Para poder crear y testear el algoritmo empleado se ha usado un porta´til Acer,
modelo v3-571G con una ampliacio´n de ram a 8 GB en total para tener suficiente
memoria para la ejecucio´n del algoritmo. Para la adquisicio´n del ima´genes en tiem-
po real se ha usado una ca´mara deportiva, modelo SJ4000+wifi ya que dispone de
una buena calidad de imagen y sobre todo al tener un peso reducido no penalizara
en el peso del dron.
El dron es un modelo que se ha echo en la universidad, el cuerpo esta hecho me-
diante una impresora 3D y el resto de sus componentes motores, baterias, etc, no
es imprescindible hablar sobre ellos ya que no son necesarios para el algoritmo.
4.2.2. Software
De software lo que se ha usado es el sistema operativo Ubuntu una compila-
cio´n sobre la base Linux, para la creacio´n del algoritmo se ha usado el programa
QTcreator con el an˜adido del paquete ROS. El paquete ROS contiene tanto las
librer´ıas de opencv y las herramientas para la creacio´n de programas de robo´tica.
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4.3. Experimentos
En este bloque se mostrara´n los experimentos realizados con distintos patro-
nes con muchas texturas como patrones con pocas texturas. Se definira´ el me´todo
elegido para la extraccio´n de keypoints.
Vamos a explicar que ventajas tiene cada me´todos:
-Me´todo SURF. Robusto ante cambios en la imagen. Tiempo de procesamiento
reducido.
-Metodo SIFT. Buen rendimiento, precisio´n y tiempo de ejecucio´n, aunque este es
algo mayor que el del me´todo SUFT. Este me´todo es ma´s robusto ante cambios
de rotacio´n, escala, iluminacio´n,y aparicio´n de ruido.
-Metodo FAST. Bastante ra´pido en tiempo de ejecucio´n, buen detector de esqui-
nas. Pero no dispone de control de orientacio´n y necesita de otro me´todo para la
creacio´n de descriptors.
-Me´todo AGAST. Detector de esquina, ra´pida ejecucio´n, mas que el me´todo FAST.
Pero necesita de otro me´todo para la creacio´n de los descriptos.
EXTRACCIO´N DE KEYPOINTS
Se va a mostrar lo nu´meros de keypoints que se obtienen con cada me´todo y en
cada imagen. En los ejemplos con muchas texturas se ha usado el me´todo SURF
descrito anteriormente en este documento y en los ejemplo de poca textura se ha
usado el me´todo AGAST para la deteccio´n de los keypoints y el me´todo SURF
para los descriptors, ya que le me´todo SURF, SIFT necesitan de texturas para tra-
bajar y es el inconveniente con patrones de poca textura que no contienen texturas.
Para la imagen 1 se ha usado la portada de un libro. Como se puede comprobar
esta en color y dispone de texturas, por lo que encontrar los keypoints son ma´s
fa´ciles.
me´todo no de keypoints
surf 169
sift 757
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Por lo que se puede ver se consiguen menos puntos con el me´todo SURF pero
en visto en la practica es ma´s ra´pido que el me´todo SIFT.
Figura 22: Experimento imagen 1 con surf
Figura 23: Experimento imagen 1 con sift
Para la imagen dos se ha usado un calendario que contiene ilustraciones ma´s
pequen˜as. Como en el anterior ejemplo el calendario tambie´n esta en color.
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me´todo no de keypoints
surf 198
sift 1805
Por lo que se puede comprobar la diferencia de keypoints es muy grande pero
con los dos sistemas el resultado es el mismo, la localizacion del rectangulo. Con el
me´todo SURF los puntos esta´n mas concentrados que con el me´todo SIFT. Tam-
bie´n se puede comprobar que el recuadro que encierra el calendario no se ajusta en
la totalidad ,ya que cuando se hizo la captura del patro´n el calendario estaba in-
clinado, por que lo que cuando calcula la matriz homografica hay un pequen˜o error.
Figura 24: Experimento imagen 2 con me´todo SURf
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Figura 25: Experimento imagen 2 con me´todo SIFT
El siguiente experimento se hace con una imagen en de poca textura, ya un
patro´n normalizado para el aterrizaje. En este caso se hizo dos pruebas: el primero
sin mascara y la segunda con mascara.
La primera prueba el inconveniente que tiene es que el patro´n al tener pocas tex-
turas cuando haya sombra seleccionara ese punto como bueno y no sera capaz de
crear la matriz de homograf´ıa correctamente, por lo que en la segunda prueba se
probo a poner una mascara para delimitar la zona de bu´squeda de los keypoints.
Las ima´genes y tabla que se muestran son de la segunda prueba.
me´todo no de keypoints
agast 110
Lo que se puede comprobar es que el enlace entre los keypoints lo hace
correctamente pero no es capaz de crear el recta´ngulo, por lo que la matriz de
homograf´ıa no se esta creando correctamente.
Se hace una prueba con el me´todo SURF pero se consiguen la cantidad de 726
keypoints pero con el mismo resultado que con me´todo AGAST. Tambie´n se hace
una prueba con el me´todo SIFT pero este me´todo se rechaza muy ra´pido ya que
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obtiene tantos keypoints que el sistema se vuelve muy lento.
Figura 26: Experimento imagen 3 con me´todo AGAST
Figura 27: Experimento imagen 3 con me´todo SURF
Se hace un ultimo experimento con otra imagen con poca textura para com-
probar si es capaz de reconstruir el recuadro.
65
Mi encabezado
me´todo no de keypoints
agast 474
El resultado que se obtiene es identico al anterior experimento detecta bien y
dibuja bien los keypoints coincidentes pero sin el resultado esperado.
Figura 28: Experimento imagen 4 con me´todo AGAST
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5. Conclusiones y futuros trabajos
67
Mi encabezado
5.1. Introduccio´n
El proyecto abarca la deteccio´n de un objeto en ima´genes a tiempo real par-
tiendo de un patro´n. Como se ha descrito en los apartados anteriores hay diversas
alternativas para conseguir la deteccio´n del objeto. De todos los me´todos descritos
se ha elegido el me´todo AGAST ya que ha sido el que mejor ha funcionado para
ima´genes con poca textura. Para la obtencio´n del resultado se elabora un algorit-
mo repetitivo para la extraccio´n de la informacio´n del entorno, su tratamiento y
su transformacio´n. El objetivo es evaluar las prestaciones de este algoritmo.
5.2. Contribuciones del proyecto
Las principales aportaciones que se han realizado son:
- Se hace un estudio del arte de las distintas formas de extraccio´n de los pun-
tos caracter´ısticos de la imagen. Se elabora una explicacio´n de los me´todos de
extraccio´n de keypoints y descriptors SURF,SIFT,FAST y AGAST, se analiza el
funcionamiento, ventajas e inconvenientes de cada uno.
-Se explica el funcionamiento de cada etapa del algoritmo y se muestra el estudio
del funcionamiento de cada principio participante y su uso dentro del algoritmo.
-Se desarrolla un algoritmo con el lenguaje C que muestra el resultado. Se razona
la eleccio´n de los me´todos usados para la extraccio´n de keypoints, filtrado y pro-
cesado, como la localizacio´n y enmarcado del objeto a encontrar.
5.3. Conclusio´n
Este estudio plantea la localizacio´n y la obtencio´n de las coordenadas y orien-
tacio´n del dron respecto al objeto a encontrar mediante el tratamiento de las
ima´genes a tiempo real. Por lo que el proyecto ofrece los siguientes resultados.
- Conseguir los keypoints tiene mucho peso debido a que la obtencio´n de la ma-
triz de homografia viene determinada por la adquisicio´n de los keypoints. Mientras
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se hacia el proyecto se han propuesto unos determinados me´todos para la adqui-
sicio´n de los keypoints.Para las ima´genes con poca textura se opta por el me´todo
AGAST para la adquisicio´n de los keypoints y el me´todo SURF para los descrip-
tors.
- Con lo que se consigue con el filtrado de los keypoints es aumentar la mejora
de obtener una matriz de homograf´ıa ma´s precisa. Seleccionar el me´todo de com-
paracio´n como BruteForce y los me´todos de exclusio´n de los extremos como es el
me´todo RANSAC adquiere mucha importancia y su buena utilizacio´n para conse-
guir una calidad buena del producto.
-Respecto a dibujar el recta´ngulo sobre el objeto, cuando la imagen tiene poca
textura como por ejemplo el patro´n de aterrizaje estandarizado no es capaz de
encuadrarlo, aunque lo intenta no lo hace bien. Esto es porque la matriz de ho-
mograf´ıa no es cien por cien correcta y el motivo es al calcular los inliers no esta´n
bien localizados por lo que la matriz de homograf´ıa no se configura bien.
Por lo que podemos decir que este me´todo de localizacio´n de objetos con ima´ge-
nes con poca textura no es apto para encontrar el objeto cien por cien.
5.4. Trabajos futuros
Mientras se realizaba el proyecto han ido surgiendo ideas de mejoras que no se
han aplicado al proyecto por falta de tiempo en la investigacio´n. A continuacio´n
se exponen las dos ideas que tendr´ıan el mejor resultado.
-Tambie´n se profundizara ma´s internamente en las matriz de homografia para que
el sistema usado en este proyecto pueda funcionar.
-En vez de usar un me´todo de extraccio´n de de puntos caracter´ısticos, se podr´ıa
usar un en este proyecto al tener un patro´n con un circulo impreso, un detector de
c´ırculos. Como es el algoritmo HoughCircles. Este algoritmo se encarga de buscar
c´ırculos en la imagen desde un radio min a un radio max que es configurado por
el usuario.
-Otro me´todo es el Haar Cascade. Este me´todo es un algoritmo de deteccio´n de
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objetos basado en clasificadores en cascada. Este me´todo es eficaz lo u´nico que
este algoritmo hay que entrenarlo.
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6. Ape´ndice
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6.1. Ape´ndice A
PRESUPUESTO DE PROYECTO
En ape´ndice se muestra justificadamente los costes totales para la realizacio´n de
este Trabajo Fin de Grado. Los costes se separan en gastos de personal y gastos
de material, que se separan en dos tablas.
Primera fase Buscar documentacio´n 100 horas
Segunda fase Crear algoritmo 400 horas
Tercera fase Desarrollo memoria 180 horas
En esta tabla se ensen˜a las tres fases y el tiempo aproximado que ha llevado el
proyecto. Por lo que se puede concluir que el tiempo total dedicado ha sido de 680
horas, en cada fase ya esta´n incluidas las horas que se han estado con el tutor. El
precio de la mano de obra se propone a 22,5 e/hora netos, por lo que el importe
total asciende a 15.300e
Ca´mara USB 99 e
Ordenador 599 e
Dron 150 e
Software Qtcreator Gratuito
Libreria ROS Gratuito
Latex editor de texto Gratuito
En la tabla anterior se adjunta los costes de los materiales tanto hardware como
el software utilizados que ascienden a un total de 848 e.
Concepto Importe e
Coste personal 15.300 e
Coste material 848 e
Total 16.148
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6.2. Ape´ndice B
Marco-Legal Para el uso de drones hay unas cierta leyes que hay
que cumplir. Tanto para uso comerciales o profesionales como uso
particular. Las leyes para uso comercial o profesional son las siguien-
tes:
- El RD Ley 8/2014, de 4 de julio de aprobacio´n de medidas urgentes
para el crecimiento, la competitividad y la eficiencia.
- La Ley 18/2014 de 15 de octubre, de aprobacio´n de medidas urgen-
tes para el crecimiento, la competitividad y la eficiencia. Para uso
particular se debe cumplir las siguientes leyes:
- Deben respetar la legislacio´n aerona´utica general, y la regulacio´n
que cada Comunidad Auto´noma o Municipio establece sobre esta
pra´ctica lu´dica o deportiva.
-Ley 18/2014, no precisando de habilitacio´n especial por la AESA.
-Sujeto a sanciones previsto en la Ley 214/2003.
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