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Abstract
We introduce the logic FOCN(P) which extends first-order logic by counting and by
numerical predicates from a set P, and which can be viewed as a natural generalisation of
various counting logics that have been studied in the literature.
We obtain a locality result showing that every FOCN(P)-formula can be transformed into
a formula in Hanf normal form that is equivalent on all finite structures of degree at most d.
A formula is in Hanf normal form if it is a Boolean combination of formulas describing the
neighbourhood around its tuple of free variables and arithmetic sentences with predicates
from P over atomic statements describing the number of realisations of a type with a single
centre. The transformation into Hanf normal form can be achieved in time elementary in d
and the size of the input formula. From this locality result, we infer the following applications:
• The Hanf-locality rank of first-order formulas of bounded quantifier alternation depth
only grows polynomially with the formula size.
• The model checking problem for the fragment FOC(P) of FOCN(P) on structures of
bounded degree is fixed-parameter tractable (with elementary parameter dependence).
• The query evaluation problem for fixed queries from FOC(P) over fully dynamic
databases of degree at most d can be solved efficiently: there is a dynamic algorithm
that can enumerate the tuples in the query result with constant delay, and that allows
to compute the size of the query result and to test if a given tuple belongs to the query
result within constant time after every database update.
1 Introduction
The counting ability of first-order logic is very limited: it can only make statements of the form
“there are at least k witnesses x for ϕ(x)” for a constant k ∈ N. To overcome this problem, one
can add number variables κ to first-order logic and means to express that κ equals the number
of witnesses for the formula ϕ(x). In order to make use of these number variables, one also adds
numerical functions like addition and numerical predicates like κ 6 κ′ or “κ is a prime” to the
logic. These and similar ideas led to the extensions of first-order logic by the Rescher quantifier,
the Ha¨rtig quantifier, or arbitrary unary counting quantifiers [24, 13, 27], to logics like FO(Dp)
from [23], FO(Cnt) from [21], and FO+C from [11]. In this paper, we introduce an extension
FOCN(P) of first-order logic by counting, number variables, and numerical predicates from a
set P. By choosing P appropriately, we use this extension as a general framework for counting
extensions of first-order logic (it subsumes all the logics mentioned above).
Clearly, two isomorphic graphs cannot be distinguished by logical sentences. Even more:
suppose there is a bijection between two undirected graphs A and B such that, for every node
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of A, the neighbourhood of radius 2O(q) of that node is isomorphic to the neighbourhood of
its image. Then, first-order logic cannot distinguish the two graphs by first-order sentences of
quantifier rank at most q (this goes back to [12], the actual bound 2q−1−1 was obtained in [20]).
Consequently, to determine whether a sentence ϕ of quantifier rank q holds in an undirected
graph A, it suffices to count how often each neighbourhood type of radius 2O(q) is realised in A.
It actually suffices to count these realisations up to a certain threshold (that depends on q
and the degree d of the graph A) [8]. Bounding the degree of A by d, there are only finitely
many neighbourhood types of radius 2O(q) that can be realised. Consequently, this condition
can be expressed as a first-order sentence; i.e., as a first-order sentence in Hanf normal form.
A similar story can be told, e.g., for the extension FO(D2) of first-order logic by the ability
to express that the number of witnesses for ϕ(x) is even. To determine whether such a sentence
holds in an undirected graph A, one has to count the number of realisations up to a certain
threshold and one has to determine the parity of this number [23]. Again, this leads to a sentence
in Hanf normal form that expresses the said condition in the graph A.
We say that a logic can only express local properties if validity of a sentence in a structure
can be determined by solely counting the number of realisations of neighbourhood types. This
property has traditionally been proven by suitable notions of games. Often, the existence of
a Hanf normal form follows from this directly. But there is no obvious way to extract an
algorithm for the construction of it. On the other hand, these Hanf normal forms have also found
various applications in algorithms and complexity (cf., e.g., [25, 21, 9, 6, 17, 16, 26, 3, 14, 2]).
In particular, there are very general algorithmic meta-theorems stating that model checking
is fixed-parameter tractable for various classes of structures, and that the results of queries
against various classes of databases can be enumerated with constant delay after a linear-time
preprocessing phase. In this context, questions about the efficiency of the normal forms have
recently attracted interest (cf. e.g., [5, 22, 3, 14]).
The main result of this paper is the effective construction of a Hanf normal form from an
arbitrary formula from our logic FOCN(P). This construction extends the constructions from
[3, 14] and can be carried out in 5-fold exponential time. We also provide a 4-fold exponential
lower bound. From the existence and the computability of Hanf normal forms, we infer four
applications:
• The model checking problem for the (large) fragment FOC(P) of the logic FOCN(P)
on structures of bounded degree is fixed-parameter tractable (with elementary parameter
dependence) where we assume an oracle for the numerical predicates from P.
• The Hanf-locality rank of first-order formulas of bounded quantifier alternation depth only
grows polynomially with the formula size. This complements Libkin’s bound 2q−1 − 1 for
q the quantifier rank of the formula [20] and (partly) proves a conjecture from [19].
• From a sentence ϕ in FOCN(P), we can compute a first-order description of the numerical
condition that is equivalent to validity of ϕ. This first-order description is expressed in an
extension of integer arithmetic with the predicates from P.
• The query evaluation problem for fixed queries from FOC(P) over fully dynamic databases
of degree 6 d can be solved efficiently: there is a dynamic algorithm that can enumerate
the tuples in the query result with constant delay, and that allows to compute the size of
the query result and to test if a given tuple belongs to the query result within constant
time after every database update.
Above, we said that the existence of a Hanf normal form follows “often”. A counterexample
to this is the fragment FO(P) of FOCN(P) that we consider in [14]. The problem there is that, in
general, FO(P) does not allow to formulate the necessary numerical condition. In Corollary 3.3
we present a weakening of the notion of a Hanf normal form that also works in this case.
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The rest of the paper is structured as follows. Sections 2 and 3 introduce the logic FOCN(P)
and the according notion of Hanf normal form. Theorem 3.2 summarises the paper’s technical
main result, the proof of which is given in Sections 4 and 6. Section 5 describes the mentioned
applications.
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2 First-order logic with counting and numerical predicates
We write Z, N, and N>1 for the sets of integers, non-negative integers, and positive integers,
resp. For all m,n ∈ N, we write [m,n] for the set {k ∈ N : m 6 k 6 n} and [m] = [1,m].
For a k-tuple x = (x1, . . . , xk) we write |x| to denote its arity k. The exponential functions
expk : N → N are defined by induction on k via exp0(n) = n and expk+1(n) = 2expk(n) for all
k ∈ N. We write poly(n) for the set of functions ⋃k∈NO(nk).
A signature σ is a finite set of relation and constant symbols. Associated with every relation
symbol R ∈ σ is a positive integer ar(R) called the arity of R. The size ||σ|| of a signature σ is
the number of its constant symbols plus the sum of the arities of its relation symbols. We call
a signature relational if it does not contain any constant symbol. A σ-structure A consists of a
finite non-empty set A called the universe of A, a relation RA ⊆ Aar(R) for each relation symbol
R ∈ σ, and an element cA ∈ A for each constant symbol c ∈ σ. Note that according to these
definitions, all signatures and all structures considered in this paper are finite. To indicate that
two σ-structures A and B are isomorphic, we write A ∼= B.
We define the extension FOCN(P) of first-order logic FO by counting and by numerical
predicates from a set P. Our notation extends standard notation concerning first-order logic,
cf. [7, 21].
Let vars and nvars be fixed disjoint countably infinite sets of structure and number variables,
respectively. In our logic, structure variables from vars will always denote elements of the
structure, and number variables from nvars will denote integers. Typical structure variables are
x and y, typical number variables are λ and κ. Often, we use z as an arbitrary variable from
vars ∪ nvars.
A σ-interpretation I = (A, β) consists of a σ-structure A and an assignment β in A, i.e.,
β : vars∪ nvars→ A∪Z with β(x) ∈ A for x ∈ vars and β(κ) ∈ Z for κ ∈ nvars. For k, ` ∈ N, for
a1, . . . , ak ∈ A, n1, . . . , n` ∈ Z, and for pairwise distinct y1, . . . , yk ∈ vars and κ1, . . . , κ` ∈ nvars,
we write β a1,...,aky1,...,yk
n1,...,n`
κ1,...,κ`
for the assignment β′ in A with β′(yj) = aj for all j ∈ [k], β(κj) = nj
for all j ∈ [`], and β′(z) = β(z) for all z ∈ (vars∪ nvars) \ {y1, . . . , yk, κ1, . . . , κ`}. For I = (A, β)
we let I a1,...,aky1,...,yk
n1,...,n`
κ1,...,κ`
=
(A, β a1,...,aky1,...,yk n1,...,n`κ1,...,κ` ).
Definition 2.1 (FO[σ])
Let σ be a signature. The set of FO[σ]-formulas is built according to the following rules:
(1) x1=x2 and R(x1, . . . , xar(R)) are formulas, where R ∈ σ and x1, x2, . . . , xar(R) are structure
variables or constant symbols in σ
(2) if ϕ and ψ are formulas, then so are ¬ϕ and (ϕ ∨ ψ)
(3) if ϕ is a formula and y ∈ vars, then ∃y ϕ is a formula
The semantics JϕKI ∈ {0, 1} for a σ-interpretation I = (A, β) and a formula ϕ is defined as
usual:
(1) Jx1=x2KI = 1 if a1 = a2 and Jx1=x2KI = 0 otherwise,JR(x1, . . . , xar(R))KI = 1 if (a1, . . . , aar(R)) ∈ RA, and JR(x1, . . . , xar(R))KI = 0 otherwise,
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where for j ∈ {1, . . . ,max{2, ar(R)}} we let aj = β(xj) if xj ∈ vars and aj = xAj if xj is a
constant symbol in σ
(2) J¬ϕKI = 1− JϕKI and J(ϕ ∨ ψ)KI = max{JϕKI , JψKI}
(3) J∃y ϕKI = max{JϕKI ay : a ∈ A}
In a first step, we extend first-order logic such that numerical statements on the number
of witnesses for a formula are possible. These numerical statements are based on numerical
predicates that we define first.
Definition 2.2 (Numerical predicate collection)
A numerical predicate collection is a triple (P, ar, J.K) where P is some countable set of predicate
names, ar : P→ N>1 assigns the arity to every predicate name, and JPK ⊆ Zar(P) is the semantics
of the predicate name P ∈ P.
Basic examples of numerical predicates are P+, P·, P=, P6, Prime with JP+K = {(m,n,m+n) :
m,n ∈ Z}, JP·K = {(m,n,m · n) : m,n ∈ Z}, JP=K = {(m,m) : m ∈ Z}, JP6K = {(m,n) ∈ Z2 :
m 6 n}, and JPrimeK = {n ∈ N : n is a prime number}. Also, Dp with JDpK = pZ (for each fixed
p ∈ N>1) and the halting problem (i.e., the set of indices of Turing machines that halt with
empty input) are possible numerical predicates.
Definition 2.3 (FO(P)[σ])
Let σ be a signature and (P, ar, J.K) be a numerical predicate collection. The sets of formulas
and counting terms for FO(P)[σ] are built according to the rules (1)–(3) and the following rules:
(4) if P ∈ P, m = ar(P), and t1, . . . , tm are counting terms, then P(t1, . . . , tm) is a formula
(5’) if ϕ is a formula, y ∈ vars, and k ∈ N, then #(y).ϕ− k is a counting term.
Let I = (A, β) be a σ-interpretation. For every formula ϕ and every counting term t from
FO(P)[σ], the semantics JϕKI ∈ {0, 1} of ϕ in I and the semantics JtKI ∈ Z of t in I extend the
definition for FO[σ]-formulas as follows:
(4) JP(t1, . . . , tm)KI = 1 if (Jt1KI , . . . , JtmKI) ∈ JPK, and JP(t1, . . . , tm)KI = 0 otherwise
(5’) J#(y).ϕ− kKI = ∣∣{a ∈ A : JϕKI ay = 1}∣∣− k
We will write #(y).ϕ as a shorthand for the counting term #(y).ϕ− 0.
Remark 2.4 For the logic FO(P) and the following logics FOC(P) and FOCN(P), an expres-
sion is a formula or a counting term.
As usual, for a formula ϕ and a σ-interpretation I we will often write I |= ϕ to indicate
that JϕKI = 1. Accordingly, I 6|= ϕ indicates that JϕKI = 0.
For structure variables y ∈ vars, the quantifier ∃y can be replaced by using a suitable nu-
merical predicate:
Example 2.5 Let P∃ be the numerical predicate with ar(P∃) = 1 and JP∃K = N>1. Consider
an arbitrary σ-interpretation I = (A, β). Since A is finite, we have
I |= P∃(#(y).ϕ) ⇐⇒ |{a ∈ A : I ay |= ϕ}| ∈ JP∃K = N>1
⇐⇒ there is some a ∈ A with I ay |= ϕ (since A is finite)
⇐⇒ I |= ∃y ϕ .
Thus, we have
I |= P∃(#(y).ϕ) ⇐⇒ I |= ∃y ϕ .
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The following examples provide choices of P for which the logic FO(P) has been studied in
the literature.
Example 2.6
(a) Let E = {∃>k : k ∈ N>1} with ar(∃>k) = 1 and J∃>kK = {k, k+1, . . .} for every k > 1. The
logic FO(E) is equivalent to the logic FO(C) of [7].
(b) The logic FO({Dp}) is equivalent to the extension of first-order logic by the divisibility
quantifier Dp, considered by Nurmonen in [23].
(c) Let (P, ar, J.K) be a numerical predicate collection with ar(P) = 1 for all P ∈ P. Then,
FO(P) is equivalent to the logic considered in [14].
(d) For all formulas ϕ and ψ and for every σ-interpretation I = (A, β) we have
I |= P6
(
#(y).ϕ, #(y).ψ
) ⇐⇒ |{a ∈ A : I ay |= ϕ}| 6 |{a ∈ A : I ay |= ψ}|.
Analogously, we have
I |= P=
(
#(y).ϕ, #(y).ψ
) ⇐⇒ |{a ∈ A : I ay |= ϕ}| = |{a ∈ A : I ay |= ψ}|.
Thus, the logics FO({P6}) and FO({P=}) are equivalent to the extension of first-order logic
by the Rescher quantifier and the Ha¨rtig quantifier, resp. [24, 13].
(e) Let U = {0, 1}∗${0, 1}+ and, for u$v ∈ U, let Ju$vK ⊆ N be the set with characteristic
sequence uvω, i.e., i ∈ Ju$vK if, and only if, the ω-word uvω carries a 1 at position i ∈ N
(here, we follow the convention that the leftmost position of an ω-word is position 0). Note
that a set X ⊆ N is ultimately periodic (or, semilinear) if, and only if, there is some w ∈ U
with JwK = X. The logic FO(U) is equivalent to the extension of first-order logic by
ultimately periodic unary counting quantifiers, considered in [14].
(f) In [21, Sect. 8.1], Libkin considers the extension FO(unary) of first-order logic by the class
of all unary generalised quantifiers. It is not difficult to see that every FO(unary)-formula
is equivalent to an FO(P)-formula, for a suitable numerical predicate collection (P, ar, J.K):
For the definition of FO(unary), let νn = {R1, . . . , Rn} be the relational signature that
consists of n unary relation symbols. Formulas of FO(unary) are built from the rules (1)–
(3) and the following additional rule:
(U) if n ∈ N, K is a class of νn-structures that is closed under isomorphism, y ∈ vars, and
ϕi for i ∈ [n] are formulas, then QKy (ϕ1, ϕ2, . . . , ϕn) is a formula.
For the semantics of the logic FO(unary), we only need to explain the meaning of this last
formula: For a σ-interpretation I = (A, β) we have I |= QKy (ϕ1, . . . , ϕn) iff the structure
(A,ϕI1 , ϕI2 , . . . , ϕIn) belongs to K where
ϕIi = { a ∈ A : I ay |= ϕi } .
To construct a numerical predicate collection (P, ar, J.K) for which our logic FO(P) is at
least as expressive as FO(unary), we proceed as follows: Let n ∈ N and let B be a (finite)
νn-structure. The characteristic sequence of B is the tuple χ(B) = (bS)S⊆[n] ∈ N2n that for
all S ⊆ [n] gives the number of elements in ⋃i∈S RBi , i.e.,
bS =
∣∣∣∣∣ ⋃
i∈S
RBi
∣∣∣∣∣ .
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Since νn contains only unary predicates, we get that B1 ∼= B2 iff χ(B1) = χ(B2), for all
νn-structures B1 and B2.
Now let K be a class of νn-structures. We define a numerical predicate PK of arity 2n with
JPKK = {χ(B) : B ∈ K} .
Then, for every σ-interpretation I = (A, β) we have
I |= QKy (ϕ1, . . . , ϕn) ⇐⇒ I |= PK
((
#(y).
∨
i∈S
ϕi
)
S⊆[n]
)
.
Thus, the FO(unary)-formula QKy (ϕ1, . . . , ϕn) is equivalent to the FO({PK})-formula
PK
((
#(y).
∨
i∈S
ϕi
)
S⊆[n]
)
.
Our next logic FOC(P) allows not only numerical statements on numbers given by counting
terms of the form #(y).ϕ−k, but on polynomials over such terms. In addition, the logic FOC(P)
allows to count tuples.
Definition 2.7 (FOC(P)[σ])
Let σ be a signature and let (P, ar, J.K) be a numerical predicate collection. The set of expressions
for FOC(P)[σ] is built according to the rules (1)–(4) and the following rules:
(5) if ϕ is a formula, k ∈ N>1, and y = (y1, . . . , yk) is a tuple of pairwise distinct structure
variables (i.e., variables in vars), then #y.ϕ is a counting term
(6) every integer i ∈ Z is a counting term
(7) if t1 and t2 are counting terms, then so are (t1 + t2) and (t1 · t2)
Let I = (A, β) be a σ-interpretation. For every expression ξ of FOC(P)[σ], the semantics JξKI
is given by the semantics for the rules (1)–(4) and the following:
(5) J#y.ϕKI = ∣∣{(a1, . . . , ak) ∈ Ak : JϕKI a1,...,aky1,...,yk = 1}∣∣, where y = (y1, . . . , yk)
(6) JiKI = i
(7) J(t1 + t2)KI = Jt1KI + Jt2KI , and J(t1 · t2)KI = Jt1KI · Jt2KI
If s and t are counting terms, then we write s− t for the counting term (s+ ((−1) · t)). With
this convention, we can understand FO(P) as a fragment of FOC(P). Note that counting terms
of FOC(P) are polynomials while counting terms of FO(P) are special linear polynomials. In
addition, counting terms of FOC(P) can count tuples of elements of the universe while counting
terms of FO(P) only count single elements of the universe.
Example 2.8 The following FOC({Prime})-formula (expressing that the sum of the numbers
of nodes and edges of a graph is a prime) is not an FO({Prime})-formula:
Prime
(
( #(x).x=x + #(x, y).E(x, y) )
)
.
Our final extension of the logic allows, besides structure variables also number variables, and
it allows to quantify over “small” numbers, i.e., over numbers in {0, 1, . . . , |A|}, when evaluated
in a σ-structure A:
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Definition 2.9 (FOCN(P)[σ])
Let σ be a signature and let (P, ar, J.K) be a numerical predicate collection. The set of expressions
for FOCN(P)[σ] is built according to the rules (1)–(7) and the following rules:
(8) every variable from nvars is a counting term
(9) if ϕ is a formula and κ ∈ nvars, then ∃κϕ is a formula
Let I = (A, β) be a σ-interpretation. For every expression ξ of FOCN(P)[σ], the semanticsJξKI is given by the semantics for the rules (1)–(7) and the following:
(8) JκKI = β(κ) for κ ∈ nvars
(9) J∃κϕKI = max{JϕKI kκ : k ∈ {0, 1, . . . , |A|}}
By FOCN(P), we denote the union of all FOCN(P)[σ] for arbitrary signatures σ, and simi-
larly for FOC(P), FO(P), and FO.
Example 2.10 Let P = {Prime,P=} and consider the formula
∃κ Prime
(
#(y).P=
(
κ, #(z).E(y, z)
))
.
The counting term #(z).E(y, z) denotes the out-degree of y, hence the formula P=
(
κ, #(z).E(y, z)
)
expresses that κ is the out-degree of y. Consequently, the whole formula says that there is some
degree κ such that the number of nodes of out-degree κ is a prime. Since 0 is not a prime, this
FOCN(P) formula is equivalent to the following FO(P)-formula
∃x Prime
(
#(y).P=
(
#(z).E(x, z), #(z).E(y, z)
))
.
Remark 2.11 The logics FO(Cnt) from [21] and FO+C from [11] can be viewed as fragments
of FOCN(P) where P contains the predicates P+, P·, P= and P6. But these two logics have
no mechanism for counting tuples. E.g., it is not clear how to express in FO(Cnt) or FO+C
that the number of edges of a graph is a square number, while this is FOCN(P)-expressible by
∃κ P=
(
#(x, y).E(x, y) , (κ · κ) ).
Note that we restrict the quantification over numbers to the size of the universe of the
structure A. This is analogous to the semantics of the logics FO(Cnt) and FO+C from [21, 11].
As a consequence, the logic FOCN(P)[σ] does not have the full power of integer arithmetic.
Let us mention that our main result Theorem 3.2 also holds for the variant of FOCN(P) where
quantifications of number variables range over arbitrary integers (rather than just numbers in
{0, 1, . . . , |A|}); the model-checking algorithm described in Section 5, however, does not carry
over to this variant of FOCN(P).
The construct ∃z binds the variable z ∈ vars ∪ nvars, and the construct #y in a counting
term binds the (structure) variables from the tuple y; all other occurrences of variables are free.
We denote the set of free variables of the expression ξ by free(ξ). I.e., the free variables free(ξ)
of FOCN(P)-expressions ξ are inductively defined as follows:
(1) free(x1=x2) = {x1, x2} ∩ vars and free(R(x1, . . . , xar(R))) = {x1, . . . , xar(R)} ∩ vars
(2) free(¬ϕ) = free(ϕ) and free((ϕ ∨ ψ)) = free(ϕ) ∪ free(ψ)
(3) free(∃y ϕ) = free(ϕ) \ {y}
(4) free(P(t1, . . . , tm)) = free(t1) ∪ · · · ∪ free(tm)
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(5) free(#(y1, . . . , yk).ϕ) = free(ϕ) \ {y1, . . . , yk}
(6) free(i) = ∅ for i ∈ Z
(7) free((t1 + t2)) = free((t1 · t2)) = free(t1) ∪ free(t2)
(8) free(κ) = {κ} for κ ∈ nvars
(9) free(∃κϕ) = free(ϕ) \ {κ}
We will often write ξ(z), for z = (z1, . . . , zn) with n > 0, to indicate that at most the
variables from {z1, . . . , zn} are free in the expression ξ.
A sentence is a formula without free variables, a ground term is a counting term without
free variables. Furthermore, a number formula is a formula whose free variables all belong to
nvars. For instance, P(κ,#(y).ϕ(y, κ)) is a number formula, but not a sentence since κ is free in
this formula.
Note that the semantics JξKI for an expression ξ(x, κ) and a σ-interpretation I = (A, β) only
depends on A and β(z) for the variables z in x, κ.
Let us consider an FOCN(P)[σ]-counting term t(x, κ), for x = (x1, . . . , xm) and κ = (κ1, . . . , κn).
If A is a σ-structure, a = (a1, . . . , am) ∈ Am and k = (k1, . . . , kn) ∈ {0, . . . , |A|}n, we write
t(A,a,k) or tA[a, k] for the integer JtK(A,β), where β is an assignment in A with β(xj) = aj for
all j ∈ [m] and β(κj) = kj for all j ∈ [n]. Furthermore, for an FOCN(P)[σ]-formula ϕ(x, κ)
we write (A, a, k) |= ϕ or A |= ϕ[a, k] to indicate that JϕK(A,β) = 1, i.e., the formula ϕ(x, κ) is
satisfied in A when interpreting the free occurrences of the structure variables x1, . . . , xm with
a1, . . . , am and the free occurrences of the number variables κ1, . . . , κn with k1, . . . , kn. In case
that m = n = 0 (i.e., ϕ is a sentence and t is a ground term), we simply write tA instead of
tA[a, k], and we write A |= ϕ instead of A |= ϕ[a, k].
Let x ∈ varsm, y ∈ varsj , κ ∈ nvarsn, A a σ-structure, a ∈ Am, and k ∈ Zn. Note that if
ϕ(x, κ, y) is a formula, then t(x, κ) := #y.ϕ is a counting term, such that tA[a, k] is the number
of tuples b ∈ Aj for which A |= ϕ[a, k, b]. Furthermore, a formula ψ(x, κ) of the form P(t1, . . . , t`)
is satisfied by a σ-structure A and tuples a ∈ Am and k ∈ Zn iff the tuple of integers (i1, . . . , i`)
belongs to the relation JPK, where ij = tAj [a, k] for every j ∈ [`].
Two formulas or two counting terms ξ and ξ′ are equivalent (for short, ξ ≡ ξ′), if JξKI = Jξ′KI
for every σ-interpretation I.
The size ||ξ|| of an expression is its length when viewed as a word over the alphabet σ∪vars∪
nvars ∪P ∪ {, } ∪ {=,∃,¬,∨, (, )} ∪ {#, .}.
The number quantifier rank nqr(ξ) of an FOCN(P)-expression ξ is the maximal nesting
depth of quantifiers of the form ∃κ with κ ∈ nvars. The binding rank br(ξ) of ξ is the maximal
nesting depth of constructs of the form ∃y with y ∈ vars and #y with y a tuple in vars. The
binding width bw(ξ) is the maximal arity |y| of a term of the form #y.ψ occurring in ξ; if ξ
contains no such term, then bw(ξ) = 1 if ξ contains an existential quantifier ∃y with y ∈ vars,
and bw(ξ) = 0 otherwise. Note that quantification over number variables does not influence the
binding rank or the binding width and, conversely, quantification over structure variables does
not influence the number quantifier rank. Precisely, the notions are defined as follows.
(1) nqr(ϕ) = br(ϕ) = bw(ϕ) = 0, if ϕ is of the form x1=x2 or R(x1, . . . , xar(R))
(2) for each f ∈ {nqr, br, bw} we let f(¬ϕ) = f(ϕ) and f((ϕ ∨ ψ)) = max{f(ϕ), f(ψ)}
(3) for all structure variables y ∈ vars we let nqr(∃y ϕ) = nqr(ϕ), br(∃y ϕ) = br(ϕ) + 1 and
bw(∃y ϕ) = max{bw(ϕ), 1}
(4) for each f ∈ {nqr, br, bw} we let f(P(t1, . . . , tm)) = max{f(t1), . . . , f(tm)},
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(5) for all tuples y of structure variables we let nqr(#y.ϕ) = nqr(ϕ), br(#y.ϕ) = br(ϕ) + 1
and bw(#y.ϕ) = max{|y|, bw(ϕ)}
(6) nqr(i) = br(i) = bw(i) = 0 for i ∈ Z
(7) for all f ∈ {nqr,br, bw} we let f((t1 + t2)) = f((t1 · t2)) = max{f(t1), f(t2)}
(8) nqr(κ) = br(κ) = bw(κ) = 0 for κ ∈ nvars
(9) for all number variables κ ∈ nvars we let nqr(∃κϕ) = nqr(ϕ) + 1, br(∃κϕ) = br(ϕ) and
bw(∃κϕ) = bw(ϕ).
Example 2.12 The sentence ∃xPrime(#(y).E(x, y)) has number quantifier rank 0, binding
rank 2, binding width 1, and size 16. When evaluated in a directed graph A = (A,EA), the
sentence states that A contains a node whose out-degree is a prime number.
3 Hanf Normal Form
Gaifman graph and bounded structures
Let σ be a signature. The Gaifman graph GA of a σ-structure A is the undirected graph with
vertex set A and an edge between two distinct vertices a, b ∈ A iff there exists R ∈ σ and a tuple
(a1, . . . , aar(R)) ∈ RA such that a, b ∈ {a1, . . . , aar(R)}. The structure A is called connected if its
Gaifman graph GA is connected; the connected components of A are the connected components
of GA. The degree of A is the degree of its Gaifman graph, i.e., the maximum number of
neighbours of a node of GA. For d ∈ N, a σ-structure A is d-bounded if its degree is at most d.
Two formulas or two counting terms ξ and ξ′ over a signature σ are d-equivalent (for short,
ξ ≡d ξ′), if JξKI = Jξ′KI for every σ-interpretation I = (A, β) with A d-bounded.
Let A be some σ-structure, a ∈ An for some n > 1, and b ∈ A. The distance distA(a, b)
between a and b is the minimal number of edges of a path from some element of the tuple a to
b in GA (if no such path exists, we let distA(a, b) = ∞). For every r > 0, the r-neighbourhood
of a in A is the set NAr (a) = {b ∈ A : distA(a, b) 6 r}.
Types, spheres, and sphere-formulas
Let σ be a relational signature and let c1, c2, . . . be a sequence of pairwise distinct constant
symbols. For every r > 0 and n > 1, a type with n centres and radius r (for short: r-type with
n centres) is a structure τ = (A, a1, . . . , an) over the signature σ ∪ {c1, . . . , cn}, where A is a
σ-structure and (a1, . . . , an) ∈ An with A = NAr (a1, . . . , an), i.e., each element of A is “close”
to some element from {a1, . . . , an}. The elements a1, . . . , an are the centres of τ .
Let A be a σ-structure. For every non-empty set B ⊆ A, we write A[B] to denote the
restriction of the structure A to the universe B ⊆ A, i.e., the σ-structure with universe B,
where RA[B] = RA ∩Bar(R) for each symbol R ∈ σ.
For each tuple a = (a1, . . . , an) ∈ An, the r-sphere of a in A is defined as the r-type with n
centres
NAr (a) =
(A[NAr (a)], a)
over the signature σ∪{c1, . . . , cn}. We say that a is of (or, realises the) type τ in A iffNAr (a) ∼= τ .
For any d-bounded structure A, any node a ∈ A, and any r ∈ N, we have
|NAr (a)| 6 νd(r) := 1 + d ·
∑
06i<r
(d− 1)i .
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Observe that for all r > 0 we have ν0(r) = 1, ν1(r) 6 2, ν2(r) = 2r+1, and (d−1)r 6 νd(r) 6 dr+1
for d > 3, i.e., νd grows linearly for d 6 2 and exponentially for d > 3.
For every d, r > 0 and n > 1, the universe of every d-bounded r-type τ with n centres
contains at most n · νd(r) elements. Thus, given τ and r, one can construct a sphere-formula
sphτ (x) (depending on τ and r), i.e., an FO[σ]-formula such that for every σ-structure A and
every tuple a ∈ An we have
A |= sphτ [a] ⇐⇒ NAr (a) ∼= τ .
The formula sphτ (x) can be constructed in time O(||σ||) if n · νd(r) = 1, and otherwise in time
(n · νd(r))O(||σ||).
3.1 Formulas in Hanf normal form for FO(P)
In this subsection, we fix a relational signature σ and a unary numerical predicate collection,
i.e., a numerical predicate collection (P, ar, J.K) with ar(P) = 1 for all P ∈ P. We recall the
notion of formulas in Hanf normal form for the logic FO(P) from [14] (it extends the classical
notion for first-order logic FO, see, e.g., [3]).
A numerical condition on occurrences of types with one centre (or numerical oc-type condi-
tion) for FO(P)[σ] is a sentence of the form
P
(
#(y).sphτ (y)− k
)
,
where P ∈ P ∪ {P∃}, k ∈ N, and τ is an r-type with one centre, for some r ∈ N (in [14],
such sentences are called Hanf-sentences). We call r the locality radius of the numerical oc-
type condition. The condition expresses that the number of interpretations for y such that the
r-sphere around y is isomorphic to τ belongs to the set JPK + k.
A formula ϕ(x) is in Hanf normal form for FO(P)[σ] if it is a Boolean combination of
numerical oc-type conditions for FO(P)[σ] and sphere-formulas from FO[σ]; in particular, this
means that ϕ ∈ FO(P ∪ {P∃})[σ]. Accordingly, a sentence is in Hanf normal form if it is
a Boolean combination of numerical oc-type conditions. We will speak of hnf-formulas (for
FO(P)[σ]) when we mean “formulas in Hanf normal form” (for FO(P)[σ]), and similarly for
hnf-sentences. The locality radius of an hnf-formula is the maximum of the locality radii of its
numerical oc-type conditions and its sphere-formulas.
The following theorem summarises the main results of [14] and was the starting point of the
work to be reported in the present paper.
Theorem 3.1 ([14, 3])
(a) Let (P, ar, J.K) be a numerical predicate collection with ar(P) = 1 for all P ∈ P. The following
are equivalent:
• For any relational signature σ, any degree bound d ∈ N, and any formula ϕ ∈ FO(P)[σ],
there exists a d-equivalent hnf-formula for FO(P)[σ].
• For all P ∈ P, the set JPK is ultimately periodic.
(b) Let (U, ar, J.K) be the numerical predicate collection from Example 2.6(e). There is an algo-
rithm which receives as input a degree bound d > 2, a relational signature σ, and a formula
ϕ ∈ FO(U)[σ], and constructs a d-equivalent hnf-formula ψ for FO(U)[σ]. The algorithm’s
running time is in
exp3
(O(||ϕ||+ ||σ||) + log log(d)) .
(c) There exists a relational signature σ and a sequence of FO[σ]-sentences ϕn of size O(n) such
that every 3-equivalent hnf-sentence ψn ∈ FO({P∃})[σ] has at least exp3(n) subformulas.
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Claim (a) above implies in particular the existence of d-equivalent hnf-formulas for first-order
logic (cf. e.g. [3]). For P = {Dp} (cf. Example 2.6(b)), the existence of d-equivalent hnf-formulas
for FO(P) also follows from Nurmonen’s work [23], and claim (b) provides an algorithmic version
of Nurmonen’s theorem. Claim (b) also implies the main result from [3]. Finally, claim (c) was
already shown in [3].
3.2 Hanf normal form for FOCN(P)
To also allow some kind of “Hanf normal form” for numerical predicates that are not ultimately
periodic, we introduce the notion of a formula in “Hanf normal form”, where the “numerical
oc-type conditions for FO(P)” are replaced by more general “numerical oc-type conditions for
FOCN(P)” and, in addition to Boolean combinations, we also allow quantification over number
variables (but not over structure variables). Recall that the numerical oc-type condition for
FO(P) is of the form P(#(y).sphτ (y) − k) and expresses that the number of realisations of
the type τ with a single centre, decremented by k, belongs to the set JPK. In numerical oc-
type conditions for FOCN(P), the “difference between the number of realisations of τ and k”
is replaced by an arbitrary multivariate integer polynomial whose variables are the number of
realisations of one-centred types τ1, . . . , τn and number variables from nvars. In addition, we give
up the restriction to unary numerical predicate collections. The precise definition is as follows.
A basic counting term for FOCN(P)[σ] is a counting term t of the form
#(y).sphτ (y)
where y ∈ vars, r ∈ N and τ is an r-type with one centre (over σ). The number r is called
the locality radius of the basic counting term t. In a σ-structure A, the basic counting term t
specifies the number tA of elements a ∈ A with NAr (a) ∼= τ .
A numerical oc-type condition for FOCN(P)[σ] is a formula that is built from basic counting
terms, number variables, and integers, by addition, multiplication, numerical predicates from
P ∪ {P∃}, Boolean combinations, and quantification of number variables. Its locality radius is
the maximal locality radius of the involved basic counting terms. More precisely, the numerical
oc-type condition for FOCN(P)[σ] are defined as follows.
• The simple counting terms for FOCN(P)[σ] are built from the basic counting terms, num-
ber variables from nvars, and the rules (6) and (7) of Definition 2.7, i.e., are polynomials
over basic counting terms and number variables with integer coefficients. The locality ra-
dius of a simple counting term t is the maximum of the locality radii of the basic counting
terms that occur in t.
• An atomic numerical oc-type condition for FOCN(P)[σ] is a formula χ of the form
P(t1, . . . , tm),
where P ∈ P ∪ {P∃}, m = ar(P), and tj is a simple counting term for each j ∈ [m]. Since
simple counting terms do not have free structure variables from vars (but possibly free
number variables from nvars), the formula χ is actually a number formula. The maximum
locality radius of the tj is called the locality radius of χ.
• Numerical oc-type conditions for FOCN(P)[σ] are built from atomic numerical oc-type
conditions by Boolean combinations and quantification over number variables, i.e., by
applying the rules (2) and (9) of Definition 2.1 and Definition 2.9. The locality radius
of a numerical oc-type condition is the maximal locality radius of the involved atomic
numerical oc-type conditions.
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A formula ϕ(x, κ) is in Hanf normal form for FOCN(P)[σ] if it is a Boolean combination
of numerical oc-type conditions for FOCN(P)[σ] and sphere-formulas from FO[σ]; in particular,
this means that ϕ ∈ FOCN(P∪{P∃})[σ]. The maximal locality radius of the involved conditions
and formulas is the locality radius of the formula in Hanf normal form.
We abbreviate “formula in Hanf normal form (for FOCN(P)[σ])” by hnf-formula (for
FOCN(P)[σ]). Accordingly, a hnf-sentence (for FOCN(P)[σ]) is a sentence in Hanf normal
form, i.e., a Boolean combination of numerical oc-type conditions without free number vari-
ables.
When speaking of the number of distinct numerical oc-type conditions in an hnf-formula ψ
we mean the minimal number s of numerical oc-type conditions χ1, . . . , χs such that each χi is
either an atomic numerical oc-type condition or starts with a number quantifier (i.e., is of the
form ∃κχ′i with κ ∈ nvars), and ψ is a Boolean combination of χ1, . . . , χs and of sphere-formulas
from FO[σ].
In analogy to the first two statements in Theorem 3.1, the following is our main result
regarding the existence and computability of hnf-formulas for FOCN(P).
Theorem 3.2 Let (P, ar, J.K) be a numerical predicate collection.
(a) For any relational signature σ, any degree bound d ∈ N, and any FOCN(P)[σ]-formula
ϕ, there exists a d-equivalent hnf-formula ψ for FOCN(P)[σ] of locality radius less than
(2 bw(ϕ) + 1)br(ϕ). Moreover, free(ψ) = free(ϕ), nqr(ψ) 6 nqr(ϕ), and the number of
distinct numerical oc-type conditions in ψ is at most
exp4
(
poly(||ϕ||+ ||σ||) + log log(d)) .
(b) There is an algorithm which receives as input a degree bound d > 2, a relational signature σ,
and an FOCN(P)[σ]-formula ϕ, and constructs such a hnf-formula ψ in time
exp5
(
poly(||ϕ||+ ||σ||) + log log(d)) .
The proofs of these two statements can be found in Section 4. Concerning the numerical pred-
icates, our proofs are purely syntactical and do not rely on the particular semantics JPK of the
numerical predicates P ∈ P.
From statement (a), we infer in Section 5 a polynomial bound for the locality rank of first-
order formulas of bounded quantifier alternation depth as well as a connection between our logic
and bounded arithmetic; algorithmic applications of statement (b) for model checking and query
evaluation are also discussed in Section 5.
Note that Theorem 3.2(a) implies that if ϕ is in FOC(P) (i.e., contains no number variables),
then the hnf-formula ψ is in FOC(P∪{P∃}). For ϕ in FO(P), however, Theorem 3.1(a) ensures
that ψ is not always in FO(P ∪ {P∃}).
Suppose ar(P) = 1 for all P ∈ P (i.e., P is unary) and let ϕ ∈ FO(P). Since FO(P) ⊆
FOC(P), there is a d-equivalent hnf-formula ψ for FOCN(P), and we even know that ψ ∈
FOC(P∪ {P∃}). An analysis of the proof of Theorem 3.2(a) yields that all counting terms that
appear in ψ have the form i with i ∈ N or(∑
τ∈T
#(y).sphτ (y)
)
− k
for some set T of types of radius r and some k ∈ N. Since all predicates from P are unary, we
can eliminate the constant counting terms i ∈ N by replacing P(i) with true or false depending
on whether i ∈ JPK or not. Clearly,∑
τ∈T
#(y).sphτ (y) ≡ #(y).
∨
τ∈T
sphτ (y)
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since the types from T all have the same radius and no element can satisfy the sphere-formulas
for two different types from T . Hence, ψ can be transformed into a Boolean combination of
sphere-formulas and of sentences of the form
P
(
#(y).
∨
τ∈T
sphτ (y) − k
)
(1)
with P ∈ P ∪ {P∃}. We call such a Boolean combination a formula in weak Hanf normal form
for FO(P) or whnf-formula since it weakens the condition on numerical oc-type conditions in
hnf-formulas for FO(P) (that requires |T | = 1). As a result, we obtain
Corollary 3.3 Let (P, ar, J.K) be a unary numerical predicate collection. For any relational
signature σ, any degree bound d ∈ N, and any formula ϕ ∈ FO(P)[σ], there exists a d-equivalent
formula ψ in weak Hanf normal form for FO(P)[σ].
As can be seen from the proof above, the formula ψ can be constructed effectively and the
bounds from Theorem 3.2 apply here as well; in particular, the number of subformulas of the
form (1) is 4-fold exponential in the size of ϕ. For this setting, we get a matching lower bound
in analogy to Theorem 3.1(c); the proof can be found in Section 6:
Theorem 3.2 (continued)
(c) There exists a unary numerical predicate collection (P, ar, J.K), a relational signature σ, and
a sequence of FO(P)[σ]-sentences ϕn of size O(n) such that for every 3-equivalent weak
hnf-sentence ψn for FO(P)[σ], the number of distinct subformulas of the form (1) in ψn is
at least exp4(n), for every n > 1.
4 Construction of hnf-formulas for FOCN(P)
The following lemma summarises easy facts concerning types (cf., [14, 2]).
Lemma 4.1 Let d > 2 and let A be a d-bounded σ-structure. Let r > 0, k > 1, and a =
a1, . . . , ak ∈ A.
(a)
∣∣NAr (a)∣∣ 6 k · νd(r) 6 kdr+1. For d = 2 we even have ∣∣NAr (a)∣∣ 6 k(2r+1).
(b) Given A and a, the r-sphere NAr (a) can be computed in time
(
kνd(r)
)O(||σ||) 6 (kdr+1)O(||σ||).
For d = 2 it can even be computed in time
(
k(2r+1)
)O(||σ||)
.
(c) NAr (a1, a2) is connected if and only if distA(a1, a2) 6 2r + 1.
(d) If NAr (a) is connected, then NAr (a) ⊆ NAr+(k−1)(2r+1)(ai), for all i ∈ [k].
(e) Let B be a d-bounded σ-structure and let b = b1, . . . , bk ∈ B.
It can be tested in time (kνd(r))
O(||σ||+kνd(r)) 6 2O(||σ||k2νd(r)2) 6 2O(||σ||k2d2r+2) whether
NAr (a) ∼= NBr (b). For d = 2 the test can even be performed in time 2O(||σ||k
2r2).
For our algorithms it will be convenient to work with a fixed list of representatives of d-
bounded r-types, provided by the following lemma (see [14, 2] for a proof).
Lemma 4.2 There is an algorithm which upon input of a relational signature σ, a degree bound
d > 2, a radius r > 0, and a number k > 1, computes a list Lσ,dr (k) = τ1, . . . , τ` (for a suitable
` > 1) of d-bounded r-types with k centres (over σ), such that for every d-bounded r-type τ
with k centres (over σ) there is exactly one i ∈ [`] such that τ ∼= τi. The algorithm’s runtime
is 2(kνd(r))
O(||σ||)
. Furthermore, upon input of a d-bounded r-type τ with k centres (over σ), the
particular i ∈ [`] with τ ∼= τi can be computed in time 2(kνd(r))O(||σ||).
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Throughout the remainder of this paper, Lσ,dr (k) will always denote the list provided by
Lemma 4.2. We will write τ ∈ Lσ,dr (k) to express that τ is one of the types τ1, . . . , τ` of the list
Lσ,dr (k).
Our proof of parts (a) and (b) of Theorem 3.2 proceeds by induction on the construction
of the input formula. A major technical step for the construction is provided by the following
lemma.
Lemma 4.3 Let σ be a relational signature, let r > 0, n > 0, k > 1, let (x1, . . . , xn, y1, . . . , yk)
be a tuple of n+k pairwise distinct variables in vars, let x = (x1, . . . , xn), let y = (y1, . . . , yk),
let τ ∈ Lσ,dr (n+k), and let
t(x) := #y.sphτ (x, y).
• If n = 0, then there is a simple counting term tˆ without number variables such that tA = tˆA,
for any d-bounded σ-structure A.
• If n 6= 0, then for every R′ > R := r + k·(2r+1) and every ρ ∈ Lσ,dR′ (n), there is a simple
counting term tˆρ without number variables, such that t
A[a] = tˆAρ holds for any d-bounded
σ-structure A and any tuple a ∈ An of type ρ (i.e., any a ∈ An with A |= sphρ[a]).
Furthermore, tˆ and tˆρ have locality radius at most Rˆ := r+ (k−1)(2r+1). Moreover, there is an
algorithm which constructs tˆ and tˆρ, respectively, within time exp1
(
((n+ k) · νd(Rˆ))O(||σ||)
)
.
Proof: The proof relies on a similar analysis of neighbourhood types as the proof of Lemma 4.7 in
[18] and proceeds by an induction on the number of components of τ w.r.t. x. These components
are defined as follows. Let τ = (T , e1, . . . , en, f1, . . . , fk) and let G = (V,E) be the Gaifman
graph of τ . Decompose G into its connected components V1, . . . , Vs. In case that n = 0, the
tuple x is the empty tuple, the components of τ w.r.t. x are defined as the connected components
V1, . . . , Vs of G, and we let m := s and Wj := Vj for all j ∈ [m]. In case that n 6= 0, we can
assume w.l.o.g. that there is an i ∈ {1, . . . , s} such that each of the sets V1, . . . , Vi and none
of the sets Vi+1, . . . , Vs contains an element of {e1, . . . , en}. The components of τ w.r.t. x are
defined as the sets W1, . . . ,Wm where m := s−i+1, W1 := V1 ∪ · · · ∪ Vi and Wj := Vi+j−1 for
every j ∈ {2, . . . ,m}.
Let e = (e1, . . . , en) and f = (f1, . . . , fk). For a set I ⊆ {1, . . . , k} and a k-tuple a =
(a1, . . . , ak) we write aI to denote the tuple of length |I| obtained from a by deleting all compo-
nents that do not belong to I.
In case that n 6= 0, consider an arbitrary R′ ∈ N with R′ > R := r + k·(2r+1) and an
arbitrary ρ ∈ Lσ,dR′ (n) and let (S, a′) = ρ and a′ = (a′1, . . . , a′n).
Case 1: n 6= 0 and m = 1.
Then, f1, . . . , fk ∈ NTR−r(e) and thus T = NTr (e, f) = NTR (e). Therefore, for any σ-structure A
and any tuple a ∈ An of type ρ (i.e., NAR′(a)) ∼= (S, a′)), the following is true:
tA[a] = |{b ∈ Ak : A |= sphτ [a, b]}|
= |{b ∈ Ak : NAr (a, b) ∼= (T , e, f)}|
= |{b ∈ (NAR−r(a))k : NAr (a, b) ∼= (T , e, f)}|
= |{b′ ∈ (NρR−r(a′))k : N ρr (a′, b′) ∼= (T , e, f)}| .
Thus, we can choose
tˆρ := iρ := |{b′ ∈ (NρR−r(a′))k : N ρr (a′, b′) ∼= (T , e, f)}| ∈ N
and we are done.
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Case 2: n = 0 and m = 1.
Then τ = (T , f1, . . . , fk) and f2, . . . , fk ∈ NTRˆ−r(f1) for Rˆ := r + (k−1)(2r+1). Thus, T =
NTr (f1, . . . , fk) = NTRˆ (f1). Therefore, for any d-bounded σ-structure A, the following is true:
tA = |{b ∈ Ak : A |= sphτ [b]}|
= |{b ∈ Ak : NAr (b) ∼= τ}|
= |{(b1, . . . , bk) : b1 ∈ A, (b2, . . . , bk) ∈ (NARˆ−r(b1))k−1, NAr (b1, . . . , bk) ∼= τ}|
=
∑
ρ∈J
iρ · |{b1 ∈ A : NARˆ (b1) ∼= ρ}| ,
(2)
where J := Lσ,d
Rˆ
(1) and, for each ρ = (S, f1) ∈ J ,
iρ := |{(f2, . . . , fk) ∈ (NρRˆ−r(f1))
k−1 : N ρr (f1, . . . , fk) ∼= τ}| ∈ N .
Note that for every ρ ∈ J and for every σ-structure A we have
|{b1 ∈ A : NARˆ (b1) ∼= ρ}| = tAρ ,
for
tρ := #(y1).sphρ(y1) .
Using equation (2), we choose
tˆ :=
∑
ρ∈J
( iρ · tρ )
and we are done.
Case 3: n 6= 0 and m > 2.
Let
I1 := {i ∈ [k] : fi ∈Wm},
I2 := [k] \ I1 = {i ∈ [k] : fi ∈W1 ∪ · · · ∪Wm−1} .
We consider the neighbourhood types
τ1 :=
(T [Wm], f I1)
and
τ2 :=
(T [W1 ∪ · · · ∪Wm−1], e, f I2) .
Clearly, τ = (T , e, f) is the disjoint union of τ1 and τ2. Furthermore, for any σ-structure A and
any tuple a = (a1, . . . , an) ∈ An the following is true:
tA[a] = |{b ∈ Ak : NAr (a, b) ∼= τ}|
= |{b ∈ Ak : NAr (a, b) ∼= τ and NAr (bI1) ∼= τ1 and NAr (a, bI2) ∼= τ2}|
= iA1 · iA2 [a] − iA3 [a]
(3)
where
iA1 := |{b′ ∈ A|I1| : NAr (b′) ∼= τ1}|
iA2 [a] := |{b′′ ∈ A|I2| : NAr (a, b′′) ∼= τ2}|
iA3 [a] := |{b ∈ Ak : NAr (bI1) ∼= τ1 and NAr (a, bI2) ∼= τ2 and NAr (a, b) 6∼= τ}|.
Obviously, iA1 = tA1 for
t1 := #yI1 .sphτ1(yI1) .
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Since τ1 is connected and has no free variable(s), by Case 2 we obtain a simple counting term
tˆ1 such that tˆ
A
1 = t
A
1 for all d-bounded σ-structures A.
Furthermore, if I2 6= ∅, then iA2 [a] = tA2 [a] for
t2(x) := #yI2 .sphτ2(x, yI2) .
Since τ2 has fewer components w.r.t. x than τ , by induction hypothesis we obtain a simple
counting term tˆ2,ρ such that tˆ
A
2,ρ = t
A
2 [a] holds for any d-bounded σ-structure A and any tuple
a ∈ An of type ρ.
In case that I2 = ∅, we have
iA2 [a] =
{
1 if NAr (a) ∼= τ2
0 if NAr (a) 6∼= τ2 .
Thus, letting
tˆ2,ρ :=
{
1 if N ρr (a′) ∼= τ2
0 if N ρr (a′) 6∼= τ2
we obtain that tˆA2,ρ = iA2 [a], for any d-bounded σ-structure A and any tuple a ∈ An of type ρ.
Furthermore, letting J be the set of all τ ′ = (T ′, e′, f ′) ∈ Lσ,dr (n+k) such that
(i) τ ′ 6= τ ,
(ii) N τ ′r (f ′I1) ∼= τ1, and
(iii) N τ ′r (e′, f ′I2) ∼= τ2,
we obtain on all d-bounded σ-structures A and for all a ∈ An that
iA3 [a] =
∑
τ ′∈J
|{b ∈ Ak : NAr (a, b) ∼= τ ′}| =
∑
τ ′∈J
tAτ ′ [a] ,
for
tτ ′(x) := #y.sphτ ′(x, y) .
Note that each τ ′ ∈ J has fewer components w.r.t. x than τ . Thus, by induction hypothesis
we obtain for each τ ′ ∈ J a simple counting term tˆτ ′,ρ such that tˆAτ ′,ρ = tAτ ′ [a] holds for any
d-bounded σ-structure A and any tuple a ∈ An of type ρ. Using equation (3), we are done by
choosing
tˆρ := tˆ1 · tˆ2,ρ + (−1) ·
∑
τ ′∈J
tˆτ ′,ρ .
Case 4: n = 0 and m > 2.
The proof can be taken almost verbatim from the proof for Case 3 by always letting e, a, x,
and e′ be the empty tuple, omitting the case that I2 = ∅, and dropping the type ρ wherever
mentioned.
It is straightforward to verify that in each of the four cases, the lemma’s statement concerning
the locality radius of tˆ and tˆρ, respectively, is correct. Furthermore, the above proof can easily be
translated into an algorithm for constructing tˆ and tˆρ, respectively. To analyse the algorithm’s
runtime, let us write timeσ,dn,k,r(m) for the algorithm’s runtime for the case where τ has at most m
components w.r.t. x. By using Lemma 4.1 and 4.2 it is straightforward (although a bit tedious)
to verify the following.
• In Case 1, timeσ,dn,k,r(1) 6 2O(||σ||(n+k)
2νd(r)
2).
• In Case 2, timeσ,dn,k,r(1) 6 2(νd(Rˆ)
O(||σ||))·νd(Rˆ−r)k−1·2O(||σ||·k2·νd(r)2), for Rˆ := r+(k−1)(2r+1).
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• Thus, in Case 1 and in Case 2 we have
timeσ,dn,k,r(1) 6 2
((n+k)·νd(Rˆ))O(||σ||) .
• For Case 3 and Case 4 we obtain that timeσ,dn,k,r(m) 6 2((n+k)·νd(r))
O(||σ||) · timeσ,dn,k,r(m−1).
• Inductively, we thus obtain that
timeσ,dn,k,r(m) 6 2
(m−1)·((n+k)·νd(r))O(||σ||) · timeσ,dn,k,r(1)
• Since m 6 n+k, the algorithm’s runtime upon input of t (and ρ, in case that n 6= 0) is at
most
2((n+k)·νd(Rˆ))
O(||σ||)
.
Finally, the proof of Lemma 4.3 is complete. 
We also use the following lemma from [2].
Lemma 4.4 Let σ be a relational signature. Let s > 0 and let χ1(κ), . . . , χs(κ) be arbitrary
number formulas from FOCN(P)[σ].1 Let r > 0, k > 1, d > 2, and let Lσ,dr (k) = τ1, . . . , τ`. Let
x = x1, . . . , xk be a list of k pairwise distinct variables in vars. For every Boolean combination
ψ(x, κ) of the formulas χ1(κ), . . . , χs(κ) and of d-bounded sphere-formulas of radius at most r
(over σ), and for every J ⊆ [s] there is a set I ⊆ [`] such that
ψJ(x) ≡d
∨
i∈I
sphτi(x),
where ψJ(x) is the formula obtained from ψ(x, κ) by replacing every occurrence of a formula
χj(κ) with true if j ∈ J and with false if j 6∈ J (for every j ∈ [s]).
Given ψ and J , the set I can be computed in time poly(||ψ||) · 2(kνd(r))O(||σ||).
By combining the Lemmas 4.4 and 4.3, we immediately obtain:
Lemma 4.5 Let σ be a relational signature. Let s > 0 and let χ1(κ), . . . , χs(κ) be arbitrary num-
ber formulas from FOCN(P)[σ]. Let r > 0, n > 0, k > 1, and d > 2. Let (x1, . . . , xn, y1, . . . , yk)
be a tuple of n+k pairwise distinct variables in vars, let x = (x1, . . . , xn), and let y = (y1, . . . , yk).
Let ψ(x, y, κ) be a Boolean combination of the formulas χ1(κ), . . . , χs(κ) and of d-bounded sphere-
formulas of radius at most r (over σ), and let
t(x, κ) := #y.ψ(x, y, κ) .
Let Lσ,dr (n+k) = τ1, . . . , τ`. For every i ∈ [`] let
ti(x) := #y.sphτi(x, y) .
For every J ⊆ [s] there is a set I ⊆ [`] such that the following is true for every d-bounded
σ-structure A and every tuple k ∈ Z|κ| with
(A, k) |= χJ(κ) :=
∧
j∈J
χj(κ) ∧
∧
j∈[s]\J
¬χj(κ) .
1The lemma’s statement in [2] was formulated for sentences χ1, . . . , χs of first-order logic with modulo-counting
quantifiers; the proof, however, is independent of the particular kind of formulas and also applies for number
formulas in FOCN(P) (or any other logic).
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• If n = 0, then
tA[k] =
∑
i∈I
tˆAi
where tˆi is the simple counting term (without number variables) provided by Lemma 4.3
for the term ti. We let tˆJ :=
∑
i∈I tˆi.
• If n 6= 0, then for every R′ > R := r+k·(2r+1), every ρ ∈ Lσ,dR′ (n) and every tuple a ∈ An
of type ρ we have
tA[a, k] =
∑
i∈I
tˆAi,ρ ,
where tˆi,ρ is the simple counting term (without number variables) provided by Lemma 4.3
for the term ti(x) and the type ρ. We let tˆJ,ρ :=
∑
i∈I tˆi,ρ.
Furthermore, the locality radii of tˆJ and tˆJ,ρ are at most Rˆ := r+(k−1)(2r+1). Moreover, there
is an algorithm which upon input of ψ(x, y, κ) and J (and ρ, in case that n 6= 0), constructs tˆJ
(resp, tˆJ,ρ) within time poly(||ψ||) · 2((n+k)·νd(Rˆ))O(||σ||).
In addition to that, |{tˆJ : J ⊆ [s]}| and |{tˆJ,ρ : J ⊆ [s]}| is at most 2` for ` ∈ 2((n+k)νd(r))O(||σ||).
We are now ready to prove Theorem 3.2(a)+(b):
Theorem 4.6 Let (P, ar, J.K) be a numerical predicate collection. There is an algorithm which
upon input of a degree bound d > 2, a relational signature σ, and an FOCN(P)[σ]-formula ϕ,
constructs a hnf-formula ψ for FOCN(P)[σ] with ψ ≡d ϕ.
Furthermore, free(ψ) = free(ϕ), nqr(ψ) 6 nqr(ϕ), and the locality radius of ψ is < (2 bw(ϕ)+1)br(ϕ).
The number of distinct numerical oc-type conditions in ψ is at most
exp3
(
poly(||ϕ||+ ||σ||)) for d = 2 and
exp4
(
poly(||ϕ||+ ||σ||) + log log(d)) for d > 3.
The construction of ψ takes time at most
exp4
(
poly(||ϕ||+ ||σ||)) for d = 2 and
exp5
(
poly(||ϕ||+ ||σ||) + log log(d)) for d > 3.
Proof: W.l.o.g. we assume that P∃ ∈ P and that ϕ does not contain any existential quantifier
of the form ∃y with y ∈ vars (to achieve this, we add P∃ to P with JP∃K = N>1, and we replace
every subformula of ϕ of the form ∃y ϕ′ by the formula P∃(#(y).ϕ′)). We proceed by induction
on the shape of ϕ. Throughout the proof, we let x = (x1, . . . , xn) be the free structure variables,
and κ be the free number variables of ϕ.
Case 1: Suppose that ϕ is an atomic formula of the form x1=x2 or R(x1, . . . , xar(R)) with
R ∈ σ. Clearly, ϕ is equivalent to the formula
ψ :=
∨
τ∈J
sphτ (x)
where J is the set of all types τ ∈ Lσ,d0 (n) that satisfy ϕ.
Furthermore, ψ has locality radius 0, and (2 bw(ϕ)+1)br(ϕ) = 10 = 1 > 0. The number of
distinct numerical oc-type conditions in ψ is 0, and nqr(ψ) = nqr(ϕ) = 0, and free(ψ) = free(ϕ).
By Lemma 4.2, J and ψ can be constructed in time 2(nνd(0))
O(||σ||)
= 2n
O(||σ||) 6 2||ϕ||O(||σ||) .
Case 2: Suppose that ϕ is of the form ¬ϕ′ or of the form (ϕ′∨ϕ′′). By induction hypothesis,
there are hnf-formulas ψ′ and ψ′′ with ψ′ ≡d ϕ′ and ψ′′ ≡d ϕ′′. Thus, ¬ψ′ and (ψ′ ∨ ψ′′) are
hnf-formulas that are d-equivalent to ¬ϕ′ and to (ϕ′ ∨ ϕ′′), respectively.
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Furthermore, by applying the induction hypothesis, it is straightforward to see that the
free variables, the number quantifier rank, the locality radius, the number of distinct numerical
oc-type conditions, and the runtime for constructing ¬ψ′ and (ψ′ ∨ ψ′′) are as stated in the
theorem.
Case 3: Suppose that ϕ is of the form P(t1, . . . , tm) with P ∈ P ∪ {P∃}, m = ar(P), and
where t1, . . . , tm are counting terms.
According to Definition 2.9, for every j ∈ [m], the counting term tj is built by using addition
and multiplication based on integers, on number variables from κ, and on counting terms θ′
of the form #y.θ. Let Θ′ be the set of all these counting terms θ′ and let Θ be the set of all
the according formulas θ. By the induction hypothesis, for each θ in Θ there is a d-equivalent
hnf-formula ψ(θ). Let Ψ be the set of all these ψ(θ). Each ψ in Ψ is a Boolean combination
of d-bounded sphere-formulas and of numerical oc-type conditions. Let χ1(κ), . . . , χs(κ) be a
list of numerical oc-type conditions such that any of the ψ ∈ Ψ is a Boolean combination of
sphere-formulas and of formulas in {χ1, . . . , χs}. Let r be the maximum locality radius of any
of the sphere-formulas that occur in any ψ ∈ Ψ, and let k be the maximum arity |y| for any
term θ′ of the form #y.θ in Θ′.
For each θ′(x, κ) = #y.θ(x, y, κ) in Θ′, we apply Lemma 4.5 to the term
t(θ
′)(x, κ) := #y.ψ(θ)(x, y, κ)
and obtain for every J ⊆ [s]
• a simple counting term tˆ(θ′)J without number variables, in case that n = 0,
• and for every ρ ∈ Lσ,dR (n), with R := r + k(2r+1), a simple counting term tˆ(θ
′)
J,ρ without
number variables, in case that n 6= 0.
By Lemma 4.5, the following is true for every J ⊆ [s] and χJ :=
∧
j∈J χj ∧
∧
j∈[s]\J ¬χj .
If n = 0, then (
χJ(κ) ∧ P(t1(κ), . . . , tm(κ))
)
≡d
(
χJ(κ) ∧ P(t1,J(κ), . . . , tm,J(κ))
)
where, for every i ∈ [m], we let ti,J(κ) be the simple counting term obtained from ti(κ) by
replacing each occurrence of a term θ′ ∈ Θ′ by the term tˆ(θ′)J .
If n 6= 0, then for every ρ ∈ Lσ,dR (n) we have(
sphρ(x) ∧ χJ(κ) ∧ P(t1(x, κ), . . . , tm(x, κ))
)
≡d
(
sphρ(x) ∧ χJ(κ) ∧ P(t1,J,ρ(κ), . . . , tm,J,ρ(κ))
)
where, for every i ∈ [m], we let ti,J,ρ(κ) be the simple counting term obtained from ti(x, κ) by
replacing each occurrence of a term θ′ ∈ Θ′ by the term tˆ(θ′)J,ρ .
In summary, we obtain the following:
If n = 0, then
ϕ(κ) = P(t1, . . . , tm)
≡d
∨
J⊆[s]
(
χJ ∧ P(t1, . . . , tm)
)
≡d
∨
J⊆[s]
(
χJ ∧ P(t1,J , . . . , tm,J)
)
=: ψ(κ) .
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The formula χJ is a Boolean combination of the numerical oc-type conditions χ1, . . . , χs. The
terms ti,J are polynomials over the simple counting terms tˆ
(θ′)
J and number variables from κ,
i.e., they are simple counting terms. Hence ψ is a Boolean combination of numerical oc-type
conditions and therefore a hnf-formula without free structure variables.
If n 6= 0, then for L := Lσ,dR (n) we have
ϕ(x, κ) = P(t1, . . . , tm)
≡d
∨
ρ∈L
(
sphρ(x) ∧
∨
J⊆[s]
(
χJ ∧ P(t1, . . . , tm)
) )
≡d
∨
ρ∈L
(
sphρ(x) ∧
∨
J⊆[s]
(
χJ ∧ P(t1,J,ρ, . . . , tm,J,ρ)
) )
=: ψ(x, κ) .
As above, the formula χJ is a Boolean combination of numerical oc-type conditions. The terms
ti,J,ρ are polynomials over the simple counting terms tˆ
(θ′)
J,ρ and number variables from κ, i.e., they
are simple counting terms. Hence ψ(x, κ) is a Boolean combination of sphere-formulas and of
numerical oc-type conditions, and therefore ψ(x, κ) is a hnf-formula.
By Lemma 4.5, each of the terms ti,J and ti,J,ρ, respectively, has locality radius at most
r + (k−1)(2r+1). Furthermore, for each ρ ∈ L the formula sphρ(x) has locality radius R =
r + k(2r+1). Thus, the locality radius of ψ is the maximum of R and the maximum of the
locality radii of χ1, . . . , χs.
By the induction hypothesis, each χj has locality radius < r˜ := (2 bw(ϕ)+1)
br(ϕ)−1. Fur-
thermore, by the induction hypothesis we also know that r < r˜, i.e., r 6 r˜−1. Since k 6 bw(ϕ),
we therefore obtain
R = r + k(2r+1)
6 (r˜−1) + 2 bw(ϕ)(r˜−1) + bw(ϕ)
< r˜ + 2 bw(ϕ)r˜
= (2 bw(ϕ) + 1)br(ϕ).
Therefore, the locality radius of ψ is < (2 bw(ϕ) + 1)br(ϕ).
Furthermore, by applying the induction hypothesis it is easy to see that free(ψ) = free(ϕ)
and nqr(ψ) 6 nqr(ϕ).
To determine the number of distinct numerical oc-type conditions in ψ, let us first consider
the case n = 0. Recall from Lemma 4.5 that for each θ′ ∈ Θ′ we have |{tˆ(θ′)J : J ⊆ [s]}| 6 2`
with ` ∈ 2((n+k)νd(r))O(||σ||) . Thus, for each i ∈ [m] we have
|{ti,J : J ⊆ [s]}| 6
(
2`
)|Θ′|
= 2`·|Θ
′| 6 2`·||ϕ|| ,
and hence
|{(t1,J , . . . , tm,J) : J ⊆ [s]}| 6
(
2`·||ϕ||
)m
= 2m·||ϕ||·` .
Thus, in case that n = 0, we obtain that ψ is a Boolean combination of at most s + 2m·||ϕ||·`
distinct numerical oc-type conditions. By a similar reasoning we obtain that if n 6= 0, then ψ
is a Boolean combination of sphere-formulas and of at most s+ |L| · 2m·||ϕ||·` distinct numerical
oc-type conditions. Note that
|L| · 2m·||ϕ||·` 6 2(nνd(R))O(||σ||)+m·||ϕ||·2((n+k)νd(r))
O(||σ||)
6 22(m+n+k)·||ϕ||·νd(R))
O(||σ||)
.
We already know that R < (2 bw(ϕ)+1)br(ϕ) 6 ||ϕ||||ϕ|| = 2poly(||ϕ||). Furthermore, m+n+k 6 ||ϕ||.
Thus,
|L| · 2m·||ϕ||·` 6 22||ϕ||
2·νd(2poly(||ϕ||)))O(||σ||) .
In case that d = 2, this is at most 22
2poly(||ϕ||+||σ||)
. In case that d > 3, it is at most 22d
2poly(||ϕ||+||σ||)
.
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From the induction hypothesis we obtain a bound on s, and in summary we obtain that ψ
is a Boolean combination of sphere-formulas and of at most
exp3(poly(||ϕ||+ ||σ||)) for d = 2 and exp4(poly(||ϕ||+ ||σ||) + log log d) for d > 3
distinct numerical oc-type conditions.
To verify that the claimed runtime is correct, note that by Lemma 4.5 for each θ′ ∈ Θ′,
each ρ ∈ L, and each J ⊆ [s], the terms tˆ(θ′)J and tˆ(θ
′)
J,ρ , resp., can be constructed in time
poly(||ψ(θ)||) · 2((n+k)·νd(Rˆ))O(||σ||) , where Rˆ 6 R < (2 bw(ϕ) + 1)br(ϕ) 6 ||ϕ||||ϕ|| 6 2poly(||ϕ||). By the
induction hypothesis, s is at most
exp3
(
poly(||ϕ||+ ||σ||)) for d = 2 and exp4(poly(||ϕ||+ ||σ||) + log log(d)) for d > 3.
Thus, the number of sets J ⊆ [s] that have to be considered is at most
exp4
(
poly(||ϕ||+ ||σ||)) for d = 2 and exp5(poly(||ϕ||+ ||σ||) + log log(d)) for d > 3.
Based on this, it is straightforward to verify that the runtime for constructing ψ is as stated in
the theorem.
Case 4: Suppose that ϕ is of the form ∃λϕ′ with λ ∈ nvars. By the induction hypothesis,
there is a hnf-formula ψ′(x, κ, λ) with ψ′ ≡d ϕ′. Let R be the locality radius of ψ′.
From every τ = (T , c) ∈ Lσ,dR (n), we now construct a numerical oc-type condition ψ′τ (κ, λ) as
follows: Consider a type ρ = (S, d) such that the sphere-formula sphρ(x) occurs in ψ′, and let r
be the locality radius of this sphere-formula. If N Tr (c) ∼= S , then we replace every occurrence
of the sphere-formula sphρ(x) in ψ
′ by true, otherwise we replace it by false. As a result, we get
∃λϕ′ ≡d ∃λψ′ ≡d ∃λ
∨
τ∈Lσ,dR (n)
(sphτ (x) ∧ ψ′)
≡d ∃λ
∨
τ∈Lσ,dR (n)
(sphτ (x) ∧ ψ′τ (κ, λ))
≡
∨
τ∈Lσ,dR (n)
(sphτ (x) ∧ ∃λψ′τ (κ, λ))
=: ψ
which is a hnf-formula.
Clearly, free(ψ) = free(ϕ), and nqr(ψ) 6 nqr(ψ′)+1 6 nqr(ϕ′)+1 = nqr(ϕ). Since the
locality radius of ψ equals that of ψ′, it is bounded by
(2 bw(ϕ′) + 1)br(ϕ
′) = (2 bw(ϕ) + 1)br(ϕ) .
The number of distinct numerical oc-type conditions in ψ is at most |Lσ,dR (n)|. We get
|Lσ,dR (n)| 6 exp1
(
(ndR+1)O(||σ||)
)
by Lemma 4.2
6 exp1
(
(nd(2 bw(ϕ
′)+1)br(ϕ
′)+1)O(||σ||)
)
by the induction hypothesis
∈ exp1
(
d2
poly(||ϕ||+||σ||))
since n, bw(ϕ′),br(ϕ′) 6 ||ϕ||
= exp3(poly(||ϕ||+ ||σ||) + log log(d))
< exp4(poly(||ϕ||+ ||σ||) + log log(d)) .
Furthermore, it is straightforward to verify that the runtime for constructing ψ is as stated in
the theorem. 
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5 Applications
5.1 Fixed-parameter model-checking
As a straightforward application of Theorem 3.2(a)+(b), we obtain that Seese’s [25] FO model-
checking algorithm for classes of structures of bounded degree can be generalised to the logic
FOCN(P) for arbitrary numerical predicate collections (P, ar, J.K):
Theorem 5.1 Let (P, ar, J.K) be a numerical predicate collection. There is an algorithm with
oracle {(P, n) : P ∈ P, n ∈ JPK} which receives as input a formula ϕ(x, κ) ∈ FOCN(P), a σ-
structure A (where σ consists of precisely the relation symbols that occur in ϕ), a tuple a ∈ A|x|,
and a tuple k ∈ Z|κ|, and decides whether A |= ϕ[a, k].
If d > 2 is an upper bound on the degree of A, then the algorithm runs in time
f(ϕ, d) + g(ϕ, d) · |A| + f(ϕ, d) · |A|nqr(ϕ)
where f(ϕ, d) ∈ exp5
(
poly(||ϕ||) + log log(d)) and g(ϕ, d) ∈ exp3(poly(||ϕ||) + log log(d)).
Proof: Let ϕ(x, κ), A, a, and k be the algorithm’s input, where σ is the relational signature
that consists of precisely the relation symbols occurring in ϕ, A is a σ-structure, and P is the
set of all numerical predicates that occur in ϕ. For checking whether A |= ϕ[a, k], the algorithm
proceeds as follows:
(1) Compute an upper bound d > 2 on the degree of A.
This can be done in time poly(||A|| · ||σ|| · d).
(2) Use the algorithm from Theorem 3.2(b) to transform ϕ(x, κ) into a d-equivalent FOCN(P∪
{P∃})[σ]-formula ψ(x, κ) in Hanf normal form.
By Theorem 3.2(a)+(b), this takes time at most f(ϕ, d) ∈ exp5(poly(||ϕ||) + log log d), and
ψ has locality radius at most r < (2 bw(ϕ)+1)br(ϕ) 6 2poly(||ϕ||), and nqr(ψ) 6 nqr(ϕ).
Note that ψ is a Boolean combination of sphere-formulas of the form sphρ(x) and numerical
oc-type conditions with free variables among κ.
(3) For each sphere-formula sphρ(x) that occurs in ψ, check if A |= sphρ[a], and replace each
occurrence of sphρ(x) in ψ with true if A |= sphρ[a], and with false otherwise.
By Lemma 4.1, each such check takes time at most 2O(||σ|||x|2d2r+2), and this is in exp3(poly(||ϕ||)+
log log d).
(4) For each basic counting term #(y).sphτ (y) that occurs in ψ, compute the number nτ of
elements b ∈ A with A |= sphτ [b].
By using the Lemmas 4.1 and 4.2, the numbers nτ for all relevant τ can be computed in time
|A| · 2(dr+1)O(||σ||) , and this is in |A| · exp3(poly(||ϕ||) + log log d). Furthermore, by Lemma 4.2
the number of relevant τ is in 2(d
r+1)O(||σ||) , and thus in exp3(poly(||ϕ||) + log log d).
(5) Replace each occurrence of a basic counting term #(y).sphτ (y) in ψ with the number nτ .
Furthermore, replace each free occurrence of a number variable κi with the number ki (where
κ = (κ1, . . . , κj) and k = (k1, . . . , kj)).
Note that the resulting formula can be viewed as a first-order sentence χ that has to be
evaluated in Z with addition, multiplication, and the predicates in P ∪ {P∃}, and where
quantifications are relativised to numbers in {0, . . . , |A|}. By construction, this sentence
evaluates to true if, and only if, A |= ψ[a, k].
When using oracles for evaluating the predicates in P, the evaluation of χ in Z can be
carried out in time ||ψ|| · O(|A|nqr(ψ)).
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In summary, this yields an algorithm that runs in time
f(ϕ, d) + g(ϕ, d) · |A| + f(ϕ, d) · |A|nqr(ψ) ,
with f(ϕ, d) ∈ exp5(poly(||ϕ||) + log log d) and g(ϕ, d) ∈ exp3(poly(||ϕ||) + log log d). This com-
pletes the proof of Theorem 5.1. 
Remark 5.2 Since nqr(ϕ) = 0 for all ϕ ∈ FOC(P), Theorem 5.1 in particular implies that on
classes of structures of bounded degree, model-checking of FOC(P) is fixed-parameter tractable
(even fixed-parameter linear) when using oracles for the predicates in P.
5.2 Hanf-locality of FOCN(P) and the locality rank of FO
The following notion is taken from [15] (see also the textbook [21]). Let A and B be structures
over a relational signature σ, let k ∈ N and a ∈ Ak and b ∈ Bk. Let furthermore r ∈ N. Then
(A, a) and (B, b) are r-equivalent (denoted (A, a)r (B, b)) if there exists a bijection f : A→ B
such that for all c ∈ A we have
NAr (a, c) ∼= NBr (b, f(c)) .
Now let ϕ(x) be an FOCN(P)-formula with k free structure variables and without free
number variables. The formula ϕ(x) is Hanf-local if there exists r > 0 such that for all structures
A and B and all a ∈ Ak and b ∈ Bk with (A, a)r (B, b), we have
A |= ϕ[a] ⇐⇒ B |= ϕ[b] .
The minimal such r is called the Hanf-locality rank of ϕ and is denoted by hlr(ϕ).
Let τ be a type with a single centre and let A be a σ-structure. By realAτ , we denote the
number of realisations of the type τ in A. For r, d ∈ N, the Hanf-tuple for radius r and degree
d for a structure A is the tuple
HTdr(A) =
(
realAτ
)
τ∈Lσ,dr (1) .
By Theorem 3.2(a), every formula ϕ has a d-equivalent hnf-formula ψ of locality radius r <
(2 bw(ϕ) + 1)br(ϕ). Furthermore, (A, a)r (B, b) implies that HTdr(A) = HTdr(B) and NAr (a) ∼=
NBr (b). Since the validity of ψ only depends on this information, we get the following:
Corollary 5.3 Every FOCN(P)-formula ϕ(x) without free number variables is Hanf-local with
Hanf-locality rank hlr(ϕ) < (2 bw(ϕ) + 1)br(ϕ).
Proof: Let r := (2 bw(ϕ) + 1)br(ϕ) − 1. Let k = |x|. Let A and B be two σ-structures and let
a ∈ Ak and b ∈ Bk with (A, a)r (B, b). This implies in particular that HTdr(A) = HTdr(B) for
all d ∈ N, and (provided that k > 0) NAr (a) ∼= NBr (b).
Since A and B are finite, there is some d ∈ N such that both structures A and B are d-
bounded. By Theorem 3.2(a), there exists a hnf-formula ψ(x) with ϕ ≡d ψ. Since the locality
radius of ψ is at most r, the Hanf-tuple HTdr(A) (if k > 0, together with the isomorphism type
of the sphere NAr (a)) determines whether the hnf-formula ψ holds in (A, a) or not (and similarly
for (B, b)). We therefore get
(A, a) |= ϕ ⇐⇒ (A, a) |= ψ since ϕ ≡d ψ
⇐⇒ (B, b) |= ψ since HTdr(A) = HTdr(B) (and NAr (a) ∼= NBr (b))
⇐⇒ (B, b) |= ϕ since ϕ ≡d ψ .
Hence ϕ is r-Hanf-local. 
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For first-order formulas ϕ we have hlr(ϕ) ∈ exp1(O(||ϕ||)) (actually, hlr(ϕ) 6 2q−1 − 1 where
q is the quantifier depth of ϕ [20]). Our results allow us to bound the Hanf-locality rank of
ϕ ∈ FO by a polynomial in ||ϕ|| whose degree is the quantifier alternation depth of ϕ. As usual,
we write Σn to denote the set of all FO-formulas of quantifier alternation depth 6 n whose
outermost quantifier block is existential.
Theorem 5.4 Let ϕ(x) ∈ FO[σ] belong to Σn and let m := |x| > 0. Then, hlr(ϕ) < (2||ϕ||+1)n.
Proof: The formula ϕ is equivalent to a formula of the form ∃x1 ¬∃x2 · · · ¬∃xn ¬ψ where ψ is
quantifier-free and x1, x2, . . . , xn are tuples of variables of length 6 ||ϕ||.
By induction, set ψn = ψ and ψi−1 = P∃(#xi.¬ψi). Clearly, ψ0 ≡ ϕ has binding rank n and
binding width max{|xi| : 1 6 i 6 n} 6 ||ϕ||.
Then Corollary 5.3 implies that hlr(ϕ) = hlr(ψ0) < (2||ϕ||+ 1)n. 
In [19] it is conjectured that, for every n ∈ N, the locality rank (also for infinite structures)
of formulas ϕ ∈ Σn is polynomial in the quantifier rank q and therefore in the size of ϕ. The
above theorem confirms this conjecture at least for finite structures.2
We close this subsection by proving a result that is slightly stronger than Theorem 5.4. To
formulate that result concisely, we need the following definition. Let ` ∈ N>1. Then BΣ0,` is the
set of quantifier-free formulas from FO (independent from `). A formula belongs to BΣn+1,` if
it is a Boolean combination of formulas of the form
∃x1 ∃x2 · · · ∃xk ψ
with k 6 ` and ψ ∈ BΣn,`. Note that the traditional set BΣn of formulas of quantifier alternation
depth 6 n equals the union of all the sets BΣn,` with ` > 1. The index ` bounds the size of blocks
of quantifiers. As an example, consider ϕ(x), ψ(y) ∈ BΣn,` with disjoint sets of free variables,
and note that the formula
∃x1 . . . ∃x` ∃y1 . . . ∃y` (ϕ(x) ∧ ψ(y))
belongs to BΣn+1,2` as well as to BΣn+2,`, but the following is an equivalent formula from
BΣn+1,`: ( ∃x1 . . . ∃x` ϕ(x) ∧ ∃y1 . . . ∃y` ψ(y) ) .
The following lemma translates BΣn,`-formulas into FOC({P∃})-formulas of restricted bind-
ing width and rank:
Lemma 5.5 For all n > 0, ` > 1, and ϕ ∈ BΣn,`, there exists an equivalent formula ϕ′ ∈
FOC(P) with P = {P∃} such that free(ϕ′) = free(ϕ), bw(ϕ′) 6 ` and br(ϕ′) 6 n.
Proof: We proceed by induction on n. If n = 0, i.e., ϕ is quantifier-free, we set ϕ′ = ϕ.
Now consider a formula of the form ϕ = ∃xψ with ψ ∈ BΣn,` and |x| = k 6 `. By induction,
there exists a formula ψ′ ∈ FOC(P) with ψ ≡ ψ′, bw(ψ′) 6 `, br(ψ′) 6 n, and free(ψ′) = free(ψ).
We set ϕ′ = P∃ (#x.ψ′). Then, clearly, ϕ and ϕ′ are equivalent, bw(ϕ′) = bw(#x.ψ′) =
max(|x|, bw(ψ′)) 6 `, br(ϕ′) = br(#x.ψ′) = 1 + br(ψ′) 6 n+ 1, and free(ϕ′) = free(ϕ).
Since BΣn+1,`-formulas are Boolean combinations of formulas of the form ∃xψ with ψ ∈
BΣn,` and |x| = k 6 `, the result follows. 
We obtain the following strengthening of Theorem 5.4:
Theorem 5.6 Let ϕ(x) ∈ FO[σ] with |x| > 0 belong to BΣn,`. Then the Hanf-locality rank of
ϕ is less than (2`+ 1)n, i.e., hlr(ϕ) < (2`+ 1)n 6 ||ϕ||n.
2[19, Conjecture 6.2] expected the bound ||ϕ|| · 2n as opposed to our result ||ϕ||n.
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Proof: By Lemma 5.5, there exists a formula ϕ′ ∈ FOC(P) with P = {P∃} that is equivalent
to ϕ such that bw(ϕ′) 6 `, br(ϕ′) 6 n, and free(ϕ′) = free(ϕ) ⊆ vars. Then we get hlr(ϕ) =
hlr(ϕ′) < (2`+ 1)n from Corollary 5.3. 
5.3 Hanf-locality and bounded arithmetic
For a numerical predicate collection (P, ar, J.K) consider the extension
ZP = (Z,+, ·, 0,6, (JPK)P∈P∪{P∃})
of integer arithmetic with the predicates from P ∪ {P∃}. A first-order formula Φ(v) in the
signature of this structure is bounded if every quantification ∃v is of the form ∃v (0 6 v 6∑
16i6|v| vi ∧ . . . ), i.e., quantification is restricted to numbers between 0 and the sum of the free
variables of Φ.
Let ϕ ∈ FOCN(P) be a sentence, let r = (2 bw(ϕ) + 1)br(ϕ) − 1, and let d ∈ N. By Theo-
rem 3.2(a), validity of ϕ in a d-bounded structureA only depends on the tuple HTdr(A) ∈ NL
σ,d
r (1).
Since hnf-sentences are Boolean combinations of numerical oc-type conditions, Theorem 3.2(a)
ensures that A |= ϕ is a first-order property of the tuple HTdr(A) in ZP. More generally, we
obtain the following:
Theorem 5.7 Let (P, ar, J.K) be a numerical predicate collection. There is an algorithm which
receives as input a degree bound d, a relational signature σ, a formula ϕ(x) ∈ FOCN(P)[σ]
with k free structure variables and without free number variables, and a type ρ ∈ Lσ,dr (k), for
r = (2 bw(ϕ)+1)br(ϕ)−1, and constructs a bounded first-order formula Ψρ in the signature of ZP
and with free variables (vτ )τ∈Lσ,dr (1), such that the following holds for all d-bounded σ-structures
A and all a ∈ Ak with ρ ∼= NAr (a):
A |= ϕ[a] ⇐⇒ ZP |= Ψρ[HTdr(A)] .
Proof: Let d ∈ N, let σ be a signature, and let ϕ ∈ FOCN(P)[σ] have k free structure variables
and no free number variables. Set r = (2 bw(ϕ) + 1)br(ϕ) − 1. By Theorem 3.2(a)+(b), we can
construct a d-equivalent hnf-formula ψ of locality radius at most r. Without loss of generality,
we can assume that all sphere-formulas sphτ (x) that appear in ψ have radius exactly r and
τ ∈ Lσ,dr (k). Let ρ ∈ Lσ,dr (k). In ψ, replace all occurrences of sphτ (x) with τ 6= ρ by false and
all occurrences of sphρ(x) by true. The resulting formula ψρ is a hnf-sentence of locality radius
6 r, i.e., a Boolean combination of numerical oc-type conditions from FOCN(P ∪ {P∃}). In
other words, it is built from counting terms using number variables κ and basic counting terms
#(y).sphτ (y) for τ ∈ Lσ,dr (1) using arithmetic operations + and ·, predicates from P ∪ {P∃},
Boolean connectives, and number quantification ∃κ.
We construct Ψρ from ψρ by replacing every occurrence of #(y).sphτ (y) by the variable vτ ,
for τ ∈ Lσ,dr (1), and by replacing every subformula of the form ∃κχ by
∃κ ( 0 6 κ 6 ∑
τ∈Lσ,dr (1)
vτ ∧ χ
)
.
These replacements turn the hnf-sentence ψρ into a bounded formula Ψρ.
Now let A be some d-bounded σ-structure and let a ∈ Ak with NAr (a) ∼= ρ. For each
τ ∈ Lσ,dr (1) let nτ := realAτ be the number of realisations of the type τ in the structure A. Then
we have
(A, a) |= ϕ ϕ≡dψ⇐==⇒ (A, a) |= ψ N
d
r (a)
∼=ρ⇐====⇒ A |= ψρ ⇐⇒ ZP |= Ψρ[(nτ )τ∈Lσ,dr (1)] .

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Note that if the formula ϕ belongs to FOC(P), i.e., contains no number variables, then the
formula Ψρ is quantifier-free. With U the numerical predicate collection from Example 2.6(e),
the formula Ψρ can be rewritten into a formula in the signature of (Z,+, 0,6) (for ϕ ∈ FOC(U)).
Furthermore, using [8] and in particular [3], a similar proof for ϕ ∈ FO[σ] yields a quantifier-
free formula Ψρ in the signature of (Z,6). Recall that the counting logics FO(Cnt) from [21]
and FO+C from [11] are fragments of FOCN(P) where P contains only arithmetical predicates.
Consequently, the d-bounded models of any formula from these logics are determined by some
set definable in bounded arithmetic.
5.4 Query-evaluation on dynamic databases
In [2], Berkholz, Keppeler, and Schweikardt used the Hanf normal form result of [14] to de-
sign efficient algorithms for evaluating queries of first-order logic with modulo-counting quan-
tifiers on dynamic databases. It turns out that the methods of [2] can easily be adapted to
generalise to FOC(P)-queries, when using the Hanf normal form for FOC(P) obtained from
Theorem 3.2(a)+(b).
To give a precise statement of the results, we need to provide some notation from [2]. We fix
a countably infinite set dom, the domain of potential database entries. Consider a relational
signature σ = {R1, . . . , R|σ|}. A σ-database D (σ-db, for short) is of the formD = (RD1 , . . . , RD|σ|),
where each RDi is a finite subset of dom
ar(Ri). The active domain adom(D) of D is the smallest
subset A of dom such that RDi ⊆ Aar(Ri) for each Ri in σ. As usual in database theory,
we identify a σ-db D with the σ-structure AD with universe adom(D) and relations RDi for
each Ri ∈ σ. The degree of D is the degree of AD. The cardinality |D| of D is defined as
the number of tuples stored in D, i.e., |D| := ∑R∈σ |RD|. The size ||D|| of D is defined as
||σ||+ |adom(D)|+∑R∈σ ar(R)·|RD| and corresponds to the size of a reasonable encoding of D.
For an FOCN(P)-formula ϕ with free(ϕ) ⊆ vars and for any tuple x = (x1, . . . , xk) of pairwise
distinct structure variables such that free(ϕ) ⊆ {x1, . . . , xk}, the query result Jϕ(x)KD of ϕ(x)
on D is defined via Jϕ(x)KD = {a ∈ adom(D)k : AD |= ϕ[a]} .
If ϕ is a sentence, then the answer JϕKD of ϕ on D is defined as JϕKD = JϕKAD ∈ {0, 1}.
We allow to update a given σ-database by inserting or deleting tuples as follows (note
that both types of commands may change the database’s active domain and the database’s
degree). A deletion command is of the form deleteR(a1, . . . , am) for R ∈ σ, m = ar(R), and
a1, . . . , am ∈ dom. When applied to a σ-db D, it results in the updated σ-db D′ with RD′ =
RD \ {(a1, . . . , am)} and SD′ = SD for all S ∈ σ \ {R}. An insertion command is of the form
insertR(a1, . . . , am) for R ∈ σ, m = ar(R), and a1, . . . , am ∈ dom. When applied to a σ-db D
in the unrestricted setting, it results in the updated σ-db D′ with RD′ = RD ∪ {(a1, . . . , ar)}
and SD
′
= SD for all S ∈ σ \ {R}. Here, we restrict attention to databases of degree at most
d. Therefore, when applying an insertion command to a σ-db D of degree 6 d, the command is
carried out only if the resulting database D′ still has degree 6 d; otherwise D remains unchanged
and instead of carrying out the insertion command, an error message is returned.
As in [2], we adopt the framework for dynamic algorithms for query evaluation of [1]. These
algorithms are based on Random Access Machines (RAMs) with O(log n) word-size and a uni-
form cost measure (cf., e.g., [4]). We assume that the RAM’s memory is initialised to 0. Our
algorithms will take as input a FOC(P)-formula ϕ(x) with x = (x1, . . . , xk) ∈ varsk and a σ-
db D0 of degree 6 d. For all query evaluation problems considered here, we aim at routines
preprocess and update which achieve the following.
Upon input of ϕ(x) and D0, preprocess builds a data structure D which represents D0 (and
which is designed in such a way that it supports the evaluation of ϕ(x) on D0). Upon input of
a command update R(a1, . . . , am) (with update ∈ {insert, delete}), calling update modifies the
data structure D such that it represents the updated database D. The preprocessing time tp is
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the time used for performing preprocess; the update time tu is the time used for performing
an update. By init we denote the particular case of the routine preprocess upon input of a
formula ϕ(x) and the empty database D∅ (where RD∅ = ∅ for all R ∈ σ). The initialisation
time ti is the time used for performing init. In the dynamic algorithms presented here, the
preprocess routine for input of ϕ(x) and D0 carries out the init routine for ϕ(x) and then
performs a sequence of |D0| update operations to insert all the tuples of D0 into the data
structure. Consequently, tp = ti + |D0| · tu.
Whenever speaking of a dynamic algorithm we mean an algorithm that has at least the
routines preprocess and update. In the following, D will always denote the database that is
currently represented by the data structure D. To answer a sentence ϕ under updates, apart
from the routines preprocess and update, we aim at a routine answer that outputs JϕKD.
The answer time ta is the time used for performing answer.
The following corollary is obtained by a straightforward adaptation of the proof of Theo-
rem 4.1 of [2], where all uses of the Hanf normal form result for first-order logic with modulo-
counting quantifiers of [14] are replaced by uses of Theorem 3.2(a)+(b).
Corollary 5.8 Let (P, ar, J.K) be a numerical predicate collection. There is a dynamic algorithm
with oracle {(P, n) : P ∈ P, n ∈ JPK} which receives as input a relational signature σ, a degree
bound d > 2, an FOC(P)[σ]-sentence ϕ, and a σ-db D0 of degree 6 d, and computes within
tp = f(ϕ, d) · ||D0|| preprocessing time a data structure that can be updated in time tu = f(ϕ, d)
and allows to return the query result JϕKD with answer time ta = O(1).
The function f(ϕ, d) is of the form exp5(poly(||ϕ||) + log log d).
Proof: The proof is a straightforward adaptation of the proof of Theorem 4.1 of [2].
In addition to the statement made in Corollary 5.8, we also show the following: If ϕ is
a d-bounded hnf-sentence of locality radius r (i.e., each sphere-formula that occurs in ϕ or
in a numerical oc-type condition of ϕ, regards a sphere of degree 6 d and radius 6 r), then
f(ϕ, d) = poly(||ϕ||) + 2O(||σ||d2r+2), and the initialisation time is ti = O(||ϕ||).
W.l.o.g. we assume that all the symbols of σ occur in ϕ (otherwise, we remove from σ all
symbols that do not occur in ϕ). In the preprocessing routine, we first use Theorem 3.2(a)+(b)
to transform ϕ into a d-equivalent FOCN(P)[σ]-sentence ψ in Hanf normal form; this takes time
f(ϕ, d) = exp5(poly(||ϕ||) + log log d).
The sentence ψ is a Boolean combination of atomic numerical oc-type conditions for
FOCN(P)[σ], each of which is of the form P(t1, . . . , tm) with P ∈ P∪{P∃}, m = ar(P), and each
ti is a simple counting term without number variables, i.e., it is a polynomial over basic counting
terms and with integer coefficients. Recall that each basic counting term that occurs in ψ is of
the form #(y).sphρ(y) where ρ is an r-type with 1 centre (over σ); and from Theorem 3.2(a) we
know that r < (2 bw(ϕ)+1)br(ϕ) 6 2poly(||ϕ||).
Let ρ1, . . . , ρs be the list of all types ρ that occur in ψ. Thus, every basic counting term that
occurs in ψ is of the form #(y).sphρj (y) for some j ∈ [s]. For each j ∈ [s] let rj be the radius
of ρj . Thus, ρj is an rj-type with 1 centre (over σ).
For each j ∈ [s] our data structure will store the number A[j] of all elements a ∈ adom(D)
whose rj-type is isomorphic to ρj , i.e., A[j] = J#(y).sphρj (y)KD. The initialisation for the empty
database D∅ lets A[j] = 0 for all j ∈ [s].
In addition to the array A, our data structure stores a Boolean value Ans where Ans = JϕKD
is the answer of the Boolean query ϕ on the current database D. This way, the query can be
answered in time O(1) by simply outputting Ans.
The initialisation for the empty database D∅ computes Ans as follows. Consider each atomic
numerical oc-type condition P(t1, . . . , tm) in ψ, evaluate each ti after replacing each basic count-
ing term in ti by the number 0, and let ni be the resulting integer. Use the oracle to determine
if (n1, . . . , nm) ∈ JPK. If the oracle answers “yes”, replace each occurrence of P(t1, . . . , tm) in
ψ by true, and otherwise replace it by false. The resulting formula, a Boolean combination of
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the Boolean constants true and false, then is evaluated, and we let Ans be the obtained result.
The entire initialisation takes time at most ti = f(ϕ, d). If ϕ is a hnf-sentence, we even have
ti = poly(||ϕ||).
To update our data structure upon a command updateR(a1, . . . , ak), for k = ar(R) and
update ∈ {insert, delete}, we proceed as follows. The idea is to remove from the data structure
the information on all the database elements whose rj-neighbourhood (for some j ∈ [s]) is
affected by the update, and then to recompute the information concerning all these elements on
the updated database.
Let Dold be the database before the update is received and let Dnew be the database after
the update has been performed. We consider each j ∈ [s]. All elements whose rj-neighbourhood
might have changed, belong to the set Uj := N
D′
rj (a), where D
′ := Dnew if the update command
is insert R(a), and D′ := Dold if the update command is delete R(a).
To remove the old information from A[j], we compute for each a ∈ Uj the neighbourhood
Ba := NDoldrj (a), check whether Ba ∼= ρj , and if so, decrement the value A[j].
To recompute the new information for A[j], we compute for all a ∈ Uj the neighbourhood
B′a := NDnewrj (a), check whether B′a ∼= ρj , and if so, increment the value A[j].
Using Lemma 4.1 we obtain for each j ∈ [s] that |Uj | 6 kdrj+1. For each a ∈ Uj , the
neighbourhoods Ba and B′a can be computed in time
(
drj+1
)O(||σ||)
, and testing for isomorphism
with ρj can be done in time
(
drj+1
)O(||σ||+drj+1)
. Thus, the update of A[j] is done in time
k·(drj+1)O(||σ||+drj+1) = 2d2poly(||ϕ||) = exp3(poly(||ϕ||) + log log d).
After having updated A[j] for each j ∈ [s], we recompute the query answer Ans in a similar
way as in the initialisation for the empty database: Consider each atomic numerical oc-type
condition P(t1, . . . , tm) in ψ, evaluate each ti after replacing each basic counting term of the
form #(y).sphρj (y) in ti by the number A[j], and let ni be the resulting integer. Use the oracle
to determine if (n1, . . . , nm) ∈ JPK. If the oracle answers “yes”, replace each occurrence of
P(t1, . . . , tm) in ψ by true, and otherwise replace it by false. The resulting formula, a Boolean
combination of the Boolean constants true and false, then is evaluated, and we let Ans be the
obtained result. Thus, recomputing Ans takes time poly(||ψ||).
In summary, the entire update time is tu = f(ϕ, d) = exp5(poly(||ϕ||) + log log d).
In case that ϕ is a d-bounded hnf-sentence of locality radius r, we even have tu = poly(||ϕ||)+
k·(dr+1)O(||σ||+dr+1) 6 poly(||ϕ||) + 2O(||σ||d2r+2). Note that for a d-bounded r-type ρ with 1 centre
(over σ), the formula sphρ(y) has size (d
r+1)Ω(||σ||). Hence, if ϕ is a d-bounded hnf-sentence
of locality radius r, then the update time tu also is in 2
poly(||ϕ||). This completes the proof of
Corollary 5.8. 
Regarding the evaluation of queries ϕ(x) where x = (x1, . . . , xk) is a tuple of arity k > 0,
the framework of [2] considers the following problems. To test if a given tuple belongs to the
query result, we aim at a routine test which upon input of a tuple a ∈ domk checks whether
a ∈ Jϕ(x)KD. The testing time tt is the time used for performing a test. To solve the counting
problem under updates, we aim at a routine count which outputs the cardinality |Jϕ(x)KD| of
the query result. The counting time tc is the time used for performing a count. To solve
the enumeration problem under updates, we aim at a routine enumerate such that calling
enumerate invokes an enumeration of all tuples (without repetition) that belong to the query
result Jϕ(x)KD. The delay td is the maximum time used during a call of enumerate
• until the output of the first tuple (or the end-of-enumeration message EOE, if Jϕ(x)KD = ∅),
• between the output of two consecutive tuples, and
• between the output of the last tuple and the end-of-enumeration message EOE.
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The proof of the following corollary is obtained from the proofs of Theorem 6.1, Theorem 8.1,
and Theorem 9.4 of [2] by replacing all uses of Theorem 4.1 of [2] by Corollary 5.8.
Corollary 5.9 Let (P, ar, J.K) be a numerical predicate collection. There is a dynamic algorithm
with oracle {(P, n) : P ∈ P, n ∈ JPK} which receives as input a relational signature σ, a degree
bound d > 2, an FOC(P)[σ]-formula ϕ(x) with free variables x = (x1, . . . , xk) ∈ varsk (for some
k ∈ N), and a σ-db D0 of degree 6 d, and computes within tp = f(ϕ, d) · ||D0|| preprocessing time
a data structure that can be updated in time tu = f(ϕ, d) and allows to
• test for any input tuple a ∈ domk whether a ∈ Jϕ(x)KD within testing time tt = O(k2)
• return the cardinality |Jϕ(x)KD| of the query result within time O(1)
• enumerate Jϕ(x)KD with O(k3) delay.
The function f(ϕ, d) is of the form exp5(poly(||ϕ||) + log log d).
6 The lower bound
This section is devoted to the proof of Theorem 3.2(c). In fact, we will prove a slightly stronger
lower bound, for which the following notation is needed.
A counting term t(x) is linear if it is of the form i with i ∈ N or of the form
n∑
j=1
bj ·#(y).ϕj(x, y) − b0
with n > 0 and b0, b1, . . . , bn ∈ N. In particular, linear counting terms do not count tuples of
variables, but only single variables. In addition, they are not arbitrary polynomials, but linear
polynomials with non-negative coefficients and a negative constant term. An FOCN(P)-formula
is linear if it only uses linear counting terms. Note that all formulas from FO(P) are linear since
the only counting terms allowed there are of the form #(y).ϕ(x, y)− k, for k ∈ N.
By Theorem 3.2(a), for any formula ϕ ∈ FOCN(P) and any d > 2, there exists a d-equivalent
hnf-formula ψ. A close inspection of the proof of Theorem 3.2(a) shows that if ϕ is linear, then
ψ is linear as well; moreover, if ψ belongs to FO(P), then all counting terms that appear in ψ
even are of the form i with i ∈ N or of the form∑
τ∈T
#(y).sphτ (y) − k
for some k ∈ N and some set T of types of radius r. As the bounds from Theorem 3.2(a) apply
here as well, it follows that the number of distinct numerical oc-type conditions in ψ is at most
exp4
(
poly(||ϕ|| + ||σ||) + log log(d)). In this section, we show a matching lower bound for linear
hnf-formulas for FOC(P), provided that P contains a predicate that is rich in the following
sense.
Definition 6.1 (Rich numerical predicate)
A set R ⊆ N of natural numbers is rich if for all s, u, v ∈ N, all a0 ∈ {0, 1}s\{0}, a1, . . . , au ∈ Ns,
and all c1, . . . , cu ∈ N with (a0, 0) 6= (ai, ci) for all i ∈ {1, . . . , u}, there exist x, y ∈ (v+N)s such
that3
• a0ᵀ x ∈ R ⇐⇒ a0ᵀ y /∈ R and
3For s-dimensional vectors a and x we write a
ᵀ
x for the usual inner product, i.e., the number
∑s
j=1 ajxj ,
where aj (and xj) denotes the j-th component of a (and x).
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• aiᵀ x− ci ∈ R ⇐⇒ aiᵀ y − ci ∈ R for all i ∈ {1, . . . , u}.
Example 6.2 We can produce probabilistically a set R of natural numbers as follows: for every
n ∈ N, toss a fair coin and place n into R iff the outcome is tail. Then, with probability 1, we
get a rich set (cf. Section 6.1). Furthermore, Section 6.2 shows that a set R ⊆ N is rich whenever
it has “large gaps”, i.e., R is infinite, 0 /∈ R, and for all d ∈ N>1, there exists q ∈ R such that
[bq/dc , d · q] ∩ R = {q}. Examples of such sets are {nn : n ∈ N}, {b2ncc : n ∈ N} for all reals
c > 1, {n! : n ∈ N}, as well as all infinite subsets of these sets. But note that neither the set
{2n : n ∈ N} nor (by Bertrand’s postulate) the set of primes has large gaps.
Our main lower bound result reads as follows.
Theorem 6.3 Let P = {R} with ar(R) = 1 and JRK ⊆ N rich. Let σtree = {E0, E1, X} be
the signature consisting of two binary relation symbols E0, E1 and a unary relation symbol X.
There is a sequence (ϕn)n>1 of FO(P)[σtree]-sentences of size O(n) such that for all n > 1 and
for every linear hnf-sentence ψn ∈ FOC(P ∪ {P∃})[σtree] that is 3-equivalent to ϕn, the number
of distinct numerical oc-type conditions in ψn is at least exp4(n).
For proving Theorem 6.3 let us consider the following σtree-structures. For n ∈ N let Tn
denote the set of all (complete labeled ordered binary) trees of height 2n, i.e., of all structures
T = (D,E0, E1, X) with D the set of binary words of length at most 2
n, Eb = {(u, ub) : ub ∈ D}
for b ∈ {0, 1}, and X ⊆ D.
A tree T is marked if the root ε belongs to X, i.e., is labeled. Otherwise, T is unmarked.
For a tree T = (D,E0, E1, X), let µ(T ) = (D,E0, E1, X ∪ {ε}) denote the marked tree that
is obtained by labelling the root; the unmarked tree µ¯(T ) = (D,E0, E1, X \ {ε}) is defined
analogously.
For a finite set S of trees, a forest over S (an S-forest, for short) is a disjoint union of finitely
many copies of trees from S. Since every tree is finite, the same applies to every S-forest.
Definition 6.4 (Property PR(F))
For a Tn-forest F and a set R ⊆ N, let PR(F) be the following property:
The number of unmarked trees T in F such that µ(T ) also appears in F belongs to R.
The following lemma is the technical core of the proof of Theorem 6.3.
Lemma 6.5 Let P = {R} with ar(R) = 1 and JRK ⊆ N rich. Let n ∈ N and ψ ∈ FOC(P ∪
{P∃})[σtree] be a linear hnf-sentence such that for all Tn-forests F we have
F |= ψ ⇐⇒ PJRK(F) . (4)
Then, the number of distinct atomic numerical oc-type conditions of the form R(t) in ψ is at
least as big as the number of non-empty sets B ⊆ µ(Tn) of marked trees of height 2n.
Proof: Let σ := σtree. Since ψ is a linear hnf-sentence from FOC(P∪{P∃})[σ], it is a Boolean
combination of atomic numerical oc-type conditions of the form P(t) with P ∈ {R,P∃} and t
a linear counting term. Thus, there exist numbers u, u′ ∈ N and linear simple counting terms
t1, . . . , tu+u′ such that ψ is a Boolean combination of the atomic numerical oc-type conditions
R(t1), . . . , R(tu), P∃(tu+1), . . . , P∃(tu+u′) .
Let r be the locality radius of ψ and let L := Lσ,d6r (1) denote the list of all d-bounded types of
radius 6 r with a single centre. Now consider an i ∈ {1, . . . , u+ u′}. Since the counting term ti
is linear, there are natural numbers b0,i and bτ,i for τ ∈ L such that
ti =
∑
τ∈L
bτ,i ·#(y).sphτ (y) − b0,i . (5)
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For each τ ∈ L and each tree T ∈ Tn we write realTτ to denote the number of nodes v from
T whose neighbourhood is isomorphic to τ , i.e.,
realTτ :=
∣∣{ v ∈ D : (T, v) |= sphτ }∣∣ .
To apply the richness of JRK, we consider the following vectors from NTn and numbers from N:
For each i ∈ {1, . . . , u} let
ai := (ai,T )T∈Tn with ai,T :=
∑
τ∈L
(
bτ,i · realTτ
)
and let
ci := b0,i .
Furthermore, let us fix a number v ∈ N with v > b0,i for all i ∈ {1, . . . , u + u′}. I.e., v > c
for all constant terms of linear counting terms that appear in some numerical oc-type condition
of ψ.
Finally, for every non-empty set B ⊆ µ(Tn) let S := B ∪ µ¯(Tn) and consider the vectors
ai
B := (ai,T )T∈S for all i ∈ {1, . . . , u},
and
a0
B := (aBT )T∈S with a
B
T :=
{
1 if T ∈ µ¯(B)
0 otherwise.
Claim 6.6 For every non-empty B ⊆ µ(Tn) there is an i ∈ {1, . . . , u} with (a0B, 0) = (aiB, ci).
Proof: Consider an arbitrary non-empty set B ⊆ µ(Tn) and let S := B ∪ µ¯(Tn).
Towards a contradiction, suppose that (a0
B, 0) 6= (aiB, ci) for all i ∈ {1, . . . , u}. Note that
a0
B 6= 0 since B 6= ∅. Since the set JRK is rich, there are vectors x, y ∈ (v + N)S such that
(i) (a0
B)
ᵀ
x ∈ JRK ⇐⇒ (a0B)ᵀ y /∈ JRK and
(ii) (ai
B)
ᵀ
x− ci ∈ JRK ⇐⇒ (aiB)ᵀ y − ci ∈ JRK for all i ∈ {1, . . . , u}.
From these vectors x and y, we build S-forests Fx and Fy as follows: For each T ∈ S, the
S-forest Fx contains xT copies of T , and the S-forest Fy contains yT copies of T . I.e.,
Fx :=
⊎
T∈S
xT · T and Fy :=
⊎
T∈S
yT · T
where xT · T denotes the disjoint union of xT copies of the tree T . Let
t =
∑
τ∈L
bτ ·#(y).sphτ (y) − b0 (6)
be one of the linear counting terms t1, . . . , tu+u′ that occur in ψ. By definition of Fx we have
JtKFx = ∑
τ∈L
(
bτ ·
∑
T∈S
(
realTτ ·xT
)) − b0
=
∑
T∈S
((∑
τ∈L
(
bτ · realTτ
)) · xT) − b0 (7)
and similarly
JtKFy = ∑
T∈S
((∑
τ∈L
(
bτ · realTτ
)) · yT) − b0 (8)
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We next show that
Fx |= δ ⇐⇒ Fy |= δ (9)
is true for all atomic numerical oc-type conditions δ that appear in ψ.
First consider the case that δ = P∃(ti) for some i ∈ {u+1, . . . , u+u′}, let t := ti and suppose
that Fx |= P∃(t), i.e., JtKFx > 1. By (7), there exists T ∈ S with ∑τ∈L (bτ · realTτ ) > 1. Recall
that yT > v > b0. Hence
b0 < v 6 yT 6 JtKFy + b0
by (8). Hence JtKFy > 1 and therefore Fy |= P∃(t), i.e., Fy |= δ. By symmetry, we obtain the
equivalence (9) in this case.
Next, we consider the case δ = R(ti) for some i ∈ {1, . . . , u}. Note that (7), (8) and the
definition of ai
B and ci imply JtiKFx = (aiB)ᵀ x− ci and JtiKFy = (aiB)ᵀ y − ci. Hence we get
Fx |= δ ⇐⇒ (aiB)ᵀ x− ci ∈ JRK
(ii)⇐⇒ (aiB)ᵀ y − ci ∈ JRK
⇐⇒ Fy |= δ .
Thus, the equivalence (9) holds also in this case.
Since ψ is a Boolean combination of numerical oc-type conditions for which (9) holds, we
obtain that
PJRK(Fx) (4)⇐⇒ Fx |= ψ ⇐⇒ Fy |= ψ (4)⇐⇒ PJRK(Fy) .
Now we derive a contradiction as follows: Let T ∈ µ(Tn) be some marked tree. Then T
appears in Fx if and only if T ∈ B. Hence we get the following:
PJRK(Fx) ⇐⇒ the number of copies of unmarked trees T in Fx such that the
marked tree µ(T ) appears in Fx belongs to JRK
⇐⇒ the number of copies of trees from µ¯(B) in Fx belongs to JRK
⇐⇒
∑
T∈µ¯(B)
xT ∈ JRK
(i)⇐⇒
∑
T∈µ¯(B)
yT /∈ JRK
⇐⇒ PJRK(Fy) does not hold.
This contradiction completes the indirect proof of the claim.
Now consider two distinct non-empty sets B,B′ ⊆ µ(Tn). By the claim we know that there
are i, i′ ∈ {1, . . . , u} such that (a0B, 0) = (aiB, ci) and (a0B′ , 0) = (ai′B′ , ci′). To finish the
proof of Lemma 6.5, it suffices to show that i 6= i′. For contradiction, assume that i = i′.
W.l.o.g., there is a marked tree T˜ ∈ B \ B′. Let T be the unmarked version of T˜ . Thus,
aBT = 1 since T ∈ µ¯(B), and aB
′
T = 0 since T 6∈ µ¯(B′). But as we assume that i = i′, we have
aBT = ai,T = ai′,T = a
B′
T . This contradiction completes the proof of Lemma 6.5. 
We are now ready for the proof of Theorem 6.3.
Proof: [Proof of Theorem 6.3] A construction by Frick & Grohe [10, Lemma 25] provides
us with a sequence of formulas ϕn ∈ FO(P)[σtree] of size O(n) such that, for all n ∈ N and all
Tn-forests F , we have
PJRK(F) ⇐⇒ F |= ϕn.
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Precisely, the proof of [10, Lemma 25] provides us with a sequence ψn(x1, x2, y1, y2) of FO[σtree]-
formulas of length O(n) such that for all n ∈ N, all Tn-forests F and all nodes a1, a2, b1, b2 of F
we have F |= ψn[a1, a2, b1, b2] if and only if to go from a1 to a2 in F we must follow the same
sequence of E0, E1-edges as to go from b1 to b2 in F . Using these formulas ψn(x1, x2, y1, y2), we
can choose
ϕn := R
(
#(x).χn(x)
)
, where
χn(x) states that x is an unmarked root node for which there exists a marked root node y
such that for all nodes x′ and y′ that satisfy ψn(x, x′, y, y′) and x′ 6= x and y′ 6= y, we have
X(x′)↔ X(y′).
Let n > 1 and let ψ ∈ FOC(P ∪ {P∃})[σtree] be a linear hnf-sentence that is 3-equivalent
to ϕn. Then, by Lemma 6.5, ψ contains at least 2
1
2
|Tn| − 1 distinct atomic numerical oc-type
conditions. Note that each tree T in Tn is a complete labeled ordered binary tree of height 2n.
Therefore, each T ∈ Tn has
∑2n
h=0 2
h = 22
n+1 − 1 > 22n + 3 nodes. Thus, |Tn| > 2(22
n
+3), and
hence 12 |Tn| > 2(2
2n+2) > exp3(n) + 1. In summary, the number of distinct atomic numerical
oc-type conditions in ψ is at least 2
1
2
|Tn| − 1 > 2exp3(n)+1 − 1 > exp4(n). 
Note that Theorem 3.2(c) is an immediate consequence of Theorem 6.3:
Proof: [Proof of Theorem 3.2(c)] Let ψ ∈ FO(P∪{P∃}) be a formula in weak Hanf normal
form. Replacing every counting term #(y).
∨
τ∈T sphτ (y) − k by
∑
τ∈T #(y).sphτ (y)− k yields
an equivalent linear hnf-formula from FOC(P ∪ {P∃}). Hence, the lower bound of Theorem 6.3
also applies to formulas in weak Hanf normal form, providing a proof of Theorem 3.2(c).
The remainder of the section is devoted to proving the statements of Example 6.2. In
Section 6.1 we show that random sets are rich, and in Section 6.2 we show that sets with “large
gaps” are rich.
6.1 Random sets are rich
In this subsection we show that “almost all” sets of natural numbers are rich — something one
would presumably not expect when looking at the definition.
Lemma 6.7 Let R ⊆ N such that, for all s, u, v ∈ N, all a0 ∈ {0, 1}s \ {0}, a1, . . . , au ∈ Ns,
and all c1, . . . , cu ∈ N with (a0, 0) 6= (ai, ci) for all i ∈ {1, . . . , u} and c0 := 0, there exist
x, y ∈ (v + N)s such that
ai
ᵀ
x− ci ∈ R for all i ∈ {0, . . . , u} with ai 6= 0 , (10a)
a0
ᵀ
y − c0 /∈ R, and (10b)
ai
ᵀ
y − ci ∈ R for all i ∈ {1, . . . , u} with ai 6= 0. (10c)
Then R is rich.
Proof: To show that R is rich, let s, u, v ∈ N, a0 ∈ {0, 1}s \ {0}, a1, . . . , au ∈ Ns, and
c1, . . . , cu ∈ N with (a0, 0) 6= (ai, ci) for all i ∈ {1, . . . , u}. For notational simplicity, we set
c0 := 0. By the assumption on R, there exist vectors x, y ∈ (v + N)s satisfying (10a)–(10c).
Then, by (10a) and (10b), we have
a0
ᵀ
x− c0 ∈ R ⇐⇒ a0ᵀ y − c0 /∈ R .
By (10a) and (10c), we furthermore get
ai
ᵀ
x− ci ∈ R ⇐⇒ aiᵀ y − ci ∈ R
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for all i ∈ {1, . . . , u} with ai 6= 0. If ai = 0, this also holds since then
ai
ᵀ
x− ci = −ci = aiᵀ y − ci .

This subsection’s main result reads as follows:
Proposition 6.8 A random set R ⊆ N is, with probability 1, rich.
Proof: Let s, u, v ∈ N, a0 ∈ {0, 1}s \ {0}, a1, . . . , au ∈ Ns, and c1, . . . , cu ∈ N with (a0, 0) 6=
(ai, ci) for all i ∈ {1, . . . , u}. For notational simplicity, we set c0 := 0. Without loss of generality,
we can assume that a0 = (1, 1, . . . , 1︸ ︷︷ ︸
j entries
, 0, 0, . . . , 0). We show that, for a random set R ⊆ N, there
exist with probability 1 vectors x, y ∈ (v+N)s satisfying the conditions (10a)–(10c) of Lemma 6.7.
First let B > j be properly larger than any of the entries in ai and any of the number ci for i ∈
{0, . . . , u}. Let furthermore d = 4s∑16i6j+1Bi. From Lemma 6.9 below, we obtain a sequence
of natural numbers (qn)n∈N with qn < qn+1 for all n ∈ N and a sequence of vectors (xn)n∈N such
that the following holds for all n ∈ N, all a ∈ {0, . . . , B−1}s and all c ∈ {0, . . . , B−1}:
(a) If a 6= 0, then qnd < aᵀ xn − c,
(b) a
ᵀ
xn − c < qnd, and
(c) a = a0 and c = 0 if, and only if, a
ᵀ
xn − c = qn.
Since the sequence (qn)n∈N is infinite, we can in addition assume v 6 q0d and qnd <
qn+1
d for
all n > 0.
Setting a = (0, . . . , 0, 1, 0, . . . , 0) and c = 0, condition (a) implies v < q0d 6
qn
d < a
ᵀ
xn which
is an entry of xn. Hence xn ∈ (v + N)s for all n ∈ N.
Let n ∈ N be fixed. We now estimate the probability for (10a)–(10c) from Lemma 6.7 to
hold with x = x2n and y = x2n+1: Then condition (10a) expresses that some fixed numbers
m1, . . . ,mj for some j 6 u+ 1 belong to R. Thus, this condition holds with probability > 12j >
1
2u+1
. Similarly, condition (10b) holds with probability 12 and condition (10c) with probability
> 12u . Note that ai
ᵀ
x2n − ci < q2nd < q2n+1d < ajᵀ x2n+1 − cj for all i, j with ai, aj 6= 0 and,
furthermore, that a0 6= 0. Hence condition (10a) is independent from both, condition (10b)
and condition (10c). Furthermore, a0
ᵀ
x2n+1 − c0 6= aiᵀ x2n+1 − ci for all i ∈ {1, . . . , u} with
ai 6= 0. Hence also condition (10b) is independent from condition (10c). It follows that the
probability for all three conditions to hold is > 1
22u+2
. Let p := 1
22u+2
and note that p > 0 and p
is independent from n.
For each fixed N ∈ N, the probability that for all n 6 N at least one of the conditions (10a)–
(10c) from Lemma 6.7 with x = x2n and y = x2n+1 is violated, is 6 (1 − p)N . Thus, the
probability that for all n ∈ N, at least one of the conditions (10a)–(10c) from Lemma 6.7 with
x = x2n and y = x2n+1 is violated, is limN→∞(1− p)N = 0. Hence, with probability 1, there is
some n ∈ N satisfying all conditions (10a)–(10c) with x = x2n and y = x2n+1.
Note that there are only countably many legitimate choices of s, u, v, a0, . . . , au, c1, . . . , cu,
and recall that the intersection of countably many events of probability 1 has probability 1,
again. Hence, with probability 1, the condition from Lemma 6.7 holds. Consequently, R is with
probability 1 rich. 
Lemma 6.9 Let 1 6 j 6 s and B > j be natural numbers and let d = 4s
∑
16i6j+1B
i. For
all sufficiently large natural numbers q, there exists x ∈ Ns such that the following hold for all
a ∈ {0, . . . , B−1}s and all c ∈ {0, . . . , B−1}:
(a) If a 6= 0, then qd < aᵀ x− c,
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(b) a
ᵀ
x− c < qd, and
(c) a
ᵀ
x− c = q if, and only if, aᵀ = (1, 1, . . . , 1︸ ︷︷ ︸
j entries
, 0, . . . , 0) and c = 0.
Proof: Consider an arbitrary
q > d · j ·Bj+2 .
For 1 6 i 6 j, set
q′i :=
{
1 if 1 6 i 6 q mod j
0 otherwise.
and
qi =
⌊
q
j
⌋
+ q′i
Then,
∑j
i=1 qi = q since j ·
⌊
q
j
⌋
= q − (q mod j).
Let us define the values xi for i ∈ {1, . . . , s} as follows:
xi :=

qi −
j∑
k=1
Bk + jBi for 1 6 i 6 j
q +B for j < i 6 s
First note the following:
j∑
i=1
xi = q − j ·
j∑
k=1
Bk +
j∑
i=1
jBi
= q
which verifies the implication “⇐” in condition (c).
To verify condition (a), consider arbitrary a = (a1, . . . , as) ∈ {0, . . . , B−1}s \ {0} and c ∈
{0, . . . , B−1}. Then there exists ` ∈ {1, . . . , s} with a` > 0. First consider the case where
1 6 ` 6 j.
Note that
d · j ·
j∑
k=1
Bk < d · j ·Bj+2 < q 6 q(d− j)
and therefore
qj < qd − d · j ·
j∑
k=1
Bk ,
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implying that
q
d
<
q
j
−
j∑
k=1
Bk
<
⌊
q
j
⌋
+ 1−
j∑
k=1
Bk
6 q` + 1−
j∑
k=1
Bk since ` 6 j and therefore
⌊
q
j
⌋
6 q`
6 q` −
j∑
k=1
Bk + jB` −B + 1 since j, ` > 1
= x` − (B − 1)
6 aᵀ x− c since c < B, a` > 0, and ai > 0 for all i ∈ {1, . . . , s}
Next, we consider the case that j < ` 6 s. In this case, qd < q = x` − B < aᵀ x − c. This
completes the verification of condition (a).
To verify condition (b), consider arbitrary a ∈ {0, . . . , B−1}s and c ∈ {0, . . . , B−1}. Then
we get
a
ᵀ
x− c <
s∑
i=1
Bxi since c > 0 and ai < B for all i ∈ {1, . . . , s}
= B
 j∑
i=1
xi +
s∑
i=j+1
xi

= B(q + (s−j)(q+B)) since
j∑
i=1
xi = q and xi = q+B for all i > j
< B · (sq + sB) = sB(q +B) since j > 0
6 sqB2 since q,B > 2
< qd since d > sB2 .
Therefore, condition (b) is satisfied.
It remains to verify the implication “⇒” of condition (c). So let a = (a1, . . . , as) ∈
{0, . . . , B−1}s and c ∈ {0, . . . , B−1} with aᵀ x − c = q. If there exists i ∈ {j+1, . . . , s} with
ai > 0, then q = a
ᵀ
x− c > xi − c = q +B − c > q, a contradiction. Hence aj+1 = · · · = as = 0.
We now distinguish the cases
∑j
i=1 ai = j and
∑j
i=1 ai 6= j. In the former, we have
q =
j∑
i=1
aixi − c
=
j∑
i=1
aiqi −
j∑
i=1
ai
( j∑
k=1
Bk
)
+
j∑
i=1
(aijB
i)− c
6
j∑
i=1
ai
(
q
j
+ 1
)
−
j∑
i=1
ai
( j∑
k=1
Bk
)
+ j
j∑
i=1
(aiB
i)− c
= (q + j)− j
j∑
k=1
Bk + j
j∑
i=1
(aiB
i)− c , since
j∑
i=1
ai = j .
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Therefore,
j
j∑
k=1
Bk 6 j
j∑
i=1
(aiB
i) + j − c .
Since |j − c| 6 max(j, c) < B, this implies that
−1 < c− j
B
6 j
j∑
i=1
(ai−1)Bi−1 ∈ Z
Therefore,
0 6
j∑
i=1
(ai−1)Bi−1 6
(
j∑
i=1
(ai−1)
)
·
(
j∑
i=1
Bi−1
)
= 0 ,
since
∑j
i=1(ai−1) =
∑j
i=1 ai − j = 0. Thus, we have
∑j
i=1(ai−1)Bi−1 = 0, and hence
j∑
i=1
Bi−1 =
j∑
i=1
(aiB
i−1) .
Since 0 6 ai < B for all i ∈ {1, . . . , j}, this implies that a1 = a2 = · · · = aj = 1. I.e., we obtain
the implication “⇒” of condition (c).
It remains to consider the case where
∑j
i=1 ai 6= j. As above, we obtain
q 6
j∑
i=1
ai
(
q
j
+ 1
)
−
j∑
i=1
ai
( j∑
k=1
Bk
)
+ j
j∑
i=1
(aiB
i)− c
=
j∑
i=1
ai · q
j
+
j∑
i=1
ai
(
1−
j∑
k=1
Bk
)
+ j
j∑
i=1
(aiB
i) − c .
This implies that
q
(
j −∑ji=1 ai
j
)
6
j∑
i=1
ai
(
1−
j∑
k=1
Bk
)
+ j
j∑
i=1
aiB
i − c .
Hence
q 6
j
(∑j
i=1 ai
(
1−∑jk=1Bk)+ j∑ji=1 aiBi − c)
j −∑ji=1 ai
6
∣∣∣j (∑ji=1 ai (1−∑jk=1Bk)+ j∑ji=1 aiBi − c)∣∣∣∣∣∣j −∑ji=1 ai∣∣∣
6
∣∣∣∣∣j
(
j∑
i=1
ai
(
1−
j∑
k=1
Bk
)
+ j
j∑
i=1
aiB
i − c
)∣∣∣∣∣ since |j −∑ji=1 aj | > 0
6 j
(
j∑
i=1
ai
(
1 +
j∑
k=1
Bk
)
+ j
j∑
i=1
aiB
i + c
)
< j
(
jB + jB ·Bj+1 + jBj+2 +B) since ai < B and c < B
< 4j2Bj+2
< d · j ·Bj+2 ,
contradicting our choice of q. Therefore, the case where
∑j
i=1 ai 6= j cannot occur. This
completes the proof of Lemma 6.9. 
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6.2 Sets with large gaps are rich
While Proposition 6.8 shows that almost all sets of natural numbers are rich, it does not provide
us with a single such set, let alone a natural one. Next we prove that sets with “large gaps”
(defined as follows) are rich:
Definition 6.10 A set R ⊆ N has large gaps if R is infinite, 0 /∈ R, and for every k ∈ N with
k > 0 there exists q ∈ R such that[ ⌊ q
k
⌋
, k · q
]
∩ R = {q} . (11)
Examples of sets with large gaps are {nn : n ∈ N}, {b2ncc : n ∈ N} for all reals c > 1,
{n! : n ∈ N} as well as all infinite subsets of these sets. But note that neither the set {2n : n ∈ N}
nor (by Bertrand’s postulate) the set of all primes has large gaps.
Proposition 6.11 If R ⊆ N has large gaps, then R is rich.
Proof: Let s, u, v ∈ N, a0 ∈ {0, 1}s \ {0}, a1, . . . , au ∈ Ns, and c1, . . . , cu ∈ N with (a0, 0) 6=
(ai, ci) for all i ∈ {1, . . . , u}. For notational simplicity, we set c0 := 0. We can, without loss of
generality, assume that
a0 =
(
1, . . . , 1︸ ︷︷ ︸
j entries
, 0, . . . , 0
)
.
Let B > j be larger than any of the entries in ai and larger than any of the numbers ci, for
all i ∈ {0, . . . , u}. Let furthermore d := 4s∑16i6j+1Bi.
Claim 6.12 There are infinitely many values q ∈ N such that[ ⌊
q
d(d+1)
⌋
, d(d+1) · q
]
∩ R = {q} . (12)
Proof: For each q ∈ R let kq ∈ N be the maximal value k such that (11) holds (note that
Definition 6.10 implies that kq does exist for every q ∈ R). Since R has large gaps, the set
{kq : q ∈ R} contains arbitrarily large elements. Thus, the set {kq : q ∈ R, kq > d(d+1)} is
infinite. Since every q ∈ R with kq > d(d+1) satisfies (12), the claim follows.
By Lemma 6.9 and Claim 6.12, there exists a q > vd(d + 1) satisfying (12) and there exist
vectors x, y ∈ (v + N)s such that for all i ∈ {0, . . . , u}, the following holds with q′ =
⌊
q+d+1
d+1
⌋
:
(a) If ai 6= 0, then qd < aiᵀ x− ci and q
′
d < ai
ᵀ
y − ci.
(b) ai
ᵀ
x− ci < qd and aiᵀ y − ci < q′d.
(c) ai
ᵀ
x− ci = q if, and only if, i = 0.
In particular, (12) implies that[ ⌊q
d
⌋
, dq
]
∩ R = {q} .
Consequently, (a)–(c) imply for all i ∈ {0, . . . , u} with ai 6= 0 that
ai
ᵀ
x− ci ∈ R ⇐⇒ i = 0 . (13)
The same holds if ai = 0, since then ai
ᵀ
x − ci = −ci 6 0 implies that aiᵀ x − ci /∈ R and
i 6= 0.
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We now consider q′ = b q+d+1d+1 c and y. Clearly,
q′
d
=
1
d
·
⌊
q + d+ 1
d+ 1
⌋
> 1
d
·
(
q + d+ 1
d+ 1
− 1
)
=
q
d(d+ 1)
and
q′d = d ·
⌊
q + d+ 1
d+ 1
⌋
6 d · q + d+ 1
d+ 1
=
d
d+ 1
q + d
<
d
d+ 1
q +
1
d+ 1
q since vd(d+ 1) < q
= q .
Consequently, we have[ ⌊
q′
d
⌋
, q′d
]
∩R ⊆
[ ⌊
q
d(d+1)
⌋
, q−1
]
∩R (12)= ∅ .
Hence, (a) and (b) imply for all i ∈ {0, . . . , u} with ai 6= 0 that
ai
ᵀ
y − ci /∈ R (14)
Since a0 6= 0, (13) and (14) imply that
a0
ᵀ
x ∈ R ⇐⇒ a0ᵀ y /∈ R .
Similarly, for all i ∈ {1, . . . , u} with ai 6= 0, (13) and (14) implies that
ai
ᵀ
x− ci ∈ R ⇐⇒ aiᵀ y − ci ∈ R .
Finally, for all i ∈ {1, . . . , u} with ai = 0, we get
ai
ᵀ
x− ci = −ci = aiᵀ y − ci
and therefore
ai
ᵀ
x− ci ∈ R ⇐⇒ aiᵀ y − ci ∈ R .
Hence R is rich. This completes the proof of Proposition 6.11. 
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