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WEIGHTED PERSISTENT HOMOLOGY SUMS
OF RANDOM CˇECH COMPLEXES
BENJAMIN SCHWEINHART
Abstract. We study the asymptotic behavior of random variables of the form
Eiα (x1, . . . , xn) =
∑
(b,d)∈PH i(x1,...,xn)
(d− b)α
where
{
xj
}
j∈N are i.i.d. samples from a probability measure on a triangulable
metric space, and PH i (x1, . . . , xn) denotes the i-dimensional reduced persistent
homology of the Cˇech complex of {x1, . . . , xn} . These quantities are a higher-
dimensional generalization of the α-weighted sum of a minimal spanning tree; we
seek to prove analogues of the theorems of Steele [16] and Aldous and Steele [2] in
this context.
As a special case of our main theorem, we show that if
{
xj
}
j∈N are distributed
independently and uniformly on the m-dimensional Euclidean sphere, α < m, and
0 ≤ i < n, then there are real numbers γ and Γ so that
γ ≤ lim
n→∞n
−m−αm Eαi (x1, . . . , xn) ≤ Γ
in probability. More generally, we prove results about the asymptotics of the
expectation of Eiα for points sampled from a locally bounded probability measure
on a space that is the bi-Lipschitz image of an m−dimensional Euclidean simplicial
complex.
1. Introduction
We are interested in random variables of the form
Eiα (x1, . . . , xn) =
∑
(b,d)∈PH i(x1,...,xn)
(d− b)α
where
{
xj
}
j∈N are independent samples drawn from a probability measure on a
triangulable metric space, and PH i (x1, . . . , xn) denotes the i-dimensional reduced
persistent homology of the Cˇech complex of {x1, . . . , xn} . The special case i = 0 is,
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under a different guise, already the subject of an expansive literature in probabilistic
combinatorics; E0α (x) gives the α-weight of the minimal spanning tree on a finite
subset of a metric space x, T (x) :
E0α (x) = 2
−α ∑
e∈T (x)
|e|α
In 1988, Steele [16] showed the following:
Theorem 1 (Steele). Let µ is a compactly supported probability distribution on Rm,
and let {xn}n∈N be i.i.d. samples from µ. If α < m,
lim
n→∞
n−
m−α
m E0α (x1, . . . , xn)→ c (α,m)
∫
Rd
f (x)(m−α)/m
with probability one, where f (x) is the probability density of the absolutely continuous
part of µ, and c (α,m) is a positive constant that depends only on α and m.
In 1992, Aldous and Steele [2] showed that if {xi}i∈N sampled independently from
the uniform distribution on the unit cube in Rm, then
lim
n→∞
Emα (x1, . . . , xn)→ c (d, d)
in the L2 sense. Under the same hypotheses, Kesten and Lee proved the following
central limit theorem in 1996 [12]:
E0α (X1, . . . , Xn)− E
(
E0α (X1, . . . , Xn)
)
nm−2α2d
→ N
(
0, σ2α,d
)
in distribution, for any α > 0.Here, we take the first step toward a higher-dimensional
generalization of these celebrated results.
Another special case of Eiα (x) — α = 1 — gives the total lifetime persistence of
x. Random variables of the form Ei1 (x) have been investigated by Hiraoka and Shi-
rai [11] in the context of Linial—Meshulam processes. They showed that if X is
sampled from the m-Linial—Meshulam process then
E
(
Em−11 (X)
) ∈ O (nm−1)
which is a higher-dimensional generalization of Frieze’s ζ (3)-theorem for Erdo´s—
Re´nyi random graphs [10]. Also, Adams et al. [1] studied the behavior of the lifetime
persistence of random measures on Euclidean space, performing computational ex-
periments and conjecturing the existence of a limit function capturing finer properties
of the persistent homology.
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The properties of Eiα (x) for general i and n have until now, as far as we know, not
been studied in a probabilistic context (see the note at the end of the introduction).
However, some work has been done in the extremal context. In 2010, Cohen-Steiner
et al. [6] showed that if M is the bi-Lipschitz image of an m-dimensional simplicial
complex and α > m, then Eαi (X) is uniformly bounded for X ⊂ M. We use their
results to prove the upper bounds in Section 2. Furthermore, in our previous pa-
per [13] we related the upper box dimension of a subset X of a metric space to the
behavior of Eiα (Y ) for extremal subsets Y ⊂ X. We will say more about the relation
of this to the present work in Section 1.2.
1.1. Our Results. The following are special cases of our main theorem:
Theorem 2. Let
{
xj
}
j∈N be be distributed independently and uniformly on the S
n.
If α < m, 0 ≤ i < n, and persistent homology is taken with respect to the intrinsic
metric on Sn,
γ ≤ lim
n→∞
n−
m−α
m Eαi (x1, . . . , xn) ≤ Γ
in probability, where γ and Γ are constants that depend on µ and α.
Furthermore, there exists a D ∈ R so that
lim
n→∞
1
log (n)
Emi (x1, . . . , xn) ≤ D
in probability.
Theorem 3. Let
{
xj
}
j∈N be be distributed independently and uniformly on an m-
dimensional Euclidean ball. If α < m, 0 ≤ i < n,
γ ≤ lim
n→∞
n−
m−α
m E (Eαi (x1, . . . , xn)) ≤ Γ
where γ and Γ are constants that depend on µ and α. In fact, the lower bound holds
in probability.
Furthermore, there exists a D ∈ R so that
lim
n→∞
1
log (n)
E (Emi (x1, . . . , xn)) ≤ D
We show a stronger result for compactly supported probability measures on R2 that
are locally bounded:
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Definition 1. A probability measure µ on Rm is locally bounded if there is a
A ⊂ Rm with positive volume and real numbers a1 ≥ a0 > 0 so that
a0 vol (B) ≤ µ (B) ≤ a1 vol (B)
for all Borel sets B ⊂ A.
Theorem 4. Let µ is a compactly supported, locally bounded probability measure on
R2, and let {xn}n∈N be i.i.d. samples from µ. If α < m,
γ ≤ lim
n→∞
n−
m−α
m E1α (x1, . . . , xn) ≤ Γ
in probability. In fact, the upper bound holds with probability one.
Furthermore, there exists a constant D so that
lim
n→∞
1
log (n)
E12 (x1, . . . , xn) ≤ D
with probability one
More generally, we prove results for locally bounded probability measures on spaces
that are the bi-Lipschitz image of a compact, m-dimensional Euclidean simplicial
complex:
Definition 2. Let M be the bi-Lipschitz image of a compact m-dimensional Eu-
clidean simplicial complex ∆M under a map φM . A probability measure µ on M
is locally bounded if there exists a subset A ⊂ ∆M with positive m-dimensional
volume, and real numbers a1 ≥ a0 > 0 so that
a0
vol (B)
vol (∆M)
≤ µ (φM (B)) ≤ a1 vol (B)
vol (∆M)
for all Borel sets B ⊆ A.
For example, a the uniform measure on a m-dimensional Riemannian manifold is
locally bounded, as is any measure that is locally bounded with respect to the Rie-
mannian volume.
While there exist metric spaces M with point sets
{
xj
}
j∈N so that
|PH i (x1, . . . , xn)| 6= O (n)
this is thought to be somewhat pathological behavior [13].
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Definition 3. A probability measure µ on a triangulable metric space has linear
PH i expectation if
E (|PH i ({x1, . . . , xn})|) ∈ O (n)
Similarly, µ has linear PH i variance if
E
(
(|PH i ({x1, . . . , xn})| − E (|PH i ({x1, . . . , xn})|))2
)
∈ O (n)
For example, the uniform measure on a Euclidean ball [8] and any positive, contin-
uous probability density on the Euclidean n-sphere [17] has linear PH i expectation.
It is more difficult to prove that a probability measure has linear PH i variance.
As far as we are aware, this is only known for probability measures on R2 and the
uniform measure on the n-dimensional Euclidean sphere [17] (see Equation 1 and
Proposition 3).
Theorem 5. Let M be the bi-Lipschitz image of an m-dimensional Euclidean sim-
plicial complex, and 0 ≤ i < m. If µ is a locally bounded probability measure on M,
there are real numbers 0 < γ < Γ so that
γn
m−α
m ≤ E
(
Eiα (x1, . . . , xn)
)
≤ ΓE (|PH i ({x1, . . . , xn})|)
m−α
m
for all sufficiently large n. In particular, if µ has linear PH i expectation, there is a
real number Γ0 so that
γ ≤ lim
n→∞
n−
m−α
m E
(
Eiα (x1, . . . , xn)
)
≤ Γ0
The lower bound holds in probability, and the upper bound does if µ has linear PH i
variance.
Furthermore, there exists a real number D so that
E
(
Ein (x1, . . . , xn)
)
≤ D log (E (|PH i (x1, . . . , xn)|))
where analogously sharper statements hold if µ has linear PH i expectation or vari-
ance.
We prove the upper bound in Proposition 2 and the lower bound in Proposition 5.
After completion of this manuscript, we became aware that Divol and Polonik [7]
independently and concurrently proved a sharper result for the persistent homology of
points sampled from bounded, absolutely continuous probability densities on [0, 1]m .
We believe this manuscript is still useful in that the proofs are largely self-contained,
and the methods are applicable to other situations. In a later paper [14], we use them
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to study the behavior of Eiα (x1, . . . , xn) for i.i.d. points sampled from a measure
supported on a set of fractional dimension.
1.2. PH -dimension. In [13], we defined a family of persistent homology dimensions
for a subset X of a metric space M in terms of the extremal behavior of Eiα (Y ) for
subsets x of X:
dimiPH (X) = inf
{
α : Eiα (x) < C ∀ x ⊂ X
}
That is, Eiα (x) is uniformly bounded for all α > dim
i
PH (X) , but not for α <
dimiPH (X) . Note that the persistent homology is taken with respect M. Our results
were the first rigorously relating persistent homology to a classically defined fractal
dimension, the upper box dimension, but the definition is difficult to compute with
in practice. Here, we define a similar notion of fractal dimension for measures on a
metric space that may be more computable in practice:
Definition 4. The PH i-dimension of a probability measure on a a triangulable met-
ric space is
dimiPH (µ) = sup
{
α : lim sup
n→∞
E
(
Eiα (x1, . . . , xn)
)
=∞
}
Clearly, dimiPH (µ) ≤ dimiPH (supp (µ)) . As a corollary to our main theorem, we
show:
Theorem 6. Let M be the bi-Lipschitz image of a compact m-dimensional Euclidean
simplicial complex, and 0 ≤ i < m. If µ is a locally bounded probability measure on
M,
dimiPH (µ) = m
1.3. Persistent Homology. If X is a bounded subset of a triangulable metric space
M , let X denote the -neighborhood of X :
X = {x ∈M : d (x,X) < }
Also, let Hi (X) be the reduced homology of X, with coefficients in a field k. The
persistent homology of X is the product
∏
>0Hi (X) , together with the inclusion
maps i0,1 : Hi (X0) → Hi (X1) for 0 < 1. The structure of persistent homology
is captured by a set of intervals, which we refer to as PH i (X) [18]. These intervals
represent how the topology of X changes as  increases. Under certain finiteness
hypotheses — which are satisfied if X is a finite point set — PH i (X) is the unique
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set of intervals so that the rank of i0,1 equals the number of intervals containing
(0, 1) [5].
If X is finite PH i (X) is the same as the persistent homology of the Cˇech complex of
X. Note that this depends on the ambient metric space. Here, if “µ is a probability
measure on M and
{
xj
}
j∈N are sampled from µ,” then PH i (x1, . . . , xn) is the per-
sistent homology with ambient metric space M. All questions we study here would
also be interesting in the context of the Vietoris—Rips Complex.
1.4. Notation. In the following, an m-space will be the bi-Lipschitz image of a
compact m-dimensional Euclidean simplicial complex. Also, if the measure µ is
obvious from the context,
{
xj
}
j∈N will denote a collection of independent random
variables with common distribution µ. Also, xn will be shorthand for {x1, . . . , xn}
and x will denote a finite point set.
2. Upper Bounds
Our strategy to prove an upper bound for the asymptotics of Eiα ({x1, . . . , xn}) will
be to bound the number and length of the persistent homology intervals in terms of
the number of simplices in a triangulation of the ambient metric space. The approach
is similar to that in our earlier paper [13].
2.1. Preliminaries. We require the following result, which is proven by bounding
the number of persistent homology intervals of a triangulable metric space of length
greater than δ in terms of the number of simplices in a triangulation of mesh δ:
Proposition 1. (Cohen-Steiner, Edelsbrunner, Harer, and Mileyko [6]) Let M be
an m-space. There exists a real number C0 so that for any 0 ≤ i < m, X ⊆ M, and
δ > 0,
|{(b, d) ∈ PH i (X) : d− b > δ}| ≤ C0 δ−m
We use this result to bound Eiα (x) in terms of the number of PH i intervals of x:
Lemma 1. Let M be an m-space, α < m, and i ∈ N. There exists a real number
C1 > 0 so that
Eiα (X) ≤ C1 |PH i (X)|
m−α
m
for all X ⊆M. Furthermore, there exists a real number D1 > 0 so that
Eim (X) ≤ D1 log (|PH i (X)|)
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for all X ⊆M.
Proof. Dilating M by a factor r multiplies Eiα (X) by r
α, so we may assume without
loss of generality that the diameter of M is less than one. Let n = |PH i (X)| and
Ik =
{
(b, d) ∈ PH i (X) : 1
2k+1
< d− b ≤ 1
2k
}
Also, let C0 be as in Proposition 1 so
|Ik| ≤ C02mk
The largest C0 intervals of PH i (X) each have length less than or equal to 2
0, the
next largest C02
m intervals have length less than or equal to 2−1, and so on. It follows
that if
l =
⌈ log2 (2n/C0)
m
⌉
then
n ≤
l∑
k=0
C02
mk
and
Eiα (X) ≤
l∑
k=0
C02
mk
(
1
2k
)α
If α = m, the previous inequality becomes
Eiα (X) ≤ C0l = O (log (n))
as desired.
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Otherwise, if α < m,
Eiα (X) ≤
l∑
k=0
C02
k(m−α)
= C0
2(m−α)(l+1) − 1
2m−α − 1
≤ C0
2m−α − 12
(m−α)(l+1)
≤ C0
2m−α − 12
(
log2(2n/C0)
m
+2
)
(m−α)
= C1n
m−α
m
where C1 =
C04m−α
2m−α−1 . 
2.2. The Upper Bound. The upper bound in our main theorem now follows im-
mediately from Jensen’s inequality, as the function f (x) = x
m−α
m is concave for
0 < α ≤ m :
Proposition 2. Let M be an m-space, let i be a natural number less than m, and
let µ be a locally bounded probability measure on M. For all 0 < α < m there exists
a real number C > 0 so that
E
(
Eiα (x1, . . . , xn)
)
≤ C E (|PH i (x1, . . . , xn)|)
m−α
m
In particular, if µ has linear PH i expectation and linear PH i variance then there is
a C ′ > 0 so that
lim
n→∞
n−
m−α
m Eiα (x1, . . . , xn) ≤ C ′
in probability.
Furthermore, there exists a real number D so that
E
(
Eim (x1, . . . , xn)
)
≤ D log (|PH i (x1, . . . , xn)|)
In particular, if µ has linear PH i expectation and linear PH i variance then there is
a D′ > 0 so that
lim
n→∞
1
log (n)
Eim (x1, . . . , xn) ≤ D′
in probability.
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Proof. Let x be a finite subset of B, and let C1 be as in Lemma 1. If α < m,
E
(
Eiα (x)
)
≤
E
(
C1 |PH |i (x)
m−α
m
)
by Lemma 1
≤ C1E
(|PH |i (x))m−αm by Jensen’s inequality
as desired. If µ has linear PH i expectation and linear PH i-variance, Chebyshev’s
Inequality implies that
lim
n→∞
|PH i (x1, . . . , xn)| /n ≤ C2
in probability, for some C2 > 0, and the desired statement follows from Lemma 1.
The proof for the case α = m is similar. 
2.3. Sharper Upper Bounds. Our sharper upper bounds in Theorems 2 and 3
follow from the fact that if {x1, . . . , xn} is a finite subset of Rm of Sm in general
position then
(1) |PH i (x1, . . . , xn)| ≤ |DT (x1, . . . , xn)|
where DT (x1, . . . , xn) is the number of simplices of the Delaunay triangulation on
{x1, . . . , xn} . In fact, the Alpha complex is a filtration on the simplices of the Delau-
nay triangulation that is homotopy equivalent to the -neighborhood filtration of the
points {x1, . . . , xn} [9]. This construction is usually defined for points in Euclidean
space, but easily extends to points on the m-sphere, in which case the Delaunay
triangulation is the spherical convex hull of the points.
Proposition 3. If B be a bounded subset of Rm
Eiα (x1, . . . , xn) = O
(
nb
m+1
2
cm−α
m
)
for any general position point set {x1, . . . , xn} contained in B.
Proof. The Upper Bound Theorem [15] implies that if X ⊂ Rm then
|(DT ) (x1, . . . , xn)| = O
(
nb
m+1
2
c
)
The desired statement follows immediately from Lemma 1 and Equation 1 
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3. Lower Bounds
Our strategy to prove lower bounds for the asymptotics of weighted PH -sums is to
study collections of sets whose persistent homology obeys a super-additivity property.
We define certain “cubical occupancy events” giving rise to such collections, and
prove that they occur with positive probability for sets of i.i.d. points drawn from
a locally bounded probability measure on an m-space. We bootstrap these results
by subdividing a subset of an m-dimensional cube into many small sub-cubes. This
bootstrapping argument is similar to the one we used to prove a lower bound for
PH i dimension in our previous paper [13].
In the following, fix 0 ≤ i < m.
3.1. Super-additivity for Persistent Homology. Persistent homology does not
in general obey a super-additivity property, but we can define a subclass of sets whose
persistent homology does. If X and T are subsets of a triangulable metric space and
b < d, let MX,T (b, d) be the rank of the homomorphism on homology induced by the
inclusion
Xb ↪→ Xd ↪→ Xd ∪ Td
where X denotes the -neighborhood of X. Note that
MX,C (b, d) ≤ NX (b, d)
where NX (b, d) is the number of intervals of PH i (X) with birth times less than b and
death times greater than d. We will show that if C is an m-dimensional cube and X ⊂
C, then quantities of the form MX,∂C (d, b) obey a super-additivity property.
Lemma 2. Let {C1, . . . , Cn} be m-dimensional cubes in Rm so that
Cj ∩ Ck ⊂ ∂Cj ∀ j, k ∈ {1, . . . , n} : j 6= k
If Xj ⊂ Cj for j = 1, . . . , n
N∪jXj (b, d) ≥M∪jXj ,∪j∂Cj (b, d) ≥
n∑
j=1
MXj ,∂Cj (b, d)
for any 0 ≤ b < d.
Proof. Let k ∈ {1, . . . , n} , S = ∪k−1j=1Xj, T = ∪nj=1∂Cj, X = Xk, and C = Ck. See
Figure 1.
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Figure 1. The setup in the proof of Lemma 2.
We consider the cases i = m− 1 and i < m− 1 separately. If i = m− 1, Alexander
Duality implies that NS (b, d) is the number of bounded components of the com-
plement of (Sb) that intersect non-trivially with the complement of Sd. Similarly,
MX,C (b, d) is the number of bounded components of the complement of Xb that in-
tersect non-trivially with
(
Xd ∪ (∂C)d
)c
. Note that all bounded components of (Xb)
c
are contained within the interior of C, because C is convex and separates Rm into
two components.
Let Y be a component of the complement of Xb that intersects non-trivially with(
Xd ∪ (∂C)d
)c
, and let y ∈ Y ∩(Xd ∪ (∂C)d)c . ∂C separates Rm into two components
so
d (y, S) ≥ d (y, S ∪ T ) = d (y,X ∪ ∂C) > d
Therefore,
Y ∩ (Sd)c ⊇ Y ∩ (Sd ∪ Td)c = Y ∩
(
Xd ∪ (∂C)d
)c 6= ∅
Applying the same argument to each Xj and counting components of the complement
yields the desired inequalities.
Otherwise, assume that i ≤ m− 1. We will show that
MS∪X,T (b, d) ≥MS,T (b, d) +MX,∂C (b, d)
and the desired result will follow by induction. Note that
X ∩ S ⊆ X ∩ (S ∪ T) ⊆ (∂C)
for any  > 0. Consider the following commutative diagram of inclusion homomor-
phisms and Mayer-Vietoris sequences:
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Hi (Xb ∩ Sb) Hi (Xb)⊕Hi (Sb) Hi (Xb ∪ Sb)
0 = Hi
(
(∂C)d
)
Hi
(
Xd ∪ (∂C)d
)⊕Hi (Sd ∪ Td) Hi (Xd ∪ Sd ∪ Td)
αb+βb
φ⊕ψ ζ
αd+βd
Observe that MX,∂C (b, d) = rank φ, MS,T (b, d) = rank ψ, and MX∪S,T (b, d) =
rank ζ. It follows that
MX∪S,T (b, d) =
rank ζ
≥ rank (αd + βd) ◦ (φ⊕ ψ)
= rank (φ⊕ ψ) because Hi
(
(∂C)d
)
= 0
= rank φ+ rank ψ
= MX,∂C (b, d) +MS,T (b, d)
≥
k∑
j=1
MXj ,∂Cj (b, d) by induction

3.2. Occupancy Events. If B is a subset of an m-space, define the occupancy
event
δ (B,x) =
{
0 |x ∩B| = 0
1 |x ∩B| > 0
Also, if {Ai}ri=1 and
{
Bj
}s
j=1
, are collections of subsets of M , let
ξ
(
x, {Ai} ,
{
Bj
})
=
{
1 δ (Ai,x) = 0 and δ
(
Bj,x
)
= 1 ∀ i, j
0 otherwise
Lemma 3. Let µ be a locally bounded probability measure on an m-space M. There
exists a real number V0 > 0 so for any r, s ∈ N there there exists a real number
γ0 > 0 so that for any collections of disjoint, congruent cubes
{
Aki
}
and
{
Bkj
}
, for
i ∈ {1, . . . , r} , j ∈ {1, . . . , s} , and k ∈ {1, . . . , n} (for a total of (r + s)n cubes) with
volume
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Figure 2. The setup in the proof of Lemma 4.
vol
(
Aki
)
= vol
(
Bkj
)
= V0/n ∀ i, j, k
then
P
 n∑
k=1
ξ
(
x,
{
Aki
}
,
{
Bkj
})
≥ s
 ≥ γ0
for all sufficiently large n.
Proof. The proof is nearly identical to that of Lemma 3 in [14]. 
Lemma 4. Let 0 < b < d < 1/6, and V0 > 0. There exists a λ0 > 0 so that if
C ⊂ Rm is an m-dimensional cube of width R and λ > λ0, there exist disjoint,
congruent cubes
{
Aj
}
and {Bk} of width R (V0/λ)
1
m so that
ξ
(
x,
{
Aj
}
, {Bk}
)
= 1 =⇒ Mx,∂C (Rb,Rd) > 0
Proof. We may assume without loss of generality that R = 1 and C is centered at
the origin. Let Si ⊂ Rm be an i−dimensional sphere of diameter 1/3 centered at the
origin; note that PH i
(
Si
)
consists of a single interval (0, 1/6) .
Let κ = min (b, 1/6− d) and ∆0 = κ/
√
m.
lim
δ→0
δb1/δc = 1
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so there is a real number ∆1 > 0 so that 1− δb1/δc < κ for all δ < ∆1. Set
λ0 =
V0
min (∆0,∆1)
m
Choose λ > λ0, set δ = (V0/λ)
1
m , and let C ′ be the cube of width δb1/δc centered
at the origin. Subdivide C ′ into b1/δcm sub-cubes of width δ. Call this collection of
sub-cubes {Cl} and let{
Aj
}
=
{
c ∈ {Cl} : Si ∩ c = ∅
}
and {Bk} =
{
c ∈ {Cl} : Si ∩ c 6= ∅
}
See Figure 2 for an illustration.
If x ⊂ C and the event ξ
(
x,
{
Aj
}
, {Bk}
)
occurs , then
dH
(
x ∩ C ′, Si
)
< κ
where dH is the Hausdorff distance and we used the fact that the diagonal of an
m-dimensional cube of width δ is δ
√
m. The stability of the bottleneck distance [5]
implies that PH i (x ∩ C ′) includes an interval
(
bˆ, dˆ
)
so that
bˆ < κ ≤ b < d ≤ 1/3− κ < dˆ
In particular,
Nx∩C′ (b, d) > 0
By construction,
1
2
d
(
x ∩ C ′, C \ C ′) > 1
2
(
1
6
√
mδ − d (C,C ′)) > 1
6
− κ ≥ d
so the -neighborhoods of x∩C ′ and C \C ′ are disjoint for all  ≤ d. It follows that
the maps on homology induced by the inclusions (x ∩ C ′) ↪→ x and x ↪→ x∪(∂C)
are injective for all  ≤ d. Therefore, Mx,∂C (b, d) > 0, as desired. 
3.3. Proof of the Lower Bound. In the remainder, let µ be a locally bounded
probability measure on an m-space M, let
{
xj
}
j∈N be i.i.d. samples from µ, and let
xn = {x1, . . . , xn} . Also, let C be as in Lemma 3, and rescale ∆M if necessary so
that C is a unit cube. Finally, let λ0 be as in Lemma 4.
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3.3.1. The Euclidean Case. For clarity, we first consider the special case where φM
is the identity map, and µ is a locally bounded probability measure on a compact
Euclidean simplicial complex. The argument for the general case contains many of
the same elements.
Lemma 5. Let 0 < b0 < d0 < 1/6. If n0 > λ0, there is a γ1 > 0 so that
lim
n→∞
1
n
Nxn
(n0
n
) 1
m
b0,
(
n0
n
) 1
m
d0
 > γ1
in probability.
Proof. Let V0 be as in Definition 3, and let r = |Ai| and s =
∣∣Bj∣∣ , where {Ai} and{
Bj
}
are as in the previous lemma.
Assuming n > n0, let ω =
(
n0
n
) 1
m . Subdivide Rm into cubes of width ω, and let
{Dl}Knl=1 be the cubes that are fully contained in C. Note that
Kn := |{Dl}| ≈ n/n0
By the previous lemma, there are collections of disjoint, congruent sub-cubes
{
Al1, . . . , A
l
r
}
and
{
Bl1, . . . , B
l
s
}
of width ω (V0/n0)
1
m contained inside each cube Dl so that
ξ
(
xn,
{
Ali
}
,
{
Blj
})
= 1 =⇒ Mxn∩Dl,∂Dl (ωb0, ωd0) > 0
Note that
Nxn (ωb0, ωd0) ≥
Kn∑
l=1
Mxn∩Dl,∂Dl (ωb0, ωd0) by Lemma 2
≥
Kn∑
l=1
ξ
(
xn,
{
Ali
}
,
{
Blj
})
Let γ0 be as in Lemma 3 and γ < γ0/n0. Set
δ =
1 + γ n0
γ0
2
and  =
1− δ
δ
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so 1/2 < δ < 1 and 0 <  < 1. Also, find a N so that Kn > δn/n0 for all n > N.
Note that
(2) γn =
γ0δn
n0
(
1− 1− δ
δ
)
< (1− ) γ0Kn
for all n > N. Therefore, if n > N,
P (Nxn (ωb0, ωd0) > γn) ≥
P
 Kn∑
l=1
ξ
(
xn,
{
Ali
}
,
{
Blj
})
> γn

≥ P (B (Kn, γ0) > γn) by Lemma 3
≥ P (B (Kn, γ0) > (1− ) γ0Kn) by Equation 2
which converges to 1 as n→∞. 
We can now prove the lower bound in the Euclidean setting:
Proposition 4. There is a γ′ > 0 so that
lim
n→∞
n−
m−α
m Eiα (xn) ≥ γ′
in probability.
Proof. Let 0 < b < d < 1/6, and let n0 > λ0 and γ1 be as before. Also, let
ω =
(
n0
n
)1/m
. We have that
lim
n→∞
n−
m−α
m Eiα (xn) ≥
lim
n→∞
n−
m−α
m (ωd− ωb)αNxn (ωb, ωd)
= lim
n→∞
n
α/m
0
n
(d− b)αNxn (ωb, ωd)
≥ nα/m0 (d− b)α γ1 by Lemma 5
:= γ′
in probability. 
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3.3.2. The General Case. Before proving the lower bound in our main theorem, we
require an interleaving result for the persistent homology of images of bi-Lipschitz
maps:
Lemma 6. Let M0 and M1 be metric spaces and let ψ : M0 → M1 be L-bilipshitz.
If X ⊂M0 and 0 ≤ b0 < d0
NX (b0/L, Ld0) ≤ Nψ(X) (b0, d0) ≤ NX (Lb0, d0/L)
Proof. Fix i ∈ N, and let j0,1 : X0 ↪→ X1 and k0,1 : φ (X)0 ↪→ φ (X)1 denote the
inclusion maps for 0 ≤ 1.
By the definition of a bi-Lipschitz map
1
L
dM0 (x, y) ≤ dM1 (ψ (x) , ψ (y)) ≤ LdM0 (x, y)
for all x, y ∈M0. In particular, we have the following inclusions:
ψ
(
Xb0/L
)
↪→ ψ (X)b0 ↪→ ψ (X)d0 ↪→ ψ (XLd0)
It follows that the rank of map on homology induced by ib0/L,Ld0 is less than or equal
to the rank of the map induced by jb0,d0 (where we have used that a bi-Lipschitz map
is a homeomorphism). Therefore,
NX (b0/L, Ld0) ≤ Nψ(X) (b0, d0)
The argument for the other inequality is very similar. 
Proposition 5. Let µ be a locally bounded probability measure on an m-space M
and 0 ≤ i < m. There is a γ > 0 so that
lim
n→∞
n−
m−α
m Eiα (x1, . . . xn) > γ
in probability
Proof. Let L be the bi-Lipschitz constant of φM , and choose b, d > 0 so that
L2b < d < 1/6
Set
n0 = max
(
(d/L− Lb)−m , n0
)
so
(3) n
1
m
0 (d/L− Lb) ≥ 1
WEIGHTED PERSISTENT HOMOLOGY SUMS OF RANDOM CˇECH COMPLEXES 19
Let ω =
(
n0
n
) 1
m and yn = φ
−1
m (xn) . Our strategy is to bound E
i
α (xn) by applying
Lemma 5 to yn.
First,
Eiα (xn)
(ω (d/L− Lb))αNxn (ωLb, ωd/L)
≥ n−α/mNxn (ωLb, ωd/L) by Equation 3
≥ n−α/mNyn (ωb, ωd) by Lemma 6
= n−α/mNyn (ωb, ωd)
Therefore,
lim
n→∞
n−
m−α
m Eiα (xn) ≥ lim
n→∞
1
n
Nyn (ωb, ωd) > γ1
in probability, where γ1 > 0 is as given in Lemma 5.

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