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Chapitre 1
Introduction
1.1 Métriques de Kähler-Einstein
En 1915, Einstein publie l’équation suivante qui porte maintenant son nom :
Rµν −
1
2
gµνR+ Λgµν = κTµν ,
où Rµν est le tenseur de Ricci, R est la courbure scalaire, gµν est le tenseur de la métrique lorentzienne
i.e. de signature (+ - - -), Λ est la constante cosmologique, Tµν est le tenseur énergie-impulsion et κ est
la constante gravitationnelle d’Einstein. Dans cette équation, le terme de droite qui correspond au tenseur
énergie-impulsion représente la répartition de masse et d’énergie dans l’espace-temps et le terme de gauche
représente la courbure de l’espace-temps déterminée par la métrique. Cette équation permet de comprendre
comment la distribution de masse-énergie agit sur la courbure de l’espace-temps. Un cas important est
lorsque nous nous plaçons dans le vide i.e. Tµν = 0 alors :
Rµν =
(
1
2
R− Λ
)
gµν .
En prenant la trace de cette équation, nous obtenons que
R =
2n
n− 2
Λ,
et donc l’équation d’Einstein dans le vide s’écrit :
Rµν =
(
2Λ
n− 2
)
gµν .
On pose alors k := 2Λn−2 que l’on appelle la constante d’Einstein. Une métrique vérifiant cette propriété sera
alors dite métrique d’Einstein et la variété sous-jacente sera une variété (lorentzienne) d’Einstein. Par la suite, les
mathématiciens ont retiré l’hypothèse lorentzienne, ont travaillé en dimension quelconque et se sont ainsi
mis à chercher des variétés riemanniennes qui admettent des métriques d’Einstein.
Dans cette thèse, nous nous placerons du point de vue de la géométrie complexe et nous travaillerons
en particulier sur des variétés kählériennes compactes. Rappelons qu’une variété kählérienne est une variété
hermitienne (M,h) telle que la (1, 1)−forme ω := −Imh, appelée la forme kählérienne, soit fermée, et que l’on
la munit de la métrique riemannienne g := Reh (qui détermine h donc ω). On s’intéresse à une équation
similaire à celle d’Einstein :
Ric(ω) = λω,
où Ric(ω) est la forme de Ricci associée à ω et λ une constante. Une métrique kählérienne vérifiant une telle
équation sera appelée dans ce cas métrique de Kähler-Einstein. Pour étudier cette équation, on peut par
exemple utiliser le flot de Ricci. En effet, il existe un lien entre ces métriques et la convergence du flot de
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Kähler-Ricci. Ce dernier consiste en une famille (ωt)t de métriques kählériennes dépendant d’un paramètre
de temps t variant dans un intervalle de R de la forme [0, T [ où T ∈ R ∪ {+∞} vérifiant
∂
∂t
ωt = −Ric(ωt), (1.1)
où ω0 est une forme de Kähler fixée au départ. On peut montrer qu’il existe une solution maximale à cette
équation définie sur un intervalle [0, Tmax[ où Tmax ∈ R∪ {+∞}. L’idée est de déterminer Tmax et d’étudier
la limite de ωt quand t tend vers Tmax. Ici, les résultats ne sont pas généraux et dépendent d’un invariant
cohomologie de la variété kählérienne compacteM dans laquelle nous travaillons : la première classe de Chern
c1(M). Nous pouvons la définir comme la classe de cohomologie (réelle) de la forme de Kähler Ric(ω) (pour
une forme de Kähler sur M quelconque, on montre qu’elle ne dépend pas d’un tel choix). Ce qui sera
important, c’est le signe de c1(M). On dira que
• la première classe de Chern c1(M) est positive et on notera c1(M) > 0 si elle est représentée par une
(1, 1)-forme réelle qui est définie positive,
• la première classe de Chern c1(M) est négative et on notera c1(M) < 0 si elle est représentée par une
(1, 1)-forme réelle qui est définie négative,
• la première classe de Chern c1(M) est nulle et on notera c1(M) = 0 si elle est représentée par la (1, 1)-
forme réelle nulle.
Si c1(M) < 0 ou c1(M) = 0 alors on peut montrer que Tmax = +∞ et que la solution maximale ωt de
l’équation du flot de Ricci (modulo renormalisation) converge vers une métrique de Kähler-Einstein. On
pourra consulter le livre [9] pour plus de détails.
Par contre, le cas où c1(M) > 0 est plus difficile. En effet, on peut montrer qu’il existe des variétés
complexes compactes M dont la première classe de Chern est positive (on dit que c’est une variété de Fano)
qui n’admettent pas de métriques de Kähler-Einstein, par exemple CP2 éclaté en un point (voir [55]). Nous
introduisons donc la notion de soliton de Kähler-Ricci. On dit que (X, g) est un soliton de Kähler-Ricci sur
une variété complexe M si
• X ∈ η(M) où η(M) est l’ensemble des champs de vecteurs holomorphes complexes sur M i.e. les
sections holomorphes du fibré T 1,0M ,
• g est une métrique kählérienne sur M
telle que
Ric(ωg)− ωg = LX(ωg), (1.2)
où on a posé :
• ωg la forme de Kähler associée à g,
• Ric(ωg) la forme de Ricci associée à ωg ,
• LX(ωg) la dérivée de Lie de ωg dans la direction de X .
On remarque immédiatement que cette équation généralise bien celle de Kähler-Einstein, en effet il suffit
de prendre X = 0 pour la retrouver. La terminologie de soliton se justifie parce que ce sont des solutions
auto-similaires i.e. qui évoluent le long des symétries du flot. Dans notre cas, ces symétries seront les renor-
malisations et les difféomorphismes. En effet, supposons qu’il existe un soliton de Kähler-Ricci (X, g) alors
ω(t) := (1 + t)ϕ∗tω vérifie l’équation (1.1) où ϕt est le flot associé à ReX .
1.2 Les solitons de Kähler-Ricci
1.2.1 Le champ de vecteurs solitonique
La première étape lorsqu’on cherche un soliton de Kähler-Ricci est de déterminer un "bon" candidat
potentiel pour le champ de vecteurs solitonique. Pour cela, l’invariant de Futaki a été introduit dans [59]. Pour
tout champ de vecteurs holomorphe X ∈ η(M) sur une variété kählérienne (M, g), de forme kählérienne
ωg ∈ 2πc1(M), on définit la fonctionnelle FX , appelée fonctionnelle de Futaki, par
FX : η(M) −→ C
v 7−→
∫
M
v(hg − θX)eθXωng
.
où on note :
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• hg l’unique fonction appartenant à C∞(M,R) vérifiant
Ric(ωg)− ωg =
√
−1∂∂hg,
∫
M
ehgωng =
∫
M
ωng ,
• θX l’unique fonction appartenant à C∞(M,C) vérifiant
iXωg =
√
−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng .
Cette fonctionnelle est un invariant holomorphe i.e. elle est indépendante de la métrique kählérienne ωg
choisie pour la calculer (voir la proposition 1.1. de [59]). Le résultat important est alors le lemme suivant
(extrait aussi de [59]) :
Lemme 1.2.1 SoitM une variété de Fano compacte et soit (X, g) un soliton de Kähler-Ricci surM . Alors l’invariant
de Futaki FX pour le champ de vecteur X est nul i.e. FX ≡ 0.
Nous obtenons donc une condition nécessaire pour qu’un champ de vecteurs soit un champ de vecteurs
solitonique. L’existence d’un tel champ de vecteurs est étudié dans le papier [59], on y trouve notamment
la propostion 2.2 qui a été complétée par la suite par le résultat de [50]. On résume cela dans la proposition
suivante :
Proposition 1.2.2 Il existe un champ de vecteurs holomorphe X ∈ η(M) tel que FX ≡ 0.
SiX = 0 alorsF0 correspond à l’invariant de Futaki introduit pour les métriques de Kähler-Einstein (voir par
exemple le livre [21]). Ainsi la fonctionnelle F0 sera donc nul si M admet une métrique de Kähler-Einstein.
Une étude détaillée de l’invariant de Futaki sera faite dans ce manuscrit. Elle apportera des précisions sur
ces résultats.
1.2.2 La méthode de la continuité
Pour résoudre l’équation (1.2) et trouver la métrique, on peut utiliser la méthode de la continuité intro-
duite à l’origine par Aubin et Yau comme dans les articles [19, 64, 49].
Considérons une variété de Fano (M, g0) telle que ωg0 ∈ 2π c1(M) et (X, g) un soliton de Kähler-Ricci
sur M . Nous avons alors, par le lemme ∂∂, qu’il existe une fonction h ∈ C∞(M,R) telle que
Ric(ωg0)− ωg0 =
√
−1 ∂∂h.
En plus, toujours par le lemme ∂∂, il existe une unique fontion ψ appartenant à C∞(M,R) telle que
ωg = ωg0 +
√
−1 ∂∂ψ.
En remarquant que θX(g) = θX(g0) +X(ψ), on voit que résoudre l’équation des solitons de Kähler-Ricci est
équivalent à trouver une fonction lisse ψ solution de l’équation de Monge-Ampère complexe suivante (voir
par exemple [61]) : {
det(g0
i j
+ ψi j) = det(g
0
i j
) exp(h− θX(g0)−X(ψ)− ψ)
(g0
i j
+ ψi j) > 0.
(1.3)
On peut aussi l’écrire globalement sous la forme{
(ωg0 +
√
−1 ∂∂ ψ)n = eh−ψ−θX(g0)−X(ψ)ωng0 .
(ωg0 +
√
−1 ∂∂ ψ) > 0.
(1.4)
L’objectif pour démontrer le théorème d’existence d’une telle fonction ψ est d’appliquer la méthode de
la continuité : on considère alors l’équation suivante d’inconnue ϕ ∈ C∞(M,R) dépendant d’un paramètre
t ∈ [0, 1] : {
det(g0
ij
+ ϕij) = det(g
0
ij
) exp(h− θX −X(ϕ)− tϕ)
(g0
ij
+ ϕij) > 0.
(1.5)
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On remarque tout de suite que l’équation des solitons de Kähler-Ricci correspond au cas où t = 1. Rappelons
que la méthode de continuité consiste à considérer l’ensemble S des temps t ∈ [0, 1] où il existe une solution
ϕt à l’équation (1.5) et à montrer que S est un ouvert fermé non vide de [0, 1]. Ainsi, S sera égal à [0, 1] donc
il y a une solution au temps t = 1 i.e. à l’équation des solitons de Kähler-Ricci. On peut montrer, notamment
grâce aux travaux de Yau dans [65] que cela se résume à chercher une borne supérieure uniforme pour les
ϕt. C’est cette démarche que nous emploierons pour démontrer l’existence de solitons de Kähler-Ricci dans
le cas horosphérique (voir ci-après pour plus d’explications).
1.2.3 Quelques exemples
Les premiers exemples que l’on peut donner de solitons de Kähler-Ricci sont les métriques de Kähler-
Einstein. On peut donc penser à l’exemple le plus simple de l’espace projectif complexe CPn muni de la
métrique de Fubiny-Study. Plus généralement, on a aussi les variétés de Fano compactes homogènes. On
pourra consulter [7] pour le cas des métriques de Kähler-Einstein. Citons aussi les travaux récents de Del-
croix [15] sur les compactifications de groupes de Lie complexes réductifs où l’on trouve des conditions né-
cessaires et suffisantes sur ces compactifications pour obtenir l’existence d’une métrique de Kähler-Einstein.
Il est intéressant de trouver un exemple de variété qui admette un soliton de Kähler-Ricci (X, g) non
trivial i.e. X 6= 0. C’est le cas de l’espace projectif CP2 éclaté en un point (voir par exemple [55] pour la
preuve). On peut montrer qu’il admet un soliton de Kähler-Ricci puisqu’il se trouve être une variété to-
rique. En effet, dans l’article [64], il est montré grâce à la méthode de la continuité que toutes les variétés
toriques kählérienne de Fano admettent un soliton de Kähler-Ricci. Puisque CP2 éclaté en un point ne peut
admettre une métrique de Kähler-Einstein alors son soliton est obligatoirement non trivial. Ce résultat fut
étendu dans l’article [49] aux cas des fibrations toriques homogènes. Terminons en citant une dernière gé-
néralisation avec l’article [16] qui en utilisant des résultats de K-stabilité obtient des résultats concernant
l’existence de solitons de Kähler-Ricci dans le cas horosphérique. Nous re-démontrerons ce résultat et nous
le compléterons dans cette thèse par des méthodes analytiques.
1.2.4 Le flot de Ricci
L’idée derrière l’introduction des solitons de Kähler-Ricci était d’étudier la convergence du flot de Ricci
dans le cas Fano. Malheureusement, on ne peut montrer de résultats généraux. Citons le résultat important
de [60] qui stipule que si la variété admet un soliton de Kähler-Ricci alors le flot de Ricci convergera (au
sens de Cheeger-Gromov) vers le soliton de Kähler-Ricci. De plus, il est possible de démontrer l’existence
de solitons de Kähler-Ricci en étudiant le flot de Ricci. On peut retrouver les résultats des exemples de la
section précédente par cette méthode, on pourra consulter les articles [30, 66] par exemple. De plus, dans un
article en préparation qui sort du cadre de cette thèse car elle est consacrée aux aspects statiques des solitons
de Kähler-Ricci, nous compléterons cette étude par une étude du flot de Ricci sur les variétés horosphériques
(voir leur définition dans la partie 1.3). En particulier, nous démontrerons le résultat suivant :
Théorème 1.2.3 Soit M une variété horosphérique lisse de Fano de groupe de Lie complexe réductif associé G et K
un sous-groupe compacte maximal K de G. La solution ωt définie pour t ∈ [0,+∞[ au flot de Ricci renormalisé
avec comme condition initiale une métrique K-invariante ω0 converge au sens de Cheeger-Gromov vers une forme
kählérienne ω∞ quand t vers +∞ telle que (X, g∞) soit un soliton de Kähler-Ricci où X est un champ de vecteurs
holomorphe annulant l’invariant de Futaki et g∞ la métrique riemannienne associée à ω∞.
1.2.5 La décomposition solitonique
On fixe une variété de Fano (M, g0). On considère cette fois-ci l’ensemble des champs de vecteurs ho-
lomorphes réels sur cette variété i.e. l’ensemble des champs de vecteurs vérifiant LXJ = 0, on notera cet
ensemble ηR(M). On montre (voir [33]) que ηR(M) est l’algèbre de Lie de la composante neutre Aut0(M) du
groupe des automorphismes de la variétéM . Le principal résultat donnant une décomposition de ce groupe
dans le cas Kähler-Einstein est donné par le théorème de Matsushima .
Théorème 1.2.4 ([39]) Soit M une variété de Fano admettant une métrique de Kähler-Einstein. Alors la composante
neutre Aut0(M) du groupe des automorphismes de M est un groupe réductif complexe, et le groupe des isométries
holomorphes d’une métrique de Kähler-Einstein est un sous-groupe compact maximal de Aut0(M).
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En corollaire immédiat, nous obtenons donc que ηR(M) est une algèbre de Lie réductive. Et cela nous donne,
en particulier, une obstruction à l’existence d’une métrique de Kähler-Einstein. Ce résultat a été complété
par le résultat suivant (voir le lemme 28 de [45] ou la proposition 7.2.4 de [23]). Avant de l’énoncer, nous
avons besoin d’introduire la notion de laplacien pondéré. On définit le laplacien pondéré par X ∈ ηR(M)
grâce à la formule suivante pour u ∈ C∞(M,R)
∆Xg,Ju := ∆gu−
1
2
X1,0(u).
De plus, puisque la structure complexe J de la variété M est antisymétrique pour g, on peut étendre la
définition précédente par C-linéarité aux fonctions u ∈ C∞(M,C). De même, on pondère le crochet de
Poisson usuel de la façon suivante :
{u, v}Xω := {u, v}ω −
∫
M
{u, v}ωeθXωng ,
où θX est la fonction vérifiant
iX1,0ωg =
√
−1 ∂ θX ,
∫
M
eθXωng =
∫
M
ωng .
Avant d’énoncer le théorème, rappelons que si E est un espace vectoriel complexe alors on note E le conju-
gué complexe de cet espace vectoriel complexe.
Théorème 1.2.5 ( voir par exemple [45, 23]) Soit M une variété kählérienne compacte de Fano. On suppose qu’il
existe un soliton de Kähler-Ricci (X, g) sur la variété complexe M dont on note J la structure complexe.
• L’application entre algèbres de Lie suivante
χ := χX,g :
(
ker(∆Xg,J − 2I),
√
−1 {·, ·}Xω
)
∼−→
(
ηR(M), [·, ·]
)
u 7−→ ∇g,Ju := ∇gRe(u) + J ∇gIm(u).
est alors bien définie et est un isomorphisme d’algèbres de Lie. En particulier, ker(∆Xg,J − 2I) est alors de dimen-
sion finie.
• La première valeur propre λ1(∆Xg,J) de l’opérateur ∆Xg,J vérifie λ1(∆Xg,J) ≥ 2 avec égalité si ηR(M) 6= 0.
• L’application suivante est bien définie et définit un isomorphisme d’espaces vectoriels réels :
J∇g : ker(∆Xg,J − 2I) ∩ C∞X (M,R)0 −→ κ(M).
où on a noté κ(M) l’ensemble des champs de vecteurs de Killing de la variété M et
C∞X (M,R)0 = {f ∈ C∞(M,R) /
∫
M
feθXωng = 0}.
• La forme hermitienne définie sur ker(∆Xg,J − 2I) par
(u, v) 7→
∫
M
√
−1{u, v}Xω eθXωng ,
est positive. Et si on note son spectre (µi)i=0,··· ,N pour le produit scalaire donné L2 donné par la forme volume
eθXωng alors on a la décomposition suivante :
ηR(M) :=
N⊕
i=1
Vµi ,
où
Vµi := {ξ ∈ ηR(M) / [ξ,∇gθX ] = µiξ}.
En particulier, on a µ0 = 0 et
V0 = κ(M) + J κ(M),
où κ(M) est l’espace vectoriel des champs de vecteurs de Killing de M .
Nous étudierons en détails cet isomorphisme χ dans le cas torique dans cette thèse.
14 CHAPITRE 1. INTRODUCTION
1.3 Plan de la thèse
Le chapitre 2 est un chapitre de rappels concernant la géométrie kählérienne et ne contient aucun nou-
veau résultat, il ne fait que fixer les notions et notations nécessaires à cette thèse. Notre princpal source est
le polycopié [23].
Le chapitre 3 est un chapitre qui introduit la notion principale de cette thèse : les solitons de Kähler-Ricci.
Nous les introduisons comme des solutions auto-similaires au flot de Ricci et nous proposons une étude dé-
taillé qui s’inspire des travaux originels avec notamment [61, 59, 14].
Le chapitre 4 est une étude de la décomposition solitonique provenant du théorème 1.2.5 dans le cas
d’une variété torique kählérienne compacte (M, g0, x,T) admettant un soliton de Kähler-Ricci. Rappelons
qu’une variété torique kählérienne (M, g0, x,T) est une variété kählérienne compacte (X, g0) de dimension
complexe n munie d’une action effective et hamiltonienne pour la forme symplectique ω := ωg du tore
compact T = t/Λ de dimension n où Λ est un Z-réseau de l’espace vectoriel réel euclidien t de produit
scalaire noté 〈·, ·〉 et dont on note x : M → t∗ l’application moment. Rappelons que l’application moment x
est une application vérifiant
∀ξ ∈ t, −iXξω = 〈dx, ξ〉,
où Xξ ∈ Γ(TM) est le champ de vecteurs fondamental associé à l’action du tore T i.e.
∀z ∈M, Xξ(z) =
d
dt
|t=0 exp(tξ) · z.
De plus, l’image de x dans t∗ est un polytope convexe P qui se trouve être l’enveloppe convexe des images
par x des points fixes de l’action de T ([2]). On peut alors montrer que si P 0 est l’intérieur de P , alors M0 =
x−1(P 0) est un ouvert dense constitué des points où T agit librement et que l’on a un symplectomorphisme
T-équivariant :
M0 ' P 0 × T,
permettant de munir M0 de coordonnées (x, t) avec x ∈ P 0 et t ∈ T. Ce système de coordonnées sur M0
est appelé coordonnées actions-angles. De plus, sur cet ouvert, toute métrique g qui est T-invariante va s’écrire
sous la forme
g := gφ =
∑
i,j
Gijdxi ⊗ dxj +Hijdti ⊗ dtj ,
où G = (Gij) est la matrice hessienne d’une application φ ∈ C∞(P 0,R) appelé potentiel symplectique et
H = (Hij) est la matrice inverse de la matrice G.
De plus, puisque x est définie modulo une constante, on obtient que P est défini modulo translation.
Dans le cas Fano, il existe un tel polytope privilégié, que l’on appelera polytope algébrique et qui s’écrit sous
la forme
Palg =
⋂
ρ∈∆(1)
{x ∈ t∗ / 〈x, bρ〉 ≤ −1} tel que x(M) = −Palg,
où ∆(1) est un ensemble fini et les bρ sont des vecteurs appartenant à t. On peut consulter la partie 4.1.3
pour les détails.
On peut montrer (voir [64]) qu’il existe un soliton de Kähler-Ricci (X, g) sur toute variété torique kählé-
rienne de Fano et qu’en plus X sera de la forme X = JXa +
√
−1Xa où J est la structure complexe de M et
Xa est le champ de vecteurs fondamental de l’action du tore T associé à un vecteur a ∈ t. On notera, dans
ce cas, (g, a) le soliton de Kähler-Ricci, ∆ag,J le laplacien pondéré par le soliton (g, a) et χg,a l’isomorphisme
du théorème 1.2.5.
Après quelques rappels nécessaires à notre étude, nous calculons le laplacien pondéré en coordonnées
actions-angles (x, t) :
∆ag,J = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
−
n∑
i,j=1
Gij
∂2
∂ti∂tj
+ 2
n∑
i,j=1
aiHij
∂
∂xj
−
√
−1
n∑
j=1
2 aj
∂
∂tj
,
où G est la matrice hessienne du potentiel symplectique de g et H la matrice inverse de G. Nous apportons
alors une caractérisation du soliton (g, a) en termes de fonctions propres de ce laplacien pondéré :
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Théorème 1.3.1 Soit (M, g, x,T) une variété torique kählérienne de Fano telle que −Palg = im(x). Supposons que
M admette un soliton de Kähler-Ricci (g, a). Alors pour tout β ∈ t, la fonction 〈x, β〉 est une fonction propre sur M
pour le laplacien pondéré ∆ag,J .
Remarquons que ce résultat existe dans le cas des métriques de Kähler-Einstein (voir [35]). De plus l’action
du tore T s’étend en une action effective et holomorphe du tore complexe TC. Celui-ci s’injecte donc dans
Aut0(M) et induit une sous-algèbre de Lie ηR0 (M) de ηR(M). Nous déterminons alors la décomposition
solitonique restreinte à l’algèbre de Lie ηR0 (M)
Lemme 1.3.2 Supposons que (M, g, x,T) soit une variété torique kählérienne compacte de Fano telle que (g, a) soit
un soliton de Kähler-Ricci. L’application χ−1g,a restreinte à ηR0 (M) est donnée par
χ−1g,a|ηR0 (M) : η
R
0 (M) −→ Aff
C
0 (P )
b1 + J b2 7−→ −〈x, b2〉+
√
−1 〈x, b1〉
,
où AffC0 (P ) est l’ensemble des fonctions lisses définies sur M s’écrivant sous la forme 〈x, b1〉 +
√
−1 〈x, b2〉 pour
(b1, b2) ∈ t× t.
Nous continuons alors notre étude de ker(∆ag,J − 2I) par le théorème de décomposition suivant :
Théorème 1.3.3 Soit f ∈ C∞(M,C) une fonction propre du laplacien ∆ag,J pour la valeur propre 2. Alors on peut
trouver des couples (αk,mk) ∈ Cn × Nn pour 1 ≤ k ≤ d et des fonctions fk,l ∈ C∞(P 0,C) pour 1 ≤ l ≤ mk et où
P 0 est l’intérieur de P tels que, en coordonnées actions-angles,
f |M0 =
d∑
k=1
∑
l≤mk
fk,l t
l e〈αk,t〉. (1.6)
Nous complétons ce résultat en montrant que d est égal à 1 et que les α correspondent aux racines de
Demazure associées au polytope algébrique P de la variété torique M . Rappelons que α ∈ t∗ est une racine
de Demazure de P s’il existe ρα ∈ ∆(1) tel que 〈α, bρα〉 = 1 et 〈α, bρ〉 ≤ 0 pour tout ρ ∈ ∆(1) tel que ρ 6= ρα.
Nous obtenons alors l’un des résultats principaux de la thèse :
Théorème 1.3.4 Soient (M, g0, x,T) une variété torique kählérienne compacte de Fano et P := − im(x) le polytope
algébrique associé, dont on note R(P ) l’ensemble de ses racines de Demazure. Supposons que (g, a) soit un soliton de
Kähler-Ricci sur la variété complexe M dont on note J la structure complexe.
• Nous avons la décomposition suivante :
ker
(
∆ag,J − 2I
)
= AffC0 ⊕
⊕
α∈R(P )
C ṽα,
où AffC0 est l’ensemble des fonctions lisses sur M s’écrivant sous la forme 〈x, b1〉 +
√
−1〈x, b2〉 où (b1, b2) ∈
t× t et ṽα est la fonction appartenant à C∞(M,C) telle qu’en coordonnées action-angles (x,t)
ṽα|M0 = (〈x, bρα〉+ 1) e−〈α,∇φ−
√
−1 t〉,
où φ est le potentiel symplectique associé à g.
• De plus, si on note Vµi les espaces propres de la décomposition solitonique et χ l’isomorphisme entre ker
(
∆ag,J − 2I
)
et ηR(M) du théorème 1.2.5, alors nous avons
χ−1(V0) = Aff
C
0 ⊕
⊕
α∈R(P ),〈α,a〉=0
C ṽα
et pour tout i ≥ 1,
χ−1(Vµi) =
⊕
α∈R(P ),2 〈α,a〉=µi
C ṽα.
• En particulier, les fonctions ṽα sont des fonctions propres de l’opérateur ∆ag,J−2I pour la valeur propre 4〈α, a〉.
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Le chapitre 5 est une étude analytique des variétés horosphériques. Soit G un groupe de lie complexe
reductif (par exemple G = GLn(C) et B un sous-groupe de Borel (par exemple le sous-groupe des matrices
triangulaires de GLn(C)), voir par exemple [54] pour des généralités. Rappelons qu’une variété G-sphérique
X est une G-variété algébrique complexe (i.e. un schéma réduit de type fini sur C muni d’une action algé-
brique de G) normale et admettant une B-orbite ouverte et dense. On s’intéresse alors à une sous-classe des
variétés sphériques, celle des variétés horosphériques. Une G-variété sphérique sera dite horosphérique si le
stabilisateur H dans G d’un point x de la B-orbite ouverte et dense de G est horosphérique i.e. contient un
sous-groupe unipotent maximal d’un conjugué de B. On dira alors que (X,x) est un plongement horosphé-
rique. En particulier, X admettra G/H comme ouvert dense, appelé l’espace homogène horosphérique de
X .
Rappelons maintenant que si T est un tore maximal de G alors l’algèbre de Lie g de G admet la décom-
position en espaces de racines :
g = t⊕α∈Φ gα,
où Φ est le système de racines de (G,T ), partie finie du groupe X(T ) des caractères algébriques de T i.e. des
morphismes de groupes algébriques T −→ C∗. Maintenant, si nous supposons que le sous-groupe de Borel
B de G contient T alors nous pouvons définir Φ+ := Φ+(B) l’ensemble des racines positives de Φ tel que, si
b est l’algèbre de Lie de B et Φ− = −Φ+, alors
b = t⊕
⊕
α∈Φ+
gα.
On aura, en particulier, l’existence d’un sous-groupe de Borel B− dit sous-groupe de Borel opposé à B, tel
que B ∩B− = T .
On peut alors définir le polytope moment ∆+ ⊂ X(T ) ⊗ R associé à B de la variété horosphérique X
comme le polytope moment de Kirwan de la variété kahlérienne (X,ω) pour l’action d’un sous-groupe
compact maximal K de G, où ω est une forme kählérienne K-invariante dans c1(X) (voir [10, 31] pour plus
de détails). Ce polytope va induire un sous-groupe de Levi L de G d’ensemble de racines ΦL constitué des
racines Φ qui sont orthogonales pour la forme de Killing de G à l’espace affine engendré par ∆+. On pose
alors Φ+P = Φ
+ \ ΦL et on note 2ρP la somme des éléments de Φ+P . On peut alors montrer que P = NG(H)
est un sous-groupe parabolique d’ensemble de racines égale à ΦL ∪ Φ+P (voir lemme 5.1.5).
Le premier résultat que nous démontrons est le résultat d’existence de solitons de Kähler-Ricci grâce à
la méthode de la continuité :
Théorème 1.3.5 Soit M une variété horosphérique lisse de Fano. Alors M admet un soliton (X, g) de Kähler-Ricci.
Précisons que le résultat a déjà été montré dans [16] mais en utilisant la K-stabilité. Nous employons la
démarche de [60]. Nous déterminons le champ de vecteurs solitonique et nous établissons l’équation de
Monge-Ampère complexe associée au soliton de Kähler-Ricci que nous ramenons à une équation de Monge-
Ampère réelle. En utilisant des arguments similaires à ceux de [60], nous concluons. Nous complétons alors
le résultat en calculant la borne de Ricci R(M). Rappelons que la borne de Ricci est définie comme
R(M) := sup
t∈[0,1]
{∃ω ∈ c1(M), Ric(ω) > tω}.
Nous obtenons ainsi un autre des résultats principaux de cette thèse :
Théorème 1.3.6 Supposons queM soit une variété horosphérique lisse d’espace homogène horosphériqueG/H tel que
H contienne le radical unipotent du sous-groupe de Borel opposé B− de G. Notons P = NG(H) et ∆+ le polytope
moment associé à B de la variété horosphérique M . De plus, on suppose que 2ρP 6= BarDH(∆+) où BarDH(∆+) est
le barycentre du polytope ∆+ pour la mesure de Duistermaat-Heckman. On a alors que R(M) est l’unique t ∈ ]0, 1[
tel que
t
t− 1
(BarDH(∆
+) + 2 ρP ) ∈ ∂
(
∆+ + 2 ρP
)
.
Nous concluons cette thèse en développant l’exemple des grassmanniennes impaires et symplectiques, tiré
d’un article [48] de Pasquier et Perrin, qui sont variétés horosphériques lisses de Fano dont le soliton de
Kähler-Ricci est non-trivial. En effet, ces variétés sont des variétés horosphériques dont le groupe des auto-
morphismes est non réductif. Ceci implique, par le théorème de Matsushima (voir [39]) qu’elles ne peuvent
admettre de métriques de Kähler-Einstein. Or puisqu’elles admettent quand même un soliton de Kähler-
Ricci, celui-ci ne peut-être que non-trivial. Nous déterminons en particulier le champ de vecteurs solitonique
et la décomposition solitonique de ces variétés (voir partie 5.4).
Chapitre 2
Géométrie kählérienne
2.1 Étude des variétés presque complexes et complexes
Commençons par rappeler la définition d’une variété complexe :
Définition 2.1.1 Soit M une variété différentielle réelle de dimension (réelle) 2n.
Une carte complexe de M est un couple (U,ψ) où U est un ouvert de M et ψ un difféomorphisme de U dans un
ouvert de Cn.
Si (U1, ψ1) et (U2, ψ2) sont deux cartes complexes alors on définit la fonction de transition par ψ1,2 := ψ2 ◦ψ−11 :
ψ1(U1 ∩ U2)→ ψ2U2 ∩ U1). On dit alors que M est une variété complexe de dimension complexe n si elle est munie
d’un atlas maximal {Ui, ψi}i∈I de cartes complexes tel que les fonctions de transitions sont des fonctions holomorphes
entre ouverts de Cn.
Maintenant, si M est une variété complexe munie d’un atlas {Ui, ψi}i∈I de cartes complexes, alors on
dit qu’une fonction f : M → C est holomorphe si pour tout i ∈ I , on a que f ◦ ψ−1i : ψ(Ui) ⊂ Cn → C est
une fonction holomorphe. En particulier, nous voyons directement que si on écrit ψi = (z1, · · · , zn) alors
les zi sont des fonctions holomorphes. On dit alors que les zi forment un système de coordonnées holomorphes.
De plus, si (w1, · · · , wn) est un autre système de coordonnées holomorphes alors, comme les fonctions de
transitions sont holomorphes, nous obtenons que pour tout i ∈ {1, · · · , n}, la fonction wi est holomorphe
par rapport à z1, · · · , zn.
Une autre manière de définir la notion de variété complexe passe par la notion de structure presque com-
plexe. C’est ce point de vue que nous allons introduire maintenant, et nous verrons grâce au théorème 2.1.5
sous quelles conditions les deux points de vue coïncident.
2.1.1 Structure presque complexe et complexe
Commençons par introduire la notion de structure presque complexe :
Définition 2.1.2 Soit M une variété différentielle réelle de dimension 2n.
Une structure presque complexe sur M est la donnée d’un endomorphisme J : TM → TM sur le fibré tangent
réel de M vérifiant J |2TpM = − idTpM pour tout p ∈ M . On dit alors que le couple (M,J) est une variété presque
complexe.
Remarque. De manière équivalente, cela revient à demander l’existence d’une structure d’espace vectoriel
complexe sur TpM pour tout p ∈ M variant de manière lisse en p. En effet, J |TpM permet de définir une
structure d’espace vectoriel complexe sur V par la formule suivante :
∀(a, b, v) ∈ R× R× TpM, (a+
√
−1 · b) · v = a · v + b · J(v).
Et réciproquement si TpM est un espace vectoriel complexe pour tout p ∈ M variant de manière lisse en p,
en définissant J |TpM comme la multiplication par
√
−1 pour tout p ∈ M , nous obtenons bien une structure
presque complexe sur M .
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Les exemples les plus importants de variétés presque complexes sont donnés par les variétés complexes.
En effet, nous avons la proposition suivante :
Proposition 2.1.3 Si M est une variété complexe alors il existe une structure presque complexe naturelle sur M .
Démonstration. Soit ψ : U ⊂ M → V ⊂ Cn une carte holomorphe de M . Comme ψ est en particulier un
difféomorphisme, nous obtenons que l’application tangente dψ induit un isomorphisme :
TpM
∼−→ Cn ∀p ∈ U.
Maintenant, grâce à cet isomorphisme, nous pouvons définir la structure presque complexe J par
J(v) =
√
−1 · v, ∀v ∈ TpM.
Pour que ceci soit correct , il faut s’assurer que cette application J ne dépend pas de l’identification choisie
entre TpM et Cn i.e. est indépendante de la carte holomorphe choisie. Or, ceci est une conséquence directe
du fait que les changements de cartes sont holomorphes i.e. que leur différentielle est C-linéaire.
De plus, si nous prenons des coordonnées locales (z1, · · · , zn) dans M et que nous écrivons zj = xj +√
−1 · yj où xj et yj sont des fonctions réelles, nous obtenons que
(
∂
∂x1
, · · · , ∂∂xn ,
∂
∂y1
, · · · , ∂∂yn
)
est une base
de TpM et que J est alors définie par
J
( ∂
∂xi
)
=
∂
∂yi
, J
( ∂
∂yi
)
= − ∂
∂xi
, i = 1, · · ·n.

Par contre, la réciproque n’est pas vraie. Une structure presque complexe n’induit pas toujours une
structure de variété complexe. Ce qui nous conduit à la définition suivante :
Définition 2.1.4 Soit M une variété différentielle réelle munie d’une structure presque complexe J .
On dit que J est une structure intégrable sur M si J est induite par une structure complexe (au sens de la
proposition 2.1.3).
On dit alors que (M,J) est une variété complexe, ou que J est une structure complexe sur M .
Terminons cette section en donnant une condition nécessaire et suffisante pour qu’une structure presque
complexe soit complexe. Il s’agit du Théorème de Newlander-Nirenberg, que nous énonçons sans démonstra-
tion.
Pour cela, on introduit le tenseur de Nijenhuis NJ défini par
NJ(X,Y ) := [X,Y ] + J [JX, Y ] + J [X, JY ]− [JX, JY ].
Théorème 2.1.5 [Théorème de Newlander-Nirenberg] Soit M une variété différentielle réelle munie d’une structure
presque complexe J . Une condition nécessaire et suffisante pour que J soit une structure intégrable est que le tenseur
de Nijenhuis NJ est nul.
Démonstration. La preuve originiel est dans [41]. 
2.1.2 Fibré tangent d’une variété presque complexe
Si (M,J) est une variété presque complexe de dimension (réelle) 2n, nous avons
J |2TpM = − idTpM , ∀p ∈M,
ainsi pour tout p ∈ M , l’endomorphisme J |TpM admet X2 + 1 comme polynôme caractéristique et donc√
−1 et −
√
−1 comme valeurs propres. Cela induit la décomposition suivante :
TCpM := TpM ⊗R C = T
1,0
J,pM ⊕ T
0,1
J,pM,
où T 1,0J,pM et T
0,1
J,pM sont respectivement l’espace propre associé à
√
−1 et −
√
−1, et comme cette décompo-
sition est lisse en p ∈M , nous obtenons une décomposition en somme directe du fibré vectoriel complexe
TCM := TM ⊗R C = T 1,0J M ⊕ T
0,1
J M.
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De plus, en remarquant que si u ∈ TpM alors
u =
1
2
(u−
√
−1Ju) +
1
2
(u+
√
−1Ju),
et que
1
2
(u−
√
−1Ju) ∈ T 1,0J,pM,
1
2
(u+
√
−1Ju) ∈ T 0,1J,pM,
nous obtenons que T 1,0J M est engendré par les (u −
√
−1Ju) pour u ∈ TM et T 0,1J M par les (u +
√
−1Ju)
pour u ∈ TM . Par la suite, pour alléger les notations, on oubliera de mettre J pour les espaces T 0,1M et
T 0,1M lorsque la structure complexe est claire.
De plus, si M est une variété complexe de dimension (complexe) n alors T 1,0M et T 0,1M sont appelés
respectivement fibré tangent holomorphe et anti-holomorphe de TCM . De plus si z1 = x1 +
√
−1y1, · · · , zn =
xn +
√
−1yn sont des coordonnées locales holomorphes de M , alors en posant pour tout j ∈ {1, · · · , n} :
∂
∂zj
:=
1
2
(
∂
∂xj
−
√
−1 ∂
∂yj
)
et
∂
∂zj
:=
1
2
(
∂
∂xj
+
√
−1 ∂
∂yj
),
nous obtenons la proposition suivante :
Proposition 2.1.6 Soit M une variété complexe. Le sous-fibré T 1,0M (respectivement T 0,1M ) est engendré locale-
ment par les sections ∂∂z1 , · · · ,
∂
∂zn
(respectivement par les sections ∂∂z1 , · · · ,
∂
∂zn
).
2.1.3 Fibré cotangent d’une variété presque complexe
Soit (M,J) une variété presque complexe, on peut définir l’action de J sur le fibré cotangent T ∗M par
J : T ∗M −→ T ∗M
α 7−→ α ◦ J−1 .
Comme J−1 = −J , on peut aussi définir
Jα = −α ◦ J.
En remarquant que
J ◦ J(α) = α ◦ J−1 ◦ J−1 = −α, ∀α ∈ T ∗M,
nous obtenons que
J2 = − idT∗M .
Ainsi, nous obtenons aussi une décomposition du complexifié du fibré cotangent
T ∗MC := T
∗M ⊗R C = T ∗0,1J M ⊕ T
∗1,0
J M,
où les sous-fibrés T ∗1,0J M et T
∗0,1
J M sont respectivement les espaces propres de J associés à la valeur propre√
−1 et −
√
−1. De plus, comme dans le cas du fibré tangent, on a que T ∗1,0J M est engendré par la famille
{α +
√
−1Jα / α ∈ T ∗M} et que T ∗0,1M est engendré par la famille {α −
√
−1Jα / α ∈ T ∗M}. De même,
par la suite, pour alléger les notations, on oubliera de mettre J pour les espace T ∗0,1M et T ∗0,1M lorsque la
structure complexe est claire.
Le lemme suivant fait le lien entre la décomposition du fibré tangent et celui du fibré cotangent.
Lemme 2.1.7 Soit (M,J) une variété presque complexe. On a alors
T ∗1,0M =
{
α ∈ T ∗MC / α(Z) = 0, ∀Z ∈ T 0,1M
}
et
T ∗0,1M =
{
α ∈ T ∗MC / α(Z) = 0, ∀Z ∈ T 1,0M
}
.
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Démonstration. Faisons la démonstration pour le fibré T ∗0,1M . Il suffit de montrer que
∀(u, ω) ∈ TM × T ∗M, (ω −
√
−1Jω)(u−
√
−1Ju) = 0.
En développant par linéarité et en utilisant la définition de J , le résultat en découle trivialement. 
De plus, en notant Λp,0M etΛ0,pM les p-ième puissances extérieurs de T ∗1,0M et T ∗0,1M respectivement,
on notera Λp,qM = Λp,0M ⊗ Λ0,qM . Nous obtenons grâce aux propriétés de la puissance extérieure que
ΛkCM '
⊕
p+q=k
Λp,qM.
Les sections de Λp,qM sont appelées formes différentielles de type (p, q) et on notera l’espace des formes
différentielles de type (p, q) par Ωp,qM . En particulier, nous avons aussi la décomposition suivante :
ΛkΩC(M) =
∑
p+q=k
Ωp,q(M),
où ΩC(M) est le complexifié de l’espace des formes différentielles réelles Ω et Ωp,q(M) = ΛpΩ1,0 ⊗ ΛqΩ0,1.
De plus, si M est une variété complexe de dimension (complexe) n alors T ∗1,0M et T ∗0,1M sont appelés
respectivement fibré cotangent holomorphe et anti-holomorphe de T ∗CM . De plus si z1 = x1 +
√
−1y1, · · · , zn =
xn +
√
−1yn sont des coordonnées locales holomorphes de M , alors en étendant par C-linéarité la dérivée
extérieure et en posant pour tout j ∈ {1, · · · , n} :
dzj := dxj +
√
−1dyj
et
dzj := dxj −
√
−1dyj
nous obtenons la proposition suivante :
Proposition 2.1.8 Soit M une variété complexe. Le sous fibré Λ1,0M (respectivement Λ0,1M ) est engendré locale-
ment par les sections dz1, · · · , dzn (respectivement par les sections dz1, · · · , dzn). Et de plus, une base de Λp,qM est
donnée par {
dzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq , i1 < · · · < ip, j1 < · · · < jq
}
Par la suite, on notera pour I = (i1, · · · , ip) tel que i1 < · · · < ip
dzI = dzi1 ∧ · · · ∧ dzip ,
et
dzI = dzi1 ∧ · · · ∧ dzip .
2.1.4 Les opérateurs ∂ et ∂
Dans cette partie, nous allons étudier plus en détails, les champs de vecteurs et les formes différentielles
d’une variété complexe (M,J) de dimension (réelle) 2n.
Nous avons vu dans la proposition 2.1.8 que l’ensemble{
dzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq , i1 < · · · < ip, j1 < · · · < jq
}
était localement une base du C∞(M)-module Ωp,q(M). Ainsi, comme d(dzI) = 0, nous obtenons que si
α =
∑
I,J αI,J dzI ∧ dzj où les αI,J sont des fonctions réelles lisses alors
dα =
∑
I,J
dαI,J dzI ∧ dzJ .
Alors dαI,J appartient à Ω(M) et nous pouvons décomposer dαI,J en parties de type (0, 1) et de type (1, 0),
et obtenir que dα est la somme d’une forme de type (p, q + 1) et d’une forme de type (p+ 1, q).
Définition 2.1.9 Pour toute forme différentielle α de type (p, q) sur une variété complexe M de dimension n, on
définit ∂α comme la composante (p, q + 1) de dα et ∂α comme la composante (p+ 1, q) de dα.
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On obtient ainsi deux applications :
∂ : Ωp,q(M)→ Ωp+1,q(M)
et
∂ : Ωp,q(M)→ Ωp,q+1(M).
De la définition, il résulte les propriétés suivantes que nous résumons dans la proposition suivante :
Proposition 2.1.10 Les opérateurs ∂ et ∂ vérifient la règle de Leibniz i.e.
∂(α ∧ β) = ∂(α) ∧ β + (−1)d
◦α ∧ ∂,
et
∂(α ∧ β) = ∂(α) ∧ β + (−1)d
◦α ∧ ∂.
De plus, on a
∂ + ∂ = d,
et
∂
2
= ∂2 = ∂∂ + ∂∂ = 0.
Maintenant, nous allons interpréter la notion de fonctions holomorphes à l’aide des formes différen-
tielles.
Proposition 2.1.11 Soit f : M → C une fonction lisse. Les propriétés suivantes sont équivalentes :
1. la fonction f est holomorphe,
2. Z(f) = 0,∀Z ∈ T 0,1M ,
3. df est une forme différentielle de type (1, 0).
Démonstration. Cela découle directement du fait que si f est une fonction lisse alors dans tout système de
coordonnés locales (z1, · · · , zn) nous avons
∂f =
n∑
i=1
∂f
∂zi
dzi et ∂f =
n∑
i=1
∂f
∂zi
dzi.

2.2 Étude des variétés kählériennes
2.2.1 Définitions générales
Rappelons qu’une métrique riemannienne g sur une variété différentielle M est un tenseur qui à tout
point p de M associe un produit scalaire (i.e. une forme bilinéaire symétrique définie positive) sur l’espace
vectoriel réel TpM et variant de manière lisse en p. On dit alors que (M, g) est une variété riemannienne.
L’idée de cette partie est d’analyser les conditions sous lesquelles une métrique riemannienne est com-
patible avec une structure presque complexe.
Définition 2.2.1 Soit g une métrique riemannienne sur une variété presque complexe (M,J).
On dit que g est compatible avec la structure J si
∀p ∈M, ∀(X,Y ) ∈ (TpM)2, gp(X,Y ) = gp(JX, JY ).
Si (M, g, J) est une variété riemannienne presque complexe telle que g soit compatible avec J , on définit
alors la forme de Kähler ωg associée à la métrique g comme la 2-forme vérifiant ωg(X,Y ) := g(JX, Y ) pour
tous champs de vecteurs X et Y sur M . De plus, comme g est définie positive, nous obtenons que ωg est
non-dégénérée. Remarquons aussi que l’on peut retrouver la métrique à partir de sa forme de Kähler par la
formule g = ωg(·, J ·).
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Définition 2.2.2 Soit (M,J) une variété complexe de dimension n. Une métrique hermitienne h surM est un tenseur
qui à tout point p de M associe un produit scalaire hermitien (i.e. une forme hermitienne définie positive) sur l’espace
vectoriel complexe TpMC qui varie de manière lisse en p. On dit alors que (M,h) (ou (M,h, J) si on veut préciser la
structure complexe) est une variété hermitienne.
Si (M,J) est une variété complexe alors toute métrique riemannienne g compatible avec J définit une
métrique hermitienne en posant h := g −
√
−1ω. Réciproquement se donner une métrique hermitienne h
est équivalent à se donner une métrique riemannienne g compatible en prenant g := Re(h) et la forme de
Kähler associée à g est alors ω = −Im(h). On peut donc aussi parler de la forme de Kähler associée à une
métrique hermitienne.
Définition 2.2.3 On dit que la variété riemannienne presque complexe (M, g, J) est une variété kählérienne si
• g est compatible avec J ,
• la structure presque complexe J est intégrable,
• la forme de Kähler associée ω := g(J ·, ·) est fermée.
On dit alors que g (ou la métrique hermitienne associée h selon les auteurs) est une métrique kählérienne.
Remarque. Une définition équivalente est de dire qu’une variété kählérienne est une variété hermitienne
telle que la forme de Kähler associée à la métrique hermitienne est fermée.
En particulier, nous obtenons que (M,ω) est une variété symplectique. Nous obtenons ainsi une autre
définition d’une variété kählérienne qui fait le lien avec la géométrie symplectique :
Définition 2.2.4 Une variété kählérienne (M, g, J, ω) est une variété complexe riemannienne et symplectique véri-
fiant
g(J ·, ·) = ω(·, ·),
où g est la métrique riemannienne, J la structure complexe et ω la forme symplectique.
2.2.2 Expressions en coordonnées locales
Dans cette section, nous donnons quelques expressions en coordonnées locales. Si M est une variété
complexe de dimension nmunie d’une métrique hermitienne h alors si on prend (z1, · · · , zn) des cordonnées
locales dans un ouvert U de M alors on a
h|U =
∑
1≤j,k≤n
hjkdzj ⊗ dzk,
où (hij)1≤i,j≤n est une matrice hermitienne positive à coefficient C∞. Ainsi, nous avons alors
ω|U = −Im(h)|U =
√
−1
2
(
h− h
)
|U
=
√
−1
2
( ∑
1≤j,k≤n
hjk dzj ⊗ dzk −
∑
1≤j,k≤n
hjk dzj ⊗ dzk
)
=
√
−1
2
( ∑
1≤j,k≤n
hjk dzj ⊗ dzk −
∑
1≤j,k≤n
hjk dzj ⊗ dzk
)
=
√
−1
2
( ∑
1≤j,k≤n
hjk dzj ⊗ dzk −
∑
1≤j,k≤n
hkj dzj ⊗ dzk
)
=
√
−1
2
∑
1≤j,k≤n
hjk (dzj ⊗ dzk − dzk ⊗ dzj
)
.
Or on sait que
dzj ∧ dzk = dzj ⊗ dzk − dzk ⊗ dzj ,
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d’où
ω|U =
√
−1
2
∑
1≤j,k≤n
hjk dzj ∧ dzk.
En particulier, on voit clairement que ω est alors une 2-forme réelle (car partie imaginaire d’une métrique
hermitienne) positive (car (hij)1≤i,j≤n) est une matrice définie positive) de type (1, 1) (au vu de l’expression
locale).
Maintenant, si M est une variété kählérienne alors dω = 0. Or comme ω est réelle, dω = 0 est équivalent
à ∂ω = 0, ce qui se traduit en coordonnées locales par l’égalité :
∂hjk
∂zl
=
∂hlk
∂zj
, 1 ≤ j, k, l ≤ n.
2.3 Courbure de Ricci
On suppose ici que M est une variété kählérienne compacte. Un calcul simple nous donne que dans un
système de coordonnées locales :
ω∧n
n!
= det(hjk)
∧
1≤j≤n
(√−1
2
dzj ∧ dzk
)
= det(hjk) dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn,
où zn = xn +
√
−1yn. Ainsi la forme volume dV associée à la métrique riemannienne vaut
dV =
ωn
n!
.
Ce qui peut encore s’écrire puisque M est compacte sous la forme∫
X
ωn = n! Volg(X) > 0.
Maintenant, soit Ω une forme volume surM , qui s’écrit localement dans la carte (U, z1, · · · , zn) sous la forme
Ω =
(√
−1
)n
Ω̃(z1, · · · , zn)dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,
où Ω̃ est une fonction lisse strictement positive définie sur U . En remarquant que
√
−1 ∂∂ log Ω̃ ne dépend
pas de la carte holomorphe choisie, on peut alors définir une (1, 1) forme globale
√
−1 ∂∂ log Ω définie loca-
lement par sa restriction dans toute carte (U,ϕ) par la formule suivante
√
−1 ∂∂ log Ω|U :=
√
−1 ∂∂ log Ω̃.
Définition 2.3.1 Soit (M,ω) une variété kählérienne compacte. On définit la forme de Ricci Ric(ω) par la formule
suivante :
Ric(ω) := −
√
−1 ∂∂ logωn.
2.4 Classe de Chern
2.4.1 Cohomologie de Dolbeault
On fixe encore (M,ω) une variété kählérienne compacte. Soit α une forme différentielle. On dit que α
est ∂-fermée si ∂α = 0 et qu’elle est ∂-exacte s’il existe une forme différentielle β telle que ∂β = α. En
remarquant que grâce à la proposition 2.1.10 (qui nous dit en particulier que ∂
2
= 0), nous avons que si α
est ∂-exacte alors α est ∂-fermée, et nous pouvons définir le groupe de cohomologie de Dolbeault par la formule
suivante :
H1,1R (M) :=
{
(1, 1)-formes ∂-fermées
}{
(1, 1)-formes ∂-exactes
} .
De plus, si α est une (1, 1)-forme, on notera [α] sa classe de cohomologie. Nous avons alors un résultat
important : le ∂∂-lemme.
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Lemme 2.4.1 Soit (M,ω) une variété kählérienne compacte et soit α une (1, 1)-forme telle que [α] = 0. Alors il existe
une fonction réelle lisse ϕ telle que α =
√
−1 ∂∂ ϕ. De plus, ϕ est unique modulo une constante addtive.
Démonstration. On pourra consulter [17, 23]. 
2.4.2 Classe de Chern d’un fibré en droites
Soit L → M un fibré en droites complexes sur une variété compacte complexe M . Rappelons que L est
donc la donnée d’un recouvrement (Uα)α∈A et de fonctions holomorphes tαβ : Uα∩Uβ → C∗, dites fonctions
de transitions, vérifiant {
tαβtβγ=tαγ ∀(α, β, γ) ∈ A3
tαβtβα= 1 ∀(α, β) ∈ A2
(2.1)
Une section s de ce fibré est alors la donnée d’une famille (sα)α∈A de fonctions holomorphes sα : Uα → C
vérifiant
sα|Uα∩Uβ = tαβ · sβ |Uα∩Uβ .
De même, une métrique hermitienne h sur L est la donnée d’une collection (hα)α∈A de fonctions telles que
hα ∈ C∞(Uα,R∗+) pour tout α ∈ A et telles que l’on ait la relation
hα = |tβ,α|2 · hβ , ∀(α, β) ∈ A2.
La norme |s|h d’une section s pour la métrique h se définit alors sur l’ouvert de trivialisation Uα par la
formule :
|s|h = hαsαsα.
On définit alors la courbure Rh de la métrique hermitienne h sur L comme la (1, 1)-forme sur M que l’on
définit localement sur l’ouvert Uα par la formule :
Rh :=
√
−1 ∂∂ log hα.
On montre que cette formule ne dépend pas du recouvrement et on définit alors la première classe de Chern
c1(L) du fibré en droites L par
c1(L) :=
1
2π
[Rh] ∈ H1,1R (M).
Terminons par donner des propriétés de la première classe de Chern qui découlent directement de la défi-
nition.
Nous avons évité d’introduire la notion de courbure à partir des connexions car ces dernières ne sont
pas nécessaires dans ce mémoire. On pourra consulter [7] pour les liens entre ces deux points de vue.
Un fibré en droites est entièrement déterminé par ses fonctions de transition. Il y a une bijection entre
l’ensemble des classes d’équivalences (en un sens que nous ne rappelons pas ici) de fonctions de transition
et l’ensemble des classes d’isomorphismes de fibrés en droites. Grâce à ces deux remarques nous allons
définir sur ce dernier ensemble une structure de groupe. Pour cela, partons de deux fibrés en droites L et
L̃. Quitte à prendre un recouvrement plus fin, on peut toujours supposer que les fonctions de transition
de L et de L̃ sont données sur le même recouvrement {Uα}α∈A de M , déterminés respectivement par les
fonctions de transition {gα,β}α,β∈A et {g̃αβ}α,β∈A. On définit le fibré en droites L ⊗ L̃ par les fonctions de
transition {gα,β ·g̃αβ}αβ∈A, qui vérifient en particulier les conditions (2.1). On définit aussi un fibré en droites
L∗ par les fonctions de transition {g−1αβ}α,β∈A et on vérifie alors facilement que L⊗L∗ correspond à un fibré
trivialisable i.e. isomorphe au fibré trivial C ×M , pour cela on notera L∗ par L−1 dans cette thèse (parfois
noté −L dans la littérature). En particulier si s est une section non nulle de L, on définit s−1 la section pour
le fibré inverse L−1. Nous avons alors le lemme suivant.
Lemme 2.4.2 Si E et F sont deux fibrés en droites, alors on a
• c1(E ⊗ F ) = c1(E) + c1(F ),
• c1(E−1) = −c1(E).
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2.4.3 Classe de Chern d’une variété
Maintenant siM est une variété compacte complexe munie d’un recouvrement de cartes (Uα, (zα1 , · · · zαn )),
on définit le fibré (en droites) canonique KM par ses fonctions de transition tαβ ∈ C∞(Uα ∩ Uβ ,C) de formule
tαβ = det
((∂zβi
∂zαj
)
1≤i,j≤n
)
.
En effet, grâce aux formules de changement de variables et à la multiplicativité du déterminant, les fonctions
tαβ vérifient bien {
tαβtβγ=tαγ ∀(α, β, γ) ∈ A3
tαβtβα= 1 ∀(α, β) ∈ A2
Remarque. On peut montrer que le fibré KM est isomorphe au fibré des formes différentielles de degré
maximale i.e. à Ωn,0(M) (si on note n la dimension complexe de M ).
On définit alors le fibré anticanonique K−1M comme l’inverse du fibré canonique KM et on a donc (voir
lemme 2.4.2)
c1(K
−1
M ) = −c1(KM ).
Définition 2.4.3 Si M est une variété complexe, on définit la première classe de Chern de la variété M , et on la note
c1(M), par
c1(M) = c1(K
−1
M ) = −c1(KM ).
Soit (M,h, ω) une variété kählérienne. Alors la métrique h définit une matrice (hαij)1≤i,j≤n sur l’ouvert Uα.
Cette matrice est hermitienne définie positive donc det(hα) > 0. On pose
∀α ∈ A, hα := det(hα)−1.
On définit alors une collection (hα)a∈A de fonctions telles que hα ∈ C∞(Uα,R∗+) qui vérifient grâce à la
formule de changement de variables et à la multiplicativité du déterminant :
∀(α, β) ∈ A2, hα = |tβ,α|2hβ ,
donc cette collection définit une structure hermitienne sur KM .
Proposition 2.4.4 Soit (M,ω) une variété kählérienne compacte. Alors on a
c1(M) =
1
2π
[Ric(ω)].
On dira que
• la première classe de Chern c1(M) est positive et on le notera c1(M) > 0 si elle est représentée par une
(1, 1)-forme réelle qui est définie positive,
• la première classe de Chern c1(M) est négative et on le notera c1(M) < 0 si elle est représentée par
une (1, 1)-forme réelle qui est définie négative,
• la première classe de Chern c1(M) est nulle et on le notera c1(M) = 0 si elle est représentée par la
(1, 1)-forme réelle nulle.
Définition 2.4.5 Soit M une variété complexe compacte. Si la première classe de Chern est positive i.e. c1(M) > 0
alors on dit que la variété M est de Fano.
2.5 Étude des variétés de Fano
2.5.1 Champs de vecteurs holomorphes et de Killing
Soit (M,J) une variété complexe compacte. On peut donc voir TM comme un fibré vectoriel complexe
via l’action de J que l’on notera (TM,J).
26 CHAPITRE 2. GÉOMÉTRIE KÄHLÉRIENNE
Définition 2.5.1 Soit X ∈ Γ(TM,J). On dira que X est un champ de vecteurs holomorphe réel s’il vérifie
LXJ = 0,
où LX est la dérivée de Lie dans la direction de X . On note ηR(M) l’ensemble des champs de vecteurs holomorphe
réels.
De plus, comme [LX ,LY ] = L[X,Y ], nous avons alors que l’ensemble ηR(M) des champs de vecteurs holo-
morphes réels est une sous-algèbre réelle de Γ(TM ). De plus, en utilisant le fait que J soit intégrable, nous
avons LJXJ − JLXJ = 4NJ(X,Y ) = 0, nous obtenons que si X est réel holomorphe alors JX aussi. Ainsi,
on peut donc dire que ηR(M) est une sous-algèbre de Lie complexe (via l’action de J) de Γ(TM , J)).
Une autre manière de définir la condition d’holomorphie est la suivante :
Définition 2.5.2 Soit X ∈ Γ(T 1,0J M). On dit que X est un champ de vecteurs (complexe) holomorphe s’il est une
section holomorphe du fibré vectoriel T 0,1J M i.e. s’il s’écrit localement dans toute carte holomorphe (U, z1, · · · , zn)
sous la forme
X =
n∑
i=1
Xi
∂
∂zi
,
où Xi : U → C est holomorphe. On notera alors η(M) l’ensemble des champs de vecteurs (complexes) holomorphes.
On va terminer en faisant le lien entre les deux types d’holomorphies. Pour cela, on rappelle que nous
avons un isomorphisme entre Γ(TM,J) et Γ(T
1,0
M ) donné par l’application τ : X ∈ Γ(M, (TM , J)) 7→ X1,0 :=
1
2
(
Z −
√
−1JZ
)
∈ Γ(M,T 1,0M ) et donc l’inverse est donné par τ−1 : Z ∈ Γ(T
1,0
M ) 7→ Z + Z ∈ Γ(TM,J).
La seconde étape consiste alors à faire le lien entre les deux conditions d’holomorphie via l’isomorphisme
précédent. En effet, si Z ∈ η(M) alors il s’écrit localement Z =
∑
i Z
i ∂
∂zi et ∂Z =
∑
i ∂Z
i ⊗ ∂∂zi que l’on
peut écrire sous la forme ∂Y Z = [Y 0,1, Z]1,0 pour tout Z ∈ Γ(T 1,0M ) et pour tout Y ∈ Γ(TM ). Ainsi on
obtient que via l’isomorphisme précédent ∂Y Z = 2Re([Y 0,1, τ(Z)1,0]1,0). Cette dernière égalité peut alors se
ré-écrire grâce à l’annulation du tenseur NJ de Nijenhuis (dans le cas où (M,J) est une variété complexe)
sous la forme ∂Y Z = − 12J(LXJ)(Y ). Pour plus de détails, on pourra consulter [23]. Résumons cela dans la
proposition suivante :
Proposition 2.5.3 Soit X ∈ Γ(TM ). On dit que X est un champ de vecteurs holomorphe réel si et seulement si
X1,0 ∈ Γ(T 1,0J M) est un champ de vecteurs holomorphe (complexe). 
Maintenant, on suppose que M admette une métrique riemanienne g. On dira que X ∈ Γ(TM ) est un
champ de vecteurs de Killing s’il vérifie
LXg = 0.
On notera κ(M) l’ensemble des champs de vecteurs de Killing de M . Dans le cas kählérien, on peut alors
montrer le lemme suivant.
Lemme 2.5.4 Soit (M, g, J) une variété kählérienne compacte. Alors κ(M) est une sous-algèbre de lie de ηR(M). De
plus, κ(M) est l’algèbre de Lie du groupe des isométries de (M, g) qui se trouve être un groupe de Lie compact.
Démonstration. On pourra consulter le chapitre 2 de [23]. 
2.5.2 Décomposition des champs de vecteurs holomorphes
Maintenant, on suppose que la variété (M,ωg) est une variété kählérienne compacte de Fano. Cela va
nous donner un théorème de décomposition de l’espace η(M).
Pour cela, remarquons que si on prend un champ de vecteurs holomorphe X alors iXωg est une (0, 1)-
forme ∂-fermée. Pour le voir, on écrit X s’écrit localement en utilisant les conventions de sommation d’Ein-
stein sous la forme
X = Xi
∂
∂zi
,
où les Xi sont des fonctions holomorphes, et donc nous obtenons
iXωg =
√
−1 gijX
idzj .
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Le calcul suivant montre finalement le résultat :
∂(iXωg) =
√
−1 ∂k(gijX
i)dzk ∧ dzj
=
√
−1
(
∂k(gij)X
i + gij∂k(X
i)
)
dzk ∧ dzj
=
√
−1
(
∂k(gij)X
i)dzk ∧ dzj (car les Xi sont holomorphes)
= 0.
La dernière égalité résulte de la condition de Kähler qui nous donne que
∂k(gij) = ∂j(gik),
or comme le produit extérieur est alterné i.e.
dzk ∧ dzj = −dzj ∧ dzk,
nous obtenons que pour tout i fixé : ∑
k,j
∂k(gij)dz
k ∧ dzj = 0,
ce qui permet de conclure.
Maintenant, la théorie de Hodge nous donne le résultat suivant
Z0,1(M,C) = H0,1(M,C)⊕ Im(∂),
où H0,1(M,C) est l’ensemble des (0, 1)-formes harmoniques sur M et Z0,1(M,C) l’ensemble des (0, 1)-
formes ∂-fermées (voir [17] par exemple pour plus de détails). De plus, comme c1(M) > 0, on a d’après
l’inégalité de Bochner-Kodaira-Nakano que
H0,1(M,C) = 0, (2.2)
i.e. il n’existe pas de (0, 1)-forme harmonique sur M (voir par exemple [23, 17] pour plus de détails). Ainsi
nous obtenons
Z0,1(M,C) = Im(∂),
ce qui nous donne le lemme suivant.
Lemme 2.5.5 Soit (M,ωg) une variété kählérienne compacte de Fano. Pour tout champ de vecteurs holomorphe X ∈
η(M), il existe une unique fonction θX ∈ C∞(M,C) vérifiant
iXωg =
√
−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng . (2.3)
Nous avons alors l’égalité
LXωg =
√
−1 ∂∂θX . (2.4)
Démonstration. L’existence vient de la discussion qui précède, tandis que l’unicité vient de la condition de
normalisation (seconde équation). L’égalité 2.4 résulte de la formule de Cartan :
LXωg = d(iXωg) + iX(dωg) (formule de Cartan)
= d(iXωg) (car ωg est fermée)
=
√
−1
2π
d(∂θX) (grâce à l’équation 2.3)
=
√
−1∂∂θX (par le lemme 2.1.10).

Ce résultat peut aussi s’exprimer dans le cas des champs de vecteurs holomorphes réels. Avant d’énoncer
le résultat, rappelons que si g est une métrique riemannienne alors, en utilisant le fait que g est une forme
non-dégénérée, pour tout fonction f ∈ C∞(M,R), il existe un champ de vecteurs∇gf dit gradient riemannien
de f vérifiant g(∇gf, ·) = df .
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Lemme 2.5.6 Soit (M, g, J, ω) une variété kählérienne compacte de Fano. Pour tout champ de vecteurs holomorphe
réel X ∈ ηR(M), il existe deux fonctions f et g appartenant à C∞(M,R) telles que
X = ∇gf + J∇gh.
De plus, quitte à renormaliser par une constante ces fonctions, on obtient que
2 θX1,0 = f +
√
−1h.
Démonstration. On traduit la propriété en utilisant l’isomorphisme X 7→ X1,0 entre les champs de vecteurs
holomorphes complexes et réels. On pourra aussi consulter [23]. 
Remarque. De plus, si on pose F = f +
√
−1h alors on notera∇g,JF := ∇gf + J∇gh.
2.5.3 Groupe des automorphismes
Rappelons pour commencer que nous notons Aut(M,J) le groupe des automorphismes holomorphes
d’une variété complexe compacte (M,J). Nous avons alors le résultat suivant :
Proposition 2.5.7 Soit (M,J) une variété compacte complexe. Alors Aut(M,J) est un groupe de Lie complexe dont
l’algèbre de Lie est ηR(M) (et donc par isomorphisme η(M)).
Démonstration. On pourra consulter la preuve de la proposition 2.1.1 de [23] ou directement le théorème
1.1 du chapitre 3 de [33]. 
Si on se donne un champ de vecteurs holomorphe X , alors X agit sur toute fonction f définie sur M par
la formule :
∀x ∈M, X(f)(x) = ∂
∂t
|t=0 [f(exp(tX) · x)] ,
où exp est l’application exponentielle associée au groupe Aut(M). De plus, puisque Aut(M) est un groupe
de Lie, on peut parler de sa composante connexe de l’identité que nous noterons Aut◦(M). On a alors le
théorème de décomposition suivant (dans le cas Fano).
Théorème 2.5.8 Soit M une variété compacte kählérienne de Fano. La composante connexe de l’identité Aut◦(M)
du groupe des automorphismes holomorphes Aut(M) de la variété M admet la décomposition suivante :
Aut◦(M) = Aut(M) nRu,
où Autr(M) est un sous-groupe réductif de Aut◦(M) et la complexification d’un sous-groupe compacte maximal K
de Aut0(M) et Ru le radical unipotent de Aut◦(M). De plus, si on note ηR(M), ηRr (M) et ηRu (M) les algèbres de Lie
de Aut(M),Autr(M) et Ru respectivement, alors
ηR(M) = ηRr (M) + η
R
u (M).
Démonstration. D’après le corollaire 5.8 de [20], on a que l’application d’Albanese induit un morphisme de
groupe de Lie entre Aut0(M) et la variété d’Albanese Alb(M) de la variété M et que le noyau de cette appli-
cation est un groupe algébrique linéaire. Dans le cas Fano, le noyau se trouve alors être égale à Aut0(M) et
les résultats classiques, tels que le théorème de Chevalley, nous donnent alors la première décomposition.
La seconde suit alors immédiatement. On pourra aussi consulter l’introduction de l’article [22] pour plus de
détails. 
Remarque. Nous n’avons pas défini ici les termes de radical unipotent ou de réductif. Cela sera fait au
chapitre 5, sinon on peut aussi directement consulter [54].
Chapitre 3
Les solitons de Kähler-Ricci
3.1 Les métriques de Kähler-Einstein
Dans cette section, on fixe une variété kählérienne compacte (M, g0, ω0, J0) de dimension (complexe) n.
Définition 3.1.1 Soit g une métrique de Kähler définie sur une variété complexe (M,J0). On dit que g est une
métrique de Kähler-Einstein s’il existe une constante λ ∈ R tel que la forme de Kähler ω associée à g vérifie
Ric(ω) = λω. (3.1)
On dit que λ est la constante d’Einstein de g.
Rappelons que nous pouvons écrire localement :
ω =
√
−1 gij dz
i ∧ dzj (3.2)
et
Ric(ω) =
√
−1Rij dz
i ∧ dzj , où Rij = −∂i∂j log det(gij). (3.3)
Ainsi, si on note (gji)1≤i,j≤n l’inverse de la matrice (gij)1≤i,j≤n et si on définit la courbure scalaire R par la
formule suivante :
R := gjiRij ,
alors nous obtenons, en utilisant l’équation (3.1), que
R = gjiRij = λg
jigij = λn.
Cela implique que la courbure scalaire est constante. De plus le signe de la constante d’Einstein λ est impor-
tant. En effet, en prenant les classes de cohomologie de l’équation (3.1), nous obtenons par la proposition
2.4.4
2π c1(M) = λ[ω].
Nous avons donc trois possibilités pour la première classe de Chern c1(M) :
(i) c1(M) < 0 si λ < 0,
(ii) c1(M) = 0 si λ = 0,
(iii) c1(M) < 0 si λ > 0 .
Nous avons alors des résultats concernant l’existence et l’unicité des métriques de Kähler-Einstein selon
ces trois cas. Avant de les énoncer, nous allons expliquer la démarche pour les obtenir. L’idée est de ramener
la recherche de telles métriques à la résolution d’une équation de Monge-Ampère complexe.
Soit ω une forme kählérienne et fixons une forme kählérienne de référence ω0 ∈ [ω]. Supposons que λω
et Ric(ω) aient la même classe de cohomologie. On peut alors écrire grâce au ∂∂-lemme qu’il existe une
fonction f ∈ C∞(M,R) telle que
Ric(ω0) = λω0 +
√
−1 ∂∂f.
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et qu’il existe aussi ϕ ∈ C∞(M,R) telle que
ω = ω0 +
√
−1∂∂ϕ.
L’équation (3.1) s’écrit alors
Ric(ω0 +
√
−1∂∂ϕ) = λ
(
ω0 +
√
−1∂∂ϕ
)
.
Finalement, d’après ce qui précède, nous obtenons que
Ric(ω0 +
√
−1∂∂ϕ) = Ric(ω0) +
√
−1∂∂(−f + λϕ).
En utilisant les expressions localement, cela nous donne, en notant (g0
ij
)1≤i,j≤n la matrice de g0,
∂∂ ln
(
det(g0
ij
+ ϕij)
det(g0
ij
)
)
= ∂∂(f − λϕ).
En remarquant que
∂∂ ln
(
det(g0
ij
+ ϕij)
det(g0
ij
)
)
= ∂∂ ln
( (
ω0 +
√
−1∂∂ϕ
)n
ωn0
)
,
nous obtenons que l’expression précédente est valable sur toute la variété M et en utilisant le principe du
maximum sur la variété compacte M , nous avons donc
(ω0 +
√
−1∂∂ϕ)n = ef−λϕωn0 . (3.4)
Nous avons incorporé la constante venant du principe du maximum dans la fonction f qui est définie
modulo une constante additive. Cette équation de Monge-Ampère complexe en ϕ est alors équivalente à
l’équation de Kähler-Einstein en ω. C’est cette démarche combinée à la méthode de la continuité qui a per-
mis d’obtenir les résultats suivants.
Dans le cas où c1(M) < 0, nous avons en particulier le théorème d’Aubin-Yau ([3]) qui nous donne l’exis-
tence et l’unicité de solutions à cette équation dans le cas où c1(M) < 0.
Théorème 3.1.2 Sur une variété complexe compacte M dont la première classe de Chern c1(M) est définie négative
(i.e. c1(M) < 0), il existe une unique métrique de Kähler-Einstein de constante d’Einstein λ = −1
Dans le cas où c1(M) = 0, la conjecture de Calabi démontrée par Yau (voir [65]) répond à la question de
l’existence de solutions à l’équation de Kähler-Einstein :
Théorème 3.1.3 Soit (M,ω) une variété kählérienne compacte et soit θ ∈ 2π c1(M). Alors il existe une unique
métrique g̃ dont la forme de Kähler ω̃ vérifie
[ω] = [ω̃], Ric(ω̃) = θ.
En particulier, si c1(M) = 0 alors il existe dans toute classe de cohomologie de H
1,1
R (M) une métrique de Kähler-
Einstein ω dont la constante d’Einstein est nulle.
Dans le cas où c1(M) > 0, il existe des variétés dont la première classe de Chern est positive qui n’ad-
mettent pas de métrique de Kähler-Einstein. Il existe trois obstructions importantes à l’existence dans le cas
Fano. Le première est le théorème de Matsushima [39].
Théorème 3.1.4 Soit M une variété kählérinne compacte de Fano admettant une métrique de Kähler-Einstein. Alors
la composante de l’identité Aut0(M) du groupe des automorphismes deM est un groupe réductif complexe, et le groupe
des isométries holomorphes d’une métrique de Kähler-Einstein est un sous-groupe compact maximal de Aut0(M).
L’autre obstruction est la non-annulation de l’invariant de Futaki. En effet, Futaki a introduit dans [21] un
invariant sur toute variété kählérienne compacte M de Fano. Il est défini par
F[ω] : η(M) −→ C
X 7−→
∫
M
X(f)ωn,
où f ∈ C∞(M,R) est définie par le ∂∂-lemme par
Ric(ω)− λω =
√
−1∂∂f,
où ω ∈ 2πc1(M). Il est alors montré que cet invariant, appelé invariant de Futaki, ne dépend que de la classe
de cohomologie de ω. Il est alors clair que si M admet une Kähler-Einstein alors F[ω] ≡ 0. Pour introduire le
prochain invariant, nous avons besoin d’étudier la démarche de résolution par la méthode de la continuité :
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3.2 Méthode de la continuité
Nous avons obtenu dans la section précédente que l’équation des métriques de Kähler-Einstein (renor-
malisée par λ = 1) est équivalente à l’équation de Monge-Ampère complexe suivante d’inconnue la fonction
ϕ ∈ C∞(M,C) :
(ω0 +
√
−1∂∂ϕ)n = ef−ϕωn0 , (3.5)
où f est définie comme précédemment par Ric(ω)− ω =
√
−1 ∂∂f . On peut montrer que cela implique que
la fonction f vérifie la condition de normalisation suivante :∫
M
efωn0 =
∫
M
ωn0 .
L’équation de Monge Ampère complexe (3.5) en ϕ avec la condition ω0+
√
−1 ∂∂ϕ > 0 est alors équivalente à
l’équation de Kähler-Einstein en ω (renormalisée en λ = 1). En résumé, on s’intéresse au système d’inconnue
ϕ ∈ C∞(M,R) suivant : {
det(g0
ij
+ ϕij) = det(g
0
ij
) exp(f − ϕ)
(g0
ij
+ ϕij) > 0.
(3.6)
Maintenant, on introduit un paramètre t ∈ [0, 1] dans l’équation précédente :{
det(g0
ij
+ ϕij) = det(g
0
ij
) exp(f − tϕ)
(g0
ij
+ ϕij) > 0.
(3.7)
On remarque tout de suite que la solution au temps t = 1 correspond à l’équation (3.6).
Pour conclure à l’existence d’une solution au temps t = 1, on montre que l’ensemble S des temps t ∈ [0, 1]
tels qu’il existe une fonction ϕt ∈ C∞(M,R) solution à l’équation (3.7) au temps t est un ouvert fermé non
vide de [0, 1] donc égal à [0, 1]. On doit donc montrer les trois propriétés suivantes :
• Il existe une solution pour le temps t = 0.
• S’il existe une solution ϕt0 au temps t0 ∈ [0, 1[ alors il existe δ > 0 tel qu’il existe une solution ϕt pour
tout t ∈ [t0, t0 + δ[.
• S’il existe une solution ϕt pour tout temps t ∈ [0, ε1[ alors il existe une solution ϕε1 au temps ε1.
Pour l’existence au temps t = 0, c’est une conséquence du théorème de Calabi-Yau. Pour le caractère ouvert,
on pose
F : C3,α(M)× [0, 1] −→ C1,α(M)
(ϕ, t) 7−→ ln
(
det(g0
ij
+ ϕij)
det(g0
ij
)
)
− (f − tϕ) .
Maintenant, on calcule la dérivée de F dans la direction de ψ au point (ϕt0 , t0) :
D(ϕt0 ,t0)F (ψ) = ∆
′
ψ + t0ψ,
où ∆
′
est le laplacien par rapport à ωϕt0 . Remarquons que si ψ ∈ kerD(ϕt0 ,t0)F alors on a ψ = 0 : en effet on
a
0 ≤ t0
∫
M
|ψ|2dVgt0 =
∫
M
ψ∆′ψdVgt0 = −
∫
M
‖∇ψ‖g2t0dVgt0 ≤ 0,
où gt0 est la métrique riemanienne associé à ωϕt0 . De plus, commeD(ϕt0 ,t0) est un opérateur est auto-adjoint,
alors l’opérateurD∗(ϕt0 ,t0) a un noyau réduit à zéro et on obtient queD(ϕt0 ,t0) est un isomorphisme pour tout
t ∈ [0, 1[, nous obtenons l’existence de δ > 0 tel que pour tout t ∈]t0, t0 + δ[, il existe ϕt ∈ C3,α(M) vérifiant
F (ϕt, t) = 0 et tel que l’application t 7→ ϕt est continue. Il faut aussi que ωϕ soit une métrique kählérienne.
Quitte à réduire δ, le critère de Sylvester pour les matrices définies positives permet d’obtenir que les ωϕt
soient kähleriennes puisque ω0 l’est. Il reste à montrer que ϕt est lisse. Ceci est une conséquence directe du
théorème de régularisation des solutions de l’équation de Monge-Ampère ([65, 28] pour plus de détails). De
plus, le théorie des opérateurs elliptiques, notamment le théorème de régularisation elliptique, nous donne
bien que la solution est bien lisse.
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Le dernier point est la partie difficile. Celle-ci repose sur l’obtention d’une constante Ck > 0 indépen-
dante du temps t, telle que la famille (ϕt)t∈[ε0,ε1[ soit bornée pour la norme Ck i.e.
‖ϕt‖Ck ≤ C.
En effet, le théorème d’Arzela-Ascoli permettra alors d’extraire une sous-suite ϕti qui convergera en norme
Ck−1 vers ϕ∞ quand ti → ε1. De plus, d’après les célèbres travaux de Yau dans [65], nous sommes au final
réduit à chercher une estimation a priori en norme C0. De plus, rechercher C > 0 telle que
‖ϕ‖C0 ≤ C,
est équivalent à chercher des constantes C et C̃ telles que
sup
M
ϕt ≤ C et C̃ ≤ inf
M
ϕt.
Or on a une inégalité de type Harnack :
− inf
M
ϕt ≤ C(1 + sup
M
ϕt),
(voir [58, 53] pour plus de détails). Ceci permet de réduire uniquement à la recherche d’une borne supé-
rieure. Le caractère fermé de S se résume donc à montrer
∃C > 0, ∀t ∈ [0, 1[, sup
M
ϕt ≤ C.
Cette majoration n’étant pas automatique (sinon toute variété admettrait une métrique de Kähler-Einstein),
nous introduisons un nouvel objet qui permet de mesurer le temps maximal d’existence de solutions pour
l’équation (3.7).
Définition 3.2.1 Soit (M,ω0) une variété kählérienne compacte de Fano. On pose alors
R(M) := sup{t ∈ [0, 1] / ∃ω ∈ c1(M), Ric(ω) > tω}.
On appellera R(M) la plus grande borne inférieure de Ricci.
Le théorème suivant permet de faire le lien entre l’équation de Monge Ampère (3.7) et R(M).
Théorème 3.2.2 ([55]) Les propositions suivantes sont équivalentes pour 0 ≤ t < 1 :
• l’équation (3.7) admet une solution au temps t,
• il existe une forme kählérienne ω ∈ c1(M) telle que Ric(ω) > tω.
En particulier, cela implique bien que R(M) est le temps maximal d’existence d’une solution à l’équation
(3.7). En particulier, nous obtenons donc le corollaire suivant.
Corollaire 3.2.3 Soit (M,ω0) une variété kählérienne compacte. Alors M admet une métrique de Kähler-Einstein si
et seulement si R(M) = 1.
3.3 Le flot de Ricci
Une autre manière de démontrer l’existence de métriques de Kähler-Einstein passe par le flot de Ricci et
sa convergence. Nous l’introduisons dans la section suivante :
3.3.1 Définition
Avant de commencer, faisons quelques rappels sur les objets que nous allons utiliser dans cette section.
Si on considère une variété kählérienne (M,ω) de dimension n, on rappelle que la forme de Kähler ω et la
forme de Ricci Ric(ω) ont les expressions locales suivantes :
ω =
√
−1 gij dz
i ∧ dzj (3.8)
Ric(ω) =
√
−1Rij dz
i ∧ dzj , où Rij = −∂i∂j log det(gij). (3.9)
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3.3.2 Définitions
Maintenant, prenons (M,ω0) une variété kählérienne compacte de dimension complexe n. On dit que la
famille (ωt)t∈I de formes de Kähler (dépendant d’un paramètre t ∈ I ⊂ R où I est un intervalle contenant
0) est solution du flot de Kähler-Ricci sur M avec comme condition initiale ω0 si elle vérifie
∂
∂t
ωt = −Ric(ωt), ωt=0 = ω0. (3.10)
Par la suite, il nous faudra considérer (pour la convergence, voir section 3.3.4) l’équation suivante :
∂
∂t
ω̃t = −Ric(ω̃t)− νω̃t, ω̃t=0 = ω0, (3.11)
où ν ∈ {0, 1} et on appelle cette équation : l’équation du flot de Kähler-Ricci normalisé.
En fait, on peut voir que l’équation (3.11) avec ν = 1 est une renormalisation de l’équation (3.10). Plus
précisément on a le lemme suivant.
Lemme 3.3.1 Soit (ωs)s∈R une solution de l’équation (3.10) définie sur R. Alors ω̃t est une solution de l’équation
(3.11) avec ν = 1 pour tout t ∈ R où
ω̃t =
ωs
s+ 1
, t = log(s+ 1).
Démonstration. On commence par remarquer que
t = ln(s+ 1)⇐⇒ s = et − 1,
et grâce à l’expression (3.9), nous avons
Ric(ω̃t) = Ric(ωs).
Ainsi, on a :
∂
∂t
ω̃t =
∂s
∂t
∂ω̃
∂s
= et
∂
∂s
(
ωs
s+ 1
)
= et
(
(s+ 1)
∂
∂s
ωs − ωs
)
(s+ 1)2
=
1
s+ 1
(
(s+ 1) Ric(ωs)− ωs
)
= Ric(ω̃t) + ω̃t,
ce qui permet de conclure. 
3.3.3 Existence et unicité de solutions maximales
Dans cette section, nous allons démontrer l’existence et l’unicité d’une solution maximale pour l’équation
(3.10). La première étape va être de déterminer une borne supérieure au temps d’existence d’une solution.
En effet, supposons que (ωt) soit une solution définie sur un intervalle [0, t′[. Alors en prenant les classes de
cohomologie de l’équation (3.10), on obtient
∂
∂t
[ω(t)] = [
∂
∂t
ω(t)] ( car la dérivée par rapport au temps n’intervient
pas dans les calculs de cohomologie)
= −[Ric(ω)] (d’après l’équation 3.10)
= −2πc1(M)
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Comme le membre de droite ne dépend plus de temps, on obtient donc
[ωt] = [ω0]− t 2πc1(M) ∀t ∈ [0, t′[, (3.12)
or ωt est une forme de Kähler i.e. ωt > 0. Nous obtenons ainsi une condition nécessaire pour que le flot
existe sur [0, t′[ : on doit avoir
t′ ≤ sup{t > 0 / [ω0]− t 2πc1(M) > 0} =: T.
Nous pouvons montrer que la condition est, en fait, suffisante.
Théorème 3.3.2 Il existe une solution maximale ωt à l’équation du flot de Ricci-Kähler (3.10) définie sur l’intervalle
]0, T [.
Démonstration. On esquisse la démonstration. On pourra consulter [9] pour plus de détails.
On commence par fixer T ′ ≤ T et on montre qu’il existe une solution à l’équation (3.10) sur [0, T ′[. Nous
allons définir une forme de Kähler de référence ω̂t dans chaque classe de cohomologie [ω0]−t 2π c1(M) pour
t ∈]0, T ′[ (cette classe est de Kähler car t < T ′ < T ). En particulier, il existe une forme de Kähler η telle que
η ∈ [ω0]− T ′ 2πc1(M).
Et on définit ω̂t comme le chemin linéaire entre ω0 et η i.e.
ω̂t := ω0 + tχ ∈ [ω0]− t 2πc1(M), ∀t ∈]0, T ′[,
où
χ :=
1
T ′
(η − ω0) ∈ −2πc1(M).
En définissant la forme volume Ω surM par Ω = efω0 où f vérifie χ = −Ric(ω0)+
√
−1 ∂∂f , nous obtenons
qu’elle vérifie
√
−1∂∂ log Ω = χ =
∂
∂t
ω̂t ∈ −2πc1(M). (3.13)
On cherche maintenant une famille (ϕt)t∈[0,T ′[ de fonctions lisses définies sur M à valeurs réelles telle
que
∂ϕt
∂t
= log
(ω̂t +
√
−1 ∂∂ϕt)n
Ω
, ω̂ +
√
−1 ∂∂ϕt > 0, ϕt=0 = 0. (3.14)
Et on a alors le résultat suivant :
Lemme 3.3.3 Résoudre l’équation du flot de Kähler-Ricci (3.10) est équivalent à résoudre l’équation de Monge-
Ampère (3.14).
Démonstration. Soit ϕt une solution de l’équation (3.14). Posons alors
ωt = ω̂t +
√
−1 ∂∂ϕt.
On a donc, d’après la deuxième équation de 3.14, que ωt > 0 i.e. ωt est une forme de Kähler. De plus, elle
vérifie bien la condition initiale de valoir ω0 au temps t = 0 d’après la troisième équation de (3.14) et le
calcul suivant montre qu’elle est bien solution du flot de Kähler-Ricci (3.10) :
∂
∂t
ωt =
∂
∂t
ω̂t +
√
−1 ∂∂
(
∂ϕ
∂t
)
=
∂
∂t
ω̂t +
√
−1∂∂
(
(log(ω̂t +
√
−1∂∂ϕt)n
)
−
√
−1∂∂
(
log Ω). (voir l’équation (3.14))
Grâce à la formule 3.13, le premier et le dernier termes se simplifient, on obtient donc
∂
∂t
ωt =
√
−1∂∂
(
(log(ω̂t +
√
−1∂∂ϕt)n
)
=
√
−1∂∂
(
logωnt
)
(par définition de ωt)
=
√
−1∂∂
(
log det((gt)ij)
)
où gt est la métrique riemannienne associé à ωt
= −Ric(ωt) (voir l’équation (3.9)) .
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Réciproquement, si ωt est une solution de l’équation (3.10) alors en prenant les classes de cohomogie de
cette équation, nous obtenons que [ωt] = [ω0] − t 2π c1(M), et puisque par définition ω̂t appartient aussi à
cette classe, en utilisant le ∂∂-lemme, on peut trouver un potentiel ϕ̃t tel que
ωt = ω̂t +
√
−1
2π
∂∂ϕ̃t.
Quitte à rajouter une constante, on peut supposer que ϕ̃t vérifie∫
M
ϕ̃tω
n
0 = 0.
De plus, le théorème de régularité parabolique, nous dit que l’application (x, t) 7→ ϕt(x) est lisse sur
M × [0, T ′[. Donc nous obtenons
√
−1∂∂ logωn =
√
−1∂∂ log det((gt)ij)
= −Ric(ωt)
=
∂
∂t
ωt (voir l’équation (3.10))
=
∂
∂t
(
ω̂t +
√
−1∂∂ϕ̃t
)
(par définition de ϕt).
=
√
−1 ∂∂ log Ω +
√
−1 ∂∂
(
∂ϕ̃
∂t
)
(voir l’équation 3.13)
Or M est une variété compacte donc les seules fonctions pluri-harmoniques sont les constantes, ce qui nous
donne :
∂ϕ̃t
∂t
= log
ωnt
Ω
+ c(t),
où c : [0, T ′[→ R est une fonction lisse. Maintenant, on pose
ϕt := ϕ̃t −
∫ t
0
c(s)ds− ϕ̃0,
et on a alors que ϕ est une solution de (3.14). En effet, il est clair que ϕ0 = 0 et que
∂ϕt
∂t
=
∂
(
ϕ̃t −
∫ t
0
c(s)ds− ϕ̃0
)
∂t
=
∂ϕ̃t
∂t
− c(t)
= log
ωnt
Ω
(par définition de c(t))
= log
(ω̂t +
√
−1
2π ∂∂ϕt)
n
Ω
(par définition de ωt).

3.3.4 Convergence du flot
3.3.5 Notions de convergence
Fixons une variété kählérienne compacte (M,ω). Si f est une fonction sur M , on définit la norme C0 de f
sur M par
‖f‖C0(M) = sup
M
|f |,
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et pour tout ouvert U ⊂M ,
‖f‖C0(U) = sup
U
|f |
On étend cette définition aux tenseurs réels. Pour cela, si on se donne W un tenseur réel, on définit |W |2g en
contractant par g, on définit alors la norme sur M de W par :
‖W‖C0(M,g) = ‖ |W |g ‖C0(M).
Maintenant, en considérant la dérivée covariante réelle associée à la métrique g, on définit pour toute fonc-
tion f le tenseur ∇mR f dont les composantes sont (∇R)i1 · · · (∇R)imf , et de même pour tout tenseur W . On
définit alors la norme Ck sur M pour tout fonction f et pour tout ouvert U ⊂M :
‖f‖Ck(U,g) =
k∑
m=0
‖∇mR f‖C0(U,g),
et de manière similaire pour tout tenseur W .
Finalement, on dit que la famille (Tt)t de tenseurs converge de manière C∞(M, g) vers T∞ si
∀k ∈ N, ‖Tt − T∞‖Ck(M,g)
t→∞−→ 0.
Étude dans le cas où c1(M) < 0
On considère une variété kählérienne compacte (M,ω0) telle que c1(M) < 0 et on suppose de plus que
ω0 ∈ −2π c1(M).
En appliquant le théorème 3.3.2, on obtient qu’il existe une unique solution maximale à l’équation (3.10) :
∂
∂t
ωt = −Ric(ωt), ωt=0 = ω0,
et que cette équation est définie sur l’intervalle [0, T [ où
T := sup{t > 0 / [ω0]− t 2π c1(M) > 0}.
O.r on sait que ω0 ∈ −2π c1(M) et c1(M) < 0 donc
∀t > 0, [ω0]− t 2π c1(M) = −(t+ 1) 2π c1(M) > 0
d’où
T = +∞.
On a donc une solution ω = ωt définie pour tout t > 0 à l’équation (3.10). En prenant les classes des
cohomologies de cette équation, on obtient
[ωt] = (1 + t) 2π c1(M),
et donc ωt diverge quand t tend vers l’infini. On ne peut espérer faire converger ce flot. Pour cette raison, on
considère l’équation de Kähler-Ricci normalisée (3.11)
∂
∂t
ωt = −Ric(ωt)− ωt, ωt=0 = ω0.
Nous avons vu alors grâce au lemme 3.3.1 que cette équation admet aussi une solution ωt définie pour tout
t > 0. Cette fois-ci, en passant aux classes de cohomologie, on obtient que
[ωt] = −2π c1(M).
Nous avons alors le résultat suivant.
Théorème 3.3.4 ([13]) Soit (ωt)t>0 la solution de l’équation du flot de Kähler-Ricci normalisée (3.11). Alors ω
converge de manière C∞ vers une métrique de Kähler-Einstein ωKE ∈ −2π c1(M).
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Étude dans le cas où c1(M) = 0
On considère une variété kählérienne compacte (M,ω0) telle que c1(M) = 0.
En appliquant le théorème (3.3.2), on obtient qu’il existe une unique solution maximale à l’équation 3.10
et que cette équation est définie sur l’intervalle [0, T [ où
T := sup{t > 0 / [ω0]− t 2π c1(M) > 0}.
or on sait que c1(M) = 0 et ω0 > 0, donc
T = +∞.
On a donc une solution ωt définie pour tout t > 0 à l’équation (3.10). En prenant les classes de cohomologie
de cette équation, on obtient
[ωt] = [ω0].
On peut alors montrer le résultat suivant :
Théorème 3.3.5 ([13]) La solution ωt à l’équation (3.10) converge de manière C∞ vers l’unique métrique de Kähler-
Einstein ωKE ∈ [ω0].
Étude dans le cas où c1(M) > 0
Comme dit précédemment, il n’y a pas toujours existence de solutions à l’équation de Kähler-Einstein
sur une variété M dont la première classe de Chern c1(M) est positive. On introduit donc des solutions
"particulières" que l’on appelle soliton de Kähler-Ricci qui se trouvent être des solutions auto-similaires i.e.
qui évoluent le long des symétries du flot (d’où la terminologie). Dans notre cas, nos symétries seront de
renormalisation et de difféomorphismes. En effet, supposons qu’il existe X ∈ η(M) tel que
Ric(ωg)− ωg = LX(ωg)
alors ht := (1 + t)ϕ∗tω où ϕt est le flot associé à ReX vérifie
∂ht
∂t = −Ric(ht). Après cette brève introduction,
nous allons étudier ces solutions plus en détails dans la section suivante.
3.4 Les solitons de Kähler-Ricci
3.4.1 L’équation des solitons de Kähler-Ricci
Soit (M,ω) une variété kählérienne compacte dont la première classe de Chern est positive c1(M) > 0 i.e.
M est une variété kählérienne compacte de Fano. Rappelons que nous notons η(M) l’ensemble des champs
de vecteurs holomorphes complexes sur M .
Définition 3.4.1 Soit M une variété kählérienne compacte de Fano. On dit que le couple (X, g) est un soliton de
Kähler-Ricci si
• X ∈ η(M) i.e. X est un champ de vecteurs holomorphe,
• g est une métrique kählérienne sur M
telle que
Ric(ωg)− ωg = LX(ωg), (3.15)
où
• ωg est la forme de Kähler associée g,
• Ric(ωg) est la forme de Ricci associée ωg ,
• LX(ωg) est la dérivée de Lie de ωg dans la direction de X .
Remarque. Cette notion généralise la notion de métrique de Kähler-Einstein. En effet, si on prend X = 0,
alors on retrouve l’équation de Kähler-Einstein (3.1.1).
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Remarque. La condition d’être de Fano n’est pas nécessaire car elle découle de l’équation (3.15). En effet, on
a
Ric(ωg)− ωg = LXωg
= d(iXωg) + iX(dωg) (formule de Cartan)
= d(iXωg) (car ωg est fermée).
Or iXωg est une (0, 1)-forme ∂-fermée (résultat démontré dans la suite). Donc d’après la théorie de Hodge
(voir [63] pour plus de détails), elle s’écrit
iXωg = α+ ∂φ,
où α est une (0, 1)-forme harmonique et φ une fonction appartenant à C∞(M,C). Ainsi nous obtenons que
Ric(ωg)− ωg = ∂(iXωg) (car iXωg est ∂-fermée)
= ∂(α+ ∂φ) (d’après ce qui précède)
= ∂∂φ (car α est harmonique).
Donc en passant aux classes de cohomologie et en utilisant le fait que Ric(ωg) est un représentant de
2πc1(M), nous obtenons que 2πc1(M) est représentée par la métrique ωg et donc c1(M) est obligatoirement
positive. Ceci nous donne une condition nécessaire pour que (X, g) soit un soliton Kähler-Ricci.
Lemme 3.4.2 Soit M une variété de Fano compacte. Si (X, g) est un soliton de Kähler-Ricci alors la forme de Kähler
ωg associée à la métrique g vérifie ωg ∈ 2π c1(M).
3.4.2 Les théorèmes d’existences et d’unicités
Les deux questions importantes lorsque nous étudions une équation sont l’existence et l’unicité de so-
lutions. Dans le cas des solitons de Kähler-Ricci, il existe un résultat concernant l’unicité démontré dans
[61, 59].
Proposition 3.4.3 Soit une variété kählérienne de Fano compacteM . Si (X, g) et (X
′
, g
′
) sont des solitons de Kähler-
Ricci alors il existe σ ∈ Aut(M)◦ tel que
ωg = σ
∗ωg′ , X = (σ
−1)∗(X
′
).
où Aut(M)◦ est la composante connexe de l’identité du groupe Aut(M) des automorphismes holomorphes de M .
Par contre, nous n’avons pas de résultats généraux concernant l’existence. Nous pouvons montrer l’exis-
tence sur des variétés de Fano particulières, par exemple sur les variétés toriques de Fano (voir la section
4.1).
Théorème 3.4.4 ([64]) Il existe un soliton de Kähler-Ricci, qui est unique modulo les automorphismes holomorphes,
sur toute variété kählérienne compacte torique de Fano.
Pour démontrer ce résultat, Zhu et Wang commencent par déterminer le champ de vecteurs solitonique à
l’aide de l’invariant de Futaki et ensuite ils se ramènent à une équation de Monge-Ampère réelle et concluent
à l’aide de la méthode de la continuité.
3.4.3 Étude de l’équation des solitons de Kähler-Ricci
Dans cette section, nous allons étudier les conséquences de l’existence de solitons de Kähler-Ricci sur
une variété de Fano compacte.
Pour cela, on fixe une variété de Fano compacte M et on considère un soliton de Kähler-Ricci (X, g) sur
M . Par l’équation (3.15), les formes ωg et Ric(ωg) sont des (1, 1)-formes réelles, nous obtenons que LXωg
est aussi une (1, 1)-forme réelle i.e. LImXωg = 0, où ImX est la partie imaginaire de X . Nous avons alors la
proposition suivante.
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Proposition 3.4.5 Soit M une variété de Fano compacte et (X, g) un soliton de Kähler-Ricci sur M . Nous avons
alors les conséquences suivantes :
(i) la dérivée de Lie LXωg est une (1, 1)-forme réelle i.e. LImXωg = 0,
(ii) la partie imaginaire ImX du champ de vecteurs X engendre un sous-groupe à un paramètre compact (φt)t∈R
composé d’isométries pour ω.
Démonstration.
Le premier point a déjà été prouvé.
Pour le second point, comme M est une variété compacte, le flot (φt)t∈R de ImX est global. De plus, par
ce qui précède et par les propriétés du flot, on a
0 = LImXωg =
d
dt
|t=0((φt)∗ω).
ainsi, comme φ0 = id, nous obtenons
(φt)∗ω = (φ0)∗ω = ω, ∀t ∈ R,
ce qui permet de conclure. 
Avant d’étudier plus en détails cette équation, faisons quelques rappels afin de fixer les notations et
conventions. Si g est une métrique kählérienne, alors g s’écrit localement
g = gij dz
i ⊗ dzj . (3.16)
(On rappelle aussi que nous notons (gji) l’inverse de la matrice (gij).)
De plus, la forme de Kähler ωg associée à g et la forme de Ricci Ric(ωg) associée à ωg s’écrivent alors
ωg =
√
−1gij dz
i ∧ dzj , (3.17)
Ric(ωg) =
√
−1Rij dz
i ∧ dzj , où Rij = −∂i∂j log det(gij). (3.18)
Avec ces notations, nous pouvons étudier l’équation des solitons de Kähler-Ricci. Pour commencer, nous
avons le lemme suivant
Lemme 3.4.6 Soit M une variété de Fano compacte. Alors pour toute métrique kählérienne g telle que sa forme de
Kähler ωg appartienne à 2π c1(M), il existe une unique fonction hg ∈ C∞(M,R) vérifiant
Ric(ωg)− ωg =
√
−1∂∂hg,
∫
M
ehgωng =
∫
M
ωng . (3.19)
Démonstration. Puisque ωg ∈ 2π c1(M) et Ric(ω) appartiennent à 2π c1(M), nous obtenons par le ∂∂-lemme
qu’il existe une fonction hg ∈ C∞(M,R) telle que
Ric(ωg)− ωg =
√
−1 ∂∂hg.
De plus, hg est entièrement déterminée modulo une constante, on normalise alors en demandant en plus
que ∫
M
ehgωng =
∫
M
ωng ,
où ωng = ωg ∧ · · · ∧ ωg la forme volume associée à ωg . En effet, comme ωng est une forme volume, nous avons
que ∫
M
ehgωng > 0 et
∫
M
ωng > 0,
donc en posant
θ := log
( ∫
M
ωn∫
M
ehgωng
,
)
,
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on obtient bien que ∫
M
ehg+θωng =
∫
M
ωng .
De plus, cette normalisation détermine entièrement hg . En effet, supposons que hg et h̃g vérifient cette condi-
tion, alors par hypothèse on a que
h̃g = hg + θ,
en prenant l’intégrale, on obtient
eθ
∫
M
ehgωng =
∫
M
ehg+θωng =
∫
M
eh̃gωng =
∫
M
ωng =
∫
M
ehgωg,
donc comme
∫
M
ehgωng > 0, nous obtenons que eθ = 1 i.e. θ = 0. Ce qui permet de conclure à l’unicité. 
Exploitons maintenant le fait que M est une variété de Fano i.e. c1(M) > 0. Rappelons (voir section 2.5)
que pour tout champ de vecteurs holomorphe X ∈ η(M), il existe une unique fonction θX ∈ C∞(M,C)
vérifiant
iXωg =
√
−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng . (3.20)
Nous avons alors le résultat suivant qui fait le lien entre les fonctions θX et hg :
Proposition 3.4.7 En gardant les notations des lemmes 3.4.6 et 2.5.5, nous obtenons que si (X, g) est un soliton de
Kähler-Ricci alors hg = θX .
Démonstration. Commençons par rappeler l’égalité (2.4) :
LXωg =
√
−1∂∂θX .
Comme (X, g) est un soliton de Kähler-Ricci, par l’équation des solitons de Kähler-Ricci (3.15), nous avons
que √
−1∂∂θX = LX(ωg) = Ric(ωg)− ωg.
Or, par l’équation (3.19), nous avons aussi
√
−1∂∂hg = Ric(ωg)− ωg.
Ainsi θX et hg vérifient la même équation, et de plus, par hypothèse, les fonctions θX et hg vérifient la même
condition de normalisation, on conclut alors par unicité de θX (voir le lemme 2.5.5). 
3.4.4 L’invariant de Futaki pour les solitons de Kähler-Ricci
Cette section s’inspire grandement de l’article originel [59].
Une première définition de l’invariant de Futaki
Dans cette section, on considère une variété de Fano compacte M et une métrique kählérienne g sur M
telle que sa forme de Kähler ωg appartienne à 2π c1(M). On définit alors l’invariant de Futaki pour les solitons
de Kähler-Ricci qui nous donnera une condition nécessaire pour que (X, g) soit un soliton de Kähler-Ricci.
Définition 3.4.8 Soit M une variété de Fano compacte et soit g une métrique kählérienne sur M telle que ωg ∈
c1(M). Pour tout champ de vecteurs holomorphe X ∈ η(M), on définit la fonctionnelle FX , appelée fonctionnelle de
Futaki, par
FX : η(M) −→ C
v 7−→
∫
M
v(hg − θX)eθXωng
où on note :
• hg l’unique fonction appartenant à C∞(M,R) vérifiant
Ric(ωg)− ωg =
√
−1 ∂∂hg,
∫
M
ehgωng =
∫
M
ωng ,
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• θX l’unique fonction appartenant à C∞(M,C) vérifiant
iXωg =
√
−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng .
(voir les lemmes 3.4.6 et 2.5.5 pour plus de détails)
Au vu de la définition, il semblerait que la fonctionnelle FX dépende de la métrique kählérinne g mais le
lemme suivant montre qu’il n’en est rien et que la fonctionnelle de Futaki FX est un invariant holomorphe
appelé invariant de Futaki :
Lemme 3.4.9 Soient M une variété kählérinne de Fano compacte et g une métrique kählérienne sur M telle que
ωg ∈ 2π c1(M). Alors, pour tout X ∈ η(M) la fonctionnelle FX est indépendante de g.
Démonstration. La preuve que nous donnons est tirée de [59]. Soit g′ une autre métrique kählérienne telle
que ωg′ ∈ 2π c1(M). D’après le ∂∂-lemme, il existe une fonction φ ∈ C∞(M,R) telle que
ωg′ = ωg +
√
−1∂∂φ.
• La première étape de notre démonstration consiste à montrer que
θX(g
′) = θX(g) +X(φ) + c,
où c est une constante. Pour cela, on remarque que d’un côté nous avons
√
−1 ∂[θX(g) +X(φ)] = iXωg +
√
−1 ∂[X(φ)],
et de l’autre côté, nous avons
√
−1 ∂θX(g′) = iX(ωg′) = iX(ωg +
√
−1∂∂φ)
= iXωg +
√
−1iX
(
∂∂φ
)
.
Maintenant, on remarque que
iX
(
∂∂φ
)
= ∂[X(φ)].
En effet, si on écrit localement X = Xi∂i, nous avons alors d’une part
∂∂φ = (∂i∂jφ) dz
i ∧ dzj
d’où
iX(∂∂φ) = (∂i∂jφ) X
idzj .
Et d’autre part, nous avons aussi
X(φ) = Xi(∂iφ),
d’où
∂X(φ) = ∂
(
(∂iφ)X
i
)
dzj
= (∂j∂iφ)X
idzj + (∂iφ)(∂jX
i)dzj
= (∂j∂iφ)X
idzj (car X est holomorphe)
= (∂i∂jφ)X
idzj (car φ est à valeurs réelles).
Ainsi, on remarque
iXωg′ =
√
−1 ∂ (θX(g) +X(φ)) ,
et donc, par la formule de Cartan,
LXωg′ =
√
−1 ∂∂ (θX(g) +X(φ)) .
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De plus, par définition, nous avons aussi
LXωg′ =
√
−1 ∂∂ θX(g′).
et donc
∂∂ [θX(g
′)− (θX(g) +X(φ))] = 0.
Par le principe du maximum, nous obtenons que
θX(g
′) = θX(g) +X(φ) + c.
• La seconde étape consiste à montrer que la constante c est nulle i.e.
θX(g
′) = θX(g) +X(φ).
Pour cela, nous définissons les métriques kählériennes ωgs par la formule
ωgs := ωg + (s− 1)
√
−1∂∂φ, ∀s ∈ [1, 2].
Remarquons (nous démontrerons ces égalités à la fin de la preuve) que nous avons
d
ds
(
ωngs
)
= ∆sφ ω
n
gs , (3.21)
où ∆s est l’opérateur laplacien associé à ωgs et
X(f) = 〈∂ θX(gs), ∂ f〉ωgs , ∀f ∈ C
∞(M,C). (3.22)
Nous pouvons aussi remarquer que la première étape de la démonstration nous donne que pour tout
s ∈ [1, 2], il existe une constante cs telle que
θX(gs) = θX(g) +X(φ) + cs.
Ainsi, nous obtenons que
d
ds
∫
M
exp(θX(g) + (s− 1)X(φ))ωngs
=
∫
M
d
ds
(
exp(θX(g) + (s− 1)X(φ))ωngs
)
(interversion dérivée et intégrale)
=
∫
M
(
∆sφ+X(φ)
)
exp(θX(g) + (s− 1)X(φ))ωngs (grâce à la formule (3.21)).
Or, en utilisant la formule d’intégration par partie et la formule (3.22), nous obtenons que∫
M
∆sφ exp(θX(g) + (s− 1)X(φ))ωngs
= −
∫
M
〈∂φ, ∂[exp(θX(g) + (s− 1)X(φ))]〉ωngs
= −
∫
M
〈∂φ, ∂[θX(g) + (s− 1)X(φ)]〉 exp(θX(g) + (s− 1)X(φ))ωngs
= −
∫
M
〈∂φ, ∂[θX(g) + (s− 1)X(φ) + cs]〉 exp(θX(g) + (s− 1)X(φ))ωngs
= −
∫
M
〈∂φ, ∂[θX(gs)]〉 exp(θX(g) + (s− 1)X(φ))ωngs
= −
∫
M
X(φ) exp(θX(g) + (s− 1)X(φ))ωngs .
3.4. LES SOLITONS DE KÄHLER-RICCI 43
Ceci implique que
d
ds
∫
M
exp(θX(g) + (s− 1)X(φ))ωngs . = 0,
donc nous avons ∫
M
exp(θX(g) + (s− 1)X(ϕ))ωngs =
∫
M
exp(θX(g))ω
n
g =
∫
M
ωng ,
De plus, puisque ωgs et ωg ont la même classe de Chern, par la formule de Stokes, nous avons∫
M
ωng =
∫
M
ωngs ,
ce qui nous donne ∫
M
exp(θX(g) + (s− 1)X(ϕ))ωngs =
∫
M
ωng′ .
et on conclut grâce à l’unicité démontrée dans le lemme 2.5.5, que
θX(g) + (s− 1)X(ϕ) = θX(gs), ∀s ∈ [1, 2],
donc en particulier, en prenant s = 2 que
θX(g) +X(ϕ) = θX(g
′),
ce que nous voulions.
• La troisième étape consiste à remarquer que
h′g = hg − log
ωng′
ωng
− φ+ c,
où c est une constante. En effet, nous avons
√
−1∂∂h′g = Ric(ωg′)− ωg′
= Ric(ωg′)− ωg −
√
−1∂∂φ
= Ric(ωg′)− Ric(ωg) +
√
−1∂∂hg −
√
−1∂∂φ.
En écrivant cela en coordonnées, nous obtenons que
∂∂[h′g − hg + log
ωng′
ωng
+ φ] = 0,
ce qui permet de conclure.
• La quatrième étape consiste à montrer que pour tout (X, v) ∈ η(M)2, on a∫
M
v(hg − θX(g))eθX(g)ωng =
∫
M
v(hg′ − θX(g′))eθX(g
′)ωng′ ,
ce qui achèvera donc la démonstration du lemme. Pour cela, on rappelle que nous avons défini les
métriques kählériennes ωgs par la formule
ωgs := ωg + (s− 1)
√
−1∂∂φ, ∀s ∈ [1, 2],
et nous posons aussi
hs = hg − log
ωng′
ωng
− (s− 1)φ, ∀s ∈ [1, 2].
Commençons par remarquer que
Ric(ωgs)− ωgs =
√
−1∂∂hs, (3.23)
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et que
dhs
ds
= −(∆sφ+ φ). (3.24)
(Nous démontrerons ces deux égalité à la fin de la preuve.) Remarquons aussi tout de suite que nous
avons
d θX(gs)
ds
=
d
ds
[θX(g) + (s− 1)X(φ)] = X(φ). (3.25)
De plus, on rappelle qu’en faisant un raisonnement similaire à celui de la section 3.4, nous obtenons
que pour tout v ∈ η(M) fixé, il existe une fonction ψs ∈ C∞(M,C) telle que :
iv(ωgs) =
√
−1 ∂ψs,
et que nous avons la formule suivante :
∀s ∈ [1, 2],∀f ∈ C∞(M,C), v(f) = 〈∂ ψs, ∂ f〉ωgs . (3.26)
(on démontrera cette égalité à la fin de la preuve.)
On définit alors
f : [1, 2] −→ C
s 7−→
∫
M
v(hs − θX(gs))eθX(gs)ωngs
.
On va étudier la dérivée de f par rapport à la variable s et montrer qu’elle est nulle, ainsi f(s) ne
dépendra de s i.e.
f(s) = f(1), ∀s ∈ [1, 2].
En particulier, nous aurons que
f(1) = f(2),
ce qui permettra de conclure. Passons au calcul, en utilisant les équations (3.23), (3.25) et (3.24), nous
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obtenons que
df(s)
ds
=
d
ds
(∫
M
v(hs − θX(gs))eθX(gs)ωngs
)
=
∫
M
d
ds
[v(hs − θX(gs))] eθX(gs)ωngs
+
∫
M
v(hs − θX(gs))
d
ds
[eθX(gs)]ωngs
+
∫
M
v(hs − θX(gs))eθX(gs)
d
ds
[ωngs ]
=
∫
M
v(
d
ds
[hs − θX(gs)]) eθX(gs)ωngs
+
∫
M
v(hs − θX(gs))
d
ds
[θX(gs)] e
θX(gs) ωngs
+
∫
M
v(hs − θX(gs))eθX(gs)
d
ds
[ωngs ]
=
∫
M
v(−∆sφ− φ−X(φ))eθX(gs)ωngs
+
∫
M
X(φ) v(hs − θX(gs))eθX(gs)ωngs
+
∫
M
(∆sφ) v(hs − θX(gs))eθX(gs)ωngs .
=
∫
M
v(−∆sφ− φ−X(φ))eθX(gs)ωngs
+
∫
M
(∆sφ+X(φ)) v(hs − θX(gs))eθX(gs)ωngs .
De plus, grâce à l’équation (3.26), nous obtenons
df(s)
ds
= −
∫
M
〈∂ψs, ∂(∆sφs +X(φ))〉ωgs e
θX(gs)ωngs
−
∫
M
〈∂ψs, ∂φ〉ωgs e
θX(gs)ωngs
+
∫
M
(∆sψs +X(φ)) v(hs − θX(gs))eθX(gs)ωngs .
Maintenant, en faisant une intégration par partie et la formule (3.22), nous obtenons que
−
∫
M
〈∂ψs, ∂φ〉ωgs e
θX(gs)ωngs = −
∫
M
〈∂(ψs eθX(gs)), ∂φ〉ωgs ω
n
gs .
+
∫
M
〈∂(eθX(gs)), ∂φ〉ωgs ψs ω
n
gs .
=
∫
M
(∆sφ)ψs e
θX(gs)ωngs
+
∫
M
X(φ)ψs e
θX(gs)ωngs .
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De même, on montre que
−
∫
M
〈∂ψs, ∂(∆sφ+X(φ))〉ωgs e
θX(gs)ωngs =
∫
M
(∆sφ+X(φ))(∆sψs + v(θX(gs))) e
θX(gs)ωngs .
Ainsi, en utilisant les équations précédentes, nous avons
df(s)
ds
=
∫
M
(
∆sφ+X(φ)
)
(∆sψs + v(θX(gs)))e
θX(gs)ωngs
+
∫
M
ψs(∆sφ+X(φ))e
θX(gs)ωngs
+
∫
M
(∆sφ+X(φ)) v(hs − θX(gs))eθX(gs)ωngs .
En simplifiant cette expression, nous obtenons que
df(s)
ds
=
∫
M
(∆sφ+X(φ))(∆sψs + ψs + v(hs))e
θX(gs)ωngs .
On pose maintenant
p = ∆sψs + ψs + v(hs)
et nous avons alors que
∂p = 0. (3.27)
(Cette égalité sera démontré à la fin de la preuve.)
Donc en faisant une intégration par partie, nous obtenons que
df(s)
ds
=
∫
M
〈∂p, ∂φ〉ωgs e
θX(gs)ωngs = 0.
Ainsi nous obtenons que f(1) = f(2), ce qui permet de conclure.
Il nous reste à montrer les 5 égalités énoncées au cours de la démonstration.
• Commençons par montrer l’équation (3.21) :
d
ds
(
ωngs
)
= ∆sφ ω
n
gs .
En effet, on a
d
ds
(
ωngs
)
=
d
ds
(
det[ωij + (s− 1)φij ] dV
)
(où on a posé φij := ∂i∂jφ et dV la forme volume standard)
= ωijgs
d
ds
(
ωij + (s− 1)φij
)
det(gs)dV
= ωijgs φij det(gs)dV
= ∆sφ ω
n
gs
(où ∆s est l’opérateur laplacien associé à ωgs ).
• Passons à la démonstration des équations (3.23) et (3.24) :
Ric(ωgs)− ωgs =
√
−1 ∂∂hs,
dhs
ds
= −(∆sφ+ φ).
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On rappelle que
hs = hg − log
ωng′
ωng
− (s− 1)φ
= hg − log
det gs
det g
− (s− 1)φ.
Nous avons donc
√
−1 ∂∂ hs =
√
−1 ∂∂ hg −
√
−1 ∂∂ log det gs +
√
−1 ∂∂ log det−(s− 1)
√
−1 ∂∂φ = Ric(ωs)− ωs.
L’équation (3.23) découle alors directement de l’égalité précédente en utilisant les expressions des
différents termes de la somme. Pour l’autre égalité, le calcul suivant permet de conclure :
dhs
ds
=
d
ds
(
log
det gs
detg
)
− φ
= −gijs
∂
∂s
(
(gs)ij
)
− φ
= −gijs
∂
∂s
(
gij + (s− 1)∂i∂jφ
)
− φ
= −gijs
(
∂i∂jφ
)
− φ
= −∆sφ− φ.
• Ensuite, il y a l’équation (3.26) :
v(f) = 〈∂ ψs, ∂ f〉ωgs .
Comme cette égalité est ponctuelle, pour la montrer nous pouvons nous placer dans un système
normal pour gs en un point quelconque et faire le calcul en ce point. Ainsi comme v est holomorphe,
il s’écrit localement sous la forme v = vi∂i. Ainsi, nous obtenons que
v(f) = vi∂if = v
i∂i f.
Or, dans un système normal pour gs, l’égalité iv(ωgs) =
√
−1∂ψs nous donne que vj = ∂jψs pour
tout j ∈ {1, · · · , n}, ainsi nous obtenons
v(f) = ∂i ψs ∂i f.
On conclut en se souvenant que nous sommes dans un système normal pour gs et donc que dans ce
système le membre de droite vaut bien 〈∂ ψs, ∂ f〉ωgs .
• De même, l’équation (3.22) est identique à la précédente (en remplaçant v par X).
• Il reste à démontrer l’égalité (3.27) :
∂p = 0.
Remarquons que l’équation est ponctuelle, on se place dans un système de coordonnées normal cen-
tré (en un point x de M quelconque) pour la métrique gs i.e. au point x, nous avons gij = δij . Ainsi,
l’égalité iv(ωgs) =
√
−1 ∂ψs devient vi = ∂iψs (où les vi sont les cordonnées locales du champ de
vecteurs v i.e. on a v = vi∂i). Au point x, nous avons donc
p := ∆sψs + ψs + v(hs)
= ∂i∂iψs + ψs + vi ∂ihs
= ∂i∂iψs + ψs + ∂iψs ∂ihs.
On peut encore l’écrire pour plus de lisibilité, avec ψ = ψs :
p = ψii + ψ + ψi(hs)i.
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On a donc, avec R = Ric(gs) pour plus de lisibilité :
pj = ψiij + ψj + ψij(hs)i + ψi(hs)ij
= ψiji +Rmiψm + ψj + ψij(hs)i + ψi(hs)ij (par les formules de Ricci)
= Rmiψm + ψj + ψi(hs)ij (puisque ψi = v
i est holomorphe)
= Rmiψm + ψj + ψi(Rij − gij) (par définition de hs)
= 0 (par les formules de Ricci).

La première propriété importante de cet invariant est qu’il nous donne une obstruction à l’existence de
solitons de Kähler-Ricci. Plus précisément, nous avons le résultat suivant :
Lemme 3.4.10 SoitM une variété de Fano compacte et soit (X, g) un soliton de Kähler-Ricci surM . Alors l’invariant
de Futaki FX pour le champs de vecteur X est nul i.e. FX ≡ 0.
Démonstration. Nous avons vu dans le lemme 3.4.9 que l’invariant de Futaki ne dépend pas de la métrique
choisie, nous prenons donc la métrique g associée au soliton de Kähler-Ricci (X, g). Or, nous avons vu dans
le lemme 3.4.7 que
hg = θX(g),
d’où
v(hg − θX(g)) = 0, ∀v ∈ η(M),
or par définition, la fonctionnelle FX a pour expression :
FX(v) =
∫
M
v(h− θX(g))eθX(g)ωng ,
ce qui permet de conclure. 
Une autre formulation de l’invariant de Futaki
On garde les notations introduites dans les sections précédentes. Rappelons que si on a une métrique
kählérienne g telle que sa forme de kähler ωg appartienne à 2π c1(M), il existe une unique fonction hg ∈
C∞(M,R) vérifiant
Ric(ωg)− ωg =
√
−1∂∂hg,
∫
M
ehgωng =
∫
M
ωng . (3.28)
De plus si X est un champ de vecteurs holomorphe alors il existe une unique fonction θX ∈ C∞(M,C)
vérifiant
iXωg =
√
−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng . (3.29)
On a alors le lemme suivant.
Lemme 3.4.11 Nous avons la relation suivante :
∂[∆θX +X(hg) + θX ] = 0,
où ∆ est le laplacien associé à ωg .
Démonstration. On fait le calcul dans un système de coordonnées locales. En utilisant alors les formules
(3.28) et (3.29), les trois termes séparément se simplifient alors mutuellement entre eux. 
Comme M est compacte, le principe du maximum nous dit que
−(∆θX +X(hg)) = θX + c,
où c est une constante. On peut donc renormaliser la fonction θX en une fonction θ̃X qui vérifie donc
iXωg =
√
−1∂θ̃X , ∆θ̃X +X(hg) = −θ̃X . (3.30)
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Remarquons que cette renormalisation est équivalente à demander que θ̃X vérifie∫
M
θ̃Xe
hgωng = 0.
En effet, cela résulte de la formule d’intégration par parties qui nous donne que∫
M
∆θ̃Xe
hgωng = −
∫
M
〈∂θX , ∂ehg 〉ωgωng
= −
∫
M
〈∂θX , ∂hg〉ωgehgωng .
= −
∫
M
X(hg)e
hgωng
( La dernière égalité résulte du fait que
√
−1∂θX = iXωg). Nous avons alors le lemme suivant :
Lemme 3.4.12 Soit (M,ωg) une variété de Fano compacte. Pour toute fonction φ ∈ C∞(M,R) telle que
ωg′ := ωg +
√
−1 ∂∂φ.
soit une forme kählérienne pour une métrique g′. Alors la forme ωg′ appartient à 2π c1(M) et donc pour tout X ∈
η(M) il existe θ̃X(g′) ∈ C∞(M,C) telle que
iXωg′ =
√
−1 ∂θ̃X(g′), ∆g′ θ̃X +X(hg′) = −θ̃X(g′),
où hg′ est définie par le lemme 3.4.6 pour la métrique g′. Nous avons alors la relation suivante :
θ̃X(g
′) = θ̃X(g) +X(φ).
Démonstration. Commençons par introduire quelques notations. Pour tout s ∈ [1, 2], on pose
ωgs = ωg + (s− 1)
√
−1∂∂φ, (3.31)
et
hs = hg − log
ωngs
ωng
− (s− 1)φ, (3.32)
et θ̃X(gs) ∈ C∞(M,C) telle que
iXωgs =
√
−1 ∂θ̃X(gs),
∫
M
θ̃X(gs)e
hgsω2gs = 0. (3.33)
Remarquons que
∂[θ̃X(gs)− θ̃X − (s− 1)X(φ)] = 0
(voir la démonstration du lemme 3.4.9 pour une preuve de ce fait). Ainsi par le principe du maximum, nous
obtenons qu’il existe des constantes cs dépendant de manière lisse en s telles que
θ̃X(gs) = θ̃X + (s− 1)X(φ) + cs. (3.34)
Nous posons maintenant
G(s) =
∫
M
[θ̃X + (s− 1)X(φ) + cs]ehsωngs .
Par l’équation (3.32), on obtient que
G(s) =
∫
M
[θ̃X + (s− 1)X(φ) + cs]e−(s+1)φ+hgωng .
50 CHAPITRE 3. LES SOLITONS DE KÄHLER-RICCI
Ainsi nous obtenons grâce aux équations (3.31) et (3.34) que
dG
ds
(s) =
∫
M
(X(φ) +
d cs
ds
− (θ̃X + (s− 1)X(φ) + cs)φ)e−(s+1)φ+hgωng
=
∫
M
(X(φ) +
d cs
ds
− θ̃X(gs)φ)ehsωngs .
Or grâce à la formulation d’intégration par parties et la formule (3.30), nous avons que∫
M
(X(φ)− θ̃X(gs)φ)ehsωngs = 0.
Ainsi nous obtenons que
dG
ds
(s) =
d cs
ds
∫
M
ehsωngs .
Maintenant, en remarquant que hgs = hs (voir l’équation (3.23) dans la démonstration du lemme 3.4.9 pour
une preuve de ce fait), nous obtenons par la condition de normalisation de l’équation (3.33) que
G(s) =
∫
M
[θ̃X + (s− 1)X(φ) + cs]ehgsωngs = 0.
Ainsi, comme
∫
M
ehsωngs > 0, nous avons
d cs
ds
= 0,
d’où
cs = c1 = 0,∀s ∈ [1, 2].
Nous avons donc bien
θ̃X(g
′) = θ̃X(g2) = θ̃X +X(ϕ).

On considère maintenant la fonctionnelle suivante :
f : η(M) −→ C
Z 7−→
∫
M
eθ̃Zωng
.
Il semblerait que cette fonctionnelle dépende de la métrique kählérienne g mais il n’en est rien comme le
montre le lemme suivant.
Lemme 3.4.13 Soient M une variété de Fano compacte et g une métrique kählérienne sur M telle ωg ∈ 2π c1(M).
Alors la fonctionnelle f est indépendante de g.
Démonstration. Prenons une autre métrique g′ telle que sa forme ωg′ soit aussi un représentant de 2π c1(M)
ainsi nous avons par le ∂∂-lemme qu’il existe φ ∈ C∞(M,R) telle que
ωg′ = ωφ = ωg +
√
−1∂∂φ.
De plus, nous noterons
ωtφ = ωg +
√
−1∂∂(tφ).
Remarquons tout de suite que ωtφ est aussi un représentant de 2π c1(M). Passons maintenant à la démons-
tration.
• La première étape consiste à montrer que∫
M
eθ̃Z+Z(φ)ωnφ =
∫
M
eθ̃Zωng +
∫ 1
0
∫
M
(∆tφ+ Z(φ))e
θ̃Z+tZ(φ)ωntφ ∧ dt,
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où ∆t est le laplacien associé à la forme ωtφ. Pour cela, on remarque que
d
dt
[eθ̃Z+tZ(φ)ωntφ] =
d
dt
[eθ̃Z+tZ(φ) det(gtφ)]dV
= Z(φ)eθ̃Z+tZ(φ) det(gtφ)dV +
d
dt
[det(gtφ)]e
θ̃Z+tZ(φ)dV
= Z(φ)eθ̃Z+tZ(φ) det(gtφ)dV + (gtφ)
ij d
dt
[(gtφ)ij ] det(gtφ)e
θ̃+tZ(φ)dV
= Z(φ)eθ̃Z+tZ(φ) det(gtφ)dV + (gtφ)
ij d
dt
[gij + tφij ] det(gtφ)e
θ̃Z+tZ(φ)dV
= Z(φ)eθ̃Z+tZ(φ) det(gtφ)dV + (gtφ)
ijφij det(gtφ)e
θ̃+tZ(φ)dV
= Z(φ)eθ̃Z+tZ(φ) det(gtφ)dV + ∆tφdet(gtφ)e
θ̃+tZ(φ)dV
d’où
d
dt
[eθ̃Z+tZ(φ)ωntφ] = (Z(φ) + ∆tφ)e
θ̃Z+tZ(φ)ωntφ.
Ainsi, nous obtenons que∫ 1
0
∫
M
(∆tφ+ Z(φ))e
θ̃Z+tZ(φ)ωntφ ∧ dt =
∫ 1
0
∫
M
(
d
dt
[eθ̃Z+tZ(φ)ωntφ]
)
∧ dt
=
∫ 1
0
d
dt
[∫
M
(
eθ̃Z+tZ(φ)ωntφ
)]
∧ dt
=
∫
M
eθ̃Z+Z(φ)ωnφ −
∫
M
eθ̃Zωng .
Ce qui permet de conclure.
• La seconde étape consiste à montrer que∫
M
eθ̃Z+Z(φ)ωnφ =
∫
M
eθ̃Zωng .
Cela est une conséquence de la formule d’intégration par partie qui nous donne que∫
M
(∆tφ+ Z(φ))e
θ̃Z+tZ(φ)ωntφ = 0.
En effet, on a ∫
M
∆tφ e
θ̃Z+tZ(φ)ωntφ = −
∫
M
〈∂eθ̃Z+tZ(φ), ∂φ〉ωtφωntφ.
= −
∫
M
〈∂[θ̃Z + tZ(φ)], ∂φ〉ωtφeθ̃Z+Z(φ)ωntφ.
O.r d’après le lemme 3.4.9, on a que iZωtφ =
√
−1 ∂(θ̃Z + tZ(φ)) donc∫
M
∆tφ e
θ̃Z+tZ(φ)ωntφ =
∫
M
−Z(φ)eθ̃Z+tZ(φ)ωntφ.
Ce qui nous donne alors le résultat souhaité.
• La dernière étape consiste à conclure par unicité de θ̃X en utilisant l’équation 3.30. 
Maintenant, on veut étudier la dérivée de f au point X ∈ η(M) par rapport à v ∈ η(M). Le lemme
suivant nous donne une expression de cette dérivée et montre en particulier qu’elle est un multiple de
l’invariant de Futaki introduit précédemment.
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Lemme 3.4.14 Soit M une variété de Fano compacte. Soit f la fonctionnelle définie par
f : η(M) −→ C
Z 7−→
∫
M
eθ̃Zωng
.
La dérivée au point X ∈ η(M) par rapport à v ∈ η(M) de f a pour expression
f ′X(v) =
∫
M
θ̃ve
θ̃Xωng . (3.35)
De plus nous avons qu’il existe une constante C non nulle telle que
f ′X(v) = C · FX(v),
où FX est l’invariant de Futaki pour le champ de vecteurs X . En particulier, nous avons donc
f ′X(v) = 0⇐⇒ FX(v) = 0.
Démonstration. On sait que
f ′X(v) = lim
t→0
f(X + tv)− f(X)
t
.
En remplaçant f par son expression, nous obtenons que
f ′X(v) = lim
t→0
∫
M
eθ̃X+tv − eθ̃X
t
ωng .
Or on a
√
−1 ∂θ̃X+tv = iX+tvωg
= iXωg + t ivωg
=
√
−1∂θ̃X +
√
−1 ∂(t θ̃v).
d’où
θ̃X+tv = θ̃X + t θ̃v + c,
où c est une constante. De plus, par la condition de normalisation des différentes fonctions, nous obtenons∫
M
θ̃X+tve
hgωng = 0,
∫
M
(
θ̃X + t θ̃ve
hg
)
ωng = 0,
d’où
c
∫
M
ehgωng = 0.
Ceci nous donne c = 0 puisque
∫
M
ehgωng > 0. Ainsi notre dérivée a pour expression
f ′X(v) = lim
t→0
∫
M
eθ̃X+t·θv − eθ̃X
t
ωng
= lim
t→0
∫
M
eθ̃X
(1− et·θ̃v )
t
ωng
=
∫
M
lim
t→0
(1− et·θ̃v )
t
eθ̃Xωng
=
∫
M
θ̃ve
θ̃Xωng .
Cela démontre la première partie du lemme. Pour la seconde, nous allons exploiter le fait (voir la formule
(3.30)) que
θ̃v = −∆θ̃v − v(hg).
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Ainsi, nous avons
f ′X(v) = −
∫
M
(
∆θ̃v + v(hg)e
θ̃X
)
ωng .
Or grâce à la formulation d’intégration par parties, nous avons que
f ′X(v) = −
∫
M
v(θ̃v − hg)eθ̃Xωng .
Or on sait qu’il existe une constante c′ telle que
θ̃X = θX + c
′,
d’où
f ′X(v) = −ec
′
∫
M
v(θX − hg)eθXωng = −ec
′
FX(v).
De plus, comme ec
′ 6= 0, nous avons donc bien
F ′X(v) = 0⇐⇒ FX(v) = 0.

Rappelons que si (X, g) est un soliton de Kähler-Ricci alors FX ≡ 0 (voir le lemme 3.4.10). Nous pouvons
reformuler ce fait sous la forme suivante.
Lemme 3.4.15 Soit M une variété kählérienne de Fano compacte. Si (X, g) est un soliton de Kähler-Ricci sur M
alors X est un point critique de l’application
f : η(M) −→ C
Z 7−→
∫
M
eθ̃Zωng
.
C’est cette vision de l’invariant de Futaki que nous allons exploiter dans la section suivante afin de trouver
un champ de vecteurs l’annulant.
Étude de l’invariant de Futaki
Rappelons pour commencer les notations et la décomposition introduites dans le théorème 2.5.8.
Si K est un sous-groupe compact maximal de la composante connexe de l’identité Aut◦(M) du groupe
des automorphismes holomorphes Aut(M) de la variété M , alors nous avons
Aut◦(M) = Autr(M) nRu,
où Autr(M) est un sous-groupe réductif de Aut◦(M) et la complexification de K et Ru le radical unipotent
de Aut◦(M). De plus, si on note ηR(M), ηRr (M), ηRu (M) et k les algèbres de Lie de Aut(M),Autr(M), Ru et
K respectivement, alors on a
ηR(M) = ηRr (M) + η
R
u (M).
Rappelons que nous avons noté η(M) l’algèbre de Lie des champs de vecteurs holomorphes complexes et
qu’il existe un isomorphisme entre η(M) et ηR(M) donnée parX 7→ X1,0. Si on note ηr(M) et ηu(M) l’image
de ηRr (M) et ηRu (M) respectivement par l’isomorphisme précédent. Nous obtenons alors une décomposition
η(M) = ηr(M) + ηu(M).
Lemme 3.4.16 En gardant les notations qui précèdent, il existe un unique champ de vecteurs holomorpheX ∈ ηr(M)
tel que Im(X) ∈ k et vérifiant
FX(v) = 0, ∀v ∈ ηr(M).
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Démonstration. En gardant les notations introduites dans le lemme 3.4.15, ce problème est équivalent à
chercher un point critique à la fonction f . On rappelle que f ′X(v) désigne la dérivée de f en X dans la
direction v.
Puisque f ′X est indépendante de la métrique kählérienne g, nous pouvons choisir une métrique kählé-
rienne g qui est K-invariante. De plus, comme FX est linéaire sur ηr(M) et que Autr(M) est le complexifié
de K, on peut se restreindre à calculer FX(v) pour v ∈ ηr(M) tel que Im(v) ∈ k.
Par le lemme 2.5.5 et la renormalisation de la démonstration du lemme 3.4.11, pour tout Z ∈ ηr(M) tel
que Im(Z) ∈ k, il existe une fonction θ̃Z ∈ C∞(M,C) telle que
iZωg =
√
−1∂θ̃Z et
∫
M
θ̃Xe
hgωng = 0.
En utilisant la formule de Cartan et le fait que iXωg est une (0, 1)-forme ∂-fermée, on a
LZωg =
√
−1 ∂∂θ̃Z .
De plus, on remarque que iZωg = iZωg . En effet, si on écrit que localement Z = Z
i∂i alors on a d’une part
que
iZωg = −
√
−1gijZ
j
dzi.
et d’autre part que
iZωg =
√
−1gijZidzj
= −
√
−1gjiZ
i
dzj .
Ainsi nous obtenons grâce à la formule de Cartan que
LZωg = d ◦ iZωg
= d ◦ (iZωg)
= d ◦ iZωg
= −
√
−1 ∂∂θ̃Z
= −
√
−1 ∂∂θ̃Z
=
√
−1 ∂∂θ̃Z .
En combinant ces deux résultats, nous obtenons que
√
−1∂∂[θ̃Z − θ̃Z ] = LZ−Zωg
= L2√−1Im(Z)ωg
= 2
√
−1LIm(Z)ωg
= 0 (car g est K-invariante et Im(Z) ∈ k).
Ainsi nous obtenons que
θ̃Z = θ̃Z + c,
où c est une constante. Or, nous avons que ∫
M
θ̃Xe
hgωng = 0,
et comme hg est une fonction réelle, en prenant le conjugué de cette intégrale, nous obtenons aussi∫
M
θ̃Xe
hgωng = 0.
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Ainsi c = 0 et donc θ̃Z est une fonction à valeurs réelles. De plus, en se souvenant que
θ̃(1−t)X+tY = (1− t)θ̃X + tθ̃Y
(voir par exemple la démonstration du lemme 3.4.14) et que l’exponentielle est une fonction convexe, on
obtient que f est une fonction convexe sur ηr(M) vu comme R-espace vectoriel. Pour conclure, il suffit donc
de montrer que f est propre i.e. f(Z) diverge quand Z tend vers l’infini dans l’espace vectoriel ηr(M) de
dimension finie normé par Z 7→
∫
M
|Z|gωng .
Soit (Bi)i=1,··· ,m une base de ηr(M) (en tant que R-espace vectoriel). Comme Autr(M) est le complexifié
de K, on peut supposer que pour tout i, on a Im(Bi) ∈ k. De plus, grâce au procédé de Gram-Schmith pour
le produit scalaire induit par la métrique g, on peut considérer que (Bi)1≤l≤m est une base orthonormée. De
plus, par le même raisonnement qu’au début de la démonstration, on voit que les fonctions θ̃Bi associées
aux champs de vecteurs Zi par l’équation (3.30) sont à valeurs réelles
Prenons maintenant une suite (Zl)l∈N de champs de vecteurs holomorphes dans le R-espace vectoriel
ηr(M) telle que
∫
M
|Zl|gωng → +∞. Il faut donc montrer que f(Zl) → +∞. Il existe donc m suites réelles
(til)l∈N telle que Zl =
∑
i t
i
lZi, et comme nous avons pris une base orthonormée, nous avons que
|Zl|2g =
∑
i
|tli|2
.
Comme
∫
M
|Zl|ωgωng → +∞, quitte à extraire, cela signifie qu’il existe au moins une suite (til)l∈N telle
que |til| → +∞. On peut donc extraire des sous-suites (tilk)k∈N telles que
|t1lk | ≥ |t
i
lk
|, ∀i ∈ {1, · · · ,m}.
La suite
(
|tilk |
|t1lk |
)
k∈N
étant bornée, quitte à extraire à nouveau, on peut supposer que les suites
(
|tilk |
|t1lk |
)
k∈N
sont
convergentes pour tout i ∈ {1, · · · ,m}. Terminons en remarquant que l’on peut supposer aussi que tilk ≥ 0
pour tout i ∈ {1, · · · ,m}. En effet, il existe un nombre infini de termes positifs ou de termes négatifs dans
cette suite, quitte à remplacer Zi par −Zi et à extraire à nouveau, on peut donc bien faire cette hypothèse.
Grâce à ces hypothèses, on a que
Z1 +
m∑
l=2
tilk
t1lk
Zi → Z0, l→ +∞,
où Z0 appartient à ηr(M) (vu R-espace vectoriel). On notera θ̃Z0 la fonction associée au champ de vecteurs
holomorphe Z0 par l’équation (3.30), on remarque tout de suite que cette fonction est non identiquement
nulle comme Z0 n’est pas identiquement nul. De plus, par le même raisonnement qu’au début de la dé-
monstration, on voit que θ̃Z0 est à valeurs réelles. Maintenant, comme nous avons que
∫
M
θ̃Z0e
hgωng = 0,
que ehg > 0 (car hg est à valeurs réelles) et que θ̃Z0 6≡ 0, nous obtenons qu’il existe un ouvert U ⊂ M telle
θ̃Z0 > 0 sur U .
En remarquant que
θ̃Z1+
∑m
i=1(t
i
lk
/t1lk
)Zi = θ̃Z1 +
m∑
i=1
(tilk/t
1
lk
)θ̃Zi
(voir la démonstration du lemme 3.4.14 pour une démonstration de cette propriété), nous obtenons par
passage à la limite :
θ̃Z1 +
m∑
i=1
tilk
t1lk
θ̃Zi → θ̃Z0 , lk → +∞.
On en déduit donc qu’il existe ε > 0 assez petit tel qu’à partir d’un certain rang, nous obtenons que sur U
θ̃Z1 +
m∑
i=1
tilk
t1lk
θ̃Zi > ε > 0.
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Ce qui nous donne donc
f(Zlk) =
∫
M
exp
(
m∑
i=1
tilk θ̃Zi
)
ωng
=
∫
M
exp
(
t1lk
(
θ̃Z1 +
m∑
i=2
tilk
t1lk
θ̃Zi
))
ωng
≥
∫
U
eεt
1
lkωng → +∞, lk → +∞.
Cela permet de conclure. En effet, la seule valeur d’adhérence possible pour la suite (|f(Zl)|)l∈N est +∞.
Supposons le contraire i.e. la suite admet une valeur d’adhérence finie que l’on notera λ ∈ R+. Il existe
alors une sous-suite (|f(Zlk |)k∈N qui converge vers l. Comme nous avons pris la suite (Zl)l∈N complètement
arbitraire, nous pouvons faire le même raisonnement pour la suite extraite (Zlk)k∈N et donc obtenir que
par unicité de la limite λ = +∞, ce qui est absurde. La suite (|f(Zl)|)l∈N admet +∞ comme unique valeur
d’adhérence, elle converge donc vers cette valeur d’adhérence. Ceci permet de conclure que f est propre et
donc termine la preuve. 
Nous avons alors la proposition suivante :
Proposition 3.4.17 En gardant les notations précédentes, il existe un unique champ de vecteurs holomorphe X ∈
ηr(M) avec Im(X) ∈ k tel que FX(·) s’annule sur ηr(M). De plus, X est nul ou il appartient au centre de ηr(M) i.e.
[X,Y ] = 0 pour tout Y ∈ ηr(M), et nous avons
FX([u, v]) = 0, ∀(u, v) ∈ ηr(M)× η(M).
En d’autres termes, FX(·) est un caractère de Lie sur ηr(M).
Démonstration. La première partie de la proposition est une conséquence directe du lemme précédent.
Maintenant, on va traiter deux cas séparément.
1. Supposons que le centre de ηr(M) soit réduit à {0}. Alors comme ηr(M) est une algèbre de Lie ré-
ductive, nous avons ηr(M) = [ηr(M), ηr(M)]. Remarquons que la fonctionnelle de Futaki en X = 0
devient
F0(v) =
∫
M
v(hg)ω
n
g .
Cette fonctionnelle coïncide avec l’invariant de Futaki "usuelle" pour les métriques de Kähler-Einstein
définie par exemple dans [21]. On voit, en particulier, F0 est un morphisme d’algèbre de Lie sur η(M).
En effet, si on pose τ ∈ Aut(M) et (σt)t∈R le sous-groupe à un paramètre engendré par Re(v), alors on
a ∫
M
(τ · σt · τ−1)∗(hg)ωng =
∫
M
hg((τ σt τ
−1)−1)∗(ωng )
=
∫
M
hg((τ · σt)−1)∗(τ∗ωng )
=
∫
M
(τ · σt)∗hg(τ∗ωng )
=
∫
M
(σt)
∗(τ∗(hg))(τ
∗ωng ).
En dérivant cette égalité en t = 0, en se souvenant que l’invariant de Futaki ne dépend pas de la
métrique kählérienne et en remarquant que (τ · σt · τ−1) est le sous-groupe engendré par Adτ (Re(v))
et que τ∗(hg) vérifie Ric(τ∗ωg)− τ∗ωg =
√
−1∂∂τ∗hg , nous obtenons
F0(Adτv) = F0(v).
Maintenant, si on prend τ = τs où (τs)s∈R le groupe à un paramètre engendré par Re(u) où u ∈ η(M)
alors en dérivant en s = 0 l’équation précédente, nous obtenons que
F0([u, v]) = 0, ∀(u, v) ∈ η(M)2.
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Ce qui montre que F0 est bien un morphisme d’algèbres de Lie. Ainsi comme ηr(M) = [ηr(M), ηr(M)],
nous obtenons que F0 est identiquement nulle sur ηr(M). Comme 0 vérifie les hypothèses du lemme
précédent, par unicité, nous avons X = 0, ce qui permet de conclure dans ce cas.
2. Supposons que le centre ηc(M) de ηr(M) ne soit pas réduit à zéro. En considérant la fonctionnelle f
restreinte à ηc(M), on montre en utilisant les mêmes arguments que dans la preuve précédente que
l’on peut trouver un unique champ de vecteurs holomorphe X ′ ∈ ηc(M) avec Im(X ′) ∈ k tel que f ′X′
s’annule sur ηc(M). Il reste donc à montrer que
f ′X′([u, v]) = 0, ∀(u, v) ∈ ηr(M)× η(M).
Soient v ∈ η(M), τ ∈ Aut(M) et (σt)t∈R le sous-groupe à un paramètre engendré par Re v. Nous avons
alors ∫
M
(τσtτ
−1)∗(hg − θX′)eθX′ωng
=
∫
M
(hg − θX′)((τσtτ−1)−1)∗(eθX′ωng )
=
∫
M
(hg − θX′)((τσt)−1)∗(τ∗(eθX′ωng ))
=
∫
M
(τσt)
∗(hg − θX′)(τ∗(eθX′ωng ))
=
∫
M
(σt)
∗(τ∗(hg − θX′))(τ∗(eθX′ωng ))
=
∫
M
(σt)
∗(τ∗(hg)− (τ∗(θX′(ωg)))eθX′ (τ
∗ωg)τ∗(ωng )
où θX′ est la fonction associée au champ de vecteurs X ′ par l’équation 3.30. Maintenant, remarquons
que (τ ·σt · τt∈R est le sous-groupe à un paramètre engendré par Adτ (Re v), que hg vérifie Ric(τ∗ωg)−
τ∗ωg =
√
−1 ∂∂τ∗hg et que τ∗(θX′(ωg)) vérifie iX′(τ∗ωg) =
√
−1 ∂[(τ∗(θX′(ωg))]. Ainsi, en dérivant
cette égalité en t = 0 et en se souvenant que l’invariant de Futaki ne dépend pas de la métrique
kählérienne nous obtenons
FX(Adτ (v)) = FX(v).
Maintenant si nous prenons u ∈ ηr(M) tel que Im(u) ∈ k et (τ = τs)s∈R est le groupe à un paramètre
engendré par u alors, en différentiant l’égalité précédente, nous trouvons que
FX′([u, v]) = 0, ∀(u, v) ∈ ηr(M)× η(M).
Ce que nous voulions. Ainsi, nous voyons que FX′ s’annule sur ηr(M). Par unicité, on conclut que
X = X ′. Ce qui permet de conclure.

Concernant la sous-algèbre ηu(M), nous avons le résultat suivant provenant de [50] :
Proposition 3.4.18 Pour tout X ∈ ηr(M) tel que Im(X) ∈ k, on a FX |ηu(M) ≡ 0.
3.5 Décomposition solitonique de ηR(M)
Rappelons le théorème de Matsushima (voir [39]) qui donne une décomposition de ηR(M) dans le cas de
Kähler-Einstein .
Théorème 3.5.1 Soit M une variété de Fano compacte admettant une métrique de Kähler-Einstein. Alors la com-
posante de l’identité Aut0(M) du groupe des automorphismes complexes de M est un groupe réductif complexe,
et le groupe des isométries holomorphes d’une métrique de Kähler-Einstein est un sous-groupe compact maximal de
Aut0(M).
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Si on note κ(M) l’algèbre de Lie du groupe des isométries de M alors on obtient que
ηR(M) = κ(M) + J κ(M),
où J est la structure complexe sur ηR(M). En particulier, on voit que ηR(M) est une algèbre de Lie complexe
réductive. De plus, on peut montrer (voir le chapitre 2 de [23]) que κ(M) correspond aux champs de vecteurs
de Killing sur M . L’objectif de cette section va être de donner un équivalent à cette décomposition dans le
cas des solitons de Kähler-Ricci. Dans le cas solitonique, il existe un premier résultat que l’on trouve dans
[61].
Théorème 3.5.2 Si (M,ω0) est une variété kählérienne compacte admettant un soliton de Kähler-Ricci (X, g) alors
le sous-groupe compact connexe maximal de Aut0(M) est conjugué à la composante connexe de l’identité du groupe
Isomg(M) des isométries de (M, g).
Ce résultat a été précisé par la suite. Pour l’énoncé, il faut commencer par pondérer le laplacien par le
champ de vecteurs solitonique. Pour cela, on rappelle que nous avons les deux fonctions :
• hg est l’unique fonction appartenant à C∞(M,R) vérifiant
Ric(ωg)− ωg =
√
−1∂∂hg,
∫
M
ehgωng =
∫
M
ωng ,
• θX est l’unique fonction appartenant à C∞(M,C) vérifiant
iXωg =
√
−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng .
Précédemment, on a vu que si (X, g) est un soliton de Kähler-Ricci alors hg = θX (voir lemme 3.4.7) et qu’en
particulier θX est une fonction à valeurs réelles. On considère alors le laplacien pondéré pour u ∈ C∞(M,R)
∆Xg,Ju := ∆gu− du
(
∇ghg −
√
−1J∇ghg
)
= ∆gu−
1
2
X(u). (3.36)
De plus, on étend cette définition par C-linéarité aux fonctions u ∈ C∞(M,C) De même, on pondère le
crochet de Poisson usuel de la façon suivante :
{u, v}Xω := {u, v}ω −
∫
M
{u, v}ωehgωng = dv(J∇gu)−
∫
M
{u, v}ωehgωng .
Nous avons alors le théorème suivant (voir le lemme 28 de [45] ou la proposition 7.2.4 de [23]).Avant d’énon-
cer le théorème, rappelons que si E est un espace vectoriel complexe alors on note E le conjugué complexe
de cet espace vectoriel complexe.
Théorème 3.5.3 SoitM une variété kählérienne compacte de Fano. On suppose qu’il existe un soliton de Kähler-Ricci
(X, g) sur la variété complexe M dont on note J la structure complexe.
• L’application entre algèbres de Lie suivante
χ := χX,g :
(
ker(∆Xg,J − 2I),
√
−1 {·, ·}Xω
)
∼−→
(
ηR(M), [·, ·]
)
u 7−→ ∇g,Ju := ∇gRe(u) + J ∇gIm(u).
est alors bien définie et est un isomorphisme d’algèbres de Lie. En particulier, ker(∆Xg,J − 2I) est alors de dimen-
sion finie.
• La première valeur propre λ1(∆Xg,J) de l’opérateur ∆Xg,J vérifie λ1(∆Xg,J) ≥ 2 avec égalité si ηR(M) 6= 0.
• L’application suivante est bien définie et définit un isomorphisme d’espaces vectoriels réels :
J∇g : ker(∆Xg,J − 2I) ∩ C∞X (M,R)0 −→ κ(M).
où on a noté κ(M) l’ensemble des champs de vecteurs de Killing de la variété M et
C∞X (M,R)0 = {f ∈ C∞(M,R) /
∫
M
feθXωng = 0}.
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• La forme hermitienne définie sur ker(∆Xg,J − 2I) par
(u, v) 7→
∫
M
√
−1{u, v}Xω eθXωng ,
est positive. Et si on note (γi)i=1,··· ,N son spectre pour le produit scalaire L2 donné par la forme volume eθXωng
alors on a la décomposition suivante :
ηR(M) :=
N⊕
i=1
Vγi ,
où
Vγi := {ξ ∈ ηR(M) / [ξ,∇gθX ] = γiξ}.
En particulier, on a µ0 = 0 et
V0 = κ(M) + J κ(M),
où κ(M) est l’espace vectoriel des champs de vecteurs de Killing de M .
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Chapitre 4
Propriétés spectrales des variétés toriques
Dans ce chapitre, nous supposerons que toutes nos variétés sont connexes sauf mention explicite du
contraire.
4.1 Rappel de géométrie torique
4.1.1 Géométrie symplectique
On dit que (M,ω) est une variété symplectique si M est une variété différentielle lisse et ω est une 2-forme
fermée non dégénérée sur M que l’on appellera forme symplectique. L’existence de cette forme symplectique
implique que la dimension (réelle) de M sera paire, on la notera m := 2n. Un difféomorphisme entre deux
variétés symplectiques f : (M,ω) −→ (N, η) sera appelé un symplectomorphisme s’il vérifie f∗η = ω. De plus,
on remarque que sur la variété (M,ω) les automorphismes qui sont des symplectomorphismes forment un
groupe (pour la composition usuelle des fonctions) qui sera noté Symp(M,ω).
Puisque ω est non-dégénérée, nous avons un isomorphisme entre fibré tangent et cotangent de M . Cela
va nous donner un lien entre les fonctions lisses de M et les champs de vecteurs de M par l’intermédiaire
de leur application tangente. Plus précisément, l’isomorphisme (de fibrés vectoriels) entre TM et T ∗M est
donné par
ω[ : TM −→ T ∗M
X ∈ TxM 7−→ (Y 7→ ωx(Y,X) ∈ T ∗xM).
Et maintenant, si f ∈ C∞(M,R) alors dxf ∈ T ∗xM , donc l’isomorphisme précédent nous donne l’existence
et l’unicité d’un champ de vecteurs Xf que l’on appelle le champ de vecteurs hamiltonien associé à f vérifiant
iXf (ω) = −df.
On appelle aussi Xf le gradient symplectique et on le note∇ωf (voir [23] par exemple).
Les champs de vecteurs pour lesquels il existe une application f ∈ C∞(M,R) vérifiant la relation précé-
dente seront importants pour la suite, ce qui nous conduit à la définition suivante.
Définition 4.1.1 Soit X un champ de vecteurs sur une variété symplectique (M,ω). On dit que X est hamiltonien
si iXω est exacte i.e. si
∃f ∈ C∞(M,R), iXω = −df.
On dit que X est localement hamiltonien si iXω est fermée i.e. si
d(iXω) = 0.
On note H(M) l’ensemble des champs de vecteurs hamiltoniens et Hloc(M) l’ensemble des champs de
vecteurs localement hamiltoniens.
Remarquons que nous avons aussi la caractérisation suivante : le champ de vecteurs X est localement
hamiltonien si et seulement si le flot local (φt)t∈I de X préserve la forme symplectique ω de M i.e. φ∗tω = ω
pour tout t ∈ I .
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4.1.2 Action d’un groupe de Lie sur une variété symplectique
Dans cette partie, on fixe une variété symplectique (M,ω) et un groupe de Lie G, d’algèbre de Lie g, qui
agit sur M par l’application :
φ : G×M −→ M
(g, x) 7−→ g x.
Remarque. On rappelle que si G agit sur M alors on définit le stabilisateur d’un point x ∈M par
Gx = {g ∈ G, g · x = x}.
Alors on dit que l’action de G est fidèle si ⋂
x∈M
Gx = {1},
et que l’action de G est libre si
∀x ∈M, Gx = {1}.
On rappelle aussi que φ induit un morphisme de groupes entre G et le groupe Diff(M) des difféomor-
phismes de M par
φ : G −→ Diff(M)
g 7−→ φ(g, ·).
En particulier, l’action est fidèle si et seulement si ρ est injective.
Action symplectique
Commençons par la définition d’une action symplectique.
Définition 4.1.2 On dit que φ est une action symplectique si
g∗ω = ω, ∀g ∈ G,
autrement dit, si φ est un morphisme de groupes entre G et le groupe des symplectomorphismes Symp(M) de M .
Pour définir la notion d’action hamiltonienne, nous avons besoin de la notion de champs de vecteurs
fondamentaux.
Soit ξ ∈ g. On peut associer à ξ un champ de vecteurs Xξ, dit champ de vecteurs fondamental associé à ξ
(pour l’action de φ) par la formule :
Xξ : M −→ TM
x 7−→
d
dt
φ(exp(tξ), x)|t=0
.
Remarque. Une propriété importante qui découle de la définition est que Xξ est le champ de vecteurs sur
M dont le flot est donné par (t, x) 7→ φ(exp(tξ), x).
Le lemme suivant permettra de chercher une condition nécessaire et suffisante pour que tout champ de
vecteurs fondamental soit hamiltonien.
Lemme 4.1.3 Soit φ une action symplectique. Tout champ de vecteurs fondamental Xξ (pour l’action de φ) est loca-
lement hamiltonien i.e. pour tout ξ ∈ g, le flot de Xξ préserve la forme symplectique de ω de M .
Démonstration. D’après la remarque précédente, le flot local de Xξ est donné par φt : x 7→ φ(exp(tξ), x). Or
cette application préserve la forme symplectique car l’action φ est symplectique, ce qui permet de conclure.

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Action hamiltonienne
Passons à la définition d’une action hamiltonienne.
Définition 4.1.4 On dit que φ est une action hamiltonienne s’il existe une application µ : M −→ g∗ vérifiant
1. φ est une action symplectique.
2. Pour tout ξ ∈ g, le champ de vecteurs fondamental Xξ est hamiltonien i.e.
∀ξ ∈ g,∃µξ ∈ C∞(M,R), iXξω = −dµξ.
3. L’application
Θ : g −→ C∞(M,R)
ξ 7−→ µξ
est un morphisme d’algèbres de Lie (où C∞(M,R) est munie du crochet de Poisson).
On pose alors
µ : M −→ g∗
p 7−→ (ξ 7→ µξ(p)) ,
L’application µ est appelée l’application moment de l’action de G par φ.
On peut montrer (voir [4]) que les actions hamiltoniennes sont définies à partir de l’application moment
de la façon suivante.
Définition 4.1.5 On dit que φ est une action hamiltonienne s’il existe une application µ : M −→ g∗ vérifiant
1. φ est une action symplectique.
2. Pour tout ξ ∈ g, si on pose µξ := p 7→ 〈µ(p), ξ〉 alors
dµξ = −iXξω,
i.e µξ est l’application hamiltonienne du champ de vecteurs fondamental associé à ξ.
3. L’application µ est G-équivariante i.e.
∀m ∈M, ∀ξ ∈ g, 〈µ(g ·m), ξ〉 = 〈Ad∗g µ(m), ξ〉,
où Ad∗ est l’action coadjointe de G sur g∗.
4.1.3 Variété torique symplectique
On passe à la définition principale.
Définition 4.1.6 Un quadruplet (M,ω,Tn, µ) est une variété torique symplectique de dimension 2n si (M,ω) est
une variété symplectique connexe compacte de dimension 2n munie d’une action hamiltonienne et fidèle du tore Tn
de dimension n et d’application moment µ. On note t l’algèbre de Lie de Tn et Λ le réseau déterminé par T dans t i.e.
T = t/Λ.
L’application moment µ vérifie des propriétés intéressantes que nous résumons dans la proposition sui-
vante dont on renvoie à [4] pour des démonstrations. Avant d’énoncer ces propriétés, rappelons qu’un
polytope de Delzant est un polytope convexe dans le dual t∗ de t définie par d > n inégalités de la forme
〈νr, x〉+ λr ≥ 0,
où νr appartient à Λ et λr ∈ R et tel que tout sommet est l’intersection de n faces de codimension 1 dont les
vecteurs normaux forment une base de Λ.
Proposition 4.1.7 ([2],[27], [26]) Nous avons les propriétés suivantes :
• L’image de µ dans t∗ est un polytope convexe P qui se trouve être l’enveloppe convexe des images par µ des
points fixes de l’action de Tn. On montre que ce polytope est un polytope de Delzant et que réciproquement tout
polytope de Delzant est l’image par une application moment d’une variété torique.
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• Pour chaque face F de P , le stabilisateur de tout point z ∈ µ−1(Int(F )) pour l’action de Tn est le tore de
dimension égale à la codimension de F et dont l’algèbre de Lie est l’annulateur dans t du sous-espace vectoriel
de t∗ correspondant à F .
• En particulier, si on note P 0 l’intérieur de P , alors l’action de Tn sur M0 := µ−1(P 0) est libre et donc
µ : M0 → P 0 est une Tn-fibration principale. De plus, M0 est un ouvert dense de M .
Ainsi si P est un polytope de Delzant, alors il s’écrit sous la forme
P =
r⋂
i=1
{x ∈ t∗ / Li(x) := 〈x, νi〉+ λi ≥ 0},
où νi ∈ Λ et λi ∈ R. Une face est alors déterminée par un ensemble IF ⊂ {1, · · · , r} tel que
F = P ∩
⋂
i∈IF
{x ∈ t∗ / Li(x) = 0}.
On notera F(P ) l’ensemble des faces du polytope P . Le deuxième point de la proposition 4.1.7 signifie que
pour toute face F ∈ F(P ) d’intérieur F 0, si on note TF := tF /ΛF où tF est le sous-espace vectoriel de t
engendré par les {νi : i ∈ IF } et ΛF est le sous-réseau de Λ engendré par les {νi : i ∈ IF }, nous obtenons
µ−1(F 0) = F 0 × Tn/TF .
Le troisième point de la proposition 4.1.7 signifie alors que M0 est symplectomorphe à P 0 × Tn ⊂ Rn × Tn
que l’on a muni de la forme symplectique induite par la forme symplectique standard de R2n. Ainsi en
identifiant t ' Rn et Λ ' Zn, nous obtenons que
M0 ' P 0 × Tn =
{
(x, t) ∈ P 0 × Rn/Zn)
}
.
Ce système de coordonnées sur M0 sera appelé le système de coordonnées actions-angles. L’action de Tn sera
alors donnée par
∀θ ∈ Tn, θ · (x, t) = (x, t+ θ),
et la forme symplectique ω s’écrira simplement sous la forme
ω =
n∑
j=1
dxj ∧ dtj .
On peut l’écrire matriciellement sous la forme :
ω =
(
0 I
−I 0
)
. (4.1)
Rappelons que nous avons défini l’application moment µ : M → t∗ la formule
∀b ∈ t, −d〈µ, b〉 = iXbω, (4.2)
où Xb(z) := ddt |t=0 exp(tb) · z. Ainsi dans le système de coordonnées actions-angles, nous avons :
∀b ∈ t, Xb =
n∑
i=1
bi
∂
∂ti
. (4.3)
4.1.4 Variété torique kählérienne
Soit (M,ω,Tn, µ) une variété torique. On rajoute une structure complexe J qui soit Tn-invariante et telle
que (M,ω, J) soit une variété kählérienne i.e. g := ω(·, J ·) est une métrique riemannienne. On dira alors que
(M,ω, J,Tn, µ) est une variété torique kählérienne.
La première conséquence est que, puisque J est intégrable, alors Tn s’étend en une action holomorphe
du tore complexe TC ' (C×)n. En particulier, nous obtenons alors un système de coordonnées holomorphes
sur M0 :
M0 ' (C×)n ' Rn ×
√
−1Tn =
{
u+
√
−1 v / u ∈ Rn v ∈ Rn/Zn
}
. (4.4)
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Dans ce système, nous avons
∀θ ∈ Tn, θ ·
(
u+
√
−1v
)
= u+
√
−1 (v + θ) .
La structure complexe J est alors simplement donnée par la multiplication par
√
−1 i.e.
J =
(
0 −I
I 0
)
. (4.5)
De plus, grâce à l’équation (4.4), on sait que M0 ' TC, cette dernière étant une variété de Stein (voir [17]
pour plus de détails), il existe un potentiel f ∈ C∞(M0,R) tel que
ω = 2
√
−1∂∂f. (4.6)
Puisque ω est Tn-invariante, le potentiel f ne va dépendre que de la variable u. Ainsi nous obtenons
ω =
(
0 F
−F 0
)
, (4.7)
où F est la matrice hessienne de f pour la variable u. De plus, puisque g = ω(·, J ·), nous avons aussi
g =
(
F 0
0 F
)
. (4.8)
Un rappel sur l’étude des métriques kählériennes Tn-invariantes est donné dans la section suivante.
De plus, nous allons travailler sur des variétés de Fano, cette propriété se traduit sur le polytope moment
par l’existence d’un centre privilégié : si P est un polytope de t∗, il existe des formes affines L1, · · ·Ld sur t∗
avec d ≥ n telles que
P =
d⋂
k=1
{x ∈ t∗ / Lk(x) ≥ 0},
alors on dit que P admet un centre privilégié s’il existe x ∈ t∗ tel que L1(x) = · · · = Ld(x). Un tel x est alors
unique et on l’appelle le centre privilégié de P . Nous avons le résultat suivant.
Proposition 4.1.8 ([19], [64]) Soit (M,ω, J, g,Tn, µ) une variété torique kahlérienne compacte. AlorsM est de Fano
si et seulement si P = im(µ) admet un centre privilégié.
On pourra consulter aussi la section 4.1.6 pour plus de détails.
4.1.5 L’espace des métriques kählériennes Tn-invariantes
Avant de déterminer l’ensemble des métriques kählériennes Tn-invariantes, nous introduisons quelques
notations. Puisque P est un polytope de t∗, il existe des formes affines L1, · · ·Ld sur t∗ avec d ≥ n telles que
P = ∩dk=1{x ∈ t∗ / Lk(x) ≥ 0},
et où ∇Lk = νk ∈ Λ. On définit alors l’ensemble des potentiels symplectiques S(P ) comme l’ensemble des
fonctions φ ∈ C0(P ) telles que sa restriction à P 0 ou à l’intérieur de toute face non vide de P soit lisse et
strictement convexe et telle que si φ0 = 12
∑d
k=1 Lk logLk alors φ − φ0 soit la restriction à P d’une fonction
lisse définie sur un ouvert contenant P . Nous avons alors le résultat suivant (on pourra consulter [1]).
Théorème 4.1.9 L’ensemble des métriques Tn-invariantes sur (M,ω,Tn, µ) est en bijection avec le quotient de S(P )
par l’ensemble Aff(P,R) des sur P . De plus la bijection est donnée par l’application φ 7→ gφ où
∀φ ∈ S(P ), gφ|M0 =
∑
i,j
Gijdxi ⊗ dxj +Hijdti ⊗ dtj , (4.9)
dans le système de coordonnées actions-angles oùG = (Gij)1≤i,j≤j est la matrice hessienne de φ etH = (Hij)1≤i,j≤j
est la matrice inverse de la matrice G.
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On dira alors que φ est le potentiel symplectique de gφ.
Commençons par remarquer que le potentiel φ0 dont l’expression est donné par
φ0 =
1
2
d∑
k=1
Lk logLk, (4.10)
définit un potentiel symplectique que l’on appelle potentiel de Guillemin. De plus, on peut écrire matricelle-
ment les différentes expressions précédentes dans le système de coordonées actions-angles. Commençons
en rappelant que ω =
∑n
i=1 dxi ∧ dti d’où
ω =
(
0 I
−I 0
)
. (4.11)
De plus, en utilisant l’expression (4.9), on écrit g = gφ sous la forme
g =
(
G 0
0 H
)
, (4.12)
et donc
J =
(
0 −H
G 0
)
. (4.13)
Ces expressions nous permettent de calculer le gradient riemannien et symplectique pour une fonction
u ∈ C∞(M,R). Nous obtenons donc
∇gψ =
n∑
i,j=1
Hij
∂ψ
∂xj
∂
∂xi
+
n∑
i,j=1
Gij
∂ψ
∂tj
∂
∂ti
(4.14)
et
∇ωψ =
n∑
i=1
∂ψ
∂xi
∂
∂ti
−
n∑
i=1
∂ψ
∂ti
∂
∂xi
. (4.15)
On peut aussi calculer la forme de Ricci Ric(ω) dans ce système de coordonnées, nous obtenons donc
Ric(ω) = −
n∑
i,j,k,l=1
1
2
Hli,ik dxk ∧ dtl, (4.16)
où on a adopté la notation
Hli,ik :=
∂Hli
∂xi∂xk
.
Terminons par la formule du laplacien pour la métrique g :
∆g = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
+
∂
∂ti
(
Gij
∂
∂tj
)
, (4.17)
et par la formule d’Abreu (voir [1]) pour la courbure scalaire :
Scalg = µ
∗S(H), où S(H) = −
n∑
i,j=1
∂2Hij
∂µi∂µj
. (4.18)
Terminons cette section en faisant le lien entre les deux systèmes de coordonnées (x, t) et (u, v). En effet,
on peut remarquer que l’application moment µ est donnée en coordonnées complexes par :
µ(u, v) =
∂f
∂u
.
Ainsi par restriction, on peut voir que µ(u, 0) est un difféomorphisme entre Rn et P 0. Le changement de
coordonnées est donc donné par le difféomorphisme suivant :
x =
∂f
∂u
, t = v. (4.19)
On pourra consulter [1, 12] pour plus de détails.
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4.1.6 Construction algébrique
Cette section qui s’inspire de l’article [37] rappelle la construction "algébrique" d’une variété torique
kählérienne de Fano. Cette construction nous apporte des précisions sur l’application moment et sur la
décomposition du groupe des automorphismes d’une variété torique (et de l’algèbre de Lie des champs de
vecteurs holomorphes).
Éventails et construction algébrique
Soit A un Z-module libre de rang n. On pose alors B := HomZ(A,Z) le groupe des morphismes (de
modules) de A dans Z. On alors un accouplement bilinéaire 〈·, ·〉 : B ×A→ Z.
On peut étendreB etA en deux espaces vectoriels réels de dimension n en prenant leur produit tensoriel
avec R : on pose donc BR := B ⊗Z R et AR := A ⊗Z R. L’accouplement Z-bilinéaire s’étend alors en une
application R-bilinéaire entre BR et AR.
Définition 4.1.10 Soit σ sous-ensemble de AR . On dit que l’ensemble σ est un cône s’il existe (a1, · · · , as) ∈ As tel
que
• σ = R+ a1 + · · ·+ R+as,
• σ ∩ (−σ) = {0}.
On définit alors le cône dual de σ par σ∨ := {x ∈ BR / 〈x, y〉 ≥ 0 ∀y ∈ σ}. De plus, on dit qu’un sous-
ensemble τ de σ est une face de σ, et on note τ ≤ σ, s’il existe b0 ∈ σ∨ tel τ = σ ∩ b⊥0 = {y ∈ σ / 〈b0, y〉 = 0}.
Définition 4.1.11 Un éventail de A est un ensemble ∆ de cônes de AR telle que
• ∀σ ∈ ∆, τ ≤ σ ⇒ τ ∈ ∆
• ∀(σ, σ′) ∈ ∆2, σ ∩ σ′ ≤ σ et σ ∩ σ′ ≤ σ′.
On dit alors que l’ensemble (a1, · · · , ans) sont les générateurs fondamentaux de σ. Pour tout éventail ∆, on
définit le support |∆| de ∆ dans A par |∆| := ∪σ∈∆σ. De plus pour tout i ∈ {0, · · · , n}, on pose
∆(i) := {σ ∈ ∆ / dimσ = i},
où dimσ désigne la dimension de l’espace vectoriel réel engendré par σ dans AR. On dira que ∆ est un
éventail non-singulier si pour tout σ ∈ ∆(n), les générateurs fondamentaux (a1, · · · , an) de σ forment de
Z-base de A.
Avec ces notations, on a alors le théorème suivant, que l’on tire du théorème 1.4 de [37], mais dont
on peut trouver des preuves dans [18], [42]. Avant de l’énoncer, rappelons qu’un espace topologique est
irréductible s’il n’est pas la réunion de deux fermés propres.
Théorème 4.1.12 Soit ∆ un éventail non singulier deA. On peut lui associer une unique variété algébrique complexe
lisse T∆ qui vérifiera les propriétés suivantes.
• T∆ est une compactification TC-équivariante de TC irréductible de dimension n.
• Pour tout i ∈ {0, · · · , n} et pour tout σ ∈ ∆(i), il existe une unique orbite Oσ sous l’action de TC telle que
T∆ =
⊔
σ∈∆
Oσ.
De plus, l’adhérence D(σ) de Oσ est une sous-variété TC-stable de T∆ topologiquement irréductible lisse et de
dimension n− i qui admet la décomposition suivante :
D(σ) =
⊔
τ≥σ
Oτ
• Pour tout σ ∈ ∆(n), Uσ := ∪τ≤σOτ , est un voisinage affine ouvert et TC-stable de Oσ dans T∆ tel que
TC ⊂ Uσ ' An(C) = Cn,
et
T∆ =
⋃
σ∈∆(n)
Uσ.
Terminons cette sous-section avec la réciproque au théorème précédent (voir le théorème 4.1 de [43]) :
Théorème 4.1.13 Toute variété X algébrique complexe lisse irréductible de dimension n, sur laquelle TC agit de
manière fidèle et régulière, est TC-equivariament isomorphe à une variété de la forme T∆ pour un éventail ∆ non-
singulier d’un Z-module libre A de rang n.
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Polytope (algébrique) et application moment
Dans cette section, nous gardons les notations introduites précédemment. L’objectif, maintenant, est
d’obtenir une caractérisation sur l’éventail ∆ pour que la variété T∆ soit de Fano. Ensuite, nous ferons,
à l’aide de l’application moment, le lien avec la construction symplectique et avec le polytope de Delzant
associé à cette construction.
On fixe une variété algébrique complexe irréductible compacte torique M lisse dont l’éventail est noté
∆ i.e. M = T∆ où ∆ est un éventail d’un Z-module libre A de rang n. On note bρ ∈ A l’unique générateur
fondamental de ρ ∈ ∆(1). On considère le diviseur
K := −Σρ∈∆(1)D(ρ)
sur M . On a alors le théorème suivant (théorème 2.1 de [37] et [18]). Nous n’utiliserons que l’équivalence
entre les condition (1) et (4). Nous ne rappelons donc pas la définition d’un diviseur ample et très ample.
Théorème 4.1.14 Avec ces notations, K est un diviseur canonique de T∆ et on a l’équivalence entre les propositions
suivantes :
1. M est une variété de Fano,
2. K est ample,
3. K est très ample,
4. Palg := {a ∈ BR : 〈a, bρ〉 ≤ 1 ∀ρ ∈ ∆(1)} est un polytope convexe compact dont les sommets sont les
{aτ : τ ∈ ∆(n)}, où aτ est l’unique élément de BR tel que 〈aτ , b〉 = 1 pour tout générateur b de τ .
Pour cela, on commence par rappeler que TC est un ouvert dense de T∆. De plus, on sait qu’il existe un
sous-groupe compact maximal TR dans TC tel que
{(t1, · · · , tn) / ti ∈ C×, |ti| = 1} = Sn1 ' TR ⊂ TC ' (C×)n = {(t1, · · · , tn) / ti ∈ C×}
Si on note (t1, · · · , tn) ∈ (C×)n le système de coordonnées holomorphes usuelles de TC, alors on peut
définir, pour tout i ∈ {1, · · · , n}, des fonctions xi ∈ C∞(TC,R) par la formule suivante :
ti ti = exp(−xi).
Ainsi, toute fonction u ∈ C∞(Rn,C) en les variables (x1, · · · , xn) peut être vue comme une fonction appar-
tenant à C∞(TnC,C) en les variables complexes (t1, · · · , tn) qui sera TR-invariante.
Considérons maintenant, la fonction u0 définie sur Rn (identifié àAR par le choix d’une Z-base deA) par
u0 : Rn −→ R
x 7−→ log[
∑
τ∈∆(n)
exp(〈aτ , x〉)] .
Un calcul direct nous permet de voir que cette fonction est strictement convexe sur Rn et que µu0 := ∇u0 :
x ∈ Rn 7→ (∂1 u0(x), · · · , ∂n u0(x)) ∈ Rn (où Rn est identifié Hom(A,Z)R par le choix de la Z-base duale
de la Z-base choisie pour A) est un difféomorphisme entre Rn et l’intérieur P 0alg du polytope Palg défini au
théorème 4.1.14. On a que la 2-forme ωg0 sur TC définie (via l’identification précédente) par
ωg0 :=
√
−1 ∂∂ u0,
est une métrique kählérienne TR-invariante sur TC. Nous avons alors le résultat suivant :
Théorème 4.1.15 La métrique ωg0 s’étend sur M en une métrique kählérienne TR-invariante vérifiant en plus ωg0 ∈
2π c1(M). De plus, on a que ωg0 s’étend en une forme kählérienne sur M telle que im(µu0) = Palg .
Démonstration. On pourra consulter la section 3 de [5] pour la première assertion et le théorème 4.2 de [37]
pour la seconde assertion. 
De plus, si on se donne une autre métrique kählérienne TR-invariante g telle que ωg ∈ 2π c1(M) alors
d’après le ∂∂-lemme, nous obtenons qu’il existe ψ ∈ C∞(M,R) telle que ω = ωg0 +
√
−1∂∂ψ. En remarquant
que ψ est donc T-invariant, nous avons alors, sur TC, l’égalité
ω =
√
−1 ∂∂u, où u = u0 + ψ.
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On retrouve ainsi la définition du potentiel kählérien définie à la section 4.1.4. De plus, puisque la fonction
ψ est globalement définie sur M , elle est bornée, et donc on a im(µu) = im(µu0) = Palg. On pourra consulter
[5] ou [64] pour plus de détails.
On a le corollaire suivant qui fait le lien avec la construction symplectique.
Corollaire 4.1.16 Soit (M,ω, g, J,TC, µ) une variété kählérienne compacte torique de Fano, d’application moment µ
telle que ω ∈ 2π c1(M). On peut associer à cette variété deux polytopes Psymp = µ(M) et le polytope Palg provenant
d’un éventail ∆ construit à la section précédente. Nous avons alors
P = Psymp = −Palg.
En particulier, si on écrit que
Psymp =
d⋂
r=1
{x ∈ Rn, 〈x, νr〉 ≥ −λr},
alors d est égal au cardinal de ∆(1) et pour tout r = 1, · · · , d, il existe un unique ρ ∈ ∆(1) tel que νr = bρ et λr = 1
i.e.
Psymp =
⋂
ρ∈∆(1)
{x ∈ Rn, 〈x, bρ〉 ≥ −1}. (4.20)
Démonstration. Avec les notations précédentes, puisque titi = exp(−xi) pour 1 ≤ i ≤ n, on a que µu0 = −µ.
Ceci permet de conclure. 
Groupe des automorphismes
Rappelons pour commencer que le groupe des automorphismes d’une variété complexe compacteM est
un groupe de Lie complexe de dimension finie dont l’algèbre de Lie est isomorphe à ηR(M).
Supposons qu’en plusM soit torique de Fano i.e. (M,ω, J, g,Tn, µ) est une variété kählérienne compacte
torique de Fano, et que µ est l’application moment vérifie im(µ) = −Palg. Cela signifie que l’action de Tn
s’étend en une action du tore complexe TC qui agit de manière fidèle et holomorphe sur M avec une orbite
ouverte et dense. En particulier, TC va définir un tore complexe maximal de Aut(M). De plus, comme TC
est connexe, on a que TC appartient à Aut0(M), donc nous avons
Tn 
 // TC 
 // Aut0(M) 
 // Aut(M) .
Pour décrire Aut(M)0 et son algèbre de Lie, nous allons introduire la notion de racines de Demazure.
Notons t l’algèbre de Lie de Tn.
Définition 4.1.17 Un élément a ∈ t∗ est une racine de Demazure de Palg s’il existe un unique ρa ∈ ∆(1) tel que
〈a, bρa〉 = 1 et 〈a, bρ〉 ≤ 0 pour tout ρ ∈ ∆(1) tel que ρ 6= ρa.
On note R(Palg) l’ensemble des racines de Demazure de Palg . On définit alors
S(Palg) := R(Palg) ∩ −R(Palg) = {a ∈ R(Palg) / − a ∈ R(Palg)}
et
U(Palg) = R(Palg)\S(Palg) = {a ∈ R(Palg) / a 6∈ S(Palg)}.
Avec ces notations, nous avons le résultat suivant.
Théorème 4.1.18 (Proposition 7 [18]) Le groupe Aut0(M) est isomorphe à un produit semi-directRu(M)oAutr(M)
tel que Ru(M) est le radical unipotent de Aut0(M) et Autr(M) est un groupe algébrique réductif contenant le tore
TC. De plus, si on note η(M), ηu(M), ηr(M) et η0(M) les algèbres de Lie de respectivement Aut(M), Ru(M),
Autr(M) et TC alors nous avons les décompositions suivantes :
η(M) = η0(M)⊕
⊕
α∈R(Palg)
CVα,
ηr(M) = η
0(M)⊕
⊕
α∈S(Palg)
CVα,
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ηu(M) =
⊕
α∈U(Palg)
CVα,
où pour tout α = (α1, · · · , αn) ∈ R(Palg), le champ de vecteurs Vα ∈ η(M) est un champ de vecteurs défini sur
TC = {(t1, · · · , tn) : ti ∈ C×} par :
Vα|TC =
n∏
i=1
t−αii
n∑
k=1
(bρα)k tk
∂
∂tk
. (4.21)
Pour plus de détails, on pourra par exemple consulter la section 3 de [42].
4.2 Solitons de Kähler-Ricci dans le cas torique
On fixe une variété (M,J, g0, ω0) kählérienne compacte de Fano de dimension réelle 2n. On rappelle que
le couple (g,X), composé d’un champ de vecteurs holomorphe X sur M et d’une métrique kählérienne g
sur M , est un soliton de Kähler-Ricci s’il existe une constante λ ∈ R, dite constante de Kähler-Einstein, telle que
Ric(ω)− λω = LX(ω), (4.22)
où ω est la forme de Kähler associée à g, Ric(ω) est la forme de Ricci associée à ω et LX(ω) est la dérivée
de Lie de ω dans la direction de X . La notion de soliton de Kähler-Ricci généralise la notion de métrique de
Kähler-Einstein, en effet si on prend X = 0, on retrouve l’équation de Kähler-Einstein Ric(ω) = λω.
Le fait que X soit un champ de vecteurs holomorphe et que M soit une variété de Fano compacte im-
plique, par la théorie de Hodge, qu’il existe une fonction θX ∈ C∞(M) telle que LX(ω) =
√
−1 ∂∂ θX (voir
par exemple [61, 59] et le lemme 2.5.5). Ainsi, si nous prenons les classes de cohomologie de l’équation
(4.22), nous avons alors par la proposition 2.4.4 la relation suivante :
λ[ω] = 2πc1(M).
De plus en prenant le produit extérieur de l’équation (4.22) avec ωn−1 et en intégrant, nous obtenons∫
M
Ric(ω) ∧ ωn−1 − λ
∫
M
ωn =
√
−1
∫
M
∂∂θX ∧ ωn−1.
Pour toute (1, 1)-forme réelle α, on définit sa trace par rapport à ω par la formule : (Trω α) ·ωn = 2nα∧ωn−1,
ce qui nous donne ∫
M
Trω(Ric(ω))ω
n − 2nλ
∫
M
ωn =
√
−1
∫
M
Trω(∂∂θX)ω
n.
Maintenant, par définition, on a que Scalg = Trω(Ric(ω)) et ∆g = Trω(
√
−1∂∂), ce qui nous donne∫
M
Scalg ω
n − λ
∫
M
ωn =
∫
M
∆gθX ω
n.
En remarquant que le dernier terme est nul par la formule d’intégration par partie, nous obtenons
λ =
1
2n
Scal, (4.23)
où n est la dimension complexe deM et Scal :=
∫
M
Scalg ω
n/
∫
M
ωn la courbure scalaire moyenne de (M, g)
(on rappelle que Scalg est la courbure scalaire de g).
Supposons que (M,J, g, ω,Tn, µ) soit une variété kählérienne compacte torique de Fano. On peut mon-
trer ([64]) qu’il existe un unique soliton de Kähler-Ricci (modulo l’action des automorphismes holomorphes
de M ) et que le champ de vecteurs solitonique est de la forme
X = JXa +
√
−1Xa
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où Xa est le champ de vecteurs fondamental pour l’action du tore T associé à un vecteur a ∈ t. En particulier, nous
avons
LXω = −2
√
−1 ∂∂ 〈µ, a〉. (4.24)
En effet, on a par d’une part
LXω = diXω
= d[ω(JXa +
√
−1Xa, ·)]
= d[ω(JXa, ·)] +
√
−1 d[ω(Xa, ·)]
= d[ω(JXa, ·)]−
√
−1 d2[〈µ, a〉, ·)]
= −d[g(Xa, ·)]
= −d[
n∑
i,j=1
aiHijdtj ]
= −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj ,
et d’autre part :
−2
√
−1∂∂〈µ, a〉 = −ddc〈µ, a〉
= −d[
∑
i=1n
aiJdxi] (puisque dc〈µ, a〉 = Jd〈µ, a〉)
= −d[
n∑
i,j=1
aiHijdtj ] (en utilisant l’équation (4.13))
= −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj .
Ce qui nous donne bien que
LXω = −2
√
−1∂∂〈µ, a〉 = −ddc〈µ, a〉 = −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj . (4.25)
Ainsi, en prenant la trace par rapport à la forme ω de l’équation (4.22), nous sommes ramenés à chercher les
couples (g, a) composés d’une métrique kählérienne g sur M et d’un vecteur a ∈ t vérifiant
Scalg − Scal = −2 ∆g〈µ, a〉. (4.26)
Ainsi, sur les variétés toriques, un soliton de Kähler-Ricci peut être vu comme un couple (g, a) vérifiant
l’équation (4.26). En fait, on peut montrer (voir [36, 24, 25]) que cette définition est en fait équivalente dans
le cas d’une variété torique kählérienne compacte de Fano à la définition classique d’un soliton.
Terminons en rappelant que le vecteur a ∈ t est entièrement déterminé par la combinatoire du polytope
im(µ) associé à la variété torique symplectique (M,ω,T, µ) grâce à l’annulation de l’invariant de Futaki.
Cette dernière condition s’exprime (voir la fin de la section 2 de [64] pour les détails calculatoires) de la
façon suivante :
∀f ∈ Aff(t∗,R),
∫
P
e−2〈a,x〉f dv(x) = f(p)
∫
P
e−2〈a,x〉 dv(x), (4.27)
où p est le centre privilégié de P , dv la formule volume euclidienne standard et Aff(t∗,R) l’ensemble des
fonctions affines réelles sur t∗. On pourra consulter [19, 64].
4.3 Le laplacien pondéré sur une variété torique de Fano
4.3.1 La première valeur propre du laplacien pondéré
On fixe une variété kählérienne compacte de Fano torique (M2n, J, g0, ω0,Tn, µ) telle que (g, a) soit un
soliton de Kähler-Ricci. Lorsqu’on travaille sur les solitons de Kähler-Ricci, il est important de pondérer
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le laplacien comme expliqué dans [44, 45]. Dans notre cas, en utilisant l’équation (4.24), on définit alors le
laplacien pondéré par la formule suivante :
∀v ∈ C∞(M,R), ∆g,av := ∆g + dv (∇g 〈µ, 2a〉) .
En utilisant les formules (4.17), (4.14) et (4.9), on obtient donc l’expression de ∆g,a dans les coordonnées
actions-angles :
∆g,a = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
−
n∑
i,j=1
Gij
∂2
∂ti∂tj
+ 2
n∑
i,j=1
aiHij
∂
∂xj
. (4.28)
De plus, comme nous travaillons sur des variétés kählériennes, il faut aussi tenir compte de la structure
complexe J en rajoutant un multiple du terme Bag,J donné par
∀v ∈ C∞(M,R), Bag,Jv := g (∇gv,∇ω〈µ, 2 a〉) = dv (∇ω〈µ, 2 a〉) . (4.29)
Le laplacien complexe pondéré est alors donné par la formule
∆ag,J := ∆
g,a −
√
−1Bag,J . (4.30)
Remarquons que l’on retrouve la formule (3.36) grâce au fait que hg = θX = −2〈µ, a〉 à constante près
comme il découle de l’équation (4.24). De plus, puisque la structure complexe J de la variété M est antisy-
métrique pour g, on peut étendre la définition précédente par C-linéarité aux fonctions u ∈ C∞(M,C). En
utilisant la formule (4.15), nous obtenons que
Bag,J =
n∑
j=1
2 aj
∂
∂tj
. (4.31)
d’où
∆ag,J = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
−
n∑
i,j=1
Gij
∂2
∂ti∂tj
+ 2
n∑
i,j=1
aiHij
∂
∂xj
−
√
−1
n∑
j=1
2 aj
∂
∂tj
. (4.32)
Terminons en remarque que si u et v sont des fonctions Tn-invariantes i.e. indépendantes de la variable t
alors
∆ag,J(uv) = v∆
g,au+ u∆g,av − 2
∑
i,j=1
∂u
∂xi
Hij
∂v
∂xj
. (4.33)
Maintenant, nous nous intéressons aux valeurs propres de ce laplacien et aux fonctions propres (appelées
aussi potentiels) associées i.e. on cherche des nombres complexes ν ∈ C et des fonctions non nulles f ∈
C∞(M,C) vérifiant
∆ag,Jf = ν f.
Le résultat fondamental concernant les valeurs propres du laplacien pondéré complexe ∆ag,J est le lemme 28
de [45]. En particulier, il montre que, en renormalisant l’équation (4.22) pour avoir λ = 1, la première valeur
propre est 2. Pour le compléter, nous avons alors les deux résultats nouveaux suivants qui nous donnent
des fonctions propres associées à cette première valeur propre. De plus, il généralise aussi la proposition 2.4
de [35] qui traite le cas des métriques de Kähler-Einstein sur les variétés toriques :
Lemme 4.3.1 Soit une variété torique kählérienne compacte de Fano (M2n, J, g0, ω0,Tn, µ). Alors le couple (g, a)
est un soliton de Kähler-Ricci si et seulement si modulo une constante additive on a
∀b ∈ t, 2λ〈µ, b〉 = ∆g,a〈µ, b〉,
où λ est la constante de Kähler-Einstein dans l’équation des solitons (4.22).
Démonstration. La preuve suit la démarche de la proposition 2.4 de [35] en rajoutant les termes nécessaires
dans le cas solitonique.
Soit (g, a) un soliton de Kähler-Ricci. Il existe donc λ ∈ R tel que
Ric(ω)− λω = LXω,
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où ω est la forme de Kähler de g et
X = JXa +
√
−1Xa.
Commençons par remarquer que nous avons, pour tout b ∈ t,
d [∆g〈µ, b〉] = d
[
∆g
(
n∑
i=1
bixi
)]
= −d
∑
i,j=1
bjHij,i
 (par la formule (4.17))
= −
n∑
i,j,k=1
bjHij,ikdxk
= −2 iXb Ric(ω).
De plus, nous avons aussi (voir la formule (4.25)) :
LXω = −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj , (4.34)
d’où
iXb (LXω) =
n∑
i,j,k=1
aiHij,kbjdxk
= d
 n∑
i,j=1
aiHijbj

=
n∑
i,j,k=1
aiHij,kbjdxk
= d [d〈µ, b〉 (∇g〈µ, a〉)] (par la formule (4.14)).
Ainsi nous obtenons grâce à l’équation des solitons (4.22)
d∆g,a〈µ, b〉 = iXb (−2 Ric(ω) + 2LXω)
= −2λ iXbω
= 2λd [〈µ, b〉] (grâce à la formule (4.2)).
On conclut alors en utilisant le fait que la variété M est compacte connexe donc il existe bien une constante
cb ∈ C telle que
∆g,a〈µ, b〉 = 2λ [〈µ, b〉+ cb] ,
ainsi nous obtenons bien
∆g,a (〈µ, b〉+ cb) = 2λ [〈µ, b〉+ cb] .
Réciproquement, supposons que
∀b ∈ t, ∃cb ∈ C, 2λ (〈µ, b〉+ cb) = ∆g,a (〈µ, b〉+ cb) .
Ainsi on a, en utilisant la formule (4.32), pour tout i = 1, · · · , n, où b(i) a toutes ses coordonnées nulles sauf
la i-ème,
2λ (xi + cbi) = −
n∑
j=1
Hij,j + 2
n∑
j=1
ajHji. (4.35)
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Ce qui nous donne
Ric(ω) = −
1
2
n∑
i,k,l=1
Hil,ik dxk ∧ dtl
= −
1
2
∑
i,k,l=1
∂Hil,i
∂xk
dxk ∧ dtl
=
1
2
∑
k,l=1
∂
∂xk
[
2λ (xl + cb(l) − 2
n∑
i=1
aiHil
]
dxk ∧ dtl
= λ
n∑
k=1
dxk ∧ dtk −
n∑
l,k,i=1
aiHil,k dxk ∧ dtl
= λω + LXω,
où on a posé X = JXa +
√
−1Xa (voir l’équation (4.25)). 
On peut étendre au cas complexe grâce au corollaire suivant :
Corollaire 4.3.2 Pour tout b ∈ t, la fonction 〈µ, b〉 (modulo une constante) est encore une fonction propre pour la
valeur propre 2λ pour le laplacien complexe ∆ag,J .
Démonstration. Il suffit de remarquer que Bag,J〈µ, b〉 = 0 pour tout b ∈ t par l’équation (4.31) car la fonction
〈µ, b〉 ne dépend pas des coordonnées t1, · · · , tn. 
Quitte à modifier l’application moment et donc à translater le polytope moment, on peut supposer que
la constante est nulle. Le corollaire suivant nous dit que le polytope correspondant à la constante nulle est
−Palg.
Corollaire 4.3.3 Soient (M, g, ω, J,Tn, µ) une variété torique kählérienne de Fano telle que im(µ) = −Palg et a ∈ t
tels que (g, a) soit un soliton de Kähler-Ricci. Alors pour tout b ∈ t, la fonction 〈µ, b〉 est une fonction propre pour le
laplacien pondéré ∆ag,J .
Démonstration. Pour tout b ∈ t, on sait, par le lemme 4.3.1 qu’il existe une constante cb telle que
∆ag,J〈µ, b〉 = 2λ 〈µ, b〉+ 2λ cb.
On intègre alors par rapport à eθXωng où X = JXa +
√
−1Xa et on obtient en faisant une intégration par
parties que
0 =
∫
M
∆ag,J〈µ, b〉 eθXωng = 2λ
∫
M
〈µ, b〉 eθXωng + 2λ cb
∫
M
eθXωng .
Pour conclure, il suffit donc de montrer que∫
M
〈µ, b〉 eθXωng = 0.
Puisque que θX = −2〈µ, a〉+ c̃a (voir l’équation (4.24) où c̃a est une constante, il suffit de montrer que∫
M
〈µ, b〉 e−2〈µ,a〉ωng = 0.
Rappelons que d’après l’équation (4.20), le polytope de Delzant P = Psymp = µ(M) est
P =
⋂
ρ∈∆(1)
{y ∈ Rn, 〈y, bρ〉 ≥ −1},
et qu’en particulier le centre privilégié de P est l’origine et que de plus si f est le potentiel kahlérien de
ω = 2
√
−1 ∂∂f alors
µ =
(
∂f
∂u1
, · · · , ∂f
∂un
)
.
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Ainsi nous devons montrer que∫
Rn
b∑
k=1
bk
∂f
∂uk
exp
(
−2
n∑
l=1
al
∂f
∂ul
)
det(fij) du = 0
Et en faisant le changement de variable xi =
∂f
∂ui
, nous devons finalement montrer que
∫
P
b∑
k=1
bk xk exp
(
−2
n∑
l=1
alxl
)
dx = 0.
Cette dernière intégrale est bien nulle car elle correspond à l’annulation de l’invariant de Futaki (voir l’équa-
tion (4.27)) en remarquant que le centre privilégié de im(µ) = −Palg est l’origine par définition de Palg . 
4.3.2 Théorème de décomposition pour la première valeur propre
Pour commencer, introduisons une notation pour simplifier les expressions par la suite. Pour toute fonc-
tion f ∈ C∞(M,C), si on pose ei le vecteur de Rn tel que toutes ses coordonnées soient nulles sauf la i-ième
qui est égale à 1 alors on note Xei · f := LXei f la dérivée de Lie de f dans la direction du champ de vecteur
fondamental Xei . En particulier Xei · f est une fonction appartenant à C∞(M,C). On peut alors itérer la
dérivée de Lie. On définit alors par récurrence X0ei · f = f et X
n
ei · f = Xei ·
(
Xn−1ei · f
)
pour tout n ≥ 1.
Lemme 4.3.4 Soient (M,J, g0, ω0,Tn, µ) une variété kählérienne compacte de Fano torique et (g, a) un soliton de
Kähler-Ricci. Pour toute fonction propre f ∈ C∞(M,C) du laplacien pondéré ∆g,a pour la valeur ν et pour tout
multi-indice α ∈ Nn, la fonction Xα1e1 ·X
α2
e2 · · · · ·X
αn
en · f est aussi une fonction propre pour la valeur propre ν. Le
résultat est encore vrai pour le laplacien pondéré complexe ∆ag,J .
Démonstration. Commençons par remarquer qu’en coordonnées actions-angles, nous avons
Xα1e1 ·X
α2
e2 · · · · ·X
αn
en · f |M0 =
∂|α|f |M0
∂tα
.
Maintenant, on remarque aussi par l’équation (4.28) que
ν
∂|α|f
∂tα
=
∂|α|(νf)
∂tα
=
∂|α|(∆g,af)
∂tα
=
∂|α|
∂tα
− n∑
i,j=1
∂
∂xi
(
Hij
∂f
∂xj
)
−
n∑
i,j=1
Gij
∂2f
∂ti∂tj
− 2
n∑
i,j=1
aiHij
∂f
∂xj
 .
Or les fonctions Hij et Gij ne dépendent que des variables d’action xi et les ai sont constants donc on peut
commuter la dérivée d’angle avec les autres dérivées dans l’expression et obtenir
ν
∂|α|f
∂tα
=
− n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
(
∂|α|f
∂tα
))
−
2∑
i,j=1
Gij
∂2
∂ti∂tj
(
∂|α|f
∂tα
)
− 2
n∑
i,j=1
aiHij
∂
∂xj
(
∂|α|f
∂tα
)
= ∆g,a
(
∂|α|f
∂tα
)
.
Pour étendre cette égalité à toute la variété, la fonction Xα1e1 ·X
α2
e2 · · · · ·X
αn
en · f est une fonction globalement
définie sur M et donc l’égalité précédente se lit
ν Xα1e1 ·X
α2
e2 · · · · ·X
αn
en · f |M0 = ∆
g,a
(
Xα1e1 ·X
α2
e2 · · · · ·X
αn
en · f
)
|M0 .
L’égalité s’étend alors par densité à toute la variété M . Ce qui permet de conclure.
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Dans le cas complexe, il suffit de remarquer par l’équation (4.29) que
∂|α|
(
Bag,Jf
)
∂tα
=
n∑
i=1
2 aj
∂|α|
∂tα
(
∂f
∂tj
)
=
n∑
i=1
2 aj
∂
∂|α|f
∂tα
∂tj
= Bag,J
(
∂|α|f
∂tα
)
.

L’expression des fonctions propres est alors donnée par le théorème suivant.
Théorème 4.3.5 Soit f ∈ C∞(M,C) une fonction propre du laplacien complexe pondéré ∆ag,J pour la valeur propre
2λ. Alors on peut trouver des couples (αk,mk) ∈ Cn × Nn pour 1 ≤ k ≤ d et des fonctions fk,l ∈ C∞(P 0,C) pour
1 ≤ l ≤ mk où P 0 est l’intérieur de P tels que, en coordonnées actions-angles,
f |M0 =
d∑
k=1
∑
l≤mk
fk,l t
l e〈αk,t〉. (4.36)
Démonstration. Soit f une fonction propre associé à la valeur propre 2λ. On sait que l’espace propre associé
à 2λ est de dimension finie (voir le théorème 3.5.3 où la normalisation λ = 1 a été utilisée). On a donc qu’il
existe pour tout i ∈ {1, · · · , n}, un entier pf,i > 0 et des nombres complexes ck,i ∈ C tels que
∂pf,if
∂t
pf,i
i
=
pf,i−1∑
k=0
ck,i
∂kf
∂tki
.
On peut alors résoudre cette équation en passant sous forme matricielle. En effet, en fixant i et en ne consi-
dérant que la dérivation par rapport à ti on pose :
X =
(
f f (1) · · · f (pf,i−1)
)
,
et on doit donc résoudre :
tX ′ = Ai
tX,
où Ai est la transposée de la matrice compagnon :
0 0 . . . 0 c0,i
1 0 . . . 0 c1,i
0 1
. . . 0 c2,i
...
. . . . . . . . .
...
0 0 . . . 1 cpf,i−1,i
 .
Cela implique que
tX = exp(tiAi)
tX0,
où X0 est un vecteur appartenant à (C∞(M0))pf,i et ne dépendant pas de la variable ti. Maintenant en
remarquant que les coefficients de la matrice exp(tiA) sont des combinaisons linéaires des Ti,k,l qui sont
définies par
Tk,i,l := t
l
i · exp(αi,k ti),
où les αi,k sont les di valeurs valeurs propres deAi de multiplicitémi,k et où l ∈ {0, · · · ,mi,k−1}, on obtient
donc que
f |M0 =
di∑
k=1
mi,k∑
l=0
fk,i,l · Ti,k,l
où les fk,i,l ne dépendant pas de ti. On conclut alors par récurrence en remarquant que les Ti,k,l forment
une famille libre. 
4.3. LE LAPLACIEN PONDÉRÉ SUR UNE VARIÉTÉ TORIQUE DE FANO 77
4.3.3 Le sous-espace ηR0
A partir de maintenant et pour le reste du chapitre, on fixe une variété torique kählérienne compacte de
Fano (M,J, g0,Tn, µ) et on note (X, g) l’unique soliton de Kähler-Ricci dont on note a ∈ t l’élément tel que
X = JXa +
√
−1Xa. De plus, on suppose que la constante d’Einstein est normalisée pour avoir λ = 1.
On veut étudier l’isomorphisme χ donné par le théorème 3.5.3. Rappelons que le tore compact Tn s’étend
en un tore complexe TC qui s’injecte dans le groupe Aut0(M), on note ι : TC → Aut0(M) cette injection.
Ainsi, si t est l’algèbre de Lie de T et tC l’algèbre de Lie de TC , nous obtenons que ηR0 (M) = dι(tC) est
une sous-algèbre de Lie de ηR(M) et qu’elle est aussi égale à la complexification de dι(t) i.e. ηR0 (M) =
dι(t)⊕ J dι(t). En particulier, on a que ηR0 (M) est isomorphe à t⊕
√
−1 t.
Nous avons alors le lemme suivant qui caractérise la restriction de χ−1 à ηR0 (M).
Lemme 4.3.6 L’application χ−1 restreinte à ηR0 (M) est donnée via l’isomorphisme ι par
χ−1|ηR0 : η
R
0 −→ Aff
C
0 (P )
dι(b1) + J dι(b2) 7−→ −〈µ, b2〉+
√
−1〈µ, b1〉
,
où AffC0 (P ) est l’ensemble des fonctions lisses définies sur M s’écrivant sur M0 et en coordonnées actions-angles sous
la forme 〈µ, b1〉+
√
−1〈µ, b2〉 pour (b1, b2) ∈ t× t.
Démonstration. Commençons par remarquer que AffC0 (P ) est bien inclus dans ker(∆ag,J−2I) grâce au corol-
laire 4.3.2. Grâce à l’action du tore, b1 ∈ t induit un champ de vecteursXb1 qui se trouve être égal à∇ω〈µ, b1〉
(voir formule (4.15)). Puisque g = ω(·, J ·), ce dernier est égal à J ∇g〈µ, b1〉. Ainsi si b2 ∈ t alors
√
−1 b2 in-
duit le champ de vecteurs −∇g〈µ, b2〉. Ceci permet de conclure en utilisant l’isomorphisme χ donné par le
théorème 3.5.3. 
Pour le reste de l’espace ηR(M), il est préférable de travailler avec les champs de vecteurs holomorphes
complexes, nous allons donc transporter la décomposition solitonique dans cet espace et l’étudier ensuite.
4.3.4 La décomposition solitonique complexe
Commençons par remarquer que nous pouvons traduire l’isomorphisme pour les champs de vecteurs
holomorphes. En effet, l’algèbre de Lie ηR(M) est isomorphe à η(M) via l’application X 7→ X1,0. Nous
obtenons donc l’isomorphisme
χ̃ : ker(∆ag,J − 2I) −→ η(M)
v 7−→ (∇g,Jv)1,0.
De plus, d’après le théorème 4.1.18, nous avons
η(M) = η0(M)⊕
⊕
α∈R(Palg)
CVα.
Or, l’espace η0(M), qui est isomorphe à ηR0 (M) via X 7→ X1,0 étant déjà compris, grâce au lemme 4.3.6, on
est donc ramené à rechercher une fonction vα ∈ C∞(M,C) telle que{
(∇g,Jvα)1,0 =Vα
(∆ag,Jvα − 2 vα)= 0.
(4.37)
Résolution locale du système (4.37)
Maintenant, on considère les coordonnées logarithmiques sur TC i.e. ti = exp(zi) où zi = ui +
√
−1vi.
Dans ce système, nous obtenons, par l’équation (4.21), que
Vα|TC = exp (〈−α, z〉)
n∑
k=1
(bρα)k
∂
∂zk
,
où la notation 〈α, z〉 désigne, avec α = (α1, · · · , αn),
〈α, z〉 =
n∑
i=1
αi
(
ui +
√
−1vi
)
.
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On cherche donc une fonction vα ∈ C∞(M,C) solution du système d’équations (4.37). Commençons par
remarquer que nous avons
ω((∇g,Jvα)1,0, ·) =
√
−1 ∂vα,
et donc nous devons avoir
ω(Vα, ·) =
√
−1 ∂vα.
Si on se place dans le système de coordonnées actions-angles, nous obtenons donc que
∀j = 1, · · · , n, ∂vα
∂zj
= 2
n∑
i=1
∂2f
∂zi∂zj
(exp (〈−α, z〉) (bρα)i) ,
où on rappelle que f est le potentiel kählérien de ω (voir l’équation (4.6)). En particulier, cela nous dit que
vα|M0 = 2
n∑
i=1
∂f
∂zi
(bρα)i exp [〈−α, z〉] + v0α
=
n∑
i=1
∂f
∂ui
(bρα)i exp [〈−α, z〉] + v0α (puisque le potentiel kählérien est Tn-invariant)
= 〈µ, bρα〉 exp
(
〈−α,∇φ+
√
−1t〉
)
+ v0α (par l’équation (4.19))
où φ est le potentiel symplectique (voir le théorème 4.1.9) de g et v0α est une fonction holomorphe sur M0.
Il reste à déterminer v0α. Pour cela, on utilise la seconde équation de (4.37). On pose alors
v′α = 〈µ, bρα〉 e〈−α,∇φ+
√
−1t〉
et on calcule
∆ag,Jv
′
α − 2v′α.
Remarquons que nous avons, grâce à l’équation (4.33) et au corollaire 4.3.3,
∆ag,Jv
′
α = ∆
a
g,J
(
〈µ, bρα〉 exp〈−α,∇φ−
√
−1t〉
)
= ∆ag,J (〈µ, bρα〉 exp〈−α,∇φ〉) exp〈α,
√
−1t〉+ (〈µ, bρα〉 exp〈−α,∇φ〉) ∆ag,J
(
exp〈α,
√
−1 t〉
)
= ∆ag,J (〈µ, bρα〉) exp〈−α,∇φ〉) exp〈α,
√
−1t〉+ (〈µ, bρα〉) ∆ag,J (exp〈−α,∇φ〉) exp〈α,
√
−1t〉
+ (〈µ, bρα〉 exp〈−α,∇φ〉) ∆ag,J
(
exp〈α,
√
−1 t〉
)
= 2 (〈µ, bρα〉) exp〈−α,∇φ〉) exp〈α,
√
−1t〉+ (〈µ, bρα〉) ∆ag,J (exp〈−α,∇φ〉) exp〈α,
√
−1t〉
+ (〈µ, bρα〉 exp〈−α,∇φ〉) ∆ag,J
(
exp〈α,
√
−1 t〉
)
. (4.38)
De plus, nous avons, par l’équation (4.32) et puisque 〈α+
√
−1t〉 ne dépend pas de x1, · · · , xn,
∆ag,J
(
exp〈α,
√
−1 t〉
)
=
(
tαGα+ 2〈α, a〉
)
exp〈α,
√
−1t〉. (4.39)
En utilisant à nouveau l’équation (4.32) et en se souvenant que la matrice de G est la matrice hessienne de
φ,
∆ag,J (exp〈−α,∇φ〉) = −
(
tαGα+ 2〈α, a〉
)
exp〈−α,∇φ〉. (4.40)
Nous avons donc finalement, à l’équation (4.38), que
∆ag,Jv
′
α = 2v
′
α + 2〈α, bρα〉 exp〈−α,∇φ−
√
−1t〉. (4.41)
Or 〈α, bρα〉 = 1 (puisque α est une racine de Demazure, voir la définition 4.1.17) donc nous avons finale-
ment :
∆ag,Jv
′
α − 2v′α = 2 exp〈−α,∇φ−
√
−1t〉.
Remarquons alors que, grâce aux équations (4.39) et (4.40),
∆ag,J
(
exp〈−α,∇φ−
√
−1t〉
)
= 0.
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Donc finalement
∆ag,J
(
v′α + exp〈−α,∇φ−
√
−1t〉
)
= 2
(
v′α + exp〈−α,∇φ−
√
−1t〉
)
.
Nous posons alors la fonction suivante :
vα := (〈µ, bρα〉+ 1) exp〈−α,∇φ+
√
−1t〉 ∈ C∞(M0,C).
On l’appellera la fonction de racine α.
Théorème 4.3.7 La fonction de racine α est une solution locale i.e. sur M0 au système d’équations (4.37).
Démonstration. La seconde équation de (4.37) est vraie d’après ce qui précède, il s’agit donc de regarder si
le terme additif
v0α = exp〈−α,∇φ+
√
−1t〉
n’interfère pas dans la résolution de la première équation. Or en coordonnées logarithmiques ce terme s’écrit
v0α = exp〈−α, z〉.
Cette fonction est clairement holomorphe sur M0. Ceci permet de conclure. 
Résolution globale du système (4.37)
On veut maintenant trouver une fonction appartenant à C∞(M,C) qui vérifie le système d’équations
(4.37). On va donc montrer le résultat suivant.
Théorème 4.3.8 La fonction vα ∈ C∞(M0,C) s’étend en une fonction appartenant à C∞(M,C).
Démonstration. Dans un premier temps, nous allons montrer que vα est une fonction continue sur la variété
M . On sait que la fonction vα a pour expression
vα = (〈µ, bρα〉+ 1) exp〈−α,∇φ+
√
−1t〉.
Or la théorie des potentiels symplectiques (voir le théorème 4.1.9), nous dit que φ peut s’écrire
φ = φ0 + h,
où φ0 est le potentiel de Guillemin (voir l’équation (4.10)) et h ∈ C∞(U,R) avec U ouvert de Rn contenant
P . Ainsi, on peut écrire
vα = (〈µ, bρα〉+ 1) exp〈−α,∇φ0〉 · exp〈−α,∇h+
√
−1t〉.
Remarquons tout de suite que exp〈−α,∇h +
√
−1t〉 s’étend en une fonction continue sur P × Tn. Pour le
terme restant, en utilisant l’expression du potentiel de Guillemin (voir l’équation (4.10)), on obtient que
(〈µ, bρα〉+ 1) exp〈−α,∇φ0〉 = e
− 12 〈α,
∑
ρ∈∆(1) bρ〉 (〈µ, bρα〉+ 1)
∏
ρ∈∆(1)
(〈µ, bρ〉+ 1)−
1
2 〈α,bρ〉 .
Par les propriétés des racines de Demazure (voir la définition 4.1.17), nous avons
〈α, bρα〉 = 1, 〈α, bρ〉 ≤ 0 ∀ρ 6= ρα.
Ceci permet d’étendre (par la même formule) de manière continue la fonction (〈µ, bρα〉+ 1) exp〈−α,∇φ0〉
au bord du polytope. Nous avons donc montré que vα définit une fonction continue sur P × Tn. De plus,
nous avons
∀t ∈ Tn, ∀F ∈ F(P ), ∀x ∈ F, ∀ρ ∈ IF , vα(x, bρ + t) = vα(x, t).
En effet, il y a deux cas à traiter :
• Supposons que 〈α, bρ〉 = 0 alors par définition la fonction vα vérifie la propriété demandée.
• Il reste à traiter le cas où 〈α, bρ〉 6= 0. Dans ce cas, la fonction vα est nulle sur la face correspondante
donc la propriété est vérifiée.
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Ainsi, nous obtenons que vα induit (par la même expression) une fonction continue sur F × Tn/TF et donc
nous obtenons que vα définit une fonction continue sur l’espace
⊔
F∈F(P ) F × Tn/TF .
Pour conclure, on sait (voir par exemple la section 2.1 de [34]) que l’espace topologique sous-jacent à la
variété M peut se décrire comme
M '
 ⊔
F∈F(P )
F × Tn/TF
 / ∼
où (x, t) ∈ F ×Tn/TF ∼ (x′, t′) ∈ F ′×Tn/TF ′ si et seulement si x = x′ et t = t′ mod TF∩F ′ . Il faut et suffit
donc de montrer que si (x, t) ∈ F × Tn/TF ∼ (x′, t′) ∈ F ′ × Tn/TF ′ alors vα(x, t) = vα(x, t′). Ce qui est le
cas par définition de la fonction vα.
Maintenant, on va montrer que la fonction vα est lisse. Pour cela, on remarque qu’elle définit une fonction
lisse sur M0 qui vérifie
(∇g,Jvα)1,0 = Vα sur M0.
Or on sait (par la théorie de Hodge) qu’il existe une fonction θVα ∈ C∞(M,C) telle que
(∇g,JθVα)1,0 = Vα sur M,
et donc par restriction sur M0. Cela signifie que sur M0, nous avons
∂ [θVα − vα] = 0.
Cela signifie qu’il existe une fonction holomorphe θ0α définie sur M0 tel que
θVα − vα = θ0α.
Le membre de gauche étant borné puisque continu sur la variété compacteM , nous obtenons que θ0α est une
constante et donc par densité nous obtenons que θVα = vα modulo une constante additive sur M et donc vα
est aussi lisse. 
Nous pouvons résumer ce que nous venons de démontrer dans le théorème suivant.
Théorème 4.3.9 Soit (M,ω0, J,Tn, µ) une variété torique kählérienne compacte de Fano telle que P := im(µ) soit
le polytope algébrique associé dont on note R(P ) l’ensemble de ses racines de Demazure. Supposons que (g, a) soit un
soliton de Kähler-Ricci tel que sa constante de Kähler-Einstein soit égale à 1 sur la variété complexe (M,J).
• Nous avons la décomposition suivante :
ker
(
∆ag,J − 2I
)
= AffC0 ⊕
⊕
α∈R(P )
C ṽα,
où AffC0 est l’ensemble des fonctions lisses sur M s’écrivant sous la forme 〈x, b1〉 +
√
−1〈x, b2〉 où (b1, b2) ∈
t× t et ṽα est la fonction appartenant à C∞(M,C) telle qu’en coordonnées action-angles (x,t)
ṽα|M0 = (〈x, bρα〉+ 1) e−〈α,∇φ−
√
−1 t〉,
où φ est le potentiel symplectique associé à g.
• De plus, si on note Vγi les espaces propres de la décomposition solitonique et χ l’isomorphisme entre ker
(
∆ag,J − 2I
)
et ηR(M) du théorème 3.5.3, alors nous avons
χ−1(V0) = Aff
C
0 ⊕
⊕
α∈R(P ),〈α,a〉=0
C ṽα
et pour tout i ≥ 1,
χ−1(Vγi) =
⊕
α∈R(P ), 2〈α,a〉=γi
C ṽα.
• En particulier, les fonctions ṽα sont des fonctions propres de l’opérateur ∆ag,−J − 2I pour la valeur propre
4〈α, a〉.
Démonstration. Le premier point est une conséquence de la discussion qui précède. Le second point est une
conséquence de l’isomorphisme χ énoncé dans le théorème 3.5.3 et du fait que les ṽα sont bien des solutions
au système d’équations (4.37). Le troisième point est alors un calcul direct. 
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4.4 Exemples de décompositions solitoniques dans le cas torique
4.4.1 L’espace projectif
L’exemple le plus simple est de considérer l’espace projectif. Pour encore plus de simplicité, on va se
limiter à CP2 avec sa structure complexe standard, sa métrique de Fubini-Study et l’action de Tn donnée
par (t1, t2) · [z0, z1, z2] = [z0, t1 z1, t2 z2]. Le polytope de Delzant est alors donné (voir [1]) par
P =
3⋂
i=1
{
x ∈ R2 : 〈x, bi〉+ 1 ≥ 0
}
où R2 est muni de sa base canonique (e1, e2) et de son produit scalaire usuel permettant de l’identifier avec
son dual, et
b1 := e1 , b2 := e2, b3 := −e1 − e2.
De plus, on sait que la métrique de Fubini-Study de CP2 est une métrique de Kähler-Einstein dont le
potentiel symplectique est le potentiel de Guillemin φ0 donné par
φ0 =
1
2
3∑
r=1
lr ln lr,
où on a posé lr := 〈x, br〉+ 1. On pourra consulter [35] ou [1]. Nous obtenons alors que
∇φ0 =
1
2
3∑
r=1
(1 + ln lr) br =
1
2
ln
x1 + 1
1− x1 − x2
e1 +
1
2
ln
x2 + 1
1− x1 − x2
e2.
On veut maintenant déterminer la décomposition solitonique. Il faut donc déterminer les racines de Dema-
zure :
1. On cherche α ∈ Z2 tel que  〈α, e1〉 = 1〈α, e2〉 ≤ 0〈α,−e1 − e2〉 ≤ 0
On obtient deux racines :
α1,1 := e1, α1,2 := e1 − e2.
2. De même on obtient :
α2,1 := e2, α2,2 := −e1 + e2.
3. On doit terminer en résolvant :  〈α, e1〉 ≤ 0〈α, e2〉 ≤ 0〈α,−e1 − e2〉 = 1
On obtient aussi deux racines :
α3,1 := −e1, α3,2 := −e2.
Cela nous donne donc la liste de fonctions propres suivantes :
vα1,1 := (x1 + 1)
1/2
(1− x1 − x2)1/2 e−
√
−1t1 ,
vα1,2 := (x1 + 1)
1/2
(x2 + 1)
1/2
e−
√
−1(t1−t2),
vα2,1 := (x2 + 1)
1/2
(1− x1 − x2)1/2 e−
√
−1t2 ,
vα2,2 := (x2 + 1)
1/2
(x1 + 1)
1/2
e−
√
−1(t2−t1),
vα3,1 := (x1 + 1)
1/2
(1− x1 − x2)1/2 e
√
−1t1 ,
vα3,2 := (x2 + 1)
1/2
(1− x1 − x2)1/2 e
√
−1t2 .
Remarquons que puisqu’il s’agit d’une métrique de Kähler-Einstein, ces fonctions propres correspondent
aux fonctions propres du laplacien usuel comme calculées par exemple dans le chapitre 3 section C de [6]
mais exprimées dans le système de coordonnées actions-angles.
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4.4.2 CP2 éclaté en un point
On considère le cas où la variété complexe M est CP2 éclaté en un point, que nous noterons par la suite
M1. On sait (voir chapitre 1 de [27]) que le polytope P associé à cette variété torique est le trapèze τ̃ donné
par :
τ̃ =
{
x ∈ R2 : ∀i = 1, · · · , 4 〈x, νi〉 ≥ −1
}
,
où
ν1 := e2, ν2 := −e1, ν3 := e1, ν4 := e1 − e2.
On peut déjà calculer les racines de Demazure de ce trapèze :
α1,1 := e2, α2,1 := −e1, α2,2 := −e1 − e2, α4,1 := −e2.
De plus, on devra considérer le trapèze τ qui se trouve être le trapèze translaté du trapèze τ̃ par le vecteur
(2, 1). On montre alors que σ : (x, y) ∈ [1, 3]× [0, 1] 7→ (x, xy) ∈ τ̃ est un difféomorphisme. Cela entraîne que
M1 est une variété torique de Calabi. Avant de définir cette notion, nous avons besoin de la définition d’un
trapèze de Calabi.
Définition 4.4.1 Un trapèze de Calabi est un polytope de R2 qui est égal à l’image d’un rectangle [α1, α2]×[β1, β2] ⊂
R2 avec α1 > 0 et β1 ≥ 0 par l’application σ : (x, y) 7→ (x, xy).
On fixe maintenant un trapèze de Calabi donné par l’image d’un rectangle [α1, α2] × [β1, β2]. On peut
alors écrire les normales à chaque arête sous la forme
uα1 = Cα1
(
α1
0
)
, Cα1 > 0
uα2 = Cα2
(
α2
0
)
, Cα2 < 0
uα1 = Cβ1
(
β1
−1
)
, Cβ1 < 0
uβ2 = Cβ2
(
β2
−1
)
, Cβ2 > 0.
Ainsi le couple formé du trapèze de Calabi et ses vecteurs normaux (appelé trapèze de Calabi étiqueté dans
l’article [35]) est entièrement déterminé par 8 paramètres :
(α1, α2, β1, β2, Cα1 , Cα2 , Cβ1 , Cβ2).
Si on prend le trapèze de Calabi dont les paramètres sont (1, 3, 0, 1, 1,− 13 ,−1, 1), alors on retrouve le
polytope τ̃ associé à M1. On notera µ l’application moment telle que imµ = τ et µ̃ l’application moment
telle que im µ̃ = τ̃ . En particulier, on a µ̃ = µ− (2, 1).
Terminons en rappelant le résultat fondamental qui nous servira par la suite à chercher les solitons de
Kähler-Ricci.
Définition 4.4.2 Soit (M,ω, J,T2, µ) une variété torique kählérienne compacte connexe de dimension réelle 4. On
dit que M est torique de Calabi s’il existe deux fonctions T2-invariantes x et y ∈ C∞(M) strictement positives telles
que l’application moment µ soit donnée par µ = (x, xy). On appelle alors (x, y) les coordonnées de Calabi.
On remarque que le polytope associé à M est alors un trapèze de Calabi. Nous avons la proposition 4.9
de [35].
Proposition 4.4.3 Soit (M,ω, J,T2, µ) une variété torique de Calabi ayant pour polytope le trapèze de Calabi donné
par les paramètres (α1, α2, β1, β2, Cα1 , Cα2 , Cβ1 , Cβ2) et ayant pour coordonnées de Calabi (x, y). Remarquons que
Imx = [α1, α2] et Im y = [β1, β2]. On pose (t, s) les deux cordonnées d’angles correspondantes sur M0. Alors nous
avons qu’il existe deux fonctions A ∈ C∞(M) et B ∈ C∞(M) telles que
• les fonctionsA etB ne dépendent respectivement que de la variable x et y et sont strictement positives surM0,
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• la métrique g, dite métrique de Calabi, a une expression particulière sur M0 :
g|M0 =
x
A(x)
dx2 +
x
B(y)
dy2 +
A(x)
x
(dt+ yds)2 + xB(y)ds2, (4.42)
• on a les conditions au bord suivantes pour i = 1, 2 :
A(αi) = 0, B(βi) = 0, (4.43)
et
A′(αi) =
2
Cαi
, B′(βi) =
2
Cβi
. (4.44)

De plus, on montre alors que
Scalg =
A′′(x) +B′′(y)
x
et
Scal :=
4
α1 + α2
(
1
α2 − α1
(
1
Cα1
−
1
Cα2
)
−
1
β2 − β1
(
1
Cβ1
−
1
Cβ2
))
.
La recherche de solitons de Kähler-Ricci à l’aide du théorème précédent est faite dans l’article [36] où il est
montré le résultat suivant (lemme 3.8).
Lemme 4.4.4 Supposons que g est une métrique torique de Calabi pourA ∈ C∞([α1, α2]) etB ∈ C∞([β1, β2]). Pour
tout a ∈ t, en écrivant 〈µ, a〉 = a1x+ a2xy, le couple (g, a) est un soliton de Kähler-Ricci si
−A′′(x)− 2a1A′(x)− xScal = m, B′′(y) = m, (4.45)
où m =
1
β2 − β1
(
2
Cβ1
−
2
Cβ2
)
. En particulier, on a que a2 = 0.
Remarque. Nos conventions sont différentes d’où la différence de signes dans l’équation (4.45).
Revenons à CP2 éclaté en 1 point. On sait qu’il n’admet pas de métriques de Kähler-Einstein (voir [55])
donc on doit chercher à résoudre l’équation (4.45) avec a1 6= 0. Rappelons que les paramètres de Calabi sont
donnés par
(1, 3, 0, 1, 1,−
1
3
,−1, 1).
Un calcul direct nous donne que
m = −4, (4.46)
et
Scal = −4. (4.47)
On peut alors résoudre l’équation (4.45) et on obtient :
A(x) =
− 1
a13
[(
a1
2 −
1
2
)
exp(−2a1 (x− 1)) + a12 x2 − (2a12 + a1)x+
(
a1 +
1
2
)]
, (4.48)
et la fonction B a pour expression
B(y) = −2 (y − 1) y = −2y2 + 2y. (4.49)
On peut aussi calculer a1 grâce à l’invariant de Futaki et on obtient que a1 est la solution non nulle de(
a21 −
1
2
)
exp(−4a1) + 3 a21 − 2 a1 +
1
2
= 0. (4.50)
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On peut alors calculer la matrice H associée au potentiel symplectique du soliton. Pour cela, on rappelle
que nous avons (voir le lemme 3.8 de [36])
H(x, y) =
1
x
(
A(x) y A(x)
y A(x) x2B(y) + y2A(x),
)
Cette fonction H peut aussi s’écrire sous la forme
H(µ1, µ2) =
1
µ1

A(µ1)
µ2
µ1
A(µ1)
µ2
µ1
A(µ1) µ
2
1B(µ1, µ2) +
(
µ2
µ1
)2
A(µ1),
 (4.51)
On calcule alors la matrice G inverse de la matrice H :
G =

x
A(x)
+
y2
xB(y)
−
y
xB(y)
−
y
xB(y)
1
xB(y)
 =

µ1
A(µ1)
+
µ22
µ31B(µ1, µ2)
−
µ2
µ21B(µ1, µ2)
−
µ2
µ21B(µ1, µ2)
1
µ1B(µ1, µ2)
 ,
où
A(µ1) =
− 1
a3
[(
a2 −
1
2
)
exp(−2a (µ1 − 1)) + a2 µ21 − (2a2 + a)µ1 +
(
a+
1
2
)]
et
B(µ1, µ2) = −2
(
µ2
µ1
)2
+ 2
(
µ2
µ1
)
.
On peut alors se ramener au polytope algébrique en utilisant l’expression
µ = µ̃+ (2, 1).
Notons φ le potentiel symplectique associé à la métrique de Calabi telle que la matrice G ci-dessus soit la
matrice hessienne de φ. Nous obtenons que les fonctions propres sont données par
vα1,1 := (µ̃2 + 1) · e(∇φ)2+
√
−1 t2 ,
vα2,1 := (−µ̃1 + 1) · e(∇φ)1−
√
−1 t1 ,
vα2,2 := (−µ̃1 − µ̃2 + 1) · e(∇φ)1+(∇φ)2−
√
−1 (t1+t2),
vα4,1 := (−µ̃2 + 1) · e(∇φ)2−
√
−1 t2 .
Chapitre 5
Existences de solitons de Kähler-Ricci
dans les variétés horosphériques
5.1 Les variétés horosphériques
Dans cette section, nous faisons quelques rappels sur la théorie des groupes algébriques et sur les va-
riétés horosphériques. Une bonne référence pour la théorie des groupes est [54]. Pour la notion de variété
horosphérique, on renvoie à [47, 62].
5.1.1 Groupe réductif
Soit G un groupe algébrique linéaire connexe complexe i.e. G est un sous-groupe algébrique connexe de
GLN (C). On définit le sous-groupe dérivé D(G) du groupe G comme le sous-groupe engendré par les com-
mutateurs de G i.e. les éléments de la forme [g, h] := ghg−1h−1 pour g et h des éléments de G. On peut alors
définir la suite dérivée (Dn(G))n∈N par
∀n ≥ 1, D0(G) = G, Dn(G) = D
(
Dn−1(G)
)
.
On dit alors que G est résoluble s’il existe n ∈ N telle que Dn(G) = {e}. De plus, on définit le radical R(G)
du groupe G comme le sous-groupe distingué connexe résoluble de G maximal pour ces propriétés et pour
l’inclusion.
Maintenant, un groupe algébrique linéaire complexe connexe G est dit unipotent s’il est isomorphe à un
sous-groupe fermé de UTn où UTn est le sous-groupe de GLn(C) formé des matrices triangulaires supé-
rieures dont tous les coefficients diagonaux sont égaux à 1. On définit le radical unipotent Ru(G) du groupe
G comme le sous-groupe distingué connexe unipotent deGmaximal pour ces propriétés et pour l’inclusion.
Définition 5.1.1 On dit qu’un groupe algébrique linéaire complexe connexe G est réductif siRu(G) = {e} et que G
est semi-simple si R(G) = {e}.
Puisque Ru(G) ⊂ R(G) alors nous avons directement que si G est semi-simple alors G est réductif. De
plus, nous avons la définition équivalente suivante :
Proposition 5.1.2 ([51]) Soit K un sous-groupe compact maximal de G. Alors G est réductif si et seulement si G est
isomorphe à la complexification de K.
Ainsi, si on note K un sous-groupe compact maximal de G tel que G soit la complexification de K, alors
si nous notons l’algèbre de Lie de K par k, nous obtenons
g = k⊕ Jk,
où J est la structure complexe de g.
Terminons avec cette proposition qui nous donne la décomposition de l’algèbre de Lie des groupes
réductifs.
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Proposition 5.1.3 ([54]) Soit G un groupe réductif. Alors R(G) est la composante connexe de l’identité du centre
Z(G) du groupe G etR(G) se trouve être alors un tore. De plus, D(G) est un sous-groupe semi-simple de G et G est
le quotient de D(G)×R(G) par un sous-groupe central fini. Et nous avons alors
g = Z(g)⊕ [g, g].
Maintenant, on considère un tore maximal T de G. On note Φ ⊂ X(T ) le système de racines de (G,T ) où
X(T ) est le groupe des caractères algébriques de T i.e. des morphismes de groupes algébriques T −→ C∗. On
rappelle que nous avons la décomposition en racines :
g = t⊕
⊕
α∈Φ
gα
où t est l’algèbre de Lie de T et pour tout α ∈ X(T ), gα := {x ∈ g : ∀h ∈ t ad(h)(x) = α(h)x, } de sorte que
gα soit une droite complexe si et seulement si α ∈ Φ. Pour la suite, on rappelle ici que l’on définit le groupe
de Weyl de G par rapport à T par
W = W (G,T ) := NG(T )/T,
où NG(T ) est le normalisateur de T dans G i.e. NG(T ) := {g ∈ G / gTg−1 = T}.
5.1.2 Sous-groupe de Borel et paraboliques
On garde les notations introduites dans la section précédente. Puisque Φ contient à la fois α et −α,
nous voulons définir la notion de racines positives (et négatives). Pour cela, nous utilisons la notion de
sous-groupe de Borel. Rappelons qu’un sous-groupe de Borel B est un sous-groupe fermé connexe résoluble
maximal pour ces propriétés et pour l’inclusion et qu’il est unique à conjugaison près. Maintenant, si nous
prenons un sous-groupe de Borel B de G contenant T alors nous pouvons définir Φ+ := Φ+(B) l’ensemble
des racines positives définies par B par
b = t⊕
⊕
α∈Φ+
gα,
On définit alors les racines négatives Φ− := Φ−(B) de Φ associé à B par
Φ = Φ+ t Φ−,
et on a donc
Φ− = −Φ+ i.e. α ∈ Φ+ ⇐⇒ −α ∈ Φ−.
De plus, il existe un unique sous-groupe de Borel B− de G appelé le sous-groupe Borel opposé à B par rapport
à T vérifiant B ∩B− = T . Nous avons donc
Φ+(B−) = Φ−(B).
Remarquons aussi que nous avons la décomposition suivante pour les algèbres de Lie de B et B− :
b− = t⊕
⊕
α∈Φ−
gα = t⊕
⊕
α∈Φ+
g−α.
Terminons en remarquant que si on note U le sous-groupe unipotent maximal de B alors son algèbre de Lie
est
u =
⊕
α∈Φ+
gα.
Maintenant on introduit la notion de sous-groupe parabolique. Pour cela, on commence par définir l’en-
semble Σ des racines simples comme l’ensemble des racines de Φ+ qui ne peuvent pas s’écrire comme somme
de deux autres éléments de Φ+. Les sous-groupes paraboliques sont alors paramétrés par les sous-ensembles
I de Σ. Si on se donne un tel sous-ensemble I et si on note ΦI le sous-ensemble de Φ engendré par les racines
contenus dans I alors le sous-groupe parabolique contenant B associé I sera noté P := PI et est défini comme
le sous-groupe fermé connexe de G dont l’algèbre de Lie est
p = t⊕
⊕
α∈Φ+∪ΦI
gα.
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On pose alors
ΦP := Φ
+ ∪ ΦI .
On peut définir le sous-groupe parabolique opposé à P , que l’on notera Q := QI , comme le sous-groupe para-
bolique associé à I pour le sous-groupe de Borel B− i.e. le sous-groupe connexe fermé d’algèbre de Lie
q = t⊕
⊕
α∈Φ−∪ΦI
gα.
Rappelons qu’un sous-groupe fermé L de P est dit sous-groupe de Levi si la multiplication L× RU (P )→ est
un isomorphisme de variétés. Dans notre cas, on montre que L = P ∩ Q est un sous-groupe de Levi de P
qui se trouve être le sous-groupe de Lie connexe fermé dont l’algèbre de Lie est
l = t⊕
⊕
α∈ΦI
gα.
Maintenant, on définit l’ensemble Φ+P comme l’ensemble des racines deG qui ne sont pas dans ΦQ = Φ
−∪ΦI
i.e. on a
Φ+P t ΦQ = Φ.
De manière équivalente, cela revient à définir Φ+P comme l’ensemble des racines de P qui ne sont pas dans
ΦL = ΦI i.e.
Φ+P t ΦL = ΦP .
En particulier, on voit que Φ+P est l’ensemble des racines du radical unipotent U de P , que nous avons donc
Φ = Φ+P t ΦL t Φ
+
Q,
et que
Φ+Q = −Φ
+
P .
Terminons en définissant
2ρP =
∑
α∈Φ+P
α.
5.1.3 Sous-groupes horosphériques et espaces homogènes horosphériquse
Sous-groupe horosphérique
On garde encore les notations précédentes. Nous pouvons alors passer à la définition d’un sous-groupe
horosphérique :
Définition 5.1.4 Soit H un sous-groupe algébrique fermé d’un groupe algébrique linéaire complexe connexe réductif
G. On dit que H est un sous-groupe horosphérique de G si H contient le radical unipotent U d’un sous-groupe de
Borel B.
La proposition suivante permet de construire des sous-groupes horosphériques à l’aide de sous-groupes
paraboliques. Pour cela, on rappelle que NG(H) := {g ∈ G / gHg−1 = H} est appelé le normalisateur de H
dans G.
Proposition 5.1.5 ([46]) Supposons que H est un sous-groupe horosphérique de G. Si on pose P := NG(H) alors
P est un sous-groupe parabolique de G contenant le sous-groupe de Borel B, et le quotient P/H = T/T ∩ H est
un tore. Réciproquement, si H est un sous-groupe algébrique fermé connexe de G tel que NG(H) est un sous-groupe
parabolique P de G et P/H est un tore, alors H est horosphérique. Nous avons alors que la fibration
G/H −→ G/P.
de fibre P/H est une fibration en tore au dessus d’une variété de drapeaux généralisés.
Nous obtenons alors la décomposition suivante de l’algèbre de Lie de H :
h = t0 ⊕
⊕
α∈ΦP
gα, où t0 = t ∩ h.
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Espace homogène horosphérique
Maintenant, on remarque siH est horosphérique alorsG/H est un espace homogène, ce qui nous conduit
à la définition suivante :
Définition 5.1.6 Supposons que H est un sous-groupe horosphérique de G, alors on dit que G/H est un espace
homogène horosphérique.
Étudions un peu cet espace homogèneG/H . Le normalisateur P := NG(H) agit surG/H par multiplication
à droite par l’inverse. De plus, H est inclus dans P et agit de manière triviale. On peut alors définir une
action de G× P/H sur G/H de la manière suivante :
(g, pH) · xH = gxp−1H.
De plus, on remarque que le groupe d’isotropie de eH est donné par {(p, pH) ∈ G × P/H : p ∈ P}. On
appelle ce groupe diag(P ) qui se trouve être isomorphe à P par la première projection.
5.1.4 Groupes des caractères et sous-groupes à un paramètre
Comme à l’accoutumée, on garde les notations introduites dans les sections précédentes. On pose
a = t ∩ Jk.
Nous avons une identification entre a et N(T )⊗ZR où N(T ) est le groupe des sous-groupes à un paramètres
de T i.e. λ ∈ N(T ) si et seulement si λ : C× −→ T est un morphisme de groupes algébriques. L’identification
est alors donnée par la dérivée au point 1 de la restriction de λ à R+∗ . Cela permet d’obtenir
a ' N(T )⊗Z R.
De plus, comme T∩H définit un sous-tore de T alors N(T∩H) définit un sous-réseau de N(T ) correspondant
aux sous-groupes à un paramètre qui sont triviaux sur T ∩ H . Nous obtenons donc l’existence d’un sous-
espace vectoriel réel a0 de a tel que a0 = N(T ∩H)⊗Z R et tel que
t0 = a0 ⊕ Ja0.
Rappelons que [g, g] est l’algèbre de Lie du groupe D(G) qui est semi-simple et donc la forme de Killing
κ de g définit un produit scalaire (·, ·) sur a ∩ [g, g]. De plus κ est nulle sur z(g). Ainsi on peut définir un
produit scalaire global a en prenant un produit scalaire invariant par le groupe de Weyl W sur a ∩ Z(g) et
en supposant a∩Z(g) et a∩ [g, g] sont orthogonaux pour (·, ·). On définit alors a1 l’orthogonal de a0 pour le
produit scalaire (·, ·) et nous avons
t = a0 ⊕ a1 ⊕ Ja0 ⊕ Ja1,
et
p/h ' a1 ⊕ Ja1.
Enfin, nous rappelons qu’il existe un accouplement naturel 〈·, ·〉 entre N(T ) et X(T ) défini par χ ◦ λ(z) =
z〈λ,χ〉. De plus, l’accouplement naturel entre X(T ) ⊗Z R et N(T ) ⊗Z R obtenu par extension R-linéaire peut
être vu comme 〈χ, a〉 = lnχ(exp a) pour tout χ ∈ X(T ) et a ∈ a ' N(T ) ⊗Z R. Puisque (·, ·) est un produit
scalaire, pour χ ∈ X(T ), nous définissons tχ comme l’élément unique de a tel que
∀a ∈ a, (χ, a) = 〈χ, a〉. (5.1)
On peut grâce à cette dernière égalité définir pour tout α ∈ Φ, le générateur eα de la droite complexe gα tel
que [eα, e−α] = tα où tα est donc l’unique élément de a tel que pour tout a ∈ a, (tα, a) = 〈α, a〉. Terminons
cette section par la décomposition polaire.
Proposition 5.1.7 ([16]) L’image de a1 dans G par l’application exponentielle est un domaine fondamental pour
l’action de K × H sur G où K agit par multiplication à gauche et H par multiplication par l’inverse à droite. Par
conséquent, on obtient que {exp(a)H / a ∈ a1} ⊂ G/H est un domaine fondamental pour l’action de K sur G/H .
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5.1.5 Variété horosphérique
Plongement horosphérique
Commençons par rappeler la définition d’un plongement homogène et d’une variété homogène.
Rappelons qu’une G-variété algébrique complexe est un schéma réduit de type fini sur C muni d’une
action algébrique de G.
Définition 5.1.8 Une G-variété algébrique complexe normale X sera dit G-sphérique si elle admet une B-orbite
ouverte et dense.
Notons que X est alors connexe.
On s’intéresse alors à une sous-classe des variétés sphériques, celle des variétés horosphériques.
Définition 5.1.9 Une G-variété sphérique X sera dite horosphérique si le stabilisateur H dans G d’un point x de la
B-orbite ouverte et dense de G est horosphérique.
On dira alors que (X,x) est un plongement horosphérique. En particulier, X admettra G/H comme ouvert
dense. De plus, on dira alors que deux plongements horosphériques (X,x) et (X ′, x′) sont isomorphes s’il
existe un isomorphisme G-équivariant de X sur X ′ envoyant x sur x′.
Dans notre cas, nous allons supposer queX est lisse. Grâce aux théorèmes GAGA (voir [52]), la variétéX
est donc une variété (analytique) complexe projective de Fano et en particulierX est une variété kählérienne
de Fano compacte connexe pour la métrique induite par la métrique de Fubini-Study de l’espace projectif.
Polytope associé à un plongement horosphérique
On fixe un espace homogène horosphérique G/H i.e. G est un groupe algébrique linéaire complexe
connexe réductif et H un sous-groupe horosphérique de G. Rappelons, voir par exemple le chapitre 38 de
[57], que puisque l’ensemble Φ des racines de G définit un système de racines, il existe un unique élément
α∨ ∈ X(T )∗ ' N(T ) tel que 〈α, α∨〉 = 2. Avec nos notations précédentes, on a que α∨ = 2‖tα‖2 tα. De plus,
on définit alors aα ∈ Z par aα = 〈2ρP , α∨〉 et la chambre de Weyl dominante fermée C par
C = {χ ∈ Λ := X(T )⊗Z R / 〈χ, α∨〉 ≥ 0 ∀α ∈ Φ+}.
et la chambre de Weyl dominante ouverte comme l’intérieur de la chambre de Weyl dominante fermée. De plus,
on définit le semi-groupe des poids dominants par Λ+ := X(T ) ∩ C.
On a la définition suivante introduite dans [46].
Définition 5.1.10 Soit G/H un espace homogène horosphérique. Un polytope convexe Q de a ' N(T )⊗Z R est dit
G/H-réflexif s’il vérifie les trois conditions suivantes :
(1) Q est à sommets dans N(T ) ∪
{
α∨
aα
: α ∈ Φ+P
}
et contient 0 dans son intérieur,
(2) le polytope dual Q∗ associé au polytope Q est à sommets dans X(T ),
(3) pour tout α ∈ Φ+P , nous avons
α∨
aα
∈ Q.
Avec cette définition, on a alors la proposition suivante. Avant de l’énoncer, nous avons besoin de la défini-
tion du polytope moment. On peut définir le polytope moment ∆+ ⊂ X(T ) ⊗Z R associé au sous-groupe de
Borel B de la variété horosphérique X comme le polytope moment de Kirwan de la variété kahlérienne (X,ω)
pour l’action d’un sous-groupe compact maximal K de G, où ω est une forme kählérienne K-invariante
dans 2π c1(X) (voir [10, 31] pour plus de détails). Une autre manière passe par la théorie des représenta-
tions. Soit L un fibré en droites G-linéarisé ample d’une G-variété sphérique X . On fixe un sous-groupe
de Borel B de G et T un tore maximal de B. Notons Vλ une représentation irréductible de G de plus haut
poids λ ∈ X(T ) par rapport au sous-groupe de Borel B. Comme X est sphérique, pour tout r ∈ N, il existe
un ensemble fini ∆r ⊂ X(T ) tel que H0(X,Lr) = ⊕λ∈∆rVλ. Le polytope moment ∆+ par rapport à B est
l’adhérence de ∪r∈N ∆rr dans X(T ) ⊗Z R. On pourra consulter [10, 11] pour plus de détails. On a alors la
proposition suivante.
Proposition 5.1.11 ([46]) Soit G/H un espace homogène horosphérique. Il existe une bijection entre l’ensemble des
plongements horosphériques de Fano de G/H à isomorphisme près et l’ensemble des polytopes G/H-réflexifs de a. De
plus, on a alors que le polytope 2ρP +Q∗ est le polytope moment deX associé au sous-groupe de BorelB. La condition
(3) est alors équivalente au fait que ∆+ = 2ρP +Q∗ est inclus dans C. En particulier, on voit que 0 ∈ Int(Q) et que
donc −2ρP ∈ Int(∆+).
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Automorphismes G-équivariants d’une variété horosphérique
On fixe un plongement horosphérique (X,x) de G/H et on note P := NG(H). La classification des
variétés horosphériques montre que nous avons un isomorphisme entre les automorphismesG-équivariants
de X et ceux de G/H :
AutG(X) ' AutG(G/H).
Cet isomorphisme est simplement donné par l’application de restriction à l’orbite ouverte. On pourra consul-
ter [32] qui traite le problème dans le cadre plus général des variétés sphériques. De plus, nous avons aussi
AutG(G/H) ' P/H,
où P/H agit sur G par multiplication à droite par l’inverse. On pourra consulter [62] et en particulier la
proposition 1.8. On résume cette section par la proposition suivante.
Proposition 5.1.12 Soit (X,x) un plongement horosphérique de l’espace homogène horosphérique G/H . Notons
P := NG(H). Nous avons alors
AutG(X) ' P/H.
5.1.6 Fibré en droites (G× P/H)-linéarisé au dessus d’une variété homogène G/H
Dans cette section, on fixe un groupe algébrique linéaire complexe connexe réductif G et H un sous-
groupe horosphériqueG et on pose P = NG(H). Commençons par rappeler la définition d’un fibré linéarisé
dans notre situation.
Définition 5.1.13 Soit Π : L→ G/H un fibré en droites au dessus de G/H . On dit que L est (G× P/H)-linéarisé
s’il existe une action Θ : (G× P/H)× L→ L notée (x, y) 7→ Θx(y) telle que
• Π : L→M est un morphisme G-équivariant,
• pour tous les g ∈ G et p ∈ P , l’application induite par l’action de Θ(e,pH) entre les fibres LgH et Lgxp−1H est
linéaire.
Remarquons qu’à tout fibré en droites (G× P/H)-linéarisé, on peut associer un caractère de P . En effet,
pour tout p ∈ P , l’action de (p, pH) ∈ diag(P ) est triviale sur la classe triviale dans G/H . Ainsi, Θ(p,pH)
induit un isomorphisme linéaire (d’inverse Θ(p−1,p−1H)) entreLeH etLeH et donc une représentation linéaire
de dimension 1 de diag(P ) ' P i.e. il existe un caractère χ ∈ X(P ) tel que
(p, ph) · ξ = χ(p)ξ, ∀ξ ∈ LeH .
Considérons la projection π : G −→ G/H . On peut alors définir le fibré tiré-en-arrière π∗L au dessus de G,
qui est un fibré en droites. De plus, comme π est G-équivariant, le fibré π∗L admet une G-linérisation. En
particulier, on peut alors définir une section globale s sur π∗L. Pour cela, on choisit un élément s(e) ∈ (π∗L)e
et on pose :
s : g ∈ G 7→ g · s(e) ∈ (π∗L)g. (5.2)
Maintenant considérons l’inclusion ι : P/H −→ G/H . On peut définir le fibré restriction ι∗L défini au
dessus de P/H qui est un fibré en droites. De plus, comme ι est équivariant pour l’action de P ×P/H , nous
obtenons que ι∗L est un fibré (P × P/H)-linéarisé. On peut alors aussi définir deux sections globales :
sr : pH ∈ P/H 7→ (p, eH) · s′(e), (5.3)
sl : pH ∈ P/H 7→ (e, p−1H)s′(e), (5.4)
où l’élément s′(e) appartenant à (ι∗L)e est tel que s′(e) et s(e) s’envoient sur le même élément de LeH par
les applications canoniques π∗L→ L et ι∗L→ L. On remarque que ces sections sont reliées par la formule :
sr(pH) = χ(p)sl(pH).
Terminons cette section, en résumant ce que nous venons de définir avec un diagramme commutatif :
π∗L //

L

ι∗Loo

G
s
AA
π
// G/H P/H
sr
]]
sl
AA
ι
oo
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Métriques hermitiennes sur les fibrés (P × P/H)-linéarisés au dessus de G/H
Rappelons qu’une métrique hermitienne q sur une fibré vectoriel complexe L au dessus d’une variété
complexe X est la donnée pour tout x ∈ X d’une métrique hermitienne qx sur la fibre Lx de L telle que
l’application x 7→ qx est lisse. Prenons maintenant une trivialisation s de L au-dessus d’un ouvert U de X .
Si L est un fibré en droites, cela revient à dire que pour tout x ∈ U le vecteur s(x) est une base de Lx et
donc définir qx se résume à se donner un réel strictement positif ax qui sera égal à la norme au carré de s(x)
par rapport à la forme hermitienne qx i.e. ax = |s(x)|2q . On définit alors le potentiel local de q (par rapport à la
trivialisation s) par ϕ : x ∈ U 7→ − ln ax ∈ R. Notons que la métrique h est entièrement déterminée par tous
ses potentiels locaux et que q est lisse si et seulement si tous ses potentiels locaux sont lisses.
Finissons en rappelant que l’on peut associer, à toute métrique q hermitienne, une (1, 1)-forme ωq appelée
courbure de q. Pour ce faire, nous définissons localement ωq|U =
√
−1∂∂ϕ où ϕ est le potentiel local associé à
une trivialisation au dessus de U . Nous vérifions que ωq|U ne dépend pas de la trivialisation et donc définit
une (1, 1) - forme globale. De plus, nous pouvons montrer que ωq ∈ 2π c1(L). On dira aussi que L est à
courbure positive s’il existe une métrique q telle que ωq est une forme de Kähler. Il y a aussi une notion de
potentiel global. Pour le définir, on définit une métrique hermitienne de référence q0 sur L et pour toute
métrique hermitienne q, on définit la fonction lisse ψ sur X , appelée potentiel global de q par rapport à q0 par
la formule suivante :
∀ξ ∈ Lx, |ξ|2q = e−ψ(x)|ξ|2q0 .
Par définition des (1, 1)-formes ωq et ωq0 et en faisant un calcul dans des cartes locales, on voit que la fonction
ψ satisfait la relation suivante :
ωq0 = ωq +
√
−1 ∂∂ ψ.
On pourra consulter [17] pour plus de détails.
Soient G/H un espace homogène horosphérique, L un fibré en droites (G × P/H)-linéarisé sur G/H et
q une métrique K-invariante hermitienne sur L. On peut alors considérer la métrique π∗q sur le fibré π∗L et
définir le potentiel local (qui est en fait défini sur tout G) φ par rapport à la section s de l’équation (5.2) :
φ : g ∈ G 7→ −2 ln |s(g)|π∗q ∈ R.
On peut aussi définir un autre potentiel u : a1 → R associé à la restriction à ι∗L :
u : x ∈ a1 7→ −2 ln |sr(exp(x)H)|ι∗q ∈ R. (5.5)
Nous avons la proposition suivante qui permet de relier les deux potentiels.
Proposition 5.1.14 ([16]) En gardant les notations précédentes, nous avons
φ(k exp(x)h) = u(x)− 2 ln |χ(exp(x)h)|,
pour tous les k ∈ K, x ∈ a1, h ∈ H .
Courbure
Dans cette section, nous rappelons le calcul de la courbure de fibré en droite sur G/H dans une base
adaptée. La première étape consiste à définir cette base. À cet effet, nous rappelons que nous pouvons
identifier l’espace tangent deG/H en eH avec g/h ' ⊕α∈Φ+PCe−α⊕a1⊕Ja1. On peut alors obtenir une base
complexe de l’espace tangent TeH(G/H) comme concaténation d’une base (li)1≤i≤r sur a1 et des (e−α)α∈Φ+P .
Sur P/H , nous pouvons définir pour ξ ∈ TeH(G/H) le champ de vecteurs holomorphes réel :
Rξ : pH 7→ (H, p−1H) · ξ. (5.6)
Nous avons alors une base complexe de T 1,0(P/H) donnée par les (Rlj −
√
−1JRlj)/2 pour 1 ≤ j ≤ r et
(Re−α−
√
−1JRe−α)/2 pour tout α ∈ Φ+P , et nous notons par (γj)1≤j≤r · (γα)α∈Φ+P la base duale. Avec cette
base, nous pouvons calculer la courbure.
92CHAPITRE 5. EXISTENCES DE SOLITONS DE KÄHLER-RICCI DANS LES VARIÉTÉS HOROSPHÉRIQUES
Théorème 5.1.15 ([16]) Soit ω la (1, 1)-forme de courbureK-invariante d’une métriqueK-invariante q sur un (G×
P/H)-linéarisé fibré en droites L sur G/H , dont on note χ le caractère associé. La forme ω est déterminée par sa
restriction à P/H , donnée pour tout x ∈ a1 par
ωexp(x)H =
∑
1≤j1,j2≤r
1
4
∂2u
∂lj1∂lj2
(x)
√
−1 γj1 ∧ γj2 +
∑
α∈Φ+P
〈α, 1
2
∇u(x)− tχ〉
√
−1 γα ∧ γα,
où ∇u ∈ a1 est le gradient de la fonction u sur a définie par l’équation (5.5) pour le produit scalaire (·, ·). De plus, on
a, en posant MAR(u) = det(Hess(u)),
ωnexp(x)H =
MAR(u)(x)
4r2Card(Φ
+
P )
∏
α∈Φ+P
〈α,∇u(x) + 4tχ〉Ω,
où
Ω :=
( ∧
1≤j≤r
γj ∧ γj
)
∧
( ∧
α∈Φ+P
γα ∧ γα
)
.
De plus, en choisissant convenablement s(e) pour la formule (5.3), nous obtenons la formule
ωnexp(x)H =
MAR(u)(x)
4r2Card(Φ
+
P )
∏
α∈Φ+P
〈α,∇u(x) + 4tχ〉s−1r ∧ sr−1. (5.7)
Pour cela, on pose
S :=
( ∧
1≤j≤r
γi
)
∧
( ∧
α∈Φ+P
γα
)
,
qui définit donc une section du fibré ι∗KG/H où KG/H est le fibré canonique de G/H . En particulier, on a
S|eH ∈ (ι∗K)eH , et en utilisant les isomorphismes suivants
(KP/H)eH ' (ι∗KG/H)eH ' (KG/H)eH ' (π∗KG/H)eH ,
nous posons via ces isomorphisme s(e) := S|eH . Nous obtenons alors, par définition de Ω et sr (formules
(5.6) et (5.3)), que
∀x ∈ a1, sr(exp(x)H) = s(exp(x)H),
et ceci permet de conclure. Nous utiliserons constamment par la suite ce choix de section .
Lien avec le polytope moment et conséquences
Dans cette section, on considère un plongement horosphérique, de groupe réductif G et de sous-groupe
horosphérique H . On notera P = NG(H) le normalisateur de H dans G. Rappelons que P est un sous-
groupe parabolique et qu’il existe un autre sous-groupe parabolique Q tel qu’il existe un sous-groupe de
Levi L vérifiant P ∩ Q = L. Dans cette partie, on considère que le sous-groupe parabolique P contient le
sous-groupe de Borel opposé B− i.e. Φ+P = Φ
−\ΦL = −(Φ+\ΦL). Rappelons que nous avons introduit le
polytope moment ∆+ de X par rapport au sous-groupe B de Borel. Maintenant, nous définissons
∆ := −2ρP −∆+ où ρP =
∑
α∈Φ+P
α (5.8)
et la fonction support v2∆ par
v2∆ : 2∆ −→ R
x 7−→ supp∈2∆(x, p).
(5.9)
Cette fonction vérifie les propriétés suivantes qui découlent directement de la définition :
• ∀x ∈ a∗1, ∀α ∈ R+∗ , v(αx) = αv(x)
• ∀(x, y) ∈ (a∗1)2, v(x+ y) ≤ v(x) + v(y)
• ∀x ∈ a∗1, v(x) ≤ d ‖x‖ où d = supp∈2∆ ‖p‖.
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De plus, si x ∈ a∗1 est tel que ‖x‖ = 1, alors 2∆ est contenu dans le demi-espace {y ∈ a∗1 / (x, y) ≤ v2∆(x)} et
au moins un point de 2∆ est dans la frontière de ce demi-espace i.e. dans {y ∈ a∗1 / (x, y) = v2∆(x)}.
Proposition 5.1.16 ([16]) Soit q une métrique hermitienne à courbure positive K-invariante sur le fibré en droites
K−1X et soit u : a1 → R le potentiel convexe défini par l’équation (5.5). Alors u est une fonction lisse et strictement
convexe telle que l’application du : x 7→ dxu ∈ a∗1 vérifie im(du) = 2∆ et la fonction u − v2∆ est bornée sur a1. En
particulier, le polytope 2 ∆ est indépendant de la métrique q choisie.
En utilisant la section 5.1.5, nous pouvons faire deux remarques. La première est que, puisque −2ρQ =
2ρP appartient à Int(∆+) par la proposition 5.1.11, nous avons
0 ∈ Int(∆). (5.10)
Rappelons maintenant que ∆+ ⊂ C, où C est la chambre de Weyl pour le sous-groupe de Borel B (voir la
proposition 5.1.11). Ainsi nous avons
∀α ∈ Φ+(B),∀p ∈ ∆+, 〈p, α∨〉 ≥ 0.
Cette dernière peut encore s’écrire sous la forme
∀α ∈ Φ+(B),∀p ∈ ∆+, (p, α) ≥ 0.
Puisque Φ+P ⊂ Φ+(B−) = Φ−(B), nous avons alors
∀α ∈ Φ−P ,∀p ∈ −∆
+, (p, α) ≥ 0.
Donc par compacité de ∆+, nous obtenons qu’il existe f > 0 tel que
∀α ∈ Φ+P , ∀p ∈ −∆
+, 0 ≤ (α, p) ≤ f. (5.11)
Nous terminons cette section avec la notion de barycentre d’un polytope associé à une mesure. On considère
une mesure de probabilité ν sur le polytope ∆+. Pour tout endomorphisme f ∈ L(a∗1, a∗1), on considère alors
l’application ∫
x∈∆+ fdν : a1 −→ R
z 7−→
∫
x∈∆+〈f(x), z〉 dν(x).
Il découle directement de la définition que
∫
2∆
fdν ∈ a∗1. De plus lorsque l’on prend pour application f
l’application identité, on appelle
∫
∆+
x dν le barycentre du polytope 2∆ pour la mesure dν et on le note
Bardν(∆
+). De plus, si la mesure ν est juste finie (non nulle) alors on définit le barycentre pour la mesure νV
où V est le volume de a1 pour la mesure ν.
Pour la suite, on définit la mesure de Duistermaat-Heckman µDH sur le polytope moment ∆+ comme la
mesure ayant pour densité
p 7→
∏
α∈Φ+Q
(α, p),
par rapport à la mesure de Lebesgue sur ∆+. On notera alors BarDH(∆+) le barycentre de ∆+ pour la
mesure de µDHV où V est le volume de ∆
+ pour la mesure de Duistermaat-Heckman.
5.2 Existence de solitons de Kähler-Ricci dans le cas horosphérique
On fixe une variété kählérienne compacte de Fano M . Rappelons pour commencer que le groupe des
automorphismes complexes Aut(M) de M est un groupe de Lie de dimension finie dont l’algèbre de Lie est
l’ensemble des champs de vecteurs réels holomorphes noté ηR(M).
Si K est un sous-groupe compact maximal de la composante connexe de l’identité Aut◦(M) du groupe
des automorphismes holomorphes Aut(M) de la variété M , alors nous avons
Aut◦(M) = Autr(M) nRu,
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où Autr(M) est un sous-groupe réductif de Aut◦(M) et la complexification de K et Ru le radical unipotent
de Aut◦(M). De plus, si on note ηR(M), ηRr (M), ηRu (M) et k les algèbres de Lie de Aut(M),Autr(M), Ru et
K respectivement, alors on a
ηR(M) = ηRr (M) + η
R
u (M).
Rappelons que nous avons noté η(M) l’algèbre de Lie des champs de vecteurs holomorphes complexes et
qu’il existe un isomorphisme entre η(M) et ηR(M) donnée parX 7→ X1,0. Si on note ηr(M) et ηu(M) l’image
de ηRr (M) et ηRu (M) respectivement par l’isomorphisme précédent. Nous obtenons alors une décomposition
η(M) = ηr(M) + ηu(M).
On suppose maintenant que (M,x) est un plongement horosphérique sous l’action du groupe réductif
Autr(M) =: G et que x ∈M est tel que son groupe d’isotropie H dans G soit le sous-groupe horosphérique
dans G contenant le radical unipotent du sous-groupe de Borel opposé B−. On pose aussi P := NG(H) et
L le sous-groupe de Levi de P . En utilisant les décompositions de la section précédentes, nous obtenons en
notant g = ηRr (M) l’algèbre de Lie de G que :
g = a1 ⊕ a0 ⊕ Ja1 ⊕ Ja0 ⊕
⊕
α∈Φ+P
gα ⊕
⊕
α∈ΦL
gα ⊕
⊕
α∈Φ−P
gα
En particulier, l’algèbre de Lie du groupe de Lie AutG(M) des automorphismesG-équivariants deM s’iden-
tifie à l’algèbre de Lie de P/H qui correspond au facteur a1⊕Ja1 dans la décomposition précédente. On peut
remarquer que, par définition de AutG(M), cette algèbre de Lie s’identifie aussi au centre z(g) de l’algèbre
de Lie de g.
On fixe maintenant une métrique riemanienne g0 de forme kählérienne ωg0 ∈ 2π c1(M) sur M. En utili-
sant le ∂∂-lemme, il existe une unique fonction h in C∞(M,R) telle que
Ric(ωg0)− ωg0 =
√
−1∂∂h,
∫
M
ehωng0 =
∫
M
ωng0 . (5.12)
De plus, si nous fixons une métrique hermitienne m0 sur K−1M telle que ωm0 = ωg0 alors nous pouvons
définir un volume dV sur M donné dans une trivialisation locale s de K−1M par
dV = |s|m0s−1 ∧ s−1 = e−ϕs−1 ∧ s−1,
où ϕ est le potentiel local associé à la trivialisation s. Modulo une constante, nous obtenons que h est égal
au logarithme du potentiel de dV par rapport à ωng0 , donc nous renormalisons pour les faire correspondre
i.e. nous obtenons
ehωng0 = dV. (5.13)
Pour le voir, en écrivant localement dans un ouvert de trivialisation U l’égalité (5.12), nous obtenons que
∂∂
(
ln det(gij) + h
)
= ∂∂
(
ln det(ϕij) + h
)
= ∂∂ϕ.
Cette dernière équation peut finalement s’écrire globalement sous la forme
∂∂
(
ln eh
ωng0
dV
)
= 0.
On conclut alors grâce au principe du maximum.
5.2.1 Détermination du champ de vecteurs solitonique
La première étape consiste à déterminer le champ de vecteurs solitonique. Pour cela, on utilise l’invariant
de Futaki. On sait que nous avons le résultat suivant (provenant de la proposition 2.1 de [59]) :
Proposition 5.2.1 En gardant les notations précédentes, il existe un unique champ de vecteurs holomorphe complexe
X ∈ g1,0 avec Im(X) ∈ k tel que l’invariant de Futaki en X , noté FX(·), s’annule sur g1,0. De plus, X est nul ou il
appartient au centre de g1,0, et nous avons
∀(u, v) ∈ g1,0 × η(M), FX([u, v]) = 0.
En particulier FX(·) est un caractère de Lie sur g1,0.
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En appliquant ce théorème au cas horosphérique, nous obtenons la proposition suivante
Proposition 5.2.2 Supposons que M est une variété horosphérique lisse sous l’action de G = Aut(M)r. Le champs
de vecteurs X ∈ ηr(M) = g1,0 annulant l’invariant de Futaki a la forme suivante :
X = ξ −
√
−1J ξ où ξ ∈ a1.
Démonstration. On sait que l’on cherche X ∈ z(g1,0) tel que ImX ∈ k, or z(g1,0) = (p/h)1,0 = (a1 + Ja1)1,0
et donc k ∩ (a1 + Ja1) = Ja1, ainsi X sera bien de la forme
X = ξ −
√
−1J ξ où ξ ∈ a1.

Maintenant, nous voulons calculer l’invariant Futaki dans notre cas. On rappelle (voir l’équation (3.35))
que nous pouvons l’écrire sous la forme :
FX(Y ) =
∫
M
θ̃Y e
θ̃Xωng ,
où θ̃X vérifie
iXωg =
√
−1 ∂ θ̃X ,
∫
M
θ̃Xe
hgωng = 0. (5.14)
Tout d’abord, nous utilisons l’invariance par K de la forme de Kähler ωg pour remarquer le fait suivant :
LXωg = Lξ−√−1Jξωg = Lξωg −
√
−1LJξωg = Lξωg,
car ωg est K-invariant et Jξ ∈ k. Donc nous calculons juste Lξωg . Nous avons la proposition suivante (tirée
de la proposition 4.14 de [15] avec une convention différente, nous faisons agir à gauche et non à droite d’où
la différence de signe).
Proposition 5.2.3 Soit ζ ∈ a1. Si on pose Y = ζ −
√
−1Jζ ∈ a1,01 alors la fonction θY est K-invariante et
∀x ∈ a1, θ̃Y (exp(x)H) = (∇u(x), ζ), (5.15)
où∇u est le gradient du potentiel convexe u défini par la formule (5.5) pour le produit scalaire (·, ·).
Avec ce résultat, nous pouvons calculer l’invariant de Futaki FX .
Proposition 5.2.4 Soit X = ξ −
√
−1Jξ le champ de vecteurs annulant l’invariant de Futaki. Nous avons alors
∀ζ ∈ a1,
∫
∆+
〈p+ 2ρP , ζ〉e〈−2p−4ρp,ξ〉
∏
α∈Φ+Q
(α, p) dp = 0. (5.16)
Démonstration.
On va calculer FX(Y ) quand X = ξ −
√
−1Jξ et Y = ζ −
√
−1Jζ. Nous avons alors
FX(Y ) =
∫
M
θ̃Y e
θ̃Xωng =
∫
G/H
θ̃Y e
θ̃Xωng ,
puisque G/H est dense dans M . On sait que G/H est une fibration au dessus de G/P de fibre P/H (voir
la proposition 5.1.5). Par K-invariance, par les formules (5.15) et (5.7), nous obtenons, en faisant une inté-
gration le long de la fibre (voir la proposition 6.15 de [8] par exemple), qu’il existe une constante C > 0
indépendante de ξ et ζ telle que, en notant par abus ∇u la fonction définie sur P/H qui à pH 7→ ∇u(x) où
x ∈ a1 est l’unique élément de a1 telle que exp(x)H = pH .
FX(Y ) = C
∫
P/H
(∇u, ζ)e(∇u,ξ)
∏
α∈Φ+P
〈α,∇u+ 4tρP 〉MAR(u) s−1r ∧ sr−1.
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En utilisant la décomposition polaire (voir la proposition 5.1.7), nous obtenons qu’il existe des constantes
C0, C1, C2, C3 non nulles indépendantes de ξ et ζ telles que
FX(Y ) = C0
∫
K
∫
a1
(∇u(x), ζ)e(∇u(x),ξ)
∏
α∈Φ+P
〈α,∇u(x) + 4tρP 〉MAR(u)(x)dx
 dk
= C1
∫
x∈a1
(∇u(x), ζ)e(∇u(x),ξ)
∏
α∈Φ+P
〈α,∇u(x) + 4tρP 〉MAR(u)(x) dx
= C2
∫
p′∈2∆
〈p′, ζ〉e〈p
′,ξ〉
∏
α∈Φ+P
(α, p′ + 4ρP ) dp
= C3
∫
p∈∆+
〈p+ 2ρP , ζ〉e〈−2p−4ρP ,ξ〉
∏
α∈Φ+Q
(α, p) dp.
Nous obtenons l’avant-dernière égalité en faisant le changement de variable p′ = dxu grâce à la proposition
5.1.16 et en utilisant la dualité en particulier l’égalité 〈α, tρP 〉 = (α, ρP ) (voir l’équation (5.1)). Nous utilisons
le changement de variables p′ = −2p− 4ρP et la formule (5.8) pour obtenir la dernière égalité. 
5.2.2 Equation de Monge-Ampère dans le cas horosphérique
Cas général
Soit (X, g) un soliton de Kähler-Ricci i.e.
Ric(ωg)− ωg = LXωg.
En utilisant le ∂∂-lemme, il existe une unique fontion ψ à constante additive près appartenant à C∞(M,R)
telle que
ωg = ωg0 +
√
−1∂∂ψ.
En se souvenant que θX(g) = θX(g0)+X(φ), on voit que résoudre l’équation des solitons de Kähler-Ricci est
équivalent à trouver une fonction lisse ψ solution en coordonnées locales de l’équation de Monge-Ampère
suivante : {
det(g0
ij
+ ψij) = det(g
0
ij
) exp(h− θX(g0)−X(ψ)− ψ)
(g0
ij
+ ψij) > 0,
(5.17)
où h = hg0 est l’unique fonction appartenant à C∞(M,R) vérifiant
Ric(ω0g)− ω0g =
√
−1 ∂∂h,
∫
M
ehωng0 =
∫
M
ωng0 ,
On peut aussi l’écrire globalement sous la forme{
(ωg0 +
√
−1∂∂ψ)n = eh−ψ−θX(g0)−X(ψ)ωng0 .
ωg0 +
√
−1∂∂ψ > 0.
(5.18)
Cas horosphérique
Supposons maintenant que M est une variété horosphérique sous l’action de G = Autr(M) telle que
g0 est une métrique kählérienne invariante par K. Déjà, on sait (voir la proposition 5.2.2) que le champ
de vecteur solitonique X s’écrit sous la forme X = ξ −
√
−1Jξ avec ξ ∈ a1. Comme la forme ω0g est K-
invariante, nous voulons de plus trouver une solution K-invariante ψ. Grâce à la densité de G/H dans M ,
nous pouvons réduire notre étude à cet espace homogène. De plus, par K-invariance, par la décomposition
polaire et l’équation (5.15), on peut simplement calculer cette équation pour les valeurs exp(x)H pour x ∈ a1.
En notant u et u0 les potentiels définies par l’équation (5.5) pour les métriques q et q0 sur le fibré K−1M où
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q et q0 sont des métriques telles que respectivement ωq0 = ωg0 et ωq = ωg , on a, puisque la fonction ψ est
K-invariante,
∀x ∈ a1, u(x) = u0(x) + ψ(exp(x)H). (5.19)
Ainsi, l’équation (5.17) s’écrit sur P/H , en utilisant l’équation (5.15), sous la forme
∏
α∈Φ+P
〈α,∇u(x) + 4tρP 〉
MAR(u)(x)
4r 2Card(Φ
+
P )
· Ω =
eh−ψ−(∇u(x),ξ)
∏
α∈Φ+P
〈α,∇u0(x) + 4tρP 〉
MAR(u
0)(x)
4r 2Card(Φ
+
P )
· Ω.
Nous pouvons simplifier cette expression. Pour cela, nous utilisons les formules (5.13) et (5.7) qui s’écrivent
sur P/H sous la forme
eh
∏
α∈Φ+P
〈α,∇u0(x) + 4tρP 〉
MAR(u
0)(x)
4r 2Card(Φ
+
P )
· Ω = e−u
0
Ω.
et puisque u = u0 + ψ nous obtenons donc :
MAR(u)(x) ·
∏
α∈Φ+P
〈α,∇u(x) + 4tρP 〉
4r 2Card(Φ
+
P )
= e−u−(∇u(x),ξ). (5.20)
5.2.3 La méthode de la continuité
Nous voulons maintenant montrer l’existence de solitons de Kähler-Ricci. Pour ce faire, nous allons
utiliser la méthode de continuité. Pour commencer, nous introduisons dans l’équation de Monge-Ampère
un paramètre t ∈ [0, 1] : {
det(g0
ij
+ ψij) = det(g
0
ij
) exp(h− θX −X(ψ)− tψ)
(g0
ij
+ ψij) > 0.
(5.21)
Remarquons que l’équation (5.17) est l’équation précédente avec t = 1. De plus, si une solution existe au
temps t, nous la dénotons par ψt. Puisque ωg0 +
√
−1 ∂∂ ψt défini une métrique kählérienne K-invariante,
elle a un potentiel convexe ut définie par l’équation (5.5) pour une métrique qt sur K−1M telle que ωqt = ωgt .
En faisant la même simplification que précédemment, la première équation de (5.21) peut s’écrire sous la
forme
MAR(ut)(x) ·
∏
α∈Φ+P
〈α,∇u(x) + 4tρP 〉
4r 2Card(Φ
+
P )
= exp
[
−
(
u0(x) + t u(x)
)
− (∇u(x), ξ)
]
. (5.22)
Finalement, en posant wt = t · ut + (1− t) · u0, et en remarquant que ut = u0 + ψt et donc wt = u0 + tψt, on
est ramené à étudier l’équation de Monge-Ampère réelle suivante :
MAR(ut)(x) ·
∏
α∈Φ+P
〈α,∇ut(x) + 4tρP 〉
4r 2Card(Φ
+
P )
= exp [−wt(x)− (∇ut(x), ξ)] . (5.23)
Rappelons que la méthode de continuité consiste à considérer l’ensemble S des temps où il existe une
solution :
S := {t ∈ [0, 1] : il existe une solution ψt à l’équation (5.21) au temps t
}
,
et à montrer que S est un ouvert fermé non vide de [0, 1].
Le caractère ouvert et l’existence d’une solution au temps t = 0 proviennent de l’étude des équations
de Monge-Ampères faites dans [3, 65]. On pourra aussi consulter [61] pour une étude faite dans le cas des
solitons de Kähler-Ricci.
De plus, grâce au théorème d’Arzelà-Ascoli, il suffit d’avoir une estimation a priori Ck pour tout k ≥ 3
des potentiels ψt pour obtenir le caractère fermé (voir par exemple la section 3.1 de [56] pour plus de détails).
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Or grâce aux travaux de Yau et de Calabi faits dans l’appendice A de [65], on peut ramener ce problème à
trouver une estimation C0. De plus, par l’inégalité de type Harnack suivante ([61, 64] pour plus de détails) :
− inf
M
ψt ≤ C(1 + sup
M
ψt),
on est ramené à chercher une borne supérieure uniforme pour les ψt pour les temps t ∈ [0, 1].
5.2.4 Preuve de l’estimation a priori
La démarche employée dans cette section s’inspire de celle de [64].
On doit démontrer une estimation a priori pour t ∈ [0, 1]. Maintenant, en utilisant le fait que 0 ∈ S et
que S est ouvert, on peut réduire cela à démontrer l’estimation a priori sur [t0, 1] pour t0 > 0. On fixe un tel
t0 pour le reste de la section. De plus, par simplicité, on note r la dimension réelle de l’espace vectoriel a1 et
on choisit une base (a1, · · · , ar) de a1 avec (x1, · · · , xr) les coordonnées associées dans a1. On identifie donc
a1 avec Rr. On note ‖ · ‖ la norme euclidienne usuelle sur Rr.
On commence par un lemme qui nous sera utile par la suite.
Lemme 5.2.5 On a
∀ζ ∈ a1,
∫
a1
∂wt
∂ζ
e−wtdx = 0.
Démonstration. Il suffit par linéarité de montrer :
∀i = 1, · · · , r,
∫
Rr
∂wt
∂xi
e−wtdx = 0.
On peut écrire grâce au théorème de Fubini :∫
Rr
∂wt
∂xi
e−wtdx = −
∫
Rr
∂e−wt
∂xi
dx
=
∫
Rr−1
(∫ +∞
−∞
∂e−wt,i
∂xi
dxi
)
dx1 · · · ˆdxi · · · dxn
=
∫
Rr−1
[
e−wt,i
]+∞
−∞ dx1 · · · d̂xi · · · dxn
où wt,i : s ∈ R 7→ (x1, · · · , xi−1, s, xi+1, · · · , xn) ∈ R et où les autres coordonnées xk sont fixées. Pour
conclure, il suffit de montrer que
lim
s→±∞
e−wi,t(s) = 0.
Pour démontrer cela, on remarque que, par définition de la fonction wt et grâce à la proposition 5.1.16
appliqué à u0 et u, on a
e−wt(x) =
(
e−u
0
)1−t
·
(
e−u
)t ≤ Ce−v2∆(x), ∀x ∈ Rr.
où C est une constante indépendante de x et v2∆ est la fonction support de 2∆ i.e. v2∆(x) = supp∈2∆(x, p).
Donc, on a pour tout p ∈ 2∆
v2∆(x) ≥ (x, p) = xi(ai, p) +
∑
j=1,j 6=i
xj(aj , p)
≥ xi(ai, p) + inf
p∈2∆
 ∑
j=1,j 6=i
xj(aj , p)
 .
Finalement, on obtient
∀p ∈ 2∆, 0 ≤ e−wt,i(s) ≤ C̃e−s(ai,p),
où C̃ est une constante indépendante de t. Pour conclure, il suffit de remarquer que, grâce au fait que 0 ∈ 2∆,
il existe une boule centrée 0 et de rayon δ > 0 contenue dans 2∆ et donc il existe p1 ∈ 2∆ tel que (ai, p1) > 0
et p2 ∈ 2∆ tel que (ai, p2) < 0. 
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Lemme 5.2.6 La fonction wt atteint son minimum mt en xt ∈ a1.
Démonstration. La démonstration repose sur le fait qu’une fonction convexe sur Rr qui admet un point
critique admet un minimum global. Pour appliquer ce résultat, on remarque quewt est une fonction convexe
car barycentre des fonctions convexes u et u0 (voir la proposition 5.1.16). Pour conclure, il suffit donc de
montrer que 0 ∈ ∇wt(Rn) Cela provient du fait que
∇wt(a1) = t∇u(a1) + (1− t)∇u0(a1) (par définition de w)
= 2 t Int(∆) + 2 (1− t) Int(∆) (proposition 5.1.16)
= 2 Int(∆) (car 2∆ est convexe)
et on a 0 ∈ 2 Int(∆) (voir la formule (5.10)). 
Lemme 5.2.7 On a la propriété suivante :
∃C > 0,∀t ∈ [t0, 1],mt ≤ C.
Avant de commencer la preuve, on rappelle un résultat concernant les domaines convexes qui nous sera
utile.
Lemme 5.2.8 ([29]) Soit Ω un domaine convexe borné de Rn. Alors il existe un unique ellipsoïde E, appelé ellipsoïde
minimal de Ω, dont le volume est minimal parmi les ellipsoïdes contenant Ω. De plus, E vérifie
1
n
E ⊂ Ω ⊂ E.
Soit T une transformation affine de partie vectorielle de déterminant 1, préservant le centre x0 de E i.e. T (x) =
Tvect(x−x0)+x0 pour une matrice Tvect ∈ GLn(R) et telle que T (E) est une boule BR de centre x0 pour un certain
R > 0 (dépendant de E). En particulier, nous avons BR/n ⊂ T (Ω) ⊂ BR.
Maintenant, on passe à la preuve du lemme 5.2.7.
Démonstration. On pose, pour tout k ∈ N
Ak := {x ∈ Rr / mt + k ≤ wt(x) ≤ mt + k + 1},
et on a les propriétés élémentaires suivantes :
• l’ensemble Ak est borné pour k ≥ 0 et
⋃
k∈NAk = a1
• xt ∈ A0.
•
⋃k
i=0Ai est convexe pour k ≥ 0.
De plus, comme ut et u0 sont convexes, les matrices des dérivées partielles secondes ((ut)ij)1≤i,j≤r et
(u0ij)1≤i,j≤r sont positives et donc nous obtenons (c’est une conséquence directe de la formule de Min-
kowski, voir par exemple la page 115 [38])
det((wt)ij) = det(t (ut)ij + (1− t)u0ij) ≥ det((ut)ij) + det((1− t)u0ij).
Puisque det((1− t)u0ij) ≥ 0, nous obtenons, en utilisant l’équation (5.23),
det((wt)ij) ≥ det(t · (ut)ij) = tr · det((ut)ij)
=
e−wt(x)−(∇ut(x),ξ)∏
α∈Φ+P
〈α,∇ut(x) + 4tρP 〉
·
(
4r2Card(Φ
+
P )
)
≥ tr
4r2Card(Φ
+
P )
d′
· ed · e−wt
où on a posé
d = inf
{
(p, ξ) / p ∈ −2∆+ − 4ρP
}
∈ R
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et, grâce à la formule (5.11),
0 < d′ = sup
p∈−2∆+
 ∏
α∈Φ+P
〈α, p〉
 < +∞.
Finalement, comme t ∈ [t0, 1] on peut écrire, avec C0 > 0 une constante,
det((wt)ij) ≥ C0e−mt sur A0. (5.24)
En utilisant le lemme 5.2.8, il existe une transformation affine de partie vectorielle de déterminant 1 et
préservant le centre de l’ellipsoïde minimal A0 telle que
BR/r ⊂ T (A0) ⊂ BR, (5.25)
et donc, nous obtenons que
det((wt)ij) ≥ C0e−mt dans T (A0) (5.26)
Montrons que
R ≤
√
2rC
−1/2r
0 e
mt/2r. (5.27)
En effet, on pose
v : y ∈ a1 7−→
1
2
C
1/r
0 e
−mt/r
‖y − yt‖2 −(R
r
)2+mt + 1 ∈ R
où yt est le centre de l’ellipsoïde minimal de A0. Un calcul direct nous donne
det(vij) = C0e
−mt sur T (A0),
et, donc d’après l’équation (5.26),
det(vij) ≤ det((wt)ij) sur T (A0) ,
et
v(y) ≥ mt + 1 ≥ wt(y) sur ∂T (A0).
On applique alors le principe de comparaison pour les équations de Monge-Ampère réelles (voir par exemple
[28] ) et on obtient
v ≥ w sur T (A0).
En particulier, on obtient
mt ≤ v(yt) = −
1
2
C
1/r
0 e
−mt/r
(
R
r
)2
+mt + 1.
Maintenant, grâce à la convexité de w, on a
Ak ⊂
k⋃
i=0
Ak ⊂ (k + 1) ·A0,
où (k + 1) · A0 est la dilatation de A0 de facteur (k + 1). De plus, grâce à l’équation (5.25) et au fait que wt
est convexe, on obtient
T (Ak) ⊂ T (((k + 1) ·A0)) ⊂ (k + 1) · T (A0) = B(k+1)R.
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Maintenant, si on note ωr le volume de la boule unité de Rr alors on a∫
a1
e−wt ≤
∑
k
∫
Ak
e−wt
=
∑
k
e−mt−k Vol(Ak) (comme wt ≥ mt + k sur Ak)
=
∑
k
e−mt−k Vol(T (Ak)) (comme T préserve le volume)
≤ ωr
∑
k
e−mt−k ((k + 1)R)
r (comme T (Ak) ⊂ B(k+1)R)
= ωr
(R)r
emt
∑
k
(k + 1)r
ek
≤ C1e−mt/2 (par l’équation (5.27) ci dessus),
où C1 > 0 est une constante indépendante du temps t. Finalement, on obtient
e−mt/2 ≥
1
C1
∫
a1
e−wt .
De plus, grâce à l’équation (5.23) et au calcul effectué à la fin de la démonstration de la proposition 5.2.4, on
a
e−mt/2 ≥
1
C1
∫
a1
MAR(ut)e
(∇ut(x),ξ)
∏
α∈Φ+P
〈α,∇ut(x) + 4tρP 〉
4r 2Card(Φ
+
P )
dx
=
1
C1
∫
∆+
e〈−2p−4ρP ,ξ〉
∏
α∈Φ+Q
(α, p)
4r 2Card(Φ
+
P )
dp =:
C2
C1
où C2 est une constante indépendante de t et strictement positive car ∆+ est d’intérieur non vide. Finale-
ment, cela nous donne que
mt ≤ C,
où C > 0 est une constante indépendante du temps t. 
Lemme 5.2.9 On a la propriété suivante :
∃C̃ > 0,∀t ∈ [t0, 1], mt ≥ C̃.
Démonstration. Ici, la preuve ne s’inspire plus de [64] mais de [19] utilisé aussi dans la proposition 6.19
de [15]. Pour commencer, rappelons que ‖∇wt‖ ≤ d0 := sup{‖x‖ : x ∈ 2∆}. Ainsi, par le théorème des
accroissement finis, on a
∀x ∈ a1, |wt(x)−mt| ≤ d0 ‖x− xt‖.
Ainsi, pour tout x ∈ B(xt, 1d0 ), nous avons
|wt(x)−mt| ≤ 1,
ce qui nous dit que x ∈ A0 et donc
B
(
xt,
1
d0
)
⊂ A0.
Et nous avons donc ∫
A0
dx = Vol(A0) ≥
∫
B
(
xt, 1d0
) dx = Vol(B
(
xt,
1
d0
)
) = c, (5.28)
où c ne dépend plus du temps puisque Vol(B(xt, 1d0 ) = Vol(B(0,
1
d0
)
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Rappelons aussi que grâce au calcul précédent, il existe une constante C2 indépendante du temps telle
que
C2 =
∫
a1
e−wtdx.
Nous avons alors
C2 =
∫
a1
e−wtdx =
∫
a1
∫ +∞
wt(x)
e−sdsdx
=
∫ +∞
−∞
e−s
(∫
a1
1{wt≤s}dx
)
ds
=
∫ +∞
−mt
e−s Vol({wt ≤ s})ds
= e−mt
∫ +∞
0
e−s Vol({wt ≤ s})ds
≥ e−mt
∫ +∞
1
e−s Vol(A0) ds.
Ainsi, en utilisant l’équation (5.28), nous obtenons que
C2 ≥ e−mt c
∫ +∞
1
e−sds,
que l’on peut écrire
ln(C2) ≥ −mt + ln
(
c
∫ +∞
1
e−sds
)
.
Ceci permet de conclure. 
Lemme 5.2.10 Soit xt = (xt1, · · · , xtn) le point où est atteint le minimum de wt. On a
‖xt‖ ≤ C ′,
où C ′ est une constante indépendante du temps t.
Démonstration. On raisonne par l’absurde, on suppose donc que
∀C ′ > 0, ∃t ∈ [t0, 1], ψt est défini et ‖xt‖ > C ′.
Pour usage ultérieur, notons que ceci implique en particulier que ‖xt‖ 6= 0. Rappelons que grâce au calcul
précédent, on a ∫
a1
e−wtdx = C2 > 0.
Rappelons aussi que ‖∇wt‖ ≤ d0 := sup{‖x‖ : x ∈ 2∆} donc il existe un rayon R′ > 0 indépendant de t tel
que inf{wt(x) : x ∈ ∂B(xt, R′)} ≥ mt + 1. Maintenant par convexité, on a
∀x ∈ a1 \B(xt, R′), wt(x) ≥
1
R′
‖x− xt‖+mt.
Donc pour tout ε > 0, il existe δ ≥ R′ indépendant de t tel que, par le lemme 5.2.9,∫
a1\B(xt,δ)
e−wt(x)dx ≤ e−C̃
∫
a1\B(xt,δ)
e−
1
R′ ‖x−x
t‖dx ≤ ε. (5.29)
On fixe ε et δ qui vérifient la propriété ci-dessus. Nous utilisons ici un argument de [16] (utilisé notamment
dans le théorème 6.30) plutôt que l’argument originel de [64]. Puisque u0 est une fonction convexe d’asymp-
tote v2∆ et que ∇u0 est un difféomorphisme de a1 dans Int(2∆) et 0 ∈ Int(2∆)( voir la proposition 5.1.11),
par inégalité de convexité, nous obtenons que
∀x ∈ B(xt, δ),
∂u0
∂ζ
(x) ≥
1
2
a0,
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où ζ = xt/‖xt‖ et a0 = inf{|v2∆(ξ)| : ξ ∈ a, ‖ξ‖ = 1} > 0. On obtient∫
B(xt,δ)
∂u0
∂ζ
(x)e−wtdx ≥
1
2
a0
∫
B(xt,δ)
e−wt dx
≥
1
2
a0
(∫
a1
e−wt dx−
∫
a1\B(xt,δ)
ewt(x) dx
)
≥
1
2
a0
(∫
a1
e−wt dx− ε
)
(par l’équation (5.29))
≥
1
4
a0C2 (quitte à prendre ε assez petit).
Donc pour ε assez petit, ∫
a1
∂u0
∂ζ
(x)e−wtdx > 0. (5.30)
Maintenant, montrons que pour tout ζ ∈ a1, on a∫
a1
∂u0
∂ζ
e−wtdx = 0. (5.31)
En effet, la proposition 5.2.4 et sa démonstration nous donne que :
0 =
∫
a1
(∇ut(x), ζ)e−(∇ut(x),ξ)
∏
α∈Φ+P
〈α,∇ut(x) + 4tρP 〉MAR(ut)(x)dx
= C ′0
∫
a1
(∇ut(x), ζ)e−wt(x)dx (pour une constante C ′0 > 0, par l’équation (5.23))
= C ′0
∫
a1
∂ut
∂ζ
(x)e−wt(x)dx
= C ′0
1− t
t
∫
a1
∂u0
∂ζ
(x)e−wt(x)dx− C ′0
1
t
∫
a1
∂wt
∂ζ
(x)e−wt(x)dx
= C ′0
1− t
t
∫
a1
∂u0
∂ζ
(x)e−wt(x)dx (lemme 5.2.5).
Donc, on a :
∀ζ ∈ a1,
∫
a1
∂u0
∂ζ
(x)e−wt(x)dx = 0.
Ceci montre l’équation (5.31), qui est en contradiction avec l’équation (5.30). Ceci termine la preuve. 
On conclut alors la preuve de l’estimation a priori grâce au lemme suivant.
Lemme 5.2.11 Soit ψt une solution à l’équation (5.21) où t ∈ [t0, 1]. On a
sup
M
ψt ≤ C ′′,
pour une constante C ′′ indépendante de t.
Démonstration. Par densité et par K-invariance, il suffit de montrer que
sup
y∈a1
ψt(exp(y)H) ≤ C ′′.
Par convexité de ut, on a
∀y ∈ a1, ut(0) + (∇ut(y), y) ≥ ut(y).
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Par définition de v2∆ et puisque ∇ut(a1) = 2 Int(∆) par la proposition 5.1.11, on a
v2∆(y) + ut(0) ≥ ut(y).
Maintenant, on a par l’égalité (5.19),
ψt(exp(y)H) = ut(y)− u0(y)
≤ v2∆(y) + ut(0)− u0(y)
≤ a+ ut(0) (car v2∆ − u0 est bornée).
Donc il suffit de montrer que ut(0) admet une borne supérieure indépendante du temps t.
Pour cela, rappelons que xt est le point où wt atteint son minimum. Comme ∇wt(a1) = Int(2∆) qui est
un polytope borné, on a
|∇wt(a1)| ≤ d0 := sup{‖x‖ : x ∈ 2 ∆},
et donc
|wt(0)− wt(xt)| ≤ d0‖xt‖.
De plus, grâce au lemme 5.2.10, on a C ′ > 0 indépendant de t tel que ‖xt‖ ≤ C ′, ce qui implique
|wt(0)− wt(xt)| ≤ d0C ′.
Par le lemme 5.2.7, on a wt(xt) = mt ≤ C où C est une constante indépendante t. Donc on a
wt(0) ≤ C + d0C.
Mais wt = tut + (1− t)u0 donc
tut(0) ≤ C + d0C ′ − (1− t)u0(0).
Finalement, comme t ∈ [t0, 1], on obtient
ut(0) ≤ Θ,
où Θ est une constante indépendante de t. 
Nous obtenons ainsi une majoration des solutions ψt à l’équation (5.21) sur P/H indépendante du temps
t appartenant à [t0, 1]. Cette majoration s’étend par K-invariance et densité à M . Ceci permet donc d’obte-
nir l’estimation a priori nécessaire pour conclure à l’existence de solitons de Kähler-Ricci sur les variétés
horosphériques par la méthode de la continuité. On obtient ainsi le théorème suivant :
Théorème 5.2.12 Soit M une variété horosphérique de Fano lisse. Alors il existe un soliton de Kähler-Ricci sur M .
5.3 Métrique de Kähler-Einstein dans le cas horosphérique
Dans cette section, on étudie à quelles conditions nécessaires et suffisantes le soliton (X, g) est trivial i.e.
X = 0 et donc quand g est une métrique de Kähler-Einstein. Cette partie s’inspire des travaux de thèse de
Delcroix [15].
5.3.1 Condition d’existence
Nous venons de démontrer que toute variété horosphérique lisse de Fano admet un soliton de Kähler-
Ricci. On peut compléter ce résultat par le corollaire suivant.
Corollaire 5.3.1 Supposons que M soit un plongement horosphérique d’un espace homogène horosphérique G/H tel
que H contienne le radical unipotent du sous-groupe de Borel opposé B− de G. Notons ∆+ le polytope moment de X
associé au sous-groupe de Borel B. Alors M admet une métrique de Kähler-Einstein si et seulement si
Bar(∆+)DH = −2ρP ,
où on a posé P := NG(H) et BarDH(∆+) est le barycentre du polytope ∆+ pour la mesure de Duistermaat-Heckman.
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Démonstration. On sait qu’il existe un soliton (X, g). Par unicité du soliton de Kähler-Ricci, il faut et suffit
donc de montrer que X = 0 si et seulement si Bar(∆+)DH = −2ρP . En particulier, grâce aux résultats
théoriques concernant l’invariant de Futaki, il s’agit donc de montrer que F0 est identiquement nulle si et
seulement si Bar(∆+)DH = −2ρP . On rappelle (voir l’équation (3.35)) que F0 s’écrit pour χ ∈ g1,0 (telle
que sa partie réelle s’identifie au champ de vecteur défini par x 7→ ddt exp(tRe(χ))x) :
F0(χ) =
∫
M
θ̃χ ω
n
g .
où
Lχωg =
√
−1 ∂∂ θ̃χ,
∫
M
θ̃χe
hgωng = 0, (5.32)
et où la fonction hg ∈ C∞(M,R) (définie modulo une constante additive) vérifie
Ric(ωg)− ωg =
√
−1∂∂hg.
De plus, on sait que nous devons uniquement nous intéresser à l’annulation de F0 sur p/h ' z(g). On obtient
alors, grâce à l’équation (5.16), pour tout ζ ∈ a1 :
F0(ζ) = M̃
∫
∆+
〈p+ 2ρP , ζ〉
∏
α∈Φ+Q
(α, p) dp,
où M̃ est une constante indépendante de ζ. Nous avons que g est donc une métrique de Kähler-Einstein si
et seulement si
∀ζ ∈ a1,
∫
∆+
〈p+ 2ρP , ζ〉
∏
α∈Φ+Q
(α, p) dp = 0.
Cette dernière égalité peut encore s’écrire sous la forme
〈BarDH(∆+) + 2ρP , ζ〉 = 0.
Ce qui nous donne bien que g est une métrique de Kähler-Einstein si et seulement si
BarDH(∆
+) = −2ρP .

5.3.2 Équation de Monge-Ampère et borne inférieure de Ricci
Reprenons les notations introduites dans la partie 5.2. Pour démontrer l’existence de métriques de Kähler-
Einstein via la méthode de la continuité, il suffit de prendreX = 0 dans l’équation (5.21) et ξ = 0 dans l’équa-
tion (5.23). Nous obtenons l’équation de Monge-Ampère complexe suivante d’inconnue ψt ∈ C∞(M,R) :{
det(g0
ij
+ ψij) = det(g
0
ij
) exp(h− tψ)
(g0
ij
+ ψij) > 0
(5.33)
et donc l’équation de Monge-Ampère réelle d’inconnue ut ∈ C∞(a1,R) :
MAR(ut)(x) ·
∏
α∈Φ+P
〈α,∇ut(x) + 4tρP 〉 = exp [−wt(x)] , (5.34)
où on a posé wt = t ut + (1 − t)u0 (on rappelle que u0 est le potentiel définie par l’équation (5.5) pour la
métrique de référence g0). Cette définition étant inchangée, les démonstrations des lemmes 5.2.5, 5.2.6, 5.2.7
et 5.2.11 peuvent s’appliquer à ce cas. En particulier, on obtient donc la proposition suivante.
Proposition 5.3.2 Il existe une solution au temps t0 > 0 à l’équation (5.33) s’il existe une constante C > 0 indépen-
dante du temps t telle que
sup
t∈[0,t0[
|xt| < C,
où xt est le point où est atteint le minimum de la fonction wt.
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Nous obtenons directement le corollaire suivant.
Corollaire 5.3.3 La borne inférieure de Ricci R(M) est égale à
R(M) = sup
{
t0 ∈ [0, 1] : ∃C > 0, ∀t < t0, |xt| < C
}
.
5.3.3 Calcul de la plus grande borne inférieure de Ricci
On va calculer R(M) dans le cas horosphérique en s’inspirant des travaux de [15]. Avant de commencer,
remarquons que, grâce à l’équation, (5.34) ∫
a1
e−wt(x)dx = V, (5.35)
où V est le volume de ∆+ pour la mesure de Duistermaat-Heckman.
Théorème 5.3.4 Supposons que M soit un plongement horosphérique d’un espace homogène horosphérique G/H tel
queH contienne le radical unipotent du sous-groupe de Borel opposéB− deG. Notons P = NG(H) et ∆+ le polytope
moment de X associé au sous-groupe de Borel B. De plus, on suppose que 2ρP 6= BarDH(∆+) où BarDH(∆+) est le
barycentre du polytope ∆+ pour la mesure de Duistermaat-Heckman. On a alors que R(M) est l’unique t ∈ ]0, 1[ tel
que
t
t− 1
(BarDH(∆
+) + 2ρP ) ∈ ∂
(
∆+ + 2ρP
)
.
Démonstration. Rappelons que nous avons ∫
a1
e−wtdx = V.
Rappelons aussi que ‖∇wt‖ ≤ d := sup{‖x‖ : x ∈ 2∆+} donc il existe un rayon R′ > 0 indépendant de t
tel que inf{wt(x) : x ∈ ∂B(xt, R)} ≥ mt + 1. Maintenant par convexité, on a
∀x ∈ a1 \B(xt, R′), wt(x) ≥
1
R
‖x− xt‖+mt.
Donc pour tout ε > 0, il existe δ := δε ≥ R′ indépendant de t tel que∫
a1\B(xt,δ)
e−wt(x)dx ≤ e−C̃
∫
a1\B(xt,δ)
e−
1
R′ ‖x−x
t‖dx ≤ ε. (5.36)
Posons t∞ = R(M) qui est strictement inférieur à 1 puisqueM n’admet pas de métrique de Kähler-Einstein.
Commençons par remarquer que
lim
t→t∞
‖xt‖ = +∞.
En effet, si ‖xt‖ admet une valeur d’adhérence alors l’équation (5.21) admet une solution en t = t∞ et
puisque l’ensemble des solutions est ouvert, il existe un δ > 0 tel qu’il existe une solution en t = t∞+δ. Ceci
contredit la maximalité de R(M) = t∞. De plus, en posant pour tout t ∈ [0, t∞], ξt := x
t
‖xt‖ , on peut trouver
une suite (ti)i∈N de [0, t∞] telle que ti → t∞ et ξt∞ ∈ a1 vérifiant
lim
i→∞
ξti = ξt∞ .
Commençons par remarquer que pour tout t ∈ [0, t∞], nous avons∫
a1
(∇ut, ξt)e−wtdx =
∫
a1
(∇ut, ξt) MAR(ut) ·
∏
α∈Φ+P
〈α,∇ut + 4ρP 〉dx
=
∫
2∆
〈p, ξt〉 ·
∏
α∈Φ+P
(α, p+ 4ρP ) dp
=
∫
∆+
−〈p+ 2ρP , ξt〉 ·
∏
α∈Φ+Q
(α, p) dp
= −〈BarDH(∆+) + 2ρP , ξt〉V.
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Nous obtenons en passant à la limite que
lim
i→+∞
∫
a1
(∇uti , ξti)e−wtidx = −〈BarDH(∆+) + 2ρP , ξt∞〉V. (5.37)
Rappelons que nous avons défini la fonction support v2∆ par l’équation (5.9). Avec cette défintion, on veut
montrer que
lim
i→+∞
∫
a1
(∇u0, ξti)e−wti = v2∆(ξt∞)V. (5.38)
On fixe un réel ε > 0. On pose θ := ε/6d où d := supx∈2 ∆ ‖x‖ et on a, par la formule (5.36) avec δ = δθ, que∫
a1\B(xt,δ)
e−wtdx ≤ θ.
Donc nous obtenons que∣∣∣ ∫
a1\B(xt,δ)
(∇u0, ξt) ewtdx
∣∣∣ ≤ ∫
a1\B(xt,δ)
|(∇u0, ξt)| e−wtdx
≤ d
∫
a1\B(xt,δ)
e−wtdx
≤ dθ.
Ce qui nous donne par définition de θ :∣∣∣ ∫
a1\B(xt,δ)
(∇u0, ξt) e−wtdx
∣∣∣ ≤ ε/6. (5.39)
De plus, puisque∇u0(a1) = Int(2∆) (proposition 5.1.16), on a
∀x ∈ B(xt, δ), (∇u0(x), ξt) ≤ v2∆.(ξt).
Puisque u0 est une fonction convexe, on a
∀x ∈ B(xt, δ), (∇u0(x), ξt) ≥
u0(x)− u0(x− xt)
‖xt‖
.
Pour tout x ∈ B(xt, δ), on a x−xt ∈ B(0, δ) d’où l’existence d’une constante C0 ∈ R indépendante du temps
t tel que
∀x ∈ B(xt, δ), u0(x− xt) ≥ C0.
De plus, on sait (proposition (5.1.16)) qu’il existe C1 > 0 indépendante du temps telle que
∀x ∈ a1, −C1 < u0(x)− v2∆(x) < C1.
Ainsi en posant C = −C0 − C1, nous obtenons que
∀x ∈ B(xt, δ), (∇u0(x), ξt) ≥
C + v2∆
‖xt‖
.
En écrivant x = xt + (x− xt), on obtient puisque la fonction support v2∆ est positivement homogène
∀x ∈ B(xt, δ), (∇u0(x), ξt) ≥ v2∆
(
ξt +
x− xt
‖xt‖
)
+
C
|xt|
.
Maintenant, puisque la fonction support v2∆ est une fonction continue positivement homogène et sous-
additive, on obtient, pour tout x ∈ B(xt, δ),
(∇u0(x), ξt) ≥ v2∆(ξt)− v2∆
(
−
x− xt
‖xt‖
)
+
C
‖xt‖
≥ v2∆(ξt)−
‖x− xt‖
‖xt‖
v2∆
(
xt − x
‖xt − x‖
)
+
C
‖xt‖
≥ v2∆(ξt) +
C
‖xt‖
− δ
‖xt‖
inf
‖y‖=1
v2∆(y).
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Nous avons donc qu’il existe une constante C ′ > 0 indépendante du temps t telle que
C ′
‖xt‖
≤ (∇u0(x), ξt)− v2∆(ξt) ≤ 0.
En particulier, puisque ‖xt‖ diverge quand t→ t∞, nous obtenons
∃i0 ∈ N, ∀i ≥ i0, |(∇u0(x), ξt)− v2∆(ξti)| ≤ ε/3V,
et donc ∣∣ ∫
B(xt,δ)
(
∇u0(x)− v2∆(ξt)
)
e−wt(x)dx
∣∣ ≤ ε/3. (5.40)
En utilisant à nouveau l’inégalité (5.36) avec δ = δθ, nous obtenons que∣∣∣v2∆(ξt)V − ∫
B(xt,δ)
v2∆(ξt) e
−wt(x)dx
∣∣∣ = ∣∣∣ ∫
a1
v2∆(ξt) e
−wt(x)dx−
∫
B(xt,δ)
v2∆(ξt) e
−wt(x)dx
∣∣∣
=
∣∣∣ ∫
a1\B(xt,δ)
v2∆(ξt) e
−wt(x)dx
∣∣∣
≤ dθ.
Nous obtenons donc ∣∣v2∆(ξt)V − ∫
B(xt,δ)
v2∆(ξt) e
−wt(x)dx
∣∣ ≤ ε/6. (5.41)
Terminons en remarquant par continuité de v2∆ que
∃i1 ∈ N, ∀i > i1, |v2∆(ξti)V − v2∆(ξt0)V | ≤ ε/3. (5.42)
On peut alors conclure, grâce aux formules (5.39), (5.40), (5.41), (5.42), que :
∀i ≥ max(i0, i1),
∣∣∣ ∫
a
(∇u0(x), ξti)e−wti (x)dx− v2∆(ξ∞)V
∣∣∣ ≤ ε.
Nous avons donc bien la formule (5.38).
Maintenant, d’après le lemme 5.2.5, nous avons
0 =
∫
a1
(∇wt(x), ξt) e−wt(x)dx = t
∫
a1
(∇ut, ξt) e−wtdx+ (1− t)
∫
a1
(∇u0, ξt) e−wt(x)dx.
Ainsi, par passage à la limite, nous obtenons que
−t∞ 〈BarDH(∆+) + 2ρP , ξt∞〉+ (1− t∞) v2∆(ξt∞) = 0,
ce qui peut s’écrire sous la forme
− t∞
t∞ − 1
〈BarDH(2∆+) + 2ρP , ξt∞〉 = v2∆(ξ∞). (5.43)
Étudions donc la fonction
f : t ∈ [0, 1[ 7→ − t
t− 1
(
Bar(2∆+)
)
+ 2ρP ∈ a∗1.
Remarquons que f(0) = 0 ∈ a∗1. Or nous savons que 0 ∈ 2 Int(∆) donc f(0) ∈ Int(∆). Ainsi, puisque la
fonction t/(t − 1) est une fonction strictement décroissante sur [0, 1[ à valeurs dans ] − ∞, 0], les valeurs
de f parcourent la demi-droite d’origine 0 et de direction −(BarDH(2∆+) + 2ρP ). Grâce à l’équation (5.43),
nous obtenons que f(t∞) est un vecteur où son évaluation atteint la valeur v2∆(ξt0), cela signifie que f(t∞)
appartient à l’hyperplan support défini par ξt∞ . Ainsi t∞ est l’unique temps t ∈ [0, 1[ tel que
−
t
t− 1
(
BarDH(2∆
+) + 2ρP
)
∈ ∂ (2∆) .
En utilisant l’équation (5.8), on peut ré-écrire cette dernière condition sous la forme
t
t− 1
(
BarDH(∆
+) + 2ρP
)
∈ ∂
(
∆+ + 2ρP
)
.

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5.4 Exemple dans le cas horosphérique
Il est intéressant de se demander s’il existe des variétés horosphériques dont le soliton de Kähler-Ricci
est non-trivial. La réponse est affirmative, il existe des exemples en nombre infinis notamment donnés dans
l’article [47]. Ces variétés horosphériques ont un groupe d’automorphisme non réductif, cela implique (par
le théorème de Matsushima, voir [39]) qu’elles ne peuvent admettre de métriques de Kähler-Einstein. Or
puisqu’elles admettent quand même un soliton de Kähler-Ricci, celui-ci ne peut-être que non-trivial. Nous
allons nous intéresser à un exemple particulier, celui des grassmanniennes impaires et symplectiques. Nous
rappelons leur définition dans le paragraphe suivant.
On fixe un espace vectoriel complexe E de dimension 2n + 1 et on prend ω ∈
∧2
E∗ de rang maximal
i.e une 2-forme alternée de rang 2n. On note alors Grω(i, E) l’ensemble des sous-espaces vectoriels V de
E de dimension i isotropes pour ω i.e. V ⊥ω ⊂ V . Par la suite, on prendra E = C2n+1 et on notera alors
Grω(i, 2n + 1). Il est montré dans [40] que pour i ∈ {2, · · · , n − 1} et n > 2, la variété Grω(i, 2n + 1) est
une variété horosphérique dont le groupe des automorphismes est le groupe projectif symplectique impair
PSp2n+1 := Sp2n+1/{±I} qui se trouve être un groupe non-réductif et connexe (voir la section 3 de [40]).
Rappelons que Sp2n+1 est le stabilisateur dans GL2n+1 de la forme ω. Si on considère une base symplec-
tique impaire (e0, e1, · · · , e2n) i.e. elle vérifie ω(ei, ej) = δi,2n+1−j pour 0 ≤ i, j ≤ 2n alors M ∈ Sp2n+1 si et
seulement si elle s’écrit dans la base (e0, e1, · · · , e2n) sous la forme
M =
(
λ l
0 a
)
,
où λ ∈ C∗, l ∈ C2n et a ∈ Sp2n où Sp2n est le groupe symplectique de dimension 2n. De plus, on remarque
que C∗ s’injecte dans Sp2n+1 comme les matrices de la forme
M =
(
λ 0
0 1
)
et Sp2n comme les matrices de la forme
M =
(
1 0
0 a
)
.
De plus, on note alors U le sous-groupe de Sp2n+1 de la forme
M =
(
1 l
0 I2n
)
,
avec l ∈ C2n. Nous avons alors la proposition suivante :
Proposition 5.4.1 Le sous-groupe U est le radical unipotent de Sp2n+1 et (C∗ × Sp2n) est un sous-groupe réductif.
En particulier on a l’égalité suivante :
Sp2n+1 = U o (C∗ × Sp2n).
Démonstration. Voir la section 3 de [40]. 
On sait que le champs de vecteur solitonique va appartenir au centre de l’algèbre de lie de C∗×Sp2n. Or
cette algèbre de Lie est égale au facteur C× sp2n et son centre va donc être égal à C puisque sp2n est simple
donc son centre est nul. On résume cela dans la proposition suivante :
Proposition 5.4.2 Pour tout n > 2 et i ∈ {2, · · · , n−1}, le champ de vecteurs solitonique de la variétéGrω(i, 2n+1)
est de la forme :
X :=
(
λ0 0
0 0
)
,
où λ0 ∈ C∗.
Démonstration. Le seul point qui reste encore à justifier est le fait que λ0 6= 0 mais cela est une conséquence
du fait que la variété Grω(i, 2n+ 1) admet un soliton non trivial (puisque son groupe d’automorphisme est
non-reductif). 
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On veut maintenant étudier la décomposition solitonique de Grω(i, 2n + 1). Pour cela, on commence
par remarquer que, grâce à la proposition 5.4.1, l’algèbre de Lie de Sp2n+1 que l’on notera sp2n+1 admet la
décomposition suivante :
sp2n+1 = (C× sp2n)⊕ u, (5.44)
où u est l’algèbre de Lie de U égale à :
u =
{(
0 l
0 0
)
: l ∈ C2n
}
.
On notera (Li)i=1,··· ,2n la base de u donnée par
Li :=
(
0 ei
0 0
)
.
On remarque alors que pour tout i ∈ {1, · · · , 2n}
[X,Li] =
(
λ0 0
0 0
)(
0 ei
0 0
)
−
(
0 ei
0 0
)(
λ0 0
0 0
)
=
(
0 λ0 ei
0 0
)
= λ0 Li. (5.45)
Cela nous donne donc la décomposition solitonique.
Théorème 5.4.3 Pour tout n > 2 et i ∈ {2, · · · , n− 1}, la variété Grω(i, 2n+ 1) admet un soliton de Kähler-Ricci
dont le champs de vecteur solitonique est de la forme(
λ0 0
0 0
)
∈ sp2n+1, λ0 ∈ C∗.
On a la décomposition solitonique suivante :
sp2n+1 = V0 ⊕ Vλ0 ,
où V0 = (C× sp2n) i.e.
∀Y ∈ (C× sp2n) , [X,Y ] = 0,
et Vλ0 = u i.e.
∀L ∈ u, [X,L] = λ0 L.
Démonstration. Par le théorème 3.5.3, sp2n+1 admet une décomposition sous la forme
sp2n+1 = V0 ⊕
N⊕
i=1
Vνi ,
avec N ≥ 1 (puisque le soliton de Kähler-Ricci sur les variétés grassmanniennes impaires est non trivial) et
où
Vλi = {Y ∈ sp2n+1 : [X,Y ] = νi Y }.
Déjà on remarque, par un calcul direct, que
∀Y ∈ (C× sp2n) , [X,Y ] = 0,
et donc
(C× sp2n) ⊂ V0.
De plus, par l’équation (5.45), nous avons
u ⊂ Vλ0 .
Or, l’équation (5.44) nous donne que
sp2n+1 = (C× sp2n)⊕ u,
et donc les inclusions précédentes sont des égalités et cela nous donne donc la décomposition solitonique
souhaitée. 
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Résumé : Cette thèse traite des solitons de Kähler-Ricci qui sont des généralisa-
tions naturelles des métriques de Kähler-Einstein. Elle est divisée en deux parties.
La première étudie la décomposition solitonique de l’espace des champs de vecteurs
holomorphes dans le cas des variétés toriques. La seconde partie étudie de manière
analytique les variétés horosphériques en redémontrant par la méthode de la conti-
nuité l’existence de solitons de Kähler-Ricci sur ces variétés et en calculant après la
borne supérieure de Ricci.
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Abstract : This thesis deal with Kähler-Ricci solitons that are natural generaliza-
tions of Kähler-Einstein metrics. It is divided into two parts. The first one studies
the solitonic decomposition of the space of holomorphic vector spaces in the case
of toric manifold. The second one studies is an analytic way the existence of horos-
pherical Kähler-Ricci solitons on thoses manifolds and then computes the greatest
Ricci lower bound.
