Abstract. In this paper we use the method of homogenization to derive a set of approximate 4 equations which describe a nematic liquid crystal colloid in which the dopants are freely rotating 5 metallic particles. Previously we have studied the approximate behavior of liquid crystals doped with 6 particles under the assumption that these remain stationary [6] . This paper builds on [6] by extending 7 the theory to include rotating particles. We find a set of governing equations for the nematic liquid 8 crystal and for the dopant particles. Effective material parameters are given explicitly in terms of 9 the microscopic particle-liquid crystal interaction parameters by a sequence of cell problems solved 10 on the micro-scale. We validate our model by direct comparison to large scale numerical simulation 11 and find excellent agreement for a variety of dopants shapes. 12
Introduction. Colloidal nematic systems consist of micro-to nanometer
16 sized dopant particles suspended in a nematic liquid crystal. They have been studied 17 either as models for self-assembly of two and three dimensional structures [30, 18, 12, properties. The particles disrupt the nematic alignment and cause elastic distortions 20 whose nature depends on the strength of the anchoring of the liquid crystal molecules 21 on the particle surface. In the strong anchoring limit defects can form near the par- 
26
In this paper we are primarily interested in the weak anchoring regime, a regime 27 characterized by low anchoring energy or small particle size. As a consequence, de- This microscopic domain is formed by a tessellation of perforated squares of sizeLy each with one hole, corresponding to a particle; it is parameterized by (dimensional) coordinatesx j , with 0 ≤x j ≤˜ j , j = 1, 2. The right hand side is a generic cell domain Ω parameterized by (nondimensional) coordinates y, with 0 ≤ y j ≤ 1, j = 1, 2. Each cell domain has outer boundary ∂Ω and contains a particle with boundary Γ and orientation parameterized by an angle ψ.
large but computationally feasible number of particles in a nematic liquid crystal. We termine the governing equations for the nematic and dopant particles we use a free 102 energy and dissipation principle (Rayleigh principle). We assume that the particles 103 are sufficiently dispersed that we may approximate them as lying on a lattice. We 104 consider a nematic liquid crystal in a two-dimensional planar geometry, confined to amplitude is applied to the liquid crystal to change its orientation. We assume that 111 the alignment of the liquid crystal and the value of the electrostatic potential are as-112 signed on the outer boundary of the rectangle (blue line in figure 2.1). In particular,
113
1 Three domains are used in this paper: the microscopic domainD is the domain of definition of the microscopic model described in this section and is parameterized by the coordinatesx. There is also a non-dimensional version of this domain; it is indicated with the symbol D and is parameterized by the coordinates x. The cell domain Ω corresponds to the square around a single particle and is parameterized by the microscopic coordinates y (see section 3). The macroscopic domain D H is the domain of definition of the homogenized equation (see eigenvalue. In general the Q-tensor is a 3 × 3 traceless symmetric matrix. However,
131
in this paper we assume that the director is oriented within the (x 1 ,x 2 )-plane. Hence 132 we can describe the nematic liquid crystal using a two dimensional Q-tensor theory.
133
For a nematic locally aligned with a directord, theQ-tensor is given by
whereS the scalar order parameter and I is the 2 × 2 identity matrix. 
where D is the nondimensional microscopic domain, given by the difference between 
218
We have defined a traceless electric tensor by analogy to (2.2),
219
(2.18)
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Order parameter scaling factor
Director tensor and components (Q,ã) = S 0 (Q, a)
Total bulk free energy densityF tot = CS 4 0 F tot Macroscopic spatial coordinatesx =˜ 2 x Aspect ratio of the microscopic domain
Anchoring strength
Anchoring to elastic energy ratio 
The nondimensional electric displacement field D is related to the nondimensional 232 electric field by
withˆ the reduced dielectric permittivity tensor, = uˆ .
235
Having expressed all the free energies and stress tensors in nondimensional form,
236
we are now in position to derive the equations governing the nematic liquid crystal,
237
fluid flow, dopants and applied potential. is governed by This manuscript is for review purposes only.
2.4. The particle equations. To determine the governing equations for the 254 particles we balance the torques due to the fluid flow, nematic liquid crystal and 255 electric fields. These torques can each be determined using the appropriate stress 256 tensor or the free energy and dissipation function. We use the latter to derive the 257 nematic torques and the former to determine the electrostatic contribution.
258
The torque on a particle due to elastic distortions and surface orientations is equal 259 to minus the derivative of the nematic elastic and surface free energy density with 260 respect to particle orientation,
where dl x is the line element in the x coordinates, ψ is the particle alignment angle,
263
Γ x is the boundary of an individual particle parameterized using the x-coordinates given origin in the x coordinate system and κ x is its curvature,
267
(2.27)
To compute the torque due to the electric field we use the Maxwell stress ten-269 sor (2.21a). The x 3 component of the torque is 270 (2.28)
where we sum over repeated indices with the indices ranging from 1 to 2. Here
273
The torque or drag due to fluid flow sets the time-scale of the particle motion. In 274 nondimensional units the flow velocity v is governed by the divergence of the stress
We can now compute the drag on the particle from the dynamic stress tensor. Fol-281 lowing the same method as for the Maxwell stress we find two contributions,
Summarizing, the particle dynamics are governed by
(2.31) in the system and impose a floating potential condition on the surface of the inclusions.
291
In nondimensional form the equations governing the electric potential φ are
wheret is the vector tangent to the particle, E = −∇φ, α = . Equation (2.32b) is the statement that the potential is constant 300 on each particle (although it may vary from particle to particle). Equation (2.32c)
301
requires that the total charge on each particle is zero. As the particles are metallic 302 the local charge density is D ·n; the integral of this quantity on the particle boundary 303 Γ x must be zero for the particle to be neutral. This manuscript is for review purposes only. , the ratio of the size of a unit cell (typical coordinate of the cell center. In the homogenization limit η → 0 the cell structure 331 becomes a continuous and the particle angle becomes a field ψ(x) that parametrizes 332 the boundary Γ and cell domain Ω.
333
We seek governing equations in the limit as η tends to zero. For a problem 334 involving a generic field u this is achieved by postulating that all fields are functions of 335 both the macroscopic and microscopic coordinate, u = u(x, y). Next we make a series 336 expansion in integer powers of the small parameter η, u = u 0 + ηu 1 + η 2 u 2 + O(η 3 ).
337
We also use the chain rule to expand the gradient operator
capturing rapid variations on the small scale. By substituting the expansion of u 340 into the equations governing u and expanding in powers of η we obtain a sequence of 341 equations for u 0 , u 1 and u 2 in terms of the independent variables x and y. Our aim is 342 now to eliminate the y-dependence from these equations leaving a set of macroscopic and by enforcing solvability conditions, we obtain the macroscopic (homogenized)
350
equations which governs u 0 (x).
351
Before applying the homogenization method outlined above to the microscopic 352 model derived in section 2 we make two observations.
353
The first is that in our system we have two small parameters, η and ξ 2 0 (see 354   table 2 .2) and we consider the limit that both of these parameters tend to zero. In interpretation of this condition is that we have weak anchoring on the particle surface.
368
More precisely in the limit η → 0 the total boundary area between nematic and dopant 369 diverges. As a result, unless we postulate a decrease in the anchoring energy density,
370
we find that the surface anchoring dominates the particle dynamics. This limit is that the anchoring on each individual particle is weak enough not to induce defects.
377
In order to represent arbitrary particles undergoing rotational motion correctly of both x and y, r(x, y), and so are its perpendicular r ⊥ = [−r 2 , r 1 ] T , the particle 383 boundary Γ and the cell domain Ω. The expansion of the unit normal is given by
There is a corresponding expansion for the tangent vectort ≡ [−n 2 , n 1 ]
T :
392
We now determine the "speed" of the boundary i.e. This manuscript is for review purposes only. 
while the nematic dynamics is determined by [cfr. (2.25)]
The equation governing the electrostatic potential (2.32) is unchanged. of the velocity equations the latter limit is regular and we take it immediately, thus 440 reducing equations (3.10) to
We note that, by assumption, the fluid flow is coupled only to the particle orientation.
446
Dealing with the fluid flow will then allow us to simplify (3.9) and determine an 447 explicit set of equations for the particle motion. We make the usual expansions of the
448
This manuscript is for review purposes only. 
gradient (3.1), the Laplacian and fields,
2 ), k = 0, 1, 2. The expansion for the 
subject to periodic boundary conditions on ∂Ω j . As the fluid is driven by the particle 491 rotation through the boundary condition (3.18c), we make the ansatz v 1 = u 1 ∂ψ ∂t and 492 p 0 = P 0 ∂ψ ∂t , where both P 0 and u 1 depend on y. The system of equations for u 1 is 
507
Using equation (3.21) we simplify the particle equation (3.9) to
where the time constant in equation (3.23) is given by
As we are only interested in the leading order time dynamics of ψ we do not consider 512 higher order terms in the expansion of the drag equations. We will complete the . Substituting into equations (3.27) we 541 obtain the cell problem for
Hereê k is the k-th coordinate unit vector. These equations (with periodic boundary 546 conditions) define χ k up to a constant (with respect to y). Hence we can write 547 (3.29)
where a 1 (x) is undetermined at this order and will not be needed in the derivation 549 of the macroscopic equations.
550
The first order terms of the expansion of Maxwell's equation are 
561
By substituting this ansatz into equations (3.30) we find
which must be solved numerically for varying particle orientations and realizations of 567 Q (0) . 
(3.33b)
571
Once again we have to impose that this equation is solvable. As in the case of 572 equation (3.30) we integrate (3.33a) over Ω, and apply the divergence theorem and 573 the boundary condition (3.33b). We find that equation (3.33) is solvable if
579
Next we use the transport theorem on the first integral on the right hand side
and we use the level set representation to write 582 (3.37)
Hence,
(3.38)
585
In addition, using boundary condition (3.27b) we see that on Γ
586
(3.39)
.
587
Substituting equations (3.38), (3.39) into (3.34) we obtain the macroscopic equation
588
for the liquid crystal alignment: 
The new elasticity term is given by 596 (3.42)
the macroscopic electric field e M has components given by
and the polarization components are 600 (3.44)
The derivation of these last two terms is detailed in section SM2 of the Supplementary 
625
At leading order the electric field is 626 (3.48)
627
As the last step in deriving a set of macroscopic equations, we simplify the particle 628 equation (3.23). Using a 0 = a 0 (x, t) and φ 0 = φ 0 (x, t) we expand (3.23) to lowest 629 order in η, namely η 0 , and simplify the equation governing the particle dynamics 
634
The second term is the surface torque
The last term is the electric torque 637 (3.51)
where the first non-zero contribution from the Maxwell stress tensor is given by
Here E 0 is defined in equation (3.48) and D 0 = (I + αQ (0) )E 0 . They are the first 
648
(3.54)
Hence, the final form of the particle equation is
where 652
To summarize, equations (3.40), (3.46) and (3.55) capture the macroscopic behavior 
668
Away from defects the elastic and particle driving terms are small in comparison to 669 the thermotropic terms. As a results when equations (3.40) and (3.55) are integrated 670 to equilibrium, the dynamics in the absence of defects roughly correspond to a rapid 671 equilibration of the scalar order parameter followed by a slow elastic reorientation.
672
We now follow the method of [15] and use multiple scale analysis to obtain equations 673 governing the slow elastic reorientation.
674
The slow reorientation dynamics are driven by terms of the order ξ . We assume that all dynamics on a faster time- 
683
At next order we find
(3.59)
685
To obtain the time and space dependence of a 0 we require that (3.59) posses a solution
686
for any a 1 . The solvability condition is that the left hand-side of (3.59) is orthogonal 687 to a ⊥ = Wa 0 : this ensures that both the left and right hand-side of (3.59) are in the 688 direction of a 0 . Applying the solvability condition and re-expressing the result on the 689 rapid time-scale we find The torque the particle experiences due to the elastic free energy is captured by 701 B ij in equation (3.55) and represents a screening effect. This term tends to align 702 a particle so that it screens opposing boundary conditions. The surface interaction
703
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710
The terms in (3.60) offer a similar interpretation. In place of the screening effect
711
we have an excluded volume effect given by K. The surface interaction takes a slightly 712 different form but still favors aligning the nematic with the local particle easy axis.
713
The interaction with the electric field is split into two parts, the macroscopic field e M
714
and the polarization p. In the stronger anchoring case (left column) the particles are slaved to the director field and θ and ψ have the same profile. In the weaker anchoring case (right column) the particles partially detach from the liquid crystal and align with the electric field. The black dashed line in the top two graphs is the director angle in the case of a pure liquid crystal.
potential across the ends of the stack. Equation (2.25) is implemented as a general 753 form PDE, the electrostatics package is used to compute the electric field, the particles 754 motion is included as a set of global ODEs. the theory developed here and that developed previously [6] is the presence of particle 785 dynamics. We find that the particles are aligned by elastic screening interactions with 786 the liquid crystal, surface anchoring effects and a direct interaction with the electric 787 field. As in previous work [6] the key advantage of using homogenization is the ability 788 to link the macroscopic quantities such as susceptibilities, to the micro-structure of 789 the problem.
790
The main assumption we have made in deriving our model is that a separation 791 of scales exists between the inter-particle spacing and the macroscopic size of the 792 system. This is a valid assumption for low concentration colloids that are typically 793 studied experimentally. One consequence of this assumption is that the alignment 794 cannot vary significantly within the neighborhood of a particle. This precludes the 795 study of defects. In addition we have assumed that the anchoring energy density is 
803
Future work may explore extending this theory to the three dimensional case,
804
incorporating fluid flow more completely and allowing for more general particle mo- problem, but requires considerably longer algebra as the Q-tensor has 5 independent 807 components and the particle orientation is described by two angles. Moreover, the 
817
In principle it may be possible to extend this work to the strong anchoring case.
818
As strong anchoring is essential for self-assembly this is certainly a problem well worth 819 studying. However, it is non-trivial and would require a considerable recasting of the 820 homogenization procedure: one of the key consequences of the weak anchoring limit 821 is that the lowest order director field a 0 is a function of the macroscopic coordinates
822
only. This would be no longer the case if defects were present. 
