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When Professor Richard Bellman passed away in March of 1984, he left behind a multitude of 
scientists and mathematicians, from a variegated complex of disciplines, cultures and national 
origins to continue his work. His numerous writings meticulously documented in a special issue 
of this journal by Adomian and Lee [1] had inspired and will continue to motivate many 
researchers. His contributions to many disciplines have also been appropriately highlighted. A few 
examples include Adomian and Esogbue [2] for his impact on management science and operations 
research; Esogbue [3] for his pioneering efforts in fuzzy sets or the mathematics and science of 
imprecision and vagueness; The Institute [4] for his contributions to and leadership in control 
theory. 
The foregoing paltry and disparate fforts are considered important in the perseverance of the 
important works of a truly great and world renowned mathematician, scientist and engineer. Out 
of the quest for a living and organic mechanism to systematically continue and develop his 
infectious ideas was born the "Bellman Continuum". This is a group of researchers touched irectly 
and indirectly by Bellman during his rather brief but scientifically productive and successful life. 
It is however, more than a group of researchers; it is also a powerful idea and a mission. 
The idea of the workshop was originally envisioned to be "interdisciplinary in nature with topics 
defined by the interests of the participants. The unifying theme will include scientific ideology and 
mathematical tools rather than specific fields of study. Biology, economics, engineering, manage- 
ment science, mathematics, medicine, physics, etc. are all possible areas of interest." 
The first Bellman Continuum organized by Nina Bellman and Semyon Meerkov was hosted by 
the University of Michigan, Ann Arbor in May 1985. The focus was on exposition and exchange 
of ideas spurred by the participants' contacts and interactions with Bellman as students, colleagues 
and friends. Some of the contributions to that workshop formed the rubric of Bellman Memorial 
Issues of the Journal of Mathematical Analysis and Applications [5] and Computers & Mathematics 
with Applications [1]. The Second Bellman Continuum was convened by me and hosted by the 
Georgia Institute of Technology, Atlanta, Georgia in June 1986. The theme and several of the 
papers presented at that workshop form the fulcrum of this special issue appropriately titled "The 
Mathematics of Systems and Computations". This reflects one of the major research areas of 
concern to Professor Richard Bellman. 
The contributions in this volume deal with subjects or mathematical and computational 
problems of systems treated by Bellman in his numerous publications. The first paper on 
generalized ynamic programming by Carraway and Morin addresses a topic that perhaps 
consumed most of Bellman's most productive years. This theory, developed by Bellman [6-8] is 
by far the best-known and utilitarian of his scholarly works. He applied it to a wide array of 
problems occurring in diverse systems and for that he was variously honored. Bellman often decried 
the obstacles posed by the curse of dimensionality [9, 10] to the widespread exploitation of dynamic 
programming. He thus motivated various research efforts aimed at the mitigation or elimination 
of this curse [10-12]. He considered the computational spects and explored intelligent schema for 
the numerical realization of the functional equation [13-15]. He recognized the roles of algorithms, 
computers and networks in the expansion of the impacts of dynamic programming [13-17]. It is 
therefore, appropriate to include in this volume the work of Ng and Sancho as well as that of 
Esogbue and Warsi, both of which develop efficient dynamic programming computational 
algorithms. 
While Bellman glorified classical mathematics, he was often impatient with the many constrictive 
almost watertight boundaries which confined its widespread applicability to real, but particularly, 
sociotechnical systems. He recognized that for certain systems, a new calculus of imprecision had 
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tO be developed. He along with various colleagues, but particularly Zadeh [18-27], pushed for the 
development and application of fuzzy sets theory [22] to systems where the source of uncertainty 
is not merely randomness but vagueness or imprecision. Esogbue and Bellman [21] discuss ways 
to make his principal contribution, dynamic programming, more applicable to imprecisely-known 
phenomena or systems by developing fuzzy dynamic programming. Wuyts et al. expound aspects 
of this theory with its many applications. The paper by Odanaka injects this new dimension to a 
classical inventory problem studied also by Bellman [23, 24]. The papers by Sniedovich as well as 
Ibe and Esogbue address optimization problems of nonlinear programming variety also considered 
by Bellman [25-28]. 
The role played by dynamic programming, in opening up many vistas of modern control theory 
[10, 29-31] was appropriately appreciated by the IEEE who in 1979 awarded Bellman its prestigious 
Medal of Honor. The citation, inter alia, is for "contributions to decision processes and control 
systems theory, particularly the creation and application of dynamic programming". The American 
Control Society also honored him with the Heritage Award and subsequently named the award 
the Bellman Control Theory Heritage Award. The paper by Chukwu, and the two papers by 
Medhin, are devoted to aspects of this important area of Bellman's research. 
As we pointed out earlier, Bellman considered the computational spects of mathematics very 
important contributions both to the theory and applications of mathematics. He felt that bigger 
computers would make better mathematicians and offered ways for the intelligent exploitation of 
advances in computer technology [32, 33]. He addressed these issues not only as they relate to 
dynamic programming but to differential equations including linear, nonlinear and partial, two 
point boundary value problems, etc. He recognized the role played by an appropriate use of the 
digital computer in resolving these difficulties. Many unsatisfactorily resolved computational issues 
concerned him. In this regard, the contributions of Sarafyan, Derr et al., Adomian and 
Sambandham et al., must be viewed as important extensions of the state of knowledge in these 
areas. 
Bellman was almost obsessed with the importance of applications of mathematics todiverse areas 
of benefit o mankind. His work in health care delivery is well-known through his publications, 
speeches and position as professor of mathematics, electrical engineering and medicine at the 
University of Southern California. What is perhaps not so well documented is his concern for 
society, water resources and the environment in an effort to enhance the quality of life [34, 35]. 
To highlight an aspect of the foregoing concerns, the Second Bellman Continuum was followed 
by a special NSF workshop on dynamic programming and water resources. The contributions of 
Bellman to water resources exposed at the conference by the participants are documented in the 
book by Esogbue [36]. The last three papers of this special volume deal with mathematical nd 
computational spects of this area of concern to Bellman. The paper by Lee and Leitmann applies 
models of dynamical systems with time delay to river pollution control. It is aptly complemented 
by Ames, who studies pollutant ransport problems of rivers and streams from the standpoint of 
partial differential equations. These types of equations and problems were considered in many of 
Bellman's writings with colleagues of the Bellman Continuum. Esogbue and Lee conclude with an 
application of a computationally enhanced nonserial dynamic programming algorithm to the 
optimal design of water and sewer conveyance networks. 
The Third Continuum scheduled for June 1988 in Sophia-Antipolis, France will publish papers 
presented therein through Springer-Verlag Press. The Fourth Continuum is currently planned for 
Honolulu, Hawaii. Thus, these Continua provide appropriate vehicles for the prosecution and 
propagation of the numerous infectious bodies of mathematical knowledge germinated by Bellman. 
This volume is a contribution to that effort and the Bellman Continuum. 
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