Introduction
Maturation of a field requires that researchers be able to analyze and synthesize research to draw deeper, more meaningful conclusions. As a research area matures there is often a sharp increase in the number of research reports and results made available. With this increase, it is important to perform secondary studies that summarize results and provide an overview of the area. Methodologies exist for various type of secondary studies (i.e. systematic literature reviews and systematic mapping studies), which have been extensively used in evidence-based medicine and and software engineering. Secondary studies are less common in security engineering. However, a general trend toward more empirical studies in software security and evidence-based software security engineering has lead to an increased focus on systematic research methods. Systematic mapping is a methodology that is frequently used in medical research and recently also in software engineering [25, 17] , but largely neglected in (software) security engineering. Security engineering focuses on security aspects in the software development lifecycle [10] . Security engineering aims at protecting information and systems from unauthorized access, use, disclosure, disruption, modification, perusal, inspection, recording, or destruction. It has a main objective of guaranteeing confidentiality, integrity, and availability of information and systems.
A systematic mapping study (SMS) provides a 'map' of a research area by classifying papers and results based on relevant categories and counting the frequency of work in each of those categories. Such a distribution provides an overview of a field to help research identified topics that are well-studied and topics that are in need of additional study. Unlike Systematic Literature Reviews (SLRs), which seek to answer a specific research question based on all available evidence, SMSs are important because they (1) provide a basis for future research [19] and (2) educate members of the community [16] .
Therefore, SMSs should be an important tool in a field like security engineering where the number of studies and the maturity of empirical methods used is increasing, but not yet mature enough for SLRs. It is important for researchers to provide a map of key topics like security requirements engineering or security testing. We identified only ten mapping studies published in the field of security engineering [4, 7, 8, 6, 11, 22, 27, 28] . We also note that there is no methodological support available that is specific to security engineering.
The number of mapping studies is continuously increasing and there is a great interest in the methodology [25] . To increase the confidence and reliability of mapping studies, there is a need for methodological support, especially domainspecific support. This need is illustrated in a recent analysis that showed large differences in terms of the included papers and the classification of results between two mapping studies on the same topic [31] .
This chapter provides methodological support for SMSs in security engineering based on examples from published SMSs in the field of security engineering and on our own experience with mapping studies. Similar to software engineering also security engineering bridges research and practice and as the available SMSs in security engineering are similar to SMSs in software engineering, the same basic process for conducting mapping studies can be followed, with some tailoring for security engineering. The SMS process consists of the following phases: (1) study planning, (2) searching for studies, (3) study selection, (4) assessment of study quality, (5) extraction of data, (6) classification of data, (7) analysis of data, and (8) reporting of results [17] . The goal of this chapter is to build on this foundation with guidance that is specific to security engineering SMSs and to increase the awareness within the security engineering community of the need for additional SMSs on important topics.
This chapter is structured as follows. Section 1.2 provides background on systematic mapping studies in software engineering. Section 1.3 overviews the published security engineering SMSs. Section 1.4 presents guidelines for SMSs in security engineering aligned with the phases for conducting systematic mapping. Finally, Section 1.5 summarizes the chapter.
Background on Systematic Mapping Studies in Software Engineering
The goal of SMSs (which are also called scoping studies) is to survey the available knowledge about a topic [17] to identify clusters of studies suitable for more detailed investigation and to identify gaps where more research is needed. While SMSs have found wide acceptance in software engineering, they appear to be less widely used in other disciplines [17] . There use in software engineering is the result of its general immaturity as an 'empirical' discipline. That is, software engineering researchers do not yet use a consistent approach for reporting studies, nor have they agreed on a consistent set of terms to describe key concepts in the field. SMSs are particularly applicable in this situation [18] . We claim that security engineering is at a similar level of maturity as software engineering in regards to the reporting of empirical studies. Therefore, SMSs should be of similar importance. But, unlike software engineering, there are no specific guidelines for performing SMSs in security engineering and the overall awareness of the importance of mapping studies within the community is lower. This chapter fills this gap and provides specific guidelines for performing SMSs in security engineering. As a background, this section summarizes the relevant methodological support for SMSs in software engineering. Section 1.2.1 describes the process for performing SMSs. Section 1.2.2 discusses additional guidelines for SMSs in software engineering.
Process for Systematic Mapping Studies in Software Engineering
The SMS approach in software engineering is based on a process presented in a recent comprehensive book on evidence-based software engineering [17] , which takes experiences from previous more generic [18] and more specific processes [24] into account. Figure 1 .1 shows the steps of the SMS process (i.e. study planning, searching for studies, study selection, assessing study quality, data extraction, data classification, analysis, and reporting). We align the presentation of guidelines for SMSs in security engineering presented in Section 1.4 with these steps. Even though we discus the steps sequentially, in practice the steps are performed iteratively or even in parallel. In addition to the SMS process described here, interested readers may want to review the SMS process described by Peterson et al. [24] , which is similar to the one described here. The remainder of this section describes the SMS process steps in more detail.
Study Planning
As undertaking a mapping study is a time-consuming activity, planning is a key factor in achieving a successful outcome. The focus in this phase is on the development and validation of a review protocol. Prior to planning a full study, the researchers should first ensure that such an SMS is needed and feasible. SMSs require a justification and have to be managed as review projects. According to Kitchenham et al. [17] , study planning includes (1) establishing the need for a review, (2) managing the review protocol, (3) specifying the research questions, (4) developing the review protocol, and (5) validating the review protocol. Specification of the research questions is a critical part of the planning process. It is important for the researchers to fully explain the factors that motivate the research questions. For SMSs, the research questions should help the researchers [17] :
classify the literature on a particular software engineering topic in ways that are interesting and useful to the community; and identify clusters of related research as motivation for further analysis and identify gaps in the literature which are in need of additional studies. The main components of a review protocol aligned with the process steps are background, research questions, search strategy, study selection, assessing the quality of the primary studies, data extraction, analysis, limitations, reporting, and review management. Once developed, the protocol authors should provide protocol evaluators with a checklist or a set of questions addressing each of the elements of a protocol. This validation process helps ensure the process is correct prior to embarking on the review.
Searching for Studies
There are a number of approaches researchers can use to identify relevant primary studies for inclusion in the SMS. These methods include:
Automated Searching -use resources like digital libraries and indexing systems;
Manual Searching -focusing on selected journals and conference proceedings;
Backwards Snowballing -examining papers that are cited by other papers included in the review; and Forward Snowballing -examining papers that cite papers included in the review.
While, automate searching is probably the most common approach, in practice, researchers often combine these methods to develop a search strategy that achieves a good level of coverage for the topic of interest [17] .
There are a number of databases researchers use when performing SMSs. First, there are publisher-specific databases including: IEEEXplore, the ACM Digital Library, Science Direct (Elsevier), Wiley, and SpringerLink. Second, there are general indexing servcies, such as Scopus and Web of Science that index papers published by multiple publishers. Finally, Google Scholar can be useful, although there is less validation of paper prior to being indexed by Google Scholar.
The goal of the search process is to achieve an acceptable level of completeness within the reviewer's constraints of time and human resources [17] . Therefore developing a search strategy is an iterative process, involving refinement based on some determination of the level of completeness achieved. An essential basis for the subjective assessment of completeness is comparison of the search results against a known set of papers. This set contains papers for which the researcher has already determined their relevance to the current SMS. Researchers can create the known set through an informal automated search, based upon their own personal knowledge, from a previous literature review, or through the construction of a quasi-gold standard by performing a manual search across a limited set of topic-specific journals and conference proceedings over a restricted time period. If the set of papers returned by the search string does not include papers in the known set, then the researcher must modify the search string.
Study Selection
Study selection is a multi-stage process that can overlap to some extent with the searching process. The study selection process includes: determining the selection criteria, performing the selection process, and determining the and relationship between papers and studies.
The selection criteria are generally expressed as inclusion and exclusion criteria. These criteria help the researcher make a more objective determination about which paper should be included in the review. While the specific critera may vary depending upon the research questions, they often include items like: ensuring the paper is English, ensuring the paper is peer-reviewed, or ensuring the paper is within a specified time frame.
The selection process usually consists of a number of stages. First, after researchers identify a set of candidate papers, they examine the titles and abstracts to eliminate any papers that are clearly irrelevant. If there is a question about the relevance of a paper, then it remains for the next phase. Next, researchers have to examine the papers in more detail to finally determine their relevance. When study selection is performed by a team of reviewers, researchers can validate the results by performing the process independently and comparing the results.
Finally, determining the relationship between research papers and the studies that they report is important. Researchers performing SMSs are usually looking for empirical studies that provide some sort of evidence about a topic of interest. Papers can report more than one study, and studies can be reported in more than one paper. Therefore, it is important for the researchers to eliminate duplicate reports and identify a set of unique studies from which data can be extracted.
Assessing Study Quality
As the focus of an SMS is usually on classifying information or knowledge about a topic, quality assessment is of typically of less importance than for other quantitative or qualitative reviews. Researchers have to define criteria (for instance, quality checklists) and procedures for performing quality assessment (i.e. scoring studies, validating the scores as well as using quality assessment results).
Data Extraction and Classification
The objective of this stage of the process is to analyze the reports of the primary studies to extract the data needed to address the research questions. Researchers must define, and justify, the strategy for data extraction and the data extraction form (which helps ensure researchers extract the same information about each study). With the resulting classification scheme, the data extraction and aggregation may be performed iteratively, and it may be revised as more knowledge about the topic is gained through extraction and aggregation. Furthermore, the data extraction process should be validated. Validation can be performed by having two independent researchers extract data from the same papers, checking the results, and meeting to reconcile any discrepancies.
Analysis
The analysis of data gathered for an SMS is relatively simple compared to the analysis performed in a systematic literature review. In an SMS the data extracted from each primary study in a mapping study tends to be less detailed than the data extracted for a systematic literature review, in which a qualitative or quantitative analysis is common. The type of analyses typically performed in an SMS include: analysis of publication details, classification of results, and more complex automated content analysis.
An analysis of publication details can answer many research questions including: the distribution of authors, affiliations, publication dates, publication type, and publication venue. A classification analysis often produces more interesting results. For example, this analysis may identify the existing techniques used in a particular area or the types of empirical methods used in studies. Finally, automated content analysis uses test mining and associated visualization methods to analyze mapping study data.
Reporting
The first step in the reporting phase is planning the report. This step includes specifying the audience and determining what sort of document would best suit their needs. Ideally, report planning should be initiated during the preparation of a review protocol. The second step is writing the actual report. Finally, the last step is validating the reports through internal and/or external reviews to assess its quality.
Overview of Guidelines for Systematic Mapping Studies in Software Engineering
Due to the importance of mapping studies in software engineering, there are several sets of guidelines published by different authors. We can group the guidelines used for mapping studies in software engineering into four sets [25] , as shown in Table 1 .1. The first family is the Kitchenham family. This family consists of the generic guidelines on systematic reviews by Kitchenham and Charters [18] , which are a refinement of the original guidelines from Kitchenham [14] . It also includes a checklist for conducting mapping studies in software engineering (Template for a Mapping Study Protocol from Durham University) [1] . These guidelines were refined in a later work by Kitchenham and Brereton [15] and in a book by Kitchenham et al. [17] .
The second family is the Petersen family. Petersen et al. performed a systematic map of 52 mapping studies in software engineering. Based on this study, they produced evidence-based guidelines for systematic mapping studies in software engineering [25] , which update previous guidelines [24] by the same first author.
The Kitchenham and Petersen families of guidelines are most commonly used [25] . The other two families, i.e. Bilolchini and Social Science, are less frequently used. [26] , [3] Each family of guidelines follows a process similar to the one presented in Section 1.2.1. The Kitchenham familiy provides the most comprehensive familiy of guidelines for systematic reviews in software engineering covering quantitative and qualitative reviews as well as systematic mapping studies. The Petersen familiy provides guidelines specific to systematic mapping studies, which are even based on an assessment of the current practice of conducting SMS by analyzing 52 SMS in software engineering. The focus of Biolchini is on providing a template for systematic literature reviews in software engineering, which can also be instantiated for SMSs. Finally, the systematic review guidelines for social sciences are more generic and neither cover specific issues of software engineering nor of mapping studies.
Note that in software engineering, researchers often combine guidelines when performing SMSs because the individual guidelines are not sufficient [25] . The same situation holds for security engineering, for which we provide a collection of guidelines in Section 1.4 of this chapter.
Overview of Available Mapping Studies in Security Engineering
This section provides an overview of available mapping studies in security engineering. Mapping studies in security engineering provide a 'map' of a security engineering research area by classifying papers and results based on relevant categories and counting the frequency of work in each of those categories. We do not consider systematic literature reviews in security enginering (which seek to answer a specific security engineering research question based on all available evidence), like the study by Oueslati et al. on the challenges of developing secure software using using the agile approach [23] . Furthermore, we exclude those SMSs in software engineering which consider non-functional aspects including security as one classification item, for instance, the study by Afszal et al. [2, 13] . Tables 1.2 and 1.3 provide an overview of the published security engineering SMSs. These SMSs cover different phases of the security development lifecycle [9] : one SMS addresses security requirements engineering [28] , one security architectures [4] , three security testing [8, 11, 22] , one security deployment [7] , and one security development and operations [21] . Finally, two SMS are more on the meta-level and cover the whole security development lifecyle [27, 6] .
In more detail, the following topics and classification criteria are applied in each of the available SMS in security engineering.
Souag et al. [28] provide an SMS on reusable knowledge in security requirements engineering classifying papers according to the criteria knowledge reliance, knowledge representation forms, techniques for (re)using knowledge, tools for automation, as well as challenges regarding security knowledge (re)use in security requirements engineering. [20] security requirements engineering 2010 CSI [4] software architecture security 2011 EASE [7] security threats in cloud computing 2013 IJCSIS [8] security regression testing 2015 STTT [6] science of security 2016 HotSoS [11] model-based security testing 2016 STVR [22] security verification and validation 2016 IJCEACIE [27] security crowdsourcing 2016 SOSE [28] security requirements engineering 2016 REJ [21] security development and operations 2016 ASSD Arshad and Usman [4] provide an SMS on security at software architecture level classifying papers according to bibliographic information.
Felderer and Fourneret [8] provide an SMS on security regression testing classifying papers according to the abstraction level of testing, addressed security issues, the regression testing techniques, tool support, the evaluated system, the maturity of the evaluated system as well as evaluation measures.
Felderer et al. [11] provide an SMS on model-based security testing classify-ing papers according to filter criteria (i.e. model of system security, model of the environment and explicit test selection criteria) as well as evidence criteria (i.e. maturity of evaluated system, evidence measures and evidence level). Nunes and Abuquerque [22] provide an SMS on software security verification, validation and testing (VVT) classifying papers according to covered VVT practices and their advantages and difficulties.
da Silva et al. [7] provide an SMS on security threats in cloud computing classifying papers according to security threats to cloud computing models, security domains explored by the threats, types of proposed solutions, as well as involved compliances.
Mohan and ben Othmane [21] provide an SMS on security aspects in development and operations (DevOps) classifying papers and presentations from selected security conferences according to the criteria definition, security best practices, compliance, process automation, tools for SecDevOps, software configuration, team collaboration, availability of activity data and information secrecy.
Sauerwein et al. [27] provide an SMS on crowdsourcing in information security classifying papers according to bibliographic information, applied research methodology, addressed information security application context, applied crowdsourcing approach, and challenges for crowdsourcing-based research in information security.
Carver et al. [6] provide an SMS on science of security based on the 2015 IEEE Security & Privacy Proceedings classifying papers according to evaluation subject type, newness, evaluation approach and completion rubrics (i.e. research objectives, subject/case selection, description of data collection procedures, description of data analysis procedures, as well as threats to validity).
In the next section, we substantiate the provided guidelines with examples from these systematic mapping studies on security engineering.
Guidelines for Systematic Mapping Studies in Security Engineering
Section 1.2 provided a general overview for conducting mapping studies. This section focuses those guidelines into the software security engineering domain by providing specific examples from the series of mapping studies described in Section 1.3. Note that the papers did not report anything specific to security as it relates to Analysis or Reporting. Therefore, we do not include a discussion about those aspects of the process.
Study Planning
The most common recommendation from the security mapping studies that affects study planning was to keep the scope of the study as general as possible. One way to keep the scope general is to ensure that the research question is general rather than being too specific [4, 22] . Some studies use the PICOC (Pproblem or population, I -intervention, C -comparison, control or comparator, O -outcomes, C -context) approach to define the research question [22] . In addition, the goal of a mapping study should be to provide an overview of a topic to (1) identify which sub-topics are ready for Systematic Literature Reviews and which need additional primary studies first, and (2) provide a reference for PhD students and other researcher [28] .
Other considerations during the planning phase include: (1) ensuring that the protocol is defined in a replicable manner [27] , (2) choosing the tooling infrastructure, e.g. Mellando et al. recommend Endnote [20] , and (3) planning for potential bottlenecks and sources of bias, e.g. Mellando et al. found that searching for, selecting, and evaluating studies led to bottlenecks and potential sources of bias [20] .
Searching for Studies
To provide some guidance on the most important venues in which security engineering papers are published, we examined the 'Computer Security & Cryptography' list from Google Scholar and the 'Computer Security' list from Microsoft Academic Search to identify the main journals and conferences related to security engineering. To keep the list relevant, we did not consider venues focused information security management, cryptology, trust, computer security or network security. We also note that security engineering topics appear in domain specific venues. Specifically, there are a number of software engineering journals and conferences that cover security engineering topics. The security engineering mapping studies in Table 1 .2 include primary studies from the main generic software engineering venues listed in Table 1.6. Furthermore, security mapping studies that focus on specific sub-topics may also find primary studies in the leading venues from that sub-area. For instance, the mapping study of Mellado et al. [20] on security requirements engineering covers publications from the Requirements Engineering Journal (REJ), the International Requirements Engineering Conference (RE) and the International Working Conference on Requirements Engineering: Foundation for Software Quality (REFSQ).
In another example Mohan and Othmane [21] also searched for presentations at the OWASP 3 and RSA 4 conferences. These two conferences are industry events that contain grey literature like presentations or blog entries. For some recent or industry-relevant topics, the inclusion of grey literature in mapping studies could be quite useful [12] . For instance, for the recent and industry-relevant topic of security aspects in DevOps covered by [21] , the authors found 5 presen- tations (besides 66 research publications), and finally selected 3 presentations and 5 research papers for inclusion in the map. When performing the search process, it is important to have the most appropriate search string. Similar to the discussion about the research question, using a broad search string will help prevent premature elimination of potentially relevant studies [7] . To ensure the best coverage of the domain, authors have to choose an appropriate set of synonyms for the search string. Arshad and Usman identified the following synonyms for security: 'Secure', 'Authorization', 'Authentication', and 'Access Control' [4] .
As is common with most systematic literature studies, authors have to use different search strings depending upon the venue being searched [28] . To provide some more specific guidance, Table 1 .7 provides an overview of the literature databases searched in the identified software security mapping studies. Each of the ten security mapping studies searched in IEEE Xplore and the ACM Digital Library, which are also the two most common digital libraries used in software engineering mapping studies. Furthermore, more than half of the studies searched in ScienceDirect (eight out of ten) and in SpringerLink (five out of ten). The general indexing services Scopus, Compendex and Google Scholar are used in more than one study. The remaining databases, i.e. Engineering Village, Wiley, Web of Science, Citeseer, Taylor & Francis, Wiley, and DBLP are each searched in one study.
Finally, it is important to pilot test the search string to ensure that it is providing the proper set of papers. Felderer et al. used a reference set of papers (which were known to be relevant) to evaluate the completeness of the set of papers returned by the search string [11, 8] . 
Database
Studies Used IEEE Xplore [4, 7, 11, 8, 20, 22, 27, 28, 21 ] ACM Digital Library [4, 7, 11, 8, 20, 22, 27, 28] ScienceDirect [4, 7, 11, 8, 20, 22, 27, 28 ] SpringerLink [7, 11, 8, 27, 28 [28] Another approach that augments that traditional search is snowballing. In this approach, researchers start from a set of papers that are known to be relevant. This set can either come from prior work in the area or can be the result of the searching phase of the systematic mapping study. For each paper in this set, the researcher check the list of references to determine if there are any additional papers that are not yet included. If the authors find another relevant paper, they add it to the set and continue the snowballing process by checking its reference list. We found two security mapping studies that employed the snowballing approach [27, 22] .
Study Selection
Once authors identify an initial set of papers based on the search process described in Section 1.4.2, they must then choose the most appropriate set of papers to finally include in the mapping study. Due to the subjective nature of this step and the potential for errors, a number of studies recommend using at least two members of the author team to perform the selection process. Those authors should be experts in the domain [8] and ideally have their work validated by other authors from the author team [28] .
The process of choosing the most appropriate studies would be prohibitively time-consuming if the authors needed to read the full text of all candidate papers. Experiences from the security mapping studies provide some approaches to speed up this process. Authors should start by examining the abstract to determine relevance. When the abstract does not provide enough information to make a decision, there are different approaches. First, Arshad and Usman rec-ommend that authors next study the introduction and conclusion, then the full paper [4] . Conversely, Nunes and Albuquerque indicate that the abstract, introduction, and conclusion do not always contain enough information to make a decision [22] . Second, Saurwein et al. suggest that if a paper seems relevant, then perform partial reading of the paper [27] . Third, da Silva et al. point out that a full reading of the paper will be required if either (1) the abstract is too short or (2) the proposed solution is not fully described in the abstract [7] . Finally, in some cases the information necessary to make a selection decision or to gather evidence may be completely omitted from paper and only located in an external thesis/dissertation [22] .
A key part of the selection process is defining appropriate inclusion and exclusion criteria. Here we provide some of the common criteria used by the authors of the included papers.
Common inclusion criteria include:
Papers directly related to topic of study, including security and the specific focus [4, 7, 11, 8, 22, 27, 21] Published in a peer reviewed conference/journal [4, 11, 8, 22, 27, 21] Paper should have a proposed solution or detailed description of process [7, 20, 21] Studies must be recent or withing a specified timeframe [20, 27] In addition to the negation of the inclusion criteria above, the following exclusion criteria include:
Duplicate papers or older versions of current work [7, 22, 27] Papers not accessible online [7] 1. 4 
.4 Assessing Study Quality
Only one paper specifically discussed how to assess the quality of the included studies. Souag et al. provided four quality criteria used in their review to help determine whether to include a study [28] . These criteria were:
Ensuring completeness of publication, including whether claims were supported and whether external work was cited Ensuring that the topic of the paper is closely related to the specific focus of the review;
Grouping of similar work from sets of authors; and Exclusion of least relevant articles to keep paper size manageable.
Related to ensuring the completeness of publications, Carver et al. developed a set of rubrics to help reviewers evaluate whether authors documented all key details about a study [6] . Those rubrics include specific guidance related to:
Research objectives -are important to understand the goals of a paper and position the results; Subject/case selection -help to understand how to interpret the results if the authors have clearly and explicitly described the subjects of the evaluation (e.g. the system or people chosen to participate), why those subjects are appropriate and how they were recruited or developed;
Description of data collection procedures -help to clarify exactly what information was collected;
Description of data analysis procedures -are important to enable replication;
Threats to validity -help to understand the limitations of the results and whether or not those results are applicable in a particular situation.
These rubrics are especially important to assess the quality of reporting of the provided evaluation and whether required data for classification of the provided evaluation can be extracted from a study. Furthermore, they help to determine whether other researchers are able to understand, replicate, and build-on research published in the respective study.
Data Extraction and Classification
The identified mapping studies rarely discuss data extraction explicitly. In fact, only half of the identified studies do not discuss data extraction at all [4, 22, 7, 8, 11] . Three studies that do describe data extraction include nothing out of the ordinary [27, 20, 28] . Only two studies [28, 21] explicitly provide the information collected in the data extraction form.
Security is a diverse field in which researchers propose and evaluate a variety of artifacts. Carver et al. identified six types of subjects that appear in the security engineering literature [6] , including:
Algorithm/theory -a proposal of a new algorithm/theory or an update to an existing algorithm/theory; Model -a graphical or mathematical description of a system and/or its properties;
Language -a new programming language;
Protocol -a written procedural method that specifies the behavior for data exchange amongst multiple parties;
Process -the computational steps required to transform one thing into something else;
Tool -an implementation of a process.
In terms of types of papers, Souag et al. [28] built a classification scheme for study types that is based on an established classification scheme used in requirements engineering [30] . They classify papers as: For the papers that fall into the evaluation research or validation research types, Carver et al. also provide a classification of the types of validation researchers may use [6] , including:
Experiment -an orderly process that seeks to test a hypothesis in a controlled setting to establish a causal relationship;
Case study -evaluation conducted in a more realistic setting that can be provided by an experiment;
Survey -comprises a number of qualitative research methods including surveys, interviews, focus groups, and opinion polls, which focus on gathering qualitative data (along with some quantitative data) directly from a set of subjects via a series of questions or guided discussion;
Proof -a formal approach to validate a characteristic or property of an evaluation subject; Discussion/argument -validation without empirical data, but through discussion or argument (this does not refer to papers that have a discussion of the results obtained by one of the other evaluation approaches).
A crucial artifact for data extraction and classification is the applied classification scheme, which may be refined during the process. Mapping studies in security engineering can complement classification schemes from available baseline studies in software engineering. This provides the advantage for mapping studies in security engineering to base them on established classification schemes, to extend them with specific security aspects and to compare results to baseline results in software engineering. For instance, the classification scheme on model-based security testing from the mapping study in [11] , which is shown in Figure 1 .2, complements a previously developed classification scheme for model-based testing [29] . This classification scheme for model-based testing comprises the top-level classes model specification, test generation and test execution. It is complemented in the mapping study on model-based security testing presented in [11] with the class filter, which covers security aspects of model-based testing, i.e. model of system security, security model of the environment as well as explicit test selection criterion. Furthermore, the class evidence is added which considers the maturity of the evaluated system, evidence measures as well as the evidence level, which are are especially of importance for security testing approaches. However, the resulting classification scheme (with top-level classes model specification, test generation, test execution, filter, and evidence) extends the classification of model-based testing with classes for security testing and allows a refined classification of model-based security testing approaches as well as their comparison to model-based testing approaches.
