Abstract-We present a three-dimensional finite-difference time-domain (FDTD) algorithm to minimize the numerical dispersion error at preassigned angles. Filtering schemes are used to further optimize its frequency response for broad-band simulations. A stability analysis of the resulting FDTD algorithm is also provided. Numerical results show that the dispersion error around any preassigned angle can be reduced significantly in a broad range of frequencies with small computational overhead.
I. INTRODUCTION
N UMERICAL dispersion constitutes a major source of error in the finite-difference time-domain (FDTD) method [1] - [3] . In ordinary FDTDs (Yee's scheme), the numerical dispersion error is maximum along the three coordinate axes [2] and minimum along the cell diagonals. To combat numerical dispersion, it is customary to use finer discretizations or higher order schemes [4] - [12] . These solutions are designed to improve the dispersion properties for all propagation angles simultaneously and demand a significant increase in the computation resources. For a number of practical problems, however, the reduction of the dispersion error is really necessary only around a limited angular sector. This is particularly true, for instance, in (electrically large) problems involving highly elongated FDTD domains and/or problems involving wave propagation limited to certain preassigned angular span(s) [13] .
In this paper, we introduce an angle-optimized finite-difference time-domain (AO-FDTD) scheme aimed at controlling the angular sector of minimum dispersion error in three-dimensional (3-D) simulations. Because of the 3-D grid symmetry, the angle optimization occurs on each octant concurrently. Section II gives the implementation details and presents a stability analysis of the proposed 3-D AO-FDTD scheme. In Section III, we show how 3-D AO-FDTD can be used to precisely control the angle of minimum numerical dispersion. Numerical results are presented in Section IV. 
II. UPDATE EQUATIONS AND STABILITY ANALYSIS
We introduce a modified set of Maxwell's curl equations as follows: (1) where denotes the dot product of vector differential operator and an artificial correction tensor defined as (2) in which , , and are the cell size along the , , and directions respectively, is the exact (continuum) phase velocity in the medium, and and are additional degrees of freedom in the equations. These parameters are to be determined in order to control phase-correcting (higher order) time derivative terms. This artificial correction tensor is designed so as to introduce artificial dispersion effects which compensate the numerical dispersion. The compensation mechanism will be detailed in Section III.
Second-order time derivatives terms can also be written in terms of the second-order space derivatives via the Helmholtz equation [14] . Thus, (2) becomes (3) Implementing (3) in the staggered FDTD grid with central differencing in space and a leap-frog discretization in time, we obtain fully discrete update equations for the 3-D AO-FDTD. For example, the update is written as shown in the equation at the bottom of the following page, where the superscripts denote the spatial location of the field components and the subscripts denote the time step. The other update equations are similar. The AO-FDTD methodology can also be specialized for two-dimensional (2-D) simulations following a similar procedure. This is described in more detail elsewhere [15] . To investigate the stability of the 3-D AO-FDTD method, we employ a Von Neumann analysis [2] . The and fields are expanded into Fourier modes as (4) Substituting (4) into the discrete update equations, we obtain the amplification matrix as shown in (5) , at the bottom of the following page, where
The eigenvalues of the amplification matrix in (5) Assuming a monochromatic wave propagating in a uniform grid, then the time-dependent factors of (4) can be written as (11) Substituting (4) and (11) again into the update equations and eliminating all field variables, we obtain (12), as shown at the bottom of this page, where and and , are polar angles along which the wave propagates. For , , and to admit nontrivial solutions, the determinant of the matrix in (12) must be zero. Thus, we obtain the dispersion relation (13) where is the Courant (or CFL) number. Note that in the derivation of (13) we have implicitly assumed . Therefore, for given , , and , the error on the discrete phase velocity can be made equal to zero if and are properly chosen. In other words, we one can solve for and using (13) for given , , and . In order to do this, we first define an error measure (14) Solving (13) is equivalent to letting
. By noting that , we may expand in a polynomial series in terms of the reciprocal of the number of cells per wavelength, , as (15) where, in practice, usually . To solve for and , we force the first two terms in (15) to be zero. The resulting error will be
. We obtain and (16) For , the minimum (for all angles) maximum for a stable scheme is found from (10) and (16) to be 2/3. This is the CFL number which can be used to minimize the dispersion (5) (12) error for any angle with guaranteed stability. The actual CFL number can be made larger than 2/3 depending on the specific and chosen. Note that the angular dependency on , only appears in , which controls the higher order time derivative terms.
Narrow-band problems comprise just a small fraction of problems of interest for FDTD simulations. In most cases, one is confronted with simulations involving broad-band excitations. Therefore, the treatment of the dispersion error over some preassigned and possibly broad frequency range is also of interest. In order to achieve that, we note that monomials in (15) can be thought of as a basis of an infinite dimensional linear space and (15) as an expansion of in . Therefore, we might as well choose another basis to expand (14) , e.g., or , where corresponds to a center frequency, corresponds to the frequency range of interest, and is the th-order first-kind Chebyshev polynomial. In this manner, we are able to better control the frequency response of the dispersion error . The first alternative corresponds to a maximally flat (Butterworth) filter and the second one to a Chebyshev filter around the central frequency. After expanding the error in the new basis, the new and can then be determined by again forcing the lowest two terms of the expansion on the new basis to be identically zero. The implementation of such filters for finite-difference schemes is discussed in more detail in [16] . The improvement achieved using such filters is illustrated in the next section.
Although not detailed here, the modification on the dispersion behavior of Maxwell's equations given by (1) may also be effected, in a dual formulation, in terms of a change on the constitutive parameters of the background medium. In this dual formulation, Maxwell's equations themselves are not changed, while the background medium becomes a dispersive and anisotropic medium. This is because: 1) the change of the spatial nabla operators in (1) is equivalent to a change on the metric of space [17] , [18] and 2) a change on the metric can be recast as a change on the constitutive parameters [19] (the latter fact follows from the metric invariance of Maxwell's equations [20] ). This is best appreciated using the language of differential forms (exterior calculus) for the electromagnetic fields [18] , [20] . The dispersive and anisotropic properties of the artificial background media is such that they approximately compensate for the dispersion and anisotropy caused by the discretization.
IV. NUMERICAL EXPERIMENTS
For a particular choice of and in (2), the actual phase velocity of AO-FDTD simulations can be obtained as a function of frequency and propagation angle directly from (13), as traditionally done in FDTD dispersion analysis. In this way, the 3-D AO-FDTD will be compared with the traditional FDTD method (Yee's scheme) and a particular scheme with second-order accuracy in time and fourth-order accuracy in space [ scheme] [4] . Butterworth, Chebyshev, and nonfiltered AO-FDTD schemes are tested at and (i.e., positive direction), with . Moreover, the results are normalized to . is used for ordinary FDTD and for the scheme (maximum respective CFL numbers). The coefficients used here are listed in Tables I and II. Figs. 1 and 2 show the normalized phase velocity of Butterworth and Chebyshev AO-FDTD schemes at and with different specificationof of center frequencies. The results are similar for these two schemes. In consonance with filter theory [21] , we observe that the Butterworth filter gives slightly more accurate results than the Chebyshev filter at the specified center frequencies, while the Chebyshev filter produces a smaller maximum error than the Butterworth filter in the frequency band shown, (and indeed not limited to from the filter specification). Note that, in Fig. 1 , the normalized phase velocities are not exactly 1.0 at the center frequencies, and this discrepancy tends to increase as the center frequency increases. This is because we are using a finite number of terms in the transformation of basis from to . Theoretically, this error could be minimized by increasing the number of terms when designing the filters. Alternatively, one can in practice simply shift the center frequency slightly downward (e.g., optimize at instead of at ). An interesting point to observe in connection with Figs. 1 and 2 is that the local dispersion error is actually smaller for higher frequencies (closer to ) than for lower frequencies (as opposed to traditional FDTD schemes). This is highly desirable since at high frequencies the computational domain (of fixed physical size) is electrically larger than at low frequencies, and hence the accumulated phase error form the FDTD simulations is also larger. With this in mind, may also be chosen close to the maximum frequency of interest. Fig. 3 shows the comparison of different 3-D AO-FDTD schemes, where all filtering schemes are optimized with . We observe that filtering schemes indeed yield much better results than a nonfiltered scheme around designed frequencies, where the numerical dispersion is the most critical. Moreover, in the whole frequency range being considered, the maximum errors from both filtering schemes are also smaller than those of the nonfiltered scheme. Fig. 4 shows the normalized phase velocity of ordinary FDTD and schemes. Compared with the nonfiltered AO-FDTD scheme, approximately 5 times and 3 times finer meshes would be required for the same accuracy at and , respectively. If compared with filtering schemes, even finer meshes would be required. Fig. 5 illustrates the behavior of the dispersion error as a function of angle (anisotropy). A Butterworth filter optimized at is used. The normalized phase velocity is presented for four different elevation angles close to the optimized angle . The azimuthal angle is fixed at . In the vicinity of the optimized angle, we see the 3-D AO-FDTD works as intended: an error no larger than 0.06% is obtained in an angular sector as large as 15 around the optimized angle. It is important to note here that, because of the symmetry of the 3-D Cartesian grid, the angle optimization occurs on each octant concurrently, i.e., the dispersion error is minimized (in general) at eight angles simultaneously. This can also be seen from the periodic behavior of in (16) in terms of and . Exceptions to this occur for , where the eight optimal propagation angles coalesce into four, and at or , where the eight angles coalesce into only two.
We next simulate an ultrawide-band pulse propagation to illustrate the effectiveness of the angle optimization in reducing the pulse distortion caused by the numerical dispersion. The source is a -directed electric dipole excited by a first-order differentiated Gaussian pulse centered at 7.5 GHz and having 10 dB points at about 1.5 and 16 GHz. The medium is free-space and the computation domain is sufficiently large enough so that any spurious reflection from the grid boundaries are causally isolated from the results presented below. The discretization cell size corresponds to 10 cells per wavelength at 10 GHz. The observation point is at 38 cells away from the source at an angle and , for which the optimization is chosen for the 3-D AO-FDTD. The copolarized component of the electric field at the observation point is illustrated in Fig. 6 . The largest possible Courant numbers are used in each case, i.e., 1 for Yee's scheme and 2/3 for the AO-FDTD scheme. As a result of the much smaller numerical dispersion, the AO-FDTD pulse exhibits significantly less distortion than Yee's pulse. Table III compares the relative amount of memory and floating point operations (FLOPs) required by Yee's scheme to obtain the same dispersion error at a given optimal angle of the AO-FDTD scheme, and . For completeness, Fang's scheme is also considered. The largest possible Courant number is used within each scheme, and the same total elapsed time is assumed. The center frequency for the filtered schemes is chosen to be . We note that the amount of savings for filtered AO-FDTD methods depend on the specific frequency bandwidth of interest. At a single frequency, one can always fine tune the schemes using filters so that virtually no dispersion occurs at that particular frequency, and hence a direct comparison would indicate arbitrarily large savings. Hence, for a more meaningful comparison, we choose a frequency band and discretization cell size such that the lowest frequency corresponds to and the highest frequency corresponds to . Table III shows that, despite the need for (in general) smaller Courant numbers, and more arithmetic operation per field component update in the AO-FDTD and Fang's schemes, this is more than compensated for by the smaller number of grid points (large cell sizes) necessary for a given accuracy relative to Yee's grid. The main entries in this table correspond to a nonuniform Yee's grid, where the discretization cell size along the propagation direction is decreased with respect to the transversal directions, while the entries in parenthesis correspond to a uniform Yee's grid, where the cell size reduction occurs for all three directions simultaneously (note that the option of independently decreasing the cell size in a single direction for Yee's scheme can be used only for propagation angles strictly along the Cartesian axes). From this table, we see that, for example, to obtain the same dispersion error at this frequency range, a (nonuniform) Yee's scheme necessitates roughly eight times more memory and 4.7 times more FLOPs than the AO-FDTD scheme with a Chebyshev filter.
V. CONCLUSION
We have described conditionally stable, AO-FDTD algorithms which minimizes the dispersion error at preassigned propagation angles in 3-D problems. Because of the 3-D grid symmetry, the optimization occurs on each octant concurrently. The combination of the 3-D AO-FDTD with filtering schemes (Butterworth and Chebyshev) further improves the dispersion characteristics of a finite range of frequencies in the case of broad-band problems. This algorithm is of particular interest for electromagnetic field simulations in electrically large problems where the minimization of the dispersion error only around certain limited angular spans is critical, e.g., for highly elongated domains.
