Abstract. Let V be a 2-dimensional vector space over an algebraically closed field F of characteristic different from 2 and 3. A non-empty Zariski-open subset O ⊂ ⊗ 2 V * ⊗ V and four GL(V )-invariant rational functions I i , F i : O → F for i = 1, 2 are proved to exist such that two bilinear maps t, t ′ ∈ O are GL(V )-equivalent with respect to the tensorial representation of GL(V ) if and only if I i (t) = I i (t ′ ) and F i (t) = F i (t ′ ) for i = 1, 2. The matrix reducing t ∈ O to normal form is also studied. As the computation of the invariants F i , i = 1, 2, is expensive, two new invariants I j with j = 3, 4 are introduced, which are easy to be computed and have a geometric meaning. The invariants F i , i = 1, 2, are written in terms of I i , i = 1, . . . , 4, on a suitable Zariski-open subset O ′ ⊂ O. Hence, they also solve the equivalence problem on O ′ .
1. Introduction. Let F be an algebraically closed field of characteristic p with p ∈ {2, 3}, and let V be a 2-dimensional F-vector space. The basic goal of the present paper is to prove the existence of a non-empty Zariski-open subset O ⊂ ⊗ 2 V * ⊗ V (see Remark 4.4 for the definition) and four GL(V )-invariant functions I i , F i : O → F, i = 1, 2, such that two bilinear maps t, t ′ ∈ O are GL(V )-equivalent if and only if I i (t) = I i (t ′ ), F i (t) = F i (t ′ ), i = 1, 2, (see Theorem 6.1), where the tensorial representation of the full linear group GL(V ) on ⊗ 2 V * ⊗ V is considered; namely, for A ∈ GL(V ), (A · t)(x, y) = A(t(A −1 x, A −1 y)) for all tensors t ∈ ⊗ 2 V * ⊗ V and all x, y ∈ V .
The space ⊗ 2 V * ⊗ V has the following important simple interpretation: It is the space of all structures of algebras (not necessarily associative) on the two-dimensional vector space V , and G-orbits are precisely the classes of isomorphic algebras.
The functions I i and F i (i = 1, 2) are rational invariants (cf. [4, 5] ) which can be The initial motivation for studying invariants on S 2 V * ⊗ V under the tensor representation of GL(V ) came from continuous and discrete dynamical systems; see [1] , [2] . Once symmetric bilinear maps have been classified, the problem of classifying arbitrary (not necessarily symmetric) bilinear maps f : V × V → V arises naturally. The complexity of the structure of invariants on ⊗ 2 V * ⊗ V is rather unexpected. As taking account of the fact that GL(V ) acts transitively on ∧ 2 V * ⊗ V \ {0}, one could naively expect the difficulty of the problem to be similar to the symmetric case, which is not true at all. In fact, the existence of an alternating part in addition to the symmetric part on a (2, 1) tensor produces two new invariants.
In [2] , a basis I i : R → F (i = 1, 2) for GL(V )-invariant functions on a Zariski-open subset R ⊂ S 2 V * ⊗ V has been obtained. For the explicit definitions of I 1 , I 2 and R, see the formulas (3.1), (3.2) , (3.3) , (3.4) and (3.5) . These two invariants induce invariants on sym −1 (R) ⊂ ⊗ 2 V * ⊗ V by setting I i (t) = I i (symt), i = 1, 2, where sym denotes the symmetrization operator.
The goal of the present paper is two-fold. First, we complete the results in [2] as follows: (1) Normal forms for symmetric tensors in an adequate Zariski-open subset are given and for every tensor t ∈ O, a unique matrix C t ∈ GL(V ) transforming symt to its normal form, is proved to exist (see Proposition 4.1) and (2) On a Zariski-open subset in O the entries of the matrix C t are shown to belong to a quadratic extension of the field F p (t 
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Proof. As the trace map is GL(V )-equivariant, it suffices to prove that σ is a GL(V )-equivariant section of tr. If (v 1 , v 2 ) is a basis for V with dual basis (
From the definition of σ it follows σ(w) = v j ⊗w ⊗v j . Hence tr(σ(w)) = w(v j )v j = w, and σ is a section of tr. Moreover, for all A ∈ GL(V ), x, y ∈ V and w ∈ V * , we have
GL(V,w0) . In fact, as ϕ is GL(V )-equivariant, so is ϕ −1 , and for all A ∈ GL(V, w 0 ) and t ∈ ker tr, we obtain
Hence, by restricting Φ to
, which we prove to be bijective.
If f ∈ ker φ, then f ϕ −1 (t, w 0 ) = 0 for each t ∈ ker tr. As GL(V ) acts transitively on V * \{0}, given (t, w) ∈ ker tr × (V * \{0}), there exists A ∈ GL(V ) such that A · w 0 = w. By setting t ′ = A −1 · t and the fact that ϕ −1 is GL(V )-equivariant as well the GL(V )-invariance of f , from the hypothesis, we have
Hence, f (ϕ −1 (t, w)) = 0 for each (t, w) ∈ ker tr×(V * \{0}), and f = 0 as ϕ is bijective. This proves that φ is injective. Next, we prove that φ is also surjective. Given a map g ∈ F (ker tr)
, and A ∈ GL(V ) being any matrix such that trt = A · w 0 . The definition makes sense as it does not depend on the matrix chosen, since for B ∈ GL(V ) with
Finally, we prove Φ(f ) = g. By setting t ′ = t + σ(w 0 ) for every t ∈ ker tr, we have trt ′ = w 0 , and therefore t ′ ∈ O 1 , ϕ(t ′ ) = (t, w 0 ). Hence, from the definitions of Φ and f , we obtain Φ(f )(t) = f (ϕ
Remark 2.2. For an arbitrary F-vector space V , the subgroup GL(V, w 0 ) in Theorem 2.1 is isomorphic to the affine group A(V ′ ) of the hyperplane V ′ = ker w 0 . In fact, if v 0 ∈ V is such that w 0 (v 0 ) = 1, then a matrix A ∈ GL(V ) belongs to GL(V, w 0 ) if and only if (i)
, and hence we obtain (AĀ)(
3. The invariants I 1 and I 2 . If the characteristic of F is odd, then symmetrization (resp. anti-symmetrization) operator is given by sym: between the notations in [2] and those used here is as follows:
. Note that the invariants I i : R → F for i ∈ {1, 2}, defined in [2, Theorem 4-2], can be rewritten as follows:
for all x, y ∈ V , w ∈ V * , and Q and H i are given by 
Using I 1 and I 2 , four functions can be defined as follows:
The functions I 1 , I 2 , J 1 and J 2 are GL(V )-invariant, and the pairs (I 1 , I 2 ) and (J 1 , J 2 ) determine each other as in the 2-dimensional case where the symmetrization operator induces an isomorphism of GL(V )-modules sym: ker tr
By applying the isomorphism φ in the formula (2.2) to I 1 and I 2 , we obtain four invariants
, J 1 and J 2 defined on some Zariski-open subsets in ker tr, but they are not independent. In fact, we have the following result.
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Proposition 3.1. Suppose that characteristic(F) = 2, 3, 5. Then, for everȳ t ∈ ker tr ∩ sym
, the following holds:
Proof. Let W be an F-vector space. As is well known, there is a bijective mapping between the homogeneous polynomials Q: W → F of degree d and the d-multilinear symmetric functions q: S 4 W → F. For d = 4, from the polarization identity (e.g., see [3, Lemma B.2.5]), we deduce that this correspondence is given by the following formulas:
As the functions H i (i = 1, 2) defined in the formulas (3.4) and (3.5) are homogeneous polynomials of degree d = 4 on W = S 2 V * ⊗ V , from the previous formula, we obtain the following equation, after a simple-but rather long-computation:
where t 0 = symσ(w 0 ) and we have used the identity H i (t 0 ) = 0. Moreover, as a computation shows, we have asym(t) + t 0 = asym(t) for each a ∈ F. Hence, from the formula (3.2), we obtain
Taking these formulas into account, we conclude
The formula in the statement now follows from the formulas (3.6) and (3.7). 4.1. The symmetric normal forms defined. We first introduce the normal forms for a symmetric bilinear map.
2 V * ⊗ V be the tensor whose components in the basis (v 1 , v 2 ) are given as follows: 
With these notations,
In the definition of O 2 , the condition ξ 2 = 0 is needed as the denominator of
Remark 4.3. In the cases iv) and v), the tensor τ t does not depend on t. In fact, in the case v), τ t coincides with the tensor denoted by F 0 in [2, formula (8)]. Hence the isotropy group of τ t in GL(V ) coincides with the finite group G in [2, formula (9)]. Consequently, the matrix C t is not unique in the fifth case. 
Proof. [Proof of Proposition 4.1] The equations I i (τ t ) = I i (t), i = 1, 2, follow from the computation of the invariants I i , i = 1, 2, for the symmetric tensor τ t by using the formulas (3.1). The existence of the matrix C t thus follows from the definition of the invariants I i , i = 1, 2 in the formula (3.6) by [2, Theorem 4-2].
In the cases t ∈ O ′2 , t ∈ X ′1 , t ∈ X 2 and t ∈ C 1 , the uniqueness of C t is equivalent to saying that the isotropy group of τ t in GL(V ) reduces to the identity matrix. To prove this, we proceed as follows. Assume the matrix A ∈ GL(V ) given by A(v 1 ) = av 1 + bv 2 , A(v 2 ) = cv 1 + dv 2 , transforms τ t into itself. From the transformation formulas we obtain the following systems of equations for the isotropy group of τ t :
In the case i), i.e., if t ∈ O 2 , then 
, then Ξ 2 = 0, and from these equations we obtain a = 1. If t ∈ O 2 \O ′2 , then Ξ 2 = 0 and hence, a = ±1.
In the case ii), i.e., if t ∈ X 1 , then we obtain the following equations for the isotropy group of τ t :
The system of (4.12) and (4.15) is linear with respect to the unknowns c, d, and its determinant 3 · 2 If t ∈ X ′1 , then Ξ 3 = 0, and from these equations we obtain a = 1.
If t ∈ (X 1 \X ′1 ), then Ξ 3 = 0 and hence a = ±1. 
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In the case iii) (t ∈ X 2 ), we obtain the following equations for the isotropy group of τ t : In the case iv) (t ∈ C 1 ), we obtain the following equations for the isotropy group of τ t : Proof. We set C t (v 1
The equations (4.31) and (4.35) (resp. (4.32) and (4.36)) constitute a homogeneous linear system for c and d (resp. a and b). Let U (resp. V ) be the matrix of coefficients of (4.31) and (4.35) (resp. (4.32) and (4.36)). As det C t = ad − bc = 0, each of these systems admits a non-trivial solution. Hence, taking the equations (4.33) and (4.34) into account, we obtain 0 = det U = −t On the right-hand side of (4.41) the first factor cannot vanish as, from (4.37), we obtain 2(Ξ 1 − 1) det C t = 2t The remainder of q(c) divided by p(c) must vanish. Hence we finally obtain The remaining cases, i.e., when t ∈ X ′1 or t ∈ X 2 , are dealt with similarly.
Corollary 4.6. With the same notations and assumptions as in Proposition 4.5, if C t (v 1 ) = av 1 + bv 2 , C t (v 2 ) = cv 1 + dv 2 , and all the components t k ij of t belong to a subfield F ⊆ F, then dim F F (a, b, c, d ) ≤ 2.
Proof. This follows directly from Proposition 4.5 by taking the formula for Ξ 2 in Proposition 4.1 into account.
Remark 4.7. For every t ∈ O 2 , by (4.2), (4.1) and the definition of the invariants I i (t), i = 1, 2 in the formulas (3.6), we have
Hence,
Taking the formulas (3.4), (3.5) for symt and (3.2) fort into account, a simple computation shows the following: For every t ∈ X 1 , we have H 1 (symt) + 2H 2 (symt) = 0, as I 1 (t) + 2I 2 (t) = 0. From the formula (4.43) and recalling that H 2 (symt) = − 1 2 H 1 (symt), we obtain .1), and the definition of the invariant I 1 into account, we have
.
if and only if H 1 (symt) is a square. Finally, for every t ∈ X 2 we have H 2 (symt) = 0, as I 2 (t) = 0. From (4.43) and taking the formula H 2 (symt) = 0 into account, we obtain 4(H 1 (symt)) 3 = P (t) 2 . Hence, from this equation, taking the formulas (4.4), (4.1), and the definition of the invariant I 1 into account, we have
Therefore, Ξ 4 ∈ F p (t k ij ) i,j,k=1,2 if and only if 9 det Q symt − H 1 (symt) is a square.
5. The invariants F 1 and F 2 . The invariants F 1 and F 2 are defined in the following proposition. 
where O is the Zariski-open subset defined in Remark 4.4 and C t ∈ GL(V ) is the only matrix satisfying C t · symt = τ t according to Proposition 4.1, are GL(V )-invariant and do not depend on the basis chosen.
Proof. From the results in [2] we have that the Zariski-open subset R defined in the formula (3.3) (and hence O) is GL(V )-invariant, i.e., A · R = R for each A ∈ GL(V ). As I i (t) = I i (A · t) (i = 1, 2) for every A ∈ GL(V ) by the definition of τ t , it follows τ A·t = τ t . Consequently,
and from the uniqueness of the matrix C t we deduce C A·t = C t A −1 . Hence
Moreover, if (v 1 ,v 2 ) is another basis such thatv 1 = w 0 , and A ∈ GL(V, w 0 ) is the automorphism defined by A(v 1 ) =v 1 , A(v 2 ) =v 2 , then, with the obvious notations t · symt = A −1 ·τ t = τ t . Accordingly,C t = AC t and hence, for i = 1, 2,
6. The equivalence problem. This equivalence problem is solved in the following statement. 
Proof. As I i (t) = I i (t ′ ) for i = 1, 2, we have τ t = τ t ′ , where τ t is given by the formula in the item i) (resp. ii), resp. iii), resp. iv)) of Proposition 4.
, where C t (resp. C t ′ ) is the only matrix such that C t · symt = τ t (resp. C t ′ · symt ′ = τ t ) according to Proposition 4.1. Hence symt = symt ′ = τ t as symt = sym(C t · t) = C t · symt, and similarly for t ′ . The differencet ′ −t is thus alternate. By using the notations in the formulas (4.2) (resp. (4.3), resp. (4.4)), we obtaiñ 
, by the hypothesis, we concludet i 12 =t ′i 12 , i = 1, 2. The formulas (6.1)-(6.4) and the corresponding ones for t ′ then prove thatt =t
thus concluding the proof of the theorem.
Remark 6.2. The invariants F 1 and F 2 are unsatisfactory from the computational point of view, because they are defined in terms of the matrix C t . This matrix requires a rather big number of operations in the ground field to be computed, as the formulas in the proof of Proposition 4.5 show. In the next section, two new invariants are introduced, which enjoy the double advantage of being easily computable and having a simple intrinsic meaning. 
, where Ξ 1 is defined as in the formula (4.2) .
In the formulas above, F 1 , F 2 denote the functions defined in the formula (5.1). With such notations, for the matrix
Proof. If t ∈ O ′2 , then from the formulas (6.1) and the definition of F 1 , F 2 we obtain
For the other cases, their proofs are similar.
7. The invariants I 3 and I 4 . We first state two auxiliary lemmas. Lemma 7.2. For everyt ∈ ker tr, let ht ∈ ∧ 2 V * be the alternating metric defined by ht = w 0 • altt. Ift ∈ O w0 , then a unique linear mapping Lt: V → V exists such that gt (x, Lty) = ht(x, y), ∀x, y ∈ V, (7.1) and the following formulas hold: Proof. The existence and uniqueness of Lt follows directly from the fact of gt being non-degenerate. Moreover, from the very definition of GL(V, w 0 ), we have w 0 • A = w 0 for every matrix A ∈ GL(V, w 0 ). Hence
for each A ∈ GL(V, w 0 ). Similarly, the case for ht can be proved. This proves the formula (7.2).
From the formula (7.1) we obtain g A·t (x, L A·t y) = h A·t (x, y) ∀x, y ∈ V , and by applying (7.2) we obtain (A · gt)(x, L A·t y) = (A · ht)(x, y). By expanding this,
As gt is non-degenerate, the previous equation implies
Notations. Ift ∈ O w0 , then the linear map g ♭ t : V → V * , defined by g ♭ t (x)(y) = gt(x, y) for all x, y ∈ V , is an isomorphism; its inverse map is denoted by g ♯ t : V * → V and the contravariant metric induced by gt is denoted by ♯ gt; i.e.,
being the extension of g ♯ t to the 2nd symmetric power.
Proposition 7.3. The functions Proof. The invariance of I 3 is an immediate consequence of the formula (7.3). As for I 4 , we claim the following equation holds:
∀A ∈ GL(V ) and ∀t ∈ O w0 . In fact, from (7.2) and the definition of g ♭ t , we obtain
for all x, y ∈ V . Therefore,
Moreover, ♯ gt can be computed by the formula ♯ gt(w 1 , w 2 ) = gt(g ♯ t (w 1 ), g ♯ t (w 2 )) for every w 1 , w 2 ∈ V * . Hence, for every A ∈ GL(V, w 0 ) we obtain
From the definitions of gt and ht in Lemmas 7.1 and 7.2, respectively, we obtain gt =t
The formulas (7.6) and (7.7) now follow by means of a simple calculation from the definitions of I 3 and I 4 in (7.4) and (7.5), respectively. functions defined by I i = φ −1 (I i ), where I i are the functions in the formulas (7.4), (7.5), and φ is the isomorphism in (2.2). Then where the last equality follows from (7.2). Hence, g A ′−1 ·(t−σ(trt)) is non-degenerate if and only if g A −1 ·(t−σ(trt)) is non-degenerate.
From the proof of Theorem 2.1 we know that the function I i is defined by setting I i (t) = I i (A −1 · (t − σ(trt))), i = 3, 4, t ∈ O 1 , where A is any matrix such that trt = A · w 0 . Letting T = t − σ(trt), from the expressions for t and trt above and the very definition of σ in Theorem 2.1, we obtain T = −t .
From the transformation formulas (4.5), (7.6) and (7.7), we obtain the expressions in the statement after a computation. Proof. We set ξ i = I i (t) for i = 3, 4. By applying the formulas (7.8)-(7.11) we have ξ 3 D(t) − N 3 (t) = 0, (7.12) ξ 4 D(t) − N 4 (t) = 0. (7.13) As F i is GL(V )-invariant, in order to compute F i (t), we can assume symt = τ t by simply replacing t by C t · t. From the expression for τ t in Proposition 4.1-i) we obtain t . From the previous formula for ξ 4 we conclude ξ 4 = − 
Proposition 7.5. On the non-empty Zariski-open subset
O ′ = O ′ w0 \(I 4 ) −1 (0) ∩ O ′2 ∪ X ′1 \(I 3 ) −1 (0) ∪
