Self-agency (SA) is the individual's perception that an action is the consequence of his/her own intention. The neural networks underlying SA are not well understood. We carried out a novel, ecologically valid, virtual-reality experiment using blood oxygen level--dependent functional magnetic resonance imaging (fMRI) where SA could be modulated in real-time while subjects performed voluntary finger movements. Behavioral testing was also performed to assess the explicit judgment of SA. Twenty healthy volunteers completed the experiment. Results of the behavioral testing demonstrated paradigm validity along with the identification of a bias that led subjects to over-or underestimate the amount of control they had. The fMRI experiment identified 2 discrete networks. These leading and lagging networks likely represent a spatial and temporal flow of information, with the leading network serving the role of mismatch detection and the lagging network receiving this information and mediating its elevation to conscious awareness, giving rise to SA.
Introduction
As humans, we normally sense that we are the agents of our own actions. This perception is referred to as self-agency (SA; Gallagher 2000 ). An individual's SA is considered intact when 2 conditions are met. First, the agent must perceive ownership over an effector. The effector is usually a body part, though some experimental paradigms have successfully created the illusion of self-ownership over an artificial hand (Costantini and Haggard 2007) . Second, the sensory consequences of an effector's actions must match the intentions of the agent. When both conditions are true, the agent plans an action that is subsequently performed by the effector and thereby reinforces the individual's SA. In circumstances where the action does not match the intention, or an action is not preceded by the intention, a mismatch is detected and would evoke the sense of movement without agency, an involuntary movement. The ability to monitor SA has been suggested as a means by which to distinguish self from other in the environment (Frith 1992) . Although the agent has the ability to explicitly judge whether ownership and SA are present, this process usually occurs at preconscious levels outside of the agent's awareness (Jeannerod 1997; Synofzik et al. 2008) . In real-life situations, only after a loss of SA is detected does the agent become aware of the incongruency (Slachevsky et al. 2001 ).
The neural correlates of SA have been studied extensively in various experiments, most of which manipulate the explicit or implicit judgment of SA by experimental subjects through the introduction of spatial or temporal delays to simulate mismatches between intention, action, and sensory feedback (for a review, see David et al. 2008) . Regions showing increased activation with loss of SA include motor areas such as ventral premotor cortex; the supplementary motor area (SMA and pre-SMA); and the cerebellum along with the posterior parietal cortex (PPC), posterior superior temporal sulcus (STS), and the insula (Fink et al. 1999; Haggard and Magno 1999; Farrer and Frith 2002; Farrer et al. 2003; Leube et al. 2003; Ehrsson et al. 2004; Sirigu et al. 2004; Karnath et al. 2005; Brass and Haggard 2007; Klein et al. 2007; Repp and Knoblich 2007) . Despite the broad network implicated in SA, little is known about the specific function of these regions in SA and, more importantly, the character of their connectivity (David et al. 2007 ). Experimental paradigms also had limited ecological validity since they imposed binary outcomes to what is likely a complex and dynamic cognitive process.
To further characterize the neural mechanisms underlying SA, we designed a novel, ecologically valid virtual-reality paradigm where SA could be modulated in real time while subjects performed voluntary finger movements. While performing the task, we measured implicit judgment of SA with blood oxygen level--dependent (BOLD) functional magnetic resonance imaging (fMRI) and explicit judgment during a behavioral study. We hypothesized that regions previously implicated in monitoring SA would demonstrate a differential response and connectivity pattern based on the level of control experienced.
Materials and Methods

Subjects
Healthy volunteers were recruited from the local community for participation in this study. All subjects underwent general medical screening, neurological testing, and a clinical MRI to exclude latent structural lesions. Subjects were also excluded if they had abnormalities on neurological examination, were pregnant, taking centrally active medications, or had a contraindication for undergoing MRI. Subjects were also instructed to abstain from caffeine and alcohol for 48 h prior to scanning. All subjects provided written informed consent in compliance with the Institutional Review Board of the National Institute of Neurological Disorders and Stroke.
Overview of Stimulus Paradigm
The stimulus paradigm was based on a quantitative modulation of SA. To modulate SA during fMRI, we developed an adaptive motor paradigm. Subjects performing voluntary sequential finger movements received real-time visual feedback from a simulated hand displayed on a screen. The simulated hand displayed the subject's movements in near real time ( <50 ms lag). We used a Cyberglove (Cyberglove Systems) 18-sensor data glove to record subject finger movements during the paradigm.
SA was modulated using a computerized adaptive motor paradigm that varied the movement response by the simulated hand between 100% control (subject movements driving the simulation entirely) and 0% control (prerecorded movement data driving the simulation entirely). Intermediate levels of control included 25%, 50%, and 75% along with 2 control conditions consisting of subjects watching a moving hand (W condition) and moving without visual feedback (M condition; see Fig. 1 ).
The stimulus display, modulation methods, and recordings were carried out using software written in-house using C++ and drivers provided by Cyberglove Systems. The graphical user interface was written using the wxWidgets open source framework and utilizes OpenGL drivers for the 3D graphics.
Customized Data Glove Calibration
To ensure that each subject felt a sense of ownership over the projected simulated hand, we calibrated each subject's individual finger movements to compensate for subtle differences in how the glove may fit a particular subject's hand. We created a custom calibration program using methods developed by Friedman (2007) to provide a precise representation of the hand movements. Calibration procedures were conducted at baseline and before fMRI. Calibration optimization was carried out until a subject endorsed the feeling that the simulated hand was an extension of their own body and under their full control.
Training/Experiment
After calibration procedures were completed, subjects performed practice sessions to ensure consistent performance and the development of a sense of ownership over the simulated hand. The movement subjects performed consisted of individual finger flexion then extension starting with the fifth finger, moving sequentially toward the second finger and going back (5-4-3-2-3-4-5-4 . . .). The use of the thumb was excluded from the sequence. Subjects were trained to perform 4 different tasks based on the character displayed on the screen. A ''+'' signified visual fixation during which time subjects were to avoid any limb movements, an ''m'' signified the subject should perform the finger sequence without receiving visual feedback as long as the ''m'' was displayed, and a ''w'' displayed for 1 s signified the subject should passively watch the subsequent simulated hand moving while maintaining their own hand at rest. Lastly, the task of primary interest was to perform the sequential finger movements at a consistent pace whenever the simulated hand was projected on the screen. For this condition (% control), subjects were instructed to perform the movements while viewing the simulated hand. For subjects to remain naive to the modulation of SA, they were informed that ''the hand on the screen may not always do what you intend, but you should continue to perform your finger movements.'' These instructions were intended to address observations we made during the development phase of this paradigm showing that subjects during the 25% control condition could sometimes be seen to follow the simulation rather than continue their own internally generated movements. Thus, we wanted to ensure that subjects did not artificially raise their level of SA by following rather than leading. We also provided no explanation of how this modulation would take place or whether there would be different levels of modulation. All movements were monitored online and were also saved at the completion of each run. This allowed the investigator to playback the motions and ensure proper task performance.
Scan Summary
Subjects were positioned in the MRI to ensure that the head was adequately constrained to minimize head motion. The gloved right hand was positioned out of the subject's field of view and was touching neither the subject nor the MRI since this could diminish the sense of ownership. The images were projected onto a screen, viewed using a mirror mounted on the head coil, providing subjects with a full field Figure 1 . Demonstration of virtual-reality paradigm showing the joint angle data from one of 18 total sensors while the subject performs the sequential finger movements. The level of SA is modulated based on the relative contribution of the subject's actual data with a prerecorded set of movements to produce the output of the model hand seen by the subject. Note the actual paradigm performs these calculations for all 18 sensors simultaneously. of view. There were seven possible conditions: 100% control, 75%, 50%, 25%, 0%, move, and watch. Each stimulus was presented as a 20-s block separated by 20 s of visual fixation to allow the hemodynamic response to return toward baseline. Each condition was pseudorandomly repeated 5 times over the course of 5 runs. Each run lasted for 310 s. Run order was randomly varied across subjects to avoid stimulus sequence interactions. The total MRI acquisition time per subject was approximately 50 min.
Image Acquisition
Structural and functional images were acquired with a 3-T MRI scanner (Signa, General Electric) using a GE 8-channel head coil. BOLD fMRI data were acquired using a gradient-echo echo-planar pulse sequence and GE ASSET parallel imaging technique ( 
Behavioral Testing
At the completion of the scan sessions, subjects were taken outside the scanner to perform a sixth run consisting of 2 repetitions each of the 5 levels of control, displayed pseudorandomly, for a total of 10 blocks. Subjects were instructed to perform the same sequential finger movements as during the fMRI session while viewing a computer monitor at a natural distance in front of them and concealing their forearms under the computer table. At the completion of each block, subjects were asked to ''report the level of control experienced over the simulated hand, rating anywhere from 0% (no control) to 100% (full control).''
Data Analysis
Image processing and analysis were performed with the AFNI software package (Cox 1996; Saad et al. 2006) . The EPI and anatomical data sets were converted from DICOM format to AFNI's native 3D and 4D formats. EPI time series data were corrected for slice timing offset. A 6-parameter rigid body inter-and intrasession motion correction was performed whereby volumes in the EPI scans were registered to the last EPI volume collected prior to the high-resolution MP-RAGE scan. EPI time series data were smoothed using a 6-mm full width at halfmaximum isotropic Gaussian kernel to minimize the anatomical variability among individual subject maps in generating group maps. The data were scaled by dividing voxel signal intensity by the mean voxel intensity for each session and multiplying the result by 100. The resulting regression coefficients thus represent a percent signal change from the mean. The 3D anatomical and 4D time series data sets were then transformed to Talairach--Tournoux standard space with a resolution of 3 3 3 3 3 mm 3 .
To model the hemodynamic response functions for linear regression analysis, we convolved the timing of each stimulus class with a gammavariate function that approximated the BOLD response (Cohen 1997) . For each voxel, the fixed shape analysis resulted in a single response amplitude for each stimulus class. In addition to the regressors that modeled the stimulus response, we included regressors to model motion residuals and baseline drifts using quadratic polynomials in time for each run. The statistical correction for multiple comparisons was set by rejecting spatial clusters smaller than what would be expected by chance using Monte-Carlo simulations (Forman et al. 1995) , given a voxel-wise false-positive level of P < 0.001 that resulted in a corrected P < 0.05 (minimum cluster size of 13 voxels, 351 lL).
For the group analysis, we analyzed individual subject regression coefficients using a 2-way analysis of variance (ANOVA) with the 7-stimulus classes as fixed effects and subject as random effects. This analysis is also commonly termed a 1-way within-subject ANOVA.
Connectivity Analysis
After regions featuring the leading and lagging responses were identified, a relationship between the networks of the leading and lagging responses was sought. This was evaluated with a seed correlation analysis (SCA), a form of functional connectivity analysis. SCA involves the regression of every voxel time course of an individual subjects' brain to a model including one or more reference time courses with general linear model multiple regression. The reference time courses chosen for each subject were from voxels of the subject's own brain, but the location of voxels from which time courses were extracted was determined from group analysis. As the relationship between the leading and lagging networks were in consideration, a multiple regression involving 2 regressors of interest was executed for each subject. One regressor was from the location of peak loss response in the inferior parietal lobule (IPL), since the group average time course suggested its activity to be most representative of the lagging response (see results of 2-way ANOVA). The other was from the peak in the superior temporal gyrus, since this region was considered most representative of the leading response.
For each subject, the regressors were extracted from the individual subjects' brains after motion parameters, and drift effects were removed using base regression. The regression analysis was executing using the 3dDeconvolve tool from the AFNI analysis package. The multiple regression analysis provides partial correlation regression coefficients for each regressor included in the regression model. Each correlation coefficient quantifies the particular contribution of the respective regressor to the total time course, exclusive of the others included in the model. This indicates that if a voxel's total time course is predominantly represented by one regressor, regardless of that regressors' qualitative similarity to another regressor (within a maximum similarity), then the correlation coefficient of that regressor will far outweigh that of the other. If, however, the correlation coefficients of both regressors are similar or equivalent to each other, then it is indicated that both regressors contribute to the time course equivalently (at a provided confidence interval). Every voxel's correlation coefficient for a particular regressor is represented in a volumetric SPM for each subject. All individual subject SPMs are then inputted into a volumetric one-sample t-test to obtain a group analysis of the network corresponding the each response type. The result was 2-group SPMs, each representing the network corresponding to a response type. Each group SPM was thresholded at the cluster alpha value of 0.05 (Bonferroni multiple comparisons correction). The maps were then graphically overlaid to produce a conjunction analysis showing intensity effects.
Technical Issues Relating to Use of Cyberglove in MR Environment
When used in an MRI environment, the Cyberglove system is susceptible to 2 dominant noise sources. The first noise source corresponds to the radio-frequency excitation pulse and causes single-point errors in the Cyberglove sensor data. The resulting visual effects on the 3D rendered hand are quick, unnatural movements in one or more joints of the hand. A 5-tap median filter was applied to each sensor to minimize this type of spike error. An n-tap median filter takes n consecutive samples centered at the current time point (i.e., sample), sorts them in increasing order, and uses the middle (assuming n is an odd number) sample to replace the current sample point. The second noise source corresponds to the MRI gradient coils that generate spurious currents in the Cyberglove strain gauge sensors and/ or cable leading from the glove. The resulting visual effect on the 3D rendered hand is uncontrollable shaking. Prior to reconstruction of the visual feedback, a low-pass digital filter is applied to each sensor data to minimize the appearance of shaking. The filter used is a 21-tap Kaiser Filter with a cutoff of 2 Hz and a beta of 2.024. The filter parameters were empirically derived during system testing to eliminate the majority of shaking without adversely affecting the display of actual hand motions. The median filter is applied before the low-pass filter to prevent the large noise spikes from affecting the low-pass filter.
Results
Behavioral Data
Twenty healthy right-handed subjects (18--33 years of age, mean age 23.3, 10 females) provided written informed consent and participated in this study. The validity of the paradigm was assessed across the group by 2 measures. First, the intersubject repeatability was determined by calculating the standard deviation (SD) of subject-reported SA. Additionally, the ability of subject-reported SA levels to accurately reflect objective levels of percent control was determined by calculating the mean reported SA at each level of control (see Fig. 2 ). The SDs across the different levels of control showed greatest intersubject variability at 50% control and least variability at 100% control. Mean SA ratings were within 15% of the actual control level for each condition. At higher levels of control (50% and 75%), SA ratings overestimated control to be 66% and 90%, respectively, while the 25% control condition was underestimated as 16%. The 100% and 0% conditions were both within 5% points of the actual value. Based on these findings, subjects were able to explicitly judge their level of agency reliably during the behavioral task.
fMRI Data
In contrast to the measurement of explicit judgment of SA during the behavioral experiment, the fMRI experiment sought to identify the neural correlates during the implicit monitoring of different levels of SA. A review of the subject movements during the experiment showed subjects generally performed the task as directed, with maintenance of the sequential figure movements despite periods where control was lost and minimal head motion (mean ± SD: 0.27 ± 0.30 mm, range: 0.1--1.2 mm). Although it is possible that some subjects made explicit judgments during the fMRI experiment, we have no information to suggest this. The maps generated by the linear trend map method served to consolidate the BOLD responses from every condition into a concise visualization. This allowed us to differentiate between regions that responded similarly across all tasks and could be obtained by standard parametric contrasts, as compared with brain regions that were uniquely sensitive to changes in the level of SA. Based on the LTM analysis, we identified regions whose BOLD responses were linearly proportional to the loss of SA (Fig. 3) . We found no regions that demonstrated linearly increasing BOLD responses during the gain of control, though a number of expected regions such as primary sensorimotor and occipital cortices showed task-sustained activity with no proportionality to the level of control experienced.
To confirm the presence or absence of response proportionality to the level of SA, we studied the group time courses of regions showing nonproportional task responsivity and those of loss-responsive regions. Regions with a nonproportional task response included areas such as primary sensorimotor cortex (hand knob; x = --32, y = --32, z = 51) and middle occipital cortex (x = 33, y = --84, z = --1). The time courses for these regions had a typical sustained hemodynamic response characteristic of block design paradigms (see Fig. 4 ). The individual time courses for the 0--75% control conditions are indistinguishable, while the 100% control condition shows slightly lower amplitude. The watch and move conditions have distinctly lower response amplitudes that are consistent with the regions of interest.
Loss-responsive regions featured hemodynamic characteristics of a radically different nature from those with nonproportional task responsivity (see Fig. 5 ). The time courses of each loss-responsive region are all of consistent character and distinguishable only by a scaling factor that is inversely proportional to the percentage of control provided by the respective condition. The 0% condition consistently had the highest amplitude, and the 100% condition had the least. The watch and move conditions evoked hemodynamic profiles of completely different character and generally lower level BOLD responses. All loss-responsive regions also showed hemodynamic responses belonging to one of 2 classes of phasic activity, referred to here as ''leading'' and ''lagging'' responses. Table 1 summarizes the loss-responsive regions and whether their BOLD response was of a leading or lagging type. Leadingresponse regions feature a hemodynamic peak within 4-s of stimulus onset and a persistent high-amplitude phase lasting another 4 s. This is followed by a low-amplitude period and then a second amplitude peak at 14 s after stimulus onset that is of lower amplitude than the first. Finally, a third large peak occurs at 24 s, which coincides with task completion and a subsequent return to baseline. Lagging response regions are characterized by a slightly later peak than that seen during the leading response, occurring at 4 to 6 s following stimulus onset, and a slow return to baseline with progressively lower amplitude phases.
To determine whether the leading and lagging regions comprised discrete, yet connected, functional networks, we performed a seed-based correlation analysis based on the regions identified by the loss-responsive LTM peaks. Our findings revealed that these 2 response groups, leading and lagging, functioned coherently in 2 distinct networks spanning frontal, temporal, and parietal cortices (see Fig. 6 ). Additional regions anatomically intermediate to leading and lagging networks appeared to serve as a relay between the 2 functional networks. This was evidenced by their high correlation values to both networks. Relay areas were present in the bilateral prefrontal cortex, bilateral PPC, bilateral basal ganglia, precuneus, right STS, and left cerebellar hemisphere. 
Discussion
Elucidating the neural elements and mechanisms that generate the sense of agency has been a topic of introspection and study since the time of James (1890). The earliest physiological explanations of SA are based on a classical ''comparator'' model. This theory postulates that separate information streams relating to motor planning and sensory feedback from the effector are directed to a specialized brain region that compares the streams for congruence, with a mismatch between intention and sensory feedback suggesting external generation (Sperry 1950; Von Holst 1954; Frith et al. 2000) . Synofzik et al. (2008) have elegantly argued that SA or the explicit judgment of SA cannot be adequately explained solely by a mismatch detection system. This case can be illustrated in patients with parietal lobe injury experiencing impaired mismatch detection, yet still maintaining SA (Sirigu et al. 1999) . Instead, the parietal mismatch detection system may contribute to the processing of SA that is hypothesized to occur in a higher cortical center, such as prefrontal cortex (Fink et al. 1999; Slachevsky et al. 2001 ). This would ultimately be the region responsible for the experience of SA at a conscious level.
Two aspects of the human perception and processing of SA were assessed in our joint behavioral and fMRI experiments, utilizing a paradigm that simulated the loss of SA in virtual reality. We were aware of the critical importance of fostering a sense of self ownership and control in order to properly study SA. This led to the rigorous multistage calibrations described in the methods section. The results of our combined fMRI and behavioral study provide new insights into the neural mechanisms underlying SA.
The behavioral study provides several important findings. First, a validation of our novel, ecologically valid, virtual-reality paradigm showing that subjects could reliably judge SA with little intersubject variability. Second, that intermediate levels of SA may be experienced, suggesting that at least the judgment of SA is not a binary perception. Finally, it provides a further . Mean BOLD response time courses for primary sensorimotor and middle occipital cortices. These regions showed a nonproportional task response to the modulation of SA. The hemodynamic response function (HRF) for the move control condition was greatest in the motor region, while the HRF for the watch control condition was of a greater magnitude in the visual cortex. The 100% control condition was associated with a slightly smaller HRF than the remaining levels of control, though the 0--75% conditions could not be differentiated from one another.
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dissociation of the SA intrinsic bias that previous authors have described (Wegner et al. 2004; Synofzik et al. 2006) . Results of the present study revealed that the level of SA across conditions had a sigmoidal relationship to the actual level of control. The complete presence or absence of SA was accurately judged. Levels of actual control at 50% or higher were rated with a bias toward greater control, while lesser levels (e.g., 25%) were rated below actual levels. The sigmoidal relationship between SA and the actual level of control reflects that the brain does not present an accurate perception of control to consciousness. One possible explanation is that the neural process of SA perception biases the accurate nonconscious determination of control, possibly carried out by the comparator. This intrinsic bias serves to balance the need for greater accuracy with the additional processing time required to make a reasonable prediction. (Synofzik et al. 2006 ) An alternate hypothesis is that biased SA is a consequence of an inaccurate nonconscious detection of control, and underlying neural processes are only optimized to detect full control or no control. Despite suggestions that the explicit judgment and implicit processing of SA are 2 distinct cognitive processes, the critical early attention-independent mechanisms for mismatch detection and SA judgment that precede awareness are likely the same.
The results of the fMRI experiment yielded information about the neural correlates of the implicit processing of SA, the differential responsivity of these brain regions during various levels of mismatch, and the connectivity of the complete network. The LTM method identified numerous brain regions previously implicated in the processing of SA, including the PPC (Fink et al. 1999; Farrer and Frith 2002; Farrer et al. 2003) , STS (Leube et al. 2003) , DLPFC (Fink et al. 1999) , pre-SMA (Farrer et al. 2003) , precuneus (Farrer and Frith 2002) , insula (Farrer et al. 2003; Karnath et al. 2005; Brass and Haggard 2007; Klein et al. 2007) , and cerebellum (Fink et al. 1999) . Both the PPC and the cerebellum have been implicated in the processing of visual and motor prediction and detection of incongruence (Blakemore and Sirigu 2003) . STS has previously been shown to respond differentially to visual-motor incongruence during self-generated movement, though this region is also known to be a key area in the mirror neuron network (Leube et al. 2003) . DLPFC has been implicated in conflict between intention and sensory feedback (Fink et al. 1999) . SMA or pre-SMA and the insula are hypothesized to contribute to the phenomenon of intentional binding, where motor intention is Figure 5 . Mean BOLD response time courses for regions showing proportional responsivity to the level of control as SA were lost. The hemodynamic response functions for these loss-responsive regions showed either of 2 response profiles: leading or lagging. Leading regions showed response peaks at 4, 14, and 24 s after stimulus onset, while lagging regions showed more subtle peaks and a slower return to baseline. Desmurget et al. (2009) used electrical stimulation to target the various SA brain regions to assess the subjective perceptions associated with each area. Stimulation of PPC led subjects to report an intention to move and even the perception of movement in the absence of actual movement by EMG (Desmurget et al. 2009 ). This led the authors to hypothesize that both conscious intention and motor awareness, the perception that an intended action was being executed, arose in the PPC. Moving beyond the LTM regions to the raw BOLD-response time courses, we found a striking consistency across all of the loss-responsive regions showing a stratification in BOLDresponse amplitudes, ranging from 0% to 100% control. These small amplitude differences across the % control conditions may represent actual changes in the magnitude of the BOLD response, reflecting the larger amplitudes of more demanding tasks. An alternate explanation is that they reflect the time required to process the level of mismatch, which cannot be adequately sampled due to the limited temporal resolution of fMRI. For example, a more complex cognitive task will induce a slightly longer blood flow response than a simpler task, yet the limitations of sampling the blood flow every 2-s and the prolonged nature of the hemodynamic response would lead to similar response profiles, with only subtle differences in amplitude. Regardless of the explanation, these findings demonstrate a broad neural network with the ability to monitor and relay mismatch in each region. Furthermore, these findings show that full control and SA are the default, with the regions and networks we identified only becoming proportionally responsive during the loss of control.
Although the stratification based on the level of mismatch may suggest that each of these loss-responsive regions may serve as a separate comparator, the connectivity analysis suggests that the time courses may reflect a spatially and temporally defined information flow. This hypothesis is supported by several observations from the data. First, the loss-responsive regions all demonstrate one of 2 possible temporal activity profiles. These 2 temporal profiles suggest a directionality of information flow going from leadingresponse areas to lagging-response areas based on the later time to peak of the lagging response. Second, the regions comprising the leading or lagging networks are more internally connected to each other than to areas in the other network independent of proximity. Lastly, a small number of ''junction'' regions, located at the interface of leading and lagging areas, appear to serve as relays based on their intermediate connectivity to the 2 response networks.
Based on our proposed model of information flow during the processing of SA, the leading network is likely to be involved in mismatch detection led primarily by the right supramarginal gyrus, left anterior IPL, anterior insula, and right temporoparietal junction. The mismatch information then moves to the anatomically intermediate relays, before being transmitted to the lagging network. The lagging network is comprised mainly of bilateral prefrontal, cingulate, and bilateral posterior IPL. The involvement of the prefrontal cortex in the lagging network provides indirect evidence of this network's later role in the processing of SA. These findings are also likely to explain why stimulation of the PPC may lead to the perception of intention and the impression of movement since this region not only receives the efference copy of the intended movement, but then transmits the ''match'' signal downstream to the prefrontal cortex where SA is consciously experienced.
We did not identify any brain regions that responded similarly to the bias effect we noted on the behavioral testing. This was attempted by using the individual subject ratings of control from the behavioral experiment, though the inherent limitations of this method are obvious since subjects may have experienced different levels of control over time. Alternatively, any attempts to combine implicit processing and explicit judgment would be nondissociable. Other explanations for this finding include the inability of a rapid binary judgment to be detected by BOLD fMRI or that the explicit judgment and implicit processing of SA are indeed mediated by different brain mechanisms. Future studies utilizing imaging methodologies with higher temporal resolution than fMRI may help to determine the significance of the leading and lagging networks we identified. Furthermore, the study of patients with disorders of volition (e.g., schizophrenia, alien limb phenomena, psychogenic movement disorders, or phantom limb) with impaired SA can also provide additional answers regarding the neural correlates of bias and clarify the roles played by the various regions in this complex SA network. 
