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Breve descrición do contido
O obxectivo fundamental deste traballo é que o estudante coñeza a teoría
básica das clases de Schatten-von Neumann. Así pois, se H é un espazo de
Hilbert dado, para cada 1 ≤ p ≤ ∞, estudaremos o espazo Sp(H) formado por
todos os operadores compactos T cuxa sucesión de números singulares (é dicir,
autovalores de |T |) pertence ao espazo de sucesións `p.
Esencialmente, o traballo consistirá en entender, coñecer e presentar:
1.- os resultados elementais de análise funcional que serán empregados;
2.- a teoría básica sobre as clases Sp(H), con especial inetrese nos casos p = 2
(operadores de Hilbert-Schmidt) e p = 1 (operadores traza);
3.- algunha aplicación dos resultados anteriores.
Este traballo podería ser de proveito para estudantes con especial interese ou
gusto polas materias da área de análise matemática.
Recomendacións
Ter cursadas as materias Cálculo vectorial e integración de Lebesgue e Topo-
loxía Xeral . Empregaranse contidos propios da materia Análise funcional en
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En este Trabajo Fin de Grado, presentamos una posible generalización del concepto
de traza de una aplicación lineal (o matriz cuadrada de dimensión nita) al caso innito
dimensional.
Más exactamente, en el marco de los espacios de Hilbert separables y de dimensión
innita, estudiamos las famosas clases de Schatten-von Neumann Sp(H) con 1 ≤ p ≤ ∞.
Centramos nuestro interés en las familias S2(H) clase de Hilbert-Schmidt y S1(H)
clase traza u operadores nucleares. Así mismo, empleando la generalización de traza,
caracterizamos el espacio dual de la clase Sp(H) para cada 1 ≤ p ≤ ∞.
Abstract
In this project work (TFG), we present a possible generalization of the concept of
trace of a linear application (or nite dimension square matrix) to the innite dimension
case.
More precisely, within the framework of Hilbert's separable and non-nite dimensional
spaces, we study the famous Schatten-von Nueman classes represented by Sp(H) with
1 ≤ p ≤ ∞.
We focus our interest on the S2(H) class of Hilbert-Schmidt operators and S1(H)
class of trace class or nuclear operators. Likewise, using the generalitation of trace, we




Iniciamos este Trabajo Fin de Grado recordando las propiedades elementales de la
traza de una matriz cuadrada, concepto introducido en el segundo curso del Grado en
Matemáticas y denido en aquel momento como la suma de las entradas de la diagonal





Teniendo en cuenta que una matriz A ∈Mn×n(R) dene una aplicación lineal TA ∈ L(Rn)
y que el valor de trA es independiente de la base de Rn escogida, concluimos que en el
caso nito dimensional podemos hablar de la traza de una aplicación lineal .
Partiendo de tal concepto, mostraremos una generalización de la idea de traza al caso
innito dimensional. Esto es, estudiaremos cuando podemos hablar de la traza de una
aplicación lineal T : X −→ X si X es un espacio vectorial de dimensión innita que
pretende generalizar al espacio euclidiano nito dimensional mencionado en el párrafo
anterior.
Así pues, en la segunda sección del primer capítulo, hablaremos de espacios de Hilbert
y espacios de Banach. Intentaremos justicar que el espacio de sucesiones `2 (separable
pero de dimensión innita) es la generalización más sencilla, natural e interesante del
espacio euclidiano usual a dimensión innita y también nos convenceremos de que ahora
debemos considerar aplicaciones lineales y continuas (en dimensión nita, no basta sólo
con la linealidad).
Por tanto, ahora ya podemos aclarar que el objetivo principal de este Trabajo Fin
de Grado es caracterizar aquellos operadores (es decir, aplicaciones lineales y continuas)
T : `2 −→ `2 para los que podemos hablar de su traza y conocer en tal caso el
signicado y propiedades elementales de trT .
La diagonal de la matriz innita que representa a un operador T : `2 −→ `2 es
una sucesión (aii)i∈N para la que la suma de sus entradas puede ser tranquilamente
divergente; en efecto, pues ni tan siquiera se tiene que aii → 0 cuando i→∞ (pensemos
en el operador identidad). Es entonces cuando entran en juego las clases de Schatten-
von Neumann; esencialmente, para cada 1 ≤ p < ∞, la clase Sp(`2) estará formada
por aquellos operadores T : `2 −→ `2 para los que la diagonal principal (aii)i∈N ∈ `p.
La discusión y aclaración del signicado exacto de la condición anterior será una parte
esencial de este Trabajo Fin de Grado.
Las clases Sp llevan el nombre de dos grandes personalidades: R. Schatten (19111977),
matemático natural de Lwów (cuna del Análisis funcional) que desarrolló gran parte de su
carrera cientíca en Estados Unidos y J. von Neumann (1903-1957), físico y matemático
de origen húngaro que acabaría participando en el Proyecto Manhattan.
ix
Es relativamente sencillo darse cuenta de que la condición T ∈ Sp(`2) para cierto
1 ≤ p ≤ ∞ implica que T es un operador compacto. Por tanto, en el Capítulo 2, centramos
nuestro interés en los operadores compactos y su relación con los operadores de rango nito.
Lo natural y más didáctico (especialmente en el caso hilbertiano) sería partir de los
operadores de rango nito y presentar luego los operadores compactos; ese fue el camino
que seguimos en la materia de Análisis funcional en espacios de Hilbert . No obstante,
en este caso y por aquello de explorar nuevos caminos, hemos preferido introducir los
operadores compactos en espacios de Hilbert utilizando para ello técnicas propias de los
espacios de Banach.
La descomposición de Schmidt de un operador compacto T : `2 −→ `2 que probamos
en este segundo capítulo será fundamental para obtener gran parte de los resultados de
esta memoria; en ella, los números singulares jugarán un papel determinante.
El Capítulo 3 estará dedicado enteramente al estudio de la sucesión de números sin-
gulares de un operador T . Para ello, necesitaremos introducir y estudiar los números de
aproximación y los números de Gelfand . Probaremos además varias desigualdades que
involucran a estas sucesiones de números; concretamente, las desigualdades de Weyl y las
desigualdades de Ky Fan.
Ya en el capítulo cuarto, introducimos con rigor y detalle el las clases de Schatten-
von Neumann Sp(H). Aunque hablaremos de las familias Sp(H) con 1 ≤ p ≤ ∞, nos
centraremos especialmente en los casos p = 2 operadores de Hilbert-Schmidt y p = 1
operadores de la clase traza u operadores nucleares.
En el Capítulo 5, introducimos y estudiamos la traza de un operador T ∈ S1(H),
generalizando así al caso innito dimensional el concepto de traza. Además, empleando
el conocido como funcional traza, mostraremos que la clase de Schatten-von Neumann
S2(H) es un espacio de Hilbert y caracterizaremos el espacio dual de Sp(H) para cada
1 ≤ p ≤ ∞, resultado éste último que mostrará cierta belleza de la escala de espacios de
Banach formada por las clases de Schatten-von Neumann.
A modo de conclusión, en el sexto y último capítulo, mostraremos una generalización de
las clases de Schatten-von Neumann a espacios de Banach (donde todo es más complicado).
Hablaremos también, muy brevemente y de forma esquemática, de interpolación entre
espacios de Banach: veremos que las clases de Schatten-von Neumann interpolan bien.
Para terminar, mencionaremos el conocido como Problema de Lidskii , directamente
relacionado con cuestiones mencionadas al inicio de la memoria. También comentaremos
algunos resultados obtenidos por el matemático francés A. Grothendieck.
Finalmente, me gustaría agradecer el apoyo de Jorge Losada Rodríguez y Venktesh,
quienes me atendieron con paciencia durante muchas semanas.
Miguel Gómez Fernández
Santiago de Compostela, 10 de julio de 2020.
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Capítulo 1
Motivación y conceptos básicos
Partiendo del concepto elemental de traza de una matriz , intentaremos mostrar en
este primer capítulo la motivación e interés de los resultados centrales de este Trabajo
Fin de Grado.
Así pues, la primera sección del mismo estará dedicada enteramente a la idea de traza:
protagonista indiscutible de este Trabajo Fin de Grado y a quien pretendemos generalizar
al caso innito dimensional. Para ello, ya en la segunda sección, discutiremos y aclararemos
que entendemos exactamente por espacio de dimensión innita; es decir, hablaremos allí
de espacios de Hilbert y espacios de Banach.
1.1. La traza de una matriz
Un importante resultado presentado y estudiado en la materia del segundo curso sobre
Espacios vectoriales y Cálculo matricial es el siguiente:
jada una base del espacio vectorial n-dimensional Rn, existe una
correspondencia biunívoca entre las matrices de dimensión n× n con
entradas en R y las aplicaciones lineales de Rn en Rn.
Así pues, si {e1, e2, . . . , en} ⊂ Rn es la base canónica de Rn y T : Rn −→ Rn es una
aplicación lineal, entonces T puede ser identicada con la matriz
AT =

a11 a12 · · · a1n





an1 an2 · · · ann
 ,
donde
Tei ≡ AT eit = (a1i, a2i, . . . , ani)t, para cada 1 ≤ i ≤ n.
Conviene recordar ahora dos importantes conceptos relacionados con las matrices cua-
dradas (y por ende, con las aplicaciones lineales): el determinante y la traza.
En este Trabajo Fin de Grado, el concepto de traza jugará un importante papel.
Es por ello que a continuación, recordamos brevemente su denición y propiedades más
elementales.
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La traza de una matriz A = (aij)1≤i, j≤n ∈ Mn×n(R) es la suma de los elementos de










donde (·, ·) denota al producto escalar (euclidiano) usual de Rn
A diferencia de (1.1), la expresión obtenida en (1.2) no depende de la matriz A, sino
de como actúa la aplicación lineal que dene dicha matriz A sobre los n elementos
de la base canónica de Rn.
Por tanto, tiene sentido preguntarnos si podremos denir la traza de una aplicación
lineal ; es decir, convendría saber si el valor que obtenemos en (1.1) o (1.2) es independiente
de la base escogida para Rn.
El siguiente resultado cuya demostración es extremadamente sencilla y elemental
nos permitirá responder a la pregunta que acabamos de plantearnos.
Lema 1.1 (traza del producto de dos matrices).
tr (AB) = tr (BA) si A, B ∈Mn×n(R).
Demostración.

















djj = tr (BA).
Si T : Rn −→ Rn es una aplicación lineal y A1, A2 ∈ Mn×n(R) son las matrices que
representan a T respecto de dos bases distintas de Rn, entonces
A1 = UA2U
−1,
donde U ∈Mn×n(R) es la matriz de cambio de base.
En tal caso, en virtud del Lema 1.1 anterior,
trA1 = tr (UA2U
−1) = tr (U−1UA2) = tr (IA2) = trA2;
de donde concluimos que el concepto de traza de una aplicación lineal T : Rn −→ Rn está
bien denido.
En particular, escogiendo la base adecuada para la aplicación lineal T ; es decir, diago-





donde λi, con 1 ≤ i ≤ n, son los autovalores de la aplicación lineal T contados de acuerdo
con su multiplicidad.
2
Los autovalores de la aplicación lineal T son las raíces de su polinomio característico,
concepto introducido por Cauchy en 1829 (ver [13]) y que viene dado por
Pn(λ) = det (λIn − AT ) = λn + d1λn−1 + · · ·+ dn−1λ+ dn,
donde In ∈ Mn×n(R) es la matriz identidad y AT ∈ Mn×n(R) es una representación
matricial de T . Además, tal y como probó Jacobi en 1834 (ver [20]), se tiene que
trT = −d1. (1.4)











λi = −d1. (1.5)
En todo lo comentado hasta ahora, la elección de R como cuerpo de escalares no juega
ningún papel determinante; podríamos haber considerado tranquilamente como cuerpo
de escalares los números complejos.
El término de traza se debe al matemático alemán R. Dedekind, quien introdujo dicha
nomenclatura cuando estudiaba los cuerpos de grado n.
Sea Ω un espacio vectorial de dimensión n ∈ N sobre Q y {e1, e2, . . . , en} una base de
Ω. En tal caso, para cada θ ∈ Ω, existen coecientes aij ∈ Q, con 1 ≤ i, j ≤ n, de modo
que 
θe1 = a11e1 + a21e2 + · · ·+ an1en,
θe2 = a12e1 + a22e2 + · · ·+ an2en,
...
θen = a1ne1 + a2ne2 + · · ·+ annen;
o equivalentemente,
θ(e1, . . . , en)
t = A(e1, . . . , en)
t, con A = (aij)1≤i,j≤n ∈Mn×n(Q).
Así pues, es ahora claro que el polinomio característico Pn(λ) = det (λIn − A) tie-
ne otros n − 1 ceros a mayores de θ: los conocidos como ceros conjugados, a quienes
denotaremos por θ2, . . . , θn.
En tal caso, empleando el Lema 1.1 anterior, concluimos que cada θ ∈ Ω deja una
traza o marca en Q:
S(θ) = θ + θ2 + · · ·+ θn = a11 + a22 + · · ·+ ann ∈ Q.
1.2. La traza de un operador
La generalización natural a dimensión innita del espacio euclidiano nito dimensional
Rn (o Cn) pasa por considerar sucesiones de números reales (o complejos) en lugar de n-
tuplas de números (reales o complejos). Es decir, podemos considerar como K∞ (con
K = R o K = C) el espacio de sucesiones de número reales (o complejos) dado por
`2 =
{







Tal y como probamos en la materia de Análisis funcional en espacios de Hilbert , el
espacio `2 dotado de las operaciones suma y producto por un escalar denidas de modo
natural es un espacio vectorial en el que
dist (x, y) = ‖x− y‖2 =
√√√√ ∞∑
n=1
|xn − yn|2, para cada x, y ∈ `2,
dene una distancia (invariante por traslaciones). Además, considerando la topología que
dene tal distancia, `2 es un espacio vectorial topológico (es decir, las operaciones suma
y producto por un escalar son continuas) completo (es decir, toda sucesión de Cauchy es
convergente).
Por otra parte, conviene observar también que
‖x‖2 = (x, x), para cada x ∈ `2,




xi yi, para cada x, y ∈ `2,
que es la propuesta más sencilla e inmediata que podemos plantear si queremos generalizar




xi yi, para cada x, y ∈ Kn.
Así pues, teniendo en cuenta (1.6), podemos decir que `2 es el espacio de sucesiones
que se encuentran a una distancia euclidiana nita de la sucesión origen 0 = (0, 0, . . . ).
Si H es un espacio vectorial dotado de un producto interior (·, ·) : H×H −→ K para el
que la distancia asociada dene una topología métrica completa sobre H, se dice entonces
que H es un espaacio de Hilbert . En particular, los espacios Rn, Cn y `2 son ejemplos
claros de espacios de Hilbert. No obstante,
todo espacio de Hilbert separable de dimensión innita es isomorfo a `2,
resultado que nos vine a decir que la generalización más sencilla a dimensión innita del
espacio euclidiano nito dimensional es justamente el espacio de Hilbert `2.
En la materia de Análisis funcional en espacios de Hilbert nos convencimos de que
las bases de Hamel (conjuntos linealmente independientes maximales) son de muy poca
utilidad a la hora de estudiar el espacios de Hilbert, pues no existen espacios de Hilbert
de dimensión innita con base de Hamel numerable. Sin embargo, también probamos que
todo espacio de Hilbert admite base de Hilbert (conjunto ortonormal maximal, repecto de
la relación de ortogonalidad x ⊥ y ⇔ (x, y) = 0) y que dos bases de Hilbert distintas de
un mismo espacio tienen el mismo cardinal, hecho que nos permite introducir el concepto
de dimensión de Hilbert y obtener luego el siguiente resultado
todo espacio de Hilbert separable y de dimensión innita tiene
dimensión de Hilbert ℵ0,
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justicando así nuevamente la elección de `2 como generalización natural del espacio
euclidiano al caso de dimensión innita.
Dado i ∈ N, denotaremos por ei ∈ `2 a la sucesión cuyas entradas son todas nulas
excepto la i-ésima, que es un 1. En tal caso, en analogía clara con lo que ocurre en el
espacio euclidiano Rn, el conjunto (ordenado) {ei : i ∈ N} es una base de Hilbert de `2
(pero, obviamente, no es base de Hamel de `2).
A diferencia de lo que ocurre en el caso nito dimensional, en dimensión innita
la topología jugará un papel determinante. Basta siquiera observar que toda aplicación
lineal T : Kn −→ Kn es trivialmente continua. Sin embargo, no es difícil dar ejemplos de
aplicaciones lineales T : `2 −→ `2 que no son continuas.
Tal y como vimos en Análisis funcional en espacios de Hilbert , las aplicaciones lineales
T : `2 −→ `2 que son continuas son aquellas que llevan conjuntos acotados en conjuntos
acotados, es decir, las aplicaciones lineales y acotadas. Por tanto, desde el punto de vista
de las aplicaciones, nuestro interés en el caso innito dimensional debe centrarse en el
espacio de operadores
B(`2, `2) ≡ B(`2) = {T : `2 −→ `2 : T es una aplicación lineal y acotada},
donde podemos considerar las operaciones usuales de suma y producto por escalar.
Así pues, si {ei : i ∈ N} es base de Hilbert canónica de `2 y T : `2 −→ `2 es una
aplicación lineal y acotada, entonces T puede ser identicada con la matriz innita
AT =

a11 a12 · · · a1n · · ·




... · · ·







Tei ≡ AT eit = (a1i, a2i, . . . , aii, . . . )t, para cada 1 ≤ i ≤ n.
Conviene ahora recordar que no toda matriz innita dene una aplicación T : `2 −→ `2
lineal y continua.
No obstante, a la vista de lo dicho hasta el momento, ya disponemos de algunos











donde (λi)i∈N sería la sucesión de autovalores de T contados de acuerdo con su multipli-
cidad. Las siguientes cuestiones surgen entonces de modo natural:

















es independiente de la base de Hilbert (ei)i∈N de `2 escogida?
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En este Trabajo Fin de Grado, daremos respuesta a los dos primeros interrogantes;
para el tercero, nos conformaremos con una breve discusión al nal del documento.
Otra opción más abstracta para generalizar el espacio euclidiano al caso innito di-
mensional podría pasar por considerar espacios de Banach. Recordamos a continuación
algunos conceptos y resultados elementales sobre espacios vectoriales normados.
Dado un espacio vectorial X sobre el cuerpo K, una norma en X es una aplicación
‖·‖ : X −→ X que satisface las siguientes propiedades:
(N1) ‖x‖ ≥ 0 para todo x ∈ X, ‖x‖ = 0⇐⇒ x = 0 ∈ X;
(N2) ‖λx‖ = |λ| ‖x‖ para todo x ∈ X y todo λ ∈ K;
(N3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ para todo x, y ∈ X.
En tal caso,
dist (x, y) = ‖x− y‖, para cada x, y ∈ X,
dene una distancia (invariante por traslaciones) que nos permite introducir una topología
métrica en X. Si toda sucesión de Cauchy en (X, ‖·‖) es convergente en (X, ‖·‖), se dice
que (X, ‖·‖) es un espacio de Banach. Es decir, un espacio de Banach no es más que un
espacio vectorial normado completo.
En particular, todo espacio de Hilbert es un espacio de Banach. No obstante, existen
normas que no provienen de ningún producto escalar; luego existen espacios de Banach que
no son espacios de Hilbert. Es más, se sabe (Teorema de Jordan-von Neumann) que una
norma ‖·‖ está asociada a un producto escalar si y sólo si satisface ley del paralelogramo:
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2), para todo x, y ∈ X.
La ausencia de una relación de ortogonalidad complica notablemente el estudio de la
geometría de los espacio de Banach. La noción de base de Hilbert carece ahora de sentido
y nos vemos obligados a hablar de bases de Schauder. Una base de Schauder de un espacio
de Banach (X, ‖·‖) es un conjunto ordenado {ei : i ∈ N} ⊂ X tal que:
(i) ‖xi‖ = 1 para todo i ∈ N.
(ii) span {ei : i ∈ N} = X,




xiei, en (X, ‖·‖).
Es fácil probar que todo espacio de Banach (X, ‖ ·‖) que admite base de Schauder es
separable. No obstante, tal y como mostró Eno, existen espacios de Banach separables
sin base de Schauder. Es decir, a diferencia de lo que ocurre en espacios de Hilbert, donde
6
siempre podremos hablar de coordenadas, para un espacio de Banach separable arbitrario,
ya no disponemos de tal herramienta.
Conviene recordar aquí que para un espacio de Hilbert, los conceptos de base de Hilbert
y base de Schauder son equivalentes.
Desde el punto de vista de las aplicaciones, al igual que ocurría en espacios de Hilbert,
debemos considerar el espacio de operadores
B(X, Y ) = {T : X −→ Y : T es una aplicación lineal y acotada},





, para cada T ∈ B(X, Y ).
Dado un operador T ∈ B(X), la posible ausencia de base de Schauder para el espacio
de Banach (X, ‖·‖) nos impide proponer una denición de trT basada en la suma de los
elementos de la diagonal de cierta matriz innita; no obstante, siempre podremos buscar





Además, si el espacio de Banach (X, ‖·‖) admite una base de Schauder (ei)i∈N, entonces










Surgen entonces cuestiones análogas a las planteadas anteriormente en (a)− (b)− (c),
para las que tal y como comentaremos al nal de este Trabajo Fin de Grado encontrar
respuesta es notablemente más difícil.
Un resultado fundamental de Análisis funcional (el conocido como Teorema de Riesz)
arma que B(0, 1) = {x ∈ X : ‖x‖ ≤ 1} es un conjunto relativamente compacto en
el espacio (X, ‖ · ‖) si y sólo si X es un espacio vectorial de dimensión nita. Con la
intención de intentar solventar esta dicultad, se introducen nuevas topologías sobre X; a
continuación, comentaremos algunos detalles sobre dichas topologías. Para ello, debemos
empezar hablando sobre el espacio dual.
Dado un espacio de Banach (X, ‖·‖), se dene el espacio dual X∗ de X como
X∗ = {f : X −→ K : f lineal y acotado} ≡ B(X,K).
Los siguiente resultados, conocidos en ocasiones como los pilares del Análisis funcio-
nal , fueron probados y estudiados como trabajo complementario en la materia de Análisis
funcional en espacios de Hilbert ; en aquel momento, empleamos como guía [8]. No obs-
tante, dichos resultados aparecen en cualquier libro sobre análisis funcional en espacios
de Banach.
Teorema 1.2 (Teorema de la Función Abierta).
Sean (X, ‖·‖) e (Y, ‖·‖) dos espacios de Banach y T ∈ B(X, Y ). En tal caso, si T es
sobreyectivo, T es una aplicación abierta.
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Teorema 1.3 (Teorema del Grafo cerrado).
Sean (X, ‖·‖) e (Y, ‖·‖) dos espacios de Banach y T : X −→ Y una aplicación lineal. En
tal caso, T ∈ B(X, Y ) si y sólo si el conjunto {(x, Tx) : x ∈ X} es cerrado en X×Y .
Teorema 1.4 (Teorema de extensión de Hanh-Banach).
Sea X un espacio vectorial normado y M ⊂ X un subespacio. Para todo λ ∈ M∗, existe
Λ ∈ X∗ tal que Λ(x) = λ(x) para todo x ∈M y ‖Λ‖ = ‖λ‖.
Teorema 1.5 (Teorema de Banach-Steinhaus o Principio de acotación uniforme).
Sea (X, ‖·‖) un espacio de Banach, (Y, ‖·‖) un espacio vectorial normado y A ⊂ B(X, Y ).
En tal caso,
sup{‖Tx‖ : T ∈ A} <∞ para todo x ∈ X =⇒ sup{‖T‖ : T ∈ A} <∞.
La topología débil de X es la topología que tiene por base la familia formada por
conjuntos de la forma
O = {x ∈ X : |fi(x− x0)| < ε para 1 ≤ i ≤ n},
donde x0 ∈ X, fi ∈ X∗ para 1 ≤ i ≤ n y ε > 0. Así pues, dada una sucesión (xn)n∈N, se
dice que xn → x débilmente si
f(xn)→ f(x), para todo funcional f ∈ X∗.
Obviamente, xn → x en (X, ‖·‖) implica xn → x débilmente.
Para introducir la topología débil∗ en X, necesitamos que X sea el predual de otro
espacio de Banach; es decir, que exista (Y, ‖·‖) espacio de Banach de modo que Y ∗ = X.
En tal caso, la topología débil∗ de X es la topología que tiene por base la familia formado
por los conjuntos de la forma
O = {x ∈ X : |(x− x0)(yi)| < ε para 1 ≤ i ≤ n},
donde x0 ∈ X, yi ∈ Y para 1 ≤ i ≤ n y ε > 0.
El siguiente resultado muestra la utilidad de la topología débil∗; será invocado más
adelante en el Capítulo 2.
Teorema 1.6 (Teorema de Banach-Alaoglu).
El conjunto
BX∗(0, 1) = {f ∈ X∗ : ‖f‖ ≤ 1} ⊂ X∗
es débilmente∗ compacto en X∗.
Demostración.
Para probar el resultado enunciado, emplearemos el Teorema de Tijonov (ver [23,
Theorem 7.4.1]) que arma la compacidad del producto de una colección de espacios
topológicos compactos.
En efecto, pues en virtud del Teorema de Tijonov, el espacio [−1, 1]BX(0,1) formado
por todas las funciones denidas en BX(0, 1) que toman valores en [−1, 1] dotado de la
topología de la convergencia puntual (fn → f ⇔ fn(x)→ f(x) para todo x ∈ BX(0, 1))
es un espacio topológico compacto. Por tanto, basta probar que el conjunto formado por
las restricciones de funciones f ∈ BX∗ a BX es cerrado.
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Para ello, dada ϕ ∈ [−1, 1]BX(0,1) \ BX∗(0, 1)|BX(0,1), mostraremos que existen un en-
torno O de ϕ de modo que ψ ∈ O implica ψ /∈ BX∗(0, 1)|BX(0,1). Es decir, probaremos que
[−1, 1]BX(0,1) \BX∗(0, 1)|BX(0,1) es un conjunto abierto.
La función ϕ mencionada anteriormente no puede ser una aplicación lineal y homogé-
nea en BX(0, 1), pues en ese caso tendríamos que f ∈ BX∗(0, 1)|BX(0,1). Por tanto, existen
xi ∈ BX(0, 1) y αi ∈ R, con 1 ≤ i ≤ n, de modo que
n∑
i=1









Por tanto, existe ε > 0 tal que si ψ ∈ [−1, 1]BX(0,1) satisface que
|(ψ − ϕ)(xi)| < ε para 1 ≤ i ≤ n, y
∣∣∣(ψ − ϕ)( n∑
i=1
αixi














ψ ∈ [−1, 1]BX(0,1) : ψ satisface (1.7)
}
es el entorno abierto (en la topología débil∗ de X∗) de ϕ que buscábamos.
Volviendo al marco de los espacios de Hilbert, donde todo es más simple y claro,
conviene que recordemos los siguientes resultados
Teorema 1.7 (Teorema de Representación de Riesz).
Sea H un espacio de Hilbert y f : H −→ K un funcional lineal y acotado. En tal caso,
existe un único y ∈ H de modo que:
f(x) = (x, y), para todo x ∈ H.
Es decir, para un espacio de Hilbert H, su dual H∗ coincide con H y entonces, una
sucesión (xn)n∈N ⊂ H converge débilmente a 0 si y solo si (xn, x)→ 0 para todo x ∈ H.
Para el estudio de las propiedades geométricas de los espacios de Hilbert, el siguiente
resultado es clave y exclusivo del caso hilbertiano.
Teorema 1.8 (Teorema de la Proyección Ortogonal).
Sea (H, (·, ·)) un espacio de Hilbert y M ⊂ H un subespacio cerrado de H. En tal caso:
(a) todo vector x ∈ H admite una descomposición única de la forma x = Px+Qx, con
Px ∈M y Qx ∈M⊥;
(b) Px y Qx son, respectivamente, la mejor aproximación de x en M y M⊥;
(c) las aplicaciones x ∈ H 7−→ Px ∈M e x ∈ H 7−→ Qx ∈M⊥ son lineales y acotadas;
(d) ‖x‖2 = ‖Px‖2 + ‖Qx‖2 para todo x ∈ H.






operadores de rango nito
La primera sección de este capítulo versará sobre operadores compactos en espacios de
Hilbert. Así pues, además de diversas caracterizaciones de la compacidad de un operador
T ∈ B(H), presentaremos también dos teoremas espectrales : el primero de ellos tan sólo
será válido para operadores compactos y autoadjuntos , pero será de gran utilidad a la
hora de obtener el segundo, que nos proporcionará la descomposición de Schmidt de un
operador compacto.
La segunda sección estará dedicada a una familia de operadores directamente relacio-
nada con los operadores compactos: los operadores de rango nito, para quienes podremos
introducir fácilmente los conceptos de traza y determinante.
Para la redacción de los contenidos de este capítulo, hemos segudo el esquema y
orden considerado en [11]. No obstante, en [3] o [1], entre otras muchas refencias, pueden
consultarse resultados similares.
2.1. Operadores compactos entre espacios de Hilbert
Sean H, H1 y H2 tres espacios de Hilbert separable de dimensión innita.
La bola cerrada unidad de H, conjunto al que denotaremos por BH [0, 1] ≡ BH , es
el subconjunto formado por todos los vectores x ∈ H para los que ‖x‖ ≤ 1.
Denición 2.1 (operadores compactos).
Un operador T ∈ B(H1, H2) se dice compacto si T (BH1) es un conjunto compacto en
H2. Denotaremos por K(H1, H2) al conjunto de todos los operadores compactos de H1 en
H2; si H = H1 = H2, emplearemos la notación abreviada K(H).
En este Trabajo Fin de Grado estamos especialmente interesados en el espacio K(H),
de ahí la especial relevancia de los resultados que siguen.
Proposición 2.2 (caracterización de operador compacto I).
Un operador T ∈ B(H) es compacto si y solo si T (BH) es un conjunto compacto en H.
Demostración.
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La necesidad de la condición enunciada en la Denición 2.1 anterior es trivial. Probe-
mos entonces la suciencia de la misma.
Por ser T (BH) un conjunto compacto, T (BH) es acotado; luego T ∈ B(H). Veamos
ahora la compacidad del operador T . Para ello, observemos que si (xn)n∈N es una sucesión
de vectores de H que converge débilmente a x ∈ H, entonces
ĺım
n→∞
(Txn, y) = ĺım
n→∞
(xn, T
∗y) = (x, T ∗y) = (Tx, y), para todo y ∈ H.
Así pues, T es débilmente continuo. Por otra parte, teniendo en cuenta el Teorema de
Representación de Riesz y el Teorema de Alaoglu (Teorema 1.6 anterior), concluimos que
BH es débilmente compacto.
Por tanto, T (BH) es débilmente compacto. En particular, T (BH) es débilmente cerrado
y entonces, T (BH) es ‖ · ‖-cerrado. Invocando ahora la compacidad de T , concluimos
nalmente que T (BH) es ‖·‖-compacto.
Teorema 2.3 (caracterización de operadores compactos II).
Un operador T ∈ B(H) es compacto si y solo si toda sucesión acotada (xn)n∈N de vectores
de H admite una subsucesión (xnk)k∈N tal que (Txnk)k∈N converge en H.
Demostración.
Si T ∈ B(H) es un operador compacto, dado que {xn : n ∈ N} es un conjunto acotado,
{Txn : n ∈ N} debe ser un conjunto compacto. Por tanto, en virtud de la caracterización
de conjuntos compactos en espacios métricos completos, existe una subsucesión conver-
gente (Txnk)k∈N.
Por otra parte, dado que en el ámbito de los espacios métricos completos un conjunto
es compacto si y solo si toda sucesión tiene una subsucesión convergente, si T no fuese
compacto, existiría una sucesión (xn)n∈N ⊂ BH para la que (Txn)n∈N no admite ninguna
subsucesión convergente.
Teorema 2.4 (caracterización de operadores compactos III).
Un operador T ∈ B(H) es compacto si y solo si Txn → 0 si xn → 0 débilmente.
Demostración.
Inicialmente, probaremos que si T ∈ B(H) es un operador compacto y xn → 0 débil-
mente, entonces Txn → 0. Efectivamente, pues en caso contrario, podríamos asumir sin
pérdida alguna de generalidad que existe ε > 0 tal que ‖Txn‖ ≥ ε para todo n ∈ N;
condición que nos llevará a una contradicción.
Dado n ∈ N, consideremos el funcional Tn : H −→ C denido como Tn(x) = (x, xn)





(y, xn) = (y, 0) = 0, para todo y ∈ H.
Por tanto,
sup{‖Tny‖ : n ∈ N} <∞, para todo y ∈ H,







Así pues, el Teorema 2.3 anterior arma la existencia de una subsucesión (xnk)k∈N e
y0 ∈ H tal que Txnk → y0 cuando k →∞. En particular, (Txnk)k∈N converge débilmente a
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y0. Además, por la demostración de la Proposición 2.2 anterior, T es débilmente continuo,
luego xnk → 0 débilmente implica que Txnk → 0 débilmente. En tal caso, a partir de
la unicidad del límite débil, deducimos que y0 = 0 y llegamos así a que Txnk → 0,
contradiciendo la condición ‖Txnk‖ ≥ ε para todo k ∈ N.
Recíprocamente, si T no es un operador compacto, el Teorema 2.3 anterior arma
que existe una sucesión (xn)n∈N ⊂ BH de modo que ninguna subsucesión de (Txn)n∈N
es convergente. Además, en virtud del Teorema de Alaoglu (Teorema 1.6 anterior), B1
es un conjunto débilmenete-compacto; luego existe una subsucesión (xnk)k∈N débilmente-
convergente para la que (Txnk)k∈N no tiene ninguna subsucesión convergente.
Pasamos ahora a mostrar algunas propiedades sobre la estructura matemática de la
familia de operadores K(H).
Teorema 2.5 (K(H) es ideal bilátero & K(H) es subespacio vectorial).
(a) K(H) es un ideal bilátero de B(H).
(b) K(H) es un subespacio vectorial de B(H).
Demostración.
(a)
Dados T ∈ K(H) y S ∈ B(H), probaremos que TS, ST ∈ K(H). Más exactamente,
mostraremos que si (xn)n∈N es una sucesión de vectores de H tal que xn → 0 débilmente,
entonces STxn → 0 y TSxn → 0. Así pues, el resultado enunciado será consecuencia
directa del Teorema 2.4 anterior.
En virtud del Teorema 2.4, la compacidad de T implica que Txn → 0. Además, como
S ∈ B(H) es una aplicación continua, STxn → 0.
Por otra parte, en virtud la demostración de la Proposición 2.2 anterior, sabemos que
la acotación de S implica la continuidad débil de S; luego Sxn → 0 débilmente en H y
entonces la compacidad de T nos permite armar que TSxn → 0.
(b)
Si T, S ∈ K(H) y λ ∈ K, la compacidad de los operadores T + S y λT es una
consecuencia directa del Teorema 2.4 anterior.
Teorema 2.6 (K(H) es autoadjunto).
T ∈ B(H) es compacto si y solo si T ∗ es compacto.
Demostración.
Dado que (T ∗)∗ = T , basta probar que T compacto implica T ∗ compacto. Sea para
ello (xn)n∈N una sucesión de vectores de H tal que xn → 0 débilmente; probaremos que
Txn → 0.
Por el Principio de Acotación Uniforme, sabemos que existe C > 0 tal que ‖xn‖ ≤ C
para todo n ∈ N . Además, como T ∗ es débilmente-continuo ver demostración de la
Proposición 2.2, tenemos entonces que T ∗xn → 0 débilmente. Así pues, la compacidad
de T , nos permite invocar el Teorema 2.4 anterior para armar que TT ∗xn → 0.
Por tanto, aplicando la desigualdad de Cauchy-Schwarz, obtenemos nalmente que
‖T ∗xn‖2 = (TT ∗xn, xn) ≤ C‖TT ∗xn‖, para todo n ∈ N,
y entonces ahora es claro que T ∗xn → 0.
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Teorema 2.7 (K(H) es cerrado (luego completo)).
K(H) es un subespacio cerrado de B(H).
Demostración.
Probaremos que si (Tn)n∈N es una sucesión de operadores compactos en H tal que
Tn → T en B(H), entonces T es un operador compacto. Sea para ello (xn)n∈N una sucesión
de vectores de H tal que xn → 0 débilmente; probaremos que Txn → 0.
En primer lugar, observemos que para cada k ∈ N, la compacidad del operador Tk
implica que Tkxn → 0 cuando n → ∞. Por otra parte, por el Principio de Acotación
Uniforme, podemos suponer sin pérdida alguna de generalidad que ‖xn‖ ≤ 1 para
todo n ∈ N.
Dado ahora ε > 0, existe k ∈ N tal que ‖Tk − T‖ < ε. Por tanto, escogiendo N ∈ N
tal que ‖Tkxn‖ < ε para todo n ≥ N , tenemos que
‖Txn‖ ≤ ‖Txn − Tkxn‖+ ‖Tkxn‖ < 2ε si n ≥ N ;
esto es, ya hemos probado que Txn → 0.
Nota 2.8 (sobre la unicidad del ideal K(H)).
Es más, puede probarse (ver [14, Corollary 5.11]) que el ideal K(H) es el único ideal
cerrado en (B(H), ‖·‖).
Seguidamente, indicamos un ejemplo característico de operador compacto.
Ejemplo 2.9 (operador compacto).
Sean (en)n∈N y (εn)n∈N dos conjuntos ortonormales en el espacio de Hilbert H y (λn)n∈N




λn(x, en)εn, para cada x ∈ H,




Sea (xk)k∈N una sucesión débilmente convergente a 0 ∈ H; luego existe C > 0 tal que




(xk, en) = 0, para todo n ∈ N. (2.2)
Dado ε > 0, sea N ∈ N tal que |λn| < ε para todo n ≥ N . En tal caso, empleando el

















|λn|2|(xk, en)|2 + ε2C2.
Por tanto, teniendo en cuenta (2.2), concluimos nalmente que Txk → 0; luego T ∈ K(H)
en virtud del Teorema 2.4 anterior.
Por otra parte, si λn 6→ 0, entonces ‖Ten‖ = |λn| 6→ 0. Así pues, en virtud del Teorema
2.4 anterior, T no es un operador compacto.
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2.1.1. Teorema espectral I: operadores compactos y autoadjuntos
El Teorema espectral para operadores compactos y autoadjuntos es bien conocido. No
obstante, dada su importancia en este Trabajo Fin de Grado, preferimos indicar a conti-
nuación su demostración. Para ello, partimos del siguiente resultado auxiliar.
Proposición 2.10 (auxiliar para el Teorema 2.11).
Si T ∈ B(H) es un operador compacto y autoadjunto, ‖T‖ o −‖T‖ es autovalor de T .
Demostración.
Supongamos que T 6= 0; en otro caso, el resultado enunciado es trivial. Comencemos
por observar que, por ser T ∈ B(H) un operador autoadjunto no nulo,
‖T‖ = sup{|(Tx, x)| : ‖x‖ = 1} > 0.
Por tanto, existe una sucesión (xn)n∈N de vectores de H tal que ‖xn‖ = 1 para todo n ∈ N
y (Txn, xn)→ λ con |λ| = ‖T‖.
A continuación, probaremos que λ es un autovalor del operador T . Para ello, observe-
mos que
0 ≤ ‖(T − λI)xn‖2 = ((T − λI)xn, (T − λI)xn) = (Txn − λxn, Txn − λxn)
= (Txn, Txn)− (Txn, λxn)− (λxn, Txn) + λ2(xn, xn)
= ‖Txn‖2 − 2λ(Txn, xn) + λ2‖xn‖2
= ‖Txn‖2 − 2λ(Txn, xn) + λ2 → λ2 − 2λ · λ+ λ2 = 0;
de donde deducimos que
ĺım
n→∞
(T − λI)xn = 0, en H.
Por otra parte, dado que T es compacto y ‖xn‖ = 1 para todo n ∈ N, existe (xnk)k∈N
subsucesión de (xn)n∈N tal que ĺım
k→∞
Txnk = y ∈ H. Por tanto,
(T − λI)y = (T − λI)( ĺım
k→∞
Txnk) = (T − λI)T ( ĺım
k→∞
xnk)




T (T − λI)(xnk) = T ( ĺım
k→∞
(T − λI)xnk) = 0,
o equivalentemente, Ty = λy. Además, dado que
‖y‖ = ‖ ĺım
k→∞




‖λxnk‖ = |λ| ĺım
k→∞
‖xnk‖ = |λ| = ‖T‖ > 0,
concluimos nalmente que y ∈ H es un vector no nulo de H.
Teorema 2.11 (Teorema espectral para operadores compactos y autoadjuntos).
Sea T ∈ B(H) un operador compacto y autoadjunto. En tal caso, existe un conjunto orto-
normal {e1, e2, . . . } ⊂ H formado por autovectores de T con autovalores correspondientes




λn(x, en)en, para cada x ∈ H.
Además, si (λn)n∈N es una sucesión innita, entonces ĺımn→∞ λn = 0.
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Demostración.
Sea H1 = H y T1 = T . Entonces, en virtud de la Proposición 2.10 anterior, existe
λ1 ∈ R autovalor de T1 con autovector asociado e1 de modo que ‖e1‖ = 1 y |λ1| = ‖T1‖.
Sea ahoraH2 = {e1}⊥. En tal caso,H2 es subespacio cerrado deH1 y además, T (H2) ⊂
H2. Sea entonces T2 = T|H2 . Así, T2 ∈ B(H2) es un operador compacto y autoadjunto.
Nuevamente, en virtud de la Proposición 2.10, existe λ2 ∈ R autovalor de T2 con autovector
asociado e2 ∈ H2 de modo que: ‖e2‖ = 1, |λ2| = ‖T2‖ ≤ ‖T1‖ = |λ1| y e2 ⊥ e1.
Sea ahora H3 = {e1, e2}⊥. En tal caso, H3 es subespacio cerrado de H y además,
T (H3) ⊂ H3. Sea luego T3 = T|H3 . Así, T3 ∈ B(H3) es un operador compacto y autoadjunto
y entonces, en virtud de la Proposición 2.10, existe λ3 ∈ R autovalor de T3 con autovector
asociado e3 ∈ H3 de modo que: ‖e3‖ = 1, |λ3| = ‖T3‖ ≤ ‖T2‖ = |λ2| y e3 ⊥ {e1, e2}.
Procediendo de este modo, tal proceso acabará después de una cantidad nita de n ∈ N
pasos si Tn es tal que Tn = 0 ∈ B(Hn) o bien, en otro caso, obtenemos una sucesión de
autovalores (λn)n∈N ⊂ R y una sucesión de autovectores unitarios (en)n∈N tales que
|λn+1| = ‖Tn+1‖ ≤ ‖Tn‖ = |λn|, para todo n ∈ N.




λn(x, en)en, para todo x ∈ H.
Dado x ∈ H arbitrario, distinguiremos dos casos:





satisface que xn ⊥ ei para 1 ≤ i ≤ n, es decir, xn ∈ Hn = {e1, e2, . . . , en}⊥. Por
tanto, dado que Tn = 0,
0 = Tnxn = Tx−
n∑
k=1








λk(x, ek)ek, para todo x ∈ H.
(b) si Tn 6= 0 ∈ B(H) para todo n ∈ N, entonces teniendo en cuenta que ‖Tn‖ = λn y











∥∥∥ = 0, para todo x ∈ H.
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Nota 2.12 (sobre el Teorema espectral para op. compactos y autoadjuntos).
Tal y como comentamos en Análisis funcional en espacios de Hilbert , se tiene que
1. si λ 6= 0 es autovalor de T , entonces λ = λn para algún n ∈ N;
2. si λ es un autovalor de T , entonces mult (λ, T ) = dim ker (T − λI), es decir, la
multiplicidad algebraica de λ coincide con la dimensión de su respectivo autoespacio;
3. todo autovalor λi de T se repite en la sucesión (λn)n∈N tantas veces como indica su
multiplicidad;





(x, en)en, para todo x ∈ H,
donde P0 es la proyección ortogonal sobre kerT .
2.1.2. Teorema espectral II: operadores compactos
En esta sección, mostraremos un resultado similar al Teorema 2.11 anterior (Teorema
espectral para operadores compactos y autoadjuntos), pero partiremos ahora únicamente
de la hipótesis sobre la compacidad de T y prescindiremos así de condiciones geométricas
adicionales (como, por ejemplo, T autoadjunto).
Para ello, necesitamos introducir antes los conceptos de: operador positivo, raíz de un
operador y operador valor absoluto.
Denición 2.13 (operador positivo).
Un operador T ∈ B(H) se dice positivo si (Tx, x) ≥ 0 para todo x ∈ H.
Claramente, todo operador positivo es autoadjunto. Pasamos ahora a ver algunas
caracterizaciones de los operadores positivos.
Proposición 2.14 (caracterización de operadores positivos).
T ∈ B(H) compacto y positivo ⇐⇒ [λ autovalor de T =⇒ λ ≥ 0.]
Demostración.
Si existe x ∈ H \ {0} y tal que Tx = λx, entonces (Tx, x) = λ‖x‖2 ≥ 0 por ser T
positivo, de donde deducimos que λ ≥ 0.
Recíprocamente, aplicando el Teorema 2.11 (Teorema espectral para operadores com-




λn(x, en)en, para todo x ∈ H,












λn(x, en)(x, en) =
∑
n
λn|(x, en)|2 ≥ 0, para todo x ∈ H.
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A continuación, introducimos el operador raíz cuadrada de un operador compacto y
positivo T ∈ B(H).
Proposición 2.15 (operador raíz cuadrada).
Dado un operador compacto y positivo T ∈ B(H), existe un único operador compacto y
positivo S ∈ B(H) tal que SS = S2 = T .
Demostración.











λn(x, en)en, para cada x ∈ H.
Dado que T es un operador compacto, ĺımn→∞ λn = 0 y entonces, también tenemos
que ĺımn→∞
√
λn = 0; luego S es compacto (ver Ejemplo 2.9 anterior). Además, en virtud






















λm(x, em)em = Tx, para todo x ∈ H.
Finalmente, veamos que T
1
2 es el único operador tal que (T
1
2 )2 = T . Supongamos que
existe un operador compacto y autiadjunto R ∈ B(H) tal que R2 = T . En tal caso, dado





2 − λI) = T − λ2I = (R + λI)(R− λI),




2 − λI) = ker (R− λI), para todo λ > 0.
Es decir, los operadores R y T
1
2 tienen los mismos autovectores y sus respectivos autovalo-




Denición 2.16 (operador raíz cuadrada & operador valor absoluto).
(a) Dado un operador compacto y positivo T ∈ B(H), denimos la raíz cuadrada de
T como el único operador S ∈ B(H) tal que S2 = T ;
(b) Dado un operador T ∈ B(H), denimos el valor absoluto de T como |T | = (T ∗T ) 12 .
Ahora sí, ya estamos en condiciones formular y probar el Teorema espectral para
operadores compactos, resultado fundamental en este Trabajo Fin de Grado que nos
permitirá introducir la sucesión de números singulares de un operador T ∈ K(H).
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Teorema 2.17 (Teorema espectral para operadores compactos).
Sea T ∈ B(H1, H2) un operador compacto entre dos espacios de Hilbert H1 y H2. En tal
caso, existen conjuntos ortonormales {e1, e2, . . . } ⊂ H1 y {ε1, ε2, . . .} ⊂ H2 y números




λn(x, en)εn, para todo x ∈ H1. (2.3)
Además, si (λn)n∈N es una sucesión innita, entonces ĺımn→∞ λn = 0.
Demostración.
Supongamos que T 6= 0; en otro caso, el resultado enunciado es trivial. Consideremos el
operador T ∗T , que en virtud del Teorema 2.5 y el Teorema 2.6 es compacto. Además,
T ∗T es un operador positivo. En efecto, pues
(T ∗Tx, x) = (Tx, Tx) = ‖Tx‖2 ≥ 0, para todo x ∈ H1.




µn(x, en)en, para todo x ∈ H1,
donde µ1 ≥ µ2 ≥ · · · ≥ 0 y {en : n ∈ N} ⊂ H1 es un conjunto ortonormal formado por
autovectores de T ∗T . Además, es claro que kerT = kerT ∗T .
Sea ahora, para cada n ∈ N, tenemos que εn = µn−1/2Ten ∈ H2. En tal caso, {εn : n ∈









(T ∗Ten, em) =
µn√
µnµm
(en, em) = δnm.
Por otra parte, para cada x ∈ H1 existe un único ux ∈ kerT ∗T = kerT tal que












µn(x, en)εn, para todo x ∈ H1.
Denición 2.18 (números singulares y representación de Schmidt).
(a) Dado un operador compacto T ∈ K(H1, H2), la sucesión (λn)n∈N (completada con
ceros si fuese nita) que aprece en (2.3) recibe el nombre de sucesión de números
singulares del operador T .
(b) Para cada n ∈ N, diremos que λn es el n-ésimo número singular de T y emplea-
remos la notación sn(T ) = λn; obtenemos así la representación de Schmidt del




sn(T )(x, en)εn, para cada x ∈ H1.
Nota 2.19. Para cada n ∈ N, el n-ésimo número singular de T ∈ K(H1, H2) es el n-ésimo
autovalor del operador |T | = (T ∗T )1/2.
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2.1.3. Descomposición polar
En este epígrafe, obtendremos la descomposición polar para operadores compactos
entre espacios de Hilbert. Para ello, serán de gran utilidad la isometrías parciales , concepto
que introducimos y estudiamos a continuación.
Denición 2.20 (isometría parcial).
Sean H1 y H2 dos espacios de Hilbert, M ⊂ H1 un subespacio cerrado, V ∈ B(H1, H2) y
N = V (M). En tal caso, decimos que V es una isometría parcial de M sobre N si
‖V x‖ = ‖x‖, para todo x ∈M y V x = 0, para todo x ∈M⊥.
Lema 2.21 (caracterización de isometrías sobreyectivas).
Sea V ∈ B(H1, H2). En tal caso, las siguientes condiciones son equivalentes:
(a) V es una isometría sobreyectiva;
(b) V es sobreyectiva y (V x, V y) = (x, y) para todo x, y ∈ H1;
(c) V es invertible y V −1 = V ∗.
Demostración.
(a) =⇒ (b)
Empleando la identidad de polarización, obtenemos que para todo x, y ∈ H1,




















Basta con probar que V V ∗ = IH1 y V
∗V = IH2 . Para ello, observemos que (V
∗V x, y) =
(V x, V y) = (x, y) para todo x, y ∈ H1. Por tanto,
(V ∗V x− x, y) = 0, para todo y ∈ H1,
de donde deducimos que V ∗V x = x para todo x ∈ H1.
Por otro lado, por ser V sobreyectiva, dado z ∈ H2, existe x ∈ H1 tal que V x = z y
entonces
(V V ∗y, z) = (V V ∗y, V x) = (V ∗y, x) = (y, V x) = (y, z), para todo y ∈ H2,
de donde deducimos nalmente que V ∗V y = y para todo y ∈ H2.
(c) =⇒ (a)
Basta observar que
‖V x‖2 = (V x, V x) = (x, V ∗V x) = (x, x) = ‖x‖2, para todo x ∈ H1.
Proposición 2.22.
Si V es una isometría parcial (sobreyectiva o no), V ∗ también es una isometría parcial.
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Demostración.
Sea V : H1 −→ H2 una isometría parcial sobre M ⊂ H1 con V (M) = N ⊂ H2. En tal
caso, V : M −→ N es una isometría sobreyectiva y entonces V|M ∗ : N −→M también es
una isometría parcial.
Sea Q la proyección ortogonal de H2 sobre N y P la proyección ortogonal de H1 sobre
M . En tal caso, tenemos que V|M
∗Q = V ∗. En efecto, pues
(x, V ∗y) = (V x, y) = (V Px, y) = (QV Px, y) = (V Px,Qy)
= (Px, V|M
∗Qy) = (x, PV|M
∗Qy) = (x, V|M
∗Qy), para todo x, y ∈ H1.
Así pues, si y ∈ N entonces ‖V ∗y‖ = ‖V|M ∗Qy‖ = ‖V|M ∗y‖ = ‖y‖, mientras que para
y ∈ N⊥, tenemos que ‖V ∗y‖ = ‖V|M ∗Qy‖ = ‖V|M ∗0‖ = 0.
Además, dado que V ∗(M) = V|M
∗Q(M) = V|M
∗(M) = N , ahora es claro que V ∗ es
una isometría parcial.
Teorema 2.23 (descomposición polar para operadores compactos).
Sea T ∈ K(H1, H2) un operador compacto. En tal caso, existe una única isometría parcial
V ∈ B(H1, H2) de kerT⊥ en ImT tal que
T = V |T | y |T | = V ∗T.
Demostración.





2(x, en)en, |T |x =
∞∑
n=1




con εn = λn
−1Ten para cada n ∈ N y siendo {en : n ∈ N} ⊂ H1 una base ortonormal de




(x, en)en, para todo x ∈ kerT ⊥.




(x, en)εn, para cada x ∈ H1.






≤ ‖x‖, para todo x ∈ H1,







Por otra parte, si x ∈ kerT⊥⊥ = kerT , entonces (x, en) = 0 para todo n ∈ N; es
decir, V x = 0 para todo x ∈ kerT . En tal caso, V es una isometría parcial de kerT ⊥ en
span {εn : n ∈ N} = ImT .
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Finalmente, veamos que T = V |T | y que |T | = V ∗T . Para ello, observemos que dados
x ∈ H1 e y ∈ H2, tenemos que















y entonces V ∗y =
∑∞
n=1(y, εn)en para todo y ∈ H2. Por tanto, para cada x ∈ H1,








λn(x, en)εn = Tx,








λn(x, en)en = |T |x.
Finalizamos esta sección con una nueva caracterización de los operadores compactos.
Teorema 2.24 (caracterización de operadores compactos IV).
Dado un operador T ∈ B(H), tenemos que
T ∈ K(H) ⇐⇒ TT ∗ ∈ K(H) ⇐⇒ |T | ∈ K(H).
Demostración.
Si T es compacto, en virtud del Teorema 2.6 anterior, T ∗T es compacto. Por otra parte,
si |T | es compacto, en virtud de la descomposición polar, T es compacto. Por tanto, falta
únicamente probar que si T ∗T es compacto, entonces |T | es compacto.
Sea S = |T |, en tal caso S2 = T ∗T . Dada una sucesión (xn)n∈N débilmente convergente
a 0, la compacidad de S2 implica que ‖S2xn‖ → 0, mientras que por el Principio de
Acotación Uniforme tenemos asegurado que supn∈N ‖xn‖ <∞. Así pues, empleando la
desigualdad de Cauchy-Schwarz, obtenemos que
‖Sxn‖2 = (Sxn, Sxn) = (S2xn, xn) ≤ ‖xn‖ ‖S2xn‖,
de donde se sigue que ‖Sxn‖ → 0; luego la compacidad de S se sigue a partir del Teorema
2.4 anterior.
2.2. Operadores de rango nito
Los operadores de rango nito son los ejemplos más sencillos que podemos considerar
en el espacio B(H). Dedicamos a ellos esta última sección.
Denición 2.25 (operadores de rango nito).
Un operador T ∈ B(H) se dice de rango nito si ImT = T (H) es un espacio vectorial
nito-dimensional. Denotaremos por F(H) al espacio vectorial formado por todos los
operadores de rango nito en H.
Claramente, todo operador de rango nito es compacto. No obstante, tal y como
veremos en el siguiente resultado, la relación entre operadores de rango nito y operadores
compactos es realmente estrecha en el caso hilbertiano.
Teorema 2.26 (operadores de rango nito & Operadores compactos).
Un operador T ∈ B(H) es compacto si y solo si existe una sucesión de operadores de
rango nito (Tn)n∈N tal que ‖Tn − T‖ → 0.
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Demostración.
Dado que todo operador de rango nito es claramente compacto, en virtud del Teo-
rema 2.7 anterior, el límite de una sucesión de operadores de rango nito es un operador
compacto.
Por otra parte, si T ∈ B(H) es un operador compacto, entonces en virtud del




λn(x, en)εn, para todo x ∈ H,
donde λn → 0 cuando n→∞ y (en)n∈N y (εn)n∈N son dos conjuntos ortonormales.




λn(x, en)εn, para cada x ∈ H.
En tal caso, ‖Tk−T‖ → 0. En efecto, pues para todo vector unitario x ∈ H, tenemos que
‖(Tk − T )x‖2 =
∞∑
n=k+1
|λn|2|(x, en)|2 ≤ sup{|λn|2 : n > k}.
Así, dado que el lado derecho de la desigualdad anterior es independiente de x y converge
a 0 cuando k →∞, deducimos nalmente que Tk → T en B(H).
Es decir, en el espacio topológico (B(H), ‖·‖), los operadores de rango nito son densos
en K(H); esto es, F(H) = K(H).
Además, tal y como muestra el siguiente resultado (ya conocido de Análisis funcio-
nal en espacios de Hilbert), los operadores de rango nito entre espacios de Hilbert son
especialmente sencillos.
Proposición 2.27 (Operadores de rango nito).
Para un operador T ∈ B(H), son equivalentes:
(a) T ∈ F(H);




(x, ui)vi, para todo x ∈ H.
Además, el conjunto {vi : 1 ≤ i ≤ n} puede ser escogido de modo que forme una
base de T (H).
Demostración.
(a) =⇒ (b)




(Tx, vi)vi, para cada x ∈ H.
23
Dado ahora 1 ≤ i ≤ n, la aplicación x ∈ H1 7−→ (Tx, vi) ∈ C dene un funcional lineal y
acotado. Por tanto, en virtud del Teorema de representación de Riesz, existe ui ∈ H de
modo que








(x, ui)vi, para todo x ∈ H1.
(b) =⇒ (a)
Claramente, n = dim span{vi : 1 ≤ i ≤ n} = dimT (H). Por tanto, es evidente que T
es un operador de rango nito.
Por último, si nombramos M = T (H), por el Teorema de la Proyección ortogonal se
tiene que H = M +M⊥, y es claro que T (M) ⊂M y kerT ⊂M .
Dado un operador T ∈ F(H), considerando M = T (H) ≡ T (H) y empleando el
Teorema de la proyección ortogonal , podemos descomponer el espacio de Hilbert H como
la suma directa ortogonal
H = M ⊕M⊥, (2.4)
donde conviene observar que T (M) ⊂M y kerT ⊂M⊥.
Así pues, dado ahora un operador T ∈ B(H), los operadores T e I + T pueden iden-






y I + T =
(




donde T1 ≡ T|M : M −→ M es la restricción del operador T al subespacio de dimensión
nita M (es decir, T1 es una aplicación lineal entre espacios vectoriales de dimensión
nita) e I, I1, I2 son los operadores identidad en X, M y M
⊥ respectivamente.
Teniendo en cuenta dicha observación, podemos denir los conceptos de traza y deter-
minante de un operador de rango nito.
Denición 2.28 (traza & determinante para operadores de rango nito).
Dado un operador de rango nito T ∈ F(H), denimos:
(a) la traza de T como trT = trT1;
(b) el determinante de I + T como detT = det (I1 + T1).
Nota 2.29 (sobre la Denición 2.28 anterior).
Las nociones de traza y determinante que acabamos de denir no dependen de la








donde n = dimM y λi(T1), con 1 ≤ i ≤ n, son los autovalores de T1 teniendo en cuenta
su multiplicidad.
Observemos además, que los (posibles) autovalores nulos de T no provocan ninguna
modicación o contribución en las identidades anteriores. Así pues, si (λi(T ))i∈N es la




λi(T ) y det (I + T ) =
∞∏
i=1




Iniciaremos este capítulo introduciendo los números de aproximación y los números
de Gelfand de un operador T ∈ B(X, Y ) entre dos espacios de Banach (X, ‖·‖) e (Y, ‖·‖).
A continuación, ya en el marco de los espacios de Hilbert (separables y de dimensión
innita), estudiaremos la relación de éstos con los números singulares , que ya fueron
presentados en el Capítulo 2 anterior.
Empleando dicha relación y algunas propiedades básicas de los números de Gelfand y
de los números de aproximación que también serán probadas, obtendremos desigualdades
elementales que involucran a la sucesión de números singulares . Más exactamente, pro-
baremos la desigualdad de Weyl que será de gran utilidad en el último epígrafe y las
desigualdades de Ky Fan que nos permitirán introducir una primera familia de normas
en K(H) y una norma en cierto subespacio de K(H). Tal subespacio, al que llamaremos
clase traza y denotaremos por S1(H), será uno de los protagonista de este Trabajo Fin
de Grado.
Información mucho más detallada sobre los resultados que presentamos en este capítulo
puede ser consultada en, por ejemplo, [6, 7, 14].
3.1. Números de aproximación y números de Gelfand
Sean (X, ‖·‖) e (Y, ‖·‖) dos espacios de Banach.
Denición 3.1 (números de aproximación & números de Gelfand).
Dado un operador T ∈ B(X, Y ) y un número natural n ∈ N, denimos:
(a) el n-ésimo número de aproximación de T como
an(T ) = ı́nf
{
‖T − Tn‖ : Tn ∈ B(X, Y ) con rangoTn < n
}
;
(b) el n-ésimo número de Gelfand de T como
cn(T ) = ı́nf
{
‖T|Xn‖ : Xn ⊂ X con codimXn < n
}
.
Nota 3.2 (sobre los números de aproximación y los números de Gelfand).
De la Denición 3.1 anterior, deducimos inmediatamente que
a1(T ) = ‖T −O‖ = ‖T‖ ≥ a2(T ) ≥ a3(T ) ≥ · · · ≥ 0
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y
c1(T ) = ‖T −O‖ = ‖T‖ ≥ c2(T ) ≥ c3(T ) ≥ · · · ≥ 0.
Es decir, (an)n∈N y (cn)n∈N son sucesiones decrecientes de números no negativos y además,
tenemos que
cn(T ) ≤ an(T ), para cada n ∈ N. (3.1)
En efecto, pues dado Tn ∈ B(X, Y ) con rangoTn < n arbitrario, el subespacio Xn =
kerTn ⊂ X tiene codimensión menor que n y








= ‖T − Tn‖.
Por tanto, cn(T ) ≤ ‖T − Tn‖ para todo operador Tn ∈ B(X, Y ) con rangoTn < n, de
donde se sigue ahora la veracidad de la desigualdad (3.1) anterior.
Observemos también que, para cada n ∈ N, el valor del n-ésimo número de aproxi-
mación de un operador T ∈ B(X, Y ) coincide con la distancia de T a la clausura del
subespacio vectorial de B(X, Y ) formado por todos los operadores de rango nito cuya
imagen tiene dimensión menor que n.
Conviene recordar que si X e Y son espacios de Hilbert, el subespacio F(X, Y ) ⊂
B(X, Y ) formado por todos los operadores de rango nito es denso en K(X, Y ). Por
tanto, en el marco de los espacios de Hilbert tenemos que
T ∈ K(X, Y ) ⇐⇒ ĺım
n→∞
an(T ) = 0.
Sin embargo, para X e Y espacios de Banach arbitrarios, la implicación =⇒ de la
equivalencia anterior no es necesariamente cierta (existen espacios de Banach que no
satisfacen la propiedad de aproximación).
Teorema 3.3 (números singulares, de aproximación y de Gelfand en espacios de Hilbert).
Sean H1 y H2 dos espacios de Hilbert y T ∈ K(H1, H2). En tal caso,
cn(T ) = an(T ) = sn(T ), para cada n ∈ N.
Demostración.
Inicialmente, probaremos que an(T ) = cn(T ) para todo n ∈ N. Para ello, observemos
que dado n ∈ N, si Xn ⊂ H1 es un subespacio arbitrario de H1 con codimXn < n
y Pn : H1 −→ Xn⊥ es la proyección ortogonal de H1 sobre Xn⊥, entonces el operador
Tn = TPn satisface que
rangoTn < n y ‖T − Tn‖ ≤ ‖T|Xn‖.
Por tanto, an(T ) ≤ cn(T ) y entonces teniendo en cuenta (3.1) debe ser an(T ) = cn(T ).
Veamos ahora que an(T ) = sn(T ) para todo n ∈ N.
En virtud del Teorema representación de Schmidt (Teorema 2.17), existen conjuntos




si(T )(x, ei)εi, para cada x ∈ H1.
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si(T )(x, ei)εi, para cada x ∈ H1.
En tal caso, empleando la monotonía de la sucesión de números singulares (sn)n∈N y la
desigualdad de Bessel, concluimos que

















|(x, ei)|2 ≤ sn(T ).
Por otra parte, para Tn ∈ B(H1, H2) con rangoTn = m < n empleando el Teorema




(x, vj)wj, para cada x ∈ H1,
donde {vj}j∈N es un conjunto ortonormal en H1 y {wj}j∈N es una base ortonormal de
Tn(H2). Consideremos el sistema lineal de m ecuaciones y n > m incógnitas dado por
(e1, v1)ξ1 + (e2, v1)ξ2 + · · ·+ (em, v1)ξn = 0
(e1, v2)ξ1 + (e2, v2)ξ2 + · · ·+ (em, v2)ξn = 0
...
(e1, vm)ξ1 + (e2, vm)ξ2 + · · ·+ (em, vm)ξn = 0




























(ek, vj)ξk = 0,
de donde deducimos que







si2(T )|ξi|2 ≥ sn(T ),
donde la última desigualdad es debida a la monotonía de la sucesión de números singulares.
Por tanto, ahora es claro que sn(T ) ≤ an(T ).
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Nota 3.4 (sobre el Teorema 3.3 anterior).
Conviene observar que para probar la igualdad an(T ) = cn(T ) no hemos empleado la
compacidad de T .
Sean ahora (X, ‖ · ‖), (Y, ‖ · ‖) y (Z, ‖ · ‖) tres espacios de Banach. A continuación,
partiendo de dos propiedades elementales de la sucesión de números de aproximación,
deduciremos otras dos propiedades básicas para la sucesión de números singulares de un
operador T ∈ B(H1, H2), siendo H1 y H2 espacios de Hilbert separables de dimensión
innita.
Lema 3.5 (propiedades de los números de aproximación).
Si S, T ∈ B(X, Y ) y R ∈ B(Y, Z), entonces:
(a) ak+l−1(RS) ≤ ak(R)al(S), para todo k, l ∈ N.
(b) ak+l−1(S + T ) ≤ ak(S) + al(T ), para todo k, l ∈ N.
Demostración.
(a)
Dado ε > 0, teniendo en cuenta la Denición 3.1 (a), sabemos que existen operadores
S1 ∈ B(X, Y ) y R1 ∈ B(Y, Z) tales que rangoS1 < l, rangoR1 < k,
‖S − S1‖ < al(S) + ε y ‖R−R1‖ < ak(R) + ε.
Por otra parte, como rango (R1(S − S1) +RS1) < k + l − 1, tenemos entonces que
ak+l−1(RS) ≤ ‖RS −R1(S − S1)−RS1‖ ≤ ‖R−R1‖‖S − S1‖ ≤ (ak(R) + ε)(al(S) + ε).
Así pues, dado que ε > 0 fue escogido de modo arbitrario, concluimos nalmente que
ak+l−1(RS) ≤ ak(R)al(S).
(b)
Dado ε > 0, teniendo en cuenta la Denición 3.1 (a), sabemos que existen operadores
S1, T1 ∈ B(X, Y ) tales que rangoS1 < k, rangoT1 < l,
‖S − S1‖ < ak(S) + ε y ‖T − T1‖ < al(T ) + ε.
Por otra parte, como rango (S1 + T1) < k + l − 1, tenemos entonces que
ak+l−1(S + T ) ≤ ‖S + T − S1 − T1‖ ≤ ‖S − S1‖+ ‖T − T1‖ ≤ ak(S) + al(T ) + 2ε.
Así pues, dado que ε > 0 fue escogido de forma arbitraria, concluimos nalmente que
ak+l−1(S + T ) ≤ ak(S) + al(T ).
Nota 3.6 (propiedades de los números singulares).
Teniendo en cuenta el Lema 3.5 y el Teorema 3.3, obtenemos las siguientes propiedades
para los números singulares:
(a) si T ∈ K(H1, H2), R ∈ B(H2, H3) y S ∈ B(H0, H1), entonces
sn(RST ) ≤ sn(R)sn(S)sn(T ) ≤ ‖R‖sn(T )‖S‖, para todo n ∈ N.
(b) si S, T ∈ K(H1, H2), entonces
sn+m−1(S + T ) ≤ sn(S) + sm(T ), para todo n, m ∈ N.
La desigualdad obtenida en la Nota 3.6 (b), a la que algunos autores se reeren como
desigualdad de Weyl , jugará un importante papel en el siguiente epígrafe.
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3.2. Algunas desigualdades
Sea H un espacio de Hilbert separable de dimensión innita.
En esta sección, probaremos dos desigualdades de Weyl (Proposición 3.7 y Teorema
3.11) que involucran, respectivamente, productos y sumas de autovalores y números
singulares y dos desigualdades de Ky Fan (Teoremas 3.14 y 3.15) que recuerdan,
respectivamente, a las de Hölder y a la desigualdad triangular.
Proposición 3.7 (desigualdad de Weyl I; auxiliar para el Teorema 3.11).






si(T ), para todo n ∈ N.
En particular,
|λn(T )| ≤ n
√√√√ n∏
i=1
si(T ), para todo n ∈ N.
Demostración.
Sea n ∈ N arbitrario. Si λn = 0, el resultado enunciado es trivial. Supongamos luego
que λn 6= 0; en tal caso, λi 6= 0 para todo 1 ≤ i ≤ n. Por tanto, si Hn = span {vi : 1 ≤ i ≤
n}, donde vi es un autovector asociado a λi para cada 1 ≤ i ≤ n, obtenemos que Hn ⊂ H
es un subespacio satisfaciendo que dimHn = n, T (Hn) ⊂ Hn,
Tn = T|Hn : Hn −→ Hn y λi(Tn) = λi(T ), para cada 1 ≤ i ≤ n.
Consideremos ahora la descomposición polar del operador Tn; esto es, Tn = V |Tn|.
Entonces, por ser Hn ⊂ H un subespacio de dimensión nita, los endomorsmos V y Tn






|λi(Tn)| = |detTn| = |detV |Tn|| = |detV | |det |Tn||.
Dado que V es una isometría, todos sus autovalores tienen módulo 1. Por tanto,
n∏
i=1




Si i : Hn −→ H es la inclusión del subespacioHn enH y P : H −→ Hn es la proyección
ortogonal de H sobre Hn, entonces Tn = PTi y así, teniendo en cuenta la Nota 3.6 (a)
anterior,
si(Tn) = si(PTi) ≤ ‖P‖si(T )‖i‖ = si(T ),







Para obtener la segunda desigualdad de Weyl prometida, necesitamos invocar previa-
mente algunas desigualdades elementales.
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Lema 3.8 (desigualdad MA-MG ponderada; auxiliar para el Lema 3.10).









Es una consecuencia de la desigualdad de Jensen, cuyo enunciado recordamos a con-
tinuación.
Lema 3.9 (desigualdad de Jensen; auxiliar para el Lema 3.8).
Sean ϕ : [a, b] ⊂ R −→ R una función convexa y xi ∈ [a, b] para 1 ≤ i ≤ n. En tal caso, si
ai > 0 para 1 ≤ i ≤ n, entonces
ϕ
(a1x1 + · · ·+ anxn
a1 + · · ·+ an
)
≤ a1ϕ(x1) + · · ·+ anϕ(xn)
a1 + · · ·+ an
.






































Proposición 3.10 (auxiliar para el Teorema 3.11).















p, para todo p > 0.
Demostración.
Inicialmente, probaremos el resultado para p = 1. Sin pérdida de generalidad, supon-
gamos que αi, βi > 0 para 1 ≤ i ≤ n.















































( β1 · . . . · βn





( β1 . . . βk
α1 . . . αk
)αk−αk+1
,
con αn+1 = 0 y así, como cada cociente es mayor o igual que 1 y todos los exponentes son
positivos, el producto nal es mayor o igual que 1.

























Teorema 3.11 (desigualdad de Weyl II).







p, para todo n ∈ N.
Demostración.






si(T ), para todo 1 ≤ k ≤ n.








Pasamos ahora a probar las desigualdades de Ky Fan mencionadas al inicio de la
sección. Necesitaremos el siguiente resultado auxiliar.
Proposición 3.12 (auxiliar para el Teorema 3.14).






si(S)si(T ), para todo n ∈ N.
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Demostración.
Sea n ∈ N escogido de forma arbitraria. Si sn(ST ) = 0, el resultado enunciado es
trivial. Supongamos entonces sn(ST ) 6= 0; en tal caso, debe ser si(ST ) 6= 0 para todo
1 ≤ i ≤ n.
Por la descomposición polar de ST , existe una isometría V ∈ B(H) tal que |ST | =
V ST . Consideremos ahora el subespacio Hn = span {vi : 1 ≤ i ≤ n}, donde vi es un
autovector asociado a λi(|ST |) = si(ST ) para cada 1 ≤ i ≤ n. En tal caso, si P es la
proyección ortogonal de H sobre Hn y Q es la proyección ortogonal de H sobre T (Hn),









|λi(V ST )| = |det (PV STP )|





















Nota 3.13 (sobre los determinantes anteriores).
En la demostración anterior, todos los determinantes que aparecen están bien denidos,
pues son determinantes de operadores de rango nito (ver (2.5)).
Ahora ya estamos en condiciones de probar las desigualdades de Ky Fan.
Teorema 3.14 (desigualdad de Ky Fan I).




































si(S)si(T ), para todo 1 ≤ k ≤ n.



































Teorema 3.15 (desigualdad de Ky Fan II).
Sean S, T ∈ K(H) dos operadores compactos. En tal caso,
n∑
i=1






si(T ), para todo n ∈ N.
Demostración.
En virtud del Teorema espectral para operadores compactos y autoadjuntos (Teorema
2.11), sabemos que existe un conjunto ortonormal {ei : i ∈ I} ⊂ H de modo que, por ser
|S + T | un operador positivo
|S + T |x =
∑
i∈I
λi(|S + T |)(x, ei)ei =
∑
i∈I
si(S + T )(x, ei)ei, para todo x ∈ H.
Además, por la descomposición polar, existe una isometría parcial V sobre span {ei : i ∈ I}
tal que
(S + T )x = V |S + T |x =
∑
i∈I
si(S + T )(x, ei)V ei, para todo x ∈ H
y entonces
(S + T )ei = si(S + T )V ei, para cada i ∈ I,
de donde deducimos que, al ser V una isometría parcial,
((S + T )ei, V ei) = si(S + T ), para todo i ∈ I. (3.2)




si(S + T ) =
n∑
i=1
((S + T )ei, V ei) =
n∑
i=1




(PV ∗(S + T )Pei, ei) = tr (PV
∗(S + T )P )
























donde la penúltima desigualdad se obtiene aplicando la desigualdad deWeyl con p = 1.
Nota 3.16 (sobre las trazas anteriores).
En la demostración anterior, todas las trazas que aparecen están bien denidos, pues
son trazas de operadores de rango nito (ver (2.5)).
Nota 3.17 (Normas de Ky Fan).
Si H es un espacio de Hilbert (separable y de dimensión innita) y n ∈ N, la aplicación




si(T ), para cada T ∈ K(H),





si(T ) ≥ 0 para todo T ∈ K(H) y
n∑
i=1







|λ|si(T ) = |λ|
n∑
i=1
si(T ), para todo T ∈ K(H) y λ ∈ K;
(N3) la desigualdad triangular de ‖·‖∗n es la desigualdad de Ky Fan II (Teorema 3.15).
Dado n ∈ N, la norma ‖·‖∗n recibe el nombre de norma n de Ky Fan. Observemos
además que ‖T‖∗1 = ‖T‖ para todo T ∈ K(H).
Nota 3.18 (hacia la clase traza).
Una pregunta que surge ahora de modo natural es la siguiente:
¾existe algún subespacio Y ⊂ K(H) para el que la aplicación




si(T ), para cada T ∈ Y,
esté bien denida y dena una norma en Y ?
La respuesta es armativa. Tal y como veremos en el siguiente capítulo, Y = S1(H) 6=
K(H), siendo S1(H) la clase traza o clase 1 de Schatten-von Neumann.
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Capítulo 4
Clases de Schatten-von Neumann
Introducimos ahora el concepto central de este Trabajo Fin de Grado: las clases de
Schatten-von Neumann. Como veremos en la última sección, dichas clases (o familias) de
operadores forman una escala de espacios de Banach; esto es, para cada exponente
1 ≤ p ≤ ∞, tendremos asociada cierta familia de operadores: la clase de Schatten-von
Neumann Sp.
Los resultados que mostramos en este capítulo fueron obtenidos originalmente por
R. Schatten en [9]. Podemos consultar versiones modernas de dichos resultados y nume-
rosas generalizaciones en las obras del matemático alemán A. Piestesch (ver, por ejemplo,
[7] y [6]). En [10], también se exponen de forma clara y didáctica muchos de los resultados
que probaremos en este capítulo.
4.1. Clases de Schatten-von Neumann
Sea H un espacio de Hilbert separable y de dimensión innita.
Denición 4.1 (clases de Schatten-von Neumann).
Para cada 1 ≤ p < ∞, la clase de Schatten-von Neumann Sp(H) es la familia
formada por todos los operadores compactos cuya sucesión de valores singulares pertenece
al espacio de sucesiones `p. Es decir,
Sp(H) =
{
T ∈ K(H) : (sn(T ))n∈N ∈ `p
}
.
Para p =∞, consideraremos
S∞(H) ≡
{
T ∈ K(H) : (sn(T ))n∈N ∈ `∞
}
≡ K(H).
Es habitual emplear la siguiente notación:
(a) la clase S1(H) es la familia de los operadores nucleares u operadores de la
clase traza;







para cada 1 ≤ p <∞.
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Nota 4.2 (ideales de operadores).
Teniendo en cuenta que, en virtud de la Nota 3.6, para R, T, S ∈ B(H) tenemos que
sn(RTS) ≤ ‖R‖sn(T )‖S‖, para todo n ∈ N,
es entonces inmediato que la clase Sp(H) forma un ideal bilátero de B(H).
A continuación, centraremos nuestro interés en las clases de Schatten-von Neumann
S2(H) y S1(H). Más concretamente, caracterizaremos aquellos operadores del espacio
B(H) que pertenecen, bien a S2(H), bien a S1(H). Estos resultados, que también nos
permitirán obtener expresiones para las normas ‖·‖2 y ‖·‖1, motivarán los contenidos y
discusiones de los capítulos venideros. Son por tanto, resultados esenciales en este Trabajo
Fin de Grado.
Más adelante, mostraremos resultados análogos (o, mejor dicho, similares , pues no
serán tan informativos) para las clases de Schatten-von Neumann Sp(H) con 1 ≤ p ≤ ∞.
4.1.1. La clase S2: operadores de Hilbert-Schmidt
Comencemos entonces estudiando la clase de los operadores de Hilbert-Schmidt.
Teorema 4.3 (caracterización de la clase S2).
Dado un operador T ∈ B(H), son equivalentes:
(a) T ∈ S2(H) (esto es, T es un operador de Hilbert-Schmidt);













Inicialmente, probaremos que para todo operador T ∈ B(H), el valor de la serie∑∞
n=1 ‖Ten‖2 no depende de la base de Hilbert (en)n∈N escogida. Para ello, si (εn)n∈N es


























donde no hemos empleado nada más que la identidad de Parseval.
Por otra parte, empleando la representación de Schmidt (Teorema 2.17), sabemos que




sn(T )(x, un)vn, para todo x ∈ H. (4.2)
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(a) =⇒ (b)
Teniendo en cuenta (4.2), es inmediato que



























2‖ui‖2 = ‖T‖22 <∞,
quedando probada además la identidad (4.1) del enunciado.
(b) =⇒ (a)
Veamos primero que T ∈ K(H). Para ello, basta probar que an(T ) → 0 cuando
n → ∞. En efecto, pues en tal caso T es límite de una sucesión de operadores de rango
nito y entonces T es compacto.
Ahora bien, en virtud de la Proposición 3.12 anterior,
an(T ) = cn(T ) = ı́nf
{
‖T|Xn‖ : Xn ⊂ H, codimXn < n
}
≤ ‖T|span{ei : 1≤i≤n}⊥‖.


































y entonces ahora es claro que an(T )→ 0 cuando n→∞.
Ahora, para probar que T ∈ S2(H), tan sólo falta ver que ‖T‖2 < ∞. Para ello,
completemos el conjunto ortonormal (un)n∈N hasta obtener una base de Hilbert de H;
es decir, añadimos a (un)n∈N una base de Hilbert del espacio de Hilbert kerT ⊂ H para




































4.1.2. La clase S1: operadores nucleares
Para los operadores nucleares tenemos el siguiente resultado.
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Teorema 4.4 (caracterización de la clase S1).
(a) S1(H) =
{









(b) ‖T‖1 = ı́nf
{ ∞∑
k=1






Nota 4.5 (operadores nucleares).
Los operadores para los que disponemos de una representación como la indicada en (a)
reciben el nombre de operadores nucleares . Así pues, la igualdad armada en (a) justica
la expresión clase traza u operadores nucleares para referirnos a S1(H).
Demostración.
Dado T ∈ S1(H), empleando la representación de Schmidt (Teorema 2.17), sabemos














sn(T ) = ‖T‖1 <∞,
de donde deducimos que T ∈ N1 luego S1(H) ⊂ N1 y que τ1(T ) ≤ ‖T‖1.
Por otra parte, de la denición de N1, se sigue que los operadores de rango nito son
densos en N1; luego N1 ⊂ K(H). Por tanto, para probar que N1 ⊂ S1(H), basta observar
que si T ∈ N1 es de rango nito, entonces ‖T‖1 ≤ τ1(T ) <∞.
No obstante, dados T ∈ N1 y ε > 0, existen (un)n∈N y (vn)n∈N conjuntos ortonormales








|µn|‖un‖‖vn‖ ≤ (1 + ε)τ1(T ).

























(µnun, ei)(V vn, ei)










|µn|‖un‖‖vn‖ ≤ (1 + ε)τ1(T ).
Por tanto, debe ser τ1(T ) ≤ ‖T‖1.
Dado que ya hemos probado que τ1(T ) ≤ ‖T‖1 y τ1(T ) ≥ ‖T‖1, concluimos nalmente
que τ1(T ) = ‖T‖1.
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4.1.3. Más caracterizaciones
Veamos ahora algunos resultados similares a los Teoremas 4.3 y 4.4 anteriores para
clases de Schatten-von Neumann Sp(H) con 1 ≤ p <∞.
Conviene observar que en los tres teoremas que siguen asumimos como hipótesis la
compacidad del operador T en cuestión. Por tanto, a diferencia de lo visto en los dos
teoremas anteriores donde caracterizábamos las clases S1(H) y S2(H) en el espacio
B(H), aquí tendremos que conformarnos con caracterizaciones de la correspondiente
clase Sp(H) en el espacio de los operadores compactos K(H).
Para p ≥ 2 podemos obtener un resultado similar al Teorema 4.3 anterior; es impor-
tante comparar (4.1) con (4.3).
Teorema 4.6 (caracterización I de la clase Sp).
Sea p ≥ 2. Dado un operador T ∈ K(H), son equivalentes:
(a) T ∈ Sp(H);















Empleando la representación de Schmidt (Teorema 2.17), sabemos que existen con-




sn(T )(x, un)vn, para todo x ∈ H. (4.4)
(a) =⇒ (b)
Sea (en)n∈N una base de Hilbert de H. En tal caso, empleando la desigualdad de Hölder










































































p = ‖T‖p <∞. (4.5)
(b) =⇒ (a)











p = ‖T‖p; (4.6)
esto es, T ∈ Sp(H).







: (en)n∈N base de Hilbert de H
}
,
que junto con (4.5), nos permite concluir la veracidad de la identidad (4.3).
Para 1 ≤ p <∞, si T ∈ B(H) es un operador compacto y positivo (ver epígrafe 2.1.2),
podemos probar un resultado similar al Teorema 4.6 anterior; conviene ahora observar las
diferencias y analogías entre (4.3) y (4.7).
Teorema 4.7 (caracterización II de la clase Sp).
Sea p ≥ 1. Dado un operador positivo T ∈ K(H), son equivalentes:
(a) T ∈ Sp(H);















Por ser T un operador positivo, T es autoadjunto y entonces, en virtud del Teorema
espectral para operadores compactos y autoadjuntos (Teorema 2.11), sabemos que existe




λn(T )(x, en)en =
∞∑
n=1
sn(T )(x, un)un, para cada x ∈ H. (4.8)
(a) =⇒ (b)
Sea (vn)n∈N un conjunto ortonormal en H y P la proyección ortogonal de H sobre































































p = ‖T‖p <∞. (4.9)
(b) =⇒ (a)









es decir, T ∈ Sp(H).







: (un)n∈N conjunto ortonormal
}
,
que junto con (4.9) nos permite concluír la veracidad de (4.8).
Nota 4.8 (sobre la hipótesis T operador positivo).
En el resultado anterior es imprescindible la hipótesis T operador positivo y no es
suciente la condición T autoadjunto, pues la igualdad (4.8) exige que λi(T ) ≥ 0 para
todo i ∈ N.
Nota 4.9 (sobre el concepto de traza).
Conviene observar que para p = 1, la igualdad (4.7) sería una generalización natural
al caso innito dimensional del concepto de traza introducido en el Capítulo 1 anterior
(ver (1.2)).
Finalizamos este epígrafe con el resultado más general sobre clases de Schatten-von
Neumann Sp(H) con 1 ≤ p <∞. Es conveniente comparar ahora las hipótesis y tesis del
Teorema 4.10 siguiente con las hipótesis y tesis del Teorema 4.7 anterior.
Teorema 4.10 (caracterización III de la clase Sp).
Sea p ≥ 1. Dado un operador T ∈ K(H), son equivalentes:
(a) T ∈ Sp(H);
















Empleando la representación de Schimdt (Teorema 2.17), sabemos que existen con-




sn(T )(x, xi)yi, para todo x ∈ H. (4.11)
(a) =⇒ (b)
Sean T ∈ Sp(H) y (un)n∈N, (vn)n∈N conjuntos ortonormales en H. Inicialmente, pro-
baremos (b) para el operador |T |. Para ello, observemos que

















2vn) = (|T |un, un)(|T |vn, vn),
luego
|(|T |un, vn)| ≤ (|T |un, un)
1
2 (|T |vn, vn)
1
2 , para todo n ∈ N,



























2 = ‖T‖pp <∞. (4.12)







|(V |T |un, vn)|p =
∞∑
n=1




|(|T |un, vn)|p : (un)n∈N, (vn)n∈N conjuntos ortonormales
}
≤ ‖|T |‖pp = ‖T‖pp <∞. (4.13)
(b) =⇒ (a)












|(Tun, vn)|p : (un)n∈N, (vn)n∈N conjuntos ortonormales
}
<∞; (4.14)
luego T ∈ Sp(H).
La identidad (4.10) es consecuencia de (4.13) y (4.14).
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4.2. Las clases Sp son espacios de Banach
Ahora ya estamos en condiciones de probar que, para 1 ≤ p ≤ ∞, (Sp(H), ‖·‖p) es un
espacio vectorial normado completo (i.e., un espacio de Banach).
Para p =∞, tal y como ya indicamos al principio de este capítulo, S∞(H) = K(H) y
además por el carácter decreciente de la sucesión de números singulares, concluimos que
‖T‖∞ = sup
n∈N
sn(T ) = s1(T ) ≡ ‖T‖.
Así pues, dado que K(H) es un conjunto cerrado en (B(H), ‖ · ‖), la completitud de
(S∞(H), ‖·‖∞) ≡ (K(H), ‖·‖) es clara.
Por tanto, en lo que sigue, consideraremos 1 ≤ p <∞. Inicialmente, veremos que ‖·‖p
dene una norma en SP (H) esto será una consecuencia del Teorema 4.10 anterior,
veremos que
Corolario 4.11 ((Sp(H), ‖·‖p) es un espacio vectorial normado).
Sea 1 ≤ p <∞. En tal caso,
‖T + S‖p ≤ ‖T‖p + ‖S‖p, para todo T, S ∈ Sp(H).
Demostración.
Dados dos conjuntos ortonormales arbitrarios (un)n∈N y (vn)n∈N, empleando la de-
sigualdad de Minkowski, tenemos que( ∞∑
n=1





















de donde deducimos el resultado enunciado a partir del Teorema 4.10.
Teorema 4.12 ((Sp(H), ‖·‖p) es un espacio de Banach).
Si 1 ≤ p <∞, el espacio vectorial normado (Sp, ‖·‖p) es completo.
Demostración.
Sea (Tn)n∈N una sucesión de Cauchy arbitraria en (Sp(H), ‖·‖p). En tal caso, (Tn)n∈N
también es una sucesión de Cauchy en (B(H), ‖·‖). En efecto, pues







= ‖T‖p, para todo T ∈ Sp(H).
Así pues, como (B(H), ‖·‖) es completo, existe T ∈ B(H) tal que Tn → T cuando
n → ∞ en B(H). Además, como K(H) es un subespacio cerrado de B(H), sabemos que
T ∈ K(H). Probaremos que T ∈ Sp(H).
Para ello, comencemos recordando que como si+j−1(R+S) ≤ si(R) + sj(S) (ver Nota
3.6 (b)), entonces
si(A+B) = si+1−1(A+B) ≤ si(A) + ‖B‖
y así, escogiendo A+B = Tn y A = Tm, tenemos que
|si(Tn)− si(Tm)| ≤ ‖Tn − Tm‖, para cada i ∈ N.
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Por tanto, ahora es fácil probar que
ĺım
n→∞
si(Tn) = si(T ), para cada i ∈ N. (4.15)
Además, como (Tn)n∈N es una sucesión de Cauchy en Sp(H), dado ε > 0, existe Nε ∈ N
tal que si n,m ≥ Nε, entonces
L∑
i=1
si(Tn − Tm)p ≤
∞∑
i=1
si(Tn − Tm)p = ‖Tn − Tm‖pp < εp, para todo L ∈ N.
Por tanto, tomando límite cuando n→∞ y teniendo en cuenta (4.14), concluimos que
L∑
i=1
si(T − Tm)p < εp,
y ahora, haciendo L→∞, obtenemos que ‖T − Tm‖p < ε. Así pues, dado que
‖T‖p = ‖T − Tn + Tn‖p ≤ ‖T − Tn‖+ ‖Tn‖p <∞,
deducimos nalmente que T ∈ Sp(H) y Tn → T en (Sp(H), ‖·‖).
Nota 4.13 (sobre la completitud de Sp(H)).
La completitud de la clase de Schatten-von Neumann Sp(H) no contradice el hecho
de que, tal y como dijimos en la Nota 2.8, K(H) es el único ideal cerrado de B(H).
En efecto, pues Sp(H) es cerrado con su propia norma ‖·‖p, pero no lo será con la
norma usual ‖·‖ de B(H). De hecho, Sp(H)
‖·‖
= K(H), pues F(H) ⊂ Sp(H) para todo
1 ≤ p ≤ ∞.
Nota 4.14 (Lo bello es difícil).
Una pregunta que surge ahora de modo natural es la siguiente:
¾existe algún 1 ≤ p <∞ para el que la clase Schatten-von Neumann
(Sp(H), ‖·‖p) sea un espacio de Hilbert?
La intuición nos dice que la clase (S2(H), ‖·‖2) de Hilbert-Schmidt debe ser un espacio
de Hilbert y quizás el producto interior podría venir dado por
〈S, T 〉 =
∞∑
i=1
si(S)si(T ), para S, T ∈ K(H),
pero como no se tiene que si(T1+T2) = si(T1)+si(T2) para T1, T2 ∈ K(H), no tendríamos
la linealidad del producto interior 〈·, ·〉. Y entonces 〈·, ·〉 no es un producto interior en
K(H). . . pero, a lo mejor, el producto interior es la traza!
Para responder correctamente a la cuestión anterior, necesitaremos los resultados de
la primera parte del Capítulo 5 (ver epígrafe 5.1.1).
Terminamos esta sección con un resultado sencillo, pero importante.
Lema 4.15 (densidad de los operadores de rango nito).
Sea 1 ≤ p ≤ ∞. En tal caso, los operadores de rango nito son densos en (Sp, ‖·‖p).
44
Demostración.
Para p =∞, tenemos que (S∞(H), ‖·‖∞) ≡ (K(H), ‖·‖) y, en este caso el resultado es




sn(T )(x, un)vn, para cada x ∈ H,
su representación de Schmidt (Teorema 2.17). En tal caso, considerando la sucesión de




si(T )(x, ui)vi, para cada n ∈ N,
obtenemos que






< ε si n >> 1.
S1(H) ⊂ · · · ⊂ S2(H) ⊂ · · · ⊂ Sp(H) ⊂ · · · ⊂ S∞(H) = K(H).
Figura 4.1: La escala de las clases de Schatten-von Neumann.
4.3. Operadores de Hilbert-Schmidt en L2(0, 1)
Finalizamos este capítulo mostrando una caracterización de los operadores de la clase
de Schatten-von Neumann (i.e. del espacio de Hilbert) S2(H) cuando H es el espacio de
Hilbert (y de Lebesgue!) H = L2(0, 1).
Teorema 4.16 (Caracterización de S2(L2(0, 1))).
Dado un operador T ∈ K(L2(0, 1)), son equivalentes:
(a) T ∈ S2(L2(0, 1));




k(x, y)f(y) dy, para casi todo x ∈ (0, 1) y toda f ∈ H.
Además, si T ∈ S2(L2(0, 1)) y k ∈ L2((0, 1)×(0, 1)) es la función núcleo asociada, entonces
‖T‖2 = ‖k‖L2 y (λn(T ))n∈N ∈ `2. (4.16)
Demostración.
Empleando la representación de Schmidt (Teorema 2.17), sabemos que existen con-
juntos (fn)n∈N y (gn) ortonormales en L












si(T )fi(y)gi(x), (x, y) ∈ (0, 1)× (0, 1),



























quedando probada así la primera armación de (4.16).









deducimos nalmente que, para casi todo x ∈ (0, 1),∫ 1
0












si(T )gi(x)(f, fi) = Tf(x).
(b) =⇒ (a)
Así denido, T es un operador acotado satisfaciendo que ‖T‖ ≤ ‖k‖L2 . Además, si
(fn)n∈N es una base de Hilbert de H y denimos
fn ⊗ fm(x, y) = fn(x)fm(y), para cada (n,m) ∈ N× N,
entonces (fn ⊗ fm)n,m∈N es una base de Hilbert de L2((0, 1)× (0, 1)).



































|(k, fm ⊗ fn)|2 = ‖k‖L2(0, 1)2 <∞
y así, en virtud del Teorema 4.3 anterior, T ∈ S2.
Además, por el Teorema 3.11 anterior (desigualdad de Weyl), es ahora claro que
(λn(T ))n∈N ∈ `2, quedando entonces probado lo armado en (4.16).
Nota 4.17 (sobre la demostración del Teorema 4.16 anterior).
La desigualdad ‖T‖ ≤ ‖k‖L2(0,1) y el hecho de que (fn ⊗ fm)n,m∈N es una base de
Hilbert de L2((0, 1)× (0, 1)) son resultados conocidos de la materia Análisis funcional en




En la primera sección de este capítulo, generalizaremos el concepto de traza de una
matriz A ∈ Mn×n(C). Más exactamente, veremos que para todo operador T ∈ S1(H)
con H espacio de Hilbert separable de dimensión innita, podemos hablar de la traza del
operador T . Además de introducir dicho concepto, también probaremos sus propiedades
más elementales.
La segunda sección, en la que la traza jugará un papel determinante, estará dedicada
al estudio del espacio dual de la clase de Schatten-von Neumann Sp(H) con 1 ≤ p ≤ ∞.
En particular, probaremos que la clase traza (S1(H), ‖·‖) es el dual del espacio de los
operadores compactos (K(H), ‖·‖) y el predual del espacio de operadores B(H).
Para el estudio y desarrollo de los contenidos de este capítulo, hemos utilizado las
referencias [19] y [10]. Resultados más avanzados y generales pueden consultarse en [7, 16].
5.1. El funcional traza
Sea H un espacio de Hilbert separable de dimensión innita.
En el Capítulo 4 anterior (ver Teorema 4.7 y Nota 4.9), ya fuimos capaces de generalizar
el concepto de traza para un operador positivo T ∈ S1(H) ⊂ K(H). No obstante, como
ya dijimos antes, lo que ahora pretendemos es denir la traza de un operador T ∈ S1(H)
(no necesariamente positivo).
El siguiente resultado, junto con la nota posterior que le acompaña, nos permitirán
alcanzar nuestro objetivo.
Proposición 5.1 (acercándonos a la denición de traza).
Si T ∈ S1(H) y {en : n ∈ N} es un conjunto ortonormal en H, entonces
∞∑
n=1
(Ten, en) converge absolutamente. (5.1)
Demostración.
Empleando la representación de Schmidt (Teorema 2.17), sabemos que existen con-




si(T )(x, ui)vi, para todo x ∈ H. (5.2)
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donde en la segunda desigualdad hemos empleado la desigualdad de Minkowski.
Nota 5.2 (muy importante!).
Si (en)n∈N es una base de Hilbert de H, el valor de la serie que aparece en (5.1) no










y así, observando que
∞∑
n=1















si(T )(vi, ui), (5.3)
siendo ahora clara la independencia del valor de (5.1) respecto de la base de Hilbert (ei)i∈N.
Denición 5.3 (traza de un operador T ∈ S1(H)).





donde (en)n∈N es una base (cualquiera) de Hilbert de H.
Los siguientes resultados muestran propiedades elementales de la aplicación traza, que
como acabamos de ver, está bien denida en S1(H) y toma valores en [0,+∞) ⊂ R.
Proposición 5.4 (propiedades I de tr (T )).
(a) Para todo operador T ∈ S1(H), tenemos que |tr (T )| ≤ ‖T‖1.
(b) Si para cada x, y ∈ H denimos
Tx,yz = (z, y)x, para cada z ∈ H,
entonces




Partiendo de (5.3), obtenemos que






si(T )|(vi, ui)| ≤
n∑
i=1
si(T ) = ‖T‖1,

















∗y)(x, en) = (x, S
∗y) = (Sx, y).
Proposición 5.5 (propiedades II de trT ).
(a) tr (αT + βS) = α trT + β trS para todo α, β ∈ C.
(b) trT ∗ = trT para todo operador T ∈ S1(H).
(c) Para 1 ≤ p ≤ ∞, 1/q + 1/p = 1, S ∈ Sp(H) y T ∈ Sq(H) tenemos que:
TS, ST ∈ S1(H), tr (TS) = tr (ST ) y |tr (TS)| ≤ ‖S‖p‖T‖q.
Demostración.
(a)
Consecuencia inmediata de la denición de traza.
(b)
En virtud del Teorema 2.17, sabemos que existen conjuntos ortonormales (un)n∈N y




sn(T )(x, un)vn, para todo x ∈ H.















sn(T )(x, vn)un, para cada x ∈ H.
Por tanto, ‖T ∗‖1 = ‖T‖1 <∞; es decir, T ∈ S1(H). Además,
tr (T ∗) =
∞∑
n=1











(Ten, en) = tr (T ).
(c)



















≤ ‖T‖q‖S‖p <∞, para cada n ∈ N.
Por tanto, haciendo n → ∞, concluimos que ‖TS‖1 ≤ ‖T‖q‖S‖p; luego TS ∈ S1. De
forma completamente análoga, probamos que ST ∈ S1.
Además, teniendo en cuenta la Proposición 5.4 (b) anterior, deducimos que
|tr(TS)| ≤ ‖TS‖1 ≤ ‖T‖q‖S‖p.




sn(S)(x, un)vn, para todox ∈ H,
























es decir, tr (TS) = tr (ST ).
Corolario 5.6 (tr ∈ S1(H)∗).
La aplicación traza, tr : S1(H) −→ C, es un funcional lineal y acotado.
Demostración.
La linealidad de la aplicación traza ha sido probada en la Proposición 5.4 (a) anterior.
Por otra parte, su acotación ha sido probada en la Proposición 5.4 (a) anterior.
5.1.1. La clase de Hilbert-Schmidt es un espacio de Hilbert
Para probar que la clase de Schatten-von Neumann (S2(H), ‖ ·‖2) es un espacio de
Hilbert, basta mostrar que la aplicación dada por
〈S, T 〉 = trST ∗, para S, T ∈ S2(H)
dene un producto interior en S2(H).
No obstante, tenemos que:
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(PI1) en virtud de la Proposición 5.5 (a) anterior, tenemos que
〈S1 + S2, T 〉 = tr (S1 + S2)T ∗ = tr (S1T ∗ + S2T ∗)
= tr (S1T
∗) + tr (S2T
∗) = 〈S1, T 〉+ 〈S2, T 〉
y
〈λS, T 〉 = tr (λST ∗) = λ trST ∗ = λ〈S, T 〉;
(PI2) en virtud de la Proposición 5.5 (b)− (c) anterior, tenemos que
〈S, T 〉 = trST ∗ = tr (ST ∗)∗ = tr (TS∗) = 〈T, S〉;
(PI3) y nalmente, dado que
〈T, T 〉 = trTT ∗ =
∞∑
n=1









concluimos entonces que 〈T, T 〉 ≥ 0 para todo T ∈ S∞(H) y 〈T, T 〉 = 0 si y sólo si
T ∗en = 0 para todo vector en de una base de Hilbert {en : n ∈ N} de H, es decir, si
y sólo si T = 0 ∈ S1(H).
5.2. La clase dual de la clase Sp
Una vez introducido el concepto de traza para un operador T ∈ S1(H), para carac-
terizar el espacio dual de la clase Sp(H), con 1 < p ≤ ∞, tan sólo necesitamos algunos
resultados auxiliares que probaremos a continuación.
El primero de estos resultados nos proporciona una nueva expresión para el cálculo
(teórico) de la norma ‖·‖p.
Proposición 5.7 (otra expresión para ‖·‖p).
Sea 1 ≤ p ≤ ∞ y q su exponente conjugado. En tal caso,
‖T‖p = sup{|tr (ST )| : ‖S‖q = 1} = sup {|tr (ST )| : ‖S‖q = 1, rangoS <∞}.
Demostración.




|tr (ST )| : ‖S‖q = 1
}
≤ ‖T‖p.
Para probar la desigualdad opuesta, necesitaremos la representación de Schmidt (Teo-




sn(T )(x, un)vn, para cada x ∈ H, (5.5)
con (un)n∈N y (vn)n∈N conjuntos ortonormales. Distinguiremos tres casos:
Caso I: 1 < p <∞.












q (x, vn)un, para cada x ∈ H.
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p(x, un)un, para cada x ∈ H;
luego















































Caso II: p = 1




(x, vn)un, para cada x ∈ H.




sn(T )(x, un)un, para cada x ∈ H;
luego
tr (SNT ) =
N∑
n=1














|tr (ST )| : ‖S‖∞ = 1
}
≥ ‖T‖1.
Caso III: p =∞
Sea Rx,y el operador de rango 1 dado por
Rx,yz = (z, y)x, para cada z ∈ H.
Si ‖x‖ = ‖y‖ = 1, entonces es claro que ‖Rx,y‖1 = ‖Rx,y‖ = 1; además, teniendo en
cuenta la Proposición 5.1 (b) anterior, |(Tx, y)| = |tr (Rx,yT )|. Por tanto,
‖T‖ = sup
{




|tr (ST )| : ‖S‖1 = 1
}
.
Lema 5.8 (auxiliar para el Teorema 5.9).
Sea L(x, y) una aplicación lineal en x cuyo conjugado es lineal en y. Entonces, si existe
una constante C > 0 tal que
|L(x, y)| ≤ C‖x‖‖y‖ para todo x, y ∈ H,
existe un operador T ∈ B(H) tal que
L(x, y) = (Tx, y) para todo x, y ∈ H. (5.6)
Demostración.
Dado x ∈ H, consideramos la aplicación y ∈ H 7−→ L(x, y) ∈ C, que es un operador
lineal y acotado. En tal caso, por el Teorema de Representación de Riesz, existe un único
Tx ∈ H tal que
L(x, y) = (y, Tx), para todo y ∈ H.
Si consideramos la aplicación T : H −→ H que asocia a cada x ∈ H el correspondiente
Tx ∈ H, observamos que para todo y ∈ H,
(y, T (λ1x1 + λ2x2)) = L(λ1x1 + λ2x2, y) = λ1L(x1, y) + λ2(x2, y)
= λ1(y, Tx1) + λ2(y, Tx2) = (y, λ1Tx1) + (y, λ2Tx2)
= (y, λ1Tx1 + λ2Tx2), para todo λ1, λ2 ∈ C y x1, x2 ∈ H;
luego
T (λ1x1 + λ2x2) = λ1Tx1 + λ2Tx2, para todo λ1, λ2 ∈ C y x1, x2 ∈ H;
esto es, T es lineal. Además, T también es acotado, pues
‖T‖ = sup
{
|(Tx, y)| : ‖x‖ = ‖y‖ = 1
}
≤ C.
Por tanto, ya hemos probado la existencia de un operador T ∈ B(H) satisfaciendo
(5.6).
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Ahora ya estamos en condiciones de caracterizar el espacio dual Sp(H) para 1 < p ≤
∞.
Teorema 5.9.
Sea 1 < p ≤ ∞ y q el exponente conjugado de p. En tal caso,
(a) si S ∈ Sq(H), la aplicación F : Sp(H) −→ C dada por
F (T ) = tr (ST ), para cada T ∈ Sp(H);
dene un funcional lineal y acotado en Sp(H).
(b) si F : Sp(H) −→ C es un funcional lineal y acotado, existe S ∈ Sq(H) tal que
F (T ) = tr (ST ), para todo T ∈ Sp(H).
Demostración.
(a)
Dado S ∈ Sq(H), consideramos la aplicación FS ∈ Sp(H) 7−→ tr (ST ) ∈ C. Ahora, en








Sea F : Sp(H) −→ C un funcional lineal y acotado; probaremos que existe S ∈ Sq(H)
tal que F = FS.
Dados x, y ∈ H, consideramos el operador Tx,y : H −→ H de rango 1 denido como
Tx,yz = (z, y)x, para cada z ∈ H.
Sea entonces L : H ×H −→ C la aplicación dada por
L(x, y) = F (Tx,y), para cada x, y ∈ H.
En tal caso, L satisface las hipótesis del Lema 5.8 anterior. En efecto, pues si λ1, λ2 ∈ C
y x, y1, y2, z ∈ H, entonces
Tx,λ1y1+λ2y2z = (z, λ1y1 + λ2y2)x = λ1(z, y1)x+ λ2(z, y2)x = λ1Tx,y1z + λ2x,y2z,
y además,
|L(x, y)| ≤ ‖F‖‖Tx,y‖p = ‖F‖‖x‖‖y‖, para todo x, y ∈ H.
Por tanto, en virtud del Lema 5.8, existe S ∈ B(H) tal que L(x, y) = (Sx, y) para
todo x, y ∈ H. Esto es, teniendo en cuenta la Proposición 5.4 anterior,
F (Tx,y) = (Sx, y) = tr (STx,y),
de donde deducimos que F (T ) = tr (ST ) para todo operador T ∈ B(H) de rango nito.
Así pues, teniendo en cuenta la denición de F y que los operadores de rango nito son
densos en Sp(H), concluimos que
sup
{




|F (T )| : ‖T‖p = 1, rangoT <∞
}
= ‖F‖ <∞;




Además, el operador S que representa a F es único. En efecto, pues si suponemos que
existen operadores S, Ŝ ∈ Sq de modo que F = FS = FŜ, entonces
‖S − Ŝ‖q = sup
{








|F (T )− F (T )| : ‖T‖p = 1} = 0.
Corolario 5.11 (el dual de (Sp(H), ‖·‖p) para 1 < p <∞).
Si 1 < p <∞, el espacio Sp(H)∗ es isométricamente isomorfo a Sq(H) con 1/p+1/q = 1.
Corolario 5.12 (el dual de (K(H), ‖·‖)).
El espacio dual S∞(H)∗ = K(H)∗ es isométricamente isomorfo a la clase traza S1(H).
Demostración.
Considerando (Sp(H), ‖·‖p) ≡ (K(H), ‖·‖) y entendiendo q = 1 como el exponente
conjugado de p = ∞, los argumentos detallados en el Teorema 5.9 y la Nota 5.10 nos
permiten concluir que S∞(H)∗ es isométricamente isomorfo a S1(H).
Para probar que el dual de la clase traza es el espacio de los operadores lineales y
acotados, necesitaremos el siguiente resultado auxiliar (ver [19]).
Lema 5.13 (auxiliar para el Teorema 5.14).








|(STen, en)| ≤ ‖S‖ ‖T‖1.
Demostración.







|(SV |T |en, en)| =
∞∑
n=1




sn(T )‖S‖ ‖V ‖ ‖en‖ ‖en‖ = ‖S‖
∞∑
n=1
sn(T ) = ‖S‖ ‖T‖1.
Teorema 5.14 (el dual de (S1(H), ‖·‖)).
(a) si S ∈ B(H), la aplicación F : S1(H) −→ C dada por
F (T ) = tr (ST ), para cada T ∈ S1(H);
dene un funcional lineal y acotado en S1(H).
(b) si F : S1(H) −→ C es un funcional lineal y acotado, existe S ∈ B(H) tal que




Dado S ∈ B(H), consideramos la aplicación FS ∈ S1(H) 7−→ tr (ST ) ∈ C. Ahora, en
virtud del Lema 5.13 anterior (completando el conjunto (en)n∈N hasta obtener una base







|(STen, en)| ≤ ‖S‖ ‖T‖1, para todo T ∈ S1(H);
luego ‖FS‖ ≤ ‖S‖; es decir, FS es un funcional lineal y acotado en S1(H).
Por otra parte, dado ε > 0, existe x ∈ H tal que ‖Sx‖ > (‖S‖ − ε)‖x‖. En tal caso,
teniendo en cuenta la Proposición 5.4 (b), obtenemos que
FS(Tx,Sx) = tr (STx,Sx) = tr (Tx,SxS) = (Sx, Sx) = ‖Sx‖2
> (‖S‖ − ε)‖x‖ ‖Sx‖ = (‖S‖ − ε) ‖Tx,Sx‖;
luego debe ser ‖FS‖ ≥ ‖S‖.
(b)
Para probar que si F : S1 −→ C es un funcional lineal y acotado, entonces existe un
operador S ∈ B(H) tal que F ≡ FS, se procede igual que en la demostración del apartado
(b) del Teorema 5.9 anterior.
Corolario 5.15 (el dual de (S1(H), ‖·‖)).




Dedicaremos la primera sección de este último capítulo al estudio de algunas generali-
zaciones de las clases de Schatten-von Neumann al caso de espacios de Banach; hablaremos
entonces de operadores nucleares y operadores p-sumantes .
En la segunda sección, hablaremos de forma esquemática de interpolación en espacios
de Banach e intentaremos explicar el signicado de la expresión las clases de Schatten-von
Neumann interpolan bien.
Por último, en la tercera sección, presentaremos el problema de Lidskii, que nos retro-
traerá al inicio de la memoria.
6.1. Operadores nucleares y operadores p-sumantes
Empleando alguna de las caracterizaciones vistas en el Capítulo 4 anterior, podemos
considerar subfamilias de B(X) que generalizarían a las clases de Schatten-von Neumann
cuando (X, ‖·‖) es un espacio de Banach. Buen ejemplo de ello son las familias o clases
de operadores que introducimos en la siguiente denición.
Denición 6.1 (generalización a espacios de Banach de la clase S1).
Consideraremos las siguientes clases de operadores:













donde para cada T ∈ N1(X),








fn(x)un para todo x ∈ X
}
;
(b) la clase Bap(X) (introducida por A. Pietsch en [6, Capítulo 14])
Bap(X) =
{






, para cada 1 ≤ p <∞;
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(c) la clase Bcp(X) (introducida por A. Pietsch en [6, Capítulo 14])
Bcp(X) =
{






, para cada 1 ≤ p <∞.
Diremos que un operador T es nuclear si es 1-nuclear.
Nota 6.2 (caso hilbertiano).
Si X = H es un espacio de Hilbert (separable y de dimensión innita), en virtud del
Teorema 4.4, sabemos que
S1(H) ≡ N1(H) =
{








y además, para cada T ∈ N1(H),
‖T‖ ≡ τ1(T ) = ı́nf
{ ∞∑
k=1






Por otra parte, en virtud del Teorema 3.3, sabemos que en el caso hilbertiano no hay dife-
rencia alguna entre números singulares, números de aproximación y números de Gelfand.
Por tanto,
S1(H) ≡ Ba1(H) = Bc1(H) =
{






Es decir, en el caso hilbertiano, la clase de los operadores nucleares y las clases de Pietsch
Ba1 y Bc1 son exactamente lo mismo que clase traza S1 de Schatten-von Neumann. Esto es,
N1(H) = S1(H) = Bap(H) = Bcp(H).
En general, si X es un espacio de Banach, ninguna de las igualdades anteriores es
necesariamente cierta; tan sólo tendremos algunas inclusiones. Por ejemplo, tal y como
mostraremos en el Teorema 6.4 siguiente, se tiene que Ba1(X) ⊂ N1(X).
Para probar dicha inclusión, necesitaremos el siguiente resultado auxiliar.
Lema 6.3 (auxiliar para el Teorema 6.4).
Si T ∈ B(X) es un operador de rango (nito) n ∈ N, entonces τ1(T ) ≤ n‖T‖.
Demostración.
Sea {wi : 1 ≤ i ≤ n} una base de M = ImT formada por vectores unitarios. En tal
caso, empleando el Teorema de Hahn-Banach, podemos escoger un conjunto {fi : 1 ≤ i ≤
n} ⊂ X∗ satisfaciendo que fj(wi) = δi, j y ‖fi‖ = 1 para todo 1 ≤ i, j ≤ n.




















fi(Tx)wi, para todo x ∈ X.








Teorema 6.4 (Pietsch & Grothendieck).
Ba1(X) ⊂ N1(X).
Demostración.
Sea T ∈ Ba1(X) arbitrario. Teniendo en cuenta la Denición 3.1 anterior, observamos
que para cada n ∈ N, existe Tn ∈ B(X) de rango 2n − 2 de modo que
‖T − Tn‖ ≤ 2a2n−1(T ).
Observemos que T ∈ Ba1(X) implica an → 0; luego Tn → T en (B(X), ‖·‖).
Dado n ∈ N, sea Sn = Tn − Tn−1 con T0 = 0. En tal caso, la serie
∑∞
n=1 Sn converge
absolutamente a T en (B(X), ‖·‖). En efecto, pues teniendo en cuenta la propiedad de
monotonía de los números de aproximación, obtenemos que











Por tanto, dado que para cada n ∈ N el operador Tn − Tn−1 es de rango nito,





i = fn(x)un, para cada x ∈ X,




(Tn − Tn−1)x =
∞∑
n=1
fn(x)un, para cada x ∈ X.












τ1(Si), para todo n ∈ N;
luego tendremos que













Además, teniendo en cuenta (6.1) y el Lema 6.3 anterior, concluimos que





τ1(Tn − Tn+1) ≤
∞∑
n=1





n − 2 + 2n+1 − 2) ≤
∞∑
n=1





Estudiemos ahora cada uno de los término de la última serie:
 para n = 1, sumamos a1(T );
 para n = 2, sumamos 2a3(T ) ≤ a2(T ) + a3(T );
 para n = 3, sumamos 4a7 ≤ a4(T ) + a5(T ) + a6(T ) + a7(T );
 en general, para n ∈ N, sumamos
2n−1a2n−1(T ) ≤ a2n−1(T ) + a2n−1+1(T ) + · · ·+ a2n−1(T ),
mientras que para n+ 1,
2na2n+1−1(T ) ≤ a2n(T ) + a2n+1(T ) + · · ·+ a2n+1−1(T ).
Por tanto,
τ1(T ) ≤ 24
∞∑
n=1
an(T ) = 24‖T‖1,
luego ahora es claro que T ∈ N1(X).
Otra posible generalización a espacios de Banach de las clases de Schatten-von Neu-
mann pasa por considerar familias de operadores p-sumantes con 1 ≤ p <∞.
Sean X1 y X2 dos espacios de Banach.
Denición 6.5 (operador p-sumante).















, para toda suc. nita (xi)
n
i=1 ⊂ X1. (6.2)
Denotaremos por Πp(T ) a la menor de las constantes c ∈ R+ que satisfacen la pro-
piedad (6.2) anterior y por Πp(X1, X2) al conjunto formado por todos los operadores
T ∈ B(X1, X2) que son p-sumantes; si X1 = X2, emplearemos entonces la notación
Πp(X) = Πp(X1, X2).
Proposición 6.6 (estructura de Πp(X)).
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(a) Πp(X) es un subespacio vectorial de B(X);
(b) Πp(X) es un ideal bilátero de B(X).
Demostración.
(a)
Sean T, S ∈ Πp(X) dos operadores p-sumantes arbitrarios y a ∈ K un escalar también






























































donde para obtener la primera desigualdad hemos empleado la desigualdad triangular de
la norma ‖·‖, monotonía de la función t ∈ [0,+∞) 7−→ tp y la desigualdad de Minkowski.
(b)
Dado T ∈ Πp(X) y S ∈ B(X), debemos probar que ST, TS ∈ Πp(X). Para ver que






































































Como veremos a continuación, en el caso hilbertiano todo operador p-sumante para
algún 1 ≤ p <∞ es compacto.
Sean entonces H1 y H2 dos espacios de Hilbert (separables de dimensión no nita);
necesitaremos el siguiente resultado auxiliar.
Lema 6.7 (operadores compactos & p-sumantes; auxiliar para la Proposición 6.8).
Si T ∈ B(H1, H2) no es compacto, existe una sucesión ortonormal (en)n∈N tal que
ĺım inf
n→∞
‖Ten‖ > 0. (6.3)
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Demostración.
Construiremos una sucesión ortonormal (en)n∈N satisfaciendo (6.3).
Como T ∈ B(H1, H2) no es compacto, T no es límite de una sucesión de operadores de
rango nito. Es decir, existe ε > 0 tal que ‖T−P‖ > ε para todo operador P ∈ F(H1, H2).
En particular, tenemos que ‖T‖ > ε. Sea entonces e1 en H1 tal que ‖e1‖ = 1 y ‖Te1‖ > ε.
Supongamos ahora que para cierto n ∈ N ya tenemos escogidos ei ∈ H con 1 ≤ i ≤ n
de forma que ‖Tei‖ > ε y (ei, ej) = δij para todo 1 ≤ i, j ≤ n; veamos como escoger en+1.
Sea Q : H1 −→ span {ei : 1 ≤ i ≤ n} la proyección ortogonal de H1 sobre el subespacio
cerrado span {ei : 1 ≤ i ≤ n} y P = TQ. Así pues, dado que P es un operador de rango
nito, debe ser ‖T −P‖ > ε. En tal caso, existe e ∈ H1 tal que ‖e‖ = 1 y ‖(T −P )e‖ > ε.
Luego Te 6= Pe y por tanto e−Qe 6= 0. Sea entonces
en+1 = ‖(e−Qe)‖−1(e−Qe).
Claramente, tenemos entonces que ‖en+1‖ = 1 y Ten+1 = ‖e−Qe‖−1(T − P )e. Además,
como ‖e‖ = 1 y Q es una proyección ortogonal, ‖e−Qe‖ ≤ ‖e‖ = 1. Por tanto,
‖Ten+1‖ =
‖(T − P )e‖
‖e−Qe‖
≥ ‖(T − P )e‖ > ε.
Finalmente, observemos que como Qen+1 = 0, el vector en+1 es ortogonal a todo vector
de Q. En particular, (en+1, ei) = 0 para 1 ≤ i ≤ n.
Proposición 6.8 (Πp(H1, H2) ⊂ K(H1, H2)).
Todo operador p-sumante T ∈ Πp(H1, H2) es un operador compacto.
Demostración.
Probaremos que si (en)n∈N es una sucesión ortonormal en H1, entonces ĺımn→∞ Ten =
0. Así, el resultado enunciado será consecuencia directa del Lema 6.7 anterior.
Procederemos por reducción al absurdo. Supongamos entonces que existen ε > 0 y
una sucesión ortonormal (en)
∞







p ε, para cada N ∈ N. (6.4)





2 ≤ ‖x‖, para todo x ∈ H1. (6.5)













2 ≤ 1, (6.6)
































Las desigualdades (6.4), (6.6) y (6.7) impiden que existe c ∈ R+ satisfaciendo (6.2);
luego T /∈ Πp(H1, H2), en contradicción con la hipótesis inicial.
En realidad, si H es un espacio de Hilbert, entonces
Πp(H) = S2(H), para todo 1 ≤ p <∞.
Para p = 2, la demostración de dicha igualdad es relativamente elemental. Sin embargo,
para 1 ≤ p < ∞, la prueba es más complicada: involucra funciones de Rademacher y
emplea la desigualdad de Khinchin. Dicha prueba, debida al matemático polaco A. Pel-
czynski, puede consultarse en [5].
Teorema 6.9 (Π2(H) = S2(H)).
Tenemos que Π2(H) = S2(H) y ‖T‖2 = Π2(T ) para todo T ∈ S2(H).
Demostración.
S2(H) ⊂ Π2(H)




sn(T )(x, un)vn, para cada x ∈ H,
para ciertos conjuntos ortonormales (un)n∈N y (vn)n∈N en H.
Sea ahora (xi)
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luego ahora ya es claro que T ∈ Π2(H) y que Π2(T ) ≤ ‖T‖2.
Π2(H) ⊂ S2(H)
Sea ahora T ∈ Π2(H). En virtud de la Proposición 6.8 anterior, ya sabemos que T
es compacto; basta entonces probar que
∑∞
i=1 ‖Tei‖2 < ∞ para alguna base de Hilbert
(ei)i∈N de H.
Sea (ei)i∈N una base de Hilbert de H. En tal caso,
n∑
i=1







, para todo n ∈ N.
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En particular, considerando y ∈ H tal que ‖y‖ = 1 y el funcional f : H −→ C dado por










‖Tei‖2 ≤ Π2(T )2, para todo n ∈ N,
de donde dedducimos nalemnete que
∞∑
i=1
‖Tei‖2 ≤ Π2(T )2;






2 ≤ Π2(T ).




(−1)kχ(2−nk,2−n(k+1))(t), para cada t ∈ [0, 1],
donde χA denota a la función característica del conjunto A ⊂ R.
Teorema 6.10 (desigualdad de Khintchine).

















donde Ap y Bp son las constantes de Haagerup (ver [18]). En particular, A1 =
√
2.
Nota 6.11 (interpretación de la desigualdad de Khintchine).
Considerando cualquier partición P ∈ P([0, 1]) más na que la partición uniforme del





















Es decir, la última expresión de (6.8) es el valor esperado de |θ1y1+θ2y2+· · ·+θNyN |p
cuando escogemos los signos θi = ±1 para 1 ≤ i ≤ n al azar.
Teorema 6.12.
S2(H1, H2) = Πp(H1, H2) para todo 1 ≤ p <∞.
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Demostración.
Dado T ∈ Πp(H1, H2) ∪ S2(H1, H2), sabemos que T ∈ K(H1, H2). Consideremos en-




sn(T )(x, en)εn para cada x ∈ H1.
Πp(H1, H2) ⊂ S2(H1, H2)






n = rn((2k + 1)2






∥∥∥ = ∥∥∥ N∑
n=1
rknλnεn











































































donde Ap es una constante que depende de p.






















2 ≤ cAp, para todo N ∈ N,
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de donde se sigue que T ∈ S2(H1, H2).
S2(H1, H2) ⊂ Πp(H1, H2)













rn(t)sn(T )en ∈ H1, para cada 0 ≤ t ≤ 1,










































donde en la tercera línea hemos invocado desigualdad de Khintchine.
Por tanto, ya hemos probado que S2(H1, H2) ⊂ Π1(H1, H2).


















































de donde concluimos que S2(H1, H2) ⊂ Πp(H1, H2) para todo p > 1.
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6.2. Interpolación de espacios de Banach
En análisis funcional, un espacio de interpolación es un espacio intermedio entre dos
espacios de Banach dados. Para construir dichos espacios intermedios, hoy en día son
conocidos numerosos métodos; uno de ellos es el conocido como K-método (ver [2]).
A continuación, probaremos que las clases de Schatten-von Neumann interpolan bien
si empleamos el K-método.
Para ello, debemos comenzar por introducir el K-funcional de Peetre.
Denición 6.13. (K-funcional de Peetre & interpolación)
Sean (A0, ‖ · ‖A0) y (A1, ‖ · ‖A1) dos espacios de Banach tales que A0 ⊂ A1. Denimos
entonces:
(a) el K-funcional de Peetre como la aplicación K : (0,+∞)× A1 −→ R dada por,
K(t, a) ≡ K(t, a;A0, A1) = ı́nf{‖a− a0‖A1 + t‖a0‖A0 : a0 ∈ A0};
(b) para cada 0 < θ < 1 y 1 ≤ q ≤ ∞, el espacio de interpolación (A0, A1)θ,q como
(A0, A1)θ,q =
{











Para entender el comportamiento del K-funcional de Peetre, consideremos los espacios
de Banach A0 = C2([0, 1],R) y A1 = C([0, 1],R), donde
‖f‖A0 = ‖f‖∞ + ‖f ′‖∞ + ‖f ′′‖∞ y ‖f‖A1 = ‖f‖∞.
Así, si f ∈ A1 es unha función picuda (por ejemplo, lineal a trozos), el valor de ‖f0‖A0
(a quien es habitual referirse como regularización) mide la curvatura (o regularidad) de
f0, mientras que el valor de ‖f − f0‖A1 (a quien es habitual referirse como delidad) mide
la cercanía de f0 a f en el espacio A1.
Así, cuando en la Denición 6.13 (b) anterior introducimos el espacio de interpolación
(A0, A1)θ,q, lo que estamos exigiendo es una condición sobre el comportamiento del K-
funcional de Peetre cuando t→ 0.
Lema 6.14 (propiedades del K-funcional de Peetre).
(a) si A0 es denso en A1, entonces K(0, a) = 0;
(b) K(t, a) ≤ ‖a‖A1 para todo a ∈ A1;
(c) para cada a ∈ A1, la función t ∈ (0,+∞) 7−→ K(t, a) ∈ R es creciente.
(d) tK(1, a) ≤ K(t, a) para todo t ∈ [0, 1];




















Las propiedades (a), (b) y (c) son una consecuencia inmediata de la denición del
K-funcional de Peetre.
(d)
Para t = 0 el resultado enunciado es trivial. Para t ∈ (0, 1] y a0 ∈ A0, tenemos que
K(1, a) ≤ ‖a− a0‖A1 + ‖a0‖A0 ≤
1
t
(‖a− a0‖A1 + t‖a0‖A0),
de donde deducimos que tK(1, a) ≤ K(t, a).
(e)
Consecuencia directa de las dos propiedades anteriores.
Nota 6.15. Teniendo en cuenta la desigualdad (6.12), deducimos que una condición
necesaria para la nitud de ‖a‖θ,q es que 1− θ < 0 y θ > 0, es decir, 0 < θ < 1.
El siguiente concepto juega un importante papel en la teoría de interpolación de es-
pacios de Banach.
Denición 6.16 (reordenamiento no creciente).
Dada una sucesión de escalares (xn)n∈N, escribiremos (x
∗
n)n∈N para indicar su reordena-
miento no-creciente. Es decir,
x∗n = ı́nf{ε ≥ 0 : #{k ∈ N : |xk| ≥ ε} < n}, para cada n ∈ N.
Para probar un resultado sobre interpolación de clases de Schatten-von Neumann
necesitaremos dos resultados auxiliares.
Lema 6.17 (K- funcional de Peetre).
K(t, T ;S1,S∞) = K(t, (sn(T ))n∈N, `1, `∞), para todo t ∈ (0,∞).
Demostración.






A continuación, escribimos la sucesión de números singulares como (sn(T ))n∈N =
(αn)n∈N + (βn)n∈N, donde (αn)n∈N ∈ `1 y (βn)n∈N ∈ `∞. Dicha factorización nos per-
mite escribir T = T0 + T1, donde los operadores T0 y T1 ∈ B(H) están denidos, para












|α∗n| = ‖(αn)n∈N‖1 y ‖T1‖∞ = sup{|βn|} = ‖(βn)n∈N‖∞.
Por tanto, ya hemos probado que para t ∈ (0,+∞),
K(t, T ;S1,S∞) ≤ K(t, (sn(T ))n∈N; `1, `∞). (6.13)
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Por otra parte, si T = T0 + T1 con T0 ∈ S1(H) y T1 ∈ S∞(H), considerando
αn = mı́n{sn(T ), sn(T0)} y βn = máx{0, sn(T )− sn(T0)},
obtenemos que (sn(T ))n∈N = (αn)n∈N + (βn)n∈N, satisfaciéndose además que
‖(αn)n∈N‖1 ≤ ‖T0‖1, ‖(βn)n∈N‖∞ ≤ ‖T1‖
y
sn(T ) = sn(T0 + T1) ≤ sn(T0) + ‖T1‖.
Por tanto, para t ∈ (0,+∞),
K(t, (sn(T ))n∈N; `1, `∞) ≤ K(t, T ;S1,S∞). (6.14)
Así pues, la desigualdad enunciada se sigue ahora de (6.13) y (6.14).
Lema 6.18.
Sea (σn)n∈N una sucesión acotada tal que σ1 ≥ σ2 ≥ · · · ≥ 0. Entonces





Factoricemos la sucesión (σk)k∈N como (σk)k∈N = (ηk)k∈N + (µk)k∈N, donde
(ηk)k∈N = (σ1 − σn, σ2 − σn, . . . , σn−1 − σn, 0, 0, . . .)
y
(µk)k∈N = (σn, σn, . . . , σn, σn+1, σn+2, . . .).
En tal caso,
K(n, (σk)k∈N; `1, `∞) ≤
( n−1∑
i=1
















|µi| ≤ ‖(ηk)k∈N‖1 + n‖(µk)k∈N‖∞.
Teniendo en cuenta el Lema 6.17 y el Lema 6.18, concluimos que
K(n, T ) =
n∑
i=1
si(T ), para todo n ∈ N. (6.15)
Ahora sí, ya estamos en condiciones de enunciar y probar el siguiente resultado.
Teorema 6.19 (interpolación y clases de Schatten-von Neumann).
Sean 1 < p <∞ y 0 < θ < 1 con 1/p = 1− θ. Entonces
(S1,S∞)θ,p ⊂ Sp(H)
con equivalencia de normas.
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Demostración.



























































donde en la segunda línea hemos empleado la monotonía de la sucesión (sn(T ))n∈N.
En realidad, puede probarse que (S1,S∞)θ,p ⊂ Sp(H). Para más información sobre
interpolación de espacios de Banach y resultados similares al que acabamos de probar,
puede consultarse [12].
6.3. Dos problemas interesantes
Cerramos esta memoria comentando dos cuestiones realmente interesantes.
Problema 6.20 (Traza para operadores nucleares).
Sea X un espacio de Banach y T ∈ N1(X) un operador nuclear.





o depende dicho valor de la representación nuclear escogida?
Una respuesta parcial a la cuestión anterior fue dada por A. Grothendieck en [17],
quien probó que la traza de todo operador T ∈ N1(X) está bien denida si y sólo si el
espacio de Banach X satisface la propiedad de aproximación:
para cada conjunto compacto K ⊂ X y cada ε > 0, existe un operador
de rango nito F tal que ‖x− Fx‖ < ε si x ∈ K.
En su momento, dicha respuesta no solucionaba completamente el Problema 6.20 anterior,
pues no se sabía si existían espacios de Banach X sin la propiedad de aproximación.
En 1972, el matemático sueco P. Eno probó (ver [15]) que existían espacios de Banach
que no satisfacen la propiedad de aproximación. Por tanto, ahora ya sabemos existen
espacios de Banach en los que la traza de un operador nuclear no está bien denida.
Cabe mencionar que, tal y como probó el mismo Grothendieck, la existencia de espacios
de Banach sin la propiedad de aproximación es equivalente a que el siguiente problema
(propuesto originalmente por S. Mazur en 1936 en el Libro Escocés) tenga respuesta
negativa. Para más información sobre el Problema 6.20 anterior, consultar [22].
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Problema 6.21 (Problema 153 del Libro Escocés).
Sea f ∈ C([0, 1]× [0, 1],R) y ε > 0.




∣∣ < ε ?
Otra cuestión muy interesante es la siguiente.
Problema 6.22 (Problema de Lidskii).
Sean: H un espacio de Hilbert separable y de dimensión innita, (en)n∈N una base de
Hilbert de H, T ∈ S1(H) y (λn)n∈N la sucesión de autovalores de T contados de acuerdo
con su multiplicidad.









Por supuesto, si T ∈ S1(H) es autoadjunto (o normal), entonces la respuesta es ar-
mativa, pues en tal caso en virtud el Teorema espectral correspondiente el operador
diagonaliza. Sin embargo, responder a tal pregunta para operadores traza arbitrario es
realmente complicado.
Nuevamente, el matemático francés A. Grothendieck fue capaz de probar en 1951 que
si X es un espacio de Banach y T ∈ N2/3(X), entonces (6.16) es cierto. Posteriormente,
se probó que la constante 2/3 es óptima, pues en el espacio de sucesiones `1 (espacio de




Resulta curioso que A. Grothendieck no estudiara el caso hilbertiano. Habría que
esperar entonces a que el matemático ruso V. Lidskii probara (ver [21]) en 1950 que
(6.16) es cierto para todo operador traza T ∈ S1(H). Tal demostración emplea resultados
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