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Human activity analysis in an intelligent space is typically based on multimodal informational cues. Use of multiple modalities
gives us a lot of advantages. But information fusion from diﬀerent sources is a problem that has to be addressed. In this paper, we
propose an iterative algorithm to fuse information from multimodal sources. We draw inspiration from the theory of turbo codes.
We draw an analogy between the redundant parity bits of the constituent codes of a turbo code and the information from diﬀerent
sensors in a multimodal system. A hidden Markov model is used to model the sequence of observations of individual modalities.
The decoded state likelihoods from one modality are used as additional information in decoding the states of the other modalities.
This procedure is repeated until a certain convergence criterion is met. The resulting iterative algorithm is shown to have lower
error rates than the individual models alone. The algorithm is then applied to a real-world problem of speech segmentation using
audio and visual cues.
Copyright © 2008 Shankar T. Shivappa et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTELLIGENT SPACES AND MULTIMODAL SYSTEMS
Intelligent environments facilitate a natural and eﬃcient
mechanism for human-computer interaction and human ac-
tivity analysis. An intelligent space can be any physical space
that possesses the following requirements [1].
(i) Intelligent spaces should facilitate normal human ac-
tivities taking place in these spaces.
(ii) Intelligent spaces should automatically capture and
maintain awareness of the events and activities taking
place in these spaces.
(iii) Intelligent spaces should be responsive to specific
events and triggers.
(iv) Intelligent spaces should be robust and adaptive to var-
ious dynamic changes.
An intelligent space can be a room in a building or an out-
door environment. Designing algorithms for such spaces in-
volves the real-world challenges of real-time, reliable, and ro-
bust performance over the wide range of events and activi-
ties, which can occur in these spaces. In this paper, we con-
sider an indoor meeting room scenario. Though the high-
level framework that is presented below can be applied in
other scenarios, we have chosen to restrict our initial inves-
tigations to a meeting room. Much of the framework in this
case has been summarized in [2].
Intelligent spaces have sensor-based systems that allow
for natural and eﬃcient human-computer interaction. In or-
der to achieve this goal, the intelligent space needs to analyze
the events that take place and maintain situational awareness.
In order to analyze such events automatically, it is essential
to develop mathematical models for representing diﬀerent
kinds of events and activities.
Research eﬀorts in the field of human activity analysis
have increasingly come to rely on multimodal sensors. An-
alyzing multimodal signals is a necessity in most scenarios
and has added advantages in others [1, 3].
Human activity is essentially multimodal. Voice and ges-
ture, for example, are intimately connected [4]. Researchers
in automatic speech recognition (ASR) have used the multi-
modal nature of human speech to enhance the ASR accuracy
and robustness [5]. Recent research eﬀorts in human activity
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analysis have increasingly come to include multimodal sen-
sors [6–8].
Certain tasks that are very diﬃcult to handle with uni-
modal sensors might become tractable with the use of mul-
timodal sensors. The limitations of audio analysis in rever-
berant environments have been discussed in [9]. But the ad-
dition of the video modality can solve problems like source
localization in reverberant environments. In fact, video anal-
ysis can even provide a more detailed description of the sub-
ject’s state-like emotion, and so forth, as shown in [10]. But
the use of video alone has some disadvantages as seen in [11].
Even in the simple task of speech segmentation, it is conceiv-
able that some nasal sounds can be produced without any
movement of the mouth, and conversely movement of the
mouth alone, like in yawning, might not signify the presence
of speech. By combining the strengths of each modality, a
multimodal solution for a set of tasks might be simpler than
putting together the unimodal counterparts.
Multiple modalities carry redundant information on
complimentary channels, and hence they provide robustness
to environmental and sensor noises that might aﬀect each of
these channels diﬀerently. Due to these reasons, we focus our
attention towards building multimodal systems for human
activity analysis.
1.1. Fusion of information in multimodal systems
Fusion of information from diﬀerent streams is a big chal-
lenge in multimodal systems. So far, there has not been any
standard fusion technique that has been widely accepted in
the published literature. Graphical models have been widely
discussed as the most suitable candidates for modeling and
fusion information in multimodal systems [12].
Information fusion can occur at various levels of a mul-
timodal system. A sensor-level fusion of video signals from
normal and infrared cameras is used for stereo analysis in
[13]. At a higher level is the feature-level fusion. The audio
and visual features used together in the ASR system built at
John Hopkins University, 2000 workshop [5], are a good ex-
ample of feature-level fusion. Fusions at higher levels of ab-
straction (decision level) have also been proposed. Graphi-
cal models have been frequently used for this task [12]. Fu-
sion at the sensor level is appropriate when the modalities to
be fused are similar. As we proceed to the feature level, fus-
ing more disparate sources becomes possible. At the decision
level, all the information is represented in the form of prob-
abilities, and hence it is possible to fuse information from a
wide variety of sensors. In this paper, we develop a general
fusion algorithm at the decision level.
In this paper, we develop a fusion technique in the hid-
den Markov model (HMM) framework. HMMs are a class of
graphical models that have been used traditionally in speech
recognition and human activity analysis [14]. We plan to ex-
tend our algorithm to more general graphical models in the
future. Our scheme uses HMMs trained on unimodal data
and merges the decisions (a posteriori probabilities) from
diﬀerent modalities. Our fusion algorithm is motivated by
the theory of iterative decoding.
1.2. Advantages of the iterative decoding scheme
A good fusion scheme should have lower error rates than
those obtained from the unimodal models. Both the joint
modeling framework and the iterative decoding framework
have this property. Multimodal training data is hard to ob-
tain. Iterative decoding overcomes this problem by utilizing
models trained on unimodal data. Building joint models on
the other hand requires significantly greater amounts of mul-
timodal data than training unimodal models due to the in-
crease in dimensionality or complexity of the joint model or
both. Working with unimodal models also makes it possible
to use a well-learned model in one modality to segment and
generate training data for the other modalities, thus over-
coming the problem of the lack of training data to a great
extent.
In many applications like ASR, well-trained unimodal
models might already be available. Iterative decoding uti-
lizes such models directly. Thus, extending the already ex-
isting unimodal systems to multimodal ones is easier. An-
other common scheme used to integrate unimodal HMMs
is the product HMM [15]. In our simulations, we see that
the product rule performs as well as the joint model. But the
product rule has the added disadvantage that it assumes a
one-to-one correspondence between the hidden states of the
two modalities. The generalized multimodal version of the
iterative decoding algorithm (see Section 5) relaxes this re-
quirement. Moreover, the iterative decoding algorithm per-
forms better than the joint model and the product HMM in
the presence of background noise, even in cases where there
is a one-to-one correspondence between the two modalities.
In noisy environments, the frames aﬀected by noise in
diﬀerent modalities are at best nonoverlapping and at worst
independent. The joint models are not able to separate out
the noisy modalities from the clean ones. Because of this rea-
son, the iterative decoding algorithm outperforms the joint
model at low SNR. In case of other decision-level fusion al-
gorithms like the multistream HMMs [16] and reliability-
weighted summation rule [17], one has to estimate the qual-
ity (SNR) of the individual modalities to obtain good per-
formance. Iterative decoding does not need such a priori in-
formation. This is a very significant advantage of the itera-
tive decoding scheme because the quality of the modalities
is in general time-varying. For example, if the speaker keeps
turning away from the camera, video features are very un-
reliable for speech segmentation. The exponential weighting
scheme of multistream HMMs requires real-time monitor-
ing of the quality of the modalities which in itself is a very
complex problem.
2. TURBO CODES AND ITERATIVE DECODING
Turbo codes are a class of convolutional codes that perform
close to the Shannon limit of channel capacity. The seminal
paper by Berrou et al. [18] introduced the concept of iter-
ative decoding to the field of channel coding. Turbo codes
achieve their high performance by using two simple codes,
working in parallel to achieve the performance of single com-
plex code. The iterative decoding scheme is a method to
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Figure 1: Illustrating the forward recursion of the BCJR algorithm.
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Figure 2: Joint model for a bimodal scenario.
combine the decisions from the two decoders at the receiver
and achieve high performance. In other words, two simple
codes working in parallel perform as well as a highly com-
plex code which in practice cannot be used due to complexity
issues.
We draw an analogy between the redundant information
of the two channels of a turbo code and the redundant in-
formation in the multiple modalities of a multimodal sys-
tem. We develop a modified version of the iterative decoding
algorithm to extract and fuse the information from parallel
streams of multimodal data.
3. FORMALIZATION OF THE PROBLEM
Let us consider a multimodal system to recognize certain pat-
terns of activity in an intelligent space [1]. It consists of mul-
timodal sensors at the fundamental level. From the signals
captured by these sensors, we extract feature vectors that en-
capsulate the information contained in the signals in finite
dimensions. Once the features are selected, we model the ac-
tivity to be recognized, statistically. For an activity that in-
volves temporal variation, hidden Markov models (HMMs)
are a popular modeling framework [14].
3.1. Hidden Markov models
Let λ = (A,π,B) represent the parameters of an HMM with
N hidden states, that model a particular activity. Now, the
decoding problem is to estimate the optimal state sequence
QT1 = {q1, q2, . . . , qT} of the HMM based on the sequence of
observations OT1 = {o1, o2, . . . , oT}.
The maximum a posteriori probability state sequence is
provided by the BCJR algorithm [19]. The MAP estimate for
the hidden state at time t is given by q̂t = arg maxP(qt,OT1 ).
The BCJR algorithm computes this using the forward (see
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These enable us to solve for the MAP state sequence given
appropriate initial conditions for α1(m) and βT(m).
3.2. Multimodal scenario
For the sake of clarity, let us consider a bimodal system. There
are observations OT1 from one modality and observations
ΘT1 = {θ1, θ2, . . . , θT} from the other modality. The MAP so-
lution in this case would be q̂t = arg maxP(qt,OT1 ,ΘT1 ). In
order to apply the BCJR algorithm to this case, we can con-
catenate the observations (feature-level fusion) and train a
new HMM in the joint feature space. Instead of building a
joint model, we develop an iterative decoding algorithm that
allows us to approach the performance of the joint model
by iteratively exchanging information between the simpler
models and updating their posterior probabilities.
4. ITERATIVE DECODING ALGORITHM
This is a direct application of the turbo decoding algorithm
[18]. In this section, it is assumed that the hidden states in
the two modalities have a one-to-one correspondence. This
requirement is relaxed in the generalized solution presented
in the next section.
In the first iteration of the iterative algorithm, we decode
the hidden states of the HMM using the observations from
the first modality, OT1 . We obtain the a posteriori probabili-
ties λ(1)t (m) = P(qt = m,OT1 ).
In the second iteration, these a posteriori probabilities,
λ(1)t (m), are utilized as extrinsic information in decoding the
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Figure 3: First two steps of the iterative decoding algorithm.
hidden states from the observations of the second modal-
ity ΘT1 (see Figure 3). Thus the a posteriori probabilities in
the second stage of decoding are given by λ(2)t (m) = P(qt =
m,ΘT1 ,Z
(1)T
1 ), where Z
(1)
t = λ(1)t is the extrinsic information
from the first iteration.
4.1. Modified BCJR algorithm for incorporating
the extrinsic information
In order to evaluate λ(2)t , we modify the BCJR algorithm as
follows:
λ(2)t (m) = P
(


























Then the recursions do not change, except for the computa-
tion of γ(2)t (m′,m).
Since the extrinsic information is independent of the ob-
servations from the second modality, γ(2)t (m′,m) = P(qt =
m | qt−1 = m′)·P(θt | qt = m)·P(Z(1)t | qt = m).
Here Z(1)t = [z(1)1t , z(1)2t , . . . , z(1)Nt ]
′
is a vector of probability
values. A histogram of each component of Z(1)t for qt = 2 in
an N = 4 state HMM synthetic problem is shown in Figure 4.
From the histogram, one can see that a simple parametric
probability model for P(Z(1)t | qt = m) is obtained as
P
(
Z(1)t | qt = m



















e−x/ρ, x ≥ 0,
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Figure 4: A histogram of each component of Zt for qt = 2 in an
N = 4 state HMM synthetic problem.
is an exponential distribution with rate parameter 1/ρ. Other
distributions like the beta distribution could also be used.
The exponential distribution is chosen due to its simplicity.
In the third iteration, the extrinsic information to be
passed back to decoder 1 is the a posteriori probabilities
λ(2)t (m). But part of this information, (λ
(1)
t (m)), came from
decoder 1 itself. If we were to use λ(2)t as the extrinsic informa-
tion in the third iteration, it would destroy the independence
between the observations from the first modality and the ex-
trinsic information. We overcome this diﬃculty by choosing
another formulation for the extrinsic information based on
the following observation:






















λ(2)t (m) = P
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·P(qt = m | qt−1 = m′
)·P(θt | qt = m
)·β(2)t (m),
λ(2)t (m) = P
(
Z(1)t | qt = m
)·Y (2)t .
(6)
Note that Y (2)t does not depend on Z
(1)
t and it is hence uncor-
related with ot. This argument follows the same principles
used in turbo coding literature [18]. Hence, we normalize
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Figure 6: Error rate at diﬀerent iterations for a 4-state HMM prob-
lem with one-to-one correspondence between the two modalities.
Note the convergence of the error rate to that of the joint model.
Y (2)t to sum to 1 and consider the normalized vector to be
the extrinsic information passed on to decoder 1 in the third
iteration.
The normalized extrinsic information Z(2)t (m) = λ(2)t (m)





′)/P(Z(1)t | qt = m′) is passed
back to decoder 1.
The iterations are continued till the state sequences con-
verge in both modalities or a fixed number of iterations are
reached.
5. GENERAL MULTIMODAL PROBLEM
In the previous section, we assumed that the hidden states
in the two modalities of a multimodal system are the same.
In this section, we loosen this restriction and allow the hid-
den states in the individual modalities to just have a known
prior co-occurrence probability (see Figure 5). In particular,
if qt and rt represent the hidden states in modalities 1 and
2 at time t, then we know the joint probability distribution
P(qt = m, rt = m′) and assume this to be stationary.
This corresponds to the case where there is a loose but
definite interaction between the two modalities as seen very
clearly in the case of phonemes and visemes, in audiovisual
speech recognition. There is no one-to-one correspondence
between visemes and phonemes. But the occurrence of one
phoneme corresponds to the occurrence of a few specific
visemes and vice versa.
5.1. Iterative decoding algorithm in the general case
This is an extension of the iterative decoding algorithm as
presented in the turbo coding scenario. In this case, we have
the same steps as in the iterative algorithm of Section 4. But
at the jth iteration in the modified BCJR algorithm, in the
computation of γ
( j)
t (m′,m) = P(qt = m, θt,Z( j−1)t | qt−1 =
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which can be computed by the joint probability distribution
P(qt = m, rt = m′).
The rest of the iterative algorithm remains the same as
before.
6. EXPERIMENTAL VERIFICATION OF THE ITERATIVE
DECODING ALGORITHM
In this section, we present the results of applying the itera-
tive decoding algorithm to a synthetic problem. We choose a
synthetic problem in order to validate our algorithm before
applying it to a real-world problem so as to isolate the perfor-
mance characteristics of our algorithm from the complexities
of real-world data, which are dealt with in Section 7.
We generate observations from an HMM with 4 states
whose observation densities are 4-dimensional Gaussian dis-
tributions. We also construct a joint model by concatenating
the feature vectors. The goal of the experiment is to decode
the state sequence from the observations and compare it with
the true state sequence in order to obtain the error rates. The
experiment is repeated several times and the average error
rates are obtained.
In the first case, the joint model with 8 dimensions and
4 states was used to generate the state and observation se-
quences. We use the joint model to decode the state sequence
from the observations. Next, we consider the observations




















Figure 7: Error rate at diﬀerent iterations for a generalized multi-
modal problem. Note that the performance follows the same trend






























Iterative decoding starting with modality 1
Iterative decoding starting with modality 2
Joint model
Figure 8: Error rate at diﬀerent iterations in the case of noisy
modalities. Note that the iterative algorithm performs better than
the joint model at low SNR.
to be generated by two modalities with 4 dimensions each.
We now consider the product rule [15] as another alternative
to the joint model. But in our simulations, we found its er-
ror rates to be the same as those of the joint model. Hence
we assume the joint model to give us the baseline perfor-
mance. The iterative decoding algorithm described in Sec-
tion 4 is applied to decode the state sequence and compare
it with the true state sequence. The results are plotted in Fig-
ure 6. We can see that the iterative decoding algorithm con-
verges to the baseline performance and it reduces the error
Cameras
Microphone array
Figure 9: Testbed and the associated audio and video sensors.
rate by almost 50% compared to the unimodal case (iteration
1). Figure 6 also shows the standard deviation of error from
which it can be seen that the performance is indeed close to
the baseline performance. Since the two modalities have sim-
ilar unimodal error rates, the error dynamics of the iterative
algorithm are independent of the starting modality.
In the second example, we generate observations from
two independent HMMs such that the state sequence follows
a known joint distribution. We then apply the generalized
iterative decoding algorithm described in Section 5. The re-
sults are shown in Figure 7. In this case, we do not have a
baseline experiment for comparison as the two streams are
only loosely coupled, but the general trend in average error
rate with each iteration is similar to the case shown in Fig-
ure 6.
In the presence of noise, the iterative algorithm outper-
forms the joint model as shown in Figure 8. Based on the
standard deviation of error, a standard t-test reveals that the
diﬀerence between the joint model and the iterative decod-
ing algorithm is statistically significant after the third itera-
tion. In this case, we added additive white Gaussian noise to
the features of one of the modalities. No a priori information
about the noise statistics is assumed to be available. Note that
in this case, the individual modalities have varying noise lev-
els, and hence the convergence of the iterative algorithm is
dependent on the starting modality. But in both cases, we
see that the iterative algorithm converges to the same per-
formance after the third iteration. This illustrates the advan-
tage of iterative decoding over joint modeling as mentioned
in Section 1.1.
7. EXPERIMENTAL TESTBED
In this section, we describe an experimental testbed that is set
up at the Computer Vision and Robotics Research (CVRR)
lab at the University of California, San Diego. The goal of
this exercise is to develop and evaluate human activity anal-
ysis algorithms in a meeting room scenario. Figure 9 shows a
detailed view of the sensors deployed.
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Figure 10: Diﬀerent head poses and backgrounds for one subject out of 20 subjects in our database.
Figure 11: Face detection using the Viola-Jones face detector with various subjects.
Figure 12: Some snapshots of the lip region during a typical utterance. Observe the variations in pose and facial characteristics of the three
diﬀerent subjects, which limit the performance of a video-only system.




















Figure 13: Audio waveform of speech in background noise. The
short pauses between words which can be confused by an audio-
only system for background noise will be detected as speech by the
video modality, based on the lip movement.
7.1. Hardware
7.1.1. Audio sensors
The sensors consist of a microphone array. The audio signals
are captured at 16 kHz on a Linux workstation using the ad-
vanced Linux sound architecture (ALSA) drivers. JACK is a
useful audio server that is used here to capture and process
multiple channels of audio data in real time (as required).
7.1.2. Video sensors
We use a synchronized pair of wide-angle cameras to capture
the majority of the panorama around the table. The cameras
are placed oﬀ the center of the table in order to increase their
field of view as shown in the enlarged portion of Figure 9.
7.1.3. Synchronization
In order to facilitate synchronization, the video capture mod-
ule generates a short audio pulse after capturing every frame.
One of the channels in the microphone array is used to
record this audio sequence and synchronize the audio and
video frames.
7.2. Preliminary experiments and results
In order to evaluate the performance of the iterative decod-
ing algorithm on a real-world problem, we consider a sim-
plified version of the meeting room conversation, with one
speaker. The goal of the experiment is to segment the speech
data into speech and silence parts. The traditional approach
to the problem is to use the energy in the speech signal as
a feature and maintain an adaptive threshold for the energy
of the background noise. This is not accurate in the presence
of nonstationary background noise like overlapping speech























Figure 14: Audio waveform from a typical utterance in background
noise. The speech and silence parts are hand-labeled to be used as
ground truth.
dio and video modalities to build a multimodal speech seg-
mentation system, that is robust to background noise and
which performs better than the video-only model or the joint
model.
7.2.1. Data collection
We collected 4 minutes of audiovisual data from 20 diﬀerent
speakers. This included 12 diﬀerent head poses and 2 diﬀer-
ent backgrounds as shown in Figure 10. We used 1 minute of
data from each speaker, that is, a total of 20 minutes of au-
diovisual data, to estimate the HMM model parameters. The
remaining 3 minutes from each speaker were included in the
testing set. That is, a total of 60 minutes of testing data was
used.
7.2.2. Feature extraction
Each time step corresponds to one frame of the video sig-
nal. The cameras capture video at 15 fps. We use the energy
of the microphone signal in time window corresponding to
each frame as the audio feature. We track the face of the
speaker using the Viola-Jones face detector [20]. Figure 11
shows some sample frames from the face detector output
for diﬀerent subjects. We consider the mouth region as the
lower half of the face. The motion in the mouth region is
estimated by subtracting the mouth region pixels from con-
secutive frames and summing the absolute value of these dif-
ferences. This sum is our video feature vector. Thus a smooth
and stable face tracker is essential for accurate video feature
extraction. Figure 12 shows the diﬀerent positions of the lips
during a typical utterance.
7.2.3. Modeling and testing
We then train HMMs in the audio and video domains us-
ing labeled speech and silence parts of speech data. We also



























Decoded state after iteration number 3
Error
Figure 15: The decoded states of the HMM after each iteration.



































Iterative algorithm starting from audio
Iterative algorithm starting from video
Joint model
Figure 16: Results showing the error rates for the iterative decoding
scheme for the speech segmentation problem.
construct the joint model by concatenating the features. The
results of the experiment on a typical noisy segment of
speech are shown in Figure 15. The ground truth is shown
in Figure 14. From the numerical results in Figure 16, we
see that by the third iteration, the iterative decoding algo-
rithm performs slightly better than the joint model. This im-
provement, however, is not statistically significant because
the background noise in the audio and video domains is not
so severe. Though building the joint model is straightforward
in this case, it is not so easy in more complex situations, as
explained in the introductory sections. Thus the iterative al-
gorithm appears to be a good fusion framework in the mul-
timodal scenario.
8. CONCLUDING REMARKS
We have developed a general information fusion framework
based on the principle of iterative decoding used in turbo
codes. We have adapted the iterative decoding algorithm to
the case of multimodal systems and demonstrated its perfor-
mance on synthetic data as well as practical problem. In the
future, we plan to further investigate its performance under
diﬀerent real-world scenarios and also apply the fusion algo-
rithm to more complex systems.
We have also described the setup of an experimental
testbed in the CVRR lab at UCSD. In the future, we plan to
extend the experiments on the testbed to include many more
features like speaker identification, aﬀecting analysis and
keyword spotting. This will lead to more complex human
activity analysis tasks with more complex models. We will
evaluate the eﬀectiveness of the iterative decoding scheme on
these complex real-world problems.
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