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Abstract
Several properties of functions have been deemed desirable for encryption. In 
this work we focus particularly on three such properties: balance, uncorrelated- 
ness and the strict avalanche criterion, proving several new results.
We also introduce the idea of computationally equivalent functions, and develop 
a fast algorithm for determining whether two functions are equivalent. We make 
use of the program CAYLEY used for computational group theory. The S- 
boxes of the D ata Encryption Standard are then analysed from the viewpoint 
of computationally equivalent and uncorrelated functions.
Finally we examine finite analogues of the Mandelbrot Set by considering iter­
ated functions over finite rings and fields, rather than the complex plane. We 
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Introduction
Any function used for encryption must be hard to  invert. In other words it 
must be as difficult as possible to  determine any information about the input 
when the ou tput is known, without some secret knowledge such as a  password. 
The study of such encryptions has identified many desirable properties which 
functions should possess in order to withstand a variety of attacks. There is 
inevitably some conflict between all the properties we would like a  function to 
have and some may have to be sacrificed so th a t other criteria may be satisfied.
The first two chapters are mainly concerned with three of the most impor­
tan t properties: Balance, the Strict Avalanche Criterion and Uncorrelatedness. 
Using combinatorial and probabilistic arguments, we derive many new results 
concerning such functions, in particular an estimation of the number of functions 
satisfying the SAC, and the sizes of various families of uncorrelated functions.
In Chapter 3 we introduce the notion of computationally equivalent functions. 
These are functions which are essentially the same, one being derived from 
another by a perm utation and complementation of the inputs. By constructing a 
group theoretic definition of equivalence we develop an algorithm for testing the
5
equivalence of functions and use it to search for relationships between the S-box 
functions used in the DES. The S-boxes are also analysed for uncorrelatedness 
and we draw attention to  an anomaly in one of the perm utations appearing in 
the cipher.
C hapter 4 is concerned with iterated functions taken modulo an integer. In 
trying to establish a  finite analogue of the Mandelbrot set, we investigate a new 
concept of perfect cyclicity. We prove several results determining which primes 
are perfectly cyclic by considering the distribution of quadratic residues over 
finite fields. Algebraic number theory and the theory of elliptic curves over 
finite fields are the main mathematical areas of investigation.
6
C hapter 1
B alanced Functions and  
th e  Strict Avalanche 
C riterion
1.1 Introduction
A balanced function is one in which all outputs occur equally often. Balance 
is the most natural of all the criteria a function m ust satisfy to maximise the 
difficulty of computing its inverse. Clearly any departure from balance can only 
help a  statistical attack.
The condition for a function to satisfy the strict avalanche criterion (SAC) was 
first stated by Webster and Tavares in [22]:
7
. . .  each of its output bits should change with a  probability one half 
whenever a single input bit . . .  is complemented.
The strictness refers to the insistence th a t the probability of each output chang­
ing is precisely one half. From a mathematical viewpoint this definition is con­
venient but it is clear th a t a genuine encryption function would only be required 
to  approximately satisfy the SAC. Furthermore, it is conceivable th a t only us­
ing functions satisfying the SAC would so reduce the functions available that 
a brute force attem pt to break a cryptosystem would be successful. In Section
1.6 we obtain a lower bound for the number of Boolean functions satisfying the 
SAC and they are increasingly rare as the number of input bits increases.
The reason the SAC is a desirable property is to  prevent key-clustering attacks. 
If a one-way function were locally linear it would be possible to find an x such 
th a t / ( x )  =  y  for a given y  as follows. F irst a number of pairs of the form 
(z, /( z ) )  are computed, then for each pair with / ( z )  close to y  a large number of 
inputs close to  z are tested, hoping to  find the pair (x, y). By a vector being close 
to another we simply mean differing in a small number of places. Satisfaction 
of the SAC ensures th a t such an attack is no more likely to succeed than a 
completely random sample.
In this chapter the SAC is characterised in terms of a function’s partial deriva­
tives. This allows many results concerning functions satisfying the SAC to be 
proved more easily and we include a new estimation of the number of Boolean 
functions on n bits satisfying the SAC.
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1.2 D efinitions
Let Z2 denote the field G F(2) and Z” the n-dimensional vector space over Z2.
Every function /  : Z£ —► Z2 can be uniquely expressed as a sum of monomials in 
n variables, x i , . . . ,  xn , where each monomial is a  product of between 0 and n 
of the Xi s. This is known as its algebraic normal form. Let the weight of such a 
monomial be the number of X,- s appearing in the product. We shall refer to  this 
representation as the polynomial of a function. Implicit in this definition is the 
assumption th a t multiple occurrences of the same monomial are prohibited. A 
function and its polynomial may be used interchangeably provided the context 
does not allow ambiguities.
Let f i  : Z!j —*■ Z2 be defined by /»(x) =  then /,• is the *-th bit selector 
function. It is also useful to define the unit function 1 : Z£ — Z2 as l (x )  =  1 
for all x €  Z£ .
Let V n be the (n +  l)-dimensional vector space generated by < / 1, . . . , / „ ,  1 >  
over the field Z2. It is clear th a t V n consists of all functions from Z£ to Z 2
n
which have polynomials of the form A0 +  A,x,- with A,- €  Z2 .
»=i
1.2.1 Balance
A function is balanced if each of its outputs occurs equally often, as the input 
ranges over the function’s domain. For a function /  : Z£ —*• Z2, /  is balanced if 
and only if
£  /(* )  =  2- 1, (1.1)
9
since precisely half of the 2n inputs will yield one as output.
This definition is not as clear cut as it may first appear. We are summing 
values from the field Z2 but evaluating the result in the ring of integers Z. This 
notation is used widely throughout the thesis and in order to  reduce ambiguity 
the symbol 0  has been used where addition in Z2 is required.
1.2.2 The Strict Avalanche Criterion
The SAC can be expressed more formally as 
/  : Z£ —* Z* satisfies the SAC if and only if
£  / ( £ ) ©/ ( ®0 a )  = ( V i  : 1 < : < n. (1.2) 
x € Z ;
We use c,- to  denote the n-bit vector with a  1 in the *-th position and zeros 
elsewhere.
A necessary and sufficient condition for a  function /  : Z£ —<► Z* to satisfy the 
SAC is th a t each output bit independently satisfies the SAC, so without loss of 
generality we can restrict our attention to  the case k =  1. All evaluations of 
functions will therefore be done in the field Z2- A function which only takes 
values in Z 2 is referred to as Boolean.
Forre [7] introduced the SAC of order m. A function /  : Z£ —► Z2 is said to 
satisfy the SAC of order m  : 0 <  m <  (n — 2) if the subfunction obtained by 
keeping any 0 to m  of the input bits constant also satisfies the SAC.
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For /  : Z J —*• Z2 and a given * : 1 < * <  n, we can write
/ (x )  =  X i (,x ')  ® hi (x ') , (1.3)
where p,-, /i,- : Z£_1 —► Z2 , and x ' is the vector consisting of x i , . . . , xn except
for x,-.
Equation (1.3) separates / ( x )  into all monomials including xt-, and all monomials 
w ithout x,-. Now we can see that
/ ( «  © £i) =  (*< © 1)<7« (* ') © *» (*')• (1*4)
Now using (1.3) and (1.4) we can rewrite the left-hand-side of condition (1.2) 
as
53 /(*)©/(£©£,) = 53 #(£')= X3 JjT’
x G Z j x € Z£ x 6  Z£ ‘
where the partial differentiation is defined formally on the polynomial represen­
tation of / ( x )  in the natural way. Therefore,
5 3  /(* )© /(£ © £ •■ ) =  2n_1 if and only if 5 Z
x €  Z£ x G Z5 Xi
Thus, a function /  : Z£ —► Z2 satisfies the SAC if and only if all its partial
derivatives are balanced. This observation was noted in [17] and independently
by the author. We now use this observation to prove several results about
functions satisfying the SAC.
1.3 Prelim inary R esults
Theorem 1.1
11
If /  : Z£ —► Z2 satisfies the SAC and g G V n , then /  ® g satisfies the SAC. 
P ro o f
By definition,
n
g(x) =  A0 ® XjXj for Aj  G Z2.
i= i
Therefore,
which is balanced, since adding 0 or 1 to a balanced function preserves its 
balance.
C o ro lla ry
If /  : ZJ —+ Z2 satisfies the SAC of order m and g G V n , then /  0  g satisfies 
the SAC of order m.
P ro o f
As above, noting th a t any subfunction obtained from an element of V n is also 
an element of V „ .
T h e o re m  1.2
If /  G V n and /  is neither of the constant functions 1 or 01, then /  is balanced. 
P ro o f
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Given such an /  we can write
f ( x ;) =  A © ^ 2  Xi for some 0 #  I C { 1 ,2 , . . . ,  n}, A G Z 2, 
<el
and the proof is by induction on the size of I which we denote by #1. 
Base Case: #1  =  1
£  ' / ( * ) =  £  (A ® *,) =  2— 1
x  g  z s  x  e  z ?
Inductive Step:
Assume th a t all functions in V n for which #1 =  N  are indeed balanced or equal 
to 0 or 1. Now suppose that
f ( x )  =  A © ^  Xi, with #1 =  N  -f 1.
,el
Rewriting,
f ( x )  =  A © Xi © xj  for some j  G I where I' =  I — {j}.
<€l#
Therefore,
2  /(2)= 2  (A®]Cxi©xj) = A®(5ZI*©xi)
®, €  ZJ G Z5 sgl* x  G Zjj icl*
= S  A® (S x<0xi) + £  A©QC*«©*i)
5L G Zjj »€l# 51G Z«j t’el*
x> = °  x j =1
= 5 £  £ * <  + \ £  ( £ * i ® l )  = 2"-2 + 2"-2 = 2"-1.
£  G Zjj igl* j£ G Zjj id*
Hence by induction, theorem holds for all I such th a t #1  >  1.
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Theorem 1.3
A balanced function /  : ZJ —* Z2 cannot have the term  x ix 2 . . .  xn in its poly­
nomial for n >  1.
P roof
Consider the following method of constructing the polynomial of a  function:
For each x* such th a t /(x * ) =  1 form the product
. » ( a, =  1, if Xi =  0 in x*
Pk -  J j f a i  © ai) where < ,
i - i   ^a,* =  0 , if xf =  1 in ^
then the polynomial of /  is Pk-
If each pk is expanded, it will have the term  x ix 2 . . .  x n. For a  balanced function 
there will be 2n~1 such p*s. All terms appearing an even number of times in 
Y^Pk will vanish, because the polynomial is evaluated in Z 2, so x ix 2 . . .  xn will 
vanish provided th a t 2n_1 is even, in other words provided th a t n >  1.
Corollary
A function /  : —► Z2 satisfying the SAC cannot have the term  x ix 2 . . .  xn in
its polynomial for n >  2.
Proof
Q /
If /  has a term  of weight n, n >  2, then all ——s will have the corresponding
term  of weight (n — 1) with (n — 1) > 1, and so could not be balanced.
Theorem  1.4
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A function /  : ZJ —► Z2 satisfying the SAC of order m  cannot have any terms 
of weight greater than (n  — m — 1) in its polynomial for m < n — 2.
Proof
Let the polynomial of /  : —► Z2 have a term  of weight k where k >  (n —
m — 1). W ithout loss of generality, suppose th a t the term  is x \ . . . X k .  Set 
a?*+i,. . .  , xn equal to  0, and set xn_m+ i , . . .  ,x* equal to  1. So in total, the 
values of (n — k)  -f k — (n — m) =  m input bits have been fixed.
Now consider the subfunction /  : Z^” 1” —► Z2 thus obtained. It has the term  
xi\X2  . . .  x„_m and (n — m) >  2, so, by the Corollary to  Theorem 1.3, it cannot 
satisfy the SAC.
Theorem 1.4 has been stated and proved by many researchers independently, 
including the author. The earliest occurrence appears to  be in [10] where it is 
attribu ted  to Schroeppel.
When a  function satisfies the SAC of order m, then it automatically satisfies 
the SAC of all lower orders. This means th a t although Theorem 1.4 does not 
apply for the case m  =  (n — 2), a function /  satisfying the SAC of order (n — 2) 
will of course satisfy SAC of order (n — 3). We can therefore deduce th a t there 
are no term s of weight greater than 2 in its polynomial.
Theorem  1.5
A function /  : Z£ —► Z2 whose polynomial consists only of terms of weight 2 or 




Referring to term s of weight 2 as quadratics, if an xf- did not appear in any 
quadratic then —— would be constant, and therefore not balanced, so the con- 
dition is necessary. If each xt* appears in a quadratic, then
d f
—— =  A 0  ^  Xj for some J  : #  J  > 1, and some A 6  Z2 
d X i  j € J
Q f
and so, by Theorem 1.2, —— is balanced, therefore the condition is sufficient.
(7X|
Corollary
A function /  : Z£ —► Z2 whose polynomial consists only of terms of weight 2 
or less satisfies the SAC of order m if and only if each x,- appears in a t least 
(m -J-1) quadratics.
Proof
If an Xi only appeared in m  or fewer quadratics, then by fixing m selected input 
bits, the subfunction obtained would not contain any quadratics in which Xi 
appeared, and so by Theorem 1.5 could not satisfy the SAC.
If each Xi appears in a t least ( m + 1) quadratics, then any subfunction obtained 
by Axing any m input bits will still have every remaining x,- appearing in a t 
least one quadratic.
So the condition is necessary and sufficient.
This result immediately gives a class of functions satisfying the SAC of any 
desired order. An im portant observation is th a t terms of large weight reduce
16
the order of the SAC which can be satisfied.
Theorem  1.6
If a function /  : Z£ —1► Z2 satisfies the SAC, then /  takes each of the values 0 
and 1 on a t least a quarter, and no more than three-quarters, of its domain.
Proof
Define X 0 = { z  €  : / (* )  =  0} and X \  =  {x €  ZJ : f i x )  =  1}. Consider
all unordered pairs of vectors {v, tu} with v,u; €  Z£ and v and w differing 
in precisely one place. There are n.2n_1 such pairs, and, since /  satisfies the 
SAC, exactly half of them  have the property th a t the vectors are mapped to 
different values. Therefore, at least n.2n ~ 2 pairs must contain an element from 
both Xq and X \ .  Each element of Xq and X \  appears in n pairs, therefore 
# A o ,# X i  >  2n“ 2. Since #A o +  # X \  =  2", we immediately obtain the result
7 2 " < # X o, # X i <72" .  (1.7)
4 4
1.4 C haracterisation o f functions satisfying th e  
SAC o f order (n — 2)
From Theorem 1.4, we know th a t a  function satisfying the SAC of order (n — 2) 
cannot have any terms of weight greater than 2, and from the Corollary to 
Theorem 1.5, each xt- must appear in a t least (n — 1) quadratics, in other words, 
all Q ) quadratics must be present.
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Therefore the functions f  : Z 2 —* Z 2  which satisfy the SAC of order (n — 2) are 
those of the form g(x)  0  V n , where
9(x) = ^ 2  XiXi ’
1< i  < j < n
and there are # V „  =  2n+1 of them.
For example, the 16 functions from Zjj —► Z2 satisfying the SAC of order 1 are: 
x \ x 2  ® X2 X3  0  X1X3 0  A1X1 0  A2X2 ® A3X3 0  Ao where A$- €  Z2, for 0 <  t <  3.
The number of functions satisfying the SAC of order (n — 2) was first proved by 
Lloyd in [13] using a different characterisation.
1.5 Characterisation o f functions satisfying th e  
SAC o f order (n — 3)
If /  : ZJ —► Z2 satisfies the SAC of order (n — 3) then, by Theorem 1.4, it has 
no terms of weight greater than 2 in its polynomial, and by the Corollary to 
Theorem 1.5 each x,- must appear in a t least (n — 2) quadratics. This condition 
is clearly sufficient, since after fixing up to (n — 3) input bits we m ust still have 
each remainging x; appearing in at least one quadratic.
Let Tn be the number of functions of the form x,Xj, where each x,-
1 < i < j < n
appears in a t least (n  — 2) quadratics. To such a function we can add any 
member of V „ without affecting its avalanche properties, so the number of 
functions in Z 2  —*■ Z 2 satisfying the SAC of order (n — 3) is 2n+1 Tn .
Now we can determine Tn .
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Consider all the quadratics in which x n appears; it either appears in (n — 1) or
(n — 2) of them.
If x n appears in (n — 1) quadratics then it is paired with every other *,• once,
This can happen in Tn_i ways.
If x n appears in (n — 2) quadratics then there exists some x* which does not 
occur paired with x n . Now x t  and x„ must be paired with all other XiS, and 
the remaining (n — 2) x,s must appear at least another (n — 4) times. This can 
happen in Tn_ 2 ways, and there are (n — 1) ways of choosing which x* is not 
paired with xn .
Thus, we obtain the recurrence relation
By direct calculation, T3 =  4 and T4 =  10. Define To =  l ,7 i  =  1,72 =  2 so the 
Tn is consistently defined for all n >  0.
A closed form for Tn has proved difficult to find, but we can calculate its expo­
nential generating function, defined by
and so the remaining (n — 1) £;s must appear a t least another (n — 3) times.
Tn =  Tn_ 1 -I- (n -  l)Tn_2 for n >  5. (1.9)
( 1.10)
Re-writing using (1.9), we have





Solving (1.12) using the initial conditions , we deduce th a t
G(z) =  e*‘ ,+ ‘ . (1.13)
Some small values of Tn and 2n+1Tn are given in Table 1.1.
n 3 4 5 6 7 8 9 10
Tn 4 10 26 76 232 764 2620 9496
2 n+iTn 64 320 1664 9728 59392 391168 2682880 19447808
Table 1.1: Small Values of T„ and 2n+1 Tn
The number of functions satisfying the SAC of order (n — 3) was first proved by 
Lloyd in [14] using a different characterisation.
1.6 E stim ation o f number o f functions satisfy­
ing th e SAC
Let us define
F(n) =  22> - 1 . (114)
then numerical evidence suggests that F(n)  is a  good approximation to the 
expected number of functions in Z£ —► Z2 satisfying the SAC.
C onjecture 1.1
Let S A C (n )  denote the number of functions in Z” —► Z2 which satisfy the SAC, 
then
F (n ) —► S A C (n )  as n —*■ 00.
20
We present an informal argument below in support of this conjecture, showing 
how the definition of F(n)  arose.
d f
As observed, a function /  : ZS —*► Z2 satisfies the SAC if and only if —— is 
balanced V*: 1 <  i <  n. We may, therefore, try to  find such a function by con­
structing a set of consistent partial derivatives. By consistent, it is understood 
th a t
< L “ >
Only a consistent set of derivatives could have been derived from a function.
d f
Initially, given a function / ,  consider one of its partial derivatives —— . The
ox  1
probability of this being balanced is 2 2* * ( “ .  ], the fraction of Boolean
V 2 » -V ’
functions on (n — 1) input bits which are balanced. Now, assuming th a t we
d f  d fwere successful, consider the probability th a t —— , is also balanced. As ——
8 X2 u X \
is balanced, it does not contain the term  X2 X3 . . .  x„, and so none of the other
partial derivatives could contain the corresponding terms of weight (n — 1). This
doubles the chance of finding a balanced function, since we are immediately
d f
reducing our search space by half. Therefore, the probability of —— , and all
ox  2
»-i / 2n -1 \other partial derivatives, being balanced is 2 x 2“ 2" ( 2 J .
If we now make the simplifying, but not correct, assumption th a t a function is 
balanced or unbalanced with respect to  each input bit independently, then we
deduce that the probability of choosing a set of consistent partial derivatives,
all balanced, is
> n-l „  on-l 2
The accuracy of F (n ) as an approximation to SA C (n )  depends entirely on how
21
large an error is introduced by this step. This error has proved difficult, to
quantify which explains why Conjecture 1.1 is not a theorem. We can say th a t
d f  d f
F ( n ) will underestimate, as a  function with —— , . . . ,  — balanced is more
o x i oxn_i
d f  d f  d f
likely to have ——  also balanced, than a function where —— , . . . ,  —------- are
oxn oxi  o x n- i
strongly unbalanced, as it will be easier to find new partial derivatives which are 
both balanced, and consistent with existing partial derivatives. However, as n 
increases, we conjecture that this correlation between distinct partial derivatives 
will decrease, as each component has a  lessening influence on the others.
W hen n >  4, the number of functions in —*• Z2 is too large to allow exhaustive 
testing within a reasonable time span. By sampling a random selection, however, 
we can estim ate the number of functions satisfying the SAC, and compare these 
estim ates with Conjecture 1.1’s predicted values.
When n =  5, Conjecture 1.1 predicts th a t the proportion satisfying the SAC 
will be
4 -© ]'
or about 1 in 214. A sample of 20,000 revealed 127 functions satisfying the SAC, 
about 1 in 157.
Similarly, for the case n  =  6 , Conjecture 1.1 predicts a proportion of
' [ - o r -
or about 1 in 4159. A sample of 100,000 found 29, about 1 in 3448.
The case n =  7 is the last th a t could be feasibly computed. The predicted 
proportion of functions satisfying the SAC is only
22
about 1 in 164,000. A sample of 1,000,000 functions was taken and 9 were 
found satisfying the SAC, but clearly a larger sample would be required for a 
reasonably accurate estimate. This sample took about several days however, 
and larger samples were ruled out as consuming too much computer time.
1.7 Error E stim ation in th e Sam pling
We would like to estimate the error introduced by sampling and give a  confi­
dence interval for the estimated number of functions satisfying the SAC, rather 
than an imprecise figure. If we take a sample of size T  from a population with 
a proportion p satisfying the SAC, then the expected number of functions sat­
isfying the SAC in the sample, E say, will clearly have a  binomial distribution, 
with
V[E = k] =
As our sample is size is large we can obtain an excellent approximation to  this 
binomial distribution with the normal distribution N(pT ,p(  1 —p)T),  where pT  
is the mean, and p (l — p)T  the variance. Let our observed proportion be p, 
then to find a confidence interval of 95% for p, we must calculate the upper and 
lower proportions pu and p/ for which our observed value p would be so small 
with a probability of 2.5% or less, and so large with a probability of 2.5% or 
less respectively. From the definitions of pu and p\ we can immediately deduce 
the following equations:
p T  =  puT  -  1 .96\/pu(l - P u ) T ,  p T  =  p\T  +  1 .96 \/p i(l -  Pu)T .
We conclude that the true proportion p lies in the interval (p/,pu) with proba­
bility 95%. Our estimate for the number of functions in —*■ Z2 satisfying the
23
22*» 22*»
SAC will therefore be the interval ( ^  1, —jT “ )-
All the above results and together with calculations of confidence intervals are 
summarised in Table 1.2. The results generally support Conjecture 1.1, although 
not too  much reliance should be placed in the estim ate for n =  7.
n F(n) S A C (n ) F ( n ) /S A C ( n )
2 8 8 1.00
3 54 64 0.84
4 2931 4128 0.71
5 2.01 x 107 (2.73 ±  0.47) x 107 «  0.7
6 4.44 x 1015 (5.35 ±  1.98) x 1015 »  0.8
7 2.08 x 1033 (3.1 ± 2 .1 ) x 1033 «  0.7





A standard approach when attem pting to cryptanalyse an encryption function 
is to  examine the behaviour when one or more of the input bits is held constant. 
Clearly the subfunctions obtained must mimic their parent function’s complexity 
as closely as possible. If we insist th a t it is not possible to infer any information 
about any of input bits for a given output, we are in fact requiring th a t the 
subfunctions obtained by setting an input bit to 0 or 1 are equally unbalanced.
Using this idea we can develop a definition of uncorrelatedness. Here we are 
only concerned with Boolean functions, and our definition of uncorrelatedness 
is somewhat simplified. Higher orders of uncorrelatedness have been defined 
by considering the subfunctions obtained by holding more than one input bit 
constant and the reader is referred to the papers by Siegenthaler [20, 21] and
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Rueppel [18] for more details.
We introduce a geometrical representation of uncorrelated functions and prove 
several results concerning certain families of uncorrelated functions. By consid­
ering uncorrelated functions over infinite fields we also obtain a characterisation 
in term s of a vector space, and derive a general expression for its basis vec­
tors. For other results concerning uncorrelatedness, especially the enumeration 
of functions satisfying combinations of criteria see [15].
2.2 Definitions
A function /  : Z£ —<► Z2 is said to be uncorrelated with respect to x,- if and only 
if
E  /(£) = E  /(£)• (21)
XtZjj |*i=l £eZ3|*i*0
These sums of values in Z2 are of course computed in Z as usual. From the 
definition we see th a t the pre-image of 1 splits into two sets of equal size, those 
vectors where x* =  1 and those where x,- =  0.
If a function /  is uncorrelated with respect to  all *» : 1 <  * <  n, then /  is said 
to be uncorrelated.
2.3 U ncorrelated H ypercubes
Consider the map $  : ZJj —► {1, — 1}" defined by
(2 .2)
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Using $  we map the domain of a  function to  the vertices of an n-dimensional 
hypercube, of side length 2, centred a t the origin. A t each vertex we can imagine 
a unit mass if the function evaluated at the point corresponding to  the vertex 
is 1, and a zero mass otherwise.
It is easy to see th a t the condition th a t /  be uncorrelated is precisely the condi­
tion th a t the centre of gravity of / ’s associated hypercube is at the origin. We 
will refer to such a hypercube as uncorrelated.
We now consider the problem of determining the number of uncorrelated func­
tions by examining the number of uncorrelated hypercubes. Initially we consider 
the small cases n  =  1, 2,3 ,4 .
When n =  1 the domain is mapped to  a line, and there are 2 uncorrelated 
solutions shown in Figure 2.1.
Figure 2.1: The 2 uncorrelated lines
When n — 2 the domain is mapped to  a square, and there are 4 uncorrelated 
solutions shown in Figure 2.2.
Figure 2.2: The 4 uncorrelated squares
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When n =  3 the domain is mapped to  a cube, and there are 18 uncorrelated 
solutions shown in Figure 2.3.
When n =  4 the domain is mapped to  a hypercube, and there are 648 uncorre­
lated solutions.
Given an uncorrelated n-dimensional hypercube it immediately follows from 
the geometrical realisation th a t any rotation or reflection will yield another 
uncorrelated n-dimensional hypercube, as will simultaneously replacing all unit 
masses with a zero mass, and vice versa.
Siegenthaler [20] has given a simple algorithm for constructing uncorrelated 
functions for arbitrary sizes of n, satisfying any order of correlation from uncor­
related functions of a lower order. However, when translated to n-dimensional 
hypercubes, his solutions are only of the form of uncorrelated n-dimensional 
hypercubes constructed from two uncorrelated (n — l)-dimensional uncorrelated 
hypercubes, which in turn  may be constructed from two (n — 2)-dimensional 
uncorrelated hypercubes etc. This approach will always miss some uncorre­
lated functions. If there are k n-dimensional uncorrelated hypercubes, then 
there will be k 2  (n +  l)-dimensional uncorrelated hypercubes constructible us­
ing this algorithm. For example, by combining the 4 uncorrelated functions in 
Z | —► Z 2 we can construct only 16 of the 18 uncorrelated functions in Zf —► Z2, 
and for larger n an increasingly larger proportion of functions will be missed. 
The two uncorrelated functions missed by this algorithm are X\ +  *2 +  x 3  and 
*1 +  + 1 and it is easy to  see th a t such sum functions will be uncorrelated
for all values of n.
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2.4 A n U pper Bound for th e  num ber o f U ncor­
related Functions
Some further infinite families of uncorrelated hypercubes can be found by con­
sidering the sub-problem: How many uncorrelated n-dimensional hypercubes 
are there with precisely m (non-zero) masses? Trivially, any uncorrelated hy­
percube m ust have an even number of masses, and by symmetry we only need 
examine m <  2n_1.
Let { v j,. . . ,  Vjj,} be a set of column vectors representing the positions of the m 
masses in an uncorrelated hypercube. Construct an m x n table by listing these 
m  column vectors.
It will have the form
Hi ( 1 - 1  1 - 1  . . .  )
S3 ( 1 1 - 1  - 1  . . .  )
( - i  i  i - i  ••• )•
The numbers in the table have been chosen a t random to serve as an example.
This table has the property th a t each column will sum to  0, reflecting the fact 
that the centre of gravity of the masses is a t the origin. Conversely, any m x n 
table of entries drawn from the set {1, - 1} with this property will correspond 
to  an uncorrelated hypercube, provided that no two rows are the same. Two 
or more rows identical would imply more than one mass a t a vertex which is 
disallowed.
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Each uncorrelated hypercube will appear in m! such tables, due to permutations 
of the rows. Therefore, the number of uncorrelated n-dimensional hypercubes 
with m masses will be the number of m  x n tables with entries from {1, - 1}, 
which satisfy the row and column criteria, divided by m !.
Let us introduce the notation Unitn for the number of uncorrelated n-dimensional 
hypercubes with m masses, or equivalently the number of uncorrelated functions 
in Zjj —+ Z2 which take the value 1 precisely m times. Naturally Un denotes 
the number of uncorrelated functions in Z!j —► Z2, and
We know th a t each column in our table consists of m values drawn from { 1 ,-1 }  
which sum to 0. Therefore, there must be (m /2) “l^s and (m /2) l ”s. This 
means th a t there are only ( ^ 2) possibilities for each column, and we imme-
U„= Y . (2.3)
m even
diately obtain an upper bound of - m/ 2— for the number of
m!
 uncorrelated n-
dimensional hypercubes with m  masses, and an upper bound for Un





2.5 D eterm ination o f th e num ber o f Uncorre­
lated H ypercubes w ith  m  m asses, for sm all 
values o f m
When m =  2 each column has (^) possibilities, and the two rows cannot be the 
same. Therefore
( 2) n
Un, 2 =  - i^ -  =  2 " -1. (2.5)
When m  — 4  each column has (~) possibilities. If a pair of rows is identical, 
then the two remaining rows must also be identical and there is no choice in 
their construction. We can pair off the rows in 3 ways, and having decided a
pair of rows is to be identical we can construct it in 2” ways, so there are 3 x 2 ”
tables disallowed. Therefore
— 3 x 2”
Un 4 =     =  2” - 3(3” - 1 -  1). (2.6)
4!
When m =  6 each column has (3) possibilities. Let us determine the number of 
tables with 2 or more rows the same. We can choose 2 rows to be identical in 
(®) =  15 ways, assign any of 2” values to this pair, and complete each column 
in any one of 4 ways giving 15 x 8” tables. However, this counts all those with 2 
pairs of identical rows twice, and those with 2 triples of identical rows six times. 
A simple inclusion-exclusion argument yields
20” -  15 x 8” +  45 x 4” -  40 x 2” _
= --------------------- 720----------------------' (2'7)
Unfortunately, for m >  8 the same simple approach does not work. This is
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because the number of ways th a t the columns may be completed, merely given 
th a t specified rows are identical, actually depends on what values appear in 
the specified rows. For example, given th a t rows 1 and 2 are identical, and 
rows 3 and 4 are identical, each column may be completed in either 1 or 6 
ways, depending on the actual values occurring. This means th a t the simple 
inclusion-exclusion principle is not applicable to higher values of m.
The distribution of the uncorrelated hypercubes with respect to m is not uni­
form, with most uncorrelated hypercubes occurring around the central point 
m =  2 " - 1.
n m =  0 m =  2 m =  4 m =  6 m =  8
1 1 1 - - -
2 1 2 1 - -
3 1 4 8 4 1
4 1 8 52 152 222
5 1 16 320 3824 ?
6 1 32 1936 83168 ?
Table 2.1: The number of uncorrelated hypercubes for some values of m and n
Table 2.1 gives some values of Un m^ . Those uncorrelated hypercubes where 
m =  2n_1 are most im portant, since they represent uncorrelated functions which 
are also balanced. To illustrate the complexities of uncorrelated and balanced 
functions we investigate the case n =  4, m =  8 attem pting to  classify the 
solutions.
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2.6 T he Classification o f Solutions for th e  case 
n =  4, m =  8
From Table 2.1, there are 222 uncorrelated hypercubes with 8 masses. These 
correspond to  the 222 functions from Z* —* Z2 which are both uncorrelated and 
balanced. There are three obvious ways to collect together solutions which are 
equivalent in some sense. We may regard as equivalent: firstly, any solutions 
obtained from each other by permuting the co-ordinate axes; secondly, any 
solutions obtained from each other by reflection about one or more axis; and 
thirdly, any solutions obtained from each other by complementing the mass at 
each vertex (that is, replacing a mass of value 1 by a  mass of value 0 and vice 
versa). In functional terms, these 3 operations correspond to permuting the 
input variables, replacing x,- by x,- + 1, and adding 1 respectively (all operations 
performed modulo 2). The third has the simple result of pairing off all the 
solutions, reducing the problem by a factor of 2.
Using the group theoretic program CAYLEY [3], a group generated by the sym­
metry group of the 4 axes and the reflections about each axis acted on the 222 so­
lutions. The solutions split into 7 orbits of respective sizes: 2 ,8 ,12,24,32,48,96 
as follows:
Xi +  x 2 +  x3 +  x4(+ l)}  Orbit Size 2
* 1  +  x 2 +  * 3 ( + l )  X \  +  X2 +  X4 ( + l )  
X i + X 3 +  X4 ( + 1 )  X 2 +  X3 +  X4 ( + l )
► O rbit Size 8
\
* l + * 2 ( + l )  X i + X 3 ( + 1 )  X i +  X4 ( + l )  
X2 +  X3 ( - | - l )  X 2 +  X4 ( + l )  X3 +  X4 ( + l )
► O rbit Size 12
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*1 +  *2 +  *3*4(+ l)
X i  +  X 2 X 4 +  X 3 ( + l )
X i r 3  +  ® 2  +  * 4 ( + l )
* 1  4* * 2  +  * 3 * 4  +  ®3 ( + l )
X l  +  * 2 * 3  +  * 2  4* * 4 ( + l )
X i  +  * 2 * 4  +  * 2  +  * 3 ( + l )
* 1 * 2  +  * 1  +  * 3  +  * 4 ( + l )
X 1 X3  +  ® l +  ®2 +  * 4 ( + l )
* ! * 4  +  * 1  +  * 2  +  * s ( + l )
* 1  +  * 2  +  * 3 * 4  +  * 3  +  * 4 ( + l )  
X i  +  X 2 * 4  +  * 2  +  * 3  +  * 4 ( + l )  
* 1 * 3  +  * 1  +  * 2  +  * 3  +  * 4 ( + l )
Xi -I- *2*3 4* *4(4-1)
*1*2 4-*3 4-*4(4-1)
®lX4 + x2 4-*3(4-1)
*1 4- *2 4- *3*4 4- *4(4-1)
*1 4- *2*3 4- *3 4- *4(4-1)
X i  + x2*4 4- *3 4- *4(4-1)
*1*2 4- *2 4- *3 4- *4(4-1)
X1X3 +  x2 4- *3 4- *4(4-1)
*1*4 4- *2 4- *3 4- *4(4-1)
*1 4- *2*3 4- *2 4- *3 4- *4(4-1) 
X1X2 4- *1 4- *2 4- *3 4- *4(4-1) 
X1X4 + Xl + x2 4- *3 4- *4(4-1)
► Orbit Size 48
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*1  +  * 2 * 3  +  * 2 * 4  +  
* 1 * 2  +  * 1 * 3  +  * 2 * 3  
* 1 * 2  +  * 1 * 4  +  * 2 * 4  
* 1 * 3  +  * 1 * 4  +  * 2  +  
* 1  +  * 2 * 3  +  * 2 * 4  +  
+  £ 2 * 3  +  * 2 * 4  +  
* 1  +  * 2 * 3  +  * 2 * 4  +  
* 1 * 2  +  * 1 * 3  +  *1  +  
£ 1 * 2  +  * 1 * 3  +  * 1  +  
* 1 * 2  +  * 1 * 3  +  * 2 * 3  
* 1 * 2  +  * 1 * 4  +  * 1  +
* ! * 2 + * i * 4 +  * i  +
* 1 * 2 +  * 1 * 4 +  * 2 * 4  
* 1*3 +  * 1*4 +  * i  +  
XiX3  +  *1*4 +  * i +  
* 1 * 3 +  * 1 * 4 +  * 2  +
* 3 * 4 ( + 1 )
+  * 4 ( + l )
+  * 3 ( + l )
* 3 * 4 ( + l )
* 2  +  * 3 * 4  +  * 3 ( +  
* 2  +  * 3 * 4  +  * 4 ( +  
* 3 * 4  +  * 3  +  * 4 ( +  
* 2 * 3  +  * 2  +  * 4 ( +  
* 2 * 3  +  * 3  +  * 4 ( +  
+  £ 2  +  * 3  +  * 4 ( +  
£ 2* 4  +  * 2  +  * 3 ( +  
£ 2£ 4  +  * 3  +  * 4 ( +  
+  £ 2  +  £ 3  +  * 4 ( +  
£ 2  +  * 3 * 4  +  * 3 ( +  
* 2  +  * 3 * 4  +  * 4 ( +  
£ 3 £ 4 +  * 3  +  * 4 ( +
> O rbit Size 32
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X i X 2 4 - * 1 * 3 4* * 1  4 -
X \ X 2 4 - * 1 * 3 + x i  4 -
* 1 * 2 4 - * 1 * 3 + x 2x 4
* 1 * 2 4 - * 1 * 3 + * 2 * 4
* 1 * 2 4 - * 1 * 4 4- * 1  +
* 1 * 2 4* * 1 * 4 + X i  4 -
X i X 2 + * 1 * 4 + * 2 * 3
X i X 2 4 - * 1 * 4 + * 2 * 3
* 1 * 3 + * 1 * 4 4 - * 1  +
* 1 * 3 + * 1 * 4 + * 1  +
X 1X 3 4 - * 1 * 4 + X 2 X 3
X 1X3 4 - * 1 * 4 4 - * 2 * 3
X2X4 +  X2 +  * 3* 4 ( +  
X 2 X 4 +  X3 X4 +  X3 ( +  
+  X 2 +  X3 X4 +  X4 ( +  
+  * 3*4 +  X3 +  X4 ( 4 " 
X2X3 +  X2 +  * 3*4 ( +  
X2X3 4 - X3X4 +  x 4 ( +  
+  x 2 +  X3X4 4 - x 3 ( +  
+  X3X4 +  x 3 4- x 4 ( +  
X2X3 +  X 2 X 4 4 - x 3 ( +  
X2X3 +  X2X4 4 - x 4 ( +  
+  X2X4 4" * 2  +  x 3 ( +  
4■ X2 X4 4- X2 4- X4 ( 4-
► Orbit Size 24
/
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* 1  +  * 2 * 3  +  * 2  +  * 3 * 4 ( + l ) * 1  +  * 2 * 3  +  * 2 * 4  +  * 3 ( + l )
X l +  * 2 * 3  +  * 2 * 4  +  * 4 ( + l ) X i +  X 2X3 4- * 3 * 4  +  * 4 ( + l )
X i +  X2 X4 +  x 2 4 - x 3 x 4 ( + l ) X i +  x 2 x 4 +  x 3 x 4 4- x 3 ( + l )
* 1 * 2  4* * 1  4" * 2 * 3  4 - X4 ( + l ) * 1 * 2  +  * 1  +  * 2 * 4  +  * s ( + l )
* 1 * 2  4- * 1 * 3  4- * 2  4- *4(4-1) * 1 * 2  +  * 1 * 3  +  * 3  +  * 4 ( + l )
* 1 * 2  4- * 1 * 4  + * 2  4- * 3 ( + l ) X iX 2 +  x xx 4 +  X3 +  x 4 ( + l )
X 1 X2 +  £ 2 * 3  +  * 3  +  * 4 ( + l ) X iX 2 +  * 2 * 4  +  * 3  +  * 4 ( + l )
* 1 * 3  +  * 1  +  * 2  +  * 3 * 4 ( + l ) * 1 * 3  +  * 1  +  * 2 * 3  +  * 4 ( + l )
* 1 * 3  +  X XX4 +  X 2 +  * 3 ( + l ) * l X 3 +  X iX 4 +  X2 +  * 4 ( + l )
X 1 X3  +  X2 +  * 3 * 4  +  * 4 ( + l ) * 1 * 3  +  * 2 * 3  +  * 2  +  * 4 ( + l )
* l X 4 +  X l +  x 2 +  * 3 * 4 ( + l ) * l X 4 +  X l +  X2 X4 4- * 3 ( + l )
* 1 * 4 +  * 2  +  * 3 * 4  +  * s ( + l ) * l X 4 +  X2X4 +  X2 +  * 3 ( + l )
* 1  +  * 2 * 3  +  * 2  +  * 3 * 4  +  * 3 ( + l ) X l 4- * 2 * 3  +  * 2 * 4  +  * 2  +  * 3 +  1
X i +  X 2 X 3  4- * 2 * 4  +  * 2  +  * 4 ( + l ) X i 4- * 2 * 3  +  * 3 * 4  +  * 3  +  * 4 + 1
* 1  +  * 2 * 4  +  * 2  +  * 3 * 4  +  * 4  ( “h i ) X i 4" * 2 * 4  +  * 3 * 4  +  * 3  +  * 4 +  1
x i x 2 +  X i 4- x 2 x 3 4- X2  +  x 4 ( 4- 1) * 1 * 2  +  * 1  +  * 2 * 4  +  * 2  +  * 3 +  1
X 1 X2 +  X iX 3 4- X i  +  * 2  +  * 4 ( + l ) X 1 X2 +  * 1 * 3  +  * 1  +  * 3  +  * 4 +  1
* 1 * 2  +  * 1 * 4  +  * 1  +  * 2  +  * 3 ( + l ) X 1 X2 +  * 1 * 4  +  *1  +  * 3 +  * 4 + 1
X iX 2 +  X2 X3 4- * 2  +  * 3  +  * 4 ( + l ) X 1 X2 +  * 2 * 4  +  * 2  +  * 3  +  * 4 +  1
* 1 * 3 +  * 1  +  * 2  +  * 3 * 4  +  * 3 ( + l ) X 1 X3  +  X i +  X2X3 +  X3 +  X4 +  1
* 1 * 3 +  * 1 * 4  +  * 1  +  * 2  +  * 3 ( + l ) X iX 3 4- * 1 * 4  +  X i +  * 2  +  * 4 +  1
* l X 3 +  X2 +  * 3 * 4  +  * 3  +  * 4 ( + l ) * i  x 3 4 - * 2 * 3  +  * 2  +  * 3  +  * 4 +  1
* 1 * 4 +  * 1  +  * 2  +  * 3 * 4  +  * 4  ( “h 1) X iX 4 +  X l +  x2*4 +  * 3  +  * 4 +  1
X iX 4 +  X2 +  X3 X4 +  X3 +  X4 ( + l ) * 1 * 4 +  * 2 * 4  +  * 2  +  * 3  +  * 4 +  1




no reflections about axes) is used to produce orbits. All orbits remain the same 
except the 24 element one, which splits into two halves, the mirror images of each 
other. These halves consist of the 12 functions which have a 1 in their polynomial 
form, and those th a t do not. These are the only solutions which cannot be 
superimposed (after a suitable rotation) on their complementary solutions.
2.7 Generalised Uncorrelated Functions
In our original formulation of the problem, we considered placing identical unit 
masses a t the vertices of a  n-dimensional hypercube. These solutions do not 
form a vector space over Z2, however, as when two such solutions are “added” 
together, the masses will be computed modulo 2, thus probably destroying the 
hypercube’s balance.
Let us define a generalised uncorrelated function as a map /  : Z£ —► K , which 
satisfies
5 3  / t e )  “  1 3  =  0 V* : 1 <  « <  n, (2.8)
2?Ja?, =  l X\xi=0
where the sums are computed over K  which is an an arbitrary field of charac­
teristic zero.
The reason th a t we restrict K  to fields of zero characteristic is to remove the 
phenomenon of masses “disappearing” when added over K  which would other­
wise prevent the set of generalised uncorrelated functions in ZJ —► K  forming 
a vector space. However, when K  has characteristic zero the generalised un­




When K  is a field of zero characteristic, the generalised uncorrelated functions 
form a vector space over K  of dimension 2n — n.
Proof
Let f , g :  ZJ —► K  be generalised uncorrelated functions, and A,n eK, then 
^ 2  A / +  /i<? =  A ^ 2  f  + V 5 Z  9
x]li = l  £j*j = l  * |* i= l
=  A ^  /  +  /i <7= A / +  /i<7,
x | x i = 0  £ | x . = 0  r j * , = 0
so the generalised uncorrelated functions form a vector space over K .
Let 6  : (Z£ — K ) — K n be defined by
«(/) = ( E /(*>- E /(s)  E /(a)- E /(£))• <2-9>
* 1 * 1  =  1 * 1 * 1 = 0  * | * «  =  1 *1 * 1 . = 0
It is obvious from the definition that 6  satisfies 6 ( f  4- g) =  0 ( /)  +  0(<7)> and 
0(A/) =  A0( f) .  So 0 is a linear transformation acting on a finite dimensional 
vector space. The generalised uncorrelated functions are the kernel of 0 and its 
image will be the whole of K " . To prove this, consider finding an / '  such that 
0 ( / ' )  =  ( a i , . . . ,  a n) for arbitrary a i , . . . ,  a ncK. Define
/ ' ( * ) = E f £ f .  (2 1 °)
3 = 1
then the i-th  component of O(f') will be
E /'(*)- E /'(*) = E E f£- E Epf
xjXi — 0 *l*i = l j  = l  * 1 * 1 = 0  i  = l
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= E < E P  + F^ r)- E ( E p>= E jSr
£ |* i= l z]xi=0 j = l j # t  x}xi=l
(2.11)
Therefore 0 ( / ;) =  (a ri,. . . ,  a „ )  and the image of 6  is the whole of K n . Using 
the “rank-nullity” equation, see [16] for example, we can find the dimension of 
the vector space of generalised uncorrelated functions.
dimension (Kernel 6 ) +  dimension (Image 6 ) =  dimension (Z£ —► K ) (2.12)
The dimension of the space of functions from Z£ —<► K  is simply 2" because 
each such function can be expressed in algebraic normal form as a sum of 2n 
monomials over K . Therefore,
dimension (Kernel 9) +  n =  2n . (2.13)
Thus the subspace of generalised uncorrelated functions has dimension 2n — n.
2.8 Finding a Basis for th e G eneralised U ncor­
related Functions
We know th a t the generalised uncorrelated functions form a vector space over 
K  of dimension 2” — n. We now present an algorithm for explicity calculating 
a basis for this vector space.
Recall th a t a generalised uncorrelated function /  : Z£ —► K  satisfies 
^ 2  /(« ) -  f t 2-) =  0 V i: 1 < « < n.
X jxj=l Xjx*=0
For 0 <  * <  2n — 1 we write y, for f ( x )  where x  is the binary representation 
of i. Now we can restate the problem of finding a basis for the generalised
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uncorrelated functions as the problem of finding a basis for the solution space of 
n simultaneous equations in 2" unknowns. We seek the vector space consisting 
of all vectors of the form (yo,. . . ,  y2» - i )  satisfying A „y =  0n where
A„ =
1 1 - 1 - 1  
- 1 - 1  1 1
1 - 1  - 1




- 1  - 1
- 1  - 1












The m atrix A„ has n rows and 2n columns. Each row consists of alternating 
sequences of l ’s and — l ’s, starting with a sequence of l ’s. The length of the 
sequences in a particular row is constant, and is half the length in the previous 
row, decreasing from 2” -1 for row 1 to  1 for row n. The column vector 0n is 
the n x 1 m atrix with all entries zero.
We know th a t the solution space has dimension 2n —n, so any n linearly indepen­
dent y,-’s must be expressible in terms of the remaining 2n —n. Picking a  linearly 
independent n-subset is easy, as we can exploit the geometrical representation 
in terms of hypercubes. The variables y i , y2, y4, . . . ,  y2»-» represent the masses 
a t n vertices which lie in m utually perpendicular planes, and so are certainly lin-
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early independent. Let X'n be m atrix A„ with columns 1 , 2 , 4 , ,  2n_1 deleted, 
and y1 be column vector y with rows 1 ,2 ,4 , .. .  ,2n_1 deleted. Re-arranging 
A n y  =  0n , we obtain
(
1 1 - 1
1 - 1  1





where matrix B n is defined by
\ /  N /  \
yi yi
y2 y2
y4 =  B„ y4
/  ^ y2—1 j  ^ y2—1 j
—1 if i + j  =  n +  1












 ^ 1/2—1 /  \  y2 *- i  y
Now we m ust calculate the inverse of matrix B „. Let the top row of B " 1 be 
(ci, C2, .. •, Cn). By multiplying this row by each column of B n in turn, we obtain 
the top row of the n x n identity matrix. Thus we deduce n equations in the n 
unknowns Ci,C2, . . . , cn. When solved these give c,- =  for 0 <  * <  n — 1,
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and cn =  2 (n—b) • Repealing this procedure for each row, we deduce th a t
( 1 1 1 3 —n
n —2 n —2 n —2 * n —2
1 1 1 1
n —2 n —2 n —2 • n —2
1 1 3—n 1
•
1 3—n 1 1
n —2 n —2 n —2 n —2
3—n 1 1 1
n —2 n —2 n —2 n —2 )
(2.17)
When (2.16) is multiplied out, it expresses y i ,2/2»y4*-” iJ/2—1 as linear com­
binations of yo,y3,y5, - - - ,y 2* - i ,  the remaining y,s. For * =  1 ,2 ,4 , . . .  ,2 n_1, 
let
~  (2.18)yi — 53 
v i t y
Therefore we can deduce: 
T h e o re m  2.2
The 2n — n vectors
( 1, * 1 ,0 , *2,0, o , *4 ,0 , * 2 " - 1,0 , . .  0 )
( o , * 1 ,3 , * 2 ,3 , 1, *4 ,3 , . .  * 2 * ~ 1,3 , . .  0 )
( o , * 1 ,5 , * 2 ,5 , o , * 4 ,5 , . .  * 2 » -» ,5 , . .  0 )
( 0 , * 1 ,2 "  —1, * 2 ,2 * - 1 , o , *4,2* —1, . .  * 2 » - 1,2» —1, . .  1 )
form a basis for the vector space of generalised uncorrelated functions over K .
Note th a t the basis is just the rows of the (2” — n) x (2n — n) identity matrix 
with n additional columns inserted. If we number our columns from zero, then 
these additional columns appear a t positions 1 ,2 ,4 ,8 , . . . ,  2n_1. The entries in
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the column at position i consist of the coefficients of y, when expressed in terms 
of our basis vectors.
The proof is largely contained in the preceeding derivations, bu t we should note
lower dimension than 2n — n for the space of generalised uncorrelated functions, 
a  contradiction. Therefore these 2n — n vectors m ust generate the space.
The above basis derivation is far simpler to use than its appearance suggests. 
It is illustrated here with the case n =  3.
Our matrix equation for n =  3 is
th a t if any of the rows were linearly dependent on the others, we could obtain a
0
( 1 1 1 1 —1 —1 —1 —1
\  Vi 0
0
1 1 - 1 - 1  1 1 - 1 - 1 (2.19)
0
\  1 - 1  1 - 1  1 - 1  1 - 1
0
0
\ y ?  /  \ o  J
Now we select y i,y 2,y4 as our linearly independent vectors,
 ^ —1 0 0 1 1 ^
- 1 0  1 0  1 







So we have expressed y i , t/2 and t/4 in terms of our basis vectors. Now we insert 
these 3 rows as column vectors into the 5 x 5  identity m atrix, in positions 1, 2 
and 4 to  obtain the m atrix
/  \1 - 1 - 1 0 - 1 0 0 0
0 0 0 1 1 0 0 0
0 0 1 0 0 1 0 0
0 1 0 0 1 0 1 0
0 1 1 0 1 0 0 1
The 5 basis vectors are the simply the rows of this matrix.
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Figure 2.3: The 18 uncorrelated cubes
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C hapter 3
C om putationally  
Equivalent Functions and  
the DES
3.1 Introduction
Consider two functions f ( x , y , z )  =  xy  +  z and g (x ,y , z )  =  x  +  yz.  The idea 
of computationally equivalent functions is motivated by the observation th a t /  
and g can be computed by the same hardware implementation. Given a box 
which computes / (x ,y ,  z), we can use it to  also compute g(x ,y,  z).
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x y z y z x
/(* .! / ,* )  y(*>y>z)
This works because g(x,y,  z) — f (n ( x ,  y, z)) where tc is a  perm utation of the 
input bits. If g{x , y, z ) can be computed from / (x ,y ,  z ) in this way, /  and g are 
equivalent in some sense. This equivalence is not particularly useful, however, 
since only a few functions will be comparable. A more realistic definition allows 
the complementing of input bits, as well as their permutation.
By defining a group of permutations and complements we consider partition­
ing the polynomials of functions into equivalence classes. We derive results 
concerning the sizes of the classes and the probability of two functions being 
computationally equivalent. Exploiting the factorisation of the group we de­
velop an algorithm for determining whether two functions are computationally 
equivalent, far faster than the brute force approach.
We then turn our attention to the D ata Encryption Standard and use our algo­
rithm  to search for subtle relationships within the S-boxes. We also analyse the 
S-boxes for uncorrelation properties discussed in Chapter 2 and draw attention 
to an anomaly in one of the permutations used in the DES algorithm.
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Xi +  1 if * €  /
Xi otherwise.
3.2 D efinitions
For 1 <  t <  n, define the *-th component of Aj : ZJ —► Z" by
A /( x i , . . . ,x n)f =  i
So A/ simply complements those inputs specified in the set I. 
Let A =  {A/|7 C [1 , . . . ,  n]}.
Let f , g  : Z£ -+ Z2, then g ~  /  if and only if
g(xi  , . . . , x n) = / (  A(tt(xi , . . . ,  x„))),
where ir is a permutation of the n input bits, and A €  A.
3.3 T he group o f perm utations and com ple­
m ents
Theorem  3.1
Let Pn =  {7r o A/|tt G 5„, /  C [1 ...  n]}, where Sn denotes the symmetric group 
on n objects, then Pn is a group.
Here ( x i , . . . ,  x n){ir o A/) is defined to be A /(ir(x i,. . . ,  xn)) so o simply denotes 
function composition. We write the elements of Pn on the right-hand side of 
their arguments because we want (tt o A/)(p o Aj )  to  mean the application of 
(ir o A/) followed by the application of (p o Aj) and it is more convenient to
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associate starting a t the left-hand side. In other words,
( * i , . . .  o A / ) (p  o Xj )  =  ((* 1, . . . ,  x n )(ic o A / ) ) ( p  o Aj )
Proof
The identity of Pn is i o A|, where i is the identity permutation.
For tt o A/, p o Xj e  Pn,
( x i , . . . ,  x n )(7T o A / ) (p  o Xj)  =  A / ( x t ( 1 ) , . . . ,  x „ (n))p  o Aj
=  ^j(^p(I)(x p(*(l)) • • ' Zp(»(n)))) =  ^J+p(I)(Xp(*( 1))> • * '» x p(*(n)))
=  (Xl ,  . . . , X„)(7T O p)  O AJ+p(I) ,
so Pn is closed under composition. The expression J  -f p(7) refers to  exclusive 
set union, th a t is, (J  U p(J)) — ( J  n  p (/)) .
( x i ,  . . . , Xn )(7T O A/)(7T_1 A » - i ( / ) )  =  A / ( x t( i ), . . . , X ^ n ) ) ^ - 1  O A * - i (/ )
~  ^ir_1(/)^x~1(/)(*l > • • •» ^n) =  (®1> • • • i *n)'
Thus, (ir o A/)-1 =  x ” 1 o AT-i(/), so inverses are present.
Each element of Pn consists of a permutation of the n input bits, and a  member 
of A, which will complement some selection of the bits. In fact the group Pn is 
a  wreath product. For more details on wreath products see [8].
We can now easily demonstrate th a t ~  defined in the previous section is in fact 
an equivalence relation. We have
/ ( A 0( i ( x i , . . . , x n )) )  =  f ( x  i , . . . , x n ),
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therefore f  ~  f .
If =  / (A /(» ( * ! , . . .  ,*„)))
then / ( a ? i , . . . ,x n) =  ^(AT-i(/)(7T_1( x i , . . . , x n ))),
so f  ~  g implies th a t g ~  / ,  and similarly /  ~  g,g  ~  h implies that /  ~  h since 
groups are closed under composition.
3.4 Classification o f Z£ —* Z2 under th e A ction
o f Pn
Representing functions from Z£ —* Z2 as polynomials in n variables over Z 2 as 
before, we can divide the 22* functions into disjoint equivalence classes under 
the equivalence relation These are classes of computationally equivalent 
functions.
In order to  calculate the equivalence classes for each n, we use the group theoretic 
program CAYLEY [3], By generating the group Pn and allowing it to  act on 
the polynomials representing each function, we can compute the orbits of the 
polynomials. These orbits will consist of computationally equivalent functions.
The algorithm has the following form:
Step 0: X is the set of all polynomials.
Step 1 : Select x in X.
Step 2: Compute the orbit of x under P„.
Step 3: Delete this orbit from X, X =  X - x Pn .
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The CAYLEY code for this algorithm can be found in Appendix A.
When n =  1, there are 22* =  4 polynomials which split into 3 equivalence
classes: {0}, {1}, and {x i,x i +  l}.




{x i,x 2,x i +  l ,x 2 +  1}
{±1 + X 2 , X \  +  X2 +  1}
{x1x2,x 1x2 +  X1,X1X2 +  X2,X!X2 +  Xi +  x2}
{x ix2 +  1, XiX2 +  Xi +  1, XiX2 +  x2 -f 1, *1*2 +  Xi +  x2 +  1}.
When n =  3, there are 22’ =  256 polynomials which spht into 22 equivalence 
classes listed in Table 3.1. Only one representative of each equivalence class is 
given, together with the size of the class.
The distributions of class sizes for the 65536 polynomials when n =  4 are given 
in Table 3.2.
3.5 Som e R esults Concerning Orbit Sizes
The stabiliser, s tab ( f ), of a polynomial /  is defined by
s tab(f )  = {p 6  Pn \ fp  =  /} • (3.1)
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In other words, it is the set of all maps which leave /  fixed. In fact s tab(f )  is a 
subgroup of Pn , as can be trivially checked.
By the Orbit-Stabiliser Theorem (see [23] for details) we have
* ( ^ 7 ) )  = *°rhitW-
Ftom (3.2) we deduce that
#or6i<(/) x # s< a6(/) =  n!2n , 
and therefore all orbit sizes divide n!2".
Theorem 3.2
For all n >  1, there are precisely 2 orbits of size 1, namely {0}, {1}.
Proof
The polynomials 0, 1 are certainly mapped to themselves by all elements of Pn . 
We must prove th a t no other polynomials are invariant under Pn .
Let /  be a function from Z£ —'► Z2, such th a t /  is not identically equal to  0 
or 1. Pick a variable x* occurring in / ,  and consider / ' ,  the function obtained 
from /  by replacing x* by x* +  1. This function is certainly in / ’s orbit, and
Q f
it is not equal to /  since /  =  / '  implies ——  =  0, contradicting the fact th a t /
d x k
depends on x*. Therefore, /  is not invariant under Pn .
Theorem  3.3




( E L ,  i +  E L i * . } .
Proof
It is easily checked that the polynomials 5Z?=i x* an^ 1 +  ^ " = i  x* are mapped 
to themselves, or each other, by all elements of Pn . Let /  be a polynomial in 
an orbit of size 2. Pick a variable x* occurring in / .  Now, as in the proof 
of Theorem 3.2, consider f  formed by complementing x* in / .  These two 
polynomials /  and / '  are not equal, so must be the two members of the orbit.
We know th a t /  and f  must contain all variables x,-, for 1 <  i < n since if a 
variable were absent, x/ say, we could pick an element o f Pn which mapped x* 
to  x/, thereby generating a member of the orbit of /  which was not equal to /  
or / ' .
If n =  1 then the result holds trivially, otherwise pick an arbitrary variable x m
and let / "  be formed from /  by complementing xm. Now / '  and f "  are both
not equal to / ,  therefore they must be equal to each other. So, /  — / '  =  /  — 
d f  d f
th a t is, ——  =  —— . The right-hand side does not contain xm, so no terms 
d x k d xm
containing x* and xm can be present in / .  However, xm was arbitrarily chosen, 
therefore the variables can only occur as terms of weight 1. Since all variables 
are known to be present we have /  =  £,• and f  =  1 +  J3”=i x«» or v*ce
versa.
Theorem  3.4
For k =  0 , . . . , n there is at least one orbit of size (”)2* for each n >  1.
Proof
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Consider the orbit of x\  . . .  Each term  in the orbit will consist of k variables 
chosen from a possible n, with none, some, or all variables then complemented. 
The to tal number is
£(;) ©-(;>*
Similarly, by considering the orbit of x i +  . . .  +  £*, we obtain: for k =  0 , . . . ,  n
there is a t least one orbit of size 2 .
3.6 Calculation o f the probability o f two poly­
nomials being com putationally equivalent
If the 22" polynomials have been partitioned into orbits under Pn , then we can 
derive an exact value for the probability th a t two randomly chosen polynomials, 
/  and g say, lie in the same orbit.
Suppose th a t there are t orbits of sizes o\ , . . . ,  Ot respectively, where
^ o , = 2 2\  (3.5)
*=i
Then the probability that /  and g both lie in the k-th orbit is
Ok
22»
So the probability that they lie in the same orbit is
e [JM2= 2-2'+,£ *  <3-6>k=l fc=l
For n =  1,2,3,4 the orbits have been computed so we can calculate the proba­
bilities precisely. They are given in Table 3.3.
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The maximum size possible for an orbit is n!2n , therefore
(3.7)
This gives us an upper bound on the probability th a t /  and g lie in the same 
orbit:
3.7 T he D ecision Problem  for C om putationally  
Equivalent Functions
3.7.1 Finding an Invariant Property Under Permutation
Given a pair of functions / ,  g : Z£ —► Z2 we would like an algorithm to  determine 
whether /  ~  <7, that is, do they lie in the same orbit under the action of Pn . 
The brute force solution is to consider /  under the action of each p G Pn , and 
see whether g is produced. This has time complexity n!2” , so is only practical 
for small n. We can do better by utilising the factorisation of Pn into two 
components, and finding a property which is invariant under just one of the 
components.
If /  and g are computationally equivalent then f(ir  o A/) =  g for some ir G 
Pn ,A/ G A. Therefore, f ir  =  fl^Aj1) =  gA/. Now consider /  and g written 
out as polynomials in n variables over Z 2. By the shape of the polynomial 
we simply mean the number of terms of each weight present. This property 
is invariant under a permutation of the variables. Therefore f ir  and /  have 
the same shape, so rather than try  all of the n!2n possibilities for p G Pn ,
P [ /  and g lie in same orbit] <  g, . (3.8)
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we need only try those of the form x o A/, where g \ j  is the same shape as 
/ .  There are only 2n possibilities for A/, so the time complexity is reduced to 
(2n +  (Expected number of shape matches x n!)). We will now show th a t the 
probability of two polynomials having the same shape is small.
3.7.2 The Shape of a Polynomial
Polynomials representing functions from Z£ —► Z2 naturally form a vector space
write each polynomial as a sum of monomials in this basis. The basis consists 
of one term  of weight 0, n terms of weight 1, and, in general, (” ) terms of 
weight w (0 < w < n). We can formally define the shape of a polynomial to 
be sequence <  sq , s i , . . . ,  sn > where s,- denotes the number of basis terms of 
weight * present in the polynomial.
Each Si can range from 0 to (”) independently, so we immediately obtain an 
expression for the number of possible shapes for a polynomial in n variables:
must calculate the probability distribution of the shape sequence. The proba­
bility th a t a function has sw =  Jfc, that is, precisely k terms of weight w is
over Z2. Picking the basis {1, x \ , . . . ,  x n , x iX 2 , .. •, x„_i xn , x „ }  we can
In order to find the probability of two polynomials having the same shape, we
(3.9)
Since, of the 2(») subsets of the (” ) terms of weight w , precisely 
have k terms.
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So the probability that two polynomials will have the same number of terms of






=  ^  «l>ere N  =  ( " ) .  (3.10)
Therefore, given two shapes s = <  so , . . . ,  sn > and / = <  t o , . . . , t n >,  the prob­
ability th a t the shapes are identical is simply the product of the probabilities 
of them  agreeing at each element, namely
n (2 N
P[s =  t] =  n  Where N  =  ( ” )
t u = 0
~  2z : * A ' . )  ~  22"+i • ( 3 U )
In order to see the magnitude of this quantity we can use Stirling’s approxima­
tion for n! to obtain
n  n  - 2 I I  / ~ r r  -  „ r -^ r  < ^  „+i n- i '
»=o V n » = o v ^ L )  v
(3.12)
Let us say th a t two shapes are compatible if their last non-zero terms are equal 
in position and value (or if they both have no non-zero terms). In other words, 
s =  <  sQ, . . . ,  sn >  and t = < t 0, . . . ,  t n >  are compatible if s/ =  tj > 0 and 
sm =  tm = 0 ,  Vm : / <  m <  n for some / >  0 (or if s and t are both sequences of 
zeros). Now observe that a map of the form A/  acting on a polynomial does not 
affect the last non-zero term, and the subsequent zero terms, of the polynomial’s 
shape. Therefore, if we are trying to decide if f  ~  g, and their shapes are not 
compatible, then they cannot be computationally equivalent.
W hat is the probability th a t two shapes are compatible? Let pi be the proba­
bility that s and t are compatible and their last non-zero term  is in position /.
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Then the probability that s and t are compatible is clearly
n i  n
P (s and t are sequences of zeros) +  ^ ^ p i  =  r^r+ r +  (3.13)0 2 "
1—0 1=0
Therefore,
pi = P[si = t i >  0]. j j  P[s;- =  tj  -  0]
j=/+i
\ ( ' ) J  TT 1n22(") ' j i i ,  2j 0 )  
1( * ' ) \
u n y (3.14)
From the definition, it is clear that po <  Pi <  • • • <  P n - i  <  Pn  and
(2n) -  1 1 1 
P n - i  =  no9»— To »  7—= by Stirling’s approximation.2 2 4y7r n
The presence of the second factor in the expression for p/, when / <  n, means 
th a t the p i’s rapidly tend to zero as n increases. So JZp/ is dominated by 
the term  pn — This corresponds to the simplest way two shapes can be 
compatible -  by both having a term of weight n.
3.7.3 The Time Complexity of the New Algorithm
We can now estimate the expected number of shape matches in the algorithm. 
Given /  and g  we compute the 2n polynomials g \ j  and look for shape matches. 
If the shapes of /  and g  are not compatible, then there will not be a match, 
whereas if they are, then we increase the probability of a match by approximately 
2” . The 2n polynomials are not an independent sample, indeed some of them
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may be the same, so the factor is not precisely 2n , but certainly bounded above 
by 2n . The expected number of shape matches is not greater than
..M§)
-  2
4 '  22“+1
So we have reduced the average running time from n!2” to approximately
n!2n-2
I E - V * ©
We know th a t > 2%~2 and n ^ = o  O  >  n -> therefore
n!2n-2 /------
Time complexity f a ---------p -  =  < v n !2 n . (3.15)
3.8 Other invariant properties o f functions un­
der Pn
Several properties of binary functions previously studied are invariant under the 
action of Pn on their polynomials as well as uncorrelatedness.
Theorem  3.5
If / ,  g : Z£ —*• 2»2 and /  ~  g then
J2 = 12 9(-)-
x_ G Z-j £  G Zjj
Proof
r  = 12 /( (^7r(^ ))) f°r some  ^€ A, 7T G sn
X  G  Z £  X  e  Z £
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x  e Z£ x e Z£
since ir(x) and A(x) will also range over Z£ .
= E /(*(*)) = E /fe)>
-n C 7 ,n -J. c  7 n
Corollary
Only a balanced function can be equivalent under Pn with its complement.
Theorem  3.6
If / ,  g : Z5 —1► Z2 and /  ~  g and /  satisfies the Strict Avalanche Criterion (SAC) 
then g satisfies the SAC.
Proof
Recall from Chapter 1 th a t a function satisfies the SAC if, and only if, all its 
partial derivatives are balanced.
Let g = f ir  o A for some 7r o A G Pn ,
So g also satisfies the SAC. Similarly, if /  satisfies the SAC of order m, then so 
does g.
’»





3.9 A pplication of Equivalence T esting A lgo­
rithm  to th e DES S-boxes
At the heart of the Data Encryption Standard (DES) are the eight S-boxes. The 
S-boxes provide the only non-linear operation of the DES cipher and are thus 
essentially the only part of cryptologic importance. The S-boxes have naturally 
been the subject of much investigation, see for example [2] and [19].
Each S-box returns a 4-bit block when given a 6-bit block as input. The S- 
boxes can be written as 4 x 16 size tables where each row is a perm utation of 
the numbers 0 , . . . ,  15. Given a 6-bit block bt b3b3b4brb6, the outermost bits, 
6X and 66, determine a row, and the innermost bits determine a column. The
4-bit number thus specified is returned. For further details, and a discussion of 
the DES cipher, see [5]. Here we are only concerned with the functions making 
up the S-boxes.
By considering each row separately, we may regard an S-box as a collection of 
four functions from 7*\ —i► If we now take each output bit as an independent 
function, then the eight S-boxes yield 128 functions from 7*\ —i► Z2. All these 
128 functions are balanced; that is, they take the values 0 and 1 equally often. 
This follows immediately from each row of an S-box consisting of the numbers 
0 , . . . ,  15. Let us refer to these 128 functions as the S-box functions in the 
following sections.
These 128 functions are not all different. Let us call two identical functions 
a pair of identical twins, and two functions which are the binary complement 
of each other, fraternal twins. There are 10 pairs of identical twins, 9 pairs of
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fraternal twins, and three sets of triplets, each consisting of a pair of identical 
twins and a fraternal sibling.
Each row of Table 3.5 specifies the positions of the identical twins and gives 
the function as a 16-bit string. This string is simply a listing of the function’s 
output on the successive inputs 0000,0001,0010,..., 1111. The 4 output bits 
of the S-boxes have been numbered 1,2,3,4 for identification, bit 1 being the 
most significant (leftmost). Similarly for Table 3.6, with the function description 
being th a t of the first entry, and Table 3.7, where the third entry is the fraternal 
twin of the other two. Note that in [10] the rows of an S-box are numbered 
1, 2, 3, 4. However, since they are selected by bits b ^ b g  being respectively 
00,01,10,11, the numbering 0, 1, 2, 3 has been preferred as more logical.
The identical and fraternal twins occurring between rows of the same S-box are 
given in [10], but those occurring between rows in different S-boxes are not. 
Furthermore the identical twins bit 1 of row 0 and bit 2 of row 2 in S-box 7 
are omitted. The two members of each triplet occurring in the same S-box are 
given, but the fact they have a third sibling elsewhere is not mentioned. Clearly 
S-box 4 has an exceptionally high degree of structure, and in fact, as noted in 
[10], it is 75% redundant.
In an attem pt to discover more subtle relationships within the S-boxes, the 
equivalence testing algorithm was implemented in the computer algebra system 
REDUCE [9] and the group theoretic program CAYLEY [3] and run on the 
128 S-box functions and their complements (with duplicates removed). Each 
of the 206 remaining functions generated 16 derived functions corresponding 
to the 16 possibilities for input bit complementation. The 3296 derived func­
tions then each had their shapes calculated. The shapes were sorted, and each
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pair of derived functions with the same shape was tested for equivalence by 
applying the 24 possible permutations to  one, and comparing with the second. 
The result of this large computation (running time approximately 12 days) was 
disappointingly negative:
Theorem  3.7
There are no computationally equivalent functions among the 128 S-box func­
tions and their complements, apart from those which are equal (the twins and 
triplets).
This result does not of course rule out the possibility of further simple relation­
ships being discovered within the S-boxes, but such relationships would be more 
complex than straightforward computational equivalence.
3.10 Bias in th e S-box Functions
Another test applied to the 128 S-box functions was an analysis of how uncor­
related they were. The functions would be expected to show a high degree of 
uncorrelatedness. For each function the sums
I H z )  ~  H  for * =  2. 3,4
X , = l  X ; = 0
were computed. Let us refer to these values as the functions’ biases with respect 
to each input bit. If a function is uncorrelated with respect to X{ then it will have 
zero bias with respect to a:,-. The incidence of each bias is shown in Table 3.8. It 
follows from the definition th a t all biases must be even, and range from 0 to 8
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in the case of functions from Z\  —► Z2. A bias of 8 would imply th a t a function 
was of the form x ,(+ l)  so it is not surprising th a t no such bias occurred. More 
interestingly, no bias more than 2 was found. The only observable anomaly 
is more biases of 2 with respect to x2, but the difference is not significant. 
Obviously there is a strong tendency towards uncorrelatedness. We can also 
look at the distribution when the biases are grouped into fours, being the biases 
with respect to each input bit derived for a particular S-box function. There 
are 512 biases, 333 of which are 0. If they were distributed randomly among 
the 128 S-box functions we would expect a simple binomial distribution with 
param eters 4 and | | | .  Table 3.9 compares the predicted distribution with the 
actual numbers of S-box functions with respectively 0, 1, 2, 3, and 4 biases of 0. 
The missing 0.1 in the total of predicted frequencies is of course due to  rounding. 
There is a reasonable fit between the predicted and observed frequencies and 
nothing to  contradict the assumption that the biases are distributed randomly. 
There are only 2 functions which have no biases of 0, in other words they are 
not uncorrelated with respect to any of their input bits. Their locations are
S-box 5, row 0, bit 3 and S-box 5, row 3, bit 1 but apart from occurring in the 
same S-box there is nothing suspicious about them. There are also 15 functions 
with four biases of 0, in other words uncorrelated functions. This is a density of 
9.4% compared to a density of only 1.7% among balanced functions in 7i\ —'► Z2, 
confirming that the S-box functions exhibit a strong degree of uncorrelatedness.
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3.11 A n O bservation Concerning th e Inputs to  
th e  S-boxes
During analysis of the DES algorithm an undesirable feature of the perm utation 
PC-2 was found. In the algorithm, a 32-bit block is expanded to a 48-bit block 
by cloning half its bits. This 48-bit block is then XORed with a 48-bit key 
derived from the original key, and the result passed to the S-boxes. Clearly, 
cloning bits increases the redundancy of the ciphertext and the key bits must 
remove any tendency for the cloned bits to  remain equal. The positions of 
the cloned bits appear in a regular pattern, and by computing the derived key, 
we can see which bits of the key are XORed with each pair of cloned bits per 
iteration. This approach was used in [6] where the consequences of holding 
certain input bits to the S-boxes constant were analysed. Ideally, each pair of 
cloned bits would be XORed with 2 different bits of the key on each iteration. 
Most pairs of cloned bits achieve, or almost achieve, this, but bits 5 & 7 and 
bits 11 k. 13 do not. For a full description of the key scheduling algorithm, and 
terminology see [5].
From Table 3.10, we can see that the key bit XORed with bit 7 on iteration i 
is XORed with bit 5 on iteration i +  1, for most iterations *. The same is true 
for bits 11 & 13. This bit feedback phenomenon will occur if the inverse under 
perm utation PC-2 of any ordered pair of the form
(5 +  6n mod 48,7 +  6n mod 48) or (6 +  6n mod 48,8 +  6n mod 48) 0 <  n < 7
consists of a pair (a,/?) such th a t the bit /? will be left-shifted to  bit a ,  th a t is, 
/? =  a  +  2, where addition is wraparound on each 24-bit half.
66
For a full perm utation on the 48 bits, this could happen for any of the 16 pairs 
specified above. In fact, this can only happen on 12, rather than 16 of the pairs, 
because perm utation PC-2 is not really a full perm utation on the 48 bits, but 
two permutations on 24 bits, the two halves being kept separate. Therefore, 
it is impossible for cloned bits which end up in different halves to  possess this 
property. Perm utation PC-2 is specified in Table 3.11 by listing the new location 
of each of the 48 bits. So the bit in position 1 gets sent to position 14, the bit in 
position 2 gets sent to position 17 etc. It can be seen that the only two instances 
are PC-2(1,3)=(5,7) and PC-2(21,23)=(11,13).
We now calculate the probability of this feature of PC-2 having arisen by chance. 
Let M be the number of pairs in a 24 bit permutation with this property. Each 
pair has has a probability of ^  of having an inverse of the required form, 
so under the approximate assumption th a t the pairs map independently, the 
distribution of M will be a binomial distribution with parameters 6 ,^j or ap­
proximately Poisson with parameter i .  We observe two realisations of M, with 
values 0 and 2. The standard hypothesis test th a t these are drawn from a 
Poisson(^) would assess 0+2 against the Poisson(^) distribution. A simple cal­
culation yields V [ X  >  2] =  0.09, so the results are not significant occurring 
with a probability of approximately 9%. If anything, the lack of independence 
between the pairs will increase this probability.
Therefore, this feature of permutation PC-2 could, and almost certainly did, 
arise by chance, but it is surprising that the designers of DES did not select a 
perm utation without this property. The result is that bits 5 & 7 and bits 11 & 
13 are only XORed with a total of 18 bits of key, rather than the maximum 32. 
Of course, the permutation of the outputs of the S-boxes stops this effect from
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being local, and bits 5 & 7 and 11 & 13 still depend on all the key bits when 
the cipher is considered as a  whole.
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xi + x2 6
*i +  *2*3 24
X i + X 2  +  X i X 2 12
x\  +  x 2 +  x3 2
X1X3 +  X2X3 12
x\  +  x ix 2 -f X2X3 +  X1X3 24
xi +  X2X3 +  X1X2X3 24
XiX3 +  x 2x3 +  X1X2X3 24
x ix 2 +  x 2x3 +  X1X3 8
x i x 2 +  x ix 3 +  X2X3 +  x i x 2x3 8
xi +  x 2x3 +  x 1x2 24
xi +  X1X2 +  X1X3 +  X2X3 4
x\  + x 2 + X1X2X3 24
* 1  +  * 2  +  ® 3  +  * 1 * 3  +  £ 1* 2X 3  8
X \  + 2  + * 3  +  * 2 ® 3  +  X 1 X3  12
X\ +  * 2  +  *3 + X\X2 +  X 1 X 3  +  X 2 X 3  4
X l  +  X 2 +  X 3  + X 1 X 2  +  X 1 X3  +  X 2 X3  +  X 1 X 2 X 3  8
Table 3.1: Equivalence classes when n =  3
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Table 3.2: Distribution of equivalency class sizes when n =  4







Table 3.3: The probabilities that two polynomials lie in the same orbit
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Row 0 1 2 3 4 5
Columns 
6 7 8 9 10 11 12 13 14 15
0 14 4 13 1 2 15 11 8 3 10 6 12 5 9 0 7
1 0 15 7 4 14 2 13 1 10 6 12 11 9 5 3 8
2 4 1 14 8 13 6 2 11 15 12 9 7 3 10 5 0
3 15 12 8 2 4 9 1 7 5 11 3 14 10 0 6 13
Table 3.4: S-box 1
S-box Row Bit Function S-box Row Bit
1 0 2 1110010000111001 5 1 3
2 0 2 1001100101011010 7 0 2
2 1 1 0100101110010110 3 1 3
2 1 4 1101100000100111 3 1 4
3 2 4 1001011011001001 5 3 3
4 0 2 1110010000010111 4 1 1
4 0 3 1011010101001001 4 1 4
4 2 2 0100101110011001 4 3 1
4 2 3 1100011010110100 4 3 4
6 3 4 0100111010110001 8 0 3
7 0 3 0111100010010110 8 1 1
7 0 1 0101101101100100 7 2 2
7 2 3 0010011111100001 8 3 1
Table 3.5: Locations and descriptions of identical twins
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S-box Row Bit Function S-box Row Bit
2 0 1 1011010010011001 6 1 4
2 1 2 0111100110001001 2 3 2
2 2 1 0101101001101001 7 1 1
4 0 1 0110001100101101 4 1 2
4 0 4 1101001010011001 4 1 3
4 2 1 1010110110010010 4 3 2
4 2 4 0010011111101000 4 3 3
7 0 4 0100100110111001 7 2 4
8 0 2 1001110000011011 8 1 2
Table 3.6: Locations and descriptions of fraternal twins
S-box Row Bit S-box Row Bit S-box Row Bit Function
2 1 4 3 1 4 3 0 4 1101100000100111
7 0 3 8 1 1 8 0 4 0111100010010110
7 2 3 8 3 1 8 2 4 1101100000011110
Table 3.7: Locations and descriptions of triplets
Xi X2 *3 x4
Incidence of a bias of 0 90 69 89 85
Incidence of a bias of 2 38 59 39 43
Table 3.8: Incidences of biases with respect to  input bits
0 1 2 3 4 Total
Predicted frequency 1.9 14.2 39.7 49.2 22.9 127.9
Observed frequency 2 5 50 56 15 128
Table 3.9: Frequency of 0,1,2,3, and 4 biases of 0 per S-box function
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Iteration 5 7 11 13
1 49 33 19 3
2 41 25 11 60
3 25 9 60 44
4 9 58 44 57
5 58 42 57 41
6 42 26 41 25
7 26 10 25 9
8 10 59 9 58
9 2 51 1 50
10 51 35 50 34
11 35 19 34 18
12 19 3 18 2
13 3 52 2 51
14 52 36 51 35
15 36 49 35 19
16 57 41 27 11
Table 3.10: Key bits XORed with cloned bits 5 & 7 and 11 & 13
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14 17 11 24 1 5
3 28 15 6 21 10
23 19 12 4 26 8
16 7 27 20 13 2
41 52 31 37 47 55
30 40 51 45 33 48
44 49 39 56 34 53
46 42 50 36 29 32
Table 3.11: Permutation PC-2
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C hapter 4
Iterated  Functions in  
M odular A rithm etic
4.1 Introduction
The iteration of simple functions can rapidly produce chaotic behaviour in the 
fields of real and complex numbers. In this chapter we examine polynomial 
iteration in the integers modulo N  and examine the resulting structures. For 
each point c in the complex plane the map f c : C —*C is defined by f c(z ) =  z 2+c. 
The Mandelbrot Set is defined to be those points c G C for which the sequence 
c>/c(c)> /c (/c (c )) ,. . .  does not diverge. See [1] for further details.
By considering similar sequences in the integers modulo N,  and amending the 
concept of divergence, we obtain finite analogues of the Mandelbrot Set when N
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is the product of certain primes. We are immediately drawn to  the application 
of results concerning elliptic curves defined over finite fields. We only consider 
iteration by quadratic functions. Iteration by higher degree polynomial func­
tions remains an open area, the arithmetic of higher genus curves being more 
complex.
4.2 Definitions
Let Zjv be the ring of integers modulo N .  For fixed N  > 0, define f c : —► Z/v
by
f c(x) =  x 2 +  c mod N  for 0 <  c < N.  (4.1)
Define se to be the infinite sequence < / C(c), / c(/c (c )) ,. . .  , / " ( c ) , . . .  >  , where 
/ ” denotes n applications of / c. After at most N  iterations, the iterated map 
must repeat a previously encountered value, and the sequence will enter a recur­
ring loop. We define k to be the smallest k such that / £ (c) =  f lc(c) k > I > 1. 
Then we can write
Sc = <  M e ) ,  f?(c) .........f 1- 1 > - <  /2(c)......... / ‘ - ‘ (c) > “ , (4.2)
where denotes sequence concatenation, and < . . .  >°° denotes the sequence 
repeated ad infinitum. If / =  1 then we can write sc = <  / C(c) , . . . ,  / Cfc-1(c) >°° 
and say th a t sc is cyclic, with fundamental period (k — 1). If sc is cyclic for all 
0 <  c <  N  then we say th a t N  is perfectly cyclic.
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4.3 Prelim inary R esults
Theorem  4.1
If N  is perfectly cyclic and M  divides N , then M  is perfectly cyclic.
Proof
For all c, 0 <  c <  N,  there exists kc such that /* c(c) =  / C(c) mod N.  Therefore, 
f c c{c) =  / C(c) mod M , since M  divides N.  / C(c) must be the first repeated 
value, for if some other value was first repeated, then the loop could not contain 
/ C(c) mod M  -  a contradiction.
Theorem  4.2
2, 3, and 5 are perfectly cyclic.
Proof
Follows immediately from direct calculation.
4.4 Quadratic R esidues and N on—R esidues
For a full treatm ent see [11]. We write Z* for the group of units of the integers 
modulo p, where p is prime. An element x  6  Z* is a quadratic residue if 
x  =  y2 mod p for some y £  Z*, otherwise x  is a quadratic non-residue. The 
quadratic residues form a normal subgroup of index 2 in the multiplicative group 
Z*, and so we have the following rules of multiplication:
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•  Two quadratic residues multiplied together give a quadratic residue.
•  Two quadratic non-residues multiplied together give a quadratic residue.
•  A quadratic residue and a non-residue multiplied together give a quadratic 
non-residue.
The Legendre symbol of x  mod p , written (a? | p ), is defined for p odd as
Or |p) = <
1 if x  is a quadratic residue
— 1 if x  is a quadratic non-residue
for p prime, and x £  Z*.
For p odd, precisely half of the numbers in Z* are quadratic residues, namely 
l 2 mod p, 22 mod p , . . . ,  ((p — l) /2 )2 mod p.
4.5 D eterm ination o f Perfectly  Cyclic N um bers
T h eo rem  4.3
Let p be an odd prime. If there exists c(0 <  c <  p) such th a t —c and —2c 
are both quadratic non-residues mod p then sc is not cyclic, and hence p is not 
perfectly cyclic.
P ro o f
Consider the repeating loop in s c. Each value, v, in the loop must have a 
predecessor, pre(v), such that (pre(v)2 4- c) mod p =  v. For sc to  be cyclic, 
f c{c) =  (c2 -1- c) mod p must be present. There are only two possibilities for
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pre(c2 +  c), namely + c  and —c. If pre(c2 +  c) =  +c, then p re(+c) =  0 and 
pre(O) =  ±y/^c .  If pre(c2 +  c) =  —c, then pre( -c)  =  ±y /—2c. So if —c and —2c 
are both quadratic non-residues, the loop cannot contain / C(c). Hence, s c could 
not be cyclic.
Theorem 4.4
Let p be an odd prime. If 2 is a quadratic residue mod p, then p is not perfectly 
cyclic.
Proof
Consider the (p — 1) ordered pairs (1,2), (2,4) , . . .  , (p— l ,2 p  —2). Since precisely 
half the numbers in Z* are quadratic residues, the average number of quadratic 
residues per pair is precisely 1. Now take any quadratic residue m odp, x  say, 
and consider the pair (x , 2.x). Since x  and 2 are both quadratic residues, so is 2x, 
and the pair contains 2 quadratic residues. Therefore there must exist a t least 
one pair (y, 2y) such th a t y  and 2y are both quadratic non-residues, otherwise 
the average number of quadratic residues per pair could not be 1. Take c =  —y 
and apply Theorem 4.3.
We can determine for which odd primes 2 is a quadratic residue by applying the 
well known result (see, for example, [11]),
(2 |p) =  ( - l )«’S- 1)/8
Let p =  89 +  r, where r  € {1,3,5,7}, then (2 1 p) =  1 if and only if, r  =  1 or 
r  =  7.
So we have proved that no primes of the form 89 +  1,89 +  7 can be perfectly
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cyclic. Now we wish to prove th a t no primes of the form 8q +  3 ,8q +  5 can be 
perfectly cyclic -  except, of course, for 3 and 5.
Theorem 4.5
Let p be an odd prime such that 2 is a quadratic non-residue mod p. If there 
exists a y  G Z* such th a t y2 — y and y2 + y  are both quadratic non-residues then 
p  is not perfectly cyclic.
Proof
Assume, for contradiction, that the hypotheses are satisfied but th a t sc is per­
fectly cyclic. Let c =  — y2 mod p. From Theorem 4.3, we know th a t a t least 
one of —c and —2c must be a quadratic residue for se to be cyclic. As 2 is 
a quadratic non-residue, only one of them  can be a quadratic residue, and 
it is clearly —c. Therefore, pre(O) =  ± y / ^ c  =  ±y.  Notice th a t p re(+ y) =  
dty/+y — c =  ± y / y 2 +  y, and p r e ( - y )  — ±y /—y ~  c =  ± \ / y 2 — y. We know that 
y2 — y and y2 +  y are both quadratic non-residues, therefore the loop cannot 
continue back any further and so sc cannot be cyclic. We have a contradiction 
so the proof is complete.
Theorem 4.6
Let p be a prime greater than 5 such th a t 2 is a quadratic non-residue mod p. 
The prime p is not perfectly cyclic.
Proof
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It will suffice to prove there exists a y such that y2 — y  and y2 +  y are both 
quadratic non-residues modp, and then apply Theorem 4.5. Suppose, for a 
contradiction, th a t no such y exists. T hat is, for every y €  Z* a t least one of 
y2 — y and y2 +  y is a quadratic residue.






Recall that 2 is a quadratic non-residue, therefore, from y =  2, it follows th a t 
6 is a quadratic residue. Now 12 =  2 x 6 so 12 is a quadratic non-residue. 
Therefore, from the case y =  4, we see th a t 20 is a quadratic residue. However, 
20 =  22 x 5, so 5 is a quadratic residue. Now 72 =  62 x 2, so 72 is a quadratic 
non-residue. Therefore, from the case y =  9, we deduce th a t 90 is a quadratic 
residue. Notice th a t 90 =  32 x 10, so 10 is a quadratic residue, but 10 =  2 x 5, 
therefore 5 is a quadratic non-residue. Thus we have deduced the contradiction 
th a t 5 is both a quadratic reside and non-residue, therefore the assumption that 
no such y exists must be false. Apply Theorem 4.5 to complete the proof. Note 
th a t this proof has assumed th a t 2,6,12,20,30,72,90 £ Z*, and so does not 
apply to the primes p — 3 and p — 5.
Combining Theorems 4.2, 4.4 and 4.6 we obtain
T h e o re m  4 .7  The numbers 2, 3 and 5 are the only perfectly cyclic primes.
We know th a t only numbers which have prime factors 2, 3, and 5 can be perfectly
81
cyclic, from Theorem 4.1. If we can find a power of 2, 3, or 5, which is not 
perfectly cyclic, then no perfectly cyclic number can have this power, or any 
higher power as a factor. By direct calculation we find th a t 8 is perfectly cyclic, 
but 16 is not; 9 is perfectly cyclic, but 27 is not; and 25 is perfectly cyclic, but 
125 is not. These results prove:
Theorem 4.8
Only numbers of the form 2° x 36 x 5C where 0 < a < 3 , 0 < 6 < 2 , 0 < c < 2  
can be perfectly cyclic.
We can verify that 23 x 32 x 52 =  1800 is, in fact, perfectly cyclic and therefore, 
by Theorem 4.1, all its divisors are. Theorem 4.13, below, also shows th a t 1800 
is perfectly cyclic. Thus we have a complete determination of perfectly cyclic 
numbers.
Theorem 4.9
The set of perfectly cyclic numbers is precisely
{2° x 36 x 5C such that 0 <  a <  3,0 < 6, c < 2}
=  {1,2 ,3 ,4 ,6 ,8 ,9 ,10 ,12 ,15 ,18 ,20 ,24 ,25 ,30 ,36 ,40 ,45 ,50 ,
60,72,75,90,100,120,150,180,200,225,300,360,450,600,900,1800}.
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4.6 G eneral Quadratic Iteration  Functions
Having determined the perfectly cyclic numbers for the maps x  —► x 2 4- c, we 
would like to generalise to quadratic maps of the form x —*■ ax2 +  bx + c, where 
a,b are integers, a ^  0.
First we formally define f e : Zjv —► Zjv by
f c(x) =  ax2 + bx + c mod N  for 0 < c < N.  (4.3)
As before consider the sequence sc = <  / C(c), / c( /c (c )) ,.. •, / ” (c), . . .  >  . If sc is 
always cyclic for 0 < c < N  then let us that N  is ‘perfectly cyclic with respect 
to ax2 4- bx So the original perfectly cyclic numbers become perfectly cyclic 
with respect to x 1 in this new terminology.
When a =  0 mod p, the map f c(x) =  ax2 +  bx +  c mod p  becomes linear, and 
therefore always invertible, so for a given ax2 +  bx all primes which divide a 
are automatically perfectly cyclic with respect to ax2 +  bx. We intend to  show 
th a t apart from 2, 3, 5, 7 (under certain conditions), and primes which divide 
a, there are no perfectly cyclic primes with respect to ax2 +  bx.
Let f c : x  —► ax2+bx+c  mod M , 0 < c < M , g c : x —> ax2+ bx+c  mod N t 0 < 
c < N ,  and hc : x —► ax2 + bx + c mod M N ,  0 <  c <  M N .
First we prove
Theorem 4.10
h'c(c) mod M  =  f'cmodM(c mod M )  for i > 0.
Proof
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Let c' — c mod M,  and c" =  c mod N . he(y) mod M  =  (ay2 + by + c mod 
M N )  mod M  =  (a(j/ mod M ) 2 +  b(y mod M )  +  c) mod M  =  f e>(y mod M )  for 
all 0 <  y < M N .  Now we can prove the Theorem by induction on i.
For our base case take (* =  1). We certainly have th a t hc(c) mod M  =  / C'(c ') 
from above taking c =  y. Now suppose that the the proposition is true for some 
* =  7, I  > 0, then
h[{c) mod M  =  / c7/(c'), 
h7+1(c) mod M  — hc(h7(c)) mod M  — / C'(h 7(c) mod M )
=  M / c V ) )  =  /c '+1( 0 -  
Hence, by induction, we are done.
Similarly,
h\(c) mod N  =  g'c,,(c") for all * >  1.
Theorem  4.11
If M  and N  are coprime, perfectly cyclic numbers with respect to ax2+bx,  then 
M N  is perfectly cyclic with respect to ax2 +  bx.
P ro o f
W ith f , g , h , c l,cn defined as above, pick an arbitrary c, 0 <  c < M N ,  and let 
k and / be the smallest k, I > 1 such th a t /* (c ;) =  c' and glcn{c") =  c", and 
consider
A is an integer.
^A(fc-i)(/-i)+i(c) mod M  =  yM*-i)(*-i)+i(c/) =
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AM i-i)(i-U + i(c) mod N  _  ^ ( t - i X i - D + i ^  _
but /ic(c) mod M  =  / C#(c/) an<  ^ ^c(c) mod N  = ge"(c"), so by the Chinese 
Remainder Theorem,
M<0*(‘~1)('~1)+1 = M«).
since the two equations have a unique solution modulo M N .  So the sequence 
produced by iteration returns to he(c) a t least every (k — 1)(/ — 1) values, there­
fore M N  is perfectly cyclic. In fact the fundamental period will be the lowest 
common multiple of (k — 1) and (/ — 1). This trivially generalises to
Theorem 4.12
If N \ , . . . ,  N t are pairwise relatively prime and are all perfectly cyclic numbers 
with respect to ax2 + bx, then AT,- is perfectly cyclic with respect to ax2 + bx.
Theorem 4.13
If p i , . . .  ,pt are the only perfectly cyclic primes with respect to ax2 +  bx, and 
r i , . . .  , r t are such th a t p^  is perfectly cyclic, but p£<+1 is not, for each i, then 
the perfectly cyclic numbers with respect to ax2 + bx are precisely the factors
o f n U ‘-
Proof
Apply Theorem 4.12 to the perfectly cyclic primes, with Theorem 4.7 guaran­
teeing th a t no other numbers could be perfectly cyclic.
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4.7 T he D istribution  o f Quadratic R esidues in
For a given prime p, and 0 < d < p, define
Qd =  {x 2 | x2 +  d =  y 2 mod p, x, y G Z*}.
Theorem 4.14
Let r  and s be, respectively, a square and a non-square of Z*, then # Q r+ # Q s =  
where #  denotes the size of a set.
Proof
It is well known that Z* is cyclic (see, for example, [11]). Let g be a primitive
root modulo p, th a t is, a generator of Z*. The squares of Z* are {g2k} and the
non-squares are {y2fc+1}.
2 , 2 .___. 2 2 i 2 2 2 .___. 2 4 ■ 4 2 4_.____.x  +  r  =  y 44 < = >  a r y 44 +  r y 44 =  y ^ y 44 <=S> a ry *  +  ry *  =  y 'y *  < = >  . . .
so there is a one-to-one correspondence between the elements of Qr and Qrga, 
and Qrg4 etc. Therefore, Qr has the same size for all squares r. Similarly, Q s 
has the same size for all non-squares s, but
d€ Z;
since each of the squares appears in precisely Q-sets.
= £  *Q'+  E  #<?*
<*eZ* r  S(luare 5 non-square
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£ ^ #0f + g ^ #q. = fr-1>fr-8)
Therefore, # Q r +  # Q , =
p - 3
Theorem 4.15
If p  is of the form 4Jb -h 3, then #Q d  =  ^5^  for all d. If p  is of the form 4k  +  1, 
then # Q d  =  if d is a square, and if d is a  non-square.
Proof
Let x2 6 Qd, then x 2 +  d — y 2  for some y. Let y  =  x  -f /, then
r d - / 2 ix  =
21
and x2 =
d - l 2
21
As / ranges from 1 to p — 1, x2 will always be an element of Qd unless x2 =  0 
or x2 =  — d, since both x2 and y 2 must be non-zero. Now we must determine 
when two different values for the parameter / give rise to the same value of x 2. 
We have
2 d - l 2 d - m 2
which means th a t ——— =  ±-
d - l 212 d — m 2
2 1 2m 21 2 m
Therefore, / =  m o r /m  =  —d or / =  — m  or Im — d. So, in general, four different 
values for I of the form /, —I, d / l , — d / l  give rise to the same element of Qd, so 
we would expect #Q d to be approximately These four values are distinct 
unless I2 =  ±d,  when they coalesce to just two values. However,
I2 — ± d  forces x 2 =  ^  ^  ^  =  0, —d,
±4a
so the cases I2 =  ± d  do not give valid solutions for x2.
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If p =  Ak +  3, then (—1 |p) =  (—1)2*+1 =  —1. Therefore, (—1) is a non-square 
modulo p, and precisely one of d and —d will be a square, so precisely two values 
of / do not give a valid solution. The remaining p — 3 values split into groups of 
four giving the same value for x2, so #Q<f =
If p  =  Ak +  1, then (—1) is a square modulo p , and so either I2  =  d  and I2  = —d 
are both possible, or neither is possible. If d is a square, then both are, so four 
values for I will be eliminated giving #Q<* =  If d is a non-square, then
#Q d =
Corollary
Symmetrically we can define N j  as the set of all non-squares x for which x + d 
is also a non-square. By precisely the same argument as above we can deduce 
th a t if p  =  Ak -I- 3 then # N d  =  and if p = 4k +  1 then #iV«/ =  if d 
is a non-square, and =  Ezi. if d is a square. Therefore, for all p  and d , 
#<?<* + =
4.8 Calculation of Square D istribution  using  
Elliptic Curves
Now we wish to consider #(Q<f H Qe).
Theorem 4.16
The average value of #(Q<i fl Qe), as d and e range over all non-equal values in
88
z; is
(p -  3){p -  5)
8(p -  2) '
P ro o f
Each of the Eyi squares has neighbours and therefore appears in ^  ^ ^ 
different instances of Qd n  Q e. Therefore,
^ \ p - l
£  ft" )
eZ;,*4. V '
(p -  l)(p  -  3)(p -  5)
16
There are (z| ” ) possibilities for the pair d and e, so
(4.4)
Average value of # { Q d D Qe) = ^ ^  ^  ‘ 4^ '5^
1 6 ( Y )  '  *” )
So the average value of #(Q<j n  Q e) is approximately We will now establish 
upper and lower bounds for # ( Q d r\Qe), showing th a t in fact it is close to |  for 
all values of d, e with d ^  e .
T h e o re m  4 .17 
Provided th a t d ^  e,
^  < #(«<! n Qe), #(JV„ n N .)  <  |
P ro o f
First we introduce some new notation. Let S , N ,★ stand for a square in Z* , a 
non-square in Z* and any element of Z* respectively. For given d and e with
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d ^  e, de ^  0 we can use the alphabet {5, N ,*} to write a three letter codeword
representing the number of triples (x ,x  +  d, x  +  e) where the first, second and
third symbols state the restrictions placed on x, x  +  d and x +  e respectively. 
For example, we write S N ★ for the number of triples (x, x  +  d, x  +  e) where x
is a square in Z* , x +  d a non-square in Z* , and x +  e any element of Z* .
From the definitions of the symbols we immediately obtain the following rewrit­
ing rules for expressions involving ★
S S *  = S S S  +  S S N  (4.6)
S * S  = S S S + S N S  (4.7)
* S S  = S S S  -f N S S  (4.8)
N N * =  N N S  + N N N  (4.9)
N  ★ N  =  N S N  +  N N N  (4.10)
★ N N  =  S N N  +  N N N .  (4.11)
In this new notation # ( Q dn Q e) becomes S S S  and # ( ^ jn iV e) becomes N N N .  
Recall th a t S S * is the number of triples (x, x +  d, x + e) where x and x +  d must 
be squares but x -f e can be any element of Z* . This will be equal to #Q d unless 
(—e) and (—e +  d) are both squares when (—e) E Qd but (—e, —e +  d , 0) is not 
a valid triple since 0 0  Z*. This could be avoided by amending the definition 
of ★ to be any element of Zp, but then the rewriting rules involving ★ would no 
longer hold.
Therefore,
S S ic  —  i




f  #JVd -  1 if ( ~ e ) £ N d 
N N * = <  (4.13)
I # ^ d  otherwise.
Combining (4.12) and (4.13) and noting th a t (—e) 0  Qd n  Qe, we deduce that
#<?d +  -  1 <  S S * + N N *  < # Q d +  #7Vd. (4.14)
From the Corollary to Theorem 4.15 we know th a t # Q d 4- # N d =  giving 
us
v — 3 p — 3 . v
^ -------1 < S S * + N N * <  . (4.15)
In the same way we can show that S  ★ 5  +  N  ★ AT and *SS  -f lie in the 
same range.
Now we can use an elliptic curve argument to estim ate S S S  and N N N .  For a 
full treatm ent of elliptic curves see [4] and [12]. To find S S S  we must count the 
number of x  €  Z* for which x , x  + d, x + e are all non-zero squares. Consider the 
elliptic curve y 2 =  x(x  -I- d)(x +  e) over Zp. By Hasse’s theorem, the number,
U, of points on the curve satisfies |U — (p +  1)| <  2y/p. Let U' be the number of
distinct non-zero x-co-ordinates of points on the curve, then U' =  since we 
are not counting the “point a t infinity” , or the three points with y-co-ordinate 
0, and the remaining points are of the form (x ,± y ). Using the possible range 
for U given by Hasse’s Theorem we deduce that
q ± - J p < U ' < ^  + J p .  (4.16)
U' counts those points for which x ,x  +  d, x  +  e are all squares and those for 
which precisely one of the three terms is a square. In our new notation this 
means that
U' =  S S S  +  S N N  +  N S N  +  N N S .  (4.17)
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Now we use (4.9)-(4.11) and (4.17) to rewrite (4.16) as
_ O o
 y / p < S S S  + {* N N  + N * N  + N N * ) - 3 N N N  < ? - i —  + y/p. (4.18)z z
U1 is the number of values of x £  Zp — {0, — d, —e} for which x(x  +  d)(x  +  e) 
is a square. It is clear th a t the number of values of x  G Zp — {0, — d, —e} for 
which x (x  +  d)(x +  e) is a non-square, U" say, also lies in the range ±  y/p 
since obviously U' +  Un =  p  — 3. Thus we obtain the symmetrical counterpart 
o f (4.18):
-  y/p < N N N  +  (•*55 +  5 * 5  +  55*) -  3S S S  < +  y/p. (4.19)
Solving (4.18) and (4.19) simultaneously and using (4.12)-(4.14) to  evaluate the 
terms involving *, we deduce that
^  ^  <  5 5 5 ,N N N  < Z +  (4.20)
8 2 ~  " 8 2  v 7
Substituting (4.12),(4.13), (4.18) and (4.19) into (4.6)-(4.11) we obtain a com­
plete determination of all our three letter codes:
^  < S S N , S N S , N S S , N N S , N S N , S N N  <  ^  (4.21)
8 2 8 2
We can now use this result about the distribution of the squares and non-squares 
in Z* to prove that perfectly cyclic primes with respect to a x 2  + bx cannot exist 
for certain values of a and 6.
4.9 Perfectly  Cyclic Prim es
Theorem 4.18
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For a given a and 6, if c can be found such th a t 62 —4ac, 62—4ac—46,62 —8ac—46 
are all non-squares modulo prime p , then p is not perfectly cyclic with respect 
to  ax 2 -|- bx.
Proof
As in the proof of Theorem 4.3, consider the backwards chain of predecessors 
of ac2  +  6c +  c: pre(ac2  + be + c) = c, —-  — c and then pre(c) =  0, — £ and 
p r e ( -£  -  c) =  ~b±^ b22; Sac~4- .  Finally pre(0) =  and p r e ( - £ )  =
-b±y/bJ'--4 ac-4 b jf  thgpg exists an instance of c, such th a t 62 — 4ac, 62 — 4ac —46, 
and 62 — 8ac — 46 are all non-squares, then the chain of predecessors cannot be 
followed back to ac2 +  6c -f c, and so p is not perfectly cyclic with respect to 
ax2 +  bx.
We will now show th a t for sufficiently large p, it is always possible to find such 
a c, unless 6 =  ±4 mod p or 6 =  0 mod p. Let A =  62 — 4ac. We m ust find 
A, A — 46,2A — 46 — 62 all non-squares. There are values of c for which these 
three quantities are not all different namely c =  0 and c =  — £. However, the 
case c =  0 would force A to be a square, and c =  — ~ forces A —46 to  be a square, 
so neither special value of c could be included when counting up instances of 
A, A — 46,2A — 46 — 62 all being non-squares. Consider the elliptic curve over 
Z* defined by
112 =  2x(x -  46)(x -  — -  (4-22)
Let V  be the number of values of A €  Z* for which A, A — 46,2A — 46 — 462 are 
all non-squares. The presence of an extra factor of 2 makes a slight difference. 
If 2 is a square then V  =  N N N  whereas if 2 is a non-square then V  =  N N S .  
From (4.20) and (4.21) we see that there is no real difference between N N N
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and N N S , only slightly more uncertainty in the value of N N S .  Taking d =  
—46, e =  anci applying Theorem 4.17,
E H I? _  < v  < +  j £ .  (4.23)
8  2 “  ~  8 2 v '
This assumes that d , e ^  0 mod p and th a t d e mod p. The only cases for 
which these conditions do not hold are 6 =  0 mod p and 6 =  ±4  mod p.
Now V  is the number of suitable values of A for which A, A —46 and 2A —46—62 
are all non-squares, so when p~g8  >  we have V  > 0, and we can always 
choose c so th a t A is one of the values counted by V. The condition that 
^  simplifies to  p > (2 4- y/22) 2  fa 45.7.
There are still a couple of loose ends to be tied up. The proof of Theorem 4.18 
does not apply to the cases 6 =  0 ,± 4  mod p. This corresponds to the fact that 
if 2 is a non-square in Z* then it is not possible to  ever find —4ac, —4ac, —8ac all 
non-squares when 6 =  0 since precisely one of —4ac and —8ac must be a square, 
and similarly we can never find 16 — 4ac, —4ac, —8ac all non-squares when 6 =  4, 
or 16 — 4ac, —4ac, 32 — 8ac all non-squares when 6 =  —4. We are as yet unable 
to deal with the case 6 =  ±4  satisfactorily.
4.9.1 The Special Case 6 = 0 mod p
We can deal with the case 6 =  0 mod p. The initial value for each cycle is 
ac2 +  c. As in the proof of Theorem 4.3, pre(ac2  +  c) =  ±c, p re(+ c) =  0, 
p re (-c )  =  and pre(0) =
When 2 is a square mod p  then we choose c so that —c and —2c are both squares 
if a is a non-square, or both non-squares if a is a square. The proof of Theorem
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4.4 guarantees th a t we can always find such a c. Now both — |  and — ~  are 
non-squares and so we cannot continue taking predecessors back any further. 
Therefore we can never return to  ac2 +  c and no prime p  for which 2 is a  square 
mod p  can be perfectly cyclic with respect to  ax2.
When 2 is a non-square mod p  we can always find a y  such th a t y 2 + y  and
2
y2  — y  are both non-squares as in the proof of Theorem 4.6. Let c =  — Only 
one of — f  and — ^  can be a square and in this case it is clearly — f  =  Now 
p r e ( ± y /— £) =  =  ± I ff i- . We already know that
y 2 + y  and y 2 — y  are both non-squares, therefore we cannot continue taking 
predecessors back any further. Therefore we can never return to  ac2 -I- c and 
no prime p  for which 2 is a non-square can be perfectly cyclic with respect to 
ac2  + c, except possibly 3 and 5. [Recall that the proof of Theorem 4.6 applies 
to all primes p  for which 2 is a non-square mod p, except for p  =  3 and p  =  5.] 
By direct calculation it is easily verified that 2, 3 and 5 are perfectly cyclic with 
respect to ax 2.
We have proved th a t when 6 =  0 mod p the only perfectly cyclic primes with 
respect to ax 2 +  bx are 2, 3, 5, and any prime which divides a.
4.9.2 The Special Case b = ±4 mod p
As observed above, the proof technique of Theorem 4.14 does not work for the 
case b =  ±4  mod p  as we cannot ever find three non-squares in the required 
form if 2 is a non-square modulo p. By following the iteration back to  the 
next predecessor we can derive the following expressions which would all have 
to be non-squares or non-existent for the case 6 = 4  mod p: 2 — ac ±  y/4 — ac,
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2 — ac ±  yJ—2ac, and 2 — ac ±  y/—ac. Similarly, for the case 6 =  —4 mod p  we 
would need to find 6 — ac ±  >/4 — ac, 6 — ac ±  -\/8 — ac, and 6 — ac ±  >/8 — 2ac 
all non-square or non-existent.
Theorem 4.19
If we can find y €  Z* such th a t 2 +  y2 +  y, 2 +  y2 — y, and 4 -f y2 are all 
non-squares, then p cannot be perfectly cyclic with respect to ax 2  -I- b when 
b =  ±4 mod p.
Proof
The problems only occur when 2 is a non-square modulo p  so we will assume 
th a t this is the case, otherwise the Theorem is true- trivially.
For the case 6 =  4 mod p we choose c such th a t —ac =  y2. Now y/—2ac is 
non-existent, and the other two terms become 2 -I- y2 ±  y/4 + y2 and 2 +  y2 ±  y. 
From the conditions on y we deduce th a t all three terms are non-existent or 
non-squares.
Similarly for the case 6 =  —4 mod p we choose c such th a t 4 — ac =  y2. So 
V8 — 2ac is non-existent, and other two terms become 2 -I- y2 =fc y and 2 -f y2 ±  
y/4 +  y2 precisely as before. Once again we deduce that all three terms are 
non-existent or non-squares.
So in either case we cannot continue the iteration back any further, and therefore 
p cannot be perfectly cyclic with respect to ax2 +  bx.
How likely is it th a t we can find such a y ?  As y varies over Z* each of the terms 
2 +  y2 +  y, 2-f-y2 — y and 4 +  y2 will be a non-square precisely half the time.
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If the terms were independent of each other then we would expect them  to all 
be non-squares of the time. The number of suitable y  has been counted 
for each prime with 2 a non-square for all p  <  1000. The results for p < 320 
are shown in the graph below against the line y  =  , with similar behaviour
occurring when p > 320. As the graph shows, there are indeed close to 




0 16080 240 320
Figure 4.1: The number of suitable y for each prime of the correct form
Recall th a t we only need to exhibit one value of y  so that the three terms are 
all non-squares, and in general it appears we have about We make the
following conjecture:
Conjecture 4.1
For prime p  >  43 of the form Sk +  3 or 8 k +  5 we can always find y 6  Z* so that 
2 -I- y 2  +  y, 2 +  y 1 — y, and 4 +  y 2  are all non-squares, and therefore deal with 
the case b =  ±4  mod p.
Summarising the above results we have
97
Theorem 4.20
For prime p  >  47, and non-zero 6 ^  ±4  mod p, we can always choose c so that 
A, A — 46,2A — 46 — b2  are all non-squares, and therefore by Theorem 4.18, p 
is not perfectly cyclic with respect to ax 2  +  bx. Furthermore, when 6 =  0, then 
p  is only perfectly cyclic with respect to ax2  if p  =  2 ,3 ,5  or p  divides a.
When 6 =  ± 4  mod p then p  is very probably only perfectly cyclic with respect 
to ax 2  +  bx if p =  2 ,3 ,5  or p divides a. This is not a theorem, but a conjecture.
Finally we deal with the remaining primes less than 47. For a fixed prime, p, we 
can determine the values of a and 6, for which p will be perfectly cyclic. Simply 
compute the sequences <  / C(c), f 2 (c ) ,. . . ,  >  for each combination of values for 
a mod p and 6 mod p, and test for perfect cyclicity. This means we can test the 
primes up to  43 individually, then invoke Theorem 4.5 to  dispose of the rest. 
Calculation shows th a t 2, 3, 5 are always perfectly cyclic; 7 is perfectly cyclic if 
and only if, 6 =  ±2  mod 7; and no other prime p < 47 is perfectly cyclic with 
respect to any ax 2 4- bx unless a mod p =  0.
4.10 Perfectly  Cyclic Prim e Powers
Having determined the perfectly cyclic primes for a general quadratic map we 
can now consider the problem of determining which powers of each perfectly 
cyclic prime are also perfectly cyclic. There are 2 possibilities; either there 
exists a k such th a t p ,p 2, . . .  ,pk are perfectly cyclic and p*+1 is not, or p k is 
perfectly cyclic for all k. If we can find a pk which is not perfectly cyclic then
all higher powers are automatically not perfectly cyclic. The general question 
of determining the highest perfectly cyclic power of a perfectly cyclic prime is 
unsolved, and the power seems to depend on a and 6 in a chaotic way. However 
we may investigate two special forms of quadratic, the cpses 6 =  0 and a =  1.
Table 4.1 summarises the highest perfectly cyclic prime powers for each perfectly 
cyclic prime with respect to ax 2  for small values of a. Table 4.2 does likewise 
with respect to x 2  +  bx for small values of 6. A prime to the power oo means 
th a t all powers of the prime are perfectly prime.
From the tables we can conclude that powers of 2, 3 and 5 occurring as factors 
in a tend to increase the highest perfectly cyclic power of these primes, but the 
behaviour is complex, even for small a and 6. We can prove one result suggested 
by Table 4.2.
Theorem 4.21
For odd 6, all powers of 2 are perfectly cyclic with respect to x 2  + bx.
Proof
We will prove the theorem by induction. We prove th a t if 2N is perfectly cyclic 
with respect to x 2  +  bx for some N ,  then so is 2N+1.
Define f ( x )  =  x 2 +  bx mod 2N and f ' ( x ) =  x 2 4* bx mod 2 ^ +1. If 2N is 
perfectly cyclic with respect to x 2 +  bx then for all c : 0 <  c < 2 N the se­
quence / C(c), / C(c)2, / C(c)3, . . .  is cyclic. T hat is, there exists a k such that 
f c(c)k =  / C(c). Now consider f'c{c)k . No earlier value in the loop could 
have been equal to / '( c ) since no two earlier terms are equal m od2^. Ei­
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ther fc(c)k =  /c(c) when we have a cycle, or fc(c)k =  (/c(c) 4- 2 ^ ) mod 2N+1. 
Now we have that f'c{c)k+l =  (/c(c)2 +  b2N ) mod 2 ^ +1. Therefore, when b is 
odd, fc(c ) k + 1  =  ( / C(c)2 +  2n) mod 2 ^ +1. Repeating this argument we deduce 
th a t / '(c )* + 2 =  ( / C(c)3 +  2 n ) mod 2 N+1, / '(c )*+ 3 =  ( / C(c)4 +  2N) mod 2JV+ 1, 
• • •, fe (c)2i~ l =  (/c (c)fc +  2 ^ )  mod 2n+1 =  fc(c). So in either case 2iV+1 is also 
perfectly cyclic. We know th a t 2 is always perfectly cyclic, hence by induction, 
all powers of 2 are perfectly cyclic with respect to x 2  +  bx when 6 is odd.
4.11 Conclusions on Perfectly  Cyclic Prim es
For a given polynomial ax 2 +  bx (where b ^  ± 4  mod p) the primes which are 
perfectly cyclic with respect to ax 2  +  bx are: 2, 3, 5, 7 if and only if, b =  
± 2  mod 7, and any primes which divide a.
The same primes are also perfectly cyclic when p = ± 4  mod p, but there remains 
a small possibility of more primes also being perfectly cyclic with respect to 
ax 2 + bx.
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11 23,3 2,5 2, l l 2
12 25,32,52
13 23,32,52,132







Table 4.1: Highest powers of perfectly cyclic primes when 6 =  0
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b Highest perfectly cyclic power
0 23,5 2,32
1 2°°, 32, 52
2 24,33, 5,7
3 2°°, 32, 5
4 23,32, 5
5 2°°,32,5 ,7
6 24,3 2,5 2
7 200,33, 5
8 23,3 2, 5
9 2°°, 32,5 2
10 24,3 2,52
11 2°°, 34,5 2
12 23,32,5 ,7
13 2°°, 32, 5
14 24,32,5 2
15 2°°, 32,5 2
16 23,34,5 2
17 2°°, 32, 5
18 24,32, 5
19 2°°, 32,5 2
20 23,33,5 2
Table 4.2: Highest powers of perfectly cyclic primes when a =  1
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A .l  Code for th e classification o f polynom ials  
under th e group Pn
The following code sets up the vector space of polynomials in 2 variables over the 
field Z 2, and was used for the 3 and 4 variable case with obvious amendments.
"First we set up our polynomials as a vector space





1 ,0 ,0 ,0 :
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0 , 0 , 1 ,0 : 
0 , 1 ,0 ,0 :
0 , 0 , 0 , 1 )  o f  g ;  
b = m a t (
1 , 0 ,0 , 0 :
1 ,1 ,0 ,0 :
0 , 0 , 1 , 0 :
0 , 0 , 1 , 1 )  o f  g ;  
c = m a t(
1 .0 ,0 ,0 :  
0 , 1 , 0 , 0 : 
1 . 0 , 1 , 0 :
0 , 1 , 0 , 1 )  o f  g ;
h = < a , b , c > ;  p r i n t  h ;  p r i n t  o r d e r ( h ) ;
"Now we i n i t i a l i s e  o u r  v e c t o r s  by  s i m p l y  l o o p i n g
o v e r  a l l  members o f  t h e  s p a c e "
v e c s e t = [ v e c ( 0 , 0 , 0 , 0 )  o f  v ] ;
f o r  b l = 0  t o  1 do
f o r  b2=0  t o  1 do
f o r  b3=0 t o  1 do
f o r  b4=0  t o  1 do
v e c s e t = v e c s e t  j o i n  [ v e c ( b l , b 2 , b 3 , b 4 )  o f  v ] ; 
e n d ;  e n d ;  e n d ;  en d ;
" f l o a t  c o n t a i n s  t o  s e t  o f  u n c l a s s i f i e d  v e c t o r s ,
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for each element of the set we compute its orbit
a n d  rem o v e  t h e  o r b i t  f r o m  f l o a t "
f l o a t = v e c s e t ;
f o r  e a c h  x i n  v e c s e t  do
i f  x i n  f l o a t  t h e n  do
t e m p = [ x ] ;
f o r  e a c h  y i n  h  do  
tem p= tem p  j o i n  [x * y ]  ; 
f l o a t = f l o a t - [ x * y ] ; 
en d ;
p r i n t  te m p ;  p r i n t  c a r d ( t e m p ) ;
e n d ;  e l s e  l o o p ;  en d ;
en d ;
A . 2  T h e  p r o c e d u r e s  i m p l e m e n t i n g  t h e  e q u i v a ­
l e n c e  t e s t i n g  a l g o r i t h m
The following are all the CAYLEY procedures used by the equivalence testing 
algorithm.
n = n u m o f v b l e s ;
" I n p u t  n o n - n e g a t i v e  i n t e g e r  q ;  o u t p u t  b i n a r y  r e p  o f  q  i n  r e v e r s e  o r d e r  
a s  a  s e q u e n c e "  
p r o c e d u r e  b i n r e p ( q ; b i n ) ;
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b i n  = e m p ty ;
v h i l e  q  n e  0 d o
r  = q  mod 2 ;
q  * ( q - r ) / 2 ;
b i n  -  a p p e n d ( b i n , r ) ;
e n d ;
e n d ;
"A p r e - c o m p u t a t i o n .  I n  e f f e c t  t h i s  s e t s  u p  a  s e q u e n c e  c o n t a i n i n g
a l l  p o s s i b l e  m o n o m ia l s  i n  t h e  n  v a r i a b l e s ,  e a c h  s t o r e d  a s  a  b i n a r y  s e q u e n c e "
r e f s t o r e  = e m p ty ;
f o r  i  = 0  t o  2 “n - l  do
b i n r e p ( i ; t e m ) ;
r e f s t o r e  = a p p e n d ( r e f s t o r e , t e m ) ;  
e n d ;
" t a k e  a  m o n o m ia l  a n d  r e p l a c e  v b l  b y  v b l e  + 1 .  E i t h e r  m o n o m ia l  i s  
f i x e d ,  t h e n  o u t p u t  i s  - 1 ,  e l s e  a d d  new m o n o m ia l  c a l l e d  p o l y . "  
p r o c e d u r e  r e f l e c t m o n o ( i , m o n ; p o l y ) ; 
b i n r e p ( m o n ; b i n ) ; 
p o l y  = - 1 ;
i f  i  l e  l e n g t h ( b i n )  t h e n  
i f  b i n [ i ]  e q  1 t h e n  
p o l y  = mon - 2 “ ( i - l ) ;  
e n d ;  
e n d ;
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end;
"apply a reflection to each monomial in a given polynomial;"
p r o c e d u r e  r e f l p o l y ( i , p o l y j n e w p o l y ) ;
n e w p o ly  = p o l y ;
s t o r e  = em p ty ;
f o r  e a c h  p  i n  p o l y  do
r e f l e c t m o n o ( i , p ; q ) ;
i f  q  n e  - 1  t h e n
s t o r e  = a p p e n d ( s t o r e , q ) ;
e n d ;
e n d ;
f o r  j  = 1 t o  l e n g t h ( s t o r e )  do
i f  s t o r e [ j ]  i n  n e w p o ly  t h e n
n e w p o ly  = n e w p o ly  -  [ s t o r e C j ] ] ;
e l s e  n e w p o ly  = p o l y  j o i n  [ s t o r e C j ] ] ;
e n d ;
e n d ;
en d ;
" c o m p u te s  a  s e q u e n c e  s h o w in g  t h e  n um ber  o f  m o n o m ia ls  o f  v a r i o u s
d e g r e e s ,  s t a r t i n g  w i t h  d e g r e e  0"
p r o c e d u r e  s h a p e t e s t ( p o l y , n ; s h a p e ) ;
s h a p e  = c o n s e q ( 0 , n + l ) ;
f o r  e a c h  x i n  p o l y  do
b i n r e p ( x j b i n x ) ;
wt = 0 ;
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l o r  i  = 1 t o  l e n g t h ( b i n x )  do
wt = w t + b i n x [ i ] ;
en d ;
s h a p e [ w t + 1 ]  = s h a p e [ w t + 1 ]  + 1;
en d ;
en d ;
" t a k e s  b i n a r y  s e q u e n c e s , a n d  p a d s  th em  w i t h  z e r o s  t o  make th em  
h a v e  l e n g t h  n .  P a d d in g  i s  on t h e  r i g h t . "  
p r o c e d u r e  p a d o u t ( n , s e q o f s e q s ; p a d ) ; 
p a d  = em p ty ;
f o r  e a c h  x i n  s e q o f s e q s  do  
y = x ;
w h i l e  l e n g t h ( y )  I t  n  do
y = a p p e n d ( y . O ) ;
en d ;
p a d  = appendC  p a d ,  y ) ;
en d ;
en d ;
" t a k e s  a  b i n a r y  s e q u e n c e  i n  r e v e r s e  o r d e r  an d  t u r n s  i t  i n t o  b a s e  10" 
p r o c e d u r e  b i n t o n u m ( b i n s e q ; m o n o ) ; 
mono = 0 ;
f o r  i  = 1 t o  l e n g t h ( b i n s e q )  do 
i f  b i n s e q [ i ]  eq  1 t h e n  





" t a k e s  a  s e q u e n c e  o f  b i n a r y  s e q u e n c e s ,  e a c h  i n  r e v e r s e  o r d e r ,  
a n d  c o n v e r t s  e a c h  o f  t h e  c o n s t i t u e n t  s e q u e n c e s  i n t o  b a s e  1 0 ,  
a n d  p u t s  t h e s e  b a s e  10 n u m b ers  i n t o  a  s e t  c a l l e d  p o l y "  
p r o c e d u r e  b i n s e q t o n u m ( s e a o f s e q s ; p o l y ) ; 
p o l y  = n u l l ;
f o r  e a c h  x i n  s e q o f s e q s  do
b i n t o n u m ( x ; t e m p ) ;
p o l y  = p o l y  j o i n  [ t e m p ] ;
en d ;
e n d ;
" s e a r c h e s  t o  s e e  i f  tw o s i m i l a r l y  s h a p e d  p o l y n o m i a l s  a r e  e q u i v a l e n t  
u n d e r  t h e  a c t i o n  o f  t h e  s y m m e t r ic  g r o u p  on t h e  l e t t e r s "  
p r o c e d u r e  e q u i v s e a r c h ( n , p o l y l , p o l y 2 ; f l a g ) ; 
f l a g  = f a l s e ;  
b p l  = em p ty ;
f o r  e a c h  mon i n  p o l y l  do 
b i n r e p ( m o n ; b i n s t r i n g ) ; 
b p l  = a p p e n d ( b p l . b i n s t r i n g ) ; 
en d ;
g = s y m m e t r i c ( n ) ; 
p a d o u t ( n , b p l ; p a d b p l ) ; 
f o r  e a c h  x i n  g  do 
p e r  = e l t s e q ( x ) ;  
tem p  = p a d b p l ;
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bpnew = em p ty ;
l o r  e a c h  y i n  p a d b p l  do
z  = y ;
l o r  i  = 1 t o  l e n g t h ( z )  do
z [ p e r [ i ] ]  = y [ i ] ;
en d ;
bpnew = a p p e n d ( b p n e w . z ) ; 
e n d ;
b i n s e q t o n u m ( b p n e w j p o l y ) ; 
i l  p o l y  e q  p o l y 2  t h e n  
l l a g  = t r u e ;
p r i n t  ’ t h e  p e r m u t a t i o n  ’ . p e r ,  ’ d o e s  t h e  t r i c k ' ;
b r e a k ;
e n d ;
e n d ;
i l  l l a g  eq  l a l s e  t h e n
p r i n t  ’ t h e s e  p o l y n o m i a l s  a r e  n o t  e q u i v a l e n t ’ ;
en d ;
en d ;
" s e t s  u p  a  l i s t  o l  s m a l l  p r i m e s  1 o r  u s e  i n  h a s h i n g "  
m = 0;
p r i m  = em p ty ;
p  = i ;
w h i l e  l e n g t h ( p r i m )  l e  n+1 do 
p  = p + 1 ;
i l  n o t  p r i m e ( p )  t h e n
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l o o p ;
e n d ;
p r i m  = a p p e n d ( p r i m , p ) ; 
e n d ;
" i n p u t  a  s h a p e  o f  a  p o l y n o m i a l  —  a  s e q u e n c e s  t e l l i n g  you 
t h e  n u m b e r  o f  m o n o m ia ls  o f  g i v e n  w e ig h t  i n  a s c e n d i n g  o r d e r ,  
a n d  a  l i s t  o f  p r i m e s  p r i m  —  o u t p u t  a  s i n g l e  n u m b e r ,  a  h a s h  
o f  t h e  s h a p e "
p r o c e d u r e  h a s h ( s h a p , p r i m ; h a s ) ;  
h a s  = 1;
f o r  i  = 1 t o  l e n g t h ( s h a p )  do 
h a s  = h a s * p r i m [ i ]  ~ s h a p [ i ]  ; 
en d ;  
en d ;
p o l y  = [ 2 ~ n - l  , 2 “ ( n - l ) ] ;
" I n p u t  t h e  nu m ber  o f  v a r i a b l e s  n ,  a  p o l y n o m i a l ,  a  l i s t  
o f  a l l  p o s s i b l e  m o n o m ia l s  r e f s t o r e ,  and  s m a l l  p r i m e s  p r i m ;  
o u t p u t  i s  h a s h b u c k e t "
p r o c e d u r e  h a s h e s ( n , p o l y , r e f s t o r e , p r i m ; h a s h b u c k e t ) ;
h a s h b u c k e t  = n u l l ;
f o r  i  = 1 t o  l e n g t h C r e f s t o r e )  do
te m p o ly  = p o l y ;
f o r  j  = 1 t o  l e n g t h C r e f s t o r e [ i ] ) do
115
i f  r e f s t o r e [ i ] [ j ]  eq  1 t h e n  
r e f l p o l y ( j . t e m p o l y ; t e m p o l y ) ; 
e n d ;  
e n d ;
s h a p e t e s t ( t e m p o l y , n ; f o r m ) ;
h a s h ( f o r m , p r i m ; h a s ) ;
h a s h b u c k e t  = h a s h b u c k e t  j o i n  [ h a s ] ;
en d ;
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