Abstract. As a complement to [17] , minimal cubature rules of degree 4m + 1 for the weight functions
Introduction
Let W be a non-negative weight function on a domain Ω ∈ R 2 . A cubature formula of degree s for the integral with respect to W is a finite sum satisfying
where Π 2 s denotes the space of polynomials of degree at most s in two variables, and there exists at least one function f * ∈ Π 2 s+1 for which the identity fails to hold. For a fixed n, a minimal cubature rule of degree 2n + 1 has the smallest number, N , of nodes among all cubature rules of the same degree. They are of interests in several aspects and provide important tools for various problems in approximation and numerical computation.
Minimal cubature rules are known explicitly, with their nodes and weights given by close formulas, only in a few cases. One of them is for the family of integrals with respect to the weight functions (1.2) W α,β,± 1 2 (x, y) := |x + y| 2α+1 |x − y|
with α, β > −1 on the square [−1, 1] 2 , for which the minimal cubature rules of degree 2n − 1 are explicitly constructed in [17] when n = 2m. This includes the classical result of the product Chebyshev weight function (when α = β = 1/2) studied in [9] as a special case. The cubature rules in [17] are closely tied to Gaussian cubature rules on a domain bounded by two lines and a parabola. The nodes of these minimal cubature rules are common zeros of certain orthogonal polynomials with respect to W α,β,± polynomial based on the nodes of the minimal cubature rule. The case n = 2m + 1 was left open in [17] because the idea of the polynomials that vanish on its nodes has a more complicated structure that requires further study to understand.
The purpose of the present paper is to show how the case n = 2m + 1 can be resolved. We obtained two families of cubature rules in this case. The first family consists of minimal cubature rules, whose coefficients, however, are not explicitly given, whereas the second family consists of cubature rules whose number of nodes is 1 more than the theoretical lower bound, but it can be determined explicitly. The nodes of these cubature rules are common zeros of certain orthogonal polynomials of degree n and, in the case of the second family, one quasi-orthogonal polynomial of degree n+1 that does not belong to the idea generated by those orthogonal polynomials of degree n. The second family of cubature rules are explicitly constructed because they are related to the product Gauss-Radau cubature rules with respect to the product Jacobi weights. For all practical considerations, the second family is better and their study resembles the case of n = 2m in [17] . In addition, we will also give explicit formulas of the Lagrange interpolation polynomials based on the nodes of the near minimal cubature rules. These formulas allow us to determine the order of the Lebesgue constants of the interpolation operators.
We regard this paper as a complement of [17] and will refer to the background materials and, in some cases, even quote formulas there. However, we have tried to make the paper self-contained, so that it can be read independently. The paper is organized as follows. In the next section we state background materials, highlight those not covered in [17] . The cubature formulas are studied in Section 3 and the Lagrange interpolation polynomials based on the nodes of the cubature rules are discussed in Section 4.
Preliminary and Background
Besides the section on preliminary and background in [17] , we need background on near minimal cubature rules and orthogonal polynomials of odd degrees with respect to the weight function W α,β,± 1 2 . 2.1. Near minimal cubature rules. Let W be a nonnegative weight function on a domain Ω in R 2 that has all finite moments. that is, Ω x
With respect to the weight function W , a polynomial P ∈ Π 2 n is called an orthogonal polynomial if P, Q W = 0 for all Q ∈ Π 2 n−1 . Let W n (W ) be the space of orthogonal polynomials of two variables. Then dim V n (W ) = n + 1. A basis of V n (W ) can be denoted by P n := {P k,n : 0 ≤ k ≤ n}; it is called a mutually orthogonal basis if P k,n , P j,n W = 0 for k = j and an orthonormal bias if, in addition, P k,n , P k,n W = 1. Clearly P n is a set but it is often convenient to regard it also as a column vector.
A function W is called centrally symmetric if x ∈ Ω implies −x ∈ Ω and W (x) = W (−x). Evidently, W α,β,−± 1 2 is centrally symmetric. For a central symmetric integral, the number of nodes, N , of the cubature rule of degree 2n − 1 in (1.1) satisfies the lower bound [8] (2.1)
and it is known that the nodes of such a cubature rule are common zeros of a subspace of the space V n (W ). More precisely, the following theorem holds:
Theorem 2.1. A minimal cubature rule of degree 2n − 1 that attains the lower bound (2.1) exists if and only if its nodes are common zeros of n+1 2 + 1 orthogonal polynomials of degree n.
Let X be the set of the nodes. In the language of idea and variety, the characterization states that X is the variety of the polynomial ideal generated by n+1 2 + 1 orthogonal polynomials of degree n. This characterization, established in [8] , was extended in [13] by considering (2n − 1)-orthogonal polynomials.
A polynomial P is called a (2n − 1)-orthogonal polynomial if Ω P QW dxdy = 0 for all polynomials Q that satisfy deg P + deg Q ≤ 2n − 1. Evidently, orthogonal polynomials themselves are (2n−1)-orthogonal polynomials. Moreover, any polynomial of the form P n+1 +P n +P n−1 , where P k ∈ V k (W ), is (2n−1)-orthogonal, since they are orthogonal to all polynomials of degree n − 2 and (n + 1) + (n − 2) = 2n − 1. In [13] , we gave a characterization of minimal or near minimal cubature rules of degree 2n − 1 in terms of linearly independent (2n − 1)-orthogonal polynomials that are components of (2.2)
where Γ 1 and Γ 2 are matrices of sizes (n + 2) × (n + 1) and (n + 2) × n, respectively. It includes, in particular, the following theorem, need in the next section.
Theorem 2.2. Let n ∈ N. A near minimal cubature rule of degree 2n − 1 whose number of nodes is equal to
exists if its nodes are common zeros of n+1 2 orthogonal polynomials of degree n and Q n in (2.2) for some Γ 1 and Γ 2 .
The number of nodes of the cubature rule in (2.3) is one more than the lower bound given in (2.1). Since x i P , P ∈ V n (W ) and i = 1 or 2, is (2n − 1)-orthogonal by the three-term relation of orthogonal polynomials in two variables [4] and, furthermore, it is of degree n + 1 and of the form c T Q n for some nonzero vector c ∈ R n+2 , we see that x i multiples of those n+1 2 orthogonal polynomials of degree n can be elements of Q n . In fact, a quick count shows that, if n is odd, there is only one polynomial in Q n that does not arise this way. It is worth to point out that if a cubature rule attains the lower bound (2.1), then its nodes are common zeros of n+1 2 + 1 orthogonal polynomials of degree n, whose x i multiples lead to a Q n , as in (2.2) , that vanishes on all nodes.
The cubature rule with the number of nodes (2.3) can be obtained by integrating the Lagrange interpolation polynomial based on its nodes. The polynomial that interpolates at the nodes of the cubature rule arises from the subspace of polynomials Π 2 n \ I n , where I n := {P k,n : k = 1, 2, . . . , } and P k,n are the orthogonal polynomials of degree n that vanish on the nodes of the cubature rule. Let K n (W ; ·, ·) be the reproducing kernel of the space V n (W ) and let {Q k,n : 0 ≤ k ≤ n 2 } be an orthonormal basis of the orthogonal complement of I n in V n (W ). Then Q k,n ∈ V n (W ) and none of Q k,n vanishes on all nodes of the cubature rule. The following theorem is proved in [13] : Theorem 2.3. Let W be a central symmetric weight function. Let {(x k , y k ) : 1 ≤ k ≤ N } and λ k be the nodes and weights of the cubature rule of degree 2n − 1 in Theorem 2.2, respectively. Then (a) There exists a sequence of positive numbers {b k,n : 0 ≤ k ≤ n 2 }, uniquely determined, such that the kernel K * n (·, ·), defined by
for x = (x 1 , x 2 ) and y = (y 1 , y 2 ), satisfies 
where α, β > −1 and b α,β,± is the normalization constant so that the integral of W α,β,± 1 2 over the domain
bounded by a parabola and two lines, is 1. Let p (α,β) n be the orthonormal Jacobi polynomials with respect to the normalized Jacobi weight function. Then an orthonormal basis for V n (W α,β,− 1 2 ) is given by
and an orthonormal basis for V n (W α,β,
) is given by
where (u, v) and (x, y) are related by u := x + y, v := xy ( [6] ). The weight function W α,β,± , which we redefine as
2 , where we have included the normalization constant, which can be verified by the integral relation
The orthogonal polynomials with respect to W α,β,± 1 2 can be expressed in terms of orthogonal polynomials with respect to W α,β,± ) is given by
and an orthonormal basis for for
where a
In particular, using the explicit expression of b α,β,− 
Using (2.8) and (2.9), it is easy to see that, if x = cos θ, y = cos φ, then
where the right hand needs to be divided by √ 2 if k = n, and
where
). These relations will be useed extensively below.
Minimal and near minimal cubature rules
It is convenient to adopt the language of idea and variety in the discussion below. Let X be a set of points. Let I be the polynomial ideal defined by I = I(X) = {p ∈ R[x] : p(x) = 0, ∀x ∈ X} that has X as its variety. A cubature rule of degree 2n − 1 exists if I(X) is generated by (2n − 1)-orthogonal polynomials. Furthermore, the existence of a cubature rule can be characterized by the existence of a polynomial idea, generated by (2n − 1)-orthogonal polynomials, such that its variety X consists of finite many real points and |X| = codim I.
For the weight function W α,β,± 1 2 a cubature rule that attains the lower bound (2.1) is necessarily a minimal cubature rule and the set of its nodes is the variety of the ideal generated by n+1 2 +1 orthogonal polynomials of degree n. For n = 2m, it is shown in [17] that the minimal cubature rule of degree 2n − 1 = 4m − 1 exists and its set of nodes is the variety of the ideal 1 Q α,β,± whose number of nodes is equal to the lower bound N min (n).
Proof. We first consider the case W α,β,− . By Theorem 2.1, we need to find m + 2 orthogonal polynomials of degree n so that they have N min (n) many real common zeros. Let cos θ k,m , 1 ≤ k ≤ m, be the zeros of the Jacobi polynomial P
It is easy to see that the variety of the ideal 2 Q α,β,−
and the cardinality of X m is |X m | = 4m(m + 1)/2 = 2m(m + 1). and X m ∩ {(x, y) : x = y} = ∅. We now construct one more orthogonal polynomial of degree n from
. By the orthogonality of the Jacobi polynomials,
where w α,β (t) := (1 − t) α (1 + t) β is the Jacobi weight function and w * α,β (t) = c α,β w α,β (t) is normalized so that that k,2m+1 , we see that the polynomial
is an element of V 2m+1 (W α,β,− . Furthermore, as we shall see in Lemma 3.2 below, the polynomial
has 2m + 1 distinct zeros, so that q m (x, y) has 2m + 1 zeros of the form (ξ j,m , ξ j,m ), of which one is (0, 0).
k,2m+1 contains a factor x − y, we see it also has {(ξ j,m , ξ j,m ) : 0 ≤ j ≤ m} as zeros. Consequently, the ideal q is similar. Indeed, it is easy to see that the ideal 2 Q α,β, 1 2 k,2m+1 : 0 ≤ k ≤ m is equal to X m ∪ {(x, y) : x = −y}, where X m is defined as above, but with 1 ≤ j < k ≤ m + 1 and s j,k , t j,k defined in terms of θ (α+1,β) k,m+1 for 1 ≤ k ≤ m+1. The additional orthogonal polynomial in the polynomial idea is defined by the (x − y) multiple of
where we have used the fact that P
We still need to state and prove the following lemma: 
x 0 is also a zero of P (α+1,β+1) m−1 or a zero of the derivative of P (α,β) m , which contradicts the fact that the zeros of the Jacobi polynomials are simple. This proves (1) .
. We need two more identities of the Jacobi polynomials [1, (22.7.18 ) and (22.7.19)]
where γ = α + β + 2. Together with P (α+1,β) m
(1), we can then rewrite q m (t) as
By its definition, q m (1) > 0 and (−1) m q m (−1) > 0, which are sufficient to imply that the quasi-orthogonal polynomial in the bracket has n simple zeros in (−1, 1) (see, e.g., [14, Theorem 5.3] ).
It should be mentioned that the existence of these cubature rules are known only for W − 
2 rather than on the diagonal x − y = 0.
We depict the nodes of minimal cubature rules of degree 4m + 1 in Figure 1 for the weigh function .
Since the nodes of the minimal cubature rule are explicitly given in the proof of Theorem 3.1, the coefficients λ k of the cubature rule (1.1) can be found by solving a linear system of moment equations. However, it does not look to be easy to give these coefficients explicitly. In the following, we construct explicitly another set of cubature rules of degree 4m + 1 for W α,β,± 1 2 , which are near minimal with N min (2m+1)+1 number of nodes, just one more than that of the minimal cubature rules. These cubature rules are derived from the Gauss-Radau quadrature rule for the Jacobi weight and, in this regard, they are similar to the construction for the case of n = 2m in [17] , which is based on the Gauss quadrature rules for the Jacobi weight.
For α, β > −1, recall that w * α,β (t) = c α,β w α,β (t) is the normalized Jacobi weight function and that the Gaussian quadrature rule of degree 2n − 1 for w α,β takes the 
The existence of this quadrature rule is well-known. Explicit formulas for µ
can be found in [5, (3.10) ], where α and β need to be exchanged and also multiplying by c α,β . The formula of µ
k,n stated in the proposition, which will be needed later, can be derived as follows: writing f (x) = (1−x)g(x)+f (1), where g is a polynomial of degree at most 2n − 1, and applying the Gaussian quadrature rule with respect to w α+1,β , we see that
for all f of degree at most 2n. The constant c α,β can be easily computed, so is c α,β /c α+1,β . This establishes the formula for µ and t j,k := cos
. These are the same as we defined in Theorem 3.1, but here we allow j = 0 with θ 0,m = 0. 2 , we have the near minimal cubature rule of degree 4m + 1 with N min (2m + 1) + 1 nodes,
where means that the terms for j = k are divided by 2. For W α,β, 1 2 on [−1, 1] 2 , we have the minimal cubature rule of degree 4m − 3 with N min (2m − 1) + 1 nodes,
Proof. We consider W α,β,− 
where u j,k = x j,m + x k,m and v j,k = x j,m x k,m , and this cubature rule is known to hold for all polynomials of degree up to 2m [10] . Consequently, by (2.11), we see that
. It is easy to verify that u j,k = cos θ j,m + cos θ k,m = 2s j,k t j,k and v j,k = cos θ j,m cos θ k,m = s 2 j,k + t 2 j,k − 1. Hence, by the Sobolev theorem on invariant cubature rules [11] , which states that a cubature rule invariant under a finite group G is exact for all elements of a subspace P of polynomials if, and only if, it is exact for all polynomials in P that are invariant under G, the last cubature rule implies (3.6) for f ∈ Π is invariant under (x, y) → (−x, −y) and so is the right hand side of (3.6), it follows that the cubature (3.6) holds for f ∈ Π 4m+1 . When j = 0, s 0,k = t 0,k , so that . The proof for (3.7) can be carried out similarly, starting from applying the product cubature rule (3.8) on (x−y)f (x+ y, xy), as in [17] . We skip the details.
In the case of the product Chebyshev weight function W − , the cubature rule (3.6) is established in [13] and later in [2, 7] using two other methods. In view of Theorem 2.2, one natural question is what are the polynomials that vanish on the nodes of such a cubature rule; in other words, what is the polynomial idea whose variety is the set of nodes of such a cubature rule. The idea is identified in the proof of the following theorem. 
Proof. Let us denote by X m the set of nodes of the cubature rule in (3.6),
By the definition of s j,k = s k,2m+1 , 0 ≤ k ≤ m, vanish on X m , where we need the factor x − y in the polynomials when j = 0 since s 0,k = t 0,k . These account for n+1 2 = m + 1 orthogonal polynomials of degree n specified in Theorem 2.2. Now, from the first of the following two identities [1, (22.7.15 ) and (22.7.16)]
where a k,m is a constant coming from the normalization constants for the Jacobi polynomials and . = means that the identity holds under a constant multiple, whereas for k = m + 1, we have
from which it is easy to see that these polynomials vanish on X m . Furthermore, using the first identity of (3.3), it is easy to see that, for 0 ≤ k ≤ m,
where a k,m is another constant coming from normalization of the Jacobi polynomials, whereas for k = m + 1, we have
from which it follows that these polynomials vanish on X m as well. Together, this shows that, with n = 2m + 1, there are n + 2 many (2n − 1)-orthogonal polynomials of the form P n+1 + aP n−1 , where P k ∈ V k (W α,β ). Together, they can be written in the form Q n+1 + ΓQ n−1 . This completes the proof.
Remark 3.2. By symmetry, we also obtain another cubature rule of degree 4m + 1 by reversing the role of α and β. More precisely, the nodes of the corresponding cubature rule is X m with s j,k and t j,k given in terms of the zeros of the Jacobi polynomials of P
We depict the nodes of cubature rules (3.6) of degree 4m + 1 in Figure 2 . Apart from the nodes on the diagonal x = y, the distribution of these nodes are similar to those for the minimal cubature rules of degree 4m − 1 (see Figure 1 in [17] ). Just as in the case of n = 2m in [17] , the nodes appear to be propelled away from the diagonals of the square, which is where the singularity appears in |x − y| 2α+1 |x + y| 2β+1 of the weight function W α,β,− 
we see that X As an illustration, we depict the curves for the nodes of the two cubature rules in the above proposition in Figure 3 for the case α = β = 1/2, or the weight function and in Figure 4 for the case α = 1/2 and β = −1/2, or the weight function If we increase the values of α, β, then the region around the diagonals that does not contain nodes increase in size. On the other hand, it is known that θ 2 . In other words, the holes in the figures will close down as m increases.
Lagrange interpolation and near minimal cubature rules
The near minimal cubature rule in Theorem 3.4 can also be obtained by integrating the Lagrange interpolation polynomial based on its nodes, as we stated in Theorem 2.3. The interpolation polynomial is unique in the space Π * n and its explicit formula can be obtained if we can determine b k,n in (2.4). In this section we consider the case of W α,β,− 1 2 . Throughout this section we write W α,β := W α,β,− 
Then h (α,β) = 2(β + 1)/(α + β + 2) for 0 ≤ ≤ m − 1 and h (α,β) m = (β + 1)(α + β + m + 1)(α + β + 2m + 2) (α + β + 2)(β + m + 1)(α + β + 2m + 1) .
2 is of degree 2 + 2 ≤ 2m, and let s j,k and t j,k be defined as in (3.5) . Set
Then the nodes of the near cubature formula for W α,β in (3.6) consist of
The subspace Π * 2m+1 in which the interpolation polynomial is unique takes the form
k,2m+1 : 0 ≤ k ≤ n − 1} and the kernel K * n , in (2.4), used to determine the interpolation polynomials is 
where the fundamental interpolation polynomials
in which 1 2 in the right hand side needs to be replaced by 1 4 when j = k, and
where Proof. That the interpolation polynomial is given by (4.2) and (4.3) follows from Theorem 2.3. What remains to be done is to determine the constants b k,m in (4.1), which will verify the validity of (4.4).
We denote by C m [f ] the near minimal cubature rule, that is,
Throughout this proof, we write
k,2m+1 (x, y). By the symmetry of Q k,2m+1 , seen fom the explicit formula of Q k,2m+1 in Proposition 2.4, we have We now compute the same quantity in another way. Using (4.1) and the fact that the cubature rule is of degree 4m + 1, it follows by the cubature rule and the orthogonality of Q ,2m+1 that
Using the symmetry of Q ,2m+1 , it follows from (4.5) that Putting these formulas together, we have shown that
j,k , · Q ,2m+1 = 2 a Comparing with (4.6), it follows readily that a Putting these in (4.1) and using the explicit formula of Q m,2m+1 , we arrive at (4.4). This completes the proof.
We present the Lagrange interpolation polynomial in the form of (4.4) because the reproducing kernels are fundamental tools for further study and they are explicitly known. As one consequence of the explicit expression in the theorem, we can state a bound for the Lebesgue constant of the interpolation operator L (α,β) n , which is defined as its operator norm L Proof. The proof is similar to the estimate carried out in [17] for n = 2m, except in one estimate. It is easy to see that 
j,k ) .
