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ABSTRACT
Near-wall turbulence cycles tend to be self-sustained in low Reynolds number wall-
bounded turbulent flows. However, large-scale structures that reside in the outer region of the
flow grow more energetic as Reynolds number increases and impart strong “footprints” on the
near-wall turbulence. In addition, recent experiments in high Reynolds number smooth-wall
turbulent boundary layers have shown that these outer-layer, energy-containing large-scale
events amplitude-modulate (AM) the small-scale activities in the near-wall region. While
smooth surfaces are ideal for the theoretical modeling of wall turbulence, rough surfaces
are more widely encountered in practical engineering problems. The presence of roughness
elements greatly modifies the drag, heat-transfer and aerodynamic characteristics of surfaces,
which involves strong interplay between the pressure and viscous effects but is difficult to
measure experimentally in the intermediate vicinity of rough surfaces. In this regard, this
dissertation focused on performing direct numerical simulations (DNS) of turbulent channel
flow with hemispherical roughness on both walls, which fully resolve all relevant turbulent
scales and allow accurate measurements of the velocities and wall shear stresses.
Though the analysis of amplitude modulation is first studied over smooth surfaces,
outer-layer similarity between the smooth- and rough-wall turbulent flows suggests that this
analysis is also applicable to rough walls and present DNS data showed enhanced effects of
AM within the roughness sublayer, compared to the smooth-wall baseline. The physics-based
predictive models, pioneered by Mathis et al. (2011, 2013) using the framework of AM, were
extended to predict all three velocity components and wall shear stress in the present rough-
wall flows. The anisotropy of wall turbulence was also incorporated which enabled us to
produce improved predictions of the statistics of correlated velocities that the original model
predicted unsatisfactorily. The dynamical responses of wall shear stress to outer large-scale
structures in rough-wall flows were further investigated in terms of roughness-cell-averaged
statistics. In particular, it was shown that the variance and roughness-cell dimensions are
connected by a power-law-based scaling relation, which can be useful in advancing turbulence
modeling in the context of “wall-modeled” large-eddy simulations by incorporating various
surface attributes in more practical engineering applications.
ii
Big whorls have little whorls,
Which feed on their velocity,
And little whorls have lesser whorls,
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1.1 Motivation and background
Wall-bounded turbulent flows over rough surfaces are encountered in many industrial and
natural situations, the topographical complexity of which varies substantially from degraded
surfaces of turbine blades [4], ice accumulation on aircraft wings [5], and ablation of vehicle
surfaces during atmospheric re-entry [6], to vegetation canopies, rural terrains, and urban
cities [see 7, 8]. Understanding turbulence interactions in this context also contributes to
our understanding of global biogeochemical cycles [e.g. 9].
Surface roughness significantly modifies the near-wall turbulence generation mechanism.
Since the pioneer experiments by Nikuradse [10] in turbulent pipe flows with sand-grain
roughness, the effects of surface roughness on wall turbulence have been investigated over
the past few decades. In laboratory settings, the complexity of roughness is greatly reduced
and well controlled. A wide variety of rough surfaces have been considered in experiments,
including two-dimensional (2-D) [11, 12] and three-dimensional (3-D) roughness topographies
[8, 13–16], and even more realistic irregular roughness [17–19]. Such studies of simplified
topographies will inevitably encounter difficulties accessing the flow in the immediate vicin-
ity of the roughness [e.g. 13, 16, 17, 20]. For example, Raupach et al. [21] argued that a
conventional hot-wire probe suffers from a limited velocity-vector acceptance angle and spa-
tial resolution in measuring high-intensity turbulence within the roughness sublayer, which
adversely impacts the accuracy of measured shear stress just above the roughness crest.
Optical techniques, such as laser Doppler velocimetry (LDV) and particle image ve-
locimetry (PIV), circumvent these difficulties to some degree; however, their reliance on the
use of high-power lasers to illuminate tracer particles in the flow inevitably leads to laser light
reflections from the solid surface which corrupts such measurements in the vicinity of even
idealized roughness elements. In addition, such measurements cannot access the flow below
the roughness crests due to similar difficulties, nor can they fully access the spatio-temporal
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character of this unsteady, 3-D turbulent scenario. Recent PIV studies, which were meant
to characterize the turbulence in the roughness sublayer of flow over a realistic roughness
topography replicated from a damaged turbine blade, clearly illustrated the limitations of
optical measurements near complex surfaces [17, 18, 20, 22, 23]. While the flow in the outer
portion of the roughness sublayer was well characterized in these efforts, the flow within 1–2
roughness heights of the topography could not be interrogated due to laser reflections from
the multi-scale roughness topography. These inherent measurement challenges have inhib-
ited advancing our understanding of the physics in the roughness sublayer and consequently
in the development of near-wall models for accurate simulation of practical rough-wall flows.
With the advance of computational power over the last decades, direct numerical simu-
lation (DNS) of smooth-wall-bounded turbulent flows gains increasing popularity in under-
standing the sustainment mechanism of near-wall turbulence at increasingly higher Reynolds
numbers (Re) [24–29]. Moreover, DNS of rough-wall flows with even idealized geometric at-
tributes has the advantage of fully resolving flow physics from the largest to the smallest
relevant spatial and temporal scales across the entire flow thickness, though the Re used in
these numerical studies are usually low compared to the experimental setup due to expensive
computational cost. Examples of the simplified roughness elements used in the DNS include
triangular riblets [30, 31], wavy walls [32], arrays of 2-D circular rods [33, 34] or square bars
[35–40], and 3-D arrays of cubes [41–44], hemispheres [45], spheres [46, 47], or sandgrains
[48, 49], etc. More recently, DNS of turbulent flow over realistic roughness has also been
considered despite its topographical complexity [19, 50]. By exploiting DNS to fully resolve
all relevant turbulent scales in the flow, velocity fluctuations as well as wall shear stress in
the roughness sublayer where flow structures are significantly modified by the presence of
roughness elements, can be effectively explored to study the impacts of surface morphol-
ogy on the near-wall region where experiments cannot easily access. Furthermore, the drag
behaviors can be used to advance the efficacy of multi-scale modeling of turbulent flows,
i.e. large-eddy simulation (LES) where statistics of wall shear stress fluctuations become the
most relevant parameters characterizing the wall turbulence, especially in rough-wall flows.
2
1.2 Effects of roughness elements
With regard to the effects of rough surfaces, it is well established that the presence of either
3-D or 2-D transverse idealized roughness elements increases the drag at the wall [36, 42, 51],
except in the case of flow-aligned riblets for which a reduction of drag is observed [30, 31, 33].
One major consequence of the increased drag due to roughness is observed in the mean
streamwise velocity profile with a downward shift in the logarithmic region compared to
smooth-wall baseline. This downward shift is known as the roughness function, ∆U+ (the
superscript “+” denotes normalization in wall units). Detailed surveys of the relationship
between the roughness function and roughness height k+ for various surface geometries [21]
showed that flow remains hydraulically smooth (i.e. ∆U+ = 0) for small k+, where viscous
dissipation is sufficient to negate any perturbations induced by surface roughness, but, for
large k+, an asymptote region of ∆U+ is reached where the flow is termed fully rough and
the skin friction becomes independent of Re. This transition to fully rough conditions is
predominantly due to the growing dominance of the form-drag contributions to the overall
drag over the viscous-drag contributions, with increasing k+. At intermediate heights, the
flow is transitionally rough whereby both form- and viscous-drag contributions are significant
and strongly coupled in the roughness sublayer. ∆U+ plotted as a function of the equivalent
sand-grain roughness height k+s (the roughness height that produces the same roughness
function as that of sand grains of size ks) is shown to collapse onto the same asymptote
line in the fully rough regime but remain scattered for surfaces that are transitionally rough
[52, 53]. The transition from hydraulically smooth to fully rough conditions with increasing
k+s is dependent on the details of the roughness topography beyond simply its characteristic
height and it is still not well understood.
It is evident, however, that the characteristic roughness height alone is not sufficient
to fully characterize the overall drag induced by a roughness topography. For example, the
element packing density of 2-D arrays of transverse square bars was considered by Leonardi
et al. [35] and Djenidi et al. [12] who showed that square bars with a streamwise separation
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of 8k produces the largest drag. In addition, Leonardi and Castro [43] investigated 3-D
arrays of staggered cubes and reported that the peak drag occurs at a plan surface coverage
of 15%. Depending on the details of roughness geometry, a surface topography is commonly
called a “k-type” roughness when the elements are sparsely spaced and the behavior of ∆U+
depends predominantly on k+. This is in contrast to the “d-type” roughness, first classified
by Perry et al. [54], where surfaces are characterized by narrowly spaced or densely packed
roughness elements. ∆U+ for this roughness type is instead dependent upon the outer length
scale of the flow (e.g. boundary layer thickness, channel half-height or pipe diameter). Other
geometrical parameters, such as the effective slope, skewness and kurtosis, etc., can also alter
the behaviors of the overall drag [53], and it clearly requires more scrutiny to correlate the
physical attributes of a roughness topography to the drag.
While much effort is devoted to the mean wall shear stress, τw, in smooth- and rough-
wall-bounded turbulent flows, less is known about the fluctuations in the wall shear stress.
Higher-order statistics of τw, such as its root-mean-square (r.m.s.) value, skewness, etc.,
become relevant in multi-scale modeling of turbulent flows, particularly in LES, where τ̄w
does not embody sufficient statistical information about the nature of the drag variations.
This issue is exacerbated when dealing with rough walls, where drag embodies a complex
interplay between viscous and pressure effects depending upon the characteristics of the
roughness and Re.
Early smooth-wall experiments reported that the wall shear stress r.m.s. in wall units
scatters around a classical value of 0.4, but shows contradictory trends with increasing Re,
primarily because of insufficient spatial resolution and frequency response of the measure-
ment instruments at high Re [55–57]. DNS of smooth-wall-bounded turbulent flows, though
limited to low to moderate Re, has improved our understanding in this regard. Örlü and
Schlatter [58] compiled data from numerical and experimental studies of wall shear stress
r.m.s. and showed a consistent increasing trend with Re. The enhanced wall shear stress
r.m.s. is linked to the large-scale motions (LSMs) and very-large-scale motions (VLSMs) re-
siding in the outer region of high-Re flows [58, 59]. These large-scale structures, which have
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been identified in all types of turbulent flows [26, 60–66, amongst others] are strongly depen-
dent on Re, with their energy content and influence increasing as Re increases [60, 64, 67–69].
1.3 Amplitude modulation and turbulence modeling
The influence, or “footprint”, of outer-layer, large-scale events can penetrate deep into the
near-wall region, which is manifested as a low-wavenumber superposition effect identified
in the 2-D pre-multiplied spectra of the velocity and wall shear stress [58, 68]. This effect
grows stronger with increasing Re and is in agreement with the attached-eddy hypothesis
[70]. Particle image velocimetry and hot-wire measurements in turbulent boundary layers
(TBLs) have shown that packets of self-similar hairpin vortices grow in wall-bounded flows
with length scales proportional to the distance from the wall, and are organized coherently
into large-scale structures [60, 61, 71], meandering as streamwise-elongated low- and high-
momentum regions (LMRs and HMRs) near the wall, which leads to large-scale variations
in the wall shear stress [59, 64, 72].
Recently, Mathis et al. [73] developed a quantitative analysis to investigate such ef-
fects in smooth-wall TBLs at high Re and found many statistical details that connect the
outer flow structures with that of the near-wall region using single-point measurements of
the streamwise velocity fluctuation. In particular, the measurements have revealed that the
near-wall, small-scale turbulence is amplitude-modulated (AM) by LSMs that reside in the
outer layer through a nonlinear process, the strength of which increases with growing Re
[64, 68, 73]. This growth of AM effect with Re is also apparent in a suite of DNS of a com-
pressible developing smooth-wall turbulent boundary layer for 205 < Reτ < 1123 reported
by Bernardini and Pirozzoli [74]. Leveraging the 3-D, spatially-resolved data afforded by
DNS, compared to the single-point measurements in experiments, Bernardini and Pirozzoli
[74] computed true two-point AM correlation coefficients as a function of the wall-normal
position and found that AM effects begin to develop at approximately Reτ = 400 where
symmetry is broken in the correlation and a secondary, off-diagonal peak forms which they
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argue is the onset of non-linear AM phenomena of the outer large-scale structures on the
smaller scales in the near-wall region. Similarly, Pathikonda and Christensen [75] lever-
aged spatially-resolved particle-image velocimetry data acquired in a smooth-wall turbulent
boundary layer to compute two-point AM correlations and identified distinct off-diagonal
AM signatures that cannot be found in single-point measurements.
Outer-layer similarity between smooth- and rough-wall turbulence has been previously
documented for a variety of roughness topographies [e.g. 11, 13, 15, 17, 43, 76, 77], provided
that Re is sufficiently high and the separation between the characteristic roughness scale and
the outer flow scale (e.g. boundary layer thickness) is large, in accordance with Townsend’s
wall similarity hypothesis [70]. Importantly, roughness effects are mainly confined to the
inner layer while no substantial variations are observed in the outer flow of various single-
point statistics, including the mean streamwise velocity and various components of Reynolds
stresses. This similarity exists not only for basic statistics of the flow, but also for the
overall spatial structures of the larger-scale motions that occupy the outer part of the flow.
Two-point spatial correlations of the velocity fluctuations showed similar streamwise and
spanwise extents of the large-scale structures outside the roughness sublayer, though a weak
shortening of the streamwise length was observed close to the roughness in comparison
with the smooth-wall flow [15, 18, 66, 76, 78, 79]. Coceal et al. [42] performed DNS of
turbulent flow over cubical roughness and also reported longer streamwise length of the
LMRs over the smooth wall compared to the rough wall, with the effect being the largest
near the roughness elements and diminishing away from the wall. Moreover, Anderson [80]
utilized LES of turbulence overlying cube roughness to study the existence of AM effects
in this rough-wall flow and reported enhanced AM effects compared to smooth-wall flow.
Further, Squire et al. [81] conducted two-probe hot-wire measurements similar to that of
Marusic et al. [82] but for rough-wall flow and reported an enhanced AM effect coupled
with a reduced superposition effect. Similarly, Pathikonda and Christensen [75] also found
an enhancement of the AM effect using two-probe hot-wire measurements in flow over the
realistic roughness topography studied by previous experiments [17, 18, 23, 65], though the
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degree of enhancement was found to depend upon the spanwise location relative to the
irregular roughness features as this type of roughness induces the formation of turbulent
secondary flows which lead to spanwise heterogeneity in the flow itself [20, 83, 84].
Physics-based predictions of the flow require a comprehensive understanding of the
interactions between the outer flow and near-wall activities, as highlighted by recent smooth-
wall TBL experiments. Coupling the effects of superposition and modulation of the LSMs
on the near-wall small scales, Mathis et al. [1] proposed an empirical inner-outer predictive
model that was able to reproduce the near-wall streamwise velocity statistics up to the six-
order moment, given only information of the LSMs in the log region. This model produced
excellent predictions of statistics in comparison with the original data over a wide range
of Re, thanks to the discovery of an almost universal signal that was extracted from a
calibration process based on the AM analysis. While the predictive model was first developed
for streamwise velocity fluctuations, Mathis et al. [2] extended this framework to predict
fluctuating wall shear stress assuming that the inner-outer interaction is quasi-steady in
which the near-wall turbulence is affected by the slowly varying large-scale structures in
the outer region. The predicted fluctuation magnitude of the wall shear stress showed good
agreement with the Re trends reported by Schlatter and Örlü [85], an encouraging result for
advancing the near-wall modeling of turbulent flows.
Therefore, wall similarity observed in the outer region is crucial in practical engineering
problems involving modeling of rough-wall flows. In particular, LES of a rough-wall flow
explicitly requires that the roughness function is specified in order to derive the velocity
scaling and mean wall shear stress, both of which are necessary to set the boundary con-
ditions for the outer region to be resolved. There is currently no first-principles strategy
to determine the roughness function based solely on the statistics of the outer flow and the
surface topography; empiricism is currently required. Therefore, more advanced turbulence
modeling may also benefit from incorporating the aforementioned inner-outer interactions




With this background in mind, this study explores the existence of AM effects in rough-
wall turbulent channel flow using state-of-the-art fully roughness-resolving DNS for 200 <
Reτ < 600. A complementary DNS of smooth-wall turbulent channel flow at Reτ = 400 is
also conducted for comparison purposes and literature data from the smooth-wall turbulent
channel flow DNS of Hoyas and Jiménez [27] at Reτ = 2003 is leveraged to support the
conclusions made herein at high Re. While the rough-wall simulations are at relatively low
Reτ , they are the largest of their kind to date due to the requirements to fully resolve the
flow around the roughness and ensure that all dynamically significant turbulent scales are
resolved while simultaneously capturing the largest scales of the flow that extend multiple
outer length scales in the streamwise direction.
As reported by Bernardini and Pirozzoli [74], AM effects begin to appear in smooth-wall
flow at Reτ as low as 400 (the same as the smooth-wall simulation presented herein) and
roughness is now known to enhance the AM effect. We then leverage the AM effects to
adapt the existing AM inner-outer model of Mathis et al. [1] to predict the statistics of high-
order moments of all three velocity components by introducing principal component analysis
(PCA) to the model structure, accounting for the anisotropy effects of wall turbulence.
Thus, as the present simulations provide the spatio-temporal data to investigate the effects
of anisotropy in the universal signals obtained during the calibration of the AM model, the
utility of this modeling framework can be extended to successfully predict the Reynolds
shear stress, u′v′
+
, and statistics involving the spanwise velocity fluctuations, w′.
From practical considerations of turbulence modeling in LES, wall shear stress is ex-
tracted from the DNS and the near-wall flow structures are investigated using flow visual-
izations with the aid of spherical harmonics to demonstrate the dominant flow features and
associated physical interpretations for various roughness packing densities. Furthermore,
we extend the wall shear stress model pioneered by Mathis et al. [2] to rough-wall flows
with the intent of modeling the characteristics of the universal wall shear stress in terms of
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the conditionally spatial averaged statistics of the mean and fluctuations. The behaviors of
wall shear stress statistics to different averaging extents are also investigated to assist wall





The governing equations solved herein are the (non-dimensionalized) incompressible Navier–
Stokes equations for u(x, t) and p(x, t), given by
∂u
∂t
+ u · ∇u = −∇p+ 1
Re
∇2u + f , (2.1)
∇ · u = 0, (2.2)
where x and u denote the Cartesian coordinates and velocity components. The notational
conventions adopted throughout the thesis are that u = (u, v, w) denote the velocity compo-
nents in the streamwise (x), wall-normal (y) and spanwise (z) directions, respectively. p is
the pressure and f are the external forcing functions. The Reynolds number is Re = Uδ/ν
based on the characteristic velocity scale, U , length scale, δ (for example, the boundary layer
thickness, half-channel height or pipe diameter) and the kinematic viscosity ν = µ/ρ, where
ρ is the density.
The governing equations were solved by the open-source spectral element method (SEM)
code, Nek5000, developed at Argonne National Laboratory [86]. SEM is based on a high-
order weighted-residual technique (WRT) proposed by Patera [87], similar to the finite el-
ement method (FEM), which seeks solutions of the partial differential equations in terms
of a series of truncated expansion (trial) functions as the basis functions. The accuracy of
the approximated solutions is examined by evaluating the residual of the partial differential
equations where test functions are employed to minimize the residual.
2.2 Spatial discretization with SEM
In the method of weighted residual, it is appropriate to first define some useful functional
spaces needed for the trial and test functions. Given the 3-D computational domain Ω ⊂ R3,
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define the space of square integrable functions as
L2(Ω) :=
{
u : ‖u‖L2(Ω) <∞
}






where |u| := √u · u denotes the vector norm of u. In addition, the space of functions in
L2(Ω) with sufficient smoothness up to a specific differentiation order is defined as
H1(Ω) :=
{
u ∈ L2(Ω) : Dαu ∈ L2(Ω), ∀|α| 6 1
}
,
where α ∈ Nd0 = (α1, α2, ..., αd) is a multi-index and Dα := ∂|α|/∂x1∂x2...∂xd is the dis-
tributional derivative of order |α| ∈ N0 := α1 + α2 + ... + αd. Therefore, by choosing the
trial and test functions in the spaces u,v ∈ H1(Ω) and p, q ∈ L2(Ω), the weighted-residual







v · (u · ∇u) dΩ = −
∫
Ω




v · ∇2u dΩ +
∫
Ω
v · f dΩ,
(2.3)∫
Ω
q(∇ · u) dΩ = 0. (2.4)







v · (u · ∇u) dΩ =
∫
Ω




∇v · ∇u dΩ +
∫
Ω








v · (∇u · n) dΓ, (2.5)
where Γ = ∂Ω denotes the domain boundary and the circular integrals appear followed by
the divergence theorem. Further, define the functional spaces
L20(Ω) :=
{
q ∈ L2(Ω) :
∫
Ω




u ∈ H1(Ω) : u|Γ = 0
}
,
that satisfy the homogeneous Dirichlet boundary conditions. By choosing the test functions
v ∈ U0 ⊂ H10(Ω) and q ∈ Z0 ⊂ L20(Ω), the surface integrals in Eq. (2.5) vanish. Note that if
periodic boundary condition is considered, the boundary integrals also cancel identically.
To obtain the discrete weak formulation, it is common in SEM to choose trial and test
functions in the same Sobolev space, leading to the Galerkin method [88]. In addition, the
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functional spaces for the approximate solutions are defined using the same polynomial basis
functions, given by
UN0 := U0 ∩ PN(Ω) and ZN0 := Z0 ∩ PN(Ω),
where PN(Ω) := {ψ ∈ L2(Ω) : ψ is a polynomial of degree 6 N} is the finite-dimensional
polynomial space. This is the collocation scheme known as the PN–PN formulation [89, 90],
currently used by default in Nek5000, where velocities, pressure and passive scalars are
collocated at the same nodal points. With appropriate choices of the trial and test function
spaces, the discrete weak formulation of the Navier-Stokes equations is stated as follows:
Seek u ∈ UN0 ⊂ H10(Ω) and p ∈ ZN0 ⊂ L20(Ω) such that
d
dt
(v,u)N + (v,u · ∇u)N = (p,∇ · v)N −
1
Re
(∇v,∇u)N + (v, f)N , ∀v ∈ UN0 , (2.6)
(q,∇ · u)N = 0, ∀q ∈ ZN0 , (2.7)
where (·, ·)N denotes the inner product in L2(Ω), evaluated using N -th order polynomials
on discrete quadrature points.
In the framework of SEM, the computational domain is first partitioned into a set of
non-overlapping sub-domains (elements), Ωe, e = 1, 2, ..., E, such that Ω = ∪Ee=1Ωe. Define
the mapping r := (r, s, t) ∈ Ω̂ := [−1, 1]3 7→ x := (x, y, z) ∈ Ωe ⊂ Ω as the coordinate
transformation from the parametric reference domain Ω̂ to the computational domain Ωe, for
each element. It is assumed that the element mapping is conformal. Then, the approximate
solution within each element ue can be represented by the N -th order polynomial tensor
products, given by








where ueijk are the Lagrange interpolation coefficients corresponding to the orthogonal basis
functions, {ψi}Ni=0, {ψj}Nj=0, {ψk}Nk=0, in the parametric space (r, s, t), respectively. Typically,
Lagrange polynomials defined on the nodal interpolation points {ξi}Ni=0 ⊂ [−1, 1] (considering
12








which hold the property that ψj(ξi) = δij, where δij is the Kronecker delta function. Using
high-order Lagrange polynomials with uniformly-spaced points are shown to yield unsta-
ble solutions, which is related to the Runge’s phenomenon where large oscillation of the
interpolated function occurs near the end points of an interval. Therefore, non-uniformly
distributed nodal points based on the Legendre or Chebyshev polynomials are most often
used in SEM. For example, based on the Legendre polynomials, LN , the set of discrete points
{ξi}Ni=0 are determined as the roots of the equation
(1− ξ2)L′N(ξ) = 0,
where L′N is the derivative of the highest-order Legendre polynomial. These points are known
as the Gauss-Lobatto-Legendre (GLL) quadrature points which cluster closer to the bound-
aries, remedying the notorious Runge’s phenomenon. Working with the GLL quadrature
points allows efficient evaluation of integrals. For any function f(x) of degree M 6 2N − 1













This numerical integration technique is shown to have spectral convergence for sufficiently
smooth functions. Up to this point, the GLL quadrature points and weights are only defined
in 1-D, but the extension to higher dimensions is straightforward by exploiting the tensor
products. The extensive use of tensor products reduces the overall programming complexity




While the framework of SEM is used for the spatial discretization of the Navier–Stokes
equations in Nek5000, the temporal discretization is based on the k-th order backward dif-
ferencing formula (BDF) with extrapolation (EXT), referred to as the BDFk/EXTk scheme.












where ∆t is the time step size and {βi}ki=0 is a set of coefficients corresponding to the k-th















11un − 18un−1 + 9un−2 − 2un−3
6∆t
+O(∆t3).
The BDFk scheme is a family of implicit methods which generally gives superior sta-
bility properties. In the discretization of the Navier-Stokes equations, the pressure and
viscous terms are treated implicitly whereas any non-linear terms including the advection
and forcing terms are expressed explicitly using extrapolation. This results in a semi-implicit
timestepping technique and reduces the complexity of solving system of equations that in-
volve non-symmetric, non-linear terms, while maintaining an overall high order of temporal
accuracy. Typically, the explicit extrapolation scheme employed in Nek5000 is of the same
order as the implicit time discretization. Therefore, the k-order extrapolation of any general
non-linear function is given by





where {αi}ki=1 is a set of coefficients for the extrapolation and examples up to k = 3 are
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given by
gn = gn−1 +O(∆t),
= 2gn−1 − gn−2 +O(∆t2),
= 3gn−1 − 3gn−2 + gn−3 +O(∆t3).
The stability region of the timestepper can be studied by solving the model problem


















3un − 4un−1 + un−2
2∆t
= λ(2un−1 − un−2),
BDF3/EXT3:
11un − 18un−1 + 9un−2 − 2un−3
6∆t
= λ(3un−1 − 3un−2 + un−3).
For these homogeneous difference equations, it is assumed that the characteristic solution
is of the form un = Gun−1 = ... = Gnu0, where G is the growth factor, related to λ∆t. In
general, G will be complex and for neutral stability, one is interested to find the values of
λ∆t such that |G| = 1. Therefore, assuming G = eiθ, θ ∈ [0, 2π], and substituting un = Gnu0









3Gn − 4Gn−1 +Gn−2
2(2Gn−1 −Gn−2)
=
3− 4e−iθ + e−2iθ
2(2e−iθ − e−2iθ) ,
BDF3/EXT3: λ∆t =
11Gn − 18Gn−1 + 9Gn−2 − 2Gn−3
6(3Gn−1 − 3Gn−2 +Gn−3)
=
11− 18e−iθ + 9e−2iθ − 2e−3iθ
















Figure 2.1: Stability regions of the BDFk/EXTk scheme.
By plotting λ∆t in the complex plane as shown in Figure 2.1, it is seen that the
BDF1/EXT1 scheme gives the same stability region as the explicit Euler method. For the
higher-order scheme, BDF3/EXT3 encompasses a portion of the imaginary axis compared
to the lower-order schemes, which is advantageous considering the stability of timestepper
for convection-dominated problems and generally allows a larger time step size compared to
the explicit methods (e.g. RK3).
2.4 Fully-discretized Navier–Stokes equations
The main advantage of SEM is best understood in the matrix form of the partial differential
equations. The extensive use of the GLL quadrature allows efficient evaluation of the inner
products appeared in the spatial discretization of the Navier–Stokes equations. In this
section, the matrix representation of several inner products will be described first and the
fully discretized governing equations will be represented in the discrete form at the end.
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2.4.1 Evaluation of (v, u)N
Following the Galerkin scheme, the trial (u, p) and test (v, q) functions are represented by
the same nodal basis functions on the reference element, Ω̂, e.g. Eq. (2.8). Within each

















∣∣∣∂(x,y,z)∂(r,s,t) ∣∣∣e is the Jacobian of the mapping, Ω̂ 7→ Ωe. Hence, by using the GLL

































Recall that ψj(ξi) = δij by definition of the basis Lagrange polynomials. Therefore, the inner
product can be written in the matrix form as
(v, u)eN = (v
e)TMeue, (2.14)
where ue = ueijk and v
e = vei′j′k′ are column vectors of the basis coefficients and Me is the
“mass” matrix, given by
Me := (M̂ ⊗ M̂ ⊗ M̂)J e, (2.15)
where M̂ij := ρiδij contains the quadrature weights on the diagonal and Je = Jeijk is a
column vector of the Jacobian for each element. Note that symbol ⊗ denotes the tensor
product. It is readily seen that the mass matrix is diagonal.
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2.4.2 Evaluation of (∇v,∇u)N
Analogously, for each element, the bilinear inner product term (∇v,∇u)eN is computed as
I = (∇v,∇u)eN =
∫
Ωe






























































are geometric factors associated with the deformation of elements from the reference domain
to the computational domain, where derivatives ∂ri/∂xd are obtained from the inverse of





























where derivatives in the curly brackets are computed by inserting the basis functions. For

































































D̂nkuelmk = (D̂ ⊗ I ⊗ I)ue = D̂tue, (2.21)
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denotes the one-dimensional “derivative” matrix on the parametric space. Therefore, by
substituting the matrix representations of the derivatives in Eq. (2.18) and rearranging
terms, the inner product (∇v,∇u)eN can be expressed in the matrix form as
(∇v,∇u)eN = (ve)TKeue, (2.23)


















(Geı̂̂)lmn := ρlρmρnJelmn(Geı̂̂)lmn. (2.25)
2.4.3 Evaluation of (q,∇ · u)N
Finally, the inner products associated with the divergence-free condition (q,∇ · u)eN is com-
puted as
(q,∇ · u)eN =
∫
Ωe




































Similarly, by inserting the basis functions and applying the quadrature rule, the matrix
representation of this inner product is given by
(q,∇ · u)eN = (qe)T(De1ue1 +De2ue2 +De3ue3) = (qe)TDeue, (2.27)






















Conveniently, the gradient operator is simply defined as the transpose of the divergence
operator so that the pressure term is evaluated as (p,∇ · v)eN = (ve)T(De)Tpe.
2.4.4 Full-discretization in matrix form
Though the inner products written in the matrix form so far are local to one single element,
the extension to all elements is straightforward by assembling individual element-wise matri-





























The global stiffness matrix K and the divergence (gradient) operator D are defined in anal-
ogous ways. Therefore, with the inner products given by the global matrix-vector products,
the discrete weak formulation of the Navier-Stokes equations, Eqs. (2.6)–(2.7), can be written






Ku−DTp = Mf − g, (2.31)
Du = 0, (2.32)
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where g denotes explicit evaluation of the non-linear advection terms (u · ∇u) using proper
dealiasing technique with 3/2 rule on the finer mesh.
Upon applying temporal discretization to the matrix form of the governing equations














Dun = 0. (2.34)
By rearranging terms, the fully-discretized systems of equations are written as
Hun −DTpn = Fn, (2.35)
Dun = 0, (2.36)




M is the global Helmholtz operator and










include any contributions from the past velocity solutions, extrapolation of non-linear ad-
vection terms, and body forcing.
The continuity between elements is enforced using a Boolean matrix defined by the
mapping between the local and global numbering of nodal points. The boundary conditions
are applied using a restriction matrix which cuts off the global (local) nodal values corre-
sponding to the Dirichlet or periodic boundary conditions. Neumann boundary conditions,
including the inflow/outflow and traction boundary conditions, can also be incorporated into
the system of equations by explicitly adding the contributions to Fn as well as modifying
the restriction matrix.
2.5 Solution strategy
The incompressible Navier-Stokes equations are spatially discretized using SEM while the
semi-implicit BDFk/EXTk scheme (explicit treatment of nonlinear terms) is used for timestep-
ping. The fully-discretized governing equations can be solved using a splitting technique that
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decouples the pressure and viscous terms into separate subproblems. For the PN–PN formu-
lation, the splitting technique leads to 3 Helmholtz equations for velocities and a Poisson
equation for pressure [89, 90]. By taking the divergence of the momentum equation, the
time discretized pressure Poisson equation at time step tn is given by



















where ω = ∇× u is the vorticity, introduced by the identity ∇2u = ∇(∇ · u)−∇×∇× u,
assuming that the divergence-free condition is satisfied at time step tn, i.e. ∇ · un = 0. The
boundary conditions for pressure are derived by taking the pressure gradient normal to the












Hun = DTpn + Fn. (2.39)
The discretization of the pressure Poisson equation results in a symmetric positive defi-
nite (SPD) system that is solved with preconditioned GMRES iterations. With the solution
of pressure, the Helmholtz equation for each velocity component is discretized in a similar
way, which also gives rise to a SPD system that is solved using diagonally preconditioned
conjugate gradient iterations. Further details about the SEM formulations and parallel




3.1 Roughness mesh generation
Direct numerical simulations of turbulent channel flow were performed where a mat of
hexagonally-packed hemispheres was mounted on both walls. Due to the complexity of
surface topography, see Figure 3.1, it is strongly desired that the computational mesh is
well constructed such that all relevant turbulence scales are resolved in the near-wall region
around the hemispherical roughness. The spatial discretization in SEM allows the com-
putational domain to be divided into subdomains (spectral elements) and enables flexible
mesh design which employs body-fitted spectral elements that conform to the topography




Figure 3.1: Prototypical computational mesh for rough-wall simulations.
The design of the spectral element mesh for rough-wall simulations is described as
shown in Figure 3.2. The flow domain around the hemispherical roughness elements is
first partitioned into four quarters, each of which is further decomposed into three layers




Figure 3.2: Mesh design and generation for RH400-20-4. (a) Minimal roughness mesh unit
with the hemisphere layer in red, the transition layer in green and the core region (extended
upward to the center of channel) in blue; (b) replication in z; (c) replication in x and z.
body-fitted spectral elements are employed to ensure that small turbulence scales are well-
resolved around the roughness elements. Away from the walls, a core region (colored in
blue), which extends to the center of channel and occupies the majority of the computational
domain, is constructed using arrays of rectangular spectral elements aligned parallel to the
homogeneous (x–z) plane. Generally, the mesh in the core region is much coarser than
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Figure 3.3: Mesh distribution around the hemispheres for RH400-20-4 in the y–z plane.
Figure 3.4: Hexagonal packing of hemispheres for RH400-20-4 in the x–z plane.
that in the hemisphere layer. Further, a thin transition layer (colored in green) is created
interconnecting the hemisphere layer and core region to smoothly adapt the geometry and
mesh resolution between the inner and outer parts. The three-layered mesh design forms the
minimal roughness mesh unit with the smallest streamwise and spanwise extents. An actual
production computational mesh is generated by replicating the minimal mesh unit both in x
and z directions, as illustrated in Figure 3.2(b-c). This replication process is repeated until
the desired domain size is obtained. Finally, the half-channel mesh is mirrored with respect
to the mid-plane to generate the full computational mesh.
The spectral element distribution in the vicinity of the hemispherical roughness is de-
veloped based on a mesh scheme described in Appendix A. An example of this mesh scheme
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for the rough-wall case RH400-20-4 is shown in Figure 3.3 in the y–z plane, where the rough-
ness height k is defined the radius of the hemisphere. Further details of the spectral element
distributions around hemispheres for all rough-wall simulations are shown in Appendix A.
Figure 3.4 shows the hexagonal packing of roughness elements with spacing d between neigh-
boring hemispheres from center-to-center. A mesh refinement study has shown that statistics
of the Reynolds stresses are in good agreements with those refined in the streamwise, wall-
normal and spanwise directions. Thus, current meshes are appropriate for the goals of this
study and ensure that flow within the roughness sublayer was well-resolved.
3.2 Domain size determination
The domain size for all simulations is L = 8πh, H = 2h, and W = 2πh in the stream-
wise, wall-normal and spanwise directions, respectively. The appropriateness of this domain
size is demonstrated using the two-point autocorrelation coefficients of the velocity fluctua-
tions in the streamwise and spanwise directions, respectively. The two-point autocorrelation
coefficient is defined as
Rui(∆x; y) =
u′i(x+ ∆x, y, z) u
′
i(x, y, z)√





, i = 1, 2, 3, (3.1)
with no summation over i. An analogous expression is used for the two-point autocorrelation
as a function of ∆z.
Figures 3.5–3.6 show the two-point autocorrelation coefficients of all velocity compo-
nents at planes close to the roughness crest (y+ = 20) and in the outer region (y+ = 350),
respectively, for both smooth- and rough-wall cases. As seen in Figure 3.5(a–b), the auto-
correlation coefficients for the rough-wall case near the roughness crest at y+ = 20 exhibit
periodic behavior in both streamwise and spanwise profiles, whose wavelength corresponds
to the roughness-element spacings in the streamwise and spanwise directions, respectively.
In contrast, the autocorrelation coefficients decay rapidly to zero in the smooth-wall case at
y+ = 20 as shown in Figure 3.5(c–d). In the outer region at y+ = 350, shown in Figure 3.6,
the autocorrelation coefficients for both cases decay to a value close to zero with increasing
26




















Figure 3.5: Two-point autocorrelation coefficients of velocity fluctuations for both smooth-
and rough-wall cases at y+ = 20. (a, b) RH400-20-4; (c, d) SM2000. Streamwise (left) and
spanwise (right) profiles.




















Figure 3.6: As in Figure 3.5, but for y+ = 350.
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Case Reb Reτ k/h d/k L H W Nh Mh Grid points ∆x
+/∆z+ ∆y+min
SM2000† 43500 2003 – – 8πh 2h 3πh – – 17 921 212 416 8.19/4.10 0.032
SM400 7043 400 – – 8πh 2h 2πh – – 301 465 600 8.98/4.49 0.060
RH200-10-4 1864 200 0.100 4 8πh 2h 2πh 2 304 5 376 679 477 248 4.98/2.81 0.088
RH400-20-4 4466 400 0.050 4 8πh 2h 2πh 9 216 2 304 858 783 744 9.97/5.61 0.154
RH400-20-3 4568 400 0.050 3 8πh 2h 2πh 16 000 1 792 1 245 184 000 7.18/4.48 0.102
RH400-20-2 5742 400 0.050 2 8πh 2h 2πh 33 120 1 792 1 420 656 640 7.80/4.48 0.107
RH600-30-4 7280 600 0.034 4 8πh 2h 2πh 21 504 1 792 1 431 306 240 9.62/5.61 0.231
Table 3.1: Parameters of the simulations. The roughness height k is defined as the radius
of hemispheres; d is the center-to-center spacing between hemispheres. h is the half-channel
height. The bulk Reynolds number is Reb = Ubh/ν, where Ub ≡ 1 is the bulk velocity; the
friction Reynolds number is Reτ = uτh/ν; the inner-scaled roughness height are maintained
at k+ = uτk/ν = 20 for all rough-wall cases. Nh is the total number of hemispheres and Mh
is the number of grid points per roughness element on the hemisphere. ∆y+min is computed
at the apex of the hemisphere. SM2000† corresponds to the DNS data reported by Hoyas
and Jiménez [27] and was retrieved from http://turbulence.ices.utexas.edu.
streamwise distance. The rapid reduction to zero ensures that the domain is large enough
to contain the relevant turbulent structures, most importantly the large- and very-large-
scale motions. These flow features can extend several channel half-heights in the streamwise
direction in smooth-wall turbulent channel flow and likely modulate the smaller scales in
the near-wall region [69, 73]. It is also noted that the domain size used herein is about 25
times larger than the minimal computational box sufficient to sustain turbulence statistics
as suggested by Jiménez and Moin [92].
3.3 Simulation parameters
Table 3.1 summarizes the relevant flow and simulation parameters for each case. Three
rough-wall simulations were performed at Reτ = uτh/ν = 400, where uτ is the friction
velocity defined by uτ =
√
τ̄w/ρ. The mean wall shear stress τ̄w was calculated by averaging
the total drag at the wall over the total projected surface area of the wall. The total
drag at the wall was determined directly from the solver by integrating the pressure and
viscous stresses over the surfaces projected in the flow direction. The roughness height was
maintained as k/h = 0.05 for these cases, whereas the pitch-to-height ratio for the roughness
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elements was varied in the range d/k = 2–4. Two additional rough-wall simulations were
performed at Reτ = 200 and 600 to investigate Re effects for which the roughness heights
were k/h = 0.1 and k/h = 0.034, respectively, while the element spacing was d/k = 4. All
rough-wall simulations utilized the inner-scaled roughness height, k+ = 20. Table 3.1 also
summarizes parameters for a smooth-wall turbulent channel flow conducted at Reτ = 400
and DNS data of smooth-wall turbulent channel flow at Reτ = 2003 reported by Hoyas and
Jiménez [27]. Both smooth-wall cases serve as baselines against which the rough-wall cases
are compared.
The notational convention adopted in the thesis is that smooth- and rough-wall simula-
tions are denoted by SM and RH, respectively, followed by a number to denote the friction
Re and additional two numbers to indicate the half-channel-to-roughness height ratio and
pitch-to-height ratio, respectively. For example, SM400 refers to the smooth-wall simula-
tion with Reτ = 400 whereas RH400-20-4 denotes the rough-wall simulation performed at
Reτ = 400 with h/k = 20 and d/k = 4.
In Table 3.1, Nh shows the total number of hemispheres while Mh is the number of
grid points per roughness element on the hemisphere. ∆x+ and ∆z+ denote the average
streamwise and spanwise grid spacings in the core region, respectively, in wall units. For all
rough-wall cases, the wall-normal origin is positioned at the base plane of the hemispheres
for both walls. The domain in the wall-normal direction is discretized non-uniformly such
that the corner points of each spectral element are distributed based on the Chebyshev
collocation points given by




where yj is the location of the corner point of j
th spectral element in the wall-normal direc-
tion, N is the polynomial order of the basis functions, and ny is the total number of elements
in the wall-normal direction, determined based on previously published smooth-wall DNS
at similar Re. Further, ∆y+min denotes the first collocation point above the wall in the inner
units, computed at the apex of the hemisphere.
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3.4 Simulation execution and statistics collection
All simulations were carried out using Nek5000 at Department of Defense High Performance
Computing Centers on massively parallel platforms using the MPI2.0 standards. No-slip
boundary conditions were imposed on both walls and periodic boundary conditions were
applied in the streamwise and spanwise directions. After initial transients (about ten flow-
through time units), the statistics for the mean velocities, velocity gradients and Reynolds
stresses were collected for approximately ten flow-through times to ensure converged statis-
tics, which is consistent with previous studies of turbulent channel flow [e.g. 93]. Instanta-
neous velocity data were interpolated and extracted on planes parallel to the walls across




Near-wall turbulence in smooth-wall flows at low and moderate Re is well known to be
governed by a nonlinear self-sustaining process in the range, 0 < y+ < 30, [92, 94], which is
associated with the streamwise-elongated low-speed streaks [95] and shorter quasi-streamwise
vortices [24, 96]. Collective evidence has revealed that these quasi-streamwise vortices are
legs of the self-similar hairpin vortices that populate the logarithmic layer and above, with
length scales proportional to the distance from the wall [62, 71, 97]. Originating at the
wall, a hierarchy of hairpin vortices grows into coherent streamwise-aligned packets inclined
downstream and propagate all the way to the edge of the boundary layer. These vortical
packets aggregate in the outer layer and develop streamwise-elongated low (u′ < 0) and high
(u′ > 0) streamwise momentum regions that alternate in the spanwise direction, in both
smooth- and rough-wall flows [e.g. 15, 18, 62, 65, 97–99].
The streamwise extent of these structures can exceed multiple outer length scales (h, for
channel flow) and are thus termed very-large-scale motions [60] or superstructures [68]. The
imprints of low momentum regions (LMRs) and high momentum regions (HMRs) extend
from the outer layer through to the near-wall region [68] and are believed to drive the
modulation of the small-scale, near-wall motions [73]. It should be noted, however, that these
elongated LMRs and HMRs are entirely distinct from the low-speed streaks that occur within
the buffer layer of wall turbulence. In addition, they contribute heavily to the Reynolds shear
stress, with LMRs producing intense ejections of low streamwise momentum fluid away from
the wall and the HMRs generating intense sweeps of high streamwise momentum towards the
wall. With the presence of roughness at the wall, the inner layer (driven by viscous effects)
is effectively replaced by the roughness sublayer [21], where the mechanism of turbulence
generation and sustainment depends on the characteristics of the roughness and Re. This
chapter gives the qualitative representation of the turbulent structures away from the wall




Figure 4.1: Representative visualizations of the instantaneous streamwise velocity, u/Ub, in
the (a) x–y and (b) y–z planes for the smooth-wall case SM400 (left) and the rough-wall
case RH400-20-4 (right). Lines in the rough-wall case (right) demarcate 5k away from the
top and bottom walls as a qualitative measure of the roughness sublayer.
4.1 Spatial structures above roughness
Figure 4.1 shows representative visualizations of the instantaneous streamwise velocity u/Ub,
in the x–y and y–z planes for the rough-wall case RH400-20-4 (right) in comparison with
the smooth-wall case SM400 (left). Intense turbulent motions are readily apparent near
the wall in both cases; however, the hemispherical roughness induces flow separation just
downstream of each element, which yields form-drag contributions to the overall drag. In
addition, roughness enhances the turbulence levels in a certain region above the roughness
crest into the log region. The horizontal lines in the rough-wall cases delineate a 5k distance




Figure 4.2: Representative visualizations of the instantaneous Reynolds shear stress, u′v′,
for the (a) smooth-wall case SM400 and the (b) rough-wall case RH400-20-4, at y+ = 100
(corresponds to y = 5k for the rough-wall case). Line iso-contours: LMRs (black, u/Um <
0.9) and HMRs (white, u/Um > 1.1) from the y
+ = 50 plane, where Um is the local mean
streamwise velocity.
region near the wall where roughness directly impacts the flow). The most intense turbulent
fluctuations are primarily contained within this roughness sublayer in both planes visualized.
Quadrant analysis has previously shown that this effect is strongly correlated to the vigorous
ejections of low streamwise momentum fluid away from the wall and sweeps of high stream-
wise momentum fluids towards the wall. Coceal et al. [42] showed that these events are not
randomly distributed in the flow but well organized in certain regions spanning a range of
scales. Importantly, the trains of vortices shed from the hemispherical roughness elements
induce greater ejections/sweeps of fluid away/towards the wall which strongly contributes
to the mean Reynolds shear stress.
Figures 4.2–4.4 present representative visualizations of the instantaneous Reynolds-
shear-stress contributions, u′v′, for the smooth- (top) and rough-wall (bottom) cases in




Figure 4.3: As in Figure 4.2, but at y+ = 50 (corresponds to y = 2.5k for the rough-wall
case).
spatial structures embody very similar features of the LMRs and HMRs in the y+ = 100,
50 and 25 wall-parallel planes, respectively, which corresponds to y = 5k, 2.5k and 1.25k
for the rough-wall case in terms of the roughness height. Line iso-contours of instantaneous
LMRs (u/Um < 0.9) and HMRs (u/Um > 1.1) are also included from the y
+ = 50 plane to
illustrate the imprints of the outer larger-scale motions on the flow within and below the
log layer (here, Um is the local mean streamwise velocity). These iso-contours bound the
spanwise extent of streamwise-elongated LMRs and HMRs that alternate in the spanwise
direction in both smooth- and rough-wall flows.
Beginning with the y+ = 100 fields (y = 5k for the rough-wall case, which corresponds
to the outer edge of the roughness sublayer) in Figure 4.2, an approximately 8h-long LMR
(black lines) is apparent near z/h = −2.2 in the instantaneous smooth-wall field (top panel)
that is bounded on both sides by elongated HMRs (white lines), within which intense u′v′
events are apparent (ejections in LMRs and sweeps in HMRs). Similar features are readily




Figure 4.4: As in Figure 4.2, but at y+ = 25 (corresponds to y = 1.25k for the rough-wall
case).
(black lines) is noted at roughly z/h = −0.2 in this field that is also bounded on both sides
by elongated HMRs. Within these regions, negative u′v′ contributions are also noted and
the intensity of these events is stronger than that of the smooth-wall case. These features are
entirely consistent with previous studies at similar and higher Re and the striking consistency
between these outer-layer spatial features at y+ = 100 of the smooth- and rough-wall flows
is consistent with the notion of outer-layer similarity where the underlying spatial structure
is similar even in the presence of roughness [13, 17, 21, among others].
Similar LMR and HMR signatures are readily seen in Figure 4.3 at y+ = 50 and
Figure 4.4 at y+ = 25. In particular, one can identify intense u′v′ events at y+ = 100 and
find their signatures still apparent at similar spatial locations as they were sampled closer
to the wall, indicating that these LMRs and HMRs and their associated u′v′ contributions
occupy this wall-normal extent, y+ = 25–100, and that roughness enhances the intensity of
these events compared to the smooth-wall flow. These observations are again in agreement
with previous ones in the smooth- and rough-wall flows, which are interpreted as the imprint
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Figure 4.5: Flow visualization of vortical structures within the roughness sublayer, 0 < y+ <
100, for RH400-20-4 using iso-surfaces of λ+2 = −0.005, colored by the streamwise velocity
u+. The instantaneous pressure p+ is also shown in the background.
of the LMRs and HMRs in the near-wall region. Thus, the consistency in these structural
attributes represents a distinct linkage between these regions of the flow in both smooth-
and rough-wall flows, particularly the imprint of outer-layer motions in the near-wall region,
explains why AM effects have been identified in the rough-wall turbulence [75, 80, 81].
4.2 Vortical structures within the roughness sublayer
Figure 4.5 presents a flow visualization of the vortical structures within the roughness sub-
layer, 0 < y+ < 100, for the rough-wall case RH400-20-4. These structures are identified
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using the λ2-criterion developed by Jeong and Hussain [100] and are displayed as iso-surfaces
of λ+2 = ν
2λ2/u
4
τ = −0.005, colored by the inner-scaled instantaneous streamwise velocity
u+. In principle, there is no ambiguity as how to select the values to render the iso-surfaces,
as the criterion λ+2 < 0 is scale-invariant [101]. In practice, a slightly negative value of λ
+
2
is selected for the iso-surface to avoid noisy regions where the velocity is close to zero. Also
shown in the background is the inner-scaled instantaneous pressure p+ with a different color
scheme.
Similar to the smooth-wall flow, the near-wall region of this rough-wall flow is popu-
lated by trains of hairpin-like vortices which appear as one-sided, “cane-like” or two-sided,
asymmetric “omega-like” vortices, consistent with the observations reported by Tomkins
and Adrian [62] and Coceal et al. [42]. The clusters of hairpin vortices are not randomly
distributed near the wall but instead organized coherently into packets that extend multiple
outer length scales downstream, with a spanwise width of approximately 1–1.5h. The spatial
organization of the hairpin packets is highly correlated with the streamwise-elongated regions
of high and low pressure (also coincident with regions of large vertical velocity gradient across
the boundary layer). This spanwise-alternating pattern of high- and low-pressure patches is
clearly reminiscent of the spanwise-alternating LMRs and HMRs found previously in both
smooth- and rough-wall flows, representing the large-scale signatures from the outer-layer
events [15, 18, 62, 65, 98, 99, among others].
Figure 4.6(a) illustrates the vortical structures spatially coincident with the individual
hemispheres for RH400-20-4, identified using the λ2-criterion. In addition to the hairpin vor-
tex packets observed within and outside the roughness sublayer, a prevailing surface vortical
structure (marked A) is identified in the vicinity of hemispheres, which spawns immediately
upstream of each hemisphere and covers the frontal surface of a hemisphere. Previous experi-
mental studies in TBL with a single large hemispherical dome mounted on the wall [102–104]
suggest that this vortical structure is induced by the generation of surface vorticity between
the frontal stagnation and flow separation points, due to the surface pressure gradient. In





Figure 4.6: Vortical structures in the vicinity of hemispherical roughness for all roughness
topographies at Reτ = 400, identified by the iso-surfaces of λ
+
2 = −0.005 and colored by
the streamwise velocity u+. Instantaneous pressure p+ is also shown in the background
superimposed on the roughness geometry. Typical surface vortical structures, “horseshoe”
vortices and trailing vorticity loops are marked by the letters A, B and C, respectively.
38
distance from the wall, the induced frontal vortices are likely to scale with the height of the
roughness elements.
Similarly, the vortical structures in the roughness sublayer of RH400-20-3 and RH400-20-
2 are shown in Figure 4.6(b) and Figure 4.6(c), respectively. It is found that this structural
development is strongly affected by roughness element spacing. As the distance between
elements decreases, the vertical velocity gradient across the roughness sublayer decreases as
flow is lifted upwards by the roughness. Consequently, the stagnation point upstream of each
hemisphere climbs uphill, resulting in a reduced pressure gradient induced by the roughness
elements. Since the concentration of vorticity lines is controlled by the pressure gradient, it
is seen that the surface area of the hemisphere covered by the vortical structures dwindles
from almost the entire frontal surface for RH400-20-4 to only the tip of each hemisphere for
RH400-20-2.
Furthermore, there is an additional type of vortical structure developed upstream of
each hemisphere but less frequently seen compared to the prevailing surface vortical struc-
tures. When the roughness elements are far apart as shown in Figure 4.6(a), the on-coming
boundary layer vorticity lines accumulate below the frontal stagnation point and curl around
each roughness element, forming a so-called, “horseshoe” vortex (marked B), or alternatively
termed the “standing” vortex by Acarlar and Smith [105]. These horseshoe vortices have
also been investigated previously for isolated hemispheres immersed in a TBL [102, 103, 106],
which share similar aerodynamic characteristics with most commonly studied 3-D roughness
shapes, e.g. cubes, cones, pyramids, etc. [107–110]. The vorticity lines in the wake of hemi-
spheres appear to curl around each other and form long trailing vorticity loops (marked C)
downstream, similar to the observations by Savory and Toy [103].
While the trailing vorticity loops are clearly attached to the wall when only one large
roughness element is considered, the hexagonal packing of hemispheres studied herein dis-
torts the trailing vorticity loops, redirecting them to either lift away from the wall or wrap
around the neighbor hemispheres downstream of previous ones. When the element spacing
is reduced, the horseshoe vortex is still present in Figure 4.6(b), but the trailing vorticity
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loops tend to lift even further away from the wall. Further reduction in the element spacing,
as shown in Figure 4.6(c), renders the horseshoe vortex barely visible upstream of each hemi-
sphere because the roll-up of vorticity lines is significantly reduced by the reverse flow within





5.1 Mean velocity profiles
Mean velocity profiles are obtained for each case by averaging the streamwise velocity field in
the wall-parallel plane at each wall-normal location. Figure 5.1 shows the inner-scaled, mean
streamwise velocity, U+, for all cases, including that of the smooth-wall DNS at Reτ = 400.
The log law U+(y+) = (1/0.41) ln(y+) + 5.5 is also included. While the viscous stress is
the only contributor to the drag in the smooth-wall case, flow visualization (see Figure 4.1)
highlights the increased drag produced by roughness, including form-drag contributions to
the overall wall shear stress. This increased drag modifies the mean velocity profile by an
approximately constant downward shift in the log region of the flow, ∆U+. This downward
shift is observed for all rough-wall cases and can be determined by fitting the the log law





















Figure 5.1: Mean streamwise velocity profiles for smooth- and rough-wall cases at various
Re. Straight line reflects the log law: U+(y+) = (1/0.41) ln(y+) + 5.5.
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Case Roughness λp d0/k ∆U
+ k+s Cf γh
RH600-30-4 k-type 0.247 0.305 6.67 52.7 0.014 0.898
RH400-20-4 k-type 0.229 0.300 6.55 50.2 0.016 0.883
RH200-10-4 k-type 0.229 0.305 6.52 49.7 0.023 0.877
RH400-20-3 k-type 0.398 0.485 6.27 44.7 0.015 0.976
RH400-20-2 d-type 0.824 0.780 3.20 8.0 0.010 1.000
Table 5.1: Parameters of the rough surfaces. Here, λp is the plan area density defined as
the ratio of projected wall-parallel area between the hemisphere and wall, d0 is the zero-
plane displacement, ∆U+ is the roughness function whereas k+s is the equivalent sandgrain
roughness height, Cf ≡ 2(uτ/Ub)2 is the skin-friction coefficient with the bulk velocity Ub = 1,
and γh is the total drag on the hemispheres divided by the total wall shear stress.
assuming κ = 0.41 and B = 5.5. The zero-plane displacement, d0, is also determined by
fitting the slope of the log-law. Table 5.1 summarizes these roughness-induced parameters
for all cases. Finally, the equivalent sand-grain roughness height, k+s , for each case can be
determined by matching the ∆U+ observed to the sand-grain size that yields an equivalent
∆U+ from the measurements of Nikuradse [10].
The main observation in Figure 5.1 is the clustering of profiles based on the degree of
packing of the surface roughness. The closely packed (hemispheres touching) case RH400-20-
2 has a mean velocity that is intermediate to the smooth-wall and all other rough-wall cases.
When the packing density of the roughness elements is high (i.e. low d/k), they effectively
shelter one another and form narrow recirculation regions that isolate the outer flow from
the roughness sublayer [52]. Thus, the densely packed roughness in the RH400-20-2 case
is classified as the “d-type” roughness whereas the cases RH400-20-3 and RH400-20-4 are
commonly referred to as the “k-type” roughness, based on the classification first introduced
by Perry et al. [54].
Moreover, the mean velocity profiles for the rough-wall cases at Reτ = 200 (RH200-10-4)
and 600 (RH600-30-4) collapse very well in the log layer with RH400-20-4. This collapse is
consistent with previous studies [10, 54, 111, among others] wherein for “k-type” roughness,
the primary factor in determining ∆U+ is k+ compared to other geometrical parameters.
For “k-type” roughness, ∆U+ can be related to k+s via the study of Nikuradse [10] through
42




ln(k+s ) +B − 8.5. (5.2)
Flows are commonly considered as fully rough for k+s & 70 for which the form drag dominates
over viscous contributions. In the present study, the equivalent roughness heights k+s < 70,
indicating that our rough-wall flows are still in the transitionally rough regime. For “d-type”
roughness, however, ks is estimated based on the half-channel height, ks ≈ 0.02h [52].
Figure 5.2(a) compares ∆U+ as a function of λp from the current DNS data with other
3-D roughness shapes from previous studies. Coceal et al. [42] studied staggered arrays
of cubes at k+ ≈ 500 and reported ∆U+ ≈ 13.7 for λp = 0.25. In addition, Leonardi
and Castro [43] investigated cubic roughness elements at k+ ≈ 600 with the plan area
density in the range 0.04 < λp < 0.25 and showed that the largest drag is produced around
λp = 0.15. However, Placidi and Ganapathisubramani [112] used LEGO bricks to study
the effect of plan surface coverage on ∆U+ at fixed frontal area density λf = 0.15 (the
frontal area of element divided by the unit plan area) and found a monotonically decreasing
trend with λp between 0.11 and 0.44. They argued that the different behavior is linked to the
difference in controlling the frontal area density. For cubic roughness, λf ≡ λp and increasing
λp simultaneously increases λf , and vice versa. While it is expected that ∆U
+ reaches a
peak value around λf = 0.15 [52], increasing λp alone at fixed λf leads to a transition
from flow passing over isolated elements (large separation) to flow skimming over densely
packed elements, which progressively reduces the drag [112]. For hemispherical roughness,
increasing λp also increases λf , but λf 6= λp. As hemispheres are packed closer to each
other, the flow is progressively lifted upwards and the recirculation zone is disrupted until
stable vortices are formed between the cavity of densely packed roughness elements. This
results in a transition from “k-type” (d/k = 3–4) to “d-type” roughness (d/k = 2) and a
reduction of the generated drag, consistent with the paradigm envisioned by Perry et al.
[54]. It should also be noted that though k+ = 20 is much lower compared to that used
in previous studies, it is approaching the lower limit of the fully rough regime demarcated
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Figure 5.2: (a) Roughness function, ∆U+, and (b) normalized zero-plane displacement,
d0/k, plotted as a function of the plan area density, λp, for all rough-wall cases compared
to other 3-D roughness shapes (cube and LEGO) from previous studies. The dashed line in
(a) demarcates the lower limit of the fully rough regime corresponding to k+s = 70.
by the dashed line corresponding to k+s = 70 for sparsely spaced roughness. The zero-plane
displacement normalized by the roughness height, d0/k, is shown in Figure 5.2(b) and it is
observed that d0/k increases with an increase in λp and it approaches d0 = k at large λp, in
agreement with previous studies.
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The drag enhancement by roughness can be quantified by the skin-friction coefficients
Cf ≡ 2(uτ/Ub)2 (see Table 5.1). Compared to the smooth-wall case with Cf = 0.007, the
skin-friction coefficients are larger for all rough-wall cases. In addition, as the pitch-to-height
ratio (d/k) of the roughness elements is increased, the skin-friction coefficient increases from
0.01 for RH400-20-2 to 0.016 for RH400-20-4. This observation is expected since increasing
the pitch-to-height value promotes momentum transfer within the roughness sublayer and
enhances the pressure difference across the roughness elements [113]. The contribution of
drag due to the roughness to the overall drag is reported by γh. It is seen that the drag
is almost entirely generated on the roughness elements and the contribution from the flat
surfaces becomes progressively negligible as λp increases. It is also noted that the difference
is small between d/k = 3 and 4, as it has been reported that the effect of packing density
saturates near d ≈ 3–4k [52].
5.2 Reynolds stresses
Figure 5.3 presents components of the Reynolds stress tensor in inner units for the smooth-
and rough-wall cases. As shown in Figure 5.3(a), the peak streamwise normal stress, u′u′
+
, is
reduced significantly for flows over rough surfaces. A large reduction is observed for RH400-
20-4 and similarly for RH400-20-3 due to the break-up of streamwise-elongated vortical
structures. However, the reduction of peak u′u′
+
is less significant in the case RH400-20-2,
likely due to the sheltering effect of closely packed roughness elements, which renders this
case more hydrodynamically similar to the smooth-wall flow. In addition, the location of
peak u′u′
+
tends to shift farther away from the wall as the roughness elements are packed
more compactly. Moreover, u′u′
+
exhibits an inner peak below the roughness crest y+ = 20
as shown in the inset of Figure 5.3(a) for the cases RH200-10-4, RH400-20-4 and RH600-
30-4 with the same k+ and packing density. The formation of this inner peak is likely due
to the vortical structures formed in the cavity between roughness elements which promote
the streamwise velocity fluctuations below the roughness crest. This effect is weakened in
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Figure 5.3: Reynolds stress components versus y+ for the smooth- and rough-wall cases.
The inset of (a) shows u′u′
+
near the roughness crests (y+ = 20) for the rough-wall cases.
Legend as in Figure 5.1.
the cases RH400-20-3 and RH400-20-2 with closely spaced roughness since the strength of
the vortical structures declines as the roughness elements move closer to each other and
the blocking effect of the hexagonal packing pattern becomes relevant for higher packing
densities. This trend eventually leads to the destruction of the inner peak in u′u′
+
in the case
RH400-20-2. Above the roughness crest, the profiles develop an outer peak near y+ ≈ 25–30
for the rough-wall cases, due to stronger production of turbulence induced by the wakes of
the roughness elements.




and the shear stress, u′v′
+
,
respectively. When compared to smooth-wall flow at Reτ = 400, these turbulent stresses
are less sensitive to the roughness. The sheltering effect is still apparent as the profiles tend




, falls quickly onto a straight line for y+ > 80, as expected for fully-developed turbulent
channel flow. For a given roughness height and spacing, increasing Re tends to enhance the
intensity of all Reynolds stress components.
5.3 Spectral analysis of the wall shear stress
A proper spectral analysis of any field defined on an arbitrary surface requires projection on
the spectrum of a Sturm–Liouville problem defined on a curvilinear manifold. The natural
choice for a general periodic surface is to employ the spectrum of the Laplace–Beltrami
operator on that surface. This is not a trivial spectrum for the roughness herein which is
only C0 continuous; more precisely, piecewise C∞ with discontinuity of the gradient at the
contact line (the circle defined by the intersection of the hemisphere with the flat surface).
Fortunately, since the pressure on the hemispherical roughness contributes heavily to the wall
shear stress, it is possible to use the spherical spectrum to analyze the drag. Furthermore,
pressure does not contribute to the streamwise force along the flat part of the surface, only
viscous stresses do, and this contribution becomes less significant with increasing Re and
decreasing roughness separation. Therefore, we emphasize herein that the spectral analysis
of the wall shear stress is focused on the hemispherical dome only. But, as shown by the
ratio between the total drag on the hemispheres and the total wall shear stress, γh, included
in Table 5.1, and the spectra in the subsequent sections, the ignored viscous drag on the flat
sections is small.
Spherical harmonics are employed to analyze the distribution of wall shear stress on the
surface of hemispheres. These harmonics arise from the solution of Laplace’s equation in
spherical coordinates {(r, θ, φ) | r ∈ R+, θ ∈ [0, π], φ ∈ [0, 2π)} using separation of variables.
The angular part of Laplace’s equation satisfies a Sturm–Liouville problem, resulting in
a complete set of orthogonal functions. These functions are traditionally referred to as
spherical harmonics, Y ml (θ, φ), expressed as






Pml (cos θ) e
imφ, (5.3)
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for integers l 6 0 and m with −l 6 m 6 l, where Pml (cos θ) are the associated Legendre
polynomials of degree l and order m and i denotes the imaginary number. Conventionally, l
is referred to as the spherical wavenumber while m is recognized as the Fourier wavenumber.
The constant factor in Eq. (5.3) is chosen to normalize the spherical harmonics such that∫
|Y ml (θ, φ)|2 dΩ = 1, (5.4)
where dΩ = sin θ dθ dφ is the differential solid angle in spherical coordinates. The orthogo-
nality relation is given by ∫
Y ml (θ, φ) Y
m′∗
l′ (θ, φ) dΩ = δll′δmm′ , (5.5)
where ∗ denotes the complex conjugate. Since the spherical harmonics form a complete set
of an orthonormal basis in the Hilbert space of square-integrable functions, any well-behaved








l (θ, φ), (5.6)
where Nl is the maximum degree of the spherical harmonics available due to the finite
resolution of the computational mesh. The constant coefficients flm can be readily obtained
by projecting f onto each basis function Y ml , according to
flm =
∫
f(θ, φ) Y m∗l (θ, φ) dΩ. (5.7)
Spherical harmonics can also be used to reveal the dominant modes contributing to the
wall shear stress by studying the power spectrum of the coefficients. Parseval’s theorem of
the spherical harmonics expansion is given by
‖f‖2 =
∫












where the terms in the square bracket are denoted by Pl(f) and represent the power spec-
trum for spherical wavenumber l where all Fourier modes have been summed. Furthermore,







where Nh denotes the total number of hemispheres and f
j is any quantity of the jth hemi-
sphere. We assume that this ensemble average is reasonably well converged given the large
number of hemispheres present in the DNS (see Table 3.1). The smallest case investigated
herein, RH200-10-4, has 2 304 hemispheres, yielding a statistical error of 1/
√
2 304 ∼ 2%,
which drops to ∼ 0.5% for the largest case, RH400-20-2, with 33 120 hemispheres. This re-
quirement highlights the need to devise the use of such a large number of roughness elements
for the numerical study.
Though the rough surfaces studied herein are composed of hemispheres, the framework
of spherical harmonics is still applicable by assuming that f is an even function about the
equator of a sphere, where the function on the upper hemisphere is mirrored to the lower half.
This works exactly for the pressure because flow smoothness near the contact line requires
the radial derivative of pressure to vanish, which is less clear for the viscous stresses. In this
way, the spherical harmonics coefficients can be computed directly from the simulations by
integrating a given function with the complex conjugate of the basis functions defined on
the surface of each hemisphere using the Gauss–Lobatto quadrature rule, i.e. Eq. (5.7). The
maximum degree is determined by the accuracy of the surface mesh used in the simulation,
which is Nl = 6 for the resolutions used in the DNS (see Mh in Table 3.1).
Once all available coefficients are obtained, any function can be reconstructed using
Eq. (5.6). In contrast to smooth-wall flows, where wall shear stress is solely determined by
viscous stresses, rough-wall flow also induces pressure drag, which dominates at sufficiently
high Re when the flow approaches fully-rough conditions [21, 52, 53]. For completeness, we
analyze both pressure and viscous contributions projected along the streamwise direction,
denoting px = −pnx and σx = [σ · n]x, respectively, where n = {nx, ny, nz} is the unit
outward normal vector of the surface and σ = µ(∇u + ∇uT) is the viscous part of the
stress tensor. Obviously, the sum of the pressure and viscous contributions represents the
total wall shear stress along the streamwise direction, i.e. τx = px + σx. A comparison of
the original (simulation) and spectrally-reconstructed instantaneous wall shear stress on an
arbitrarily chosen hemisphere is shown in Figure 5.4 for simulation RH400-20-4. It can be
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(a) (b)
Figure 5.4: Example of the instantaneous wall shear stress τx on an arbitrary hemisphere for
RH400-20-4. (a) Actual field extracted from DNS and (b) reconstructed field using spherical
harmonics.












Figure 5.5: Power spectrum of the spherical harmonic expansion as a function of the spherical
wavenumber l over various rough surfaces for the streamwise projected (a) pressure P+x and
(b) viscous stress V +x , respectively. The power spectra are averaged over all hemispheres and
normalized by the friction velocity uτ .
seen that the spectrally-reconstructed field resembles closely to the original field, as it should
be, and most features are well captured, though note that the mesh used to reconstruct the
flow field is not the same as the simulation mesh since spherical harmonics are invariant to
the choice of grids.
Figure 5.5 shows the power spectra for the pressure projected in the streamwise direc-
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Figure 5.6: Contours of the streamwise projected (a–c) pressure, ⟪px⟫+, and (d–f) viscous
stress, ⟪σx⟫+, for (a, d) d/k = 4; (b, e) d/k = 3 and (c, f) d/k = 2. Colormap is plotted
for cases at Reτ = 400. Solid and dashed contour lines are superimposed in (a) and (d) for
cases at Reτ = 600 and 200, respectively.
tion, P+x = ⟪Pl(px)⟫+, and viscous stress, V +x = ⟪Pl(σx)⟫+, averaged over all hemispheres.
Note that (·)+ denotes normalization by the friction velocity uτ . As shown in Figure 5.5(a),
P+x scales well with Re for all roughness cases with the same element separation d/k = 4,
except for mode l = 1 in which the energy content increases slightly with Re. However, as
the element spacing is decreased, the pressure contribution to the overall wall shear stress
decreases substantially. In addition, it is seen that P+x peaks at low wavemodes and decays
rapidly as wavenumber increases.
























Figure 5.7: Distribution of streamwise projected (a) pressure and (b) viscous stress along
the center meridian.
reconstructed using spherical harmonics and shown in Figure 5.6(a–c) for all rough-wall cases.
Note that, when averaging over all hemispheres to determine this quantity, one must delete
p00 because each hemisphere experiences a slightly different uniform pressure level that does
not contribute to the overall drag. The spurious −⟪p00⟫nx 6= 0 has no physical relevance and
evidently the average of this mode over the surface of the hemisphere is exactly zero. It is
readily seen that the average distribution is symmetric about the spanwise mid-plane for each
case. A region of high streamwise-projected pressure ⟪px⟫+ is observed on the windward side
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of the hemisphere, corresponding to the flow stagnation point; the exact location of the peak
⟪px⟫+ varies with the element pitch-to-height ratio, d/k. More interestingly, a relatively high
⟪px⟫+ zone is observed in the region of fluid suction on the leeward side of the hemisphere,
which becomes more prominent for the closely packed hemisphere arrangement (RH400-20-
2). Results from Reτ = 600 and 200 are also superimposed as solid and dashed contour
lines, respectively, in Figure 5.6(a). It is observed that the distribution is insensitive to the
Re effect, as expected, since the friction roughness height k+ = 20 is kept constant in all
cases.
Figure 5.7(a) shows the distribution of ⟪px⟫+ along the center meridian for the all
rough walls. When the hemispheres are far apart (d/k = 4), the maximum of ⟪px⟫+ occurs
near 30◦, whereas the minimum is located around 80◦. As the element separation decreases
(d/k = 3), the peak value of ⟪px⟫+ drops whereas the peak location ascends gradually
towards the apex of the hemisphere. The overall pressure difference across the hemisphere
also decreases with decreasing d/k, owing to fluid being lifted away from the wall, resulting
in reduced flow momentum within the roughness sublayer. The trends of packing density
continues for the closely packed hemispheres (d/k = 2), where the peak projected pressure
stress drops further and the location reaches approximately 60◦. On the leeward side, high-
pressure region now becomes as strong as on the windward side, both being the major flow
features for this roughness configuration. Similar behavior has also been observed previously
for cubic roughness, where recirculation regions between denser arrays of cubes become the
predominant inter-cube flow feature, which can even generate a negative contribution to the
total drag [43]. However, in the cases studied herein, the contribution to drag is always
positive, due to the difference between cubic and hemispherical roughness shapes.
While a similar trend is observed for the streamwise-projected viscous stress V +x , as
shown in Figure 5.5(b), it appears that the dominant mode is the second spherical harmonic
mode, i.e. l = 2, and the energy of this mode increases slightly with increasing element spac-
ing. This observation is consistent with the graphical representations shown in Figure 5.6(d–
f), where the predominant feature is the bulk high-stress region centered around 70◦–80◦ on
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the windward side of the hemisphere. In addition, it is shown that the energy stored in the
spherical modes l = 1 and 3 is also strongly influenced by the element spacing. Based on the
characteristic length scales of the vortical structures, the spherical mode l = 1 corresponds
to coherent structures that are consistently seen within the roughness sublayer and cover the
windward area of the hemisphere owing to the generation of surface vorticity lines, whereas
the horseshoe vortices developed by the concentration of vorticity loops upstream of hemi-
spheres are associated with the spherical mode l = 3. As the element spacing decreases, the
pressure gradient across the hemispheres is reduced. Consequently, the strength of surface
vorticity is weakened, in agreement with the decrease of peak ⟪σx⟫+ shown in Figure 5.7(b),
whereas the rollup of vorticity loops near the base of hemispheres is inhibited in the denser
arrays of roughness elements, which is readily seen in Figure 5.6(d–f), where the shrinkage
of high-stress regions commences near the frontal edge of the hemisphere. Therefore, the
energy stored in modes l = 1 and 3 drops dramatically as the roughness elements become
closer to one another.
5.4 Roughness-cell-averaged statistics of the wall shear stress
From the point of view of multi-scale modeling, i.e. LES, the most detailed information one
expects to use in turbulence wall models is the mean wall shear stress. With the presence
of roughness elements, the time-averaged statistics are not spatially homogeneous at wall-
parallel planes within the roughness sublayer. However, planar averaging over a repeating
unit of a uniform array, which has been used by Raupach et al. [21] and Cheng and Castro
[8], can lead to a quantitative representation of the roughness sublayer that can be regarded
as spatially homogeneous on scales larger than the unit size. Similarly, Hong et al. [16]
performed conditional spatial averaging within a square region to investigate the spatial
variations of statistics for uniformly packed pyramidal roughness. Following the approaches
used by previous studies, before further analysis can be carried out, we define analogously




















Figure 5.8: Roughness cell nomenclature and instantaneous pressure p for RH400-20-4 at
y+ = 5.
as a “roughness unit cell” or “minimal cell”.
In our roughness configurations, the minimal cell contains a quarter of the hemisphere
on the leeward side and a quarter on the windward side. Note that because of the symmetry
of each roughness element, the minimal cell is half of what would be expected, since the
flow is mirrored on the symmetric side, in a statistically sense. Using this definition, the
entire rough wall can then be partitioned into arrays of minimal cells in both streamwise
and spanwise directions. Figure 5.8 shows a sketch of the minimal cell denoted as the
“1 × 1” cell. While one may choose different unit cell configurations from those shown, it
is favorable to perform surface integration of the wall shear stress over cells that contain
both windward and leeward portions of the roughness, therefore taking into account the
physics involved on both sides. For simplicity, a box is chosen as the basic cell configuration
for the conditional spatial averaging, but hexagonal polygons could also be used in this
hemispherical arrangement. Larger cells are constructed by repeating integer multiples of
the roughness unit cell along the streamwise and spanwise directions. In the nomenclature
introduced here, the first number corresponds to the extent in the streamwise direction while
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z 〈τx〉+2 Sk〈τx〉+ Ku〈τx〉+
RH600-30-4 224 96 67.32 39.27 0.4295 1.5176 3.6479
RH400-20-4 144 64 69.81 39.27 0.3911 1.4195 3.0826
RH200-10-4 72 32 70.12 39.44 0.3288 1.0744 1.8262
RH400-20-3 200 80 50.27 31.42 0.4862 1.6749 4.5912
RH400-20-2 276 120 36.64 21.07 0.3184 1.6189 4.6362
SM400 160 80 62.83 31.42 0.1038 0.9142 1.2481
Table 5.2: Minimal roughness-cell-averaged statistics of the streamwise wall shear stress,
〈τx〉. Mx–Mz represent the number of cells sampled in the streamwise and spanwise, respec-
tively, with the corresponding dimensions, L+x –L
+
z , in wall units. The variance, skewness
and kurtosis (subtracted by 3) of the wall shear stress are also included.
the second number denotes the extent in the spanwise direction. Only one cell size is chosen
to construct the arrays for each cell-average operation. If one assembles the mean wall shear
stress as an array of values, they form a homogeneous and periodic sequence that is amenable
to spectral analysis, as it is regularly used in the study of smooth-wall statistics when using
pointwise values of the wall shear stress.
Therefore, the instantaneous pressure and viscous stresses were integrated over the rough
minimal cell of surface S with the outward normal vector n = {nx, ny, nz} and averaged by
the projected horizontal flat surface area Af , yielding the cell-averaged streamwise wall shear






[τ · n]x(x, y, z) dS = 〈px〉(m) + 〈σx〉(m), (5.10)
where τ is the Newtonian stress tensor, 〈px〉 and 〈σx〉 are the corresponding cell-averaged
pressure and viscous components, respectively, and the angled brackets denote the cell av-
erage. The two-index m = (mx,mz) with mx ∈ [0,Mx− 1] and mz ∈ [0,Mz− 1] denotes the
discrete indices along the streamwise and spanwise directions with repeated cells Mx–Mz,
respectively, and the corresponding dimensions, L+x –L
+
z . Table 5.2 summaries the computa-
tion parameters for the minimal cell for each roughness case. For convenience, the horizontal
coordinates are denoted discretely by (x, z) = (Lmx/Mx,Wmz/Mz) = (mxLx,mzLz). Note
that averaging all of the cell-averaged streamwise wall shear stresses equates to the mean
wall shear stress τ̄w. For better convergence, cell-averaged statistics for each roughness case
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are also collected in time over a total time T+ = Tuτ/h ≈ 10. The variance, skewness and
kurtosis (subtracted by 3) for the wall shear stress are included as well. The statistics for
the smooth-wall flow are also reported for comparison purposes.
Figure 5.9 compares pre-multiplied one-dimensional (1-D) streamwise spectra of the
roughness-cell-averaged pressure and viscous stress contributions for all rough-wall cases.
The power spectra for the pressure contribution, Φ〈px〉(κx) = 〈̂px〉〈̂px〉
∗
(κx), as a function
of the discrete streamwise wavenumber, κx = 2πj/L, j = −Mx/2 + 1, ..., 0, 1, ...,Mx/2, are
calculated from the spatial series with the minimal-cell-averaged Fourier coefficients 〈̂px〉(κx).
The same approach was applied to the viscous contribution.
Each panel in Figure 5.9 shows two curves, one (solid lines) using the total wall shear
stress from integration of the forces over all surfaces (termed “total”) and a second curve
(circles) that considered only the hemisphere part of each roughness cell (termed “hemi-
sphere”). The pressure contribution shown in Figure 5.9(a–e) is identical in both curves
since pressure only contributes to the drag over the hemispherical dome. However, the
curves for the viscous contribution, as shown in Figure 5.9(f–j), differ because the drag over
the flat horizontal surface is ignored in the latter case. This difference reduces with decreas-
ing element spacing, from top to bottom, since the viscous stress is dominantly produced on
the hemisphere surface and the contribution from the flat surface progressively diminishes.
It should be noted that the pressure is still the largest contributor to the overall drag (note
differences in the the vertical scale range), as expected.
Furthermore, the spectra of the viscous stress contribution are shown to have an inner
peak corresponding to the intrinsic shedding off the roughness elements and an outer (center)
peak associated with the most energetic near-wall streaky structures. It is also worth noting
that the energy contained in scales smaller than the minimal cell size is manifested in the
spectra as aliased energy at the smallest scale captured by the minimal cell size. Since the
size of the minimal cell is controlled by the geometry of the roughness topography, it is
expected that the aliased energy is relatively smaller for the closely packed hemispheres as











































































































Figure 5.9: Pre-multiplied 1-D streamwise spectra of the streamwise projected (a–e) pressure
and (f–j) viscous stress, averaged with the minimal roughness-cell “1× 1” for (a, f) RH600-
30-4, (b, g) RH400-20-4, (c, h) RH200-10-4, (d, i) RH400-20-3 and (e, j) RH400-20-2.
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cell). This comparison is carried out to show that the spherical harmonics analysis of the
drag contributions over the hemisphere discussed in §5.3 reproduce well the spectra of the
wall shear stress when the roughness spacing is small. However, even for larger element
spacing, the viscous contributions to the drag are substantially less than that of the pressure,
confirming that most of the relevant drag is produced by the roughness elements, one way
or the other [21].
The main difference between the pressure and viscous power spectra, qualitatively
speaking, is the large peak observed near the cutoff scale (left-hand side) of the wavelength
range. This occurs because all contributions of smaller scales than the size of the mini-
mal cell, i.e. flow within the roughness element, is aliased to higher wavelengths, and most
predominantly to the energy around the cutoff scale. It is reasonable to conclude that a
substantial part of the viscous contribution comes from the small-scale dynamics within the




6.1 Amplitude modulation of velocity fluctuations
Recent experimental measurements in smooth-wall TBLs at high Re [1, 82] have revealed
that the large-scale motions in the outer region amplitude modulate the small-scale motions
in the near-wall region, with this modulation increasing in strength with Re. Such ef-
fects were initially demonstrated by decoupling temporal signals of the pointwise measured
fluctuating streamwise velocity into large- and small-scale components with an appropriate
streamwise filter scale (converted to time with Taylor’s hypothesis) that resided between
these two scales. By analyzing the correlation between the large-scale signal and the fil-
tered envelope of the small-scale signal determined with the Hilbert transform, Mathis et al.
[73] and Marusic et al. [82] have shown that the near-wall small-scale turbulence is strongly
modulated by the outer-layer large-scale motions.
The scale decomposition procedure for the fluctuating streamwise velocity signal was
originally outlined by Mathis et al. [73]. Long records of fluctuating streamwise velocity
were sampled at a sufficient rate to ensure that the small and large scales of the flow were
simultaneously captured. These fluctuating velocity signals were originally represented as
time series and reinterpreted as spatial signals using Taylor’s hypothesis (i.e. κx = 2πf/U).
In the current DNS of turbulent channel flow, it is more convenient and less expensive to
sample data over the entire spatial domain (i.e. wall-parallel planes) at instants in time and
average in the space to ensure convergence of statistics. Therefore, all velocity signals in the
current work were sampled in space rather than time. This sampling was accomplished by
interpolating the velocity from the nodal points of the spectral elements in Nek5000 onto a
uniform grid at multiple wall-parallel planes.
Similar to the AM analysis framework reported by Mathis et al. [73], the fluctuating
velocity signals u′+(x, y, z) herein were decomposed spatially in the streamwise direction
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Case NX NY NZ δx+ δz+ y+O
SM2000 4096 1024 3072 12.3 6.13 198.2
SM400 1280 385 640 7.85 3.93 101.4
RH200-10-4 1152 129 512 4.36 2.45 81.2
RH400-20-4 1280 385 640 7.85 3.93 101.4
RH400-20-3 1280 385 640 7.85 3.93 101.4
RH400-20-2 1280 385 640 7.85 3.93 101.4
RH600-30-4 1600 449 800 9.42 4.71 125.7
Table 6.1: Parameters of the sampled planes. NY is the number of planes in the wall-normal
direction; NX–NZ are the number of sampling points in each plane in the streamwise and
spanwise directions, respectively; δx+–δz+ are the corresponding uniform sampling spacings;
y+O is the outer-layer wall-normal reference location.
using a sharp spectral filter as (omitting y and z for brevity)
u′+(x) = u′+L (x) + u
′+
S (x), (6.1)
where the filter operation is applied to obtain the large-scale component
u′+L (x) =
∫
G(r) u′+(x− r) dr, (6.2)





The cutoff wavenumber is chosen to be κc = π/h, which is equivalent to the cutoff angular














where t0 = h/U0(y) is the eddy turnover time at any specific wall-normal location based on
the local mean convection velocity, U0(y). The sharp spectral filter eliminates the Fourier
modes of any wavenumber |κx| greater than the cutoff wavenumber κc with no effect on the
lower modes.
The details of the sampled planes for all cases are summarized in Table 6.1. The spacing
between sampled points in each plane was constant as indicated by δx+ and δz+ along the
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streamwise and spanwise directions, respectively. The spacings chosen here were comparable
to the grid spacings to ensure that the small-scale features were captured and the energy in
the largest scales was converged with sufficient samples.
At a given wall-normal location, the streamwise velocity signals are decomposed in the
x-direction at every z-coordinate. An example of this spatial scale decomposition in the
near-wall region for the smooth-wall flow at Reτ = 400 is shown in Figure 6.1. Consistent
with the experimental observations [73], the large-scale signal captures the general trend of
the raw fluctuating signal, with the occurrence of the positive/negative large-scale signal
tends to enhance/attenuate the amplitude of the small-scale signal, the effects of amplitude
modulation. The excursion of positive large-scale signature implies enhanced local shear rate
which is likely to promote the production of smaller scales near the wall. The converse is also
true, which can be seen, for example, in the region of the dashed vertical lines in Figure 6.1(c)
where amplitude attenuation of the small-scale components is observed when the large-scale
component is negative. In contrast, the small-scale signal embodies more intermittent and
intense velocity fluctuations associated with small-scale features of the flow.
To quantify the effects of amplitude modulation, the Hilbert transform is employed to





(x) +H{u′+S }2(x), (6.3)








x− r dr. (6.4)
Here, P is the Cauchy principal value of the integral and r is the spatial shift in the stream-
wise direction. Owing to the multi-scale nature of turbulence, the envelope returned by the
Hilbert transform generally contains not only the large-scale modulation effects but also the
small-scale variations carried by the original signal. Therefore, this envelope is filtered at
the same cutoff wavenumber as the large-scale signal
EL{u′+S }(x) =
∫
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Figure 6.1: Spatial velocity decomposition and comparison with envelopes at y+ = 15.4 for
the smooth-wall case at Reτ = 400. (a) Raw streamwise velocity fluctuation. (b) Small-scale
fluctuation, envelope and filtered envelope. (c) Large-scale fluctuation and filtered envelope
(mean removed). Vertical lines denote regions of negative excursion of the large-scale signal.
which thus returns the large-scale envelope of the small-scale signal, EL{u′+S }(x). Fig-
ure 6.1(b) illustrates an example of the envelope of the small-scale signal and the resulting
filtered envelope for the smooth-wall case at Reτ = 400. It is readily seen that the filtered
envelope closely resembles the large-scale signal as shown in Figure 6.1(c).
Adopting the approach of Mathis et al. [73], the amplitude modulation of a fluctuating
velocity signal, u′+, is formally defined as the correlation coefficient between the large-scale
envelope of the small-scale signal, EL{u′+S }, and the large-scale signal, u′+L , at any two wall-
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normal positions y+1 and y
+
2 , given by
AM{u′+} = Ru(y+1 ; y+2 ) =








Note that each term of this correlation coefficient is first calculated individually at every
z-coordinate and then averaged across the z-direction. While the framework of amplitude
modulation has been predominantly applied to just the streamwise velocity component, its
use is extended to all three velocity components in the smooth- and rough-wall flows studied
herein. Following the definition given in Talluru et al. [114], the AM correlation coefficients
for v′ and w′ are defined by
AM{v′+} = Rv(y+1 ; y+2 ) =









AM{w′+} = Rw(y+1 ; y+2 ) =








Figure 6.2 demonstrates the AM correlation coefficients in the wall-normal direction
for all velocity components extracted from the DNS of turbulent channel flows over various
rough surfaces (refer to Table 3.1 for case labels). It is important to note here that the large-
scale signal is taken as that embodied in u′ regardless of the velocity component considered,
consistent with Talluru et al. [114], as v′ and w′ primary reflect signatures of smaller and
intermediate scales of the flow while u′ embodies larger scales [93].
6.1.1 Single-point AM correlation coefficients
In the aforementioned experimental studies, AM effects were investigated using single-point
measurements, so the AM correlation coefficient was defined by setting y+1 = y
+
2 in Eq. (6.6).
In this regard, the large scales were correlated with the filtered envelope of the small scales
at the same wall-normal location. Equivalent single-point AM correlation coefficients were






























































Figure 6.2: Amplitude modulation correlation coefficients for the smooth- and rough-wall
cases. (a–c) Single-point AM; (d–f) Two-point AM (y+O for each case is listed in Table 6.1).
The single-point AM in smooth-wall flow at Reτ = 2800 from Mathis et al. [73] is also
included for comparison and is labeled as MHM2800. Vertical line denotes the location of
the roughness crest k+ = 20.
For the streamwise velocity component, Ru, the correlation coefficient shows a strong
AM effect near the wall in the smooth-wall cases (the current Reτ = 400 DNS and the
Reτ = 2003 from Hoyas and Jiménez [27]). This is particularly evident for the higher-Re
smooth-wall case which is quite consistent with the results reported by Mathis et al. [73] for
Reτ = 2800 as reproduced in Figure 6.2(a). However, in contrast to previous boundary-layer
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observations, the absence of high negative correlation beyond the log region is observed in
the smooth-wall channel cases. Mathis et al. [73] attributed this strong negative correlation
in turbulent boundary layers to intermittency in the wake region. As the present channel
flows are fully-developed, no such wake region exists near the center-line and thus this
negative correlation region in not noted herein. Instead, the correlation exhibits a relatively
flat shape in the log region. This observation agrees with the results reported by Mathis
et al. [115] wherein they compared AM effects in turbulent boundary-layer, pipe and channel
flows and showed that such behavior in the outer region is dependent on the flow geometry.
Similar trends are observed herein for the AM correlation coefficients for the wall-normal,
Rv, and spanwise, Rw, velocity components as shown in Figure 6.2(b, c), respectively. Thus,
the large-scale signature amplitude modulates the small-scale velocity fluctuations across all
three velocity components, consistent with experimental results reported by Talluru et al.
[114] in a turbulent boundary layer and recent DNS work in a minimal channel reported by
Yin et al. [116].
The effects of roughness are clear in the single-point AM correlations presented in Fig-
ure 6.2(a–c). For all velocity components, the presence of roughness enhances the degree of
AM in the immediate region above the roughness, but still deep in the roughness sublayer,
compared to smooth-wall flow at the same Reτ , implying that localized small-scale structures
in the near-wall region of rough-wall flow experience enhanced modulation by the large-scale
structures. With regard to element spacing, the degree of modulation is approximately
the same for most wall-normal positions, except very close to the roughness crest where
the greatest enhancement is found in the case with the closest-packed hemispheres. This
localized effect diminishes as the element spacing increases. Further, the single-point AM
correlations collapse very well in the outer-layer region between the smooth- and rough-wall
cases at fixed Reτ = 400, further evidence of outer-layer similarity for these surface condi-
tions. This outer-layer similarity of AM effects between the smooth and rough cases suggests
that roughness alters the flow up to approximately y+ = 100, or 5k from the wall. The latter
measure of the roughness-sublayer thickness is in agreement with previous observations for
66
3-D roughness [17, 117].
Interestingly, for the rough cases, the zero crossings of Ru, Rv and Rw occur below the
log region, in contrast to that of the SM2000 high-Re case presented, where the zero crossings
for all three correlations occur at approximately the same wall-normal location (y+ ≈ 100) in
the log region. This behavior is expected since the large-scale structures become progressively
energetic and have stronger modulation effects as Re increases. Nevertheless, the wall-normal
trends of the DNS cases presented herein share very similar overall characteristics to this
higher-Re smooth-wall case.
6.1.2 Two-point AM correlation coefficients
Though these single-point AM correlation coefficients provide a reasonable estimate of the
AM effects on the small scales imparted by the outer large scales, this approach presumes
that the large-scale signal at the single-point wall-normal location is fully reflective of the
true large-scale signatures in the outer region. While studies of smooth-wall flow show
this assumption to be valid when comparisons are made between single- and two-point
AM correlations, roughness directly perturbs the flow near the wall, which could include
perturbation of the large scales as well.
Therefore, additional insight about the interactions between the inner, small-scale and
outer, large-scale turbulence can be gained by computing the synchronized two-point AM
correlation coefficients, where the large-scale signal is taken directly from the outer layer.
Doing so directly demonstrates how near-wall turbulence is modulated by the larger-scale
motions in the outer layer in an non-linear manner that is free of cross-contamination that
may occur in the single-point AM approach.
As shown in Figure 6.2(d–f), the two-point AM correlation coefficients show consistent
Re trends for all velocity components and surface conditions. It is more evident that the
AM effect is enhanced by roughness and this measure of AM effects is less sensitive to the
element spacing. Furthermore, the presence of AM in the Reτ = 400 smooth-wall case as
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well as all roughness cases is consistent with the work by Bernardini and Pirozzoli [74] who
reported the onset of AM effects in a DNS of a compressible turbulent boundary layer at
Reτ as low as 400.
6.2 Amplitude modulation of wall shear stress
The statistical behavior of the wall shear stress is useful in the modeling of wall-bounded
turbulent flows where the effects of the inner layer are modeled rather than fully resolved.
Practical LES, i.e. wall unresolved, employs computational grid spacings that are much
larger than the size of the minimal roughness cell. Thus, it is highly relevant to investigate
the statistical properties of the averaged wall shear stress over surfaces that include multiple
roughness elements in order to ensure that the results presented herein have practical impact
on improved LES modeling.
As shown in Figure 5.8, averaging surfaces that are integer multiples of the minimal
cell are considered; labeled by the corresponding two numbers that denote their streamwise
and spanwise extent with respect to the minimal cell, respectively. However, before describ-
ing the detailed statistics of the averaged wall shear stress, it is recognized that previous
experiments in smooth-wall TBL at high Re have shown that the near-wall small-scales are
amplitude-modulated by outer-layer, large-scale structures [1, 73, 82]. More recently, several
experimental and numerical studies [75, 80, 81, 118] have also demonstrated the occurrence
of AM effects in wall-bounded turbulent flows exposed to rough walls. These studies high-
light the importance of inner-outer interactions where the large scales that reside in the
inertial region of the boundary layer affect the near-wall flow dynamics regardless of the wall
condition (smooth or rough). Mathis et al. [2] identified a similar AM paradigm between the
large scales in the outer layer and the wall shear stress and proposed a model for predicting
statistics of the latter based on knowledge of the former. The analysis of the wall shear
stress from this perspective is desirable because one can isolate purely statistical behavior
of the wall shear stress, excluding the local and instantaneous modulations induced by the
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larger scales in the outer layer. This leads to somewhat more universal information that is
not polluted by large-scale effects.
Therefore, we concentrate on the fluctuations of cell-averaged streamwise wall shear
stress 〈τx〉′+, which can be further decomposed into large-scale and small-scale components,
according to (mz is omitted for brevity)
〈τx〉′+(mx) = 〈τx〉′+L (mx) + 〈τx〉′+S (mx), (6.9)
where the large-scale component is obtained by filtering 〈τx〉′+(mx) with a sharp spectral








where H is the Heaviside function and the cutoff wavenumber is chosen to be κc = π/h,
which corresponds to the integral length scale, the half-channel height h, and 〈̂τx〉 denotes
the Fourier coefficients of 〈τx〉. Then, the Hilbert transform is applied to the small-scale
component of the cell-averaged wall shear stress to extract the envelope, which is again
filtered at κc to remove the remaining small-scale effects, yielding the filtered envelope of the
small-scale cell-averaged wall shear stress, EL{〈τx〉′+S (mx)}. More in-depth details on this
decomposition process can be found in Mathis et al. [1, 2].
Similar to the two-point AM correlation coefficient defined originally by Mathis et al.
[73] based on outer- and inner-layer velocity signals, the correlation between the filtered
envelope of the small-scale, cell-averaged streamwise wall shear stress EL{〈τx〉′+S } and the
large-scale, cell-averaged streamwise velocity signal 〈u〉′+L at any given y in the outer layer is
given by
Rτ (y) =





Note that the correlation is computed along the streamwise direction at each spanwise co-























Figure 6.3: Two-point AM correlation coefficients averaged for smooth-wall and rough-wall
flows with cell size “1 × 1” plotted as a function of the (a) inner coordinate, y+; (b) outer
coordinate, y/h. Vertical line in (a) denotes the roughness crest k+ = 20.
Figure 6.3(a) shows the evolution of the two-point AM correlation coefficients, Rτ , as
a function of the inner wall-normal coordinate, y+, for all roughness cases. Comparing
the Reτ = 400 cases, it is found that roughness enhances this correlation compared to
the smooth-wall result, likely because roughness tends to enhance the small-scale activities
within the roughness sublayer. This behavior is consistent with previous rough-wall stud-
ies that leveraged inner- and outer-layer velocity signals to compute the AM correlation
coefficient for rough-wall flows [75, 80, 81, 118]. It is also noted that when the roughness
elements are far apart (RH400-20-3 and RH400-20-4), the AM correlations are found to be
even stronger than when the roughness elements are closely packed (RH400-20-2).
In addition, when scaling the wall-normal coordinate by the outer length scale h instead,
as shown in Figure 6.3(b), it is clearly seen that the AM correlation coefficients collapse very
well for cases with larger element separations (d/k = 3–4), in contrast to the case with closely
packed elements (d/k = 2). This suggests that the large-scale structures residing in the
outer layer act differently on the near-wall turbulence for “k-type” and “d-type” roughness.
Furthermore, though an enhanced AM of the wall shear stress is noted with increasing Re,
in agreement with the trends reported by Mathis et al. [73], the Re dependence becomes
rather weak between cases at Reτ = 400 and 600.
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CHAPTER 7
GENERALIZED PREDICTIVE INNER-OUTER MODELS
7.1 Original predictive model
In an early attempt to predict the near-wall velocity fluctuations, Mathis et al. [1] proposed
a model to predict statistics of the streamwise velocity fluctuations in the near-wall region
based on the measurements of large-scale velocity signals in the outer layer where the model
is calibrated. The mathematical formulation of the model is given by
{u′+(y+)}p = u∗(y+){1 + βu′+OL(y+O , θL)}+ αu′+OL(y+O , θL), (7.1)
where {u′+(y+)}p is the predicted velocity fluctuation in the near-wall region, u∗(y+) is the
universal signal that would exist if no AM effects were imparted by the outer-layer, large-
scale signal, and the constants α, β and θL are determined while determining the universal
signal when the model is calibrated. The prediction of velocity fluctuation follows where the
only input is the outer-layer large-scale signal, given the known calibrated model parameters.
7.1.1 Calibration process
To calibrate the predictive model, two-point simultaneous sampling of data is typically
performed for a range of wall-normal positions close to the wall (traversed vertically) with
a reference wall-normal position in the outer region (fixed). This reference location, y+O , is
generally not important as long as it resides in the log region. Note that in Mathis et al. [1],
the wall-normal locations were selected based on the empirical relation y+O = 3.9Re
1/2
τ which
corresponds approximately to the center of the log region. The reference locations herein
were chosen slightly further from the wall than that calculated by the empirical relation.
Using farther reference location reduces the influence of roughness on the log region for the
lower-Re cases by ensuring that the outer position always sat outside the roughness sublayer.
This reference location is used for the evaluation of the model Eq. (7.1) for all surface cases;
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the y+O for each case is listed in Table 6.1. As illustrated in Mathis et al. [1], the efficacy of
the predictive model is not sensitive to the choice of y+O .
For largeRe, the outer-layer, large-scale signals impart a strong “footprint” on the small-
scale activities near the wall. This effect is understood as superimposing low-wavenumber
signatures by the outer large-scale structures on the near-wall fluctuating signals. Therefore,
one expects to see certain correlations between the inner and outer large-scale components of
the velocity signals. The large-scale components are obtained by filtering the synchronized
fluctuating signals at the inner and outer planes with the same cutoff wavenumber used
previously (κc = π/h). Then, the maximum cross-correlation between the two filtered large-
scale signals is determined corresponding to the largest influence on the near-wall cycles
imposed by the large-scale structures residing in the log region. For spatial signals, the
correlation is further averaged in the spanwise direction to ensure statistical convergence.
The superposition coefficient, α, is determined as the maximum of the cross-correlation
between the two large-scale components, while the mean inclination angle of the large-scale
structures, θL, is based on the streamwise offset ∆xm/h associated with the peak cross-
correlation.
Using α and θL obtained as part of the calibration process, one can remove the footprint
of the outer large-scale events on the near-wall, small-scale activities, resulting in the de-
trended signal, u′+d (y
+), given by
u′+d (y
+) = {u′+(y+)}c − αu′+L (y+O , θL) = u∗(y+){1 + βu′+L (y+O , θL)}. (7.2)
Here, {u′+(y+)}c is the fluctuating velocity signal used for calibration and u′+L (y+O , θL) is
the filtered outer large-scale signal shifted in the streamwise direction by an amount that
corresponds to θL. With α, θL and u
′+
d across the channel now known from this procedure, the
universal signal u∗ and constant β can be determined from the de-trended signal by iterating
values of β such that the degree of AM of the universal signal u∗ is zero. Mathematically, this
implies that given β, one must determine the signal u∗ using Eq. (7.2) such that AM{u∗} = 0,
where the coefficient of AM is calculated with respect to u′+L (y
+
O , θL). Hence, the universal
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signal represents the near-wall, small-scale signal with minimal influence from the outer-layer
large-scale motions.
Mathis et al. [1] compared the universal signal calibrated by measurements in a TBL
at Reτ = 7300 to a channel flow at Reτ = 1000 and found reasonable agreement between
them. They therefore argued that the behavior of a universal signal follows the low-Re flow
in which the large-scale influence is weak. In this regard, β represents a measure of the
degree to which small-scale turbulence is being modulated by the outer large-scale events.
Thus, one would expect that β would share similar wall-normal trends as the two-point AM
correlation coefficients.
7.1.2 Validation process
The predictive model in Eq. (7.1) is established once u∗ and constants α, θL and β are
determined across the inner region. The effectiveness and robustness of the model can be
validated by examining the predicted small-scale signal according to Eq. (7.1). Note that
in the calibration process, the filtered outer large-scale velocity signal, {u′+L (y+O , θL)}c, is
extracted from the lower wall of the turbulent channel to obtain the model constants and
universal signal.
During the validation process, the input large-scale velocity signal, {u′+L (y+O , θL)}p, is
obtained from the opposite wall at the reference wall-normal location (given in Table 6.1)
and spatially filtered with the same cutoff wavenumber as in the calibration process. Then,
the filtered outer large-scale signal is shifted in the streamwise direction to account for the
inclination angle θL associated with the universal signal u
∗ at each y+ in the inner region.
In general, the large-scale signal used for prediction is not necessarily synchronized with
the corresponding universal signal obtained during calibration. Hence, the Fourier phases
of the outer large-scale signal used for calibration, {u′+L (y+O , θL)}c, is switched with the one
used for prediction, {u′+L (y+O , θL)}p, without altering the spectral density of the individual
signal. This approach yields the synchronized large-scale velocity fluctuation. Finally, the
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prediction of the near-wall, small-scale signal is readily obtained using Eq. (7.1). Further
details of this method can be found in Mathis et al. [1].
7.2 Principal component analysis
With the presence of AM effects clearly established via both single- and two-point AM
correlation coefficients, this physics is leveraged to achieve a physics-based model of higher-
order statistics of all Reynolds stress components in both smooth- and rough-wall flows.
The anisotropy of wall turbulence results in non-zero correlation between the streamwise
and wall-normal velocity components which represents the Reynolds shear stress. While
the predictive work of Mathis et al. [1] and Talluru et al. [114] focused exclusively on the
normal components of the Reynolds stress tensor, Agostini and Leschziner [119] and Yin
et al. [116] have proposed models to predict the joint probability density functions (p.d.f.s)
of (u′, v′) and (u′, w′). To model these anisotropies in a similar manner, principal component
analysis (PCA), a tool often used to study the dynamics of turbulent coherent motions [120],
is exploited herein to account for such effects and predict off-diagonal terms in the Reynolds
stress tensor.
The PCA method is commonly used as a tool in studying large and complex sets of data
that are generally correlated, to reveal the underlying relations and hence allow interpreta-
tions that would not be ordinarily possible. In this regard, PCA is a statistical procedure
that transforms the original set of variables into a new set of linearly uncorrelated variables,
termed the principal components. Geometrically, this transformation can be understood as
rotating the original axes and the velocity fluctuations along a new coordinate system aligned
with the principal components. By definition, the principal components are orthogonal to
each other and ordered from the largest to the smallest correlation magnitude.
The application of PCA in turbulent channel flow is simplified as only the streamwise
and wall-normal velocity fluctuations, u′ and v′, are correlated (the one-point correlations
of w′ with u′ and v′ are zero in turbulent channel flow; higher-order moment predictions of
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 = Ca, (7.3)
where b = [ξ′, η′]T represents the set of principal components, a = [u′, v′]T is the set of
original velocity components, and C is a unitary rotation matrix. We assume that ξ′ and η′
represent the first and second principal components, respectively. If we denote Σa and Σb




Let (λ1, e1), (λ2, e2) be the eigenvalue-eigenvector pairs of the covariance matrix Σa, where
λ1 > λ2 > 0. The first step of PCA [121] is to diagonalize the covariance matrix of the
original velocity components Σa as
Σa = QΛaQ
T,
where Q denotes the orthogonal matrix whose columns are the eigenvectors e1 and e2, while





 = [e1 e2]T = QT, (7.5)
and
b = QTa.
Note that the original velocity components can be recovered by transforming the principal
components back according to a = Qb.
The representative distributions of (u′+, v′+) for both smooth- and rough-wall flow are
illustrated in Figure 7.1 at four wall-normal locations. These scatter plots illustrate differ-
ences in the intensity of coupled u′ and v′ events between the smooth- and rough-wall flows,
particularly in the near-wall region where roughness enhances the intensity of these veloc-




Figure 7.1: Representative distribution of (u′+, v′+) at four wall-normal positions. SM400:
+; RH400-20-4: ×. Solid lines denote principal axes for SM400; dashed lines denote the
principal axes for RH400-20-4.
wall-normal position, these differences between smooth- and rough-wall flow subside. As
noted above, the principal components in these planes are obtained by projecting the orig-
inal velocity components onto the principal axes denoted by solid (smooth) and dashed
(rough) lines in the scatter plots. Therefore, it is readily seen that the distribution of the
principal components can be obtained by rotating the original distribution to the new coor-
dinate system formed by the principal axes. While the principal components of smooth- and




















Figure 7.2: Angle of rotation of the principal axes of (u′+, v′+) for the smooth- and rough-wall
cases. Vertical line denotes the location of the roughness crest k+ = 20.
be quantified by calculating the rotation angle between the new coordinate system aligned
with the principal components and the original coordinate system, denoted by ϕ, measured
clockwise with respect to the streamwise direction. Then Eq. (7.5) is simply,




Figure 7.2 presents the angle ϕ(◦) as a function of wall-normal position for all flow
cases. The angle varies almost linearly with wall-normal distance, reaching approximately
20◦ near the center of the log region. In the rough-wall cases, the angle of rotation for closely
packed roughness elements (d/k = 2) is consistently reduced for all wall-normal positions as
reflected in the RH400-20-2 trends. For the cases with larger element spacings (d/k = 3–4),
however, the magnitude is slightly larger than the smooth-wall cases near the roughness
crest. Of note, all rough-wall cases approach the present Reτ = 400 smooth-wall trends in
the outer layer, indicative of outer-layer similarity outside the roughness sublayer. However,
the higher Re smooth-wall flow of Hoyas and Jiménez [27] has a lower value of ϕ in the
log layer, indicating that this angle has Re dependence. The effect of Re on PCA clearly
deserves more scrutiny.
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7.3 Predictions of u′ and v′
While the original model, i.e. Eq. (7.1), proposed by Mathis et al. [1], focused on predicting
the statistics of u′, it is possible to extend the model to other velocity components and make
predictions of the full Reynolds stress tensor. In the extended original model, the outer
large-scale signal, u′OL, is used for the calibration and prediction of near-wall u
′ and v′. Note
that during the calibration for v′, the constants are determined using the near-wall large-
scale components, v′iL, where the subscript i denotes the inner layer. It is found that the
superposition coefficient for v′ reaches only approximately 0.6 close to the reference location,
as opposed to 1.0 for u′.
Figure 7.3(a) compares the statistics of the streamwise normal Reynolds stresses, u′2,
calculated from DNS (lines) against those predicted by the original model (open symbols).
It is not surprising that the predictions of u′2 agree well with those calculated from DNS
for both smooth and rough-wall flows. Jiménez and Hoyas [93] used spectral analysis to
show that the presence of large-scale signatures with substantial energy are present in the
pre-multiplied spectra of u′ all the way from the top of the flow down towards the wall, a
feature that represents the attached eddies whose dimensions scale well with the distance
from the wall. In contrast, the spectra of v′ and co-spectra of u′v′ lack most of the energy
carried by the long-wavelength structures residing in the outer layer, and thus embody the
effects of detached eddies. The notion of attached and detached eddies, based on Townsend’s
attached-eddy hypothesis [70], can be related to the predictive model in the sense that the
outer large-scale information used as an input in the model correlates better with u′, in
agreement with the paradigm of the streamwise-elongated large-scale structures attached to
the wall, compared to v′ which is primarily associated with the shorter cross-flow rollers,
most of which are detached. This is seen in Figure 7.3(b) and Figure 7.3(c), respectively,
where the statistics of the wall-normal, v′2, and shear, u′v′, stresses are over-predicted by
the original model, with larger errors as the reference position is approached, since the outer
layer is populated with more large-scale structures.
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Case DNS Original Model “unrotated” (open) and “consistent” (filled)
Predictions (a–c) PCA-Based Model Predictions (d–f)





Figure 7.3: Predictions of the Reynolds stresses for the smooth- and rough-wall cases in-
volving u′ and v′ compared with the actual statistics from DNS. (a–c) Original model of
Mathis et al. [1], i.e. Eq. (7.1); (d–f) PCA-adapted models using u′+OL (unrotated PCA-
adapted model; open symbols) and the outer large-scale ξ′+OL/η
′+
OL (consistent PCA-adapted
model; filled symbols). Symbol × marks the reference location where the large-scale signal
is extracted. Vertical lines denote the location of the roughness crest k+ = 20.
Very recently, Yin et al. [116] suggested that, to accurately predict the statistics of
v′, the superposition constants should be determined by the outer large-scale fluctuation,
i.e. v′OL, while the modulation effect is still embodied in the outer large-scale u
′
OL. Following
this suggestion, we have proposed an alternative model that calibrates the superposition
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coefficient for each velocity component using the corresponding outer large-scale signal. The
comparison of this alternative model against the original model, which only using the large-
scale u′, is shown in Appendix B and it is observed that the predicted statistics of v′ are
improved at higher Re with the alternative model but the correlations between u′ and v′ are
still poorly reproduced.
Though the performance of the original model is limited by how well the outer large-
scale signals are correlated with near-wall velocity signals, incorporating PCA to the model
formulation allows one to make more robust predictions of the statistics for the Reynolds
stresses associated with u′ and v′; at least, for the modest Re we can effectively explore with
current DNS data. Since the principal components are uncorrelated by construction, the
modeling challenge is reduced to applying the analysis of AM to the principal components
(ξ′ and η′) themselves and to independently calibrating the predictive inner-outer model.
Doing so yields two sets of calibrated coefficients and universal signals for the two principal
components, respectively. Then, the predicted near-wall fluctuating principal components
are readily obtained in analogy to Eq. (7.1), e.g.
{ξ′+(y+)}p = ξ∗(y+){1 + βξξ′+OL(y+O , θLξ)}+ αξξ′+OL(y+O , θLξ), (7.7)
{η′+(y+)}p = η∗(y+){1 + βηη′+OL(y+O , θLη)}+ αηη′+OL(y+O , θLη). (7.8)








where the coefficients cij are obtained by calculating the eigenvectors of the covariance
matrix of the velocity signals u′ and v′ at each wall-parallel plane across the near-wall
region, i.e. Eq. (7.5), extracted from the DNS data. Therefore, the Reynolds stresses can
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u′v′ = c11c12ξ′2 + c21c22η′2.
Note that the ξ′η′ term does not appear in the expressions above since the principal compo-
nents are orthogonal to each other by definition and this cross-correlation is thus zero.
The filled symbols in Figure 7.3(d–f) represent the Reynolds stresses predicted using the
principal components formulation described in Eq. (7.7) and Eq. (7.8), compared against the
statistics calculated from DNS (lines). Overall, the predictions are in excellent agreement
with the simulations for both smooth-wall (even in the higher Re simulation of Hoyas and
Jiménez [27]) and the present rough-wall cases, including v′v′ and u′v′. Recall that the
principal components are obtained by rotating the axes of u′ and v′ to the principal axes.
Consequently, the large-scale information originally carried by u′+OL is effectively transferred
to both principal components. Therefore, this PCA-adapted model yields more consistent
correlations between inner and outer signals compared to the original model as it embodies
anisotropies inherent in the flow, resulting in improved predictions of statistics associated
with v′.
In the formulation of the PCA-adapted model, the outer large-scale signals can be
rotated by an angle that is either consistent with the outer principal components or with
the the near-wall principal components, e.g. ϕ(y+O) or ϕ(y
+), respectively. These two sets
of predictions are indistinguishable and are therefore not shown. The solid symbols in
Figure 7.3(d–f) as discussed above correspond to rotating the near-wall and outer-layer
signals according to their local principal components – which can be quite different – so
this formulation is termed the “consistent” PCA-adapted model. Alternatively, one could
still utilize the PCA-based model but instead leave the outer large-scale signals unrotated.
Thus, the outer large-scale component, u′OL, would be used to calibrate and predict the
near-wall principal components ξ′ and η′, respectively, and is termed the “unrotated” PCA
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Figure 7.4: As in Figure 7.3, but for third-order statistical moments.
model. These results are also included in Figure 7.3(d–f) and represented by the open
symbols. Interestingly, this variant of the model accurately predicts u′u′ well, but results in
considerable errors in other components with increasing Re. These differences are primarily
due to poor correlation between the outer large-scale signal, u′OL, and the near-wall second
principal component, η′.
The efficacy of the PCA-adapted models is further investigated by examining higher-
order statistics involving u′ and v′, as shown in Figures 7.4–7.7. These higher-order pre-
dictions are obtained in a similar fashion as the Reynolds stresses. In particular, third-
(Figure 7.4 and Figure 7.5) and fourth-order (Figure 7.6 and Figure 7.7) moments, includ-
ing cross-correlation terms, are computed using the original model of Mathis et al. [1] (left
panels of each figure) as well as both consistent and unrotated PCA models (right panels of
each figure), with the former represented by solid symbols and the latter by open symbols.




by all three models agree very well
with the DNS statistics for both smooth- and rough-wall cases. However, similar to v′v′
+
, the




compared to the PCA-adapted models, though
the consistent version provides the most accurate reconstruction of these v′ statistics. Inter-
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Figure 7.5: As in Figure 7.3, but for the third-order cross-correlated statistical moments.


























Figure 7.6: As in Figure 7.3, but for fourth-order statistical moments.
estingly, all three models perform equally well in predicting the third-order cross-correlation
ones. However, similar to the Reynolds shear stress, the fourth-order cross-terms are severely
over-predicted by the original model and notably over-predicted by the unrotated PCA-
adapted model, while the consistent PCA-adapted model accurately reconstructed these
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Figure 7.7: As in Figure 7.3, but for the fourth-order cross-correlated statistical moments.
statistics. Finally, since the consistent PCA-adapted model is formulated for the specific
purpose of accurately predicting near-wall statistics based on outer-layer information, it is
not surprising to note small deviations in some of the higher-order statistics in the outer re-
gion for this model. Despite these outer-layer deviations, the consistent PCA-adapted model
performs very well in predicting near-wall behavior based on outer-layer flow information.
7.4 Predictions of w′
The previous section was devoted to the prediction of joint statistics of u′ and v′ owing to
their interdependence in wall turbulence. As shown in § 6.1 (Figure 6.2), one can observe
an important AM correlation between the near-wall w′ and outer-layer u′. Spectral analysis
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Figure 7.8: Two-point cross-correlation coefficient, ρiO(∆x
+,∆z+), between wiL and uOL
in the 2-D x–z plane. Contour lines: SM400 (dark: ρiO > 0; light: ρiO < 0) with incre-
ment/decrement of 0.2 times the peak values. Shaded contours: SM2000 (light: ρiO > 0;
dark: ρiO < 0). Outer plane is located at y
+
O = 100 for SM400 and y
+
O = 200 for SM2000.
Inner plane is located at y+ = 20 for both cases. Markers: “+” denotes the positive peak
and “×” denotes the negative peak. Larger markers refer to the higher-Re case.
thickness, though not as strong as u′, implying that w′ is also an attached variable in the
spirit of Townsend’s attached eddy hypothesis [70].
These observations, while important, are not sufficient to formulate a useful predictive
model for statistics of w′. From the Reynolds stress balance equations, the only mechanism of
production of w′ fluctuations is the pressure strain, where it acts as a sink for u′ and a source
for v′ and w′; the net pressure strain, the pressure dilatation, being zero in incompressible
flow. This consequence complicates the situation because, for w′, the transport field (the
source of its energy) is the pressure, which has long-range interactions and is difficult to
model. Nevertheless, it is known that p′ derives its intensity from u′, though it is not known
which region in space and wavenumber predominantly contribute to it. Since near-wall
statistics of u′ can be inferred from the outer large-scale, u′OL, a major conclusion of AM,
it make sense to directly consider the relationship between the near-wall w′ and the outer-
layer u′ in more detail. With this background in mind, we consider the two-point correlation
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between the near-wall w′ and the outer layer u′ in the x–z plane with a two-point separation
vector (∆x+,∆z+). This x–z correlation between w′ on a near-wall plane (y+i ) and u
′ on an
outer-layer plane (y+O) is given by
ρiO(∆x
















Figure 7.8 presents iso-contours of this two-dimensional, off-plane, two-point correlation
coefficient for the smooth-wall case SM400 in comparison with the higher-Re smooth-wall
case, SM2000. The inner plane is located at y+i = 20 in both cases, while the outer reference
location is y+O = 100 for SM400 and y
+
O = 200 for SM2000, respectively. An anti-symmetric
correlation between w′iL and u
′
OL is noted in the x–z plane. Here the positive/negative
peaks are no longer located along the x-axis where ∆z+ = 0, but with an offset in the
spanwise direction whose distance increases with Re. This spanwise offset is similar to the
experimental results reported by Volino et al. [15] who also found that u′ and w′ in the same
wall-parallel planes are correlated on both spanwise sides. The observed spanwise offset
implies that, in order to extend the original model, Eq. (7.1), for w′ statistics, one must
calibrate the velocity component w′ with both a streamwise and a spanwise shift. Thus, the
original model can be modified as
{w′+(y+)}p = w∗(y+){1 + βwu′+OL(y+O , θL, φL)}+ αwu′+OL(y+O , , θL, φL), (7.11)
where θL and φL are the inclination angles in the streamwise and spanwise directions, re-




OL as the rotation
angle of PCA is only relevant when considering cross-interactions, like those between u′ and
v′. Equivalent results are obtained if ξ′+OL is used above instead.
Though both the positive and negative peaks shown in Figure 7.8 can be used to cali-
brate the model, for simplicity, only the negative peak is used herein. However, equivalent
results can be obtained if the positive peak is used. The magnitude of the superposition
coefficient for all flow conditions is shown in Figure 7.9. Unlike the trends generally observed










Figure 7.9: Superposition coefficient αw (magnitude). Vertical line denotes the location of
the roughness crest k+ = 20.
diminishes further away from the wall. It is also seen that the superposition coefficient tends
to grow as the Re increases. Overall, consistent trends are observed between the smooth- and
rough-wall flows at the same Re, except that the peak values are increased and move closer
to the reference location in the presence of roughness. Finally, the coefficient magnitude is
reduced near the roughness crest with closely packed hemispheres compared to topographies
with larger element spacings. Note that the superposition coefficients can be alternatively
calibrated using the outer large-scale w′ and the results and associated discussion can be
found in Appendix B.
Figure 7.10(a) shows the wall-normal evolution of the inclination angles, θL, for w
′
in inner units. For the low Re smooth-wall flow (SM400), w′+iL appears to lag u
′+
OL in the
streamwise direction near the wall. Away from the wall, however, w′+iL slowly transitions to
lead u′+OL in the streamwise direction as it approaches the reference location. In particular, θL
for the case SM400 increases from an acute angle of approximately 45◦ in the near-wall region
to an obtuse one above y+ ≈ 40 and eventually reaches 180◦ close to the outer reference
location. At higher Re (SM2000), w′+iL exhibits excellent synchronization with u
′+
OL very close



















Figure 7.10: Inclination angles θL and φL for w
′. Vertical line denotes the location of the
roughness crest k+ = 20. Legend as in Figure 7.9.














for the smooth- and rough-wall cases in
comparison with the original DNS statistics. Symbol × marks the reference location where
the large-scale signal is extracted. Vertical line denotes the location of the roughness crest
k+ = 20. Legend as in Figure 7.3.
of θL are observed for the rough-wall cases; however, the Re trend shown in the smooth
cases is not as clear in the rough cases, at least for the moderate Re studied herein. More
interestingly, at the same Re, θL near the roughness crest is gradually reduced for narrowly
spaced roughness elements, but indistinguishable between the smooth- and rough-wall cases
if the elements are sufficiently far apart. This behavior can be explained by the lifting effect
of fluid away from the wall owing to the presence of roughness elements. The spanwise
inclination angle, φL, is reported in Figure 7.10(b). Here, φL decreases as a function of y
+
from approximately 50◦ for the smooth-wall case SM400 and 40◦ for SM2000 close to the
wall, to 0◦ near the reference plane. Unlike the trends observed in θL for the rough-wall cases,
a Re trend is more apparent in φL while the effect of roughness-element spacing diminishes.
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Figure 7.11 presents w′2 and w′4 for both smooth- and rough-wall cases (Note that w′3
is zero by symmetry). Both predicted quantities are in good agreement with all DNS results.
As these results are an initial attempt to model w′ with streamwise and spanwise offsets,
definitive trends with Re cannot be established owing to the relatively moderate Re studied
herein. However, the present results are clearly encouraging from a modeling perspective.
7.5 Model coefficients and universal signals in PCA-adapted model
The “consistent” PCA-based model presented herein predicts the behavior of the principal
components, ξ and η, rather than the velocities as in the original model of Mathis et al. [1] as
shown in Eq. (7.7) and Eq. (7.8). Therefore, each principal component will have an associated
superposition coefficient, α, inclination angle, θL, and modulation coefficient, β. These
modeling coefficients are shown as a function of y+ in Figure 7.12, where the solid vertical
line denotes the location of roughness crests (k+ = 20). For the first principal component,
the superposition coefficient αξ increases in the near-wall region from approximately 0.3
for SM400 and 0.6 for SM2000, respectively, to 1 near the reference position. As αξ is a
measure of large-scale phenomena, the agreement noted between the smooth- and rough-
wall cases implies that it is relatively unaffected by the presence of roughness, with a slight
enhancement near the roughness crest as the element spacing increases. However, given the
same roughness height and spacing, αξ tends to grow with Re. Similar trends are observed
for αη, except for the lower magnitudes near the wall.
The inclination angle for the first principal component, θLξ, varies slowly from 10
◦ to
25◦ in the range 10 < y+ < 200 in the highest Re case, consistent with previous experiments
[1]. For lower Re in both smooth- and rough-wall cases, however, this inclination angle
increases with y+, reaching approximately 60◦ close to the reference location. In addition, it
is notable that roughness has no significant impact on θLξ, except for the case with closely
packed hemispheres (RH400-20-2) where θLξ is consistently reduced compared to the smooth-
























































Figure 7.12: Superposition coefficient, α, and inclination angle, θL, for the smooth- and
rough-wall cases. (a–c) first principal component, ξ′; (d–f) second principal component, η′.
Vertical line denotes the location of the roughness crest k+ = 20.
component, θLη grows slower compared to θLξ, reaching about 20
◦ for the highest Re case
and 30◦ for lower Re cases near the reference position. Roughly speaking, the behaviors of
θLξ and θLη are similar in the rough-wall cases, with the exception of the lowest Re case,
where the latter drops rapidly within the roughness sublayer.
A comparison of the modulation coefficients βξ and βη is also shown in Figure 7.12.
Roughness enhances both βξ and βη in the near-wall region compared to the smooth-wall
result. At Reτ = 400, roughness-element spacing appears to have a weak effect at best on βξ
and βη as the results for d/k = 2–4 show only small differences. In addition, βξ and βη grow
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Figure 7.13: Amplitude of the large-scale signals based on PCA for the smooth- and rough-
wall cases. (a) first principal component, ξ′L; (b) second principal component, η
′
L. Vertical
line denotes the location of the roughness crest k+ = 20.
with Re, as β is another measure of the AM effect, which is the weakest in the Reτ = 200
case and strongest in the Reτ = 600 case among the rough-wall simulations. This effect
seems to be stronger in βη.
Note that the large-scale signals are the only terms in the predictive model that vary
between the calibration and prediction processes. Thus, the correctness of the model depends
significantly on the large scales themselves. If the amplitude of the large-scale signals are
small compared to that of the universal signals, the agreement of the predictions reported
herein might occur regardless of the correctness of the model. Therefore, the amplitude of
the large-scale signals based on PCA are reported in Figure 7.13 for the smooth- and rough-
wall flows. For both principal components, it is shown that the amplitude of the large-scale
signal approaches a constant value beyond y+ ≈ 100, consistent between the smooth- and
rough-wall flows. Moreover, the amplitude of the large-scale signal decreases as the Re
increases and is likely to reach an asymptotic limit at sufficiently high Re. This is expected
as the separation of scales is difficult to achieve at low Re and hence some proportion of the
moderate- to large-scale structures are counted as the large scales while low-pass filtering
the velocity signals. In comparison with the amplitude of the universal signals shown in
Figure 7.14(a,d), the large scales of both principal components remain non-negligible near
the wall above the roughness crest. Therefore, the changes in the large-scale signals from
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Figure 7.14: Statistical properties of the universal signals based on PCA for the smooth- and
rough-wall cases. (a–c): first principal component, ξ∗; (d–f): second principal component,
η∗. Vertical line denotes the location of the roughness crest k+ = 20.
the calibration to the prediction process have an impact on the predicted statistics.
The effect of surface conditions on the variance, skewness and kurtosis (subtracted by
3) of the universal signals based on the principal components are shown in Figure 7.14. The
variance of the first principal component ξ∗, normalized by the friction velocity, demonstrates
a strong reduction in the peak values near the roughness crest, compared to the smooth-
wall cases. This reduction is stronger for “k-type” roughness as reflected in the cases with
d/k = 3–4 compared to “d-type” roughness as in the case with d/k = 2 (closely packed
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hemispheres). Moreover, though all statistical properties of the first principal component
are still Re dependent among the rough-wall cases, they show perceivable tendency towards
the high Re limits in which the variance varies slowly while the skewness and kurtosis remain
almost constant for y+ > 100 for the smooth-wall flow at Reτ = 2003. Even better outer-
layer consistency is noted in the statistics of the second principal component, η∗, where a
similar tendency toward high Re trends is present for the variance as well as excellent collapse
of skewness and kurtosis observed among all cases beyond y+ ≈ 80. From the perspective of
modeling the inner-outer interactions in rough-wall flows, this outer-layer similarity means
it is conceivable that the universal signals calibrated at sufficiently high Re, whether the
surface is smooth or rough, can be used for reasonable predictions of the near-wall velocity
signals outside the roughness sublayer based solely on the outer-layer large-scale information.
Energy spectra of the universal signals of the principal components, Eξ∗ξ∗ and Eη∗η∗
normalized by hu2τ , are shown in Figure 7.15 at selected wall-normal positions. Very close
to the roughness crest, at y+ = 20, large spikes are noted in the spectra of the rough-wall
flows. The location of these energy spikes is closely related to the streamwise wavelength
characterizing the geometry of the rough surfaces. For example, the first peak for the case
RH400-20-4 corresponds to the wavelength λ = 0.349, which is approximately equal to the




3k) in the streamwise direction (see the
inset of Figure 3.4 for a graphical representation of the geometry). Additionally, a higher
degree of energy content is found at large wavenumbers in the rough-wall flows coupled with
a reduction in energy at low wavenumbers compared to the smooth-wall case. This behavior
is expected since the presence of roughness energizes the near-wall turbulence, likely through
the shedding of energetic, small-scale, vortical motions that scale with the roughness height.
As one moves away from the wall, the effect of surface roughness is reduced. At y+ = 3k+,
all energy spectra at Reτ = 400 collapse onto one another, indicating that the influence of
roughness is restricted to the roughness sublayer that resides within a few roughness heights
from the wall. This collapse of energy spectra for all surface conditions is useful as a guideline


































































































Figure 7.15: Energy spectra of the universal signals based on PCA at (a) y+ = k+, (b)
y+ = 1.5k+ and (c) y+ = 3k+ for the smooth- and rough-wall cases. All spectra are
normalized by the friction velocity, uτ , and half-channel height, h.
7.6 Cell-averaged wall-shear-stress model
In a series of experimental studies of high-Re smooth-wall TBLs, Mathis et al. [73] and
Mathis et al. [1] proposed and tested a robust model based on AM analysis to successfully
predict near-wall fluctuating streamwise velocity statistics using only large-scale streamwise
velocity signals sampled in the outer layer. Later, Mathis et al. [2] extended this modeling
framework to the streamwise wall shear stress based on the linear relationship with the
streamwise velocity component in the viscous sublayer for smooth walls. Following Mathis
et al. [2], this model is adapted herein and applied to the cell-averaged streamwise wall shear
94
stress obtained for the present roughness cases. This model can be expressed as
〈τx〉′+p = 〈τx〉∗{1 + ατ 〈u〉′+OL}+ ατ 〈u〉′+OL, (7.12)
where 〈τx〉′+p is the predicted streamwise wall shear stress fluctuations and 〈τx〉∗ is the univer-
sal wall shear stress signal representing the small-scale wall shear stress fluctuations without
the influence from outer large-scale motions. The universal signal is determined in a cali-
bration process together with the parameters ατ and θLτ used to account for the maximum
cross-correlation and the turbulent structure angle between the fluctuating streamwise wall
shear stress 〈τx〉′+c used for calibration and the large-scale streamwise velocity in the log region
〈u〉′+OL, evaluated at (x, y) = (Lxmx + yO cot(θLτ ), yO), respectively. The calibration param-
eters for all flow conditions are shown in Table 7.1, along with the variance, skewness and
kurtosis (subtracted by 3) of the universal cell-averaged wall shear stress. The smooth-wall
case yields a superposition coefficient of ατ = 0.0767 and an inclination angle of θLτ ≈ 13◦
which compares reasonably well with the values obtained in the high-Re smooth-wall TBL
experiments by Mathis et al. [2] who reported α = 0.0898 and θLτ = 14.1
◦, respectively.
With the presence of roughness, both ατ and θLτ are substantially enhanced compared to
smooth-wall flow; though sensitive to the roughness element spacing, the increase in these
coefficients is in accordance with the investigations by Perry et al. [122] and Krogstad and
Antonia [78] who reported shorter streamwise length scales and larger inclination of coherent
structures in rough-wall flow as inferred from two-point velocity correlations. Ideally, 〈τx〉∗,
ατ and θLτ documented in Table 7.1 should be Re independent and can be assumed universal
across different types of wall-bounded turbulent flows. In practice, however, roughness likely
introduces variations at scales approximately equal to the characteristic roughness scales.
Subsequent discussions are devoted to the statistical behaviors of the universal cell-averaged
wall shear stress in response to Re, roughness packing density and various spatial averaging
cell sizes.
The probability density functions (p.d.f.s) of the universal wall shear stress averaged
over the minimal cell “1×1” for the smooth- and rough-wall flows are shown in Figure 7.16.
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Case y+O ατ θLτ (
◦) 〈τx〉∗2 Sk〈τx〉∗ Ku〈τx〉∗
RH600-30-4 125.7 0.1479 20.478 0.3783 1.3395 2.9778
RH400-20-4 101.4 0.1448 25.842 0.3432 1.2386 2.4838
RH200-10-4 81.2 0.1290 30.076 0.3020 0.9348 1.4781
RH400-20-3 101.4 0.1393 21.978 0.4391 1.5119 3.8450
RH400-20-2 101.4 0.1026 18.193 0.2933 1.5047 4.0879
SM400 101.4 0.0767 12.986 0.0950 0.8924 1.2144
Table 7.1: Calibration parameters for the smooth and rough walls with respect to y+O . The
variance, skewness and kurtosis (subtracted by 3) of the universal wall shear stress are also


















Figure 7.16: Probability density functions (p.d.f.s) of the universal streamwise wall shear
stress averaged with the minimal cell “1 × 1” for all roughness cases and the smooth-wall
baseline.
It is observed that the p.d.f. of 〈τx〉∗ is wider and more skewed towards weaker stress
values in rough-wall flow compared to smooth-wall flow. The probability of high and low
extreme events is also larger within the roughness sublayer, indicating more intermittent
regions owing to the presence of closely packed roughness elements. These results are well
supported by the corresponding statistical properties shown in Table 7.1. The variance,
skewness and kurtosis (subtracted by 3) are larger in the roughness cases compared to those
of the smooth-wall baseline.












































Figure 7.17: Pre-multiplied streamwise spectra of the universal wall shear stress averaged
with the minimal cell “1×1” for all rough-wall flows. Note that the spectra in (a) are scaled
by the stress variance 〈τx〉∗2 and the streamwise wavelength in (b) is scaled by the minimal
cell length L+x (leaving the spectra in inner units).
stress, the statistical moments of these p.d.f.s reported in Table 7.1 indicate some variability
indeed exists as a function of the roughness spacing and Re. To explore these differences fur-
ther, two-point statistics, i.e. the two-point correlation or equivalently the power-spectrum
(the Fourier dual), are considered. Figure 7.17 compares the pre-multiplied spectra of the
universal wall shear stress for all rough-wall cases averaged over the minimal cell “1 × 1”.
When scaled by the stress variance as shown in Figure 7.17(a), the spectra for both “k-
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type” and “d-type” roughness collapse reasonably well at large wavelengths above λ+x ≈ 600.
However, the behavior at small scales is strongly influenced by the roughness spacing, an
indication that the prevailing vortical structures induced by the roughness elements are im-
portant in this range. In this regard, the minimal cell length L+x becomes the most relevant
scale to characterize the behavior of small scales in the spectra of all roughness cases con-
sidered herein. Therefore, it appears more natural to scale the streamwise wavelength by
the minimal cell length, of each roughness case, while keeping the spectra scaled in inner
units as shown in Figure 7.17(b). Doing so reveals that the small scales collapse well up to
λx ≈ 5Lx for all “k-type” roughness (d/k = 3− 4), which is significantly different from that
for “d-type” roughness (d/k = 2).
The similarity of the large-scale signature on the wall shear stress among all roughness
cases is in agreement with previous studies on near-wall turbulence [15, 18, 65, 76], but the
difference in the small scales is clearly dependent on the nature of “k-type” or “d-type”
roughness [54] and the development of vortical structures within the roughness sublayer. It
is expected to see this behavior because the large scales contain the dominant contribution
to the overall variance, while the small scales are primarily driven by the viscous effects and
the geometry of the roughness.
7.7 Effect of roughness cell size
Up to this point, the wall shear-stress statistics were averaged only over the minimal cell
“1 × 1”. However, from the practical point of view of subgrid-scale modeling for LES, it
is desirable to investigate these statistics when the averaging cell is larger, typical of those
volumes used in an actual “wall-modeled” LES near the wall. The pre-multiplied streamwise
spectra of 〈τx〉∗ averaged over various cell dimensions for the rough-wall case RH400-20-4
are shown in Figure 7.18(a) as a function of the streamwise wavelength λ+x . It is observed






































Figure 7.18: Pre-multiplied streamwise spectra of the universal streamwise wall shear stress
averaged over various cell sizes for case RH400-20-4. All spectra in (b) are scaled by
(L+z )
b/〈τx〉∗2# .




decreases as L+z increases, suggesting that a power-law dependence is present. Given this
observation, a quantitative relation between the stress variance and the dimensions of the
spatial-averaging cell may be postulated, of the form

















Figure 7.19: Stress variance scaled by 〈τx〉∗2# and (L+z )b for RH400-20-4. The straight line
represents Eq. (7.14) with a slope of −0.5.
Case Roughness 〈τx〉∗2# a b
RH600-30-4 k-type 94.41 0.48 0.95
RH400-20-4 k-type 106.13 0.50 0.98
RH200-10-4 k-type 194.70 0.61 1.03
RH400-20-3 k-type 80.25 0.44 1.00
RH400-20-2 d-type 9.38 0.24 0.83
Table 7.2: Parameters 〈τx〉∗2# , a and b determined by the least square method for the quan-
titative relation between the stress variance and cell dimensions based on Eq. (7.14).
This relationship can be verified by least-square fitting these data. Figure 7.19 shows the
stress variance 〈τx〉∗2 scaled by (L+z )b and 〈τx〉∗2# according to Eq. (7.14) with 〈τx〉∗2# = 106.13
and b = 0.98, plotted as a function of L+x . It is seen that the scaled 〈τx〉∗2 for various cell
widths fall into a single curve with a negative slope of a = 0.5. Similarly, if the pre-multiplied
spectra are scaled by (L+z )
b and 〈τx〉∗2# as shown in Figure 7.18(b), then all spectra are in
good agreements despite some discrepancy with larger cell sizes, owing in part to limited
statistical samples.
Table 7.2 summarizes the parameters 〈τx〉∗2# , a and b for all rough-wall cases, determined
by least squares. For all “k-type” roughness, 〈τx〉∗2 shows a consistent power-law dependence
on the cell dimensions L+x and L
+

















Figure 7.20: Stress variance 〈τx〉∗2 scaled by 〈τx〉∗2# and (L+z )b̄ plotted as a function of (L+x )ā
for all rough-wall flows, where all parameters are assumed universal for each type of roughness
as discussed in the text.
tively, denoted by a bar sign. The constant coefficient 〈τx〉∗2# ≈ 100 also appears to be
universal for all “k-type” roughness. The parameters determined for the case RH200-10-4
deviate from the others possibly owing to low-Re effects and fewer cell-averaged samples
available from DNS. In contrast, for the “d-type” roughness case with d/k = 2, 〈τx〉∗2 has a
weaker power-law dependence on L+x and L
+
z , with ā ≈ 0.25 and b̄ ≈ 0.8, while the constant
is now 〈τx〉∗2# ≈ 10.
Figure 7.20 shows the stress variance 〈τx〉∗2 for all cases scaled by (L+z )b̄ and 〈τx〉∗2# ,
plotted as a function of (L+x )
ā, where all parameters are assumed universal for each type of
roughness (“k” or “d”). The straight line demarcates the proposed scaling relation Eq. (7.14).
In general, the scaled stress variance averaged over various cell dimensions are in good
agreement with the proposed relation. The consistency between various roughness cases




Direct numerical simulations of turbulent channel flow over smooth and rough surfaces, the
latter consisting of hexagonally packed array of hemispheres, were performed at Reτ = 200,
400 and 600. The normalized roughness height for all Re was fixed at k+ = 20 but the
distance between neighboring roughness elements varied in the range d/k = 2–4. While
the similarity of the outer-layer spatial structure between smooth- and rough-wall flows has
been observed by many studies, the detailed descriptions of near-wall turbulence are less
well known for flows over rough surfaces.
Flow visualizations of the vortical structures near the rough surface demonstrated the
occurrence of coherent packets of hairpin vortices within and outside the roughness sublayer,
similar to the observations reported for smooth-wall-bounded flows. In addition, two ma-
jor vortical structures were identified within the roughness sublayer. First, surface vorticity
lines induced by an individual roughness element give rise to a type of vortical structure that
persistently covers the frontal surface of each hemisphere. The development of this vortical
structure is highly correlated with the surface pressure gradient across the roughness element
which is affected by the separation between elements. Second, a “horseshoe” vortex arises
upstream of each hemisphere as a consequence of the accumulation of oncoming boundary
layer vorticity lines below the stagnation point of each hemisphere, consistent with visu-
alizations of most commonly studied 3-D roughness shapes [e.g. 107, 110]. The hexagonal
packing of the roughness elements leads to distortion of the trailing vorticity loops of the
horseshoe vortices, whose structural attributes downstream depend on roughness packing
density.
To quantitatively understand how these vortical structures contribute to the turbulence
statistics, velocity fluctuations as well as the wall shear stress were collected from the DNS.
Profiles of the mean streamwise velocity reflect its expected downward shift owing to the
enhancement in drag for all rough-wall cases compared to smooth-wall flow. Excellent agree-
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ment of the roughness function values was observed for all “k-type” rough-wall flows, showing
an effective dependence on k+. However, the case with densely packed hemispheres, classi-
fied as “d-type” roughness, showed a reduced downward shift compared to other rough-wall
flows, due to the sheltering effect generated between closely spaced roughness elements. In
addition, the equivalent sand-grain roughness heights k+s indicate that flows studied herein
reside in the transitionally rough regime. Comparison of the roughness function ∆U+ as well
as the normalized zero-plane displacement d0/k between the current hemispherical rough-
ness and other 3-D sharp-edged roughness geometries were made for various element packing
densities. It was shown that there is a transition from the “k-type” to “d-type” roughness
behavior and overall reduced drag as the plan area density increased, in accordance with
previous work by Placidi and Ganapathisubramani [112]. Moreover, profiles of the Reynolds
stresses show that roughness significantly reduced the inner peak of the streamwise Reynolds
normal stress in all rough-wall cases compared to the smooth-wall case. However, outside the
roughness sublayer the Reynolds stresses of the rough-wall cases converge to the smooth-
wall trends, supporting the occurrence of outer-layer similarity irrespective of the surface
conditions and Reτ .
Spectral analysis, particularly focused on the wall shear stress (including both pres-
sure and viscous contributions) on the hemispherical dome, was employed via spherical
harmonics to demonstrate the dominant spectral modes associated with the observed vorti-
cal structures. It is shown that the inner-scaled power spectra of the streamwise-projected
pressure for all rough-wall cases are governed by lower wavemodes that decay fast as the
wavemode increases, relatively insensitive to the Re effect with fixed k+, at least for the low
to moderate Re studied herein. While the power spectra scale well with Re for cases with
the same element spacing, the energy of spherical harmonic modes decreases significantly as
the element spacing decreases. A similar Re trend is observed for the spectra of the viscous
component, but the dominant mode is the second spherical harmonic mode. The energy
of the first and third modes, corresponding to the surface vortical structure and horseshoe
vortex, respectively, also decreases substantially with increasing packing density, consistent
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with the flow visualizations.
Though this analysis neglects the shear stress generated on the flat horizontal surface,
a “roughness cell average” was introduced to quantify the difference of the ignored stress
contribution. The minimal unit cells, the dimensions of which depend on the roughness
geometry, were used first to yield baseline statistics. Comparison of the minimal roughness-
cell-averaged statistics of the viscous contributions shows that the ignored viscous drag is
small on the flat section, which becomes less significant when roughness elements are packed
more closely. Overall, drag is defined by the pressure contribution, especially at higher Re,
as noted by earlier work [21, 52, 53].
These DNS data also afforded the opportunity to explore amplitude modulation of
the small-scale, near-wall flow by the large-scale, outer-layer motions in all three velocity
components. The single-point AM correlation coefficients for all three velocity components
demonstrate enhanced modulation within the roughness sublayer compared to the smooth-
wall case, though this enhancement diminishes with increasing wall-normal position as the
rough-wall AM results converge to the smooth-wall AM trend outside the roughness sub-
layer. This outer-layer consistency between the smooth- and rough-wall flows is yet another
indication of outer-layer similarity in these flows as quantified through these inner-outer flow
interactions.
In previous studies of smooth-wall TBLs, Mathis et al. [1] proposed a predictive inner-
outer model using the framework of AM to investigate statistical properties of the streamwise
velocity fluctuations. This model was applied herein to both smooth- and rough-wall flows,
but extended to allow predictions of all velocity components. It was found that the cal-
ibration coefficient β closely resembles the two-point AM coefficient and the presence of
roughness tends to enhance the modulation effect imparted by the outer-layer structures on
the near-wall small-scale motions, with this effect growing stronger with increasing Reτ .
The effect of anisotropy was also explored within the AM framework using principal
component analysis. Constructing the predictive model based on the principal components
of u′ and v′ yielded uncorrelated signals, ξ′ and η′, which enabled predictions of correlated
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velocity statistics. Though the statistical properties of the universal signals based on princi-
pal components behave differently between “k-type” and “d-type” roughness in the near-wall
region, similarity is preserved outside the roughness sublayer for y > 3k. Combining the uni-
versal signals derived from the principal components facilitated predictions of not only the
moments of u′ and v′ but also moments of the cross-terms i.e. u′v′, u′2v′, and u′2v′, etc. The
efficacy of this approach was validated by comparing predicted Reynolds stresses and higher-
order moments in the near-wall region to the true statistics collected from the DNS. For all
cases presented, predictions up to fourth-order moments, including moments between cor-
related variables, with the consistent PCA-adapted model showed superior agreement with
the original statistics compared to models that do not embody anisotropy of the flow. As
this model is constructed to accurately predict near-wall statistics based on outer-layer in-
formation, some deviations in these statistics was noted in the outer layer as the reference
position was approached. Despite these outer-layer deviations, the model performs very well
incorporating the effect of anisotropy and inner-outer flow interactions and thus holds great
promise for near-wall modeling of rough-wall flows.
Furthermore, the AM effect was explored for the spanwise velocity fluctuations, w′.
Development of an accurate predictive model of w′ moments required not only a streamwise
shift in the signal correlation but also a spanwise one as motivated by two-point correlations
between the large-scale signatures of spanwise and streamwise velocity fluctuations in the
near-wall and outer regions, respectively. With this adaptation, the original predictive model
was generalized to accurately predict near-wall statistics of w′ based on the knowledge of
the outer-layer large-scale of u′.
Acknowledging the fact that flow structures are strongly modified within the roughness
sublayer, applying the predictive model presented herein to rough-wall flows requires a better
understanding of outer-layer similarity at higher Re. Nevertheless, the results presented
indicate that the consistent PCA-adapted model can yield accurate predictions of near-wall
statistics at lower Re. Thus, a study of its efficacy at higher Re and for a broader spectrum
of roughness parameters would allow its potential broader applicability to be assessed.
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The paradigm of AM between large-scale structures residing in the outer layer and the
wall shear stress was recently identified in high-Re smooth-wall TBLs by Mathis et al. [2].
Within this framework, two-point AM correlation coefficients between the low-pass-filtered
envelope of the small-scale cell-averaged wall shear stress and large-scale streamwise velocity
fluctuation extracted outside the roughness sublayer were explored in this study for both
smooth- and rough-wall flows. It is observed that, at the same Re, the AM correlation
is enhanced in the rough-wall flow compared to the smooth-wall flow. In particular, the
effect of AM tends to be stronger for the “k-type” roughness (i.e. larger element spacing)
in comparison with the “d-type” roughness. Though an increasing Re trend of the AM
correlation is observed for rough-wall cases with the same element spacing, the dependence
of Re weakens as Re increases.
The inner-outer interactions explored from the perspective of AM highlights the im-
portance of large-scale influences from the inertial region of the flow on the wall shear
stress. By exploiting the empirical wall shear stress model originally proposed by Mathis
et al. [2], the universal wall shear stress averaged within the minimal roughness unit cell
was extracted from the rough-wall flows, leading to more pure statistical information about
the wall shear stress without strong effects imparted by the outer-layer, LSMs. The pre-
multiplied spectra of the minimal cell-averaged universal wall shear stress exhibit consistent
large-scale similarity among all roughness cases. However, the behaviors of small scales
are roughness-dependent, which shows similar behaviors for the “k-type” roughness distinct
from the “d-type” roughness.
The effect of roughness cell dimensions on the statistics of the cell-averaged universal
wall shear stress was investigated from the point of view of practical application in LES.
The behavior of stress variance with respect to the roughness cell dimensions suggests a
power-law-based scaling relation, which yields universal agreements for both “k-type” and
“d-type” roughness. The consistency shown here can be useful in advancing the modeling
of turbulent flows over rough surfaces.
106
REFERENCES
[1] R. Mathis, N. Hutchins, and I. Marusic. A predictive inner–outer model for streamwise
turbulence statistics in wall-bounded flows. J. Fluid Mech., 681:537–566, 2011.
[2] R. Mathis, I. Marusic, S. I. Chernyshenko, and N. Hutchins. Estimating wall-shear-
stress fluctuations given an outer region input. J. Fluid Mech., 715:163–180, 2013.
[3] L. F. Richardson. Weather prediction by numerical process. Cambridge Univ. Press,
1922.
[4] J. P. Bons, R. P. Taylor, S. T. McClain, and R. B. Rivir. The many faces of turbine
surface roughness. In ASME Turbo Expo 2001: Power for Land, Sea, and Air, pages
V003T01A042–V003T01A042. American Society of Mechanical Engineers, 2001.
[5] M. B. Bragg, A. P. Broeren, and L. A. Blumenthal. Iced-airfoil aerodynamics. Progress
in Aerospace Sciences, 41(5):323–362, 2005.
[6] G. L. Vignoles, J. Lachaud, Y. Aspa, and J. Goyhénèche. Ablation of carbon-based
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APPENDIX A
NEAR HEMISPHERE MESH REFINEMENT SCHEME
(a) (b) (c)
Figure A.1: Mesh refinement around the hemispherical roughness for the rough-wall case
at Reτ = 300 with k/h = 0.1 and d/k = 4. (a) Coarse (M3), 67 584 grid points/cell; (b)
moderate (M2), 215 040 grid points/cell; (c) fine (M1), 387 072 grid points/cell. Box in (a)
denotes the boundary of the refined region (cell) enclosing each hemisphere.
The mesh away from the roughness elements was created based on the resolution re-
ported in previous DNS of smooth-wall turbulent flows at similar Re [25]. The mesh around
the hemispherical roughness were constructed using body-fitted spectral elements and the
only reliable approach to determine its appropriateness was to conduct a mesh refinement
study in a dedicated set of simulations.
A rough-wall turbulent channel flow at Reτ = 300 with k/h = 0.1 and d/k = 4 was used
for the purpose of this study and the different roughness cell meshes are shown in Figure A.1.
The resolution of these meshes scale with wall units and can therefore be reliably used at
other similar Re. As seen from Figure A.1(a–c), the mesh around the roughness elements was
gradually refined in the streamwise, radial and spanwise directions, respectively. The number
of grid points per roughness cell increased from 67 584 for the coarse mesh (M3), to 215 040
for the moderately-refined mesh (M2), and to 387 072 for the fine mesh (M1), respectively,
within the refined region. Note that outside the refined region, the mesh was constructed
to ensure a smooth transition to the bulk of the computation mesh, as needed. The total
number of grid points increases from N3 = 193 462 272 for M3, to N2 = 533 200 896 for M2,
and to N1 = 1 242 169 344 for M1, respectively. Therefore, the average grid refinement ratio
is estimated to be r = [(N2/N3)1/3 + (N1/N2)1/3]/2 = 1.36. Statistics were collected and
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averaged both temporally and spatially in the streamwise and spanwise directions at planes
parallel to the wall for each mesh.



























Figure A.2: Comparison of the Reynolds stress for different mesh refinement schemes around
the roughness elements at Reτ = 300 with k/h = 0.1 and d/k = 4.
Statistics |ε31| |ε21| p GCI31(%) GCI21(%)
u′2
+
0.0225 0.0255 6.883 0.3762 0.4266
v′2
+
0.0626 0.0528 5.442 1.7724 1.4960
w′2
+
0.0059 0.0087 3.647 0.3512 0.5184
u′v′
+
0.0023 0.0070 1.246 0.5971 1.8616
Table A.1: Grid convergence parameters. εi,j = (fi − fj)/fj where fi is the target statistics
at y+ = 30 (roughness crest) for mesh i (i = 1, 2 and 3). p = ln(ε21/ε32)/ln(r) is the order
of convergence, with the grid refinement ratio r = 1.36. GCIi,j = Fs|εi,j|/(rp− 1) is the grid
convergence index with the safety factor Fs = 1.25.
Figure A.2 compares the Reynolds stress profiles for different mesh resolutions. In
general, good agreements between these meshes are observed for all components of the




Figure A.3: Representative spectral element distribution around hemispheres for (a, c) sim-
ulations at Reτ = 200 with k/h = 0.1 and d/k = 4, and (b, d) simulations at Reτ = 600
with k/h = 0.034 and d/k = 4. (a, b) 3-D perspective view; (c, d) 2-D cross-sectional view
in the x–z plane.
meshes in u′2 for 10 < y+ < 30 due to small geometrical deviations within the roughness
sublayer. Despite these small deviations, the statistics obtained by the coarse mesh are nearly
indistinguishable from those for the refined meshes. The grid convergence index (GCI) [123]
is also reported in Table A.1 and it is shown that the GCIs for all statistics are less than
2%, which is acceptable owing to the complex unstructured mesh studied herein.
Given the large domain sizes and number of hemispheres considered in this study, the
coarse mesh was used as a reference in designing and constructing all meshes used in the
simulations presented herein (scaled in terms of appropriate wall units for each simulation).
The actual representative spectral element distributions around the hemispheres of all rough-
wall simulations are shown in Figures A.3–A.4. The 3-D perspective view is shown in the





Figure A.4: Same as in Figure A.3 but for simulations at Reτ = 400 with k/h = 0.05 and
d/k = 2–4. (a–c) 3-D perspective view; (d–f) 2-D cross-sectional view in the x–z plane.
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APPENDIX B
COMPARISON OF THE EXTENDED ORIGINAL MODELS


























Case DNS “Single-large-scale” “Variant-large-scale”






Figure B.1: Predictions of the Reynolds stresses for the smooth- and rough-wall cases com-
pared with the actual statistics from DNS. For the predictions involving v′ and w′, the modu-
lation coefficients are still produced by u′+OL but the superposition constants are produced by





model; filled symbols). Symbol × marks the reference location where the large-scale signal
is extracted. Vertical lines denote the location of the roughness crest k+ = 20.
While the predictive model originally proposed by Mathis et al. [1] exclusively focused
on predictions involving u′, several studies have attempted to extend the model to the
other velocity components. In the present study, we proposed and made predictions of all
three velocity components using simply the outer large-scale signal u′, i.e. the “single-large-
scale” model. Alternatively, following Yin et al. [116], we tested a model that calibrates
the modulation constants and the universal signals using just u′+OL for all three velocity
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Figure B.2: Same as in Figure B.1, but for the higher-order statistics.
components but determines the superposition constants based on the corresponding outer
large-scale signals. For example, the superposition for v′ is produced by v′+OL and the same
applies for w′. This model is referred to herein as the “variant-large-scale” model. Note that
this model calibrates the universal signals using the same iterative method as the original
model, which differs from the model by Yin et al. [116] where the universal signals were
replaced by the DNS data simulated using a minimal flow unit.
The predictions of the Reynolds stresses based on these two models are shown in Fig-
ure B.1 in comparison with the actual statistics from the DNS. As expected, both models
perform equally well for u′2. The “variant-large-scale” model yields better predictions for
v′2 at higher Re but introduces large errors at lower Re. However, the “single-large-scale”
model produces more accurate and consistent predictions for w′2. Not surprisingly, both
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models generate significant errors when attempting to predict the Reynolds shear stress u′v′
as neither of the models are able to fully capture the correlation between u′ and v′. Several
higher-order statistics are also compared as shown in Figure B.2. Overall, the “variant-large-
scale” model demonstrates improved predictions for statistics involving v′ only at higher Re
but the statistics for w′ are better produced by the “single-large-scale” model. Similar to
u′v′, both models fail to produce reliable predictions for the cross-product terms.
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