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SOME SHARP BILINEAR SPACE-TIME ESTIMATES FOR THE
WAVE EQUATION
NEAL BEZ, CHRIS JEAVONS, AND TOHRU OZAWA
Abstract. We prove a family of sharp bilinear space-time estimates for the
half-wave propagator eit
√
−∆. As a consequence, for radially symmetric initial
data, we establish sharp estimates of this kind for a range of exponents beyond
the classical range.
1. Introduction and statement of results
For d ≥ 2, suppose that u, v satisfy the homogeneous wave equations
u = v = 0,
where  = ∆x − ∂2t with (t, x) ∈ R× Rd, with initial conditions
(u(0), ∂tu(0)) = (u0, u1), (v(0), ∂tv(0)) = (v0, v1).
We consider the bilinear global space-time estimates
(1) ‖Dβ0Dβ−− Dβ++ (uv)‖L2(Rd+1) ≤ C‖(u0, u1)‖H˙α1×H˙α1−1‖(v0, v1)‖H˙α2×H˙α2−1 ,
where H˙s(Rd) denotes the usual homogeneous Sobolev space with norm
‖f‖H˙s(Rd) := ‖Dsf‖L2(Rd).
Here, we adopt the standard notation D :=
√−∆x, and the operators D+ and D−
are defined as
D˜±f(τ, ξ) :=
∣∣|τ | ± |ξ|∣∣f˜(τ, ξ)
using the space-time Fourier transform
f˜(τ, ξ) :=
∫
Rd+1
e−itτ−ix·ξf(t, x) dxdt.
Estimates (1) go back to work of Beals in [1] and Klainerman–Machedon in [22]; cer-
tain special cases were established and used in the study of the null forms for some
nonlinear wave equations. Further special cases were proved, and some applications
presented, in [23], [24], [25], [26], [27] and [28] among others, and the full range of
exponents (β0, β−, β+, α1, α2) for which (1) holds was found by Foschi–Klainerman
in [17].
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Although not the focus of the present paper, we mention that generalisations of
(1) where L2 norm on the left-hand side is replaced by a mixed space-time LqtL
r
x
norm have also been extensively studied. The first progress for q = r < 2 was
obtained by Bourgain [10], considering bilinear estimates without the multiplier
weights but with separated frequency supports, and the sharp estimates (in the
sense of exponents) were later obtained by Wolff [40] and subsequently Tao [39]
(generalised by Lee [29]). With the multipler weights, the full range of exponents
in the mixed-norm case was obtained (up to endpoints) by Lee–Vargas [31] for
d ≥ 4, and by Lee–Rogers–Vargas [30] when d = 3, leaving only some non-endpoint
cases when d = 2.
If u = 0 then we have the standard decomposition into (+) and (−) waves u =
eitDf+ + e
−itDf−, where f± are given by
(2) u(0) = f+ + f−, ∂tu(0) = iD(f+ − f−),
and the half-wave propagator eitD is defined on the Schwartz space using (spatial)
Fourier inversion to be
eitDf(x) :=
1
(2pi)d
∫
Rd
eix·ξeit|ξ|f̂(ξ) dξ, (t, x) ∈ R× Rd.
Using this decomposition, the inequalities (1) can be reduced to the following bi-
linear estimates for the propagator eitD:
(3) ‖Dβ0Dβ−− Dβ++
(
eitDfeitDg
) ‖L2(Rd+1) ≤ C‖f‖H˙α1(Rd)‖g‖H˙α2(Rd),
and
(4) ‖Dβ0Dβ−− Dβ++
(
eitDfeitDg
)
‖L2(Rd+1) ≤ C‖f‖H˙α1(Rd)‖g‖H˙α2(Rd).
In addition to the works cited above, estimates related to (3) appear in the book
[11], and applications to well-posedness problems for some nonlinear wave equations
are also discussed there.
Closely related to the estimates (3) and (4), at least in the symmetric cases β− = β+
and α1 = α2, is the following inequality:
‖eitDfeitDg‖2L2(Rd+1)
≤ 2
5−7d
2 pi
2−5d
2
Γ(d2 )
∫
R2d
|f̂(y1)|2|ĝ(y2)|2(|y1||y2|)
d−1
2 (1− y′1 · y′2)
d−3
2 dy1dy2,(5)
where y′ := |y|−1y ∈ Sd−1. When d ≥ 3 the constant is sharp, and a full characteri-
sation of extremising initial data is known; this was first proved by Foschi [15] in the
case1 d = 3, and for arbitrary dimensions in [7]. The question of determining sharp
constants and identifying extremisers for weighted linear and bilinear space-time
estimates for dispersive and wave-like propagators has been studied in a number
of recent papers. In addition to [7] and [15] already mentioned, see [5], [12], [20]
and [35] (as well as [15], again) for the Schro¨dinger equation, [21], [34] and [36] for
the Klein–Gordon equation, [6] for the wave equation, and [8], [9] and [33] as well
as further references contained in these papers, for more general propagators and
spatial weights in the linear setting on L2.
1This is stated for the case f = g, but the same argument in [15] allows f and g to be different.
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Our main result is the following one-parameter family of sharp bilinear inequalities
in the case of (+−) waves. Before proceeding, we introduce some notation. For
β ∈ R, we write
Iβ(f, g) =
∫
R2d
|f̂(y1)|2|ĝ(y2)|2(|y1||y2|)
d−1
2 +2β (1− y′1 · y′2)
d−3
2 +2β dy1dy2,
defined for suitable functions f and g. Also, we write || = D−D+, so that
|˜|βu(τ, ξ) := |τ2 − |ξ|2|βu˜(τ, ξ).
Finally, we set βd := max{ 1−d4 , 2−d2 }, so that βd = 1−d4 when d ≥ 3, and β2 = 0.
Theorem 1. Let d ≥ 2 and β > 1−d4 . Then
(6) ‖||β(eitDfeitDg)‖2L2(Rd+1) ≤W(β, d)Iβ(f, g)
holds with constant
W(β, d) = 2
1−5d+4β
2 pi
1−5d
2
Γ(d−12 + 2β)
Γ(d− 1 + 2β) .
For any β > βd, the constant is optimal and equality holds if and only if
(7) f̂(ξ) = λĝ(ξ) =
ea|ξ|+b·ξ+c
|ξ|
for some λ, a, c ∈ C with Re a < 0, and b ∈ Cd with |Re b| < −Rea.
Estimate (6) implicitly holds for initial data such that Iβ(f, g) is finite, and the
necessity of the lower bound β > 1−d4 is evident from the expression for W(β, d).
In order to state that the constant is sharp, the additional lower bound β > 2−d2
arises by evaluating Iβ(f, g) on initial data satisfying (7).
When β = 0, inequality (6) recovers (5) since the duplication formula for the gamma
function gives
W(0, d) = 2
1−5d
2 pi
1−5d
2
Γ(d−12 )
Γ(d− 1) =
2
5−7d
2 pi
2−5d
2
Γ(d2 )
,
and the (++) waves on the left-hand side can be freely switched with (+−) waves.
The case β = 3−d4 in Theorem 1 is obviously special since the power of the angular
weight defining I 3−d
4
is zero and so by Plancherel’s theorem,
(8) I 3−d
4
(f, g) = (2pi)2d‖f‖2
H˙
1
2 (Rd)
‖g‖2
H˙
1
2 (Rd)
.
Therefore, (6) recovers inequality (4) in the case
(β0, β−, β+, α1, α2) =
(
0,
3− d
4
,
3− d
4
,
1
2
,
1
2
)
with sharp constant. In this sense Theorem 1 unifies (5) with certain cases of (4).
Of course, one may also ask for a similar unification of (5) with certain cases of
(3), by establishing analogous sharp estimates to (6) for (++) waves. It turns out
that such estimates are already essentially contained in [7] and the argument given
there for β = 0 easily extends to general β. It is not the case that (6) follows from
the arguments in [7] and hence the main focus in this paper is the more difficult
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(+−) case. For completeness, we provide a new proof of the analogous estimates to
(6) for (++) waves in the final section, with an argument which clearly elucidates
the additional technical difficulty in the (+−) case.
Inequality (5) has been shown to imply sharp forms of certain linear L4 Sobolev–
Strichartz estimates for the wave equation, by controlling the right-hand side of (5)
in a sharp manner in terms of classical homogeneous Sobolev norms; this is done
in [7] in five space dimensions, and more recently in [6] in four space dimensions.
Here we observe that if the initial data f and g are both radially symmetric, we
can use polar coordinates to calculate
Iβ(f, g) = 2
7(d−1)
2 +2βpi
4d−1
2
Γ(d2 )Γ(d − 2 + 2β)
Γ(3d−52 + 2β)
‖f‖2
H˙
d−1
4
+β(Rd)
‖g‖2
H˙
d−1
4
+β(Rd)
and the following sharp estimates valid in all dimensions may be obtained imme-
diately from Theorem 1.
Corollary 2. Let d ≥ 2, β > βd and let
(9) C(β, d) =
2d−3+4βΓ
(
d
2
)
Γ
(
d−1
2 + 2β
)
pi
d
2 (d− 2 + 2β)Γ ( 3d−52 + 2β) .
If f and g are radially symmetric, then
(10)
∥∥∥||β(eitDfeitDg)∥∥∥2
L2(Rd+1)
≤ C(β, d)‖f‖2
H˙
d−1
4
+β(Rd)
‖g‖2
H˙
d−1
4
+β(Rd)
,
where the constant is sharp and equality holds if and only if f = λg satisfy (7) with
λ, c ∈ C, and a ∈ C such that Re a < 0, and b = 0.
Without the additional hypothesis of radial symmetry, the estimate (10) fails to
hold for any finite constant when β < 3−d4 .
Proposition 3. If β < 3−d4 , then for any A > 0 there exists f ∈ H˙
d−1
4 +β(Rd) such
that ∥∥||β |eitDf |2∥∥
L2(Rd+1)
‖f‖2
H˙
d−1
4
+β(Rd)
> A.
Thus, (10) shows that the range of admissible exponents is widened when the
initial data are radially symmetric. Moreover, our expression for the sharp constant
C(β, d) clearly indicates that the range β > βd cannot be further widened, even
under the radial hypothesis on the initial data. Results of this type for initial data
restricted to the radial case for estimates similar to (1) were proved by Klainerman–
Machedon in [22], and for the estimates (1) themselves by Foschi in [16] (in the
case β− = β+ = 0). The fact that certain estimates, including Strichartz-type
estimates, improve on radially symmetric data is well-known and has been studied
more widely; see for example [3], [13], [14], [18], [19], [37], [38].
Regarding Proposition 3, we remark that in Example 5.1 of [17] it is shown that
β− ≥ 3−d4 is a necessary condition for (1) to hold by showing that (3) fails in the
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(++) case. To prove Propositon 3 we must consider the (+−) case, and we use a
different argument (using initial data of the form (7)) to establish this.
For a restricted range of β we are able to extend Corollary 2 to general initial data
without the assumption of radial symmetry, by applying some of the techniques
from [6] to make a bound on the right-hand side of (6) which does not incur an
overall loss of sharpness in the constant. In order to state this, we introduce a
collection of maps Tβ : H˙
d−1
4 +β(Rd)→ L1(Sd−1) defined by
Tβf(ω) =
1
(2pi)d
∫ ∞
0
|f̂(rω)|2r 3d−32 +2β dr,
for ω ∈ Sd−1.
Corollary 4. Let d ≥ 2, β ∈ (βd, 5−d4 ] and let C(β, d) be given by (9).
(i). If β > 3−d4 , then
(11)
∥∥||β |eitDf |2∥∥2
L2(Rd+1)
≤ C(β, d)‖f‖4
H˙
d−1
4
+β(Rd)
and the constant is sharp, with equality if and only if f satisfies (7) with c ∈ C,
and a ∈ C, b ∈ Cd are such that Re a < 0 and Re b = 0.
(ii). If β ≤ 3−d4 and p = 2(d−1)3d−5+4β , then
(12)
∥∥∥||β(eitDfeitDg)∥∥∥2
L2(Rd+1)
≤ C(β, d)|Sd−1| 3−d−4βd−1 ‖Tβf‖Lp‖Tβg‖Lp
and the constant is sharp, with equality if and only if f = λg satisfy (7) with
λ, a, c ∈ C and b ∈ Cd where |Re b| < −Rea.
Corollary 4 extends Corollary 2 in two ways. Estimate (11) extends (10) to general
initial data in H˙
d−1
4 +β(Rd) for β ∈ (3−d4 , 5−d4 ] (and in the symmetric case f = g).
The upper threshold 5−d4 is a consequence of our method and it is quite possible
the sharp estimate can be extended beyond this threshold (however, it seems that
a new key idea is necessary for this).
For β ∈ (βd, 3−d4 ), the estimate (12) provides a natural substitute for the failure of
(11) which is valid for all initial data in H˙
d−1
4 +β(Rd), thus extending (10) for such
β. Indeed, for such β we have p = 2(d−1)3d−5+4β > 1 and, by Plancherel’s theorem and
Ho¨lder’s inequality,
(13) ‖f‖2
H˙
d−1
4
+β(Rd)
≤ |Sd−1| 3−d−4β2(d−1) ‖Tβf‖Lp(Sd−1),
with equality when f is radially symmetric.
Organisation. In Section 2 we prove Proposition 3 and Corollary 4, and in Section
3 we prove Theorem 1 for (+−) waves. Finally, in Section 4, we present analogous
results for (++) waves.
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2. Proofs of Proposition 3 and Corollary 4
We begin this section with the proof of Corollary 4 following arguments in [6].
Before proceeding, we introduce notation
Hλ(f, g) :=
∫
Sd−1
∫
Sd−1
f(ω1)g(ω2)|ω1 − ω2|−λ dω1dω2
where |·| in this context means chordal distance on Sd−1 (that is, euclidean distance
on Rd) and we fix λ = 3 − d− 4β. Of course, λ ≥ 0 if and only if β ≤ 3−d4 , and it
is reasonable to expect the behaviour of Hλ to change according to the sign of λ.
Proof of Corollary 4. The proof rests on the observation
(14) Iβ(f, g) =
(2pi)2d
2
d−3
2 +2β
Hλ(Tβf, Tβg)
which is easily verified.
We begin with the case β ∈ (3−d4 , 5−d4 ] for each d ≥ 2, which means λ ∈ [−2, 0). In
this case, we use the following result from [6] to bound Hλ.
Lemma 5. Let d ≥ 2, λ ∈ [−2, 0), and let g be any L1 function on Sd−1. Then,
Hλ(g, g) ≤ 22d−5+4βpi− 12
Γ(d− 2 + 2β)Γ(d2 )
Γ(3d−52 + 2β)
∣∣∣∣∫
Sd−1
g
∣∣∣∣2 ,
with equality if g is constant. If, in addition λ > −2, then equality holds only if g
is constant.
Remark. Strictly speaking, Lemma 5 was proved in [6] only for d ≥ 3, however the
same argument also proves it for d = 2, using the standard convention |S0| = 2.
Since Tβf ≥ 0 and we have that
‖Tβf‖L1(Sd−1) = ‖f‖2
H˙
d−1
4
+β(Rd)
by Plancherel’s theorem. Thus, Lemma 5 implies that the right-hand side of (6)
with f = g is at most
C(β, d)‖f‖4
H˙
d−1
4
+β(Rd)
,
with equality if Tβf is constant on S
d−1, which certainly happens when |f̂ | is
radial. An example of such a function of the form (7) is given by f̂ = e
−|·|
|·| and this
establishes sharpness of the constant in (11).
The characterisation of extremisers for inequality (11) follows as in [6] without new
arguments, so we give only brief details here. The idea is that any extremiser f for
(11) must be of the form (7) since we applied (6) to obtain (11), and for such f we
have
Tβf(ω) = e
2Re c
∫ ∞
0
er(2Re a+2Re b·ω)r
3d−7
2 +2β dr.
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Hence
(15) Tβf(ω) =
C
(1 + ξ · ω) 3d−52 +2β
for some positive constant C and where ξ := Re bRe a ∈ Rd satisfies |ξ| < 1 by the
assumptions on a and b. For β ∈ (3−d4 , 5−d4 ) (so that λ ∈ (−2, 0)), the character-
isation of extremisers in Lemma 5 means Tβf is constant and so ξ must be zero.
Hence Re b = 0 and this gives the claimed characterisation of extremisers for (11).
The remaining case β = 5−d4 (so that λ = −2) is more subtle because there are
non-constant extremisers for the estimate in Lemma 5. However, the argument in
Section 3 of [6] yields the same conclusion2 that Re b = 0, and we omit the details.
Now we move to the case β ∈ (βd, 3−d4 ]. When β = 3−d4 (or λ = 0), (12) and the
characterisation of extremisers follows from Theorem 1 and (8).
In the case β ∈ (βd, 3−d4 ), we have λ ∈ (0, d − 1) so we apply the sharp Hardy–
Littlewood–Sobolev inequality on the sphere and characterisation of extremisers
(due to Lieb [32]) to obtain
(16) Hλ(Tβf, Tβg) ≤ pi λ2
Γ
(
d−1−λ
2
)
Γ
(
d− 1− λ2
) (Γ (d− 1)
Γ
(
d−1
2
) )1− λd−1 ‖Tβf‖Lp‖Tβg‖Lp ,
for
p :=
2(d− 1)
2(d− 1)− λ =
2(d− 1)
3d− 5 + 4β .
Equality holds in (16) if and only if there exist C0, C1 ∈ C and ξ ∈ Rd with |ξ| < 1
such that
(17) Tβf(ω) =
C0
(1 + ξ · ω) 2(d−1)−λ2
, Tβg(ω) =
C1
(1 + ξ · ω) 2(d−1)−λ2
.
That inequality (12) is true with the stated constant now follows immediately from
estimate (6) in Theorem 1 and using (16). The optimality of the constant in (12)
and characterisation of extremisers is deduced from the additional observation that
the functions f, g which exhaust the extremals for (6), given by (7), also satisfy
(17); this follows immediately from (15). 
Proof of Proposition 3. Fix f = fδ such that f̂ is a function of the form (7) with
c = 0, a = −1 and b = (1− δ)e1 with 0 < δ < 1100 ; that is
f̂(ξ) =
e−|ξ|+(1−δ)e1·ξ
|ξ| .
As usual e1 = (1, 0, . . . , 0) denotes the first basis vector in R
d. For the rest of this
section we shall let C denote an arbitrary positive constant which may depend on
d and β but not on δ, and we use x . y (respectively, x & y) to mean x ≤ Cy
(x ≥ Cy), where C may be different even in a single chain of inequalities. We
denote by x ∼ y if both x . y and x & y hold.
2Strictly speaking the argument in Section 3 of [6] is for the case d = 5 but it can easily be
shown to generalise to all d ≥ 2.
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From (15) we have that
Tβf(ω) =
C
(1− (1− δ)e1 · ω)
3d−5
2 +2β
=
C
(1− (1− δ)e1 · ω)
d−1
p
,
where p is as in (12); note that β ∈ (βd, 3−d4 ) implies that p ∈ (1, 2). Since f is
extremal for (12) it is enough to show that
‖Tβf‖Lp(Sd−1)
‖f‖2
H˙
d−1
4
+β(Rd)
=
‖Tβf‖Lp(Sd−1)
‖Tβf‖L1(Sd−1)
→∞
as δ → 0. By changing variables, we have that
‖Tβf‖Lp(Sd−1) = C
(∫ 1
−1
(1 − t2) d−32
(1 − (1− δ)t)d−1 dt
) 1
p
=: I1(δ),
and
‖Tβf‖L1(Sd−1) = C
∫ 1
−1
(1− t2) d−32
(1 − (1− δ)t) d−1p
dt =: I2(δ),
so to complete the proof of Proposition 3 it therefore suffices to prove that
(18) I1(δ) & δ
1−d
2p ,
and
(19) I2(δ) . δ
1−d
p
+ d−12 .
For this, we let σ > d−12 and change variables (s = δ
−1(1− (1 − δ)t)) to obtain∫ 1
0
(1− t2) d−32
(1− (1 − δ)t)σ dt ∼ δ
d−1
2 −σ
∫ 1
δ
1
(s− 1) d−32
sσ
ds ∼ δ d−12 −σ.
Applying this with σ = d− 1 immediately yields (18). For (19), by a simple change
of variables and the fact that if t > 0 then 1 + (1− δ)t > 1− (1− δ)t, we have
I2(δ) .
∫ 1
0
(1− t2) d−32
(1− (1− δ)t) d−1p
dt,
from which (19) follows by taking σ = d−1
p
. 
3. Proof of Theorem 1
3.1. Proof of the sharp inequality (6). We broadly follow the strategy in [5]
(which in turn was based on the approach in [4]) to reduce to evaluating a cer-
tain integral over a submanifold of R2d. By Plancherel’s theorem and using the
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relabelling (x1, x2, y1, y2) 7→ (x1, y2, y1, x2),
2−2β(2pi)3d−1‖||β(eitDfeitDg)‖2L2(Rd+1)
=
∫
R4d
(|y1||y2|+ y1 · y2)2β f̂(x1)ĝ(−x2)f̂(y1)ĝ(−y2)δ
(−|x1|+ |x2|+ |y1| − |y2|
x1 + x2 − y1 − y2
)
dxdy
=
∫
R4d
(|y1||x2|+ y1 · x2)2β f̂(x1)ĝ(−y2)f̂(y1)ĝ(−x2)δ
(−|x1|+ |y2|+ |y1| − |x2|
x1 + y2 − y1 − x2
)
dxdy
=
∫
R4d
(|y1||x2|+ y1 · x2)2β F̂ (x)F̂ (y)
(|x1||x2||y1||y2|)
1
2
δ
(|y1|+ |y2| − |x1| − |x2|
x1 + y2 − y1 − x2
)
dxdy
for F̂ (y) := |y1| 12 |y2| 12 f̂(y1)ĝ(−y2), for y = (y1, y2) ∈ R2d, and where we have used
that if τ = |y1| − |y2| and ξ = y1 + y2 then∣∣τ2 − |ξ|2∣∣ = 2 |−|y1||y2| − y1 · y2| = 2(|y1||y2|+ y1 · y2).
We now define a non-negative function on R4d,
Ψx,y = Ψ(x, y) =
( |x1||x2|
|y1||y2|
) 1
2
.
Taking real parts and then applying the arithmetic-geometric mean inequality to
F̂ (x)Ψ(x, y)
1
2 and F̂ (y)Ψ(x, y)−
1
2 , it follows that
2−2β(2pi)3d−1‖||β(eitDfeitDg)‖2L2(Rd+1)
≤ 1
2
∫
R4d
(|y1||x2|+ y1 · x2)2β
|F̂ (y)|2Ψ−1x,y + |F̂ (x)|2Ψx,y
(|x1||x2||y1||y2|)
1
2
δ
(|y1|+ |y2| − |x1| − |x2|
x1 + y2 − y1 − x2
)
dxdy
=
∫
R4d
(|y1||x2|+ y1 · x2)2β |F̂ (y)|
2
|x1||x2|δ
(|y1|+ |y2| − |x1| − |x2|
x1 + y2 − y1 − x2
)
dxdy,
and equality holds if and only if
F̂ (x)Ψ(x, y)
1
2 = F̂ (y)Ψ(x, y)−
1
2 ,
or equivalently
(20) |x1||x2|f̂(x1)ĝ(−x2) = |y1||y2|f̂(y1)ĝ(−y2)
almost everywhere on the support of the delta measures; for example this equation
is satisfied by f, g given by (7).
We now define
(21) Iβ(y) :=
∫
Rd
∫
Rd
(|y1||x2| − y1 · x2)2β
|x1||x2| δ
(|x1|+ |x2| − |y1| − |y2|
x1 + x2 − y1 − y2
)
dx1dx2,
for y = (y1, y2) ∈ R2d; by changing variables (x2, y2) 7→ −(x2, y2), to complete the
proof of the sharp inequality it suffices to prove the following key lemma.
Lemma 6. For y ∈ R2d and β > 1−d4 we have that
Iβ(y) = (2pi)
d−1
2
Γ(d−12 + 2β)
Γ(d− 1 + 2β) (|y1||y2| − y1 · y2)
d−3
2 +2β.
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Remark. In the case β = 0, Lemma 6 was proved for d = 3 by Foschi in [15]
and for general dimensions in [7]. In each case the proof proceeds by applying an
appropriate Lorentz transformation to reduce to the case y1 = −y2; we shall see
that in fact this line of argument allows us to obtain the result for more general
values of β. We also remark that in the case β = 0, Lemma 6 may be seen to
hold via a direct calculation using the homogeneity of the delta measure, and is
contained in Lemma 4.1 of the earlier paper [17].
Proof of Lemma 6. In order to shorten the formulas, in what follows we define
τ = |y1|+ |y2| and ξ = y1 + y2. It is then easy to see that Iβ(y) equals∫
R2d+2
δ(σ1 − |x1|)
|x1|
δ(σ2 − |x2|)
|x2| δ
(
σ1 + σ2 − τ
x1 + x2 − ξ
)
(|y1||x2| − y1 · x2)2β dσ1dσ2dx1dx2
=
∫
Rd+1
∫
Rd+1
δ(σ1 − |x1|)
|x1|
δ(σ2 − |x2|)
|x2| δ
((
σ1
x1
)
+
(
σ2
x2
)
−
(
τ
ξ
))
× (|y1|σ2 − y1 · x2)2β d
(
σ1
x1
)
d
(
σ2
x2
)
.
We now introduce the Lorentz transformation L, given by
(22) L
(
t
x
)
=
(
γ(t− v · x)
x+
(
γ−1
|v|2 v · x− γt
)
v
)
, (t, x) ∈ R× Rd
with v := − ξ
τ
and
(23) γ :=
1
(1− |v|2) 12 =
τ
(τ2 − |ξ|2) 12 .
It is not hard to check that
L
(
(τ2 − |ξ|2) 12
0
)
=
(
τ
ξ
)
,
that | detL| = 1 and that the measure |x|−1δ(t− |x|) is invariant under the trans-
formation L. Applying the change of variables
(
σ˜j
x˜j
)
= L−1
(
σj
xj
)
for j = 1, 2 it follows
that
Iβ(y) =
∫
R2(d+1)
δ(σ˜1 − |x˜1|)
|x˜1|
δ(σ˜2 − |x˜2|)
|x˜2| δ
(
L
(
σ˜1
x˜1
)
+ L
(
σ˜2
x˜2
)
− L
(
(τ2 − |ξ|2) 12
0
))
×
(( |y1|
−y1
)
· L
(
σ˜2
x˜2
))2β
d
(
σ˜1
x˜1
)
d
(
σ˜2
x˜2
)
=
∫
R2d+2
δ(σ˜1 − |x˜1|)
|x˜1|
δ(σ˜2 − |x˜2|)
|x˜2| δ
(
σ˜1 + σ˜2 − (τ2 − |ξ|2) 12
x˜1 + x˜2
)
×
(( |y1|
−y1
)
· L
(
σ˜2
x˜2
))2β
dσ˜1dσ˜2dx˜1dx˜2
=
∫
Rd
1
|x|2 δ
(
2|x| − (τ2 − |ξ|2) 12
)(( |y1|
−y1
)
· L
(|x|
x
))2β
dx,
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where the last line follows by evaluating the integrals in σ˜1, σ˜2 and x˜1 and then
relabeling x˜2 = x. We are now required to compute the quantity( |y1|
−y1
)
· L
(|x|
x
)
= |y1|γ(|x| − v · x)− y1 ·
(
x+
(
γ − 1
|v|2 v · x− γ|x|
)
v
)
for v = − ξ
τ
, γ given by (23) and x on the support of the remaining delta measure;
this is contained in the following.
Lemma 7. For each y1, y2 ∈ Rd there exists ω∗ ∈ Sd−1 such that( |y1|
−y1
)
· L
(|x|
x
)
=
|y1||y2| − y1 · y2
2
(
1 +
x
|x| · ω∗
)
for any x ∈ Rd with 2|x| = (τ2 − |ξ|2) 12 .
Assuming Lemma 7 to be true for the moment, using polar co-ordinates, the defi-
nitions of τ and ξ, and then rotation invariance to take ω∗ to e1,
Iβ(y) =
(|y1||y2| − y1 · y2)
d−3
2 +2β
22β+
d−1
2
∫
Sd−1
(1 + ω · e1)2β dω.
By changing variables, it follows that if β > 1−d4 then the integral term is
|Sd−2|
∫ 1
−1
(1 + t)
d−3
2 +2β(1 − t) d−32 dt = |Sd−2|2d−2+2βB
(
d− 1
2
+ 2β,
d− 1
2
)
= 2d−1+2βpi
d−1
2
Γ(d−12 + 2β)
Γ(d− 1 + 2β) ,
where B is the classical beta function, and we have used the identity B(x, y) =
Γ(x)Γ(y)
Γ(x+y) for appropriate x and y. The claimed expression for Iβ in the statement of
Lemma 6 follows. 
It only remains to prove Lemma 7.
Proof of Lemma 7. After some straightforward calculations and simplifications we
deduce that
L
(|x|
x
)
=
1
(τ2 − |ξ|2) 12
(
τ |x| + ξ · x
x(τ2 − |ξ|2) 12 + ξ(|x|+ ξ · x(τ + (τ2 − |ξ|2) 12 )−1)
)
=
|x|
(τ2 − |ξ|2) 12
(
τ + ξ · x′
x′(τ2 − |ξ|2) 12 + ξ(1 + ξ · x′(τ + (τ2 − |ξ|2) 12 )−1)
)
,
where we recall x′ := x|x| . By our assumption |x| = 12 (τ2 − |ξ|2)
1
2 ,( |y1|
−y1
)
· L
(|x|
x
)
=
1
2
(
|y1|(τ + ξ · x′)− 2y1 · x− y1 · ξ
(
1 +
ξ · x′
τ + 2|x|
))
.
Moreover, using the definitions τ = |y1|+ |y2| and ξ = y1 + y2,
|y1|τ − y1 · ξ = |y1||y2| − y1 · y2,
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and
|y1|ξ · x′ − 2y1 · x− ξ · x′ ξ · y1
τ + 2|x|
= x′ ·
(
|y1|ξ − 2|x|y1 − ξ ξ · y1
τ + 2|x|
)
=
1
τ + 2|x|x
′ ·
(
ξ
(|y1|(τ + 2|x|)− ξ · y1)− 2|x|(τ + 2|x|)y1)
= x′ ·
(
y2
( |y1||y2| − y1 · y2 + 2|x||y1|
|y1|+ |y2|+ 2|x|
)
− y1
( |y1||y2| − y1 · y2 + 2|x||y2|
|y1|+ |y2|+ 2|x|
))
= x′ · 2|x|
(
y2(|x|+ |y1|)− y1(|x|+ |y2|)
)
|y1|+ |y2|+ 2|x| ,
we get ( |y1|
−y1
)
· L
(|x|
x
)
=
1
2
(|y1||y2| − y1 · y2 + x′ · z) ,
where
z = z(y1, y2) :=
2|x|(y2(|x|+ |y1|)− y1(|x|+ |y2|))
|y1|+ |y2|+ 2|x| .
For x such that
(24) 2|x|2 = 1
2
(τ2 − |ξ|2) = |y1||y2| − y1 · y2,
we claim that
(25) |z| = |y1||y2| − y1 · y2
which would complete the proof of Lemma 7 by taking ω∗ = z
′.
To see (25), first note that by expanding the square,∣∣2|x|(y2(|x| + |y1|)− y1(|x| + |y2|))∣∣2
= 4|x|2 (|x|2(|y1|2 + |y2|2 − 2y1 · y2) + 2(|y1||y2| − y1 · y2)(|y1||y2|+ |x||y1|+ |x||y2|))
which may be rewritten as
2|x|2(2|x|2(|y1|2 + |y2|2 − 2y1 · y2)
+ (|y1||y2| − y1 · y2)(2|y1||y2|+ 4|x||y1|+ 4|x||y2|) + 4|x|2|y1||y2|
)
.
Using (24) repeatedly, this can be expressed as
2|x|2(2|x|2(|y1|2 + |y2|2) + 4|x|2(|y1||y2| − y1 · y2)
+ (|y1||y2| − y1 · y2)(2|y1||y2|+ 4|x||y1|+ 4|x||y2|)
)
which is equal to
2|x|2(|y1||y2| − y1 · y2)(|y1|+ |y2|+ 2|x|)2 = (|y1||y2| − y1 · y2)2(|y1|+ |y2|+ 2|x|)2,
and from this we obtain (25). 
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3.2. Cases of equality in Theorem 1. The remaining task in the proof of The-
orem 1 is to establish the claim regarding the characterisation of the extremisers.
As we have already observed, since the only place an inequality was used in the
proof of (6) was in the application of the arithmetic-geometric mean inequality, it
follows that equality holds in (6) if and only if (replacing x2 and y2 with −x2 and
−y2 in (20))
|x1||x2|f̂(x1)ĝ(x2) = |y1||y2|f̂(y1)ĝ(y2)
for almost every (x1, x2, y1, y2) ∈ R4d satisfying
x1 + x2 = y1 + y2 and |x1|+ |x2| = |y1|+ |y2|.
Equivalently, equality holds if and only if
(26) h1(x1)h2(x2) = Λ(|x1|+ |x2|, x1 + x2)
for almost every x1, x2 ∈ Rd and some scalar function Λ, where h1 := | · |f̂ and
h2 := | · |ĝ, and, by symmetry and re-scaling, we can assume that h1 = h2 = h.
The functional equation (26) was solved by Foschi in [15] in the case d = 3 under
the assumption that h is locally integrable, and this argument was generalised to
obtain the solution for all d ≥ 2 (under the same local integrability assumption) in
[7]. In particular, the set of locally integrable functions h satisfying (26) have the
form
h(x) = ea|x|+b·x+c
for some a, c ∈ C and b ∈ Cd.
Our goal will be to show that |h|γ is locally integrable for some γ > 0. Once
established, it follows from (26) that
|h(x)|γ = ea|x|+b·x+c
for some a, c ∈ R and b ∈ Rd, and taking γ−1 powers, we obtain the desired form
for |h(x)|. It then follows that h|h| is a bounded (hence locally integrable) solution
of (26) and therefore
h(x)
|h(x)| = e
ia′|x|+ib′·x+ic′
for some a′, c′ ∈ R and b′ ∈ Rd. This gives the claimed characterisation of extrem-
isers in Theorem 1.
To justify the remaining claim that |h|γ is locally integrable for some γ > 0, pro-
ceeding initially as in [7], if B is the euclidean ball centered at the origin of radius
N , then by the Cauchy–Schwarz inequality,(∫
B
|h|
)4
≤ Iβ(f, f)
∫
B
∫
B
(|x1||x2|)
5−d
2 −2β(1 − x′1 · x′2)
3−d
2 −2β dx1dx2
= Iβ(f, f)
(∫
Sd−1
∫
Sd−1
(1 − ω1 · ω2)
3−d
2 −2β dω1dω2
)(∫ N
0
r
d+3
2 −2β dr
)2
.
The integral in r is finite when β < d+54 , but the integral over the sphere is equal
Cd
∫ 1
−1
(1− t) d−32 (1 + t)−2β dt,
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which is finite for β < 12 .
Now suppose β ≥ 12 , for which we make use of the reverse Hardy–Littlewood–
Sobolev inequality on the sphere (for a proof see [2]), which states that if g ≥ 0
then
Hλ(g) & ‖g‖2Lp(Sd−1),
where λ < 0 and p := 2(d−1)2(d−1)−λ ∈ (0, 1). Using (14), this means
Iβ(f, f) ≥ Cβ,d‖Tβf‖2Lp(Sd−1)
where p = 2(d−1)3d−5+4β ∈ (0, 23 ], and thus it suffices to show
(27)
∫
B
|h|2p ≤ Cβ,d,N‖Tβf‖pLp(Sd−1).
Applying Ho¨lder’s inequality and Minkowski’s inequality for integrals, using that
1
p
> 1, we obtain∫
B
|h(x)|2p dx =
∫ N
0
(∫
Sd−1
|f̂(rω)|2pr2p+d−1 dω
)
dr
≤ Cβ,d,N
(∫ N
0
(∫
Sd−1
|f̂(rω)|2pr2p+d−1 dω
) 1
p
dr
)p
≤ Cβ,d,N
∫
Sd−1
(∫ N
0
|f̂(rω)|2r2+ d−1p dr
)p
dω.
Since 2 + d−1
p
> 32 (d − 1) + 2β, it follows that r2+
d−1
p ≤ CNr 32 (d−1)+2β for all
r ∈ [0, N ], and (27) follows.
4. Sharp bilinear estimates for (++) waves
In this last section, we present analogous results to Theorem 1, Corollary 2 and
Corollary 4 for (++) waves instead of (+−) waves.
Theorem 8. Let d ≥ 2 and β ∈ R. Then,
(28) ‖||β(eitDfeitDg)‖2L2(Rd+1) ≤W′(β, d)Iβ(f, g)
holds with constant
W′(β, d) =
2
5−7d+4β
2 pi
2−5d
2
Γ(d2 )
.
For β > 2−d2 the constant is sharp and equality holds if and only if f = λg satisfy
(7) for some λ, a, c ∈ C with Re a < 0, and b ∈ Cd with |Re b| < −Rea.
Note that the range of β for the sharp estimates in Theorem 8 is the same as in
Theorem 1 when d = 2, but is strictly larger otherwise. This is due to the presence
of additional symmetry in the left-hand side of (28) which does not appear to occur
in (6), permitting a simpler argument for which the restriction in Theorem 1 does
not arise. This is reminiscent of recent work in [5] where bilinear estimates (with
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and without complex conjugate) are studied for the Schro¨dinger evolution operator
eit∆. In that case, however, the presence of a complex conjugate causes a change in
the shape of the multiplier at the level of sharp estimates and moreover the class of
extremisers for the estimates analogous to (6) and (28) are shown to be different.
Since the right-hand side of (28) is in terms of the same functional Iβ(f, g), the
arguments in Section 2 immediately give the following.
Corollary 9. Let d ≥ 2, β > 2−d2 and let
C′(β, d) = 24β−1pi
1−d
2
Γ(d− 2 + 2β)
Γ(3d−52 + 2β)
.
(i). If f and g are radially symmetric, then∥∥||β(eitDfeitDg)∥∥2
L2(Rd+1)
≤ C′(β, d)‖f‖2
H˙
d−1
4
+β(Rd)
‖g‖2
H˙
d−1
4
+β(Rd)
where the constant is sharp, with equality if and only if f = λg satisfy (7) with
λ, c ∈ C, and a ∈ C such that Re a < 0, and b = 0.
(ii). If β ∈ (3−d4 , 5−d4 ], then∥∥||β(eitDf)2∥∥2
L2(Rd+1)
≤ C′(β, d)‖f‖4
H˙
d−1
4
+β(Rd)
and the constant is sharp, with equality if and only if f satisfies (7) with c ∈ C,
and a ∈ C, b ∈ Cd are such that Re a < 0 and Re b = 0.
(iii). If β ∈ (2−d4 , 3−d4 ] and p = 2(d−1)3d−5+4β , then∥∥||β(eitDfeitDg)∥∥2
L2(Rd+1)
≤ C′(β, d)|Sd−1| 3−d−4βd−1 ‖Tβf‖Lp‖Tβg‖Lp
and the constant is sharp, with equality if and only if f = λg satisfy (7) with
λ, a, c ∈ C and b ∈ Cd where |Re b| < −Rea.
We end by briefly indicating how to modify the argument in Section 3 to prove
Theorem 8. As noted earlier, it is also possible to follow the earlier arguments in
[15] and [7], but the advantage of our unified approach is that it highlights the
additional difficulty in the case of (+−) waves.
Firstly,
2−2β(2pi)3d−1‖||β(eitDfeitDg)‖2L2(Rd+1)
=
∫
R4d
(|y1||y2| − y1 · y2)2β f̂(x1)ĝ(x2)f̂(y1)ĝ(y2)δ
(|x1|+ |x2| − |y1| − |y2|
x1 + x2 − y1 − y2
)
dxdy
=
∫
R4d
(|y1||y2| − y1 · y2)2β F̂ (x)F̂ (y)
(|x1||x2||y1||y2|) 12
δ
(|x1|+ |x2| − |y1| − |y2|
x1 + x2 − y1 − y2
)
dxdy,
but in this case we do not need to relabel any indices and we take F̂ := (| · | 12 f̂)⊗
(| · | 12 ĝ). Proceeding exactly as in the proof of (6) we then obtain
‖||β(eitDfeitDg)‖2
L2
22β(2pi)1−3d
≤
∫
R2d
(|y1||y2| − y1 · y2)2β |F̂ (y)|2I0(y) dy,
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where we have used the fact that |x1||x2|−x1 ·x2 = |y1||y2|−y1 ·y2 on the support of
the delta measures in this case, and I0 is defined in (21). Hence (for any admissible
β) we need use only the β = 0 case of Lemma 6 to obtain (28). From a technical
point of view, Lemma 6 is substantially easier in the case β = 0 and this explains
why the (++) case is easier.
Finally, the characterisation of extremisers follows in precisely the same manner,
since the above argument shows that equality holds in (28) if and only if
|x1||x2|f̂(x1)ĝ(x2) = |y1||y2|f̂(y1)ĝ(y2)
almost everywhere on the support of the delta measures, and this is the same
functional equation which arose in the (+−) case.
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