Background: Identifying effective candidate drug compounds in patients 2 with neurological disorders based on gene expression data is of great im-3 portance to the neurology field. By identifying effective candidate drugs 4 to a given neurological disorder, neurologists would (1) reduce the time 5 searching for effective treatments; and (2) gain additional useful informa-6 tion that leads to a better treatment outcome. Although there are many 7 strategies to screen drug candidate in pre-clinical stage, it is not easy to 8 check if candidate drug compounds can be also effective to human.
where P χ 2 [> x] is the cumulative probability of χ 2 distribution when the argu-118 ment is larger than x and σ is the standard deviation.
119
P -values are corrcted by Benjamini and Hochberg criterion [19] and genes 120 associated with corrected P -values less than 0.01 are selected for downstream 121 analysis. 122 
Enrichment analysis 123
Four hundreds and one genes selected by TD based unsupervised FE were up-124 loaded to Enrichr [20] for enrichment analysis. Full list of enrichment analysis 125 as well as list of 401 genes are accessible at For data set 1 (Fig. 1(A) and (B)),
and for data set 2 ( Fig. 1(C) and (D)).
We apply HOSVD, CP decomposition and CMTF [23] to these two synthetic 141 data set with N = 10. At first, we applied HOSVD to data set 1 and 2 as 142
Then, we noticed that only four 143 Gs with ( 1 , 2 , 3 ) = (1, 1, 1), (1, 2, 2) , ( ( 1, 2, 3 )∈{(1,1,1),(1,2,2),(2,1,2),(2,2,1)}
It is obvious that HOSVD successfully performs TD (Figs. f (U (i) , U (j) , U (k) , a (i) , a (j) , a (k) ) = ijk
where U i) , U j) , U k) ∈ R N ×R are defined as 168 
With coefficient vectors, a (i) , a (j) , a (k) ∈ R R , v is required to be expressed by 170 the linear transformation of U (i) , U (j) , U (k) .
171
After trying to apply CMTF with R = 2 (because we know R = 2 is 172 enough because of eq. (3)) to data sets 1 and 2, we realized that it is rare 173 that CMTF converges to global minimum when starting from initial values, 174 U (i) , U (j) , U (k) , a (i) , a (j) , a (k) , drawn from N (0, 1) where N (µ, σ) is normal dis-175 tribution having mean of µ and standard deviation of σ. hand, it is problematic that CMTF rarely converges to global minimum. In or-181 der to improve this points, we replaced ALS employed in CMTF with BFGS.
182
Now CMTF came to converge to global minimum (Figs. 8 and 9) with starting 183 any initial values drawn from N (0, 1) as long as we tried. Thus, we decided to 184 apply CMTF with replacing ALS with BFGS.
185
Although CMTF looks the best method to apply, CMTF has one problem: 186 cpu time required to perform CMTF. Table 1 197 Before applying TDs to real data set, we summarize the results here.
198
• HOSVD is the fastest and its outcome is not affected by the type pf data 199 set much. Nevertheless, because of the orthogonality requirement, it has 200 less ability to derive the structure of the original data set, eq. (3), if the 201 vectors used to generate tensor are not orthogonal to each other.
202
• CP decomposition is the second fastest method and can reproduce the 203 structure of original data set, eq. (3) ( Fig. 4 ). Nonetheless, CP decom-204 position might fail dependent upon data set ( Fig. 5 ).
205
• The original CMTF can successfully reproduce the data structure, eq. (3).
206
On the other hand, it is the slowest method and requires to search initial 207 values that converges to global minimum.
208
• With replacing ALS with BFGS, CMTF comes to converge to global min-209 imum independent of initial values. In spite of the acceleration with this 210 replacement, CMTF is still much slower than HOSVD as well as CP de-211 composition.
212
Based upon the observation in the above, since data set we have to analyze 213 is massive, considering primarily the cpu time required, we decided to employ 214 HOSVD first. Then, we will try other methods only when HOSVD fails to get 215 reasonable results. P -values less than 1 × 10 −3 . Among them, miR-320a [36] , miR-652 [37] , miR-291 744 [38] , miR-16 [39] , miR-100 [40] , miR-615 [41] , miR-484 [42] , miR-296 [43] , 292 and miR-423 [36] were reported to be related to AD. These finding can add 293 more confidence that identified 401 genes are likely related to AD. Expression 294 of these 401 genes might be altered because they are simply downstream genes 295 caused by AD, it is unlikely to find more direct evidence that these genes really 296 contribute to AD directly. For our purpose, screening drugs with gene expres-297 sion, 401 genes are enough to be downstream genes caused by AD. Thus, we do 298 not investigate biological background of these 401 genes further.
299
Thus, it might be worthwhile investigating lower ranked compounds in Ta-300 bles 2, 3 and 4 as candidate compounds for AD, even if they were not known 301 drugs for AD. 302 
Discussion

303
First of all, since these cell lines in Table 2 are originated in human, our strategy It is also remarkable that we do not need gene expression of all genes, but only a subset of genes (please remember that LINCS project measures only gene 308 expression of less than one thousand genes) in order to predict candidate drugs 309 with high accuracy. This might reduce the amount of money to screen numerous 310 number of compounds.
311
Our method is also applicable to scRNA-seq in order to screen drug com-312 pounds candidate from scRNA-seq. To our knowledge, there are very limited 313 number of studies that relate scRNA-seq to drug design [44, 45] , since scRNA-seq 314 usually lacks cell labeling which is useful to screen differentially expressed genes.
315
In this study, we simply make use of ages, which is not always directly related to 316 diseases. In spite of that, drug we listed was correct, i.e., they are known drugs 317 to some extent. Therefore, our strategy is also useful to add an alternative one 318 along this direction, i.e., making use of scRNA-seq for drug design.
319
Thus, our strategy, TD based unsupervised FE, might be promising method-320 ology to screen drug candidate compounds.
321
One might wonder why we have specifically used HOSVD algorithm although 322 there are many other ways by which we can apply TD to data set. There are 323 multiple reasons why we did not employ other TD based approaches. First of all, 324 we would like to compare HOSVD with other simple (unsupervised) TDs, CP 325 decomposition, HOOI for Tucker decomposition and tensor train decomposition.
326
CP decomposition is the much more popular methods because it can relate 327 singular value vectors one to one. In HOSVD algorithm, we need to investigate 328 core tensor, G, for relating singular value vectors attributed to genes and those we make use of singular value vectors attributed to genes in order to select genes.
338
It definitely prevents us from interpreting biological meanings that should be 339 independent of numerical initial values. The employment of ALS also results 340 in the lack of estimated computational time, since it is an iterative procedure.
341
Especially when we need to deal with massive data set that requires huge cpu 342 time in each iteration, it is not a good strategy to employ the method that 343 requires iterative processes that we cannot estimate the cpu time required by 344 it in advance. On the other hand, HOSVD is essentially SVD of unfolded 345 tensor, thus it does not require any iterative computation; it is guaranteed to 346 converge within polynomial time. Since we could get reasonable results using 347 HOSVD, we have no motivation to employ the method that requires iteration 348 like CP decomposition. As for HOOI, since it also employed ALS, it is not 349 recommended to be employed for the massive data set that we analyzed in 350 this study. Especially, since it is very usual that HOOI employs the results
351
of HOSVD as initial (starting) values for the iteration, there are no reasons to apply HOOI to the results of HOSVD that is good enough in this study.
353
Finally, as for tensor train decomposition, it does lack the weight factor that 354 relates between singular value vectors attributed to gene and cells. Since we 355 definitely need to relate them for our purpose, tensor train decomposition is not 356 a suitable method. All of these point about the comparisons between HOSVD 357 and other TDs from the point of views of feature selection that was discussed 358 in more details in the book [9] to be published soon.
359
After that, we would like to discuss why we do not employ more advanced su-360 pervised methods. In the above analysis, we made use of labeling information, 361 e.g., sex, genotypes, and time points, only after TD was applied to data set.
362
On the other hand, there are multiple methods that can make use of labeling 363 information with applying TD. For example, coupled matrix and tensor factor-364 ization (CMTF) [ i,j,k Ul2i,j,k Ul2i,j,k Ul2i,j,k Ul31 to R v1 to R v1 to R v1 to R vTable 2 : Top ranked 10 compounds listed in "LINCS L1000 Chem Pert up" category in Enrichr. Overlap is that between selected 401 genes and genes selected in individual experiments. Term Overlap P-value Adjusted P-value LJP006 HCC515 24H-alvocidib-10 28/221 7.99 × 10 −15 2.21 × 10 −10 LJP006 HCC515 24H-AZD-8055-10 24/188 5.87 × 10 −13 8.13 × 10 −9 LJP009 PC3 24H-CGP-60474-3. 33 25/217 1.99 × 10 −12 1.14 × 10 −8 LJP005 MDAMB231 24H-AS-601245-10 20/132 2.05 × 10 −12 1.14 × 10 −8 LJP009 PC3 24H-saracatinib-10 24/196 1.47 × 10 −12 1.14 × 10 −8 LJP006 HCC515 24H-CGP-60474-0. 37 24/225 2.89 × 10 −11 1.14 × 10 −7 LJP009 PC3 24H-PF-3758309-10 23/212 5.33 × 10 −11 1.84 × 10 −7 LJP005 HCC515 24H-WZ-3105-3. 33 20/144 1.07 × 10 −11 4.95 × 10 −8 LJP006 HEPG2 24H-AZD-5438-10 21/182 1.17 × 10 −10 3.24 × 10 −7 LJP006 HCC515 24H-A443654-10 22/203 1.44 × 10 −10 3.62 × 10 −7 
