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Chapter 1 
Introduction 
1.1 General introduction 
Perfect Graphs and several classes of perfect graphs had been 
studied because of the nice combinatorial structure and interesting 
applications [6], [16], [30], [31] and [54]. 
The four problems, namely, 
(i) finding the clique number of a graph 
(ii) finding the chromatic number of a graph 
(iii) finding the stability number of a graph 
(iv) finding the clique covering number of a graph 
which are NP-hard in general [27] can be solved in polynomial time when 
restricted to perfect graphs [32]. This result has intensified the 
algorithmic interest in perfect graphs. Soon after the introduction of 
perfect graphs many started to identify these graphs. Berge [5] showed 
that many familiar classes of graphs such as chordal graphs (also known 
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as triangulated graphs), comparability graphs, interval graphs, unimodular 
graphs and line graphs of bipartite graphs are perfect. Foldes and 
Hammer [26] established that split graphs belong to the class of chordal 
graphs. Thus these graphs are also perfect. Finally Vashek Chvatal 
maintains an exhaustive website [17], which contains a long list of 
references and historical notes on perfect graphs. 
A class of graphs is said to be valid for a conjecture if the 
conjecture is true for this class of graphs and a class of graph is said to be 
complete for a conjecture if the truth of the conjecture on this class 
implies the truth of the conjecture in general. Up to May 2002 the 
following result was known as Strong Perfect Graph Conjecture (SPGC). 
Strong Perfect Graph Conjecture : A graph is a perfect graph (x -
perfect or a-perfect) if and only if it has no induced subgraph isomorphic 
to C2k+i or C2k+i for all k > 2. 
In May 2002 a team of researchers consisting Maria Chudnovsky 
et. al. [14] announced that they submitted a proof of SPG Conjecture for 
publication. Recent progress on Strong Perfect Graph Theorem can be 
found in [15]. 
Cornell [22] has identified self-complementary graphs, regular 
graphs and various other classes of graphs to be complete classes for 
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SPGC/T. This result of Corneil motivates the study of various classes of 
self-complementary perfect graphs and self-complementary imperfect 
graphs. In this dissertation we study the self-complementary weakly 
chordal graphs, a class of self-complementary perfect graphs. The class of 
self-complementary weakly chordal graphs enjoy both the properties of 
self-complementary graphs and the properties of weakly chordal graphs. 
Self-complementary graphs and weakly chordal graphs had been studied 
in the literature. We discuss briefly about the various results available in 
these two classes. 
Self-complementary graphs (s.c. graphs) 
The existence problem of s.c. graphs was solved independently by 
Ringel [53] and Sachs [56]. They prove that s.c. graphs with p vertices 
exists if and only if p = 4n or p = 4n+l for some positive integer n. Ringel 
[53] obtained algorithms to construct s.c. graphs with 4n and 4n+] 
vertices. Algorithms for constructing s.c. graphs with 4n and 4n+l 
vertices were also obtained by Gibbs [28] by modifying Ringel's 
algorithms. Harary [33] posed the problem of counting non-isomorphic 
s.c. graphs given the number of vertices. A complete solution for this 
problem was given by Read [50] and [51]. His method is based on 
enumeration theory originated by Redfield [52] and Polya [49], 
developed further by DeBruijn [11], [12] and Harary et. al. [35]. The 
Chapter-
number of s.c. graphs (non-isomorphic) Sp for a given number of vertices 
p is given in the following table for p < 17. 
p 
Sp 
1 
1 
4 
1 
5 
2 
8 
10 
9 
36 
12 
720 
13 
5600 
16 
703760 
17 
11220000 
An asymptotic formula for Sp as p—• oo was derived by Palmer 
[46]; see also Robinson [55], Sridharan [61], Parsarthey [48] and 
Schwenk [57]. The problem of deciding whether two given graphs are 
isomorphic or not is called the isomorphism problem. Isomorphism of s.c. 
graphs and regular s.c. graphs was discussed by Colbourn et .al. [20] 
and [21]. They proved that the isomorphism of these classes is 
polynomial equivalent to the general graph isomorphism. The probllem of 
deciding whether a given graph is s.c. graph or not is called the 
recognition problem of s.c. graphs. Colbourn et.al. [20] proved that the 
recognition of s.c. graphs is polynomial equivalent to general graph 
isomorphism . Catalogue of s.c. graphs with small number of vertices was 
compiled by Alter [1], Faradzhev [24], Kropar et.al. [43], Morris [45], 
and Venkatachalam [66]. Clapham and Kleitman [19] had obtained a 
necessary and sufficient condition for a degree sequence to be the degree 
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sequence of a s.c. graphs. Further results on the degree sequence of s.c. 
graphs are given in [13] and [18]. For various other results on s.c. graphs 
we refer to A.Farrugia [25], "Self-complementary graphs and 
generalization: A comprehensive reference manual" which contains 410 
references. 
Weakly Chordal Graphs 
In 1985 Hayward [36] introduced weakly chordal graphs (also 
known as weakly triangulated graphs) and showed that weakly chordal 
graphs are perfect. Hayward et. al. [41] gave the concept of two-pair and 
characterized weakly chordal graphs using this concept. They also 
reported an algorithm for this class of graphs which used the concept of 
two-pair to compute maximum clique and minimum coloring in O(nm^) 
time and to compute maximum independent set and maximum clique 
cover in 0( n^), where n is the number of vertices and m is the number of 
edges. 
In [2] Arikati and Pandu Rangan gave a faster algorithm for finding 
two-pair. Spinrad and Sritharan [59] improved the algorithm of Hayward 
et. al. [41] for the recognition and optimization problem for weakly 
chordal graphs. Hayward [37] answered the question of whether there 
exists a composition scheme that generates exactly the class of weakly 
chordal graphs. Recently Berry et. al. in [7] and [8] established a strong 
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Structural relationship between chordal and weakly chordal graphs where 
they applied a variant of Lekkerkerker and Boland's recognition 
algorithm for chordal graphs to the class of weakly chordal graphs. This 
yields a new characterization of weakly chordal graphs, which is not 
based on two-pair, but rather on the structural properties of the minimal 
separator of the graph. Various other results and the literature related to 
weakly chordal graphs can be found in [10], [38], [39], [40], [42], [44], 
[58] and [59]. 
1.2 Synopsis of dissertation 
In this dissertation we study the class of s.c. weakly chordal 
graphs, which is a subclass of the class of s.c. perfect graphs. Chapter-1 
provides the necessary ground to understand the contents presented in the 
subsequent sections. 
In chapter-2 we study the characterizations for a self-
complementary graph to be weakly chordal in two cases, first when a 
self-complementary weakly chordal graph is chordal and second self-
complementary weakly chordal graph is not chordal. For the first case we 
extend the results given by Sridharan and Balaji [63] and for the second 
case we report a resuh using the concept of two-pair. In the last section of 
chapter-2, we solve some optimization problems for self-complementary 
weakly chordal graphs. 
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In chapter-3 we prove that a self-complementary weakly chordal 
graph with p vertices exists only if p = 4n or p = 4n+l for some positive 
integer n. We give an algorithm for the construction of self-
complementary weakly chordal graphs. 
In chapter-4, from the existing catalogue of self-complementary 
graphs up to 12 vertices, we recognize those graphs which are weakly 
chordal by using the recognition algorithm given in this chapter and 
obtain the catalogue of self-complementary weakly chordal graphs with 
at most 12 vertices. Finally for the implementation of various algorithms 
given in chapters 2,3 and 4, we use C^^  programming language. 
1.3 Basic Definitions and Notations 
Throughout the dissertation we denote self-complementary graph 
as s.c. graph. D denotes the end of a proof. 
For the other basic definitions and the notations related to the 
graphs, not given here, we refer to [9], [23], [29], [30], [34], [44], [47], 
and [67]. 
Definition 1.1 : A graph G consists of a finite non-empty set V(G) called 
the set of vertices together with a prescribed set E(G) of unordered pairs 
of disfinct vertices of G. The number of vertices and the number of edges 
of a graph G are denoted by p and q respectively. 
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Definition 1.2 : The degree of a vertex v in G is the number of edges 
incident with it and it is denoted by degoCv) . 
Definition 1.3 : The degree sequence of a graph G is the sequence of the 
degrees of the p vertices of G arranged in non-increasing order which is 
denoted by di > d2 > ... ^ dp. 
Definition 1.4 : A subgraph H of a graph G is a graph having all its 
vertices and edges in G. 
Definition 1.5 : Let G be a graph. For any subset V of V(G), the vertex 
induced subgraph < V > is the maximum subgraph of G with V as the 
vertex set. 
Definition 1.6 : A pair (x,y) of non-adjacent vertices such that every 
chordless path from x to y has exactly two edges, is known as two-pair. 
Definition 1.7 : A walk of a graph G is an alternating sequence of 
vertices and edges vo,ei,V|,e2,V2,...,Vn.i,en,Vn. A walk is closed if VQ = Vn. 
A walk is a path if all the vertices (and thus all the edges) are distinct. A 
path consisting of n vertices is denoted by ?„. 
Definition 1.8 : A closed path is called a cycle. A cycle consisting of n 
vertices is denoted by Cp. A vertex induced subgraph of a graph G which 
is a cycle is called an induced cycle of G. 
Definition 1.9 : A graph is C4-free if it does not have any induced C4. 
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Definition 1.10 : A graph is connected if every pair of vertices is joined 
by a path otherwise disconnected. 
Definition 1.11 : Let G be a graph. For a vertex v of G, the graph G-v is 
obtained by deleting the vertex v and all the edges incident with it. 
Definition 1.12 : A graph is said to complete if every pair of its vertices 
are adjacent. A complete graph with p vertices is denoted by Kp. A clique 
of a graph is maximal complete subgraph of the graph. A clique C of a 
graph G is maximum if there is no other clique of G with more number of 
vertices than the number of vertices in C. For a graph G the number of 
vertices in a maximum clique of G is called the clique number of G and il 
is denoted by co(G). 
Definition 1.13 : Let G be graph. A subset S of G is stable set (also 
called an independent set) if no two vertices of S are adjacent in G. A 
stable set of G which has maximum number of vertices in it is called a 
maximum stable set of G. The number of vertices in a maximum stable 
set of G is called the stability number of G and is denoted by a (G). 
Definition 1.14 : A clique cover of order k of a graph G is a partition of 
its vertex set V(G) into k subsets V,, V2, ..., V^ such that each < Vj > is a 
clique of G. A clique cover of G with smallest order is called a minimum 
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clique cover of G. The order of a minimum clique cover of a graph G is 
called the clique cover number of G and is denoted by 6(G). 
Definition 1.15 : A proper vertex coloring of a graph G is assigning 
colors to the vertices of G such that no two adjacent vertices are assigned 
the same color. The chromatic number x(G) of a graph G is the minimum 
number of colors needed to properly color the vertices of G. 
Definition 1.16 : A graph G is x-perfect if x(H) = co(H) for every 
induced subgraph H of G . A graph G is a-perfcct if a (H) = 0(H) for 
every induced subgraph H of G. A graph G is perfect if it is x-perfect (or 
equivalently it is a-perfect). 
Definition 1.17 : A graph is chordal if it has no induced cycle Cn for all 
n>4. 
Definition 1.18 : A graph is split graph if its vertex set can be partitioned 
into V and S such that < V'> is a clique of G and S is a stable set of G. 
Definition 1.19 : Let G be a graph with p vertices whose vertices are 
labeled 1,2,...,p. For G its adjacency matrix is defined as the p x p matrix 
(ajj) where ai, is given by 
lif(i,j)GE(G) 
aij = 
0 otherwise 
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Definition 1.20 : Two graphs G' and G" are isomorphic if there exists a 
one-to-one correspondence between the vertex sets of G' and G" which 
preserves adjacencies of the vertices. Such a one-to-one correspondence 
is called a vertex isomorphism of G' onto G" and is denoted by \\J. If G' 
and G" are isomorphic, then we denote it by G' = G". Two graphs are 
non-isomorphic if they are not isomorphic. 
Definition 1.21 : The complement G of a graph G has V(G) as its vertex 
set and two vertices are adjacent in G if and only if they are non-
adjacent in G. 
Definition 1.22 : A graph G is self-complementary (s.c.) if it is 
isomorphic to its complement G . The number of non-isomorphic s.c. 
graphs with p vertices is denoted by Sp. 
Definition 1.23 : A complementation permutation (c.p.) a of a s.c. graph 
G is a vertex isomorphism of G onto G. A c.p. a of G can be written as 
product of disjoint permutation cycles denoted by aia2...as since G and 
G have the same vertex set. 
Definition 1.24 : Let G be a s. c. graph and let a = aia2...asbe a c.p. of 
G. The length of a permutation cycle CTJ is the number of vertices present 
in it. 
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Definition 1.25 : A graph G is weakly chordal if neither G nor its 
complement G contains a chordless cycle with 5 or more vertices. 
Definition 1.26 : A s.c. graph which is also weakly chordal is called a s.c. 
weakly chordal graph. 
Definition 1.27 : A list of all non-isomorphic s.c. graphs with p vertices 
is called the catalogue of s.c. graphs with p vertices. A list of all non-
isomorphic s.c. weakly chordal graphs with p vertices is called the 
catalogue of s.c. weakly chordal graphs with p vertices. 
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On the Characterization for Self-complementary Graph to 
be Weakly Chordal Graph and Some Optimization 
Problems 
2.1 Introduction 
Sridharan and Balaji [63] reported characterizations for a s.c. graph 
to be chordal graph in terms of various graph parameters. We extend their 
results for weakly chordal graph in section-2.3 and report a 
characterization of a s.c. graph to be weakly chordal. 
Hayward et.al. [41] gave solution for the optimization problems on 
weakly chordal graphs. Using their results we give an algorithm, which 
solves the optimization problems, namely maximum clique, minimum 
vertex covering, maximum stable set and minimum clique covering for 
s.c. weakly chordal graphs. 
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2.2 Basic Results 
For obtaining the characterization for a s.c. graph to be weakly 
chordal graph and to solve optimization problems for s.c. weakly chordal 
graphs, we need following results. 
Theorem 2.1 [36] : Every chordal graph is weakly chordal graph but 
converse need not to be true. 
The graph given in fig.-2.1 is weakly chordal but not chordal. 
Fig.-2.1 
The following theorem was given by Hayward, Hoang and 
Maffray [41], which characterizes weakly chordal graph. 
Two-pair Theorem 2.2 : Let G be any weakly chordal graph .Then 
every induced subgraph of G is either a clique or has a two-pair. 
We use two-pair theorem for the characterization of s.c. weakly 
chordal graph in section-2.3. 
Chapter-2 15 
The following theorem, given by Spinrad and Sritharan [59] is 
known as Edge Addition Theorem. 
Edge Addition Theorem 2.3 : Let G be a weakly chordal graph, if 
edges are repeatedly added between the two-pairs in G, then the result is 
eventually a clique. 
Later we will see that the edge addition theorem is an important 
tool for the solution of optimization problem for s.c . weakly chordal 
graphs. 
2.3 On the characterization for self-complementary graph to be 
weakly chordal 
Sritharan and Balaji [63] gave characterizations for a s.c. 
graph to be chordal graph. We extend their results for s.c. weakly chordal 
graphs. Infact we split characterization of s.c. weakly chordal graphs into 
following two cases. 
Case 1: When a s.c. weakly chordal graph is also chordal. 
Case 2: When a s.c. weakly chordal graph is not chordal. 
2.3 (i) Case 1. When a s.c. weakly chordal graph is also chordal 
Sridharan and Balaji [63] obtained the characterizations for a s.c. 
graph to be chordal graph in terms of its clique number and stability 
number. 
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Theorem 2.4 [63] : Let G be a s.c. graph. Then G is chordal if and 
only if 
(i) co(G) = 2n when p = 4n and a)(G) = 2n+l whenp = 4n+l. 
(ii) a(G) = 2n whenp = 4n and a(G) = 2n+l whenp = 4n+l. 
Where p denote the number of vertices of G, co(G) and a(G) 
denote the cHque number and stabiHty number of G respectively. 
The above theorem will also characterize a s.c. graph to be 
weakly chordal in terms of clique number and stability number. 
The following theorem characterizes a s.c. graph to be chordal 
graph in terms of its degree sequences. 
Theorem 2.5 [631 : Let G be a s.c. graph with degree sequence di > 
62 > ... > dp. Then G is a chordal graph if and only if 
(i) If=i di = 6n^ - 2n when p = 4n 
(") Zf="i di = 6n^ when p = 4n+1 
Theorem-2.5 also characterizes a s.c. graph to be weakly 
chordal in terms of its degree sequence. 
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2.3 (ii) Case 2. When a s.c. weakly chordal graph is not chordal 
For this case we give following theorem which characterize a s.c. 
graph to be weakly chordal. 
Theorem 2.7 : Let G be a s.c. graph with p = 4n or p = 4n+l vertices. 
Then G is weakly chordal only if G has p(p-l)/4 two-pairs. 
Proof: As there are p(p-l)/4 are non-adjacent vertices in a s.c. graph. For 
a graph to be weakly chordal each pair of non-adjacent vertices has to be 
a two-pair. Thus the result. D 
2.4 Self-complementary weakly chordal graphs and some 
optimization problems 
Hayward et.al. [41] gave solution for the optimization problems on 
weakly chordal graphs, namely weighted and unweighted versions of 
maximum clique, minimum vertex coloring, maximum independent set 
and minimum clique covering. Using their results we also solve 
optimization problems for s.c. weakly chordal graphs. 
We give an algorithm based on [41], which rely on the fact that 
every weakly chordal graph is either clique or has a two-pair. The 
aforementioned optimization problems are easily solved for the graphs, 
which are cliques (for a s.c. weakly chordal graph we never have cliques). 
For a given s.c. weakly chordal graphs our algorithm repeatedly finds a 
two-pair and then adds an edge between them. Eventually the original 
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graph is transformed into a clique, thus the optimization problem is 
solved for the s.c. weakly chordal graph. 
Arikati and Pandu Rangan [2] presented an algorithm to find a two-
pair in an arbitrary graph in 0(mn) time . Their algorithm checks each 
vertex x in the graph G to see if there is a vertex y such that (x,y) is a 
two-pair . we borrow the idea from [2] for finding two-pair . 
The following algorithm finds two-pair in a s.c. graph if it exists. 
Algorithm 2.1 : Algorithm for finding a two-pair in s.c. graph G if it 
exists 
Input: A s.c. graph G. 
Step 1 : Find non-adjacent pair of vertices (x,y). 
Step 2 : Compute N(x), N(y) and N(x) n N(y). 
Step 3 : Find G - [ N(x) n N(y) ] = R, (let). 
Step 4 : If in R, the vertices x and y are disconnected, then they 
form a two-pair. 
Else 
They are not two-pair. 
Output : A two-pair (x,y) if it exists. 
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The above algorithm is used as a subroutine in the following 
algorithm. The following algorithm solves the optimization problem for a 
s.c. weakly chordal graph. 
Let G ( xy— z^ ) be the graph obtained by replacing vertices x and y 
of G with a vertex z, such that z is adjacent to exactly those vertices of G 
-{x,y} that is adjacent to atleast one of x, y. 
Algorithm-2.2 : An algorithm for finding maximum clique for s.c. 
weakly chordal graph 
Input: A s.c. weakly chordal graph G. 
Step 1 : Find a two-pair (x,y) of G. 
Step 2 : Replace (xy —*z), where z is new vertex . 
Step 3 : Find adjacencies of z as adj(z) = N(x) U N(y). 
Step 4 : Repeatedly find two-pair and replaces this by a new vertex 
at each step until no non-adjacent pair of vertex is left. 
Step 5 : The final graph becomes a cliques, find co(G) for this 
which is also for input graph G. 
Output: Maximum clique co(G) for s.c. weakly chordal graph. 
Remark; Algorithm-2.2 can be used to solve the maximum stability set, 
minimum clique covering and minimum vertex covering problems for s.c. 
weakly chordal graphs, because s.c. weakly chordal graphs are 
isomorphic to their complements and is a subclass of perfect graphs. 
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We illustrate algorithm-2.2 by giving an example of s.c. weakly 
chordal graph with 8 vertices. We input a s.c. weakly chordal graph G on 
p = 8 vertices, where V(G) = {1,2,3,4,5,6,7,8 } and which is shown in fig-
2.2. 
Step 1 ; Finds (1,6) as a two-pair. 
Step 2 : Replace (1,6) by a new vertex 9 (let), i.e. (1,6) -^ 9. 
Step 3 : Gives adjacency of 9 i.e. N(9) = {2,3,4,5,8}. 
Step 4 : Repeats the above process and finds (2,8), (3,10), (4,5) and 
(7,9) as two-pairs, also it replaced two-pairs with new 
vertex 10, 11, 12 and 13 respectively. 
Step 5 : Gives a clique with vertex set {11,12,13}. 
Output: Algorithm-2.2 gives co(G) = 3 for the input graph i.e. s.c. 
weakly chordal graph on p = 8 vertices. 
Figure-2.2 
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The following table shows the value of clique number (ja(G). 
chromatic number x(G), stability number a(G) and clique cover number 
0(G) for s. c. weakly chordal graph atmost 12 vertices. 
Self-complementary weakly chordai graph (also Chordal) 
Number of s.c. graph p-^ 
Clique number co(G) 
Chromatic number x(G) 
Stability number a(G) 
Clique cover number 
e(G) 
5 
3 
3 
3 
3 
8 
4 
4 
4 
4 
9 
5 
5 
5 
5 
12 
6 
6 
6 
6 
TabIe-2.1 
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Self-complementary weakly chordal graph but not chordal 
Number of s.c. graph p—>^  
Clique number to(G) 
Chromatic number x(G) 
Stability number a(G) 
Clique cover number 
e(G) 
5 
0 
0 
0 
0 
8 
3 
3 
3 
3 
9 
3 
3 
3 
3 
12 
either 4 or 5 
either 4 or 5 
either 4 or 5 
either 4 or 5 
Table-2.2 
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Chapter 3 
On The Existence and Construction of Self-complementary 
Weakly Chordal Graphs 
3.1 Introduction 
Existence problems of self-complementary graphs had been studied 
by Ringel [53] and Sachs [56]. They proved that a s.c. graph with p 
vertices exists if and only if p = 4n or p = 4n+l for some positive integer 
n. In [3] Balaji and Sridharan proved that a s.c. chordal graph with p 
vertices exists only if p = 4n or p = 4n+l for some positive integer n. In 
section-3.2 we proved that a s. c. weakly chordal graph with p vertices 
exists only if p = 4n or p = 4n+l for some positive integer n. 
Gibbs [28] has given algorithms for the construction of all s.c. 
graphs with 4n and 4n+l vertices. We discuss these algorithms in section-
3.3. Balaji and Sridharan [3] modified these algorithms and gave 
algorithms for the construction of all s.c. chordal graph with 4n and 4n+l 
vertices. Since every chordal graph is weakly chordal so we can also use 
these algorithms for the construction of s.c. weakly chordal graphs. Now 
for the converse i.e. when a s.c. weakly chordal graph is not s.c. chordal 
cjvdp icpo _J2A 
graph, we use a result, which was given by Hayward [37]. In section-3.4 
we give an algorithm for the construction of all s.c. weakly chordal 
graphs with 4n and 4n+l vertices, with the given degree sequence of a 
s.c. graphs. 
3.2 On the existence of self-Complementary weakly chordal graphs 
The following result was obtained independently by Ringel [53] 
Sachs [56] for the existence of s.c. graphs. 
Theorem 3.1 : A self-complementary graph with p vertices exists if and 
only if p = 4n or p = 4n+l, where n is a positive integer. 
Balaji and Sridharan [3] gave the following result for the existence 
of s.c. chordal graphs. 
Theorem 3.2 ; A s.c. chordal graph with p vertices exists only if p = 4n 
or p = 4n+l, where n is a positive integer. 
The following result gives a necessary condition for the existence 
of s.c. weakly chordal graph. 
Theorem 3.3 : A s.c. weakly chordal graph with p vertices exists only if 
p = 4n or p = 4n+l, where n is a positive integer. 
Proof: Follows from theorem 3.2. j 
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3.3 Algorithms for constructing self-complementary graphs 
The following algorithm was given by Gibbs [28] for the 
construction of all s.c. graphs with 4n vertices 
Algorithm 3.1 ; An algorithm to construct s.c. graph with 4n vertices 
where n is a positive integer 
Choose positive integer pi, p2, ..., ps such that Y.U\ P'"^ ^ n, pi < p, 
for all 1 < i < j < s and pi = 2*" for some ki > 2 where 1 < i < s. Let a = QI 
a2 ...Qs where QJ = (Vii, v,^ , , v,p) for all 1 < i < s be a permutation on 
4n labels v,,, Vn,..., Vip,, V2i, V22, •.•,V2p2,..., v^,, Vs2,..., Vsps. For the label 
Vii where 1 < i < s-ldefme v,2, Vj3,..., Vi(pi/2 + ,,, V(i+,),, V(i+,)2,..., v„+,,p„ 
V(i+2)i, V(i+2)2,..., V(i+2)pi,..., Vsi, Vs2,.--, Vjpi as the range of Vji. For the label 
Vs, define Vs2, Vs3,..., Vs(ps/2 + i) as its range. Construct a graph G with 4n 
vertices by identifying the vertices of G with the labels vy where 1 < i < s 
and 1 < j < Pi and the adjacencies of the vertices of G are determined as 
follows. 
(a) For each pair [vj,, Vj^ ] where 1 < i < s and Vjr is a vertex in the range 
of Vj, it is a arbitrary decided whether [vj,, Vj^ ] G E ( G ) or [vj,, v,r] ^ 
E(G). 
(b) After completing (a) whether the pair [ a^ i i ) , cj^jr)] e E(G) or 
[a (Vii), a Vjr)] ^ E(G) for all 1 < k < pj-1 is determined as follows 
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for each pair [vn, Vjr] such that 1 < i < s and Vjr is in the range of 
Vji. The pair [aViiX crVjr)] e E(G) if and only if [vn, v,,] e E(G) 
when k is even and the pair [a^(vii), a'^ Cvjr)] ^ E(G) if and only if 
[Vii, Vjr] e E(G) when k is odd. 
The following algorithm was given by Gibbs [28] for the 
constructing of all s.c. graphs with 4n+l vertices. 
Algorithm 3.2 : An algorithm to construct s.c. graphs with 4n+l 
vertices, where n is positive integer 
Choose positive integers p2,p3,...,Ps such that YU2 P' ^ 4n, pi < p, 
for all 2 < i < j < s and pi = 2'" for some kj > 2 where 2 < i < s. Let a = 
Gi, a2,..., Qs where ai = (VQ) and Q; = (vn, Va,..., Vjpi) for all 2 < i < s be a 
permutation on 4n+l labels VQ, V21, V22, ...,V2p2, V3,, V32, ...,V3p3,...,Vsi, 
Vs2,-..,Vsps. For the label VQ define V2i,V3,,...,Vs, as its range. For the label 
v„ where 2 < i < s-1 define Vi2, Vi3,...,Vi(pi/2 .i),v,H,)i,v„„,2,...,V(,.,)p„ 
V(i+2)i,V(i+2)2, •••,V(j+2)pj ,...,Vsi, Vs2,...,Vspi as the range of V||. For the label 
Vsi define Vs2, Vs3, .. ..,Vs(ps/2 + i) as its range. Construct a graph G with 4n+1 
vertices by identifying the vertices of G with the labels Vo and Vi, where 2 
< i < s, 1 < j < Pi and the adjacencies of the vertices of G are determined 
as follows. 
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(a) For each pair [vo, Vn] where Vj] is in the range of VQ it is arbitrary 
decided whether [VQ, VJ,] e E(G) or [VQ, VJ,] ^ E(G). 
(b) After completing (a) whether the pair [a^Vo), a''(Vii)] G E ( G ) or 
[aVo) , c^Vii)] ^ E(G) for all 1 < k < pi-1 is determined as follows 
for each pair [VQ, VH] such that Vn is in the range of VQ. The pair 
[aVo) , crVii)] ^ E(G) if and only if [VQ, VH] G E ( G ) when k is 
even and [aVo) , crVii)] ^ E(G) if and only if [VQ, VH] e E(G) 
when k is odd. 
(c ) For each pair [vji, VjJ where 2 < i < s and Vjr is a vertex in the range 
of Vji it is a arbitrary decided whether [vn, Vjr] G E ( G ) or [vn, Vjr] 
^ E(G). 
(d) After completing (c) whether the pair [a''(vii), a''(Vjr)] G E ( G ) or 
[a''(Vi,), a^(Vjr)] ^ E(G) for all 1 < k < pj - 1 is determined as 
follows for each pair [v^, Vjr] such that 2 < i < s and Vjr is in the 
range of Vn. The pair [a^(Vii), a'^ (vir)] G E ( G ) if and only if [v,i, Vjr] 
G E ( G ) when k is even and the pair [a''(Vji), a^(Vjr)] € E(G) if and 
only if [Vji, Vjr] G E ( G ) when k is odd. 
We illustrate algorithm-3.1 and 3.2 by constructing s.c. graph with 
8 and 9 vertices. The graphs Gi with 8 vertices and G2 with 9 vertices are 
shown in fig-3.1 and fig-3.2 respectively. 
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V3 
Vi 
V8 
V2 
V7 
VV5 
V, 
(4,4,4,4,3,3,3,3) 
Fig-3.1 
V5 
(5,5,5,5,4,3,3,3,3) 
Fig-3.2 
The above graphs Gi and G2 are s.c. graphs but they are neither 
chordal nor weakly chordal, since they contains induce C4 and C5. 
Balaji and Sridharan [3] modified algorithm-3.1 and algorithm-3.2 
and used these algorithms for the construction of all s.c. chordal graphs 
with 4n and 4n+l vertices. Infact they showed that a s.c. graph G with 4n 
vertices is chordal if and only if < Even(a*) > is a complete subgraph of 
G and for 4n+l vertices G is chordal if and only if < Even(a*) U {VQ} > 
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is a complele subgraph of G, where VQ is its fixed vertex and a* is a star 
c.p. of G. 
Using algorithm given in [3] we may construct all s.c. weakly 
chordal graphs which are also chordal. Now for the case when a s.c. 
weakly chordal is not a chordal, we use the following results which was 
given by Hay ward [37]. 
3.4 Algorithm for the construction of s. c. weakly chordal graphs 
In [37] Hayward had established a structural relationship between 
chordal graphs and weakly chordal graphs by defining a composition 
scheme on chordal graphs. He noted that the class of a chordal graph can 
be generated by repeatedly adding a vertex which is not the middle vertex 
of P3 and showed that weakly chordal graphs can likewise be generated 
by starting with a set of vertices and no edges and repeatedly adding an 
edge which is not the middle edge of P4. 
The following theorem states Hayward [37] results. 
Theorem 3.4 : A graph is weakly chordal graph if and only if it can be 
generated in the following manner 
(i) Start with a graph Go with no edges. 
(ii) Repeatedly add an edge e, to Gj.i to create the Gj such that Cj is not 
the middle edge of any P4 of Gj. 
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We give an algorithm using above result for the construction of s.c. 
weakly chordal graph with a given degree sequence of s.c. graph with 4n 
and 4n+l vertices. This algorithm may also generate a s.c. weakly chordal 
graph which is chordal too, if we input a degree sequence (di > d2 > ... > 
dp) which satisfies theorem-2.5. Thus for the construction of s.c. weakly 
chordal graph which is not chordal, we input a degree sequence (di > d2 > 
... > dp) of s.c. graph which does not follow theorem-2.5. 
The following algorithm constructs all s.c. weakly chordal graph 
but not chordal with 4n and 4n+l vertices. 
Algorithm-3.3 ; An algorithm to construct s.c. weakly chordal graph 
with 4n and 4n+l vertices 
Input: A degree sequence (d] > d2> ... > dp) of s.c. graph. 
Step-1 : Draw a graph Go with p vertices and no edges. 
Stcp-2 : Add an edge e, between any two vertices such that added 
edge Cj is not middle edge of any P4 of Gj. 
Stcp-3 : Repeatedly add an edge as in step-2. 
Step-4 : If we get a graph with degree sequence (di > d2> ... > dp) 
then stop. 
Output : A s.c. weakly chordal graph with degree sequence (d, > 
d 2 > . . . > d p ) 
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Example : Let (5,5,4,4,3,3,2,2) be a degree sequence of a s.c. 
graph with 8 vertices. 
We start with a graph Go having p vertices but no edges as shown 
in fig-3.3. We add edges ei, e2,..., e^ one by one such that none of them 
is middle edge of any P4. 
(i) We add edges Ci, e2 and Cs, obviously they are not middle edges of any 
P4. 
(ii) Edge e4 is not middle of any P4 because e2 is a chord. 
(iii) Edge QS is not middle edge of any P4 because Cs have one end of 
degree 1. 
(iv) Edge e6 cannot be middle edge of any P4 because vertex 2, vertex 6 
and vertex 4 form a triangle. 
(v) Edge e-j is not middle edge of any P4 as case (iii). 
(vi) Edges Cs, eg and Cjo are not middle edges of any P4 as case (iv). 
(vii) Edge Cu is not middle edge of any P4 as case (iii). 
(viii) Edge ei2 is not middle edge of any P4 as case (iv). 
(ix) Edge ei3 is not middle edge of any P4 as case (iii). 
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(x) Edge ei4 is not middle edge of any P4 as case (iv). 
As the graph has degree sequence (5,5,4,4,3,3,2,2) and none of edge is 
middle edge of any P4. So we constructed a graph G which is s.c. weakly 
chordal graph. 
1 1 
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A* • 6 
5 
Go (0,0,0,0,0,0,0,0) G, (1,1,0,0,0,0,0,0) 
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3 \ e 2 
4 
3 \ es 
A*~ 
5 
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Fig-3.3 (Continued) 
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Chapter-4 
The Catalogue Compilation of Self-Complementary Weakly 
Chordal Graph 
4.1 Introduction 
General progress in the construction and cataloging of s.c. graph 
has been slow. Catalogue of s.c. graphs with 8 vertices had been 
compiled by Alter [1], Faradzhev [24], Morris [45] and Venkatachalam 
[66]. Faradzhev [24] and Morris [45] also compiled the catalogue of s.c. 
graphs with 9 vertices. Faradzhev [24] and Kropar et. al. [43] obtained 
the catalogue of s.c. graphs with 12 vertices. Kropar and Read in [43] 
observed that obtaining the catalogue of s.c. graphs with more than 12 
vertices was quite difficult. 
In [3] Sridharan and Balaji catalogue s.c. chordal graphs 
upto 13 vertices using existing catalogue of s.c. graphs. They showed that 
the class of s.c. chordal graphs is exactly same as the class of s.c. split 
graphs. Hammer and Simone [26] obtained a characterization for split 
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graph in terms of its degree sequence using that, they characterized s.c. 
graph to be chordal graphs in terms of its degree sequence. 
Using theorem-2.5, they gave a linear time algorithm to decide 
whether a given s.c. graph with 4n and 4n+l vertices is chordal or not. 
Using this algorithm, from the available catalogue of s.c. graphs atmost 
12 vertices they locate those graphs which are chordal and obtain the 
catalogue of s.c. chordal graphs with atmost 12 vertices. They also 
obtained the catalogue of s.c. chordal graphs with 13 vertices by giving a 
method for obtaining all non-isomorphic s.c. chordal graphs with 4n+l 
vertices from the set of all non-isomorphic s.c. chordal graphs with 4n 
vertices. 
Following table shows catalogue of s.c. chordal graphs upto 13 
vertices as reported in [3]. 
Number of vertices p 
Number ofs.c. graphs 
Number of non-isomorphic s.c. chordal graphs 
4 
1 
1 
5 
2 
1 
8 
10 
3 
9 
36 
3 
12 
720 
16 
13 
5600 
16 
Table : 4.1 
In section 4.2 we compile a catalogue ofs.c. weakly chordal graphs 
with atmost 12 vertices using the existing catalogue ofs.c. graphs. We 
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give an algorithm to decide whether a s.c. graph with 4n or 4n+l vertices 
is weakly chordal or not. Using this algorithm, from the available 
catalogue of s.c. graphs with 12 vertices, we locate those graphs which 
are weakly chordal with atmost 12 vertices. 
4.2 On the catalogue compilation of self-complementary weakly 
chordal graphs 
Since every chordal graph is weakly chordal but converse need not 
to be true, so we split our compilation of s.c. weakly chordal graphs in the 
following two cases 
Case 1 : All those s.c. graphs which are chordal and also weakly 
chordal, so for this case we use the available catalogue of s.c. chordal 
graphs given by Sridharan and Balaji [3]. 
Case 2 : All those s.c. graphs which are weakly chordal but not 
chordal. 
For this case we give following algorithm 4.1, in which we use 
algorithm 2.1 to find a two-pair (x,y) in input graph G, if it exists. This 
algorithm 2.1 is used as a subroutine in the algorithm 4.1 which 
recognizes whether a s.c. graph G is weakly chordal or not. 
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The following algorithm recognizes whether a given s.c. graph is 
weakly chordal or not, infact it finds a two-pair in the given graph and 
add an edge between the vertices involved until there are no two-pairs left 
in the graph . The algorithm is as follows. 
Algorithm 4.1 : Given a s.c. graph G with 4n or 4n+l vertices this 
algorithm decides whether G is weakly chordal graph or not 
Input: A s.c. graph with 4n or 4n+l vertices. 
Step 1 : Compute the list of all non-adjacent vertices. 
Step 2 : Find a two-pair (if exists) between the available list of 
non- adjacent vertices (using algorthim-2.1). 
Step 3 : If a two-pair exist then go to step-4, 
Else 
Stop (i.e. input graph is not weakly chordal). 
Step 4 : Adds an edge between the two-pair. 
Step 5 : Repeatedly find a two-pair and add an edge between them. 
Output : Whether the graph G is weakly chordal graph or not is 
decided as follows. The graph G is weakly chordal if 
Total number of non-adjacent vertices = Total number of two-pairs 
Or 
The last graph is clique. 
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To illustrate algorithm-4.1, we consider the s.c. graphs Gi and G2 
as shown in figure-4.1 and 4.2 respectively. 
1 
8 
5 
4 
3 
(5,5,4,4,3,3,2,2) (5,5,4,4,3,3,2,2) 
Fig-4.1 Fig-4.2 
The graph Gi is s.c. graph since (1 8 3 7 ) (2 4 6 5 ) is a c.p. of Gj. 
Let Gi be the input graph to algorithm 4.1. 
Step 1, finds (1,3) (1,7) (2,5) (2,6) (2,7) (2,8) (3,8) (4,6) (4,7) (4,8) (5,7) 
(5,8) (6,7) and (6,8) as a list of non-adjacent vertices. Step 2, Finds (2,5) 
as a two-pair then step 4 adds an edge between the pair (2,5). Now step 5 
finds list of two-pairs which are (2,5) (2,6) and (4,6) only. Since total 
number of non-adjacent vertices does not equal to the total number of 
two-pairs i.e. (14^3). Thus algorithm 4.1 decides that the graph G] is not 
a weakly chordal graph. 
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Let G2 be the graph shown in the fig-4.2. The graph G2 is a s.c. 
graph since (1 2 8 6 ) ( 5 7 4 3 ) is a c. p. of G2. Let G2 be the input graph 
to algorithm 4.L 
Step 1, finds (1,6) (1,7) (2,3) (2,5) (2,6) (2,7) (2,8) (3,5) (3,6) (3,8) 
(4.5) (4,6) (4,7) and (6,7) as a list of non-adjacent vertices. Step 2, Finds 
(1.6) as a two-pair then step 4 adds an edge between the pair (1,6). Now 
step 5 finds list of two-pairs which are (1,6) (1,7) (2,3) (3,8) (4,7) (6,7) 
(2.7) (2,8) (3,5) (3,6) (4,5) (4,6) (2,5) and (2,6). Since total number of 
non-adjacent vertices equal to the total number of two-pairs i.e. (14 = 14). 
Thus algorithm 4.1 decides that the graph G2 is weakly chorda) graph. 
Using algorithm 4.1 we compile the catalogue of s.c. weakly 
chordal graphs (but not chordal) with atmost 12 vertices from the 
available catalogue of s.c. graphs with at most 12 vertices. 
There are only two s.c. graphs with 5 vertices in which one is s.c. 
chordal graph and other is C5. Hence there is no s.c. weakly chordal graph 
with 5 vertices. 
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There are 4 non-isomorphic s.c. weakly chordal graphs with 8 
vertices. They are isomorphic to the graph with the following 8 x 8 
matrices as its adjacency matrices. 
0 1 1 1 1 0 0 1 
1 0 0 1 0 0 0 0 
1 0 0 1 0 0 1 0 
1 1 1 0 0 0 0 1 
1 0 0 0 0 1 1 1 
0 0 0 0 1 0 0 1 
0 0 1 0 1 0 0 1 
1 0 0 1 1 1 1 0 
Matrix-1 
(5,5,4,4,3,3,2,2) 
0 1 0 0 0 0 I 1 
1 0 1 1 0 1 0 1 
0 1 0 1 0 0 0 0 
0 1 1 0 1 1 1 0 
0 0 0 1 0 1 0 0 
0 1 0 1 1 0 0 1 
1 0 0 1 0 0 0 1 
1 1 0 0 0 1 1 0 
Matrix-2 
(5,5,4,4,3,3,2,2) 
0 1 1 1 0 0 0 1 
1 0 1 1 0 0 0 0 
1 1 0 0 1 0 1 0 
1 1 0 0 0 0 1 0 
0 0 1 0 0 1 0 1 
0 0 0 0 1 0 1 1 
0 0 1 1 0 1 0 1 
1 0 0 0 1 1 1 0 
Matrix-3 
(4,4,4,4,3,3,3,3) 
0 1 0 1 1 0 0 1 
1 0 1 1 0 0 0 0 
0 1 0 1 1 0 0 1 
1 1 1 0 0 0 0 0 
1 0 1 0 0 1 1 0 
0 0 0 0 1 0 1 I 
0 0 0 0 1 1 0 1 
1 0 1 0 0 1 
Matrix-4 
(4,4,4,4,3,3,3,3) 
OJ 
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There are 4 non-isomorphic s.c. weakly chordal graphs with 9 
vertices. They are isomorphic to the graph with the following 9 x 9 
matrices as its adjacency matrices. 
0 1 1 1 1 0 1 0 1 
1 0 1 0 0 0 0 0 0 
1 1 0 1 0 0 0 0 1 
1 0 1 0 1 1 0 0 0 
1 0 0 1 0 1 0 0 1 
0 0 0 1 1 0 1 0 
1 0 0 0 0 1 0 1 
0 0 0 0 0 0 1 0 
1 0 1 0 1 1 1 1 
Matrix-1 
(6,6,4,4,4,4,4,2,2) 
1 
1 
1 
0 
0 1 0 0 1 1 0 0 1 
1 0 1 1 0 1 0 0 0 
0 1 0 1 0 0 0 0 0 
0 1 1 0 1 1 0 1 1 
1 0 0 1 0 1 0 0 1 
1 1 0 1 1 0 1 1 0 
0 0 0 0 0 1 0 1 0 
0 0 0 1 0 1 1 0 1 
1 0 0 1 1 0 0 1 0 
Matrix-2 
(6,6,4,4,4,4,4,2,2) 
0 
1 
1 
1 
1 
0 
0 
0 
1 
1 
0 
1 
1 
0 
0 
0 
0 
0 
1 
1 
0 
0 
1 
1 
1 
0 
0 
1 
1 
0 
0 
0 
0 
1 
0 
0 
1 
0 
1 
0 
0 
0 
1 
0 
1 
0 
0 
1 
0 
0 
0 
0 
1 
1 
Matrix-3 
0 
0 
1 
1 
1 
0 
0 
1 
1 
(5,5,5,5,4,3,3,3,3) 
0 
0 
0 
0 
0 
1 
1 
0 
1 
1 
0 
0 
0 
1 
1 
1 
1 
0 
0 1 0 1 1 1 0 0 1 
1 0 1 1 0 0 0 0 0 
0 1 0 1 1 1 0 0 1 
1 1 1 0 0 0 0 0 0 
1 0 1 0 0 1 0 0 1 
1 0 1 0 1 0 1 1 0 
0 0 0 0 0 1 0 1 1 
0 0 0 0 0 1 1 0 1 
1 0 1 0 1 0 1 1 0 
Matrix-4 
(5,5,5,5,4,3,3,3,3) 
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There are 146 non-isomorphic s.c. weakly chorda! graphs with 12 
vertices. The details are available with the author. 
Finally we see all above catalogue compilation of s.c. chordal 
graph and s.c. weakly chordal graph in the following table. 
Number of vertices p 
Number of s.c. graphs 
Number of s.c. chordal graphs 
Number of s.c. weakly chordal graphs but not chordal 
Number of weakly chordal graphs 
4 
1 
1 
0 
1 
5 
2 
1 
0 
1 
8 
10 
3 
4 
7 
9 
36 
3 
4 
7 
12 
720 
16 
146 
162 
Table-4.2 
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