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A Novel Decomposition Structure for Adaptive Systems Abstract 
ABSTRACT 
Considerable accomplishments have been achieved for research in the area of 
adaptive signal processing, specifically in the design of adaptive filter structure and 
development of efficient weight-adjustment algorithms. Applications of adaptive signal 
processing can be found in different fields such as communication, radar, sonar, 
seismology, mechanical design, automatic control, biomedical electronics and many 
others. 
The least mean square (LMS) algorithm, based on the steepest-decent method, 
is by far the simplest and most widely used adaptive algorithm. However, one of the 
major deficiencies of the LMS algorithm is the relatively slow convergence speed 
which restricts its applications in many practical situations. Many research efforts have 
been spent on improving the performance of the LMS algorithm, and the split 
algorithm is found to be efficient in providing better adaptation characteristics. The 
idea of split-path adaptive filtering is to reduce the ill-condition of the system by 
dividing the original transversal filter into two linear phase subfilters connected in 
parallel, one with antisymmetric and another with symmetric property. When 
appropriate convergence factors are chosen for the two filters, the system 
performance, specifically the convergence speed, can be enhanced significantly. 
Despite the fact that the split structure adaptive filtering has been demonstrated 
to be a useful technique, many inherent properties still need rigorous analysis and its 
generalization property and the relationship with transform domain adaptation require 
further investigation. Precluding the restriction that the technique can only be applied 
for non-symmetric system is also an interesting topic. 
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Furthermore, it is also interesting to study the possibility of adapting a split-
. p a t h filter structure in transform domain in order to obtain further improvement of an 
adaptive system. 
In this thesis, a detailed theoretical analysis on the properties of the split-path 
adaptive algorithm is given and subsequently a split-path median LMS algorithm is 
proposed which has distinct merits in suppressing impulsive noises and tracking the 
edges of incoming signals. 
A novel technique to apply the split algorithm to a symmetric/antisymmetric 
adaptive FIR filter has also been devised. It is then shown that an M=2乙-coefficient 
transversal filter can be decomposed, by L steps splitting operation, into M single 
parameter adaptive subunits connected in parallel, which leads to a modular form for 
the multi-stage split-path adaptive algorithm. The analysis is general and is suitable for 
most gradient-based adaptive algorithms with particular emphasis on easy 
implementation of the LMS method. 
The split-path structure has been applied to transform domain adaptive filtering 
and an approach to fiirther improve the performance behaviour in transform domain 
adaptation by introducing variable convergence factor is suggested. In addition, a 
practical optimal convergence factor tracking method for the transform domain split-
path adaptive system is derived that enables a fast convergence speed up. 
Finally, the inherent characteristics of the split-path operation, especially its 
capability of data compression is investigated thoroughly. This analysis results in the 
establishment of a unification between split-path filtering and discrete Walsh transform 
adaptation. A new Walsh function through splitting matrices is proposed which has 
the advantage of implementing efficiently the fast discrete Walsh transform algorithm. 
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Chapter 1 Adaptive signal processing and its applications 
Chapter 1 ADAPTIVE SIGNAL PROCESSING 
AND ITS APPLICATIONS 
1.1 Introduction 
The usual optimal Wiener method [Wiener, 1949]，[Kailath，1974] of 
estimating a signal corrupted by additive noise is to pass it through a filter that tends to 
suppress the noise while leaving the desired signal relatively unchanged. The Wiener 
filter here acts as a correlation cancellor. If certain statistical noises and desired signals 
are, however, in any way uncorrelated, the filter will cancel from the output any such 
uncorrelations. 
The filtering methods used for the above application can be fixed processing or 
adaptive processing techniques. The design of fixed filters is based on prior 
knowledge of both the signal and noise, or at least their statistical estimates, in 
advance. If the environment changes, the optimum filters must be redesigned to match 
to the data being processed by it. 
In many instances, however, the complete range of input conditions may not be 
known exactly, or even statistically; or the conditions may change from time to time. 
We do not know how often to redesign an optimum filter. The fixed filters are for the 
most part inapplicable because the correlation and cross correlation functions of the 
desired signal and reference inputs are generally unknown and often variable with time. 
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In such circumstances, the adaptive implementations would provide superior 
performance compared with a system of fixed design. 
Adaptive systems are learning systems in the sense that they “learn” their 
operation environment. The essential and principal property of the adaptive system is 
its time-varying, self-adjusting performance. The adaptive system can automatically 
adjust its filter parameters even its structure and continually track the environment by 
adaptive algorithms to optimize some cost functions or performance criterions. In 
general, the convergence speed and mean square error (MSE) of an adaptive system 
are the major considerations. 
In an adaptive implementation, a filter must has a finite number of parameters 
or filter weights. These parameters are adjusted until they converge to their optimal 
values. A typical adaptive filter is depicted in Fig. 1.1. At each time instant k, the 
current values of the parameters are used to perform the filtering operation. The 
adaptive algorithm continuously monitors the error signal e{k) between the actual 
output y{k) and the desired signal d{k) and attempts to minimize the power of the 
output error or equivalently tries to decorrelate e{k) from the input x{k). 
Here, computed error e{k) is used by the adaptation part of the algorithm to change the 
parameters in the direction of their optimum values. As processing of the signal d{k) 
and x{k) takes place and the filter gradually leams the statistics of these signal, its 
parameters gradually converge to their optimum values given by Wiener solution. 
Clearly, the input statistics must remain unchanged for at least as long as it 
takes the filter to learn it and converge to its optimum configuration. If, after 
convergence, the input statistics should change, the filter will respond by readjusting its 
2 
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parameters to their new optimum values, and so on. In other words, the adaptive 
filter will have the capability of tracking nonstationary changes of the input statistics as 
long as such changes occur slowly enough for the filter to converge between changes. 
1.2 Applications of Adaptive System 
Applications for adaptive systems are numerous and can be found in areas such 
as communications, radar, sonar, seismology, mechanical design, navigation systems, 
and biomedical electronics. Some typical applications of adaptive system will be 
described in this section. 
1.2.1 Adaptive Noise Cancellation 
One of the simplest and most effective adaptive signal processing techniques is 
adaptive noise cancellation [Widrow 1975]. There are many applications of adaptive 
noise canceling, such as adaptive sidelobe cancellation, acoustic noise cancellation 
[Harrison 1986] [Muller 1986] and ghost cancellation in television [Ciciora 1979]. A 
configuration of adaptive noise cancellor is shown in Fig. 1.2 where the desired signal 
d{k) is corrupted by an additive noise n\{k). Assume a second noise 幻，which is in 
any way correlated with the noise component in x(k), is also available, the adaptive 
filter will continuously adjust its parameters to produce an output y(k) until such 
correlations are canceled from the system output e(k). In the procedure, y(k) 
resembles ni(k), and finally output e(k) will only consist the desired signal d(k). 
3 
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Fig. 1.1 An adaptive Filter. 
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化也 Adaptive 少⑷ 
Filter 
Fig. 1.2. Adaptive noise cancellation. 
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1.2.2 Adaptive Echo Cancellation 
Adaptive echo cancellation is a special interference cancellor that is widely used 
to suppress the echo in the telephone network [Messerschmitt 1984]. Fig. 1.3 is a 
block diagram of a simple telephone network. When speaker A，s speech reaches B, it 
will also echo back a "talker echo" to A, as though it were B，s speech. To avoid such 
unwanted interference, an adaptive filter is inserted in the circuit nearby terminal B. 
The adaptive filter here serves as an echo chancellor, its output, y{k), is used to cancel 
A's echo. When speech signal x{k) is transferred to speaker B, it is at the same time 
fed to adaptive filter as well. That is, adaptive filter should adjust itself to produce an 
estimate of A's echo in real-time and subtract this predicted echo from the transmission 
path signal, which contains the actual echo, d{k). 
1.2.3 Adaptive Line Enhancement 
An adaptive line enhancement is actually a self-tuning filter [Widrow 1975] 
[Treichler 1979] [Zeidler 1978] used in the case when there is only one signal x{k) 
available which is contaminated by noise. Fig. 1.4 shows a typical adaptive line 
enhancer. Suppose the signal x{k) consists of two components: a narrowband 
component h{k) that has long-range correlations such as sinusoid or some other 
periodic signals, and a broadband component n{k) which will tend to have short-range 
correlations. The signal x(Jc�itself provides as the reference signal and its delay, x(k-
A), is taken as the input of the adaptive filter. If the delay A is selected longer than the 
effective correlation length of broadband component h(k) and shorter than the 
5 
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Fig. 1.3. Adaptive echo cancellation in telephone network. 
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Fig. 1.4. Adaptive line enhancement. 
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correlation length of the narrowband component n{k), the adaptive filter will not be 
able to respond to narrowband signal h{k) but respond to the broadband noise 
component n(k). In such way the estimate of the noise n(k) will appear at the output 
of adaptive filter which is used to cancel the noise in the original input x{k). 
1.2.4 Adaptive Linear Prediction 
A linear predictor is a special case of adaptive line enhancement with the delay 
A=1 (Fig. 1.5). Many adaptive signal processing techniques are based on the solution 
of the linear prediction problem. In the system, the input x(k) is taken as the desired 
signal and a delayed version of the input is sent to the adaptive processor. In 
adaptation, the adaptive filter will try to "predict" current input signal using the 
information given by past data. That is to generate an output in order to have y{k) 
cancel x{k) and drive e(k) toward zero. The adaptive predictor may be considered as a 
kind of adaptive whitening filter. In fact, when adaptation takes place, the parameter 
of the adaptive filter is really the estimate of an autoregressive model. Linear 
prediction is used in signal encoding, noise reduction, time series modeling, speech 
processing, spectral estimation [Haskew 1973] [Makhoul 1973], and many other 
adaptive signal processing applications. 
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1.2.5 Adaptive System Identification 
System identification is an important topic in automatic control system [Astron 
1984]. An adaptive system identification scheme can be simplified as in Fig. 1.6. The 
purpose of the system is to determine the changing structure and/or parameter of the 
unknown plant. Here a broadband signal is sent through the unknown plant as well the 
adaptive filter and produce outputs d{k) and y{k), respectively. By minimizing the 
difference of two outputs, the parameters in filter are adjusted by adaptive algorithm 
and will approach to, that is to identify, the transfer fiinction of the unknown plant. 
Adaptive system identification can be used in system modeling [Friedlander 1982] and 
adaptive control to model an unstationary plant which is varying slowly [Goodwin 
1977] [Astron 1984]. 
Other than the above applications, the adaptive systems have also been widely 
used to resolve problem of inverse modeling, channel equalization and many others. 
Adaptive equalization could be used to deconvolve the effects of a transducer, a 
communication channel or to produce an inverse model of an unknown plant [Lucky 
1966] [Gersho 1969] [Satorius 1981] [Ungerboeck 1972]. It is also applicable in the 
design of digital filters and adaptive control system [Widrow 1985]. Adaptive 
beamforming or adaptive array processing is yet another area that has attracted a lot of 
research attention. [Haykin 1980]. Adaptive beamformers are truly learning and self-
optimizing systems which can adjust their beam patterns to improve the signal-to-
inteiference ratio [Widrow 1967] [Frost III 1972] [Applebaum 1976] and have found 
practical applications in radar and sonar. 
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Fig. 1.5. Adaptive linear predictor. 
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Fig. 1.6. Adaptive system identification. 
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1.3 Algorithms for Adaptive Systems 
Although in theory, both FIR and IIR structures can be used for adaptive 
filters, the stability problems and the local optimum points that the IIR filters exhibit 
make them less attractive for such an application. Hence, until fiirther research makes 
IIR filters a better choice, only the FIR filters are used in adaptive algorithms of 
practical applications. 
In the realization of adaptive systems, different kinds of adaptation algorithms 
can be employed, such as the Widrow-HofF least mean square (LMS) algorithm, the 
conventional recursive least squares (RLS) algorithm, the fast RLS algorithms, and the 
adaptive lattice algorithms. A large number of literatures have been published to 
discuss the characteristics of various adaptive algorithms and their applications. The 
following basic issues in any adaptive algorithm are: 
1. The learning or convergence speed of the algorithm. 
2. The computational complexity of the algorithm. 
3. The misadjustment errors or numerical accuracy of the algorithm. 
4. The stability and robustness of the algorithm. 
The convergence speed is an important factor because it determines the 
maximum rate of change of the input nonstationarities that can be usefiilly tracked by 
the filter. The computational complexity refers to the number of operations required to 
update the filter from one time instant to the next. 
The LMS algorithm, based on the steepest-descent method, is the most widely 
used algorithm because of its simplicity and ease of computation. It provides a 
gradual, iterative, minimization of the performance index [Widrow 1976]. The 
10 
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adaptive weights are not optimal at each time instant, but only after convergence. The 
restriction of the LMS is its slow in convergence and being applicable primarily to 
nonrecursive linear filters [Caraiscos 1984]. 
The RLS algorithms are the time-recursive analogs of the block processing 
method of linear prediction and FIR Wiener filtering. Because of their fast 
convergence they have been proposed for use in fast start-up channel equalization 
[Godard 1974] [Chang 1971] [Mcwhirter 1983], real-time system identification 
applications [Goodwin 1977] [Astron 1984], and rapidly varying adaptive arrays 
Brennan 1974]. Their major disadvantage is that they require a fair amount of 
computation (0(M^), for M-tap filters) per time update. 
The recent fast reformulations of RLS algorithms combine the best of the LMS 
and RLS, namely, the computational efficiency of the former and the fast convergence 
of the latter. The fast RLS algorithms reduced the computational complexity on the 
cost of unstable for its performance. 
Gradient adaptive lattice is based on a gradient-descent, LMS-like approach 
applied to the weights of the lattice representations rather than to the weights of the 
direct form representation. Taking advantage of the decoupling of the successive 
stages of the lattice, the convergence rate of weights can be fast and is independent of 
eigenvalue spread of the input covariance matrix. 
The table shown below briefly compares the basic performances of several 
adaptive algorithms [Orfanidis 1988]. 
11 
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algorithm speed complexity stability 
LMS slow simplest stable 
RLS fast complex stable 
Fast RLS fast simple unstable 
Lattice fast simple stable 
Table. 1.1. Comparison of some adaptive algorithms. 
Surely, the LMS is the simplest whilst its main drawback is relatively slow in 
convergence speed. In practical, the choice of a particular algorithm is very much 
depended on the requirement of system and operation environments. If the adaptive 
system is an adaptive linear combiner or a tapped delay line filter, and if the input 
vector x{k) and the desired response d{k) are available at each iteration, the LMS 
algorithm is generally the best choice for many different applications of adaptive signal 
processing, particularly when the environment is changing slowly. 
1.4 Transform Domain Adaptive Filtering 
In addition to the researches in conventional time domain LMS algorithms, 
transform domain adaptive filtering is also an attractive area for adaptive signal 
processing. 
In general, it can be shown [Widrow 1976] that for stationary input and 
sufficiently small convergence factor, the speed of convergence of the algorithm is 
12 
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dependent on the eigenvalue spread or the ratio of maximum to minimum eigenvalues 
of the input autocorrelation matrix. This ratio, often referred to as the condition 
number, is a measure of ill-conditioning of the matrix. Slow convergence rate can be 
expected when this ratio is large. An approach to accelerate the convergence rate is to 
somehow transform the input signal x{k) into another signal with the corresponding 
autocorrelation matrix having smaller eigenvalue spread. This can be achieved by 
performing the adaptive filtering in some orthogonal transform domain. 
The principle of the transform domain adaptation is to whitening the power 
spectrum of the input signal by prefiltering the input sequence, reduce its eigenvalue 
spread, then update the parameter in the transform domain. If it is needed, the time 
domain parameter can easily be obtained from transform domain parameters. For 
example，discrete Fourier transform (DFT) [Bershad 1979], discrete cosine transform 
(DCT) [Ahmed 1974], symmetric cosine transform (SCT) [Kitajima 1980]，fast 
Karhunen-Loeve transform (FKLT) [Jain 1976], discrete sine transform (DST) [Wang 
1982], discrete Hartly transform (DHT) [Bondyopadhyay 1988], and discrete Walsh 
transform (DWT) [Beauchamp 1984] has been introduced in adaptive algorithm and 
are known to have significantly improved convergence speed [Marshall 1989]. 
1.5 The Motivation and Organization of the Thesis 
It is known that the convergence factor and the eigenvalue spread of the input 
correlation matrix play two important roles in the performance of the adaptive system. 
Reducing the eigenvalue spread or suitable choosing the convergence factor can 
improve the performance of the adaptation. Many efforts have been made in this 
13 
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regard. Some researchers attempt to improve the inherent characteristics of the data 
sequence to be processed, such as block implementation of adaptive digital filters 
[Clark 1981] or transform domain adaptation [Narayan 1983]. On the other hand, 
emphasis is also put on designing new adaptive filter structure in order to cope with 
different kinds of signal and to reduce computational complexity. Split-path filtering is 
one of the effective structures for adaptive signal processing [Ho 1991b] [Ho 1992a: • 
The principle of split-path adaptive filtering is to divide the original transversal 
filter into two linear phase subfilters connected in parallel, one with antisymmetric and 
another with symmetric property. When appropriate convergence factors are chosen 
for the two filters, the system performance, specifically the convergence speed, can be 
enhanced significantly. 
Although the split structure adaptive filtering has been proved to be a usefiil 
technique for adaptive signal processing, its general properties including its extensive 
version and relationship with transform adaptation are not known. Furthermore, it will 
be very useful to develop a generalized split-path structure that can be combined with 
the most widely used LMS algorithm to achieve better performance characteristics. 
In this thesis, we focus our research on the following aspects: 
1. To analyse the properties and performance of the split-path structure with an 
application to adaptive median filtering. 
2. To study the possibility to extend the split-path adaptive filter to a more general 
form, viz, to derive a continuous or a full modular split structure adaptive 
algorithm. 
14 
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3. To Study the properties and performance of the split-path structure when it is 
applied to transform domain adaptation, and then to introduce a variable 
convergence factor for split-path adaptation in transform domain. 
4. To investigate the innate characteristics of split operation for data compression and 
to compare with the transform adaptation, and to establish a unification with the 
discrete Walsh transform adaptation. 
The thesis is organized as follows. In Chapter 2，a brief review of the adaptive 
signal processing and previous work on split-path adaptive filtering is given, and a 
split-path median LMS algorithm is proposed. Chapter 3 discusses how to construct a 
continuous split-path adaptive filter for general cases and a detail derivation procedure 
is included. In Chapter 4, the properties and performances of the transform domain 
adaptive algorithm for split-path structure and non-split structure are studied. The 
performances is also compared with their counterpart in time domain. A pair of 
variable convergence factors for the split structure are proposed in Chapter 5, and a 
optimal convergence factor tracking method is deduced for practical implementation. 
In Chapter 6, the inter-relationship of split-path adaptive filtering and DWT adaptation 
is analyzed, and a unification between them is then established. In addition, a new 
definition of fast Walsh transform function is also given which renders an efficient 
implementation scheme. 
15 
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Chapter 2 TIME DOMAIN SPLIT-PATH 
ADAPTIVE SYSTEM 
Adaptive filtering provides a powerful tool for many signal processing 
applications in which the input signal statistics are unknown a priori and/or the 
environments are slowly time variant [Sibul 1987] [Orfanidis 1988]. The most 
commonly used adaptive algorithm is Widrow's least mean square (LMS) algorithm 
Widrow 1985]. This algorithm has received considerable attention by many 
researchers over the past two decades. The LMS is a relatively simple algorithm to 
implement that enables many real-time applications to become possible. Its properties 
such as steady state misadjustment [Widrow 1976] and tracking performance [Sibul 
1987] have also been investigated thoroughly. Two major drawbacks of the LMS 
algorithm are its relatively slow convergence speed and the noisy gradient vector 
estimate that causes random fluctuations [Widrow 1985]. Many efforts have been 
made to improve the adaptation performance of the LMS algorithm particularly to 
speed up the convergence rate. 
In this chapter, we first study the behaviour of stochastic gradient-based 
adaptive algorithms, specifically the properties and limitations of the LMS algorithm. 
Secondly, we introduce the idea of split-path adaptive filtering and then propose a 
split-path median LMS algorithm [Wan 1994b] [Wan 1994c] by in-corporating the 
split structure in median filter operation. The performance of the algorithm will be 
analyzed and evaluated in an application of line enhancement. 
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2.1 Adaptive Transversal Filter and the LMS Algorithm 
2.1.1 Wiener-Hopf Solution 
The finite impulse response (FIR) filter is by far the most practical and widely 
used filter structure for adaptive filtering. Adaptive transversal filters have a wide 
range of applications in communications, system modeling and system identification. 
The general form of an adaptive transversal filter of order (M-1) is shown in Fig. 2.1. 
The fiinction of the FIR filter is to weigh and sum the tapped delayed signals x(k), x(k-
1)，...，x(k-M+l) to form an adaptive output. The filter weights or coefficients can be 
written in vector form, 
•。⑷，W , (2.1a) 
where the superscript T denotes a transpose operation, while the tapped delay line 
(TDL) input vector can be expressed as 
JC, =[x{k\ x{k-\), x(k-M+\)f (2.1b) 
The actual response, y{k), of the system is given by the inner product of Wk and Xk, i.e. 
y{k) = M^o ik)x{k) + (k)x{k 一 1) + … + {k)x{k -M + \) 
T 
Now suppose the desired response of the system is d(k), then the error signal, e(k), is 
given by the difference between d(k) andX众)， 
e(k) = d{k)-y(k) = d(k)-wlx, (2.3) 
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Fig. 2.1. An adaptive transversal filter. 
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The basic principle of operation of the adaptive system is to minimize the mean-square-
error (MSE) which is defined as 
MSE = s ^E[e\k)\ (2.4) 
The minimization is achieved by continuously adjusting the system parameter vector Wk 
according to a stochastic gradient-based searching approach [Widrow 1985]. The 
adaptive algorithm that recursively computes the filter coefficients，and thus searches 
for the minimum MSE, has the form 
广•左） i t (25) 
where 
- -\T 
ds ds ds ，、 
( • 4 = T T ... ^ ( 2 6 ) 
L 咖 。 彻 1 ^ M - J 
is the gradient vector at the ^th iteration, and // is a convergence factor or step size 
that controls stability and rate of convergence. When the input signals and the desired 
response are statistically stationary, the MSE performance surface is a quadratic 
function of the filter weights which can be expressed as 
^ = E \e ' m = m - 2RiWk + wlR^w, (2.7) 
where 
R^ A E [ x , x l ] (2.8) 
is defined as the input autocorrelation matrix, and 
R^ AE[dik)x,] (2.9) 
is defined as the cross correlation vector, respectively. By setting the gradient of the 
MSE function to zero yields 
(V 石)k = (2.10) 
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The solution of (2.10) gives the optimal Wiener-Hopf weight vector, 
= (2.11) 
and the minimum MSE of the system can be computed from 
‘ =E[d\k)]-2Riw* (2.12) 
This is an ideal solution for the filter coefficients on the condition that a prior 
knowledge of the input characteristics and the desired response are available. 
However, such information only exists for a determined system, and is usually 
unknown in most real time applications especially when the environment is changing 
from time to time. 
2.1.2 The LMS Adaptive Algorithm 
The LMS adaptive algorithm which was first proposed by Widrow [Widrow 
I960] [Koford 1966] [Widrow 1967] [Widrow 1971] is an efficient and effective 
method to approximate Wiener-Hopf solution on a sample-by-sample basis. By 
replacing the MSE with an instantaneous value, e\k\ the estimation of the gradient is 
simplified to 
( y s \ = V[e\k)\ = -2e(k)x^ (2.13) 
As a result, the updating equation for the weight vector becomes 
州 it+i = ^k (2.14) 
This is the famous Widrow-Hoff LMS algorithm. The LMS algorithm is in fact an 
implementation of the steepest-descent method. Although it makes use of the 
gradients of the MSE function, it does not require off-line gradient estimations or 
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repetitions of data. From (2.14), it can be seen that the algorithm is simple and easy to 
implement. It does not need explicit measurements of correlation functions, nor does 
it involve matrix inversion. The method is indeed elegant in its simplicity and 
efficiency. But accuracy is limited by statistical sample size, since the filter coefficients 
found are based on real-time acquisition of input signals [Widrow 1975]. 
The LMS algorithm permits the adjustment of gain and phase at many 
frequencies simultaneously and is useful in adaptive broad-band signal processing. A 
set of simplified design rules has been given in [Widrow 1975]: The tap spacing time 
must be at least as short as the reciprocal of twice the signal bandwidth. The total real-
time length of delay line is determined by the reciprocal of the desired filter frequency 
resolution. Thus, the number of weights required is generally equal to twice the ratio 
of the total signal bandwidth to the frequency resolution of the filter. 
Since the mean value of ( � f V s equal to the true gradient (Ws)k, the gradient 
estimate used in the LMS algorithm is unbiased and the expected value of the weight 
vector converges to the Wiener weight vector w* when the input vectors are 
uncorrelated over time [Riegler 1973]. Starting with an arbitrary initial weight vector, 
the algorithm will converge in the mean and will remain stable upon the necessary 
condition that parameter ju satisfies [Widrow 1976] 
0 < M < 7 ^ (2.15) 
max 
where ；Uax is the largest eigenvalue of the matrix 凡.Within these bounds, the speed 
of adaptation and also the noise in the weight vector solution are in general determined 
by the value of jn. Let Xi to be the /th eigenvalue of Rx, then the mean of Wk will 
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converge exponentially to w* with the time constant of the zth natural mode given by 
[Widrow 1976] 
？ 由 （2.16) 
When steady state is reached, the variance of the weights due to gradient noise is 
given by 
二 （ 2 . 1 7 ) 
where Im is an identity matrix of size M. The output MSE equals 
s = (2.18) 
where Smm is the minimum possible MSE, and tT(Rx) is the trace of the matrix Rx. 
During adaptation, the error e(k) is nonstationary as the weight vector 
approaches to w*. The learning curve, which plots the MSE versus number of 
adaptation, is an ensemble of M exponentials and each of which corresponds to a 
natural mode of the algorithm. For the ith natural mode, the convergence behaviour is 
characterized by their individual time constant of geometric decay and can be 
expressed as 
r. (2.19) ''mse 4 / / I , 
The smaller the time constant, the convergence speed is faster. Obviously, the largest 
time constant corresponds to the slowest converging mode, i.e. 
r 二 " " “ - ( 2 . 2 0 ) m辉 mse 4// 
where is the minimum eigenvalue of the input correlation matrix. Combining 
(2.15) with (2.20), we have 
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T > (2.21) max,mse A o \ z 
min 
The ratio of the maximum to minimum eigenvalues, 
, A — (2.22) 
" i^n 
is defined as eigenvalue spread of the input autocorrelation matrix. Expression (2.21) 
reveals an important relationship between the convergence behaviour of the LMS and 
the inherent characteristic of the input signal: the convergence speed will decrease as 
the eigenvalue spread of the input autocorrelation matrix increases. That implies the 
convergence rate will be relatively slow for a highly correlated input signal. This is one 
of the main disadvantages of the LMS algorithm. 
The assumption of decorrelation and stationarity of the input vector are not 
necessary conditions for convergence of the LMS algorithm but have been adopted for 
analytic convenience. For a slowly changing nonstationary input or signal that is not 
total uncorrelated, the convergence can also be ensured [Widrow 1976] [Farden 
1981]. 
2.2 Split Structure Adaptive Filtering 
Many efforts have been made to improve the convergence behaviour especially 
to speed up the convergence rate of the adaptive algorithm. Some researchers attempt 
to improve the inherent characteristics of the input data to be processed, in the case of 
the LMS algorithm is to reduce the eigenvalue spread of the input autocorrelation 
matrix, such as block implementation of adaptive digital filters [Clark 1981], block 
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realization of multirate adaptive filters [Lee 1986a], nonlinear quantization effects in 
the LMS and block LMS adaptive algorithms [Bershad 1989] et al. On the other 
hand, emphasis is also put on designing new adaptive filter structure in order to cope 
with different kinds of signal and/or to reduce computational complexity. They include 
optimality in the choice of convergence factor for gradient-based adaptive algorithms 
[Yassa 1987], optimum gain parameter in LMS adaptation [Bershad 1987], variable 
step size [Harris 1986] [Kwong 1992]，structural subband decomposition of FIR 
adaptive filters [Petraglia 1993] [Mitra 1993] [Mahalanobis 1993] and split-path 
structure adaptive algorithms. 
In this section, we shall briefly review the structure of a split-path adaptive 
algorithm first presented by Ho and Ching [Ching 1991] [Ho 1991]. We shall 
introduce two possible realizations for the split-path adaptive filter. An application of 
the split structure to adaptive median filtering will be presented and analyzed in the 
next section. 
2.2.1 Split Structure of an Adaptive Filter 
Recently, split-path adaptive filtering has been demonstrated to be an effective 
technique in achieving a lower eigenvalue spread and a faster convergence speed [Ho 
1992]. The basic idea of this method is to divide the original transversal filter into two 
linear phase subfilters connected in parallel, one with antisymmetric and another with 
symmetric property. This splitting process will also partition the eigenvalues of the 
input correlation matrix into two sets, giving rise to two eigenvalue spreads that are 
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normally smaller as compared with the non-split model. When appropriate 
convergence factors for the two filters are chosen in accordance with their reduced 
eigenvalue spreads, the system performance, specifically the convergence speed, can be 
fastened. The split structure adaptive filter has been applied to AR modeling [Ho 
1992a], median filtering [Wan 1994c]，system identification [Ho 1991a] and linear 
prediction [Wan 1992] with satisfactory results. 
2.2.2 Split-Path Structure for a Non-Symmetric Adaptive Filter 
Consider an M-coefficient non-symmetric transversal adaptive filter which is 
described by the following transfer function, 
W(z)=玄V-' (2.23) 
/二0 
Assuming M is even and N=M/2, the original filter can be split into a pair of linear 
phase subfilters, P(z) and connected in parallel, one with antisymmetric property 
and another with symmetric property. Their transfer ftinctions are of the form, 
= (厂'一厂組 1+') (2.24) 
i=0 
and 
e⑷二 ( 厂 厂 她 ' ） (2.25) 
i=0 
Although P(z) and Q(z) are both M-length filters, there are actually only N distinct 
parameters for each of them. Comparing (2.23) with (2.24) and (2.25), the parameters 
of the split filters and the parent filter are related by 
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J Pi{k)+qXk) i = 0, 1, •••，NA 
“ " ' � = 1 - P m ] - , � + � M - w � i = N,Nn, M-1 (2.26) 
The z-transform of the sy stem output can be expressed as 
Y{z) 二 妒(z)对z) = [P(z)+Q(z)]X(z) (2.27) 
where X(z) is the z-transform of the input x(k). In the time domain, the output of the 
split system at instant k is given by, 
N-\ 
y{k)= Z Pi {k)[x(k-i)-x{k-M + \ + /)] 
i=0 
+ Z^ i {k)[x{k - i) + + l + /•)] (2.28) 
z=0 
1 = 0 i=0 
where 
.(k) = x(k-i)-x(k-M+l + i) i = 0, 1, A^-1 (2.29a) 
and 
(k) = x(k-/) + - M +1 + 0 i = 0, 1, ".’N-]^ (2.29b) 
can be considered as two parallel input sets for two linear combiner P(z) and Q(z), 
respectively. The above splitting operation can be described more succinctly by using 
matrix notation. Let us define, 
U, A^^^ (2.30) 
where /； is an NxN identity matrix and Ji is an anti-diagonal identity matrix of the 
same size, that is, 
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0 … 1 
\ ..• i (2.31) 
1 … 0 
We call Ui an orthogonal transform matrix or "splitting matrix" because it is used to 
decompose the parameter vector as well as the input data into smaller parts. Let 
Pk 二 [ A ) � , A ⑷，… , / V i � ] T (2.32) 
and 
[《。(幻，�i(幻，•"，�-iWf (2.33) 
represent the parameter vector of the two branches respectively. The new input 
sequences, Sp,k and s林，for the two branches of the split system can be obtained from 
Sp'k 二 U而 (2.34) � 
where 
= [ � , � � , V ⑷ ， … ， � ] ' (2.均 
and 
Then (2.28) becomes 
y(k) = ypW”qW = s:kPk (2.37) 
where yp(k) and yq(k) are the outputs of branch p and q, respectively. The relationship 
of the filter parameters in (2.26) can also be expressed in terms of U\, by 
Wk= Pk (2.38) 
L^At -
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Now we have decomposed the original filter into two independent subfilters. When 
LMS algorithm is employed, the new parameter vector updating equations of the 
respective branches are 
二 P k + 化 e�k�Sp,k (2.39) 
and 
q“i= (2.40) 
Then the necessary stable condition for these subsystems become 
and (2.41) 
where Ap,max and 义g,臓 are the maximum eigenvalues of Rp = E[Sp,k s^ p,k] and Rg = E[Sg,k 
s^ g^ k] respectively. Since the two symmetric/antisymmetric subfilters are now 
completely decoupled, adaptation of individual filter path can be performed 
independently. Furthermore, as the eigenvalue spreads of the associated input 
covariance matrices of the two subfilters are getting smaller, different value of 
convergence factors, ju^  and jUg, can be employed for individual path. Therefore, the 
performance behaviour will be greatly improved. 
The split structure adaptive filtering can be perceived in two different ways. 
The first one is to form a pair of antisymmetric/symmetric M-length filters from the 
parent filter and the original input x(k) is then fed directly to both subfilters. The 
realization scheme is shown in Fig. 2.2. Alternatively, the splitting procedure can be 
considered as the reconstruction of two input sequences Sp,k and Sq’k, from the original 
input by making use of the split matrix U\. These transformed signals are then applied 
to the respective subfilters which are both M/2-length with the parameter vector 
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represented by pu and qk respectively. The realization of second approach is depicted 
in Fig. 2.3 diagrametically. In this realization scheme, the antisymmetric/symmetric 
property of the subfilters has been embedded in the signal reconstruction process. 
Apparently, Fig. 2.2 gives a redundant realization scheme because twice the number of 
parameters are needed although intuitively it is easier to understand. 
2.3 Split-Path Adaptive Median Filtering 
In this section, application of the split-path adaptive algorithm will be studied. 
We shall first investigate the properties of a median filter，especially its capabilities of 
suppressing impulsive interferences and preserving desired edges of the signal. Then it 
will be shown that by applying the split structure to an adaptive line enhancer, the 
advantages of an adaptive median filter can be further enhanced. 
2.3.1 Median Filtering and Median LMS Algorithm 
The LMS method is widely used in adaptive signal processing mainly because 
of its simplicity and robustness to changing environments. But when the input or 
desired signal is corrupted by impulsive interference, that is, severe distortions appear 
in the gradient estimate term e(k)x^, the LMS algorithm will suffer serious 
performance degradation and may result in a loss of stability. To circumvent this 
problem, an averaged least mean square (ALMS) algorithm [Kim 1975] may be used 
to suppress such interference. The ALMS algorithm is defined as 
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Fig. 2.2 Direct realization of the split adaptive structure. 
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Fig. 2.3 Realization of the split adaptive filter by reconstructing new input signal. 
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1 k 
+ Z 外 ( 2 - 4 2 ) 
where N signifies the averaging interval. While ALMS can reduce the level of impulse 
interference, it will slow down the convergence rate of the adaptation. Furthermore, it 
will also smooth and deteriorate the edges of the desired signal, in other words, it will 
reduce the capability of tracking nonstationary inputs. 
The introduction of order statistic (OS), and particularly the median filter 
Tukey 1977] may be one of the possible solutions. The merit of median filtering is its 
capability of preserving discontinuities of sufficient duration such as sharp edges or the 
ramps of signals while eliminating sparse impulses and local roughness such as "pepper 
and salt" noise from data [Huang 1981]. A median filtering operation can be 
expressed as 
y{k) = A median{x众_(【_”/2，•“，：*：^ ,^."'Iat+cl-i)/? 
} (2.43) 
where sequence { jc, } ranked from smallest to largest in a moving window of size L, 
that is, Xk is a median value of the sequence. The window is usually considered as 
symmetric about its centre and when window scans through the data, the output value 
is replaced by the median value. It is easy to see that the median filter can preserve 
edges, while moving average filter 
yik) = (X_“_i)/2 + … + lit + ... + \+“-i)/2)丨 L (2.44) 
will change the sharp edge to Z-length ramp. Therefore, the ALMS described in (2.42) 
is not feasible for edge preserving application. 
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This distinct property has led to median filter being widely used in image 
processing [Pratt 1978] [Restrepo 1988] and in speech processing [Rabiner 1975 . 
Recently, Clarkson and Haweel proposed an adaptive median LMS (MLMS) algorithm 
Clarkson 1989] to facilitate performance gains over a wide range of input data types 
corrupted by impulsive interference. 
Although the MLMS algorithm has been shown efficaciously in suppressing 
sparse impulses embedded in the original signal [Haweel 1992], its relatively slow 
convergence rate is still not better than the conventional LMS algorithm. This obstacle 
prevents the MLMS algorithm to be used efficiently to track the sharp edges of the 
desired signal in real-time applications. To overcome this difficulty, a fast response 
non-linear adaptive filtering method is proposed which can improve the convergence 
speed of order statistics LMS systems. The algorithm makes use of a split adaptive 
filter structure and the median LMS technique and is, therefore, called the split-path 
median LMS (SPMLMS) algorithm [Wan 1994b]. The algorithm is applied for line 
enhancement in a noisy environment. It is demonstrated that the proposed method can 
suppress impulse interference effectively and preserve edge details of the signal while 
significantly improve the convergence characteristics of the adaptive process [Wan 
1994c]. 
2.3.2 The Split-Path Median LMS (SPMLMS) Algorithm 
Consider a simple edge-extraction problem where the input sequence x(k) 
consists of a step input h(k) with signal level c and contaminated by a Gaussian white 
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noise r(k). In this case, x(k) is independent identically distributed (i.i.d.) with 
symmetric density and E[x(k)] = 0 at one side of the edge, whilst E[x{k)\ = c at the 
other side of the step function. Fig. 2.4 shows the block diagram of an adaptive line 
enhancer, where the delay A is introduced to decorrelate the broadband noise between 
x{k) and x�k-S). Assume the order of an adaptive FIR filter, M, to be even and M=1N, 
where AHs a positive integer. By employing the splitting technique, the conventional 
transversal filter can be split into a pair of subfilters connected in parallel. One of these 
two filters has antisymmetric property while the other has symmetric property, and 
their transfer functions can be described by (2.24) and (2.25), respectively. 
The input vectors, Sp,k and s咖 of the two split paths are now both of order N 
and can be obtained from 
s广,1 =「y -J (245) 
where h is an identity matrix and Jn is an anti-diagonal identity matrix and both of 
them are of rank N as defined in (2.31). The system output, y{k\ is the sum of the 
outputs of the two filter branches and is given by 
(2.46) 
where 
少 , � = a n d yq (k) 二 (2.47) 
The overall system error, e(k\ is the averages of those appeared in the two branches, 
(2.48) 
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where, 
ep (k) = -x(k-M-1)] - yp (k) = [x(k)-x(k-M-1)] - (4.49) 
and 
eq (k) = [x(k) + x{k-M-1)] - y^ (k) = [x(k) + x(k-M-1)] - (4.50) 
By applying LMS adaptation independently to the two paths but using the 
median of the gradient estimates from a moving window instead of the instantaneous 
values, we obtain the split-path median least-mean-square (SPMLMS) algorithm. The 
block diagram of the split-path adaptive median LMS line enhancement is shown in 
Fig. 2.5. The weight vectors pk and qk are now updated by the following equations, 
Pk+i + (2.51) 
and 
+ (2.52) 
where jUp and jUg are step sizes that control convergence speed of the adaptation. 
Notation med{.}L denotes the median operator of a sliding window spanning L sample 
points of the gradient estimates which are given by 
•", ep(k-L+l)�k韻} (2.53) 
and 
{ •", • 丄 + l ) V - “ i } (2.54) 
respectively. The original median filter is now composed of two MLMS adaptive 
branches. 
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Fig. 2.5 An adaptive split-path median LMS line enhancer. 
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Next, we shall prove that ep{k) and eq{k) are uncorrelated to each other. For 
example, when A =1, we have 
ep(k) = [x(k)-x{k-M-1)]-pI[i^ - J N ( 2 
and 
e, (k) = [x(k) + x(k-M-1)] — ql [ /^ J^ 
rir •乂） 
-[1 JN+\\^k+2 
where IN+\ and JN+\ are matrices of rank 7V+1 • Hence, we have, 
E[e^(k)e^{k)\ = [\ —Ar+i]五IX+2太L] 二制 \ 
1— � L M. k " 
-[1 - P l l h . 人 X + 2 「 ； J � ( 2 . 5 7 ) 
L*^a^+I�L 父it� 
— 广 —H I— 厂 一 
y^ lj- r 1 0 0 1 
=1 ~Pk In+\ —Jn+1. J 0 ^M+2 J 0 J -a 
{.JN+\ U � u�L«/制」L 父」 
Use the properties of J, we can get, 
E[ep(k)e (k)] = [\ -pI][-Im^i Jn^^m^i 广 — „ 
L*^ Ar+i�L—父 i t � 
= -E[e^{k)e^{k)\ (2.58) 
=0 
This implies that minimization of individual mean square error (MSE) of the two 
branches separately is equivalent to minimizing the global MSE of the system. 
2.3.3 Convergence Analysis of SPMLMS 
Basically, only a monotone sequence will be invariant when passing through an 
ordinary median filter [Tukey 1977]. But this restriction can be released if the window 
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size of the median filter is properly chosen within a well defined range [Bovik 1983]. 
Given an input sequence to be median filtered with an L=2m+\ window, a necessary 
and sufficient condition for the signal to be invariant is that the transition from an 
ascending slope to a descending slope or vice versa must be separated by a constant 
neighborhood (i.e. at least m+\ consecutive identical points) or the data sequence 
must be local monotone for more than m+2 consecutive points [Gallagher 1981]. The 
commonly used square wave or a sine wave signal can be described as local monotone 
sequence. If ep{k)Sp,k and eq(k)Sq,k are decreasing in a local monotone manner, then 
each coefficient being updated by SPMLMS will also converge monotonically [Tukey 
1977]. Because x{k) is assumed i.i.d. with symmetric density and that Sp,k and Sq,k are 
generated by taking an orthogonal transformation o^Xk, the elements in Sp{k) and Sq{k) 
are i.i.d. In most cases, e{k) is also i.i.d. with symmetric density. Therefore, the 
densities of the composite sequences in ep(k)Sp,k and ep{k)sg,k may be considered as 
approximately i.i.d. and symmetric. Invoking the well-known result on the median of 
an i.i.d. random process [Bovik 1983], viz, the mean of an i.i.d. sampled signal with 
symmetric density is preserved under median filtering, we have 
E [ m e d { � � � ] (2.59) 
and 
E [ m e d { � ( 众 J 二 E [ � ( 众 K J (2.60) 
Taking the mean on (2.51) and using (2.59), we have 
] = E[p, ] + 五 [ m e d { � � s 几,}.] 
=E[p, ] + MpE[id(k) - pTk�,k�Sp,k ] 
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Because the weight vector changes very slowly during adaptation, it can be taken as 
statistical uncorrelated with input signal, then we have 
] = ] + 讽 d ( k ) - ] 
where Rdp = E[d(k)Sp/l In steady state, if the optimal solution is obtained, we have 
] = (!- ] + 2 fi^R,^ 
Similar result can also be derived for parameter qu. When jUp and ^q are selected to 
satisfy 
0 < < — ^ and 0 < <Y~ ( 之 ⑷ 
\,max q,max 
such that pk and qk will asymptotically converge to their optimal value p and q . 
Comparing (2.64) with (2.41), we can see that convergence is also assured for the 
SPMLMS algorithm subject to the same stability conditions. 
Although the splitting procedure does not alter the eigenvalue ratio of the 
global system, the eigenvalue spread of individual signal feeding to the two filter 
branches is always smaller than the original one [Ho 1992]. Hence an improvement in 
convergence behaviour is anticipated. 
If the window length of the two-path median filter is short in comparison with 
the adaptive process and is less than twice of the identical points of the input, the 
monotone characteristics can be retained in the SPMLMS method. That is the edge 
details of the signal will usually be preserved but the sparse impulse noise interference 
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will be eliminated. Simulations show that when 1=3 or 5, the SPMLMS algorithm can 
satisfactorily track square waves, periodic signals or even some pseudo periodic data 
like speech signals. 
In many adaptive applications, e{k) acts as a feedback signal to the system and 
is a nonstationary sequence, such that e{k)xk is not strictly i.i.d.. Then (2.59) and 
(2.60) do not exit. In such cases, we can prove that the SPMLMS algorithm still 
converges in the mean sense under some specified conditions. Define the parameter 
error vectors as follows, 
^p.k=Pic-P* and Vqk 二q「q* (2.65) 
Substitute (2.65) into (2.51), the coefficient error vector for branch p can be 
expressed as 
V+i = V + � e d { ( / � 厂 ( 2 66) 
- "斤 d { $ 乂 , V 广山 
In right side of (2.66), the median gradient for updating the /th coefficient of pk can be 
written in the forms of 
med{�(k-i)s^ (k�Vp,k (0)+- • (/>• 
二 m e d { [ x (众一众 ) — x (众— M + l ) ] v， , , ( 0 ) (2.67) 
+• • .+[x(k-i)-xik-M+Ui)f Vp,k (/)+•. •} L 
If i < M2, and assume that x{k) is a random process such that the median filter has a 
"diagonal dominance" behaviour [Johnson 1988] [Haweel 1992], then taking 
expectation of (2.67) yields, 
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I E [ m e d { � {k-i)s^ (幻 V凡,（0)+. • (众-/>,，,（/)+. ••},] 
(2.00) 
= E [ m e d { { k - i ) + x ' v ， , , ( O I l I 
When jUp is chosen to be small enough, the fluctuation of Vp’k will be very small, which 
can be regarded as a constant and is independent to Sp,k . In this case, 
E[med{[x2 (k- i ) + x\k-M + l + /•)] v几,(/)},] 
(2.69) 
= E [ m e d { j c 2 + i)},] E[v八,(/)] 
Furthermore, when Xk is stationary, 
E[med{x' + + J 
= 2E[mQd{x\k-i)},] (2.70) 
Thus the expectation of the parameter error vector of branch/; will satisfy 
= (2.71) 
Similar results can be obtained for branch q. Consequently the stability bounds of the 
step sizes becomes, 
0 < u „ < — and 0 < ju. < — (2.72) 
P Pp P, 
The above analysis is similar to [Haweel 1992], but the result in (2.72) has indicated 
that the dynamic range of the convergence step sizes for the SPMLMS algorithm is 
approximately twice as large as that for the MLMS algorithm [Haweel 1992]. The 
convergence factors can be estimated from the experimental input data, or by an 
optimal convergence factor tracking method [Wan 1994a] [Yassa 1987]. Therefore, if 
JUp and jLiq are chosen properly, a faster convergence speed can be achieved by 
SPMLMS. 
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2.4 Computer Simulation Examples 
We demonstrate the superior performance of the SPMLMS algorithm in the 
context of line enhancement when the input signal is corrupted by noisy interferences. 
In our simulations, we chose the order of the filter M=8, the moving window size L=3, 
and the time delay A=7. The input signal employed was in the form of 
x(k) = h{k) + r{k) (2.73) 
where h{k) was the desired signal contaminated by another undesired noise, r(k). 
Fig. 2.6 plots the learning curves obtained by using different algorithms 
including the conventional LMS, MLMS and SPMLMS. The convergence factors 
were kept identical in all cases. The input signal h(k), in this example, was a step 
function with amplitude equal to 1.5，while the undesirable signal was a Gaussian white 
noise with power c^=0.025. The convergence factors were chosen as 
厂外=外=0.0005. Apparently, SPMLMS performs better than the conventional LMS 
and MLMS. It tracks the step input with a fastest convergence rate among three 
methods. In Fig. 2.7, a squarewave input with varying pulse width and amplitude was 
used in order to evaluate the edge-tracking capability of the algorithms more 
rigorously. In this experiment, the noise power and the convergence factors were set 
as and //二//?=//«^=0.0001 respectively. The output responses of the algorithms 
are depicted for comparison. It is noted that SPMLMS is capable of capturing the 
original shape of the abruptly changing edges of the input signal in a much shorter 
interval and with smaller ripples. 
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Fig. 2.6 Comparison of convergence speed for SPMLMS, MLMS and LMS. 
input (noise power =1) , J, • n Jl I 
y 
8 “ outputs ^ ^ ^ SPMLMS 1 次•…\ 
r Z ^ ^ — — t f V M L M S \ 
； - / ^ S f 1 \ 
-4-
n 1 1 1 
0 100 200 300 400 500 
Iteration Number 
Fig. 2.7. Output responses for square wave input. 
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Fig. 2.8 compares the impulse rejection capabilities of LMS, MLMS and 
SPMLMS. In this case, two impulsive interferences of amplitude 10 were added to the 
desirable signal h{k) which was a sinusoid in the presence of a white Gaussian noise. It 
is observed that both MLMS and SPMLMS suppress the impulsive interferences 
efficaciously while the wave distortion for LMS is most serious. In this experiment, 
we have used different convergence factors for different algorithms in order to produce 
the best results for each individual method. If we use the same small value of ju for 
LMS and MLMS as for SPMLMS, MLMS will converge much slower whilst the 
convergence rate of LMS will be so slow that the desired signal can never be extracted 
from the noisy environment. This demonstrates that SPMLMS has a superior 
performance and a faster convergence speed than other methods [Wan 1994c]. 
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Fig. 2.8. Performance comparison of LMS, MLMS and SPMLMS 
to the impulsive distortion. 
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2.5 Summary 
In this chapter, we briefly review the properties of Wiener-Hopf solution and 
the behaviour of stochastic gradient-based adaptive algorithms, especially the 
characteristics and limitation of the well-known LMS algorithm. We then introduce 
the principle of split-path adaptive filtering and discuss the advantages of the method. 
Two realization schemes for the split-path adaptive algorithm have been described. 
As an application, a split-path median adaptive algorithm is proposed that 
makes use the merits of both the split structure and the median filtering technique. The 
convergence behaviour of the algorithm has been investigated, which indicates that the 
split-path median LMS is very effective for suppressing the sparse impulsive noise and 
for tracking the sharp edges of the desired information. Computer simulations of an 
application to line enhancement are presented to confirm the superiority of the 
proposed algorithm. 
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Chapter 3 MULTI-STAGE SPLIT STRUCTURE 
ADAPTIVE FILTERING 
The split-path adaptive algorithm has been shown to possess many distinct 
advantages for adaptive signal processing in spite of the fact that it is mainly used for 
non-symmetric /antisymmetric systems. 
In this chapter, we shall extend the split-path structure to a more general 
modular form, namely the multi-stage split-path adaptive filtering approach [Wan 
1995a]. We shall illustrate that any systems with M=2^ coefficients can be 
decomposed, after L steps splitting operation, into M single parameter adaptive 
subunits connected in parallel. The properties of the proposed algorithm will be 
discussed in terms of the mean square error and the convergence rate of the system. 
The multi-stage split-path adaptive filter has many unique merits, especially in 
transforming the original input data to some sequences that possess specific 
characteristics for easy of processing, which enables it to have superior adaptation 
performance than other conventional adaptive algorithms. The computation involved 
in the new algorithm is straight-forward and succinct, therefore, it is easy to be 
exploited in real time applications [Wan 1995c]. 
3.1 Introduction 
In Chapter 2, we have shown that the split-path structure is very effective in 
improving the performance of an adaptive system particularly to enhance the 
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convergence rate of the algorithm. It is intuitive to think that if P{z) or Q{z) is split 
once again, the eigenvalues in associated branches will be redistributed into two 
sequences each with a smaller eigenvalue spread, consequently faster convergence 
behaviour could be anticipated. Furthermore, if the original FIR filter is of length 
A/=2乙，the question of whether the above splitting procedure can be applied stage by 
stage in order to achieve an entirely parallel structure is of great interest. We shall 
illustrate in this section that a symmetric or an antisymmetric filter cannot be split into 
two linear phase subfilters by directly employing the above technique. Subsequently, 
we shall propose a novel method that can decompose an FIR filter step by step in a 
pragmatical way by using the split-path configuration. 
The equation (2.38) that illustrates the relationship between the filter 
parameters can be expressed in the form of 
， " W � � （3.1) 




Assume W(z) is already a symmetric filter, then after the splitting operation, (3.1) will 
become 
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Pk~\ 1 , 
L d 2 
- • 1 � 0 -
� ] 0 (3.4) 
1 一 • “ 、 
9 r J z 
⑷ ： 
， o W � U a t - I W -
Therefore PK = 0. In much the same way, if W(Z) is an antisymmetric filter, the split 
operation will result in 办=0. Obviously, no benefits can be obtained from the above 
operation because some parameters are canceled out during the process. In order to 
establish a multi-stage split-path adaptive filtering structure, some modifications are 
needed. 
3.2 Split Structure for a Symmetric or an Antisymmetric 
Adaptive Filter 
By examining the property of linear phase antisymmetric/symmetric filters 
carefully, we can express the transfer function of the parent filter by using the 
following equation, 
= { P o +"• + PM-.(众)厂“"]-,[p.-. +"• + A ) (众 " " ] 
+ [q,�z�+••• + Wz—屍]+ z-N [�—1 � z � + • • • + � � W z - M ] 
= P I ⑷-Z-N PD ( Z ) + A ⑷ + ？ QD ⑷ 
where PD{Z) and QD{Z) are FIR filters similar to PIZ), and QIZ), respectively, but with 
the filter coefficients being arranged in reverse order. Expression (3.5) can be 
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considered as a description of an adaptive system that contains four separated 
subfilters connected in parallel. This is shown diagramatically in Fig. 3.1(b). Since 
Pjiz\ PD{Z), QI(Z) and QD(Z) are no longer symmetric or antisymmetric, each of them 
itself is possible to be partitioned into a pair of symmetric/antisymmetric iV-length 
filters. Therefore, the system can be reconstructed by eight adaptive units as depicted 
in Fig. 3.1(c). The splitting technique can be applied to these eight subfilters again 
until eventually a collection of parallel subunits each of filter length of 2 is achieved. 
Based on the above discussion, we shall develop our multi-stage splitting 
strategy in matrix form. Let us rewrite the antisymmetric subfilter P(z) as follows, 
P{z)^[z\z-\ ••sz-M+i] "^PN-irPN-i，-Pi-PoY 
= 厂 \ 厂泥]L p � W , A W , •", P“众 f (3.6) 
-z—"[/,厂1，•", z - 顔 ] [ p ^ W , … ’ M k ) , Po(k)Y 
Notice that the two polynomials at the right hand side of (3.6) have exactly the 
same elements but with reverse order, therefore 
Pi(z) and PD{Z) represent two iV-length filters with identical parameters but arranging in 
forward and backward configuration and they are neither symmetric nor antisymmetric. 
Therefore, each of them can be decomposed according to the procedure as described 
in Chapter 2. Define h as an identity matrix and h as an anti-diagonal identity matrix 
of rank NI2, pk can be separated into two vectors by a splitting matrix, 
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Fig. 3.1. A logical approach to split an antisymmetric filter in a modular form. 
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P\k /o ox 
Pk= _ J R „ (3.8) 
where 
P,, = [ A , q � , � , … , A , i v / 2 - i � ] ' (3-9) 
and 
Pu 二 LP2,�W, … , / \ 體 - 1 （310) 
Substitutepk into (3.7), we have 
K z � _ [ z � z ] ... 厂 A A 冗凡' 
2 2�L尸： 々 (3.11) 
-Arr^ O -1 -N+\] J h P\k -Z z ,z , •••, z _T J „ 
L � 2 "^之」!"/^?*：」 
Now P{z) is decoupled into two parts and each part is characterized by a 搬- length 
parameter vector, p n or p2k, accordingly. It is trivial that the above expression of the 
modular approach is redundant and can be simplified. By rearranging the terms in 
(3.11), P(z) can be expressed as 
D / � 0 -1 - 叫 ， ， 7 - " , 、 A Plk 
2 2」广 (3.12) 
=2。厂 1 ... Z-M+'l A P让 
L-«^1�L-•^2�LjP2Ar-
The decomposition form of 2 0 ) can be derived in a similar manner which is given by, 
/ i i � /， z ^ i r ^ x ^ 
� \ 0 -1 / J I .-N J \ I 2 Z iiic 
2 ( z ) = z , … , z • ( J i+Z J � 2 , 
1 「 1 (3.13) 
0 -1 -M+ll A A X^k 
= Z ,Z , ••., Z J -J J N 
L«^ i�L一 "^aJL^fa j t� 
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where 
^ u W ' - ' W i W f (3.14) 
and 
qu = [知⑷， 知 W, •", 2^.^ /2-1 (^)]' (3.15) 
are the iW2-length parameter vectors. While the relationship 
《广「 / 2产」 (3.16) 
also holds. Combining (3.12) and (3.13), the transfer function of the parent filter 
becomes 
� —j N 
从 ( T j j r /2 ii^^Pik'^�A1�A A qyc 
机 z ) = [ z , z - , j X p J U X - J . j . h J ) 
� J 2 0 ( 3 1 7 ) 
r o _ M + i i 「 了 1 A " ! 0 0 
一iz j j 0 0 4 / 2 q,, 
_ 0 0 - J 2 J2 \ l92k-
Now, let us define yet a second splitting matrix, U2, as follows, 
“12 -J2 0 0 -
I2 Jl ^ 0 /O 1 ON 
^ 么 0 0 ( 3 . 1 8 ) 
_ 0 0 l2 J2-
Equation (3.17) is then simplified to 
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Pxk 
W{z)=[z\z-\ UlUl P狄 (3.19) 
Jhk -
This illustrates that the original adaptive filter can be split into four parallel subfilters 
after two splitting operations by means of Ui and Ih. The total number of filters 
weights remains unchanged and the parameter vectors are related by 
Pxk 
w, = Ul Ul Pu (3.20) 
qvc 
-92k-
In practice, the system described by (3.17) or (3.19) is very easy to implement. 
By putting (3.20) my{k), we have 
= p l k Plk qlic ^L] U扎Xk 
Sp\,k 
� ( 3 . 2 1 ) 
T T T T y^ff^ 
=Pile Plk . 
Jq2.k -
where 
= [ � , � W , � u W , ••., V 勝 i ( 视 i 二 1,2 (3 22) 
二 [ � , , � � , � u W , … , W 侧 i = 1,2 (3.23) 
The block diagram of a two-stage split-path adaptive system is shown in Fig. 3.2. 
To recompose the four new input sequences for the respective subfilters, we 
simply need to multiply the composite "splitting matrix", i.e. Ihlh, with the original 
signal vector, that is 
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� ’ " = ( 3 . 2 4 ) 
Sq\’k 
-Sq2,k _ 
Fig. 3.3 illustrates the procedure to compute (3.24) for an M=8 system graphically. 
Apparently, the realization of (3.24) is trivial, only 2M extra accumulators are needed 
for the hardware. 
Now, the overall system output will be the sum of those of the subunits, 
y(k) 二 ；V (k)+少W+W+少…W (3 25) 
Y T T T 
二 P\k + PlkSpl,k 
and the ensemble output error is given by 
eik) = d(k)-y(k) 
r T T T 1 (丄 26) 
= S凡,+P2,S^2,k 
The parameter updating equations for the branches are, 
P i M � P f M p i ( y , � k ' = (3.27) 
�a+i=砂 —1，2 (3.28) 
where Vp, and V尔 are the gradient operation with respect topik and《汝(i=l,2 ). 
If the LMS algorithm is applied, and assume that all parameter vectors are 
independent to each other, we have 
二Pik+2〜e{k)Spi，k i = \a (3.29) 
and 
二 q , 御 i = l,2 (3.30) 
The subfilters are now adjusted simultaneously but independently to achieve their 
optimal solutions. 
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Fig. 3.2. A two-stage split-path adaptive filter. 
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Fig. 3.3 Construction of the new input vector for a 2-stage split system (M=8). 
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3.3 Multi-Stage Split Structure for an FIR Adaptive Filter 
In this section, a more general form of the multi-stage split structure adaptive 
system will be developed. We shall demonstrate that any M=2^ coefficients FIR filter 
can be decomposed into M parallel single-parameter filters by employing the previously 
described symmetric/antisymmetric splitting operations. The new system parameters 
are being updated simultaneously by using a transformed input vector derived from the 
Z-step splitting matrices [Wan 1995a]. Because the eigenvalue spread has been 
reduced during the splitting process, faster convergence speed can be achieved. 
Let us define mMxM splitting block diagonal matrix as follows, 
u. ••• 0 
t/, A i •.. i i = h 2, (3.31) 
_0 … u . _ 
This matrix has its diagonal element, m,, of the form 
« 乂 ; ' - � ' 1 卜 1 ’ 2 , . " ’ L (3.32) 
“ I h 
where h and J, are (M/2' )x(M/2') identity matrix and anti-diagonal identity matrix. By 
applying the splitting matrices {Ui，i=\,2...L } to decompose the original system step 
by step, we ultimately get M branches that are connected in parallel. Each of these 
branches has only one single parameter and is therefore a simple adaptive gain unit. 
Let Ci{k) denotes the parameter of the 严 filter branch, we can construct a new 
decomposed system which can be described as, 
= •" , z—胁 1 U l U l … U l (3.33) 
- C M W . 
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where 
c,{k), (3.34) 
Hence, the original M-length adaptive filter is transformed into a collection ofM-scalar 
independent adaptive subunits. In other words, the tapped delay line structure is 
transformed into an adaptive linear combiner. The parallel inputs for the linear 
combiner is then given by 
which can easily be generated from 
gk:UJJL-r (336) 
The combiner weighs and sums the branch inputs to form the system output, 
y(k) : clg, (3 37) 
The system is called a "full split adaptive system". This novel multi-stage or full split-
path adaptive system is diagrammtically shown in Fig. 3.4. 
Different adaptive algorithms can be used for the multi-stage split-path system. 
When the LMS algorithm is used, the equation to update the gain parameter vector of 
the system is given by 
where the output error e{k) can be computed from 
e{k) = d(k)-clg, (3.39) 
and //is a convergence factor that controls stability and convergence of the system. 
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Fig. 3.4 Multi-stage split-path structure adaptive filter. 
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Because the branches are effectively uncorrelated to each other, different convergence 
factors can be employed for individual branches. That means the // in (3.38) can be 
replaced by a matrix 
fh … 0 
A \ ••• •: (3.40) 
- 0 … f l M -
where jUi is the step size corresponding to the 产 branch. This is a major advantage of 
the split-path adaptive system. With more flexible choice of convergence factors for 
individual branches, further enhanced convergence behaviour can be anticipated. 
In applications, if the parameters of the original structure is interested, for some 
particular cases such as system identification, it is easy to compute from the following 
parameter relation formula 
W k : U ( U U l c , (3-41) 
3.4 Properties of the Split Structure LMS Algorithm 
The mean square error (MSE) is commonly used as a cost function to measure 
the performance of an adaptive system. For a one step split operation, e{k) is given by 
e{k)=dik)-[pl (3.42) 
-^ q.k J 
Squaring (3.42) and taking expectation yields 
s = (3.43) 
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where ^ = Rp = E[Sp,k / m ] and Rg = E[Sg,k s'^ g.k] are the autocorrelation 
matrices ofSp,k and s 缺 and Rdp = E[d(k)Sp,kl Rdq = 'E\d(k)Sq,k] and Rpq = /化 d are 
the cross-correlation matrices. From (2.34), we have 
, � � � -
五丨 fc R (3.44) 
Note that the input autocorrelation matrix Rx is a symmetric Toeplitz matrix where all 
the elements along each diagonal are equal [Gray, 1972] which can be expressed in a 
block matrix form 
R 文 = R o (3 45) 
L及1及0-
Since Ro is also a symmetric Toeplitz matrix, it is easy to show that 
J , R, = J , and J , / ? � J , = Ro (3 46) 
Substituting (3.45) and (3.46) into (3.44), we have 
R,及;J 二 � A -j.^^Ro ^ ' ^ r / , I, 
-Rpq 双 J —L/i / i � k ^ J (3 47) 
— 2 R ^ - 2 J , R , 0 1 
That is Rpq =0. This proves that Sp,k and Sq’k are totally independent to each other. 
From (3.47), we have found that the splitting operation not only reconstructs the input 
vectors, but also compresses the autocorrelation matrix Rx as well. More precisely, it 
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has a unique function to diagnolize Rx. As a result, the split subsystems are completely 
decoupled. Therefore, (3.43) can be simplified to 
In this case, adaptation of each parameter vector can be done simultaneously and 




where the control factors, jUp and jUq, can be assigned with different values for different 
subfilters to fiarther speed up the convergence rate. 
For the system with two splitting stages, we have 
, � "I A 
E sTpu = 尋 X U^Ul (3.51) 
V \-^q2,k J y 
By using the result in (3.47) and invoking the definition of Ih yields 
R 0 1 ^ 
U从Rx ulul 二 I h � R Ul 
� r g 1 (3-52) 
= 0 
= _ 0 
In (3.52), U2 provides a data compression operation on Rp and Rg, respectively, which 
is similar to what U\ has done on Rx. 
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While for a full split system, it is also easy to show that the autocorrelation 
matrix Rg=E[gkg\] strictly retains the form as in (3.47). That is, Rg can be divided into 
four subblocks and its top right and bottom left subblocks are always null matrices. By 
the compression operation made by Rg will gradually approach to a diagonal form. 
The above result can be considered from another point of view. Since Ui is an 
orthogonal matrix, the product ULUL-I…Ih is actually an orthogonal transform applied 
onto Xk. It has been proved that when the decaying time constant of the input 
autocorrelation Rx is sufficiently small compared to the filter length, Rx can be 
approximated by a circulant matrix such that Rg is close to a diagonal form [Lee, 
1986]. In (3.47), U J U f i is exactly a diagonal block matrix. When further splitting 
operations Ui (/=2,... L) are applied, the autocorrelation matrix can still be expressed 
in a diagonal block format. With the increasing of i, the non-zero elements in Rg will 
only distribute to the nearby elements of the diagonal. Thus the principal elements will 
gradually concentrate to the diagonal of the autocorrelation matrix. This means that 
the correlation between M parallel inputs is getting weaker and Rg becomes more 
diagonally dominant. An original M-length adaptive system is reduced to a set o f M 
decoupled adaptive subunits each with a scalar parameter. Computer simulations have 
also confirmed that the "principal values" will always locate on the diagonal of Rg 
after splitting. 
Define a parameter estimate error vector for the full split system 
Vj^-c^-c* (3.53) 
where c is assumed to be the optimal weight vector for the full split system. Put 
(3.53) in (3.38)，we have 
62 
Chapter 3 Multi-stage split structure adaptive filtering 
_ , r » T \ V 
= n+2// {glc -g,c)g. 
Taking expectation of (3.54) yields 
] = E[v, ] + {glc- glc)g, ] 
Assume vu changes very slowly during adaptation (this assumption is commonly used 
in most literatures), we have, 
= E{v,]-2inR^E{v^] (3.56) 
When self-orthogonal adjustment LMS algorithm [Gitlin, 1977] is introduced, (3.56) 
becomes 
= (3.57) 
and a full split-path self-orthogonal LMS algorithm is obtained, 
二 Ck+2-乂k�gk (3.58) 
where diaglo；^,g^ ...ox/}, and of is the power estimate for branch i that can be 
computed by averaging with a moving window. Since Rg is approximately diagonal, it 
is actually an approximation of the power spectrum and A^ can be taken as the estimate 
ofRg, Therefore, A'% , in equation (3.57), will approach to unity, the eigenvalue 
spread of the associated transformed signal matrix is approximately unity as well, 
therefore, a faster convergence speed can be expected. 
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Another advantage of the split structure is its relative insensitivity to parameter 
fluctuations. For an ordinary high order transversal filter, the adaptation 
characteristics are in general sensitive to variation of coefficients. However, for a split 
structure adaptive filter, the high order system is being reduced into a set of low order 
subsystems，which in turn reduces the sensitivity to parameter fluctuation, therefore 
increases the stable operation range of the overall adaptive system. 
The generalization of the continuous split algorithm is easy to implement. For 
a typical system with 8 parameters, the full split input vector is formed by Ih lh lh 
‘ 1 - 1 1 - 1 1 - 1 1 - 1 ' 
1 1 - 1 - 1 1 1 - 1 - 1 
1 - 1 - 1 1 - 1 1 1 - 1 
g, = U卵一k 二 I I 1 1、= (3.59) 
1 1 - 1 - 1 - 1 - 1 1 1 
1 - 1 - 1 1 1 - 1 - 1 1 
_ 1 1 1 1 1 1 1 1 _ 
The flow diagram for calculating (3.59) is shown in Fig. 3.5. Comparing H^ 
with an 8x8 Walsh-Hadamard transform matrix [Wan 1992], we can see that they 
have exactly the same elements except for some permutation changes in rows. This 
gives us some very important revelation of the characteristics of the split structure. 
The unification between split-path structure with discrete Walsh transform (DWT) will 
be discussed in depth in Chapter 6. 
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Computing direction: left > right 
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Fig. 3.5 Flow chart for computing parallel input. 
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3.5 Full Split-Path Adaptive Algorithm for System 
Identification 
An application of the proposed algorithm to adaptive system identification is 
shown in Fig. 3.6 which is used to evaluate the performance of the split algorithm and 
to validate its unification with DWT. As an example, a 7场-order plant was to be 
identified which had the following transfer function, 
= 0.97+1.224厂 1 +0.429厂2 +1.141 厂‘ （3 
+0.6742-" +0.265Z—5 +2.208厂 6 +3.071厂7 
The input sequence, x{k\ had a power fixed at <t/=1. The additive noise n{k) was 
treated as the measuring error while the sum of the plant output and n{k) becomes the 
desired output signal. By changing the system model within the block marked by 
dotted line as shown in Fig. 3.6, different adaptive algorithms could be applied. All 
simulation results were obtained from an average of 500 independent runs. Fig. 3.7-
3.9 compare the learning curves of four different types of adaptive structures, namely 
the non-split configuration, the 1-level, 2-level and fiill split systems. It is shown that 
the performance of split algorithms is superior than the conventional LMS method in 
almost all conditions. By splitting up the system continuously into a parallel of sub-
sections, the convergence behaviour is improved and the full split structure always 
achieves the fastest convergence speed. It is also noted that a full split-path adaptive 
filter has identical performance as an 8x8 DWT adaptation. This demonstrates the 
unification of split-path adaptive filtering and adaptation in Walsh transform domain. 
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It is well known that the convergence factor // takes an important role in 
controlling the convergence speed and stability, a bigger // can give a faster 
convergence speed but it will also produce a greater level of fluctuation to the output 
of the adaptive system. Fig. 3.10 compares the learning curves for different adaptive 
structures when the convergence factor was as large as 0.075. It is observed that 
under this situation, there was a serious fluctuation in the MSE of the output for the 
conventional LMS method. But such fluctuation decreases if the split-path technique 
is incorporated and the full split structure will have the smallest fluctuation in MSE. 
The reason being that the split operation tries to whiten the input signal before 
adaptation, thereby providing a wider admissible range for the convergence factor. 
This also demonstrates that the split-path adaptive system is less sensitive to 
fluctuation of parameters as the input signal has greater level of changes. Hence, the 
split-path system possesses a more robust stability behaviour. 
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Fig. 3.6 Adaptive system identification model. 
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Fig. 3.7 Comparison of learning curves (noise power = -lOdb). 
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Fig. 3.8 Comparison of learning curves (noise power = -3 db). 
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Fig. 3.9 Comparison of learning curves (noise power = Odb). 
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Fig. 3.10 Comparison of fluctuations in MSE with |LI=0.075: 
(a), non-split structure; (b). one-split structure; 
(c). two-split structure; (d). full-split structure. 
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3.6 Summary 
In this chapter, we first demonstrate that how a FIR can be decomposed in a 
pragmatic way by using the split technique. We then develop a generalized modular 
form of multi-stage split-path structure for the adaptive systems. We show that any 
M=2^-coefFicient system can be decomposed, step by step，into a collection of M 
parallel single parameter subfilters by L split operations. The properties of the split-
path adaptive LMS algorithm are investigated. The essential function of the split 
method is its capability for diagonalizing the input autocorrelation matrix, thereby 
reducing the eigenvalue spreads associated with subsystems. This makes the split 
algorithm an efficient and effective method to improve the performance of adaptive 
filtering. 
Besides, the multi-stage split-path structure adaptive filtering is easy to realize, 
only ZxM extra additions are needed for the split operation to be implemented. 
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Chapter 4 TRANSFORM DOMAIN SPLIT-PATH 
ADAPTIVE ALGORITHMS 
In the past few decades, there has been an increasing interest with respect to 
using a class of orthogonal transforms in data compression and other digital signal 
processing applications. Various unitary transforms have attracted considerable 
attention for their applications in transform domain adaptive algorithms and have been 
shown effective to increase the convergence speed by whitening the power spectrum of 
the input signal. Because the autocorrelation matrix of the transformed signal is 
approximately whitened, the potential for further enhancement of the performance of 
the adaptive system still exits. In this chapter, a transform domain split-path adaptive 
algorithm is investigated. The properties and performance characteristics of the 
transform domain split-path adaptive filter (TRSPAF) are examined thoroughly. The 
optimum Wiener solution and the steady state MSE of the adaptive system are derived. 
The proposed structure allows different convergence factors to be used for the two 
filter paths in split structure to achieve a superior convergence behaviour. The analysis 
is general and rigorous, and does not restrict to any particular transformation. 
Simulation results show that the performance of the split-path predictor can be 
improved remarkably when adaptation is performed in the transform domain while its 
system complexity still remains unchanged [Wan 1995b]. 
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4.1 Introduction 
Adaptive filters are generally implemented in the time domain and particularly 
the LMS algorithm is widely used in many applications because of its simplicity in 
realization. One drawback of the LMS algorithm is that its convergence speed 
decreases as the eigenvalue spread of the input autocorrelation matrix increases. An 
ideal approach to increase the convergence speed of the LMS algorithm is to use a 
matrix convergence factor that is obtained by multiplying the inverse of the input 
autocorrelation matrix by a scalar constant. This type of weight adjustment is known 
as self-orthogonalization [Gitlin 1977] [Widrow 1984]. It can be shown that the 
resultant matrix controlling the convergence speed of this algorithm is an identity 
matrix and, thus the eigenvalues are all equal. However, realization of this algorithm 
required a large number of arithmetic operations due to matrix manipulations. 
Some reports have pointed out that adaptive filters can be implemented in 
frequency domain to achieve faster convergence speed [Dentin�1978] [Bershad 1979: 
[Reed 1981] [Bitmead 1981]. The fast Fourier transform (FFT) algorithm can also be 
used to reduced the computational requirement for implementing the TDL adaptive 
filters in transform domain [Ferrara 1980]. 
Based on the fact that eigenvalue spread is bounded by the ratio of the 
maximum to minimum magnitudes of the input power spectrum [Gersho 1969], 
Narayan et al. [1981] [1983] proposed a transform domain LMS to improve the 
convergence speed of the adaptive systems. The fundamental concept of the technique 
involves transforming the input sequence to some less correlated samples before 
updating the filter parameters. Theoretically speaking, any orthogonal transformation 
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can be used, of course, implementation complexity of different transforms may not be 
the same for every case. Furthermore, the ability of whitening incoming signals may 
also vary for different transforms and is usually dependent on signal characteristics. It 
has been illustrated in many literatures [Narayan 1983] [Lee 1986] [Ho 1992b] [Wan 
1992] that transform domain adaptive filtering (TRAF) can improve the convergence 
rate substantially but in the expense of an increase in computation. 
Since the whitened signal in transform domain is nearly uncorrelated, the 
relative disparity in eigenvalues still exists. In this chapter, we shall exploit the 
transform domain adaptive technique to a split-path structure linear prediction so that 
its convergence and tracking capabilities can further be improved. The properties and 
performance of the transform domain split-path adaptive filter are examined 
thoroughly. The optimum Wiener solution and the steady state MSE of the adaptive 
system are derived. The analysis is general and does not restrict to any particular 
transformation. Simulation results show that the performance of the split-path 
predictor can be improved remarkably when adaptation is performed in the transform 
domain while its system complexity still remains unchanged [Wan 1994a] [Wan 
1995b]. 
4.2 General Description of Transforms 
It is known that all eigenvalues of the input autocorrelation matrix Rx are 
bounded by the minimum and maximum values of the power spectrum of the input 
[Gersho 1969]. Therefore, one method to increase the convergence speed is to whiten 
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the power spectrum of the input signal by transformation. Let Xk be an Mxl signal 
vector at time instant k, 
X, = [x{k\ x(k - 1)，…，卓 -M + l):r (4.1) 
then i tsMxl transform vector fk, is given by, 
L = V X k (4.2) 
where 
L = [ f o W ， A W , / M - i W f (4-3) 
V denotes a unitary two-dimensional MxM transform matrix. The restriction of V to 
unitary matrices ensures conservation of signal energy in the transform domain, i.e., 
Z k M ^ - Z I / w f (4.4) 
i i 
4.2.1 Fast Karhunen-Loeve Transform 
Among all transforms，the Karhunen-Loeve transform (KLT) is known to be 
optimal in the sense that it yields uncorrelated data, simplifying succeeding operations. 
The KLT o£xk is a matrix V, composed of the eigenvectors of Rx and is defined by the 
relation [Jain 1974], 
(4.5) 
where A^ is a diagonal matrix of eigenvalues g}. When x(k�is a first-order Markov 
process with zero mean and unit variance and the autocorrelation fiinction is given by 
E[x(k)x{k-^n)]= p^"^ k= 0,1, - . - . M + l (4.6) 
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then the KLT of the vector Xk can be computed from 
� 1 (4.7) 
各 M + 1 jn 1 , , 
=^a.x{k - j ) sin + — z = l，...，M ；=1 L 1 Z � 
where 
o f � � r (4.8) 
\ - 2 p cos^y, + p 
and Qi is the normalization constant and {cOi } are the positive roots of 
t a n M … （ l - / ) s i ? (4.9) 
coscy 一 2 p + p cosQ) 
Since the samples 腦 are uncorrelated, they can be quantized independently. KLT 
also possesses minimum mean-square error property which makes it optimal for data 
compression [Watanabe 1965]. However, due to nonharmonicity of the sine terms in 
(4.7), fast algorithm is not available in computing the transform. In practice, 
implementation of the KLT is a formidable task when the block size or the number of 
samples is large. Generation of a transform matrix is involved, and in general, a large 
number of multiplications are required for each incoming signal vector. Therefore, 
some suboptimal transforms have usually been substituted for the KLT in the hope that 
they may somehow simulate the KLT. 
For finite first-order stationary Gauss-Markov processes a fast Karhunen-
Loeve transform (FKLT) was developed by Jain [Jain 1976] which is described as 
9 ^ iin 
= / = 1 ， . " , M (4.10) 
This FKLT can be implemented via an FFT algorithm. 
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4.2.2 Symmetric Cosine Transform 
The symmetric cosine transform (SCT) is derived similar to FKLT, which can 
be expressed as [Kitajima 1980]， 
2 M-1 jj 
/ ( k ) = u(i) Z <j)x(k- j) c o s ^ ; r / • 二 0 , 1 ,…’从― 1 (4.11) 
where 
.(0= ^ , = 0，从-1 (4.12) 
1 elsewhere 
The SCT has the property of asymptotic equivalence to the KLT. Because 
SCT is characterized by a symmetric matrix, both the forward and reverse operations 
can be handled by a single apparatus in hardware implementation [Kitajima 1980；. 
4.2.3 Discrete Sine Transform 
Yip and Rao [Yip 1980] have proven that for large sequence length (M>32) 
and low correlation coefficient, the discrete sine transform (DST) performs better to 
simulate KLT, on the basis of the residual correlation and of the rate distortion. 
Therefore, the DST is sometimes used as a substitute for KLT. A fast DST is 
described by [Wang 1982], 
pT M-1 (2 j _!_ Wijr 
W = c(/) J I Z ( - 1 / X{k - j) s i n ^ ^ /二0,1，.•.,M-1 (4.13) 
where 
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‘ V 2 
c(0 = "Y" i = M - \ (4.14) 
1 elsewhere 
4.2.4 Discrete Cosine Transform 
The discrete cosine transform (DCT) is defined by [Ahmed 1974], 
/2 M-l 
户。 「 ] (4.15) 
2 躬 「；r(2y + l)i 八 , , 1 
乂 ⑷ = 1 7 5 琳 - 力 1 ^ ^ 」 问 ， " . , 从 - 1 
The DCT has gained widespread acceptance as a data compression method owing to 
its asymptotic equivalence to the KLT for first-order Markov random data. 
Algorithms for computing the DCT fall into two categories, one is based on other 
trigonometric transforms, such as the discrete Fourier transform (DFT) or discrete 
Hartley transform, and another computes the DCT directly [Heideman 1992]. 
4.2.5 Discrete Hartley Transform 
The discrete Hartley transform (DHT), first published in 1942, is defined as 
Bondyopadhyay 1988], 
1 M-l 
= T x ( k - j ) c^s (iTTiJ/M) (4.16) 
M 
where 
cas (iTTij / M) = cos {2Kij / M) + sin {Inij / M) (4.17) 
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DHT is an alternative formulation of a harmonic functional transform similar to the 
Fourier identity. It can be obtained from the Fourier integral by replacing the 
exponential function exp(-加0 = cos{(Dt)-jsm{a)t) by c2Ls(cot) = cos(dyO+ sin((yO- As 
the DHT and DFT are closely related, the Fourier spectrum can be calculated via the 
Hartley transform. For real signals, the even and odd parts of the Hartley spectrum are 
the real and imaginary parts of the Fourier spectrum, respectively [Meckelburg 1985]. 
4.2.6 Discrete Walsh Transform 
The discrete Walsh transform (DWT) is defined for a series of terms as 
[Beauchamp 1984]， 
1 M - l 
/ (k) = — I x k - 7)Wal(/,7) (4.18) 
M j=o 
where Wal(/j) is the (z,力 th element of DWT matrix, which is determined by 
(4.19) 
r=0 
where i and j are expressed in terms of their binary digits, e.g., i={iL-u h-i,…,hM)-
Walsh function can be derived by different methods, each having its own property. 
DWT is a real number transform, its transform matrix components take on values of 1 
and -1 only. The regular to compute DWT and inverse DWT are similar with only MM 
factor difference and its amount of computation is probably the fewest among all 
transforms. This distinguished feature makes the DWT most suitable for practical 
application. 
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4.3 Transform Domain Adaptive Filters 
4.3.1 Structure of Transform Domain Adaptive Filter 
The block diagram of a typical transform domain adaptive filter (TRAF) is 
shown in Fig. 4.1. The time domain input vector, Xk, is first converted into a transform 
domain vector,/a：，of the same length which can be expressed as 
f . = V x , (4.20) 
where V is an unitary matrix of rank M which represents the M-point discrete 
orthogonal transformation. As an updated x{k) arrives, the transform domain input 
vector/a： is renewed as well. In general, if Fis not a unitary matrix, then 
= KI (4.21) 
where K is a, constant that might vary with the vector size M and the kind of 
transformation used. Table 4.1. lists several common used discrete transform, their 
transform coefficients and associated factor K. 
By weighting the parameters in transform domain, where 
0)人…，t^M-i(众)r (4.22) 
we can get the adaptive output. 
M-l 
i=0 
Fig. 4.2 illustrates the realization of a transform domain adaptive filtering. 
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Fig. 4.1 Block diagram of a transform domain adaptive filter. 
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Fig. 4.2 Realization of a transform domain adaptive filter. 
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Transform Transform matrix components Factor K 
DFT V -厂•/2;r(/-l) {j-\)/M M 
FKLT . ijTT M-hl 
V • = sin ~""" 
M + 1 2 
- ^ w O ) cos - T T ^ / 二 0, M - 1 
SCT V, J ^ ^ 
u(j) cos ——- elsewhere 2 
I ” M-\ 
sin elsewhere 
DST V,.,厂 4 (_1)更y M 
i = M-l 2 
I V2 
DCT V, .— i l y ^ D i , ^ 与 
COS — ^ elsewhere 2 
I 2M 
DHT V,, 二 cas(2;r ij / M) M 
二 cos(;2;r ij / M) + sin(2;r ij / M) 
DWT Wal(/，力二 “ � M 
Table 4.1. Property of some discrete transforms. 
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4.3.2 Properties of Transform Domain Adaptive Filters 
According to (4.23), the error signal, e{k), of a transform domain adaptive 
filter (TRAP) is given by the difference between the desired response d{k) and the filter 
output X^), that is 
e(k) = dik)-y(k) 
= d{k)-iolf, -
where the MSE, s \ is defined as 
=E[e\k)-\ (4.25) 
and superscript t denotes the variable which is in transform domain. For gradient-
based adaptive algorithms, the MSE is minimized by updating m according to 
(4.26) 
where 77 is a convergence factor for the transform domain parameter, and ( Ve^  > is 
the gradient vector at the kth iteration. Define 
^AE[d\k)] (4.27) 
^ E [ d ( k ) f , ] and A E [ A / / ] (4.28) 
It has been shown by Lee and Un [Lee 1986] that the optimal weight vector, w and 
the minimum MSE in the transform domain are related to their counterparts in the time 
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� m 十 O � - / � ( 4 . 3 0 ) 
where Wk, ju and s denote the weight vector, convergence factor and the MSE in time 
domain adaptive filter (TDAF), respectively. It was also shown in [Lee 1986] that if rj 
二JU /K is used in the transform domain LMS algorithm, then the steady-state MSE of 
TDAF and TRAP will become identical. However, the convergence speed ofTRAF is 
significantly faster because the eigenvalues of TRAF is approximately diagonalized by 
an orthogonal transform. 
4.4 Transform Domain Split-Path LMS Adaptive Predictor 
It has been reported that splitting technique can be applied to some classical 
algorithms [Delsarte 1987]，such as the Schur algorithm [Roux 1977]，the lattice 
algorithm [Itakura 1971] and the normalized lattice algorithm [Gray 1975] to achieve 
better adaptation performance. In Chapter 2, we have discussed the properties and the 
advantages of the split structure. The successful applications of split structure can also 
be found in autoregressive (AR) modeling [Ho 1992a], system identification [Wan 
1995c] and linear prediction [Wan 1992]. 
Now, we shall make an exhaustive investigation of the split structure in 
transform domain adaptation. Fig. 4.3. shows the schematic block diagram of a 
transform domain split-path adaptive predictor which consists of two adaptive 
subsystems connected in parallel [Ho 1992b]. 
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Fig. 4.3. Realization of a transform domain split-path adaptive predictor. 
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The two modified regression input vectors, Sp’k and Sq’k, are of the form 
Spj^ = [x(k一 1 )一x(k一2N) , ' " , x ( k - N ) - x ( k - N - ( 4 . 3 1 ) 
and 
= [x(k一 1) + x{k — 2N\ x(k-N) + x ( k - N - ( 4 . 3 2 ) 
and they are first transformed into fp,k and fg,k, where 
/m = 厂 = [ 人 1 ( 朴 八 2 ⑷，…， fpAk)]' (4.33) 
and 
V =[人,1(朴人,2(幻,•••，/-(幻]T (434) 
and Vp and Vq are two A^xTV orthonormal transformation matrices. 
The weight vectors of two branches are 
历M = � � , • " , 邮 (4.35) 
and 
�=[气。⑷，5#)，…，�q’N-洲T (4.36) 
The branch outputs, yp(k) mdyg(k), are the inner products of the respective input and 
filter weights. The outputs errors of the two filter path can be obtained from 
e,(k) 二 {x(k) -x(k-M-1)}-少,(k) (4 
and 
eq(k) = {X{k) + x(k-M-1)}-；(k) (4 38) 
={x(k) + x(k-M-1)} - /二〜 
If the LMS algorithm is used, the weight update equations in transform domain can be 
formulated as [Narayan 1983] 
86 
Chapter 4 Transform domain split-path adaptive algorithms 
: + � K 〜（众)/m (4 39) 
^ p = • • • , � N } 
and 
= � + � K CQ ⑷人，* 4。） 
八=diag{a•二 •••，心、 
where rjp and rjq are the step sizes for branch p and q, respectively. The parameters 
c^pi and are power estimates that can be computed by taking exponentially 
weighted average of the square ofW previous samples as shown below, 
+ p)fl,(k\ z = 2 ， . "， N (4.41) 
W + 冰 “1，2，"•，N (4.42) 
We next consider the steady state solution of the new adaptive system. Taking 
statistical expectation of (4.39) yields 
五 [ � + 1 ] = 五 五 [ � W / m ] (4.43) 
As long as steady state is maintained, 
• M + i ] 二 ( 例 
Since p is chosen to be sufficiently large, c^p’i and change very slowly. Then 八/ 
can be assumed to be a nonsingular constant. Put (4.44) in (4.43), the optimal solution 
(Dp* can be obtained by solving 
五[它/众)/m]二 0 ( 4 . 4 � 
After substituting (4.33) and (4.37) into (4.45), we get 
E[{x{k)-x(k-M-\)-sl,Vla>l 站 1 = 0 (4.46) 
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That is 
五 [ 发 J Vl(ol = E{{x{k)-x{k-M-\)) s^,] (4.47) 
It has been shown by Ching and Ho [Ching 1991] that the optimal solution of a time 
domain split-path adaptive predictor is, 
P =五[]-�E[(x{k)-x{k-M-\)) Sp, ] (4.48) 
therefore，(Dp* can be related to p* by, 
K-V^P (4.49) 
Similarly, we have 
a)*q=Vqq* (4.50) 
If Tjp is chosen to be small, then fp,k and (Dp,k can be regarded as independent to each 
other, and in this case, the gradient estimate in (4.39) can be expressed as 
五 [ 它 , 五 [ / m / 二 ] 五 ( 4 . 5 1 ) 
where =(Op,k - (o* is the parameter estimation error. Hence (4.39) can be 
simplified to 
五[A�+1]二(1-2；7入2 五L/m/二])五[AO^m] (4.52) 
The adaptation speed and the stability range of rjp is obviously governed by the 
eigenvalue of A/�恥’k f p / ] . Due to the decorrelation ability of transformation 
[Narayan 1983], the eigenvalue spread for branch p will be much smaller than E[Sp,k 
/#]，which is the autocorrelation matrix in the time domain split-path system. That is, 
A;^E[fp,k f p / ] is approximately diagonal. As a result, a faster convergence rate is 
obtained. Similar argument also applies to the branch q. 
Combining (4.37) and (4.38), the overall system error can be expressed as 
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< k ) = 仏 w + � ( k ) ] = 去 [卓 ) - ( / > „ , + / , > „ , ) ] (4.53) 
Although x(k-M-l) is found required in computing ep(k) and eg(k), it is actually not 
necessary for computing the overall output error e(k). Because ep(k) and eg(k) only 
correlate with their own path parameters, thus we have 
rnrnp, ] = � ] and E{e{k)f^, ] = ] (4.54) 
This implies that only identical e{k) can be used in the gradient estimations for the pair 
of parameter updating equations, that is (4.39) and (4.40) can be replaced by 
+ 2 7 7 入 ； 啦 ( 4 . 5 5 ) 
� 一 二 〜 e W f q ’ k (5.56) 
The constant 1/2 in (4.54) is absorbed in the convergence factors. 
Hence, we can extend the structure of transform domain split-path adaptive 
filter (TRSPAF) in a more general form as shown in Fig. 4.4. Assuming the original 
M-weights time domain adaptive filter has transfer function W(z\ where M is even 
and N=M2. The input vectors，/；^ and/尔众，for the two branches of the new TRSPAF 
system can be obtained from 
(4.57) 
-Jq,k -
where ih is same as that defined in Chapter 2. In (4.57) 
/ � A ] Kx. (4.59) 
where h is an NxN identity matrix and h is an anti-diagonal identity matrix of the 
same size. Comparing (4.58) and (4.59) with (4.33) and (4.34)，we have noticed that 
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the splitting procedure can be implemented in two ways. One is to separate the signal 
in time domain, and then make the transformation separately for the two branches 
individually, which is shown in Fig. 4.4. Another approach is to transform the input 
signal first, and then split the transform domain signal into two and feed them into a 
pair of adaptive subfilters both withM/2 parameters. This method is shown in Fig. 4.5. 
It is trivial that irrespective to whichever method is used, the results are identical. The 
relationship between the parameter vectors can alternatively be expressed as 
col=\o>l, < 1 u , (4.60) 
The overall system output error is obtained by subtracting the sum of the branch 
outputs, yp{k) =fp,k <Dp,k and y^ik) = f j a)q’k, from the desired response, 
e(k) = d(k) - U^Tp’�+ /二气,) (4.61) 
Squaring (4.61) and taking expectation yields the MSE ofTRSPAF, 
s'P 二 I - - + + (4.62) 
where superscript sp denotes the split-path structure, and 
and Oq 侧 M (4.63) 
are the autocorrelation matrices offp,k andfg,k ,and 
and 尉 / m , 二 ] ( � . � 
are the cross-correlation matrices. From equations (4.58), (4.59), 
f �/厂1) 
二 E [/, -J,] Vx.xlV \ 
� L«/i」） （4 65) 
1 � A ] 
二 A -JA % [j^ 
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Fig. 4.4 Transform domain split-path adaptive system - method 1. 
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Fig. 4.5 Transform domain split-path adaptive system - method 2. 
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The transform domain autocorrelation matrix O/ is still a symmetric Toeplitz matrix 
and can be divided into two Toeplitz submatrices, Oi and �2，which can be expressed 
as 
O, O2 “ “ � O , 二 J J (4.66) 
f L � 2 O i � 
It is easy to show that 
= ^ I J , and = Of (4.67) 
thus, we have 
� , g = � 1 — + 灿-Ji^iJi (4 68) 
二 0 
Hence (4.62) can be simplified to 
s'P = ^ - - + (4.69) 
It is noticed that the expressions for the split-path adaptive algorithm in 
transform domain coincide with those in time domain, therefore, the analysis method 
that is commonly used in time domain can be adopted as well. The decoupled 
parameters are now being adjusted simultaneously and independently by minimizing s'^ 
using the gradient-based updating algorithm, 
历M+i 二 〜 巧 t (4.70) 
and 
CO 一 二 〜 ( 4 . 7 1 ) 
where rjp and 77^  are the convergence factors for a)p,k and (Dq,k, which can be assigned 
with different values. While Vp and Vq represent the gradient operators corresponding 
to the vector (Opjc and a)g,k, respectively，that is 
92 
Chapter 4 Transform domain split-path adaptive algorithms 
( y s - ) , = (4.72) 
- 1 -
4.5 Performance Analysis of the Transform Domain Split-
Path Adaptive Algorithm 
The MSE and the convergence speed are two important performance measures 
and in general, they both depend on the choices of the convergence factor. In this 
section, we shall derive the optimum Wiener solution and the steady state MSE for 
transform domain split-path adaptive filtering (TRSPAF). 
4.5.1 Optimum Wiener Solution 
S i n c e i t and/冬众 are independent to each other, the optimum weight vectors 
(Op* and coq can be obtained by substituting (4.69) into (4.72) and equating the gradient 
vector to zero, thus 
- ( V , 巧 J � - O ^ O 八 � (4.73) 
_(V，J- L-①而+Vv� 
which gives 
份;1 一�0- ; 0 i r o J (4.74) 
Putting (4.74) into (4.69) and using the properties (<IVy = O / and we 
obtain the minimum MSE for TRSPAF, which is given by 
a'p 二 f —①二 - O j O'^O. (4.75) 
^min ^ 办 P dp ^dq q dq ^ 
According to the definitions in (4.27) and (4.64), we have 
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% (476) 
and 
- 1 r n � 
Op 0 = F ^ f ^ f^ 
_ 0 o j - U / # � L � � " U (4.77) 
hence, equations (4.74) and (4.75) can be further simplified to 
* 
二 = = (4.78) 
— 分」 
and 
T H � o - ; 0 i r o , / 
sp _ e _ 巾 r � r p ^ 
dp clq\ ^ Q (J)-lJ [O^^� (4,79) 
- ^ - = ^— 
respectively. In deriving (4.77), the orthogonal property of U/Ui = 21 is used. 
Combining (4.78) with (4.28) as well as (4.79) with (4.29), we have 
(4.80) 
L® J 2 2 
psp - p - (4.81) 
^min - ^min " ^ min ^ , 
This indicates that the minimum MSE for TRSPAF, TRAF and TDAF are all identical. 
Furthermore, there is a unique relationship, viz. (4.80), between the optimal weight 
vectors of these three different adaptive methods. 
4.5.2 Steady State MSE and Convergence Speed 
In our study, we again apply the well known LMS algorithm to adjust the filter 
parameters. The updating equation for TRAF is 
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历 二 ⑷ （4.82) 
whereas the updating equations for the TRSPAF are of the form 
+ 2ripfp,洲 (4.83) 
C 0 q M \ = � + � f q A k � (4.84) 
It is easy to show that the sufficient conditions for convergence are 
0<7] < - — ^ for TRAF (4.85) 
H � f ) 
and 
0<77 < ~ - , 0 < n ^ for TRSPAF (4.86) 巧 P triOp), '' 
where tr(.) denotes the trace operator of the corresponding matrices. Since 
tr(0f)=[tr(0;,)+tr(0^)]/2, therefore, a larger stability range is available for rfp and 7]g. 
When steady state is reached, the excess MSE of TRAF equals 
、二 7；炉(CD,)左油 （4.87) 
while the excess MSE of TRSPAF is given by 
二 H 巾 p)+% 时 o �右 - (4-88) 
Contrasting (4.87) with (4.88), we note that the same steady state excess MSE will be 
obtained in both cases if the following condition is satisfied 
7lHOf) = [rip H^,)] (4 89) 
One disadvantage of the LMS algorithm is that the convergence speed is 
restricted by the eigenvalue spread of the input covariance matrix. From (4.77)，it is 
seen that the eigenvalues of O^ and O^ can be computed by partitioning the 
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eigenvalues of O/with a scaling factor of 2. Let y be the eigenvalue spread of O/, the 
eigenvalue spreads of and O^, denoted by y；, and 丫仍 then the following inequalities 
are always satisfied 
厂厂 (4.90) 
^Pfmin 义mi” 
y 二 ^ ^ � k ” (4.91) 
where A o^x, and Xqjnax represent the maximum, and Kun, \,mm and Xq,min 
represent the minimum eigenvalues of O/, Op and �…respectively. When introducing 
the power estimates，八/ and 八/，as the self-orthogonal diagonal matrices, the 
parameter updating equations become (4.55) and (4.56). Hence, it is anticipated that 
the split-path adaptive structure can converge faster that the non-split configuration 
with the exception that when both maximum and minimum eigenvalues are distributed 
in the same path. In this unlikely event, the branch that includes Xmax and Xmin will 
reduce to a similar convergence rate as the original non-split structure, but the other 
branch still offers a faster convergence speed. 
4.6 Computer Simulation Examples 
In this section we shall discuss the convergence behaviour of the transform 
domain split-path adaptive system based on the results of computer simulation. 
A speech like correlated input signal generated by an all pole filter with random 
input was to be identified first by the transform domain split-path predictor, then by 
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the transform domain TDL predictor and lastly, by the time domain split-path system. 
The pole locations were selected to be [Ho 1992b] 
0.95Z±30°, 0.9Z±45°, 0.85Z±80° and 0.8Z±120° (4.92) 
The transform being used was the DCT. In order to make fair comparison of different 
methods, the convergence factors in the three linear predictors were assigned to 
maintain a fixed level of misadjustment in all tests. Fig. 4.6 compares the convergence 
characteristics of the split-path system for time domain and transform domain 
adaptation. It is observed that adaptation in transform domain not only increases the 
adaptation speed but also reduces the final steady state mean square error substantially. 
Fig. 4.7 shows the learning characteristics of the split-path and TDL transform domain 
adaptive predictors. Again, the rate of convergence of the proposed system can be 
seen to be faster and MSE was reduced to a value of 0.05 at about 200 iterations 
which was roughly 300 iterations less than the other. In addition, temporal variation of 
the trajectory of the split-path model is a lot smaller, indicating that the gradient noise 
is lessened in the transient period. This is essential because the learning behaviour of 
system parameters is usually one of the major concerns in adaptive systems. 
Extensive simulations using different transforms and input signals have also 
been performed and it is validated that the new split-path structure can outperform the 
TDL filter in terms of convergence speed, tracking characteristics as well as smoother 
trajectory. To illustrate this, the above experiment was repeated for the split-path and 
TDL models with DHT domain adaptation and their respective learning characteristics 
are depicted in Fig. 4.8 for comparison. 
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Fig. 4.6 Comparison of convergence speed of the split-path system for 
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Fig. 4.7 Comparison of convergence speed between split-path and 
TDL transform domain (DCT) adaptive system. 
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Fig. 4.8 Comparison of convergence speed between split-path and 
TDL transform domain (DHT) adaptive system. 
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4.7 Summary 
First, some important transforms and their main characteristics are briefly 
introduced and compared to each other. Then, the application of transform domain 
adaptive technique to a linear predictor which is configured in a split-path structure is 
investigated. The properties and convergence performance of the novel adaptive 
system are analyzed rigorously. We have shown that the minimum MSE for TDAF, 
TRAF and TRSPAF are all identical while a unique conversion formula between 
optimal weight vectors of different configuration is established by means of discrete 
transform matrix and splitting matrix. 
We have proved, in addition to the superior of transformation, that the 
eigenvalue spreads in the sub-branches of the split-path structure is always equal or 
less than the eigenvalue spread in a non-split configuration, such that convergence 
behaviour can be further enhanced. Simulation results by using different 
transformations have corroborated our theoretical analysis. It has also been found that 
the split-path adaptive algorithm in transform domain performs fairly similarly as in 
time domain, therefore, same basic analysis can also be employed for transform 
domain split-path adaptation. 
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Chapter 5 TRACKING OPTIMAL CONVERGENCE 
FACTOR FOR TRANSFORM DOMAIN 
SPLIT-PATH ADAPTIVE ALGORITHM 
In Chapter 4, we have developed a new adaptive algorithm by applying the 
split-structure in transform domain adaptation. It has been shown that the split 
structure can effectively improve the statistical properties of the input signal and 
enhance the convergence dynamics of the adaptive system. However, in previous 
discussion, all step sizes are assumed to be constant, which somewhat restrict the 
system to achieve the best adaptation performance. 
In this chapter, we shall devise a variable convergence factor technique for 
transform domain split-path adaptive filtering (TRSPAF) and analyze the adaptation 
characteristics of such systems. A pair of optimal convergence factors are derived for 
the general gradient-based split-path structure adaptive algorithm to achieve further 
convergence speed up and a self-adjusting method is developed facilitate for tracking 
of their optimal values. The method will be compared with the self-orthogonalizing 
method and simulation results are included to validate the theoretical analysis and to 
illustrate the advantages of the proposed algorithm [Wan 1994a] [Wan 1995b]. 
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5.1 Introduction 
In designing adaptive algorithms, whether in time domain or in transform 
domain, a proper choice of convergence factor is one of the most important 
considerations. In most cases, the selection of a right step size involves the tradeoff of 
misadjustment and speed of adaptation. Many works have been done to investigate the 
behaviour of the convergence factor and its effectiveness in improving the performance 
of adaptive algorithms. Generally speaking, a small step size will give a small 
misadjustment but a longer convergence time constant. Recently, many researchers 
have studied the possibility of using variable convergence factor to improve the 
adaptation performance, and quite a number of literatures have been published to this 
end [Yassa 1987]. 
Harris, et al [Harris 1986] has proposed a variable step (VS) adaptive filter 
algorithm, in which an extra feedback matrix has been introduced to modify the 
parameter updating equation as follows, 
where Mk is a diagonal matrix. The /th element, j u 例 , o f Mk is actually a time variable 
convergence factor associated with the /th parameter. Each component of Mk is 
changed according to the gradient estimation e{k)xk and is allowed to vary between the 
fixed values "歸 and fi—. The algorithm improves the convergence characteristics by 
providing a more accurate directional estimate in locating the minimum of the MSE 
surface. 
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Another method takes a new convergence factor, which is varying according to 
[Kwong 1992], 
fi{k+\)=ajuik)+be\k) (5.2) 
where ju{k) is controlled by the size of the prediction error e\k\ as well as by the 
parameters a and b. A pair of limits, fUax and f^m, are also used to ensure the stability. 
Intuitively, a large prediction error will cause the convergence factor to increase so as 
to provide faster tracking, while a small prediction error will result in a decrease in the 
convergence factor to yield smaller misadjustment. 
Although, the above methods give considerable improvement to performance 
of the adaptive system, the complexity of the algorithm is also increased. In addition, 
for real computation, it is not easy to determine the value of jUmax and jUmin. Actually, it 
is somehow unreasonable to fix the value of fimax and in an adaptive system, 
because they are closely connected with the input autocorrelation matrix Rx. In fact, 
凡 is usually unknown particularly when the system is operating in a nonstationary 
environment. It has also been noticed that very few publications were found in 
discussing the applications of variable convergence factor for transform domain 
adaptation. In this chapter, the optimal convergence factor in transform domain split-
path adaptive filtering will be discussed. We will derive an iterative optimal 
convergence factor tracking method for a split-path adaptive system. The proposed 
algorithm is capable of achieving a fast convergence speed but without introducing a 
larger misadjustment [Wan 1994a] [Wan 1995b]. 
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5.2 The Optimal Convergence Factors of TRSPAF 
In a gradient search adaptive system, the mean square error is gradually 
approaching to its steady state during adaptation. Hence, it is also a time variable 
estimate upon reception of the input data. Therefore, at time instant k, the MSE can 
be expressed as � w h e r e the subscript k is used to emphasize the value at a certain 
iteration moment. The MSE of transform domain split-path adaptive filtering 
(TRSPAF) described by equation (4.69) can then be expressed more rigorously as 
follows, 
or in the form of 
1�Orf "I 1 � � ; ^ o 1 � ® p j J 
L � L � g , 亿 」 
While at the (众+l)th iteration, the MSE equals, 
(5 • 5) can also be written as 
r T 1 � � 1 r r 1�巾 P 0 1 � ® M J , � 
L dg J L 9 -i L- 十 1 
In Chapter 4，we have indicated that 
二「叫_「",(•,。众 
，咖 1�二 L � � ( 5 7) 
- � � L 0 V � � 
Substitute (5.7) in (5.6)，we have 
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/ I— —I N 1— —I �77 / 0 1 ) � � J 
• 广 ) � ' 0 . / J o V L ' /giJVLf^ig� 
Z 1— —I \ r - —1 
fr � / / „ / 0 � � ” 0 1 
H K . . / l o o (5.8) 
V L �乂 L 9 � 
广� "1 � N 
U气 J L 0 v � ( v ' 
With some manipulation in mathematics and noting (5.4), we have 
~7]i 0 iro,' 
尸印 - s ' p -{-KWs'n'' 
、广已k 左 0 " 力 L � ‘ 
� 0 77,/J L 0 
� " J 0 o1�77p / 0 ‘ 
( ) 4 0 77/JL 0 ^ J L 0 T i j r 
Take the gradient operation upon (5.4) yields, 
' / � n � n � 1 � (510) 
二_ 广 � O j 一「。，O l � ® , , J ) 
二 J 
Substitute (5.10) in (5.9), we obtain 
左 。 二 � � 2 ( V , � [ L q O j k j j 
�77 J 0 "1�<D„ 0 1 � 7 7 j 0 -
+ ( • ? � � [ � v J L o a  V 厂 （训 
� 7 7 / 0 1 � � „ 0 l � 7 7 p / 0 
+ ( • " ) � ! _ � v J L 0 oJLo 厂 
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After extending (5.11), finally we get 
� 1 = 左 f - " , | | ( V ” J - " � ( V ” J (5 12) 
Now, define 
= I I ( V Z ' ) � 2， (5 13) 
G H I ( v " ) J， 丑 r ( V " ) � 
Equation (5.12) becomes [Wan 1994a] 
C i =etP-”pGp-7iqGq+7fpHp+7fqHq (5.14) 
If the convergence factors are treated as time varying, that is taking 7]p(Jc) and 
to replace the constant 7]p and the error surface of the system is then a 
paraboloid which indicates that during each adaptation, the MSE is a quadratic 
function of T]p(k) and T]q(k). Therefore, a pair of optimal convergence factors, 7]*p(k) 
and 7]*g(k), exist at every iteration step which result in a unique global minimum of 
for the quadratic performance surface. This relationship can be well illustrated 
by Fig.5.1. 
We shall next derive the optimal convergence factors for the system. Assuming 
rj人k) and riq{k) are changing slowly during iteration, they can then be considered as 
independent to and will only affect dh^x- This assumption is reasonable in practice 
because slowly varying convergence factor will result in a smooth performance surface 
during adaptation. Following the assumption, 77/幻 and _ can be considered 
independent to the functions, Gp, Gq, Hp and Hq, of d^k. 
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Fig. 5.1 Quadratic performance surface associated with optimal convergence factors， 
r]p\k) and "/(A：). 
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By partial differentiating with respect to r]p{k) and r]q{k) and equating 
them to zero, we obtain 
= = 0 (5.15) 
We can subsequently obtain the optimal value of the step sizes at instant k as follows, 
• ) = 条 and = 吾 （516) 
In (5.16), the instantaneous optimum values, "/(A：) and ?7g\k), depend only 
upon the second order statistical properties of the previous input signal associated with 
the individual branches. Referring to the definition in (5.13), it is noticed that at each 
iteration the convergence factor for individual adaptive branch varies in proportional to 
its respective norm of the gradient vector. Because gradient estimate predicts the 
changing rate of the MSE，the convergence factors will vary according to the estimate 
of the distance to the minimum MSE, thereby providing rapid convergence. Hp and Hq 
are the values of gradient estimates weighted by their associated autocorrelation 
matrices. That is, r]p\k) and "/(A：) are controlled by normalized gradient estimation. 
Substituting (5.16) into (5.14), we have 
Then we can express the "one step optimum MSE decrement" as 
1 G^ G^ 
( 《 「 … - - 式 + 式) (5.18) 
0 
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The resultant in equation (5.18) is a negative value, which implies that with a proper 
choice of r]p{k) and ?jq(k)，the MSE will be descending as iteration goes on. Thus 
can be regarded as a criterion governing the convergence behaviour, and the bigger the 
&2., the faster the convergence speed. Any choices other then rip{k) and riq{k) will get 
a smaller value of which results in a slower convergence speed at instant k [Wan 
1995b]. 
Now, let us consider what will happen when identical convergence factor, 7](k) 
=r]p{k) = r]q{k\ is assigned to both adaptive branches. In this case, (5.14) becomes 
sll, = -rmGp-imGq +77'(众)丑,‘ (5.19) 
Taking derivative of (5.19) with respective to rj(k), 
Gp-Gq赠、(H^^H^) (5.20) 
This yields a single optimal convergence factor which is given by 
” V 众、-Gp+Gq (5.21) 
In this case, the one step decrement of the MSE becomes 
, 1 (^p-^^q) ^ /r OOX 
(p'P 二一8� P-22) 
(左 fc+i ~ ) 4 H^+H^ 1 
where Si is also a criterion governing the convergence behaviour, which reflects the 
convergence speed of the adaptive system. Compare the values of S2 and 而 by 
subtracting (5.22) from (5.18), it gives 
民一式一 
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Since Gp, Gq, Hp and Hg are all positive definite, therefore the numerator 
G l H l +GIHI-2HpHqGpGq - G ^ H ^ f >0 (5 24) 
that is 
(5.25) 
That means, by using individual optimal convergence factors, rip*{k) and r]q{k), for 
associated branches, TRSPAF always achieves a faster convergence speed than that of 
using a single convergence factor T]{k) [Wan 1995b]. 
When -^1=0, (5.24) equals zero，which implies that 
l i (5.26) 
Obviously, the signals feed to both branches now possess exactly the same second 
order statistical properties and the input signal is in fact with eigenvalue spread equals 
to unity. Consequently, the split technique will provide no improvement to the 
convergence dynamics of the system [Wan 1995b]. 
5.3 Tracking Optimal Convergence Factors for TRSPAF 
The optimal convergence factors ?]p\k) and J]g\k) derived in the previous 
section are functions of the second order statistical variables. During adaptation, since 
Gp Gq’ Hp or Hg is varying with the input signal, especially when the statistical 
characteristics of the data are real time changing, their exact values are not available. 
It is required to track their variations in order to calculate the associated optimal 
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convergence factors and to warrant a good adaptation performance while at the same 
time keeping simplicity of the computation. 
5.3.1 Tracking Optimal Convergence Factors for Gradient-Based 
Algorithms 
Recall the gradient operation of branch p, with respect to in transform 
domain 
( y 广 ） ^ 、乂 (5.27) 
By changing the order of differentiation with expectation, we have 
左 印 五 [ — 幻 / M ] (5.28) 
Substitute (5.28) in (5.16) 
When the convergence factor is sufficiently small, e(k) approaches to its steady state 
value very slowly, thus it can be assumed independent with义,a： • That is, 
E[eik)f^,,]=E[e(k)]E[f^,,] (5.30) 
Then (5.29) reduces to 
(5.31) 
众 尉 八 j r o , 尉 / M ] 
It has been proved in Chapter 4 that for an orthogonal transform, when the decaying 
time of the input autocorrelation is sufficiently small compared to the filter length, the 
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autocorrelation matrix is approximately diagonal. Accordingly, the off-diagonal 
elements of Op can be neglected. Therefore, the estimation of 7]p*(k) can be evaluated 
as 
> ^Ifp.k] E[fp,k] 
( � 2 E [ f p , k ] T E [ d i a g { f l从 - J l A m E l f , , , ] . 
where diag{.) denotes a diagonal matrix. For a tapped delay line input 
E [/,, (k)] = E U,,m for all i j (5.33) 
(5.32) simplifies to 
” ； � ( 5 . 3 4 ) 
where 
< ⑷二五�£/;’ ,W 二五 [ W ] (5.35) 
L 2=1 -I 
Similarly, we can derive the tracking optimal convergence factor for the branch q, 
, 2a^{k) 
where 
力 ⑷ (5.37) 
L ,=1 � 
5.3.2 Tracking Optimal Convergence Factors for LMS Algorithm 
Now, we introduce the optimal convergence factor tracking method for the 
LMS algorithm and change the parameter updating equation as follows, 
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It is noticed from (5.38) that 
ri*(k) = I ^ = ^ - < (5.39) 
which implies the stability condition for conventional LMS algorithm still holds. To 
avoid a large misadjustment, a damping factor, 0 < fi < 1, is introduced in the 
adaptation and (5.38) is modified as follows [Wan 1995b], 
- 一 M + 恭 八 淋 （5.40) 
Simulation results have shown that the selection of P is not very stringent. Similarly, 
the updating equation for (Oq,k^ m also be written as 
份一 二 〜 + 泰 ( 5 . 4 1 ) 
The values of ap\k) and a:(Jc) are actually the statistical expectation of the norm of 
the previous input signal, they can be estimated by computing from 
+ pa;(k)^il- p)\\fj (5.42) 
and 
< ( “ 1 ) 二 p c < ( ” + (l— p ) | | / j 2 (5.43) 
where 0 < p < 1 is a smoothing constant which controls estimation accuracy and 
tracking capability of time variations. 
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5.4 Comparison of Optimal Convergence Factor Tracking 
Method with Self-Orthogonalizing Method 
In this section, we compare the performance of the optimal convergence factor 
tracking method with the self-orthogonalizing method, when applied to LMS 
adaptation. In Chapter 4, we have derived the self-orthogonalizing LMS algorithm for 
TRSPAF, its parameter updating equation for branch p is in the form of 
+ 询 P K 〜⑷/m (5.44) 
The convergence behaviour can be investigated by the equation of parameter 
estimation error 
五[A历例]=(/-277,A-； % ) 聯 ] (5-45) 
For optimal convergence factor tracking method, we can also write out its equation of 
parameter estimation error as follows, 
五 = (5.46) 
In (5.45), estimate of the inverse matrix A / is employed to identify the 
autocorrelation matrix O^. While in (5.46), the estimate of norm a / is used to 
normalize Both methods are derived dependent on the assumption that the 
residual elements in the autocorrelation matrix, after orthogonal transform, are fairly 
small that it can be ignored. Actually, any transformation except KLT cannot exactly 
whiten the spectrum of the signal, therefore, both methods are only suboptimaL This 
is the reason we call the later optimal tracking method. In (5.45), the elements in hp 
are rather sensitive to input data for every parameter. If a power estimate falls below 
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an acceptable level, adaptation of the corresponding parameter is disabled in order to 
ensure stability. However, ccp* in (5.46) is an ensemble of the power estimate. It is 
then less sensitive to the larger fluctuation of individual signal. For example, if G} 
falls to a very small value, it will cause the adaptation of the /th parameter in (5.45) to 
cease, but (5.46) still works regularly in most cases. Hence, optimal convergence 
factor tracking method has a wider stability range and a robust performance behaviour. 
Therefore, it can be seen from the formulae that for transformation that can well 
whiten the signal, or equivalently O^ is rather precisely diagonalized, self-
orthogonalizing method will perform better. But for more general cases when the 
signal is not ideally whitened or not exactly known, optimal convergence factor 
tracking method is preferred. 
If the identical steady state MSE is confined to both methods, we will have, 
from (5.45) and (5.46), 
2 " A ， =叙 （5.47) 
For the TDL system, o} = of (/ 本 j), ( 5 . 4 7 ) reduces to 
i = 丄 (5.48) 
of Naf 
That is 
P 二 INrip (5.49) 
In practice, A^  is a large integer, which implies that the adaptive system is less sensitive 
to changes of p than to changes of rjp. Such behaviour also holds in branch q. This 
distinct property will be demonstrated by computer simulations. 
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5.5 Computer Simulation Results 
Extensive simulations have been done with different transformations to verify 
the analytical results and to evaluate the convergence behaviour of the transform 
domain split-path adaptive filter. An application of a DCT-domain adaptive line 
enhancer is presented here as a typical example [Wan 1994a]. 
The block diagram of the adaptive line enhancer is shown in Fig. 5.2. Here, the 
input signal is given by 
x{k) = d{k) + n{k) 
n Sk (5.50) 
=0.1 cos{-— kT) + cos{— kT) + n{k) 
15 16 
where the desired sine wave d{k) is immersed in a white Gaussian noise, n{k\ of 
variance of 0.1. The sampling time is 7=0.01 second. A time delay A is applied to the 
contaminated input signal from which a reference signal is obtained and it has the effect 
of decorrelating the broadband noise added to d{k) and dik-A). 
In this example, the filter length M i s set to 16 and the delay unit A has 7 delay 
taps. DCT is used to generate the transform domain input signal and LMS algorithm is 
employed with three different kinds of adaptive method, namely， 
(1) non-split-path self-orthogonalizing method, 
(2) split-path self-orthogonalizing method, and 
(3) split-path optimal convergence factor tracking method. 
The damping factor for optimal convergence factor tracking method was set as 
二 0.1. In experiments, all data were obtained from an average of 500 independent 
simulation runs. Fig. 5.3 shows the learning trajectories and Fig. 5.4 shows the output 
signals of the three trials with the same assigned steady state MSE. 
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n(k) 
d(k) d(k)~Hi(k) +. e(k) 
^ T ] 
• r n _ / 
丁 卜巨 L 
o 令 Adaptive yOO 
d(k-A)+n(k-A) I — ^Algorithm 
Fig. 5.2 An adaptive line enhancer. 
21 
^ DCT-domain 
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Iteration Number 
Fig. 5.3 Comparison of learning trajectories in DCT-domain: 
(1). Nonspl i t -pa th , 77 二0.003; (2). Split-path, 7]p =7], =0 .003 , p =0 .96 ; 
(3). Split-path, with optimal convergence factors, p =0.96,�=0.1 . 
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For self-orthogonalizing methods (1) and (2)，an identical convergence factor 
r]^ riq=rip=Q.OO?> is used, it can be seen that the split structure converges at a much 
faster rate. Comparing the split-path filter with adaptive methods (2) and (3), we note 
that the MSE obtained by using the optimum convergence factor tracking method had 
dropped sharply to a value of -9 dB at less than 50 iterations with only 1 dB ripple 
transient in the first period of the sine wave. This confirms that TRSPAF with 
adaptive tracking of the optimum convergence factor can produce a much better 
convergence dynamics. 
Fig. 5.5 shows the effect of choosing different values of damping factor p on 
the convergence behaviour for method (3). Assigning P to 0.05，0.08, 0.1 and 0.3 
respectively, their corresponding steady state MSE are almost the same and only very 
little differences are noted within the first 30 iterations. This illustrates that the 
selection of P is not very strict. In addition, it appears that a bigger p will result in 
faster convergence speed, but small fluctuation will be caused as well. To avoid such 
fluctuation, as a rule of thumb, it is usually chosen " within the range of 
0.01 < p < 0.5 (5.51) 
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Fig. 5.4 Comparison of outputs from different methods 
(a). Desired signal immersed in a white noise; (b). Outputs from different methods. 
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Fig. 5.5 Effect of different damping factor P 
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5.6 Summary 
In this chapter, we have derived a pair of optimal convergence factors for 
transform domain adaptive algorithm which is configured in a split-path filter structure. 
During the adaptation, the convergence factor keeps varying in proportional to the 
norm of the respective gradient vector which is actually the prediction of the distance 
to the minimum MSE thereby rapid convergence is provided. The proposed algorithm 
is very simple to implement. A practical optimal convergence factor tracking method 
is also proposed to facilitate the gradient-based algorithm, such as the LMS algorithm, 
to operate in a changing environment. By comparison with other methods, the optimal 
convergence factor tracking method has shown to be less sensitive to the 
misadjustment and have a wider stability range and a robust performance behaviour 
than the self-orthogonalizing method. 
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Chapter 6 A UNIFICATION BETWEEN SPLIT-PATH 
ADAPTIVE FILTERING AND DISCRETE 
WALSH TRANSFORM ADAPTATION 
In Chapter 3，we have developed a multi-stage split-path adaptive algorithm 
and have shown by computer simulations that it has inherent characteristics that are 
similar to adaptation in the Walsh transform domain. In this Chapter, a new set of 
Walsh function will be defined in terms of the multi-stage splitting matrix (SM). We 
shall illustrate that this is essentially a complete set of Walsh function and a unified 
perspective of the proposed split-path adaptive filtering method with discrete Walsh 
transform adaptation is thus established. The intrinsic properties of the newly defined 
Walsh fiinction are analyzed and its relationship with other well-defined Walsh 
functions and the associated conversion rules will be discussed. We shall also 
demonstrate that the realization of fast DWT by SM-ordered Walsh function is much 
more efficient than other fast DWT algorithms [Wan 1995a] [Wan 1995c]. 
6.1 Introduction 
We have shown in Chapter 3 that any M=2^-coefficient FIR filter can be 
decomposed to M parallel subunits by a multi-stage splitting operation. While the 
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recomposed parallel input vector, gk, to the adaptive subunits can be obtained from the 
original input vector by aZ-step matrix multiplication 
gk=ULUL_fU\Xk (6.1) 
For a typical 8 coefficients system, the new input vector is given by 
• — 
丨 丨 丨 丨 丨 1 I I 
I 丨 丨 丨 丨 1 1 I 
g, = = 1 1 —1 _1 1—1 1 (6.2) 
I 丨 " “ ― 丨丨丨 1 ~~ I i 
Let us compare Hg with an 8x8 Walsh-Hadamard matrix expression [Beauchamp 
1984], 
1 _ 1 1 1 1 — 1 1 一上 
1 1 一 I 一 I I 丄 一丄 一丄 
Wh= ； "I "I I 二 ：！ 二 （6.3) 
1 一 1 1 — 1 一 1 丄 一丄 丄 
I 丨 丨 I — I — 1 丄 
1 一1 一 1 \ 一X 1 丄 ——上 
it can be found that the elements in both matrices are exactly the same except there are 
some permutation changes in rows. This distinct feature gives an inspiration that a 
unique relationship might exist between the multi-stage splitting matrix and DWT. 
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6.2 A New Ordering of the Walsh Functions 
The Walsh functions form an ordered set of rectangular waveforms taking only 
two amplitude values +1 and -1 and are orthogonal sets of function [Beauchamp 
1984]. The Walsh fiinction is usually expressed as 
Wal(A:,0, A: = 0 ,1 , . " ,M-1 (6.4) 
where k is an ordering number related to frequency, and t is the sampling time. The 
Walsh fiinction series can be derived in many different ways, such as from recursive 
relations [Chien 1975], from products of Rademacher functions [Lackey 1971], 
through the Hadamard matrix [Rushforth 1969] and by the use of Boolean synthesis 
[Gibbs 1970]. All these derivations are, of course，mathematical processes for which 
computational algorithms can be developed and the series produced by using he digital 
computer or obtained directly by using digital logic. However, owing to the simplicity 
of the fast Walsh transform algorithm and the speed with which this can be 
implemented on the digital machine, each of the definition has its own particular 
advantages [Beauchamp 1984]. In this section, we shall define a new set of Walsh 
functions, by means of the splitting matrix, which is called the splitting matrix (SM) 
Walsh fiinction expression. 
Definition: A set o^M=f SM-ordered Walsh functions, WaU(A：, t\ can be 
defined as the rows of a transform matrix 丑洲，which is the successive product o iMxM 
splitting matrices Ui{ ), 
(6.5) 
Z=1 
where Ui is defined by, 
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u. … 0 
u, A i ••• i i = l, 2,…，L ( 6 . 6 ) 
0 … I I , 
I —' 
The diagonal block element in Ui is of the form 
I; / = 1, 2，...，Z (6.7) 
Lif Ji -
where /, and are (M/2')x(M/2') identity matrix and anti-diagonal identity matrix. The 
arguments, k and t, are also referred as the row number and column number of Hsm, 
respectively. Let WaU(A:,0 denotes the Walsh function defined through Hadamard 
matrix, it is easy to check that inter-relationships exist among WaU(^,0, and 
Wal(众,0. This conversion is listed in Table 6.1 ( forM= 8). 
“ S M W a l s h H a d a m a r d Walsh Walsh 
Wal 咖(0,t) Walh(l,t) Wal(7,t) 
W a U l , t ) Walh(2,t) Wal(3,t) 
WaU2, t ) Walh(7,t) Wal(5,t) 
WaU3, t ) Walh(4,t) Wal(l,t) 
WaU4, t ) Walh(5,t) Wal(6,t) 
WaU5, t ) Walh(6,t) Wal(2,t) 
WaU6, t ) Walh(3,t) Wal(4，t) 
W a U a t ) Walh(0，t) Wal(0，t) 
Table. 6.1. Conversion for different Walsh functions. 
Apparently, the rows o^Hsm have constructed a complete set of Walsh function. Since 
UiU 卜 21 / 二 1,2,…，丄 （6.8) 
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we have 
H - < = ( T { U , ) ( T { U , F = 2 ' I = M I ( 6 . 9 ) 
i=L i=L 
This means that Hsm /Vm is a “ normalized orthogonal matrix". Hence, (6.1) actually 
represents a Walsh transform of the input sequence which implies that time domain 
multi-stage split-path adaptive filtering is equivalent to DWT domain adaptation. 
Hence we conclude that the continuous split-path structure has a unification with 
discrete Walsh transformation [Wan 1995c] [Ching 1995]. 
6.3 Relationship Between SM-Ordered Walsh Function and 
Other Walsh Functions 
The difference between all kinds of Walsh functions is generally reflected by 
their ordering number k. The function WaU(^,0 or Hsm can be uniquely mapped to 
other Walsh functions. The conversion from one function to another can be easily 
facilitated by using Gray code and/or Bit reversal regulation [Beauchamp 1984] 
or/and complementary operation. This conversion is shown in Fig. 6.1 by the solid line 
arrows. In addition, if we exchange the symmetric and antisymmetric parts in the 
definition of the splitting matrix l/,，that is to redefine «, as 
一 
“ — l i Ji ,•二 1 , 2 ， … ， ( 6 . 1 0 ) 
the SM ordering can be linked up with Hadamard ordering by Gray code as well, 
which is shown in Fig. 6.1 by the dotted line arrow. 
Fig. 6.2 uses an example to illustrate the conversion of a Walsh ordering ^ to a 
SM ordering fcm，whenM= 8. 
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Gray code 
Natural ordering k” —* Walsh ordering K 
Complement 
Bit-reversal „ � , 
& Bit-reversal 
Gray code 
Hadamard ordering h * SM ordering ksm 
Fig. 6.1 Relationship between different Walsh function definitions. 
3 Oil 110 001 1 
Walsh in binary bit-reversal complement 二 ” 以 
Ordering {K) t ordering 
k ksm 
Fig. 6.2 Converting from Wal(^,0 to A=3). 
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Table. 6.2 gives a complete progressive procedure for an 8-order converting 
relationship between Walsh ordinal number K, natural ordinal number k„, Hadamard 
ordinal number h and SM-ordinal number fc州.In this table, subscript b denotes binary 
expression. 
complement 
h K K {K)B bit-reversal + bit-reversal ‘ 
to {K)b to {K)h 
~ 0 0 0 000 000 n i i 
~ 4 i 1 0 0 1 ^ n 3 
6 3 2 ^ m 5 
~ 2 2 3 m n o om 1 
3 6 4 100 001 n o 6 
~ 7 5 m m 010 
5 6 n o 4 
i 4 7 m m 000 o 
Table. 6.2 Example for converting between h , k„, K and ksm (M=8). 
Due to the bit-reversal operation, the order for the corresponding sequency 
functions in the Table. 6.2 will be different for different value of M. Therefore, 
additional subscript M is added. That is hm can be rewritten as kmM, such as ksm,2, 
u t � e t c Table 6 3 lists some examples of hmM associated with K when M 
equals 4, 8 and 16. 
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“ K [ O " ” I 1 I 2"“I 3 I 4""“I 5 I 6 I 7 I 8"”I 9 I 10 I 11 I 12 I 13 I 14 I 15 
ksmA3 i 2 ~ " o 
ksm,%”""735 i 6 2 " " “ 4 0 “ 
k s m , i 6 ~ 1 5 ~ ~ 7 n 3 1 3 5 9 i 1 4 6 1 0 2 1 2 4 8 ~ 0 
Table 6.3 • Conversion between ksmA，km，名,ksm,i6 and 
The SM Walsh function matrix Hsm possesses most of the important properties 
as for other Walsh transform matrices. The Hsm can be divided into two parts, the 
upper rows are antisymmetric about its mid-point while the lower rows are symmetric 
about its mid-point. The characteristics of the splitting matrix enables the realization 
of fast discrete Walsh transform (DWT) to be more intuitive and simple to implement. 
Next, we shall compare the fast DWT algorithms by using Walsh-Hadamard matrix 
and SM Walsh function matrix. The DWT of the time domain sequence Xk may be 
expressed as 
gk 為乂k (6 .11) 
where WM is the matrix representation of DWT, gk is a transformed output data string. 
The transformation is carried out by multiplying the input data string Xk with the 
elements of WM to obtain gk. Since the products represent multiplication by +1 or -1， 
“ this process therefore requires M(M-\) additions or subtractions. However, by using 
some manipulations on the matrix, the task can be simplified. Among the different 
kinds of fast DWT algorithms [Beauchamp 1984], the Walsh-Hadamard method is the 
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easiest and has been widely used. The flow chart for computing an 8x8 fast Walsh-
Hadamard transform is shown in Fig. 6.3. 
While for a discrete SM Walsh transform, the computation flow chart, Fig. 6.4, 
can be drawn directly from its definition. In Fig. 6.4, Ui, Ih and Us represent the first, 
second and third independent computing steps respectively. 
Intriguingly, both flow charts have the butterfly structure that is similar to an 
FFT algorithm. The operations are divided into Z=log2M steps and each step includes 
2'-i calculative "groups". In addition, it is easy to find that the total amount of 
additions or subtractions are exactly the same for these algorithms. In deriving the fast 
Walsh-Hadamard algorithm, some matrix simplifying operations are required, and the 
properties of Hadamard matrix is not explicitly reflected in the flow chart. However, 
the definition of SM Walsh function is itself already a fast algorithm. Because there 
are no redundant information but only two irreducible elements ( 1 or -1 ) being 
located in every row of C/„ each row represents one addition or subtraction operation. 
Therefore, matrix Ui has described the /th computing step of the fast DWT. The fast 
DWT flow chart, Fig. 6.4, can be drawn directly according to the splitting matrix Ui 
without any additional analysis or simplifying procedures. Therefore, the SM-ordered 
Walsh function provides a straightforward implementation of a fast discrete Walsh 
transformation [Wan 1995c]. 
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Fig. 6.3. Fast Walsh-Hadamard transform flow chart (M=8). 
Ih U2 Ih 
Fig. 6.4. Fast SM Walsh transform flow chart (M=8). 
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6.4 Computer Simulation Results 
The performance of the multi-stage split-path adaptive filtering and its 
unification with DWT adaptation have already been described in Chapter 3. In this 
section, a computer simulation in the context of AR modeling is presented to further 
illustrate the merits of the proposed method. An 8-order AR process example being 
used is obtained from [Ching 1995] 
-^0.5\x(k-5)+0A6x(k-6)^022x(k-7)^03\x(k-S)+n(k) • 
where n(k) is a Gaussian random process with variance equals to 0.1 and M equals to 
8. We have applied different levels of splitting to the adaptive filter and their 
convergence dynamics are compared with the conventional TDL approach. Fig. 6.5 
compares the learning curves of these algorithms and all the data were obtained from 
an average of 10000 independent runs. To reach a value of 0.055 MSE, about 400， 
300 and 250 iterations are needed for conventional LMS, 1-level split LMS and 2-level 
LMS respectively. While only less than 200 iterations has been found to be required 
by a full split / DWT LMS to get to the same MSE level. This demonstrates that the 
split algorithms are superior than the conventional LMS algorithm in terms of 
adaptation speed. Furthermore, the convergence behaviour of a full split-path adaptive 
filter is unified with a DWT adaptation. 
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Fig. 6.5. Comparison of learning curves for different adaptive methods. 
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6.5 Summary 
In this chapter, we have established a unified perspective of the multi-stage 
split-path adaptive filtering method with discrete Walsh transform adaptation. A novel 
Walsh function is constructed by using the multi-stage splitting matrix. It is shown 
that the SM defined function is a complete set of Walsh function. The properties of 
SM-ordered Walsh function is discussed and the conversion rules between SM Walsh 
function and other typical Walsh functions is developed. In addition, we have shown 
that the SM-ordered Walsh fiinction provides a useful tool for efficient implementation 
of the fast discrete Walsh transformation. 
An important conclusion can be drawn from the relationship between split-path 
adaptive filtering and DWT adaptation, that is the split algorithm is essentially a kind 
of transform or data compression technique. By continuously applying the split 
operation to the data sequence, the desired information can be merged into a few 
important coefficients. In the case of adaptive signal processing, the input 
autocorrelation matrix is diagonalized and the "dominant" information will be located 
at the upper left corner, which results in a lower eigenvalue spreads distribution. The 
multi-stage split technique provides a powerfiil tool for the analysis of DWT 
adaptation and it is very easy to construct a fast DWT algorithm by means of splitting 
matrix. In practice, the level of split operation can be selected flexibly according to the 
requirements of the systems. 
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Chapter 7 CONCLUSION 
In the past two decades, the applications of adaptive signal processing have 
grown rapidly in expanse of areas, such as linear prediction, noise and echo cancellers, 
adaptive equalisation, spectrum estimation, adaptive beamforming, system 
identification and control. Motivated by the increasingly practical need, the theoretical 
problems associated with adaptive signal processing have been pursued with 
unprecedented intellectual vigour and numerous literatures have been published. An 
exhaustive study have been made on the fiindamental properties of adaptive algorithms 
such as speed of convergence, stability, numerical complexity, misadjustment error, 
robustness, and round-off error analysis. Much of the recent adaptive algorithmic 
research has focused on algorithms that are based on the gradient-searched method 
especially the LMS algorithm, since it is the simplest and the most widely used 
algorithm although it is suffered from relatively slow convergence rate. 
To overcome the drawback of the LMS algorithm, split-path adaptive filtering 
is shown to be an effective approach. When an adaptive filter is split into two linear 
phase subfilters that are connected in parallel, one antisymmetric while the other 
symmetric, the eigenvalue of the input signal are divided into two sets, each 
corresponds to an individual filter path. Due to the partition of eigenvalues, the 
eigenvalue spread of the two linear phase filters is decreased as well and thus 
improving the performance of the system. 
The major work of this research is concerned with following subjects. One is 
to resolve the restriction of the “protocol，split-path approach and explore the potential 
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of extending the split structure to a more general area. Second is to study the 
properties and performance of transform domain adaptive system when it is configured 
in a split-path structure. Finally, we wish to find the inherent connection between split-
path algorithm and some other transform domain adaptations. 
We have first proposed a split-path median LMS (SPMLMS) adaptive 
algorithm. It is shown that the proposed algorithm not only has a fast convergence 
speed, but is also effective in suppressing the sparse impulsive noises and in tracking 
the sharp edges of the desired information. 
By analysing the parameter redundancy property of a symmetric/antisymmetric 
system, we have shown that any M=2^-coefFicient system can be decomposed, step by 
step, into a collection of M parallel single parameter subfilters by L split operations. 
Therefore, we have developed a generalized modular form of multi-stage split-path 
structure for the adaptive systems. The essential function of the split technique is its 
capability for diagonalizing the input autocorrelation matrix thereby reducing the 
eigenvalue spreads associated with subsystems, which makes the split algorithm a 
powerful tool to enhance the performance of adaptive filtering. Besides, the multi-
stage split algorithm is very easy to implement. 
Parallel to the study in time domain, we have also investigated the 
performance of split-path adaptive algorithm transform domain. We have verified the 
consistent optimum Wiener solution for split-path, nonsplit-path configurations both in 
time domain and transform domain adaptive system. Two realization methods of 
transform domain split-path adaptive filter have been discussed. A practical tracking 
optimal convergence factor method is derived to speed up the convergence rate of 
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gradient-based algorithms in a changing environment. It is also shown that the 
proposed method is less sensitive to the change of system parameter and has a superior 
robust performance than that of self-orthogonalizing method. 
In the thesis, we have presented a new definition of Walsh fiinction by means of 
continuous splitting matrix. This is an important achievement, not only because the 
new definition gives a complete set of Walsh function, gives a determined conversion 
rule between other defined Walsh functions, but also provides a straightforward 
method for fast DWT algorithm and establishes a unified perspective between split-
path adaptive filtering and DWT adaptation. 
In the thesis, the analysis and mathematics derivation are rigorous, the problem 
of applications are emphasised as well. Moreover, all theoretical results are verified 
and illustrated by extensive computer simulations. It is anticipated that the results of 
this research will be of great significance in adaptive signal processing. 
Besides the works that have been done in this thesis, some other related 
problems can be studied for further investigation. These include the numerical 
comparison between different transforms when applied to different applications; fast 
split-path algorithms for other transform domain adaptation (except for fast DWT， 
which is discussed in this thesis); and a more precise description of SM-ordered Walsh 
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