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Abstract 
 
The new Bayesian paradigm in the psychology of reasoning aims to integrate the study of 
human reasoning, decision making, and rationality. It is supported by two findings. One, most 
people judge the probability of the indicative conditional, P(if A then B), to be the 
conditional probability, P(B|A), as implied by the Ramsey test. Two, they judge if A then B 
to be void when A is false. Their three-valued response table used to be called ‘defective’, but 
should be termed the de Finetti table. We show how to study general de Finetti truth tables 
for negations, conjunctions, disjunctions, and conditionals. 
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1. Introduction 
 
Bayesian models of cognition have become increasingly prominent in the psychology of 
reasoning in recent years, and this trend has resulted in the development of a new Bayesian 
paradigm (Manktelow, Over, & Elqayam, 2011; Oaksford & Chater, 2007, 2009; Over, 2009; 
Pfeifer & Kleiter, 2010). The older binary paradigm in the psychology of reasoning focused 
on deduction from assumptions. Propositions were classified as either true or false, or 
consistent or inconsistent with each other. Conclusions either followed necessarily or not at 
all. If the participants in a reasoning experiment did not assume the premises, but relied on 
their subjectively relevant beliefs, or they inferred conclusions that did not necessarily follow, 
they were deemed to be biased and to commit fallacies. This older paradigm inspired many 
theoretical models (mental rules, mental models, rules or schemas, and others) but limited the 
field of research to the study of the human deduction ability (Evans, 2012). The new 
paradigm recognizes that most inferences in everyday affairs and science, whether logically 
valid or not, are from uncertain beliefs or hypotheses and not assumptions, and that reasoning 
must take account of this uncertainty if it is to be useful for acquiring rational beliefs and 
making rational decisions. The basic goal of the new paradigm is to integrate the psychology 
of reasoning and the psychology of judgment and decision making and provide a full account 
of human reasoning, decision making, and rationality. 
Consider the valid inference of Modus Ponens (MP), inferring B from if A then B and 
A. Let if A then B here be: 
(1) If Italy leaves the Euro this year (I) then the Euro will decline in value (D). 
We cannot make a rational decision about what to do with our Euros by simply assuming that 
if I then D and that I, in order to infer D by MP, that the Euro will decline in value. We must 
at least assess our degree of confidence in (1), P(if I then D), and the prediction that I, P(I). 
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We can then try to have a rational degree of belief in the conclusion of MP, P(D), for our 
decision making. There was a significant step towards the new paradigm when experiments 
showed that people's confidence in the premises of conditional inferences does affect their 
confidence in the conclusions in systematic ways (George, 1995, 1997; Politzer, 2005; 
Politzer & Bourmaud, 2002; Stevenson & Over, 1995, 2001).  
 
2. The Equation And Restricted De Finetti Table 
 
The new paradigm was given an even greater boost by the finding in experiments that people 
judge the subjective probability of the natural language indicative conditional, P(if A then B), 
to be the conditional probability of B given A, P(B|A). Philosophers have long argued for this 
relation between the conditional and conditional probability, P(if A then B) = P(B|A). It has 
been seen as so important normatively that it has simply been called the Equation 
(Edgington, 1995). Logical and philosophical support for it can be traced back to Ramsey 
(1926/1990) and de Finetti (1936/1995, 1937/1964), the founders of contemporary subjective 
probability theory (Politzer, Over, & Baratgin, 2010). The Equation can be studied in 
probability tasks as the conditional probability hypothesis and has been confirmed for a very 
wide range of conditionals (Douven & Verbrugge, 2010; Evans, Handley, Neilens, & Over, 
2007; Evans, Handley, & Over, 2003; Fugard, Pfeifer, Mayerhofer, & Kleiter, 2011; 
Oberauer & Wilhelm, 2003; Politzer et al., 2010), including examples like (1) that could be 
called ‘causal’ conditionals (Over, Hadjichristidis, Evans, Handley, & Sloman, 2007). 
Judging that P(if A then B) = P(B|A) is the majority response in these experiments. This 
strong confirmation of the conditional probability hypothesis provides substantial empirical 
support for a Bayesian account of conditional reasoning. The indicative conditional can be 
represented by the conditional probability and rational degrees of belief in conclusions of 
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conditional inferences can be calculated from subjective probabilities for the premises 
(Adams, 1998; Gilio & Over, 2012; Hahn & Oaksford, 2007; Oaksford & Chater, 2007, 
2009; Over, Evans, & Elqayam, 2010; Pfeifer & Kleiter, 2010). A Bayesian account can also 
be applied to what have been called utility conditionals (Bonnefon, 2009). 
An important point to note is that a significant number of participants on some 
probability tasks give the conjunctive response,  P(if A then B) = P(A & B), and not the 
majority conditional probability response, P(if A then B) = P(B|A). It has been found that 
participants who give the conjunctive response are of lower cognitive ability than the 
participants who respond with the conditional probability (Evans, Handley, Neilens, & Over, 
2007, 2010; Politzer et al., 2010). There is also a developmental trend: young children 
respond with the conjunctive probability, but this response tends to decline with age, and the 
conditional probability response increases until it becomes the majority response in 
undergraduate students (Gauffroy & Barrouillet, 2009). The most recent finding, superseding 
earlier work, is that the conjunctive response tends to decline and be replaced by the 
conditional probability response as more probability tasks are done (Fugard et al., 2011). It is 
hard to see how people can make rational decisions if they think that P(if A then B) = P(A & 
B), but yet another point about this response is that it does not occur significantly for the most 
realistic conditionals like (1) and, for an example actually studied, ‘If global warming 
continues then London will be flooded’ (Douven & Verbrugge, 2010; Over et al., 2007). 
More research is needed to understand fully, not only on the conjunctive response for 
conditionals, but also on how uncertainty affects judgments about conjunctions, disjunctions, 
negations, and conditionals more generally.  
Another strong body of support for the new paradigm comes from experiments on 
truth table tasks and the discovery of what came to be called the defective truth table in 
psychology (see Evans & Over, 2004, for review up to that date). If (1) were a material 
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conditional (as in much of the older paradigm), (1) would be equivalent to not-I or D and 
would be true when I & D is true, false when I & not-D is true, and true for the two false 
antecedent, not-I cases, when not-I & D is true and when not-I & not-D is true. However, 
participants in truth table task experiments diverged from this table in the false antecedent 
cases. They would say that these cases were ‘irrelevant’ for determining the truth or falsity of 
(1). More recently, participants have responded that the conditional is neither true nor false in 
these cases (Politzer et al., 2010). From a new paradigm point of view, these participants are 
not producing a ‘defective’ truth table in any negative sense. Psychologists in the old 
paradigm were apparently unaware that de Finetti (1936/1995, 1937/1964) had originally 
proposed this three-valued table on normative grounds (there are no references to de Finetti in 
psychological work on the ‘defective’ truth table up to and including the survey of Evans & 
Over, 2004, but see Politzer et al., 2010). Given the ‘defective’, de Finetti table, the indicative 
(1), and its past tense equivalent, will become void and without truth value should Italy not 
leave the Euro this year, although there could then be grounds for a counterfactual about what 
would happen if Italy were to leave the Euro, or what would have happened if it had left the 
Euro (see Over et al., 2007, on the relation between counterfactuals and the conditional 
probability).  
The finding that people judge that P(if A then B) = P(B|A) raises the question of how 
they process conditionals to produce this result.  Most psychologists in the new paradigm 
again follow philosophers in holding that people use the Ramsey test to evaluate conditionals 
(Ramsey, 1926/1990). As modified by later philosophers, the Ramsey test is a process in 
which people assess P(if A then B) by hypothetically supposing A, making whatever changes 
are necessary to preserve consistency, and then judging the probability of B given this 
supposition (Edgington, 1995; Evans & Over, 2004; Stalnaker, 1968).  The result of this 
process is that P(if A then B) is the probability of B given A, P(B|A). A conditional if A then B 
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with the property that P(if A then B) = P(B|A) has been called a probability conditional 
(Adams, 1998; Oaksford & Chater, 2007) and the conditional event (de Finetti, 1936/1995, 
1937/1964; Pfeifer & Kleiter, 2010). We will use both of these expressions in this paper for 
this conditional, but will favour ‘conditional event’, symbolized by de Finetti as B|A, later in 
the paper when we are focusing primarily on de Finetti’s proposals.  
For an account of the natural language indicative conditional, the probability 
conditional has many advantages over the material, truth functional conditional, logically and 
psychologically. In particular, the probability conditional does not suffer from the 
‘paradoxes’ of the truth functional analysis of the natural language conditional (Edgington, 
1995; Evans & Over, 2004; Oaksford & Chater, 2007; Pfeifer & Kleiter, 2010). As an 
example of one of these paradoxes, consider (1), if I then D, and the result of negating its 
consequent, if I then not-D. Rational decision making about what to do with our Euros partly 
depends on the fact that P(if I then D) is very high while P(if I then not-D) is very low, and 
similarly for the corresponding conditionals about France and Germany. However, if these 
were truth functional conditionals, and so true when their antecedents were false, they would 
all become more probable as it became more and more likely that Italy, France, and Germany 
would not leave the Euro by the end of the year.  This absurd result does not follow if these 
conditionals are probability conditionals, and virtually no one in experiments (see most 
recently Fugard et al., 2011) judges that P(if A then B) is the probability of the material 
conditional, P(not-A or B).  
The probability conditional, conditional event also has an advantage over other non-
truth functional theories of the conditional, such as that of Stalnaker (1968). Lewis (1986) 
proved that ‘triviality results’ follow from assuming that P(if A then B) = P(B|A) for 
conditionals like Stalnaker’s, which are true or false at every possibility. His proof does not 
apply to the conditional event, which is void and has a truth value gap when its antecedent is 
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false (a fact that Lewis was well aware of; see Mura, 2009, and Paneni & Scozzafava, 2003, 
as well as Lewis, 1986). And as we have reported above, the evidence is strong, from 
psychological results on the ‘defective’, de Finetti table, that people consider indicative 
conditionals neither true nor false when their antecedents are false. Nevertheless, it is also 
theoretically possible to avoid the triviality results by holding that people's interpretations of 
conditionals depend on their belief states (van Fraassen, 1976). This theoretical position does 
not imply that an underlying binary view has to be given up and has other possible 
advantages (Douven & Dietz, 2011; Douven & Verbrugge, under review). It could be argued, 
however, that the de Finetti table is a better explanation of ‘defective’ responses in truth table 
tasks.  
There is an important point of agreement among Adams, de Finetti, Lewis, Stalnaker, 
and van Fraassen. They all hold that if A then B is true when A & B is true. No epistemic or 
other connection is required between A and B as a matter of semantics, although such a 
connection could be a reasonable pragmatic expectation. Some psychological experiments are 
relevant to this position, but it is still unclear whether people consider if A then B to be false, 
or only pragmatically infelicitous, when there is no connection between A and B and so A 
does not raise the probability of B (Over et al., 2007; Douven & Verbrugge, in press).  
The ‘defective’, de Finetti table has received far less attention than the Equation in the 
new paradigm (but see Evans et al., 2007, on the close relation between conditional 
probability judgments for the conditional, ‘defective’ responses on truth table tasks, and 
relatively high cognitive ability, and also Sevenants, Dieussaert, & Schaeken, 2011, on truth 
table tasks and cognitive ability). Given the negative connotations of the term ‘defective’, it is 
better to call this three-valued table simply the de Finetti table (Politzer et al., 2010). In fact, 
we should use restricted de Finetti table for the ‘defective’ truth table, since de Finetti 
(1936/1995) actually proposed what we will call general de Finetti tables, not only for the 
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conditional event, but for negation, conjunction, and disjunction. See Appendix 1. In these 
tables, A and B can receive a third value. We will explain later in this paper how to give 
people general truth table tasks, which have a third value for A and B, and to study for the 
first time whether these match de Finetti’s more general tables. 
Another much neglected topic in the new paradigm, which is related to both the 
Equation and the de Finetti table for the conditional, is the conditional bet. Both Ramsey 
(1929/1990) and de Finetti (1937/1964, 1974) justified their normative theories of subjective 
probability by referring to bets that were to represent degrees of beliefs. Conditional bets, 
representing conditional degrees of belief, were central to their theories. The fundamental 
result is that people who violate normative probability theory, and so are incoherent, are 
irrational because they are vulnerable to a Dutch book: a series of bets that can only be lost 
(de Finetti, 1974; Gilio & Over, 2012). A conditional bet can be seen as a bet on the 
conditional event, and the new paradigm implies that there should be a close relation between 
a degree of belief in an indicative like (1) and a willing to express a conditional bet like: 
(2) I bet that, if Italy leaves the Euro this year (I), then the Euro will decline in value (D). 
There is clearly a parallel relation between the three-valued de Finetti truth table for (1) and 
the de Finetti winning table for (2). By these tables, (1) is true and the bet (2) is won when I 
& D is true, (1) is false and (2) is lost when I & not-D is true, and (1) is void and neither true 
nor false, and (2) is void and neither won nor lost in the not-I cases. Moreover, the probability 
that assertion (1) is true and the probability of winning the bet (2) should both be P(I & D|I) 
= P(D|I), since there is no assertion to be true and no bet to be won in the not-I cases (for a 
theoretical analysis of logico-algebraic structure see Milne, 1997). Politzer et al. (2010) have 
found evidence that people conform to this parallel relationship for a simple indicative 
conditional and a conditional bet (see also Oberauer & Wilhelm, 2003, for the only other 
psychological paper on bets about conditionals).  
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3. General De Finetti Tables 
There is, however, a serious limitation in all the experiments that have been run so far on the 
‘defective’ truth table. The participants have always been given a conditional, if A then B, and 
then asked about its evaluation for one of the four possible cases, A & B, A & not-B, not-A & 
B, and not-A & not-B, which has always been described or displayed clearly and without any 
uncertainty. For example, if such an experiment were actually run about (1) and (2), the 
participants might be told, say, that Italy was not going to leave the Euro by the end of the 
year and the Euro was not going to decline in value, a not-I & not-D case, and then asked 
how (1) and (2) were to be evaluated. The answer would of course be (on past evidence) that 
(1) is neither true nor false and (2) neither won nor lost. But the point is that it is unrealistic, 
and in considerable tension with the whole new paradigm approach, to suppose that we are 
often absolutely certain of which possible case holds for the evaluation of a conditional. We 
are much more often in a state of uncertainty about such matters as whether or not Italy will 
leave the Euro by the end of the year I and whether or not the Euro will decline in value D. 
We are consequently uncertain about (1) and have a degree of belief P(D|I) about it that is 
less than 1. The new paradigm is all about uncertainty in our reasoning and how this affects 
rational inference and decision making. General truth table tasks should therefore be 
developed that reflect all this uncertainty.  
There is fortunately help in the normative literature for a psychological project of 
developing more realistic truth table tasks. As we have already noted, de Finetti (1936/1995) 
constructed general tables for negation, conjunction, and disjunction, and the conditional 
event, and in these tables, the two basic propositions, A and B, can be true, false, or have a 
third value void. For these general tables, the third value can be interpreted as uncertainty in a 
wide sense and not just as a ‘void’ sense of neither true nor false. In this interpretation, the 
10	
	
general tables for negation, conjunction, disjunction and material conditional correspond to 
strong Kleene connectives (Haack, 1974). The de Finetti general tables were actually 
proposed by Blamey (1986) in his semantic analysis of partial logic (see for a discussion 
Mura, 2009), although Blamey did not refer to de Finetti.  The de Finetti conditional table 
also corresponds to the table for the presupposition operator proposed by Beaver (1997). If 
‘uncertain’ means ‘unknown’, then it is possible that binary values underlie it (and so the 
approach of Douven & Dietz, 2011, Douven & Verbrugge, under review, and van Fraassen, 
1976, could be taken).  
We will now outline one way to develop research on these general de Finetti tables. 
Consider an extension of the Politzer et al. (2010) study. They gave participants an indicative 
conditional and a conditional bet about a chip selected at random from an array of square and 
round chips that were black or white: 
(3) If the chip is square (S) then it is black (B). 
(4) I bet you 1 Euro if the chip is square (S) then it is black (B).  
The participants could then be asked whether the selection of, say, a round and black chip, 
not-S & B, made (3) true, false, or neither true nor false, and meant that (4) was won, lost, or 
neither won nor lost. There was no doubt or uncertainty in this experiment about whether the 
randomly selected chip was square or black. But consider how some uncertainty could be 
introduced. As well as letting the participants look carefully at the randomly selected chip in 
good light, there could also be the possibility of letting the participants only get a glimpse of 
the chip or seeing it in bad light. Now the two basic propositions, here S and B, could be true, 
false, or have a third value of uncertainty. Suppose the participants were able to see the chip 
for long enough to be sure that it was square, but the light was so bad that they were uncertain 
whether it was black or white. With S true and B uncertain, how would the participants 
evaluate (3), as true, false, or uncertain? If they conformed to the general de Finetti table for 
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the conditional event, they would evaluate (3) as uncertain in this case. If they also 
conformed, in this case, to the general de Finetti tables for negation, conjunction, and 
disjunction, they would evaluate not-B as uncertain, S & B as uncertain, but S or B as true. 
And they would have parallel evaluations in terms of winning, losing, and uncertainty about 
(4) and about bets on not-S, S & B, and S or B. 
Seeing chips more or less quickly in good or bad light might be a reasonable model of 
some natural circumstances. It would, however, be too hard to construct and control an 
experiment of exactly this type. What we did was to create a computer representation of two 
opaque boxes, one on top of the other, with some open and clear space between them. The 
top box had square or round chips in it that were black or white. Random chips could at times 
fall from the top box to the bottom box, and then a photo would be taken of these chips in the 
space between the boxes. The photos were sometimes taken through filters, which could have 
the effect of concealing the shape or colour of the chips, or both the shape and the colour. The 
participants were told that children were playing a game about the chips that fell from the top 
box to the bottom box. One of the children made an assertion about the random chips. We 
will report here data on the cases in which the child’s assertion was an indicative conditional, 
(3), a conditional bet, (4), or a negation, not-S, conjunction, S & B, or disjunction, S or B. For 
example, if the child asserted (3) or (4), and the filter allowed the photo to show a square chip 
without revealing its colour, then we would have a case like the one that we have described 
above, when a square chip could be seen but bad light concealed the colour.  
Thus in our general truth table task, participants were presented with nine possible 
photos - S and B true, false, or uncertain - and were asked to say in each case whether an 
assertion (or conditional bet) by the child was true (won), false (lost), or neither true (won) 
nor false (lost). The participants’ responses allowed us to construct tables for them for the 
five different assertion forms that we are considering here - negation, conjunction, 
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disjunction, the indicative conditional, and the conditional bet. The main finding was that a 
large majority of participants complied with the general de Finetti tables. Most participants 
responded with the conditional event table for the child’s assertion of the indicative 
conditional and also of the conditional bet (with T interpreted as winning, F as losing, and U 
as neither winning nor losing). For the child’s assertion of a negation, not-S, almost all 
participants produced the de Finetti table for negation. Similarly, for child’s assertion of a 
conjunction, S & B, slightly more than three quarters of the participants responded with de 
Finetti's table. This proportion increased to near totality when the answers that differed from 
de Finetti’s conjunction table by a single cell were included (that is, when a single error out 
of nine answers is allowed). Finally, for the child’s assertion of a disjunction, S or B, a large 
majority of participants conformed to de Finetti's table. 
 
4. Conclusion 
Research on de Finetti’s general three-valued tables, which allow for uncertainty in the 
components of conditionals, negations, conjunctions, and disjunctions, has been totally 
neglected in the psychology of reasoning, but we hope to have indicated here how to 
overcome this limitation. Of course, we are well aware that many three-value tables have 
been proposed by other logicians, philosophers, and AI researchers (see the Appendix of 
Haack, 1974, for a good display of a wide range of tables in the literature up to that date and 
Goodman, Nguyen & Walker, 1991, for more recent tables). Milne (in press) also points out 
that logical validity can be defined in terms of probability, as suggested by the Equation 
(Edgington, 1995, Adams, 1998), or directly in terms of preserving values in de Finetti or 
other tables, and that these two types of definition validate different patterns of conditional 
inference. More research will be needed to determine the extent to which people conform to 
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any general tables, and to discover which conditional inferences they do endorse. Our object 
here has been to argue that this research should be done and to explain one way to do it. 
The experimental pillars supporting the new paradigm in the psychology of reasoning 
are two findings for the indicative conditional, if A then B, of natural language. First, that 
people comply with the Equation, by judging P(if A then B) = P(B|A), which is implied by the 
Ramsey test. Second, that people conform to the restricted de Finetti table for if A then B. 
However, the new paradigm is in the early stages of its development, and there is much to do 
to investigate and extend these findings. In this paper, we have shown how to extend research 
to general de Finetti tables and their interpretation, and have argued for the importance of 
taking this step.  
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Appendix 1 
 
The three-valued tables of de Finetti (1936/1995), but we have used U here for ‘uncertain’. 
 
Negation  
A ¬A 
T F 
U U 
F T 
 
Conjunction 
A ∧ B B 
 
  
A 
 
 T U F 
T T U F 
U U U F 
F F F F 
 
Disjunction 
A ∨ B B 
 
  
A 
 T U F 
T T T T 
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 U T U U 
F T U F 
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Conditional event 
 
B⏐A 
 
B 
 
  
A 
 
 T U F 
T T U F 
U U U U 
F U U U 
 
Material conditional 
 
¬A∨ B  
 
B 
 
  
A 
 
 T U F 
T T U F 
U T U U 
F T T T 
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