Results from laboratory experiments using real-effort tasks provide mixed evidence on the relationship between monetary incentives and effort provision. To examine this issue, we design three experiments where subjects participate in two-player real-effort tournaments with two prizes. Experiment 1 shows that subjects exert high effort even if there are no monetary incentives, suggesting that non-monetary incentives are contributing to their effort choices. Moreover, increasing monetary incentives does not result in higher effort provision. Experiment 2 shows that the impact of non-monetary incentives can be reduced by providing subjects with the option of leaving the laboratory early, using an incentivized timeout button, or working on an incentivized alternative activity. Experiment 3 revisits the relationship between monetary incentives and effort provision using the insights from Experiment 2. Using a design with an incentivized alternative activity, we show that participants increase effort in response to monetary incentives. Taken together, the findings from the three experiments suggest that results from real-effort tasks require a careful evaluation and interpretation of the motivations underlying the observed performance.
Introduction
The impact of incentives on the supply of effort is a central question in economics. In recent years, economists have been increasingly relying on laboratory experiments, especially experiments with real-effort tasks, to study this question. Real-effort tasks require experimental participants to exert actual physical or mental effort to earn money.
1 They are seen as a better representation of how people earn their income in the real world in comparison to the alternative 'stated effort' designs, where subjects are given information on the costs and benefits of different effort options and are asked to state the level of effort they would like to exert (see, e.g., Charness and Kuhn, 2011) .
While the use of real-effort tasks may contribute to the external validity of experimental results, it may also come at a cost of loss of control over incentives. 2 The main concern voiced in the literature is that in real-effort tasks, researchers cannot observe the cost of effort which differs across subjects. This makes it challenging to compare the behavior of subjects against theoretical benchmarks derived from assumed cost-of-effort functions. 3 In contrast, in statedeffort experiments, the parameters guiding the optimization problem of subjects are clear.
Not knowing the (monetary) marginal cost of effort is not the only reason for loss of control in real-effort tasks. The introduction of a real-effort task also means that non-monetary incentives (such as task enjoyment) can play a larger role in the determination of effort. Hence, if the goal of the researcher is to measure the impact of monetary incentives on effort provision, 1 Examples include adjusting sliders on the screen (Gill and Prowse, 2012) , pressing keys (Berger and Pope, 2011) , counting zeroes (Abeler et al., 2011) , typing paragraphs, (Dickinson, 1999) , cracking walnuts (Fahr and Irlenbusch, 2000) , stuffing letters into envelopes (Konow, 2000; Falk and Ichino, 2006; Carpenter, Matthews, and Schirm, 2010) , encrypting words (Erkal, Gangadharan, and Nikiforakis, 2011) , adding numbers (Niederle and Vesterlund, 2007) , solving mazes (Gneezy, Niederle, and Rustichini, 2003) , picking virtual apples in a basket (Eriksson, Mao, and Villeval, 2017) , and solving crossword puzzles (Kraut et al., 2005) . 2 This is concerning since the key advantage of using experimental methods is the ability to control for extraneous confounding influences and, hence, the ability to make direct inferences relating to causality.
treatments with low and high monetary incentives. Hence, non-monetary incentives by themselves are sufficient to motivate subjects to exert significant levels of effort in real-effort tasks. Moreover, providing monetary incentives does not have an impact on effort provision.
This result is in line with other findings in the literature which document that behavior in realeffort tasks is relatively insensitive to changes in monetary incentives (e.g., Camerer and Hogarth, 1999; Araujo et al., 2016) .
In Experiment 2, we design treatments to reduce the impact that the non-monetary incentives mentioned above have on effort. Using a simple framework, we explain that this can be done either directly by reducing the benefit subjects receive from task enjoyment, etc. (e.g.,
by picking a task that is likely to be less enjoyable), or indirectly by increasing the cost of working on the task. We consider two treatments aimed at increasing the opportunity cost of effort (by allowing participants to leave early and by providing them with a small payment for taking a timeout), and a third treatment with an incentivized alternative activity which aims to increase the opportunity cost of effort at the same time it decreases the non-monetary benefits subjects may receive from performing the real-effort task. We show that participation and effort in the real-effort task are significantly lower in all three treatments as compared to the baseline treatment from Experiment 1. Moreover, introducing an incentivized alternative activity that pays a piece rate is the most effective way of reducing the impact of non-monetary incentives, while allowing subjects to leave early is the least effective.
In Experiment 3, we again examine the response of agents to changes in monetary incentives. However, this time we use the design with an incentivized alternative activity from Experiment 2. We find that, in contrast to our results from Experiment 1, participants increase effort monotonically in response to monetary incentives. Hence, our results reveal that, with appropriate modifications to the way real-effort tasks are implemented in the laboratory, it is possible for the experimenter to observe changes in effort provision as the level of monetary incentives is varied.
In general, the findings from our three experiments highlight that understanding the role of incentives in real-effort tasks has important implications. We provide a framework that allows the researcher to mitigate the impact of non-monetary incentives in real-effort experiments. Beyond studying the role of monetary incentives on effort, doing this can be important if the researcher wants to examine how the process of earning one's income affects the decisions in later stages of the experiment. If non-monetary incentives (e.g., experimenter demand effect or task curiosity) play a bigger role in determining effort choices, then subjects'
behavior in the later stage may be driven by their response to these incentives rather than differences in income levels. In this case, failing to acknowledge the role that non-monetary incentives play on effort provision in the first stage may result in a misidentification of the causal effect.
The rest of the paper proceeds as follows. In the next section, we review the related literature and discuss our contributions to it. In Sections 3 to 5, we present the design and results of Experiments 1, 2, and 3, respectively. We conclude in Section 6 with a discussion of the implications of our findings.
Related Literature
We build on and contribute to different strands of the literature. Our first contribution is to the literature on the impact of incentives. We examine how experimental economists can study the role of incentives using real-effort experiments in the laboratory. A central principle of economic analysis is that people respond to incentives. Hence, economists see incentives as a powerful tool for explaining and altering individual behavior. When it comes to the provision of costly effort, standard economic theory suggests that monetary incentives could compensate for the effort undertaken, leading to a positive relationship between monetary incentives and the amount of effort expended. On the empirical side, decades of experimental research in psychology and economics has revealed that the relationship between monetary incentives and effort provision may not be as straightforward as predicted by standard economic theory, with some papers showing a positive relationship (Jenkins et al., 1998; DellaVigna and Pope, forthcoming) , some showing no relationship (Araujo et al., 2016) , and some showing a nonmonotonic relationship (Gneezy and Rustichini, 2000; Pokorny, 2008; Ariely et al., 2009 In the literature on incentives effects, our paper is also related to the group of papers which study the interactions between different type of incentives (see e.g., Deci, Koestner, and Ryan, 1999; Gneezy, Meier, and Rey-Biel, 2011; Bowles and Polanía-Reyes, 2012; Kamenica, 2012 Dickinson, 1999; Rosaz, Slonim, and Villeval, 2016) , browse newspapers or magazines (e.g., Charness, Masclet, and Villeval, 2014; ReyBiel, Sheremeta, and Uler, 2017) , surf the Internet (e.g., Kessler and Norton, 2016) , watch preselected popular YouTube videos (e.g., Hayashi, Nakamura, and Gamage, 2013) , press a paid timeout button (e.g., Mohnen, Pokorny, and Sliwka, 2008; Blumkin, Ruffle, and Ganun, 2012) Gächter, Huang, and Sefton (2016) , who introduce a novel real-effort task with an induced cost of effort and show that subjects respond to monetary incentives. Outside of the labor market, Lei, Noussair, and Plott (2001) suggest that the occurrence of bubbles in asset markets in the laboratory may be partly due to the lack of alternative activities that subjects can participate in apart from trading in the asset market.
Design and Treatments
Our first experiment aims to investigate whether individuals respond to changes in monetary incentives by altering their effort levels. Subjects participate in a contest to determine how two prizes (Prize 1 and Prize 2) will be allocated between themselves and their matched partner. Each subject chooses an effort level, . Subjects make their effort choice by performing a real-effort encryption task (Erkal et al., 2011) for 10 minutes. In this task, each subject is given an encryption table that assigns a number to each letter of the alphabet, and is asked to encrypt a pre-determined sequence of letter combinations by substituting them with numbers using the encryption table. Each combination in the sequence consists of five randomly generated letters, and all the subjects are given the same combinations of letters in the same sequence. Figure 1 shows the screenshot of the task for this treatment.
At the end of 10 minutes, the number of letter combinations that a subject successfully encrypts determines his/her effort choice, . The probability of winning Prize 1, ( , ), is given by
where is the effort level chosen by their matched partner. The subject who does not receive Prize 1 receives Prize 2. If both subjects choose an effort level of zero, then the prizes are allocated randomly.
We vary the monetary incentives by adjusting the value of Prize 1 across three different treatments. Panel (a) of Table 1 provides a summary of the treatments for this experiment. In the Baseline (B) treatment, both Prize 1 and Prize 2 are valued at 150 Experimental Currency Units (ECU). In this treatment, there are no monetary incentives for doing the task since both prizes are equal to each other, and each subject is guaranteed to receive one of the two prizes.
In the Baseline -Low (BL) treatment, the value of Prize 1 is increased to 250 ECU, while the value of Prize 2 remains at 150 ECU. In the Baseline -High (BH) treatment, the value of Prize 1 is further increased to 600 ECU. Hence, treatments BL and BH represent situations where there are low and high monetary incentives for doing the task, respectively.
We consider two key variables of interest. First, we are interested in the participation rate, which is the proportion of subjects who exert positive effort. In our analysis, Participation is a dummy variable that takes the value of 1 if a subject exerts positive effort. Second, we are interested in the level of effort per minute, which is defined for those subjects who choose to exert a positive effort level as the average number of letter combinations encrypted per minute.
Taken together, these two variables are analogous to the extensive and intensive margins of labor supply commonly used in the labor literature.
Hypotheses
In the absence of any monetary incentives in treatment B, non-monetary incentives (discussed in more detail in Section 4.1) are the key determinants of effort. If the non-monetary incentives are sufficiently strong and higher than the cost of effort, then subjects may choose to exert effort even though both Prize 1 and Prize 2 are equal. In fact, evidence from the experimental literature suggests that subjects tend to exert high amounts of effort in real-effort tasks even though there are no additional monetary incentives to be gained from doing so (see, e.g., Kuhnen and Tymula, 2012; Charness et al., 2014; Masclet, Peterle, and Larribeau, 2015) . 8 In line with these previous studies, we conjecture that a significant proportion of subjects will exert positive effort in treatment B. When the value of Prize 1 is increased relative to Prize 2 in treatments BL and BH, monetary incentives will also be driving behavior. This is because subjects can now receive a monetary gain by exerting effort to increase their probability of receiving the higher prize.
Consequently, we expect effort provision to be the lowest in treatment B and to increase as the value of Prize 1 increases.
Hypothesis 2: The presence of monetary incentives in addition to non-monetary incentives in treatments BL and BH will lead to higher participation and effort per minute in these treatments as compared to treatment B. Moreover, increasing monetary incentives will result
in an increase in both the participation rate and effort per minute in treatment BH as compared to treatment BL.
Procedures
Our experiments were conducted between August and November 2015 in the Experimental Economics Laboratory at the University of Melbourne (E 2 MU) and programmed using z-Tree (Fischbacher, 2007) . Subjects were recruited using ORSEE (Greiner, 2015) and consisted mostly of students from the University of Melbourne. Our experiment follows a betweensubject treatment design where subjects were randomly assigned into one of the three treatments. We ran two sessions for each treatment, with 24-28 subjects in each session. Each session lasted between 60 and 90 minutes, including time for reading the instructions and the administration of payments. We collected 156 independent observations in total for Experiment 1.
Upon entering the laboratory, subjects first participated individually in a one-shot risk task (Gneezy and Potters, 1997) . Each subject was given an endowment of 50 ECU and had to decide how much of this endowment to allocate between a risky investment and a risk-free investment. With equal probabilities, the risky investment either returned three times the amount invested or nothing.
After completing the risk task, subjects received the instructions for the contest task.
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Subjects were randomly divided into pairs, and they did not know the identity of their matched partners. Instructions were summarized verbally by the experimenter, and subjects participated in a practice real-effort task for three minutes to allow them to familiarize themselves with the interface of the task.
At the end of the experiment, subjects were asked to answer a questionnaire which included basic demographic questions as well as questions about their decisions during the experiment. Once they completed the questionnaire, subjects were paid their earnings privately.
Subjects were randomly paid for their decisions in either the risk task or the contest task, and this was determined at the session level. Subjects did not learn the outcomes of the tasks until the end of the experiment. Earnings were converted to Australian dollars (AUD) at the rate 10 ECU = 1 AUD and included a $10 show-up fee. Subjects earned between $10 and $70, with the mean earnings being $22.59.
Results
9 Instructions are available from the authors upon request.
Figure 2 presents histograms of the distribution of effort in treatments B, BL, and BH. Overall, the histograms show that: (i) a large number of subjects choose to exert positive effort in all three treatments; and (ii) the distribution of effort is almost identical across the three treatments.
A Kruskal-Wallis equality-of-populations rank test fails to reject the null hypothesis that the distribution of effort in treatments B, BL, and BH are equal to one another (p-value = 0.241).
Pairwise Kolmogorov-Smirnov tests for the equality of distribution functions also fail to reject the null hypotheses that the distributions of effort between any pair of treatments are equal to each other (B vs. BL: p-value = 0.296; B vs. BH: p-value = 0.685; BL vs. BH: p-value = 0.831).
Panel (a) of Table 2 presents the participation rate and average effort per minute conditional on participating. Overall, almost all of the subjects (96%) exert positive effort in the absence of monetary incentives in treatment B. Conditional on participation, these subjects also exert a non-trivial amount of effort, with the average effort per minute being 4.22. Hence, we find support for Hypothesis 1 in that subjects are motivated by non-monetary incentives in their effort choice and choose to exert high effort even in the absence of monetary incentives.
One may argue that this result is sensitive to the length and type of the specific task used in our experiment. Fatigue and boredom may play more important roles if the task is longer or different. Hence, in such environments, the impact of non-monetary incentives may be weaker.
To test this, we ran two variants of treatment B. In the 20-Minute (20-Min) treatment, subjects performed the encryption task for 20 minutes instead of 10 minutes (N = 56). In the Slider (S) treatment, the subjects participated in a slider task (Gill and Prowse, 2012 ) instead of the encryption task (N = 54). We find no statistically significant differences in behavior between treatment B and these two treatments.
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Panel (a) of Table 3 presents the coefficient estimates from OLS regressions of participation (column 1) and effort per minute (column 2) on treatment variables and subjects' characteristics, which include the percentage of the endowment invested in the risk task, age, gender, study level at University, whether the subject is pursuing a major in economics, whether the subject is Australian, and previous experience with economic experiments. The table also presents the test of equality between the estimated coefficients for treatments BL and BH. Treatment B is the reference treatment for both regressions.
The regression estimates are consistent with the conclusions from the non-parametric tests, with the exception of the estimated coefficient on treatment BL in column (2). The estimated coefficient reveals that, conditional on participating, effort per minute is 0.329 higher on average when low monetary incentives are present as compared to when no monetary incentives are present. This effect is statistically significant at the 5% level (p-value = 0.015).
To investigate this issue further, column (3) presents the results for median effort using a quantile regression. Consistent with the conclusions from our non-parametric tests, the this issue is beyond the scope of the current paper. 4 Experiment 2
Framework
Our design in Experiment 2 is motivated by the following simple framework, where subjects participating in real-effort tasks are assumed to make their effort choices by comparing the 11 Given that participation is similar across the three treatments in Experiment 1, total performance is another measure that can be used to analyze the data. The results for unconditional effort per minute (total effort divided by the total time spent on the task) are qualitatively similar to those for conditional effort per minute, with the exception that the difference between treatments B and BL is statistically significant. This result seems to be driven by the two subjects in treatment B who exert zero effort and disappears when we consider quantile (median) regressions. The results for unconditional and conditional effort are similar in Experiments 2 and 3. Details are available from the authors upon request.
marginal cost and marginal benefit of exerting one more unit of effort. Formally, let denote the effort chosen by subject . We assume that the marginal cost of effort is determined by the opportunity cost of time and is convex in effort ( 2 ). For example, the opportunity cost of time in Experiment 1 is determined by sitting idle and daydreaming.
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On the benefit side, let 1 and 2 represent the value of Prize 1 and Prize 2, respectively.
Hence, 2 + + ( 1 − 2 ) is the monetary payoff subjects expect to receive in a two-player contest. In addition to monetary incentives, subjects' behavior may also be influenced by: (i) curiosity for the task or enjoyment of the task; (ii) the utility derived from doing what is expected of them or being useful/productive (experimenter demand effect); and (iii) the utility derived from being the winner in a competitive environment. 13 Assuming concavity, we let 1 log( ) and 2 log( ) stand for (i) and (ii), respectively. Since we do not have public announcement of winners in our design, (iii) corresponds to the utility that subjects may derive from privately receiving the title of "recipient of Prize 1" at the end of the experiment. Given that a subject receives this benefit only if s/he wins the contest, 3 + stands for (iii).
Putting these together, individual solves max 2 + + ( 1 − 2 ) + 1 log( ) + 2 log( )
12 Subjects were not allowed to have access to their phones or books during the experiment. 13 These non-monetary incentives have been found to influence subjects' behavior in other environments also (see, e.g., Carpenter, Liati, and Vickery, 2010; Sheremeta, 2010; Zizzo, 2010) . In a related paper, DellaVigna and Pope (forthcoming) consider other types of non-monetary motivators of behavior, namely social preferences, present bias, reference dependence, social comparison, and task significance.
Since we are interested in studying non-monetary incentives, we remove the monetary incentives in Experiment 2 by setting 1 = 2 = 150 ECU. 14 Then, the following first-order condition (FOC) defines the optimal effort of subject i:
From equation (2), it is clear that effort can be reduced either by decreasing 1 , 2 , and 3 , or by increasing .
Treatments and Hypotheses
Panel (b) of Table 1 presents a summary of the three treatments designed for this purpose. All three treatments follow the same setup as in Experiment 1 with the modifications we explain below. Treatment B from Experiment 1 serves as the baseline treatment for comparison in this experiment.
In Experiment 1, the opportunity cost of effort, , depends on the utility derived from sitting idle. The first two treatments in Experiment 2 aim to increase in equation (2).
Specifically, in the Early Departure (ED) treatment, subjects are permitted to leave the experiment at any time during the task. If they wish to leave the experiment early, they can click a button on the screen to stop the task. In this case, they still receive 150 ECU for this task since both prizes are of the same monetary value. Once they stop the task, these subjects are invited to complete the questionnaire, and are then paid their earnings in private before leaving the laboratory.
In the Pause (P) treatment, subjects are permitted to take timeout at any time during the real-effort task and as many times as they wish. To take timeout, they have to click a button on the screen to pause the task temporarily. Subjects receive 5 ECU per minute they spend in timeout which is paid on a pro rata basis. While taking timeout, subjects can click another button on the screen to return to the task at any time.
In summary, in treatment ED, the opportunity cost of effort is given by the value of the time spent doing something outside of the laboratory (e.g., enjoying the company of one's friends). In treatment P, the opportunity cost of effort has an explicit monetary value, 5 ECU per minute. 15 The values of these outside options are likely to be higher than the value of sitting idle. Our hypothesis regarding these two treatments is the following.
Hypothesis 3: Allowing subjects to leave the experiment early and/or introducing an incentivized timeout button will increase the opportunity cost of effort. Hence, relative to treatment B, both the participation rate and average effort per minute will be lower in treatments ED and P.
The third treatment in Experiment 2 is designed to increase (the opportunity cost of effort), reduce 1 (task enjoyment), and reduce 2 (experimenter demand effect) at the same time. To this end, in the Activity 1/2 (A1A2) treatment, subjects are provided with two activities simultaneously on the same screen. Figure 3 shows the screenshot of the task for this treatment. Activity 1 is located on the top half of the screen while Activity 2 is located on the 15 Eckartz (2014) and Mohnen et al. (2008) also use an incentivized timeout button as an outside option in their design, while Dickinson (1999) uses early departure to study on-and off-the-job leisure. We considered treatments with other outside options also, such as newspapers/magazines or the Internet. However, results from our pilot experiments suggest that, within the timeframe provided for the real-effort task (10 minutes), these outside options do not significantly influence subjects' behavior in the laboratory. Hence, we decided not to proceed with these treatments.
bottom half. In both activities, subjects participate in the encryption task, but with different sets of letter combinations and encryption tables. The payment scheme for Activity 1 is exactly the same as in treatment B, where the number of letter combinations encrypted by a pair of subjects determines how Prize 1 and Prize 2, which are equal to each other, will be allocated between them. In Activity 2, subjects participate in the task individually and are paid a piece rate of 1.25 ECU for each letter combination encrypted. 16 Subjects can choose to do only one, both, or none of the activities, and they can switch between the two activities at any time during the task and as many times as they want. Their payment from this part of the experiment is the sum of the payments received from Activity 1 and Activity 2.
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In treatment A1A2, conditional on choosing to exert effort on the task, subjects decide how to allocate their effort between the two activities. We are mainly interested in the effort exerted in Activity 1 since Activity 2 is considered to be the outside option. More specifically, the decision to put in effort in Activity 2 is similar to taking a timeout (as in treatment P), except that the subject now has to work to receive the timeout payment. As a result, the piece rate earned in Activity 2 is the opportunity cost of exerting effort in Activity 1. Moreover, since Activity 2 is based on the same task as Activity 1, we expect that task enjoyment and experimenter demand effect will no longer be the drivers of effort in Activity 1. This is because subjects can derive the same utility from these two factors in both Activity 1 and Activity 2.
Hence, we would expect only those subjects who are sufficiently competitive to exert effort in Activity 1. 16 We calibrate the piece rate such that, if a subject spends all his/her time on Activity 2, then s/he will receive 50 ECU from Activity 2 on average, which is the same as the total timeout payment available in treatment P. This calibration is done using the average number of letter combinations encrypted by subjects within 10 minutes in our pilot experiments. 17 Similarly, van Dijk et al. (2001) consider a design with two activities to investigate the impact of different incentive schemes. Johnson and Salmon (2016) also introduce an alternative activity (a counting task) as an outside option to their main real-effort task (a number adding task). Since the two activities are different, subjects may continue to be motivated by task enjoyment or curiosity in their effort decisions. 
Equation (4) implies that subject 's effort allocation will be such that on the margin, the benefit derived from being the recipient of Prize 1 in Activity 1 is equal to the piece rate received in Activity 2. Hence, 1 and 2 no longer play a role in the allocation of effort between Activity 1 and Activity 2. However, if 3 is sufficiently high, then we would expect subjects to exert a positive level of effort in Activity 1. Nevertheless, the average participation and effort levels in Activity 1 should be lower than those in treatment B. This leads us to the following hypothesis for treatment A1A2. The treatments for Experiment 2 were also conducted in the E 2 MU lab, and they followed the same procedures as in Experiment 1. We ran two sessions each for treatments ED, P, and A1A2, and collected a total of 162 independent observations in these treatments. Subjects earned between $10 and $32.90, with the mean earnings being $22.56. Figure 4 shows the histograms of the subjects' effort choices by treatment. While the majority of subjects exert high effort in the baseline treatment B, this is no longer the case in treatments ED, P, and A1A2. Pairwise Kolmogorov-Smirnov tests reject the null hypotheses that the distribution of effort in treatments ED, P, and A1A2, are equal to that in treatment B (B vs.
Results
ED: p-value = 0.000; B vs. P: p-value = 0.000; B vs. A1A2: p-value = 0.000). Table 2 presents summary statistics at the treatment level. The participation rates in treatments ED (82%), P (54%), and A1A2 (38%) are lower than that in the baseline treatment B (96%). Pairwise Fisher's exact tests reject the null hypotheses that the participation rates in these treatments are equal to that in treatment B (B vs. ED: p-value = 0.025; B vs. P:
Panel (b) of
p-value = 0.000; B vs. A1A2: p-value = 0.000). Conditional on participation, the average effort per minute is 3.27 in treatment ED, 0.94 in treatment P, and 0.54 in treatment A1A2, all of which are lower than that in treatment B (4.22). Pairwise Wilcoxon rank-sum tests reject the null hypotheses that the effort per minute in these treatments are equal to that in treatment B (B vs. ED: p-value = 0.000; B vs. P: p-value = 0.000; B vs. A1A2: p-value = 0.000). Overall, the results suggest that these treatments are effective in reducing effort on both the extensive and intensive margins. we find support for Hypotheses 3 and 4(i). Table 2 also reveals that a non-trivial proportion of the subjects (38%) exert positive effort in Activity 1 of treatment A1A2. Conditional on participation, the average effort per minute is 0.54, suggesting that subjects exert a small amount of effort so that they have a positive probability of receiving Prize 1. Hence, we conclude that, in support of Hypothesis 4(ii), despite the high opportunity cost of exerting effort in Activity 1 (given by the piece rate in Activity 2) and the lack of monetary incentives, some subjects still choose to exert effort in this activity.
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We next explore which of the treatments ED, P, and A1A2 is more effective in mitigating the impact of non-monetary incentives. Pairwise Kolmogorov-Smirnov tests reject the null hypotheses that the distribution of effort in treatments ED, P, and A1A2 are equal to one another (ED vs. P: p-value = 0.000; ED vs. A1A2: p-value = 0.000; P vs. A1A2: p-value = 0.060). From panel (b) of Table 2 , we observe that among these three treatments, both the participation rate and average effort per minute are the highest in treatment ED and the lowest in treatment A1A2. Pairwise Fisher's exact tests and Wilcoxon rank-sum tests reveal that both the participation rate and effort per minute in treatment ED are significantly higher than those in treatments P and A1A2 (Pairwise Fisher's exact tests: ED vs. P: p-value = 0.002, ED vs.
A1A2: p-value = 0.000; Pairwise Wilcoxon rank-sum tests: ED vs. P: p-value = 0.000, ED vs.
A1A2: p-value = 0.000). Hence, of these three treatments, treatment ED is the least effective method for mitigating the impact of non-monetary incentives.
A comparison between treatments A1A2 and P reveals that the participation rates between these two treatments are not significantly different from each other (Fisher's exact test: P vs.
A1A2: p-value = 0.125). However, conditional on participating, the effort per minute in Activity 1 of treatment A1A2 is statistically significantly lower than that in treatment P (Wilcoxon rank-sum test: p-value = 0.026). Hence, while providing subjects with an alternative activity that pays a piece rate is no more effective in reducing participation than introducing an incentivized timeout button, it is the most effective method in reducing subjects' effort level conditional on participating.
5 Experiment 3
Treatments and Hypotheses
Experiment 3, similar to Experiment 1, aims to detect responses to changes in monetary incentives. However, we now mitigate the impact of non-monetary incentives by using the insights from Experiment 2. Since we find treatment A1A2 to be the most effective, we choose to implement this treatment in Experiment 3 and vary monetary incentives.
Panel (c) of Table 1 provides a summary of the treatments in Experiment 3. In treatments A1A2-L and A1A2-H, we vary the value of Prize 1. In parallel with treatments BL and BH, Prize 1 is 250 ECU in treatment A1A2-L and 600 ECU in treatment A1A2-H. Hence, equation (4) ( 1, + 1, ) 2 = .
Since the impact of non-monetary incentives is reduced in these treatments, we expect monetary incentives to have a significant impact on participation and effort per minute in Activity 1.
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Hypothesis 5: Both participation and effort per minute will increase monotonically as the value of Prize 1 increases from 150 ECU (treatment A1A2) to 250 ECU (treatment A1A2-L) and 600 ECU (treatment A1A2-H).
Treatments A1A2-L and A1A2-H were also conducted in the E 2 MU lab, and they followed the same procedures as in Experiments 1 and 2. As before, we ran two sessions for each treatment and collected a total of 108 independent observations in these two treatments.
Subjects earned between $10 and $75.40, with the mean earnings being $28.81.
Results
19 Note that, despite the introduction of monetary incentives (which means subjects can now earn more by investing in Activity 1), subjects may still choose Activity 2 (which pays a piece rate) over Activity 1 if they have low confidence in their ability or if they are concerned about creating unequal payments (social preferences). Hence, any impact we find can be considered as a lower bound on incentive effects since the impact of monetary incentives may be higher in an environment without these considerations. We thank a reviewer for pointing this out to us. and BH), where we fail to detect a consistent response to changes in monetary incentives.
Conclusion
20 Using a piece-rate scheme, DellaVigna and Pope (forthcoming) also find that subjects respond positively to increases in monetary incentives. This is consistent with our result in Experiment 3, but it contrasts the findings of Araujo et al. (2016) (who also use a piece rate) and our Experiment 1. A possible explanation is that their study was done using Amazon Mechanical Turk (MTurk) where subjects readily have outside options (e.g., to browse the Internet or perform other MTurk tasks/experiments), whereas the evidence presented in Araujo et al. (2016) is based on laboratory experiments where the subjects have a much lower opportunity cost of participating in the real-effort task (as in our Experiment 1).
In recent years, real-effort tasks have been growing in popularity. In this paper, we design three real-effort experiments spanning eight treatments to examine a fundamental question in economics about whether subjects respond to monetary incentives in their effort choice.
Evidence from the laboratory has thus far provided mixed findings on the relationship between monetary incentives and effort provision. We re-visit this issue in Experiment 1 within a twoplayer real-effort contest and find that subjects exert significantly high effort even in the absence of monetary incentives, suggesting that they are motivated by non-monetary incentives. Moreover, we do not find any systematic changes in effort provision when monetary incentives are increased. Nevertheless, when studying effort provision in the laboratory (using a real-effort task), we posit that the existence of non-monetary incentives may diminish the ability of researchers to detect any response to changes in monetary incentives. Hence, researchers may find it useful to study the impact of monetary and non-monetary incentives on effort provision separately.
We provide a framework for doing this.
Beyond studying the economic question of the relationship between monetary incentives and effort provision, this paper also provides insights to researchers who are considering the use of real-effort tasks as part of their research strategy. Since subjects are motivated by nonmonetary incentives in their real-effort choices, any impact this may have on outcomes should be taken into account. For instance, if the researcher is interested in using a real-effort task to assign subjects into different groups and/or roles, then s/he will need to be aware of potential selection effects since the sorting of subjects may be based on the subjects' responses to nonmonetary incentives. A failure to control or account for this selection effect can lead to selection based on unobservable characteristics and consequently, false conclusions.
Consider, for example, a researcher who is interested in studying the impact of income earned on subsequent decisions (such as charitable giving). If non-monetary incentives, such as curiosity about the task, play a more important role in the determination of effort choices than monetary incentives, then the high earners may be those individuals who have a higher level of curiosity than the rest of the population. As a result, their decisions in the later stages of the experiment may be driven by this qualification rather than differences in income levels.
If the researcher ignores this fact, then the causal effect may be misidentified. Mitigating the impact of non-monetary incentives in order to isolate the impact of monetary incentives can be useful in such cases. For treatments A1A2, A1A2-L, and A1A2-H, we report the participation rate and average effort per minute in Activity 1. (a) We discovered that three subjects in treatment A1A2 had previously participated in the same experiment. Hence, we drop these subjects in our analysis. (b) Average effort per minute is defined as the average effort by subjects who exerted a positive level of effort. (1) and (2), and quantile (median) regression estimates given in (3). Standard errors in parentheses. For all regressions, treatment B is the reference treatment. In all regressions, the controls are treatment variables and subjects' characteristics, which include the percentage of the endowment invested in the risk task, age, gender, study level at University, whether the subject is pursuing a major in economics, whether the subject is Australian, and previous experience with economic experiments. *** (1) and (2), and quantile (median) regression estimates given in (3). Standard errors in parentheses. For all regressions, treatment B is the reference treatment. In all regressions, the controls are treatment variables and subjects' characteristics, which include the percentage of the endowment invested in the risk task, age, gender, study level at University, whether the subject is pursuing a major in economics, whether the subject is Australian, and previous experience with economic experiments. For treatment A1A2, we consider participation and effort per minute in Activity 1. *** , ** , * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 
