Abstract. We introduce the concept of regular super-functions at a fixed point. It is derived from the concept of regular iteration. A super-function F of h is a solution of F(z+1)=h(F(z)). We provide a condition for F being entire, we also give two uniqueness criteria for regular super-functions.
PORTRAIT OF THE FOUR REGULAR SUPER-EXPONENTIALS TO BASE SQRT(2)
DMITRII KOUZNETSOV AND HENRYK TRAPPMANN Abstract. We introduce the concept of regular super-functions at a fixed point. It is derived from the concept of regular iteration. A super-function F of h is a solution of F(z+1)=h(F(z)). We provide a condition for F being entire, we also give two uniqueness criteria for regular super-functions. In the particular case h(x)=bˆx we call F super-exponential. h has two real fixed points for b between 1 and eˆ(1/e). Exemplary we choose the base b=sqrt (2) and portray the four classes of real regular super-exponentials in the complex plane. There are two at fixed point 2 and two at fixed point 4. Each class is given by the translations along the x-axis of a suitable representative.
Both super-exponentials at fixed point 4-one strictly increasing and one strictly decreasing-are entire. Both super-exponentials at fixed point 2-one strictly increasing and one strictly decreasing-are holomorphic on a right half-plane. All four super-exponentials are periodic along the imaginary axis. Only the strictly increasing super-exponential at 2 can satisfy F(0)=1 and can hence be called tetrational.
We develop numerical algorithms for the precise evaluation of these functions and their inverses in the complex plane. We graph the two corresponding different half-iterates of h(z)=sqrt (2) ˆz. An apparent symmetry of the tetrational to base sqrt(2) disproved.
Super-functions
The functional equation F (z +1) = h(F (z)) (1.1) refers to the building-up of a super-function F of some given base-function h. Multiplication F (x) = bx is a super-function of addition h(x) = b + x. Exponentiation F (x) = b
x is a super-function of multiplication h(x) = bx. Such an equation also occurs in the phenomenological description of a nonlinear optical fiber of fixed length [11] , where F (z) represents some parameter (for example, the logarithm of the power) at distance z from the input tip, and h is the transfer function. In that application z is supposed to be real. In general, we assume that equation (1.1) holds for z ∈ C ⊆ C, and F is holomorphic on C.
Definition 1 (super-function, base-function, super-exponential, tetrational). Let C be a domain such that for each z ∈ C also z+1 ∈ C. A function F defined on C is called a super-function of h, if it satisfies equation (1.1) for all z ∈ C. We call h the base-function of F . Applying the prefix a → d (to "super-function") means that The name super-exponential is due to Bromer [6] , although other names (generalized exponential, iterated exponential, tetration, ultra-exponential, etc.) are also used for the iteration of an exponential function [10, 9, 3, 16] .
In order to illustrate the definition of super-function, we suggest a few examples below.
Let h(z) = b+z on z ∈ C. Then, the function F (z) = b ·z on z ∈ C is a (C, 0 → 0) super-function of h. Now let h(z) = b · z on z ∈ C. Then F (z) = exp b (z) = b z is a (C, 0 → 1) super-function of h. Now we let the previous super-function again be the base-function h = exp b . For C = C\{x ∈ R : x ≤ −2}, the tetrational F by [11] is a (C, 0 → 1) super-function of exp-or super-exponential to base e.
For some base-functions it is possible to obtain elementary super-functions by using special functional relations, for example, F (z) = cos(π2 
2) E(z +1) = F (z + θ(z +1) + 1) = h(F (z + θ(z))) = h(E(z)) . (1.3)
However, the range D of holomorphism of the function E may be different from C. Here is a question how an appropriately large domain of holomorphism restricts the possible solutions. We give a uniqueness criterion in Proposition 7. This paper is motivated by discussions on [17] about a generalization of the algorithm [11] for a holomorphic tetrational, which seems to work for various values b > exp(1/e), in particular, for b = 2, see [12, 19] , but cannot be applied "as is" for the case 1 < b ≤ exp(1/e). In order to elaborate a robust algorithm for the evaluation of the tetrational in this case, we consider one specific value b = √ 2 from this interval. We consider not only the tetrational, but also some super-exponentials to this base which can be easily generalized to bases 1 < b < exp(1/e).
In order to be explicit, we look for holomorphic, real solutions F of the equation
Super-functions by regular iteration
In this section we assume, that the function h has some fixed point λ, i.e., h(λ) = λ. For example, λ = 2 and λ = 4 are the only real fixed points of h = exp √ 2 and λ = e is the only real fixed point of h =exp exp (1/e) . Assume that the function h is holomorphic at least in some vicinity of the fixed point λ. Then, a superfunction F of h can be constructed (under certain additional conditions), such that F approaches λ asymptotically, at least in some directions in the complex plane.
The holomorphic function h can be expanded in a series that converges in some domain around the fixed point
In this paper, for a function f we use notation f n for the nth Taylor coefficient at λ. The formal solution F with exponential behavior can be constructed in the following way. Let
for some function G expandable into a series
for some constant parameters t and κ, where s = e κt . Substitution z → z +1 in equation (2.2) gives
where K =exp(κ). Then, equation (1.1) can be written as
The Taylor expansion of both sides of (2.7) at ω = 0 leads to the equalities for the coefficients
It seems as if G n can be determined without solving polynomial equations. This is indeed the case and it turns out that this approach is equivalent to the well-known approach of regular iteration via the Schröder equation [15, 14, 7] .
A few notes about notation. For any (formal) powerseries f we denote the coefficients by f n ; f (z) = ∞ n=0 f n z n (although the series has no need to converge.)
We write f m for the mth power of the function f , and f [m] for the mth iterate of f , i.e., n , which is the nth coefficient of the expansion of the mth iterate of function f at 0. There are few exceptions to this rule. First, we keep the usual notation F −1 for the inverse function of F , although it is actually minus the first iteration of function F ; and of course we use subscripts as usual on non-functions, like κ 2 or T 4 . You can find a table of notation in the appendix; we tried to distribute the semantic load uniformly among the letters of the Latin alphabet, but we use a few Greek letters too.
Definition 2 (Schröder equation, Schröder function).
For a function h with fixed point λ and K = h (λ), we call any function χ that satisfies the Schröder equation
For ease of derivation we first assume that the fixed point is 0. If we want the Schröder function χ to be analytic, then it is already determined by χ (0) = 1. We show this in the next proposition. 
We call this solution the Schröder powerseries of f . The Schröder powerseries χ and its inverse η = χ −1 are given by χ 0 = η 0 = 0, χ 1 = η 1 = 1, and, for n > 1, by the recursive formulas
where the mth power of an arbitrary formal powerseries g is defined by
Proof. The recursive solutions are a direct consequence of the composition formula of two formal powerseries f and g with g 0 =0: (2.17) applied to our Schröder equation (2.14) or its inverse η(f 1 z) = f (η(z)):
First we can observe at the left side that f 1 χ 0 = χ 0 , which implies χ 0 = 0 for f 1 = 0, 1. In consequence η 0 = 0. For the indices above 1 we rearrange the equations to get the χ n or η n that occur in the sum of the right side to the left side and where we take into account that f
Proposition 2. Every formal powerseries X solution of (2.14) can be expressed as X (z) = sχ(z) for some s ∈ C. Proof. For a proof you can see [14] , Theorem 4.6.1. Proof. We continue the inverse Schröder function to the whole complex plane. By Proposition 3 there is a disk D δ with radius δ > 0 at 0 where the inverse Schröder function η of f is analytic. We then defineη on the disk with radius |K| ±1 δ for all
η coincides by the Schröder equation with η on D δ and is hence a continuation to
We repeatedly apply this process to continue η to the disk with radius |K| ±n δ and so continue η to the whole complex plane.
Proposition 5.
Let f be analytic at the fixed point 0, set K = f (0) and assume |K| = 0, 1. Then, the Schröder powerseries χ of f can be analytically continued to the basin of attraction
, and the convergence radius R of χ is bounded by
we get a rule to continue χ to Ω(f ±1 ):
We saw that we can express a super-function F of f through the inverse Schröder function: F (z) = η(se kz ). As mentioned in the introduction, there is a wide range of other a → d super-functions: If F is a holomorphic a → d super-function of f , then for every holomorphic 1-periodic function θ with θ(c) = 0 the function E(z) = F (z +θ(z)) is another holomorphic a → d super-function of f . Therefore, a condition, that singles out the solutions η(se κz ), would be quite welcome. Such a condition is given in the next two propositions. Proof. First F (z) = se κz is indeed a 0 → s solution and it is bounded on w ∈ S x,ε for any fixed x and ε > 0 because |se
, θ is a periodic function on S x,ε . The translations of the strip S x,ε by integers k overlappingly cover C, k∈Z (S x,ε + k) = C. (Note that this is not the case for (κ) = 0.) Then, function θ can be holomorphically continued to C by θ(z +k) = θ(z). Now θ is entire and bounded and hence constant:F (z) = sF 1 (z), where s must beF (0).
The following proposition characterizes the solutions η(se κz ) as those which satisfy a certain asymptotic property in the direction κ of the complex plane. 
where η is the inverse Schröder powerseries of f . 
for all z such that z, z +1 ∈ H κ,x . As |K| = 1, we know that (κ) = 0; and from Proposition 6 it follows, that g(z) = se κz and hence F (z) = η(se κz ). 
Definition 3 (regular and principal super-function). Let h be analytic at its fixed point λ and e κ = h (λ), (κ) = 0. We call the functions z → η(se κz )+λ, s ∈ C, the κ-regular super-functions of h at λ, where η is the inverse Schröder powerseries of z → h(z+λ) − λ. We call the function z → η(e κz ) +λ the κ-principal super-function of h at λ. Omitting κ above means κ = log(h (λ)) for the standard branch of the logarithm.
Corollary 8. Every κ-regular super-function F is periodic with period
We can always choose t = log(s)/κ, where s is taken from the previous definition. Let us now consider strictly increasing real-analytic super-functions. We know that the inverse Schröder function of a real-analytic function h is strictly increasing in a vicinity of the fixed point because η (0) = 1, and we want to define the superfunction as F (x) = η(se κx ) + λ. There is a natural distinction between positive and negative s. (We exclude the trivial case s = 0, which gives the constant function F (x) =λ). Different s with the same sign just translate the graph of F along the x-axis; ± |s| e κx = ±e κ(x+ln|s|/κ) . The change of sign of s is more dramatic; it corresponds to a translation along the imaginary axis and inverses the monotony. We use this for a classification of the regular super-functions of real base-functions:
Definition 4 (super-function above and below). Let h be real-analytic at the fixed point λ = h(λ) such that 0 < h (λ) = 1. Let κ = ln(h (λ)). Let η be the inverse Schröder powerseries of x → h(x+λ) − λ. Then, we call the function
a super-function of h below λ, for each s < 0; a super-function equal to λ (i.e. the constant function F (z) = λ), for s = 0; and a super-function above λ, for each s>0.
Let I be the maximal interval around λ such that η is analytically continuable to I and strictly increasing there. For any d ∈ η(I) + λ and
we call the function
The reader may verify that these functions are indeed all possible real-analytic regular super-functions.
Let F (x) = η(se κx ) + λ, i.e. as in the previous definition. Let the word "finally" mean: "there exist an x 0 such that for all x>x 0 " in the case κ<0, and "there exist an x 0 such that for all x < x 0 " in the case κ > 0. Then we can apply our previous propositions and state:
(1) For all ε>0 finally |F (x)−λ| < ε.
F is periodic with the imaginary period T = 2πi/κ. Actually the conditions (1), (6) and (8) already determine F to be a regular superfunction, as we show in the next proposition for the case κ < 0. This is a supplemental uniqueness criterion to the one given in Proposition 7 and Corollary 9.
Proposition 10. Let h be a function, real-analytic in a vicinity of its fixed point
Proof. Let G(z) = η(e κz )+λ be the principal super-function of h. It is finally either strictly increasing or strictly decreasing, hence finally injective. As lim x→∞ F (x) = λ there is an x 0 such that
is well defined for x > x 0 . It satisfies
and we can express F with G and W for x > x 0 :
Now we have the precondition that F is 2πi/κ periodic. We know also that η(x) is injective in a vicinity ε of 0. Hence we possibly increase x 0 somewhat so that e κx < ε for x > x 0 . We then apply the injectivity of η on the periodic equality:
for some integer N . So W has the property
It has a Fourier development, which means that there is a Laurent series ρ at 0 such that
Now we plug this into equation (2.28) and derive
As the Laurent series development is unique, we obtain the equations
2 /κ = ρ n for n = 0 which implies ρ n = 0 and
, which actually means that F is a regular super-function of h; see Definition 3.
Next we apply the previous propositions and statements to h = exp √ 2 with the two fixed points λ = 2, 4.
Super-exponential below fixed point 2
For base b > exp(1/e) a super-exponential can be evaluated through the Cauchy integral, that gives the integral equation for values of the function along the imaginary axis [11] . For b = √ 2, this algorithm cannot be applied as is, because both fixed points λ =2 and λ = 4 are real; but regular iteration can be applied for precise evaluation.
Throughout this section, the base is b = √ 2, h =exp b ; we consider the fixed point λ =2, so,
With formula (2.15) we compute the coefficients of the inverse Schröder function 
and so on. As an example we compute v 2 and v 3 via (2.18) and (2.19):
More values for the coefficients v are shown in Table 1 .
The regular 0 → 1 super-exponential is then, by Definition 4,
where V is the inverse powerseries of v (i.e. the Schröder powerseries of h [2] ). Because κ 2 is negative the function F 2,1 (z) is holomorphic on some right half-plane (see the statement list at the end of Section 2). (2) zn . (3.11) For N = 20, this function is shown in the left-hand side of Figure 1 with lines of constant real part and those of constant imaginary part. In the figure, the level p = 1 visually goes through the origin of coordinates; in realityF 2,1,20 (0) slightly deviates from unity.
The precision of the approximation can be characterized with the agreement
Roughly, this agreement indicates, how many significant figures we may expect to get with this approximation. On the left-hand side, the agreement is smaller than unity; even the first decimal digit of the approximation is doubtful. On the righthand side, the agreement is of order of 16. We expect, at (z) > 3 the precision of approximationF 2,1,20 (z) is limited mainly by the rounding errors. Even in the vicinity of the origin of coordinates, the approximationF 2,1,20 gives several correct decimal digits.
To evaluate F 2,1 (z) for various values z, the integer iterations can be used:
For the complex double implementation of F 2,1 , we suggest the approximatioñ
This approximation is estimated to return at least 14 significant decimal digits; it is used to plot function F 2,1 in Figure 2 in the same notations, as in Figure 1 . In the right-hand side of the plot, the function coincides with the primary approximatioñ F 2,1,20 . The approximation also reproduces the periodicity of F 2,1 :
The function F 2,1 (z) has a branchpoint with logarithmic singularity at z = −2; we place the cut along the line z < −2. Due to the periodicity, there is a set of singularities and cut lines translated with period T 2 by (3.15). The other pictures in the Figure 2 represent functions considered in the following sections.
In Figure 3 we plot the function F 2,1 versus the real argument; see the thick curve at the bottom. The other curves correspond to the super-exponentials which we define and analyze in the following sections. We indicate the fixed point λ as the first subscript of function F , and its value at zero as the second subscript. We choose this value as the natural number, closest to the fixed point. In such a way, we deal with the following super-exponentials: Figure 2 ; their behavior along the real axis is shown in Figure 3. 
The inverse super-exponential below 2. The inverse function of F
where V is the Schröder powerseries of h [2] 
2,1 is shown at the top of the right-hand side of Figure 2 . We calculate the first few coefficients according to formulas (3.7) and (2.15):
More values are printed in the right column of the Table 1 .
The series can be truncated, keeping the term of the N th power, giving the approximationF
It is useful at small values |z −2|. The range of approximation can be extended with the functioñ 
Super-exponential above fixed point 4
In this section we have
With formula (2.15) we compute the powerseries u of the inverse Schröder function of h [4] (z) := h(z +4) − 4: More values for the coefficients u are printed in Table 2 .
While in the case λ = 2 the preferable initial condition is F 2,1 (0) = 1, which implies
we see no evident preference for λ = 4. So we choose F (0) = 5 for the superexponential above 4. From (2.22), for η = u, we get at least for natural numbers n. Note, that the super-exponentials below 2, for example F 2,1 , remain smaller than 2 along the real axis, actually in the interval (−2, ∞), as we did not define it for (−∞, −2]; but the super-exponentials above 4, for example F 4,5 , remain larger than 4 along the whole real axis. The super-exponential below 4 will be considered later together with the super-exponential above 2; along the real axis, these functions are also plotted in Figure 3 .
For the evaluation of (4.9) and (4.10), in analogy with super-exponential developed at λ = 2, we truncate the powerseries. The truncation of the powerseries u, keeping N +1 terms, leads to the following approximation, let us call itF 4, 5 is plotted. The plot indicates, that, at (z) < −1, the error of evaluation is determined by the rounding errors of the complex double arithmetic, not by the error of the approximationF 4, 5, 20 . For the approximation of the solution F 4,5 in the whole complex plane, we suggest the functioñ
For N =20 and x 20 = −1 it returns of order of 14 significant figures of function F 4,5 . This approximation is used to plot F 4,5 in Figures 2 and 3 . The evaluation can be performed also at smaller values of N ; then, for good precision we need to choose |x N | > |x 20 |.
In the left-hand side of the complex plane, F 4,5 approaches the fixed point λ =4. Along the real axis, the function grows faster than any exponential, and it shows the fractal behavior in the vicinity of the positive part of the real axis. At moderated distances from the real axis, the function F 4,5 changes slowly, approaching the fixed point λ =2.
The function F 4,5 is periodic; the period T 4 is expressed by
so, at the distance of order of 19 from the real axis, the fractal structure is reproduced, although it is out of range of its plot in Figure 2 . The function shows rapid growth in the positive part of the real axis and complicated behavior in its vicinity, but it is analytic in every point of the complex plane:
Proposition 11. F 4,5 is entire.
Proof. h = exp √ 2 is entire and K = 2 ln(2) > 1. So Proposition 4 can be applied.
However, the growth of the entire F 4,5 in the vicinity of the real axis is so rapid, that even in the range of the plot in Figure 2 , the values cannot be stored in a complex double variable; there values are marked with the symbol ∞. Such a rapid growth is typical for the growing super-exponentials. We compute first some coefficients of U with formula (2.15): At N =20 and ρ =0.4 such an approximation returns at least 14 significant figures and can be recommended for a complex double implementation.
Super-exponentials above 2 and below 4
In this section, we consider the two remaining classes of super-exponentials to base √ 2. These are exemplary given by For systematization of our super-exponentials, let us begin with the case, when, in (2.22), the Schröder parameter s is unity. We call the corresponding superfunction "principal super-exponential" or, if we need to indicate the value of κ, "the κ-principal super-exponential". Let F λ denote the principal super-exponential at λ, i.e., F λ (z) = η(exp(κ λ z)) + λ; we use this expression for functions η = u and η = v. Then, all our super-exponentials can be expressed as principal super-exponentials with displaced arguments: In consequence the functions F 2,3 and F 4,3 correspond to a complex translation of the functions F 2,1 and F 4,5 , respectively: 
Function w is plotted in the left-hand side of Figure 5 , and functionw in the righthand side. The plots of w andw look identical at moderate values of the imaginary part of the argument. In addition, each of them is zero, while the argument is integer. However, the entire functionw reproduces neither the cut lines, nor the singularities of function w; and the deviation ofw from w becomes visible at the distance of order of |T 2 | /2 ≈ 8.5 from the real axis.
Any small periodic or quasi-periodic perturbation of a holomorphic function, real along the real axis, grows up in the direction of the imaginary axis. The quasiperiod unity determines the increment of this growth and is of the order of 2π. In the case of function w, this perturbation becomes of the order of unity at the distance of the order of |T 2 | /2. This allows us to estimate the smallness of the deviation w in the vicinity of the real axis. At the distance of order |T 2 | /2 from the real axis, the quasi-periodic perturbation of the function grows up until unity (and even becomes infinite at the singularities of F 2,3 ). This gives an estimate of the order of magnitude of this deviation; for moderate values of (z), i.e., in the vicinity of the real axis,
The perturbation is not exactly sinusoidal. As we leave the real axis, the highest harmonics grow faster; so, we may expect, that, at the real axis, the deviation is smaller than σ. The function 10 24 w(x) versus real x is shown at the bottom of Figure 3 ; it oscillates in the vicinity of the real axis and, indeed, for real x the values of |w(x)| are an order of magnitude smaller than σ.
In such a way, the order of magnitude of the deviation between the two (C, 0 → 3) super-functions of exp b is determined by their periods, which, in turn, is determined by the derivatives of the exponentials at the fixed points λ =4 and λ =2 for b = √ 2. The deviation D by (7. 3) of the iterated exponentials, made of super-function with periods T 4 and T 2 is also smaller than σ in the (2,4) interval; this deviation is considered in Section 7. The deviation between two holomorphic functions cannot remain small everywhere (while this deviation is not a constant); therefore it can be seen comparing the maps of these functions in the complex plane. The extension to the complex plane is a universal tool for the analysis of functions that differ only a little at the real axis.
Periodicity of inverse super-exponentials
When considering inverse holomorphic super-functions in the complex plane one is tempted to make some mistakes of the same category as the branch-related mistake log(ab) = log(a)+log(b) for a, b ∈ C \ {0}. One merely can state that for each a and b we can choose a branch of the logarithm on the left side such that the previous equation is true. Or one can restrict the validity of the equation to the right half-plane.
Without going too deep into the theory of global holomorphic functions, we want to mention this source of confusion. Especially for derivations like:
The inverse of a super-function may be an Abel-function only on some restricted domain or up to choosing the correct branch.
Moreover, for inverse real-analytic super-exponentials G the following derivation is correct only up to choosing the proper branch. Let T = 2πi/ ln(b) be the period of z → b z :
Proposition 12. Let G be the inverse (taken along the real axis and analytically continued) of a regular super-exponential to base
up to choosing a suitable branch of G.
From the considered inverse super-exponentials -with cuts as indicated -the only properly periodic function is F −1 2,1 , i.e.,
The period T slog is determined by the jump of the function F 2,1 at the cut between points −1 and −2; which is of the same order of magnitude as the period of the super-exponential F 4,5 by (4.15) and the period T 2 of the tetrational by (3.15) . The closeness of the periods T 2 to the period T slog seems to be a specific property of the tetrational to base √ 2. In particular, such a closeness allows functions F 2,1 and x →−F 2,1 −1 (−x) to be nearly identical along the real axis; this topic is considered in Section 8. b,4 by (7.1) is shown in the right-hand side of Figure 6 in the same notation as in Figure 1 .
However, the shape of the iterated exponential depends on the fixed point λ used to construct the super-functions. The pair of functions F 2,d and F −1 2,d also allows us to construct the iterated exponential
in a similar way as is constructed with the pair and exp
versus real argument are plotted in the bottom, right picture of Figure 6 . In the range 2 < x < 4 these curves overlap. (They were expected to overlap, because, along the real axis, the functions F 2,3 and F 4,3 overlap with 24 significant figures; see Figure 3 ). and exp
b,4 (z) has a single cut-line at z < 2. Function exp
b,2 (z) has two sets of cut-lines
also, this function has a fractal of singularities and additional cut-lines at (z) > 4, due to the singular behavior of function F 2,1 is periodic; the period T slog is determined by (6.7) .
In order to characterize the deviation of the two iterated exponentials, we analyze the difference
Function D, scaled with factor 10 24 is plotted in the range 2 < x < 4 in the right bottom part of Figure 6 ; |D(x)| <σ.
The two iterated exponentials strongly deviate from each other in the vicinity of z = (F 2,1 (−2.5 + oi)) + T slog /2, where the function exp However, the deviation becomes more visible outside the real axis, functions are clearly distinguishable without any zooming-in. In the following section we consider an additional (and last) example when leaving the real axis significantly simplifies the consideration. The (x, −y) symmetry of graph of y = f (x), apparently shown in Figure 7 for f = F 2,1 , can be described by the formula
or, by applying function f to equation (8.1),
Generally, for some function f , there is nothing wrong in relations (8.1), (8.2) . For example, each of the functions
satisfies (8.1), (8.2) ; and the graphic of the last of them even has the same vertical and horizontal asymptote x = −2 and y = 2 (although does not approach them exponentially). In this section we show, that function f , satisfying (8.2), (8.1), cannot be F 2,1 . Below, we present two independent proofs. The first proof shows, that such a symmetry does not hold for a function with asymptotic behavior of function F 2,1 . The second proof shows, more generally, that such a symmetry cannot hold for any super-exponential f to base √ 2 that is monotonous on the (−2, ∞) interval. Both propositions below and their proofs operate exclusively with real quantities.
Proof. Here, we do not put indices on the function f , assuming that f = F 2,1 . We show that for such a function, equation (8.2) does not hold. The deduction is based on the asymptotic properties of the function. Consider the behavior of function f (x) in the vicinity of the singularity at x = −2:
In the right-hand side of (8.3), the expansion of f begins with a linear term, because f (−1) = 0. Using notation
For positive u, v, ln(uv) = ln(u)+ln(v); so, at least for positive x, we have
Now remember the asymptotic behavior of F 2,1 (z) at large values of (z); from (3.9) and (3.3), we can represent f (x) as follows:
where ω = −s 2,1 e κ 2 x > 0. Then, consider the expansion at large positive x of the expression
Using the expansion (8.6) 
Substituting ω to exp (x+ln |s 2,1 |)κ 2 , for x → ∞ we get
2) is used to get the last equality. The coefficient 2 ln(ln (2)) ln (2) ≈ −1.057532745889795 (8.11) is close to minus unity, but not exactly minus unity. At large positive x, the expression −f − f (x) deviates from x asymptotically linearly, with tangent of order of 6%. This deviation is seen at the plot of y = f (−f (x)) + x in the righthand side of Figure 7 .
The symmetry can be negated also without reference to the asymptotic analysis, just from the observation that f is a monotonous (increasing or decreasing) function. The deduction based on the sequential application of hypothesis (8.2) is presented below.
On the other hand, we conclude
and set
Now we compare x 2 and x 3 :
and their values
x 1 can then easily be found; say
There is no need to depart from the real axis in order to see that the (x, −y) symmetry of the graphic in the left-hand side of the Figure 7 is only an approximation, although in the range (−1, 0), this "symmetry" holds with 4 decimal digits. Having the complex double implementation of function f , the left-hand side of the expression (8.2) can be precisely evaluated; the residual is plotted in the right-hand side of Figure 7 , confirming the approximate character of the (x, −y) "symmetry".
We included both propositions above, because they are beautiful and could be good exercises for the first-grad students who do not yet deal with functions of complex variable. However, the approximate character of the (x, −y) "symmetry" follows directly from the periodicity of functions F 2,1 and F −1 2,1 . Both functions are periodic, but their periods T 2 by (3.15) and T slog by (6.7) are not equivalent. If two functions, holomorphic at some domain C, coincide at some interval, for example, (−1, 0), then they coincide in the whole domain, and cannot have such different periods, assuming that they are not constant.
We have considered three pairs of "similar" functions: (F 2,3 , F 4,3 ) by equations (5.1),(5.2), shown in Figure 3 ; exp
, exp
by equations (7.2),(7.1), shown in Figure 6 , and, in conclusion,
2,1 (−x) by equations (3.9),(3.16), plotted in the left-hand side of Figure 7 . Here, the "similarity" means, that at the real-real plot, visually we cannot distinguish the function from its partner. In the last case (considered in this section), the difference between these functions is plotted with a dashed curve in the right-hand side of Figure 7 ; the float precision of evaluation is sufficient to reveal the deviation. In the first two cases, of order of 30 decimal digits should be evaluated in order to reveal the deviation along the real axis. In all examples considered, a high precision of evaluation is not required to see the deviation in the complex plane.
The different periodicity (in our case, periods T 2 , T slog , T 4 and ∞) allows us to reject the hypothesis of the coincidence of the two functions without making any numerical evaluation, without the asymptotic analysis of Proposition 13, and without the algebraic deduction of Proposition 14. are constructed; they coincide at integer values of c, but for non-integer c, they have different asymptotic properties and different ranges of holomorphism. For c =0.5 we plot both functions in Figure 6 ; in the range (2, 4) along the real axis, the deviation between these functions is of order of 10 −24 , and each of these two functions can be arguably considered as a "true" √ exp √ 2 . IV. The construction of the base-function h for a given super-function F is easier than the construction of a super-function for a given base-function. In principle the base-function is given by h(z) = F (1 + F −1 (z)). Such an "inverse" method could be used to build-up some "table of super-functions" as an analogy of a table of integrals. To the best of our knowledge, no such table for super-functions has been published. The compilation of such a table could be a matter for future research.
V. The regular iteration of the base-function at a fixed point, can be used for construction of various real super-functions for real base-functions with real fixed points. For example, there should exist at least two different holomorphic halfiterates of the factorial (i.e., √ ! ); this function has been used as the logo of the Physics Department of the Moscow State University since the last century, without implementing an algorithm for the efficient evaluation. Only recently an algorithm for evaluation of such a function has been suggested [13] . 
derivative of base-function h at λ (2.8) K 2 = h (2) = ln (2) derivative of h at the fixed point λ = 2 (3.1) K 4 = h (4) = 2 ln (2) derivative of h at the fixed point λ = 4 (4.1)
wave-number (3.2) κ 2 = ln(ln(2)) ≈−0.36651292058166432701 wave-number for λ = 2 (3.2) κ 4 =ln(2 ln (2) 
