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Abstract: We establish new bounds on the number of tangencies and orthogonal intersec-
tions determined by an arrangement of curves. First, given a set of n algebraic plane curves,
we show that there are O(n3/2) points where two or more curves are tangent. In particular, if
no three curves are mutually tangent at a common point, then there are O(n3/2) curve-curve
tangencies. Second, given a family of algebraic plane curves and a set of n curves from this
family, we show that either there are O(n3/2) points where two or more curves are orthogonal,
or the family of curves has certain special properties.
We obtain these bounds by transforming the arrangement of plane curves into an ar-
rangement of space curves so that tangency (or orthogonality) of the original plane curves
corresponds to intersection of space curves. We then bound the number of intersections of
the corresponding space curves. For the case of curve-curve tangency, we use a polynomial
method technique that is reminiscent of Guth and Katz’s proof of the joints theorem. For the
case of orthogonal curve intersections, we employ a bound of Guth and the third author to
control the number of two-rich points in space curve arrangements.
∗Supported by NSF-DMS award 1402620, the John S. Guggenheim Fellowship, and the Vilas Distinguished Achievement
Professorship.
†Supported by NSERC, ERC Advanced Research Grant AdG. 321104, and by Hungarian National Research Grant NK
104183.
‡Supported by a NSF Postdoctoral Fellowship.
c© 2016 J. Ellenberg, J. Solymosi, J. Zahl
cb Licensed under a Creative Commons Attribution License (CC-BY) DOI: 10.19086/da990
ar
X
iv
:1
50
9.
05
82
1v
4 
 [m
ath
.C
O]
  3
 N
ov
 20
16
JORDAN S. ELLENBERG, JOZSEF SOLYMOSI, AND JOSHUA ZAHL
1 Introduction
We will bound the number of tangencies and orthogonal intersections determined by a set of n algebraic
plane curves. Bounding the maximal number of curve tangencies plays an important role in combinatorial
and computational geometry. For the relevant works and an extended bibliography of the subject, we
refer to the classical paper of Agarwal et. al. [1] and the recent publication of Pach et. al. [13]. The latter
also deals in part with tangencies between bounded degree algebraic curves, which is the main subject of
our paper.
1.1 Tangent curves
If n curves are mutually tangent at a common point, then this would lead to
(n
2
)∼ n2 tangencies. To avoid
this degenerate situation, we could require that no three curves be mutually tangent at a common point.
Instead we will count a slightly different quantity.
Definition 1 (Directed points of tangency). Let k be a field and let L be a set of irreducible algebraic
curves in k2. Let p be a point in k2 and let ` be a line passing through p. We say that (p, `) is a directed
point of tangency for L if there are at least two distinct curves in L that are smooth at p and tangent to `
at p (for readers unfamiliar with algebraic geometry, the definition of a smooth point of a curve is given in
Section 2.3). Define T(L) to be the set of directed points of tangency, and for each (p, `) ∈ T(L), define
mult(p, `;L) to be the number of curves from L that are smooth at p and tangent to ` at p.
Our first main result is the following bound on curve tangencies.
Theorem 1. Let D≥ 1 be an integer. Then there are constants cD > 0 (small) and CD (large) so that the
following holds. Let k be a field, and let L be a set of n irreducible plane curves in k2 of degree at most D.
Suppose that n≤ cD char(k)2 (if char(k) = 0 then we place no restrictions on n). Then
∑
(p,`)∈T(L)
mult(p, `;L)≤CDn3/2. (1)
Corollary 1. A set of n (real or complex) plane algebraic curves of degree at most D, no three of which
pass through a common point, determine OD(n3/2) curve-curve tangencies.
We will prove Theorem 1 using the algebraic techniques first pioneered by Dvir in [4] to solve the
finite field Kakeya problem, and later used by Guth and Katz in [8] to solve the joints problem. We will
describe a process that converts plane curves to space curves, so that curve-curve tangency in the plane k2
corresponds to curve-curve intersection in k3. We will then use a joints-like argument to show that not
too many curve-curve intersections can occur.
1.2 Orthogonal curves
We will also obtain a bound on the number of pairs of curves that can intersect orthogonally. However, a
problem immediately arises: it is possible for n lines to determine n2/4 points where two lines intersect
orthogonally—just select a set of n/2 parallel lines and a second set of n/2 parallel lines orthogonal to
the first set. Similarly, it is possible to find two sets of circles, each of cardinality n/2, so that each circle
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from the first set intersects each circle from the second set orthogonally; such arrangements are called
Apollonian circles. These are two simple examples of what are known as orthogonal trajectories.
In the examples above, n curves can determine ∼ n2 orthogonal intersections. We will establish a
certain dichotomy: given a particular family of curves (defined below), either every arrangement of curves
from this family determines very few orthogonal intersections, or it is possible to find arrangements with
a nearly maximal number of orthogonal intersections. This will be stated precisely in Theorem 2 below.
First however, we will need to introduce several definitions.
The projective space P(kd) is the quotient of kd\{0} by the equivalence relation that identifies
(w1, . . . ,wd)with (w′1, . . . ,w
′
d) if there is some non-zero λ ∈ k such that wi = λw′i for each index i. We will
often omit the brackets and write Pkd in place of P(kd). A set X ⊂ Pkd is an (not necessarily irreducible)
algebraic variety if it can be written as the zero-set of a collection of homogeneous polynomials in
d variables. If D ≤ char(k), then the set of algebraic curves in k2 of degree ≤ D are in one-to-one
correspondence with the set of points in Pk(
D+2
2 ). We will frequently abuse notation and identify these
two sets. In particular, if X ⊂ Pk(D+22 ) is a variety, then we will abuse notation and refer to X as a family
of degree ≤ D curves.
Definition 2 (Directed points of orthogonality). Let k be a field and let L be a set of irreducible algebraic
curves in k2. Let p be a point in k2, let ` be a line passing through p, and let `⊥ be the line passing through
p that is orthogonal to ` (here the vector (v1,v2) is orthogonal to the vector (v′1,v
′
2) if v1v
′
1+ v2v
′
2 = 0).
We say that (p, `) is a directed point of orthogonality for L if there is a curve in L that is smooth at p and
tangent to ` at p, and there is a second curve in L that is smooth at p and tangent to `⊥ at p.
Theorem 2. Let k be a field and let X ⊂ Pk(D+22 ) be a family of degree ≤ D curves in k2. Then exactly
one of the following must hold.
• Every set of n≤ cD(chark)2 curves from X determines OD,X(n3/2) directed points of orthogonality.
• Let K be the algebraic closure of k, and let X¯ ⊂ PK(D+22 ) be the closure of X. Then for each
1≤ n≤ cD,X(chark)2, we can find n curves in X¯ that determine n24 (1−oD,X(1)) directed points of
orthogonality1.
To prove Theorem 2, we will again convert plane curves to space curves so that curve-curve orthogo-
nality in the plane corresponds to curve-curve intersection in k3. We will then apply Theorem 1.2 from
[9]. This theorem states that for a given family of space curves, either (i) any set of curves from this
family determines few curve-curve intersections in k3, or (ii) there are many curves from the family that
form two pairwise intersecting sets of curves. Case (i) corresponds to few directed points of orthogonality,
while case (ii) allows us to construct arrangements of n curves with n
2
4 (1−oD,X(1)) directed points of
orthogonality.
1The expression oD,X (1) refers to a term that tends to 0 as n (and thus chark) tends to infinity, while the degree D and the
equations defining the variety X are kept fixed.
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1.3 Previous work
In [3], Clarkson et. al. developed techniques to bound the number of incidences between points and
surfaces in R3. In [15, 16], Wolff observed2 that these techniques could be used to bound the number
of tangencies between circles in R2. Specifically, n circles in R2 determine O(n3/2β (n)) directed points
of tangency, where β (n) is a very slowly growing function. Some of the methods from [17] can also be
used to slightly improve this tangency bound to O(n3/2). All of these methods, however, made crucial
use of two facts. First, circles in the plane have three degrees of freedom—a circle can be described
by three parameters. While these techniques can be extended to general degree D algebraic curves in
R2, the resulting exponent in the bound becomes worse as D increases. Second, these older techniques
make crucial use of various “cuttings” or “polynomial partitioning” theorems, and these results generally
cannot be extended to fields other than R. Theorem 1 suffers from neither of these constraints.
In [12], Megyesi and Szabó proved that if k is a field whose characteristic is not two, then n conics in
k2 determine O(n2−1/7633) directed points of tangency. Theorem 1 improves this to O(n3/2) in the special
case where chark = 0 or n<C(chark)2 for a suitable (absolute) constant C.
In [11], Marcus and Tardos showed that any family of n pseudocircles determines O(n3/2 logn)
tangencies. In the case where the pseudocircles are defined by bounded-degree algebraic curves, Theorem
1 improves this bound. This is also Problem 14 in Chapter 7.1 of Brass-Moser-Pach [2].
Purely combinatorial methods work well for bounding pseudocircle tangencies. However, one can
not expect general results for “pseudocubics” as the following simple construction shows. In Figure 1
we present an arrangement of curves in R2 where every two curves meet in two points and every two
curves are tangent; this results in
(n
2
)
directed points of tangency. Thus the requirement that the curves be
algebraic (and of controlled degree) is crucial.
Figure 1: Pseudocubics
2The tangency bound for circles is not stated explicitly in [15, 16], but they are discussed in [14, Section 3], which is an
expository paper that discusses the results in [15, 16]
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1.4 Proof sketch
In this section we will sketch the proof of Theorem 1 in the special case where k = R, the curves in L
are circles, and no three circles are tangent at a common point. Suppose that there are more than Cn3/2
tangencies. If C is sufficiently large, we will obtain a contradiction. To simply the proof sketch slightly,
we will assume that each circle is tangent to at least (C/2)n1/2 other circles (we can always reduce to this
case by refining our collection of circles slightly). After applying a rotation, we can assume that for every
directed point of tangency (p, `), the line ` does not point in the y–direction.
For each circle γ ∈ L, Define
β [γ] =
{
(x,y,z) ∈ R3 : (x,y) ∈ γ, z =−x− x0
y− y0
}
,
where (x0,y0) is the center of γ . The reason for this definition is as follows. Let (x,y) ∈ R2 and let ` be a
non-vertical line containing (x,y). Let z be the slope of `. Then γ is tangent to ` at the point (x,y) if and
only if (x,y,z) ∈ β [γ]. In particular, the projection of β [γ] to the xy–plane is the set γ\{p1, p2}, where p1
and p2 are the two points where γ is tangent to a vertical line.
Define C= {β [γ] : γ ∈ L}. Observe that γ1 and γ2 are tangent if and only if β [γ1]∩β [γ2] 6= /0 (recall
that no two curves from L share a directed point of tangency (p, `) where ` is a vertical line). Next,
suppose that (x,y,z) ∈ β [γ1]∩β [γ2]. If γ1 6= γ2, then
(0,0,1) ∈ span(T(x,y,z)β [γ1], T(x,y,z)β [γ2]). (2)
To see this, define fi(t) so that for all t in a small neighborhood of 0, (t+ x, fi(t)) is a parameterization of
γi in a neighborhood of (x,y). Since γ1 and γ2 are tangent at (x,y), d f1dt (0) =
d f2
dt (0). Since the circles γ1
and γ2 are distinct, d
2 f1
dt2 (0) 6= d
2 f2
dt2 (0). Next, observe that in a neighborhood of (x,y,z), the curve β [γi] is
parameterized by (t, fi(t),
d fi
dt (t)). In particular, the vector
(
1, d fidt (0),
d2 fi
dt2 (0)
)
is contained in the vector
space T(x,y,z)β [γi]. Thus (0,0,1) is in the span of the vector(
1,
d f1
dt
(0),
d2 f1
dt2
(0)
)
−
(
1,
d f2
dt
(0),
d2 f2
dt2
(0)
)
,
which is contained in span
(
T(x,y,z)β [γ1], T(x,y,z)β [γ2]
)
. This establishes (2).
Next, let P[x,y,z] be the non-zero polynomial of minimal degree that vanishes on all of the curves
in C. In particular, deg(P) = O(n1/2). By (2), we have that if (x,y,z) is a point in R3 where two curves
from C intersect, then ∂zP(x,y,z) = 0. Thus since each curve γ ∈ L is tangent to at least (C/2)n1/2 other
curves from L, and each of these tangencies occurs at a distinct point of γ , we have that ∂zP vanishes
at ≥ (C/2)n1/2 points on each curve β ∈ C. If C = O(1) is sufficiently large, then by Bézout’s theorem
we have that ∂zP vanishes on each curve from C. But since P was the non-zero polynomial of minimal
degree that vanishes on all of the curves in C, we conclude that ∂zP = 0, i.e. P(x,y,z) = Q(x,y) for
some bivariate polynomial Q(x,y) of degree O(n1/2). However, this immediately implies that each of
the n circles in L must be contained in Z(Q). This is impossible, since Q has degree O(n1/2), while the
algebraic curve
⋃
γ∈Γ γ has degree 2n. We conclude that L determines fewer than Cn3/2 tangencies.
When proving Theorem 1, we must overcome two difficulties that are absent in the above proof
sketch. First, since we are working over an arbitrary field, we must make sense of what it means to
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parameterize γ in a neighborhood of t. Second, it need not be the case that d
2 f1
dt2 (0) 6= d
2 f2
dt2 (0); if the curves
are not circles, then it is possible for two curves to be tangent to order higher than two. However, since
the curves are algebraic of degree ≤ D, the derivatives of f1 and f2 are 0 must eventually differ. Sections
2–4 will develop the tools and techniques needed to make these ideas precise, and then in Section 5 we
will prove Theorem 1. Finally, in Section 6 we will prove Theorem 2.
2 Algebraic geometry preliminaries
We will use several terms and tools from commutative algebra and algebraic geometry. The results
discussed in this section can be found in standard texts on commutative algebra, such as [6]. In this
section, all fields are algebraically closed (in Section 3, we will explain why this assumption is harmless),
and all rings R are commutative and contain a multiplicative unit.
2.1 Power series and Bézout’s theorem
Define k[x1,x2, . . . ,xd ] to be the ring of polynomials in d variables that have coefficients in k and define
k[[x1,x2, . . . ,xd ]] to be the ring of formal power series in d variables that have coefficients in k. Let R be a
commutative ring and let I ⊂ R be an ideal. We define the quotient R/I to be the equivalence class of
objects {a¯ : a ∈ R}, where a¯ = b¯ if a = b+ r for some r ∈ I.
Note that there is a natural injection k[x1, . . . ,xd ] → k[[x1, . . . ,xd ]]. Let I ⊂ k[x1, . . . ,xd ] be an
ideal. Abusing notation, we will identify I with the ideal generated by its image in k[[x1, . . . ,xd ]].
Now k[[x1, . . . ,xd ]]/I is a k-vector space; we denote its dimension, which may be finite or ∞, by
dimk k[[x1, . . . ,xd ]]/I.
Theorem 3 (Bézout). Let P,P′ ∈ k[x,y] be polynomials and let (P,P′)⊂ k[x,y] be the ideal generated by
P and P′. If dimk k[[x,y]]/(P,P′)> (degP)(degP′), then P and P′ share a common factor.
Geometrically, one should think of the quantity dimk k[[x,y]]/(P,P′) as the multiplicity of the intersec-
tion between the vanishing loci Z(P) and Z(P′) at the point (0,0); for instance, a “typical" intersection
between two curves will have multiplicity one, an intersection point where two curves are tangent has
multiplicity 2, and an intersection involving a higher degree of tangency will have still higher multiplicity.
Bézout’s theorem says that the total multiplicity of the intersection, summed over all intersection points,
between Z(P) and Z(P′) is (degP)(degP′), as long as P and P′ have no common factor; this provides the
claimed upper bound for intersection multiplicity at the point (0,0).
We will also use a second, less technical variant of Bézout’s theorem, which states that if two varieties
of degrees D and D′ intersect properly (i.e. if the codimension of the intersection is the sum of the
codimensions of the varieties), then intersection is a variety of degree at most DD′.
2.2 Derivatives and tangent spaces
Let P ∈ k[x1, . . . ,xd ] be a polynomial. We denote the (formal) derivative of P in the x j variable by
∂x j P. If P/Q is a rational function, we define the (formal) derivative ∂x j(P/Q) using the Leibniz rule
∂x j(P/Q) = ((∂x j P)Q−P∂x j Q)/Q2. If P ∈ k[[x1, . . . ,xd ]], then ∂x j P will denote the formal derivative of
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P. Note that we will never use Newton’s symbol ′ to denote derivatives. By ∇P we mean the vector
(∂x1P, . . . ,∂xd P).
Let Z ⊂ kd be a variety and let p ∈ Z. Let I(Z) be the ideal of polynomials that vanish on Z. We
define the the Zariski cotangent space of Z at p to be the span of the vectors {∇ f (p) : f ∈ I(Z)}. If
I(Z) = ( f1, . . . , f`), then this will be equal to the span of ∇ f1(p), . . .∇ f`(p). The Zariski tangent space
Tp(Z) is the dual of the Zariski cotangent space, i.e.
Tp(Z) =
{
v ∈ kd :
d
∑
i=1
∂dxi f (p)vi = 0 for all f ∈ I(Z)
}
.
In particular, note that the Zariski tangent space is a vector space, i.e. if v1 and v2 are vectors in Tp(Z),
then so is a1v1+a2v2 for any a1,a2 ∈ k.
We can also compute the Zariski tangent space by working in the power series ring. Suppose
p = 0 ∈ kd , and let I ⊂ k[[x1, . . . ,xd ]] be the image of I(Z) in k[[x1, . . . ,xd ]]. Then the Zariski cotangent
space Z at p = (0,0) is the span of the vectors {∇ f (p) : f ∈ I}, and the Zariski tangent space of Z at
p = (0,0) is given by {
v ∈ kd :
d
∑
i=1
∂dxi f (p)vi = 0 for all f ∈ I
}
.
If p 6= 0, then we can apply a translation sending p to the origin and the above statement holds.
2.3 Plane curves
Let P ∈ k[x,y] be a polynomial, and let ζ = Z(P) = {(x,y) ∈ k2 : P(x,y) = 0}. Sets of this form will be
called algebraic curves. If P is irreducible, we say the curve ζ is irreducible as well. Let ζ = Z(P) be an
irreducible curve. We say a point (x,y) ∈ ζ is singular if ∂xP(x,y) = ∂yP(x,y) = 0 (or, in other words, if
the Zariski tangent space to ζ is two-dimensional.) If (x,y) ∈ ζ is not a singular point, then we say it is a
smooth point. In this case, the tangent space to ζ at (x,y) is one-dimensional, and specifies the unique
tangent direction there.
Let ζ be an irreducible curve. We say a set X ⊂ ζ is Zariski dense in ζ if ζ\X is finite. We will
sometimes make statements like “a generic point on the irreducible curve ζ has the following properties....”
What this means is that all but a finite set of points Q ⊂ ζ have the properties in question; the set Q
depends only on ζ and the properties under consideration. For example, a generic point on ζ ⊂ k2 is
smooth. This is because there is a finite set Q⊂ ζ of singular points, and every point in ζ\Q is smooth.
2.4 Coordinates
We will mainly work in k2 and k3. We will use coordinates (x,y) to represent points in k2, and (x,y,z) to
represent points in k3. Unless otherwise noted, pi will be the projection pi(x,y,z) = (x,y). Sometimes we
will restrict the domain of pi to a space curve in k3, so we will refer to a projection pi : γ→ ζ , and we will
say that “a generic fiber of this projection has the following properties....” This means that the fiber of pi
above a generic point of ζ has the properties in question. In particular, the specified property holds for all
but finitely many fibers.
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For simplicity, we will often work in coordinates. Thus it may appear that the coordinate axes
play a distinguished role. However, all of the quantities we study are invariant under invertible affine
transformations. Thus we will sometimes apply a suitable transformation to our curve arrangement to
ensure that no coincidences involving the coordinate axes occur. In particular, we will refer to a “generic
linear transformation” in kd (generally d = 2 or 3). What this means is that there is a Zariski-open subset
X ⊂ GLd(k) that depends only on the curves from the statement of Theorem 1 or 2, and we can select
any linear transformation from this set.
3 Plane and space curves
In this section we will establish notation and prove some results that are useful for both Theorems 1 and
2. Later, the two proofs will diverge, and we will handle the two theorems in separate sections. First, note
that in Theorems 1 and 2, we can assume without loss of generality that k is algebraically closed. Indeed,
if k is not closed then we can replace k by its algebraic closure.
3.1 Notation for plane and space curves
Let k[x,y]≤D be the vector space of bivariate polynomials of degree at most D; we can identify this
vector space with k(
D+2
2 ). For each P ∈ k[x,y]≤D, let αP ∈ k(
D+2
2 ) be the corresponding point, and for each
α ∈ k(D+22 ), let Pα be the corresponding polynomial. We say that P∈ k[x,y]≤D is x–monic if the coefficient
of x` is 1, where `= deg(P). Given a finite set of irreducible plane curves of degree ≤ D< char(k), we
can always find an invertible affine transformation k2→ k2 so that after applying the transformation to
the curves, each curve can be uniquely written as Z(P), where P ∈ k[x,y]≤D is x–monic and irreducible.
If ζ ⊂ k2 is an irreducible curve of degree ≤ D that can be written as the zero-set of an irreducible
x–monic polynomial, then define P[ζ ] to be the corresponding irreducible x–monic polynomial, and
define αζ = αP[ζ ].
At several points we will construct space curves that capture relevant properties from the plane curve
arrangement. An important notion for an arrangement of space curves is that of a two-rich point, which
we define below.
Definition 3 (Two-rich point). Let Γ be a set of irreducible algebraic space curves. We say a point in k3 is
two-rich (with respect to Γ) if there are two distinct curves from Γ that contain the point.
3.2 Implicit differentiation from the formal viewpoint
Let k be a field and let P be an irreducible polynomial in k[x,y] of degree D. Let ζ = Z(P) be the
vanishing locus of P, so that ζ is an algebraic curve in k2. Let (x0,y0) be a smooth point of ζ where
∂yP 6= 0, i.e. the tangent vector is not vertical. Without loss of generality (for instance, by applying a
translation) we may assume (x0,y0) = (0,0). However, we may sometimes refer to the point (x0,y0) in
order to clarify the role played by this point.
Note first that P can be written as
P1(x,y)+P2(x,y)+ . . .+PD(x,y)
DISCRETE ANALYSIS, 2016:18, 22pp. 8
NEW BOUNDS ON CURVE TANGENCIES AND ORTHOGONALITIES
where Pi is a homogeneous polynomial of degree i. We know there is no constant term P0 because P
vanishes at (0,0). The fact that ζ is smooth at (0,0) is equivalent to the nonvanishing of P1 = ax+by,
and the fact that the tangent vector is not vertical implies that b 6= 0. Thus we can think of P(x,y) as a
polynomial Q(y) with coefficients in k[x], such that Q(0) ∈ k[x] vanishes modulo x, and ∂yQ(0) ∈ k[x]
reduces to b 6= 0 mod x. We have already hypothesized that Q is irreducible in k[x,y]. However, Q admits
a factorization in the ring k[[x]][y]. More precisely: by Hensel’s lemma (see e.g. [6, Thm 7.3]), there is a
unique power series φ(P;x0,y0)(x) ∈ xk[[x]] such that y = φ(P;x0,y0)(x) is a root of Q.
Example 1. If P = x−2y− y2 = (1+ x)− (1+ y)2, then
φ(P;x0,y0)(x) =
√
1+ x−1 = 1
2
x− 1
8
x2+
1
16
x3− 5
128
x4+ . . .
The other root of Q is y = 2−φ(P;x0,y0)(x), which is a unit in k[[x]]. We note that the denominators in the
power series forbid us from working in characteristic 2; this is as it should be, since when chark = 2 we
have P = x− y2, which has vertical slope at (0,0).
In other words, we can write
P(x,y) = (y−φ(P;x0,y0)(x))R(x,y), (3)
where R(x,y) is a power series in k[[x,y]] with nonzero constant term.
We now define a sequence of rational functions f1, f2, . . . ∈ k(x,y) as follows. We first take
f1 = (∂xP)/(∂yP).
Write ∆ for the linear differential operator defined by
∆( f ) = ∂x f − f1∂y f ,
and for all i> 1, define
fi = ∆ fi−1.
In geometric terms, we may think of fi as the derivative of fi−1 along the curve ζ . Each fi is a rational
function in x and y whose degree is bounded in terms of i and D.
Define
Oˆ= k[[x,y]]/P(x,y) = k[[x,y]]/(y−φ(P;x0,y0)(x)),
where the second equality follows from the fact that R(x,y) is a unit in k[[x,y]]. Oˆ is called the completed
local ring of ζ at the point (0,0). If k = C, we may think of Oˆ as the ring of germs of holomorphic
functions at (0,0). Note, though, that we place no convergence condition on our power series; a series
like ∑n!xnyn is a perfectly good element of C[[x,y]], though there is no complex disc around 0 in which
this power series converges.
By the assumption that ∂yP doesn’t vanish at (0,0), we can write f1 as an element of k[[x,y]], and
then project it to an element g1 of the quotient Oˆ. We note that if f = Ph, for some function h ∈ k[[x,y]],
then
∆( f ) = ∂x(Ph)− f1∂y(Ph) = (∂xP)h+P∂xh− ∂xP∂yP((∂yP)h+P∂yh) = P(∂xh−
∂xP
∂yP
∂yh) = P∆(h).
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In particular, this means that ∆ preserves the principal ideal Pk[[x,y]], and so it descends to a well-defined
linear operator (which we continue to denote by ∆) from Oˆ to Oˆ. In particular, if we define gi = ∆gi−1 for
all i> 1, then gi is the projection of fi to Oˆ. For example, if k =C then we may think of gi as the germ of
the rational function fi in an infinitesimal neighborhood of (0,0) on the curve ζ .
Recalling the factorization P = (y−φ(P;x0,y0)(x))R in k[[x,y]], we have
∂yP = (y−φ(P;x0,y0)(x))∂yR+R
and
∂xP = (y−φ(P;x0,y0)(x))∂xR−∂xφ(P;x0,y0)(x)R.
Projection to Oˆ sends y−φ(P;x0,y0)(x) to 0, so
g1(x) =−∂xφ(P;x0,y0)(x).
Note that g1 depends on the polynomial P, the “base point” (x0,y0) and the value of x at which it is
evaluated. In practice, we will always evaluate g1 at x = x0, but for now it will be helpful to distinguish
between x and x0. Now
g2(x) = ∆g1(x) = ∂xg1(x)− f1(x,y)∂yg1(x) =−∂ 2x φ(P;x0,y0)(x)
and similarly,
gi(x) =−∂ ixφ(P;x0,y0)(x)
for all positive integers i. In particular, setting x = x0, we have
gi(x0) =−∂ ixφ(P;x0,y0)(x0). (4)
To make the role of P explicit, we will sometimes write fi;P for the rational functions constructed
above. When P = Pα , we will write this as fi;Pα (x,y). If we want to refer to numerator and denominator
separately, we will call them Fi,α(x,y) and Gi,α(x,y), so
fi;Pα (x,y) =
Fi,α(x,y)
Gi,α(x,y)
, (5)
where the fraction is understood to be in lowest terms.
3.3 Space curves modeling plane curve tangency
In this section, for each pane curve ζ we will construct several space curves that capture some of the
relevant tangency information of ζ .
Let α ∈ k(D+22 ). Define
β1(α) =
{
(x,y,z) : Pα(x,y) = 0, z∂yPα(x,y)−∂xPα(x,y) = 0
}
. (6)
Then β1(α) is an algebraic curve in k3. If (x,y,z) ∈ β1(α) and if ∂yPα(x,y) 6= 0, then z is the slope of
the curve Z(Pα) at the point (x,y). Furthermore, for each (x,y) ∈ Z(Pα) for which ∂yPα(x,y) 6= 0, there
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is a unique z ∈ k so that (x,y,z) ∈ β1(α). In particular, if Pα is irreducible and if ∂yPα does not vanish
identically on Z(Pα), then the projection pi : β1(α)→ Z(Pα) is an isomorphism away from the (finite)
set of points on Z(Pα) where ∂yPα vanishes. If p = (x,y) is a point of Z(Pα) where ∂yPα vanishes, there
are two situations to consider. If ∂xPα doesn’t vanish at p, then the fiber of β1(α) over p is empty. If
∂xPα(p) = 0, then (x,y,z) lies in β1(α) for all z; in other words, the fiber is a vertical line. We conclude
that β1(α) is the union of an irreducible curve β ∗1 (α) whose projection to the xy-plane is an open subset
of Z(Pα), and a finite set of vertical lines.
Note that β ∗1 (α) is a component of the intersection of two surfaces of degree≤D, and thus has degree
at most D2.
More generally, for each s we wish to define an algebraic space curve β ∗s (α) so that for most points
(x,y,z) ∈ βs(α), z corresponds to the “(s−1)–st derivative” of the slope of Z(Pα) at (x,y). Let us now
make this precise. Define
βs(α) =
{
(x,y,z) : Pα(x,y) = 0, zGs,α(x,y)−Fs,α(x,y) = 0
}
, (7)
Where Gs,α(x,y) and Fs,α(x,y) are defined in (5). Note that the definition of β1(α) from (6) agrees with
the definition from (7).
As before, if Pα is irreducible and if ∂yPα does not vanish identically on Z(Pα), we can decompose
βs(α) into the union of a finite set of vertical lines plus a unique irreducible component β ∗s (α) that is not
a vertical line. This irreducible component will be of degree at most OD,s(1). Finally, if (x,y,z) ∈ βs(α)
and if Gs,α(x0,y0) 6= 0, then z = Fs,α(x0,y0)/Gs,α(x0,y0).
Lemma 1. Let α ∈ k(D+22 ). Let (x0,y0,z0) ∈ βs(α), and let φ = φ(α;x0,y0) be the function from (3)
associated to Pα at the point (x0,y0). Then(
1, ∂xφ(x0), ∂ s+1x φ(x0)
)
∈ T(x0,y0,z0)βs(α). (8)
Proof. After a translation, we can assume that (x0,y0) = (0,0). Let I(βs(α)) be the ideal of polynomials
in k[x,y,z] that vanish on βs(α). Note that
I(βs(α)) =
(
Pα(x,y), zGs,α(x,y)−Fs,α(x,y)
)
.
In particular, the image of I(βs(α)) in k[[x,y,z]] is
(
y−φ(x), z−∂ sxφ(x)
)
. Thus, the Zariski cotangent
space of βs(α) at (0,0,0) is spanned by the vectors (−∂xφ(0),1,0) and (−∂ s+1x φ(0),0,1) (these vectors
will be linearly independent if and only if (0,0,0) is a smooth point of βs(α), but this fact is not relevant at
the moment). Thus (1,∂xφ(0),∂ s+1x φ(0)) lies in the Zariski tangent space of βs(α) at (0,0,0). Undoing
the translation to the origin, we obtain (8).
3.4 Space curves modeling plane curve orthogonality
Let α ∈ k(D+22 ). Define
β˜1(α) = {(x,y,z) : Pα(x,y) = 0, z∂xPα(x,y)+∂yPα(x,y) = 0}. (9)
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Remark 1. Compare the definition of β˜1(α) with the definition of β1(α) from (6)—if the following
conditions are satisfied:
• α ∈ k(D+22 ),
• char(k) = 0 or D< char(k),
• (x,y,z) ∈ β ∗1 (α),
• (x,y, z˜) ∈ β˜ ∗1 (α),
• ∂yPα(x,y) 6= 0,
• ∂xPα(x,y) 6= 0,
then z˜ =−1/z.
Again, if Pα is irreducible and if ∂xPα does not vanish identically on Z(Pα), then the projection
pi : β˜1(α)→ Z(Pα) is an isomorphism away from the (finite) set of points on Z(Pα) where ∂xPα vanishes.
Again, β˜1(α) is the union of an irreducible curve β˜ ∗1 (α) whose projection to the xy-plane is an open
subset of Z(Pα), and a finite set of vertical lines.
The key virtue of β˜ ∗ is that it translates curve-curve orthogonality in the plane to curve-curve
intersection in k3. More precisely, we have the following lemma, which follows from Remark 1:
Lemma 2. Suppose char(k) = 0 or D ≤ char(k). Let P and P′ be irreducible polynomials of degree
≤ D with ∂yP (resp. ∂xP′) not vanishing identically on Z(P) (resp. Z(P′)), and let (x,y) be a point in
Z(P)∩Z(P′) for which ∂yP 6= 0 and ∂xP′ 6= 0. Then Z(P) and Z(P′) intersect orthogonally at (x,y) if
and only if
(x,y) ∈ pi(β ∗1 (αP)∩ β˜ ∗1 (αP′)). (10)
4 Plane curve tangency and space curve intersection
In this section we will prove several lemmas that relate tangencies of plane curves with the intersections
of the corresponding space curves. These results will be helpful in proving Theorem 1.
Lemma 3. Let s ≥ 1. Let α,α ′ ∈ k(D+22 ), with Pα and Pα ′ irreducible. Let (x0,y0,z0) ∈ βs(α)∩βs(α ′)
and suppose
f1,Pα (x0,y0) = f1,P′α (x0,y0),
fs+1,Pα (x0,y0) 6= fs+1,P′α (x0,y0),
(11)
and the denominators of the above rational functions are not 0. Then
(0,0,1) ∈ span{T(x0,y0,z0)βs(α), T(x0,y0,z0)βs(α ′)}. (12)
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Proof. Define
m = f1,Pα (x0,y0) = f1,P′α (x0,y0),
ms+1 = fs+1,Pα (x0,y0),
m′s+1 = fs+1,P′α (x0,y0).
By (11), ms+1 6= m′s+1. By Lemma 1,
span
{
T(x0,y0,z0)βs(α), T(x0,y0,z0)βs(α
′)
}⊃ span{(1,m,ms+1),(1,m,m′s+1)}
= span{(1,m,ms+1),(0,0,ms+1−m′s+1)}
= span{(1,m,ms+1),(0,0,1)}.
The following variant of Bézout’s theorem asserts that two disjoint irreducible curves cannot be too
tangent.
Lemma 4. Let P,P′ ∈ k[x,y] be polynomials of degree ≤D. Suppose that either char(k) = 0 or D2+1<
char(k) and that P and P′ are irreducible. Let (x0,y0) ∈ Z(P)∩Z(P′). Suppose P and P′ are smooth at
(x0,y0) and have non-vertical tangent. Suppose furthermore that
fi,P(x0,y0) = fi,P′(x0,y0), i = 1,2, . . . ,D2+1.
Then P′ = cP for some constant c ∈ k.
Proof. Let φP;x0,y0(x),φP′;x0,y0(x) ∈ xk[[x]] be the power series defined in (3). Write
φP,x0,y0(x) = a1x+a2x
2+ . . . ,
and
φP′,x0,y0(x) = a
′
1x+a
′
2x
2+ . . . .
Recall that from (4) and the surrounding discussion, we have that in the complete local ring Oˆ =
k[[x,y]]/(P), the rational function fi,P(x,y) is equal to −∂ ixφP,x0,y0(x). Thus
fi,P(0,0) =−i!ai.
Similarly, fi,P′(0,0) =−i!ai. By the hypothesis on chark, we know i! 6= 0 for i≤ D2+1, so ai = a′i for
i = 1,2, . . . ,D2+1. In other words, φP,x0,y0(x)−φP′,x0,y0(x) is divisible by xD
2+1.
If P and P′ are irreducible and are not multiples of each other, then by Bézout’s theorem (Theorem 3),
dimk k[[x,y]]/(P,P′)≤ D2.
Now P = (y−φP,x0,y0(x))R and P′ = (y−φP′,x0,y0(x))R′ where R,R′ are units in k[[x,y]]. So
k[[x,y]]/(P,P′) = k[[x,y]](y−φP,x0,y0(x),y−φP′,x0,y0(x)) = k[[x]]/(φP,x0,y0(x)−φP′,x0,y0(x)).
We have shown above that φP,x0,y0(x)−φP′,x0,y0(x) lies in xD
2+1k[[x]]. We conclude that
dimk k[[x,y]]/(P,P′)≥ D2+1,
which is a contradiction. Thus P′ = cP, as claimed.
DISCRETE ANALYSIS, 2016:18, 22pp. 13
JORDAN S. ELLENBERG, JOZSEF SOLYMOSI, AND JOSHUA ZAHL
Remark 2. We note that the condition on the characteristic of k is not merely an artifact of the method;
not only Lemma 4 but the main theorem would fail to hold without some such hypothesis. For instance,
consider a family of n curves of the form
y = aix2+bi
over F¯2. These smooth, irreducible curves have horizontal tangent at every point; in particular, each of
the n2 points of intersection between these curves is a point of tangency.
5 Proof of Theorem 1
Let L be the set of curves from the statement of Theorem 1. Suppose that
∑
(p,`)∈T(L)
mult(p, `;L)>CDn3/2.
If CD is sufficiently large, we will obtain a contradiction. After applying a linear transformation to k2,
we can associate an irreducible polynomial P = P[ζ ] to each curve ζ ∈ L, as described in Section 3.1,
and since char(k)> D, we can ensure that for each curve ζ ∈ L, ∂yP[ζ ] does not vanish identically on
Z(P[ζ ]).
First, note that for each ζ ∈ L and each index j ≥ 1,
|Z(P[ζ ])∩Z(G j,αζ )|= O j,D(1), (13)
i.e. there are few points on ζ where the denominator of Fj,αP/G j,αP from (5) vanishes. We say that p ∈ ζ
is a good point of ζ if p is not in the set (13) for any j = 1, . . . ,D2. Otherwise, p is a bad point of ζ .
Note that
∑
ζ∈L
|{p ∈ ζ : p is a bad point of ζ}|= OD(n). (14)
Define multg(p, `;L) to be the number of curves from L that are smooth at p, tangent to ` at p, and
for which p is a good point of the curve. Define T′ ⊂ T(L) to be the set of directed points of tangency for
which multg(p, `;L) is larger than one.
By Lemma 4 and pigeonholing, we can find an index 1≤ j ≤ D2 and a set T′′ ⊂ T′ of size |T′′| ≥
(2D)−2|T′| so that for each (p, `) ∈ T′′, there exist curves ζ , ζ ′ in C so that p is a good point for ζ and
ζ ′, and (11) holds for this value of j with α = αζ and α ′ = αζ ′ .
Define
Γ= {β ∗j (αζ ) : ζ ∈ L}.
If γ ∈ Γ, we define ζ (γ) to be the unique element of L satisfying γ = β ∗j (αζ ). If p ∈ k2 is a good point
of ζ ,ζ ′ ∈ L, and (p, `) is a directed point of tangency for ζ and ζ ′, then the corresponding space curves
β ∗j (αζ ) and β ∗j (αζ ′) intersect at the point (x,y,z), where p = (x,y) and z is the slope of `. We will abuse
notation slightly and identify directed points of tangency with points in k3.
Consider the graph whose vertices are the curves from Γ, and two vertices γ,γ ′ are adjacent if there
is a directed point of tangency (p, `) ∈ T′′ so that p is a good point for the curves ζ (γ) and ζ (γ ′), and
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(11) holds for ζ (γ) and ζ (γ ′) with the value of j specified above. This graph has n vertices and at least
(2D)−2CDn3/2 edges. Thus by [5, Lemma 2.8], we can find an induced subgraph with n′ ≥ n1/2 vertices
such that each vertex has degree at least
(2D)−2CD(n′)3/2
O(1)n′
=
CD
OD(1)
(n′)1/2.
Let Γ′ ⊂ Γ be the set of curves corresponding to the vertices of the induced subgraph.
Define L′ = {ζ (γ) : γ ∈ Γ′}. Let R ∈ k[x,y,z] be a non-zero polynomial of minimal degree that
vanishes on all the curves in Γ′.
Lemma 5.
degR = OD
(
(n′)1/2
)
. (15)
Proof. Recall that each curve in Γ′ has degree OD(1). Let C′D be a constant to be chosen later, and let P
be a set of C′D(n
′)3/2 points, with C′D(n
′)1/2 points on each curve of L′. Let S be a polynomial of degree
≤ 100(C′D)1/3(n′)1/2 that vanishes on the points of P. By Bézout’s theorem, if C′D is chosen sufficiently
large (depending only on D), then S vanishes on every curve in L′. Since R is the polynomial of lowest
degree that vanishes on the curves in L′, we have degR≤ degS, which gives us (15).
In particular, if the constant cD from the statement of Theorem 1 is chosen sufficiently small, then
(degγ)(degR)< char(k) (16)
for every curve γ ∈ Γ′.
Lemma 6. If cD is sufficiently small and CD is sufficiently large (depending only of D), then every curve
in Γ′ is contained in Z(∂zR).
Proof. Fix a curve γ ∈ Γ′. There are at least CDOD(1)(n′)1/2 distinct points (x,y,z) ∈ γ so that the following
holds
(i) (x,y,z) is a good point of γ .
(ii) There is a second curve γ ′ ∈ Γ so that (11) holds at (x,y) (with the value of j determined above)
for α and α ′ corresponding to γ and γ ′, respectively.
(iii) (x,y,z) is a good point of γ ′.
Let (x,y,z) be one such point and let γ ′ ∈ Γ′ be the curve from Item (ii) above. By Lemma 3, the
span of the tangent spaces of β ∗k (α) and β
∗
k (α
′) at (x,y,z) contains the vector (0,0,1). This implies
that ∂zR(x,y,z) = 0. This means that there are at least CDOD(1)(n
′)1/2 points on γ for which ∂zR = 0. If
CD is selected sufficiently large (depending only on D), then the number of points on γ at which ∂zR
vanishes is greater than (degγ)(deg∂zR). Since (degγ)(degR)< char(k), we can apply Bézout’s theorem
to conclude that γ ⊂ Z(∂zR).
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Since R was a minimal degree non-zero polynomial whose zero-set contained all the curves from Γ′,
Lemma 6 implies that ∂zR = 0. In particular, if xaybzc is a monomial appearing with nonzero coefficient
in R, we have cxaybzc−1 = 0, so c is congruent to 0 mod char(k); but c≤ degR< char(k), so this implies
that c = 0. In other words, R(x,y,z) = S(x,y) for some polynomial S ∈ k[x,y]. However, each curve in L′
must be a distinct irreducible component of Z(S), and this implies
deg(R) = deg(S)≥ |L′|= n′. (17)
If we select the constant CD in Theorem 1 sufficiently large, then this contradicts (15). This completes
the proof of Theorem 1.
6 Orthogonal curves
Before proving Theorem 2, we will introduce some additional tools and terminology for dealing with
space curves in k3. An important tool will be Proposition 4, which describes the structure of arrangements
of space curves that determine many two-rich points. In this section (as in previous sections), we will
always assume that k is an algebraically closed field.
6.1 Constructible sets
A constructible set is a generalization of an algebraic variety. Algebraic varieties are defined by finite
sets of polynomial equalities; for example the set {w ∈ kd : P1(w) = 0, . . . ,Ps(w) = 0} is an algebraic
variety. (Affine) constructible sets are defined by finite sets of polynomial equalities and non-equalities;
for example the set
{w ∈ kd : P1(w) = 0, . . . ,Ps(w) = 0, Q1(w) 6= 0, . . . ,Qt(w) 6= 0}
is constructible. If X and Y are constructible subsets of kd , then so are X ∪Y, X ∩Y , and X\Y . Similarly,
(projective) constructible sets are defined by finite sets of homogeneous polynomial equalities and non-
equalities. In particular, the set of irreducible degree ≤ D plane curves in k2 is a constructible subset of
Pk(
D+2
2 ).
The degree of an algebraic variety is one measure of how “complicated” that variety is. The analogous
notation for constructible sets is called complexity. See [10, Chapter 3] for an introduction to constructible
sets, and see [9] for further information about the complexity of constructible sets.
6.2 The Chow variety of curves
We will work with a parameter space of algebraic space curves called the Chow variety. Normally, this is
a projective variety that parameterizes projective curves in k3, but for our purposes it will be easier to
work with a slightly smaller object which is an affine variety that parameterizes (affine) curves in k3.
For each D ≥ 1, let CD be the (affine) Chow variety of irreducible (affine) curves of degree ≤ D
in k3. CD is a constructible set of complexity OD(1), and there is a constructible set C˜D ⊂ CD× k3
of complexity OD(1) that is equipped with two projections pi1 : C˜D → CD and pi2 : C˜D → k3 with the
following properties:
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• For each w ∈ CD, pi2 ◦pi−11 (w) = γw is an irreducible algebraic curve in k3.
• For “every” irreducible algebraic curve γ ⊂ k3 of degree ≤ D, there is a unique point wγ ∈ CD so
that γ = pi2 ◦pi−11 (wγ).
We put the word “every” in quotes because when constructing the affine Chow variety, we intersect the
true Chow variety (which is a projective variety) with the compliment of a generic hyperplane. Thus the
above statement fails for a small number of curves γ ⊂ k3. However, since the original problem we are
interested in concerns a finite set of curves, this subtlety will not affect us. For more information about
the Chow variety, see [10, Chapter 7] or [7]; both of these sources describe the projective version of the
Chow variety, and they only deal with the Chow variety of irreducible curves of degree exactly D. For a
precise construction of the affine Chow variety CD used here, see [9]. Henceforth, we will abuse notation
slightly and use the notation γ ∈ CD to refer to curves in the Chow variety.
6.3 Sets of curves with many rich points
Informally, Theorem 3.7 from [9] says that if an arrangement of space curves (taken from a particular
family of curves) determines many two-rich points, then many of these curves must be contained in a low
degree doubly-ruled surface. In order to make this precise, we will need a definition.
Definition 4 (Doubly ruled surface). Let C ⊂ CD be a constructible set. Let Z ⊂ k3 be an irreducible
surface. We say that Z is doubly ruled by curves from C if there is a Zariski open set O⊂ Z so that for
every w ∈ O, there are at least two distinct curves from C containing w and contained in Z.
Theorem 4 ([9] Theorem 3.7, special case). Let D≥ 1 and let C⊂ CD be a constructible set of curves.
Then there exist constants cD,C > 0 (small) and CD,C (large) so that the following holds. Let Γ⊂ C be a
finite set of curves of cardinality n, with n≤ cD,C char(k)2 (if char(k) = 0 then we place no restriction on
n). Then at least one of the following must hold:
• The number of two-rich points is ≤CD,Cn3/2.
• There is an irreducible surface Z ⊂ k3 of degree ≤ 100D2 that is doubly ruled by curves from C;
this surface contains ≥ cD,Cn1/2 curves from Γ. Furthermore, for every m ≥ 1, we can find two
disjoint sets of curves, each of cardinality m, so that every curve from the first set intersects every
curve from the second set.
We will not require the full strength of Theorem 4. In particular, we will never use the fact that the
doubly ruled surface Z (if it exists) has small degree, nor will we use the fact that it contains Ω(n1/2)
curves from Γ.
6.4 Space curves respecting tangency conditions
Lemma 7. Let W ⊂ k(D+22 ) be a constructible set of degree ≤ D curves. Then for each D′, the sets
CX ,D′ = {γ ∈ CD′ : γ = β ∗1 (α) for some α ∈W},
C˜X ,D′ = {γ ∈ CD′ : γ = β˜ ∗1 (α) for some α ∈W}
are constructible and have complexity OW,D′(1).
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Proof. We will begin with CX ,D′ . Define
YD′ =
{
(γ,(x,y,z),α) ∈ CD′× k3×W : (x,y,z) ∈ γ, Pα(x,y) = 0,
∂yPα(x,y) = 0 OR z∂yPα(x,y)−∂xPα(x,y) = 0
}
,
Y ′D′ ={(γ,α) ∈ CD′×W : γ is not a vertical line, (γ,(x,y,z),α) ∈ YD′ for all (x,y,z) ∈ γ}.
YD′ is constructible of complexity OD′,W (1); the condition (x,y,z) ∈ γ can be written as (γ,(x,y,z)) ∈ C˜D′ ,
and the latter is a constructible set of complexity OD′(1). To verify that Y ′D′ is constructible, observe that
the set
A = {(γ,(x,y,z),α) ∈ CD× k3×W : (x,y,z) ∈ γ, (γ,(x,y,z),α) /∈ YD′} (18)
is constructible and has complexity OD′,W (1). Let pi1(γ,(x,y,z),α) = (γ,α) be the projection map. Then
pi1(A) = {(γ,α) ∈ CD′×W : there exists (x,y,z) ∈ γ, such that (γ,(x,y,z),α) /∈ YD′}.
By Chevalley’s theorem (see [10, Theorem 3.16]), pi1(A) is also constructible and has complexity
OD′,W (1). Finally,
Y ′D′ =
({γ ∈ CD′ : γ is not a vertical line}×W) \ pi1(A).
Let pi2 : CD′ ×W → CD′ be the projection map. Then CD′,W = pi2(Y ′D′); this establishes that CD′,W is
constructible and has complexity OD′,W (1). An identical argument shows that C˜W,D′ is constructible and
has complexity OW,D′(1).
Define the set of monic irreducible polynomials,
MID = {α ∈ k(
D+2
2 ) : Pα is irreducible and x–monic}.
Note that MID is a constructible set of complexity OD(1), and there is an injection ϕ : MID→ Pk(
D+2
2 )
that sends the point (w1, . . . ,w(D+22 )) to the point [1 : w1 : . . . : w(D+22 )]. We will be interested in ϕ
−1.
Let X ⊂ Pk(D+22 ) be a family of curves and define
Aff(X) = ϕ−1(ϕ(MID)∩X). (19)
(This is the “affinization” of the projective set X). Then Aff(X)⊂MID is constructible and has complexity
OD,X(1). Note that for each α ∈ Aff(X), there is a unique element γ ∈ CAff(X),D2 that satisfies γ = β ∗1 (α).
This is because β ∗1 (α) is an irreducible curve of degree at most D2. Similarly, there is a unique element
γ ∈ C˜Aff(X),D2 that satisfies γ = β˜ ∗1 (α). We now have the necessary tools to prove Theorem 2.
7 Proof of Theorem 2
Proof. Let L be a set of n irreducible curves in X . By applying a suitable invertible linear transformation
T : k2→ k2 if necessary, we can guarantee that w ∈ ϕ(MID) for each w ∈ L. The family X is replaced by
the family {T (ζ ) : ζ ∈ X}; this is also a family of curves of degree ≤ D. Abusing notation slightly, we
will call this new family X as well.
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Let X ′ = Aff(X), and let C= CX ′,D2 ∪ C˜X ′,D2 . This is a family of degree ≤ D2 curves of complexity
OD,X(1). Define
Γ= {β ∗1 (α) : α ∈ ϕ−1(L)},
Γ˜= {β˜ ∗1 (α) : α ∈ ϕ−1(L)}.
Γ and Γ˜ are sets of space curves that encode the slope of the corresponding plane curves from L. Γ and Γ˜
are finite subsets of C. Let Γ0 = Γ∪ Γ˜.
Apply Theorem 4 to Γ0. Either there are OX(n3/2) two-rich points determined by the arrangement of
curves in Γ0, or for any m≥ 1, we can find a set Γ∗ ⊂ C of cardinality m that determines ≥m2/4 two-rich
points.
If the first option occurs, then by Lemma 2, the curves from L determine OX(n3/2) directed points of
orthogonality, and we are done.
Suppose the second option occurs. Write Γ∗ = (Γ∗ ∩CX ′,D2)∪ (Γ∗ ∩ C˜X ′,D2). Each two-rich point
determined by Γ∗∩CX ′,D2 corresponds to a directed point of tangency amongst the curves in
{Z(Pα) : β1(α) ∈ Γ∗∩CX ′,D2}.
By Theorem 1, there are OD(m3/2) such points. Similarly, each two-rich point determined by Γ∗∩ C˜X ′,D2
corresponds to a directed point of tangency amongst the curves in
{Z(Pα) : β˜1(α) ∈ Γ∗∩ C˜X ′,D2}.
Again, by Theorem 1, there are OD(m3/2) such points.
Define
Lm = {Z(Pα) : β1(α) ∈ Γ∗∩CX ′,D2}∪{Z(Pα) : β˜1(α) ∈ Γ∗∩ C˜X ′,D2}.
There are ΩX(m2) points that are hit by at least one curve from Γ∗∩CX ′,D2 and at least one curve from
Γ∗∩ C˜X ′,D2 . By Lemma 2, each of these points correspond to a distinct directed point of orthogonality
from the curves in the arrangement Lm. Therefore we have constructed an arrangement of m curves from
the family X that determine (m/2)2(1−oX(1)) directed points of orthogonality.
8 Generalizations and further directions
8.1 Improved bounds
It is natural to ask whether Theorem 1 is sharp. Remark 2 shows that if k has characteristic two, then it
is impossible to obtain nontrivial bounds on the number of directed tangencies. If n∼ (char(k))2, then
Theorem 1 is best possible. For example, let L be the set of all unit circles in F2p; then |L| = |F2p| ∼
(char(Fp))2, and for each point p ∈ F2p and each line ` passing through p, there are exactly two unit
circles that are smooth at p and tagent to ` at p. Thus no three curves from L are tangent at a common
point, and L determines ∼ p3 = |L|3/2 tangencies, so the bound from Theorem 1 is attained (technically,
Theorem 1 only applies if |L| is less than cD(char(Fp))2, (here D = 2) but we can meet this requirement
by randomly selecting a subset of L, where each circle is chosen with probability ∼ cD).
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However, if |L| is much smaller than (char(k))2, then we do not know if the bound from Theorem 1
is sharp. For example, if k = R or k = C, the best construction we are aware of attains a lower bound of
Ω(n4/3). In brief, the construction is as follows. Let P be a set of n points in R2 and let L0 be a set of
n lines in R2 that determine ∼ n4/3 point-line incidences. Let L1 be the set of n unit circles centered at
the points of P, and let L2 be the set of n lines obtained by translating each line ` ∈ L1 one unit in the
direction `⊥. Then if (p, `) is a point-line incidence from the original collection of points and lines, the
corresponding circle and line will be tangent. Let L= L1∪L2; this is a set of 2n irreducible curves of
degree ≤ 2 that determines ∼ n4/3 tangencies. By applying an inversion transform centered at a point
that does not lie on any of the circles or lines, one can transform L into a set of 2n circles that determine
∼ n4/3 tangencies. See Chapter 7.1 of [2] for further details. The same example can be realized in C2 by
taking the complexification of the curves from L.
8.2 Higher-order tangency
We believe that an analogue of Theorem 1 should hold for higher-order tangencies. As the order of
tangency increases, the number of such tangencies should decrease. Heuristically, the number of “ j–th
order tangencies” spanned by an arrangement of n curves should be O(n( j+2)/( j+1)). We will make this
notion more precise below.
Definition 5 (Jet Bundle). Let k be a field and let 1≤ s< char(k) (if char(k) = 0, we only require s≥ 1).
We define the bundle of one-dimensional s–jets in k2 to be the set of equivalence classes
Js = {(p,τ) : p ∈ k2, τ is a curve through p that is smooth at p},
where (p,τ) = (p′,τ ′) if p = p′ and τ and τ ′ intersect at p with multiplicity ≥ s. If s = 1, then J1 can be
identified with the set of tuples (p, `), where p ∈ k2 and ` is a line passing through p.
Definition 6 (Directed points of higher order tangency). Let k be a field and let 1 ≤ s < char(k) (if
char(k) = 0, we only require s≥ 1). Let L be a set of irreducible algebraic curves in k2. Let (p,τ) ∈ Js.
We say that (p,τ) is a directed point of s–th order tangency for L if there are at least two distinct curves
in L that are smooth at p and that intersect τ at p with multiplicity ≥ s (crucially, this does not depend on
the choice of representative τ from the equivalence class (p,τ)).
Define Ts(L) be the set of directed points of s–th order tangency, and for each (p,τ) ∈ T(L), define
mults((p,τ);L) to be the number of curves from L that are smooth at p and intersect τ at p with
multiplicity ≥ s.
The natural analogue of the space curves described in Section 3 would be curves in Rd+s. This leads
us to conjecture the following bound on the number of higher-order tangencies.
Conjecture 1. Fix D,s ≥ 1. Let L be a set of n irreducible algebraic curves of degree ≤ D, with
n≤ cD,s char(k)s+1. Then
∑
(p,γ)∈T j(L)
mults((p,τ);L)≤CD,sn(s+2)/(s+1). (20)
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8.3 Higher-dimensional hypersurfaces
We conjecture than an analogue of Theorem 1 should be true for hypersurfaces in higher dimension.
Definition 7 (Higher dimensional directed points of tangency). Let k be a field and let S be a set of
irreducible hypersurfaces in kd . Let p be a point in kd and let H be a hyperplane containing p. We say
that (p,H) is a directed point of tangency for S if there are at least two distinct hypersurfaces in S that are
smooth at ζ and tangent to H at ζ . Define T(S) be the set of directed points of tangency, and for each
(p,H) ∈ T(S), define mult(p,H;S) to be the number of hypersurfaces from S that are smooth at p and
tangent to H at p.
The natural analogue of the space curves described in Section 3 would be d−1 dimensional varieties
in R2d−1. This leads us to conjecture the following higher-dimensional analogue of Theorem 1.
Conjecture 2. Let S be a set of n irreducible hypersurfaces in kd of degree at most D, with n≤ cD char(k)d .
Then
∑
(p,H)∈T(S)
mult(p,H;S)≤CDn(2d−1)/d . (21)
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