Evolutionary Operation (EVOP) experimental design using Sequential Simplex method is an effective and robust means for determining the ideal process parameter (factor) settings to achieve optimum output (response) results. EVOP is the methodology of using on-line experimental design. Small perturbations to the process are made within allowable control plan limits, to minimize any product quality issues while obtaining information for improvement on the process. It is often the case in high volume production where issues exist, however off-line experimentation is not an option due to production time, the threat of quality issues and costs. EVOP leverages production time to arrive at the optimum solution while continuing to process saleable product, thus substantially reducing the cost of the analysis. Sequential Simplex is a straightforward EVOP method which can be easily used in conjunction with prior traditional screening DOE or as a stand-alone method to rapidly optimize systems containing several continuous factors.
All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or otherwise, without the prior written permission of SAE. 
INTRODUCTION
Understanding the application and limitations of the DOE process and each experimental design strategy is an integral part of reaching an experiment's objectives. The DOE process and the strategies, along with their application, are reviewed so that the desired level of understanding is obtained.
Evolutionary Operation (EVOP) experimental design using the Sequential Simplex method is introduced, as part of an applied approach, as an effective and robust means for determining the ideal process parameter (factor) settings to achieve optimum output (response) results. Additionally, it is suggested that EVOP can serve in an alternative approach as an integrated total DOE tool for special cases. An understanding of how the Sequential Simplex method works is provided because it is a requirement for proper application and obtaining the desired results. The processes, strategies and methods provided in this paper inevitably cause a paradigm shift in the approach to applying DOE principles.
OVERVIEW OF EXPERIMENTAL DESIGN STRATEGY

DOE DEFINED
Experimental design, more commonly called design of experiments (DOE), is an important statistical tool in many continuous improvement efforts. DOE is a vehicle of scientific method, giving unambiguous results that can be used for inferring cause and effect. DOE is a systematic set of experiments that allows one to evaluate the impact, or effect, of one or more factors without concern about extraneous variables or subjective judgments. In this experiment the factors are purposefully perturbed with the intent of determining their effect on the output. The method starts with the statement of the experimental objective and ends with the reporting of results. The results from a DOE may often lead to further experimentation and ultimately to optimization. The objective of any DOE is to eliminate non-statistically significant factors while determining the factors important in predicting the desired output or response.
Factors, as mentioned previously, are the variables under investigation that are set to a particular value (level) during the experiment. These variables may be quantitative or qualitative. The factor levels should be set with the specific purpose of understanding their impact on the response variables. The term factor has a number of synonyms, including but not limited to: parameter, input, controlled variable, independent variable, cause and X variable.
Response variables, as mentioned previously, are the results from the experimental run. These variables are the output that is typically of concern to the experimenter. An understanding of the relationship between the response variables and the factors is the desired outcome of the entire DOE effort. Once the relationship is understood the response variable can usually be optimized by setting the factors to their optimal levels. The term response variable has a number of synonyms, including but not limited to; response, output, uncontrollable variable, dependent variable, effect, Y variable, result and outcome.
DOE PROCESS
The DOE process consists of four primary phases: the objective / planning phase, the screening phase, the optimization phase and the confirmation phase.
The objective / planning phase is often minimized by most practitioners despite being a vital component to achieving the desired results from the DOE effort. Time spent in the objective / planning phase will set the stage for success on all of the following phases. The purpose of the objective / planning phase is to clearly define the purpose and objectives of the experiment, obtain an understanding of all of the potential variables and devise a conscious strategy on how to address them in experimentation and perform measurement system and stability assessments. The purpose of the experiment should be consistent with a practical problem statement. In DOEs there are three potential objectives: maximize, minimize, hit a target and minimize variation.
As previously suggested an important task in the objective / planning phase is to obtain an understanding of all of the potential variables that make up the process. These include input variables or factors, output variables or response as well as any signal variables that initiate the process. No variables should be omitted at this point, even if minimal impact on the analysis is anticipated. Once identified, it is important to classify all of the variables as controllable or uncontrollable and to define a conscious choice strategy for addressing each variable. This strategy will outline how to handle the variable throughout the analysis.
Another step in the objective / planning phase is to perform the measurement system and stability assessments. The measurement system is analyzed to ensure that it is capable of detecting differences in the response. If the DOE objective is to minimize variation, the measurement system may have to be analyzed again as the variation is reduced. Prior to commencing the experiment, it is important to understand the state of control and stability of the process.
The second phase of the DOE process is the screening phase. The goal of the screening phase is simply to identify the variables (factors) that have a significant effect on the response. A secondary goal is efficiency. The screening process should be accomplished as cost effectively and quickly as possible. During the screening phase the focus is not on the development of a mathematical model, but on understanding the few potentially significant variables that have an effect on the response.
In order to accomplish the above goals, the screening phase involves selection of the ideal experimental design. This is a significant point in the efficiency of the experiment. It is a difficult task sometimes to strike a balance between the efficiency that is derived from the level of confounding and the clarity of the results. Screening design results often lead to further experimentation as the cause and effect relationship is progressively revealed. Some continuous improvement efforts will cease with the understanding that the screening phase provides. This is especially the case in less complex problems. While this approach may lead to significant improvements, and the optimization phase is not essential in every case, the results should always be confirmed.
The third phase of the DOE process is the optimization phase. The purpose of the optimization phase is to carry the input from the screening phase and determine optimal factor level settings that generate the desired response.
This can be accomplished by the development of a mathematical model or by means of using iterative approaches, such as EVOP.
Both approaches have advantages and disadvantages. Development of a mathematical model requires the use of numeric methods and/or math programming applied to the model to arrive at the optimum results. While the model provides a significant amount of information about the process, the fit of the mathematical model is always a concern.
An iterative approach is much more straightforward in application. The issues about model fit are not a concern. An iterative approach however does not provide the level of understanding of the process that a mathematical model provides. Using either approach in this phase translates the realization of the objective of the DOE. As stated previously, when an understanding of the statistically significant variables is all that is desired, this phase may be circumvented.
The final phase in the DOE process is the confirmation phase. The purpose of the confirmation phase is to ensure that the results from the DOE analysis correlate with the actual process. This phase is critical to verify the effectiveness of the predictive power of the results and to ensure their reliability. This confirmation is typically performed by operating the process at the optimal factor level settings, suggested by the analysis and comparing the actual process response results with the predicted response from the analysis. Once the confirmation run has been completed the results from the DOE efforts can be used in the area of concern outlined in the study.
In addition to performing a confirmation of the results after optimization, there may be benefits to confirm the results obtained at any early phase in the process. This is especially the case when the screening results are all that are desired or if a mathematical model is developed. Performing a confirmation at early stages in addition to after optimization, will help to minimize errors in the experimentation and save time that these errors create.
TYPES OF DOE STRATEGIES
There are a number of DOE strategies that vary in complexity and nature. These strategies include one factor at a time (OFAT), full factorial, fractional factorial, response surface and EVOP. An understanding of the application and limitation of these strategies is critical for effective application of DOE methodology.
The strategies can be classified as off-line or on-line.
Off-line vs. On-line DOE Off-line or traditional DOE deals with running separate experimentation outside the normal process activity. This type of experimentation is performed off-line, because the experimental efforts typically produce product with responses that are not within the range of acceptability. This is caused from operating the process at factor levels outside of the allowable control plan limits. The product resulting from experimentation is for the intended purpose of analysis and frequently not saleable to a customer. Off-line DOE generally requires separate experimentation time and resources such as material and personnel required to operate the process.
The primary benefits from off-line DOEs are the factor level settings applied are typically much wider than in an on-line approach. These wider factor level settings allow for a deeper understanding of the cause and effect relationship between factors and the response as well as a larger area of concern addressed by the analysis. This is especially important in cases when the optimal factor level settings fall outside the normal operating range. Applying an off-line DOE approach improves the potential for achieving breakthrough performance results by improving chance for identifying a global optimum condition.
The primary issue with an off-line DOE approach is the need for additional resources increasing the cost required to run experimentation at separate times and with separate materials and personnel.
Another potential issue with off-line DOE is the availability of the process for experimentation. If a process is fully utilized it may be difficult to find the necessary time to run the experimentation. This may lead to performing the experiment on premium time, further increasing the cost. It may even result in the inability to schedule the experiment at all.
Additionally, many continuous processes (i.e. glass manufacturing, casting, mills) may not lend themselves to the short batch runs suggested in an off-line approach.
On-line DOE is the opposite of off-line. In on-line DOEs the experimentation is typically run in conjunction with the normal process activity. The factors are perturbed in sufficiently small increments that product resulting from the experiment is typically within acceptable quality levels. Since most on-line DOEs are run with normal production with factor levels within control plan ranges, the product is often saleable.
The primary benefit from on-line DOE is the cost savings associated with running saleable product over normal production time.
The resources required for the experimentation are already available due to normal process activity.
Additionally, due to resource availability and product quality, sample size is not of concern as in an off-line DOE. Since process is being operated in normal production time, the analysis can take advantage of very large sample sizes.
The primary issue with an on-line DOE is the limited range of concern that results from the minimal perturbation of the factor levels. The factor level perturbations are limited to the specification ranges of acceptable product outlined in the control plan. This poses a concern only if the factor level settings producing the optimal response occur outside of the specification range.
Interactions and Confounding
Some other important concepts in dealing with different DOE strategies are interactions and confounding. Interactions are coupled effects where the response under consideration is dependent upon two or more factors. Many complex processes have interaction effects making it difficult to infer cause and effect without the use of experimental design methods. Typically, interaction effects involving more than two factors (three way interactions and higher) are assumed to not be statistically significant. However this assumption should be confirmed.
Interactions need to be explicitly accounted for in off-line DOEs.
The fact that higher order interaction effects are not typically statistically significant, allows them to be combined with effects from other factors that have a larger probability of being significant. This combining of effects is called confounding. Confounding significantly reduces the number of factor level combinations to be run, increasing the efficiency of the design. The increased efficiency reduces the amount of information provided from the analysis. When two factors are confounded it is impossible to determine which factor is responsible for the impact on the response. As previously stated, the higher order interaction factor is assumed to not be statistically significant signifying the other factor as the contributor to the effect. The clarity of the experiment is dependent on the level confounding. As previously suggested, a balance has to be struck between the efficiency improvements derived from the level of confounding and the clarity of the experiment.
OFAT Generally, One Factor At a Time, commonly abbreviated OFAT, is not normally referred to as an experimental design strategy due to its simple nature and limitations for use. However, OFAT is included as an experimental design strategy because it is intuitive, and if applied appropriately, can be used to assist in screening potentially significant factors and to resolve confounding. OFAT is the process of determining the impact of one factor on the response at a time. The response impact from the factor under consideration is perturbed while other factors are held constant. The process is repeated for each factor. This methodology can provide insight from a screening perspective to resolve confounding issues as well as to perform verification runs.
The primary benefit of OFAT is intuitiveness and simplicity. It can be used off-line, although it is typically performed on-line if the factor level perturbations are within the specification ranges.
The primary issue with OFAT is that it is less efficient than a factorial screening design, can provide incorrect conclusions in the face of strong interactions among factors and is less scientific then other DOE strategies. If an interaction is statistically significant and an OFAT strategy is applied, depending on what factor level is selected, different conclusions could be drawn. The issue of interactions and perceptions surrounding the scientific nature of OFAT are the reasons that it is not typically included as an experimental design strategy.
Full Factorial
Full factorial is an experimental design strategy where all factor level combinations are run. A response is observed at each of the factor level combinations to determine which factors have a statistically significant impact on the response.
A full factorial experiment provides the most insight into the cause and effect relationship and in developing a mathematical model since there is no confounding present. All interaction effects are included in a full factorial experiment and it is run as a separate off-line experiment. A full factorial design is often used by entry-level practitioners of DOE because of the simplicity derived from the absence of confounding. A full factorial should not typical be performed in practice due to the large number of runs required by the multiple treatment combinations, leading to efficiency concerns. With some knowledge and a balance between the clarity of the experiment and level of confounding, the same information can be drawn from a fractional factorial experiment.
Fractional Factorial
Like the full factorial the fractional factorial experimental design strategy is used for screening, but not to develop a mathematical model. The goal of the fractional factorial screening effort is to conclude which factors are statistically significant and should be included in further experimentation. As previously stated, the goal of the fractional factorial is not to develop a mathematical model nor is it to determine the optimal factor level settings. Also, as previously stated some continuous improvement efforts will stop with the identification of the statistically significant factors.
Fewer runs are required for the fractional factorial experiment as not all factor level combinations are considered.
Fractional factor experiments take advantage of confounding, allowing for the increased efficiency of the design.
However, information concerning higher order interaction effects are not available. An understanding of the assumptions and the confounding pattern is required to draw the conclusions regarding the factors that are significant. Similar to full factorial experiments, fractional factorial experiments are run as separate off-line experiments. Fractional factorial experimental designs are the preferred choice for initial screening designs.
Response Surface Methodology
Response Surface Methodology is used for more complex analysis involving non-linearity and for optimization. A response surface is a topographical representation of the response over a region of concern, outlined by the factor level ranges. Response Surface Methodology is typically implemented as a sequential experiment, starting with larger regions and progressively moving to smaller regions as the optimum response area is identified. A mathematical model may be developed or results from a response surface analysis may serve as input to an alternative optimization strategy like EVOP.
EVOP
Evolutionary Operation (EVOP) is an evolutionary, iterative path of steepest ascent method for determining the optimum factor level settings. EVOP is not typically considered an experimental design strategy as it is used for optimization. However it can also be used as a DOE strategy as outlined below. EVOP is a very effective, simple and cost effective tool that does not require the development of a mathematical model. When used for optimization the information gained from prior DOE strategies serve as input to EVOP.
EVOP is considered an off-line DOE strategy and has all of the corresponding advantages associated with this strategy. One of the major advantages of EVOP is that there are no confounding issues and interactions are handled implicitly. This is a substantial advantage when being applied by most practitioners who are not experts in DOE methodologies. For this reason it is often performed in manufacturing environments using small changes in factor level settings and large sample sizes, while being non-disruptive to the manufacturing process, thus producing saleable product.
Outside of manufacturing, EVOP is also a valuable approach as an alternative to Response Surface Methodology. Listed in Table 1 is a summary comparison of EVOP Sequential Simplex to Response Surface Methodology (RSM).
EVOP Sequential Simplex RSM
No underlying mathematical model
Based on a mathematical model
If "k" = # factors, need (k+1) points to start, with 1 additional point per step
If "k" = # factors, need 3 k points to start, and 3 k points for each step
Seeks optimum "point" Seeks optimum settings, with some information on surrounding regions
Information on "path" to optimum Information collected for "regions" of operation
Better suited for ongoing manufacturing process improvement
Better suited for design optimization, or brand new manufacturing process While the academic approach has merit in many projects, it is limited by the assumption of the mathematical model. Any gaps in performance of the mathematical model mirroring the actual process results in inaccuracy in optimal settings. A more robust approach is an applied approach in which a mathematical model does not limit the results of the analysis. The progressive applied approach consists of the following steps to accomplish the experimental objective:
Applied Approach 1. Planning Phase 2. Fractional Factorial -the use of a fractional factorial design for screening of potential statistically significant factors 3. Response Surface Design -not for the development of a mathematical model but the establishment of the starting point, if a better starting point is desired 4. EVOP Optimization -the use of EVOP optimization, with input from the prior analysis, to determine the optimal factor level settings
The applied approach offers advantages over the academic approach in its implementation simplicity, efficiency and cost effectiveness, and accuracy due to the absence of the mathematical model assumption. However, the development of the mathematical model does provide one advantage in the academic approach in that the model provides more information about the process. The mathematical model can be used to predict specific responses at operating ranges other than the optimal. This is particularly important when analyzing "what-if" scenarios.
There is a third approach that is an option when on-line DOE is not available. The academic and applied approaches do not lend themselves to analysis where off-line separate experimentation is not an option, as in the case where processes are scheduled without interruption or for continuous processes. In these special cases there is a third approach, referred to as the alternative approach that consists of the following steps to accomplish the experimental objective:
Alternative Approach 1. Planning Phase 2. EVOP Optimization -the use of EVOP optimization, with no input from prior analysis, to determine the optimal factor level settings
While there is a definite application, this alternative approach has some serious limitations. The only other option in these special cases where only on-line DOE is acceptable is an OFAT methodology. One limitation in the alternative approach is the fact that the true optimization point may fall outside of the specification range used in the EVOP analysis. An additional concern is the cost of carrying the non-statistically significant factors during the experiment then controlling them in production.
Carrying the additional non-statistically significant factors increases the cost of the EVOP How Does is it Work? 2 analysis through increased samples size and also increases the complexity of the analysis, reducing the chance of arriving at the correct optimal. Regarding the production cost in the prior approaches, once a factor is determined to not be statistically significant, it is typically set to the level that achieves the lowest cost performance. A final concern is that if some potentially statistically significant variables are not included in the analysis, it would be very difficult to recognize and the derived results may be incorrect.
The simplest case of the Sequential Simplex method is the fixed step size. In this case the size of the steps taken to arrive at the optimal condition do not change. The procedure for the fixed step size for the simplex is outlined below and displayed graphically for the specific case when k=2, in Figure 1. 1. Choose initial simplex 2. Experiment at each setting defined by the vertices of the simplex The advantages of the alternative approach are that it is very simple and straightforward to perform. It also eliminates the possibility of making an error in any prior factorial experimentation. These errors are primarily centered on the determination of statistically significant variables in the face of confounding and interactions. As stated previously, EVOP handles interactions implicitly. Finally, for special cases, it is the only alternative DOE strategy other than OFAT.
3. Rank the vertices as best, next best and worst based on the response 4. Calculate the "reflection" of the worst point and experiment at the reflection 5. Go back to step 3 and repeat until optimum is reached
In summary EVOP can be used in two ways. As outlined in the applied approach, EVOP can be used as an optimization tool. In this application factorial designs and potentially even RSM can be used as an input, with the optimal factor level settings corresponding to the optimum response as the output. As outlined in the alternative approach, EVOP can be used as an integrated total DOE tool. In this application the important process factors are the input, and the optimal factor level settings corresponding to the optimum response as the output.
EVOP PRINCIPLES
SEQUENTIAL SIMPLEX METHOD
The most popular EVOP method is the Sequential Simplex method. A simplex is defined as; an element or figure contained within Euclidean space of a specified number of dimensions and having one more boundary point than the number of dimensions. 1 Restated, the simplex is the simplest geometric shape required to define an expression. The Sequential Simplex method is an evolutionary, geometrical iterative path of steepest ascent method for determining the optimum factor level settings. In setting up a simplex, the initial simplex shape requires k+1 points (k being the number of experimental factors). This is substantially less than the factorial approach that has at least 2k and possibly 3k or 4k points to start. In addition, only one new trial is required to move to a new area in the space defined by the factors. A factorial design requires at least 2k-1 trials. As mentioned in EVOP, another major advantage of the Sequential Simplex method, is that a mathematical model does not have to be assumed. All decisions are based on ranking of vertices of the simplex. The fixed step size is the simplest form of the simplex, but the simplicity causes some inadequacies. The primary issue with the fixed step size is the criticality of the size of the step. If a large step size is selected, the optimum will never be obtained because of resolution issues. If a small step size is selected, an excessive number of points is required to reach the optimum. A solution to address the above issues is a variable step size simplex. 2 The variable size simplex follows the same procedure as outlined above, except in place of only an option of a reflection on the worst point, the variable size simplex offers three other alternatives: contract worst (CW), contract reflection (CR) and extension (E). The decision logic and alternatives are shown graphically in Figure 2 for the specific case when k=2. When entering new points in the simplex, it is important to determine that the new point is statistically different (with a degree of confidence) from the three prior points considered. This is accomplished by a type of hypothesis test of the means. It is vital to perform this test when the simplex begins to converge on the optimum and the points progress closer together. This hypothesis test is completed by taking repetitions at each point and calculating the mean, standard deviation and 90% confidence interval for each point. If the confidence interval for the new point and any of the previous three points intersect, the conclusion can be made that the points are not statistically different, leaving three options: take a larger sample size (more repetitions) to narrow the confidence interval of the new point, stop and accept the best point as the optimum or restart the simplex with the three best points. Taking a larger sample size will narrow the confidence interval to a point. If the confidence interval does not narrow with increased repetitions -stop. Restart the simplex using a starting point comprised of the best points that occurred during the analysis (assuming that the points are statistically different). This may provide the opportunity to take large sample sizes while converging on the optimum.
Traps in Simplex
While negotiating the optimization it is important to ensure the integrity of the simplex shape. The simplex may collapse if the aspect ratio of the shape becomes too large. To avoid this trap, the vertices should be monitored. The simplex should be re-started when collapse is evident.
Another trap is that multiple optimal points can cause the simplex to find a local optimum rather than the global optimum. To avoid this trap begin with a large starting simplex or response surface. A response surface over the entire region of concern will avoid local optimum locations and provide insight in the area to focus for optimization. Careful consideration of these items in the planning phase and during the experiment, in addition to large sample sizes, can minimize the impact of experimental noise.
Sequential Simplex is a common sense approach. It is important to monitor the progress and to not blindly follow the logic. As the simplex negotiates the region of concern, it is evitable that a less than desirable point is identified. If it is evident that a new point is worse than the previous, do not continue to operate the process at this point. Recalculate another point and move on.
CONCLUSIONS
An overview of the DOE process and experimental design strategies are provided. An understanding of this process and these strategies is imperative for effectively and efficiently applying DOE methodology. Three different approaches to DOE are reviewed in the paper. The academic approach to experiment design has some inadequacies over an applied approach introduced in the paper for the majority of practitioners.
A third, alternative approach is developed for special case situations and processes where on-line DOE is not an option. EVOP using Sequential Simplex is introduced as an effective means of optimization and as an integrated, total DOE tool.
