The process of automatic generation of a road map from GPS trajectories, called map inference, remains a challenging task to perform on a geospatial data from a variety of domains as the majority of existing studies focus on road maps in cities. Inherently, existing algorithms are not guaranteed to work on unusual geospatial sites, such as an airport tarmac, pedestrianized paths and shortcuts, or animal migration routes, etc. Moreover, deep learning has not been explored well enough for such tasks.
INTRODUCTION
Traditionally, building a digital map includes digitizing current paper maps, having surveyors to visit the grounds and manually edit the map, and using the aerial photography [54] . However, the combination of traditional methods can be costly and the physical access to sites may be restricted. Roads often suffer from congestion and downtime due to maintenance or ongoing constructions, making frequent updates by classical approaches costly.
Recently, the number of datasets which consist of GPS datapoints has been growing [14, 41, 46] . Availability of such a data presents researchers with an opportunity to design new algorithms for map inference from the GPS data. Approach [21] calls this process as 'data recycling' while [7] calls it as map inference. With algorithms for high quality map inference, obtaining accurate digital maps and their updates becomes viable and cost-effective.
The process of map inference poses a number of challenges. The GPS signal is noisy, especially in urban areas [8] , making extraction of road segments, and the detection of junctions, a non-trivial pursuit. The datasets are often unbalanced as some roads are travelled frequently while other roads (e.g., rural) are not. Thus, in some cases, it may be hard to determine if a collection of datapoints represent spurious noises or sparsely travelled routes.
Further, the map inference is often addressed with a technique specific to a given site or only tested with geospatial data from a particular domain e.g., GPS trajectories from road vehicles or predefined route networks. Therefore, standard map-matching techniques could be used when the movement data comes from popular well mapped urban areas. However, the map inference becomes difficult when the geospatial trajectory data comes from commercial non-public areas or precincts, such as from airport tarmac areas [45] and parking spaces [47] . Often, in these cases, a reliable up-todate map is non available and existing map inference methods fail. Below, we familiarize the reader with existing approaches.
A seminal paper on map inference [17] uses a modified k-means algorithm to estimate road centerlines. Others followed and improved upon their baseline [1, 43, 54] . Recently, approach [13] employed a modified mean shift instead of k-means.
Subsequently, many computer vision based approaches, first pioneered by [15] and then followed by [11, 26, 48] , convert GPS trajectories to an image, compute a 2D histogram, and use a variety of different image processing tools for post-processing. Following the above direction, approach [8] combined aspects of existing algorithms and introduced so-called grey-scale skeletonization that models uncertainty of the road centerlines as gray-scale image representation (the state of the art until recently). Subsequently, approach by Chen et al. [13] integrated the prior knowledge of roads into the inference step. Moreover, Chen et al. [13] used of a modified version of a popular local image descriptors SIFT [36] , called Traj-SIFT, which works directly on a directed graph data. However, their algorithm has not been applied to datasets from commercial non-public precincts such as airports. We are not aware of any map inference approaches applied to areas which lack a wellestablished road-network.
Moreover, in the decade of AI celebrating Convolutional Neural Networks (CNN) [33] , it appears CNNs have not yet been used for the road map inference despite of their learning ability. In this paper, we introduce COLTRANE, ConvolutiOnaL TRAjectory NEtwork, a novel deep learning framework for the map inference from GPS trajectory, which produces an annotated directed graph.
In COLTRANE, we improve upon an existing variant of mean shift by appropriating it for complex trajectory data. We call it Iterated Trajectory Mean Shift Sampling (ITMS), and we use it to approximate the road centerlines by generating centerline points which are then connected to form a road map, represented by a directed graph. As we treat the centerline points as nodes of the graph, each node may constitute on a different kind of road junction (or segment). Thus, the number of road lanes coming in/out of it correlates with the node degree in the graph. We apply a CNN to predict the degree of each node to infer the road connectivity and we classify each node into a junction type (several kinds) or a straight road segment. We develop novel trajectory descriptors as the input to the CNN. We evaluate our method on two distinct real-world city and airport datasets.
In what follows, we detail our contributions, discuss related works and our notations. Next, we discuss challenges of map inference as well as the uniqueness of the airport dataset. Then we describe our framework COLTRANE. Lastly, we present our results on two datasets, using visual and quantitative evaluations.
Contributions
We propose COLTRANE, a deep learning framework for map inference from trajectories which is generic and adaptable to both city and airport tarmac environments. COLTRANE contains proposed by us three components:
i. Iterated Traj-Mean Shift (ITMS) algorithm which incorporates the orientation of the motion of GPS points during their clustering process. ii. Trajectory descriptors a.k.a. features or feature maps, which contain counts of GPS coordinates, average of xand ydirectional velocities. iii. CNN applied by us for the first time to trajectory maps for the purpose of the junction type classification and inference of the degree of centerline points (roads going in/out of a junction) to aid the process of merging road segments.
We apply COLTRANE to regular datasets collected by road vehicles, and a much more complex GPS data collected at the airport from aircraft and ground vehicles traversing the airport tarmac. We outperform a recent algorithm [13] on both datasets. In contrast to the regular road data, airport routes are weakly defined, more noisy and poorly separated due to proximity of various lanes. Yet, we demonstrate state-of-the-art results on such a challenging data.
RELATED WORK
Surveys on the map inference problem a.k.a. map construction, map generation, and map creation, can be found in [2, 7] . There is also a more recent, albeit non-technical, read [20] . In addition, paper [7] also introduced a directed spatial graph evaluation protocol for the purpose of evaluation of the quality of maps.
Clustering-based approaches
The seminal paper on map inference [17] , further improved by [43] , uses a variant of k-means to detect the road centerlines by clustering GPS datapoints that are close to each other according to the Euclidean distance and heading. A similar approach [54] used an alternative way to infer road segments that connect the sample points. GPS was used in [17] with only 2D coordinates while in [54] a new metric was introduced to find the best adjacent sample point. In [1] , the altitude data was used for inference of pit mining maps. More complicated clustering approach [18] applies clustering on vector fields rather then directly on trajectories.
Notably, Chen et al. [13] developed Traj-Meanshift clustering as a better alternative to k-means, and leveraged prior knowledge regarding city road network such as the smoothness of local road segments. Similarly, [24] exploited the prior knowledge regarding turning restrictions at junctions to detect them. Recently, algorithm [42] employed yet another clustering technique called DBSCAN.
2D histogram based approaches
A common family of approaches to finding the road centerlines can be summarized by approach [15] which uses a 2D histogram of interpolated GPS datapoints followed by binarization. The road centerlines were extracted by using so-called Voronoi graph. Furthermore, approach [8] used adaptive thresholding for binarization.
Approaches [11, 48] used morphological operations such as the dilation and closure in place of interpolations followed by so-called skeletonization in place of the Voronoi algorithm. Furthermore, method [26] clustered neighboring pixels in place of morphological operations, while approach [21] extracted the road centerlines by fitting spline curves. Traj-SIFT approach [13] proposed modified SIFT descriptors on trajectories and employed an SVM classifier for junction detection. We note such descriptors are related to 3D human skeleton descriptors for action recognition [32, 52, 53] .
In contrast, we use CNN on feature maps representing trajectories to infer node degrees in the road graph representing junctions.
Other approaches
Less common approaches include [9] which simulates the physical attraction/repulsion between the GPS points to extract the centerline. More recently, [50, 51] use similar idea and formulate the map inference as a partial graph matching. Approach [22] puts the focus on identifying missing road segments from the map. Approach [38] uses the strength of mobile phone signal (beside of standard techniques) to detect bridges and tunnels. Also using the cellular network data, approach [58] is modelling the urban mobility in a city. Approach [3] combined both map and partial curve matching while papers [28, 29] detect junctions and corners prior to form connections between them. Paper [55] uses Delaunay triangulation and the Voronoi diagram. while approach [57] relies on Natural Language Processing, clustering and 2D histograms. Paper [45] filters out GPS points with low confidence. Finally, for brevity, we refer readers to tutorials on deep learning by Jeff Hinton [23] .
Following [51, 51] , we use the approach of Chen et al. [13] as the baseline to compare ourselves to due to conceptual similarities.
To the best of our knowledge, there is no map inference paper using GPS data and deep learning. However, approach [6] performed outlier detection in bus routes by CNN using GPS data.
MOTIVATION
Map inference is applicable to a variety of scenarios, verging from the traffic analysis in smart cities and rural areas to wild habitats and restricted environments e.g., constructing and updating the route networks of airport aircraft can help air traffic controllers manage aircraft landings and take-offs. It can also help airport traffic managers recognise patterns of aircraft movement to reduce the traffic congestion [5, 31] and detect anomalies in the routes of aircraft [40] . Moreover, it can prevent hazardous situations by ensuring ground vehicles adhere to secure routes and procedures.
Currently, companies such as Google, Apple and OpenStreetMap provide digital maps of the road networks of cities and urban areas but they are excluded from restricted areas. Those companies also spend tremendous amounts of money and human resources in manually mapping road networks into digital maps [4] which poses numerous practical issues. Airport runways and tarmac remain excluded from manual mapping, however, the Federal Aviation Administrations (FAA) have recorded the GPS trajectory data for each aircraft at United States airports, which offers an opportunity to generate maps of aircraft ground routes [12] .
Many algorithms and frameworks have been proposed to construct the road network of cities or urban areas. None of them are applicable to the aircraft and ground vehicle trajectory data. These works can be roughly grouped into two classes: (i) constructing the route networks of vehicles or pedestrians, where the route networks exist on the real-world map, and are represented as roads, highways or trails [19, 34] and (ii) discovering the main trajectories from the GPS data where no fixed roads, road plans and maps exist [16, 27, 35] e.g., animal routes or pedestrianised shortcuts.
We note there exist practical difficulties for the map inference. The patterns of trajectory data and evaluation metrics differ across the variety of methods for the route network construction. For existing road network reconstruction methods, route networks often match the existing road networks on the map while for non-existent road network such a ground truth does not exist. Researchers often group such trails into a couple of main trajectories to establish a network of popular routes. The criteria for evaluating such route networks are thus somewhat subjective. Compared with traditional road network map construction, inferring an airport map using aircraft GPS trajectories is more challenging. Firstly, airport runways are different from other sources of GPS data such as taxi or cars. The trajectories of aircraft are more uncertain because the common roads are much narrower than airport runways, and airport ground vehicles often follow unscripted routes. Secondly, the speeds and headings of aircraft are more uncertain than those of road vehicles due to the traffic control. Thirdly, aircrafts encounter different uncontrolled situations than city vehicles. Fourthly, airport traffic changes according to criteria such as weather, scheduling, safety etc. In summary, requirements for inferring maps of airport/city road networks differ which necessitates our investigations.
Datasets
Below, we compare the GPS noise and mobility patterns of two different real-world datasets summarized in Table 1 . We discover that the map inference on airport tarmac poses a unique set of challenges absent from the typical city map inference. [8] . It was generated by GPS sensors embedded in a fleet of 13 campus shuttle buses. The mobility pattern of these buses could be grouped into 2 categories. The first and larger group consists of 11 buses that traveled regular predefined routes, thus displaying routine mobility patterns. The frequency of service varied between routes, creating a high disparity of spatial density. The other group served chartered trips with non-routine mobility. Thus, this dataset displays a highly regular patterns with only a few trajectories that deviate from predefined paths [7] . We note that localization and mobility datasets are typically noisy. For GPS data, the sources of error include hardware, tectonic and seismic activities, seasonal cycles, and local geography [39] . Since the buses travel between low, mid, and high rise buildings, this dataset contains a varying level of GPS noise.
3.1.2 FAA. This is a private dataset collected by the Federal Aviation Administration (FAA) of United State Department of Transportation, made available to us through our industry partner [45, 56] . Unlike UIC, this dataset has not been cleansed. Thus, we add an additional data cleaning step. This dataset consists of trajectories of both airplanes and ground vehicles on the tarmac of Los Angeles Airport (LAX), the 4 th busiest airport in the world. It handled 87,534,384 passengers and 2,209,850 tonnes of cargo in year 2018 alone [25] . Due to the busyness of the airport, this dataset is much larger in every aspect (Table 1) , despite the fact that the data collection spans only 24 hours. The trajectories are generated with various sensors embedded in airplanes and ground vehicles, as well as by ground sensors in the airport, such as radars. A single object can be assigned to multiple trajectories ie., an airplane could be assigned to one trajectory during arrival, and a different one during departure due to of the change of flight number. In LAX, most of the start and end points of trajectories are located in the runway and apron areas, the latter of which is where gates and terminals can be found. This airport has 4 runways, 2 at the north and 2 at the south [44] which allow east and west approach. In addition, there are 132 gates spread over 9 terminals. Taxiways connect the runways, aprons, and other facilities such as hangars. Due to the noise from GPS sensors, locating road centerlines is difficult. Even in areas of low-built buildings, the noise from the sensors is at the same magnitude as the distance between adjacent roads. Thus, GPS locations recorded by the sensors might land outside of the road or even on the lane with the opposing traffic (see Figure 1(a) ). This effect is exacerbated in areas of high-built buildings, with errors reaching 50m as shown in Figure 1(b) . Worth noting is the imbalanced nature of the data with the west bound volume traffic being magnitude larger than the other directions. Thus, locating road centerlines is a hard task for which we have developed Iterated Trajectory Mean Shift (ITMS) in Section 5.1.1.
GPS signal and noise

Airport spatial complexity
As the FAA dataset only spans 24 hours of data recordings, only a few of trajectories have a complete spatial overlap of routes, that is, similar start and end points, as well as taking similar path along the taxiway while in transit. However, the spatial order of possible trajectory paths is still limited as airplanes have to follow the taxiway. Thus, although the mobility pattern within a day is highly irregular, the routine path travelled is not. This is only true for the airplane trajectories.
A significant portion of the trajectories are generated by the ground vehicles, which deviate from taxiways and take shortcuts, resulting in very long trajectories as shown in the distribution (Figure 2 ). This makes the dataset irregular, and is one of the main sources of noise which is unique to airports.
Furthermore, this dataset has a high spatial complexity for a number of reasons. Firstly, it has a more complex geometry. The UIC dataset has junctions with degree 3 (T-junctions) and 4 (crossjunctions). In contrast, the junction degrees in the FAA dataset range between 3 and 6. For a quantitative overall comparison, the mean degree for junctions in the FAA dataset is 3.49, which higher than the value for UIC dataset, which is 3.37. Moreover, this dataset has nearly 7 times more junctions while occupying the similar area as UIC. Thus, junctions are closer to each other. For a quantitative comparison, the mean pairwise nearest junction distance for the airport is 33.7 m, which is much lower than 153 m for regular roads. The distance for the above analysis was computed as follows: for each junction, we find its nearest neighbor, we compute the distance, and we average over all possible such pairs.
All of these factors combined highlight the complexity of the dataset e.g., reflected by the higher standard deviations of nearly all of the attributes 2, as well as a greater variation in the trajectory length (Fig. 2) . In particular, the take-off and landing trajectory segments correspond to very high speeds, giving a positive skew to the distribution of speed and spatial distance between points within a trajectory.
DEFINITION AND PROBLEM STATEMENT
In what follows, we define a GPS point p ∈ R 5 as a 5 dimensional vector consisting of a latitude, longitude, speed, heading and a timestamp. The timestamp is in the UNIX time format, which is the number of seconds elapsed since the midnight of 1 January 1970. j } J j=1 . As our notation suggests, a set of trajectories T may consist of trajectories of different lengths indicated by I j .
In this paper, we are reducing a road into a sequence of line segments (null thickness), defined by centerline points c ∈ C which represent the road centerline. A road map M is represented as an annotated and directed graph with annotated centerline points C and edges e ∈ E (from,to,weight) so that M ≡ (C, E). In Table 3 , we 
Notation
Description Our problem can be formalized as (i) inferring the road map M (e.g., Fig. 3(b) ) from the set of trajectories T (e.g., Fig. 3(a) ), and (ii) detecting junctions to assign one of the 5 possible labels for every centerline point c (l ) ∀c ∈ C , where c (l ) can take on labels such as not-a-junction, Y or T junction, and cross or star intersection.
METHODOLOGY
In what follows, we explain our COLTRANE approach. We proceed by constructing an intermediate road map M ′ from the set of trajectories T generated by the sensors.
As M ′ contains many false positive edges, it is not trivial to remove them. The difficulty of this step is shown in Figure 1(a) . All of the east-to-west traffic joining the intersection is directed south bound, while all the east-to-west traffic past the intersection is coming from the the north-to-south traffic. A less sophisticated algorithm would mistakenly form an east-to-west edge.
In order to trim false positives, we develop a novel trajectory descriptor Φ, which we use as an input to a Convolutional Neural Network (CNN), a highly discriminative model which aids complex edge pruning. The output of the edge pruning module forms the final route map M. Figure 4 gives an overview of our pipeline.
Intermediate Map Construction
The process of generating the intermediate map M ′ can be divided into two steps: (i) extracting centerline points c ∈ C and (ii) inferring the edges e ∈ E that connect those points. The centerline points c ∈ C are extracted using ITMS. Then, our algorithm uses trajectories T to infer directional links between the centerline points c ∈ C to form a set of edges E. As the false positive edges will be pruned in the next step, our algorithm forms all the plausible edges first. Centerline points and directed edges form a directed graph representing the intermediate map M ′ = (C, E).
Iterated Trajectory Mean Shift Sampling (ITMS)
. Traj-Mean Shift, proposed in [13] , locates road centerlines. It builds on the mean shift clustering algorithm by shifting cluster centers towards the mean location of their neighbouring points. The two main properties of Traj-Mean Shift are: (i) cluster centers shift along an axis perpendicular to the heading, and (ii) the histogram takes heading and speed into account. Since Traj-Mean Shift locates road centerlines, we will refer to the cluster centers as centerline points.
The algorithm proceeds as follows. Firstly, all points are set as uncovered ie., p (κ) = 0, ∀p ∈ P. Then, a random point is chosen as an uncovered point p ∈ P : p (κ) = 0 that is used to initialize the centerline point by setting c (x,s,h) = p (x,s,h) . Then, neighbors N of the centerline point c ∈ C, defined as N ≡ {n ∈ P : ||c − n|| 2 ≤ γ } Figure 4 : Our pipeline. Firstly, we generate an intermediate road map by clustering GPS trajectories using ITMS to approximate the centerline points and we connect them. In parallel, we construct a trajectory descriptor by merging trajectory features inferred from GPS datapoints. We then use the trajectory descriptor as an input to CNN to determine the degree and junction type for each centerline point. After pruning, we obtain the road map.
are formed (γ is a constant). Neighbours n ∈ N are projected onto a weighted histogram that is centered at c (x ) and perpendicular to c (h) . The weights for the GPS point p ∈ P in the histogram for the centerline point c ∈ C are set as follows: [13] fails to correctly determine the location and heading of the road centerline if the initial point p ∈ P is too far from the actual road centerline. Note that the final centerline point has the wrong heading as well. This is problematic for more complex/noisy GPS data e.g., from the airport tarmac as shown in Section 3.2.
In Algorithm 1, to address this shortcoming, we propose Iterated Trajectory Mean Shift (ITMS), an extension of Traj-Meanshift with improvements described below.
Firstly, the sample point c ∈ C is shifted to the mean_bin (if non-empty) of the weighted histogram rather than the bin with the maximum value. Otherwise, the bin with maximum value is chosen (note '*' in Algorithm 1). Secondly, to approximate well the speed and heading of c, we adjust them by taking into account the speed and heading of other points in the selected bin: c (s) = 1 |U | u∈U u (s) ·υ(c, u), c (h) = 1 |U | u∈U u (h) ·υ(c, u), where U ≡ {u ∈ N : u ∈ mean_bin}. Our weighting is defined as follows:
Thirdly, only neighbors of p, n, and all intermediate n whose heading is close to their respective points, are considered as processed (black in Figure 5 (b)) while neighbors with different headings are not considered processed (gray in Figure 5(b) ). Finally, Algorithm 1 iterates the shifts until m ≤ ϵ and the set cardinality |C ′ | does not change. We set the hyperparameters as follows: σ h = 1.7, σ s = 13, ϵ = 1.5m, γ = 15m, η = 0.3π , and β = 50 .
Edge
Inference. This module infers the intermediate set of directed edges E ′ between the centerline points from set C based on the trajectories T . Because we use a powerful learner to prune the false positive edges in the next step, we form all plausible edges in this step. Since the the centerline points c ∈ C were obtained through clustering, we assume that every GPS point in P corresponds to some cluster in C. Thus, we map every single GPS point in P to a centerline point in C by finding the centerline point c that minimizes expression s(c, p) = ∥c − p∥ 2 · α(c, p). Specifically, If c j = c k , no edge is made. If an edge e = (c j , c k , w) with weight w already exist, we increment the weight of that edge by 1, that is e = (c j , c k , w + 1). The set of all intermediate edges E ′ combined with the centerline points C from the previous section form the intermediate road map M ′ . Figure 6 : The architecture of our CNN consist of four convolutional units and a fully connected unit followed by the output layer. The convolutional unit consist of a convolutional layer, a Rectified Linear Unit (ReLU) activation function [37] , maxpooling and dropout.
Trajectory Features and Traj. Descriptor
Below, we introduce our novel trajectory features extracted from P that capture spatial and velocity information. When combined, these trajectory features form the trajectory descriptor Φ, which is an input to the CNN (described in the next section) which is able to learn spatial relationships between datapoints. Although trajectories are sequences of GPS points, spatial information is more important for the map inference than the the sequential ordering of the GPS points. As CNN is a natural choice for feature map inputs, we design our trajectory descriptor to be a feature map.
The trajectory features are binned into weighted 2D histograms to form a feature map (array). The dimension of each bin corresponds to 1m×1m area. We then combine the histograms into a descriptor Φ (an image/feature map with three channels).
The first trajectory feature is simply a binarized 2D histogram [15] . For each bin in the histogram, it set the value equal 1 if there is at least one GPS point that falls in it. Otherwise, the bin is set to 0. Then, we extrapolate the speed and heading of each GPS point p ∈ P and compute the x− and y−directional velocities for each p ∈ P respectively. For the second and third trajectory means, each histogram bin is computed by aggregating over x− and y−directional velocities of p that fall into that bin, respectively. These last two channels are normalized within the [0; 1] range.
Deep Edge Pruning
The intermediate map from Section 5.1 contains false positive edges. Thus, we propose a powerful CNN framework to prune edges.
Firstly, the trajectory descriptor Φ described in Section 5.2 is the input to our CNN which simultaneously performs the junction detection and classification to determines the degree for each centerline point cd : c ∈ C. Finally, for each centerline point c ∈ C, we prune the edges e ∈ E ′ in the intermediate map M ′ based on the weight of edges. The pruned map is the final inferred road map M.
Junction Detection and Classification using CNN.
For each c ∈ C, we extract a patch from the trajectory descriptor Φ, centered at c (x ) , and we feed it to CNN. The patch size is 100×100 bins (×3). The CNN resembles the VGG pipeline [49] due to its simplicity and success in computer vision tasks. However, we used fewer layers as the most salient features should already be captured by our trajectory descriptor Φ. Thus, our CNNs consists of four convolutional units and a fully connected layer followed by the output layer. Convolutional units consist of a convolutional layer with 32 filters of 3×3 size, the stride is 1×1. We use a Rectified Linear Unit (ReLU) as the activation function [37] . The convolutional layer is followed by a 2 × 2 maxpooling and dropout. The fully connected layer has 512 filters. Figure 6 shows the architecture of our network. We use the Adam optimizer with parameters taken from the original paper [30] . We train the model for 100 epoch, with a batch size of 156. The output describes each centerline point by its degree (upper bound) c (d ) and a label c (l ) to detect and classify junctions, as described in Section 4.
Edge
Pruning. Based on the degree inferred by the CNN, we prune the false positives from the intermediate edges E ′ , leaving the true positives. For every centerline point c ∈ C, we prune the edges, starting from the edge with a lowest edge weight, until all centerline points have degrees that are smaller or equal to the upper bound degree, that is c (d ) ≤ c (d ) . The resulting set of edges E and the road centerlines C form the final road map M = (C, E).
RESULTS AND ANALYSIS
Below, we compare our COLTRANE to Chen et al. [13] . We describe the datasets we use, our experimental setup and the results.
Experimental Setup
For the junction detection and classification, we applied oversampling to account for the unbalanced classes (e.g., most instances belong to road segment classes), 8× data augmentation (left-right flip and 4 rotations). The models were trained using 70% of the data while the remaining 30% was kept for testing [10, 13] . The accuracy, Macro-F1 score, and confusion matrices are evaluated on the test set. We do not fine-tune any hyperparameters of our algorithm. For the purpose of visual evaluation in Figure 8 , the model was trained on the training set and predictions were made on the entire dataset.
Since we perform the multiclass classification with C classes, we use Macro-F1 score defined as:
where tp c , f p c , f n c denote the true positive, false positive, and false negative, for class c, respectively.
Empirical Evaluation Metric
For evaluating the quality of our map inference algorithm, we used a graph matching method called 'marble and holes' [7] . From a starting location, the evaluation algorithm will traverse the inferred/ground truth map, dropping a marble/hole at regular interval d, until it is r meters away from the starting point. If the distance between a marble and a hole is less than d, they are considered as a match. Unmatched marbles and holes are considered false positives and negatives, respectively. Thus, precision, recall and F1 scores can be calculated. For the UIC dataset, we fixed the sampling rate to r = 100m, and varied the matching distance d between 1m and 30m [13] . Figure 7 shows that COLTRANE attains the best Macro-F1 results across all matching distances for both datasets. The improvement ranges from 27% on the UIC dataset with the matching distance of 5 m, to 37%, also on the UIC dataset given the matching distance of 25 m. Moreover, these results also confirm our findings in Section 3.3 that the FAA dataset (airport data) is spatially more complex, thus posing a challenge for the map inference.
6.3.1 Visual Evaluations. Figure 8 shows that COLTRANE produces a smoother road map compared to the approach of Chen et al. [13] . Moreover, COLTRANE produces fewer spurious edges, which is a visible issue in Chen et al. [13] , particularly for areas with many junctions and urban areas that exacerbated the GPS noise. Our improvements are attributed to the implementation of edge pruning via CNN.
6.3.2 ITMS. Below, we analyze the improvements brought by ITMS when compared to Traj-Meanshift. To do so, we use the algorithm by [13] and only replace the Trajectory-Meanshift by ITMS.
The result in Figure 9 shows that although the performance is comparable in the city environment, ITMS is performing consistently better in the more spatially complex airport environment. Table 4 shows similar trend as the previous results. As the airport data is more spatially complex, it yields lower Macro-F1 scores for the case of junction detection and classification. Nevertheless, our proposed COLTRANE framework slightly outperforms the approach of Chen et al. [13] which is already a strong performer. Figure 7 : Performance comparison (Macro-F1 score) of the map inference between COLTRANE and the approach of Chen et al. [13] for a varying matching distance [7] . 
Junction Detection and Classification
DISCUSSION AND LIMITATIONS
There exist many ways to improve on COLTRANE. An on-line version of our approach would provide a benefit of the real-time updates. Highlighting dynamic changes could serve a way of anomaly detection to improve the situational awareness; a useful feature for both road users, traffic and aviation authorities.
Moreover, our approach paves an avenue for integration with a more sophisticated spatial data. For instance, we could feed aerial or satellite images as an input to further improve the accuracy of the inferred map. Thus, COLTRANE introduces a novel deep learning approach to processing increasingly ubiquitous trajectory data and other varieties of the spatio-temporal data.
CONCLUSIONS
We have proposed COLTRANE, a novel deep learning framework for the map inference, junction detection and classification; the first deep learning approach that has been tested in multiple scenarios such as city road network and airport tarmac. We have evaluated our approach on two real-world datasets. COLTRANE has outperformed the approach of [13] by up to 37% according to the accuracy and Macro-F1 scores for both the map inference and junction detection/classification tasks. We have also improved upon the road centerline localization algorithm Traj-Mean Shift by proposing ITMS which is more robust to noisy GPS data. Moreover, we have introduced a novel trajectory descriptor for the GPS datapoints which captures important statistics of GPS datapoints such as occurrences and directional velocities of GPS datapoints. As results show, utilizing CNN to predict the node degree in the graph/map construction yields significant improvements. The degree prediction helps disambiguate the correct and erroneous predictions of road segments and junctions.
