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0 Einleitung
Die Erstarrung als physikalischer Prozess ist das Themengebiet, in welches sich
die vorliegende Arbeit einordnen la¨sst. Als U¨bergang eines Materials vom flu¨ssi-
gen in den festen Zustand ist die Erstarrung ein durchaus allta¨gliches Pha¨nomen,
wenn man beispielsweise an das Gefrieren von Wasser denkt. Das wissenschaftli-
che Interesse an diesem Prozess kann in zwei Bereiche unterteilt werden:
Aus einer abstrakteren, physikalischen Sicht handelt es sich bei der Erstarrung um
einen Strukturbildungsprozess, bei welchem sich aus einem zumeist unstrukturier-
ten, flu¨ssigen Zustand eines Materials ein fester Zustand mit einer bestimmten,
inneren Struktur, einer bestimmten Morphologie herausbildet. Mitunter ko¨nnen
die entstandenen Strukturen, wie am popula¨ren Beispiel der Schneeflocke, sehr
feingliedrig sein und eine hohe Symmetrie aufweisen und damit auch einen a¨sthe-
tischen Aspekt besitzen. Strukturbildung im Allgemeinen ist eine fundamentale
Eigenschaft der gesamten Realita¨t. Deshalb ist es ein Anliegen der Physik, die
grundlegenden Mechanismen von Strukturbildungsprozessen zu erforschen und
zu erkla¨ren.
Aus einer angewandteren, technischen Sichtweise heraus ist die Erstarrung ein
Vorgang im Zusammenhang mit der Gewinnung von Werkstoffen (Schmelzen von
Erzen) und mit deren Verbindung (Schweißen, Lo¨ten) und Formung (Gießen). Der
großen Bedeutung des Erstarrungsvorganges liegt hierbei die Tatsache zugrunde,
dass der feste Zustand von Werkstoffen ha¨ufig der materialtechnisch wichtige Zu-
stand ist und es deshalb erwu¨nscht ist, die physikalischen Eigenschaften dieses
Zustands im Hinblick auf die weitere Verwendung des erstarrten Materials opti-
mal einzustellen.
Die grundlegende Gemeinsamkeit der beiden, soeben erla¨uterten Sichtweisen auf
die Erstarrung ist das wissenschaftliche Interesse, eine genaue, quantitative Be-
schreibung der Verknu¨pfung zwischen Ausgangssituation und Resultat zu erlan-
gen. Im Sinne der Erlangung einer quantitativen Beschreibung liegt der Beitrag
der vorliegenden Arbeit in der U¨berbru¨ckung bzw. Kopplung von La¨ngenskalen
(und den dazugeho¨rigen Prozessen) in der Erstarrungsmodellierung. Das Konzept
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einer skalenu¨bergreifenden Modellierung wurde bereits in den 90er Jahren von
Beckermann et. al. realisiert [1, 2]. In dieser Arbeit werden jedoch zwei mehrska-
lige Modellierungsansa¨tze diskutiert, die sich von jenem Modell in [1, 2] vorallem
dadurch unterscheiden, dass sie die auf mikroskopischer La¨ngenskala stattfinden-
de Strukturbildung vollsta¨ndig modellieren und nicht approximieren.
Die theoretische Untersuchung von Erstarrungsvorga¨ngen hat neben der systema-
tischen Erforschung dieser Prozesse mithilfe von Experimenten im Laufe der Zeit
an Bedeutung gewonnen. Eine Bedeutung im Hinblick auf die anfangs erwa¨hn-
te, abstrakte Sichtweise auf diese Prozesse besteht darin, dass das letztendli-
che, physikalische Versta¨ndnis von Fundamentalmechanismen oftmals erst durch
theoretische Untersuchungen mo¨glich geworden ist. (Als Beispiel mo¨ge hier die
Mullins-Sekerka-Instabilita¨t des dendritischen Wachstums dienen [3].) Der Grund
dafu¨r liegt darin, dass ein untersuchbares, theoretisches Modell stets die Komple-
xita¨t des realen, modellierten Systems kontrollierbar reduziert. Ein solches Mo-
dell entha¨lt dann nur noch die im Hinblick auf die Untersuchungen wichtigsten
Parameter des Systems, wa¨hrend als weniger wichtig erachtete Parameter ver-
nachla¨ssigt werden, und ist wegen der reduzierten Parameteranzahl zielstrebiger
untersuchbar.
Gleichzeitig liegt jedoch auch in der Reduktion der Komplexita¨t des modellier-
ten Systems, die entsprechend der Mo¨glichkeiten zur Untersuchung des Modells
mehr oder weniger stark vollzogen werden muss, ein Nachteil der theoretischen
Untersuchung in Bezug auf die zumeist sehr komplexen, anwendungsbezogenen
Erstarrungsprozesse. Doch auch in diesem angewandten Bereich kann die Theorie
wertvolle Beitra¨ge liefern, indem sie zum Beispiel durch die besta¨ndig wachsen-
de Leistung moderner Computer in der Lage ist, mit numerischen Simulationen
von immer komplexeren, theoretischen Erstarrungsmodellen immer pra¨zisere Vor-
hersagen fu¨r praxisnahe Erstarrungsszenarios zu berechnen. Dennoch gibt es im
Bereich der theoretischen Untersuchung von Erstarrungsvorga¨ngen noch immer
viele Systeme, fu¨r die nur sehr qualitative Beschreibungen vorhanden sind. Die
vorliegende Arbeit soll fu¨r solche komplexen, ingenieurwissenschaftlich relevanten
Systeme einen mikroskopisch begru¨ndeten und damit quantitativeren Beitrag lei-
sten.
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Aufbau der Arbeit
Im ersten Teil der Arbeit werden im Kapitel 1 die Grundlagen der Erstarrungs-
modellierung erla¨utert. Im Hinblick auf die spa¨ter diskutierten Rechnungen fu¨r
eine Pb-Sn-Legierung wird die Erstarrung eines eutektischen Materialsystems an-
hand eines entsprechenden Gleichgewichtsphasendiagrammes diskutiert. Weiter-
hin wird die Skalenproblematik als fundamentale Herausforderung an die Model-
lierung ero¨rtert und es werden mit der makroskopischen, der mesoskopischen, der
mikroskopischen und der atomistischen Skala die verschiedenen La¨ngenskalen, die
im Wesentlichen in der Erstarrungsmodellierung unterschieden werden, erla¨utert.
Das Kapitel 2 als zweiter Teil ist der Modellierung des Mikrostrukturwachstums,
der mikroskopischen Skala, wa¨hrend eines Erstarrungsprozesses gewidmet. Es
wird ein spezielles Sharp-Interface-Modell vorgestellt, mit welchem die diffusi-
onskontrollierte, einphasige Erstarrung von Legierungen berechnet werden kann.
Außerdem wird das numerische Verfahren, mit dem dieses Modell auf dem Com-
puter gelo¨st wurde, erla¨utert. Anschließend werden in diesem Teil Simulationen
fu¨r eine untereutektische Pb-Sn-Legierung diskutiert, in denen die kolumnare,
dendritische Erstarrung der bleireichen α-Phase berechnet wurde. Die Abha¨ngig-
keit der Prima¨rabsta¨nde der kolumnaren Dendriten von den Parametern Ku¨hlra-
te und Temperaturgradient, die aus diesen Simulationen gewonnen wurde, wird
mit experimentellen Ergebnissen und einfachen Modellen aus der Literatur ver-
glichen. Daru¨ber hinaus wird untersucht, welchen Einfluss die Beru¨cksichtigung
des thermodynamischen Nichtgleichgewichtes an der Phasengrenze mithilfe eines
kinetischen Koeffizienten im Modell auf die Dynamik der Prima¨rabsta¨nde hat.
Im Kapitel 3 als dritten Teil der Arbeit werden zwei Ansa¨tze zur mehrskaligen
Erstarrungsmodellierung diskutiert, die neben der mikroskopischen La¨ngenskala
die makroskopische Skala in die Modellierung einbeziehen. Hier wird zuna¨chst ein
Zweiskalenmodell studiert, welches es ermo¨glicht, das Wachstum von mehreren,
miteinander wechselwirkenden Mikrostrukturen zu berechnen. Eine wichtige Ei-
genschaft dieses Zweiskalenmodells ist die mathematisch strenge Ableitung der
Skalenkopplung. Fu¨r das Modell werden sowohl analytische als auch numerische
Untersuchungen diskutiert. Weiterhin wird in diesem Teil der Arbeit ein pha¨nome-
nologischer Kopplungsansatz zwischen einem rein makroskopischen Erstarrungs-
modell und dem im zweiten Teil der Arbeit vorgestellten Mikrostrukturmodell am
Beispiel des Materialsystems Pb-Sn vorgestellt. Die Ergebnisse werden mit denen
des makroskopischen Modells ohne Mikrostrukturkopplung verglichen.
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Den Abschluß der Arbeit bilden eine Zusammenfassung und ein Ausblick im Ka-
pitel 4.
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1 Grundlagen zur Erstarrung
Die Erstarrung ist ein Vorgang, bei dem eine oder mehrere flu¨ssige Phasen eines
Materials in eine oder mehrere feste Phasen u¨bergehen. In der allgemeinen Theo-
rie von Phasenu¨berga¨ngen lassen sich Erstarrungsprozesse als Phasenu¨berga¨nge
erster Ordnung klassifizieren. In diesem Teil der Arbeit sollen zwei, in Hinsicht
auf die Modellierung fundamentale Aspekte von Erstarrungsvorga¨ngen diskutiert
werden: Zum einen wird die Physik des Phasengleichgewichtes erla¨utert und zum
anderen wird auf die verschiedenen La¨ngenskalen, die in diesen Prozessen un-
terschieden werden ko¨nnen und mu¨ssen, na¨her eingegangen. Eine umfassende
Einfu¨hrung zu diesem Thema findet sich in [4], [5] und [6].
1.1 Phasendiagramme
Fu¨r das Versta¨ndnis von Erstarrungsprozessen und im Hinblick auf die Model-
lierung ist es wichtig, die Begriffe
”
Gleichgewicht“ und
”
Nichtgleichgewicht“ von
Phasen zu diskutieren. Grundsa¨tzlich ist die Erstarrung als physikalischer Vor-
gang Ausdruck fu¨r ein bestehendes Nichtgleichgewicht im thermodynamischen
Sinne im erstarrenden System. Durch den Prozess der Erstarrung strebt das Sys-
tem dem thermodynamischen Gleichgewicht zu.
Das Gleichgewicht la¨sst sich fu¨r ein erstarrendes System anhand des Minimalprin-
zips fu¨r die thermodynamischen Potentiale erkla¨ren. Die freie Enthalpie G erweist
sich in diesem Fall als das zur Beschreibung geeignete, thermodynamische Poten-
tial 1. G geht durch folgende Legendre-Transformation aus der inneren Energie U
hervor:
G = U − TS + pV (1.1)
1Fu¨r ein erstarrendes Materialsystem sind die Temperatur, der Druck und die Teilchenanzahl
die Zustandsvariablen, die man kontrolliert bzw. von außen vorgibt. Die freie Enthalpie ist
das Potential, in welches diese Gro¨ßen als unabha¨ngige Variablen eingehen.
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Dabei steht T fu¨r die Temperatur, S fu¨r die Entropie, p fu¨r den Druck und V fu¨r
das Volumen. Das vollsta¨ndige Differential der freien Enthalpie hat die Form
dG = −SdT + V dp+
∑
i
µidNi , (1.2)
wobei i bei gemischten Systemen die Komponenten indiziert und µi bzw. dNi das
chemische Potential bzw. das Differential der Teilchenanzahl der Komponente i
bezeichnen.
Das thermodynamische Gleichgewicht ist dadurch gekennzeichnet, dass die ther-
modynamischen Potentiale in diesem Zustand einen Minimalwert annehmen. In
einem Nichtgleichgewichtszustand befinden sich die Potentiale außerhalb ihres
Minimums. Existieren in einem System mehrere Phasen simultan, dann befinden
sich diese Phasen genau dann miteinander im Gleichgewicht, wenn ihre thermody-
namischen Potentiale gleich sind. Falls die Potentiale der Phasen unterschiedlich
sind, dann kommt es zur einer Phasenumwandlung, bei der die Phase mit dem
kleinsten thermodynamischen Potential gebildet wird. Die Phase mit dem kleins-
ten Potential wird auch als die stabile Phase bezeichnet. Auf einen Erstarrungs-
vorgang bezogen, bedeutet dies, dass die wachsende, feste Phase eine kleinere, freie
Enthalpie als die flu¨ssige Phase hat. Eine Standardmethode, um fu¨r ein gegebenes
Materialsystem den Zusammenhang zwischen den thermodynamischen Zustands-
variablen und der Stabilita¨t der auftretenden Phasen zu charakterisieren, ist das
Gleichgewichtsphasendiagramm. Um ein solches Phasendiagramm theoretisch zu
konstruieren, muss das zu den gewu¨nschten Zustandsvariablen geho¨rende, thermo-
dynamisches Potential fu¨r jede der mo¨glichen Phasen des Materials in Abha¨ngig-
keit von den Zustandsvariablen bekannt sein. Im Folgenden wird mit dem eutek-
tischen Phasendiagramm ein spezielles, bina¨res Phasendiagramm, das heißt ein
Phasendiagramm fu¨r ein zweikomponentiges Materialsystem, exemplarisch dis-
kutiert. Die eutektischen Materialsysteme geho¨ren zu den wenigen Klassen von
Materialien, die bereits durch thermodynamisch begru¨ndete Mikrostruktursimu-
lationen quantitativ erfassbar sind [7, 8, 9].
1.1.1 Eutektische Systeme
Bei eutektischen Materialsystemen bilden sich wa¨hrend einer vollsta¨ndigen Er-
starrung aus einer flu¨ssigen Phase zwei feste Phasen. Man kann dies durch die
symbolische Reaktionsgleichung
L −→ α+ β
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beschreiben, in der L fu¨r die flu¨ssige Phase und α, β fu¨r die beiden festen Phasen
stehen.
Ein beispielhaftes T -c-Phasendiagramm eines eutektischen Materials ist in der
Abbildung 1.1 zu sehen. Als Zustandsvariablen werden die Temperatur T und die
chemische Konzentration c gewa¨hlt. Es wird angenommen, dass die zum Phasen-
β + L
A
T
c
Τ2
Τ1
BcE
EΤ
Τ
c
ls
sc l
L+ Lα
α
α + β
β
Abbildung 1.1: Phasendiagramm eines bina¨ren, eutektischen Systems.
diagramm geho¨rende Legierung aus den zwei Komponenten A und B besteht. An
der c-Achse ist die Konzentration der Komponente B aufgetragen. Die Bereiche
unterschiedlicher Fa¨rbung stellen Gebiete des Phasengleichgewichtes unterschied-
licher Phasen dar. Die drei auftretenden Phasen des eutektischen Systems sind in
der Grafik folgendermaßen bezeichnet: L symbolisiert die flu¨ssige Phase, α steht
fu¨r die feste Phase, die u¨berwiegend die Legierungskomponente A entha¨lt, und β
bezeichnet die feste Phase, die reich an der Komponente B ist. Die Tatsache, dass
das System im festen Zustand in zwei unterschiedlichen Phasen existiert, a¨ußert
sich darin, dass die freie Enthalpie des festen Zustandes zwei Minima bei zwei
verschiedenen chemischen Konzentrationen besitzt. Diese beiden Minima entste-
hen durch eine positive Mischungsenthalpie der beiden Komponenten [4].
Im Folgenden sollen die verschiedenen Bereiche des Phasendiagramms 1.1 kurz
na¨her erla¨utert werden. Der Bereich L stellt das T -c-Gebiet dar, in welchem das
Legierungssystem vollsta¨ndig in der flu¨ssigen Phase, das heißt als Schmelze, stabil
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ist. Fu¨r kleinere Temperaturen schließen sich an das L-Gebiet die Bereiche α+L
und β + L an. In diesen Zweiphasengebieten befinden sich die flu¨ssige Phase L
und die feste Phase α bzw. β miteinander im thermodynamischen Gleichgewicht
und ko¨nnen stabil koexistieren. Dieses Gleichgewicht zweier verschiedener Pha-
sen wird als heterogenes Gleichgewicht bezeichnet. Die Linie, die den L-Bereich
von den anderen Phasengebieten trennt, wird als Liquidus-Linie bezeichnet, da
oberhalb dieser Linie (bezogen auf die T -Achse) nur die flu¨ssige Phase stabil ist.
An die Fest-Flu¨ssig-Mischphasengebiete α + L und β + L schließen sich fu¨r je-
weils kleinere Temperaturen die Bereiche an, in denen sich die festen Phasen im
thermodynamischen Gleichgewicht befinden. Im α- bzw. β-Gebiet ist jeweils nur
die α- bzw. β-Phase stabil. Im Mischphasengebiet α+ β befinden sich beide feste
Phasen miteinander im heterogenen, thermodynamischen Gleichgewicht. Die Li-
nie, welche die Gebiete, in denen nur feste Phasen stabil sind, von den Bereichen
trennt, in denen feste und flu¨ssige bzw. nur die flu¨ssige Phase stabil sind, wird als
Solidus-Linie bezeichnet, da unterhalb dieser Linie nur feste Phasen im thermo-
dynamischen Gleichgewicht existieren.
An der T -Achse in Abbildung 1.1 bezeichnet T1 die Schmelztemperatur der Kom-
ponente A und T2 diejenige der Komponente B. Die kleinste Schmelztemperatur
des Materialsystems wird bei der eutektischen Zusammensetzung cE erreicht. Die
Besonderheit, dass die zugeho¨rige, eutektische Schmelztemperatur TE kleiner als
die Schmelztemperaturen T1 und T2 der einzelnen Komponenten ist, hat diesen
Materialsystemen den Namen gegeben. Das Wort
”
Eutektikum“ ist aus dem Grie-
chischen abgeleitet und la¨sst sich mit den Bedeutungen
”
gut gebaut“ bzw.
”
leicht
schmelzend“ u¨bersetzen.
Anhand des Phasendiagramms in Abbildung 1.1 kann der Erstarrungsvorgang
des entsprechenden Materialsystems nachvollzogen werden. Dazu wird zuna¨chst
davon ausgegangen, dass die Legierung in der flu¨ssigen Phase vorliege und die
Schmelze die Komponente B in der Konzentration cl enthalte. Aus dem Phasen-
diagramm kann man nun entnehmen, dass die Erstarrung mit der Bildung der
festen α-Phase bei der Temperatur Tls beginnt, die durch die Liquidus-Linie der
Schmelzkonzentration cl zugeordnet wird. Ob sich zuerst die α- oder die β-Phase
bildet, ha¨ngt also davon ab, ob die Zusammensetzung cl der Schmelze kleiner oder
gro¨ßer als die eutektische Konzentration cE ist. Der Erstarrungsprozess durchla¨uft
nun mit abnehmender Temperatur das Gebiet α + L des Phasendiagramms, in
welchem die flu¨ssige Phase und die α-Phase koexistieren. Dabei ko¨nnen jeder
Temperatur wa¨hrend der Erstarrung anhand der Liquidus- und Solidus-Linie die
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Bedingungen fu¨r das thermodynamische Gleichgewicht zwischen den beiden Pha-
sen und damit die Bedingungen an der Phasengrenze zugeordnet werden: Die Er-
starrung beginnt im hier diskutierten Beispiel bei der Temperatur Tls, bei welcher
die flu¨ssige Phase L in ihrer urspru¨nglichen Zusammensetzung cl mit der α-Phase
mit der Konzentration cs koexistieren kann. Dies bedeutet, dass die beiden Pha-
sen bei gleicher Temperatur nur fu¨r unterschiedliche, chemische Konzentrationen
koexistieren Daraus folgt, dass sich die α-Phase anfa¨nglich mit der Konzentration
cs der B-Komponente aus der flu¨ssigen Phase bildet. Bei weiterer Verringerung
der Temperatur wandert man sozusagen entsprechend der Temperatur auf der
Liquidus- und Solidus-Linie hinab - das heißt, sowohl in der flu¨ssigen Phase, als
auch in der festen, sich bildenden α-Phase stellen sich immer ho¨here Konzen-
trationen an der Phasengrenze ein. Gleichzeitig wird aber auch der Sprung in
der Konzentration der B-Komponente an der Phasengrenze zwischen der flu¨ssi-
gen Phase und der α-Phase stetig gro¨ßer. Dieser Konzentrationsunterschied u¨ber
der Phasengrenze, der im Phasendiagramm dem horizontalen Abstand zwischen
Solidus- und Liquidus-Linie entspricht, wird als Mischungslu¨cke bezeichnet.
Wenn die Temperatur wa¨hrend der Erstarrung die eutektische Temperatur TE er-
reicht, beginnt die Ausbildung der festen β-Phase, die nun auch stabil existieren
kann. An diesem Punkt ko¨nnen, wie bereits erwa¨hnt worden ist, alle drei Phasen
des Systems im Gleichgewicht koexistieren. Die α- bzw. β-Phase bilden sich wei-
terhin, wie an den α+L/α- bzw. β+L/β-Solidus-Linien im Phasendiagramm zu
erkennen ist, mit der gro¨ßten bzw. kleinsten Konzentration der Komponente B.
Mit dem Unterschreiten der eutektischen Temperatur befindet sich das System
in einem Zustand, in dem die flu¨ssige Phase nicht mehr stabil existieren kann.
Die Restschmelze, die noch neben der bereits gebildeten α-Phase vorhanden ist,
geht nun in die α- und β-Phase u¨ber. Bei vielen eutektischen Systemen kommt
es dabei zu einer wechselnden Anordnung der beiden festen Phasen in ra¨umlich
periodischen Strukturen, wie zum Beispiel Lamellen [4].
Aus dem Phasendiagramm 1.1 ist ersichtlich, dass auch das thermodynamische
Gleichgewicht zwischen den reinen, festen Phasen und der α+ β-Mischphase zu-
standsabha¨ngig ist. Im soeben diskutierten Beispiel bedeutet dies, dass nach der
vollsta¨ndigen Erstarrung der flu¨ssigen Phase bei weiterer Absenkung der Tem-
peratur die chemische Konzentration der Komponente B in der α-Phase fu¨r das
Gleichgewicht zwischen α- und α + β-Phase abnimmt, wie aus dem Verlauf der
α/α + β-Linie im Phasendiagramm erkennbar ist. Das heißt, dass es nach der
vollsta¨ndigen Umwandlung der flu¨ssigen Phase in feste Phasen zu weiteren Pha-
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senumwandlungen zwischen den gebildeten, festen Phasen kommen kann. Auf
diesen Aspekt soll aber an dieser Stelle nicht weiter eingegangen werden, da im
Rahmen dieser Arbeit der U¨bergang von flu¨ssiger zu fester Phase untersucht wur-
de.
1.2 Die Skalenproblematik
Ein wichtiges Merkmal des Fest-Flu¨ssig-Phasenu¨berganges ist es, dass im Allge-
meinen viele, unterschiedliche Prozesse und insbesondere Strukturbildungspha¨no-
mene simultan auf mehreren, verschiedenen La¨ngenskalen ablaufen [10]. Um dies
zu verdeutlichen, sollen diese unterschiedlichen La¨ngenskalen im Folgenden kurz
beschrieben werden.
Die kleinste Skala, auf der wa¨hrend eines Erstarrungsvorganges wichtige Prozesse
ablaufen, ist die atomistische Skala. Auf dieser Skala, die in der Gro¨ßenordnung
von 10−9 m liegt, bildet sich wa¨hrend der Erstarrung aus einem atomistisch un-
geordneten Zustand der Schmelze ein geordnetes, ra¨umlich periodisches Kristall-
gitter der festen Phase. Die wichtigen Pha¨nomene dieser La¨ngenskala im Zusam-
menhang mit der Erstarrung sind die Bildung von Versetzungen im Kristall, die
Form der wachsenden Phasengrenze und die Konzentration von Verunreinigungen
(oder Dotierstoffen) im Kristall.
Ein weiterer, wichtiger Prozess, der auf der atomistischen Skala stattfindet, ist die
Keimbildung. Der Prozess der Keimbildung bildet den Beginn eines Erstarrungs-
vorganges. Man kann dabei zwischen homogener Keimbildung, bei welcher sich
Keime der festen Phase im Inneren der flu¨ssigen Phase bilden, und heterogener
Keimbildung, bei der sich Keime an Fremdphasen (Beha¨lterwa¨nde und bereits
vorhandene feste Phasen) unterscheiden. Der Vorgang der Keimbildung wird al-
lerdings im Rahmen dieser Arbeit nicht modelliert und nicht weiter betrachtet.
Ein typisches Pha¨nomen von Erstarrungsvorga¨ngen ist es, dass der Phasenu¨ber-
gang nicht unmittelbar beim Erreichen der thermodynamischen Stabilita¨tsgren-
ze beginnt. Man spricht dann von einer Unterku¨hlung oder einer U¨bersa¨ttigung
der flu¨ssigen Phase. Die Ursache fu¨r dieses Pha¨nomen liegt in der positiven, das
heißt aufzubringenden Grenzfla¨chenenergie zwischen einem spontan gebildeten
Keim und der flu¨ssigen Phase (und zusa¨tzlich auch der Fremdphase im Fall der
heterogenen Keimbildung). Solange diese Grenzfla¨chenenergie gro¨ßer als der Ge-
winn an freier Enthalpie durch die eigentliche Phasenumwandlung ist, wird ein
entsprechender Keim nicht stabil existieren ko¨nnen. Aus dem Vergleich dieser
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beiden energetischen Gro¨ßen la¨sst sich fu¨r den Fall der homogenen Keimbildung
ein kritischer Keimradius fu¨r spha¨rische Keime berechnen [4]. Allerdings sind viele
Aspekte der Keimbildung zum gegenwa¨rtigen Zeitpunkt noch nicht exakt verstan-
den und modellierbar, sodass die Theorie dieser Prozesse aktuell einer intensiven,
wissenschaftlichen Weiterentwicklung unterliegt 2
Die na¨chstgro¨ßere La¨ngenskala, die bei Erstarrungsprozessen auftritt, ist die Ska-
la in der Gro¨ßenordnung von 10−5 m , die als Mikroskala bezeichnet wird. Hier
bildet sich die Mikrostruktur (das Mikrogefu¨ge) des erstarrenden Materials aus.
Es gibt viele verschiedene Mikrostrukturmorphologien, die in Abha¨ngigkeit von
den Material- und Prozessparametern auftreten ko¨nnen.
Ein sehr bekanntes, bei einphasiger Erstarrung ha¨ufig auftretendes Beispiel ei-
ner solchen Morphologie ist der Dendrit. Aufgrund der Tatsache, dass sich die
Untersuchungen im Rahmen der vorliegenden Arbeit auf diese Mikrostruktur-
morphologie beziehen, soll diese im Folgenden vorgestellt werden.
In der Grafik 1.2a ist die Kontur eines zweidimensionalen Dendritenhauptarmes
abgebildet. Der Dendrit la¨sst sich als orientiert erstarrter Kristallit charakteri-
a b c
Abbildung 1.2: Dendriten als zweidimensionale Konturen: (a) einzelner Dendri-
tenhauptarm, (b) a¨quiaxialer Dendrit, (c) kolumnare Dendriten.
Die Abbildungen wurden mit der numerischen Simulation des
Sharp-Interface-Modells berechnet.
sieren, bei dem ein oder mehrere Hauptsta¨mme in Vorzugswachstumsrichtungen
2Die Bedeutung dieses Versta¨ndnisses einerseits, aber auch die neuen Mo¨glichkeiten, welche
die Forschung basierend auf aktuellen experimentellen und simulationsgestu¨tzten Methoden
ero¨ffnet, la¨sst sich zum Beispiel an einer Reihe gro¨ßerer Fo¨rderprogramme, wie dem von der
DFG neu eingerichteten Schwerpunktprogramm 1296, ”Heterogene Keim- und Mikrostruk-
turbildung: Schritte zu einem system- und skalenu¨bergreifenden Versta¨ndnis“, erkennen.
15
1 Grundlagen zur Erstarrung
in die flu¨ssige Phase hineinwachsen. Dabei wachsen von einem Hauptstamm in
seitliche Richtungen die Seitenarme.
Dendriten kann man in Bezug auf die Wachstumsrichtungen auch nach a¨qui-
axialen Dendriten und kolumnaren Dendriten unterscheiden. Bei a¨quiaxialen Den-
driten wachsen mehrere Hauptsta¨mme von einem Zentrum aus gleichzeitig in ver-
schiedene Richtungen (siehe Abbildung 1.2b), wa¨hrend bei kolumnaren Dendriten
die Hauptsta¨mme in dieselbe Richtung wachsen (siehe Abbildung 1.2c).
Ein weiteres Beispiel fu¨r eine Mikrostrukturmorphologie ist das Doublon, wie es in
der Abbildung 1.3b zu sehen ist. Diese Struktur ist das asymmetrische Analogon
a b c
Abbildung 1.3: Doublon-Strukturen als zweidimensionale Konturen: (a) einzelner,
asymmetrischer Finger, (b) Doublon, (c) Seaweed.
zum Dendriten fu¨r isotrope Systeme, in denen Vorzugswachstumsrichtungen fu¨r
die Mikrostrukturen kaum oder gar nicht vorhanden sind. In isotropen Systemen
(bzw. Systemen mit sehr kleiner Anisotropie) kann eine einzelne, asymmetrische
Struktur wie in Abbildung 1.3a beim Wachstum in einem Kanal mit isolieren-
den Wa¨nden beobachtet werden. Doublonen entstehen in ausgedehnten Syste-
men durch paarweises Wachstum solcher asymmetrischen Finger (Abb. 1.3b).
Dabei kann sich aus einer anfa¨nglich dendritischen Struktur durch eine morpho-
logische Instabilita¨t an der Dendritenspitze, dem so genannten Tip-Splitting, ein
Doublon bilden. Da das Auftreten dieser morphologischen Instabilita¨t sowohl an
den Spitzen der Hauptarme als auch an denen der Seitenarme mo¨glich ist, kann
es zur Ausbildung einer isotropen, dichten, verzweigten Morphologie kommen,
die als Seetang- (Seaweed-) oder Dense-Branching-Morphologie bezeichnet wird
(Abb. 1.3c). Die doublonische Morphologie wurde zuerst in den achtziger Jahren
in Experimenten entdeckt [11] und spa¨ter auch in theoretischen Untersuchungen
besta¨tigt [12, 13, 14]. Es wurde gezeigt, dass der U¨bergang zwischen dendritischem
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Abbildung 1.4: Morphologiediagramm des dendritischen Wachstums. In
Abha¨ngigkeit von der Anisotropie ε und der dimensionslosen
Unterku¨hlung bzw. U¨bersa¨ttigung ∆ entstehen folgende Morpho-
logien: CD - kompakt dendritisch, FD - fraktal dendritisch, CS
- kompakt doublonisch, FS - fraktal doublonisch. ε0 bezeichnet
die kritische Anisotropie in Bezug auf den Morphologieu¨bergang
kompakt - fraktal. Abbildung aus [12] entnommen.
und doublonischemWachstum von zwei Parametern abha¨ngig ist [12, 13, 15]: Zum
einen beeinflußt, wie bereits erwa¨hnt worden ist, die Sta¨rke der Anisotropie die
Selektion der Morphologie. Zum anderen ist der Morphologieu¨bergang von der
Unterku¨hlung bzw. U¨bersa¨ttigung der flu¨ssigen Phase abha¨ngig. Daru¨ber hinaus
ko¨nnen beide Arten des Wachstums nochmals in kompakte und fraktale Morpho-
logien unterteilt werden. Bei den fraktalen Strukturen zeigt die Phasengrenze als
geometrisches Objekt innerhalb eines gewissen La¨ngenbereiches selbsta¨hnliche,
fraktale Eigenschaften [12, 16]. Die fraktalen Strukturen treten sowohl fu¨r die
dendritische als auch fu¨r die doublonische Morphologie anstelle der kompakten
Strukturen fu¨r kleine Unterku¨hlungen bzw. U¨bersa¨ttigungen und unterhalb einer
rauschabha¨ngigen, kritischen Anisotropie auf.
Die soeben genannten Klassifizierungen der dendritisch-doublonischen Mikrostruk-
turmorphologie lassen sich u¨bersichtlich und quantitativ in dem bereits erwa¨hnten
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Morphologiediagramm darstellen. In der Abbildung 1.4 ist das aus [12] entnom-
mene Morphologiediagramm zu sehen.
Fu¨r einkomponentige Materialsysteme sind der Dendrit und das Doublon die
einzigen auftretenden Mikrostrukturmorphologien bei nicht-facettiertem Kristall-
wachstum. Fu¨r mehrkomponentige Systeme gibt es eine Vielfalt weiterer Mi-
krostrukturmorphologien, die sich in Erstarrungsvorga¨ngen ausbilden ko¨nnen.
Zusa¨tzliche Arten von Morphologien sind beispielsweise in [4] und [5] zu finden.
Die alsMesoskala bezeichnete La¨ngenskala ist die na¨chstgro¨ßere Skala, auf welcher
wa¨hrend einer Erstarrung wichtige Prozesse ablaufen. Die Gro¨ßenordnung dieser
Skala liegt bei ca. 10−3 m. Das wichtige Pha¨nomen in diesem La¨ngenbereich ist die
Ausbildung und das Wachstum der Korngrenzen. Korngrenzen entstehen, wenn
die am Beginn des Erstarrungsvorganges gebildeten Keime im Verlauf der Er-
starrung wachsen und sich gegen Ende des Prozesses beru¨hren. Aber auch nach
dem Ende des Erstarrungsvorganges kann es durch Transportprozesse in den fes-
ten Phasen zu Bewegungen der Korngrenzen kommen. Ein Korn la¨sst sich als
Bereich einer festen Phase mit einer homogenen Ausrichtung grundsa¨tzlicher Mi-
krostrukturelemente, wie der oben erwa¨hnten, definieren. Die Gro¨ßenverteilung
der Ko¨rner hat einen entscheidenden Einfluß auf die physikalischen Eigenschaften
des erstarrten, festen Materials.
Die gro¨ßte La¨ngenskala in der Skalenhierarchie der Erstarrung ist dieMakroskala.
Sie umfasst typischerweise den Gro¨ßenordnungsbereich von 10−2 bis 100 m und ist
die Skala des gesamten, erstarrenden Materialko¨rpers. Wichtige Pha¨nomene dieser
Skala sind Konzentrationsunterschiede, die sich bei mehrkomponentigen Materi-
alsystemen ausbilden ko¨nnen (so genannte Makroseigerungen), und der Wech-
sel verschiedener Erstarrungsmorphologien der Mikrostruktur, wie zum Beispiel
der U¨bergang von kolumnarem zu a¨quiaxialem, dendritischen Wachstum. Dieser
U¨bergang, der als CET (Columnar-to-Equiaxed Transition) bezeichnet wird, ist
Gegenstand aktueller Forschungen, sowohl mit theoretischen als auch mit experi-
mentellen Methoden [17, 18, 19].
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Dieses Kapitel widmet sich der Modellierung von Erstarrungsvorga¨ngen auf der
mikroskopischen La¨ngenskala. Generell ko¨nnen thermodynamische Prozesse wie
die Erstarrung mit diskreten, statistischen Methoden oder mit Kontinuumsmetho-
den beschrieben werden. Ein statistisches Modell, mit dem beispielsweise dendri-
tische Strukturen erzeugt werden ko¨nnen, ist das Diffusion-Limited-Aggregation-
Modell, welches in den 80er Jahren von Witten und Sander vorgestellt wurde [20].
Die Kontinuumsmodelle lassen sich weiterhin anhand der Art der geometrischen
Darstellung der Phasengrenze zwischen den wa¨hrend der Erstarrung koexistieren-
den Phasen unterscheiden.
In den Sharp-Interface-Modellen, die den klassischen Zugang zur Modellierung
von Fest-Flu¨ssig-Phasenu¨berga¨ngen darstellen, wird die Phasengrenze als Linie im
mathematischen Sinne betrachtet [14, 21, 22, 23]. Die grundlegende Schwierigkeit
in dieser Art der Modellierung ergibt sich aus der Tatsache, dass die Phasengrenze
einen sich bewegenden Rand darstellt, auf dem einerseits fu¨r die Differentialglei-
chungen, welche die Transportmechansimen in den Phasen beschreiben, Rand-
bedingungen vorgegeben werden mu¨ssen, aber andererseits die Bewegung dieses
Randes von den Lo¨sungen dieser Differentialgleichungen bestimmt wird. Solche
Modelle werden deshalb in der Mathematik als freie Randwertprobleme bezeich-
net. Diese Tatsache wurde bereits am Ende des 19. Jahrhunderts von Stefan bei
der Untersuchung der Bildung von Polareis erkannt [24], weshalb diese Modelle
auch als Stefan-Probleme bezeichnet werden. Aus der Funktion der Phasengren-
ze als Rand fu¨r die Transportgleichungen ergibt sich weiterhin ein hoher, algo-
rithmischer Aufwand, der in den numerischen Umsetzungen von Sharp-Interface-
Modellen betrieben werden muss, um die Geometrie und Bewegung dieses Randes
pra¨zise aufzulo¨sen.
Im Gegensatz zu den Sharp-Interface-Modellen stellt die Phasengrenze in der
zweiten, großen Klasse von Kontinuumsmodellen, den Phasenfeldmodellen, einen
U¨bergang mit endlicher, nicht zu vernachla¨ssigender Breite dar [25, 26, 27]. Diese
Modelle bieten den Vorteil, dass die Phasengrenze nicht mehr als expliziter, kriti-
19
2 Modellierung der Mikroskala
scher Teil des Modells erscheint, sondern implizit in der Phasenfeldfunktion und
deren zeitlicher Entwicklung modelliert wird. Dies bedeutet insbesondere, dass die
Phasengrenze hier nicht mehr als freier, beweglicher Rand der Transportgleichun-
gen auftritt. Der Nachteil der Phasenfeldmodelle gegenu¨ber den Sharp-Interface-
Modellen liegt jedoch genau in der nun endlichen Breite der Phasengrenze, durch
die in diesen Modellen ohne die Einfu¨hrung aufwendig zu berechnender Korrek-
turen unphysikalische Effekte entstehen ko¨nnen.
Eine dritte Klasse von Kontinuumsmodellen stellen die auf Level-Set-Methoden
basierenden Modelle dar [28, 29]. Diese Modelle ko¨nnen als eine Mischung aus
Sharp-Interface- und Phasenfeldmodellierung charakterisiert werden. Sie verwen-
den anaolg zur Phasenfeldmodellierung eine stetige Funktion zur Beschreibung
der Phasengrenze. Die so definierte Phasengrenze tritt jedoch analog zur Sharp-
Interface-Modellierung noch als freier Rand der Transportgleichungen und damit
als expliziter Teil des Modells auf.
Daru¨ber hinaus existieren auch hybride Modellansa¨tze zwischen statistischen Mo-
dellen und Kontinuumsmodellen, wie beispielsweise die Berechnung von diffusi-
vem Transport mit Random-Walker-Methoden in der Phasenfeldmodellierung zur
Verbesserung der numerischen Effizienz [30].
2.1 Die Sharp-Interface-Modellierung
Fu¨r die Modellierung des Fest-Flu¨ssig-Phasenu¨berganges auf der Mikroskala wur-
de im Rahmen dieser Arbeit ein Sharp-Interface-Modell benutzt, das im Folgenden
vorgestellt werden soll. Im Anhang C wird ein fu¨r den Fall der Erstarrung eines
reinen Materials vergleichbares Phasenfeldmodell diskutiert und die Beziehungen
zwischen den Parametern beider Modelle werden erla¨utert.
2.1.1 Das Sharp-Interface-Modell
Die grundlegenden Bestandteile eines Sharp-Interface-Modells, wie es im Folgen-
den vorgestellt werden soll, sind die Transportgleichungen fu¨r die thermodyna-
mischen Zustandsvariablen und den Impuls als advektierende Gro¨ße, die Rand-
bedingungen fu¨r diese Transportgleichungen und die Erhaltungsbedingungen fu¨r
die transportierten Gro¨ßen an der Phasengrenze.
Wenn man nun advektive Prozesse als Transportprozesse wa¨hrend der Erstarrung
zuna¨chst nicht betrachtet, das heißt jegliche Stro¨mung in der flu¨ssigen Phase ver-
nachla¨ssigt, dann sind die kontrollierenden Transportprozesse die Diffusion der
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Wa¨rme und, im Falle eines Stoffgemisches, die Diffusion der gelo¨sten Komponen-
te(n). Die entsprechenden Diffusionsgleichungen lauten - jeweils fu¨r die flu¨ssige
und fu¨r die feste Phase, da die Transporteigenschaften beider Phasen unterschied-
lich sein ko¨nnen:
flu¨ssige Phase
∂T
∂t
= DT ~∇2T (2.1)
∂c
∂t
= Dc~∇2c (2.2)
feste Phase
∂T
∂t
= D
′
T
~∇2T (2.3)
∂c
∂t
= D
′
c
~∇2c (2.4)
T ist das Temperaturfeld und c das chemische Konzentrationsfeld. DT und Dc
sind die zugeho¨rigen Diffusionskonstanten fu¨r die flu¨ssige Phase und D
′
T und D
′
c
entsprechend fu¨r die feste Phase. Im Falle von Stoffgemischen mit mehr als zwei
Komponenten mu¨ssen entsprechend zusa¨tzliche Konzentrationsfelder und die da-
zugeho¨rigen Diffusionsgleichungen eingefu¨hrt werden.
Fu¨r die beiden Diffusionsfelder T und c werden die obigen Transportgleichungen
durch eine gemeinsame Randbedingung auf der Phasengrenze, die so genannte
Gibbs-Thomson-Beziehung, vervollsta¨ndigt:
Phasengrenze TI = Tm − Tm γ
L
κ−mlcI (2.5)
Hier sind TI und cI die Temperatur bzw. die chemische Konzentration auf der
Phasengrenze. Tm ist die Schmelztemperatur (des reinen Materials, das heißt fu¨r
c = 0), γ ist die Grenzfla¨chenspannung entlang der Phasengrenzlinie, die aufgrund
der Grenzfla¨chenenergie auf atomistischer Skala entsteht, L ist die volumenbezo-
gene, latente Wa¨rme und κ ist die lokale Kru¨mmung der Phasengrenzlinie. ml
modelliert die Abha¨ngigkeit der Schmelztemperatur, das heißt der Phasengleich-
gewichtstemperatur, von der chemischen Konzentration. Diese Gro¨ße wird aus
einem linearisierten Gleichgewichtsphasendiagramm des Materialsystems abgelei-
tet und stellt sich dort als Anstieg der Liquidus-Linie dar 1.
Die Grenzfla¨chenspannung γ ist in realen Materialsystemen aufgrund der jeweili-
1Ein solches linearisiertes Gleichgewichtsphasendiagramm ist fu¨r ein zweiphasiges Material-
system in der Abbildung 2.6 auf Seite 40 im Abschnitt 2.2 dargestellt und wird in diesem
Abschnitt diskutiert
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gen, speziellen Symmetrie des Kristallgitters der festen Phase zumeist anisotrop.
Diese Richtungsabha¨ngigkeit wird modelliert, indem man in der Gleichung (2.5)
γ folgendermaßen ersetzt:
γ −→ γ0 (1− εm cos (mθ)) (2.6)
Hierbei ist m die Vielfachheit der Symmetrie der Anisotropie 2, θ ist der Win-
kel zwischen der lokalen Normalenwachstumsrichtung der Phasengrenze und einer
festen Bezugsrichtung und εm ist die Sta¨rke der Anisotropie.
Die Gibbs-Thomson-Randbedingung (2.5) dru¨ckt aus, dass sich die beiden Phasen
an ihrer Phasengrenze lokal miteinander im thermodynamischen Gleichgewicht
befinden. Fu¨r den einfachen Fall einer nicht gekru¨mmten Phasengrenze zwischen
fester und flu¨ssiger Phase in einem reinen Material (d.h. nur Wa¨rmediffusion
als Transportmechanismus) la¨sst sich die Bedingung fu¨r das thermodynamische
Gleichgewicht auf der Phasengrenze sofort angeben: Die Temperatur muss hier
gleich der Schmelztemperatur sein, TI = Tm. Zu dieser einfachen Beziehung kom-
men nun in der Gibbs-Thomson-Beziehung (2.5) weitere Terme hinzu, die den
Einfluss von zwei Effekten auf das Phasengleichgewicht beschreiben: Der kapil-
lare Term −Tm γLκ modelliert den Einfluss der atomistischen Grenzfla¨chenenergie
zwischen Kristallgitter und Schmelze auf das Phasengleichgewicht einer gekru¨mm-
ten Phasengrenze. Der konstitutionelle Term −mlcI tra¨gt der Tatsache Rechnung,
dass sich in gemischten Materialsystemen das Phasengleichgewicht im Vergleich
zu dem der reinen Materialien zu anderen Parametern verschiebt oder einfacher
ausgedru¨ckt die Schmelztemperatur konzentrationsabha¨ngig ist.
Da das Wachstum der Phasengrenze jedoch einen Nichtgleichgewichtsprozess dar-
stellt, wird die Gleichung (2.5) durch einen kinetischen Term erga¨nzt, der die
Abweichung vom thermodynamischen Gleichgewicht durch das Wachstum der
Phasengrenze mit der lokalen Wachstumsgeschwindigkeit v modelliert:
Phasengrenze TI = Tm − Tm γ
L
κ−mlcI − βvn (2.7)
vn ist die lokale Wachstumsgeschwindigkeit der Phasengrenze in Richtung der in
die flu¨ssige Phase gerichteten Normalen und β ist der kinetische Koeffizient. Dieser
kinetische Term modelliert die durch die Anlagerung von Atomen aus der flu¨ssigen
2Fu¨r kubische oder tetragonale Kristallgitter, wie sie bei vielen Metallen zu finden sind, ergibt
sich eine vierfache Symmetrie, also m = 4. Eis ist zum Beispiel aus einem hexagonalen
Kristallgitter aufgebaut, welches eine sechsfache Symmetrie besitzt.
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Phase an die Phasengrenze verursachte Abweichung vom lokalen, thermodynami-
schen Gleichgewicht. Allerdings kann der Term vernachla¨ssigt werden, wenn die
Wachstumsgeschwindigkeit der Phasengrenze im Vergleich zur Geschwindigkeit
des diffusiven Transports klein ist. Die Kinetik der Phasengrenze kann, analog zur
Grenzfla¨chenspannung, anisotrop sein. Dieser Effekt der kinetischen Anisotropie
wird durch die Einfu¨hrung eines richtungsabha¨ngigen, kinetischen Koeffizienten
modelliert:
β −→ β0 [1− ε?m cos (m (θ − θ0))] (2.8)
ε?m ist die Sta¨rke der m-fachen Anisotropie und der Winkel θ0 beschreibt eine
mo¨gliche Abweichung der Vorzugsrichtungen der kinetischen Anisotropie von de-
nen der kapillaren Anisotropie (siehe Gleichung (2.6)).
Den letzten Teil des Sharp-Interface-Modells bilden die Erhaltungsgleichungen an
der Phasengrenze:
Phasengrenze
Lvn =
(
D
′
T c
′
p
~∇TI |fest −DT cp~∇TI |flu¨s
)
~n (2.9)
(1− k) cIvn =
(
D
′
c
~∇cI |fest −Dc~∇cI |flu¨s
)
~n (2.10)
c
′
p bzw. cp ist die volumenbezogene, spezifische Wa¨rmekapazita¨t der festen bzw.
flu¨ssigen Phase. ~∇TI |fest ist der Gradient des Temperaturfeldes an der Phasen-
grenze in Richtung der festen Phase und ~∇TI |flu¨s entsprechend der Gradient in
Richtung der flu¨ssigen Phase. Diese beiden Ausdru¨cke modellieren die Wa¨rme-
stro¨me in den beiden Phasen direkt an der Phasengrenze. ~n ist der in die flu¨ssige
Phase zeigende, entlang der Phasengrenzlinie definierte Normalenvektor. ~∇cI |fest
und ~∇cI |flu¨s sind analog zum Temperaturfeld die entsprechenden Gradienten des
Konzentrationsfeldes und modellieren dessen Diffusionsstro¨me an der Phasengren-
ze. k ist der so genannte Verteilungs- oder Segregationskoeffizient und berechnet
sich aus dem Verha¨ltnis der Phasengleichgewichtskonzentration in der festen Pha-
se zu der Gleichgewichtskonzentration in der flu¨ssigen Phase
k =
ceqfest
ceqflu¨s
(2.11)
Die Gleichung (2.9) modelliert die Energieerhaltung an der Phasengrenze: Die
beim Wachstum der Phasengrenze in die flu¨ssige Phase hinein entstehende la-
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tente Wa¨rme muss durch entsprechende Wa¨rmestro¨me abtransportiert werden
ko¨nnen. Eine Herleitung dieser Gleichung ist im Anhang A auf Seite 87 zu finden.
Da bei Stoffgemischen feste und flu¨ssige Phase fu¨r gewo¨hnlich unterschiedliche
chemische Zusammensetzungen haben, wird wa¨hrend der Erstarrung an der Pha-
sengrenze entsprechend chemische Konzentration in das Konzentrationsfeld frei-
gesetzt, die ebenfalls durch entsprechende Konzentrationsstro¨me abtransportiert
werden muss. Diese Massenerhaltung wird durch die Gleichung (2.10) modelliert.
Aus mathematischer Sicht stellen die Gleichungen (2.1) - (2.10) des Sharp-Inter-
face-Modells ein freies Randwertproblem dar, bei dem die Diffusionsgleichungen
(2.1) und (2.2) in einem sich a¨ndernden Gebiet gelo¨st werden mu¨ssen. Auf dem
beweglichen Rand des Gebietes werden fu¨r die Diffusionsfelder T und c Randbe-
dingungen vorgegeben (Gl. (2.7)). Gleichzeitig wird aber die Bewegung des Ran-
des durch die Gradienten der Diffusionsfelder kontrolliert. Das heißt, dass sowohl
der Rand die Diffusionsfelder beeinflußt, als auch simultan die Diffusionsfelder
wiederum den Rand. Dieser Sachverhalt macht die analytische und numerische
Untersuchung des Modells aufwendig und kompliziert.
Aus einer angewandten, materialwissenschaftlichen Betrachtungsweise heraus er-
mo¨glicht es das in diesem Abschnitt diskutierte Sharp-Interface-Modell, die Be-
wegung der mikroskopischen Phasengrenze eines gegebenen Keims wa¨hrend eines
Erstarrungsvorganges in Abha¨ngigkeit von den Materialparametern des erstar-
renden Systems zu berechnen.
2.1.2 Das skalierte Sharp-Interface-Modell mit einem
Diffusionsfeld
Im Hinblick auf die numerischen Untersuchungen des im vorigen Abschnitt vor-
gestellten Sharp-Interface-Modells ist es sinnvoll, wichtige, physikalische Gro¨ßen
zu skalieren. Dadurch werden Universalita¨ten des Modells besser erkennbar.
Die Skalierung, die im Folgenden vorgestellt werden soll, wird fu¨r den Fall, dass
das System nur von einem Diffusionsfeld kontrolliert wird, durchgefu¨hrt. Vom
Standpunkt der Modellierung aus spielt es dabei keine Rolle, ob das kontrollie-
rende Diffusionsfeld das Konzentrationsfeld der solutalen Komponente oder das
Temperaturfeld ist. Beide Gro¨ßen ko¨nnen im Modell formal analog verwendet
werden. Fu¨r das Beispiel des Temperaturfeldes lauten zuna¨chst die unskalierten
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Gleichungen:
∂T
∂t
= DT ~∇2T (2.12)
TI = Tm − Tm γ
L
κ− βvn (2.13)
Lvn = −DT cp~∇TI ~n (2.14)
Hier soll noch einmal angemerkt werden, dass die Grenzfla¨chenspannung γ und
der kinetische Koeffizient β in der Gleichung (2.13) eine Richtungsabha¨ngigkeit
aufweisen ko¨nnen (siehe Gleichungen (2.6) und (2.8)). Ein weiterer Unterschied
zu den bereits vorgestellten Gleichungen (2.1) - (2.10) neben dem fehlenden Kon-
zentrationsfeld ist, dass die Diffusion jetzt nur in der flu¨ssigen Phase stattfindet
und der Transport in der festen Phase vernachla¨ssigt wird. Dieses Modell wird
als das einseitige Modell bezeichnet.
Nun wird ein dimensionsloses Temperaturfeld u durch folgende Skalierung ein-
gefu¨hrt:
u =
cp (T − T∞)
L
(2.15)
T∞ ist die Temperatur der flu¨ssigen Phase (Schmelze), in welche die feste Phase
(Keim) hineinwa¨chst. Die Unterku¨hlung der flu¨ssigen Phase, Tm−T∞, bestimmt,
ob und wie schnell der Erstarrungsvorgang abla¨uft. Diese Gro¨ße kann ebenfalls
auf eine dimensionslose Unterku¨hlung skaliert werden:
∆ =
cp (Tm − T∞)
L
(2.16)
Die dimensionslose Unterku¨hlung vergleicht die latente Wa¨rme L, die pro Volu-
men bei der Erstarrung frei wird, mit der Wa¨rmemenge cp(Tm − T∞), die pro
Volumen beno¨tigt wird, um die Schmelze von der unterku¨hlten Temperatur T∞
auf die Phasenu¨bergangstemperatur Tm aufzuheizen. Diese Gro¨ße ist so definiert,
dass der Fall ∆ = 1 die Situation beschreibt, in welcher eine ebene Phasengrenze
mit einer konstanten Geschwindigkeit wachsen kann, denn nur in diesem Fall ist
die latente Wa¨rme, die pro Volumen durch das Wachstum der Phasengrenze frei
wird, genauso groß wie die Wa¨rme, die dasselbe Volumen an Schmelze vor der
Phasengrenze gerade bis auf die Schmelztemperatur erwa¨rmt.
Als Na¨chstes werden die Ortskoordinaten mit einer zuna¨chst beliebigen La¨ngen-
einheit l skaliert 3. Damit la¨sst sich der Nabla-Differentialoperator durch einen
3In der spa¨ter vorgestellten, numerischen Simulation des Modells ist die Gro¨ße l der Gitter-
abstand fu¨r die Diskretisierung des Diffusionsfeldes. Dort ist er dann nicht mehr vo¨llig frei
wa¨hlbar, sondern muss im Sinne der Stabilita¨t der numerischen Methoden eine hinreichende,
numerische Auflo¨sung gewa¨hrleisten.
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dimensionslosen Nabla-Operator ~∇? ausdru¨cken:
~∇ = 1
l
~∇?
Die Diffusionsgleichung (2.12) kann nun mit den bereits skalierten Gro¨ßen folgen-
dermaßen umgeschrieben werden:
l2
DT
∂u
∂t
= ~∇?2u
Nun bietet sich die Einfu¨hrung einer skalierten, dimensionslosen Zeit t? an:
t? =
DT
l2
t (2.17)
Damit lassen sich die urspru¨nglichen Gleichungen (2.12) - (2.14) des einseitigen
Modells mit einem Diffusionsfeld in ihrer endgu¨ltigen, skalierten Form schreiben:
∂u
∂t?
= ~∇?2u (2.18)
uI = ∆− d?0κ? − β?v?n (2.19)
v?n = −~∇?uI ~n (2.20)
In der skalierten Gibbs-Thomson-Beziehung (2.19) ist ∆ die mit Gleichung (2.16)
eingefu¨hrte, dimensionslose Unterku¨hlung. d?0 ist die dimensionslose, Kapillarita¨ts-
la¨nge, die folgendermaßen definiert ist:
d?0 =
d0
l
mit d0 =
cpTmγ
L2
(2.21)
Die dimensionsbehaftete, Kapillarita¨tsla¨nge d0 hat die physikalische Einheit einer
La¨nge und fu¨hrt eine durch die Grenzfla¨chenspannung γ bestimmte La¨ngenskala
im Modell ein [16]. Zusammen mit der durch die Erstarrungsgeschwindigkeit v
und die Diffusionskonstante DT bestimmten Diffusionsla¨nge lD = 2D/v definiert
diese kapillare La¨ngenskala eine kritische Wellenla¨nge
λ? =
1√
2
ρMS = 2pi
√
1
2
lD d0 .
Eine lineare Stabilita¨tsanalyse einer ebenen, wachsenden Phasengrenze zeigt [3,
16], dass diese ebene Grenzfla¨che (linear) instabil gegenu¨ber Sto¨rungen mit Wel-
lenla¨ngen, die gro¨ßer oder gleich dieser kritischen Wellenla¨nge λ? sind, ist. Die
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Bezeichnung unskaliert skaliert
Temperatur T u =
cp(T − T∞)
L
Zeit t t? =
DT
l2
t
Ort x x? =
x
l
Geschwindigkeit v v? =
l
DT
v
Kapillarita¨tsla¨nge d0 =
cp Tm γ
L2
d?0 =
cp Tmγ
L2 l
kinetischer Koeffizient β β? =
DT cp
L l
β
Tabelle 2.1: U¨bersicht der im Folgenden genutzten Skalierung des Sharp-Interface-
Modells.
Gro¨ße ρMS ist die so genannte Mullins-Sekerka-La¨nge, welche die kleinste La¨ngen-
skala darstellt, die in der Morphologie der Phasengrenze auftritt. Sie ist anschau-
lich betrachtet der geometrische Mittelwert aus der Kapillarita¨tsla¨nge d0 und der
Diffusionsla¨nge lD.
In Gleichung (2.19) ist weiterhin κ? die dimensionslose, lokale Kru¨mmung der
Phasengrenze, β? der skalierte, dimensionslose, kinetische Koeffizient und v?n die
dimensionslose, lokale Wachstumsgeschwindigkeit der Phasengrenze in Normalen-
richtung. Eine U¨bersicht aller skalierten Gro¨ßen des Modells ist in Tabelle 2.1 zu
finden.
Anstelle der Temperatur als kontrollierendes Diffusionsfeld kann auch die Kon-
zentration der solutalen Komponente eines bina¨ren Stoffgemisches auftreten. Da-
durch a¨ndert sich weder die Art des Modells, noch die Art der damit erzeug-
ten Pha¨nomene. Dies liegt darin begru¨ndet, dass der Transport beider Gro¨ßen
durch denselben Mechanismus (die Diffusion) modelliert wird und dass beide
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Gro¨ßen gleichberechtigte Kontrollparameter fu¨r den Phasenu¨bergang sind. Die
gleichwertige Rolle dieser beiden Gro¨ßen wird auch darin deutlich, dass die ska-
lierten Gleichungen des Sharp-Interface-Modells fu¨r beide Gro¨ßen identisch sind.
Diese Gleichwertigkeit ist jedoch in einem formalen, mathematischen und nicht
im thermodynamischen Sinne gemeint. Thermodynamisch betrachtet lassen sich
Temperatur und Konzentration nur im Gleichgewicht als austauschbar betrachten
und ko¨nnen dann anhand der Solidus- und Liquidus-Linien ineinander umgerech-
net werden.
Wenn die solutale Konzentration c als Diffusionsfeld verwendet wird, dann a¨ndert
sich die Skalierung auf ein dimensionsloses Feld:
u =
c− c∞
∆c
(2.22)
Hierbei ist c∞ die Konzentration in der flu¨ssigen Phase. ∆c ist die Mischungslu¨cke,
die den Konzentrationssprung zwischen fester und flu¨ssiger Phase beschreibt. Sie
kann als Analogon zur volumenbezogenen, latenten Wa¨rme fu¨r das Modell mit
Temperaturfeld betrachtet werden und stellt die Konzentration dar, die bei der
Erstarrung an der Phasengrenze in die flu¨ssige Phase freigesetzt wird und dort zur
Aufrechterhaltung des Wachstumsprozesses abtransportiert werden muss. Ebenso
wie im wa¨rmebestimmten Modell la¨sst sich auch hier eine dimensionslose Gro¨ße
definieren, die die Dynamik des Erstarrungsvorganges charakterisiert:
∆ =
cm − c∞
∆c
(2.23)
∆ wird in diesem Fall als dimensionslose U¨bersa¨ttigung bezeichnet und vergleicht
die bei der Erstarrung freiwerdende Konzentration mit der Differenz zwischen der
Phasengleichgewichtskonzentration (Schmelzkonzentration) und der Konzentrati-
on in der flu¨ssigen Phase.
Aufgrund dieser Skalierung a¨ndert sich auch die Berechnung der skalierten Koeffi-
zienten der Gibbs-Thomson-Beziehung im Vergleich zum Temperaturmodell. Die
Unterschiede in der Skalierung fu¨r beide Arten des Modells sind in der Tabelle
2.2 gegenu¨bergestellt.
Das Sharp-Interface-Modell (2.18) - (2.20) besitzt fu¨r d?0 = 0 und β
? = 0 ei-
ne einfache, stationa¨re Lo¨sung mit einer parabelfo¨rmigen Phasengrenze. Diese so
genannte Ivantsov-Lo¨sung wird im Anhang B diskutiert.
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Bezeichnung Temperaturfeld Konzentrationsfeld
Diffusionsfeld u =
cp(T − T∞)
L
u =
c− c∞
∆c
Kapillarita¨tsla¨nge d?0 =
cp Tm γ
L2 l
d?0 =
Tm γ
L l |ml| ∆c
kinetischer Koeffizient β? =
DT cp
L l
β β? =
Dc
l ∆c
β
Tabelle 2.2: Gegenu¨berstellung der skalierten Gro¨ßen fu¨r den Fall der
Temperatur- und Konzentrationsdiffusion als kontrollierender Trans-
portmechanismus.
2.1.3 Die numerische Implementierung
Die numerische Umsetzung des im vorigen Abschnitt beschriebenen Modells baut
auf einem Berechnungsverfahren auf, das im Rahmen der Arbeiten [16, 31, 14, 32]
entwickelt und vorgestellt wurde. Es handelt sich um eine Simulation, welche die
Diffusionsgleichungen (2.1) und (2.2), das heißt die Transportgleichungen in der
flu¨ssigen Phase, lo¨st und die Bewegung der Phasengrenze als freier Rand be-
rechnet. Die Diffusionskoeffizienten in der festen Phase D
′
T und D
′
c werden als
Null angenommen und somit jegliche Transportprozesse in der festen Phase ver-
nachla¨ssigt (einseitiges Modell). Das Modell wurde ra¨umlich zweidimensional im-
plementiert.
Die Diffusionsfelder werden auf quadratischen Gittern mit der Methode der fi-
niten Differenzen diskretisiert, um die entsprechenden Routinen zur Integration
der Diffusionsgleichungen einfach und schnell zu halten. Ein quadratisches Gitter
fu¨hrt allerdings zu einer merklichen, numerischen Anisotropie bei der Berechnung
des Phasengrenzenwachstums. Da das gesamte physikalische Problem in Bezug
auf die entstehenden Morphologien jedoch sehr empfindlich auf jegliche Art von
Anisotropie reagiert, wird diese unerwu¨nschte, numerische Anisotropie durch die
simultane Verwendung von mehreren, gegeneinander verdrehten und verschobe-
nen Gittern fu¨r jedes Diffusionsfeld minimiert. Dabei wird das Wachstum der
Phasengrenze u¨ber alle Gitter gemittelt. Zur zeitlichen Integration der Diffusi-
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onsgleichungen wird ein explizites Verfahren erster Ordnung verwendet.
Die Phasengrenze wird als Polygonzug mit einer vom Gitterabstand unabha¨ngigen
Auflo¨sung diskretisiert, das heißt ihre Bewegung erfolgt auch zwischen den Gitter-
punkten. Nach der Berechnung eines Wachstumsschrittes wird der Punktabstand
auf dem Polygonzug durch das Einfu¨gen und Entfernen von Punkten und durch
Punktdiffusion entlang der Phasengrenze reguliert. Dies ermo¨glicht eine optima-
le, angepasste Auflo¨sung der Phasengrenze: In Gebieten mit großen Kru¨mmungen
werden entsprechend mehr Punkte zur Diskretisierung verwendet und in Gebieten
mit kleineren Kru¨mmungen entsprechend weniger Punkte.
Die Wachstumsgeschwindigkeit eines Punktes der diskretisierten Phasengrenze
wird aus dem Gradient der Diffusionsfelder an diesem Punkt in Richtung des in
die flu¨ssige Phase zeigenden Normalenvektors der Phasengrenze berechnet. Da
die Phasengrenze wie bereits erwa¨hnt unabha¨ngig von den Diffusionsfeldgittern
diskretisiert ist, muss fu¨r diese Gradientenberechnung eine Interpolation durch-
gefu¨hrt werden. Diese Interpolation wird mit einer Genauigkeit zweiter Ordnung
mit sechs Stu¨tzpunkten im Diffusionsfeld berechnet. Um eine hohe Pra¨zision der
Wachstumsgeschwindigkeitsberechnung zu gewa¨hrleisten, wird weiterhin eine spe-
zielle Randelementmethode verwendet, bei der auf der Phasengrenze zusa¨tzliche
Hilfspunkte zur Berechnung der Wachstumsgeschwindigkeit eingefu¨hrt werden
[16]. Diese Methode soll in der Grafik 2.2 veranschaulicht werden: Um die Ge-
schwindigkeit der Phasengrenze am Punkt i zu berechnen, werden zuna¨chst von
den anliegenden Phasengrenzensegmenten [i − 1; i] und [i; i + 1] jeweils die den
Punkt i beinhaltenden Ha¨lften betrachtet. Diese werden im Folgenden als linke
Segmentha¨lfte Kl und rechte Segmentha¨lfte Kr bezeichnet. In jeder der beiden
Segmentha¨lften wird nun ein diskreter, a¨quidistanter Satz von Hilfspunkten ein-
gefu¨hrt, an denen jeweils der Gradient des Diffusionsfeldes und daraus die lokale
Wachstumsgeschwindigkeit aj berechnet wird. Nun wird fu¨r jede der beiden Seg-
mentha¨lften der Mittelwert al (fu¨r die linke Segmentha¨lfte) und ar (fu¨r die rechte
Segmentha¨lfte) der Geschwindigkeiten aj der Hilfspunkte gebildet. Mit diesen
Geschwindigkeitsmittelwerten al und ar wird das linke bzw. das rechte Segment
verschoben und die Schnittpunkte der verschobenen Segmentfronten mit der Nor-
malen am Phasengrenzenpunkt i berechnet. (Diese Schnittpunkte sind nicht not-
wendigerweise identisch.) Aus der Lage des Mittelpunktes zwischen den beiden
Schnittpunkten auf der Normalen wird nun die Geschwindigkeit des Punktes i
der Phasengrenze berechnet.
An dieser Stelle soll erwa¨hnt werden, dass die Interpolation zur Berechnung des
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Feldgradienten an den Hilfspunkten einen systematischen Fehler und damit ein
numerisches Rauschen in der gesamten Rechnung erzeugt. Der Einfluss eines Rau-
schens auf die Wachstumseigenschaften einer dendritischen Struktur ist in theo-
retischen Arbeiten untersucht worden. In diesen Untersuchungen hat sich gezeigt,
dass zum einen das Rauschen den Mechanismus zur Ausbildung der Seitenarme
darstellt und dass zum anderen eine kritische Rauschamplitude existiert, ab wel-
cher die Dendritenspitze durch das Rauschen instabil wird [33, 34]. Die kritische
Rauschamplitude ist von der Anisotropie εm abha¨ngig und wird aufgrund dessen
nur fu¨r sehr kleine Anisotropien vom numerischen Rauschen erreicht [16]. Dies
bedeutet, dass außer im Fall kleiner Anisotropien 4 die Wachstumseigenschaften
der Dendritenspitze nicht vom numerischen Rauschen beeinflusst werden.
Die Simulation rechnet in einem mit der Spitze der Phasengrenze mitbewegten
Bezugssystem, sodass die Phasengrenzen und Diffusionsfelder der einzelnen Git-
ter von Zeit zu Zeit abgeschnitten und zuru¨ckverschoben werden.
Zusa¨tzlich zu den soeben ausgefu¨hrten Beschreibungen der Sharp-Interface-Simu-
lation ist eine U¨bersicht der Struktur des Codes in der Grafik 2.1 dargestellt.
Numerische Instabilita¨t fu¨r stark unterschiedliche DT und Dc
Fu¨r die meisten Legierungen unterscheiden sich die Transporteigenschaften fu¨r die
Wa¨rme und die Teilchen der gelo¨sten Komponente in der Schmelze sehr stark 5,
sodass zwischen den entsprechenden Diffusionskonstanten DT und Dc fu¨r gewo¨hn-
lich Unterschiede von mehreren Gro¨ßenordnungen liegen.
In diesem Fall ist das bereits beschriebene und implementierte, numerische Verfah-
ren, in welchem die beiden Transportfelder mit derselben numerischen Auflo¨sung
diskretisiert werden, nicht mehr stabil. Im Rahmen dieser Arbeit wurden jedoch
zwei spezielle Fa¨lle der Erstarrung von Legierungen untersucht, in welchen das
beschriebene Modell modifiziert und analog zur bisherigen Vorgehensweise gelo¨st
werden kann.
Zum einen kann man annehmen, dass das Wachstum der festen Phase in einem
konstanten Temperaturgradienten stattfindet, wie es zum Beispiel bei der gerich-
teten Erstarrung der Fall ist, und die Temperaturdiffusion vernachla¨ssigt werden
kann. Dies setzt voraus, dass die pro erstarrendem Volumenelement freiwerden-
de, latente Wa¨rme relativ klein ist und diese Wa¨rme sehr schnell im Vergleich
zum Stofftransport durch die feste Phase abgeleitet wird. In diesem Fall der so
4In [16] wird ein kritischer Anisotropie-Wert von εm = 0.05 angegeben.
5Die solutale Diffusion la¨uft zumeist sehr viel langsamer ab als die Wa¨rmediffusion.
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genannten gerichteten Erstarrung wa¨chst die feste Phase entgegengesetzt zum
Temperaturgradienten (zum Wa¨rmestrom) und die Phasengrenze neigt zur Aus-
bildung zellula¨rer oder kolumnar-dendritischer Instabilita¨ten. Dieses Thema wird
im Unterkapitel 2.2 behandelt.
Zum anderen kann man aufgrund stark unterschiedlicher Diffusionskonstanten
bereits in der Modellierung eine Skalentrennung der beiden Transportprozesse
durchfu¨hren. Diese Skalentrennung kann mittels der Durchfu¨hrung einer Homo-
genisierung erreicht werden und ermo¨glicht es, beide Diffusionsprozesse zu berech-
nen. Hierzu ist Na¨heres im Unterkapitel 3.1 zu finden.
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bei Bedarf: Zuru¨ckverschieben & Abschneiden
von Diffusionsfeld und Phasengrenze (alle Gitter)
?
Messung von Wachstumsgeschwindigkeit
und Radius der Spitze
?
Transformation von Diffusionsfeld & Phasengrenze
von Gitter 1 auf die anderen Gitter
durch Translation & Rotation
?
Regulation der Diskretisierung der Phasengrenze
(Punktanzahl & -abstand) auf Gitter 1
?
Verschiebung der Phasengrenze auf Gitter 1
anhand der gemittelten Wachstumsgeschwindigkeit
?
Mittelung der bereits berechneten Wachstums-
geschwindigkeiten u¨ber alle Gitter
?
Berechnung eines Diffusionsschrittes (alle Gitter)
?
Erzeugung der Randbedingungen fu¨r das Diffusions-
feld auf der Phasengrenze (Gibbs-Thomson)
und den a¨ußeren Ra¨ndern (alle Gitter)
?
Berechnung der lokalen Wachstumsgeschwindigkeit
fu¨r die Punkte der Phasengrenze (alle Gitter)
?
Transformation von Diffusionsfeld & Phasengrenze von
Gitter 1 auf die anderen Gitter durch Translation & Rotation
?
Initialisierung der Phasengrenze und des Diffusionsfeldes
auf Gitter 1 (z.B. mit Ivantsov-Lo¨sung)
- ff
Abbildung 2.1: Struktur der Sharp-Interface-Simulation. Nach dem Initialisie-
rungsteil besteht das Programm aus einer inneren und einer a¨uße-
ren Zeitschleife.
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K 1 K 2
a 1
a 2
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a 4
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Abbildung 2.2: Skizze zur Randelementmethode zur Berechnung der Wachstums-
geschwindigkeit am Punkt i der Phasengrenze.
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2.2 Die Sharp-Interface-Modellierung von
kolumnarem Wachstum
2.2.1 Das Modell
Wird wa¨hrend eines Erstarrungsvorganges die Wa¨rme aus dem erstarrenden Ma-
terial gezielt an nur einer Seite der Probe abgeleitet 6, so spricht man von gerich-
teter Erstarrung. Wenn die Bedingungen fu¨r einen solchen Erstarrungsvorgang
derart sind, dass die Phasengrenze morphologisch instabil ist und zur Ausbildung
einer dendritischen Morphologie neigt, dann wachsen diese Dendriten als kolum-
nare Dendriten, das heißt, sie wachsen parallel zueinander in dieselbe Richtung
[26, 6]. Die Wachstumsrichtung ist dabei dem Wa¨rmestrom entgegengerichtet. Als
Beispiel ist in der Abbildung 2.3 die Kontur von kolumnaren Dendriten, die mit
der Sharp-Interface-Simulation berechnet wurden, zu sehen. d1 bezeichnet in der
Grafik den Prima¨rabstand der kolumnaren Dendriten, der ein wichtiges Charak-
terisierungsmerkmal dieser Art von Dendriten darstellt.
1d
Abbildung 2.3: Zweidimensionale Kontur einer kolumnaren, dendritischen Pha-
sengrenze. d1 bezeichnet den Prima¨rabstand.
Das im Abschnitt 2.1.1 erla¨uterte Sharp-Interface-Modell kann entsprechend mo-
difiziert werden, um anstatt der vollen Wa¨rmediffusion den Einfluss eines von
außen vorgegebenen Temperaturgradienten zu beru¨cksichtigen. Damit ist es ins-
6Allgemein ausgedru¨ckt muss ein Temperaturgradient vorliegen.
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besondere mo¨glich, die gerichtete Erstarrung von Legierungen, bei denen sich die
Diffusionskoeffizienten fu¨r Wa¨rme und solutale Konzentration sehr stark unter-
scheiden, zu modellieren. In diesem Fall wird das Wachstum der mikroskopischen
Phasengrenze in Bezug auf die kontrollierenden Transportprozesse als nur noch
durch die Diffusion der gelo¨sten Komponente bestimmt betrachtet, wa¨hrend die
Wa¨rmediffusion vernachla¨ssigt wird und stattdessen ein vorgegebener, ra¨umlicher
Temperaturgradient angenommen wird 7. Als neue Parameter mu¨ssen dafu¨r der
ra¨umliche Gradient ∂T
∂z
und die Ku¨hlrate ∂T
∂t
- beru¨cksichtigt werden.
Ein Spezialfall der gerichteten Erstarrung ist das Bridgeman-Verfahren, bei dem
die erstarrende Probe mit einer konstanten Ziehgeschwindigkeit v0 in einem kons-
tanten, ra¨umlichen Temperaturgradienten ∂T
∂z
in Richtung der abnehmenden Tem-
peratur bewegt wird (siehe Abbildung 2.4). Das hat zur Folge, dass die Phasen-
cold cold
hot hot
v
x
zliquid
solid
Abbildung 2.4: Skizze zum Bridgeman-Verfahren. Bei dieser Methode wird die er-
starrende Probe mit konstanter Ziehgeschwindigkeit v durch einen
konstanten Temperaturgradienten zwischen einem heißeren und
einem ku¨hleren Wa¨rmekontakt bewegt.
grenze mit genau der Ziehgeschwindigkeit v0 wa¨chst und bedeutet, dass man in
diesem Fall die Wachstumsgeschwindigkeit der Phasengrenze von außen einstellen
kann.
Die Zieh- bzw. Wachstumsgeschwindigkeit la¨sst sich als Kombination der beiden
7Voraussetzungen hierfu¨r sind, dass die Wa¨rmediffusion um viele Gro¨ßenordnungen schnel-
ler abla¨uft als die Konzentrationsdiffusion und dass die bei der Erstarrung pro Volumen
freiwerdende, latente Wa¨rmemenge klein ist (in dem Sinne, dass sie den vorgegebenen Tem-
peraturgradienten nicht beeinflusst).
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Prozessparameter Ku¨hlrate und Temperaturgradient des allgemeinen Falls der
gerichteten Erstarrung darstellen:
v0 =
∂T
∂t
/
∂T
∂z
(2.24)
Zur Modellierung der gerichteten Erstarrung werden die Gleichungen (2.1) - (2.10)
des urspru¨nglichen Sharp-Interface-Modells aus Abschnitt 2.1.1 folgendermaßen
modifiziert:
• Die Diffusionsgleichungen, die Randbedingungen und die Erhaltungsbedin-
gung fu¨r das Temperaturfeld T entfallen.
• Die Gibbs-Thomson-Beziehung (2.7) wird nun fu¨r das Konzentrationsfeld c
formuliert.
• Der Temperaturgradient ∂T
∂z
und die Ku¨hlrate ∂T
∂t
gehen jetzt in diese Gibbs-
Thomson-Beziehung ein. Das heißt, sie beeinflussen das thermodynamische
Gleichgewicht an der Phasengrenze. Dieses Gleichgewicht ist damit nun u¨ber
den ra¨umlichen Temperaturgradienten von der Position der Phasengrenze
abha¨ngig und u¨ber die Ku¨hlrate von der Zeit.
Die Gleichungen des fu¨r diesen Fall grundlegenden Sharp-Interface-Modells lauten
damit:
∂c
∂t
= Dc~∇2c (2.25)
cI =
Tm − T0
ml
− Tm γ
ml L
κ− 1
ml
∂T
∂z
ξ
+
1
ml
∂T
∂t
t− β vn (2.26)
(1− k) cIvn = −Dc~∇cI~n (2.27)
T0 ist hier die Temperatur am unteren Rand des Systems (am unteren Wa¨rmekon-
takt). ξ ist die vertikale Position der Phasengrenzlinie in Bezug auf den unteren
Rand mit der urspru¨nglichen Temperatur T0: ξ = ξ(x, t) = zI(x, t).
Zur na¨heren Erkla¨rung des konstitutionellen Anteils der Gibbs-Thomson-Bezie-
hung (2.26) wird diese Gleichung ohne den kapillaren und den kinetischen Term
notiert und umgeformt:
cI =
Tm − T0
ml
− 1
ml
∂T
∂z
ξ +
1
ml
∂T
∂t
t
=
1
ml
[
Tm −
(
T0 +
∂T
∂z
ξ − ∂T
∂t
t
)]
(2.28)
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Der Term
(
T0 +
∂T
∂z
ξ − ∂T
∂t
t
)
der Gleichung (2.28) modelliert die Temperatur auf
der Phasengrenze, die von der urspru¨nglichen Bezugstemperatur T0 am unteren
Rand zum einen durch die (vera¨nderliche) Position der Phasengrenze abweicht
(∂T
∂z
ξ) und zum anderen durch die Ku¨hlrate (∂T
∂t
t). Mit der Annahme eines idea-
lisierten Phasendiagrammes, wie in Abbildung 2.5 dargestellt, ha¨ngt die Phasen-
gleichgewichtskonzentration cI aus Gleichung (2.28) linear von der Temperatur auf
der Phasengrenze ab. Fu¨r eine kleinere Temperatur auf der Phasengrenze ergibt
sich auch eine kleinere Phasengleichgewichtskonzentration auf der Phasengrenze.
Der lineare Zusammenhang zwischen beiden Gro¨ßen wird durch den Anstieg der
Liquidus-Linie ml modelliert. Ganz allgemein la¨sst sich dieser Zusammenhang
zwischen der Temperatur TI an der Phasengrenze und der Gleichgewichtskonzen-
tration cI an der Phasengrenze durch folgende Gleichung ausdru¨cken:
cI(TI) =
1
ml
(Tm − TI)
Fu¨r den Fall der Bewegung der Probe mit einer konstanten Ziehgeschwindigkeit
v0 lautet die Gibbs-Thomson-Beziehung anstelle von Gleichung (2.26):
cI =
Tm − T0
ml
− Tmγ
ml L
κ− 1
ml
∂T
∂z
(ξ − v0 t)− β vn (2.29)
Weiterhin resultiert aus der Annahme eines idealisierten Phasendiagrammes wie
in Abbildung 2.5 ein konstanter Segregationskoeffizient k in der Massenerhal-
tungsgleichung (2.27) an der Phasengrenze.
2.2.2 Die numerische Implementierung
Zur Berechnung des Modells (2.25) - (2.27) bzw. (2.29) auf dem Computer wur-
de das im Abschnitt 2.1.3 beschriebene, numerische Verfahren folgendermaßen
modifiziert [16]:
• Die vera¨nderte Gibbs-Thomson-Bedingung (2.26) bzw. (2.29) wurde imple-
mentiert.
• An den seitlichen Ra¨ndern wurden sowohl fu¨r das Diffusionsfeld als auch fu¨r
die Phasengrenze periodische Randbedingungen implementiert. Dies ist not-
wendig, weil die zu simulierenden, kolumnaren Dendriten eine lateral sehr
ausgedehnte Phasengrenze bilden. Daru¨ber hinaus ermo¨glichen die periodi-
schen Randbedingungen Rechnungen mit relativ kleinen Rechengebieten.
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T
c
mT
solid
liquid + solid
liquid
Abbildung 2.5: Idealisiertes T -c-Gleichgewichtsphasendiagramm einer verdu¨nn-
ten Lo¨sung (d.h. c ist klein). Im mit liquid gekennzeichneten Be-
reich ist nur die flu¨ssige Phase stabil und im Bereich mit solid nur
die feste Phase. Im Zweiphasengebiet liquid + solid koexistieren
feste und flu¨ssige Phase im thermodynamischen Gleichgewicht.
Die Grenzkurven zwischen den Phasengebieten wurden durch Ge-
raden idealisiert. Tm ist die Schmelztemperatur des reinen Mate-
rials, das heißt fu¨r c = 0.
Bei nichtperiodischen Randbedingungen mu¨sste ein vergleichsweise großer
Abstand zu den seitlichen Ra¨ndern gewa¨hrleistet werden (ca. acht Diffusi-
onsla¨ngen 8), da diese sonst die entstehenden Strukturen der Phasengrenze
beeinflussen wu¨rden.
2.2.3 Simulationen fu¨r Pb-Sn
Mit dem im vorigen Abschnitt beschriebenen, numerischen Verfahren wurden
Rechnungen fu¨r die gerichtete Erstarrung des bina¨ren, eutektischen Legierungs-
systems Pb-Sn durchgefu¨hrt. Ziel dieser Rechnungen war es, die Prima¨rabsta¨nde
d1 der kolumnaren Dendriten in Abha¨ngigkeit von der Ku¨hlrate
∂T
∂t
und dem ra¨um-
lichen Temperaturgradienten ∂T
∂z
als Prozessparameter des Erstarrungsvorganges
zu bestimmen. Diese Daten wurden dann als Eingangsdaten fu¨r eine Simulation
desselben Erstarrungsvorganges auf makroskopischer Skala verwendet. Das Ziel
hierbei war es, eine dynamische Kopplung zwischen mikroskopischer und makro-
8Diese Gro¨ße ist ein empirischer Wert [35].
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skopischer Erstarrungssimulation herzustellen. Das heißt, dass die Mikrostruktur-
abha¨ngigkeit der makroskopischen Simulation bei diesen Arbeiten durch eine von
den Prozessparametern abha¨ngige Mikrostruktur aus der mikroskopischen Simu-
lation realisiert wurde. Dies stellt eine signifikante Erweiterung gegenu¨ber bishe-
rigen Arbeiten auf diesem Gebiet dar, bei denen die Mikrostrukturabha¨ngigkeit
von makroskopischen Erstarrungssimulationen durch eine konstante, von Prozess-
parametern unabha¨ngige Mikrostruktur modelliert wurde. Na¨heres zu dieser dy-
namischen Kopplung findet sich im Abschnitt 3.2.
Die Rechnungen wurden fu¨r die untereutektische Legierungszusammensetzung
Pb-25wt% Sn durchgefu¨hrt. Fu¨r diese Legierungszusammensetzung erstarrt zu-
erst die so genannte α-Phase mit einem Pb-Gehalt von 80.8 wt%. Die kolumnar-
dendritische Erstarrung dieser Phase wurde simuliert. Das Gleichgewichtsphasen-
diagramm des Legierungssystems ist in der Abbildung 2.6 zu sehen.
Abbildung 2.6: T -c-Gleichgewichtsphasendiagramm der Pb-Sn-Legierung aus
[36]. Der eutektische Punkt dieses Legierungssystems liegt bei
cSn = 61.9wt% und T = 183
◦C.
Fu¨r die Pb-Sn-Legierung sind viele Materialparameter bekannt. Allerdings sind
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die fu¨r die Mikrostrukturmodellierung essentiellen Parameter der Gibbs-Thomson-
Beziehung (2.26), die Grenzfla¨chenspannung γ, die Sta¨rke ihrer Anisotropie ε4,
der kinetische Koeffizient β und dessen Anisotropie ε?4, fu¨r dieses Materialsystem
bis zum gegenwa¨rtigen Zeitpunkt nicht bestimmt worden und damit unbekannt.
Um trotzdem Rechnungen durchfu¨hren zu ko¨nnen, wurden zum einen die kine-
tischen Parameter auf Null gesetzt und zum anderen fu¨r die kapillaren Parame-
ter der Phasengrenze Werte aus der Literatur fu¨r reines Pb als Ausgangswerte
verwendet, die mit Molekulardynamik- und Monte-Carlo-Simulationen berechnet
worden sind [10, 37, 38]. Desweiteren wurden die Ergebnisse der Mikrostruk-
tursimulationen mit experimentell bestimmten Prima¨rabsta¨nden verglichen. Die
gemessenen Prima¨rabsta¨nde stammen aus Schliffbildern von Erstarrungsversu-
chen mit der Pb-25wt%Sn-Legierung. Die Prozessparameter ∂T
∂t
und ∂T
∂z
wurden
aus Ku¨hlkurven, dass heißt T (t)-Meßreihen bestimmt, die wa¨hrend der Erstar-
rungsexperimente aufgenommen wurden. Eine Beschreibung der experimentellen
Methoden findet sich in [18].
Daru¨ber hinaus wurden einige der soeben beschriebenen Rechnungen noch einmal
mit einem kinetischen Koeffizienten und einer kinetischen Anisotropie ungleich
Null wiederholt, um zusa¨tzlich den Einfluß dieser Gro¨ßen auf die Dynamik der
Prima¨rabsta¨nde zu untersuchen.
Bei der Durchfu¨hrung der ersten Testrechnungen zeigte sich das Problem, dass die
Simulation keine stabilen und physikalisch sinnvollen Ergebnisse lieferte. Weitere
Tests ergaben, dass sich die gewa¨hlten Parameter nicht in den fu¨r die Simulation
zuga¨nglichen, dimensionslosen Parameterbereich skalieren lassen.
In den ersten Testrechnungen bildete sich eine doublonische Morphologie aus,
wa¨hrend in den Experimenten die dendritische Morphologie beobachtet wurde 9.
Der wichtige Kontrollparameter fu¨r den U¨bergang zwischen beiden Morphologien
ist die Sta¨rke der Anisotropie im gesamten, modellierten System. Im Allgemei-
nen gibt es drei Quellen der Anisotropie in der hier diskutierten Modellierung:
die kapillare Anisotropie ε4 und die kinetische Anisotropie ε
?
4 als direkte Mo-
dellparameter und die numerische Anisotropie, die durch die Struktur der zur
Ortsdiskretisierung verwendeten Gitter in der numerischen Implementierung ent-
steht. Eine wichtige Eigenschaft des hier verwendeten, numerischen Berechnungs-
verfahrens ist jedoch dessen geringe numerische Anisotropie, welche durch die
simultane Rechnung auf mehreren, gegeneinander verdrehten Diskretisierungsgit-
tern erreicht wird, und die es bereits ermo¨glicht hat, numerische Untersuchungen
9Diese beiden Morphologien werden im Abschnitt 1.2 diskutiert.
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Bezeichnung Symbol Wert
Kapillarita¨tsla¨nge d0 5.0 · 10−7 m
kapillare Anisotropie ε4 0.1
Schmelztemperatur Tm 600.15 K
latente Wa¨rme L 2.32 · 104 J · kg−1
spezifische Wa¨rme cp 210 J · kg−1 ·K−1
Dichte ρ 1.0821 · 104 kg ·m−3
Anstieg der Liquidus-Linie ml 2.33 K ·%−1
Mischungslu¨cke bei Tm ∆c 17.43 %
Segregationskoeffizient k 0.3
Diffusionskonstante Dc 10
−7 m2 · s−1
Gitterabstand ∆x 10−5 m
Tabelle 2.3: U¨bersicht der Simulationsparameter in den Rechnungen fu¨r Pb-
25wt%Sn.
bei sehr kleinen Anisotropie-Parametern durchzufu¨hren [14]. Da die kinetischen
Parameter und somit auch die kinetische Anisotropie ε?4 in den Testrechnungen
auf Null gesetzt wurden, ließ sich aus dem Morphologieproblem schlussfolgern,
dass die gewa¨hlte kapillare Anisotropie ε4 (die dem Wert fu¨r reines Pb entsprach)
zu klein war. Deshalb wurde der Wert von ε4 in weiteren Testrechnungen erho¨ht,
bis sich der U¨bergang zur dendritischen Morphologie einstellte.
Weiterhin sollte es die wichtige Eigenschaft der Mikrostruktursimulationen sein,
im Hinblick auf die Kopplung zur makroskopischen Erstarrungssimulation die
Dynamik des Mikrostrukturwachstums zu modellieren. Deshalb wurden fu¨r die
Kapillarita¨tsla¨nge d0 und die Diffusionskonstante Dc als skalierender Materialpa-
rameter von den Literaturangaben abweichende Werte fu¨r die Simulationsrech-
nungen benutzt. Dies ist eine physikalisch vertretbare Lo¨sung, da diese Material-
parameter bei allen Rechnungen konstant blieben, wa¨hrend die Ku¨hlrate ∂T
∂t
und
der Temperaturgradient ∂T
∂z
variiert wurden und damit die fu¨r die gesuchte Dy-
namik des Mikrostrukturwachstums signifikanten Parameter waren. Eine Zusam-
menstellung der verwendeten Simulationsparameter ist in Tabelle 2.3 zu finden.
In der Literatur sind fu¨r die gea¨nderten Parameter die Werte d0 = 3.6 · 10−5 m,
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ε4 = 0.019 und Dc = 1.5 · 10−9 m2s−1 angegeben [10, 37].
Die Ergebnisse der Rechnungen sind in der Abbildung 2.7 veranschaulicht. Im
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Abbildung 2.7: Skalierte Prima¨rabsta¨nde d1 der kolumnaren Dendriten aus den
numerischen Simulationen fu¨r Pb-25wt%Sn. G bezeichnet den
ra¨umlichen Temperaturgradienten ∂T
∂z
und K die Ku¨hlrate ∂T
∂t
.
Die Werte des Prima¨rabstandes d1 wurden mit einem Faktor von
1/36.36 skaliert und farblich kodiert dargestellt.
Diagramm ist der skalierte Wert des Prima¨rabstandes d1, den die Simulationen
lieferten, in Abha¨ngigkeit von der Ku¨hlrate K = ∂T
∂t
und dem ra¨umlichen Tempe-
raturgradienten G = ∂T
∂z
farblich kodiert dargestellt. Die Skalierung erfolgte mit
einem einheitlichen Faktor von 1/36.36. Dieser Faktor wurde durch den Vergleich
der Prima¨rabsta¨nde aus der Simulation mit den gemessenen Absta¨nden aus den
Schliffen der Pb-Sn-Proben der Erstarrungsexperimente bestimmt. Die Kreuze in
der Farbfla¨che bezeichnen die Punkte im K-G-Parameterraum, fu¨r die Simulatio-
nen gerechnet wurden. Die Tatsache, dass die berechneten Prima¨rabsta¨nde um
einen Faktor 36.36 gro¨ßer sind als die experimentell bestimmten Prima¨rabsta¨nde,
hat mehrere Ursachen:
• Wie bereits erwa¨hnt worden ist, waren einerseits die fu¨r die Mikrostruktursi-
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mulation wichtigen Materialparameter γ, ε4, β und ε
?
4 des Pb-Sn-Legierungs-
systems nicht bekannt und andererseits ergab sich bei der Verwendung der
entsprechenden Werte von Pb das Problem, dass diese Parameter nicht in
dem der numerischen Simulation zuga¨nglichen Bereich lagen. Es bestand
also ein Parameterproblem.
• An dieser Stelle muss aber ebenso die experimentelle Bestimmung der Prima¨r-
absta¨nde kritisch hinterfragt werden. Die Schliffbilder der Pb-Sn-Proben
zeigten zumeist nur selten Bereiche, in denen eine homogene Mikrostruktur
vorlag und die kolumnaren Prima¨rabsta¨nde mit statistischer Aussagekraft
bestimmbar waren.
• Ein Mechanismus, der die Absta¨nde zwischen den kolumnaren Dendriten
beeinflussen kann und der jedoch in den hier durchgefu¨hrten Simulationen
unberu¨cksichtigt blieb, ist die Stro¨mung in der Schmelze.
Fu¨r Pb-Sn-Legierungen ist der solutale Auftrieb ungefa¨hr eine Gro¨ßenord-
nung gro¨ßer als der thermische Auftrieb [39]. Der auf die Sn-Konzentration
bezogene, solutale Ausdehnungskoeffizient fu¨r flu¨ssiges Pb-Sn ist positiv.
Das heißt, dass die Dichte der flu¨ssigen Phase mit steigendem Sn-Gehalt
zunimmt. Fu¨r untereutektische Pb-Sn-Legierungen bildet sich die feste α-
Phase an der Phasengrenze stets mit einem geringeren Sn-Gehalt als die
flu¨ssige Phase an der Phasengrenze (siehe Phasendiagramm in Abbildung
2.6). Dies bedeutet, dass sich vor der wachsenden α-Phase in der Schmelze
sta¨ndig Sn anreichert (und abtransportiert werden muss, damit der Erstar-
rungsprozess nicht zum Stillstand kommt). Hieraus folgt wiederum, dass
die Dichte der flu¨ssigen Phase mit dem Abstand von der Phasengrenze ab-
nimmt. Wenn die Erstarrung nun wie im hier betrachteten Fall entgegen-
gesetzt zur Richtung der Gewichtskraft gerichtet abla¨uft, dann liegt eine
stabile Schichtung der flu¨ssigen Phase vor und es sollte nicht zu solutalen
Auftriebsstro¨mungen kommen 10.
Diese Argumentation rechtfertigt zuna¨chst die Vernachla¨ssigung des Im-
10Bei der Erstarrung von Pb-Sn-Legierungen mit u¨bereutektischer Zusammensetzung findet
man an der Phasengrenze genau entgegengesetzte Verha¨ltnisse vor: Die feste β-Phase bildet
sich mit einer Sn-Konzentration, die gro¨ßer ist als die der flu¨ssigen Phase, sodass es zur
Sn-Verarmung der Schmelze an der Phasengrenze kommt. In diesem Fall nimmt die Dichte
der flu¨ssigen Phase mit der Entfernung von der Phasengrenze zu und es wu¨rde bei einer
Erstarrungsrichtung entgegengesetzt zur Richtung der Gewichtskraft zu einem konvektiv
instabilen Zustand der flu¨ssigen Phase kommen.
44
2.2 Sharp-Interface-Modellierung von kolumnarem Wachstum
pulstransportes im hier verwendeten Modell. Allerdings kann wa¨hrend der
betrachteten Erstarrung in Bezug auf den thermischen Auftrieb eine insta-
bile, konvektive Situation entstehen, da die Dichte der flu¨ssigen Phase mit
steigender Temperatur abnimmt. Der thermische Ausdehnungskoeffizient ist
zwar geringer als der solutale Ausdehnungskoeffizient, aber dennoch kann es
zu Konvektion kommen, wenn der Temperaturgradient entsprechend gro¨ßer
als der Konzentrationsgradient ist. Deshalb soll an dieser Stelle ausblickend
festgehalten werden, dass die Beru¨cksichtigung des Impulstransportes einen
na¨chsten, systematischen Schritt in der hier diskutierten Modellierung dar-
stellt.
Im Diagramm 2.8 sind die skalierten Prima¨rabsta¨nde d1 aus den numerischen
Simulationen fu¨r Pb-25wt%Sn in Abha¨ngigkeit von der dimensionslosen Wachs-
tumsgeschwindigkeit v0 aufgetragen. Die Wachstumsgeschwindigkeit la¨sst sich als
Kombination der Ku¨hlrate ∂T
∂t
und des Temperaturgradienten ∂T
∂x
darstellen (siehe
Gleichung (2.24)) und wurde hier als Parameter verwendet, um die Simulations-
ergebnisse im Folgenden direkt mit empirischen Relationen und Modellen aus der
Literatur vergleichen zu ko¨nnen. Der ra¨umliche Temperaturgradient hatte in die-
sen Rechnungen den konstanten Wert ∂T
∂x
= 2707.46 K ·m−1 und der kinetische
Koeffizient β war stets null.
Zusa¨tzlich zu den Simulationsergebnissen ist im Diagramm 2.8 das Ergebnis ei-
ner Regressionsanalyse fu¨r den funktionalen Zusammenhang d1(v0) = a · vb0 mit
den zwei freien Parametern a und b zu sehen (Regression 1 in der Grafik 2.8).
Dieser Potenzansatz fu¨r die gesuchte Abha¨ngigkeit d1(v0) wird durch das Mo-
dell von Hunt [40] zur direkten Berechnung des Prima¨rabstandes aus Material-
und Prozessparametern motiviert. Im Hunt-Modell ist b = −0.25, das heißt
d1(v0) ∼ v−0.250 . Derselbe funktionale Zusammenhang ist auch in den Model-
len von Kurz & Fisher [6] und Trivedi [41] zu finden. Alle drei Modelle bieten
den Vorteil, dass der Prima¨rabstand der kolumnaren Dendriten direkt durch ei-
ne Gleichung aus den Parametern des Systems berechnet werden kann und keine
zeitaufwendigen, numerischen Simulationen des Systems wie im Rahmen dieser
Arbeit durchgefu¨hrt werden mu¨ssen. Der entscheidende Nachteil dieser Modelle
ist jedoch, dass sie starke Vereinfachungen in Bezug auf die Morphologie der ko-
lumnaren Dendriten und in Bezug auf die Diffusionsprozesse direkt an der Phasen-
grenze annehmen, um die Gleichung fu¨r den Prima¨rabstand abzuleiten. Wie des-
halb in [6] angemerkt wird, sind diese Modelle nur fu¨r qualitative Aussagen u¨ber
Prima¨rabsta¨nde nu¨tzlich, anstatt diese pra¨zise vorherzusagen. Im Gegensatz zu
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diesen Modellen beru¨cksichtigt das in diesem Kapitel diskutierte Sharp-Interface-
Modell und dessen numerische Implementierung die gesamte Dynamik und die ge-
naue Morphologie des Erstarrungsvorganges. Die Regression lieferte den funktio-
nalen Zusammenhang d1(v0) = 3.8 ·10−6 v−0.790 . Da der Exponent −0.79 aus dieser
Regressionsanalyse erheblich vom Exponenten −0.25 der Modelle abweicht, wurde
eine zweite Regression fu¨r den funktionalen Zusammenhang d1(v0) = a · v−0.250 + c
mit den freien Parametern a und c und fixiertem Exponenten −0.25 durchgefu¨hrt
und ebenso im Diagramm 2.8 dargestellt (Regression 2 in der Grafik). Diese Re-
gression lieferte den Zusammenhang d1(v0) = 6.21·10−5 v−0.250 −8.98·10−5. Anhand
der Grafik ist ersichtlich, dass die funktionalen Zusammenha¨nge aus den beiden
Regressionen im untersuchten Wertebereich von v0 nur sehr gering voneinander
abweichen und somit auch die funktionale Abha¨ngigkeit d1(v0) ∼ v−0.250 aus den
Modellen die Ergebnisse aus den Simulationen gut beschreibt. Es ist sehr wahr-
scheinlich, dass die Modelle aufgrund der bereits diskutierten Nachteile nicht den
korrekten Exponenten enthalten und der aus der ersten Regressionsanalyse der Si-
mulationsergebnisse bestimmte Exponent−0.79 die Dynamik der Prima¨rabsta¨nde
genauer beschreibt. Um dies zu u¨berpru¨fen, mu¨ssen Simulationen fu¨r einen gro¨ße-
ren Wertebereich von v0 durchgefu¨hrt werden, da fu¨r gro¨ßere und kleinere Werte
von v0 die beiden Relationen sta¨rker voneinander abweichen. Allerdings traten
bei gro¨ßeren und kleineren Werten von v0 numerische Instabilita¨ten in den Simu-
lationsrechnungen auf und es war somit nicht mo¨glich, eine eventuelle Grenze der
Modelle von Hunt u.a. genauer aufzuzeigen. Jedoch deuten die durchgefu¨hrten
Studien eine Grenze dieser Modelle an.
Im Diagramm 2.9 ist die Abha¨ngigkeit des skalierten Prima¨rabstandes d1 aus den
Simulationen fu¨r Pb-25wt%Sn vom ra¨umlichen Temperaturgradienten ∂T
∂x
aufge-
tragen. Um außerdem den Einfluss der Beru¨cksichtigung von kinetischen Effek-
ten an der Phasengrenze zu untersuchen, wurde eine Reihe von Simulationen
ohne kinetischen Koeffizienten (β = 0) und eine weitere Reihe von Rechnun-
gen mit endlichem kinetischen Koeffizienten β = 11.65 wt% s/m durchgefu¨hrt.
Die Wachstumsgeschwindigkeit hatte in allen Simulationen den konstanten Wert
v0 = 347 µm · s−1. Fu¨r beide Simulationsreihen wurde wiederum eine Regres-
sionsanalyse fu¨r den durch die Modelle von Hunt, Kurz & Fisher und Trivedi
[40, 6, 41] motivierten Potenzansatz d1(
∂T
∂x
) = a · (∂T
∂x
)b mit den beiden freien Pa-
rametern a und b vollzogen. Die Graphen der Funktionen aus dieser Regressions-
analyse sind ebenfalls in der Grafik 2.9 dargestellt. Im Fall ohne Kinetik lieferte
die Regression die funktionale Abha¨ngigkeit d1(
∂T
∂x
) = 2.1552 · 10−3 · (∂T
∂x
)−0.47,
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wa¨hrend die Analyse fu¨r die Rechnungen mit kinetischem Koeffizienten die Rela-
tion d1(
∂T
∂x
) = 5.907 · 10−4 · (∂T
∂x
)−0.3 ergab. In allen erwa¨hnten Modellen hat diese
Abha¨ngigkeit die Form d1(
∂T
∂x
) ∼ (∂T
∂x
)−0.5. Somit zeigt sich, dass fu¨r den Fall
eines verschwindenden kinetischen Koeffizienten der Exponent −0.47 der Dyna-
mik der Prima¨rabsta¨nde recht gut mit dem in den Modellen angegebenen Expo-
nenten −0.5 u¨bereinstimmt. Aus den Rechnungen mit kinetischem Koeffizienten
ergibt sich jedoch eine abweichende Prima¨rabstandsdynamik, wie sehr deutlich
im Diagramm 2.9 zu erkennen ist. Dies fu¨hrt zu der Schlussfolgerung, dass die
vereinfachten Modelle von Hunt, Kurz & Fisher und Trivedi zur Berechnung der
Prima¨rabsta¨nde beim kolumnaren Wachstum nur wenig geeignet sind, wenn ki-
netische Effekte an der Phasengrenze beru¨cksichtigt werden mu¨ssen.
Fu¨r einen weiteren Vergleich der Rechnungen mit und ohne kinetischen Effekten
ist im Diagramm 2.10 der Anteil ∆T der dimensionslosen U¨bersa¨ttigung an der
Phasengrenze in Abha¨ngigkeit vom Temperaturgradienten ∂T
∂x
fu¨r beide Simulati-
onsreihen aufgetragen. ∆T steht fu¨r die Terme
∆T = ∆− ξ − v0 t
lT
=
1
∆c
(
Tm − T0
ml
− c∞
)
− 1
ml∆c
∂T
∂z
(ξ − v0 t)
der Gibbs-Thomson-Beziehung aus dem Abschnitt 2.2.1, wobei lT die thermische
La¨nge lT = ml∆c(
∂T
∂x
)−1 und c∞ die urspru¨ngliche, chemische Konzentration in
der Schmelze bezeichnet. Damit ist ∆T die dimensionslose Form der Beziehung
(2.28) fu¨r den konstitutionellen Anteil des thermodynamischen Gleichgewichtes
an der Phasengrenze. Im Diagramm 2.10 ist zu erkennen, dass sich auch bezu¨glich
∆T eine unterschiedliche Dynamik fu¨r die Rechnungen mit und ohne kinetischen
Effekten ergibt. Eine Regressionsanalyse dieser Simulationsergebnisse fu¨r den Po-
tenzansatz ∆T (
∂T
∂x
) = a · (∂T
∂x
)b mit den freien Parametern a und b ergab die
funktionale Abha¨ngigkeit ∆T (
∂T
∂x
) = 0.1167 · (∂T
∂x
)0.11 fu¨r die Rechnungen ohne
kinetische Effekte (β = 0) und ∆T (
∂T
∂x
) = 0.1703 · (∂T
∂x
)0.07 fu¨r die Rechnungen mit
kinetischen Effekten (β = 11.65 wt% s/m). Da die Gro¨ße ∆T keine kinetischen
und kapillaren Anteile entha¨lt, la¨sst die im Diagramm 2.10 erkennbare Tatsache,
dass generell ∆T (β = 11.65 wt% s/m) > ∆T (β = 0) gilt, nur die Schlussfolge-
rung zu, dass die Phasengrenze im kinetischen Fall an einer kleineren, ra¨umlichen
Position ξ im Temperaturgradienten und damit bei einer kleineren Temperatur
wa¨chst.
In der Literatur sind einige Arbeiten zu finden, in denen die Abha¨ngigkeit der in
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Experimenten gemessenen Prima¨rabsta¨nde kolumnarer Dendriten von den Erstar-
rungsparametern fu¨r Pb-Sn-Legierungen untersucht worden ist [42, 43, 44]. Der
funktionale Zusammenhang zwischen dem Prima¨rabstand d1 und dem ra¨umlichen
Temperaturgradient ∂T
∂x
und der Wachstumsgeschwindigkeit v0 wird in diesen Ar-
beiten, genauso wie in den Modellen von Hunt, Kurz & Fisher bzw. Trivedi, als
d1 ∼ (∂T∂x )−av−b0 angenommen. Die Exponenten a und b wurden durch Regressi-
onsanalysen der gemessenen Prima¨rabsta¨nde fu¨r diesen Potenzansatz bestimmt.
Wa¨hrend in [42] fu¨r die Exponenten die genauen Werte a = 0.32, b = 0.45 ange-
geben wurden, sind in den anderen Arbeiten jeweils Wertebereiche fu¨r die beiden
Exponenten zu finden: In [43] werden a = 0.31 . . . 0.41, b = 0.3 . . . 0.41 angegeben
und in [44] a = 0.29 . . . 0.71, b = 0.29 . . . 0.4. Allen Vero¨ffentlichungen lagen Ex-
perimente mit Pb-Sn-Legierungen verschiedener, chemischer Zusammensetzung
zugrunde. Die zusa¨tzliche Abha¨ngigkeit des Prima¨rabstandes von der Legierungs-
zusammensetzung wurde jedoch offensichtlich nur in [43] und [44] betrachtet und
untersucht, wa¨hrend sich in [42] hierzu keine Angaben finden.
Abschließend kann an dieser Stelle festgehalten werden, dass die im Rahmen die-
ser Arbeit zur gerichteten Erstarrung der Pb-25wt%Sn-Legierung durchgefu¨hr-
ten, numerischen Simulationen eine Dynamik der Prima¨rabsta¨nde der kolumna-
ren Dendriten zeigen, die im Fall der Vernachla¨ssigung von kinetischen Effekten
an der Phasengrenze mit der Dynamik aus vereinfachten, theoretischen Modellen
[40, 6, 41] zumindest qualitativ u¨bereinstimmt. In den Simulationen mit Beru¨ck-
sichtigung von kinetischen Effekten pra¨gte sich jedoch eine Abstandsdynamik aus,
die nicht mit jener aus den vereinfachten Modellen u¨bereinstimmt. Die aus ex-
perimentellen Untersuchungen gewonnenen Daten in der Literatur [42, 43, 44]
stimmen gut mit der v−0.30 -Dynamik bezu¨glich der Wachstumsgeschwindigkeit v0
aus den kinetischen Simulationsrechnungen u¨berein. Allerdings weisen die expe-
rimentellen Ergebnisse in der Literatur eine teilweise recht starke Streuung auf.
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Abbildung 2.8: Skalierte Prima¨rabsta¨nde d1 der kolumnaren Dendriten aus den
numerischen Simulationen fu¨r Pb-25wt%Sn in Abha¨ngigkeit von
der dimensionslosen Wachstumsgeschwindigkeit v0. Der Graph zur
Regression 1 stellt die Relation d1(v0) = 3.8 · 10−6 v−0.790 und der
Graph zur Regression 2 die Relation d1(v0) = 6.21 · 10−5 v−0.250 −
8.98·10−5 dar. Fu¨r die Regressionsanalyse 1 wurde der funktionale
Zusammenhang d1(v0) = a · vb0 mit den freien Parametern a und
b vorgegeben, wa¨hrend fu¨r die Regressionsanalyse 2 der Zusam-
menhang d1(v0) = a · v−0.250 + c mit den freien Parametern a und
c und fixiertem Exponenten −0.25 als Ansatz verwendet wurde.
Der zweite Regressionsansatz wird durch die Modelle von Hunt,
Kurz & Fisher und Trivedi [40, 6, 41] motiviert.
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Abbildung 2.9: Skalierte Prima¨rabsta¨nde d1 der kolumnaren Dendriten aus den
numerischen Simulationen fu¨r Pb-25wt%Sn in Abha¨ngigkeit vom
ra¨umlichen Temperaturgradienten G = ∂T
∂x
. Vergleich der Rech-
nungen ohne Beru¨cksichtigung von kinetischen Effekten an der
Phasengrenze (β = 0) mit den Rechnungen mit kinetischen Ef-
fekten (β = 11.65 wt% s/m). Die Graphen stellen die Ergebnis-
se der Regressionsanalyse dar: d1(
∂T
∂x
) = 2.1552 · 10−3 · (∂T
∂x
)−0.47
(fu¨r β = 0) und d1(
∂T
∂x
) = 5.907 · 10−4 · (∂T
∂x
)−0.3 (fu¨r β =
11.65 wt% s/m). Fu¨r die Regression wurde der durch die Modelle
von Hunt, Kurz & Fisher und Trivedi [40, 6, 41] motivierte Po-
tenzansatz d1(
∂T
∂x
) = a · (∂T
∂x
)b mit den beiden freien Parametern a
und b verwendet.
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Abbildung 2.10: Dimensionslose U¨bersa¨ttigung ∆T an der Phasengrenze mit kon-
stitutionellem Anteil aus den numerischen Simulationen fu¨r Pb-
25wt%Sn in Abha¨ngigkeit vom ra¨umlichen Temperaturgradien-
ten G = ∂T
∂x
. Vergleich der Rechnungen ohne Beru¨cksichtigung
von kinetischen Effekten an der Phasengrenze (β = 0) mit
den Rechnungen mit kinetischen Effekten (β = 11.65 wt% s/m).
Die Ergebnisse aus der Regressionsanalyse fu¨r den Potenzansatz
∆T (
∂T
∂x
) = a · (∂T
∂x
)b mit den freien Parametern a und b sind als
Graphen dargestellt. Aus den Rechnungen ohne kinetische Effek-
te wurde die Abha¨ngigkeit ∆T (
∂T
∂x
) = 0.1167 · (∂T
∂x
)0.11 ermittelt
und aus den Rechnungen mit kinetischen Effekten die Relation
∆T (
∂T
∂x
) = 0.1703 · (∂T
∂x
)0.07.
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3 Die gekoppelte Mikro- und
Makromodellierung des
Erstarrungsvorganges
Im Kapitel 1 u¨ber die Grundlagen zur Erstarrung sind die verschiedenen La¨ngen-
skalen, auf denen wa¨hrend eines Erstarrungsvorganges wichtige Prozesse ablaufen
und die es somit in der Modellierung zu beru¨cksichtigen gilt, bereits diskutiert
worden. Gegenwa¨rtig ist es noch nicht mo¨glich, alle diese La¨ngenskalen in einem
umfassenden, untersuchbaren Modell zu beru¨cksichtigen. Jedoch ermo¨glicht die
kontinuierlich anwachsende Leistungsfa¨higkeit moderner Computer die Untersu-
chung immer komplexerer Erstarrungsmodelle, die auch den Schritt zur Multi-
skalenmodellierung vollziehen.
Ein Ansatz in der Richtung der mehrskaligen Modellierung, der sich durch seine
Rigorosita¨t auszeichnet, wurde von Beckermann et. al. in [1, 2] vorgestellt. In
diesem Multiphasen-/Multiskalenmodell fu¨r die dendritische Erstarrung von Le-
gierungen werden die feste, die interdendritisch-flu¨ssige und die extradendritisch-
flu¨ssige Phase unterschieden. Mithilfe einer so genannten Volumenmittelungsme-
thode werden fu¨r mesoskopische Volumina, die mehrere dendritische Strukturen
enthalten und in denen die Temperatur ra¨umlich konstant ist, die Gleichungen fu¨r
die zeitliche Entwicklung der solutalen Konzentration in jeder der Phasen und die
Entwicklung der Volumenanteile fu¨r jede Phase abgeleitet. Die Untersuchungen
in [1, 2] beinhalten jedoch nicht die genaue, voll aufgelo¨ste Dynamik der einzel-
nen, dendritischen Mikrostrukturen im Sinne einer Mikrostrukturmodellierung,
sondern verwenden an deren Stelle eine gena¨herte, metallurgische Relation.
In [45] wird von Lee et. al. ein pha¨nomenologischer Ansatz fu¨r die mehrskali-
ge Modellierung am Beispiel der Erstarrung einer Al-Legierung diskutiert. Der
Schwerpunkt dieses Ansatzes liegt auf der gegenseitigen Beeinflussung von Poren
in der Mikrostruktur und des Druckfeldes auf der makroskopischen Skala. Dazu
wurden in [45] mit dem mikroskopischen Teil des Modells die Abha¨ngigkeiten
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der Porosita¨tseigenschaften von den Erstarrungsparametern zuna¨chst separiert
von der makroskopischen Dynamik aufgenommen. Aus diesen groben Abha¨ngig-
keiten wurden dann durch Regressionsanalysen analytische Relationen gewonnen
und diese wurden letztendlich im makroskopischen Modellteil genutzt. Allerdings
muss an dieser Stelle angemerkt werden, dass die Untersuchungen in [45] im Ge-
samteindruck von sehr qualitativem Charakter sind. Dies resultiert vor allem aus
dem Bestreben der Autoren, den Aufwand an Rechenleistung fu¨r die numerische
Untersuchung des Modells sehr gering zu halten, um das Modell fu¨r industrielle
Prozesse direkt einsetzbar zu machen.
Im Vergleich dieser beiden Ansa¨tze fu¨r die mehrskalige Modellierung ist jener nach
Beckermann der mathematisch fundiertere Ansatz. Wa¨hrend im von Lee verwen-
deten Modell die Teilmodelle der einzelnen La¨ngenskalen nach einer pha¨nome-
nologischen Methode miteinander gekoppelt werden, resultieren im Modell nach
Beckermann die Kopplungsmechanismen aus der Volumenmittelungsprozedur.
In diesem Kapitel der Arbeit werden zwei mehrskalige Modellierungsansa¨tze dis-
kutiert: Das Zweiskalenmodell ermo¨glicht einen mathematisch fundierten Schritt
von der mikroskopischen Modellierung eines einzelnen, a¨quiaxialen Dendriten ei-
ner bina¨ren Legierung zur mikro-makroskopischen Modellierung einer Gruppe
solcher Dendriten, die u¨ber den makroskopischen Wa¨rmetransport miteinander
wechselwirken. Der zweite Modellierungsansatz beschreibt eine pha¨nomenologi-
sche La¨ngenskalenkopplung zwischen einem reinen Mikrostrukturmodell und ei-
nem reinen makroskopischen Modell fu¨r die gerichtete Erstarrung einer bina¨ren
Legierung. Dabei wird in diesem Ansatz die Kopplung zuna¨chst nur in der Rich-
tung von der mikroskopischen zur makroskopischen Skala vollzogen, indem die
Permeabilita¨tskonstante in der makroskopischen Impulstransportgleichung aus
den mikroskopischen Absta¨nden der kolumnaren Dendriten berechnet wird.
Beide Mehrskalenmodelle unterscheiden sich vom oben vorgestellten Ansatz nach
Beckermann et. al., weil kein Volumenmittelungskonzept verwendet wird. Die Vo-
lumenmittelungsmodelle zeichnen sich zwar durch ihre Rigorosita¨t aus, haben je-
doch den Nachteil, dass sie fu¨r numerische Untersuchungen nur schwer zuga¨nglich
sind. Diese Modelle zeigen im Allgemeinen eine schlechte numerische Konvergenz
und erfordern einen hohen, algorithmischen Aufwand, wenn Stro¨mungen in der
flu¨ssigen Phase modelliert werden sollen. Diese Nachteile haben zur Folge, dass
derzeit nur vergleichsweise einfache Szenarios mit Volumenmittelungsmodellen
untersucht worden sind, wie beispielsweise die Studien mit laminarer Stro¨mung
und einer geringen numerischen Auflo¨sung in [46] fu¨r eine Al-Cu-Legierung. Fu¨r
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den hier vorgestellten, pha¨nomenologischen Skalenkopplungsansatz, der nach ak-
tuellemWissensstand erstmalig fu¨r ein Erstarrungsszenario die nichtlineare Dyna-
mik der Mikroskala an die Makroskala ankoppelt, wurde anstatt eines Volumen-
mittelungsansatzes ein sogenannter Mischungsansatz [47, 48] verwendet. Dieses
Modell erlaubt im Hinblick auf Stro¨mungen die Untersuchung ho¨herer Reynolds-
zahlen mit geringerem Aufwand als die Volumenmittelungsmodelle und ist deswe-
gen fu¨r das untersuchte Erstarrungsszenario zuna¨chst geeigneter (siehe Abschnitt
3.2.2).
Im Vergleich des ebenfalls oben vorgestellten, pha¨nomenologischen Mehrskalen-
ansatzes nach Lee et. al. mit dem hier im Folgenden diskutierten, pha¨nomeno-
logischen Ansatz zeigt sich ein grundlegend a¨hnliches Konzept. Die Unterschie-
de zwischen den beiden Modellierungsansa¨tzen bestehen darin, dass zum einen
unterschiedliche Mikrostrukturarten berechnet und damit auch unterschiedliche
Mikrostruktureigenschaften zur Skalenkopplung verwendet werden. Zum anderen
wird in [45] die zur Kopplung verwendete Dynamik der Mikrostruktureigenschaft
durch eine Regressionsanalyse der Ergebnisse aus den mikroskopischen Rechnun-
gen gena¨hert, bevor diese Dynamik in den makroskopischen Modellteil eingekop-
pelt wird. Fu¨r den im Folgenden diskutierten Modellierungsansatz wurde dagegen
die Mikrostrukturdynamik direkt in Form einer Tabelle dem makroskopischen
Modellteil zur Verfu¨gung gestellt. Dies erfordert im Vergleich zur Regressions-
methode in [45] eine gro¨ßere Anzahl von Mikrostrukturrechnungen, bietet damit
jedoch auch eine bessere Pra¨zision der Mikrostrukturdynamik und damit der Ska-
lenkopplung.
3.1 Mathematisch rigorose Zweiskalenmodellierung
3.1.1 Die Skalentrennung und das Zweiskalenmodell
In der Erstarrungsmodellierung sind die verschiedenen Skalen, auf denen relevan-
te Prozesse ablaufen und die es zu beru¨cksichtigen gilt, das zentrale Problem,
welches bereits im Kapitel 1.2 diskutiert wurde. Auch nach einer ersten, groben
Skalentrennung in mikroskopische und makroskopische Modellierung besteht diese
Skalenproblematik fu¨r die in dieser Arbeit betrachtete, mikroskopische Modellie-
rung weiterhin, wie im Folgenden erla¨utert werden soll.
Fu¨r die meisten Legierungen gibt es einen großen Unterschied zwischen den Ska-
len, auf denen die das Mikrostrukturwachstum kontrollierenden Transportprozesse
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ablaufen: Die Wa¨rmediffusion ist fu¨r gewo¨hnlich sehr viel schneller als die Teil-
chendiffusion 1 und la¨uft damit auf einer gro¨beren, schnelleren Skala ab, wa¨hrend
der Teilchentransport auf einer feinen, langsamen Skala stattfindet.
Im Hinblick auf numerische Untersuchungen mit dem Sharp-Interface-Modell, wie
es im Kapitel 2.1.1 mit den Gleichungen (2.1) - (2.10) vorgestellt wurde, erfordern
diese Skalenunterschiede die Anwendung spezieller Methoden der Numerik bzw.
der skalenu¨bergreifenden Analysis. Der Grund dafu¨r ist, dass in einer entsprechen-
den, numerischen Simulation die gleichartige Diskretisierung von Temperatur-
und Konzentrationsfeld, wie sie fu¨r das bisher diskutierte Sharp-Interface-Modell
eingefu¨hrt werden wu¨rde, aufgrund der unterschiedlichen Transportskalen eine ef-
fiziente, numerische Untersuchung des Modells mit der Rechenleistung derzeitig
verfu¨gbarer Computer nicht erlauben wu¨rde.
Die Skalenunterschiede motivieren jedoch die Durchfu¨hrung einer Skalentrennung
fu¨r die modellierenden Gleichungen. Eine mathematische Standardmethode fu¨r
eine Skalentrennung ist die Homogenisierung, welche auch im vorliegenden Fall
verwendet wurde, um im Sharp-Interface-Modell die Skalen des Wa¨rme- und Teil-
chentransports voneinander zu separieren [49]. Das mit dieser Methode abgeleitete
Modell erweist sich wieder als zuga¨nglich fu¨r numerische Untersuchungen.
Die Skalentrennung wird anhand eines Skalenparameters ε durchgefu¨hrt, der durch
das Verha¨ltnis der beiden, unterschiedlichen Transportskalen definiert ist:
ε =
lc
lT
. (3.1)
lc ist die feine La¨ngenskala, auf welcher die Teilchendiffusion abla¨uft und lT die
grobe La¨ngenskala der Wa¨rmediffusion. Fu¨r die folgenden, mathematischen Ab-
leitungen soll der Skalenparameter der Bedingung ε¿ 1 genu¨gen.
Eine weitere Voraussetzung besteht in der Annahme, dass es sich bei den betrach-
teten Mikrostrukturen um a¨quiaxiale Keime handelt, die ra¨umlich periodisch in
der Schmelze angeordnet sind. Die Annahme der ra¨umlichen Periodizita¨t stellt
zwar eine Idealisierung dar, wird jedoch im Rahmen der Homogenisierungstheo-
rie ha¨ufig verwendet und schließt nicht aus, dass das entstehende, homogenisierte
Modell auch fu¨r allgemeinere Situationen anwendbar ist [49].
Die Situation vor der Durchfu¨hrung der Homogenisierung ist in der Grafik 3.1a
dargestellt: In einer Legierungsschmelze sind a¨quiaxiale Keime periodisch ver-
1Fu¨r Pb-Sn-Legierungen werden zum Beispiel folgende Diffusionskonstanten angegeben: Dc ∼
10−9 m2s−1 und DT ∼ 10−5 m2s−1. Das heißt, hier liegen ungefa¨hr vier Gro¨ßenordnungen
zwischen den beiden Transportkoeffizienten.
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Abbildung 3.1: Veranschaulichung der physikalischen Situation zum Zweiskalen-
modell: (a) vor der Homogenisierung und (b) danach.
teilt. Die beiden Transportgleichungen des Sharp-Interface-Modells mu¨ssen in der
gesamten Schmelze gelo¨st werden und fu¨r beide Gleichungen muss die Gibbs-
Thomson-Beziehung sowie die entsprechende Erhaltungsgleichung entlang der
Phasengrenze eines jeden Keims modelliert und gelo¨st werden. Die Transportpro-
zesse in der festen Phase der einzelnen Keime werden vernachla¨ssigt (einseitige
Modellierung, siehe Abschnitt 2.1.2).
Als erster Schritt zur Skalentrennung wird der bereits eingefu¨hrte Skalenparame-
ter ε verwendet, um fu¨r die ortsabha¨ngigen Gro¨ßen des Sharp-Interface-Modells
Reihenentwicklungen durchzufu¨hren:
Tε(t, ~x) = T0(t, ~x,
~x
ε
) + εT1(t, ~x,
~x
ε
) + ε2T2(t, ~x,
~x
ε
) + . . . (3.2)
cε(t, ~x) = c0(t, ~x,
~x
ε
) + εc1(t, ~x,
~x
ε
) + ε2c2(t, ~x,
~x
ε
) + . . . (3.3)
vε(t, ~x) = εv0(t, ~x,
~x
ε
) + ε2v1(t, ~x,
~x
ε
) + . . . (3.4)
Damit wurde neben der bisherigen, einzigen, ra¨umlichen Koordinate ~x eine zusa¨tz-
liche Koordinate ~y = ~x
ε
eingefu¨hrt. Diese neue Koordinate ~y beschreibt die mi-
kroskopische, feine Skala (die Skala des Teilchentransports und des Wachstums
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der Mikrostrukturen), wa¨hrend die Koordinate ~x die makroskopische, grobe Skala
(die Skala des Wa¨rmetransportes) beschreibt.
Die Reihenentwicklungen (3.2) - (3.4) werden als na¨chster Schritt in die Gleichun-
gen des Sharp-Interface-Modells (2.1) - (2.10) eingesetzt. Die nun entstandenen
Gleichungen bestehen aus Termen, die unterschiedliche Potenzen von ε enthal-
ten. Fu¨r die Ableitung des Zweiskalenmodells werden getrennt fu¨r jede Gleichung
jeweils die Terme betrachtet, welche die Entwicklungskoeffizienten zweiter Ord-
nung aus den asymptotischen Reihenentwicklungen (3.2) - (3.4) enthalten. Von
diesen Termen zweiter Ordnung werden nun nur jene beru¨cksichtigt, die die nied-
rigste Ordnung der Potenz von ε enthalten und alle anderen Terme werden ver-
nachla¨ssigt. Damit ergeben sich die Gleichungen des Zweiskalenmodells:
Makroskala:
∂
∂t
(
T (t, ~x)− L
cp
²s(t, ~x)
)
= DT ~∇2T (t, ~x) (3.5)
∂T (t, ~x)
∂~x
∣∣∣∣
R
~n = Bi (Ta − TR(t, ~x)) (3.6)
Mikroskala:
∂c(t, ~y)
∂t
= Dc~∇2c(t, ~y) (3.7)
cI(t, ~y) = cm − cm γ
L
κ(t, ~y)− m˜lT (t, ~x)
−β˜vn(t, ~y) (3.8)
∆c vn(t, ~y) = −Dc~∇cI(t, ~y)~n (3.9)
Die Gleichung (3.5) modelliert den Wa¨rmetransport, der nun auf der separierten,
makroskopischen Skala stattfindet. Der Term − L
cp
²s(t, ~y) ist der Quellterm der
latenten Wa¨rme, die durch das Wachstum der a¨quiaxialen Mikrostrukturen in
das makroskopische Temperaturfeld freigesetzt wird. Dabei ist ²s(t, ~y) der lokale
Volumenanteil der festen Phase, dessen zeitliche A¨nderung die Menge der lokal
frei werdenden, latenten Wa¨rme bestimmt.
Gleichung (3.6) ist die Randbedingung fu¨r den Wa¨rmetransport. Diese Randbe-
dingung wird als Biotsche Randbedingung bezeichnet und setzt den Wa¨rmestrom
u¨ber den Rand R proportional zur Differenz zwischen der Randtemperatur TR
und der Umgebungstemperatur Ta. Die Proportionalita¨tskonstante Bi ist die so
genannte Biot-Zahl. Fu¨r den Fall Bi = 0 ergibt sich ein ideal isolierender Rand,
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wa¨hrend fu¨r Bi → ∞ ein ideal wa¨rmeleitender Rand resultiert. Diese Rand-
bedingung soll den Fall einer realen Beha¨lterwand modellieren, bei welcher der
Wa¨rmefluss durch diese Wand zum einen von den Wa¨rmeleitungseigenschaften
der Wand und den U¨bergangseigenschaften von der Wand zum Außenmedium
abha¨ngt (beides zusammengefasst in der Biot-Zahl), und zum anderen aber auch
von der Differenz zwischen Innen- und Außentemperatur. Der Sinn dieser Rand-
bedingung ist es, eine Ku¨hlung des betrachteten Ausschnittes der Schmelze zu
modellieren und die durch das Wachstum der a¨quiaxialen Keime entstehende, la-
tente Wa¨rme aus dem Gebiet abzufu¨hren.
Die Gleichung (3.7) modelliert den solutalen Transport, der auf der mikrosko-
pischen Skala stattfindet. Gleichung (3.8) ist die entsprechende Randbedingung
fu¨r das Konzentrationsfeld auf der Phasengrenze (die bereits diskutierte Gibbs-
Thomson-Beziehung), die nun fu¨r die Konzentration c formuliert wurde. cm ist
hier analog zur Schmelztemperatur die Konzentration, bei der sich die feste und
die flu¨ssige Phase miteinander im thermodynamischen Gleichgewicht befinden.
Die Gro¨ßen m˜l und β˜ sind folgendermaßen mit den entsprechenden Gro¨ßen der
Gibbs-Thomson-Beziehung (2.7) aus Kapitel 2.1.1 verknu¨pft: m˜l = 1/ml und
β˜ = β/ml. Gleichung (3.9) formuliert die ebenfalls bereits diskutierte Model-
lierung der Massenerhaltung an der Phasengrenze. Fu¨r diese Gleichung wurde
allerdings eine konstante Mischungslu¨cke ∆c angenommen, sodass hier im Gegen-
satz zur Erhaltungsgleichung im Kapitel 2.1.1 der Segregationskoeffizient K nicht
mehr auftritt.
Der Gewinn durch die Anwendung der Homogenisierung im Hinblick auf die Er-
starrungsmodellierung ist, dass nun die Gleichungen fu¨r den schnellen Wa¨rme-
transportmechanismus vom geometrisch und numerisch komplizierten Mikrostruk-
turwachstumsproblem bis auf eine einfache, additive Kopplungsgro¨ße separiert
werden konnten. Das heißt, dass fu¨r das Temperaturfeld T (t, ~x) nun die kompli-
zierten Gleichgewichts- und Erhaltungsbedingungen an der mikroskopischen Pha-
sengrenze nicht mehr modelliert werden mu¨ssen. Trotz der Skalentrennung zwi-
schen makroskopischemWa¨rmetransport und mikroskopischem Teilchentransport
und Phasengrenzenwachstum bleiben diese beiden Modellteile, wenn auch einfach,
doch miteinander gekoppelt: Das mikroskopische Phasengrenzenwachstum setzt
u¨ber den Term − L
cp
²s(t, ~x) in der makroskopischen Wa¨rmeleitungsgleichung (3.5)
lokal latente Wa¨rme in das makroskopische Temperaturfeld frei und umgekehrt
ha¨ngt das thermodynamische Gleichgewicht an der mikroskopischen Phasengren-
ze eines einzelnen, a¨quiaxialen Keims in der Gibbs-Thomson-Beziehung (3.8) u¨ber
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den Term −m˜lT (t, ~x) vom lokalen Wert des makroskopischen Temperaturfeldes
am Ort des Keims ab. Jedoch variiert das makroskopische Feld nun nur noch
von Keim zu Keim und nicht mehr innerhalb eines Keims bzw. dazwischen. Die
soeben beschriebene Situation, wie sie sich nach der Homogenisierung des Aus-
gangsmodells darstellt, ist in der Grafik 3.1b veranschaulicht.
Ein weiterer Gewinn des homogenisierten Modells ist es, dass mit diesem Zweiska-
lenmodell im Gegensatz zum urspru¨nglichen, rein mikroskopischen Sharp-Inter-
face-Modell die Modellierung von mehreren, miteinander wechselwirkenden, den-
dritischen Mikrostrukturen mo¨glich geworden ist. Diese Mo¨glichkeit ist durch die
Annahme periodisch angeordneter Keime von vornherein implizit im Modell ent-
halten.
3.1.2 Die Selektion der Wachstumsgeschwindigkeiten
Das im vorigen Abschnitt vorgestellte Zweiskalenmodell wurde als Computer-
simulation implementiert und numerisch untersucht. Fu¨r die Beschreibung der
dabei verwendeten Methoden fu¨r den Mikrostrukturteil dieser Simulation sei hier
auf den Abschnitt 2.1.3 verwiesen, da dieselben, numerischen Methoden genutzt
wurden wie auch im Berechnungsverfahren fu¨r das Sharp-Interface-Modell ohne
Skalentrennung. Das makroskopische Temperaturfeld wird analog zum mikrosko-
pischen Konzentrationsfeld mit der Methode der finiten Differenzen diskretisiert
und die makroskopische Transportgleichung wird ebenso wie die mikroskopischen
Transportgleichung mit einem bezu¨glich der Zeitdiskretisierung expliziten Verfah-
ren erster Ordnung gelo¨st.
Zur Verdeutlichung der mit dieser Computersimulation modellierten Situation ist
in der Abbildung 3.2a die periodische Anordnung von a¨quiaxialen Keimen aus
einem Simulationslauf zu sehen: An jedem der (in dieser Grafik nicht dargestell-
ten) Punkte des makroskopischen Temperaturfeldes befindet sich ein a¨quiaxialer
Keim. Zwischen den wachsenden Keimen wird durch dieses makroskopische Tem-
peraturfeld eine Wechselwirkung vermittelt. Eine mikroskopische Wechselwirkung
der Keime, das heißt eine Wechselwirkung u¨ber das Konzentrationsfeld, die bei
starker Anna¨herung der wachsenden Keime aneinander auftreten wu¨rde, ist in
dieser numerischen Simulation nicht implementiert.
In der Abbildung 3.2b ist die Diskretisierung der beiden Diffusionsfelder des Mo-
dells in der Simulation stark vereinfacht veranschaulicht: Das feinere Gitter mit
den gestrichelt gezeichneten Gitterlinien dient zur Diskretisierung des mikrosko-
pischen Konzentrationsfeldes c(t, ~y), wa¨hrend das gro¨bere Gitter mit den durch-
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gezogen gezeichneten Linien zur Diskretisierung des makroskopischen Tempera-
turfeldes T (t, ~x) dient. An jedem Punkt des Temperaturfeldes befindet sich ein
a¨quiaxialer Keim, wie in der Grafik 3.2 durch die gelb ausgefu¨llten Strukturen
angedeutet ist. Das Wachstum dieser Keime wird auf der mikroskopischen Skala
des feinen Gitters berechnet. In einer entsprechenden Computersimulation be-
stimmen die Gitterabsta¨nde ∆x bzw. ∆y des gro¨beren bzw. feineren Gitters den
Skalenparameter ε:
ε =
∆y
∆x
(3.10)
In der Abbildung 3.3a ist die Umsetzung der Randbedingungen fu¨r das Tempe-
a b
Abbildung 3.2: Zur numerischen Simulation des Zweiskalenmodells: (a) Feld mit
64 a¨quiaxialen Dendriten aus einer Simulation des Modells. (b)
Skizze zur Diskretisierung der beiden Skalen in der Simulation
des Zweiskalenmodells: Mikrogitterlinien des Konzentrationsfel-
des sind gestrichelt und Makrogitterlinien des Temperaturfeldes
durchgezogen dargestellt.
raturfeld veranschaulicht. Die bereits erla¨uterte Biotsche Randbedingung wird an
den in der x1-Richtung verlaufenden Ra¨ndern realisiert, wa¨hrend die in der x2-
Richtung verlaufenden Ra¨nder als isolierende Ra¨nder implementiert wurden. (Das
heißt, dort ist der Wa¨rmestrom Null.) In der Richtung, die durch die Ra¨nder mit
der Biotschen Randbedingung begrenzt wird, stellt sich in den Simulationsrech-
nungen ein typisches, parabelfo¨rmiges, stationa¨res Profil des Temperaturfeldes
ein. In der Abbildung 3.3b ist eine Darstellung eines Temperaturfeldes mit einem
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Abbildung 3.3: Die Makroskala im Zweiskalenmodell: (a) Skizze zu den Randbe-
dingungen des makroskopischen Temperaturfeldes. q bezeichnet
den Wa¨rmestrom an den Ra¨ndern mit der Biotschen Randbedin-
gung. (b) Darstellung des Temperaturfeldes T (~x) aus einer Simu-
lation des Modells. In der Richtung, die durch die wa¨rmeleitenden
Ra¨nder mit der Biotschen Randbedingung begrenzt wird, stellt
sich ein parabelfo¨rmiges, stationa¨res Profil des Temperaturfeldes
ein.
solchen Profil aus einem Simulationslauf zu sehen.
Um das Auftreten dieses parabolischen Profils zu erkla¨ren, wird die makroskopi-
sche Temperaturdiffusionsgleichung (3.5) zusammen mit der Biotschen Randbe-
dingung (3.6) in einer Dimension betrachtet. Das eindimensionale Problem ist auf
dem Gebiet x ∈ {0;L} durch
∂
∂t
(
T˜ (t, x)− S(t, x)
)
= DT
∂2T˜ (t, x)
∂x2
(3.11)
∂T˜ (t, x)
∂x
∣∣∣∣∣
x=0,x=L
= Bi T˜ (t, x = 0, x = L) (3.12)
mit T˜ = Ta − T und S(t, x) = Lcp ²s(t, x) gegeben. Wenn man nun na¨herungsweise
die Zeit- und Ortsabha¨ngigkeit des Quellterms S(t, x) vernachla¨ssigt, dann la¨sst
sich fu¨r das in T˜ stationa¨re Problem (3.11)
d2T˜ (x)
dx2
= − S
DT
(3.13)
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schreiben.
Diese Differentialgleichung hat zusammen mit der Randbedingung (3.12) eine
Lo¨sung der Form
T˜ (x) = ax2 + bx+ c (3.14)
mit a = − S
2DT
. Die Koeffizienten b und c lassen sich durch die Randbedingung zu
b = S
DT
(
L
2
− 1
Bi
)
und c = S
Bi DT
(
L
2
− 1
Bi
)
bestimmen.
Die Lo¨sung (3.14) hat den in den numerischen Untersuchungen auftretenden,
parabolischen Verlauf.
Analytische Untersuchung des Selektionsmechanismus
In [50] wurde auf analytischem Weg eine Theorie entwickelt, um die Abha¨ngig-
keit der Wachstumsgeschwindigkeiten der Spitzen der a¨quiaxialen Keime von den
Parametern des Zweiskalenmodells zu berechnen und zu erkla¨ren. Ein grundle-
gendes Resultat dieser Theorie ist es, dass in Abha¨ngigkeit vom Skalenparameter
ε zwei unterschiedliche Wachstumsregimes existieren. U¨ber diese Theorie soll im
Folgenden ein U¨berblick gegeben werden.
Zuna¨chst wird fu¨r die Diffusionsfelder in den Gleichungen (3.5)-(3.9) des Modells
eine Skalierung wie folgt eingefu¨hrt:
T˜ (t, ~x) =
cp
L
T (t, ~x)
u(t, ~y) =
c(t, ~y)− c∞
∆c
c∞ bezeichnet hier die chemische Konzentration in der Schmelze in großer Ent-
fernung von den festen Keimen. Mit dieser Skalierung lassen sich die Gleichungen
des Zweiskalenmodells in der Form
∂T˜
∂t
= DT ~∇2T˜ + ∂²s
∂t
(3.15)
∂u
∂t
= Dc ~∇2u (3.16)
uI = ∆c − dc0 κ− b T˜ (3.17)
vn = −Dc ~∇u~n (3.18)
schreiben, wobei ∆c =
cm−c∞
∆c
, dc0 =
cm γ
∆c L
und b = m˜l L
∆c cp
eingefu¨hrt wurden. Des
weiteren wurde in der skalierten Gibbs-Thomson-Beziehung (3.17) der kinetische
Term vernachla¨ssigt.
Im Folgenden werden in Bezug auf die Na¨herung einer Lo¨sung fu¨r die Trans-
portgleichung (3.15) fu¨r T˜ zwei Fa¨lle unterschieden, aus denen letztendlich die
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Existenz der beiden unterschiedlichen Wachstumsregimes der a¨quiaxialen Keime
resultiert.
Fu¨r die Gleichung (3.15) kann mithilfe der Methode der Greenschen Funktionen
eine Lo¨sung angegeben werden. Im ersten Fall wird aus deren Reihenentwicklung
der Term niedrigster Ordnung fu¨r die folgende Na¨herung fu¨r die Temperatur T˜
verwendet:
T˜ ≈ 1
4piDT
∂²s
∂t
N (3.19)
Hierbei steht N fu¨r die Anzahl der Keime im betrachteten Gebiet. Diese Na¨herung
beruht auf der Annahme, dass die Zeitabha¨ngigkeit von T˜ durch den Term ∂²s
∂t
gegeben ist. Der Term ∂²s
∂t
wird nun durch die in [2] eingefu¨hrte Beziehung
∂²s
∂t
=
2
λ2
vn
ersetzt, in welcher vn fu¨r die Normalenwachstumsgeschwindigkeit der Spitzen der
Keime steht und λ2 fu¨r den sekunda¨ren Dendritenarmabstand. Durch das Einset-
zen dieser Na¨herungslo¨sung in die Gibbs-Thomson-Beziehung (3.17) ergibt sich
in der Beziehung ein Term von kinetischer Gestalt, dessen kinetischer Koeffizient
durch
β =
b N
2piDT λ2
gegeben ist. Fu¨r λ2 wird mit der metallurgischen Relation
λ2 =
5.5
3
ΓDc
1− k ∆˜
mit ∆˜ = cp
∆T DT Bi L
nach Kattamis aus [51] eine Parametrisierung in Abha¨n-
gigkeit von Mikrostrukturparametern verwendet. Dabei bezeichnet Γ den Gibbs-
Thomson-Koeffizient 2 und k den Segregationskoeffizienten des Materialsystems.
Fu¨r das Wachstumsproblem (3.15)-(3.18) (mit der nunmehr modifizierten Gibbs-
Thomson-Beziehung (3.17)) wurde in den achtziger Jahren des vorigen Jahrhun-
derts auf analytischem Weg eine Theorie entwickelt, die es erlaubt, die Wachs-
tumsgeschwindigkeit der Spitze eines Dendriten aus den Parametern des Modells
zu berechnen [52, 53, 54, 55]. Fu¨r das vorliegende Wachstumsproblem liefert diese
Analysis die Skalenrelation fu¨r die Wachstumsgeschwindigkeit der Spitzen fu¨r den
ersten der beiden Wachstumszweige [50, 56]:
2Der Gibbs-Thomson-Koeffizient ist die Proportionalita¨tskonstante zwischen der Kru¨mmung
und der kapillaren Unterku¨hlung bzw. U¨bersa¨ttigung der Phasengrenze. Im solutal kontrol-
lierten Fall der Erstarrung la¨sst er sich folgendermaßen berechnen: Γ = Tm γml L = cm
γ
L =
∆c dc0.
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erster Lo¨sungszweig v1n =
p
(
1− 2−1/2)
λ˜0 β
(3.20)
λ˜0 ist hierbei eine in der Analysis auftretende Konstante [54] und p die Peclet-Zahl
der wachsenden Spitzen der Keime. Zur Definition der Peclet-Zahl sei an dieser
Stelle auf die Diskussion der so genannten Ivantsov-Lo¨sung im Anhang B verwie-
sen. Im Grenzfall einer kleinen U¨bersa¨ttigung, ∆c → 0, kann die obige Gleichung
(3.20) in die Relation
v1n ∼
4 ∆2c
N ∆T Bi
(3.21)
umgeformt werden. Im Grenzfall der Einheitsu¨bersa¨ttigung, ∆c → 1, kann aus
der Gleichung (3.20) dagegen die Relation
v1n ∼
2pi
N (1−∆c) ∆T Bi (3.22)
abgeleitet werden.
Fu¨r den im Folgenden untersuchten zweiten Fall der Na¨herung der Lo¨sung fu¨r
die makroskopische Wa¨rmeleitungsgleichung (3.15) wird angenommen, dass der
Quellterm der latenten Wa¨rme ∂²s
∂t
im Gegensatz zum ersten Fall nicht mehr die
Dynamik des Temperaturfeldes T˜ bestimmt. Mit dieser Annahme la¨sst sich fu¨r
die Lo¨sung des Feldes T˜ die Na¨herung
T˜ ≈ 1√
2pi
2
λ2
(3.23)
ableiten. Durch das Einsetzen dieser Na¨herung in die Gibbs-Thomson-Beziehung
(3.17) ergibt sich, im Gegensatz zum ersten Fall, kein kinetischer Term, der
die Wachstumsgeschwindigkeit vn entha¨lt. Die Analysis des Wachstumsproblems
(3.15)-(3.18) mit der vera¨nderten Gibbs-Thomson-Beziehung liefert fu¨r diesen
zweiten Fall die Skalenrelation
zweiter Lo¨sungszweig v2n ∼
2Dc
dc0 pi
2
(∆c − c¯T N)4 εm4/7 . (3.24)
εm bezeichnet hier die Sta¨rke der Anisotropie der Grenzfla¨chenspannung (siehe
Abschnitt 2.1.1) und
c¯T ∼ (1− k) DT Bi
Γ
.
Die neuen Skalenrelationen (3.20) und (3.24) fu¨r die beiden, postulierten Wachs-
tumsregimes des Zweiskalenmodells enthalten als wichtige und auffallende Eigen-
schaft die Keimanzahl N in unterschiedlichen Potenzen, sowie die aus Sicht des
Werkstoffingenieurs wichtige Biot-Zahl Bi.
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Numerische Untersuchung des Selektionsmechanismus
Eine grundlegende Schwierigkeit des Zweiskalenmodells stellt die im Vergleich
mit dem reinen Mikroskalenmodell gro¨ßere Anzahl an Modellparametern, deren
Einfluss auf die Wachstumsdynamik es zu untersuchen und zu verstehen gilt,
in Verbindung mit dem hohen Bedarf des Computerprogramms an Speicher und
Rechenleistung dar. Zu den bereits aus Untersuchungen des Wachstums isolierter,
dendritischer Strukturen bekannten Mikrostrukturparametern kommen durch die
Erweiterung auf die makroskopische Skala folgende Parameter hinzu:
1. Der Kopplungsparameter L
cp
als Verha¨ltnis von latenter Wa¨rme zu spezifi-
scher Wa¨rmekapazita¨t in Gleichung (3.5) beschreibt die Sta¨rke der Kopp-
lung von der Mikro- zur Makroskala.
2. Der Materialparameter m˜l in Gleichung (3.8) stellt den inversen Anstieg der
Liquidus-Linie des Phasendiagramms dar. Im Modell charakterisiert er die
Sta¨rke der Kopplung von der Makro- zur Mikroskala.
3. Die Biot-Zahl Bi und die Umgebungstemperatur Ta in der Gleichung (3.6)
kontrollieren die makroskopische Wa¨rmeabfuhr und damit durch die Skalen-
kopplung auch die treibende Kraft des mikroskopischen Strukturwachstums.
4. Der Skalenparameter ε steht fu¨r das Skalenverha¨ltnis des mikroskopischen
und makroskopischen Diffusionsprozesses.
In den numerischen Untersuchungen im Rahmen dieser Arbeit lag der Schwer-
punkt auf dem Einfluss des Skalenparameters ε. Zur Variation dieses Parameters
wurde in den Simulationen bei konstantem Gitterabstand ∆x der Diskretisierung
der makroskopischen Skala der Gitterabstand ∆y der Diskretisierung der mikro-
skopischen Skala variiert (siehe Grafik 3.2b). Dies bedeutete eine A¨nderung der
Anzahl der Gitterpunkte des diskretisierten Konzentrationsfeldes bei gleichzeiti-
ger Reskalierung der la¨ngenskalenabha¨ngigen Parameter in der mikroskopischen
Gleichung (3.8)
Die Simulationen wurden jeweils dann ausgewertet, wenn das Wachstum der Kei-
me einen stationa¨ren Zustand erreicht hatte, in welchem die Wachstumsgeschwin-
digkeiten der Spitzen der Keime zeitlich um einen festen Mittelwert schwanken.
Weiterhin wurde unter der Annahme einer vierza¨hligen Symmetrie in der kapilla-
ren und kinetischen Anisotropie jeweils nur ein Viertel eines jeden Keims model-
liert, um den Bedarf des Computerprogramms an Speicher und Rechenleistung
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den verfu¨gbaren Kapazita¨ten anzupassen.
Im oberen Diagramm der Abbildung 3.4 ist beispielhaft die zeitliche Entwicklung
der Wachstumsgeschwindigkeit vtip einer Dendritenspitze aus einem Simulations-
lauf aufgetragen. In dieser Grafik ist zu erkennen, dass nach einer anfa¨nglichen,
transienten Phase das Wachstum der Spitze einen stationa¨ren Zustand erreichte,
in welchem der zeitliche Mittelwert von vtip konstant blieb und zur Charakteri-
sierung des Wachstums dieser Struktur verwendet werden kann. Im unteren Teil
der Abbildung 3.4 ist die ra¨umliche Verteilung auf der makroskopischen Skala
der Wachstumsgeschwindigkeiten aller modellierten Dendritenspitzen desselben
Simulationslaufes zu einem festen Zeitpunkt im stationa¨ren Bereich zu sehen.
Diese Grafik soll verdeutlichen, dass die ra¨umliche Schwankung der Wachstums-
geschwindigkeit innerhalb des modellierten Gebietes gering war. Die maximale
Schwankung lag in diesem Fall bei 9%.
Im oberen Diagramm der Abbildung 3.5 wurde die mittlere Wachstumsgeschwin-
digkeit vtip der Spitzen der a¨quiaxialen Keime in Abha¨ngigkeit vom Wert des
Skalenparameters ε aufgetragen. Fu¨r kleine Werte von ε (ε < 0.002) nimmt die
mittlere Wachstumsgeschwindigkeit mit steigendem ε ab, wa¨hrend fu¨r gro¨ßere
ε-Werte vtip anna¨hernd unabha¨ngig von ε wird. Dieses Verhalten legt analog zu
den analytischen Untersuchungen im vorigen Abschnitt die Unterscheidung von
zwei verschiedenen Wachstumsregimes der a¨quiaxialen Keime nahe. Um diese Idee
der verschiedenen Regimes weiterzuverfolgen, wurde fu¨r den ε-abha¨ngigen Teil der
Skalenrelation vtip(ε) eine Regressionsanalyse mit dem Potenzansatz vtip(ε) = a·εb
mit den freien Parametern a und b durchgefu¨hrt und ebenso in der Grafik 3.5
dargestellt. In die Regression 1 wurden die Simulationsergebnisse im ε-Intervall
0.00083 ≤ ε ≤ 0.0021 einbezogen, wa¨hrend fu¨r die Regression 2 das Intervall auf
ε-Intervall 0.00083 ≤ ε ≤ 0.0024 vergro¨ßert wurde. Die erste Regression lieferte
die funktionale Abha¨ngigkeit vtip(ε) = 6.9 · 10−7 · ε−0.49 und die zweite Regression
die Relation vtip(ε) = 9.3 · 10−7 · ε−0.45.
Im unteren Diagramm in der Abbildung 3.5 ist die mittlere Temperatur des
makroskopischen Feldes im zeitlich stationa¨ren Bereich in Abha¨ngigkeit von ε
dargestellt. Trotz des bereits diskutierten, parabelfo¨rmigen, ra¨umlichen Verlaufs
des Temperaturprofils im modellierten Gebiet wurde fu¨r dieses Diagramm eine
mittlere Temperatur ausgewertet. Dieses Vorgehen kann durch die Tatsache, dass
der parabolische Anteil im ra¨umlichen Temperaturverlauf mehrere Gro¨ßenord-
nungen kleiner als der konstante Anteil ist, gerechtfertigt werden. Der Verlauf der
Abha¨ngigkeit T (ε) in diesem Diagramm motiviert ebenfalls die Unterscheidung
67
3 Gekoppelte Mikro-/Makromodellierung
von zwei Wachstumsregimes. Wa¨hrend fu¨r kleine Werte von ε eine Korrelation
zwischen ε und T besteht, wird die Temperatur fu¨r gro¨ßere ε-Werte unabha¨ngig
von ε.
Das obere Diagramm der Grafik 3.6 zeigt die Abha¨ngigkeit der mittleren, zeitli-
chen A¨nderung des lokalen, festen Volumenanteils ∂²s
∂t
vom Wert des Skalenpara-
meters ε. ∂²s
∂t
charakterisiert den Quellterm in der makroskopischen Diffusionsglei-
chung (Gleichung (3.5)) und stellt den Kopplungsterm von der mikroskopischen
zur makroskopischen Skala dar. Auch die Relation ∂²s
∂t
(ε) legt die Unterscheidung
zweier Wachstumsregimes nahe: Im Bereich kleiner Werte von ε steigt ∂²s
∂t
deutlich
sta¨rker mit gro¨ßer werdendem ε an, als im Bereich gro¨ßerer Werte von ε.
Zum gegenwa¨rtigen Zeitpunkt ist noch unklar, welcher Mechanismus zur Ausbil-
dung der beiden, in den numerischen Simulationen gefundenen Wachstumsregi-
mes fu¨hrt. In den analytischen Untersuchungen des Zweiskalenmodells im vorigen
Abschnitt und in [50, 56] werden zwar ebenfalls zwei unterschiedliche Wachs-
tumszweige diskutiert, aber die hierfu¨r getroffene Annahme, dass fu¨r den zweiten
Wachstumszweig der Einfluss des Quellterms ∂²s
∂t
auf die Dynamik des makrosko-
pischen Temperaturfeldes T vernachla¨ssigt werden kann, konnte durch die numeri-
schen Ergebnisse nicht besta¨tigt werden. Dies zeigte sich durch das Auftreten des
parabelfo¨rmigen Temperaturprofils in allen Simulationsrechnungen. Dieses Profil
beruht auf dem Einfluss des Quellterms ∂²s
∂t
, wie mit der Lo¨sung (3.14) des ein-
dimensionalen Diffusionsproblems fu¨r die Temperatur T gezeigt wurde. Dennoch
ist es mo¨glich, dass das in den analytischen Untersuchungen gefundene Regime,
in welchem der Quellterms ∂²s
∂t
vernachla¨ssigt werden kann, auch in numerischen
Untersuchungen verifiziert werden kann. Aus dem Diagramm 3.6 kann man ent-
nehmen, dass der Quellterm ∂²s
∂t
fu¨r sehr kleine Werte des Skalenparameters ε
ebenfalls sehr klein wird. Das bedeutet, dass das gesuchte Regime wahrschein-
lich fu¨r sehr kleine ε-Werte auftreten wird. Allerdings ließ die Rechenleistung der
verfu¨gbaren Computer im Rahmen der vorliegenden Arbeit keine Untersuchungen
fu¨r kleinere Werte von ε zu, da die beno¨tigte Rechenleistung mit kleiner werden-
dem ε stark zunimmt. Um diesen Bereich effizient zu untersuchen, ist vermutlich
eine Steigerung der Effizienz des gesamten numerischen Verfahrens im Sinne einer
Parallelisierung unumga¨nglich.
Es ist jedoch angedacht, in Fortfu¨hrung der hier vorgestellten Arbeiten eine zwei-
te, analytische Studie des Zweiskalenmodells zu beginnen, in welcher wiederum
der Formalismus der Greenschen Funktionen zur Lo¨sung der makroskopischen
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Diffusionsgleichung verwendet werden soll. Der gegenwa¨rtige Plan ist es, in dieser
Studie gro¨ßeren Wert auf die Randbedingungen des makroskopischen Tempera-
turfeldes zu legen.
In Bezug auf die numerischen Untersuchungen steht es noch aus, den Einfluss
der anderen Parameter des Zweiskalenmodells zu studieren, nachdem in dieser
Arbeit der Einfluss des Skalenparameters ε untersucht worden ist. Insbesondere
die beiden Skalenkopplungsparameter L/cp und m˜l in der Gleichung (3.5) bzw.
(3.8) sollen das Ziel der na¨chsten, numerischen Studien sein. Dabei wird es je-
doch voraussichtlich notwendig sein, den Einfluss dieser beiden Parameter fu¨r
verschiedene Werte des Skalenparameters ε zu untersuchen, um gleichzeitig auch
die Theorie der beiden Wachstumsregimes zu u¨berpru¨fen bzw. weiterzuentwickeln.
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Abbildung 3.4: Numerische Simulation des Zweiskalenmodells. oben: Zeitreihe der
Wachstumsgeschwindigkeit einer einzelnen Dendritenspitze. Die
Zeit t ist in numerischen Einheiten von ∆y
2
Dc
und die Spitzenwachs-
tumsgeschwindigkeit vtip in
Dc
∆y
aufgetragen. unten: Ra¨umliche
Verteilung der Werte der Spitzenwachstumsgeschwindigkeit vtip zu
einem festen Zeitpunkt im stationa¨ren Bereich. Die der Farbskala
zugeordneten Werte von vtip sind in numerischen Einheiten
Dc
∆y
.
Die weißen Kreuze symbolisieren die einzelnen, a¨quiaxialen, den-
dritischen Mikrostrukturen, deren Entwicklung und Wechselwir-
kung berechnet wurde. Parameter dieser Rechnung: ε = 1.43·10−3,
β = 0, d0 = 0.105∆y, Bi = 10
−4∆y−1, Ta = 563.15K,
L
cp
= 123.5K, m˜l = −0.5K−1
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Abbildung 3.5: Numerische Simulation des Zweiskalenmodells. oben: Mittlere
Wachstumsgeschwindigkeit vtip der Spitzen der a¨quiaxialen Struk-
turen in Abha¨ngigkeit vom Skalenparameter ε. vtip ist in den nu-
merischen Einheiten DT
∆x
aufgetragen. Die Graphen stellen die Er-
gebnisse der Regressionsanalyse fu¨r den Potenzansatz vtip(ε) =
a · εb mit den freien Parametern a und b dar, die fu¨r den Bereich
kleiner ε-Werte durchgefu¨hrt wurde. unten: Mittlere, stationa¨re
Temperatur in K als Funktion des Skalenparameters ε.
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Abbildung 3.6: Numerische Simulation des Zweiskalenmodells. Mittlere, zeitliche
A¨nderung des festen Volumenanteils dt²s der a¨quiaxialen Struk-
turen in Abha¨ngigkeit vom Skalenparameter ε. Der Ausdruck dt²s
steht fu¨r den Kopplungs- und Quellterm ∂²s
∂t
der makroskopischen
Temperaturdiffusionsgleichung (3.5) und ist in den numerischen
Einheiten DT
∆y2
aufgetragen.
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3.2 Pha¨nomenologische Zweiskalenmodellierung
Fu¨r das eutektische Legierungssystem Pb-Sn wurden im Abschnitt 2.2.3 die Mi-
krostruktursimulationen der kolumnaren Dendriten bei gerichteter Erstarrung dis-
kutiert und mit Aussagen von vereinfachten Modellen aus der Literatur verglichen.
Die aus diesen Simulationen gewonnen Prima¨rabsta¨nde in Abha¨ngigkeit von den
Prozessparametern Ku¨hlrate ∂T
∂t
und ra¨umlicher Temperaturgradient ∂T
∂z
wurden
in einer makroskopischen Simulation desselben Erstarrungsszenarios verwendet,
um die Permeabilita¨t des makroskopischen U¨bergangsbereiches zwischen fester
und flu¨ssiger Phase, der so genannten Mushy Zone, fu¨r Stro¨mungen der flu¨ssi-
gen Phase zu berechnen. Damit wurde in der Erstarrungsmodellierung erstmalig
eine dynamische Kopplung zwischen mikro- und makroskopischer Skala vollzo-
gen, da nun die Stro¨mungseigenschaften in der Mushy Zone aus Simulationen der
vollsta¨ndigen Mikrostrukturentwicklung berechnet wurden. Die makroskopische
Modellierung wurde am Institut fu¨r Luft- und Raumfahrttechnik der Technischen
Universita¨t Dresden durchgefu¨hrt [57, 48].
3.2.1 Das makroskopische Modell
Mit dem im Folgenden kurz erla¨uterten Modell wurde eine zylindrische Pb-Sn-
Probe modelliert, die durch Ku¨hlung am Boden gerichtet erstarrt wurde. Hierfu¨r
wurde ein in [47] diskutiertes Mischungsmodell fu¨r die Erstarrung einer bina¨ren
Legierung angepasst [48]. Das Modell entha¨lt die Navier-Stokes-Gleichungen zur
Beru¨cksichtigung von Stro¨mung und bietet die Mo¨glichkeit, durch einen Lorentz-
Kraft-Term in den Navier-Stokes-Gleichungen den Einfluß von a¨ußeren Magnet-
feldern auf den gesamten Erstarrungsvorgang zu untersuchen. Die Gleichungen
des Modells sind in der Boussinesq-Na¨herung abgeleitet.
Durch die Gleichung
∂ρm
∂t
+ ~∇ (ρm ~u) = 0 (3.25)
wird die Massenerhaltung im gesamten System beschrieben, wobei ρm die Dichte
der Mischung und ~u die Geschwindigkeit bezeichnet. Die Dichte der Mischung
wird durch den Zusammenhang ρm = (1 − ²l) ρs + ²l ρl aus der Dichte ρl der
flu¨ssigen Phase und der Dichte ρs der festen Phase berechnet, wobei ²l fu¨r den
Volumenanteil der flu¨ssigen Phase steht.
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Die Erhaltung des Impulses beschreiben die Navier-Stokes-Gleichungen:
∂(ρm ~u)
∂t
+ ~∇(ρm ~u~u) = −~∇p+ ~∇(µl ~∇~u)
+ ρl ~g
[
βT (T − Tref ) + βc (c− cref )
]
−µl ~u
K
+ ~FL (3.26)
Hier bezeichnet p den Druck, µl die Viskosita¨t der Schmelze und ~g ist der Vektor
der Gewichtskraft. βT steht fu¨r den thermischen und βc fu¨r den solutalen Aus-
dehnungskoeffizient. T und cm bezeichnen die lokale Temperatur bzw. die lokale
chemische Konzentration des Materials und Tref , cref sind die Bezugswerte zur
Berechnung des Auftriebs. ~FL steht fu¨r eine mo¨gliche, durch ein a¨ußeres Magnet-
feld verursachte Lorentz-Kraft. Fu¨r die im Weiteren diskutierten Rechnungen war
~FL = 0. Der Quellterm −µl ~uK modelliert im hier diskutierten Fall die Mushy Zone
als poro¨ses Medium nach dem Darcy-Gesetz. Dabei ist die Permeabilita¨tskonstan-
te K durch die Relation
K =
d1
(
∂T
∂z
, v0
)
180
²3l
(1− ²l)2
(3.27)
gegeben [48, 58]. Dies bedeutet, dass an dieser Stelle - durch die Berechnung
der Permeabilita¨t K der Mushy Zone fu¨r die Schmelzstro¨mung aus der in den
Mikrostruktursimulationen gewonnenen Prima¨rabstandsdynamik d1
(
∂T
∂z
, v0
)
der
kolumnaren Dendriten - die Kopplung von der mikroskopischen zur makroskopi-
schen Skala vollzogen wird.
Die Gleichung
∂(ρm hm)
∂t
+ ~∇(ρm ~u hm) = ~∇
(
λm
cps
~∇hm
)
+ ~∇
[
λm
cps
~∇(hs − hm)
]
−~∇ρ ~u (hl − hm) (3.28)
ist die Erhaltungsgleichung der Energie mit der Mischungsenthalpie hm, der Mi-
schungswa¨rmeleitfa¨higkeit λm und der spezifischen Wa¨rmekapazita¨t der festen
Phase cps. hs bezeichnet die Enthalpie der festen Phase, hs = cps T . Der Term
~∇ρ ~u (hl − hm) beschreibt die Advektion der entstehenden, latenten Wa¨rme. Die
Enthalpie hl der flu¨ssigen Phase la¨sst sich mit der Beziehung hl = cpl T + (cps −
cpl)Te+L berechnen, wobei cpl die spezifische Wa¨rmekapazita¨t der flu¨ssigen Phase
bezeichnet, Te die Schmelztemperatur und L die latente Wa¨rme. Die Mischungs-
enthalpie hm wird analog zur Dichte ρm aus den Werten der festen und flu¨ssigen
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Phase interpoliert: hm = ²l hl + (1− ²l)hs.
Die Massenerhaltung der einzelnen Legierungskomponenten wird durch die Glei-
chung
∂(ρm cm)
∂t
+ ~∇(ρm ~u cm) = ~∇(ρmDm ~∇cm) + ~∇
[
ρmDm ~∇(cl − cm)
]
−~∇ρ ~u (cl − cm) (3.29)
beschrieben. cm bezeichnet die Mischungskonzentration der gelo¨sten Legierungs-
komponente, wa¨hrend cl fu¨r die Gleichgewichtskonzentration der flu¨ssigen Phase
steht. cm wird wiederum aus den Werten cs, cl fu¨r die feste bzw. flu¨ssige Phase be-
rechnet: cm = ²l cl+(1− ²l) cs. Dm ist der solutale Mischungsdiffusionskoeffizient.
Der Term ~∇ρ ~u (cl − cm) beschreibt die Advektion der freigesetzten Legierungs-
komponente in der Mushy Zone. An dieser Stelle soll angemerkt werden, dass die
advektiven Terme in den Gleichungen (3.26), (3.28) und (3.29) in der hier no-
tierten Form den Fall beschreiben, in welchem sich die gesamte, feste Phase stets
in Ruhe befindet und nicht teilweise durch die Stro¨mung in der flu¨ssigen Phase
advektiert wird.
Die Mischungsmaterialparameter µm, λm und Dm in den Gleichungen (3.26) -
(3.29) werden als linear abha¨ngig vom flu¨ssigen Volumenanteil ²l angenommen.
Weiterhin werden die Materialparameter fu¨r die Legierungszusammensetzung li-
near zwischen den Werten fu¨r die reinen Komponenten Pb und Sn interpoliert.
Um das Differentialgleichungssystem (3.25) - (3.29) im Sinne der mathematischen
Lo¨sbarkeit abzuschließen, werden zusa¨tzliche Relationen zwischen den Gro¨ßen ²l,
hm und cm beno¨tigt. Die verwendeten Relationen sowie Details zur numerischen
Implementierung des Modells sind in [57] angegeben.
3.2.2 Makroskopische Rechnungen mit Beru¨cksichtigung der
Mikrostrukturentwicklung
Im Folgenden sollen die Rechnungen fu¨r Pb-Sn vorgestellt werden, die mit dem
makroskopischen Modell mit der Beru¨cksichtigung der aus den Mikrostruktursi-
mulationen gewonnenen Prima¨rabstandsdynamik am Institut fu¨r Luft- und Raum-
fahrttechnik der Technischen Universita¨t Dresden durchgefu¨hrt wurden [59]. In
den Simulationen wurde die einseitig gerichtete Erstarrung einer zylindrischen Pb-
Sn-Probe ohne a¨ußere Magnetfelder in zwei Dimensionen unter Ausnutzung der
Zylindersymmetrie gerechnet. Der Zylinderradius der modellierten Probe betrug
25mm und die Zylinderho¨he 63mm. Es wurde die untereutektische Legierungs-
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zusammensetzung Pb-25wt%Sn verwendet.
Am Forschungszentrum Rossendorf wurden Experimente desselben Erstarrungs-
szenarios durchgefu¨hrt [18]. Diese Experimente lieferten den Bereich der Prozess-
parameter ∂T
∂z
und ∂T
∂t
fu¨r die Mikrostruktursimulationen (siehe Abschnitt 2.2.3)
durch Messungen von Ku¨hlkurven an verschiedenen Positionen entlang der Ach-
se der zylindrischen Proben. Außerdem wurden am Institut fu¨r Werkstoffwis-
senschaften der Technischen Universita¨t Dresden Schliffe der erstarrten Pb-Sn-
Proben angefertigt und in Bezug auf die Mikrostruktur ausgewertet [18]. Diese
Untersuchungen lieferten die Prima¨rabsta¨nde der kolumnar-dendritisch erstarrten
α-Phase, die zum Vergleich und zur Skalierung der aus den Mikrostruktursimu-
lationen gewonnen Prima¨rabsta¨nde verwendet wurden (siehe Abschnitt 2.2.3).
Die wa¨hrend der Erstarrungsversuche gemessenen Ku¨hlkurven und ra¨umlichen
Temperaturverteilungen wurden mit den von den makroskopischen Simulationen
berechneten Temperaturdaten verglichen, um so die Gu¨te der betriebenen Erstar-
rungsmodellierung zu beurteilen.
In der Abbildung 3.7 sind die Daten aus den im Abschnitt 2.2.3 diskutierten Mi-
krostruktursimulationen dargestellt, die in der makroskopischen Simulation ver-
wendet wurden. Dabei handelt es sich um die Prima¨rabsta¨nde d1 der kolumnaren
Dendriten der bleireichen α-Phase in Abha¨ngigkeit vom Temperaturgradienten
G = ∂T
∂z
und der Wachstumsgeschwindigkeit v0 der kolumnaren Front. Anhand
dieser Daten wurde in der makroskopischen Simulation die lokale Permeabilita¨tK
der Mushy Zone in Abha¨ngigkeit von der lokalen Temperaturdynamik bestimmt
(siehe Gleichung (3.27)). Die aus dem beschriebenen Kopplungsmechanismus re-
sultierende, zeitliche Entwicklung des Prima¨rabstandes in der makroskopischen
Simulation ist in der Abbildung 3.8 fu¨r einen Simulationslauf dargestellt.
Die Abbildung 3.9 zeigt die Ku¨hlkurve T (t) aus den makroskopischen Simulatio-
nen mit Mikrostrukturdynamik im Vergleich mit den Ku¨hlkurven aus den Simu-
lationen ohne Mikrostrukturdynamik und aus einem der entsprechenden Expe-
rimente. Im zeitlichen Bereich zwischen 25 s und 75 s zeigt sich eine verbesser-
te U¨bereinstimmung der Temperaturentwicklung aus den Simulationen mit Mi-
krostrukturdynamik mit dem Experiment im Vergleich zu den Simulationen ohne
Beru¨cksichtigung der Mikrostrukturentwicklung.
In der Grafik 3.10 sind die Temperaturprofile T (z) entlang der Zylinderachse der
Probe fu¨r dieselben drei Fa¨lle - Simulation ohne Mikrostrukturdynamik, Simula-
tion mit Mikrostrukturdynamik und Experiment - vergleichend dargestellt. Auch
hier zeigt sich im Bereich der Ho¨he zwischen 30mm und 40mm eine quantitative
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Abbildung 3.7: Skalierte Prima¨rabsta¨nde d1 der kolumnaren Dendriten aus den
Mikrostruktursimulationen fu¨r Pb-25wt%Sn [59]. G bezeichnet
den ra¨umlichen Temperaturgradienten ∂T
∂z
und v0 die Erstarrungs-
geschwindigkeit. Diese Daten wurden in der makroskopischen Si-
mulation verwendet.
Verbesserung der Ergebnisse der makroskopischen Simulation bei Beru¨cksichti-
gung der Mikrostrukturdynamik im Vergleich mit dem Experiment.
Die ra¨umliche Verteilung der Sn-Konzentration nach der vollsta¨ndigen Erstar-
rung ist in der Abbildung 3.11 fu¨r die Simulation ohne Mikrostrukturdynamik
(Abbildung 3.11a) derjenigen fu¨r die Simulation mit Mikrostrukturdynamik (Ab-
bildung 3.11b) gegenu¨bergestellt. Es ist erkennbar, dass sich in der Rechnung
mit Mikrostrukturdynamik die zinnreichen Kana¨le erst ab einer gro¨ßeren Ho¨he
z (und damit spa¨ter wa¨hrend des Erstarrungsvorganges) ausbildeten. Dies ist
darauf zuru¨ckzufu¨hren, dass zu dem Zeitpunkt der Erstarrung, an dem sich in
den Rechnungen ohne Mikrostrukturdynamik (Abbildung 3.11a) die zinnreichen
Kana¨le ausbildeten (also zu dem Zeitpunkt, an dem die Erstarrungsfront die Ho¨he
z ≈ 0.008m erreichte), der in diesen Rechnungen konstante Prima¨rabstand von
d1 = 7.1 · 10−5m gro¨ßer war als der dynamische Prima¨rabstand in der Rechnung
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Abbildung 3.8: Zeitliche Entwicklung des kolumnaren Prima¨rabstandes ddas in
der makroskopischen Simulation fu¨r Pb-25wt%Sn bei Beru¨cksich-
tigung der Mikrostrukturdynamik [59]. Dieser Verlauf wurde in
der makroskopischen Simulation durch die Temperaturdynamik
aus den Mikrostrukturdaten zur Abbildung 3.7 bestimmt.
mit Mikrostrukturdynamik, der zu diesem Zeitpunkt erst d1 ≈ 3 . . . 5 · 10−5m be-
trug. Durch den gro¨ßeren Prima¨rabstand in der Rechnung ohne Mikrostrukturdy-
namik war die Permeabilita¨t der Mushy Zone fu¨r die flu¨ssige Phase gro¨ßer (siehe
Gleichung (3.27)) im Vergleich zu der Rechnung mit Mikrostrukturdynamik. Auf-
grund der somit verminderten Reibung in der interdendritischen Schmelze in der
Mushy Zone kam es wiederum zur zeitigeren Ausbildung der kanalartigen Auf-
strombereiche der Schmelze, den so genannten Plumes, und dadurch zur fru¨heren
Entstehung der zinnreichen Kana¨le [60, 61] in den Rechnungen ohne Mikrostruk-
turdynamik.
Das durch die Beru¨cksichtigung der Mikrostrukturentwicklung vera¨nderte Stro¨-
mungsverhalten in der Mushy Zone verursacht neben den Unterschieden in den
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Abbildung 3.9: Vergleich der Ku¨hlkurven T (t) aus der makroskopischen Simu-
lation ohne Mikrostrukturdynamik (konstanter Prima¨rabstand),
aus der makroskopischen Simulation mit Mikrostrukturdynamik
und aus dem Experiment fu¨r Pb-25wt%Sn [59]. ddas bezeichnet
den hier dendritischen Prima¨rabstand und Vsol die Erstarrungsge-
schwindigkeit.
Makroseigerungen (Abbildung 3.11) auch die Abweichungen der Ku¨hlkurven (Ab-
bildung 3.9) und der Temperaturprofile (Abbildung 3.10). Der Vergleich der Tem-
peraturkurven mit dem Experiment zeigt die verbesserte Gu¨te der gekoppelten
Mikro-Makro-Modellierung im Vergleich mit der reinen makroskopischen Model-
lierung.
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Abbildung 3.10: Vergleich des ra¨umlichen Temperaturverlaufes T (z) entlang der
Achse der zylindrischen Probe aus der makroskopischen Simu-
lation ohne Mikrostrukturdynamik (konstanter Prima¨rabstand),
aus der makroskopischen Simulation mit Mikrostrukturdynamik
und aus dem Experiment fu¨r Pb-25wt%Sn [59]. ddas bezeichnet
den hier dendritischen Prima¨rabstand und Vsol die Erstarrungs-
geschwindigkeit.
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Abbildung 3.11: Darstellung der Sn-Konzentration in wt% aus den makrosko-
pischen Simulationen fu¨r Pb-25wt%Sn [59]: (a) Simulationen
ohne Mikrostrukturdynamik (konstanter Prima¨rabstand d1 =
7.1 · 10−5m), (b) Simulationen mit Mikrostrukturdynamik.
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Dem Versta¨ndnis und der Kontrolle von Erstarrunsgprozessen als u¨bergeordne-
tem Thema dieser Arbeit kommt eine große Bedeutung sowohl in fundamentaler
als auch angewandter Sicht zu. Bei der theoretischen Untersuchung der Erstar-
rung stellen sich als zentrales Problem die verschiedenen, sehr unterschiedlichen
La¨ngenskalen, die bisher noch nicht in einem einheitlichen, gemeinsamen Model-
lierungsansatz behandelt werden ko¨nnen. An dieser Stelle leistet die vorliegen-
de Arbeit einen Beitrag, indem hier Modelle untersucht wurden, die ausgehend
von einer reinen Mikrostrukturmodellierung der Erstarrung den Schritt hin zu
mehrskaliger, auch makroskopische Skalen beinhaltender Modellierung ermo¨gli-
chen. Im Falle der Untersuchung des kolumnaren, dendritischen Wachstums wur-
de die Mikrostrukturdynamik in ein makroskopisches Modell eingebracht, wel-
ches die gesamte, erstarrende Probe modelliert und in welchem bis dahin eine
von Prozessparametern abha¨ngige Mikrostrukturentwicklung und deren Einfluss
auf makroskopische Parameter unberu¨cksichtigt geblieben war. Fu¨r a¨quiaxiales,
dendritisches Wachstum wurde ein Zweiskalenmodell untersucht, das den Schritt
von einer reinen Mikrostrukturmodellierung zur Einbeziehung einer meso- bzw.
makroskopischen La¨ngenskala vollzieht und damit die Untersuchung von mehre-
ren, miteinander wechselwirkenden Mikrostrukturen ermo¨glicht.
Die Modellierung und numerische Simulation kolumnarer Mikrostruk-
turen bei gerichteter Erstarrung lieferte am Beispiel der bina¨ren, eutektischen
Legierung Pb-25wt%Sn die Dynamik der Mikrostrukturgeometrie in Abha¨ngigkeit
von den Prozessparametern der Erstarrung. Diese so gewonnen Daten wurden im
Sinne einer skalenu¨bergreifenden Erstarrungsmodellierung einer makroskopischen
Simulation zur Verfu¨gung gestellt mit dem Ziel, die quantitative Aussagekraft
der makroskopischen Resultate durch die Beru¨cksichtigung einer dynamischen,
von den Prozessparametern abha¨ngigen Mikrostruktur zu verbessern. Hierbei lie-
ferten die Simulationen der kolumnaren Mikrostrukturen ohne die Beru¨cksichti-
gung kinetischer Effekte an der mikroskopischen Phasengrenze eine Dynamik der
dendritischen Prima¨rabsta¨nde, die qualitativ mit jener aus stark vereinfachten,
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theoretischen Modellen von Hunt, Kurz & Fisher bzw. Trivedi u¨bereinstimmt.
Jedoch zeigten die durchgefu¨hrten, numerischen Untersuchungen im Hinblick auf
quantitative Aussagen die Notwendigkeit der Verwendung komplexer Mikrostruk-
turmodelle, welche im Gegensatz zu den vereinfachten Modellen die Dynamik der
Erstarrung erfassen. Die Simulationen mit Beru¨cksichtigung kinetischer Effekte
zeigten jedoch eine Prima¨rabstandsdynamik, welche nicht mehr durch die einfa-
chen, theoretischen Modelle beschrieben wird.
Durch die Einkopplung der berechneten Mikrostrukturdynamik in die numeri-
sche Simulation eines makroskopischen Modells konnte eine verbesserte U¨ber-
einstimmung mit vergleichbaren Experimenten gezeigt werden. Diese Tatsache
verdeutlicht die Relevanz der Beru¨cksichtigung einer physikalisch motivierten,
wenngleich auch komplexen Mikrostrukturmodellierung in der angewandten, ma-
kroskopischen Modellierung von Erstarrungsvorga¨ngen.
Mit der Modellierung mehrerer, miteinander wechselwirkender, a¨qui-
axialer Dendriten mit einem Zweiskalenmodell wurde die volle, mathe-
matisch fundierte, simultane Beru¨cksichtigung der Transportskalen von solutaler
Diffusion und Wa¨rmediffusion in einem Modell mo¨glich.
Dabei zeigten analytische Untersuchungen des Zweiskalenmodells, dass sich in
Abha¨ngigkeit von der Keimdichte zwei unterschiedliche Wachstumsregimes der
a¨quiaxialen Keime herausbilden, die sich durch den Einfluss der freigesetzten, la-
tenten Wa¨rme auf die Dynamik des Temperaturfeldes unterscheiden.
In den numerischen Untersuchungen des Modells wurden ebenfalls zwei Wachs-
tumsregimes beobachtet, die jedoch in Abha¨ngigkeit vom Wert des Skalenpa-
rameters ε (dem Verha¨ltnis der beiden Diffusionsskalen) auftreten. Der genaue
Mechanismus, der zur Ausbildung dieser beiden Regimes fu¨hrt, ist vorerst noch
ungekla¨rt geblieben.
Die U¨berbru¨ckung der Spezialisierung auf die verschiedenen La¨ngenskalen wird
der Weg sein, welcher der Erstarrungsmodellierung eine immer quantitativere
Beschreibung von in der Praxis relevanten Erstarrungspha¨nomenen ermo¨glichen
wird. Dabei wird es neben der Verbindung von makro- und mikroskopischen Ska-
len auch versta¨rkt notwendig werden, die fu¨r die Mikrostruktursimulationen wich-
tigen, jedoch schwer messbaren Materialparameter wie die Fest-Flu¨ssig-Grenzfla¨-
chenspannung und den kinetischen Koeffizienten mithilfe atomistischer Modelle
fu¨r viele Materialien zu bestimmen. Im Hinblick auf die Verbindung mikro- und
makroskopischer Skalen kann zum einen die in dieser Arbeit vorgestellte Kopplung
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erweitert werden, indem zusa¨tzlich die Absta¨nde der sekunda¨ren Dendritenarme
der kolumnaren Mikrostrukturen zur Berechnung einer anisotropen, makroskopi-
schen Permeabilita¨t verwendet werden. Zum anderen sollten neben der Permea-
bilita¨t weitere, makroskopische Transportkoeffizienten und deren Abha¨ngigkeit
von thermodynamischen Zustands- und Prozessparametern durch entsprechen-
de mikroskopische Modellierung fundiert werden. Desweiteren wird die Beru¨ck-
sichtigung von Stro¨mungen in der Schmelze eine Herausforderung fu¨r die ska-
lenu¨bergreifende Erstarrungsmodellierung bleiben, da Schmelzstro¨mungen u¨ber
einen Bereich von mehreren La¨ngenskalen komplexe Strukturen, die jedoch fu¨r
die Erstarrung wichtige Transportmechanismen darstellen, ausbilden ko¨nnen.
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4 Zusammenfassung und Ausblick
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A Energieerhaltung an der
Phasengrenze
Zur Herleitung der Gleichung (2.9) fu¨r die Energieerhaltung im Abschnitt 2.1.1
an der Phasengrenze im Sharp-Interface-Modell wird gefordert, dass die durch
den Erstarrungsvorgang an der Phasengrenze entstehende, latente Wa¨rme durch
von der Phasengrenze weggerichtete Wa¨rmestro¨me in fester und flu¨ssiger Phase
abtransportiert wird.
Die durch die Erstarrung eines Volumenelementes dV entstehende, latente Wa¨rme
la¨sst sich folgendermaßen berechnen:
dQ = LdV
Das Volumenelement dV la¨sst sich durch die Verschiebung eines Phasengrenz-
fla¨chenelementes dA mit der Wachstumsgeschwindigkeit vn in Normalenrichtung
im Zeitintervall dt ausdru¨cken:
dV = dAdt vn
Damit erha¨lt man fu¨r die latente Wa¨rme
dQ = LdAdt vn . (A.1)
Die Wa¨rmestro¨me in der festen und flu¨ssigen Phase jeweils in von der Phasen-
grenze weggerichteter Normalenrichtung lassen sich wie folgt berechnen:
flu¨ssige Phase ~jn = kT ~∇TI |flu¨s ~n
feste Phase ~j ′n = k
′
T
~∇TI |fest ~n
kT und k
′
T bezeichnen die Wa¨rmeleitfa¨higkeit der flu¨ssigen bzw. festen Phase.
Fu¨r die durch diese beiden Stro¨me in ein Volumenelement transportierte Wa¨rme-
menge dQ kann man nun
dQ =
(
~jn − ~j ′n
)
dAdt
= −
(
kT ~∇TI |flu¨s − k′T ~∇TI |fest
)
~n dAdt (A.2)
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schreiben. Aus den Gleichungen (A.1) und (A.2) la¨sst sich die letztendliche Be-
ziehung
Lvn =
(
D
′
T c
′
p
~∇TI |fest −DT cp~∇TI |flu¨s
)
~n (A.3)
gewinnen. Die Diffusionskonstanten sind dabei u¨ber die spezifische Wa¨rme mit
den Wa¨rmeleitfa¨higkeiten verknu¨pft:
DT =
kT
cp
D
′
T =
k
′
T
cp
Die Massenerhaltungsgleichung (2.10) im Abschnitt 2.1.1 kann nach analogen
U¨berlegungen bezu¨glich des Konzentrationsfeldes c hergeleitet werden.
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B Die Ivantsov-Lo¨sung
Das einseitige Sharp-Interface-Modell mit einem skalierten Diffusionsfeld wird
durch die Gleichungen
∂u
∂t
= ~∇2u (B.1)
uI = ∆− d0 κ− β vn (B.2)
vn = −~∇uI ~n (B.3)
in zwei Dimensionen (x, z) beschrieben. Wenn in der Gibbs-Thomson-Beziehung
(B.2) der kapillare Term −d0 κ und der kinetische Term −β vn vernachla¨ssigt wer-
den, dann kann auf analytischem Weg eine stationa¨re Lo¨sung gefunden werden.
Diese Lo¨sung wurde bereits 1947 von Ivantsov gefunden. Es dauerte jedoch her-
nach noch ungefa¨hr 40 Jahre, bis die mit dieser Lo¨sung verbundenen Probleme
bewa¨ltigt werden konnten.
Fu¨r eine dimensionslose Unterku¨hlung ∆ kleiner als Eins ist die ebene Phasen-
grenze keine stationa¨re Lo¨sung mehr. Allerdings ist es aufgrund der modifizierten
Gibbs-Thomson-Beziehung mo¨glich, die quasistationa¨re Diffusionsgleichung
0 = ~∇2u+ v
D
∂u
∂z
(mit der stationa¨ren Wachstumsgeschwindigkeit v) in den Parabelkoordinaten
η =
√
x2 + z2 − z
rtip
ϑ =
√
x2 + z2 + z
rtip
zu separieren:
0 = 2ϑ
∂2u
∂ϑ2
+ (1 + 2 p ϑ)
∂u
∂ϑ
+ 2
∂2u
∂η2
+ (1− 2 p η) ∂u
∂η
Die Gro¨ße p wird als Peclet-Zahl bezeichnet und ist durch
p =
rtip v
2D
(B.4)
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definiert. rtip bezeichnet den Kru¨mmungsradius an der Spitze der Phasengrenze,
die durch die Parabel ϑ = 1, das heißt durch z(x) = − x2
2 rtip
+a mit der Konstanten
a, gegeben ist.
Mit der Gibbs-Thomson-Beziehung (B.2) in Parabelkoordinaten, u|ϑ=1 = ∆, er-
gibt sich die Ivantsov-Lo¨sung fu¨r u:
u(ϑ) = 2 ep
√
p
∫ ∞
√
p ϑ
e−z
2
dz (B.5)
=
√
p pi ep erfc (
√
p pi) (B.6)
erfc(x) bezeichnet hier die komplementa¨re Fehlerfunktion.
Aus dieser Lo¨sung la¨sst sich fu¨r ϑ = 1 der Zusammenhang
∆ = ep
√
p pi erfc (
√
p) (B.7)
zwischen der Unterku¨hlung ∆ und der Peclet-Zahl p herstellen. Fu¨r die Grenzfa¨lle
großer und kleiner Unterku¨hlungen kann man die Na¨herungen
∆ ∼ √p pi fu¨r ∆→ 0
∆ ∼ 1− 1
2 p
fu¨r ∆→ 1
ableiten.
Das Problem der Ivantsov-Lo¨sung ist, dass sie lediglich das Produkt aus dem
Kru¨mmungsradius rtip und der Wachstumsgeschwindigkeit v festlegt und somit
fu¨r eine gegebene Unterku¨hlung ∆ unendlich viele Lo¨sungen existieren.
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Neben der in den Unterkapiteln 2.1 und 2.2 diskutierten Sharp-Interface-Model-
lierung gibt es einen zweiten, alternativen Kontinuumsmodellierungsansatz, um
die Strukturbildung wa¨hrend eines Phasenu¨berganges erster Ordnung zu beschrei-
ben: die Phasenfeldmodellierung. Diese zweite Klasse von Kontinuumsmodellen
fu¨r Phasenu¨berga¨nge verwendet zur Unterscheidung und Lokalisierung der Pha-
sen eines Systems im Gegensatz zu den Sharp-Interface-Modellen nicht die Pha-
sengrenze als geometrisches Objekt, sondern charakteristische Funktionen - die
Phasenfelder. Eine solche Funktion unterscheidet jeweils zwischen zwei Phasen,
indem sie jeder Phase einen diskreten Wert zuordnet. Der ra¨umliche U¨bergang
zwischen zwei Phasen, die Phasengrenze, stellt sich durch einen ra¨umlichen, ste-
tigen U¨bergang dieser Funktion von dem der einen Phase zugeordneten Wert zu
dem der anderen Phase zugeordneten Wert dar.
Der Vorteil dieser Modelle gegenu¨ber den Sharp-Interface-Modellen besteht darin,
dass sie eine Phasengrenze als zumeist sehr komplexes geometrisches Objekt nicht
explizit enthalten, sondern diese Grenze implizit durch den Gradienten einer ent-
sprechenden Phasenfeldfunktion, deren Entwicklung berechnet wird, beru¨cksich-
tigen. Der Nachteil der Phasenfeldmodelle im Vergleich zu den Sharp-Interface-
Modellen erwa¨chst aus der endlichen Breite der Phasengrenze, die durch den
stetigen U¨bergang des Wertes der Phasenfeldfunktion zwischen zwei Phasen ent-
steht. Es gibt zwar auf der atomistischen Skala einen U¨bergang endlicher Breite
zwischen fester und flu¨ssiger Phase, jedoch liegt dieser einige Gro¨ßenordnungen
unterhalb der Skala eines Kontinuumsmodells. In den Phasenfeldmodellen ist die
Breite dieses U¨bergangs als Parameter enthalten und damit zuna¨chst einmal frei
wa¨hlbar. Die Probleme der Phasenfeldmodellierung entstehen dadurch, dass diese
Breite zumeist aus Gru¨nden der numerischen Machbarkeit und Effizienz um eini-
ge Gro¨ßenordnungen gro¨ßer als ihr realer Wert gewa¨hlt werden muss. Hierdurch
ko¨nnen unphysikalische Effekte im Modell verursacht werden.
Geschichtlich betrachtet ist die Phasenfeldmodellierung eine vergleichsweise junge
Klasse von Modellen. Das erste Modell zur Beschreibung eines Phasenu¨bergan-
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ges erster Ordnung mit einer Phasenfeldfunktion wurde 1986 von Langer vor-
geschlagen [62]. Die Konstruktion von thermodynamischen Potentialen, die von
Phasenfeldfunktionen abha¨ngig sind und ein wichtiger Bestandteil vieler Phasen-
feldmodelle sind, geht bereits auf Arbeiten von Cahn und Hilliard in den 50er
Jahren zuru¨ck [63, 64].
Das Phasenfeldmodell nach Karma & Rappel
Phasenfeldmodelle werden - im Gegensatz zu den Sharp-Interface-Modellen, die
direkt und rigoros aus thermodynamischen Prinzipien abgeleitet werden - mehr
oder weniger ku¨nstlich erschaffen, das heißt pha¨nomenologisch konstruiert. Eine
Konsequenz aus dieser Vorgehensweise ist, dass fu¨r ein konkretes, physikalisches
Problem im Allgemeinen mehrere, verschiedene Phasenfeldmodelle existieren.
Bei der Konstruktion eines Phasenfeldmodells ist es wichtig, die thermodynami-
sche Konsistenz des Modells in Bezug auf die Relaxation der thermodynamischen
Potentiale zu ihren Minimalwerten sicherzustellen [25, 65, 66]. Fu¨r ein Phasen-
feldmodell kann das so genannte Sharp-Interface-Limit gebildet werden, indem fu¨r
die Breite des diffusen Phasenu¨berganges in der Phasenfeldfunktion, die stets als
Modellparameter auftritt, der Limes gegen Null gebildet wird [67, 68, 69, 25, 27].
Bei der Modellierung von Phasenu¨berga¨ngen, fu¨r die bereits ein Sharp-Interface-
Modell formuliert worden ist, kann durch den direkten Vergleich der durch den
Limes entstehenden Gleichungen mit dem entsprechenden Sharp-Interface-Modell
das Phasenfeldmodell verifiziert werden. Daru¨ber hinaus bietet jedoch das Sharp-
Interface-Limit die interessante Mo¨glichkeit, fu¨r Phasenu¨berga¨nge, fu¨r die kein
Sharp-Interface-Modell existiert, aus einem entsprechenden Phasenfeldmodell ein
Sharp-Interface-Modell abzuleiten. 1
In diesem Abschnitt soll ein Phasenfeldmodell fu¨r die Erstarrung eines reinen Ma-
terials, welches von Karma und Rappel in [68] diskutiert wurde, als Beispiel fu¨r
die Phasenfeldmodellierung erla¨utert werden. Dieses Modell hat seinen Ursprung
in dem bereits erwa¨hnten, ersten Phasenfeldmodell von Langer [62] und wurde
seitdem unter dem Gesichtspunkt der thermodynamischen Konsistenz mehrfach
erweitert [66, 70, 68]. Die Grundlage des Modells bildet die orts- und zeitabha¨ngige
Phasenfeldfunktion Φ, deren Wertebereich so festgelegt wird, dass der Wert−1 die
1An dieser Stelle muss angemerkt werden, dass die Ableitung des Sharp-Interface-Limits im
Allgemeinen keine thermodynamische Konsistenz des Phasenfeldmodells impliziert [25].
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flu¨ssige Phase und der Wert +1 die feste Phase charakterisiert. In der Abbildung
C.1 ist der Verlauf der Phasenfeldfunktion zwischen fester und flu¨ssiger Phase
beispielhaft in einer Dimension veranschaulicht. Mit dieser Phasenfeldfunktion Φ
x
-1
1
Φ festflüssig
Abbildung C.1: Ra¨umlich eindimensionaler Verlauf der Phasenfeldfunktion Φ.
Der U¨bergang von Φ zwischen fester und flu¨ssiger Phase ist stetig
und der Phasenu¨bergang deshalb diffus.
wird nun ein pha¨nomenologischer Ausdruck fu¨r die freie Energie F des erstar-
renden Systems als Funktional der orts- und zeitabha¨ngigen Funktionen u und Φ
formuliert:
F {Φ, u} =
∫
V
dV
W 2 (~n)
2
|~∇Φ|2 + fdw (Φ, u) (C.1)
Hier bezeichnet u das dimensionslose, thermische Diffusionsfeld, welches aus der
Temperatur T durch die im Abschnitt 2.1.2 bereits eingefu¨hrte Skalierung nach
der Gleichung (2.15) abgeleitet wird. Die Gro¨ße W (~n) modelliert die Sta¨rke des
Beitrages des Phasengrenzenbereiches, das heißt des Bereiches, in welchem sich
die Phasenfeldfunktion Φ a¨ndert und deren Gradient nicht verschwindet, zum
Energiefunktional. Das bedeutet, dass der |~∇Φ|2-Term in Gleichung (C.1) die
Fest-Flu¨ssig-Grenzfla¨chenenergie modelliert. ~n bezeichnet den in die flu¨ssige Phase
zeigenden Normalenvektor der diffusen Phasengrenze, ist durch ~n = −~∇Φ/|~∇Φ|
definiert und ermo¨glicht es, eine anisotrope Grenzfla¨chenenergie zu beru¨cksichti-
gen. Gleichzeitig legt W (~n) auch die Breite des U¨berganges der Phasenfeldfunk-
tion, das heißt die Breite der diffusen Phasengrenze, fest. Die Funktion fdw (Φ, u)
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bezeichnet die Dichte der freien Energie in den Phasen. Bei der Konstruktion
dieser Funktion erweisen sich folgende Kriterien als wichtig:
• In Bezug auf die Abha¨ngigkeit von der Phasenfeldfunktion Φ soll fdw von
der Art eines Doppelmuldenpotentials sein 2 , dessen zwei Minima sich an
den Stellen Φ = −1 und Φ = +1 befinden und der flu¨ssigen und festen
Phase entsprechen.
• Die Abha¨ngigkeit von u soll den Wert der Energiedichte fdw derart model-
lieren, dass zum einen fu¨r u > 0 der Wert von fdw an der Minimumstelle
Φ = +1 (der festen Phase) kleiner ist als der Wert an der Minimumstelle
Φ = −1 (der flu¨ssigen Phase), und zum anderen die Differenz dieser beiden
Minimumwerte von fdw proportional zu u ist, das heißt[
fdw (Φ = −1, u)− fdw (Φ = +1, u)
]
∼ u .
Diese Forderung modelliert die Dynamik des Phasenu¨berganges in dem Sin-
ne, dass in einem System, in dem die flu¨ssige Phase unterku¨hlt ist, die feste
Phase die kleinere freie Energie besitzt. Die Gro¨ße der Unterku¨hlung, die
durch u charakterisiert wird, bestimmt, wie stark sich die freien Energien
der beiden Phasen unterscheiden.
Fu¨r das hier betrachtete Phasenfeldmodell wurde fdw (Φ, u) folgendermaßen ge-
wa¨hlt [68]:
fdw (Φ, u) = f(Φ) + λu g(Φ)
mit
f(Φ) = −1
2
Φ2 +
1
4
Φ4
g(Φ) = Φ− 2
3
Φ3 +
1
5
Φ5
λ ist eine dimensionslose Konstante, welche die Sta¨rke der Kopplung zwischen
dem Phasenfeld Φ und dem kontrollierenden Diffusionsfeld u charakterisiert. Ver-
vollsta¨ndigt wird das Modell durch die folgenden Entwicklungsgleichungen, welche
die Relaxation des Systems zu dem globalen Minimum der freien Energie sicher-
stellen sollen:
τ (~n)
∂Φ
∂t
= −δF
δΦ
(C.2)
∂u
∂t
= D ~∇2u+ 1
2
∂h (Φ)
∂t
(C.3)
2Der tiefgestellte Index dw steht fu¨r ”double well“.
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τ (~n) ist eine (gegebenenfalls anisotrope) Relaxationszeit des Phasenfeldes Φ und
D ist die Diffusionskonstante des dimensionslosen Diffusionsfeldes u. Die Funktion
h (Φ) modelliert die Entstehung der latenten Wa¨rme. Im hier diskutierten Modell
wird der einfache Zusammenhang
h (Φ) = Φ
verwendet [68].
Nach der Berechnung der Funktionalableitung in der Gleichung (C.2) erha¨lt man
folgende Entwicklungsgleichung fu¨r die Phasenfeldfunktion Φ in zwei Dimensio-
nen:
τ (~n)
∂Φ
∂t
= ~∇
(
W 2 (~n) ~∇Φ
)
+
∂
∂x
(
|~∇Φ|2W (~n) ∂W (~n)
∂ (∂Φ/∂x)
)
+
∂
∂y
(
|~∇Φ|2W (~n) ∂W (~n)
∂ (∂Φ/∂y)
)
+
[
Φ− λu (1− Φ2)] (1− Φ2) (C.4)
Fu¨r die Breite des Phasenu¨bergangs W (~n) la¨sst sich
W (~n) = W0 as (~n)
schreiben, wobei der anisotrope Anteil as (~n) durch
as (~n) = (1− 3 ²′4)
[
1 +
4 ²
′
4
1− 3 ²′4
(∂Φ/∂x)4 + (∂Φ/∂y)4
|~∇Φ|4
]
(C.5)
gegeben ist. ²
′
4 bezeichnet die Sta¨rke der vierfachen Anisotropie.
An dieser Stelle soll abschließend angemerkt werden, dass neben den aus ther-
modynamischen Potentialfunktionalen abgeleiteten Phasenfeldmodellen, wie dem
hier erla¨uterten Modell, auch Phasenfeldmodelle existieren, die durch geometri-
sche Konstruktion aus entsprechenden Sharp-Interface-Modellen abgeleitet wur-
den [71, 72, 73]. In Modellen dieser Art werden die thermodynamischen Bedin-
gungen an der scharfen Phasengrenze des Sharp-Interface-Modells, wie die Gibbs-
Thomson-Beziehung und die Erhaltungsbedingungen, geometrisch auf eine Pha-
senfeldfunktion als
”
verschmierte“ Phasengrenze u¨bertragen.
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Zusammenhang zwischen den Parametern des
Phasenfeldmodells und des Sharp-Interface-Modells
Fu¨r das im vorigen Abschnitt vorgestellte Phasenfeldmodell ko¨nnen durch die Ab-
leitung des Sharp-Interface-Limits die Zusammenha¨nge zwischen den Parametern
des Phasenfeldmodells (Gleichungen (C.3)-(C.5)) und denen des Sharp-Interface-
Modells (Gleichungen (2.18)-(2.20) im Abschnitt 2.1.2) gefunden werden. Die so
gewonnen Zusammenha¨nge basieren jedoch auf der Annahme, dass die Breite W
der Phasengrenze im Phasenfeldmodell gegen Null geht. Im Hinblick auf numeri-
sche Untersuchungen des Phasenfeldmodells mit quantitativem Anspruch hat sich
gezeigt, dass diese Forderung in den entsprechenden Simulationen im Allgemeinen
nicht effizient erfu¨llbar ist [68, 74]. Dieses Problem konnte jedoch durch die Ablei-
tung des so genannten Thin-Interface-Limit gelo¨st werden [67, 68]. Im Gegensatz
zum Sharp-Interface-Limit wird bei dieser Methode eine asymptotische Analysis
fu¨r eine kleine, jedoch nicht verschwindende Breite W der diffusen Phasengren-
ze durchgefu¨hrt. Hierdurch ergibt sich eine Korrektur in der aus dem Sharp-
Interface-Limit abgeleiteten Relation zwischen dem kinetischen Koeffizienten β
als Parameter des Sharp-Interface-Modells und den Phasenfeldparametern.
Fu¨r die Kapillarita¨tsla¨nge d0 resultiert folgender Zusammenhang:
d0 = a1
W
λ
(C.6)
a1 ist eine Konstante, die durch die Wahl der Funktion g(Φ) in der Dichte der
freien Energie bestimmt wird und im vorliegenden Fall den Wert a1 = 0.8839 hat
[68].
Die Relation fu¨r den kinetischen Koeffizienten β0 ist:
β = a1
(
τ
λW
− a2 W
D
)
(C.7)
Hierbei ist a2 eine weitere, ebenfalls durch die Wahl der Funktion g(Φ) bestimmte
Konstante, die in diesem Fall den Wert a2 = 0.6267 hat [68].
Zwischen der Anisotropie ε4 des Sharp-Interface-Modells und der Anisotropie ²
′
4
des Phasenfeldmodells besteht der Zusammenhang
ε4 =
²
′
4
4 + 3 ²
′
4
. (C.8)
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