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Resumen
En este trabajo trataremos con el buen planteamiento local y global en los
espacios de Sobolev Hs no perio´dicos del problema de valor inicial

u ∈ C([0, T ], Hs(R2))
ut + a(u
n)x + b(uxt + uyy)x = 0
u(0) = ϕ ∈ Hs(R2),
(1)
donde a y b son constantes reales con b < 0 y n es un entero positivo mayor
o igual a 2.
La ecuacio´n (1) es una del tipo ZK-BBM, la cual modela espec´ıficamente
feno´menos f´ısicos que ocurren en teor´ıa de fluidos.1 Con el fin de tratar el
buen planteamiento local de (1), usaremos una ecuacio´n integral equivalente,
para aplicarle el teorema del punto fijo de Banach en un espacio adecuado.
Posteriormente, obtendremos estimativas a priori de las soluciones, que nos
conducira´n a obtener resultados del buen planteamiento global de (1).
Palabras claves: Ecuacio´n Benjamin-Bona-Mahony (BBM); Ecuacio´n Zakharov-Kuznetsov
(ZK); Buen planteamiento local y global.
1A.-M. Wazwaz, Compact and noncompact physical structures for the ZK-BBM equa-
tion Appl. Math. Comput. 169 (2005) 713-725
IV
Abstract
The project’s aim is consider the local and golbal well-posedness in non periodics Sobolev’s
spaces Hs of the initial value problem
u ∈ C([0, T ], Hs(R2))
ut + a(u
n)x + b(uxt + uyy)x = 0
u(0) = ϕ ∈ Hs(R2),
(0.1)
where a y b are real constants with b < 0 and n is a positive integer with n ≥ 2.
The equation (0.1) is asociated to type ZK-BBM, and it is present in some phisical pro-
blems like the Fluids Theory.2 In the local problem, we shall use an equivalent integral
equation and apply the Banach fixed point theorem in an appropiate space. Later we shall
obtain some estimates a priori of solutions, and so in this way, some results about the
global well-posedness of (0.1).
Keywords: Benjamin-Bona-Mahony (BBM) equation; The Zakharov-Kuznetsov (ZK) equa-
tion; Local and global well-posedness.
2A.-M. Wazwaz, Compact and noncompact physical structures for the ZK-BBM equa-
tion Appl. Math. Comput. 169 (2005) 713-725
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Introduccio´n
En el modelamiento de algunos feno´menos f´ısicos estudiados en la teor´ıa de fluidos es bien
conocida la ecuacio´n Korteweg-de Vries (KdV) y su versio´n generalizada (gKdV)
ut = uxxx + f(u)x (x, t) ∈ R2.
A partir de esta surgieron variaciones como es el caso de la ecuacio´n de Zakharov-Kuznetsov
(ZK)
ut = (uxx + uyy)x + uux,
y su versio´n generalizada (gZK)
ut = (uxx + uyy)x + f(u)x,
las cuales son versiones bidimensionales de la KdV. Otra ecuacio´n importante es la de
Bemjamin-Bona-Mahony (BBM), cuya versio´n generalizada (gBBM) es
ut − uxxt + ux + f(u)x = 0,
y surge como una alternativa a la gKdV. Tal como sucedio´ con la gKdV, existe tambie´n una
generalizacio´n bidimensional de la gBBM, la cual es conocida como la ecuacio´n gZK-BBM
dada por
ut − (uxt + uyy)x + ux + f(u)x = 0.
En este trabajo trataremos con el buen planteamiento local y global en los espacios de
Sobolev Hs no perio´dicos del problema de valor inicial

u ∈ C([0, T ], Hs(R2))
ut + a(u
n)x + b(uxt + uyy)x = 0
u(0) = ϕ ∈ Hs(R2),
(0.1)
donde a y b son constantes reales con b < 0 y n es un entero positivo mayor o igual a 2.
La ecuacio´n (0.1) es una del tipo gZK-BBM, la cual modela espec´ıficamente feno´menos
f´ısicos que ocurren en teor´ıa de fluidos. Ve´ase ([1],[4]), para ma´s informacio´n sobre este
asunto.
Con el fin de tratar el buen planteamiento local de (0.1), usaremos una ecuacio´n integral
equivalente, para aplicarle el teorema del punto fijo de Banach en un espacio adecuado.
Posteriormente, obtendremos estimativas a priori de las soluciones, que nos conducira´n a
obtener resultados del buen planteamiento global de (0.1).
1
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Capı´tulo1
Preliminares
Notacio´n
En este cap´ıtulo se introducira´n algunas notaciones ba´sicas, adema´s de algunas definiciones
y resultados u´tiles para el desarrollo del trabajo. Las demostraciones sera´n omitidas, sin
embargo se dara´ una referencia donde puedan hallarse.
• B(X,Y ) es el espacio de todos los operadores lineales acotados de un espacio de Banach
X a un espacio de Banach Y .
• B(X)=B(X,X) .
• C([0, T ], X) es el espacio de Banach de las funciones continuas de [0, T ] en el espacio de
Banach X, dotado de la norma ‖u‖X,∞ = sup[0,T ]‖u(t)‖X
• α = (α1, α2, . . . , αn) ∈ Nn es un multiindice.
• Si α es un multiindice y x = (x1, x2, . . . , xn) ∈ Rn entonces
a) |α| = ∑nj=1 αj = α1 + α2 + · · ·+ αn.
b) xα = xα11 x
α2
2 · · ·xαnn
c) ∂α =
(
∂
∂x1
)α1( ∂
∂x2
)α2
· · ·
(
∂
∂xn
)αn
• Λs = (1−4) s2
• Lps = Lps(Rn) = Λ−sLp(Rn) con ‖ ‖Lps = | |s,p
• ϕn H
s
−−−→ ϕ convergencia en Hs.
Definicio´n 1.1. La transformada de Fourier de una funcio´n f ∈ L1(Rn) es la funcio´n
Ff = f̂ definida por
(Ff)̂(ξ) = f̂(ξ) = (2pi)−n/2 ∫
Rn
f(x)e−iξ·xdx
3
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donde x = (x1, x2, . . . , xn), ξ = (ξ1, ξ2, . . . , ξn) ∈ Rn y
x · ξ =
n∑
j=1
xjξj
es el producto interno usual en Rn.
Proposicio´n 1.1. Sea P = C∞(Rn). Este espacio con la me´trica,
d(φ, ψ) =
∞∑
j=0
2−j
‖φ(j) − ψ(j)‖∞
1+‖φ(j) − ψ(j)‖∞
donde φ, ψ ∈P, es un espacio me´trico completo.
Definicio´n 1.2. El espacio de Schwartz S (Rn) es el conjunto de todas las f ∈ P tales
que
‖f‖α,β = sup
x∈Rn
∣∣xα∂βf(x)∣∣ <∞ ∀α, β ∈ Nn.
El espacio de Schwartz es tambie´n conocido como es espacio de decrecimiento ra´pido de
las funciones en P.
Teorema 1.1. Un funcional lineal f en S (Rn) pertenece a S ′(Rn) si y solo si existen
constantes C ≥ 0 y l ∈ N, tal queda
|〈f, ϕ〉| ≤ C
∑
|α|,|β|≤ l
‖ϕ‖α,β ϕ ∈ S (Rn).
Demostracio´n. Ve´ase [7] Teorema 7.7. 
Observacio´n 1.1. En el caso de S ′(Rn), las funciones en Lp definen distribuciones en
el sentido usual, es decir, dada una funcio´n en Lp(Rn), 1 ≤ p ≤ ∞, la fo´rmula
〈Tf , ϕ〉 =
∫
Rn
f(x)ϕ(x)dx ∀ϕ ∈ S (Rn)
define un elemento de S ′(Rn). Por supuesto, no todas las distribuciones se definen de
esta forma y la δx, es un ejemplo de ello. Por simplicidad se escribe Tf = f .
Definicio´n 1.3. La transformada de Fourier de una funcio´n f ∈ S ′ es la funcio´n Ff = f̂
definida por
〈f̂ , ϕ〉 = 〈f, ϕ̂ 〉 ∀ϕ ∈ S (Rn).
Teorema 1.2. La transformada de Fourier F : S ′(Rn) → S ′(Rn) es un isomorfismo,
es continua y con inversa continua. En otras palabras, (P ′)̂ = S ′(Rn).
Demostracio´n. Ve´ase [7] Teorema 3.172. 
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Definicio´n 1.4. Sea s ∈ R. Los espacios de Sobolev (del tipo L2) en Rn son los siguientes
subconjuntos de S ′(Rn):
Hs(Rn) = {f ∈ S ′(Rn) / (1 + |ξ|2)s/2f̂ ∈ L2(Rn)}
Teorema 1.3. Sea s ∈ R. Entonces Hs(Rn) es un espacio de Hilbert con respecto al
producto interno
(f | g)s =
∫
Rn
(1 + |ξ|2)sf̂(ξ)ĝ(ξ)dξ.
Adema´s se cumplen las siguientes afirmaciones
1. Hs(Rn) ↪→ Hr(Rn) para todo s ≥ r, donde ↪→ denota contenencia continua y densa.
2.
(
Hs(Rn)
)′
, el dual de Hs(Rn), es isometricamente isomorfo a H−s(Rn) para todo
s ∈ R.
3. f ∈ Hm(Rn), m ∈ N, si y solo si ∂αf ∈ L2(Rn) para todos los multiindices α tales
que |α| ≤ m. En este caso las normas
‖f‖s =
(∫
Rn
(1 + |ξ|2)s|f̂(ξ)|2dξ
)1/2
y |||f |||s =
( m∑
j=0
‖∂αf‖20
)1/2
son equivalentes.
4. El Lema de Sobolev se cumple, es decir, Hs(Rn) ↪→ C∞(Rn) para todo s > n2 ,
donde C∞(Rn) denota el conjunto de todas las funciones continuas que tienden a
cero en el infinito.
Demostracio´n. Ve´ase [7] Teorema 7.75. 
Teorema 1.4. Hs(Rn) es un a´lgebra de Banach para todo s > n2 . En particular, existe
una constante cs ≥ 0 tal que
‖f g‖s ≤ cs‖f‖s‖g‖s ∀f, g ∈ Hs(Rn).
Demostracio´n. Ve´ase [7] Teorema 7.77. 
Definicio´n 1.5. Sea H un espacio de Hilbert. Un grupo unitario fuertemente continuo a
un para´metro en H es una aplicacio´n t ∈ R 7−→ U(t) ∈ B(H) tal que:
1. U es unitario para todo t ∈ R,
2. U(t+ t′) = U(t)U(t′), para todo t, t′ ∈ R,
3. l´ım
t→t′
‖U(t)φ− U(t′)φ‖H = 0, para todo t, t′ ∈ R, y φ ∈ H.
Definicio´n 1.6. Sea (X, d) un espacio me´trico. Una Contraccio´n es una aplicacio´n T :
X −→ X tal que: d(T (x), T (y)) ≤ λd(x, y) para todo x, y ∈ X y λ ∈ [0, 1]. Si λ < 1 se
dice que T es una contraccio´n estricta.
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Teorema 1.5 (Teorema del punto fijo de Banach). Sea X un espacio me´trico com-
pleto y T : X −→ X es una contraccio´n estricta, entonces T tiene un u´nico punto fijo, es
decir, existe un u´nico x0 ∈ X tal que T (x0) = x0.
Teorema 1.6 (Desigualdad de Gronwall). Sea k ∈ L1([a, b]) con k ≥ 0 y f, g ∈
C([0, T ],R) tales que
f(t) ≤ g(t) +
∫ t
a
k(s)f(s)ds, a ≤ t ≤ b
entonces
f(t) ≤ g(t) +
∫ t
a
k(s)e
[∫ s
a
k(r)dr
]
g(s)ds, a ≤ t ≤ b.
En particular si g es constante, se tiene:
f(t) ≤ g(t)e
[∫ t
a
k(s)ds
]
, a ≤ t ≤ b.
Teorema 1.7 (Desigualdad de Young). Sean a, b ≥ 0 y p, q > 1 tales que 1
p
+
1
q
= 1,
entonces se cumple
ab ≤ a
p
p
+
bq
q
.
Teorema 1.8 (Desigualdad de Gagliardo-Nirenberg). Si f ∈ Hs(Rn),entonces exis-
te K > 0 tal que
‖∇jf‖p ≤ K‖∇mf‖θr‖f‖1−θq
donde
1
p
=
j
n
+ θ
(
1
r
− m
n
)
+ (1− θ)1
q
y
j
m
≤ θ ≤ 1.
Demostracio´n. Ve´ase [8] Teorema 370. 
Teorema 1.9 (Kato-Ponce). Sean s > 0 y 1 < p <∞, entonces Lps ∩L∞ es un a´lgebra
de Banach. Adema´s
|fg|s,p ≤ c
(‖f‖L∞ |g|s,p + |f |s,p‖g‖L∞).
Observacio´n 1.2. Dado que ‖Λsun‖0 =‖Λsun−1u‖0 = |un−1u|0,2, si hacemos f = un−1
y g = u en el teorema anterior, y adema´s lo aplicamos sucesivas veces se tiene
‖Λsun−1u‖0 ≤ c‖u‖n−1L∞ ‖Λsu‖0. (1.1)
Capı´tulo2
El Problema Local
En este cap´ıtulo consideraremos el buen planteamiento local de problema de Cauchy aso-
ciado a la ecuacio´n (0.1).
Los siguientes resultados sera´n necesarios para crear las condiciones adecuadas para un
buen planteamiento local de la ecuacio´n. Para comenzar no´tese que la ecuacio´n (0.1) es
equivalente a
ut + a(u
n)x + buxxt + buxyy = 0
∂t(1 + b∂
2
x)u = −b∂x∂yyu− a∂x(un)
∂tu = −b(1 + b∂2x)−1∂x∂yyu− a∂x(1 + b∂2x)−1(un). (2.1)
En la ecuacio´n (2.1) sea A = −b(1 + b∂2x)−1∂x∂yy y B = a∂x(1 + b∂2x)−1.
Proposicio´n 2.1. El operador B = a∂x(1 + b∂
2
x)
−1 ∈ B(Hs) y adema´s B(un) ∈ Hs para
todo u ∈ Hs. y n ≥ 2.
Demostracio´n. Sea φ ∈ Hs, entonces
‖Bφ‖2s =‖a∂x(1 + b∂2x)−1φ‖2s
= |a|
∫
R2
ξ2
(1− bξ2)2 (1 + ξ
2 + η2)s|φ̂|2dξdη
≤ |a|
∫
R2
(1 + ξ2 + η2)s|φ̂|2dξdη
≤ |a| ‖φ‖2s.
Ahora, dado s > 1 se tiene entonces que Hs es un a´lgebra de Banach y por tanto si u ∈ Hs,
se tiene que un ∈ Hs y ‖B(un)‖2s <∞.
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Si se define la funcio´n f : Hs → Hs como f(u) = B(un), se observa que para u ∈ Hs,
f(u) ∈ Hs. (2.2)

Proposicio´n 2.2. La funcion definida en (2.2) satisface la condicio´n de Lipschitz local
Demostracio´n. Para efectos de la demostracio´n tengamos en cuenta dos detalles impor-
tantes
(i) si s > 1, entonces el Teorema 1.3−(4) implica que
f ≤‖f‖∞ ≤‖f̂‖l1 ≤ c‖f‖s, f ∈ Hs.
(ii) Si s > 1, entonces el Teorema 1.4 implica que existe cs ≥ 0 constante tal que
‖fg‖ ≤ cs‖f‖s‖g‖s, ∀f, g ∈ Hs.
Entonces si u, v ∈ Hs y t ∈ [0, T ]
un − vn = (u− v)(un−1 + un−2v + · · ·+ uvn−2 + vn−1)
≤ (u− v) c0s‖un−1‖s + c1s‖un−2v‖s + · · ·+ cn−2s ‖uvn−2‖s + cn−1s ‖vn−1‖s
Ahora por (ii)
‖un−1−ivi‖s ≤ dis‖u‖n−1−is ‖v‖is, i = 0, 1, . . . , n− 1.
Sea K = ma´x{cidi / i = 0, 1, . . . , n− 1.}, entonces
un − vn ≤ (u− v)K( ‖u‖n−1s +‖u‖n−2s ‖v‖s + · · ·‖u‖s‖v‖n−2s +‖v‖n−1s ).
Sea(
L(‖u‖s , ‖v‖s)
)1/2
= K sup
t∈[0,T ]
( ‖u(t)‖n−1s +‖u(t)‖n−2s ‖v(t)‖s + · · ·
+‖u(t)‖s‖v(t)‖n−2s +‖v(t)‖n−1s ),
entonces
(un − vn)∧ ≤ (L(‖u‖s , ‖v‖s))1/2(u− v)∧
|(un − vn)∧| 2 ≤ L(‖u‖s , ‖v‖s) | (u− v)∧| 2 (2.3)
por tanto
‖f(u)− f(v)‖s =‖a∂x(1 + b∂2x)−1(un − vn)‖s
= |a|
∫
R2
ξ2
(1− bξ2)2 (1 + ξ
2 + η2)s|(un − vn)∧|2dξdη
≤ |a|L(‖u‖s , ‖v‖s)
∫
R2
ξ2
(1− bξ2)2 (1 + ξ
2 + η2)s| (u− v)∧|2dξdη
≤ |a|L(‖u‖s , ‖v‖s) ‖u− v‖s. (2.4)
No´tese adema´s que L(·|·) es no decreciente respecto a cada uno de sus argumentos. Se
tiene entonces de (2.4) la condicio´n de Lipschitz local. 
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Proposicio´n 2.3. Sea A = −b(1 + b∂2x)−1∂x∂yy, entonces la aplicacio´n t ∈ R 7−→ U(t) =
etA es un grupo unitario fuertemente continuo a un para´metro en Hs(R2).
Demostracio´n. La aplicacio´n U(t) tambie´n puede expresarse como
U(t)ϕ =etAϕ =
(
e−b(1−bξ2)−1(iξ)(−η2)tϕ̂
)∨
, ϕ ∈ Hs, t ∈ R.
U(t) cumple con las siguientes condiciones:
1. U(t) es unitario para todo t ∈ R
‖etAϕ‖s =
∥∥∥∥(e−b(1−bξ2)−1(iξ)(−η2)tϕ̂)∨∥∥∥∥
s
=‖ϕ‖s (2.5)
2.
U(t+ t′)ϕ =
∫
R2
e(t+t′)Aϕdx
=
∫
R2
etAet′Aϕdx
=
∫
R2
U(t)U(t′)ϕdx
= U(t)U(t′)ϕ
entonces U(t+ t′) = U(t)U(t′).
3. Dado  > 0 la aplicacio´n t ∈ [,+∞) 7−→ U(t)ϕ es uniformemente continua con respecto
a la norma Hs−2α, α ∈ [0, 1].
‖U(t)ϕ− U(t′)ϕ‖s−2α =
∫
R2
(1 + ξ2 + η2)s−2α|etA −et′A|2|ϕ̂|2dξdη
=
∫
R2
(1 + ξ2 + η2)s−2α|e(t−t′)A − 1|2|ϕ̂|2dξdη. (2.6)
Por el teorema del valor medio se tiene
|e(t−t′)A − 1| = |AeτA||t− t′| =
∣∣∣∣ ibξη21− bξ2
∣∣∣∣|t− t′| ≤ |η2||t− t′| (2.7)
y adema´s
|e(t−t′)A − 1| ≤ 2. (2.8)
Entonces
|e(t−t′)A − 1|2 = |e(t−t′)A − 1|2(1−α)|e(t−t′)A − 1|2α
≤ 22(1−α)|η2|2α|t− t′|2α. (2.9)
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Como |η
2|2α
(1+ξ2+η2)2α
≤ 1, la ecuacio´n (2.6) queda
‖U(t)ϕ− U(t′)ϕ‖s−2α ≤
∫
R2
(1 + ξ2 + η2)s22(1−α)|t− t′|2α|ϕ̂|2dξdη
≤ 4|t− t′|2α‖ϕ‖s, (2.10)
haciendo t→ t′ se tiene que ‖U(t)ϕ− U(t′)ϕ‖s−2α → 0. En particular
l´ım
t→t′
‖U(t)ϕ− U(t′)ϕ‖s = 0

Por comodidad, el problema de Cauchy dado por la ecuacio´n (0.1), lo escribiremos de la
siguiente forma {
∂tu = Au+ f(u)
u(0) = ϕ ∈ Hs (2.11)
Por el me´todo de variacio´n de para´metros se puede identificar una posible solucio´n para
s > 1, dada por
u(t) =etAϕ+
∫ t
0
e(t−τ)Af(u(τ))dτ, (2.12)
en la cual por (2.2) y (2.5) se tiene que u ∈ C([0, T ], Hs(R2)).
Proposicio´n 2.4. Sea u ∈ C([0, T ], Hs(R2)) con s > 1, una solucio´n de (2.11), entonces
u satisface (2.12). Rec´ıprocamente, si u ∈ C([0, T ], Hs(R2)) es una solucio´n de (2.12),
entonces u ∈ C1([0, T ], Hs−2(R2)) y satisface (2.11) con derivada
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h −Au− f(u)
∥∥∥∥
s−2
= 0 (2.13)
Demostracio´n. Si u satisface (2.11), por el me´todo de variacio´n de para´metros se tiene
que u satiface (2.12).
Rec´ıprocamente, sea u tal que satisface (2.12). Derivando a ambos lados con respecto al
tiempo se tiene
∂tu(t) = AetAϕ+ ∂t
∫ t
0
e(t−τ)Af(u(τ))dτ. (2.14)
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ahora bien
∂t
∫ t
0
e(t−τ)Af(u(τ))dτ = l´ım
h→0
1
h
{∫ t+h
0
e(t+h−τ)Af(u(τ))dτ
−
∫ t
0
e(t−τ)Af(u(τ))dτ
}
= l´ım
h→0
1
h
{∫ t
0
[
e(t+h−τ)A −e(t−τ)A
]
f(u(τ))dτ
+
∫ t+h
t
e(t+h−τ)Af(u(τ))dτ
}
. (2.15)
Por un lado se tiene el valor principal de una funcio´n continua, es decir
l´ım
h→0
∥∥∥∥∫ t+h
t
e(t+h−τ)Af(u(τ))dτ − f(u(t))
∥∥∥∥
s−2
= 0. (2.16)
Por otro lado
l´ım
h→0
1
h
∫ t
0
[
e(t+h−τ)A−e(t−τ)A
]
f(u(τ))dτ
=
∫ t
0
l´ım
h→0
1
h
[
e(t+h−τ)A −e(t−τ)A
]
f(u(τ))dτ
=
∫ t
0
∂te(t−τ)Af(u(τ))dτ
=
∫ t
0
Ae(t−τ)Af(u(τ))dτ
= A
∫ t
0
e(t−τ)Af(u(τ))dτ.
(2.17)
Si de la ecuacio´n (2.12) despejamos la integral, se obtiene
l´ım
h→0
1
h
∫ t
0
[
e(t+h−τ)A −e(t−τ)A
]
f(u(τ))dτ = A
(
u(t)−etAϕ). (2.18)
De las ecuaciones (2.15),(2.16) y (2.18), la ecuacio´n (2.14) queda
∂tu(t) = AetAϕ+A(u(t)−etAϕ)+ f(u(τ))
∂tu(t) = Au(t) + f(u(t)). (2.19)
Haciendo t = 0 en (2.12), se tiene que u(0) = ϕ. Se concluye entonces que u satisface
(2.11).

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2.1. Existencia
Proposicio´n 2.5. Se define el conjunto
χs(T,M,ϕ) = {u ∈ C
(
[0, T ], Hs(R2)
)
/ ‖u(t)−etAϕ‖ ≤M}, M ≥ 0,
y la me´trica
ds,T (u, v) = sup
[0,T ]
‖u(t)− v(t)‖s.
El espacio
(
χs, ds,T
)
, es un espacio me´trico completo.
Demostracio´n. El conjunto χs(T,M,ϕ) es un subconjunto cerrado de C
(
[0, T ],
Hs(R2)) el cual es completo con la me´trica ds,T , que es precisamente la inducida por
la norma ‖u‖s,∞. Por tanto
(
χs, ds,T
)
es un espacio me´trico completo. 
Teorema 2.1. La funcio´n ψ : χs(T,M,ϕ) −→ χs(T,M,ϕ) definida por
ψ(u)(t) =etAϕ+
∫ t
0
e(t−τ)Af(u(τ))dτ, (2.20)
es una contraccio´n y adema´s existe al menos una solucio´n al problema (2.11).
Demostracio´n. Veamos primero que ψ(u) ∈ χs(T,M,ϕ). Dado M ≥ 0, se tiene
‖ψ(u)(t)−etAϕ‖s ≤
∫ t
0
‖e(t−τ)Af(u)‖sdτ
≤
∫ t
0
‖f(u)‖sdτ
≤
∫ t
0
|a|L(‖u‖s , 0) ‖u(t)‖sdτ , por (2.4).
Dado u ∈ χs(T,M,ϕ), por (2.5)
‖u(τ)‖s ≤‖u(τ)−eτAϕ‖s + ‖eτAϕ‖s ≤M+ ‖ϕ‖s
Luego, si t ∈ [0, T ]
‖ψ(u)(t)−etAϕ‖s ≤ |a|L(‖u‖s , 0) (M+ ‖ϕ‖s)t
≤ |a|L(M+ ‖ϕ‖s, 0)(M+ ‖ϕ‖s)T
Sea α(M, ‖ϕ‖s) = [ |a|L(M+ ‖ϕ‖s, 0)(M+ ‖ϕ‖s) ]−1M . Si 0 < T < α(M, ‖ϕ‖s), entonces
se tiene
‖ψ(u)(t)−etAϕ‖s ≤M (2.21)
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es decir, ψ(u)(t) ∈ χs(T,M,ϕ).
Veamos ahora que ψ es una contraccio´n. Dados u, v ∈ χs
‖ψ(u)(t)− ψ(v)(t)‖s ≤
∫ t
0
‖e(t−τ)A(f(u)− f(v))‖sdτ
‖ψ(u)(t)− ψ(v)(t)‖s ≤
∫ t
0
‖f(u)− f(v)‖sdτ
≤ |a|L(‖u‖s , ‖v‖s)
∫ t
0
‖u(τ)− v(τ)‖sdτ
≤ |a|L(M+ ‖ϕ‖s ,M+ ‖ϕ‖s) dS,T (u, v)T
Sea β(M, ‖ϕ‖s) = [ |a|L(M+ ‖ϕ‖s ,M+ ‖ϕ‖s) ]−1. Si se tienen las opciones
0 < T < α(M, ‖ϕ‖s) < β(M, ‖ϕ‖s) o´ 0 < T < β(M, ‖ϕ‖s) < α(M, ‖ϕ‖s)
en cualquier caso se cumple que
0 < |a|L(M+ ‖ϕ‖s ,M+ ‖ϕ‖s)T < 1.
Si hacemos λ = |a|L(M+ ‖ϕ‖s ,M+ ‖ϕ‖s)T y T˜ = T˜ (M, ‖ϕ‖s) = mı´n (α, β), se cumple
que
ds,T˜ (ψ(u)(t), ψ(v)(t)) ≤ λ ds,T˜ (u, v), 0 < λ < 1.
Por tanto ψ es una contraccio´n. Aplicando entonces el Teorema de punto fijo de Banach,
existe u ∈ χs tal como se indica en la ecuacio´n (2.12), es decir
u(t) =etAϕ+
∫ t
0
e(t−τ)Af(u(τ))dτ
Esto garantiza la existencia de soluciones para el problema de Cauchy (2.11). 
2.2. Dependencia continua
Teorema 2.2. La funcio´n ϕ 7−→ u es continua.
Demostracio´n. Sea (ϕn)
∞
n=1 tal que cada ϕn es una condicio´n inicial del problema de
Cauchy (2.11) y adema´s ϕn Hs−−−−→ϕ. Sea tambie´n un ∈ C([0, T˜n), Hs(R2)) la solucio´n
correspondiente a ϕn, donde T˜n = T˜ (M, ‖ϕn‖s).
Sea T˜∞ = T˜ (M, ‖ϕ‖s) tal que 0 < T < T˜∞. Sabemos que T˜ depende tanto de α como
de β y estas a su vez de L(·|·), la cual es continua, por tanto T˜ lo es tambie´n, por tanto,
si n→∞, T˜n → T˜∞, es decir, existe N ∈ N tal que 0 < T < T˜n, para todo n ≥ N .
Esto indica que un ∈ C([0, T ], Hs(R2)), para todo n ≥ N y adema´s por (2.21) un ∈
χs(T,M), cumplie´ndose tambie´n que
‖un(τ)‖s ≤M + ‖ϕn‖s ≤M + K, donde K = sup
n∈N
‖ϕn‖s, 0 < τ < T.
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ahora, sea u∞ la solucio´n correspondiente a ϕ. Entonces se tiene
‖un(t)− u∞(t)‖s ≤‖ϕn − ϕ‖s +
∫ t
0
‖f(un(τ))− f(u∞(τ))‖sdτ
≤‖ϕn − ϕ‖s + L(‖un‖s , ‖u∞‖s)
∫ t
0
‖un − u∞‖sdτ
≤‖ϕn − ϕ‖s + L(Ms(un , u∞),Ms(un , u∞))
∫ t
0
‖un − u∞‖sdτ
donde
Ms(un , u∞) = ma´x
{
sup
[0,T ]
‖un(t)‖s , sup
[0,T ]
‖u∞(t)‖s
}
≤M +K
por tanto
‖un(t)− u∞(t)‖s ≤‖ϕn − ϕ‖s + L(M +K,M +K)
∫ t
0
‖un − u∞‖sdτ
si aplicamos ahora la desigualdad de Gronwall
‖un(t)− u∞(t)‖s ≤‖ϕn − ϕ‖seL(M+K,M+K)t
≤‖ϕn − ϕ‖seL(M+K,M+K)T
entonces
sup
n∈N
‖un(t)− u∞(t)‖s ≤‖ϕn − ϕ‖seL(M+K,M+K)T
l´ım
n→∞ supn∈N
‖un(t)− u∞(t)‖s = 0 (2.22)
se concluye entonces la dependencia continua. 
2.3. Unicidad
Teorema 2.3. La funcio´n definida en (2.12) es la u´nica solucio´n al problema (2.11).
Demostracio´n. Supo´ngase que u y v son soluciones del problema de Cauchy (2.11) con
condiciones iniciales ϕ y ψ respectivamente, entonces
‖u(t)− v(t)‖s ≤ ‖ϕ− ψ‖s +
∫ t
0
‖f(u(τ))− f(v(τ))‖sdτ
≤ ‖ϕ− ψ‖s + |a|L(‖u‖s, ‖v‖s)
∫ t
0
‖u(τ)− v(τ)‖sdτ
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luego por la desigualdad de Gronwall
‖u(t)− v(t)‖s ≤ ‖ϕ− ψ‖se|a|L(‖u‖s,‖v‖s)t. (2.23)
Entonces si ϕ = ψ se tiene que u = v y por tanto la unicidad.

Corolario 2.1. Para s > 1, el problema de Cauchy (2.11) esta´ localmente bien planteado
en Hs(R2).
Demostracio´n: Por lo desarrollado en los teoremas 2.1, 2.2 y 2.3 se tiene el resultado. 
Capı´tulo3
El Problema Global
El objetivo ahora es conocer el buen planteamiento global del problema de Cauchy (0.1)
y para ello se necesitara´n estimativas para ‖u‖1.
De la ecuacio´n (2.1) el problema entonces queda de la siguiente forma
ut = −(1− b∂2x)−1∂x
(
buyy + au
n
)
(3.1)
El siguiente lema sera´ de mucha utilidad para hallar una estimativa de ‖u‖1.
Lema 3.1. Las siguientes cantidades
I1(u) =
∫
R2
(u2 + u2x)dxdy =
∫
R2
(ϕ2 + ϕ2x ) dxdy
I2(u) =
∫
R2
(
a
un+1
n+ 1
− bu
2
y
2
)
dxdy =
∫
R2
(
a
ϕn+1
n+ 1
− bϕ
2
y
2
)
dxdy
asociadas al flujo (0.1), son conservadas.
Demostracio´n. Calculemos primero la derivada direccional de I2.
I2(u+ εv) =
∫
R2
[
a
(u+ εv)n+1
n+ 1
− b (uy + εvy)
2
2
]
dxdy
d
dε
I2(u+ εv) =
∫
R2
[
a(u+ εv)nv − b(uy + εvy)vy
]
dxdy
d
dε
I2(u+ εv)
∣∣∣∣
ε=0
=
∫
R2
(
aunv − buyvy
)
dxdy
16
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integrando por partes el segundo te´rmino
d
dε
I2(u+ εv)
∣∣∣∣
ε=0
=
∫
R2
(
aunv + buyyv
)
dxdy
=
∫
R2
(
buyy + au
n
)
v dxdy
entonces se tiene el pare´ntesis de dualidad
〈I ′2(u), v〉 =
d
dε
I2(u+ εv)
∣∣∣∣
ε=0
=
〈
buyy + au
n, v
〉
luego
I ′2(u) = buyy + au
n.
Ahora se tiene que
d
dt
I2(u) = 〈I ′2(u), ut〉
= 〈I ′2(u), (1− b∂2x)−1∂xI ′2(u)〉
como (1− b∂2x)−1∂x es un operador antisime´trico,
d
dt
I2(u) = 〈I ′2(u), (1− b∂2x)−1∂xI ′2(u)〉 = 0
lo cua´l prueba que I2 es una cantidad conservada.
Para el caso de I1, si b = −1,a = 1/2 y n = 2, la ecuacio´n (0.1) queda de la siguien-
te forma
∂t(u− uxx) = ∂x
(
uyy − u
2
2
)
. (3.2)
Calculamos la derivada de I1.
I1(u+ εv) =
∫
R2
(u+ εv)2 + (ux + εvx)
2 dxdy
d
dε
I1(u+ εv) =
∫
R2
2(u+ εv)v + 2(ux + εvx)vx dxdy
d
dε
I1(u+ εv)
∣∣∣∣
ε=0
=
∫
R2
2
(
uv + uxvx
)
dxdy
integrando por partes el segundo te´rmino
d
dε
I1(u+ εv)
∣∣∣∣
ε=0
=
∫
R2
2
(
uv + uxxv
)
dxdy
=
∫
R2
2
(
u− uxx
)
v dxdy
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luego
I ′1(u) = 2(u− uxx).
Usando la ecuacio´n (3.2), se observa que
d
dt
I1(u) = 〈I ′1(u), ut〉
= 〈I ′1(u), (1− ∂2x)−1∂x(uyy −
u2
2
)〉
=
1
2
〈I ′1(u), (1− ∂2x)−1∂t I ′1(u)〉
= 0
tenie´ndose as´ı que I1 es conservada. 
Proposicio´n 3.1. Sean ϕ ∈ Hs, s > 1 y u ∈ C([0, T ], Hs(R2)) la solucio´n de (0.1)
obtenida en el corolario (2.1). Entonces
‖u‖21 ≤ K(ϕ) +
2a
b(n+ 1)
I1(ϕ)‖u‖n−11 (3.3)
Demostracio´n. Del Lema 3.1, se observa que1
bI1 − 2I2 =
∫
R2
(
bu2 + bu2x + bu
2
y − 2a
un+1
n+ 1
)
dxdy
= b
∫
R2
(
ϕ2 + ϕ2x + ϕ
2
y
)
dxdy − 2a
n+ 1
∫
R2
ϕn+1 dxdy
= b‖ϕ‖21 −
2a
n+ 1
∫
R2
ϕn+1 dxdy
Por otra parte
‖u‖21 = I1 −
2I2
b
+
2a
b(n+ 1)
∫
R2
un+1 dxdy
=‖ϕ‖21 −
2a
b(n+ 1)
∫
R2
ϕn+1 dxdy +
2a
b(n+ 1)
∫
R2
un+1 dxdy
sea K(ϕ) =‖ϕ‖21 − 2ab(n+1)
∫
R2 ϕ
n+1 dxdy, entonces
‖u‖21 ≤ K(ϕ) +
2a
b(n+ 1)
∫
R2
|u|n+1 dxdy
≤ K(ϕ) + 2a
b(n+ 1)
‖u‖n+1Ln+1 (3.4)
Aplicando la desigualdad de Glagliardo-Nirenberg, se tiene
‖u‖Ln+1 ≤‖∇u‖θL2 ‖u‖1−θL2 (3.5)
1‖u‖2H1 =
∑
|α|≤1‖Dαu‖22 =‖u‖2W 1,2
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donde
1
n+ 1
= θ
(
1
2
− 1
2
)
+
1− θ
2
es decir θ = n−1n+1 . De esta manera la desigualdad (3.5) queda
‖u‖n+1Ln+1 ≤‖∇u‖n−1L2 ‖u‖2L2 .
Dado que
‖u‖2L2 =
∫
R2
u2 dxdy ≤
∫
R2
u2 + u2x dxdy =
∫
R2
ϕ2 + ϕ2x dxdy = I1(ϕ)
y ‖∇u‖L2 ≤‖u‖W 1,2 =‖u‖1, la ecuacio´n (3.4) se transforma en
‖u‖21 ≤ K(ϕ) +
2a
b(n+ 1)
I1(ϕ)‖u‖n−11
No´tese que por la manera en que se definio´ K, este es acotado ya que ϕ ∈ Hs. 
En los siguientes tres casos, en donde la norma con respecto al dato inicial es suficiente
pequen˜o, se obtendra´n estimaciones a priori de ‖u‖1.
Teorema 3.1. Sea s > 1, ϕ ∈ Hs, n = 2 y . u ∈ C([0, T ], Hs(R2)) la solucio´n de (0.1),
entonces
‖u‖1 < C(ϕ),
donde C > 0.
Demostracio´n. Si aplicamos la desigualdad de Young al segundo te´rmino del lado derecho
de (3.3), con p = q = 2, a = I1(ϕ)/ε y b = ε‖u‖1 donde ε > 0, se tiene lo siguiente
‖u‖21 ≤ K(ϕ) +
aI21 (ϕ)
3ε2b
+
aε2‖u‖21
3b
si hacemos ε2 = |b/a|
‖u‖21 ≤ K(ϕ) +
aI21 (ϕ)
3ε2b
+
‖u‖21
3
2
3
‖u‖21 ≤ K(ϕ) +
aI21 (ϕ)
3ε2b
haciendo I1(ϕ) suficientemente pequen˜o se tiene entonces
‖u‖1 ≤ 3
2
K(ϕ) < C(ϕ). (3.6)

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Teorema 3.2. Sean s > 1, ϕ ∈ Hs y n = 3. Si ‖ϕ‖1 es suficientemente pequen˜o, entonces
‖u‖1 < C(ϕ),
donde C > 0.
Demostracio´n. Si n = 3, entonces la ecuacio´n (3.3) se convierte en
‖u‖21 ≤ K(ϕ) +
a
2b
I1(ϕ)‖u‖21
‖u‖21 ≤
K(ϕ)
1− a2bI1(ϕ)
‖u‖1 < C(ϕ).

Teorema 3.3. Sean s > 1, ϕ ∈ Hs y n > 3. Si ‖ϕ‖1 es suficientemente pequen˜o, entonces
existe una constante M > 0 tal que
‖u(t)‖1 < M,
para t ∈ [0, T ].
Demostracio´n. Siguiendo el esquema de demostracio´n de Ponce ([9] pa´gina 122 ecuacio´n
(6.10)) la ecuacio´n (3.3) tiene la forma
‖u‖21 ≤ K(ϕ) +
2a
b(n+ 1)
I1(ϕ)‖u‖2+γ1 . (3.7)
(3.8)
Si evaluamos en t = 0 y hacemos I1(ϕ) suficientemente pequen˜o, entonces se cumple que
K(ϕ) > 0 y existe M > 0 tal que
‖u(t)‖1 ≤M. (3.9)
para t ∈ [0, T ]. 
Como consecuencia de los teoremas 3.1,3.2 y 3.3 se tiene el siguiente corolario.
Corolario 3.1. Sean s > 1, ϕ ∈ Hs y n ≥ 2. Si ‖ϕ‖1 es suficientemente pequen˜o, entonces
‖u‖1 <∞.
Nota 3.1. Si n ≥ 2, la solucio´n posiblemente no explotar´ıa en tiempo finito, si ‖ϕ‖1 del
dato inicial no es tan pequen˜a. Esto lo decidiremos en una investigacio´n posterior.
Nota 3.2. Lo anterior motiva a preguntarse por el buen planteamiento local en H1.
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Ahora estamos interesados en el buen planteamiento global del problema de Cauchy para
s > 1. Los siguientes resultados pretenden ese objetivo.
Lema 3.2. Si u ∈ Hs, s > 1, entonces existe α > 0 tal que
d
dt
‖u‖2s ≤ α {1 + log (1+‖u‖s)}n−1‖Λsu‖20. (3.10)
Demostracio´n. A partir de la ecuacio´n (3.1) se tiene
Λsut = −b(1 + b∂2x)−1∂x∂yyΛsu+ a(1 + b∂2x)−1∂xΛsun.
Luego el producto
〈Λsut, Λsu〉0 = 〈b(1 + b∂2x)−1∂x∂yyΛsu,Λsu〉0 + 〈a(1 + b∂2x)−1∂xΛsun, Λsu〉0
d
2dt
‖u‖2s = 〈a(1 + b∂2x)−1∂xΛsun, Λsu〉0
≤‖a(1 + b∂2x)−1∂xΛsun‖0‖Λsu‖0
≤ |a|‖Λs(un−1u)‖0‖Λsu‖0 .
Aplicando la desigualdad de Kato-Ponce se obtiene
d
2dt
‖u‖2s ≤ β|a|‖u‖n−1L∞ ‖Λsu‖20 . (3.11)
Por el teorema A.9 ([6], Brezis-Gallouet), existe c = c(s) > 0 tal que
‖u‖n−1L∞ ≤ c
{
1+‖u‖1
√
log (1+‖u‖s)
}n−1
(3.12)
Por el corolario 3.1, existe K > 0 tal que
‖u‖n−1L∞ ≤ c
{
1 +K
√
log (1+‖u‖s)
}n−1
(3.13)
De (3.12) y (3.13) la desigualdad (3.11) queda
d
dt
‖u‖2s ≤ 2cβ|a|{1 +K
√
log (1+‖u‖s)
}n−1‖Λsu‖20 . (3.14)
Sea α = α(c, β,K) > 0 tal que
d
dt
‖u‖2s ≤ α {1 + log (1+‖u‖s)}n−1‖Λsu‖20. (3.15)

Teorema 3.4. Sean ϕ ∈ Hs y n = 2. Entonces el problema de Cauchy (0.1) es globalmente
bien planteado en Hs para s > 1.
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Demostracio´n. Si en la ecuacio´n (3.10) hacemos n = 2 entonces
d
dt
‖u‖2s ≤ α {1 + log (1+‖u‖s)}‖Λsu‖20 (3.16)
≤ α {1 + log (1+‖u‖s)}‖u‖2s
≤ α {1 + log (1+‖u‖2s)}(1+‖u‖2s),
luego
d
dt
‖u‖2s
(1+‖u‖2s)
≤ α {1 + log (1+‖u‖2s)}. (3.17)
Si hacemos f(t) = log(1+‖u‖2s) y reemplazamos en la ecuacio´n (3.17), entonces
f ′(t) ≤ α+ αf(t).
Integrando a ambos lados,
f(t) ≤ log (1+‖ϕ‖2s) + αt+ α
∫ t
0
f(τ)dτ
≤ log (1+‖ϕ‖2s) + αT + α
∫ t
0
f(τ)dτ
≤ k(‖ϕ‖2s, T ) + α
∫ t
0
f(τ)dτ.
Aplicando Gronwall
f(t) ≤ k(‖ϕ‖2s, T )e αT ,
es decir
log(1+‖u‖2s) ≤ k(‖ϕ‖2s, T )e αT = P (‖ϕ‖2s, T )
‖u‖2s ≤ e P (‖ϕ‖
2
s,T ) − 1 , (3.18)
y por tanto ‖u‖s <∞. 
Teorema 3.5. Sea ϕ ∈ Hs suficientemente pequen˜o. Si n = 3 el problema de Cauchy
(0.1) es globalmente bien planteado en Hs para s > 1.
Demostracio´n. Si en la ecuacio´n (3.14) hacemos n = 3 entonces
d
dt
‖u‖2s ≤ 2cβ|a|
{
1 +K
√
log (1+‖u‖s)
}2‖Λsu‖20
≤ 2cβ|a|{1 + 2K√log (1+‖u‖s) +K2 log (1+‖u‖s)}‖Λsu‖20.
Sea µ = µ(K) tal que
d
dt
‖u‖2s ≤ 2cβ|a|
{
1 + 2µ log (1+‖u‖s) + µ log (1+‖u‖s)
}‖Λsu‖20 , (3.19)
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y α = α(c, β, µ) tal que
d
dt
‖u‖2s ≤ α
{
1 + log (1+‖u‖s)
}‖Λsu‖20 , (3.20)
tenie´ndose una desigualdad como en (3.16). Procediendo como en el caso n = 2, se concluye
de igual manera que ‖u‖s <∞.

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