In this paper we provide an approach to on-line diagnosis of discrete event systems based on labeled Petri nets. The proposed procedure is based on our previous results on unlabeled Petri nets and allows us to also consider events that are undistinguishable, namely events that produce an output signal that is observable, but that is common to other events.
I. INTRODUCTION
Faults are physical conditions that cause a device or a component to fail to perform in a required manner. Automatic fault detection and diagnosis is a research area that received a lot of attention in the last years not only within the framework of time-driven systems, but also in the case of discrete event systems (DES). In this framework several original theoretical approaches have been proposed ( [1] ; [2] ; [3] ; [4] ; [5] ; [6] ).
Petri net (PN) models have often been used in this context: the intrinsically distributed nature of PNs where the notion of state (i.e., marking) and action (i.e., transition) is local has often been an asset to reduce the computational complexity involved in solving a diagnosis problem.
Among the different contributions in this area we recall the work of [7] , [8] , [9] , [10] , [11] , [12] , [13] . Finally, [14] solve the same problem considered in this paper using the Diagnoser Approach for DES. However, most of these approaches require an exhaustive enumeration of the state space.
The main difference between our diagnosis approach ( [15] , [16] ) and the approaches cited above is the concept of basis marking. This concept allows us to represent the reachability space in a compact manner, i.e., our approach requires to enumerate only a subset of the reachability space. In our previous papers we presented an approach for on-line diagnosis for PNs that are unlabeled and where some transitions are unobservable (silent). In this paper we extend this approach considering PNs that are labeled -i.e., PNs where two or more transitions can share the same label -and where some transitions are unobservable. This extended setting requires to reformulate the concepts of basis markings, minimal explanations, minimal e-vectors and jvectors on which our procedure is based on. Moreover we redefine four diagnosis states, each one corresponding to a different degree of alarm. We give a procedure to compute the actual diagnosis state given the current observation. Finally we show that, as for the unlabeled PNs, in the case of bounded net systems, the most burdensome part of the procedure can be moved off-line defining a particular graph, that we call Basis Reachability Graph.
II. BASIC DEFINITIONS
In this section we recall the formalism used in the paper. For more details on PNs we refer to [17] .
A Place/Transition net (P/T net) is a structure N = (P, T, P re, P ost), where P is a set of m places; T is a set of n transitions; P re : P × T → N and P ost : P × T → N are the pre-and post-incidence functions that specify the arcs; C = P ost − P re is the incidence matrix.
A marking is a vector M : P → N that assigns to each place of a P/T net a non-negative integer number of tokens, represented by black dots. We denote M (p) the marking of place p.
A P/T system or net system N, M 0 is a net N with an initial marking M 0 . A transition t is enabled at M iff M ≥ P re(· , t) and may fire yielding the marking M = M + C(· , t). We write M [σ to denote that the sequence of transitions σ = t j 1 · · · t j k is enabled at M , and we write M [σ M to denote that the firing of σ yields M . We also write t ∈ σ to denote that a transition t is contained in σ.
The set of all sequences that are enabled at the initial marking A labeling function L : T → L ∪ {ε} assigns to each transition t ∈ T either a symbol from a given alphabet L or the empty string ε.
We denote as T u the set of transitions whose label is ε, i.e.,
Transitions in T u are called unobservable or silent. We denote as T o the set of transitions labeled with a symbol in L. Transitions in T o are called observable because when they fire their label can be observed. Note that in this paper we assume that the same label l ∈ L can be associated to more than one transition. In particular, two transitions t 1 , t 2 ∈ T o are called undistinguishable if they share the same label, i.e., L(t 1 ) = L(t 2 ) = l ∈ L. The set of transitions sharing the same label l are denoted as T l .
In the following we denote as C u (C o ) the restriction of the incidence matrix to T u (T o ) and February 23, 2010 DRAFT denote as n u and n o , respectively, the cardinality of the above sets. Moreover, given a sequence
We denote as w the word of events associated to the sequence σ, i.e., w = L(σ). Note that the length of a sequence σ (denoted |σ|) is always greater than or equal to the length of the corresponding word w (denoted |w|). In fact, if σ contains k transitions in T u then |σ| = k + |w|.
where N = (P, T, P re, P ost) and
be an observed word. We define
the set of firing sequences consistent with w ∈ L * , and
In plain words, given an observation w, S(w) is the set of sequences that may have fired, while C(w) is the set of markings in which the system may actually be. 
}.
Thus two different firing sequences may have fired (the second one also involving silent transitions), but they both lead to the same marking.
Different markings can be reached if we consider w = ab. In particular, S(w) = {t 1 t 2 , t 1 t 2 ε 8 , 
III. MINIMAL EXPLANATIONS AND MINIMAL E-VECTORS
In [16] we gave the following two definitions.
Definition 3.1: Given a marking M and an observable transition t ∈ T o , we define the set of explanations of t at M , and
the e-vectors (or explanation vectors), i.e., firing vectors associated to the explanations.
Thus Σ(M, t) is the set of unobservable sequences whose firing at M enables t. Among the above sequences we want to select those whose firing vector is minimal.
Definition 3.2: Given a marking M and a transition t ∈ T o , we define
the set of minimal explanations of t at M , and we define
the corresponding set of minimal e-vectors.
In this section we generalize the above definitions.
Definition 3.3:
Given a marking M and an observation l ∈ L, we define the set of minimal
i.e., the set of pairs (transition labeled l -corresponding minimal explanation), and we define the set of minimal e-vectors of l at M aŝ
i.e., the set of pairs (transition labeled l -corresponding minimal e-vector). 
be a given observation. We definê The marking
i.e., the marking reached firing σ o interleaved with the minimal justification σ u , is called basis marking and y is called its j-vector (or justification-vector).
Obviously, because in general more than one justification exists for a word w (the setĴ (w)
is generally not a singleton), the basis marking may be not unique as well. 
be an observed word. We define The setŶ min (M 0 , wl) is defined as:
where Under the assumption of acyclicity of the T u -induced subnet, the set M(w) can be easily constructed as follows.
Algorithm 4.6: [Computation of the basis markings and j-vectors]
1. Let w = ε.
Let M(w)
3. Wait until a new label l is observed.
4.
Let w = w and w = w l.
Let M(w) = ∅.
6. For all M such that (M , y ) ∈ M(w ) , do 6.1. for all t ∈ T l , do
let M(w) = M(w) ∪ {(M, y)}.
7. Goto step 3.
In simple words, the above algorithm can be explained as follows. We assume that a certain word w (that is equal to the empty string at the initial step) has been observed. Then, a new observable t fires and we observe its label L(t) (e.g., l). We consider all basis markings at the observation w before the firing of t, and we select among them those that may have allowed the firing of at least one transition t ∈ T l , also taking into account that this may have required the firing of appropriate sequences of unobservable transitions. In particular, we focus on the minimal explanations, and thus on the corresponding minimal e-vectors (step 6.1.1). Finally, we update the set M(w) including all pairs of new basis markings and j-vectors, taking into account that for each basis marking at w it may correspond more than one j-vector.
Let us now recall the following result. 
the set of all basis markings for any observation w.
Note that if the net system is bounded then the set M basis is finite being the set of basis markings a subset of the reachability set. • ∆(w, T i f ) = 1 if: (i) there exist σ ∈ S(w) and t f ∈ T i f such that t f ∈ σ but (ii) for all (σ o , σ u ) ∈Ĵ (w) and for all t f ∈ T i f it holds that t f ∈ σ u . In such a case a fault transition of class i may have occurred but is not contained in any justification of w.
In such a case a fault transition of class i is contained in one (but not in all) justification of w.
In such a case the ith fault must have occurred, because all firable sequences consistent with the observation contain at least one fault in T 5 t 6 , ε) , (t 1 t 5 t 7 , ε 12 ε 13 )} and S(w) = {t 1 t 5 t 6 , t 1 t 5 ε 12 ε 13 t 7 }. Now, let us consider w = ab. In this case ∆(w,
The following two results proved in [16] for unlabeled PNs still hold in the case of labeled PNs.
Let us show how to distinguish between states 0 and 1. 
(1) (1) is not feasible. (1) is feasible. On the basis of the above two results, if the unobservable subnet is acyclic, diagnosis may be carried out by simply looking at the set M(w) for any observed word w and, should the diagnosis state be either 0 or 1, by additionally evaluating whether the corresponding integer constraint set (1) admits a solution.
Example 5.5: Let us consider the PN in Fig. 1 where 
VI. BASIS REACHABILITY GRAPH
In [16] we have shown that in the case of bounded PNs a useful tool to perform diagnosis on-line is the Basis Reachability Graph (BRG). In this section we show how the BRG can still be defined in the case of arbitrary labeled PNs.
The BRG is a deterministic graph that has as many nodes as the number of possible basis 2. While nodes with no tag exist select a node with no tag and do 2.1. let M be the marking in the node (M, x),
• add a new node to the graph containing
if it does not exist yet 2.3. tag the node "old". 3. Remove all tags.
The algorithm constructs the BRG starting from the initial node to which it corresponds the initial marking and a binary vector defining which classes of faults may occur at M 0 . Now, we consider all the labels l ∈ L such that there exists a transition t with L(t) = l for which a minimal explanation at M 0 exists. For any of these transitions we compute the marking resulting from firing t at M 0 + C u · e, for any e ∈ Y min (M 0 , t). If a pair (marking, binary vector) not contained in the previous nodes is obtained, a new node is added to the graph. The arc going from the initial node to the new node is labeled (l, e). The procedure is iterated until all basis markings have been considered. Note that, our approach always requires to enumerate a state space that is a strict subset of the reachability space. However, as in general for diagnosis approaches, the combinatory explosion cannot be avoided. 
The BRG is shown in Fig. 2 . The notation used in in this figure is detailed in Tables I and II. Each node contains a different basis marking and a binary row vector of dimension two, being The BRG can be used to perform diagnosis on-line as shown in the following example. The diagnostic algorithm is not reported here for the sake of brevity, but can be found in the online version of [16] . 
VII. CONCLUSIONS AND FUTURE WORK
The main contribution of this paper consists in the generalization of our previous results on the diagnosis of unlabeled PNs to arbitrary labeled PNs. Basically we proved that our previous definitions of basis markings, j-vectors, diagnosis states, etc. can be easily generalized to this more general setting. Analogously, a diagnoser can be computed using the same approach proposed in the unlabeled case. Finally, we showed how in the case of bounded net systems, the most burdensome part of the procedure may be moved off-line computing the Basis Reachability Graph.
Our future work will be that of providing, within this framework, necessary and sufficient conditions for the diagnosability of labeled PNs, namely to establish a priori whether the occurrence of a fault event may be detected after a finite number of observations. Moreover, we will investigate the possibility to extend our diagnosis approach to the case of distributed systems.
