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RESUMEN.- Sea T > ° y O e IRn un subconjunto acotado con frontera
regular F = ano En el presente trabajo demostramos que el problema de
valor inicial
!
P(X)UtI - M(lu(t)lp) Su = f
(*) u(x,t)=O
u(x,O)=uo; u'(x,O)=ul
en O x (O, T)
en I' x (O, T)
en n
donde 1·lp denota la norma en el espacio LP (O) y M es una función no-
negativa de clase e', tiene una única solución local, bajo adecuadas condi-
ciones sobre p , M, f, Uo , u¡ .
PALABRAS CLAVE.- Ecuaciones Diferenciales parciales no lineales. Ecua-
ción abstracta de Kirchhoff - Carrier.
DUALITY OPERATOR AND ABSTRACT NONLINEAR
EQUATION OF KIRCHHOFF -CARRIER
ABSTRACT.- Let T > ° and O e IRn be a bounded subset with regular
boundary I" = ano Weprove that the initial value problem:
!
P(X)Utl - M(lu(t)lp) f}.u = f
(*) u(x,t)=O
u(x,O)=uo u'(x,0)=u1
on O x (O, T)
on r x (O, T)
on O
where 1·1 p denotes the LP (O) norm and M is a non-negative function under
adequate eonditions on p, M, f, Uo , u¡ .
KEYWORDS.- Nonlinear partial differential equations. Abstraet equation of
Kirchhoff - Carrier.
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21. Introducción
Sean (V, a(u, v)), (H, b(u, v)), espacios de Hilbert, Ve H la inmersión de Ven H es densa y
compacta. Sea también A el operador definido por la tema {V, H, a(u, v)}. Entonces A es un
operador no-acotado, auto-adjunto y positivo deH,con espectro discreto. Asimismo para todo a E R, el
operador Aa está bien definido. En este contexto V = D(AI/2).
El siguiente modelo abstracto
{
U" + M(/Aaul~) Af3u = r
u (O) = Uo ; U (O) = u¡
(1.1)
considera como casos particulares los siguientes problemas
Sea n un abierto ]Rn con frontera regular I"; Q el cilindro n x ]0, T[, °< T < co con frontera
lateral I = r x ]0, T] . La ecuación diferencial parcial no-lineal
Ufl + (1 + fnlVul2 dx ) (-~u) = Jet)
u=o
u (O) = Uo Ut (O) = U¡
en Q
en I
en n
(1.2)
es un modelo generalizado de la ecuación de Kirchoff [7], planteada para estudiar las vibraciones de
pequeña amplitud, de una cuerda fija en sus extremos y cuando la dependencia de la tensión no puede
dejarse de lado en el modelo.
Asimismo la ecuación
utt + (1 + Llul2 dX) (-~u) = Jet)
u=O
u(O) = Uo Ut (O) = U¡
en Q
en I
en n
(1.3)
Es una generalización de un problema estudiado por Carrier en [2].
En [14] Pohozaev trata el sistema
u" + (_l)m (1 + fnlvmul2 dX) ~mu = j en Q
You=y¡ u=············=Ym_¡ u=o en I
(l.4)
u(O)=uo ; u'(O) = u¡ en n
3Obsérvese que si V = H6 (O), H = L2 (O), A = -,t..., a = 1/2, f3 = 1, estamos en la ecuación de
Kirchoff (1.2); si a = O, f3 = 1, es el modelo de Carrier (1.3); si V == H(; (n), H = L2 (O),
A == - ,t...; a = mi 2, f3 = m, es el modelo de Pohozaev. En los casos señalados M (s) = 1 + s2.
Con relación a esta formulación se plantea entre otros problemas el estudio de la ecuación (1.3) en el
caso que la función no-lineal M sea no-negativa (caso degenerado). La existencia y unicidad de
soluciones locales para el caso degenerado de la ecuación de Kirchhoff a = 1/2 Y f3 = 1, son obte-
nidaspor ejemplo enEbihara-Medeiros-Milla[5],asumiendo que M Eel y que IM'(s)sl:<:::; a M(s),
donde la constante a es positiva. En [4] Crippa trata un caso bastante general suponiendo que la
función M E el ([O, ex) )) , M (O) = O Y V 8 > O, si~~ M (s) > O demostrando que existe una única
solución local débil al problema de Cauchy asociado a (1.3).
En relación al modelo de Kirchoff - Carrier (1.3), se tiene las referencias [3] y [6], Ydonde la
función no-lineal M es de clase el y estrictamente positiva. En [3], se obtiene soluciones globales con
datos analíticos "suficientemente pequeños". En [6] se obtiene solución local, pero en una clase
mayor de datos iniciales. Para el caso degenerado se tiene la referencia [5] donde M es de clase el
y verifica cierta condición de crecimiento polimonial.
Una generalización del modelo (1.4) consiste en el sistema
K u"(t) + M (IBu(t)12) Au(t) = j (t) (1.5)
donde K, B son operadores que conmutan con el operador A y cumplen ciertos requisitos técnicos,
referencia [7].
Otra manera de tratar unificadamente los sistemas (1.2), (1.3) Y (l.4), es considerar el modelo
(1.6)
donde la función no-lineal M (s, r) es no - negativa y de clase el en las dos variables. Se demuestra
la existencia de solución para el caso a = 1/2, f3 == O; r == 1 Y en lzaguirre [6], se demuestra la
existencia de solución para un caso más general.
El modelo abstracto (1), sin embargo, no incluye el tratamiento de la ecuación
p(x) utt + (1 + Jn1ulP dX) (-,t...u) = Jet)
u==O
u(O) == Uo u¡ (O) == ul
en Q
en r
en Q
(1.7)
1< p < ex) ; p * 2. En el presente trabajo tratamos el problema de determinar solución local y unici-
dad de (5), modelo abstracto que incluye el problema (1.7).
42. Preliminares.- Sea (V, a(u, v) un espacio de Hilbert real; la forma bilineal b: V x V ~ lR es
simétrica, compacta, continua, estrictamente monótona y sea Ha =: (V, b(u, v», entonces Ha es un
espacio pre-Hilbert y podemos considerar su completación H que es un espacio de Hilbert, con pro-
ducto interno denotado por b (u, v). Luego V e H e V * con inmersiones densas y continuas. La
inmersión de Ven H es compacta.
Consideramos entonces el operador S: D(S) ~ H, tal que
D(S) =: { U E V ; Su E H}
b(Su, v) =: a(u, v)
(2.1 )
(2.2)
Entonces Ses un operador lineal, simétrico, no-acotado y estrictamente monótono desde que
a(u, Su) = b(Su, Su) (2.3)
El operador inverso s:' :H ---* D (S), es lineal, continuo, simétrico y compacto.
Formalmente se tiene que S-1 =: A-1 B.
Por la teoría de los operadores compactos simétricos, tenemos que existe una base ortogonal y nume-
rable (wk )k~l de V y una sucesión creciente de números positivos (Akh~ltales que:
'v'VEV; j=I,2, .
b(wj,w¡)=Sij ;a(wj,Wj)=Aj
SWj = Aj wj ; j = 1,2, .
j=I,2, .
(2.4)
(2.5)
(2.6)
00
u = ¿b(u, wj) wj ; 'v'u E V
j=l
(2.7)
De la teoría espectral para a E lR, podemos definir la potencia s=, con dominio
OCJ
s=« =: LAya b(u, Wv) Wv V u D(sa)
v=l
Definimos entonces:
U E D(Sa)
(2.8)
(2.9)
5se tiene que (D(Sa), ba (u, v» es un espacio de Hilbert y SI a < f3, la inmersión de
D(SfJ) e D(Sa) es compacta.
3. Problema Lineal. (Solución global). Sea T > O Y
'fI E el ([O, T]), 'fI(t) 2 mo > O V S E [O, T];
'fIELCX)(O,T) ; l'fIILOO(O,T)~Ml'
(3.1 )
(3.2)
Nos planteamos resolver el problema siguiente:
Bu" + 'fI(t) Au = f
u(o) = Uo ; u'(O) = ul
(3.3)
(3.4)
Formalmente aplicando A-1 en la ecuación (3.3)
(3.5)
ahora aplicando en (3.5) Sa+l y considerando el producto interno en L2 (O, T; D eSa)) obtenemos
T T
f[ba(u"(f), v) + 'fI(t) ba (Su(t), v)] dt = f ba(h(t), v) dt v E L2 (O, T; D(SU» (3.6)
o o
es en este sentido que entenderemos nuestra solución al problema (3.3) y (3.4).
Teorema 1. Sea a E IR Y 'fI que verifica las condiciones (3.1) y (3.2).
Uo E D(Sa+l)
U
1
E D(SC2a+l)/2)
B-1 f = h E L2 (O, T; D(SC2a+l)/2»
(3.7)
(3.8)
(3.9)
Entonces existe una única solución u del problema (3.3) y (3.4) tal que:
U E LCX)(O,T; D(Su+l»
u' E LCX)(O,T; D(SC2u+1)/2»
u" E ¡}(O, T; D(Sa»
Bu" + If/(t) Au = h en L2(0, T; D(Sa»
(3.1 O)
(3.11)
(3.12)
(3.13)
La solución satisface el siguiente estimado de energía:
(3.14)
donde
6-IS(2a+l)/2 /2 1 a+l 1
2 1 12eo - Ul + '1'(0) S Uo + h L2(O,T;D(S<2a+l)/2))
el = min{ 1, mo}; e2 = Max{ 1,Mo}
eo e2
DO=~ ;Dl=~
Demostración. Sea Vm = [w¡, w2' , wm] e V. Luego Vm es un subespacio de V de dimen-
sión finita m, e invariante bajo la acción del operador sr, a E IR.
Sea entonces
m
um(t) = Lgjm (t)w¡ E Vm
i=l
(3.15)
donde las funciones gim' son determinadas por la solución del siguiente sistema de ecuaciones dife-
renciales ordinarias lineales:
{
b(U~ (~' Wj).+ ;(t): (um (t), wj) = b(h(t), wj)
um (O) - UOm , um (O) - ulm
v j = 1,2, ...., m (3.16)
Por la selección de la base especial, el sistema es equivalente con el sistema lineal de ecuaciones
diferenciales ordinarias:
m
gjm(t) + ljI(t) LAk gkm (t) = b(h(t), wj) = h/t)
k=l
gjm (O) = b(uo, w) = aj
gjm (O) = b(u¡, wj) = bj
j = 1,2, , m.
(3.17)
El sistema de ecuaciones diferenciales lineales (3.17), admite una única solución en un intervalo [O, tm),
de donde obtenemos la existencia de las soluciones aproximadas Um para m :::::1. Seguidamente debe-
mos obtener estimados a priori para la sucesión {um} de modo que podamos prolongarlas a un inter-
valo uniforme de existencia.
Estimado a Priori 1. Por linealidad la ecuación en (3.16) se verifica para todo v E Vm• Entonces
haciendo v = 2S2a+2u~(t), obtenemos:
(3.18)
desde que
2b(u~(t), S2a+2u~(t)) = 2a (S-lu~(t), S2a+2u~(t)) = ~ IS(2a+l)/2u~ (t)1
2
dt
(3.19)
21jf(t)a(um(t), S2a+2u~(t)) = 21j1(t) a(Sa+¡um(t), Sa+lu~(t)) =
= ~1jI(s)ISa+lum(t)12 -1jI'(t) ISa+lum(t)1
2
dt
(3.20)
7reemplazando en (3.19)
:t {IS(2a + l)/2u;" (t)12 + v (t) Isa + IUm (t)n $; IS(2a +1)/2 h (t)12 + IsC2a +ll/2U;" (t)12 + M lis a + 1»; (t)1\322)
Ahora integrando en esta desigualdad:
IS(2a+l)/2U~ (t)1
2
+ mo ISa+1Um (t)1
2
~ IS(2a+1)/2U~ (t)1
2 + \V Ct)ISa+l umCtf ~
I t
~ IS(2a+1)/2U~CO)12 + \VCO)ISa+1 umCO)1
2+ Sls(2a+1)/2hCs)12 ds + SlsC2a+l)/2U~(S)12 ds + (3.23)
a a
t I
+ MI Jlsa+1 um(s)1
2
ds s Ca + Cl Jr(s)ds
o o
Aplicando el lema de Gronwall obtenemos:
luego
CUm) es acotada en Lr:JJ(O,T; DCSa+1))
(u~) es acotada en Lr:JJ(O,T; D(SC2a+l)/2))
(3.25)
(3.26)
Estimado a Prori 2. Reemplazando Wj por SaWj en la ecuación aproximada y multíplicándola por
Wj, obtenemos
m m m
L>(u~Ct), SaWj) Wj + \V(t) ¿a(um(t), SaWj) Wj = ¿b(h(t), SaWj)wj (3.27)
j=1 j=1 j=1
Luego
m m
¿b(u~(t), SaWj) = ¿b(Sau~(t), w) wj = Sau~(t) =
I=) j=l
(3.28)
m m
= -\V(t) La(um (t), SaWj)Wj + Lb(h(t), SaWj)wj =
j=1 j=1
m m
= -\V(t) LbCSum (t), Saw¡)wj + ¿b(h(t), SaWj)wj =
j=1 j=1
m m
=-\V(t) ¿bCSa+1um(t)Wj),Wj + ¿b(Sah(t),wj)wj =
j=1 j=1
= -\V(t) PmS
a+1um(t) + Pmh(t) = -\V(t) S" + tum(t) + Pmh(t)
8Por lo tanto
(3.29)
Convergencia de las Soluciones Aproximadas
Para tratar la convergencia de las soluciones aproximadas utilizamos el siguiente
Lema 1. Sean X, Y, Z espacios de Banach tales que X e Y ~ Z , con inmersiones continuas y la
inmersión X e Y es compacta. Sea
w = {u E LP (O, T; X) ; u' E Lq (O, T; Z)}
donde u' denota la derivada generalizada de u: [O, T] ~ X sobre (O, T).
Si p = 00, q > 1 entonces W ~ e ([O, T] ; Z) es compacta.
Si 1 s p < 00, q = 1 entonces W ~ LP (O, T; Y) es compacta.
(3.30)
(3.31)
Demostración. (Ver J. Simon [18]).
Por los estimados 1y 2, tenemos que:
(Um) es acotada en LOO(O, T; D(Sa+l))
(u~) es acotada en LOO(O, T; D(SC2a+l)/2))
(u~) es acotada en L2(0, T; D(Sa))
(3.32)
(3.33)
(3.34)
Entonces, existe una subsucesión de (um) que continuamos denotando de la misma forma tal que:
um ~ u débil- * en Loo (O, T; DCSa+I))
u~ ~ u" débil en L2 (O, T; D(Sa))
(3.35)
(3.36)
Entonces:
T T
J[ba(u"(t), v) + If/(t) b¿ (Su(t), v)] B(t) dt = Jba(h(t),v) B(t) dt;
o o
V BE D(O, T), V V E Vm, m 2':1
(3.37)
Por argumentos de densidad
T TJ [ba (u"(t), v)) + If/ (t) ba (Su (t), v(t))] dt = Jba (h(t), v(t)) dt;
o o
V VE reo, T; D(Sa))
(3.38)
lo que demuestra la primera parte del Teorema l.
9Para demostrar que la solución u verifica el estimado de energía (3.14), tendremos en cuenta que por
el Lema 1, se tiene las siguientes convergencias:
um ~ u fuerte CO([o, T]; D(S(2U+l)!2»)
u~ ~ u' fuerte e°( [O, T]; D (S( 4u+1)/4) )
(3.39)
(3.40)
A continuación demostramos que:
'v'tE[O,T] (3.41 )
(3.42)u~(t)~u'(t) débilenD(S(2u+l)/2) 'v'tE[O,T]
En efecto, sea v E Vk ; k :2: m. Tenemos
(Sa+lUm (t), Sa+lv) = (s(2a+l)/2um (t), S(4a+3)/4v) ~ (S(2u+l)/2u(t), S(4u+3)/4v) = (3.43)
= (Sa+lu(t), Su+lv)
desde que por (3.41 )
o (3.44)
nuevamente por argumentos de densidad, la convergencia en (3.44) se verfica para todo v E D (S" +1).
Esto demuestra (3.41).
Análogamente:
(S(2a+l)/2U~ (t), A(2a+l)j2v) = (S(4a+l)/4u~ (t), S(4a+3)/4v) ~ (S(4a+l)/4u'(t), S(4a+3)!4v) = (3.45)
= (S(2a+l)/2u' (t), S(2a+ 1)/2v)
Luego por el Estimado 1 y (3.41), (3.42), obtenemos
ISC2a+l)/2u' (t)12 + Isa+lu (t)12 ~ lim {ls(2a+l)/2u~ (t)12 + ISU+IUm (t)12} ~ DoeD¡t (3.46)
m -+ 00
Unicidad. Sean u, z dos soluciones de (3.3) y Y = u - z. Entonces
y E LW(o, T; D(Sa+l»
y' E LW(o, T; D(S(2a+l)/2»
y" E L2(O, T; D(Sa»
y(O) = O; y'(O) = O
(3.47)
(3.48)
(3.49)
(3.50)
y satisface la ecuación
(3.51)
Componiendo con w = 2y'(t) E D(Sa) en esta ecuación, obtenemos
10
integrando de Oa t y teniendo en cuenta que y(O) = y'(O) = O
t
r¡(t) = ISa y'(t)12 + mo IS(2a+1)/2 y (t)j2 5e fr¡(S) ds
o
(3.53)
yporellemadeGronwalISay'(t)=S(2a+I)/2y(t)=0 'íltE[O,T]; luego u=z.
4. Problema No-Lineal (Solnción local). En esta parte demostraremos la existencia de solución
local del problema no-lineal:
Bu" + M(lu(t)lw) Au = f
u(O) = Uo ; u'(O) = u¡
(4.1)
(4.2)
donde:
Wes un espacio de Banach, real, reflexivo, tal que su correspondiente espacio dual W* es estricta-
mente convexo. (4.3)
D(S(2a+I)/2) e W. (4.4)
Entonces de (4.4) y de la teoría de los operadores máximo monótonos, obtenemos las siguientes
propiedades del operador de dualidad sobre W.
La aplicación de dualidad J: W ~ W * es simple valuada, demicontinua, máximo monótona, acotada,
coercitiva y
IJulw* = I u Iw
La norma u ~ I u Iw es G-diferenciable sobre W - { O} Ysi lf/ (u) = I u Iw' entonces
'() Ju '-' O
lf/ u = I u Iw v u *
Hipótesis sobre la Función M
H-I M E el ([O, T]; jR+), donde T es un número real positivo.
H-2 M(O)=O;:3 8>0, tal que M(s»O 'v'SE(0,8).
H-3 M'(S) ~ O 'íI s E [O, r].
11
Definición de Constantes. A continuación definimos diversas constantes que aparecen en esta
parte del trabajo.
Para datos iniciales ° * Uo, UI , f convenientes, consideramos:
C-l 0< »« = M(lu~w )
eo = ISC2a+l)/2ul + M (luo Iw)ISa+l uol2 + 1!1~2CO,T;DCA(2a+l)/2»
el = minj l,mO}
eODo=-el
C-2
C-3
C-4
C-5 20< K = 2Do ::;;1
Iv Iw ::;;d2IsC2a+I)/2vlC-6
C-7 MO =Sup{M'(S)jSE[O,d2K]}
C-8 e2 = Max{l, Mo}
e2D1=-el
Iv Iw ::;;d21sC2a +1)/2 vi
O<T*=luolw
2d2K
C-9
C-IO
C-ll
Consideremos el siguiente conjunto:
Lema 2. Si v E G Y lj/(t) = M (Iv (t)lw ), entonces
O<mo::;;lj/(t) VtE[O,T*]
1lj/'(t)I::;;Mod2 =MI VtE[O,T*]
Demostración. Sea v E G, entonces
t t
Ilv(t)lw -lv(O)lw 1::;; Iv(t) -v(O)lw = fV'(s)ds ::;;jlv'(s)lw ds ::;;d2 K t
o w o
(4.5)
(4.6)
12
De esta desigualdad obtenemos
Luego
luolw I I luolw I I I I I0<--= uOw ---:s; uOw -d2KT*:S; uOw -d2Kt:S; v(t)lw2 2 \ftE[O,T*]
Por la hipótesis H-2
lo que demuestra (4.5).
Debemos ahora obtener estimados para lf/'(t). Tenemos por la regla de la cadena, que
Entonces
lo que demuestra el Lema 2.
Teorema 2. Sean
VEG (4.7)
(4.8)
(4.9)
(4.l O)
0"* Uo E D(Sa+l)
U¡ E D(s(2a+l)/2)
Entonces, existe una única solución u E G del problema:
Bu" + M (Iv(t)lw ) Au = f
u(O) = uo; u'(O) = ul
(4.11 )
(4.12)
Demostración: Procediendo como en la demostración del Teorema 1, haciendo
T = To, lf/ (t) = M (Iv (t)lw ) y utilizando el Lema 1, se obtiene que para todo v E G, existe una única
función u, tal que:
13
U E LCÁ) (O, TO; D(Sa+l)
U' E EX> (O, T
O
; D(S(2a+1)/2)
u" E L2 (O, TO; D(Sa»
Bu" + !!f(t) Au = f en L2(0, T; D(Sa»)
(4.13)
(4.14)
(4.15)
(4.16)
y además satisface el siguiente estimado de energía:
(4.17)
Luego u E G.
Teorema 3. Sean uo, u¡ , f datos iniciales que satisfacen las condiciones del Teorema 2. Entonces
existe una única solución u E G del problema (4.11) y (4.12).
Demostración. La idea es resolver una sucesión de problemas de la forma
Bz; + M (Izp-1 Ct)lw ) Az p = f en L2 (O, To; D(Sa»
z p (O) = Uo ; z~ (O) = u1
p?:.2
(4.18)
(4.19)
donde:
Z2 es la única solución del problema
BZ2 + M(luolw) AZ2 = f en L2 (O, To; D(Sa»)
z2 (O) = Uo ; z; (O) = u¡
(4.20)
(4.21)
Desde el Teorema 2, podemos definir una función S: G ~ G tal que SZp_1 = zp' p e: 3 donde
z p es la única solución del problema (4.18).
La dificultad principal es demostrar la convergencia
M (lz(t)lw ) Az débil en L2 (O, To; D (Sa)) (4.22)
En primer lugar probaremos que
m---)-CÁ)
(4.23)
En efecto;
desde que la sucesión (Zp)pz2 e G, obtenemos que existe una función Z E LOO (O, To; D(Sa+I)) tal
que:
zp ~z débil * en Lr:tJ(O,To;D(Sa+l»)
z; ~ z" débil en L2 (O, To ; D (Sa))
(4.24)
(4.25)
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De (4.25) Y como B es compacto
(4.26)
además por el Lema 2
zp_l p-WJ Z en C([O, Tol; D(A17+(2a+l)!2») e C([O, Tol; w); '7 E [0,1/2) (4.27)
Ahora por la hipótesis H-I, sobre la función M
M(sl) -M(s2) = M' (B)(sl - s2)
'í! SI' S2, B E [SI' S21
Entonces
/M(lzp-l(t)lw) -M (/z(t)lw )/ ~
~ !M'(B(t»(lZp_1 (t)/w -/z(t)/w )1 ~ C/z p-I (t) - z(t)lw p-?oo O
donde B(t) = ,olz p-l (t)lw + (1 - ,o) /z(t)/w ~ d2 K por
Por otro lado:
T
fl( M(lzp_1 (t)lw) AZp(t) - M(/z(t)/w) Az(t), v(t) tIdt
o
T
= fl(M(/zp-I (t)lw) Aa+l zp(t) - M(lz(t)lw) Aa+l z(t), Aa V(t»)1 dt
O
T
~ f/( M(lzP_1 (t)lw) Aa+I zp(t) - M(lzp_l (t)lw ) Aa+l z(t), Aa V(t»)1 dt +
O
T
+ f/(M(lzp-I (t)lw) Aa+l z(t) - M(/z(t)lw) Aa+l z(t), Aa V(t»)1 dt ~
O
T
~ JIM(lz p-I (t)lw )II( Aa+I Z p(t) - Aa+l z(t), Aa V(t))1 dt +
O
T
+ flM(lz p-l (t)lw) - M(lz(t)lw )IIAa+1 z (t)IIAav (t)I dt ~
O
T
se JI(Aa+I zp (t) - Aa+l z(t), AaV(t»)1 dt +
o
T
+ e JIM(lzp-I (t)lw ) - M(lz(t)lw)1 dt p-?CXJ o
o
lo que demuestra (4.23). Luego
(4.28)
(4.29)
1S
Bz" + M(lz(t)lw ) Az == f en L2(O, T; D(Sa) (4.30)
Procediendo como en la demostración del Teorema 1, se prueba que:
zp(t)~z(t) débil en D(Sa+l) VtE[O,ToJ
z~(t) ~ z'(t) débil en D(SC2a+l)/2) V t E [O, Tol
(4.31 )
(4.32)
Entonces
Por lo tanto z E G.
Unicidad.
Sean u, z dos soluciones del problema (4.11) Y(4.12) Y Y = u - z. Entonces se verifica que:
y E Loo (O, To; D(Sa+l»)
y' E LOO (O, To; D(S2a+1/2)
y" E Loo (O, TO; D(Sa»
y(O) = y'(O) = °
(4.34)
(4.35)
(4.36)
(4.37)
y satisface la ecuación
Componiendo con w(t) ==2y' (t) en esta ecuación y teniendo en cuenta que
IM(lz(t)lw) - M(lu(t)lw) I~e Iz(t) - u(t)lw == Cly(t)lw (4.39)
obtenemos
:t {Isa y'(t)12 + lf/(t) ISC2a+l)/2Y(t)12} ~ (4.40)
~ Cly(t)lo ISa+l z(t)llsa y'(t)1 + lf/'(t)IS(2a+l)/2y(t)1
2
~
~ CIS(2a+l)/2y(t)llsay'(t)1 + CIS(2a+l)/2y(t)1
2
~
s CISay'(t)1 + CIS(2a+l)/2y(t)1
2
donde e representa diversas constantes que no dependen de t. Integrando de O a t y teniendo en
cuenta que y(O) == y'eO) == O obtenemos
16
t
17(t) == Isa Y'(tl + mo IS(2a+I)/2 Y(t)12 ~ e f17(s) ds
o
(4.41)
y por el lema de GronwalI S" y'(t) == S(2a+l)/2 y(t) == O '\1t E [O, To]; luego u == z.
5. Aplicaciones
1. Consideremos las siguientes hipótesis.
(H 1) (V, (u, v)v), es un espacio de Hilbert real, separable.
(H 2) Las formas bilineales a, b: V x V ~]R son acotadas y simétricas. Asimismo a(u, v) es
fuertemente monótona, y b (u, v) es compacta y estrictamente positiva.
Se tiene el siguiente teorema.
Teorema. Supongamos se cumplen las hipótesis H 1, H 2. Entonces
existe un sistema ortogonal completo {wj} j?1 de autovalores en V con respecto al producto escalar
(u, v) == a(u, v), y una familia de autovectores {Aj} '>1 de multiplicidad finita para cada Ak, tales
J-
que:
a(w), v) == A) b(w) , v) '\Iv E V
b(w),w¡)==c5j¡ Vi,j
(5.1)
(5.2)
00
u = l)(u, wj) Wj V u E V
)=1
(5.3)
O < A¡ s~ :$ ......•....• , (5.4)
1. Sea Q c]Rn un abierto regular. Consideremos:
1 < p s~, si n ¿ 3, Y 1< P < 00, si n == 1, 2
n-2
M(s) == a + bsq, q ¿ 1, a ¿ O, b > O
p E Loo(Q); O < p(x) ~ p¡, c.t.p. de n.
En este caso, un cálculo directo demuestra que el operador de dualidad J: W ~ W' esta definido por
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Entonces existe una única solución local del problema
p(x) ~:~ +(a+b(f)u(X,t)IPrIP)(-LlU)=f
u=o
en Q (5.5)
u(O) = UD u'(O) = U¡
en r
en n
2. Sea M (s) = N (s2) y J: W ~ W * el operador de dualidad sobre W. Consideremos el problema:
{
BUII + N(Iu I~!Au = f
u (O) = UD ; U (O) = UI
(5.6)
en este caso si rp(u) = Iu I~,entonces rp'(u) = 2J (u), 'Vu E W, lo que facilita los cálculos desde
que no requiere que u "* O.
En el caso particular que W sea un espacio de Hilbert tp' (u) = 2 J u, donde J es el operador de Riesz,
(Ju,v)w*xw =(u,v)w; VU,VEW.
Como casos particulares de la aplicación 2, para W = V = D(AI/2), tenemos el problema abstracto
de Kirchhoff:
{
Bu" + N(Iu I~) Au = f
u (O) = uD ; u' (O) = ul
(5.7)
formulado por Lions, J.L. en [9]. Si W = H, se tiene el problema de Carrier abstracto:
{
Bu" + N(Iu I~)Au = f
u(O) = uD ; u'(O) = u¡
(5.8)
Una adecuada generalización de las aplicaciones (5.6), (5.7) es considerar W = D(Aa) para obtener:
{
Bu" + N(Iu I!) Au = f
u(O) = uD ; u'(O) = U¡
(5.9)
conocido como el modelo abstracto de Kirchhoff - Carrier.
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