Purpose To assess the robustness of a previously introduced method to obtain accurate image-derived input functions (IDIF) for three other tracers.
11
C]PK11195 studies were used. IDIFs were extracted from partial volume corrected scans using the four hottest pixels per plane method. Results obtained with IDIFs were compared with those using standard online measured arterial input functions (BSIF). IDIFs were used both with and without calibration based on manual blood samples. Results For (R)- [ 11 C]verapamil, accurate IDIFs were obtained using noncalibrated IDIFs (slope 0.96±0.17; R 2 0.92±0.07). However, calibration was necessary to obtain IDIFs comparable to the BSIF for both [ 11 C]PIB (slope 1.04±0.05; R 2 1.00±0.01) and (R)-[ 11 C]PK11195 (slope 0.96±0.05; R 2 0.99±0.01). The need for calibration may be explained by the sticking property of both tracers, indicating that BSIF may be affected by sticking and therefore may be unreliable. Conclusion The present study shows that a previously proposed method to extract IDIFs is suitable for analysing 
Introduction

Positron emission tomography (PET) is a medical imaging
technique that is used to study tissue function in vivo by imaging and measuring regional tracer concentrations of tracer labelled with positron-emitting radionuclides. A tracer kinetic model is needed to derive the tissue response function from these measurements. Tracer kinetic modelling also requires measurement of the tracer time-course in plasma, unless a reference tissue [1, 2] can be found in which specific tracer uptake is absent. In general, arterial sampling is considered to be the gold standard for obtaining the arterial input function. However, arterial sampling is invasive, laborious and sensitive to errors, and has a minor risk of adverse effects [3, 4] . A number of alternative methods have been suggested, including those extracting the input function from the dynamic PET images themselves, a so-called image-derived input function (IDIF) [5] . In a previous study [6] , a new method was developed that combines partial volume correction (PVC) during reconstruction with a simple automatic procedure for extracting the IDIF from the internal carotid arteries. PVC is necessary to recover the true radioactivity due to the limited spatial resolution of most PET scanners. Although the new method is not truly noninvasive, with manual blood samples still being necessary for calibration and metabolite analysis, it is an important step towards a fully noninvasive alternative to online arterial sampling.
The previously developed method was, however, only validated on a dataset of ten [ 11 C]flumazenil scans [6] for the ECAT EXACT HR+ scanner (CTI/Siemens, Knoxville, TN) and six [ 11 C]flumazenil scans [7] for the highresolution research tomograph (CTI/Siemens). Other tracers show different activity uptake, distribution and contrast, resulting in a different partial volume effect and scatter distribution. Consequently, the previously proposed method may not necessarily provide similar accuracy for difference tracers. The aim of the present study was to further evaluate the accuracy of the proposed method for three other tracers, [ 11 11 C]PIB is a PET tracer that enables visualization of accumulation of amyloid-β in patients with Alzheimer's disease [8] .
(R)-[
11 C] verapamil is a tracer for measuring P-glycoprotein function in vivo, which may play an important role in several neurological disorders such as Alzheimer's disease [9] and normal ageing [10] . Finally, (R)-[ 11 C]PK11195 is a marker of activated microglia, which is used to measure inflammation in neurological disorders [11] .
All data for the three different tracers were acquired in ongoing clinical research studies which had been approved by the Medical Ethics Committee of the VU University Medical Center, and all subjects had given written informed consent prior to scanning.
Scan procedures
Scans were acquired using a HR+ whole-body PET scanner. Before tracer administration, a 10-min transmission scan was acquired in 2-D mode using three rotating 68 Ge/ 68 Ga sources, which was used to correct the subsequent emission scans for attenuation. Subsequently, a dynamic emission scan was acquired in 3-D acquisition mode, following bolus injection of the tracer. The number of included scans, injected doses (Table 1) , scan duration and frame definition ( Table 2 ) differed for each tracer. Note that the first frame (30 s) of the [ 11 C]PK11195 scan was a background frame. During the emission scan the arterial input function was measured using a continuous flowthrough automatic blood sampling device [12] . At set times (Table 1) , continuous withdrawal was interrupted briefly for the collection of manual samples and after each sample (except the first) the arterial line was flushed with heparinized saline. These manual samples were used for recalibrating the (online) blood sampler, for measuring plasma to whole-blood ratios, and for determining plasma metabolite fractions. Reconstruction-based partial volume correction A previously described [6] reconstruction-based PVC method was used to recover the true radioactivity concentration of the internal carotid arteries. Optimal settings (four iterations, 16 subsets and 4.5-mm Gaussian resolution kernel) for the PVC reconstruction, as determined previously [6] , were used.
Reconstruction
All data were normalized and corrected for random coincidences, scattered radiation, dead time and decay, and were reconstructed with an in-house developed PVC ordered subset expectation maximization (PVC-OSEM, four iterations, 16 subsets) algorithm. Additionally, all data were reconstructed using the standard (no PVC) normalization and attenuation-weighted OSEM (NAW-OSEM, two iterations, 16 subsets) algorithm (ECAT 7.2 software; CTI/ Siemens) and smoothed afterwards with a Gaussian kernel of 5 mm, resulting in an image resolution of 7 mm FWHM. These NAW-OSEM scans were only used for region of interest (ROI) definition. All reconstructed images consisted of 63 planes of 256×256 voxels with a voxel size of 1.29×1.29×2.43 mm 3 . Extraction of image-derived whole-blood time-activity curve ROIs for extracting the image-derived whole-blood timeactivity curve (TAC) were defined on a volume of 11 planes, starting at three planes below the circle of Willis. This volume (177.7 mm 3 ) corresponds to the position of the carotid arteries and is located outside the skull to avoid contamination (spill-in) of activity from the brain. ROIs were (semi)automatically defined on pseudo blood volume images derived from the summation of very early time frames of the NAW-OSEM images (15 to 60 s after injection) using the 'four hottest pixels per plane' (6.7 mm 2 per plane) method. These ROIs were projected onto each frame of the PVC-OSEM images. The imagederived whole-blood TAC was generated as the time sequence of the averaged ROI values.
Corrections and calibration
Blood sampler whole-blood curves were corrected for delay and calibrated using the manual samples. Delay of the online measured input function was obtained by fitting a plasma input single tissue compartment model including a blood volume fraction to the total cerebral grey matter TAC [13] . The first 300 to 600 s of this TAC were used such that it could be well described by a single-tissue compartment model. In this step, the following fit parameters were used: K 1 , V T , V b (blood volume fraction) and delay [13] . In this way, delay values were not affected by dispersion of the input function because the blood volume fraction parameter accounted for dispersion as well. Image-derived wholeblood TACs were used both without and with calibration to the manual samples. Calibration was performed using a multiexponential function that was first fitted through the image-derived whole-blood TAC from 1,000 to 3,600 s. Next this function was multiplied by a 'calibration factor' such that it fitted through the manual sample data using residual squared error as optimization parameters. The 'calibration factor' was then applied to the image-derived whole-blood TAC. In this way statistical errors in the image-derived whole-blood TAC at corresponding manual blood sample withdrawal times were avoided.
In addition, both blood sampler whole-blood curves and image-derived whole-blood TACs were corrected for plasma to whole-blood ratios and metabolites. The plasma to whole-blood ratio was calculated for each manual blood sample and next a one-or two-exponential function was fitted through these points. Metabolite correction was performed by multiplication of the plasma curve with a Hill-type function, obtained from a fit to the measured parent fraction, resulting in blood sampler input functions (BSIFs) and IDIFs (with and without calibration). This Hilltype function is given by P t ð Þ ¼
, where P(t) is the parent fraction in plasma as function of time t, and α, β and g are fit parameters [14, 15] .
Data analysis
For all tracers, areas under the curve (AUC) for both peak (0-6 min) and tail (6-60 min) were calculated for both BSIF and IDIF. In addition, AUC ratios between IDIF and BSIF were calculated. Parametric Logan [16] 
Sticking experiment
As discussed below, due to the lipophilicity of [ 11 C]PIB, a sticking experiment was necessary. This experiment is of importance as sticking of a tracer to the tubing could affect the quality of the BSIF and thereby affect the validation of the IDIF for this tracer. The potential sticking of [ 11 C]PIB was investigated using an experiment that simulated the clinical situation of automatic arterial sampling. Three infusion bags were connected, one at a time, to the automated sampling device by a PTFE tube, which is also used in patient studies. The infusion bags were filled with a NaCl solution. A high concentration (about 250 kBq/ml) of [ 11 C]PIB was added to the first infusion bag, "simulating" a bolus injection (peak of input function). The concentration of [
11 C]PIB added to the second infusion bag was at least ten times lower (about 20 kBq/ml) than that of the first infusion bag, thus "simulating" the tail of the input function. Finally, the third infusion bag contained no [ 11 C] PIB and therefore only contained NaCl. As a reference, the experiment was repeated for the nonsticking tracer [ 18 F] FDG.
Results
Typical BSIF and IDIF for [ 11 C]PIB, (R)-[ 11 C]verapamil and (R)-[
11 C]PK11195 are shown in Fig. 1 . For all tracers, the peak of the IDIF was reached slightly earlier and was much sharper than that of the BSIF (see inserts in Fig. 1) . Note that the differences in the shape of the peak between BSIF and IDIF is caused by dispersion of the BSIF resulting in a wider and lower peak of BSIF. BSIF and IDIF were very similar at later times. AUC ratios Mean peak and tail AUC ratios for all tracers are shown in Fig. 2 . When using IDIFs without calibration, the AUCs of the peak were underestimated for all tracers (Fig. 2a) Tracer kinetic analysis (Fig. 3a,b Fig. 3e and f) . 
Sticking experiment
Due to the lipophilicity of [ 11 C]PIB some sticking may be present, which may explain the large difference in AUC and V T results between noncalibrated and calibrated IDIFs. flumazenil [6] . However, the best AUC ratios (Fig. 2) . The reasons for this difference are not fully understood. One possible explanation is sticking of the tracer to the wall of the arterial tube, which is confirmed by the sticking experiment that was performed (see Fig. 5 ). Although this experiment was performed with a solution of NaCl, the prolonged down-slope was also visible in the clinical BSIF (Fig. 1a) . Based on these experiments and visual examination of the BSIF, it is likely that the shape and amplitude of BSIF was affected by sticking of [
11 C] PIB. Consequently, both BSIF and manual samples may not be reliable. It is clear that noncalibrated IDIFs are not affected by sticking and therefore these IDIFs may be more reliable. This hypothesis is further supported by the fact that for [
11 C]PIB noncalibrated IDIFs provided better testretest variability than both calibrated IDIFs and BSIFs. In addition, a better discrimination between patients and healthy controls was found using noncalibrated IDIFs than using calibrated IDIFs or BSIFs (Fig. 4) , which corresponds to the good correlation found for all subjects (see straight lines in Fig. 3 ). However, IDIFs may be less sensitive to changes in experimental conditions, which should be assessed using a longitudinal study to evaluate differences in tracer binding.
The effect of sticking was probably much less for (R)-[ 11 C]PK11195 because the peak of the BSIF was much narrower than for [
11 C]PIB. In addition, differences in Logan V T values between BSIF and noncalibrated IDIFs were much lower for (R)- [ 11 C]PK11195 (3±21%) than for [ 11 C]PIB (61±13%).
Limitations
To obtain accurate IDIFs it is necessary that the sampling frequency of the peak of the input curve is high enough. For [
11 C]PK11195, the peak was sampled in one frame of 5 s and one frame of 10 s. Although this 10-s frame ideally should have been divided into two frames of 5 s, the good correlation between BSIF-and IDIF-based Logan V T suggest that the effects of sampling were small. However, for [ 11 C]verapamil, a previous study [18] has shown that there is a significant differences between test scans in the morning and retest scans in the afternoon due to a difference in blood volume fraction. To measure this blood volume fraction accurately, it is necessary that the sampling [18] . The results found for [ 11 C]verapamil showed that the IDIF is able to correct for the differences in blood volume fraction between morning and afternoon scans. However, in all cases the IDIF should be sampled with sufficiently high frequency, i.e. with short frame durations (5-10 s) .
A generally known limitation of any IDIF method is its vulnerability to patient motion. Patient motion at later timepoints can easily lead to under-or overestimation of measured radioactivity. For the current study we visually inspected all data for patient motion between frames. Scans were excluded from the analysis when motion was detected. The good correlation in test-retest between BSIF and (non)calibrated IDIF indicate that the datasets indeed contained no or very small motion. Note that motion of the neck is therefore probably much smaller than that of the head. In the present study, the internal carotid arteries were used, and therefore the IDIF was probably only little affected by motion. However, as mentioned previously by Baudrexel et al. [21] and Mourik et al. [6] , for routine applications, an (online) motion correction system must be implemented to safeguard against patient motion Arterial input as gold standard?
The results of [ 11 C]PIB suggest that both BSIF and manual samples were influenced by sticking of the tracer, and therefore may not have been reliable. In addition, in practice there are problems with cannulation or, especially in the case of [ 11 C]PIB, clogged lines in about 5% to 10% of cases, which lead to study rejection. Based on these observations, it is quite possible that noncalibrated IDIFs are more reliable than BSIFs at least for these tracers. However, manual samples were still necessary for measuring plasma to whole-blood ratios and metabolite fractions. As discussed previously [6] , alternative methods exist, but these methods have to be further substantiated for each of the tracers used.
Conclusion For (R)-[
11 C]verapamil, accurate IDIFs were obtained using noncalibrated IDIFs. However, for both [ 11 C]PIB and (R)-[ 11 C]PK11195, calibration was necessary to obtain IDIFs comparable to the BSIF. However, the observed need for calibration may be explained by the sticking property of both tracers, indicating that BSIF may be affected by sticking and therefore may be unreliable. Consequently, noncalibrated IDIFs may be a good alternative to BSIF as these IDIFs also provided better test-retest variabilities. The present study showed that for different tracers accurate IDIFs may be obtained from dynamic PET studies, obviating the need for arterial sampling. However, manual samples are still necessary for calculating plasma to wholeblood ratios and metabolites.
