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Abstract
We used convolutional neural networks (CNNs) for au-
tomatic sleep stage scoring based on single-channel elec-
troencephalography (EEG) to learn task-specific filters
for classification without using prior domain knowledge.
We used an openly available dataset from 20 healthy
young adults for evaluation and applied 20-fold cross-
validation. We used class-balanced random sampling
within the stochastic gradient descent (SGD) optimiza-
tion of the CNN to avoid skewed performance in favor
of the most represented sleep stages. We achieved high
mean F1-score (81%, range 79–83%), mean accuracy
across individual sleep stages (82%, range 80–84%) and
overall accuracy (74%, range 71–76%) over all subjects.
By analyzing and visualizing the filters that our CNN
learns, we found that rules learned by the filters corre-
spond to sleep scoring criteria in the American Academy
of Sleep Medicine (AASM) manual that human experts
follow. Our method’s performance is balanced across
classes and our results are comparable to state-of-the-art
methods with hand-engineered features. We show that,
without using prior domain knowledge, a CNN can au-
tomatically learn to distinguish among different normal
sleep stages.
Index Terms—Convolutional neural network (CNN),
deep learning, electroencephalography (EEG), sleep.
1 Introduction
Convolutional neural networks (CNNs) are perhaps the
most widely used technique in the deep learning class
of machine learning algorithms [16]. Their most impor-
tant characteristic is that they learn task-specific filters
without using any prior domain knowledge. CNNs have
proven extremely effective in computer vision in areas
such as object recognition, image segmentation and face
recognition. The key to the success of CNNs has been
end-to-end learning, i.e. the integration of feature ex-
traction and classification into a single algorithm using
only the ‘raw’ data (e.g. pixels, in the case of computer
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vision applications) as input. In biomedical engineering
the adoption of CNNs has been uneven. On the one
hand, the advances in CNNs for computer vision have
been rapidly transferred in applications that are based on
two-dimensional images—most notably in medical imag-
ing. On the other hand, this has not been the case for
biomedical applications which focus on classifying one-
dimensional biosignals, such as electroencephalography
(EEG) and electrocardiography (ECG). However, there
has recently been a small but growing interest in using
CNNs for biosignal-related problems [23, 4, 15, 33], in-
cluding on the Kaggle platform [13] with EEG signals.
In this paper we present a CNN architecture which we
developed for automatic sleep stage scoring using a single
channel of EEG.
Sleep is central to human health, and the health con-
sequences of reduced sleep, abnormal sleep patterns or
desynchronized circadian rhythms can be emotional, cog-
nitive, or somatic [30]. Associations between disruption
of normal sleep patterns and neurodegenerative diseases
are well recognized [30]. According to the American
Academy of Sleep Medicine (AASM) manual [12], sleep is
categorized into four stages. These are Rapid Eye Move-
ment (stage R) sleep and 3 non-R stages, N1, N2 and
N3. Formerly, stage N3 (also called Slow Wave Sleep,
or SWS) was divided into two distinct stages, N3 and
N4 [22]. To these a Wake (W) stage is added. These
stages are defined by electrical activity recorded from
sensors placed at different parts of the body. The total-
ity of the signals that are recorded through these sen-
sors is called a polysomnogram (PSG). The PSG in-
cludes an electroencephalogram (EEG), an electroocu-
logram (EOG), an electromyogram (EMG), and an elec-
trocardiogram (ECG). After the PSG is recorded, it is
divided into 30-second intervals, called epochs. One or
more experts then classify each epoch into one of the
five stages (N1, N2, N3, R or W) by quantitatively and
qualitatively examining the signals of the PSG in the
time and frequency domains. Sleep scoring is performed
according to the Rechtschaffen and Kales sleep staging
criteria [22]. In Table 1 we reproduce the Rechtschaffen
and Kales sleep staging criteria [25], merging the crite-
ria for N3 and N4 into a single stage (N3). Sleep stage
scoring by human experts demands specialized training
and thus can be expensive or difficult to access.
Recent research suggests that detection of
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Table 1: The Rechtschaffen and Kales sleep staging criteria [22], adapted from [25].
Sleep Stage Scoring Criteria
Non-REM 1 (N1) 50% of the epoch consists of relatively low voltage mixed (2-7 Hz) activity, and < 50% of the epoch
contains alpha (8-13 Hz) activity. Slow rolling eye movements lasting several seconds often seen in early
N1.
Non-REM 2 (N2) Appearance of sleep spindles and/or K complexes and < 20% of the epoch may contain high voltage (> 75
µV, < 2 Hz) activity. Sleep spindles and K complexes each must last > 0.5 seconds.
Non-REM 3 (N3) 20% − 50% (formerly N3) or > 50% (formerly N4) of the epoch consists of high voltage (> 75 µV), low
frequency (< 2 Hz) activity.
REM (R) Relatively low voltage mixed (2-7 Hz) frequency EEG with episodic rapid eye movements and absent or
reduced chin EMG activity.
Wake (W) > 50% of the epoch consists of alpha (8-13 Hz) activity or low voltage, mixed (2-7 Hz) frequency activity.
sleep/circadian disruption could be a valuable marker
of vulnerability and risk in the early stages of neu-
rodegenerative diseases, such as Alzheimer’s disease
and Parkinson’s disease, and that treatment of sleep
pathologies can improve patient quality of life measures
[30]. Potential for widely accessible, longitudinal sleep
monitoring would be ideal (for both medical research
and medical practice). In this case an affordable,
portable and unobtrusive sleep monitoring system for
unsupervised at-home use would be needed. Wearable
EEG is a strong candidate for such use. A core software
component of such a system is a sleep scoring algorithm,
which can reliably perform automatic sleep stage scoring
given the patient’s EEG signals.
In this study, we present and evaluate a novel CNN
architecture for automatic sleep stage scoring using a
single channel of EEG. We compared the performance
of CNN with our previous study [28], in which we
hand-engineered the features for classification. In that
study we used the Fpz-Cz electrode and time-frequency
analysis-based feature extraction fine-tuned to capture
sleep stage-specific signal features using Morlet wavelets
(see for example, Chapters 12 and 13, pp. 141–174 in
[5]), with stacked sparse autoencoders [2, 1] as the classi-
fication algorithm. In that work we had achieved state-
of-the-art results, compared to the existing studies in
[7, 17, 3], mitigated skewed sleep scoring performance in
favor of the most represented sleep stages, and addressed
the problem of misclassification errors due to class im-
balance in the training data while significantly improv-
ing worst-stage classification. We will use this work [28]
for comparison with the results from the new approach
presented here.
2 Materials and Methods
2.1 Data
The dataset that we used to evaluate our method is
a publicly available sleep PSG dataset [14] from the
PhysioNet repository [8] that can be downloaded from
[21]. The data was collected from electrodes Fpz-Cz and
Pz-Oz. The sleep stages were scored according to the
Rechtschaffen and Kales guidelines [22]. The epochs of
each recording were scored by a single expert (6 experts
in total). The sleep stages that are scored in this dataset
are Wake (W), REM (R), non-R stages 1–4 (N1, N2,
N3, N4), Movement and Not Scored. For our study, we
removed the very small number of Movement and Not
Scored epochs (Not Scored epochs were at the start or
end of each recording), and also merged the N3 and N4
stages into a single N3 stage, as is currently the rec-
ommended by the American Academy of Sleep Medicine
(AASM) [12, 25]. There were 61 movement epochs in our
data in total, and only 17/39 recordings had movement
artifacts. The maximum number of movement epochs
per recording was 12. The rationale behind the deci-
sion of removing the movement epochs was based on two
facts. First, these epochs had not been scored by the hu-
man expert as belonging to any of the 5 sleep stages, as
it is recommended in the current AASM manual [12, p.
31]. Second, their number was so small that they could
not be used as a separate ‘movement class’ for learn-
ing. The public dataset includes 20 healthy subjects, 10
male and 10 female, aged 25–34 years. There are two ap-
proximately 20-hour recordings per subject, apart from
a single subject for whom there is only a single recording.
To evaluate our method we used the in-bed part of the
recording. The sampling rate is 100 Hz and the epoch
duration is 30 seconds.
2.2 Convolutional neural network archi-
tecture
A convolutional neural network (CNN) is composed of
successive convolutional (filtering) and pooling (subsam-
pling) layers with a form of nonlinearity applied before or
after pooling, potentially followed by one or more fully-
connected layers. In classification problems, like sleep
scoring, the last layer of a CNN is commonly a softmax
(multinomial logistic regression) layer. CNNs are trained
using iterative optimization with the backpropagation al-
gorithm. The most common optimization method in the
2
Table 2: The transition rules summarised from the AASM sleep scoring manual
[12, Chapter IV: Visual Rules for Adults, pp. 23–31].
Sleep Stage Pair Transition Pattern* Rule Differentiating Features
N1-N2
N1-{N1,N2} 5.A.Note.1 Arousal, K-complexes, sleep spindles
(N2-)N2-{N1,N2}(-N2) 5.B.1 K-complexes, sleep spindles
5.C.1.b Arousal, K-complexes, sleep spindles
N2-{N1-N1,N2-N2}-N2 5.C.1.c Alpha, body movement, slow eye movement
N1-R
R-R-{N1,R}-N2
7.B Chin EMG tone
7.C.1.b Chin EMG tone
7.C.1.c Chin EMG tone, arousal, slow eye movement
R-{N1-N1-N1,R-R-R} 7.C.1.d Alpha, body movement, slow eye movement
N2-R
R-R-{N2,R}-N2 7.C.1.e Sleep spindles
(N2-)N2-{N2,R}-R(-R)
7.D.1 Chin EMG tone
7.D.2 Chin EMG tone, K-complexes, sleep spindles
7.D.3 K-complexes, sleep spindles
*Curly braces indicate choice between the stages or stage progressions in the set, and parentheses indicate optional epochs.
literature is stochastic gradient descent (SGD).
In our CNN architecture we are using the raw EEG sig-
nal without preprocessing as the input. Using raw input
(usually with some preprocessing) in CNN architectures
is the norm in applications of deep learning in computer
vision. In classification problems with one-dimensional
(1D) signals CNNs can also be applied to a precom-
puted spectrogram or other time-frequency decomposi-
tion of the signal, so that the input to the CNN is a
two-dimensional (2D) stack of frequency-specific activity
over time. Characteristic examples of this approach can
be found in recent work in signal processing for speech
and acoustics [24, 6, 11, 32]. When the spectrogram is
used as input it can be treated as a 2D image. Recently,
there has been also growing interest in applying CNNs to
raw 1D signals. Again, there are characteristic examples
from speech and acoustics in [6, 19, 27, 20, 10].
Our CNN architecture, shown in Figure 1, comprises
two pairs of convolutional and pooling layers (C1-P1 and
C2-P2), two fully-connected layers (F1 and F2), and a
softmax layer. Between layer P1 and layer C2, we in-
clude a ‘stacking layer’, S1. As shown in Table 3, layer
C1 contains 20 filters, so that the output of layer C1 is
20 filtered versions of the original input signal. These
filtered signals are then subsampled in layer P1. The
stacking layer rearranges the output of the layer P1, so
that instead of 20 distinct signals the input to the next
convolutional layer C2 is a 2D stack of filtered and sub-
sampled signals. As shown in Figure 1 and Table 3, the
filters in layer C2 are 2D filters. The height of the layer
C2 filters is 20, same as the height of the stack. The pur-
pose of these 2D filters is to capture relationships across
the filtered signals produced by filtering the original sig-
nal in layer C1, across a specific time window.
With this CNN architecture we attempt to combine
a CNN architecture using raw signals [6, 19, 27, 20, 10]
with the idea of using a 2D stack of frequency-specific
activity over time [24, 6, 11, 32]. In a standard CNN
architecture layer C2 would have the same structure as
layer C1, with a number of 1D filters applied to each of
layer P1 outputs. The most common way to combine
information across the layer P2 outputs is by adding up
the filtered signals of layer C2 across layer P2 outputs by
filter index. While this has an effect similar to the stack-
ing layer, we think that explicitly stacking the outputs of
layer P2 makes clear the correspondence between CNN
methods and hand-engineered feature methodologies.
The cost function for the training of our CNN architec-
ture was the softmax with L2-regularization. We applied
the rectified linear unit (ReLU) nonlinearity after con-
volution and before pooling. The hyperparameters of a
CNN are: the number and types of layers, the size of
the filters for convolution and the convolution stride for
each convolutional layer, the pooling region size and the
pooling stride for each pooling layer, and the number
of units for each fully-connected layer. We summarize
the selected hyperparameters for our CNN architecture
in Table 3.
The classes (sleep stages) in our dataset, as in any
PSG dataset, were not balanced, i.e. there were many
more epochs for some stages (particularly N2) than oth-
ers (particularly W and N1). In such a situation, if all
the data is used as is, it is highly likely that a classi-
fier will exhibit skewed performance favoring the most
represented classes, unless the least represented classes
are very distinct from the other classes. In order to re-
solve the issues stemming from imbalanced classes, in
our previous work [28] we employed class-balanced ran-
dom sampling with an ensemble of 20 classifiers, each
one being trained on a different balanced sample of the
data. This is not an efficient way for class-balancing
with CNNs, as training even a single CNN is very time-
consuming. The strategy that we followed in the current
paper was different. At each epoch of SGD we used a
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C1:
Convolutional
layer with 20 1D
filters of length 200
P1:
Max-pooling
layer with pooling
region size 20
Input:
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of length 15000
at 100 Hz
Output:
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softmax
F1:
Fully-connected
layer with 500 units
F2:
Fully-connected
layer with 500 units
C2:
Convolutional
layer with 400
filters of size
(20, 30)
P2:
Max-pooling
layer with pooling
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S1:
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20 1D signals
into a single
2D signal stack
20x
400x
Figure 1: CNN architecture
different class-balanced batch for the optimization.
As shown in Table 2 the scoring of a particular epoch
can depend on the characteristics of the preceding or
succeeding epochs, for the sleep stage pairs N1-N2, N1-
R, and N2-R. Therefore, we chose the input data to our
CNN to be the signal of the current epoch to be classi-
fied together with the signals of the preceding two and
succeeding two epochs, as a single, continuous signal,
starting from the earliest epoch, with the current epoch
in the middle. At the sampling rate of 100 Hz this gives
an input size of 15,000 timepoints.
We implemented the different CNN architectures using
the Python libraries Lasagne (https://github.com/
Lasagne/Lasagne) and Theano (https://github.com/
Theano/Theano).
2.3 Evaluation
To evaluate the generalizability of the algorithms, we
obtained results using 20-fold cross-validation as in [28].
Specifically, in each fold we use the recordings of a single
subject for testing and the recordings of the remaining
19 subjects for training and validation. For each fold we
used the recordings from 4 randomly selected subjects as
validation data and the recordings from the remaining 15
subjects for training. The classification performance in
the validation data was used for choosing the hyperpa-
rameters and as a stopping criterion for training to avoid
overfitting to the training data.
All scoring performance metrics were derived from the
confusion matrix. Using a ‘raw’ confusion matrix in the
presence of imbalanced classes implicitly assumes that
the relative importance of correctly detecting a class is
directly proportional to its frequency of occurrence. This
is not desirable for sleep staging. What we need to mit-
igate the negative effects of imbalanced classes on clas-
sification performance measurement is effectively a nor-
malized or ‘class-balanced’ confusion matrix that places
equal weight into each class.
The metrics we computed were precision, sensitivity,
F1-score, per-stage accuracy, and overall accuracy. The
F1-score is the harmonic mean of precision and sensitiv-
ity and is a more comprehensive performance measure
than precision and sensitivity by themselves. The rea-
son is that precision and sensitivity can each be improved
at the expense of the other. All the metrics apart from
overall accuracy are binary. However, in our case we have
5 classes. Therefore, after we performed the classifica-
tion and computed the normalized confusion matrix, we
converted our problem into 5 binary classification prob-
lems each time considering a single class as the ‘positive’
class and all other classes combined as a single ‘negative’
class (one-vs-all classification).
We report the evaluation metrics across all folds.
Specifically, we report their mean value across all 5 sleep
stages and their value for the most misclassified sleep
stage, which provides information about the robustness
of the method across sleep stages. We tested our method
with the Fpz-Cz electrode, with which we had achieved
better performance in [28].
We calculated 95% confidence intervals for each of the
performance metrics by bootstrapping using 1000 boot-
strap samples across the confusion matrices of the 39
recordings. For each bootstrap sample we sampled the
recording indexes (from 1 to 39) with replacement and
then added up the confusion matrices of the selected
recordings. We then calculated each evaluation metric
for each bootstrap sample. We report the mean value of
each metric across the bootstrap samples, and the values
that define the range of the 95% confidence interval per
metric, i.e. the value of the metric in the 26th and 975th
position of the ordered bootstrap sample metric values.
To further evaluate the generalizability of our method,
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Table 3: CNN architecture
Layer Layer Type # Units Unit
Type
Size Stride Output Size
Input (1, 1, 15000)
C1 convolutional 20 ReLU (1, 200) (1, 1) (20, 1, 14801)
P1 max-pooling (1, 20) (1, 10) (20, 1, 1479)
S1 stacking (1, 20, 1479)
C2 convolutional 400 ReLU (20, 30) (1, 1) (400, 1, 1450)
P2 max-pooling (1, 10) (1, 2) (400, 1, 721)
F1 fully-connected 500 ReLU 500
F2 fully-connected 500 ReLU 500
Output softmax 5 logistic 5
we performed two tests on our results to assess the cor-
relation between scoring performance and (1) a measure
of the sleep quality of each recording, and (2) the per-
centage of transitional epochs in each recording. Robust
scoring performance across sleep quality and temporal
sleep variability, can be seen as further indicators of the
generalizability of an automatic sleep stage scoring al-
gorithm. The reason is that low sleep quality and high
sleep stage variability across the hypnogram are preva-
lent in sleep pathologies (see, for example, [18]).
We measured sleep quality with a widely-used index,
called sleep efficiency. Sleep efficiency is defined as the
percentage of the total time in bed that a subject was
asleep [26, p. 226]. Our data contain a ‘lights out’
indicator, which signifies the start of the time in bed.
We identified the sleep onset as the first non-W epoch
that occurred after lights were out. We identified the
end of sleep as the last non-W epoch after sleep onset,
as our dataset does not contain a ‘lights on’ indicator.
The number of epochs between the start of time in bed
and the end of sleep was the total time in bed, within
which we counted the non-W epochs; this was the to-
tal time asleep. We defined transitional epochs as those
whose preceding or succeeding epochs were of a different
sleep stage than them. We computed their percentage
with respect to the total time in bed. In our experi-
ments we computed the R2 and its associated p-value
between sleep efficiency and scoring performance, and
between percentage of transitional epochs and scoring
performance.
We compared our new, CNN results with our previous
work [28], as well as with those from a CNN architecture
that uses the same Morlet wavelets as in [28] to produce
a time-frequency stack that is fed to the CNN from the
second convolutional layer C2 onwards.
2.4 CNN filter analysis and visualization
Apart from performance evaluation an additional type of
evaluation is required when using CNNs, in our view. As
the filters in CNNs are automatically learned from the
training data, we need to evaluate whether the filters
learned in different folds (i.e. using different training
data) are similar across folds. We analyzed and com-
pared the learned filters from the first convolutional layer
of the CNN from each of the 20 different folds. For
all of the architectures layer C1 has 20 filters. We ex-
tracted the frequency content of the filters by computing
the power at different frequency bands using the Fourier
transform.
We then fed the testing data for that fold to the CNN.
We extracted the features produced by each filter per
training example for the middle segment of the signal
(the current epoch). Each feature is a signal which rep-
resents the presence of the filter over time. We computed
the power of the feature signal for each testing example,
and then took the mean power across all testing exam-
ples of each true (not predicted) class. Some filters have
naturally lower power, because they correspond to pat-
terns localized in time and not in continuous activity as
shown in the scoring criteria in Table 1.
We observed that certain sleep stages produce higher
filter activations across all filters in general. To account
for those differences, we normalized (to unit length) the
power first by sleep stage across filters, and then by fil-
ter across sleep stages. Similar filters learned in each fold
are generally not at the same index. For easier visual in-
spection of the results we ordered the filters by the sleep
stage for which they have the greatest mean activation.
Finally, we qualitatively compared the learned filters
with the guidelines in the AASM sleep scoring manual.
To do so we also compared the filters and activation pat-
terns per filter per sleep stage with the frequency content
and activation patterns of the hand-engineered Morlet
wavelets we used in [28].
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3 Results
3.1 Sleep stage scoring performance
As we show in the normalized confusion matrix in Ta-
ble 4, the most correctly classified sleep stage was N3
with around 90% of stage N3 epochs correctly classi-
fied. Stages R and N2 follow with around 75% of epochs
correctly classified for each stage. Stage W has around
70% of epochs correctly classified. The most misclassified
sleep stage was N1 with 60% of stage N1 epochs correctly
classified. Most misclassifications occurred between the
pairs N1-W and N1-R (about 15%), followed by pairs
N1-N2, N2-R and N2-N3 (about 8%), and R-W and N2-
W (about 5%). The remaining pairs, N1-N3, N3-R and
N3-W have misclassification rates close to zero.
The percentage of false negatives with respect to each
stage (non-diagonal elements in each row) per pair of
stages was approximately balanced between the stages
in the pair. An exception is the pair N1-W, which ap-
pears slightly skewed (3% difference) in favor of stage
N1. Effectively the upper and lower triangle of the con-
fusion matrix are close to being mirror images of each
other. This is a strong indication that the misclassifica-
tion errors due to class imbalance have been mitigated.
As we show in Table 5, our method has high mean
F1-score (79%, range 81–83%), mean accuracy across in-
dividual sleep stages (80%, range 82–84%) and overall
accuracy (74%, range 71–76%) over all subjects. From
the scoring performance metrics results in Table 5 we
observe that our method has slightly worse performance
than our previous work in [28]. We should note though
that the 95% confidence intervals overlap for the ma-
jority of the metrics (worst-stage precision, mean and
worst-stage sensitivity, mean and worst-stage F1-score,
and worst-stage and overall accuracy), and are other-
wise nearly overlapping for the remaining metrics (mean
precision and mean accuracy).
We also assessed the independence of the scoring
performance (for F1-score and overall accuracy) of our
method across recordings relative to sleep efficiency and
the percentage of transitional epochs per recording (Ta-
ble 6). The p-values of the regression coefficients are all
above 0.25. The R2 is already negligible (< 0.05) in all
cases. For clarity, we present the data for these tests
graphically for the F1-score results in Figures 2 and 3.
Our dataset contained 10 recordings with sleep efficiency
below 90% (in the range 60-89%), which is the threshold
recommended in [26, p. 7] for young adults. The per-
centage of transitional epochs ranged from 10-30% across
recordings.
Finally, in Figure 4 we present an original manually
scored hypnogram and its corresponding estimated sleep
hypnogram using our algorithm for a single PSG for
which the overall F1-score was approximately equal to
the mean F1-score across the entire dataset.
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Figure 2: F1-score as a function of sleep efficiency.
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Figure 3: F1-score as a function of transitional epochs.
3.2 CNN filter analysis and visualization
We computed the frequency content and mean activation
per sleep stage for the hand-engineered Morlet wavelet
filters in [28] as a reference. This visualization is shown in
Figure 5. In Figure 6 we show the filter visualization for
5 folds of the cross-validation. This allows us to observe
patterns of similarity between the filters learned using
different subsets of subjects for training.
Our general observation is that the filters learned by
the CNNs at different folds exhibit certain high-level sim-
ilarities which are consistent across folds. We summarize
the filter-sleep stage associations that are more prevalent
in the visualization in Figure 6 (showing 5 of the folds),
and are replicable across all folds.
We observed that filters with highest power at 1-1.5
Hz, usually combined with 12.5-14 Hz are associated
with highest activation in stage N3 epochs. Filters with
highest power at 13-14.5 Hz, usually combined with 2-
4 Hz, are associated with highest activation in stage N2
epochs. High power below 1 Hz filters are associated with
highest activation in stage W epochs. Filters with high-
6
Table 4: Confusion matrix from cross-validation using the Fpz-Cz electrode.
N1 N2 N3 R W
(algorithm) (algorithm) (algorithm) (algorithm) (algorithm)
N1 (expert) 1657 (60%) 259 (9%) 9 (0%) 427 (15%) 410 (15%)
N2 (expert) 1534 (9%) 12858 (73%) 1263 (7%) 1257 (7%) 666 (4%)
N3 (expert) 9 (0%) 399 (7%) 5097 (91%) 1 (0%) 85 (2%)
R (expert) 1019 (13%) 643 (8%) 3 (0%) 5686 (74%) 360 (5%)
W (expert) 605 (18%) 171 (5%) 47 (1%) 175 (5%) 2382 (70%)
This confusion matrix is the sum of the confusion matrices from each fold. The numbers in bold are numbers of epochs. The
numbers in parentheses are the percentage of epochs that belong to the class classified by the expert (rows) that were classified by
our algorithm as belonging to the class indicated by the columns.
Table 5: Comparison between our CNN method and our previous state-of-the-art results with
hand-engineered features [28] on the same data set across the five scoring performance metrics
(precision, sensitivity, F1-score, per-stage accuracy, and overall accuracy).
Scoring performance metrics
Precision Sensitivity F1-score Accuracy
Study Mean Worst Mean Worst Mean Worst Mean Worst Overall
(92) (86) (75) (55) (82) (68) (84) (74) (75)
[28] 93 88 78 60 84 71 86 76 78
(94) (90) (80) (65) (86) (75) (88) (78) (80)
CNN with (90) (82) (71) (48) (79) (61) (80) (67) (71)
Morlet 91 85 73 52 81 64 81 69 73
wavelets (92) (87) (75) (56) (83) (68) (83) (72) (75)
(90) (84) (71) (53) (79) (66) (80) (70) (71)
CNN 91 86 74 60 81 70 82 73 74
(92) (88) (76) (66) (83) (75) (84) (76) (76)
For the binary metrics, we report the mean performance (over all five sleep stages) as well as the worst performance (in the most
misclassified sleep stage, always stage N1). We present the results for our method using the Fpz-Cz electrode with 20-fold
cross-validation. The numbers in parentheses are the bootstrap 95% confidence interval bounds for the mean performance across
subjects. The numbers in bold are the mean metrics values from bootstrap.
Table 6: R2 between sleep efficiency and percentage of transitional epochs,
and scoring performance (F1-score and overall accuracy).
Recording parameters
Sleep efficiency Percentage of transitional epochs
Metric R2 p-value R2 p-value
F1-score 0.04 0.25 0.01 0.50
Overall accuracy 0.03 0.30 0.01 0.55
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Figure 4: The original manually scored hypnogram (top) and the estimated hypnogram
using our algorithm (bottom) for the first night of subject 1.
est power in frequencies 2-5 Hz mostly combined with
14 Hz are associated with highest activation in stage R
epochs. It also is worth mentioning that the 2-5/14 Hz
filters associated with stage R do not contain frequen-
cies from 20-50 Hz. Stage N1 is commonly associated in
the majority of folds with filters combining frequencies
of 7 Hz and 9 Hz (but not 8 Hz), and always contain
frequencies from 20-50 Hz. A common characteristic of
all the CNN filters across folds is the absence of filters
with frequencies from 10.5-12 Hz and from 15-16.5 Hz.
4 Discussion
In Table 5 we compare the performance of our previously
published method with hand-engineered features and
stacked sparse autoencoders [28] (SAE model), our pro-
posed CNN model, and an ‘intermediate’ model which is
using the hand-engineered Morlet wavelets of [28] (shown
in Figure 5) as the first fixed (i.e. untrainable) layer of
the CNN (M-CNN model) shown in Figure 1. We should
note that the architecture used for the M-CNN model
was not optimized for the fixed filters, but is exactly the
same as the CNN model, to allow us to assess the effect
that fixing the filters in the first layer of our CNN model
has.
The overall picture that arises from inspecting Table
5 is that the SAE model outperforms the CNN model,
which, in turn outperforms the M-CNN model. Worst-
stage performance over all metrics is much closer between
the SAE and the CNN model, although the SAE model is
3-4% better in mean performance, which is almost iden-
tical between the CNN and the M-CNN model. However,
for the M-CNN model, worst-stage performance is much
lower than either the SAE or the CNN model. However,
we observe that the 95% confidence intervals across sub-
jects overlap across the three models, across almost all of
the metrics (the two exceptions are mean and worst-stage
accuracy between the SAE and the M-CNN model). This
indicates that the differences in performance across sub-
jects are not statistically significant overall.
From the results in Table 5 we observe two broad
points. The first is that hand-engineering of features
based on the AASM manual (SAE model) may have
better performance than automatic filter learning (CNN
model), although the difference based on the data set we
used does not appear to be statistically significant. Using
a larger data set could help clarify any differences in per-
formance between the two models. In general, we expect
that a larger data set would be beneficial for the perfor-
mance of the CNN model, as CNN models can be difficult
to train effectively with smaller data sets. The second
point from Table 5 is that using a fixed set of filters for
the first CNN layer (M-CNN model) achieves worse per-
formance than an end-to-end CNN (CNN model). How-
ever, the differences between the two models do not ap-
pear to be statistically significant.
Similarly to our previous work [28] the CNN model
exhibits balanced sleep scoring performance across sleep
stages. The majority of misclassification errors is likely
due especially to EOG and EMG-related patterns that
are important in distinguishing between certain sleep
stage pairs (see Tables 1 and 2), which are difficult to
capture through the single channel of EEG. We experi-
mented with a number of filters larger than 20, but our
results did not improve, and, in some cases, deteriorated.
This corroborates our hypothesis that remaining misclas-
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Figure 5: Filter visualization for the hand-engineered filters from [28].
sification errors may arise from not being able to capture
patterns from other modalities of the PSG.
Although we recognize that our dataset does not con-
tain a very large number of recordings of bad sleep qual-
ity, we found no statistically significant correlation be-
tween sleep efficiency and mean scoring performance (see
Table 6 and Figure 2). Similarly, there was not a signif-
icant correlation between the percentage of transitional
epochs (which are by definition more ambiguous) and
mean sleep scoring performance (see Table 6 and Figure
3).
We observed that, in general, the first layer filters
that our CNN architecture learns are consistent with
the AASM sleep scoring manual’s guidelines (see Fig-
ure 6). The first instance of consistency with the AASM
sleep scoring manual are the 1-1.5 Hz and 1-1.5/12.5-14
Hz filters associated with stage N3 epochs. As shown
in Table 1 stage N3 is associated with activity <2 Hz.
Interestingly, activity in 12.5-14 Hz is associated with
sleep spindles, a characteristic pattern of stage N2, that
can however potentially persist to stage N3 [12, p. 27].
These filters exhibit little to no activation for stage N2.
Therefore, it appears that the CNN learns that there
are certain stage N3 epochs in which sleep spindles per-
sist. The second instance of consistency with the AASM
manual are the 13-14.5 Hz and 13-14.5/2-4 Hz filters as-
sociated with stage N2 epochs. Clearly, the 13-14.5 Hz
filters are learned to capture sleep spindles, and the 13-
14.5/2-4 Hz filters add K complexes (2-4 Hz activity).
Interestingly, K complexes are known to be commonly
followed by sleep spindles. In response to that, the CNN
does not learn separate 2-4 Hz filters, but only filters
that combine the detection of K complexes with the de-
tection of subsequent sleep spindles. We think that this
particular specialization of 1-1.5/12.5-14 Hz (stage N3)
and 13-14.5/2-4 Hz (stage N2) filters is an indication of
the power of CNNs. Incorporating such patterns into a
hand-engineered features approach would demand both
extensive prior knowledge as well as time-consuming fil-
ter design, while with a CNN these patterns are learned
directly from the data.
The CNN also learns consistent across folds filters for
stage R epochs. But while 2-5 Hz activity is clearly de-
scribed in the AASM manual, these filters consistently
exhibit two other characteristics: activity around 14 Hz,
and absence of activity in high frequencies (20-50 Hz).
It is instructive to examine these characteristics in con-
junction with the filters for stage N1 epochs, since stages
N1 and R are frequently confused with one another, as
shown in the confusion matrix of Table 4. Stage N1 is
the most misclassified class, which can be also seen by
the fact that filters for stage N1 are the least consistent
among folds. Moreover, filters that exhibit high activa-
tion for stage N1 epochs exhibit high activation for other
sleep stages as well. However, there is one stage N1 fil-
ter which appears in more than half of the folds. It has
two spikes of activity around 7 Hz and around 9 Hz, and
always exhibits activity in high frequencies (20-50 Hz).
There is evidence in the literature that features from
modalities other than EEG, such as eye movements [31],
and EMG activity [9, 29] can manifest themselves in the
high frequencies of EEG. As shown in Tables 1 and 2,
eye movements and chin EMG tone are features that can
differentiate stages N1 and R. We hypothesized that the
differences between the stage R and stage N1 filters in
the 20-50 Hz frequency range are related to those scor-
ing rules. As in the case of the stage N2 and stage N3
filters described above, extensive prior knowledge and
manual tweaking of filters would be required to design
those filters for stages N1 and R, while with a CNN these
patterns are learned directly from the data.
Finally, there are another two general characteristics
in the filters that are consistent across all the folds. The
first is that there are almost no filters with activity in
10.5-12 Hz. One reason that we believe this is happened
is that this is the frequency region in which alpha (8-
13 Hz) activity and sleep spindles (12-15 Hz) overlap,
which would not be beneficial for distinguishing stages
N1 and W from stage N2 (see Table 1). The second
general characteristic is the absence of 15-17 Hz activity
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Figure 6: Filter visualization for folds 1, 5, 6, 8 and 19.
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in any of the filters.
5 Conclusion
We showed that a CNN can achieve performance in auto-
matic sleep stage scoring comparable to a state-of-the-art
hand-engineered feature approach [28], without utilizing
any prior knowledge from the AASM manual [12] that
human experts follow, using a single channel of EEG
(FpzCz). We analyzed and visualized the filters learned
by the CNN, and discovered that the CNN learns filters
that closely capture the AASM manual’s guidelines in
terms of their frequency characteristics per sleep stage.
Our work shows that end-to-end training in CNNs is
not only effective in terms of sleep stage scoring perfor-
mance, but the CNN model’s filters are interpretable in
the context of the sleep scoring rules, and are consistent
across folds in cross-validation. Outside of automatic
sleep stage scoring, our work can have applications in
other biosignal-based (e.g. EEG and ECG) classification
problems. In particular, our analysis and visualization of
the learned filters can prove useful in novel applications
for which very little domain knowledge is available. For
those applications, analyzing and visualizing the learned
CNN filters can assist in advancing the understanding of
the neurophysiological characteristics of a particular ap-
plication. Using our methodology CNNs can be turned
from an automation tool into a scientific tool.
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