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Online Supplements 
Table 1s 
Comparison of Multilevel Confirmatory Factor Analysis (ML CFA), Multilevel Factor Mixture Modeling (ML FMM), Bayesian Approach, and 
Alignment Optimization in Testing Measurement Invariance (MI) across Many Groups 
 ML CFA ML FMM Bayesian approach Alignment 
Group 
classification 
Random Random Fixed Fixed  
Level of MI 
testing 
Exact MI Exact MI Approximate MI Approximate MI 
Comparison 
units 
No explicit comparison units Multiple classes Multiple groups Multiple groups 
Type of analysis 
in Mplus 
Type = twolevel Type = twolevel mixture  Type = mixture  
(knownclass) 
Type = mixture  
(knownclass) 
Rationale The data are treated as 
multilevel data with 
individuals nested within 
groups (i.e., clusters). Cluster 
bias or, conversely, 
measurement invariance 
across clusters is tested by 
evaluating the variability of 
estimates across clusters. 
ML FMM explores a potential 
clustering of groups (not 
individuals) due to the 
heterogeneity of item 
parameters. Such clustering is 
unknown in advance and, thus, 
explored as latent classes at 
the between level. 
The Bayesian estimation 
method allows minor 
discrepancies in measurement 
parameter estimates across 
groups by specifying prior 
distributions of noninvariance. 
 
Alignment explores the 
noninvariance patterns across 
groups with the configural 
invariance model by searching the 
least number of items with the 
largest noninvariance, which is 
similar to searching simple 
structure through rotation in 
exploratory factor analysis. 
MI testing 
procedures 
Weak invariance is tested by 
imposing cross-level 
invariance; scalar invariance 
is tested by constraining the 
between-level residual 
variances at zero additionally. 
Researchers compare a series 
of models with an increasing 
number of latent classes under 
the three levels of MI (scalar, 
metric, configural) 
An MG CFA model with 
predetermined small-size prior 
variances of noninvariance is 
constructed. Good fit of this 
model or selection of this 
model over competing models 
The configural model is estimated 
allowing factor loadings and 
intercepts free across groups, but 
factor means and variances are 
fixed to be 0 and 1, respectively. 
Then, factor means and variances 
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In practice, the violation of 
metric and scalar invariance 
cannot be differentiated. 
Thus, metric invariance is not 
tested.   
simultaneously. The best 
fitting model is selected.  
with larger prior variances 
indicates approximate MI.  
are allowed to be free, and their 
values are chosen to minimize the 
total size of noninvariance for 
every pair of groups and every 
intercept and loading. 
 
Cutoff values 
suggested in the 
literature  
The conventional cutoffs of 
MI testing (e.g., ΔCFI ≤ .010 
and ΔRMSEA ≤ .015) and 
likelihood ratio tests can be 
used in model comparisons. 
A model with the smallest 
information criteria (e.g., BIC, 
AIC, sample-size adjusted 
BIC) is selected. The Lo-
Mendell-Rubin and bootstrap 
likelihood ratio tests can be 
used for model comparisons.  
Extreme values of posterior 
predictive p-value 
(e.g., .05, .01) and the 95% 
confidence interval without 
zero indicates model misfit. 
Information criteria such as 
DIC can be used for model 
comparisons.  
Guidelines about how much 
noninvariance is permissible to 
interpret factor mean differences 
are lacking. 
Item-level MI 
testing 
This is a scale-level MI 
testing, but an individual item 
MI can be evaluated with 
modification indices or as a 
follow-up analysis (e.g., relax 
cross-level invariance for a 
specific item). 
This is a scale-level MI 
testing, but an item-level MI 
test can be conducted across 
latent classes as in multiple 
group analysis. That is, item 
parameters can be partially 
constrained or relaxed between 
classes.  
This is a scale-level MI 
testing, but an item-level MI 
test is possible by specifying a 
prior on the item parameters of 
a specific item.  
This is an item-level MI testing. 
The items of noninvariance are 
listed with the information of 
noninvariant groups.  
Factor mean 
testing across 
many groups 
Statistical significance test on 
the between-level factor 
variance (omnibus test) 
Statistical significance test on 
the factor mean difference 
between the reference class 
and each identified class 
(omnibus test is possible) 
Statistical significance test on 
the factor mean difference 
between the reference group 
and each focal group (omnibus 
test is possible) 
Statistical significance tests on 
pairwise group mean differences 
(pairwise test) 
Salient strength There is no maximum 
limitation of the number of 
groups tested for MI. Model 
specification is relatively 
ML FMM investigates 
clustering among many groups 
in terms of measurement 
noninvariance patterns and 
Bayesian CFA does not 
enforce exact MI that can be 
realistically challenging to 
achieve with my groups. Any 
Alignment allows factor mean 
comparisons under a certain 
degree of noninvariance. 
Alignment provides the most 
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simple because a single CFA 
model is constructed for all 
groups. It allows the 
investigation of the sources 
of noninvariance by 
regressing each item on a 
covariate.  
allows the investigation of the 
sources of noninvariance by 
modeling the relation between 
potential covariates and class 
membership. 
benefits of Bayesian 
estimation (e.g., posterior 
distribution of parameter 
estimates) can be applied. 
Researchers can incorporate 
their knowledge on the 
noninvariance distribution in 
MI testing.  
detailed information of 
noninvariance and factor mean 
differences. 
Salient 
weakness 
There is a minimum 
requirement for the number 
of groups. This approach 
cannot be used if within-level 
and between-level factor 
structures are different. 
Group specific parameter 
estimates (e.g., factor loading 
for each group) are not 
readily available although 
those estimates can be 
obtained using SAVE = 
fscores in Mplus.  
There is a minimum 
requirement for the number of 
groups. Because latent classes 
are not observable, additional 
quantitative and qualitative 
investigation on the extracted 
classes is warranted. Across 
models, label switching and 
class membership change are 
likely to occur. Some technical 
issues (e.g., model 
nonconvergence, local 
maxima) are not uncommon. 
Because this method is also 
multiple group analysis, the 
model specification can be 
cumbersome. The number of 
groups tested for MI can be 
limited. It is reported that this 
method is less optimal for full 
MI or partial MI. Specifying 
proper priors can be 
challenging. The execution 
time is typically long. 
The number of groups tested for 
MI can be limited (e.g., 100). 
There is no guideline about how 
much noninvariance is permissible 
to interpret the factor mean 
differences. The execution time is 
typically long.  
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Table 2s 
The Detection Rates of the Level of Measurement Invariance of Multiple Group Confirmatory Factor Analysis under Approximate Invariance 
Conditions 
ES PCT GN GS 
LRT ΔCFI ΔCFI2 ΔRMSEA ΔRMSEA2 
C M S C M S C M S C M S C M S 
0 - 25 50 .16 .18 .66 .05 .09 .86 .00 .09 .91 .15 .08 .77 .05 .08 .87 
   100 .04 .21 .75 .00 .00 1.00 .00 .00 1.00 .11 .01 .88 .01 .01 .98 
   1000 .06 .94 .00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
  50 50 .16 .22 .62 .00 .00 1.00 .00 .00 1.00 .15 .01 .84 .00 .01 .99 
   100 .12 .46 .42 .00 .00 1.00 .00 .00 1.00 .06 .00 .94 .00 .00 1.00 
   1000 .03 .97 .00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
.5 20 25 50 .12 .16 .72 .01 .04 .95 .00 .04 .96 .20 .06 .74 .03 .09 .88 
   100 .06 .23 .71 .00 .00 1.00 .00 .00 1.00 .10 .04 .86 .00 .04 .96 
   1000 .06 .94 .00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
  50 50 .15 .22 .63 .00 .00 1.00 .00 .00 1.00 .12 .01 .87 .02 .02 .96 
   100 .11 .48 .41 .00 .00 1.00 .00 .00 1.00 .04 .00 .96 .00 .00 1.00 
   1000 .02 .98 .00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
 40 25 50 .20 .21 .59 .02 .05 .93 .00 .05 .95 .14 .07 .79 .01 .08 .91 
   100 .07 .32 .61 .00 .00 1.00 .00 .00 1.00 .09 .01 .90 .00 .01 .99 
   1000 .06 .94 .00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
  50 50 .12 .21 .67 .00 .01 .99 .00 .01 .99 .17 .02 .81 .01 .02 .97 
   100 .10 .40 .50 .00 .00 1.00 .00 .00 1.00 .03 .00 .97 .00 .00 1.00 
   1000 .01 .99 .00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; CM and MS refer to the 
metric and scalar invariance testing respectively; LRT = likelihood ratio test; ΔCFI = change in the comparative fit index (cutoff .01); ΔCFI2 = 
change in CFI (cutoff .02); ΔRMSEA = change in the root mean square error of approximation (cutoff .015); ΔRMSEA2 = change in RMSEA 
(cutoff .03);C, M, and S refer to the configural, metric, and scalar invariance model, respectively. 
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Table 3s 
The Detection Rates of the Level of Measurement Invariance of Multiple Group Confirmatory Factor Analysis under Large Noninvariance 
Conditions 
ES PCT GN GS 
LRT ΔCFI ΔCFI2 ΔRMSEA ΔRMSEA2 
C M S C M S C M S C M S C M S 
0 20 25 50 .94 .06 .00 .81 .19 .00 .22 .78 .00 .71 .29 .00 .43 .55 .02 
   100 1.00 .00 .00 .93 .07 .00 .06 .94 .00 .99 .01 .00 .80 .20 .00 
   1000 1.00 .00 .00 1.00 .00 .00 .00 1.00 .00 1.00 .00 .00 1.00 .00 .00 
  50 50 1.00 .00 .00 .94 .06 .00 .22 .78 .00 .84 .16 .00 .47 .53 .00 
   100 1.00 .00 .00 .97 .03 .00 .03 .97 .00 .99 .01 .00 .88 .12 .00 
   1000 1.00 .00 .00 1.00 .00 .00 .00 1.00 .00 1.00 .00 .00 1.00 .00 .00 
 40 25 50 1.00 .00 .00 .99 .01 .00 .83 .17 .00 .98 .02 .00 .83 .17 .00 
   100 1.00 .00 .00 1.00 .00 .00 .93 .07 .00 1.00 .00 .00 1.00 .00 .00 
   1000 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 
  50 50 1.00 .00 .00 1.00 .00 .00 .96 .04 .00 1.00 .00 .00 .95 .05 .00 
   100 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 
   1000 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 
.5 20 25 50 .96 .04 .00 .87 .13 .00 .28 .72 .00 .81 .17 .02 .50 .46 .04 
   100 1.00 .00 .00 .90 .10 .00 .05 .95 .00 1.00 .00 .00 .83 .17 .00 
   1000 1.00 .00 .00 1.00 .00 .00 .00 1.00 .00 1.00 .00 .00 1.00 .00 .00 
  50 50 1.00 .00 .00 .97 .03 .00 .23 .77 .00 .97 .03 .00 .49 .49 .02 
   100 1.00 .00 .00 .98 .02 .00 .01 .99 .00 1.00 .00 .00 .91 .09 .00 
   1000 1.00 .00 .00 1.00 .00 .00 .00 1.00 .00 1.00 .00 .00 1.00 .00 .00 
 40 25 50 1.00 .00 .00 1.00 .00 .00 .97 .03 .00 1.00 .00 .00 .86 .14 .00 
   100 1.00 .00 .00 1.00 .00 .00 .97 .03 .00 1.00 .00 .00 1.00 .00 .00 
   1000 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 
  50 50 1.00 .00 .00 1.00 .00 .00 .97 .03 .00 1.00 .00 .00 .93 .07 .00 
   100 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 
   1000 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; CM and MS refer to the 
metric invariance testing against the configural model and scalar invariance testing against the metric model respectively; LRT = likelihood ratio 
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test; ΔCFI = change in the comparative fit index (cutoff .01); ΔCFI2 = change in CFI (cutoff .02); ΔRMSEA = change in the root mean square 
error of approximation (cutoff .015); ΔRMSEA2 = change in RMSEA (cutoff .03); C, M, and S refer to the configural, metric, and scalar 
invariance model, respectively. 
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Table 4s 
The Detection Rates of the Level of Measurement Invariance of Multiple Group Confirmatory Factor under Exact Measurement Invariance 
ES PCT GN GS 
LRT ΔCFI ΔCFI2 ΔRMSEA ΔRMSEA2 
C M S C M S C M S C M S C M S 
0 - 25 50 .12 .08 .80 .01 .00 .99 .00 .00 1.00 .13 .06 .81 .02 .07 .91 
   100 .06 .04 .90 .00 .00 1.00 .00 .00 1.00 .06 .04 .90 .01 .04 .95 
   1000 .05 .08 .87 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
  50 50 .18 .10 .72 .00 .00 1.00 .00 .00 1.00 .14 .05 .81 .02 .07 .91 
   100 .11 .05 .84 .00 .00 1.00 .00 .00 1.00 .10 .02 .88 .00 .02 .98 
   1000 .09 .08 .83 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
.5 20 25 50 .13 .11 .76 .03 .02 .95 .00 .02 .98 .14 .06 .80 .05 .06 .89 
   100 .04 .07 .89 .00 .00 1.00 .00 .00 1.00 .05 .02 .93 .01 .02 .97 
   1000 .07 .03 .90 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
  50 50 .21 .07 .72 .00 .00 1.00 .00 .00 1.00 .11 .02 .87 .00 .02 .98 
   100 .14 .10 .76 .00 .00 1.00 .00 .00 1.00 .04 .05 .91 .00 .05 .95 
   1000 .06 .05 .89 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
 40 25 50 .14 .06 .80 .03 .01 .96 .00 .01 .99 .10 .05 .85 .03 .05 .92 
   100 .05 .08 .87 .00 .00 1.00 .00 .00 1.00 .04 .05 .91 .00 .05 .95 
   1000 .04 .08 .88 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
  50 50 .17 .11 .72 .00 .00 1.00 .00 .00 1.00 .09 .01 .90 .03 .01 .96 
   100 .07 .07 .86 .00 .00 1.00 .00 .00 1.00 .03 .01 .96 .00 .01 .99 
   1000 .06 .04 .90 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 .00 .00 1.00 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; CM and MS refer to the 
metric and scalar invariance testing respectively; LRT = likelihood ratio test; ΔCFI = change in the comparative fit index (cutoff .01); ΔCFI2 = 
change in CFI (cutoff .02); ΔRMSEA = change in the root mean square error of approximation (cutoff .015); ΔRMSEA2 = change in RMSEA 
(cutoff .03);C, M, and S refer to the configural, metric, and scalar invariance model, respectively. 
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Table 5s 
The Detection Rates of the Level of Measurement Invariance of Multilevel Confirmatory Factor Analysis under Approximate Invariance 
Conditions 
ES PCT GN GS 
LRT ΔCFI ΔRMSEA AIC BIC saBIC 
C S C S C S C S C S C S 
0 - 25 50 .01 .99 .00 1.00 .13 .87 .01 .99 .00 1.00 .00 1.00 
   100 .02 .98 .00 1.00 .04 .96 .01 .99 .00 1.00 .00 1.00 
   1000 .95 .05 .00 1.00 .02 .98 .91 .09 .00 1.00 .11 .89 
  50 50 .01 .99 .00 1.00 .00 1.00 .01 .99 .00 1.00 .00 1.00 
   100 .05 .95 .00 1.00 .00 1.00 .02 .98 .00 1.00 .00 1.00 
   1000 1.00 .00 .00 1.00 .00 1.00 1.00 .00 .13 .87 .49 .51 
.5 20 25 50 .01 .99 .00 1.00 .04 .96 .00 1.00 .00 1.00 .00 1.00 
   100 .01 .99 .00 1.00 .01 .99 .01 .99 .00 1.00 .00 1.00 
   1000 .97 .03 .00 1.00 .00 1.00 .92 .08 .00 1.00 .06 .94 
  50 50 .01 .99 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 
   100 .10 .90 .00 1.00 .00 1.00 .07 .93 .00 1.00 .00 1.00 
   1000 1.00 .00 .00 1.00 .00 1.00 1.00 .00 .10 .90 .52 .48 
 40 25 50 .03 .97 .00 1.00 .06 .94 .01 .99 .00 1.00 .00 1.00 
   100 .02 .98 .00 1.00 .01 .99 .01 .99 .00 1.00 .00 1.00 
   1000 .97 .03 .00 1.00 .01 .99 .94 .06 .00 1.00 .08 .92 
  50 50 .02 .98 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 
   100 .03 .97 .00 1.00 .00 1.00 .01 .99 .00 1.00 .00 1.00 
   1000 1.00 .00 .00 1.00 .00 1.00 1.00 .00 .14 .86 .51 .49 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; ΔCFI = change in the 
comparative fit index (cutoff .01); ΔRMSEA = change in the root mean square error of approximation (cutoff .015); AIC = Akaike’s information 
criterion; BIC = Bayesian information criterion; saBIC = sample-size adjusted BIC;C, and S refer to the configural, and scalar invariance model, 
respectively. 
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Table 6s 
The Detection Rates of the Level of Measurement Invariance of Multilevel Confirmatory Factor Analysis under Large Noninvariance Conditions 
ES PCT GN GS 
LRT ΔCFI ΔRMSEA AIC BIC saBIC 
C S C S C S C S C S C S 
0 20 25 50 1.00 .00 .99 .01 .97 .03 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 .96 .04 .89 .11 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .97 .03 .84 .16 1.00 .00 1.00 .00 1.00 .00 
  50 50 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 1.00 .00 .98 .02 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 1.00 .00 .96 .04 1.00 .00 1.00 .00 1.00 .00 
 40 25 50 1.00 .00 .99 .01 .99 .01 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 .99 .01 .93 .07 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .92 .08 .78 .22 1.00 .00 1.00 .00 1.00 .00 
  50 50 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 .98 .02 .98 .02 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .95 .05 .87 .13 1.00 .00 1.00 .00 1.00 .00 
.5 20 25 50 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 .98 .02 .97 .03 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .94 .06 .86 .14 1.00 .00 1.00 .00 1.00 .00 
  50 50 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 1.00 .00 .99 .01 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .93 .07 .91 .09 1.00 .00 1.00 .00 1.00 .00 
 40 25 50 1.00 .00 .97 .03 .97 .03 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 .99 .01 .95 .05 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .94 .06 .90 .10 1.00 .00 1.00 .00 1.00 .00 
  50 50 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 
   100 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 1.00 .00 
   1000 1.00 .00 .96 .04 .96 .04 1.00 .00 1.00 .00 1.00 .00 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; LRT=likelihood ratio 
test; ΔCFI = change in the comparative fit index (cutoff .01); ΔRMSEA = change in the root mean square error of approximation (cutoff .015); 
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AIC = Akaike’s information criterion; BIC = Bayesian information criterion; SaBIC = sample-size adjusted BIC; C, and S refer to the configural, 
and scalar invariance model, respectively. 
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Table 7s 
The Detection Rates of the Level of Measurement Invariance of Multilevel Confirmatory Factor Analysis for Measurement Invariance Testing 
under Exact Measurement Invariance 
ES PCT GN GS 
LRT ΔCFI ΔRMSEA 
C S C S C S 
0 - 25 50 .03 .97 .00 1.00 .00 1.00 
   100 .04 .96 .00 1.00 .00 1.00 
   1000 .07 .93 .00 1.00 .00 1.00 
  50 50 .04 .96 .00 1.00 .00 1.00 
   100 .02 .98 .00 1.00 .00 1.00 
   1000 .11 .89 .00 1.00 .00 1.00 
0.5 20 25 50 .00 1.00 .00 1.00 .00 1.00 
   100 .00 1.00 .00 1.00 .00 1.00 
   1000 .03 .97 .00 1.00 .00 1.00 
  50 50 .02 .98 .00 1.00 .00 1.00 
   100 .02 .98 .00 1.00 .00 1.00 
   1000 .08 .92 .00 1.00 .00 1.00 
 40 25 50 .00 1.00 .00 1.00 .00 1.00 
   100 .03 .97 .00 1.00 .00 1.00 
   1000 .01 .99 .00 1.00 .00 1.00 
  50 50 .00 1.00 .00 1.00 .00 1.00 
   100 .00 1.00 .00 1.00 .00 1.00 
   1000 .15 .85 .00 1.00 .00 1.00 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; CS refer to the scalar 
invariance testing against the configural model; SB LRT = the Satorra-Bentler scaled likelihood ratio test; ΔCFI = change in the comparative fit 
index (cutoff .01); ΔRMSEA = change in the root mean square error of approximation (cutoff .015); C, and S refer to the configural, and scalar 
invariance model, respectively 
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Table 8s 
The Class Enumeration Rates of Akaike Information Criteria (AIC), Sample-Size Adjusted Bayesian Information Criteria (saBIC), and BIC for 
Level-2 Sample Size (BIC(J)) for Multilevel Factor Mixture Modeling 
    AIC saBIC BIC(J) 
ES PCT GN GS 
Approximate 
 invariance 
Non-
invariance 
Approximate 
invariance 
Non-
invariance 
Approximate 
invariance 
Non-
invariance 
1-
C 
2-C 
Sca. 
2-C 
Met. 
2-C 
Con. 
3-C 
Sca. 
2-C 
Con. 
3-C 
Con. 
1-C 2-C 
Sca. 
2-C 
Met. 
2-C 
Con. 
3-C 
Con. 
1-
C 
2-C 
Sca. 
2-C 
Met. 
2-C 
Con. 
3-C 
Con. 
0 20 25 50 .70 .14 .10 .06 .00 .99 .01 1.00 .00 .00 1.00 .00 .98 .02 .00 1.00 .00 
   100 .73 .00 .23 .04 .00 .98 .02 1.00 .00 .00 1.00 .00 .98 .01 .01 1.00 .00 
   1000 .00 .21 .72 .07 .00 .71 .29 .08 .84 .08 .94 .06 .00 .58 .42 .79 .21 
  50 50 .56 .15 .16 .13 .00 .93 .07 1.00 .00 .00 1.00 .00 .99 .01 .00 1.00 .00 
   100 .36 .13 .33 .18 .00 .93 .07 .99 .01 .00 1.00 .00 .98 .02 .00 1.00 .00 
   1000 .00 .30 .61 .09 .00 .78 .22 .00 .93 .07 .89 .11 .00 .58 .42 .85 .15 
 40 25 50 - - - - - .97 .03 - - - 1.00 .00 - - - - - 
   100 - - - - - .98 .02 - - - 1.00 .00 - - - - - 
   1000 - - - - - .56 .44 - - - .95 .05 - - - - - 
  50 50 - - - - - .98 .02 - - - 1.00 .00 - - - - - 
   100 - - - - - .82 .18 - - - 1.00 .00 - - - - - 
   1000 - - - - - .49 .51 - - - .76 .24 - - - - - 
.5 20 25 50 .01 .78 .16 .05 .00 .95 .05 .15 .85 .00 1.00 .00 .06 .92 .02 1.00 .00 
   100 .00 .90 .08 .02 .00 .97 .03 .00 1.00 .00 1.00 .00 .00 .99 .01 1.00 .00 
   1000 .00 .65 .29 .06 .00 .59 .41 .00 1.00 .00 1.00 .00 .00 .86 .14 .80 .20 
  50 50 .00 .88 .09 .03 .00 .94 .06 .01 .99 .00 1.00 .00 .00 1.00 .00 1.00 .00 
   100 .00 .86 .10 .04 .00 .86 .14 .00 1.00 .00 1.00 .00 .00 .99 .01 1.00 .00 
   1000 .00 .65 .27 .08 .00 .16 .84 .00 1.00 .00 .95 .05 .00 .92 .08 .58 .42 
 40 25 50 .00 .89 .10 .00 .01 .99 .01 .00 1.00 .00 1.00 .00 .00 .99 .01 1.00 .00 
   100 .00 .86 .11 .03 .00 1.00 .00 .00 1.00 .00 1.00 .00 .00 1.00 .00 1.00 .00 
   1000 .00 .60 .37 .03 .00 1.00 .00 .00 .99 .01 1.00 .00 .00 .83 .17 1.00 .00 
  50 50 .00 .85 .07 .03 .05 .93 .07 .00 1.00 .00 1.00 .00 .00 1.00 .00 1.00 .00 
   100 .00 .85 .12 .02 .01 .94 .06 .00 1.00 .00 1.00 .00 .00 1.00 .00 1.00 .00 
   1000 .00 .66 .31 .03 .00 1.00 .00 .00 1.00 .00 1.00 .00 .00 .91 .09 1.00 .00 
ONLINE SUPPLEMENTS: MEASUREMENT INVARIANCE ACROSS MANY GROUPS     13 
 
Note. The correct class enumeration rates are in bold. C=class; Con.=configural; Met.=metric; Sca.=Scalar; ES = factor mean difference; PCT = 
percentage of groups with different factor means; GN = number of groups; GS = group size. 
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Table 9s 
The Detection Rates of the Level of Measurement Invariance of Bayesian Approximate Measurement Invariance Testing and Alignment under 
Approximate Invariance Conditions 
ES PCT GN GS 
 Bayesian Approximate Measurement Invariance Alignment (FIXED) Alignment (FREE) 
Avg 
PPP 
PPP 95% CI           DIC          BIC Intercept Loading Intercept Loading 
    .001 .001 .001 .05 .001 .05 .001     
0 - 25 50 .56 .99 1.00 .00 1.00 1.00 .00 .01 .01 .01 .01 
   100 .61 1.00 1.00 .00 1.00 1.00 .00 .02 .02 .01 .01 
   1000 .68 1.00 1.00 .15 .85 1.00 .00 .07 .02 .05 .00 
  50 50 .55 .99 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   100 .67 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .01 .00 
   1000 .76 1.00 1.00 .02 .98 1.00 .00 .06 .00 .05 .00 
.5 20 25 50 .51 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .01 .01 
   100 .59 .99 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   1000 .63 .99 .99 .06 .94 1.00  .00 .04 .02 .03 .01 
  50 50 .52 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   100 .61 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   1000 .60 1.00 1.00 .02 .98 1.00 .00 .02 .00 .03 .00 
 40 25 50 .51 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   100 .60 .99 .99 .00 1.00 1.00 .00 .01 .01 .00 .00 
   1000 .65 1.00 1.00 .00 1.00 1.00 .00 .03 .00 .04 .00 
  50 50 .56 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   100 .67 1.00 1.00 .00 1.00 1.00 .00 .00 .00 .00 .00 
   1000 .68 1.00 1.00 .03 .97 1.00 .00 .03 .00 .04 .00 
Note. ES = factor mean difference; PCT = percentage of noninvariant groups; GN = number of groups; GS = group size; Avg PPP = the average 
posterior predictive p-value across 100 replications when the prior variance .001 was used, PPP = the proportion of replications in which the PPP 
is greater than .05 when the prior variance .001 was used; 95% CI = the proportion of replications in which the 95% confidence interval included 
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zero; DIC = deviance information criterion; BIC = Bayesian information criterion; .001 and .05 refers to the prior variances of factor loadings and 
intercepts.
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Table 10s 
The Detection Rates of the Level of Measurement Invariance of Bayesian Approximate Measurement Invariance Testing and Alignment under 
Large Noninvariance Conditions 
ES PCT GN GS 
 Bayesian Approximate Measurement Invariance Alignment (FIXED) Alignment (FREE) 
Avg 
PPP 
PPP 95% CI         DIC      BIC Intercept Loading Intercept Loading 
    .001 .001 .001 .05 .001 .05 .001     
0 20 25 50 .09 .57 .72 .32 .68 1.00 .00 .65 .14 .18 .13 
   100 .03 .11 .20 .79 .21 1.00 .00 .96 .54 .08 .49 
   1000 .00 .00 .00 1.00 .00 1.00 .00 1.00 1.00 .01 1.00 
  50 50 .07 .53 .70 .12 .88 1.00 .00 .57 .12 .21 .11 
   100 .02 .12 .23 .58 .42 1.00 .00 .94 .46 .08 .45 
   1000 .00 .00 .00 1.00 .00 1.00 .00 .02 .95 .01 .95 
 40 25 50 .10 .57 .73 .38 .62 1.00 .00 .48 .06 .02 .06 
   100 .02 .09 .17 .92 .08 1.00 .00 .91 .51 .01 .55 
   1000 ,00 .00 .00 1.00 .00 1.00 .00 .08 1.00 .00 1.00 
  50 50 .08 .60 .73 .07 .93 1.00 .00 .12 .07 .03 .07 
   100 .02 .11 .21 .64 .36 1.00 .00 .07 .71 .01 .70 
   1000 .00 .00 .00 1.00 .00 1.00 .00 .04 1.00 .00 1.00 
.5 20 25 50 .04 .27 .47 .84 .16 1.00 .00 .92 .13 .66 .12 
   100 .04 .27 .36 .87 .13 1.00 .00 1.00 .51 .47 .51 
   1000 .00 .00 .00 1.00 .00 1.00 .00 1.00 1.00 .02 1.00 
  50 50 .04 .24 .39 .34 .66 .93 .07 .92 .12 .81 .11 
   100 .00 .05 .05 .95 .05 1.00 .00 1.00 .45 .68 .46 
   1000 .00 .00 .00 1.00 .00 1.00 .00 .03 .95 .01 .95 
 40 25 50 .08 .51 .68 .69 .31 1.00 .00 .88 .08 .05 .07 
   100 .00 .04 .05 .99 .01 1.00 .00 .92 .52 .02 .55 
   1000 .00 .00 .00 1.00 .00 1.00 .00 .07 1.00 .00 1.00 
  50 50 .04 .19 .29 .58 .42 1.00 .00 .38 .07 .05 .66 
   100 .02 .15 .27 .54 .46 1.00 .00 .13 .66 .01 1.00 
   1000 .00 .00 .00 1.00 .00 1.00 .00 .04 1.00 .00 1.00 
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Note. Avg PPP = the average posterior predictive p-value across 100 replications when the prior variance .001 was used, PPP = the proportion of 
replications in which the PPP is greater than .05 when the prior variance .001 was used; 95% CI = the proportion of replications in which the 95% 
confidence interval included zero; DIC = deviance information criterion; BIC = Bayesian information criterion; .001 and .05 refers to the prior 
variances of factor loadings and intercepts. 
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Demonstration of Measurement Invariance Testing and Factor Mean Comparison across 65 
Countries and Economies Using PISA Data 
The data used in this demonstration were from the school questionnaire of Programme for 
International Student Assessment (PISA) 2012. The purpose of PISA is to assess the competencies of 15-
year-olds in reading, mathematics and science in 65 countries and economies. The students and their 
school principals completed questionnaires that provided information about students’ backgrounds, 
schools, and learning experiences. The demonstration data come from the school climate questionnaire, 
and 17,303 principals of all the participating schools answered the school questionnaire (the average 
country sample size = 266, ranging from 11 to 1,458).  
There are 19 items in the school climate questionnaire. Among them seven items about 
teacher/staff effectiveness in the participating schools were used in this demonstration (see Table 11s for 
the list of items and their descriptive statistics). All seven items have four response categories (not at all, 
very little, to some extent, a lot). A higher value indicates a lower level of teacher effectiveness. The 
skewness of all items falls between 0 and 1, and their kurtosis values are between -1 and 1. For 
demonstration purposes, the data were treated as continuous. Mplus 7.1 (Muthén & Muthén, 2012) was 
used for data analyses. For model estimation, ML was used for MG CFA; MLR for ML CFA, ML FMM, 
and Alignment. It should be noted that we demonstrate the complete procedures of each MI testing 
method even when subsequent tests are not viable due to lack of invariance at a certain level for 
demonstration purposes.  
Multiple Group Confirmatory Factor Analysis 
Following Rutkowski and Svetina (2014), we evaluated MG CFA models with more lenient 
criteria than what Hu and Bentler (1999) suggested (e.g., RMSEA ≤ .10). For model comparisons, we 
used ΔCFI ≤ .01 based on our simulation results. The configural model produced decent fit to the data 
[χ2(910) = 4008.045, p = .000, CFI = .933, RMSEA = .113, SRMR = .044], but the RMSEA was higher 
than the lenient cutoff suggested by Rutkowski and Svetina for 10 or 20 groups. Because 65 countries 
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were included in this model, an RMSEA value slightly over .10 might be considered acceptable, but 
future research is called for.   
For the metric invariance model, χ2(1294) = 5555.304, p = .000, CFI = .908, RMSEA = .111, 
SRMR = .096. The comparison between the configural and metric invariance models suggested that 
metric invariance did not hold [Δχ2(384) = 1547.260, p=.000, ΔCFI = .025, ΔRMSEA = -.002] because 
ΔCFI was larger than the cutoff .01. For demonstration purposes we proceeded to the scalar invariance 
testing. Model fit indices suggested that the scalar invariance model did not fit the data, [χ2(1678) = 
13798.826, p = .000, CFI = .739, RMSEA = .165, SRMR = .162]. The model comparison results also 
revealed that scalar invariance failed to hold, [Δχ2(384) = 8243.521, p =.000, ΔCFI = .169, ΔRMSEA 
= .054]. In conclusion, the MG CFA results indicated that metric invariance did not hold.  
Multilevel Confirmatory Factor Analysis  
A single factor was specified at both individual and country levels as a configural invariance 
model. Overall, configural invariance was supported with CFI = .958 (≥ .95), RMSEA = .052 (≤ .06), 
SRMR-within = .037 (≤ .08), and SRMR-between = .075 (≤ .08). The chi-square statistic did not support 
configural invariance [χ2(28) = 1362.68, p < .05], which might be attributed to its sensitivity to large 
sample size.  
The scalar invariance model fit was poor [χ2(41) = 8921.40, p < .05; CFI = .720; RMSEA = .112]. 
In addition, the comparison between the configural and scalar invariance models supported configural 
invariance because the regular Δχ2(13) = 6551.102, p < .05, ΔCFI = .238 (> .01) and ΔRMSEA = .06 
(> .015). Freely estimating the residual variances at the between level improved the model fit 
substantially: ΔCFI = .235 and ΔRMSEA = .063.  
Multilevel Factor Mixture Modeling  
Because five-class and six-class models produced at least one class with an empty cell (no 
observation), we did not investigate more than six classes. Table 12s presents the model fit of one-class 
up to five-class ML FMMs. The AIC, BIC with the total sample size, and saBIC consistently supported 
the four-class metric invariance model. That is, the factor loadings are equal, but the intercepts are not 
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invariant across four classes. Under metric invariance, the ML FMM with 65 countries showed that 19 
countries with 3,927 principals (23%) belong to the reference class; 21 countries with 6,627 principals 
(38%) to Class 2; 15 countries with 3,463 principals (20%) to Class 3; 10 countries with  3,286 principals 
(19%) to Class 4. 
Bayesian Approximate Measurement Invariance Testing 
We first ran a configural invariance model (no approximate MI constraints) using the Bayesian 
estimation method with the Mplus default priors. The configural invariance model did not fit the data well 
in terms of the PPP and 95% CI (see Table 13s) although the corresponding MG CFA model with 
maximum likelihood estimation showed reasonable fit to the data. Assuming configural invariance held, 
we imposed approximate MI on the factor loadings and then on the intercepts. We selected a prior 
variance 0.001 (0.032 SD) as approximate MI for both factor loading and intercept differences that allows 
differences typically less than .12 (±2 SD). This prior could represent our conservative stance on 
noninvariance allowing only small divergence from the average. If researchers believe bigger differences 
do not make consequential impact on structural relations and factor means based on prior research, a 
larger prior variance can be specified.  
For approximate metric MI with free intercepts, we examined models with prior variances 0.005, 
0.01, 0.05 in addition to 0.001 for factor loading differences. As shown in Table 13s, none of the specified 
models showed acceptable fit in terms of the PPP values and 95% confidence intervals. However, the DIC 
selected the model with a prior variance 0.005 for factor loading differences with the lowest value. It 
indicates that 95% of the estimated factor loadings would fall between -0.14 and 0.14 around the average 
factor loading (0.07 SD), which we considered lack of approximate metric MI based on the predetermined 
prior. In the subsequent approximate scalar MI testing with different prior variances for intercept 
differences, the model with free intercepts showed the best fit. Overall, we concluded that approximate 
invariance does not hold.  
Alignment Optimization 
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The fixed and free alignment methods produced very similar results, and the results of the free 
method are presented here. Given the large number of countries in this study, we present the results of the 
intercept invariance with the first 10 countries in Table 14s. The country numbers in parentheses 
suggested that those countries had different factor loadings or intercepts compared to the countries that 
were not in parentheses. For all items (v13-v19), the intercepts had more noninvariant countries in 
parentheses than the factor loadings. In terms of factor loadings, items v14 and v19 had the least number 
of noninvariant countries (2 and 3, respectively). The other five items had five to seven noninvariant 
countries. In terms of intercepts, typically about 12 countries showed noninvariance. Canada showed 
noninvariant intercepts in most of the items. Based on the fit function contribution (the lower absolute 
value, the more invariant) and the R-square (the larger, the more invariant), the item v19 is considered as 
the most invariant item, followed by items v14 and v18 whereas items v15 and v17 are the most 
noninvariant as presented in Table 14s.  
Summary 
Overall, across all five methods scalar invariance was not supported for the faculty/staff 
effectiveness scale with the seven items of PISA data. There was evidence of metric invariance in ML 
FMM, but not in MG CFA and Bayesian approximate MI testing. The findings are not surprising because 
many studies tested MI of a measure cross-nationally generally reported lack of scalar invariance (Desa, 
2014; Nagengast & Marsh, 2013; OECD, 2008). With insufficient evidence of metric invariance, 
researchers may not make meaningful comparisons across 65 countries in terms of structural relationships 
and factor means. However, it is also recommended to investigate whether the violation of scalar 
invariance influences substantive conclusions in factor mean comparisons (Meuleman & Billiet, 2012).  
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Table 11s 
Descriptive Statistics of the Seven Items in the Demonstration Data (n = 17,303) 
Item Mean SD Skewness Kurtosis 
v13 Teachers’ low expectations of students 1.82 0.78 0.60 -0.36 
v14 Teachers not meeting individual students’ needs 1.99 0.77 0.36 -0.38 
v15 Teacher absenteeism 1.81 0.78 0.80 0.29 
v16 Staff resisting change 2.03 0.83 0.40 -0.53 
v17 Teachers being too strict with students 1.81 0.68 0.48 0.05 
v18 Teachers being late for classes 1.70 0.71 0.88 0.73 
v19 Teachers not being well prepared for classes 1.75 0.74 0.87 0.66 
Note. SD = standard deviation. 
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Note. Confi.=configural, AIC = Akaike information criterion, BIC = Bayesian information criterion, saBIC = sample-size adjusted BIC. aThe 5-
class models have one or two latent classes with zero observations. The smallest information criterion values are in bold. 
 
 
Table 12s 
Model Fit Indices of Multilevel Factor Mixture Modeling 
Classes 1 2 3 4 5a 
Model  Scalar Metric Confi. Scalar Metric Confi. Scalar Metric Confi. Scalar Metric Confi. 
AIC 229369 226052 225784 225453 225487 224231 223941 225423 223169 223383 225039 223300 222695 
BIC 229532 226339 226071 225787 225805 224642 224445 225818 223704 224058 225512 223960 223541 
saBIC 229466 226222 225954 225650 225675 224474 224239 225656 223485 223782 225318 223690 223195 
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Table 13s 
Summary of Bayesian Approximate Measurement Invariance Results 
Loading 
prior  
Intercept 
prior 
Number of 
free parameters 
BIC 
 
DIC PPP 95% CI 
free free 1365a 225005 214398 0 2937, 3285  
.05 free 1430b 225665 214247 0 2858, 3222 
.01 free 1430b 225683 214238 0 2862, 3226 
.005 Free 1430b 225717 214236 0 2835, 3243 
.001 free 1430b 225893 214244 0 2914, 3406 
.01 .05 1494 226307 214246 0 2865, 3211 
.01 .01 1494 226779 214485 0 3208, 3576 
.005 .05 1494 226304 214238 0 2854, 3218 
.005 .01 1494 226826 214547 0 3261, 3636 
.005 .001 1494 227984 215343 0 4240, 4600 
invariant  invariant 598 227268 221627 0 11871, 12168 
Note. Loading prior = factor loading difference prior variance, intercept prior = intercept difference prior 
variance, BIC = Bayesian information criterion, DIC = Deviance information criterion, PPP = posterior 
predictive p-value, CI = confidence interval. aThe factor means and variances of all groups are fixed at 0 
and 1, respectively for model identification. bThe factor means of all groups are fixed at 0 for model 
identification. The factor mean of the first group (reference group) is fixed at 0 for all the other models. 
The smallest BIC and DIC values are in bold.
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Table 14s 
Example Results from the Alignment Analysis  
Intercepts 
Variable 
Country number 
Fit function 
contribution 
R-Square 
v13 (1) 2 (3) 4 5 6 7 (8) 9 10 -1184.09 .65 
v14 (1) 2 (3) 4 5 6 7 (8) 9 (10) -1180.04 .70 
v15 1 2 3 4 (5) 6 7 (8) 9 10 -1386.61 .49 
v16 1 2 (3) 4 5 6 (7) (8) 9 10 -1130.74 .58 
v17 (1) 2 (3) 4 5 (6) (7) 8 9 10 -1340.83 .38 
v18 (1) 2 3 4 5 6 7 (8) 9 10 -1075.88 .70 
v19 1 (2) 3 4 5 6 7 8 9 10 -993.25 .74 
Note. Countries with noninvariant intercepts are in bold parentheses. 
 
 
