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[1] Metamodeling uses computationally efﬁcient models to emulate the outputs of complex
models, trading off computational time against prediction accuracy and/or precision.
Although potentially powerful, there is limited understanding of the uncertainty introduced
by the metamodeling procedure. In particular, the errors associated with transformations of
the predictions, such as aggregations during upscaling or differences between results used
for impacts analysis, have not been explored in the metamodeling literature. We present an
application of metamodeling that upscales physics-based model predictions to make
catchment scale predictions of land management change impacts on peak ﬂows. Two
parallel sets of simulations are conducted, one with the original physics-based models and
the other with metamodels. Despite good performance in emulating the local scale physics-
based model simulations, once incorporated into a catchment scale model and especially
once impacts of change are calculated, errors associated with the metamodeling procedure
alone become signiﬁcant, accounting for almost half of the prediction uncertainty in peak
ﬂows. The additional (metamodel-contributed) uncertainty is introduced both through
biases in peak ﬂows and through increases in peak ﬂow variance. In the context of land
management impacts, the results demonstrate the importance of tracking propagation of
errors during upscaling, and of evaluating a model’s ability to predict change, as well as
independent observations. Despite these errors, the predictions of land management impacts
from both physics-based models and metamodels are broadly consistent between each
other, and in accordance with expectations from the literature.
Citation: Fraser, C. E., N. McIntyre, B. M. Jackson, and H. S. Wheater (2013), Upscaling hydrological processes and land
management change impacts using a metamodeling procedure, Water Resour. Res., 49, 5817–5833, doi:10.1002/wrcr.20432.
1. Introduction
[2] There are a variety of water resource management
problems where information about small-scale or nonlinear
processes needs to be incorporated into computationally ef-
ﬁcient decision support tools. These tools need to be able to
rapidly assess a variety of management scenarios, taking
into account uncertainty, in order to provide strategic pol-
icy guidance in reasonable timeframes. While there is a
danger of overselling the capabilities of physics-based
models [Beven, 1989; Woolhiser, 1996], there is generally
a consensus (even among the strongest critics) that physics-
based models have a role to play for some classes of predic-
tion problems, such as the prediction of the impacts of land
management or climate change. However, in addition to
concerns about the validity of physics-based models for
hydrological predictions [e.g., Beven, 1989; Beven, 2001;
Ebel and Loague, 2006; Loague and VanderKwaak, 2004],
their computational burden and challenges with model
identiﬁability (due in part to their overparameterization)
generally limit their suitability in a practical decision sup-
port role [Ratto et al., 2012].
[3] Notwithstanding these issues, if it is assumed that
ﬁne resolution physics-based models provide us with the
best available representation of local scale responses under
future land management change scenarios, the challenge
then becomes how we can transfer this small-scale infor-
mation to the catchment scale in a computationally efﬁcient
and sufﬁciently accurate way, and (recognizing the errors
involved) one that allows quantitative uncertainty estimates
to be made.
[4] One promising approach to this challenge is the use
of metamodels. A metamodel can be broadly deﬁned as a
model of a model, characteristically more computationally
efﬁcient than the original model [Barton, 1998] and with
fewer parameters. Beyond this general deﬁnition, the form
of the metamodel in different applications varies depending
on the nature of desired model output and the
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characteristics of the problem. When the output has only
one relevant component (e.g., a statistic of peak ﬂow esti-
mates), the metamodel structure is typically a response sur-
face approximation [Barton, 1998]; for example, in the
form of regressions, splines, kriging, neural networks, and
radial basis functions [Pi~neros Garcet et al., 2006; Razavi
et al., 2012a; Ballard et al., 2012]. In many cases, time se-
ries outputs from nonlinear models are temporally aggre-
gated to produce the most relevant outputs. This has the
advantage of suppressing some of the nonlinear response
features, allowing the construction of simpler response sur-
face approximations; for example, Forsman and Grimvall
[2003] took the average nitrate leaching over 30 years as
predicted from a time series of leaching and then ﬁtted a
simple model to describe the aggregated response.
[5] Metamodels can be used as surrogates for complex
physics-based models, allowing for more computationally
intensive or time limited analyses to be performed, such as
sensitivity analysis, model optimization, or real time deci-
sion support [Pi~neros Garcet et al., 2006; Razavi et al.,
2012a]. Metamodeling to predict time series is generally
referred to as dynamic emulation [Castelletti et al., 2012a].
Possible approaches for dynamic emulation (with examples
given from hydrological applications) include:
[6] 1. Analytical derivations of simpliﬁed forms of the
governing physics-based equations and their parameters
[Wigmosta and Prasad, 2006; Martina et al., 2011].
[7] 2. Maintaining the governing equations, but coarsen-
ing the time and space grids over which they are solved
[Martina and Todini, 2008; O’Hagan et al., 1999], poten-
tially with parameters derived based on emulation of ﬁner
grid simulations [e.g., Dunn and Mackay, 1996].
[8] 3. Empirical ﬁtting of a time series function to the
output from the original numerical model to produce
lower-order models that produce essentially the same out-
puts [e.g., Galelli et al., 2010]. This can include constrain-
ing the function to one that has some mechanistic
interpretation [e.g., Young, 2001; Young and Ratto, 2009;
Young, 2013].
[9] 4. Maintaining the understanding that was used to de-
velop the original model, but in the form of a simpler
conceptual-type model, the parameters of which are then
estimated by calibration to the original model outputs and
whatever relevant observations may be available [Ewen,
1997; Wheater et al., 2008].
[10] Although there are signiﬁcant computational bene-
ﬁts in using metamodeling, it is important that the implicit
trade-off between efﬁciency and accuracy is understood
and that modelers identify when metamodeling cannot pro-
vide a useful degree of accuracy [e.g., Razavi et al., 2012b].
This paper investigates the trade-offs associated with the
fourth of the metamodeling approaches listed above in the
context of predicting land use impacts on ﬂoods.
2. Problem Specification
[11] The nature of the problem to be solved plays an im-
portant role in the solution approach. In the case study used
in this paper, the practical motivation is answering the
question: ‘‘How does land use change impact on ﬂood-
ing?’’ Previous case studies [Wheater et al., 2008, 2012]
concluded that metamodeling, used within a ‘‘what-if’’ sce-
nario exercise [Castelletti et al., 2012a], may be a means of
computationally efﬁcient continuous and spatially explicit
simulation of long (30þ years) ﬂow series under multiple
scenarios. The particular requirements in this context—
looking at differences between scenarios, a spatially com-
plex model, and the need to generate long time series in
order to support extreme value frequency analysis—raise
particular motivations for the use of metamodeling and par-
ticular challenges, which are expanded upon in this section.
[12] Wheater et al. [2008] used metamodeling as part of
an upscaling procedure to examine the impacts of land use
and land management change on ﬂooding at the Pontbren
catchment in Wales, UK. Their general approach, illus-
trated in Figure 1, divides the catchment into a number of
runoff generating elements, which are each classiﬁed based
on soil type and land management into a number of runoff
classes. It is assumed that the runoff response is sufﬁciently
similar within each class that the same model may be used,
and that variability of response within any class may be
considered random and representable by parameter uncer-
tainty. For each runoff class, a physics-based model is
developed, incorporating understanding and measurements
of local hydrological processes and properties [Jackson et
al., 2008], either from local observations, literature sources,
or surrogate sites (sites of similar characteristics to those of
interest, but outside of the catchment of interest). The out-
puts from these physics-based models are used to train sim-
pler metamodels, which despite their simplicity remain
consistent with understanding of local responses [McIntyre
et al., 2011]. The metamodels are then incorporated into a
semidistributed catchment model that routes local runoff
through a channel network to the catchment outlet. This
approach appears to provide an effective way of introduc-
ing small-scale process understanding in a computationally
efﬁcient way into catchment scale models [Jackson et al.,
2008; Wheater et al., 2008; Wheater et al., 2012].
[13] The applications of Jackson et al. [2008], Wheater et
al. [2008], andWheater et al. [2012] illustrate the importance,
in this context, of explicit representation of the main spatial
properties of land use and hydrology [Ewen et al., 2013]. The
almost-inﬁnite number of spatial patterns of land use change
that may be of interest means that use of a spatially explicit
hydrological model (i.e., a spatially distributed model) is
essential. It is convenient to be able to build this spatially dis-
tributedmodel out of a set of metamodels, each one of a prede-
ﬁned spatial unit, and estimate impacts by taking the
difference between model runs of two scenarios. In the usual
approach to metamodeling [e.g., Razavi et al., 2012a; Castel-
letti et al., 2012a; and references therein], the output of inter-
est is produced directly by a single run of a single metamodel;
whereas in our case, a set of metamodels are run and their out-
puts are transformed ﬁrst through aggregation through the
stream network and then secondly by taking the difference
between two scenario outputs. The nature of errors introduced
by these transformations is central to understanding the applic-
ability of metamodeling to land use scenario analysis and
other problems involving scenarios of spatial change.
[14] The predominant source of uncertainty in metamod-
eling has been cited as the functional mapping of the com-
plex model parameter space to the metamodel parameter
space, based on sampled pairs of parameter sets [Young
and Ratto, 2009]. The method used by us excludes this
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source of uncertainty by deriving metamodel parameter
sets only at the sampled points in the complex model space,
corresponding to the land use classes of interest. In other
words, we do not attempt to map the parameter spaces,
with the penalty of only being able to look at scenarios of
change built up from different spatial combinations of the
sampled land use classes. Although some progress toward
such mapping was made as discussed in Ballard [2011],
this paper focuses on evaluating uncertainty arising from
the approximations of the sampled points. The sources of
uncertainty are demonstrated in Figure 1 and listed below:
[15] 1. Classiﬁcation of the runoff generating elements: it
is assumed that the same physics-based model and metamo-
del can be used for all areas deemed to be within the same
class.
[16] 2. The identiﬁcation and estimation of the structure
and parameters of the physics-based models.
[17] 3. The identiﬁcation and estimation of the structure
and parameters of the metamodel for each runoff generat-
ing element.
[18] 4. The aggregation of elemental responses, and their
errors, by the channel network model.
[19] 5. The aggregation of errors that may occur when
calculating the change in response between two scenarios.
[20] 6. Errors associated with extrapolation of the meta-
model over a range of conditions beyond those experi-
enced within the training period (e.g., extreme rainfall
events that might be observed when running for 30þ
years).
[21] Although there are increasing efforts in the hydro-
logical community to address uncertainties associated with
(1) and (2) [e.g., Beven, 1993; Bulygina et al., 2011; Freer
et al., 2004; Nandakumar and Mein, 1997; O’Hagan et al.,
1999; Carrillo et al., 2011], in general, not enough atten-
tion has been given to all these sources of error in meta-
modeling applications [Razavi et al., 2012a]. In particular,
most previous water resources applications of metamodels
simply replace the complex models with their surrogates
with the discrepancies between the two (i.e., source 3)
ignored [Razavi et al., 2012a].
[22] For the purposes of this study, it will be assumed
that the physics-based model simulations presented, which
include multiple parameter set samples to account for
uncertainty, are ﬁt for purpose, e.g., the model structures
are appropriate and the sample ranges represent the poten-
tial range of system responses (e.g., we do not explore the
inﬂuences of error sources 1 and 2 in this paper). Further,
we will not make predictions of low frequency ﬂood
events, or evaluate the potential error associated with using
the metamodel with forcing beyond the range of those used
in the original emulation (error source 6), which is a gen-
eral problem encountered when attempting to model
Figure 1. Generalized upscaling procedure using metamodels with uncertainty/error sources identiﬁed.
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extremes [e.g., Hall and Anderson, 2002; Dobler et al.,
2012]. Hence, within this paper, we will focus on error
sources 3–5, speciﬁcally aiming to address the following
questions:
[23] 1. How much additional uncertainty in ﬂow simula-
tions is introduced at the model element scale due to the
metamodeling procedure?
[24] 2. How does this uncertainty propagate through to
the catchment scale?
[25] 3. Is this uncertainty reduced or ampliﬁed when con-
sidering changes in ﬂow due to land management changes?
[26] We will address these questions through a case
study of the Hodder Catchment in north-west England
examining the impacts of a number of upland land manage-
ment changes on peak ﬂows. The challenges encountered
and the potential solutions offered have wider applicability
in many environmental modeling applications.
3. Methodology
[27] In the following sections, we describe in more detail
the models and upscaling methodology, followed by a
description of the methods that we have used in order to
evaluate the metamodel performance. The general method-
ology originally developed by Wheater et al. [2008] is
shown in Figure 1. A more detailed methodology, speciﬁc
to this application, with references to sections, ﬁgures, and
tables within this paper is shown in Figure 2. Some of the
Figure 2. Detailed methodology applied in this study. Texts shown in light gray are items not speciﬁ-
cally addressed within this paper.
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details of the method are governed by the particular case
study of predicting land management impacts in the Hod-
der Catchment, so ﬁrst this case study is described.
3.1. Catchment Description and Land Management
Scenarios
[28] The data used in this study are from a multiscale
monitoring programme in the Hodder Catchment, collected
as part of the United Utilities SCaMP programme (Sustain-
able Catchment Management Plan) [Ewen et al., 2008].
The data are from a subcatchment of the Hodder, deﬁned
by the Footholme ﬂow gauge. The Footholme gauge drains
a catchment area of approximately 25.3 km2 that ranges in
elevation from 544 to 180 m above sea level at the gauging
station. Annual average precipitation in the catchment is
approximately 1500 mm [Ewen et al., 2009]. Land use in
the catchment is primarily agricultural, dominated by sheep
and, to a lesser extent, cattle farming. Regions of the catch-
ment also include commercial coniferous forestry, some
parts of which have recently been clear felled and
replanted. In the upper extents of the catchment, there are
large areas of moorland and peatlands, which are managed
for grouse and low intensity grazing.
[29] The Footholme catchment consists of three soil se-
ries: Belmont, Wilcocks, and Winter Hill (based on NSRI’s
NATmap [NSRI, 2011]). The Winter Hill series is a blanket
peat deposit and is located on the low gradient hilltop pla-
teaus. The Belmont soil series is an iron pan stagnopodzol
[Thompson, 2007, p. 7] and typically forms on valley
slopes adjacent to the blanket peat hill tops. The Wilcocks
soil series is a cambic stagnohumic gley soil that typically
forms in the valley bottoms. Land cover in the Footholme
catchment is assessed based on the LCM2000 data [Fuller
et al., 2002], supplemented through inspection of aerial
photographs and local knowledge (e.g., to identify the loca-
tions of peatland drainage and blocked drains).
[30] Along with the baseline scenario (representative of
the current land management regime), four alternative
catchment land management scenarios are considered in
this study:
[31] 1. Complete coniferous afforestation of mineral
soils.
[32] 2. Extension of existing coniferous plantation near
the Footholme gauging site.
Figure 3. Schematic land management map demonstrating the ﬁve land management scenarios for the
Footholme catchment represented in this study.
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[33] 3. Returning all peatland blocked drains to function-
ing drains.
[34] 4. Changing all peatland blocked drains to intact
peatland.
[35] These scenarios involve changes to between 3 and
30% of the catchment area. Scenario 1 is a an extreme for-
estry scenario (included to demonstrate maximum potential
impacts), Scenario 2 is a more realistic forestry expansion
scenario, and Scenarios 3 and 4 represent previous peatland
management scenarios within the catchment. Comparisons
of the effects of Scenarios (1–4) will be made against the
baseline scenario. Scenarios 1 and 2 primarily involve
changes from moorland to coniferous trees, and 3 and 4
changes from blocked drains to intact or drained peatland.
Figure 3 shows the spatial distribution of land management
over the catchment for each of the scenarios.
[36] The Environment Agency (England) operates a cali-
brated ﬂume at Footholme with data stored at 15 min inter-
vals. The stage on a 1.7 km2 tributary, Bre_sap, is
monitored using a pressure transducer (Van Essen Divers
[Ewen et al., 2010]). The stage is converted to discharge
using a stage-discharge relationship developed using obser-
vations and extended for high ﬂows based on physical rea-
soning [see Ewen et al., 2010]. Rainfall is measured by a
tipping bucket rain gauge and climate measurements (used
to estimate potential evaporation) are made from an auto-
matic weather station and a barometer within the catch-
ment. There is a daily abstraction record upstream of the
Footholme that is used to naturalize the ﬂows.
3.2. Runoff Generating Element Classification
[37] The procedure starts by dividing the catchment into
a number of 200 m  200 m grid cells, each representing a
runoff generating element. Based on the soil classiﬁcation
and land management, runoff generating elements are
grouped together into runoff classes. In total, there were 11
different runoff classes for the Footholme catchment, listed
in Table 1.
3.3. Physics-Based Models
[38] The 11 classes of runoff generating elements require
identiﬁcation of 11 physics-based models. We have devel-
oped two different physics-based model structures : one to
represent classes 1–8 in Table 1 and the other covering
classes 9–11. Full details of the model development and
testing are in Ballard [2011] and Ballard et al. [2011]—
only a summary is provided here.
[39] The ﬁrst model represents mineral soils within the
catchment with land uses of: moorland, grazed grassland,
deciduous trees, and coniferous trees. The model is a two-
dimensional hillslope model that couples Richards’ equa-
tion for subsurface ﬂow [Richards, 1931], the kinematic
wave equation for overland ﬂow [Singh, 1996], an adapted
version of the Rutter model for interception [Rutter, 1975]
and the Penman-Monteith equation for potential evapora-
tion [Allen, 2006]. The model represents the different land
uses through changes in parameter values. Both models
have inputs of rainfall and potential evaporation, and out-
puts of runoff (both surface and subsurface).
[40] The second model is a quasi-3-D model of blanket
peatlands that simulates differences in drainage manage-
ment (drained, blocked drains, and intact peatland) for
blanket peatlands. The model can represent a variety of
open ditch drainage geometries through coupled one-
dimensional models of subsurface, surface, and ditch ﬂows
(represented by the Boussinesq equation [Boussinesq,
1867] and kinematic wave equations, respectively). The
different land management types are represented by model
structural changes.
[41] Both physics-based models have a number of struc-
tural limitations and assumptions, such as simpliﬁed topog-
raphy, homogeneity, and exclusion of macropore
representations. However, these models were arrived at af-
ter many months of model development, testing, and reﬁne-
ment as reported in Ballard [2011], and thus represent
close to the best possible understanding of the relevant
processes and efforts at physics-based modeling given the
limited available data. The reader is directed to Ballard
[2011] and Ballard et al. [2011] for further information
about the development and testing of the models.
[42] Recognizing that there is variability within runoff
classes and also uncertainty in the physics-based model pa-
rameter values, a Monte Carlo analysis framework was
employed to generate an ensemble of runoff responses. As
there were no suitable local scale runoff observations
within the Footholme catchment to calibrate the physics-
based models, the parameter values were estimated a priori.
For each runoff class, 100 parameter sets were sampled,
with sample ranges selected a priori based on data from a
5 m resolution digital elevation model, the NSRI soils data-
base [NSRI, 2011] and various literature sources. Between
runoff classes, the land management parameters (e.g., tree
height, rooting depth, interception capacity) were inde-
pendently sampled from the respective ranges, while each
of the 100 samples of non-land management parameters
(slopes, soil types) was uniform across classes. This meant
that changes in land management class could be repre-
sented by pairs of parameter sets in which slope and base-
line soil characteristics were constant. Likewise, the same
100 land management speciﬁc parameters (e.g., tree height,
rooting depth, interception capacity) were applied across
the different soil types. Details of the parameter ranges and
sampling procedure can be found in Ballard et al. [2012]
and Ballard [2011]. All parameter sets are considered to be
equally likely as there is no information to support any
other interpretation. Simulations were conducted for a one
year period from 1 December 2008 to 31 November 2009
Table 1. Summary of Runoff Classes Within the Footholme
Catchment
Runoff Class Soil Type Land Use
1 Belmont Grazed
2 Belmont Moorland
3 Belmont Deciduous tree planting
4 Belmont Coniferous tree planting
5 Wilcocks Grazed
6 Wilcocks Moorland
7 Wilcocks Deciduous tree planting
8 Wilcocks Coniferous tree planting
9 Winter Hill Intact peatland
10 Winter Hill Drained peatalnd
11 Winter Hill Blocked drained peatland
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with inputs of observed climate and rainfall, with outputs
every 15 min.
3.4. Metamodels
[43] The metamodel used in this application is a concep-
tual rainfall-runoff model, with a moisture accounting mod-
ule coupled with two parallel routing stores. As the model
is conceptual in nature, the model still incorporates some of
the physical relationships inherent in the original physics-
based simulations. The advantage of using this approach,
rather than a purely statistical model, is that the structure
retains the perceived key states and ﬂuxes of the physics-
based models [Razavi et al., 2012a]. Hence, we are more
comfortable using the metamodel structure with driving
inputs beyond the range of those used in the original
physics-based model simulations; however, in this paper,
we do not use wider ranging inputs, so cannot comment on
the potential additional uncertainty that doing so may intro-
duce, nor how this might compare against the uncertainty
associated with extrapolation with a statistical model. Fur-
ther, maintaining the state-space representation can assist
in the interpretation of results as well as adding credibility
for stakeholders and decision makers [Castelletti et al.,
2012b].
[44] Although it is feasible to select a different metamo-
del structure for each runoff class, or even multiple struc-
tures for each class [e.g., Viana et al., 2009], for the
purposes of simplicity, the metamodel with the best per-
formance over all runoff classes was chosen. Using a single
structure also has the advantage that changes in metamodel
parameters following land management change can be
directly quantiﬁed and then potentially be attributed back
to changes in corresponding physical properties. It also
allows for more straightforward sensitivity analysis to be
conducted independent of the land use scenario, as demon-
strated in Ewen et al. [2013]. Full details of the procedure
employed to select an optimum metamodel structure are
provided in supporting information.
[45] The ﬁnal model structure selected is a combination
of the Catchment Moisture Deﬁcit model and three parallel
linear reservoirs, shown in Figure 4. Mathematical descrip-
tions of the relationships can be found in Evans and Jake-
man [1998] and Ballard [2011]. In the original model of
Evans and Jakeman [1998], the actual evaporation/poten-
tial evaporation (PE) ratio gradually reduces as the mois-
ture deﬁcit increases ; this has been simpliﬁed so that
evaporation is a constant fraction of PE. The Matlab nu-
merical implementation of the model is from the Rainfall-
Runoff Modeling Toolbox (RRMT) [Wagener et al., 2004].
[46] The time series inputs to the metamodel are rainfall
and PE and the output is runoff at the element scale. The
rainfall input time series is the same as that used in the
physics-based models, while the same climate variables
were used to estimate the PE. The PE is estimated for each
of the modeled vegetation types (grazed, moorland on min-
eral soils, coniferous, deciduous, and peatland) using the
Penman-Monteith equation with typical plant parameters
for each land management type. The metamodel parameter
estimation is described separately in section 3.5.
[47] The comparison between the physics-based models
and the corresponding metamodels in terms of complexity
and computational cost may be summarized as:
[48] 1. While the physics-based models are computation-
ally demanding, taking approximately 6–10 min per simu-
lation year, the metamodels take approximately 2–6 s per
simulation year.
[49] 2. While physics-based models require estimation of
between 10 and 40 parameters (depending on the speciﬁc
soil and land management combination), the metamodels
only require the estimation of 4–9 parameters.
3.5. Metamodel Parameter Estimation
[50] With the model structure selected, the optimal meta-
model parameter set was estimated for each physics-based
model realization and for each runoff generation class (giv-
ing a total of 1100 optimal parameter sets, with 100
Figure 4. Rainfall-runoff model structure (catchment moisture deﬁcit model) used for the response
units. Where: AE¼ actual evaporation, PE¼ potential evaporation, R¼ rainfall, CMD¼ catchment
moisture deﬁcit, U1¼ overﬂow ﬂux, U2¼ drainage ﬂux, Sf¼ storage in fast store, Sm¼ storage in me-
dium store, SL¼ storage in slow store, "m¼ evaporation reducer, hm¼maximum soil storage, Dmax ¼
maximum drainage rate, m¼ fast ﬂow splitter, m ¼ slow ﬂow splitter, Kf¼ fast ﬂow storage coefﬁ-
cient, Km¼medium ﬂow storage coefﬁcient, Kl¼ slow ﬂow storage coefﬁcient, Q¼ outﬂow.
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physics-based model parameter sets being used for each of
the 11 classes) for a 150 day period from 16 June 2009 to
13 November 2009. Tests indicated that lengthening the pe-
riod to the full one year simulation period had limited inﬂu-
ence on the identiﬁcation of an optimal parameter set.
Further, by selecting a subset of the physics-based models,
some of the data remained for a validation period. We
found that there were only marginal differences in perform-
ance from the training period to the validation period. The
estimation procedure for each of the 1100 physics-based
model realizations consisted of: randomly sampling 50,000
parameter sets using Latin hypercube sampling; running
the metamodel using the appropriate PE input time series;
and identifying which set best replicated the physics-based
model output runoff according to the chosen goodness of ﬁt
measure. The sampling of the parameter sets was done
from ranges shown in Table 2, which were set based on
guidance from the Rainfall-Runoff Modeling Toolbox
(RRMT) user manual [Wagener et al., 2001].
[51] Goodness of ﬁt was based on peak ﬂows and
changes in peak ﬂows under land management scenarios. A
vector of the 10 rainfall events (r) that leads to the 10 larg-
est runoff events, qP(r) for each physics-based simulation
is identiﬁed. The magnitude of the peak ﬂows for the same
runoff events from the metamodel simulations, qM(r) is
then extracted. The mean square error over the 10 sample
events (MSEP) is used as a measure of the goodness of
ﬁt between the physics-based and metamodel peak
predictions.
[52] It is obviously desirable that the metamodels repli-
cate the responses of the physics-based models well. In the
context of applications such as this, it is particularly impor-
tant that the differences in ﬂows between different land
management simulations are also well replicated. If the
metamodels were perfect matches of the physics-based
models, this would not be an issue; however, as some error
is introduced due to the metamodeling procedure, it is pos-
sible that these errors could be ampliﬁed when evaluating
differences in ﬂows. Further, initial tests with best ﬁt pa-
rameter sets based on MSEp alone produced poor change
predictions (not reported within this paper). Therefore,
rather than selecting optimal metamodel parameter sets
based on MSEP alone, an alternative procedure is used, as
outlined below.
[53] Consider the jth (of 100) set of physics-based simu-
lations of the peatland model, which includes a time series
of drained, intact, and blocked land management scenarios.
This set can be characterized individually by the vectors of
peak ﬂows, qPdr rð Þ, qPi rð Þ, and qPbl rð Þ (where the superscript
indicates that they are values derived from the physics-
based models, and subscripts indicate the land management
scenario). MSEP provides a measure of goodness of ﬁt
between the metamodel parameter sets and these vectors.
However, this set of simulations also includes the differen-
ces in peak ﬂows, DqPdri rð Þ, DqPdrbl rð Þ and DqPbli rð Þ,
where DqPprepost rð Þ is deﬁned as qPpre rð Þ  qPpost rð Þ
h i
=
qPpre rð Þ  100.
[54] Taking the 20 metamodel parameter sets that ‘‘best
ﬁt’’ (based on MSEP) each of the individual time series,
there are 203 potential combinations of the differences in
peak ﬂows between drained, intact and blocked scenarios.
Selecting 20 sets is arbitrary, but it ensures that peak ﬂows
for each single land use type are well simulated. A parame-
ter set that contains metamodel parameters for all of the
land management scenarios for a given soil type is referred
to as a total metamodel parameter set. In the peatland case,
where there are three potential land management scenarios,
there are 3  8 parameters in the total metamodel parame-
ter set, where 8 is the number of parameters in the
metamodel.
[55] For each of the 203 potential total metamodel pa-
rameter sets, DqMdri rð Þ, DqMdrbl rð Þ, and DqMbli rð Þ are calcu-
lated and compared against the corresponding physics-
based predictions using a mean square error. The average
(in this case across three estimates) of the mean square
errors of these difference vectors is calculated (referred to
as MSEDP). The total metamodel parameter set that mini-
mizes MSEDP is taken as the ﬁnal metamodel parameter set
to represent the jth set of physics-based simulations of the
peatland model. The same process is conducted for each of
the 100 physics-based simulations and for each of the soil
types, hence the total number of parameter sets remains the
same from the physics-based model simulations through to
the optimal metamodel simulations.
3.6. Catchment Semidistributed Modeling Procedure
[56] The 200 m  200 m runoff generating elements are
modeled in a semidistributed model framework, using the
RRMT-SD software [Orellana et al., 2008]. The runoff
from each element is routed through a channel network
(derived based on topography) to the catchment outlet.
Each channel element routes ﬂow through a single linear
reservoir. The ﬂow inputs are the outputs from upstream
channel elements and the outputs are the ﬂow from the res-
ervoir combined with the contribution of locally generated
runoff from the given grid cell. The same routing model is
used for both the physics-based and the metamodel catch-
ment simulations. Although there is scope to extend the
metamodeling to the channel network simulation, this was
omitted from the current experiment.
[57] Two categories of storage coefﬁcient for the linear
reservoirs are deﬁned, one each for the major channel net-
work (KA) and the minor channel network (Ka). The dis-
tinction between major channel network and the minor
channel network elements is assessed based on a critical
contributing area (Acrit). It is assumed that the channel rout-
ing parameterization is independent of land management
change, thus neglecting impacts of land management
change on channel roughness and geometry, through prop-
erties and processes such as sediment transport, woody de-
bris, and channel bank vegetation. One approach could be
Table 2. Sampling Ranges for the Metamodel Parameters
Lower Limit Upper Limit Units
Dmax 0 0.2 mm/15 min
hm 50 100
"m 0.5 2 mm
m 0 1
m 0 1
Kf 1 15 15 min
Km 15 60 15 min
KL 60 1000 15 min
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to calibrate the routing parameters for each of the 100
catchment simulations to reﬂect the observed values; how-
ever, in this case, the calibrated routing parameters would
have been dependent on the element runoff and, for those
sets that poorly reﬂect reality, would have compensated for
this in their selection. An alternative approach might have
been to have a single routing parameter set, but selecting
this would also not have been straightforward, and would
have undoubtedly underestimated the catchment scale pre-
diction uncertainty.
[58] In order to ensure that routing parameters are inde-
pendent of the variability in runoff for each grid cell, and
also represent the parametric uncertainty in the routing
scheme we randomly selected and assigned the routing pa-
rameters for each catchment simulation. For the catchment
land management scenario applications in the following
sections, 100 sets of the routing parameters were randomly
sampled from the ranges shown in Table 3 and were ran-
domly assigned to each of the 100 catchment simulations.
The ranges were selected through a trial and error process
such that performance in prediction of ﬁeld observations
was independent of the routing parameters. Thus, uncer-
tainty in the semidistributed model is represented by the
variability in the stream routing parameters and through the
uncertainty in runoff generation elements (represented by
the 100 samples for each runoff class).
3.7. Evaluating Loss of Information in the
Metamodeling and Upscaling Procedure
[59] In order to evaluate the uncertainty introduced by
the metamodeling procedure, two sets of catchment scale
simulations of ﬂow were conducted, ﬁrst with runoff gener-
ation predicted by the physics-based models and then by
the metamodels, for each of the catchment land manage-
ment scenarios described in section 3.1. The goodness of ﬁt
is assessed by calculating the normalized root mean square
error (nRMSE, which is the RMSE normalized by the range
of the physics-based model predictions), the bias, the ratio
of variances and the nRMSE with corrections for (a) bias
(nRMSEb) and (b) both bias and differences in variance
(nRMSEb,) for both q rð Þ and Dq rð Þ (the mean across the
10 rainfall events of the vectors q(r) described in section
3.5 and the percentage difference of these means).
[60] The goodness of ﬁt in steps (2) and (3) is assessed
ﬁrst by calculating the normalized root mean square error
(nRMSE) over the 100 simulations for each runoff class:
nRMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX100
i¼1 q
P
i rð Þ  qMi rð Þ
 2
N
r
max qP rð Þð Þ min qP rð Þð Þ ð1Þ
where:
[61] qP rð Þ¼mean peak ﬂow prediction, q rð Þ, of the
physics-based models.
[62] qM rð Þ¼mean peak ﬂow prediction, q rð Þ, of the
metamodels.
[63] Systematic errors in the predictions are assessed by
calculating the prediction bias (equation (2)) and ratio of
the physics-based model standard deviation to the metamo-
del standard deviation of Dq rð Þ over the 100 simulations
Table 3. Sample Range for Catchment Routing Parameters
Parameter Units Lower Limit Upper Limit
Ka 15 min 4 10
KA 15 min 0.3 0.55
Acrit ha 0.04 0.2
Figure 5. Examples of metamodel hydrographs compared against the original physics-based model
simulations. The example shown is for the ﬁrst parameter set of the Belmont soil series, showing all four
land management types. Red line: metamodel, blue line: physics-based model.
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(P/M). Positive bias indicates that the metamodels under-
predict the peak ﬂow predictions of the physics-based mod-
els and when the ratio of variances is greater than one, the
variance of ensemble of simulated peak ﬂows has increased
following metamodeling.
Bias ¼
X100
i¼1 q
P
i rð Þ  qMi rð Þ
 
100
ð2Þ
[64] The nRMSE is recalculated ﬁrst with a bias correc-
tion (nRMSEb, equation (3)) and then with both a bias
Figure 6. Comparison of metamodel and physics-based model plot scale predictions of mean peak
ﬂow q rð Þ. Notes: Bias and variance ratios are shown in the top left-hand corner of each plot. The nor-
malized root mean square error (nRMSE) is shown in the bottom right hand corner, also with bias and
biasþ variance corrections (nRMSEb and nRMSE,,b, respectively). Values shown in bold indicate that
the null hypothesis of equality between the distributions could not be rejected.
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correction and a standard deviation correction (nRMSEb,,
equation (4)). Improvements in nRMSEb compared to the
original nRMSE, suggest that the bias is systematic, and
prediction accuracy is changed due to metamodeling.
Improvements in nRMSEb, compared to the nRMSEb sug-
gest that the prediction precision is changed due to meta-
modeling. The same measures are calculated for Dq rð Þ.
nRMSEb ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX100
i¼1 q
p
i rð Þ  qMi rð Þ þ Bias
  2
100
r
max qp rð Þð Þ min qp rð Þð Þ ð3Þ
nRMSEb; ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX100
i¼1 q
M
i rð Þ 
p
mm
qMi rð Þ  q
M
i rð Þ
h i
þ q
p
i
rð Þ
 	 
2
100
vuut
max qp rð Þð Þ min qp rð Þð Þ
ð4Þ
[65] Where:
[66] q
P
rð Þ mean across all 100 samples of mean peak
ﬂow prediction for the physics-based models.
[67] q
M
rð Þ mean across all 100 samples of mean peak
ﬂow prediction for the metamodels.
[68] Note: q
p
i rð Þ ¼ qMi rð Þ þ Bias.
[69] For decision making purposes, it is likely the ensem-
bles will be used to determine a median prediction and
upper and lower uncertainty bounds. As such, the speciﬁc
performance in predicting any one of the 100 model simu-
lations may not inﬂuence the management decision should
the two ensembles be the same. Hence, the signiﬁcance of
any differences between the physics-based and metamodel
distributions (for raw data, bias corrected and bias and vari-
ation corrected metamodel predictions) is evaluated using a
two-sample Kolmogorov Smirnov test, where the null hy-
pothesis is that the two alternative model structures make
predictions from the same distribution.
4. Results
4.1. Element Scale
[70] Figure 5 is an example of the hydrographs produced
by the best ﬁt parameter sets for the Belmont soils, using
Figure 7. Comparison of metamodel and physics-based model plots scale predictions of the mean change
in peak ﬂow (Dq rð Þ). Notes and legend as per Figure 5. Deciduous landmanagement pairing not shown.
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an arbitrary parameter set out of the 100 samples. Overall,
the metamodels appear to emulate the physics-based model
ﬂow time series well, with maximum, median, and mini-
mum Nash Sutcliffe Efﬁciencies across all 1100 simula-
tions of 0.96, 0.83, and 0.65, respectively. It is important to
note that the error in the metamodel predictions, although
apparently small, is of similar magnitude to the differences
between the land management scenarios.
[71] Figure 6 shows plots of q rð Þ predicted by the
physics-based models against q rð Þ predicted by the meta-
models for the Belmont, Wilcocks, and Winter Hill soils,
respectively, as well as a summary of the goodness of ﬁt
statistics for the predictions of q rð Þ. nRMSE values shown
in bold are those for which the null hypothesis of equality
between the physics-based and metamodel distributions
could not be rejected at the 95% conﬁdence level. Without
the bias correction, the null hypothesis was only rejected
for the Wilcocks grazed scenario. This is primarily due to a
systematic overprediction; following a bias correction, the
null hypothesis could no longer be rejected. Bias correction
produced the most signiﬁcant improvements in nRMSE for
the Winter Hill soils series (where metamodels consistently
under predicted physics-based simulations), and variance
correction produced the most signiﬁcant improvement for
the Belmont soil series (where metamodels consistently
had a greater standard deviation than the physics-based
simulations). Figure 6 also demonstrates the uncertainty
due to the physics-based models (which is up to6 50% of
the median predictions). The magnitude of the error due the
metamodeling procedure relative to the uncertainty in the
original physics-based models is captured by nRMSE, due
to the normalization by the range of the physics-based
model predictions, and also in the ratio of the variances,
where a value of 2 would indicate that the metamodeling
procedure had introduced the same amount of uncertainty
as the physics-based models (at least in terms of the ensem-
ble spread).
[72] The same performance comparison was conducted
for the difference in the mean peak ﬂows Dq rð Þ between
each of the land management types. Figure 7 shows plots
of DqP rð Þ (predicted by the physics-based models) against
DqM rð Þ (predicted by the metamodels) for the Belmont,
Wilcocks, and Winter Hill soils as well as a summary of
the metamodel element scale prediction performance for
Dq rð Þ. By calculating differences (as opposed to consider-
ing the time series independently), the variance ratios for
the mineral soils have all dramatically increased, particu-
larly for the Grazed-Moorland pairing where the variance
is 4.14 times greater than the equivalent physics-based
model variance (compared to a maximum ratio of 1.24 for
the independent predictions). Even with the bias correction,
due to greatly increased variance, the null hypothesis of
equality between DqP rð Þ and DqM rð Þ was still rejected for
the distributions of Grazed minus Moorland for both min-
eral soil types. The null hypothesis of equality could not be
rejected for all other soil type/land use combinations fol-
lowing bias correction. Although the Grazed to Moorland
pairings show the worst nRMSE, this is related to the small
predicted range of the physics-based models for this pairing
compared to other land management pairs, as the range is
used for normalization of the RMSE.
4.2. Catchment Scale
[73] Figure 8 shows an extract from the simulation pe-
riod of the physics-based and metamodel prediction ensem-
ble hydrographs in comparison to the observed hydrograph
Figure 8. Physics-based and metamodel-derived hydrographs at the Footholme ﬂow gauge. Top: Rain-
fall time series. Middle: Catchment simulations generated with physics-based grid runoff. Bottom:
Catchment simulations generated with metamodel grid runoff. Gray areas represent the maximum to
minimum range of the prediction ensemble. Red dots are observations and the blue line is the median of
the prediction ensemble.
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at the catchment outlet. In general, the ﬂow peaks are well
predicted; however, there is a tendency for low ﬂows to be
underpredicted. This is not entirely surprising, given that
the focus of all stages of the modeling has been to replicate
ﬂow peaks. The differences between the ensembles pre-
dicted by the physics-based and metamodels are not imme-
diately obvious. On close inspection, differences in the low
ﬂows and recession periods can be seen, with the metamo-
del simulations typically having steeper recessions and
lower low ﬂows. There is also a tendency for the metamo-
dels to make slightly lower predictions of the peak ﬂows
compared to the physics-based model predictions.
[74] Figure 9 provides a summary of the goodness of ﬁt
of the metamodel predictions qM rð Þ to the physics-based
mean peak ﬂow qP rð Þ, at both Footholme and Bre_sap for
the baseline and Scenarios 1–4. In all cases, the nRMSE is
smaller than that of the most equivalent element scale sce-
nario (for Scenarios 1 and 2: Belmont moorland to conifer-
ous, for Scenario 3, Winter Hill blocked to drained,
Scenario 4, Winter Hill blocked to intact). This is most
likely related to the fact that the scenarios only simulate
land management change for a small proportion of the
catchment (3–30% of the total area). A strong bias is
observed in the small peatland catchment (Bre-sap), with
metamodels consistently underpredicting qP rð Þ, although
the same bias is not observed at the larger Footholme
catchment.
[75] The metamodel catchment scale prediction perform-
ance for Dq rð Þ is shown in Figure 10. In all cases, the
nRMSEb, is larger than that of the most equivalent element
scale scenarios (e.g., Figure 7); the catchment scale appli-
cation has ampliﬁed the errors in the prediction of change.
Based on information from the plot scale scenarios, it
would be predicted that changing from blocked to intact
peat should lead to a reduction in peak ﬂows. However, the
catchment simulations for Bre-sap with runoff generated
directly from the physics-based models, predict the oppo-
site behavior (baseline minus Scenario 4). It is postulated
that this is related to the distribution of land management
change within this small catchment, which all takes place
close to the gauging point. When rapid runoff generation
occurs near a gauging location, there is potential for reduc-
tions in ﬂow peaks, as the locally generated ﬂows can
desynchronize from the main ﬂow peak of the catchment,
Figure 9. Comparison of metamodel and physics-based model catchment scale predictions of q rð Þ for
the baseline and Scenarios 1–4. Scenarios 1 and 2 involve changes downstream of Bre_sap and hence
are only shown for Footholme. Notes are per Figure 5.
Figure 10. Comparison of metamodel and physics-based model predictions of the catchment scale
mean change in peak ﬂow (Dq rð Þ). Notes as per Figure 5.
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allowing the locally generated peak ﬂows to pass the gauging
location prior to the arrival of the catchment peak ﬂow.
Flows are resynchronized when the runoff generation near
the outlet is slowed (in this case changing from blocked to
intact); this appears to be a likely reason for the prediction of
increased peak ﬂows. The same behavior does not occur in
the catchment scale predictions with element runoff gener-
ated from the metamodels; this is presumably because the
metamodeling procedure reduced the difference in predicted
runoff between these two land management types at the ele-
ment scale (in particular underpredicting peak ﬂows for the
blocked scenarios, which is also associated with a delay in
the peak arrival time) and hence the same degree of desy-
chronization is not observed for the baseline scenario (with
the blocked drains). This issue highlights the potential impor-
tance of the distribution of land management change, the sig-
niﬁcance of peak ﬂow timing and how the routing network
can act to inﬂate errors in element scale runoff prediction.
[76] Table 4 provides a comparison of the predictions of
reduction in peak ﬂows for the four catchment scale land
management simulations using both physics-based models
(DqP rð Þ) and metamodel local runoff generation DqM rð Þ.
Results are given in terms of the minimum, median, and
maximum reductions over the 100 ensemble members.
These ranges demonstrate the uncertainty in the predictions
in change in peak ﬂows associated with the modeling proce-
dure described within this paper. In general, the median
reductions are well maintained between the two modeling
methods, however, the errors introduced in the metamodel-
ing process lead the metamodels to predict greater median
reductions for deciduous trees compared to coniferous trees
(results for scenarios with changes in deciduous trees are
not listed in the table), and decrease in peak ﬂows following
reversion of blocked peatland to intact peatland; both pre-
dictions are opposite to those predicted by the physics-
based models. However, the absolute error that leads to
these discrepancies (approximately, a Dq rð Þ of 3%) is
small. The general picture given by Table 4 is that signiﬁ-
cant information is lost and uncertainty introduced when
moving from the physics-based to the metamodel predic-
tions of change at the catchment scale; however, given the
large uncertainty in the physics-based model and the (gener-
ally) close agreement of the medians, the same conclusions
about land management impacts are likely to be reached.
5. Discussion
[77] This paper presented a procedure for training meta-
models to replicate physics-based model runoff responses
at an element (200  200 m) scale, and upscaling the
responses using a semidistributed catchment model. The
performance of the metamodels was evaluated not only in
terms of emulating the time series and peak ﬂows from the
physics-based model but also by ability to emulate impacts
of land management change. By running a semidistributed
model with runoff generated (1) by the physics-based mod-
els and (2) by the metamodels, it was possible to evaluate
how and where the error introduced due to the metamodel-
ing procedure is inﬂated once the metamodels are used to
generate runoff in the catchment model. Tracking the errors
introduced by the metamodels at each of the different
stages provides information for interpreting the source of
the differences between the predictions (and uncertainty
bounds) for the physics-based models and metamodels
shown in Table 4. While a small number of metamodel per-
formance evaluations have previously been done (see
examples in Razavi et al. [2012a]), the evaluation of the
errors in predicting change and how metamodel errors ag-
gregate during upscaling are new contributions to the litera-
ture. Furthermore, these two sources of error are not
exclusive to metamodeling and hence this study has applic-
ability to upscaling and change modeling in general.
[78] The metamodels were successful in terms of their
ﬁrst requirement of signiﬁcantly reducing computational
time, with run times of the metamodels on average 99%
faster than the corresponding physics-based models
(although this is based only on run time, and does not
account for the signiﬁcant upfront investment of time in the
development of the metamodels). However, their success in
terms of accurate representation of the original physics-
based models was more variable. Small uncertainties in the
metamodel predictions at the element scale can inﬂate once
differences in peak ﬂows between scenarios are calculated
and also once the models are applied as local scale runoff
generation within the semidistributed model. For the forestry
scenarios, increases in variance of both qM rð Þ and DqM rð Þ
(and hence total prediction uncertainty) were the main error
types, whereas for the peatland scenarios, systematic bias
was the main error type; the differences in error type are
unique to the speciﬁc pairing of physics-based model and
metamodel. The error type also changes as the local scale
runoff is implemented in the semidistributed model; this is
due to a combination of the distribution of the land manage-
ment change in space, error compensations, as well as the
smoothing inﬂuences of the channel routing.
[79] The catchment scale predictions of change based on
metamodels are highly uncertain. The predictions summar-
ized in Table 4 show that up to 60% of the uncertainty in
Table 4. Minimum, Median, and Maximum Reductions in Mean Catchment Peak Flow, Dq rð Þ, Predicted by Both Physics-Based and
Metamodel Predictions for Land Management Scenarios 1–4a
Scenario Gauge
Physics Based (%) Metamodels (%)
Minimum Median Maximum Minimum Median Maximum
1 Footholme 2.78 7.03 13.11 25.26 5.52 18.16
2 Footholme 20.11 0.92 1.59 20.62 0.54 1.97
3 Footholme 0.89 0.01 1.61 1.86 0.21 2.88
Bre-sap 1.21 0.10 1.98 3.61 0.35 5.32
4 Footholme 2.05 0.24 1.89 1.55 1.01 2.05
Bre-sap 25.85 20.96 1.06 23.26 2.02 4.02
aValues in bold indicate ensembles where the reduction in median is statistically different from zero.
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the predicted changes in ﬂows (calculated as the percentage
difference in the ranges between the upper and lower
uncertainty bounds) is due to errors introduced by the meta-
modeling process (as opposed to the uncertainty introduced
due to the wide a priori parameter ranges for the physics-
based models) ; although this amount varies between sce-
narios. If the performance of the metamodel parameter sets
had only been assessed based on the ability to replicate the
individual element scale simulations (e.g., Figure 4, which
suggests good replication of the physics-based hydro-
graphs), then it may not have been immediately apparent
that the metamodeling process was introducing so much
uncertainty to the model predictions. Given the large
investment in ﬁeld data needed to improve the physics-
based models, the most immediate improvements that
could be made to the entire upscaling strategy would be to
investigate ways to transfer information more effectively
from the physics-based models to the metamodels.
[80] Once an optimized model structure(s) is identiﬁed,
improvements could be made to parameter identiﬁcation
strategies. When trialing and selecting an appropriate strat-
egy, it is important to note the parameter sets that optimize
runoff prediction may not necessarily optimize the predic-
tion of change [Ewen et al., 2006]. This was addressed in
the Hodder case study procedure by incorporating predic-
tion of change, averaged over all possible scenarios, in the
ﬁtting criterion. Performance for any subset of changes
(e.g., scenarios involving only drain blocking) might have
been improved by including only that type of change in the
criterion, although this would lead to different models of
the same runoff class and would be incoherent in that
sense. This raises a more general issue of approaches to
predict impacts of change, where common strategies
involve conditioning on ‘‘before’’ and ‘‘after’’ observations,
or proxy or paired catchment observations [Bulygina et al.,
2011; O’Connell et al., 2004; O’Connell et al., 2007] and
then using pairs of conceptual model predictions to calcu-
late change without explicitly paying attention to the ability
of the approach to calculate change. This can be particu-
larly hazardous when the magnitude of change is expected
to be small (as is the case with the land management sce-
narios presented within this paper).
[81] We also recognize that there may be other opportu-
nities to improve results through reﬁnements to the meta-
model ﬁtting procedures. Future research could investigate
the use of alternative (potentially multiobjective) optimiza-
tion strategies (e.g., by exploring the multidimensional par-
eto front, Gupta et al. [1998], Wagener et al. [2002]),
rather than the simple sampling-based approach used here.
The optimization strategy used in this study does not take
into account the problem of ‘‘equiﬁnality’’ [Beven, 2001]
for each individual calibration, where multiple metamodel
parameter sets can give equally good approximations of the
physics-based models, hence, methods could have been
employed in order to select and carry forward multiple pa-
rameter sets in order to represent each physics-based model
simulation [e.g., Beven, 1993]. Further, toward more justiﬁ-
able uncertainty analysis, alternative parameter estimation
strategies could also be investigated, such as using a for-
malized Bayesian framework [e.g., Bulygina et al., 2012],
although this would require an error model to be speciﬁed
for the physics-based model outputs.
[82] The differences between the element scale results
and the catchment scale results suggest that for some land
management changes (e.g., Figure 10, Scenario 4: Bre_-
Sap), the spatial distribution of change and the conﬁgura-
tion of the drainage network can be very important when
evaluating changes in peak ﬂows and in controlling model
error. For land management changes that are less strongly
spatially distributed, predicted directions of change were
the same for the physics-based, metamodels, and element
scale predictions. In most cases, the median predictions of
peak ﬂow change for each catchment scale scenario were
reasonably predicted by the element scale predictions
scaled by the fraction of area under land management
change. Given the potential inﬂuences of the channel net-
work demonstrated at the catchment scale, further research
is still required in order to investigate how the transfer of
local scale uncertainty is inﬂuenced by the routing proce-
dures [e.g., O’Donnell et al., 2011; Ewen et al., 2013].
[83] Another potential avenue toward reducing uncer-
tainty is improvements to the metamodel structure identiﬁ-
cation. Improvements in metamodel structure could
potentially be made by identifying structures using techni-
ques that do not require an a priori model structure deﬁni-
tion yet maintain physical plausibility, for example,
through data-based mechanistic modeling [Young, 2001;
Young and Ratto, 2009], or through a bridging of data-
based and conceptual model identiﬁcation techniques
[Young, 2013]. Following the extensive evaluation
described in the supporting information of this paper, a sin-
gle metamodel structure was applied to all runoff classes.
Alternative approaches that may improve the prediction
performance include retaining several metamodel struc-
tures for each runoff class [Viana et al., 2009] or identify-
ing and employing the best metamodel structure for each
individual runoff class to reduce issues related to mis-
speciﬁcation. This could be particularly important where
inputs are more extreme than those experienced in the
training period. However, in the Hodder case study, the dif-
ferences in element-scale performance between structures
were small compared to the uncertainty in the physics-
based models. Future research could explore the uncer-
tainty introduced through selecting a single metamodel
structure through comparison of the simulations presented
in this paper against a case where the ‘‘best possible’’ meta-
model is used for each runoff class.
[84] Ideally, metamodel parameters could be estimated
by a functional mapping between the physics-based param-
eter space and the metamodel parameter space, derived
from the existing pairs of parameter sets [Young and Ratto,
2011]. This would allow a wider range of runoff classes to
be modeled without extra physics-based model runs, using
measurable physical properties. However, attempts at map-
ping between parameter spaces using linear regression (not
reported in this paper) showed limited success. The fact
that no successful parameter mapping could be achieved
means that every single element type to be included in the
model needs a physics-based model to be run, limiting the
general applicability of the metamodeling and upscaling
procedure beyond the application at the Footholme catch-
ment. Given the importance of the parameter mapping for
the ongoing use of a given metamodel, future research
efforts could explore alternative techniques to achieve
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more reliable maps, such as methods described in Castel-
letti et al. [2012a] and Razavi et al. [2012a].
[85] The speciﬁc magnitudes of change presented within
this paper for the different land management scenarios
should be considered as preliminary, as they may be highly
dependent on: (1) the model assumptions, (2) the averaging
procedure used over events of different characteristics, and
(3) the speciﬁc characteristics of the Hodder catchment.
They have been included primarily to demonstrate the
potential predictions and associated uncertainty bounds that
could be produced by the modeling methodology described
within this paper.
6. Conclusions
[86] This paper described and critically evaluated a
procedure for predicting hydrological impacts of land
management change using a metamodeling and upscaling
procedure. The metamodeling approach reduced the com-
putation time required by the original physics-based model
by 99% while successfully replicating the direction and ap-
proximate magnitude of impacts on peak ﬂows, although
signiﬁcant effort was required to develop these metamo-
dels. It also replicated observed peak ﬂows to within an im-
pressive tolerance. However, the procedure introduced
signiﬁcant uncertainty over and above that stemming from
the original physics-based model, particularly when consid-
ering differences between ﬂow scenarios. This additional
uncertainty is associated mainly with aggregation of errors
when upscaling. In some cases, there was also some nota-
ble bias in the predictions. Improved precision and accu-
racy could probably be achieved by more investment in the
physics-based model and metamodel identiﬁcation exer-
cises. However, a signiﬁcant trade-off between accuracy
and/or precision and cost of implementation is likely to
remain. This value judgement needs to be made by the
users of these tools, and investment in increasing metamo-
del accuracy is only likely to be made should lower uncer-
tainty predictions be required in order to inform a decision
making process.
[87] Acknowledgments. This research was funded by the UK Flood
Risk Management Research Consortium Phase 2, EPSRC grant EP/
F020511/1.
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