In this paper, we analyze a network of agents in a partially nested information structure with a common ancestor. We present the prescription approach applied to different permutations of agents and a structural result for optimal prescriptions of control strategies. We demonstrate the proposed approach through an example that aims at establishing time-invariant domains of the prescriptions without assuming a Linear Quadratic Gaussian problem.
INTRODUCTION
A decentralized control system comprises of multiple agents acting to control the state of a system over multiple stages to generate an optimal cost. The defining characteristic of such problems is their information structure characterized by the topology of the network and the information sharing pattern. We can divide information structures into three categories:
(1) The classical information structure: Every agent has access to the same information.
(2) The quasi-classical information structure: Includes partially and stochastically nested systems where control strategies for Linear Quadratic Guassian (LQG) problems are linear; see Ho and Chu (1972) , Yuksel (2009) .
(3) The non-classical information structure: Agents influence the decisions of other agents without sharing their complete observation history.
The derivation of optimal control strategies for non-LQG problems with quasi-classical and non-classical information structures is computationally very difficult; see Witsenhausen (1968) , Bernstein et al. (2002) . A key result that can aid in this is finding sufficient statistics to compress the growing information available to an agent without loss of optimality. Recent advances in decentralized control have focused on finding sufficient statistics for specific information structures. A detailed literature review has been omitted due to a lack of space and can be found in Dave and Malikopoulos (2018) and Mahajan et al. (2012) .
The work on partially nested information structures has primarily focused on LQG problems and specific information structures; see Mahajan and Nayyar (2015) , Nayyar and Lessard (2015) , Wu and Lall (2014) , Wu and Lall (2010) and references therein. To the best of our knowledge, no sufficient statistics have been derived in general for partially nested information structures. The key contribution of this paper is to derive a structural result for partially nested systems with a common ancestor.
PROBLEM FORMULATION

The Network of Agents
Consider a system of K ∈ N agents represented by a partially nested network, modeled as a directed acyclic graph G = (K, E). The set of agents is given by K := {1, ..., K} and every k ∈ K is a node of graph G . If there is a link (or edge) from agent i ∈ K to agent k, it is denoted by (i, k) ∈ E. Edge (i, k) represents a communication link from i to k and every agent k ∈ K \ {1} has at least one link starting at k.
Fig. 1. A Partially Nested Network of Agents
Definition 1. Let j, k ∈ K and N := {1, ..., m : m ∈ N} be the set of indices. An path from agent k to agent j denoted by (k → j), if it exists, is given by the sequence {k n } n∈N such that: (1) k 1 = k and k m = j, (2) k n ∈ K for n ∈ N , and (3) there exists a link (k n−1 , k n ) ∈ E for n ∈ N \ {1}.
For a partially nested information structure, the topology of the network of agents has to be acyclic. This implies that if there is a path (k → j) from agents k ∈ K to another agent j ∈ K then there is no path from j to k. There is always a path from agent k to itself denoted by (k → k). The set of all paths starting at agent k is Q k .
By convention we index the agents so that if there is a path (k → j) ∈ Q k and k = j, then k > j. The relationship between the agents in the network can be summarized through as below.
Definition 2. The set of ancestors for agent k ∈ K is given by A k := j ∈ {1, ..., k} : (k → j) ∈ P k . Definition 3. The set of descendents for agent k ∈ K is given by D k := l ∈ {k, ..., K} : (l → k) ∈ Q l .
We assume the presence of a common ancestor for the system and call it agent 1, i.e., D 1 = K. In a graph with a common ancestor, if agents j, i ∈ A k are ancestors of agent k and j > i, then we also have that i ∈ A j . Any agents that have no descendents other than themselves are known as leaf nodes. The nodes contained in a path from a leaf node to the common ancestor together comprise one branch of the network.
System Description
We consider a finite horizon discrete time system with a given time horizon T ∈ N. At time t ∈ {0, 1, ..., T } the state of the system X t and control action U k t of agent k ∈ K are random variables that takes values in the finite sets X and U respectively. The inital state X 0 has a known distribution and the evolution of the system is given by,
(1) where W t is the uncontrolled disturbance to the system represented as a random variable with a known distribution that takes values from a finite set W. At time t, agent k makes an observation Y k t taking values in a finite set Y k as,
where V k t is the sensor noise represented as a random variable with a known distribution that takes values in the finite set V k . We assume that the random variables {X 0 , W 0:T , V 1 0:T , ..., V K 0:T } are independent of one another and that their distributions are known apriori.
Agent k selects a control action U k t as a function of its memory, defined through the partially nested information structure of the system in Section 2.3. After each agent k generates a control action U k t , the system incurs a cost c t (X t , U 1 t , ..., U K t ). We assume that the functions {f t , h 1 t , ..., h K t , c t : t = 0, ..., T } are known apriori.
The Partially Nested Information Structure
The information structure of the system is characterized by the topology of the network (Section 2.1) and the rules of communication. We set the following rules of communication from any agent k ∈ K to agent j ∈ A k :
(1) At time t, agent k transmits information denoted by the set
Note that the communication delays are deterministic and known apriori. By convention we set δ [k,k] = 0. Then, the information available to an agent k ∈ K at time t is defined below. Definition 4. The memory of agent k ∈ K is defined as the random variable M k t that takes values in the finite set M k t and is given by,
Then at time t, agent k generates a control action as,
where g k t is the control law of agent k at time t. We define the control policy for each agent as g k := (g k 0 , ..., g k T ) and the control strategy of the system as g := (g 1 , ..., g K ). The set of all feasible control strategies is denoted by G.
The performance criterion for the system is given by the total expected cost, Problem 1:
where the expectation is with respect to the joint probability measure on the random variables X t , U 1 t , ..., U K t . The problem is to select an optimal control strategy g * ∈ G that minimizes performance criterion (5).
THE PRESCRIPTION APPROACH
Permutations of the Agents
The first step in our analysis is to construct (K − 1)! permutations of agents in the system by fixing agent 1 as the first agent in all permutations.
Let P = {1, ..., K} be the set of possible positions in a permutation. The component o m,p in permutation o m refers to an agent with position p ∈ P in o m . As an example, consider a system with three agents that has a permutation given by o m = (1, 3, 2). In this permutation, we say the agent 2 is located at position 3 and o m,3 = 2. Remark 1. The lower-case letters i, j and k refer to agents in set K while the letters p, q and r refer to the positions of agents in a permutation o m = (o m,1 , ..., o m,K ). Remark 2. When agent k occupies position p in permutation o m , we denote any random variables of the form U k t ,
t , etc.
Constructing the Prescriptions
For an agent k ∈ K at position p in a prescription o m , we consider a scenario where the control action U
[p] t = U k t is generated in two stages:
(1) The agent located at position p in permutation o m generates a function based on information which is a subset of its memory M (2) This function takes as an input the compliment of the subset used to generate it, and yields the control action U t . We call these functions prescriptions. We show next that prescriptions allow us to formulate an optimization problem of selecting the optimal strategy for prescriptions instead of the optimal control strategy g * k in Problem 1. In this section we construct the subset of memory M [p] t and prescriptions for agents at every position p in permutation o m without changing the information structure. t at time t. The accessible information of the agent located at p is defined as the set A [p] t that takes values in the finite collection of sets A [p] t such that,
As an example, for a permutation o m , we can write (6) for the agent at position p = 1 as,
where o m,1 = 1. Similarly, for agent at position p = 2, we can write (6) as,
The form of the accessible information motivates us to define a set of agents with positions beyond p. Then, from the definition of the accessible information A
[p] t we have the properties,
t .
(10) Property (10) motivates a new term to denote the information added to A 
We observe in (9) that for all p ∈ P and q ∈ B [p] , we have
t . Thus, we can define the inaccessible information of the agent at p with respect to the accessible information A q t of any q ∈ B [p] . Definition 9. The inaccessible information of an agent at position p in permutation o m with respect to accessible information A [q] t , q ∈ B [p] , is defined as the set L 
Together, the pair of sets A q t and L t . We use this partition to define a prescription function below. Definition 10. The prescription for an agent at position p is given by the function,
Each component Γ t is generated as,
where ψ [p,q] 
) is called the prescription policy of the agent at p for the agent at q and ψ [p] := (ψ [p,q] : q = 1, ..., K) is called the prescription strategy of the agent at p. The set of feasible prescription strategies for the agent at p is denoted by Ψ [p] . Remark 3. We write the vector Θ p t as (Γ [p,q] t : q ∈ P) to highlight that it is defined with respect to the positions of the agents in permutation o m .
Relating Prescriptions and Control Strategies
The first two results state that for an agent k at position p in permutation o m , we can use the prescription Θ [p] t to generate control action U k t instead of the control strategy g k t .
Lemma 1. Let agent k ∈ K be located at position p in permutation o m and Θ
[p] t be its prescription. For every control strategy g, there exists a prescription strategy ψ [p] such that control action U
[p] t is given by, t for all positions p. The reverse is also true. Lemma 2. Let agent k ∈ K be located at position p in permutation o and let Θ [p] t be its prescription. For any given prescription strategy ψ [p] ∈ Ψ [p] , there exists a control strategy g ∈ G such that,
relationship function e [q,p] 
Proof. Let g r t be the control law for an agent at position r at time t. We prove the result by constructing the control law g r t and the prescription policy ψ q t in three different cases.
(1) For r ∈ B q , let g r t : M r t → U r t and ψ
(
(3) For r ∈ B [p] , let g r t :
Then, through (24), (25) and (26), we can define a function e [q,p] : Ψ [p] → Ψ q such that (21) satisfies (22).
Lemma 4. Let k and j be agents at positions p ∈ P and q ∈ B [p] in permutation o m and let ψ [p] be a given prescription strategy for the agent at p. Then, there exists a positional relationship function e [q,p] ) such that the prescription strategy of the agent at q constructed through (21) leads to
Proof. The proof is omitted as it is very similar to that for Lemma 3.
The following corollary can be drawn from the two lemmas above. )(a q t ).
For every pair of agents at positions p and q in permutation o m we define the function e [q,p] satisfying Lemma 3 and Lemma 4. Then for any two agents at arbitrary positions p, q ∈ P in permutation o m we have the relation, [p] . (29) The next result relates prescription strategies for the common ancestor 1 derived with respect to two different permutations. We state and prove this result only for agent 1 because Lemmas 3 and 4 provide a natural extension for any agent k. be the accessible information for agent k at time t with respect to permutations o m and o n respectively. We can construct the control law g k t and a prescription law ψ 
From Corollary 1, we know that for any p in a permutation o m there exists an invertible function e [p,1] such that,
The result follows by substitution and similar arguments to ones made in Lemma 2.
Lemma 5 establishes that all permutations are equivalent for the purpose of deriving prescription strategies. To this end, we fix the trivial permutation o 1 = (1, 2, ..., K) for the subsequent sections unless specified otherwise. In the trivial permutation, agent k ∈ K is located at position k ∈ P.
The Designer's Problem
In the previous section, Lemmas 1 through 4 imply that the control action U j t = U
[q] t of an agent j located at position q ∈ P in permutation o m can be generated equivalently through the prescription Γ [p,q] t of an agent k located at p ∈ P in permutation o m . This relationship is given in (29). This allows us to write the cost to the system at time t for all k ∈ P in permutation o 1 as, c t (X t , U 1
Then, we can reformulate Problem 1 from the point of view of a designer with access to the memory M
[k] t that must select an optimal prescription strategy ψ * [k] that minimizes,
and select strategies ψ * [j] for all j ∈ P through (21) and (30). We call this Problem 2 for position k ∈ P. The proof for the equivalence between Problem 1 and Problem 2 can be found in Dave and Malikopoulos (2018) . and give a state sufficient for input-output mapping for it in a manner similar to Mahajan (2008) . Lemma 6. A state sufficient for input-output mapping for Problem 2 for position k is t satisfies the three properties:
1) There exist functionsf [k] t , t = 0, ..., T such that S
2) There exist functionsĥ [k] t , t = 0, ..., T such that Z
3) There exist functionsĉ [k] 
