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UNIVOQUE GRAPHS AND MULTIPLE EXPANSIONS
YURU ZOU, JIAN LU, AND VILMOS KOMORNIK*
Abstract. Unique expansions in non-integer bases q have been investigated in many
papers during the last thirty years. They are often conveniently generated by labeled
directed graphs. In the first part of this paper we give a precise description of the set of
sequences generated by these graphs.
Using the description of univoque graphs, the second part of the paper is devoted
to the study of multiple expansions. Contrary to the unique expansions, we prove for
each j ≥ 2 that the set U jq of numbers having exactly j expansions is closed only if it is
empty.
Furthermore, generalizing an important example of Sidorov [33], we prove for a large
class of bases that the Hausdorff dimension of U jq is independent of j.
In the last two sections our results are illustrated by many examples.
1. Introduction
Given a positive integer M and a real number q > 1, by an expansion of a real number
x in base q over the alphabet A := {0, 1, . . . ,M} we mean a sequence (ci) ∈ A∞ satisfying
the equality
(ci)q :=
∞∑
i=1
ci
qi
= x.
By a classical theorem of Rényi [30] we have
{(ci)q : (ci) ∈ A∞} ⊂
[
0,
M
q − 1
]
,
with equality if and only if q ∈ (1,M + 1]. More precisely, he proved that every x ∈[
0, M
q−1
]
has a lexicographically largest, called greedy expansion. In the sequel we denote
by β(q) the greedy expansion of x = 1 in base q.
In the classical integer base case q =M +1 every x ∈ [0, 1] has one or two expansions,
and the second possibility occurs only for countably many rational numbers. If q > M+1,
then every expansion is unique. On the other hand, if q < M + 1, then Lebesgue almost
every number in
[
0, M
q−1
]
has a continuum of expansions [31]. Nevertheless, the univoque
sets Uq of numbers x having a unique expansion in base q have many interesting properties:
see [9] and [20] for the topological and fractal structure of these sets, respectively.
We recall from [9] that the set U ′q of unique expansions (sequences) of the numbers x ∈
Uq is a subshift of finite type for almost every q. Jiang and Dajani [16] have constructed
a natural labeled graph G(q) generating U ′q up to a countable set, and used it to complete
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some of the results of [9]. Our first aim is to describe more precisely the structure of these
graphs, and to determine exactly the set of sequences generated by them. This allows us
to explain various former results on univoque expansions in a transparent way, instead
of the former combinatorial and less intuitive arguments.
In order to state these results we recall some notions from [24, 9, 18, 11]. A sequence
or expansion (ci) is called finite if it has a last non-zero digit, and infinite otherwise.
Equivalently, a sequence is infinite if it contains infinitely many non-zero digits, or if it
is identically zero. (Calling the zero sequence infinite simplifies many statements in the
present theory.) Furthermore, a sequence or expansion (ci) is called doubly infinite if
both (ci) and its reflection (ci) := (M − ci) is infinite. Equivalently, a sequence (ci) is
doubly infinite if it contains both infinitely many digits ci > 0 and infinitely many digits
ci < M , or if it is equal to one of the sequences 0∞ andM∞. For a word w = c1 · · · cn−1cn
we write w+ = c1 · · · cn−1c+n with c+n := cn + 1 if cn < M , and w− = c1 · · · cn−1c−n with
c−n := cn − 1 if cn > 0.
We denote by U and V the sets of bases q in which the number x = 1 has a unique
expansion or a unique doubly infinite expansion, respectively. Then V is closed, and
U ( U ( V , where U denotes the topological closure of U . All three sets have zero
Lebesgue measure and Hausdorff dimension one, and both difference sets U \U and V \U
are countably infinite. We denote by qGR the smallest element of V , and by qKL the
smallest element of U . In fact, we have qKL ∈ U .
For example, if M = 1, then qGR ≈ 1.61803 is the Golden Ratio ϕ ≈ 1.61803, while
qKL ≈ 1.78723; see [22]. We have also 2 ∈ U , and the Tribonacci number ϕ3 ≈ 1.83929,
i.e., the positive root of the equation q3 = q2 + q + 1 belongs to U \ U .
Although the set V has been introduced in [24] for aesthetical reasons, it plays an
important role in other branches of mathematics as well; see, e.g., Bonnano et al. [7],
Dajani et al. [8].
Some of the results on U have been extended by Lü et al. [29] to the sets of bases U(x)
in which a given number x ∈ (0, 1) has a unique expansion.
We denote by U ′,U ′,V ′ the sets of the (unique) doubly infinite expansions of x = 1 in
the bases belonging to U ,U ,V , respectively.
For any fixed q ∈ (1,M + 1), we denote by Uq and Vq the sets of numbers x having
a unique expansion or a unique doubly infinite expansion, respectively. We recall from
[9, 18] that Vq is closed and Uq ⊂ Uq ⊂ Vq. Here Uq denotes the topological closure of Uq.
We denote by U ′q,Uq ′,V ′q the corresponding sets of (unique) doubly infinite expansions.
If q ∈ V\U , then x = 1 has a finite greedy expansion in base q, say β(q) = α1 · · ·α+N 0∞
(see Section 2 for more details), and consider the points
ai := (αi · · ·α+N 0∞)q and bi :=
M
q − 1 − ai
for i = 1, . . . , N + 1, so that aN+1 = 0 and bN+1 = Mq−1 .
If x ∈
[
j
q
, j−1
q
+ M
q2−q
]
for some j ∈ {1, . . . ,M}, then x has an expansion starting with
the digit j − 1, and another expansion starting with the digit j. On the other hand, if x
does not belong to the switch region
Sq :=
M⋃
j=1
[
j
q
,
j − 1
q
+
M
q2 − q
]
=:
M⋃
j=1
[θj, ηj],
then all expansions of x share the same first digit. Note that aN = θα+N and bN = ηαN .
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Let us consider the following labeled graph G(q). Its vertices are the connected com-
ponents of the set (
0,
M
q − 1
)
\ (Sq ∪ {a1, . . . , aN , b1, . . . , bN})
(they are disjoint open intervals). Furthermore, the edges of G(q) are the triplets (I, k, J)
where I, J are vertices, k ∈ {0, . . . ,M}, and Tk(I) ⊃ J for the affine map Tk(x) := qx−k.
See Section 3 for more details.
We say that a sequence (ci) is generated by G(q) is there exists an infinite path
I1
c1−→ I2 c2−→ I3 c3−→ · · ·
in G(q). We denote by G ′q the set of sequences generated by G(q), and we set
Gq :=
{
(ci)q : (ci) ∈ G ′q
}
.
Now we may state our first theorem.
Theorem 1.1.
(i) If q ∈ U \ U , then Gq = Vq and G ′q = V ′q.
(ii) If q ∈ V \ U , then Gq = Uq and G ′q = U ′q.
Remark 1.2.
(i) We may also state Theorem 1.1 in a uniform way in the form Gq = Uq and G ′q = Uq ′
for all q ∈ V \ U . Indeed, we recall from [9, 18] that Uq is closed if q ∈ V \ U , and
Uq = Vq if q ∈ U \ U .
(ii) Although V \ U is a countable discrete set, Theorem 1.1 allows us to describe the
univoque sequences for each q ∈ (1,∞) \ V , i.e., for almost all bases q. Indeed, we
know from [13, 15, 23, 4, 11] that U ′q = G ′qGR = {0∞,M∞} for every q ∈ (1, qGR), and
U ′q = {0, . . . ,M}∞ for every q > M +1. Furthermore, for each q ∈ (qGR,M +1) \ V
there exist two consecutive elements p < r of V such that p < q < r, and then U ′q =
Up′ by [9, Theorem 1.7]. We also recall from [9] that U ′q = Uq ′ for all q ∈ (1,∞) \ V .
The proof of Theorem 1.1 will rely on many properties of the sets Uq, established in
[9], and on the fine structure of the graphs G(q). In order to formulate the following two
theorems we need the following more precise description of the topological structure of the
sets U , U and V . The open set (1,M + 1) \ U has infinitely many connected components
(disjoint open intervals) (q0, q∗0), where q0 runs over {1} ∪ (U \ U), and q∗0 runs over a
countable subset of U . Next, each connected component (q0, q∗0) contains countably many
elements of V , forming an increasing sequence q1 < q2 < · · · , converging to q∗0. Now we
are ready to state our next two theorems. Consider an arbitrary connected component
(q0, q
∗
0) of (1,M + 1) \ U , and the increasing sequence (qm) of the elements of V in this
interval. Write β(q0) = α1 · · ·α+n 0∞.
Theorem 1.3. G(q1) is isomorphic to G(q0).
In the following theorem we denote by |V | the number of elements of a set V .
Theorem 1.4. There exists an infinite graph Gˆ(q∗0) and a partition V1, V2, . . . of its ver-
tices having the following properties:
(i) |Vm| = 2m−1n for every m ≥ 1;
(ii) the subgraph Cm spanned by Vm is purely cyclical for every m ≥ 2;
(iii) for each m ≥ 1, the subgraph spanned by V1 ∪ · · · ∪ Vm is isomorphic to G(qm);
(iv) there is a path from Vj to Vk if and only if j ≤ k.
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We write Gˆ(q∗0) instead of G(q∗0) to emphasize that Gˆ(q∗0) is a graph of a different
structure because q∗0 /∈ V \ U . Figures 1.1–1.3 show the graphs G(qm) for m = 0, 1, 2
where M = 1 and q0 is the Tribonacci number.
Figure 1.1. The graph G(q0) for the Tribonacci number q0 associated with
β(q0) = 111 0
∞.
Figure 1.2. The graph G(q1) associated with β(q1) = 111 001 0∞.
Figure 1.3. The graph G(q2) associated with β(q2) = 111 001 000 111 0∞.
The second part of the present work is devoted to the study of the Hausdorff dimension
of the sets
U jq := {x : x has exactly j expansions} , j = 1, 2, . . . ,ℵ0 or 2ℵ0 .
This is well understood today for U1q [9, 20], but the theory is far for complete if j ≥ 2.
However, a number of important theorems have been obtained by Erdős et al., Sidorov,
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Baker, Kong et al., Zou et al., Komornik et al. [12, 33, 6, 4, 5, 27, 36, 37, 19]. In order to
mention some of these results concerning the two-digit case M = 1, let us denote by Bj
the set of bases q for which U jq is non-empty. We have B2ℵ0 = (1,M + 1). Furthermore,
minBℵ0 = ϕ, minB2 = qs and minBj = qf for j = 3, 4, . . . ,
where ϕ < qs < qf denote the unique positive zeros of the polynomials
q2 − q − 1, q4 − 2q2 − q − 1 and q3 − 2q2 + q − 1,
respectively, so that
ϕ ≈ 1.61803, qs ≈ 1.71064 and qf ≈ 1.75488.
Remark 1.5. Using the notation of Theorem 1.3, if M = 1 and q0 = 1, then q1 = ϕ and
q2 = qf .
Although Bℵ0 has a smallest element, it is not closed, because it has a smallest ac-
cumulation point: qf , and qf /∈ Bℵ0 . Furthermore, Bℵ0 ∩ (1, qf ] is an infinite discrete
set.
On the other hand, B2 is a compact set, having infinitely many isolated points and infin-
itely many accumulation points in (1, qKL), where qKL ≈ 1.78723 denotes the Komornik–
Loreti constant, and each derived set B(1)2 ,B(1)2 , . . . of B2 has the same property. The
smallest accumulation point of B2 is qf .
Turning back to the general case M ≥ 1, we recall from [9, Theorems 1.3, 1.4 and 1.5]
that U1q is closed if and only if q /∈ U . The situation for j > 1 (including the cases j = ℵ0
and j = 2ℵ0) is much simpler:
Theorem 1.6. If U jq is closed for some q > 1 and j > 1, then it is empty.
Remark 1.7. Denoting by U jq the topological closure of U jq , the proof of Theorem 1.6 will
show that if U jq is non-empty for some j > 1, then 0 ∈ U jq \ U jq , and then by reflection
M
q−1 ∈ U jq \ U jq . We do not know whether U jq ∪
{
0, M
q−1
}
may be a closed set when U jq is
non-empty.
Next we are going to investigate the Hausdorff dimension of the sets U jq . We refer to
[14] for the rigorous definition of the Hausdorff dimension. Once again, the Hausdorff
dimension of U1q is well understood today [15, 26, 25, 20, 1]: we have dimU1q = dimU1q
for every q, the function q 7→ dimU1q is continuous on (1,∞), dimU1q = 0 for q ∈ (0, qKL],
dimU1q = 1 for q = M + 1, and 0 < dimU1q < 1 otherwise. Finally, the function
q 7→ dimU1q has a strange “Devil’s staircase” behavior: it is continuous, and it has a
strictly negative derivative almost everywhere, but
qKL < M + 1 and dimU1qKL = 0 < 1 = dimU1M+1.
For j ≥ 2 the sets U jq behave differently. For example, we have dimU2q < dimU2q in the
classical case q = M + 1 because U2q is countable, while U2q = [0, 1], so that dimU2q = 0
and dimU2q = 1.
Another interesting observation was made in [9, p. 410]: if q ∈ U , then U1q ⊂ U2q .
Let us return to the sets U jq without closure. If x ∈ U jq with 1 < j < 2ℵ0 , then a
bifurcation argument of Sidorov [33] shows that x has two expansions (ci) and (di) such
that the expansions (cn+i) and (dn+i) are unique for some n ≥ 1, i.e., (cn+i)q, (dn+i)q ∈ U1q ,
and this implies the inequalities
(1.1) dimH U jq ≤ dimH U1q for all 1 < j < 2ℵ0 .
5
If q ≤ qKL, then all these dimensions are equal to zero, and hence equality holds in (1.1).
On the other hand, all the inequalities (1.1) are strict if q ≥ M + 1 because all but
countably many expansions are unique, so that dimH U1q = 1, and dimH U jq = 0 for all
j ≥ 2.
Concerning the intermediary case q ∈ (qKL,M + 1), an intriguing example was found
by Sidorov [33]: if M = 1 and q ≈ 1.83929 is the Tribonacci number, i.e., the positive
root of the equation q3 = q2 + q + 1, then
(1.2) dimH U jq = dimH U1q for all j ≥ 2.
The main purpose of this work is to extend the validity of the equalities (1.2) to a large
infinite set of bases in (qKL,M + 1). We need some notations. First, following [24] we
introduce the set V ′ of sequences (ci) satisfying the following two lexicographic conditions:
cn+1cn+2 · · · ≤ c1c2 · · · whenever cn < M ;
cn+1cn+2 · · · · · · ≤ c1c2 · · · whenever cn > 0.
Now we turn back to the graphs G(q). We denote by G˜(q) the subgraph of G(q),
obtained by keeping only the vertices that are subintervals of (b1, a1). Furthermore, we
denote by G˜ ′q the set of sequences generated by G˜(q), and we set G˜q :=
{
(ci)q : (ci) ∈ G˜ ′q
}
.
We recall from [28, Definition 2.2.13] that a graph is called strongly connected if for
every ordered pair (I, J) of vertices I, J there exists a path in the graph starting at I and
terminating at J .
Theorem 1.8. Let q0 ∈ U \ U , and assume that G˜(q0) is strongly connected. Write
β(q0) = a1 · · · aN−1a+N 0∞, and introduce a sequence of bases q0 = r0 < r1 < r2 < · · · by
the formula
β(rk) = α1 · · ·αN−1α+N (α1 · · ·αN)k 0∞, k = 0, 1, , . . . .
The the equalities (1.2) hold for all bases rk.
Remark 1.9.
(i) The sequence α1 · · ·αN−1α+N (α1 · · ·αN)k 0∞ is the greedy expansion of x = 1 in
base rk indeed, so that the notation is correct.
(ii) Theorem 1.8 contains Sidorov’s results [33, Proposition 4.6, Remark 4.7] because
if M = 1 and q0 is the Tribonacci number, then G˜(q0) is strongly connected: see
Figure 1.1.
(iii) With the notations of Theorem 1.4 we have r0 = q0, r1 = q1, and rk > q∗0 for all
k ≥ 2, so that Theorem 1.8 does not apply for the bases q2, q3, . . . . The inequality
rk > q
∗
0 follows from the fact that rk ∈ U \ U for all k 6= 1, see Lemma 9.4.
(iv) In Section 12 we will give a necessary and sufficient condition for the strong con-
nectedness of G˜(q0) (Proposition 12.1), and we will compare this with a related, but
different theorem of Alcaraz Barrera, Baker and Kong [2].
We may also establish the equalities (1.2) in some cases where the conditions of The-
orem 1.8 are not satisfied.
We denote by G˜1(q) the subgraph of G˜(q), formed by the vertices of the form (a−i , ai)
and (bi, b+i ), i.e., whose right endpoints belong to {a1, . . . , aN} or whose left endpoints
belong to {b1, . . . , bN}. Furthermore, we denote by G˜ ′1,q the set of sequences generated by
G˜1(q), and we set G˜1,q :=
{
(ci)q : (ci) ∈ G˜ ′1,q
}
.
Theorem 1.10. If q0 ∈ U \ U , and dim G˜1,q0 = dimUq0, then (1.2) holds for all bases
q = rk with the notations of Theorem 1.8.
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Example 1.11. If M = 4 and β(q0) = 322 0∞, then G˜(q0) is not strongly connected
(see Figure 1.4), and dim G˜1,q0 = dimUq0 . Hence Theorem 1.8 does not apply, but the
equalities (1.2) hold by Theorem 1.10 for q0 = r0 ∈ U \ U and q = rk with β(rk) =
322 (123)k 0∞. See Example 12.10 for the details.
Figure 1.4. The graph G˜(q0) associated with β(q0) = 322 0∞.
It is an interesting open question whether (1.2) holds for all q ∈ V \ U . We explain in
Remark 10.2 below why our proof breaks down in the general case.
The structure of the paper is the following. In the next section we collect, for the
reader’s convenience, a number of earlier results that we will need in the sequel. The
univoque graph is introduced in Section 3, and many preliminary results are established.
The main theorems are proved in Sections 4–10. In the last two sections we illustrate our
theorems by a number of concrete examples.
2. A review of quasi-greedy expansions, and a list of notations
For the reader’s convenience we briefly recall some notions and basic results on expan-
sions that we need later. For a systematic treatment we refer to the papers [3, 17, 10, 11].
At the end of the section we give a list of the principal notations used in this paper (some
of them are explained more precisely in the following sections).
2.1. A review of some earlier results. We fix a positive integerM , and by a sequence
we mean an element of {0, . . . ,M}N. A sequence will usually be denoted by (ci) or
c1c2 · · · , and we also use the notation from symbolic dynamics; for example, the sequence
101010 · · · is also denoted by (10)∞.
For any fixed base 1 < q ≤ M + 1, every x ∈ [0, M
q−1 ] has a lexicographically largest
expansion b(x, q) = (bi), obtained by the greedy algorithm, and a lexicographically largest
infinite expansion a(x, q) = (ai). They are called the greedy and quasi-greedy expansions
of x in base q, respectively. If the greedy expansion is infinite, then they coincide;
otherwise b(x, q) has a last nonzero digit bn, and then a(x, q) = b1 · · · bn−1b−n a(1, q).
The case x = 1 being particularly important, we introduce the shorter notations β(q) :=
b(1, q) and α(q) := a(1, q).
There is a very useful lexicographic characterization of greedy and quasi-greedy expan-
sions in terms of the sequence α(q):
Proposition 2.1. Fix q ∈ (1,M + 1] arbitrarily.
(i) The map x 7→ b(x, q) is an increasing bijection between the interval [0, M
q−1 ] and the
sequences (bi) satisfying the lexicographic inequalities
(bn+i) < α(q) whenever bn < M.
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(ii) The map x 7→ a(x, q) is an increasing bijection between the interval [0, M
q−1 ] and the
infinite sequences (ai) satisfying the lexicographic inequalities
(2.1) (an+i) ≤ α(q) whenever an < M.
We note that the condition (2.1) implies the a priori stronger condition
(an+i) ≤ α(q) whenever a1 · · · an < Mn.
An expansion of x is unique if and only if it is at the same time the lexicographically
largest and smallest (called lazy) expansion of x. Since (ci) is an expansion of x if and
only if (M − ci) is an expansion of Mq−1 − x, and since this map changes the sense of
lexicographic inequalities, we deduce from the preceding proposition the
Corollary 2.2. An expansion (ci) of a number x in a base q is the unique one if and
only if the following two conditions are satisfied:
(cn+i) < α(q) whenever cn < M
and
(cn+i) < α(q) whenever cn > 0.
There is a similar characterization of the sequences α(q). Setting β(1) = 10∞ and
α(1) = 0∞ for commodity, we have the following
Proposition 2.3.
(i) The map q 7→ β(q) is an increasing bijection between the interval [1,M +1] and the
set of sequences (βi) satisfying the lexicographic inequalities
(βn+i) < (βi) whenever βn < M.
(ii) The map q 7→ α(q) is an increasing bijection between the interval [1,M +1] and the
set of infinite sequences (αi) satisfying the lexicographic inequalities
(αn+i) ≤ (αi) whenever αn < M.
Moreover, in this case these inequalities are satisfied for all n ≥ 0.
Using the sequences α(q) and β(q) we may also characterize the sets U , U and V :
Proposition 2.4. Let q ∈ (1,M + 1] and write α(q) = (αi), β(q) = (βi). We have
q ∈ U ⇐⇒ (βn+i) < (βi) whenever βn > 0;
q ∈ U ⇐⇒ (αn+i) < (αi) whenever αn > 0;
q ∈ V ⇐⇒ (αn+i) ≤ (αi) whenever αn > 0.
Moreover, in each case the inequalities are satisfied for all n ≥ 0.
We recall that U has a smallest element: qKL. The set V also has a smallest element.
Since it is equal to the Golden Ratio if M = 1, it is called the generalized Golden Ratio
(the terminology comes from [21]), and it is denoted by qGR. We have
qGR =
{
(m+
√
m2 + 4m)/2 with β(qGR) = mm 0∞ if M = 2m− 1,
m+ 1 with β(qGR) = (m+ 1) 0∞ if M = 2m,
m = 1, 2, . . . .
We will need the following properties of α(q) where q ∈ V \ U :
Proposition 2.5. Let q ∈ V \ U and write α(q) = α1α2 · · · .
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(i) The sequence α(q) is periodic, say α1α2 · · · = (α1 · · ·αN)∞, and αN < M .
(ii) If α(q) = (α1 · · ·αN)∞ with the shortest period N , and q+ = min(V ∩ (q,∞)), then
α(q+) =
(
α1 · · ·α+Nα1 · · ·α+N
)∞
,
and hence q+ ∈ V \ U .
(iii) If M is even and q = minV, then α1 = α1; otherwise we have α1 < α1.
(iv) If q ∈ U \ U , then α(q) is also the lazy expansion of x = 1 in base q.
(v) If q ∈ V \ U , q > minV and
α(q) = (α1 · · ·αNα1 · · ·αN)∞
where N is chosen to be minimal, then
αi+1 · · ·αN < α1 · · ·αN−i, i = 0, . . . , N − 1.
Example 2.6. Consider for M = 1 the first interval (q0, q∗0) = (1, qKL) of (1,∞) \ U , and
let q1 < q2 < · · · be an enumeration of the elements of V ∩ (1, qKL). Then
α(q1) = (10)
∞,
α(q2) = (1100)
∞,
α(q3) = (11010010)
∞, . . . .
Similarly, if we take the connected component (q0, q∗0) of (1,∞) \ U where q0 is the
Tribonacci number, then
α(q0) = (110)
∞,
α(q1) = (111000)
∞,
α(q2) = (111001000110)
∞, . . . .
As usual, we write Uq instead of U1q for the set of numbers x having a unique expansion
in base q, and we denote by U ′q the set of corresponding expansions (sequences). Motivated
by Proposition 2.4 we define the set Vq by the relation
(2.2) x ∈ Vq ⇐⇒ (an+i(x, q)) ≤ α(q) whenever an(x, q) > 0,
and we denote by V ′q the set of corresponding quasi-greedy expansions a(x, q). By Propo-
sition 2.10 (vii) below this coincides with the definition of V ′q given in the introduction.
We recall from [9, 20] the following three results:
Proposition 2.7. Let q ∈ (1,M + 1].
(i) Uq ⊂ Uq ⊂ Vq = Vq, and Vq \ Uq is countable.
(ii) If q ∈ U , then Uq 6= Uq = Vq.
(iii) If q ∈ V \ U , then Uq = Uq 6= Vq.
(iv) If q ∈ (1,M + 1] \ V, then Uq = Uq = Vq.
Let us describe the structure of V \ U more closely:
Proposition 2.8. Let (q0, q∗0) be an arbitrary connected component of (1,M + 1) \ U .
(i) If (q0, q∗0) runs over the connected components of (1,M + 1) \ U , then q0 runs over
{1} ∪ (U \ U), and q∗0 runs over a subset of U .
(ii) For each component (q0, q∗0),
V ∩ (q0, q∗0) = (V \ U) ∩ (q0, q∗0)
is formed by an increasing sequence (qn)∞n=1, converging to q∗0:
q0 < q1 < q2 < · · · , qn ↗ q∗0.
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(iii) We have the following relations:
U ′q0 $ V ′q0 = U ′q1 $ V ′q1 = U ′q2 $ V ′q2 = U ′q3 $ · · · ,
and
V ′qn = U ′q = V ′q = U ′qn+1 whenever qn < q < qn+1, n = 0, 1, . . . .
(iv) Uq0 is not closed, and Uq0 = Vq0.
(v) If n ≥ 1, then Uqn and Vqn are different closed sets.
We denote by h(W) the topological entropy of a set W of sequences, if it exists. It
always exist if W is a subshift of finite type, but it may exist in other cases, too. For
example, h(U ′q) does exist even if U ′q is not a subshift of finite type.
Proposition 2.9. Let q ∈ (1,M + 1].
(i) Uq ′ and V ′q are subshifts of finite type. Moreover,
h(U ′q) = h(Uq ′) = h(V ′q),
and the entropy function q 7→ h(U ′q) is constant on each connected component (q0, q∗0)
of (1,M + 1) \ U .
(ii) Uq, Uq and Vq have the same Hausdorff dimension, given by the formula
dimUq = dimUq = dimVq =
h(U ′q)
log2 q
.
We will also need from [18] the following characterization of the sets U , U , V , Uq, Uq
and Vq that do not use lexicographic relations.
Proposition 2.10. Let q ∈ (1,M + 1) and x ∈
[
0, M
q−1
]
.
(i) The quasi-greedy expansion a(x, q) is doubly infinite for every x ∈
[
0, M
q−1
]
.
(ii) q ∈ U ⇐⇒ y = 1 has a unique expansion.
(iii) q ∈ U ⇐⇒ y = 1 has a unique infinite expansion.
(iv) q ∈ V ⇐⇒ y = 1 has a unique doubly infinite expansion.
(v) x ∈ Uq ⇐⇒ x has a unique expansion.
(vi) x ∈ Uq ⇐⇒ x or Mq−1 − x has a unique infinite expansion. More precisely, if x has
a finite greedy expansion, then it has a unique infinite expansion; otherwise M
q−1 − x
has a finite greedy expansion.
(vii) x ∈ Vq ⇐⇒ x has a unique doubly infinite expansion.
Remark 2.11. The second part of (vi) follows from the proof given in [18]. Properties
(ii)-(vii) remain valid for q ∈ (1,M + 1] if we change (vii) to
x ∈ Vq ⇐⇒ x has at most one doubly infinite expansion;
see [34].
2.2. List of the principal notations.
• Words and expansions
– (ci)q :=
∑∞
i=1
ci
qi
.
– ci :M − ci denotes the reflection of the digit ci.
– w = c1 · · · cn := c1 · · · cn denotes the reflection of the word w = c1 · · · cn.
– (cn) := (cn) denotes the reflection of the sequence (cn).
10
– For a word w = ω1 · · ·ωn, w+ = ω1 · · ·ω+n denotes ω1 · · ·ωn−1(ωn + 1) if
ωn < M , and w− = ω1 · · ·ω−n denotes ω1 · · ·ωn−1(ωn − 1) if ωn > 0.
– b(x, q) = (bi) denotes the lexicographically largest (or greedy) expansion of
x ∈ [0, M
q−1 ] in base q.
– a(x, q) = (ai) denotes the lexicographically largest infinite (or quasi-greedy)
expansion of x ∈ [0, M
q−1 ] in base q; it is doubly infinite if q ∈ (1,M + 1).
– β(q) = b(1, q) denotes the greedy expansion of 1 in base q.
– α(q) = a(1, q) denotes the quasi-greedy expansion of 1 in base q; it is always
doubly infinite.
• Graphs
– If β(q) = α1 · · ·α+N0∞, then ai = (αi · · ·α+N0∞)q and bi = Mq−1 − ai for i =
1, . . . , N .
– θj = jq for j = 0, · · · ,M ; in particular, θ0 = 0.
– ηj = j−1q +
M
q2−q for j = 1, · · · ,M + 1; in particular, ηM+1 = Mq−1 .
– Sq =:
⋃M
j=1[θj, ηj] denotes the switch region.
– G(q) denotes the labeled graph whose vertices are the connected components
of the set
(
0, M
q−1
)
\ (Sq ∪ {a1, . . . , aN , b1, . . . , bN}); its edges are defined in
Section 3 below.
– G ′q denotes the set of sequences generated by G(q).
– Gq :=
{
(ci)q : (ci) ∈ G ′q
}
.
– G˜(q) denotes the subgraph of G(q), obtained by keeping only the vertices that
are subintervals of (b1, a1).
– G˜ ′q denotes the set of sequences generated by G˜(q).
– G˜q :=
{
(ci)q : (ci) ∈ G˜ ′q
}
.
– G˜1(q) denotes the subgraph of G˜(q) formed by the vertices of the form (a−i , ai)
and (bi, b+i ).
– G˜ ′1,q denote the set of sequences generated by G˜1(q).
– G˜1,q :=
{
(ci)q : (ci) ∈ G˜ ′1,q
}
.
• Univoque and related sets
– U = {q ∈ (1,M + 1] : 1 has a unique expansion in base q}.
– U = {q ∈ (1,M + 1] : 1 has a unique infinite expansion in base q}.
– V = {q ∈ (1,M + 1] : 1 has a unique doubly infinite expansion in base q}.
– U ′ = {α(q) : q ∈ U} (also the set of unique expansions of x = 1 in bases
q ∈ U).
– U ′ = {α(q) : q ∈ U} (also the set of unique infinite expansions of x = 1 in
bases q ∈ U).
– V ′ = {α(q) : q ∈ V} (also the set of doubly infinite unique expansions of
x = 1 in bases q ∈ V).
– Uq denotes the univoque set, i.e., the set of numbers x having a unique ex-
pansion in base q. We recall that x ∈ Uq ⇐⇒ Mq−1 − x ∈ Uq.
– Uq denotes the topological closure of Uq.
– Vq denotes the set of numbers x having a unique doubly infinite expansion in
base q.
– V˜q =
{
x ∈ Vq : α(q) ≤ (an+i(x, q)) ≤ α(q) for all n ≥ 0
}
.
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– U ′q = {a(x, q) : x ∈ Uq}.
– U ′q =
{
a(x, q) : x ∈ U q
}
.
– V ′q = {a(x, q) : x ∈ Vq}.
– V˜ ′q =
{
a(x, q) : x ∈ V˜q
}
.
– U jq := {x : x has exactly j expansions} , j = 1, 2, . . . ,ℵ0 or 2ℵ0 .
– U jq denotes the topological closure of U jq .
3. Definition of the univoque graphs for q ∈ V \ U
Given a base 1 < q < M+1 and a sequence (ci) ∈ {0, . . . ,M}∞, we define the numbers
xk := (ckck+1 · · · )q, k = 1, 2, . . . .
We recall (see, e.g., [32]) that if some xk belongs to the switch region
Sq :=
M⋃
j=1
[
j
q
,
j − 1
q
+
M
q2 − q
]
=: [θj, ηj],
then xk has another expansion dkdk+1 · · · with dk 6= ck. Otherwise, every expansion of
xk must start with the digit ck. We have thus the following simple result:
Lemma 3.1. An expansion (ci) of a number x1 is the unique one if and only if all
numbers xi := (cici+1 · · · )q lie outside the switch region.
Henceforth, in this section we assume that q ∈ V \ U . Since maxV = maxU = M + 1
and 1 < minV < minU , this implies that minV ≤ q < M + 1. For convenience we also
introduce the numbers θ0 := 0 and ηM+1 := Mq−1 .
Remark 3.2.
(i) The intervals in the definition of the switch region do not overlap. Indeed, if M =
2m− 1 is odd, then using the generalized Golden Ratio qGR = minV we have
q ≥ minV = qGR = m+
√
m2 + 4m
2
>
2m+ 1
2
,
and hence
θj+1 − ηj = 2(q − 1)− (2m− 1)
q2 − q =
2q − 2m− 1
q2 − q > 0
for all 1 ≤ j ≤M − 1. If M = 2m is even, then
q ≥ minV = m+ 1,
and hence
θj+1 − ηj = 2(q − 1)− 2m
q2 − q =
2(q −m− 1)
q2 − q ≥ 0
for all 1 ≤ j ≤M − 1.
Observe that if M = 2m is even and q = qGR = m+ 1 = minV , then
0 = θ0 < θ1 < η1 = θ2 < η2 = · · · < ηM−1 = θM < ηM < ηM+1 = M
q − 1
and Sq = [θ1, ηM ]; otherwise all points θj and ηj are distinct:
0 = θ0 < θ1 < η1 < θ2 < η2 < · · · < ηM−1 < θM < ηM < ηM+1 = M
q − 1 .
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(ii) It follows from the definition of the switch region that every expansion of x starts
with the digit 
0 if x ∈ [θ0, θ1),
j − 1 if x ∈ (ηj−1, θj), j = 2, . . . ,M,
M if x ∈ (ηM , ηM+1].
Let us introduce the increasing affine maps
Tj(x) := qx− j, j = 0, 1, . . . ,M ;
we will often write x j7−→ y instead of Tj(x) = y.
Lemma 3.3.
(i) For any x, i, y the following properties hold with i :=M − i:
x
i7−→ y ⇐⇒ M
q − 1 − x
i7−→ M
q − 1 − y.
(ii) We have
0
07−→ 0, and θj j7−→ 0, θj j−17−−→ 1 for j = 1, . . . ,M.
(iii) We have
ηj =
M
q − 1 − θM+1−j for j = 1, . . . ,M,
and
M
q − 1
M7−→ M
q − 1 , and ηj
j−17−−→ M
q − 1 , ηj
j7−→ M
q − 1 − 1 for j = 1, . . . ,M.
Proof. (i) follows from the equivalence
qx− i = y ⇐⇒ q
(
M
q − 1 − x
)
− i = qM
q − 1 −M − (qx− i) =
M
q − 1 − y.
(ii) follows from the equalities
Tk(θj) = q
(
j
q
)
− k = j − k.
(iii) We have
ηj =
j − 1
q
+
M
q2 − q =
j − 1
q
+
M
q − 1 −
M
q
=
M
q − 1 −
M + 1− j
q
=
M
q − 1 − θM+1−j.
The other properties follow from (i) and (ii). 
Now we assume that q ∈ V \ U , and we denote by
β(q) = α1 · · ·α+N 0∞ and α(q) = (α1 · · ·αN)∞,
as before, the greedy and quasi-greedy expansions of x = 1 in base q.
For example, the generalized Golden Ratios qGR belong to V \ U with N = 1 and
α+1 = m+1 if M = 2m is even, and with N = 2 and α1 = α
+
2 = m if M = 2m− 1 is odd.
In caseM = 1 the Tribonacci number belongs to U\U with N = 3 and α1 = α2 = α+3 = 1;
otherwise we have N ≥ 4 and α1 = α2 = α+N = 1.
Let us introduce the points
ai := (αi · · ·α+N 0∞)q and bi :=
M
q − 1 − ai for i = 1, . . . , N + 1.
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For example,
a1 = 1 and b1 =
M + 1− q
q − 1 .
We have the obvious relations
ai < aj ⇐⇒ bj < bi and ai < bj ⇐⇒ aj < bi.
Lemma 3.4. Let q ∈ V \ U .
(i) The greedy expansions of the numbers ai and θj are finite:
b(ai, q) = αi · · ·α+N 0∞ for i = 1, . . . , N − 1,
b(θj, q) = j 0
∞ for j = 0, 1, . . . ,M.
(ii) All numbers ai, bi, θj, ηj belong to Vq.
(iii) The numbers a1, . . . , aN−1, θ0, . . . , θM and ηM+1 are distinct. Furthermore,
aN = θα+N
, aN+1 = θ0, bN = ηαN and bN+1 = ηM+1.
(iv) Among the numbers ai, bi the smallest two are aN+1 < b1, and the greatest two are
a1 < bN+1.
(v) We have
a1
α17−→ a2 α27−→ a3 · · · aN−1 αN−17−−−→ aN αN7−−→ a1 and aN α
+
N7−−→ 0
and
b1
α17−→ b2 α27−→ b3 · · · bN−1 αN−17−−−→ bN αN7−−→ b1 and bN α
+
N7−−→ M
q − 1 .
Proof. (i) They have different greedy expansions:
αi · · ·α+N 0∞, 1 ≤ i ≤ N − 1 and j 0∞, 0 ≤ j ≤M.
(ii) By the symmetry of Vq it suffices to consider the numbers ai and θj. We have obvi-
ously aN+1 = θ0 = 0 ∈ Uq ⊂ Vq. Since q ∈ V\U , α(q) satisfies the lexicographic conditions
stated in Propositions 2.3 (ii) and 2.4. It follows that the quasi-greedy expansions
αi · · ·αN(α1 · · ·αN)∞ and j−(α1 · · ·αN)∞
of the remaining numbers ai for θj satisfy the definition of Vq given in (2.2).
(iii) The first assertion follows by observing that by (i) the numbers ai, θj have different
finite greedy expansions, and M
q−1 has an infinite greedy expansion M
∞.
The last four equalities follow from the equalities
aN =
α+N
q
, aN+1 = 0, bN+1 =
M
q − 1 − aN+1 =
M
q − 1
and
bN =
M
q − 1 −
α+N
q
=
α+N
q
+
M
q2 − q .
(iv) It is clear that aN+1 = 0 is the smallest and bN+1 = Mq−1 is the greatest among these
numbers. By symmetry it remains to show that ai ≤ a1 and bi ≤ a1 for all 1 ≤ i ≤ N .
Since q < M + 1, and since all numbers ai, bi belong to Vq, each of them has a unique
doubly infinite expansion: its quasi-greedy expansion. In view of Proposition 2.1 (ii) it
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suffices to show that the corresponding lexicographic inequalities between their unique
doubly infinite expansions, i.e., the inequalities
αi · · ·αN(α1 · · ·αN)∞ ≤ (α1 · · ·αN)∞
and
αi · · ·αN(α1 · · ·αN)∞ ≤ (α1 · · ·αN)∞.
Since q ∈ V , they follow from Propositions 2.3 (ii) and 2.4.
(v) We have
Tαi(ai) = q(αi · · ·α+N)q − αi = (αi+1 · · ·α+N)q = ai+1
for i = 1, . . . , N − 1, and (we recall that θα+N = aN)
TαN (aN) = qaN − αN = 1 = a1, Tα+N (aN) = qaN − α
+
N = 0.
The remaining relations follow by reflection, i.e., applying Lemma 3.3 (i). 
Now we mention some properties that are specific to the cases q ∈ U \U and q ∈ V \U .
Lemma 3.5. Let q ∈ U \ U with
β(q) = α1 · · ·α+N 0∞ and α(q) = (αi) = (α1 · · ·αN)∞.
(i) The numbers ai, bi, θj, ηj for 1 ≤ i ≤ N − 1 and 1 ≤ j ≤M belong to U q \ Uq.
(ii) The greedy expansions of the numbers bi and ηj are infinite:
b(bi, q) = αi · · ·αN(α1 · · ·αN)∞ for i = 1, . . . , N − 1,
b(ηj, q) = j (α1 · · ·αN)∞ for j = 1, . . . ,M,
b(ηM+1, q) =M
∞.
(iii) The numbers
θ0, . . . , θM , η1, . . . , ηM+1, a1, . . . , aN−1 and b1, . . . , bN−1
are distinct.
(iv) We have
Sq ∩ {ai, bi : 1 ≤ i ≤ N + 1} = {aN , bN} =
{
θα+N
, ηαN
}
.
Proof. (i) By symmetry it suffices to consider ai and θj. They have non-zero greedy
expansions, hence they have infinitely many other expansions, so that they do not belong
to Uq. Since U q = Vq is by Proposition 2.7 (ii), it remains to show that they belong to
Vq. This follows from Lemma 3.4 (ii).
(ii) The case of ηM+1 =M/(q−1) is obvious. We deduce from Lemma 3.4 (ii) that the
quasi-greedy expansions of the numbers ai (1 ≤ i ≤ N − 1) and θM+1−j (1 ≤ j ≤M) are
αi · · ·αN(α1 · · ·αN)∞ and (M−j)(α1 · · ·αN)∞. They are also lazy by (i) and Proposition
2.5 (iv). Taking reflections we get the indicated greedy expansions of the numbers bi and
ηj, and none of them has a last nonzero digit.
(iii) The numbers
a1, . . . , aN−1 and θ0, . . . , θM
are distinct by Lemma 3.4 (iii). Since they have finite greedy expansions, by (ii) the
numbers
a1, . . . , aN−1, θ0, . . . , θM and b1, . . . , bN−1
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are also distinct. Taking reflections hence we infer that the numbers
a1, . . . , aN−1, η1, . . . , ηM+1 and b1, . . . , bN−1
are also distinct. We conclude by recalling from Remark 3.2 (i) that, since q ∈ U \U and
therefore q 6= minV , the numbers θj and ηk are pairwise distinct.
(iv) It follows from (i), (ii) and the meaning of the switch region that
Sq ∩ {ai, bi : 1 ≤ i ≤ N − 1} = ∅.
Also, aN+1 = 0 < θ1 and bN+1 =M/(q− 1) > ηM , so that aN+1, bN+1 /∈ Sq. On the other
hand, aN = θα+N and bN = ηαN belong to Sq by definition. 
The situation is different if q ∈ V \ U . First we consider the case of the generalized
Golden Ratio:
Example 3.6. Let q = minV . If M = 2m is even, then we recall from Remark 3.2 (i) the
following relations:
N = 1 and q = m+ 1,
β(q) = (m+ 1) 0∞, and α(q) = m∞,
θ0 < θ1 < η1 = θ2 < η2 = · · · < ηM−1 = θM < ηM < ηM+1,
a1 = θm+1 = ηm = b1 = 1,
Sq = [θ1, ηM ].
If M = 2m− 1 is odd, then q = m+
√
m2+4m
2
, N = 2 and
β(q) = mm 0∞, and α(q) = (mm)∞,
b(ηj, q) = jm 0
∞ for j = 1, . . . ,M, and b(ηM+1, q) =M∞,
θ0 < θ1 < η1 < θ2 < η2 < · · · < ηM−1 < θM < ηM < ηM+1,
b1 = a2 = θm and b2 = a1 = ηm.
By Remark 3.2 (i) it suffices to prove the equalities a1 + a2 = M/(q − 1) and b(ηj, q) =
jm 0∞. The first two equalities are equivalent to a1 + a2 =M/(q − 1), i.e., to
m
q
+
m
q2
+
m
q
=
2m− 1
q − 1 .
It is easily seen to be equivalent to the quadratic equation q2 −mq −m = 0 defining q.
The expansions jm 0∞ are greedy because m/q < 1, and the equalities (jm 0∞)q = ηj
follow by a direct computation. Indeed, we have
ηj =
j − 1
q
+
M
q2 − q =
j
q
+
2m− q
q2 − q =
j
q
+
m
q2
because the last equality is again equivalent to the quadratic equation q2 −mq −m = 0.
Our second example extends to all other elements of V \ U :
Lemma 3.7. Let q ∈ V \ U and q > minV.
(i) N is even, say N = 2n, β(q) and α(q) have the form
β(q) = α1 · · ·α+nα1 · · ·αn 0∞ and α(q) =
(
α1 · · ·α+nα1 · · ·α+n
)∞
,
and
(3.1) bj = an+j and bn+j = aj for j = 1, . . . , n.
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(ii) The greedy expansions of the numbers ηj are the following:
b(ηj, q) = j α1 · · ·αn0∞ for j = 1, . . . ,M,
b(ηM+1, q) =M
∞.
(iii) Writing β(q) = α1 · · ·α+nα1 · · ·αn 0∞ we have
Sq ∩ {ai, bi : 1 ≤ i ≤ N} = {an, a2n} =
{
ηα+n , θαn
}
.
(iv) The numbers
θ0, . . . , θM , η1, . . . , ηM+1 and a1, . . . , an−1, an+1, . . . , a2n−1
are distinct. Furthermore,
an = ηα+n and a2n = θαn .
Proof. (i) The first part is shown in [11, Lemma 3.5]. For any fixed 1 ≤ j ≤ n, it follows
that the quasi-greedy expansions of an+j and aj are
αj · · ·α+n
(
α1 · · ·α+nα1 · · ·α+n
)∞ and αj · · ·α+n (α1 · · ·α+nα1 · · ·α+n )∞ ,
respectively. Since
αj · · ·α+n
(
α1 · · ·α+nα1 · · ·α+n
)∞
+ αj · · ·α+n
(
α1 · · ·α+nα1 · · ·α+n
)∞
=M∞,
we conclude that an+j + aj = Mq−1 .
This is equivalent to (3.1) by the definition of the numbers bi.
(ii) The relation b(ηM+1, q) = M∞ is clear. For j = 1, . . . ,M it follows from (i) and
Lemma 3.3 (iii) that jα1 · · ·αn is an expansion of ηj. It remains to show that no expansion
of ηj may begin with a larger digit. This is true because b(b1, q) = α1 · · ·αn, and therefore,
using also Lemma 3.4 (iv),
ηj =
j + b1
q
<
j + a1
q
=
j + 1
q
.
(iii) We have
a2n = θαn and an = b2n =
M
q − 1 − a2n =
M
q − 1 − θαn = ηM+1−αn = ηα+n ,
so that both a2n and an belong to the boundary of Sq.
It remains to show that if 1 ≤ j ≤ 2n and aj ∈ Sq, then j ∈ {n, 2n}. Fix 1 ≤ i ≤ M
such that aj ∈ [θi, ηi], i.e.,
i
q
≤ aj ≤ i− 1
q
+
M
q2 − q ,
then we infer from (ii) and Lemma 3.4 (i) the relations
(3.2) i0∞ ≤ αj · · ·α+nα1 · · ·αn0∞ ≤ iα1 · · ·αn0∞ if 1 ≤ j ≤ n
and
(3.3) i0∞ ≤ α` · · ·αn0∞ ≤ iα1 · · ·αn0∞ if n+ 1 ≤ j = n+ ` ≤ 2n.
The second inequality in (3.2) is an equality if j = n and i = α+n . Otherwise (3.2) yields
i = aj and αj+1 · · ·α+n ≤ α1 · · ·αn−j.
Hence
αj+1 · · ·αn < α1 · · ·αn−j or αj+1 · · ·αn > α1 · · ·αn−j,
contradicting Proposition 2.5 (v).
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Next, the first inequality in (3.3) is an equality if j = 2n and i = αn. Otherwise (3.3)
yields i = a` and
α`+1 · · ·αn0∞ ≤ α1 · · ·αn0∞.
This is equivalent to the following inequality between the corresponding quasi-greedy
expansions:
α`+1 · · ·α+n
(
α1 · · ·α+nα1 · · ·α+n
)∞ ≤ α1 · · ·α+n (α1 · · ·α+nα1 · · ·α+n )∞
Taking reflections and writing α(q) = α1α2 · · · , this is equivalent to
α1α2 · · · ≤ α`+1α`+2 · · · .
The strict inequality here contradicts q ∈ V . In case of equality, Proposition 2.3 (ii)
implies that α(q) has a period of length ` < 2n, and this is impossible by the minimal
choice of N = 2n.
(iv) The first part follows from (iii) and Lemma 3.3 (iii). The equalities follow from
(ii) and Lemma 3.4 (i). 
The set
(0,
M
q − 1) \ ({ai, bi : i = 1, . . . , N − 1} ∪ {θj, ηj : j = 1, . . . ,M})
is the union of a finite number of disjoint open intervals. If (c, d) is one of them, then
we will also write it in the form (c, c+) or (d−, d). For example, since none of the points
ai, bi lie inside Sq, we have θ+j = ηj for all j. Thus we may write the switch region as
Sq = ∪Mj=1[θj, θ+j ].
Let us write I k−→ J if I, J are some of these intervals, k ∈ {0, 1, . . . ,M} and Tk(I) ⊃ J .
Lemma 3.8. Let (ci) ∈ {0, . . . ,M}∞ be an arbitrary sequence, and xn := (cncn+1 · · · )q,
n = 1, 2, . . . .
(i) There exists a sequence of intervals (Ii) such that
(3.4) I1
c1−→ I2 c2−→ I3 c3−→ · · · .
(ii) If there exists a sequence of intervals (Ii) satisfying (3.4), then xn ∈ In for all n.
Proof. (i) In the following proof by an interval we mean one of the above defined special
open intervals, and by closed intervals we mean their closures.
Choose an interval I1 such that x1 ∈ I1. Assume by induction that we have already
defined I1, . . . , In for some n ≥ 1, so that xi ∈ Ii for i = 1, . . . , n and
I1
c1−→ I2 c2−→ · · · cn−1−−→ In.
Then, since
xn+1 = Tcn(xn) ∩
[
0,
M
q − 1
]
∈ Tcn(In) ∩
[
0,
M
q − 1
]
,
and since the right-hand set is either a closed interval or a finite union of (consecutive)
closed intervals, we can chose an interval In+1 satisfying xn+1 ∈ In+1 and Tcn(In) ⊃ In+1.
The latter relation is equivalent to In
cn−→ In+1.
(ii) For each fixed n ≥ 1, the relations (3.4) show that In contains a sequence yn, yn+1, . . .
such that for each k ≥ n, yk has expansion starting with cn · · · ck. By compactness there
is a subsequence converging to some point in In of which cncn+1 · · · is an expansion, i.e.,
to xn. Hence xn ∈ In. 
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If (ci) is a unique expansion, then xi /∈ Sq by Lemma 3.1 for all i, so that all intervals
Ii in Lemma 3.8 (i) are different from the switch intervals (θj, ηj), j = 1, . . . ,M . This
leads to the following graph construction [35, 16]. The set
(0,
M
q − 1) \ (Sq ∪ {ai, bi : i = 1, . . . , N − 1})
is the union of a finite number of disjoint open intervals. We take as the vertices of
a labeled directed graph G = G(q) these open intervals; by Lemmas 3.4 (iii) and 3.5
there are 2N +M − 1 vertices if q ∈ U \ U and N +M − 1 = 2n +M − 1 vertices if
q ∈ V \U . Furthermore, the edges are the triplets (I, k, J) where I, J are vertices of G(q),
k ∈ {0, 1, . . . ,M} and I k−→ J .
The following lemma shows in particular that if I k−→ J is an edge of G(q), then k is
uniquely determined by the pair (I, J).
Lemma 3.9. Let I k−→ J . Then
I ⊂ (θ0, θ1) =⇒ k = 0,
I ⊂ (ηj−1, θj) =⇒ k = j − 1, j = 2, . . . ,M,
I ⊂ (ηM , ηM+1) =⇒ k =M.
Proof. This follows from Remark 3.2 (ii). 
Example 3.10. Let us consider the case of the generalized Golden Ratio q = minV ,
already studied in Remark 3.2 (i) and Example 3.6.
If M is even, then Sq = [θ1, ηM ], so that G(q) has two vertices: (θ0, θ1) and (ηM , ηM+1),
and the only edges are
(θ0, θ1)
0−→ (θ0, θ1) and (ηM , ηM+1) M−→ (ηM , ηM+1).
If M is odd, then G(q) has M + 1 vertices:
(θ0, θ1), (η1, θ2), . . . , (ηM−1, θM), (ηM , ηM+1).
A direct computations shows that
T0((θ0, θ1)) = (θ0, ηm),
Tj((ηj, θj+1)) = (θm, ηm), j = 1, . . . ,M − 1,
TM((ηM , ηM+1)) = (θm, ηM+1).
It follows that G(q) has the following edges:
(θ0, θ1)
0−→ (θ0, θ1), and (θ0, θ1) 0−→ (ηj, θj+1), j = 1, . . . ,m− 1,
(ηM , ηM+1)
M−→ (ηM , ηM+1), and (ηM , ηM+1) M−→ (ηj, θj+1), j = m, . . . ,M − 1.
As before, an interval-vertex (c, d) will also be written in the form (c, c+) or (d−, d).
Since we have removed the connected components of the interior of Sq, there may be five
(not mutually excluding) types of vertices, of the form
(a−i , ai), (bj, b
+
j ), (ai, bj), (θ
−
i , θi) and (ηj, η
+
j ).
Here we may have a−i = aj, bj or ηj; θ
−
i = aj, bj or ηj, and similarly b
+
j = ai, bi or θi;
η+j = ai, bi or θi.
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We say that a sequence (ci) is generated by an infinite path (Ii) in G(q) if (Ii) is a
sequence of vertices in G(q) such that
I1
c1−→ I2 c2−→ · · · .
We denote by G ′q the set of sequences generated by G(q), and we set
Gq :=
{
(ci)q : (ci) ∈ G ′q
}
.
It follows from the reflection properties bi = Mq−1 − ai and ηj = Mq−1 − θM+1−j that G ′q
and Gq are invariant for reflections:
(3.5) (ci) ∈ G ′q =⇒ (ci) ∈ G ′q and x ∈ Gq =⇒
M
q − 1 − x ∈ Gq.
The following lemma will be needed in the next section.
Lemma 3.11. Let q ∈ V \ U and q > minV. Then TαN−1(a+N−1) > ηα+N .
Remark 3.12. The lemma fails for the generalized Golden Ratios. Indeed, let q = minV .
If M = 2m, then N = 1, so that the left hand side is undefined. If M = 2m − 1, then
N = 2 and β(q) = mm 0∞, and a short computation shows that we have an equality:
TαN−1(a
+
N−1) = Tm(θm+1) = 1 = a1 = ηα+N .
Proof. Since TαN−1 is an increasing map, by Lemma 3.4 (v) we have
TαN−1(a
+
N−1) > TαN−1(aN−1) = aN =
α+N
q
.
Using Lemmas 3.5 (iv) and 3.7 (iii) hence we deduce that TαN−1(a
+
N−1) ≥ αNq + Mq2−q , and
it remains to exclude the equality.
Assume on the contrary that TαN−1(a
+
N−1) =
αN
q
+ M
q2−q , or equivalently that
a+N−1 =
αN−1
q
+
αN
q
+ M
q2−q
q
= (αN−1αN M∞)q =
(
αN−1α+N(α1 · · ·αN)∞
)
q
.
Since (α+N(α1 · · ·αN)∞)q = (αNM∞)q, α+N(α1 · · ·αN)∞ is a greedy expansion. Hence
αN−1α+N(α1 · · ·αN)∞ is clearly also a greedy expansion if αN−1 =M .
This is also true if αN−1 < M because we have a+N−1 <
α+N−1
q
. It is true, in fact
a+N−1 <
α+N−1
q
⇐⇒ a+N−1 =
αN−1
q
+
αN
q
+ M
q2−q
q
<
αN−1
q
+
1
q
⇐⇒ αN
q
+
M
q2 − q < 1
⇐⇒ α+N(α1 · · ·αN)∞ < (α1 · · ·αN)∞
⇐⇒ α+N < a1 or α+N = a1, (α1 · · ·αN)∞ < α2 · · ·αN(α1 · · ·αN)∞
We prove the final inequality as follows: Since q ∈ V , we have α1 · · ·αN ≤ α2 · · ·αNα1 .
We claim the inequality is strict, otherwise α1 · · ·αN = α2 · · ·αNα1 yields α1 = α1 if N
is odd, it is impossible since we have α1 > α1. α1 · · ·αN = (α1α1)n if N = 2n is even, it
is impossible, since α1 · · ·αN as is the shortest period of (αi) = (α1 · · ·αN)∞.
Hence the greedy expansion of a+N−1 has to start with the digit αN−1, and then to
follow with the greedy expansion α+N(α1 · · ·αN)∞,
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so that it has the infinite greedy expansion
b(a+N−1, q) = α
+
N(α1 · · ·αN)∞.
We will arrive at a contradiction by showing that this expansion is different from the
greedy expansions of the numbers ai, bi, θj and ηj.
This is clear for the number ηM+1 because
αN−1α+N(α1 · · ·αN)∞ 6=M∞,
and it is also clear for the numbers ai and θj because the latter have finite greedy expan-
sions by Lemma 3.4 (i).
If q ∈ V \ U , then it is also true for the numbers bi and η1, . . . , ηM because they also
have finite greedy expansions by Lemma 3.7 (i) and (ii).
Henceforth we assume that q ∈ U \ U . It remains to exclude the equalities
(3.6) b(ηj, q) = αN−1α+N(α1 · · ·αN)∞
for j = 1, . . . ,M, and the equalities
(3.7) b(bi, q) = αN−1α+N(α1 · · ·αN)∞
for i = 1, . . . , N − 1.
Assume on the contrary that (3.6) holds for some j ∈ {1, . . . ,M}. Then by Lemma
3.5 (ii) we obtain
j (α1 · · ·αN)∞ = αN−1α+N(α1 · · ·αN)∞;
hence N = 1 and α+1 = α1, contradicting Proposition 2.5 (iii).
Finally, assume on the contrary that (3.7) holds for some i ∈ {1, . . . , N − 1}. Then by
Lemma 3.5 (ii) we obtain that
αi · · ·αN(α1 · · ·αN)∞ = αN−1α+N(α1 · · ·αN)∞.
For i < N − 1 this implies
(α1 · · ·αN)∞ = (αi+2 · · ·αNα1 · · ·αi+1)∞,
contradicting the choice of α1 · · ·αN as the shortest period of (αi) = (α1 · · ·αN)∞.
Finally, if i = N − 1, then the supposed equality implies that αN−1αN = αN−1α+N . But
this is also impossible because αN−1 6= αN−1 if M is odd, and α+N 6= αN if M is even. 
We end this section by establishing some general properties of the graphs G(q).
Proposition 3.13. Let q ∈ V \ U .
(i) If b1 < θ1, then (b−1 , b1) = (0,
M
q−1 − 1) is a vertex of G(q), and the only edge arriving
at this vertex is
(0, b1)
0−→ (0, b1).
If ηj−1 < b1 < θj for some j ∈ {2, . . . ,M}, then b−1 = ηj−1,
(0, θ1), (η1, θ2), . . . , (ηj−2, θj−1), (ηj−1, b1)
are the vertices of G(q) lying in (0, b1), and the only edge arriving at any J of these
vertices is
(0, θ1)
0−→ J.
If a1 > ηM , then (a1, a+1 ) = (1, ηM+1) = (1,M/(q − 1)) is a vertex of G(q), and
the only edge arriving at this vertex is
(1, ηM+1)
M−→ (1, ηM+1).
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If ηj−1 < a1 < θj for some j ≤M , then a+1 = θj,
(a1, θj), (ηj, θj+1), . . . , (ηM−1, θM), (ηM , ηM+1)
are the vertices of G(q) lying in (a1, ηM+1), and the only edge arriving at any J of
these vertices is
(ηM , ηM+1)
M−→ J.
(ii) If there exists a path
I1
α1−→ I2 α2−→ · · · αN−1−−−→ IN α
+
N−−→ IN+1
in G(q), then I1 ⊂ (a1, ηM+1).
Proof. (i) By symmetry it suffices to consider b1. All assertions follow from the preceding
lemmas and from the relation
T0((0, θ1)) = (0, 1) = (0, a1) ⊃ (0, b1),
except the non-existence of other edges than those indicated. This last property follows
from Lemma 3.9 and from the relations
T0((θ1,∞)) = (1,∞) = (a1,∞) ⊂ (b1,∞)
and
Ti−1((ηi−1,∞)) = (b1,∞) for i = 2, . . . ,M.
(ii) The composition map
T := Tα+N
◦ TαN−1 ◦ · · · ◦ Tα1
is increasing, and T (a1) = 0 by Lemma 3.4 (v), so that T (x) < 0 for all x < a1. If
the vertex I1 of the graph is not a subset of (a1, ηM+1), then I1 ⊂ (−∞, a1). In this
case we have T (I1) ⊂ (−∞, 0), and hence T (I1) cannot contain any interval IN+1 of the
graph. 
4. Proof of Theorem 1.1 for q ∈ U \ U
In this section we assume that q ∈ U \ U , so that the graph G(q) has 2N +M − 1
vertices.
Lemma 4.1. Let q ∈ U \ U , and write
β(q) = α1 · · ·α+N 0∞ and α(q) = (α1 · · ·αN)∞
as before. Then the graph G(q) contains the following two cycles:
(a−1 , a1)
α1−→ (a−2 , a2) α2−→ · · ·
αN−1−−−→ (a−N , aN) αN−−→ (a−1 , a1),
(b1, b
+
1 )
α1−→ (b2, b+2 ) α2−→ · · ·
αN−1−−−→ (bN , b+N) αN−−→ (b1, b+1 ),
and the following two paths:
(a1, a
+
1 )
α1−→ (a2, a+2 ) α2−→ · · ·
αN−2−−−→ (aN−1, a+N−1)
αN−1−−−→ (ηα+N , η
+
α+N
)
α+N−−→ (b1, b+1 ),
(b−1 , b1)
α1−→ (b−2 , b2) α2−→ · · ·
αN−2−−−→ (b−N−1, bN−1)
αN−1−−−→ (θ−αN , θαN )
α+N−−→ (a−1 , a1).
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Proof. The existence of the indicated edges follows from Lemma 3.4 (v), except for the
last edges
(aN−1, a+N−1)
αN−1−−−→ (ηα+N , η
+
α+N
)
α+N−−→ (b1, b+1 )
and
(b−N−1, bN−1)
αN−1−−−→ (θ−αN , θαN )
α+N−−→ (a−1 , a1)
of the two paths. The existence of the first edge follows from the relations TαN−1(aN−1) =
aN = θα+N
and TαN−1(a
+
N−1) > ηα+N (see Lemma 3.11), because (θα+N , ηα+N ) is a switch
interval. The existence of the fourth edge follows from the equality
T
α+N
(θαN ) = αN − α+N = 1 = a1.
The existence of the remaining two edges follows by reflection. 
Now we are ready to determine the numbers and sequences generated by the graph
G(q):
Proof of Theorem 1.1 for q ∈ U \ U . In view of Proposition 2.10 we prove the equivalent
relations
Gq = Uq and G ′q =
{
a(x, q) : x ∈ Uq
}
.
First we show that if (ci) ∈ G ′q, then (ci)q ∈ Uq and (ci) = a(x1, q). Setting xi :=
(cici+1 · · · )q for i = 1, 2, . . . as in Lemma 3.8, none of the points xi belongs to the interior
of Sq by the definition of the graph. If xi /∈ Sq for all i ≥ 1, i.e., if we always avoid the
switch region, then x1 ∈ Uq by Lemma 3.1. Furthermore, (ci) being the only expansion
of x1, (ci) = a(x1, q).
Otherwise there exists a first k such that xk ∈ Sq, i.e., xk ∈ {θj, ηj : j = 1, . . . , N};
we will prove that x1 ∈ Uq and (ci) = a(x1, q).
Assume first that xk = θj for some j. Then θj ∈ Uq by Lemma 3.5 (i).
Since θj ∈ Uq and θj has a finite greedy expansion by definition, it has a unique infinite
expansion by Proposition 2.10 (vi). Since all expansions of x1 start with c1 · · · ck−1 by
the minimality of k, all expansions of x1 are obtained by adding to the expansions of θj
the same prefix c1 · · · ck−1. Hence x1 also has a unique infinite expansion, and therefore it
belongs to Uq by Proposition 2.10 (vi). Since both a(x1, q) and (ci) are infinite expansions
of x1 (they are even doubly infinite by Proposition 2.10 (i) and Lemma 4.1), we conclude
that a(x1, q) = (ci).
Now assume that xk = ηj for some j. Since (ci) ∈ G ′q by (3.5), repeating the preceding
arguments we obtain that x1 ∈ Uq and a(x1, q) = (ci). Since Uq is invariant for reflections,
hence we infer that x1 ∈ Uq, and that (ci) is a doubly infinite expansion of x1. Since
Uq = Vq, this is the only doubly infinite expansion of x1. Since a(x1, q) is also doubly
infinite, we conclude again that (ci) = a(x1, q).
It remains to prove that a(x1, q) ∈ G ′q for every x1 ∈ Uq. If x1 ∈ Uq, then this follows
from Lemmas 3.1 and 3.8 (i) because xi /∈ Sq and therefore Ii ∩ Sq = ∅ for every i.
Finally, let x1 ∈ Uq \ Uq. If x1 has a finite greedy expansion c1 · · · c+k 0∞, then all other
expansions of x1 start with c1 · · · ck by [18, Proposition 4.2]. Setting xn := (cn · · · c+k 0∞)q
for n = 2, 3 . . . , k, we have
x1
c17−→ x2 c27−→ · · · ck−27−−→ xk−1 ck−17−−→ xk = c
+
k
q
= θc+k
.
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We infer from x1 ∈ Uq \ Uq by using the lexicographic characterizations that x2, . . . , xk ∈
Uq \ Uq. Approximating them with elements of Uq hence we obtain that x1, . . . , xk are
not interior points of Sq. The points x1, . . . , xk−1 do not belong to the boundary of Sq
either because their greedy expansions are cn · · · c+k 0∞ for n = 1, . . . , k − 1, and they
are different from the greedy expansions of θj and ηj for j = 1, . . . ,M . We have thus
{x1, . . . , xk−1} ∩ Sq = ∅. This implies that there exist interval-vertices I1, . . . , Ik−1 of
G(q) such that xn ∈ In for n = 1, . . . , k − 1, and G(q) contains the path
I1
c1−→ I2 c2−→ · · · ck−2−−→ Ik−1 ck−1−−→ (θ−c+k , θc+k )
ck−→ (a−1 , a1).
Since G(q) also contains the cycle
(a−1 , a1)
α1−→ (a−2 , a2) α2−→ · · ·
αN−1−−−→ (a−N , aN) αN−−→ (a−1 , a1)
by Lemma 4.1, hence we infer that G ′q contains the sequence
c1 · · · ck−1ck(α1 · · ·αN)∞.
Since
(c1 · · · ck−1ck(α1 · · ·αN)∞)q =
(
c1 · · · ck−1c+k 0∞
)
q
= x1,
we conclude that x1 ∈ Gq and
a(x1, q) = c1 · · · ck−1αN(α1 · · ·αN)∞ ∈ G ′q.
If x1 does not have a finite greedy expansion, then y1 := 1q−1 − x1 ∈ Uq \ Uq has a finite
greedy expansion, so that a(y1, q) ∈ G ′q by the preceding paragraph. Then we also have
a(y1, q) ∈ G ′q by the symmetry of the graph G(q). Since x1 ∈ Uq \ Uq has only one doubly
infinite expansion, we conclude that a(x1, q) = a(y1, q) ∈ G ′q. 
Let us consider the subgraph G˜(q) obtained from G(q) by keeping only the vertices that
are subintervals of (b1, a1). We denote by G˜ ′q the set of sequences generated by G˜(q), and
we set
G˜q :=
{
(ci)q : (ci) ∈ G˜ ′q
}
.
Let us also introduce the following sets:
V˜q :=
{
x ∈ Vq : α(q) ≤ (an+i(x, q)) ≤ α(q) for all n ≥ 0
}
;
V˜ ′q :=
{
a(x, q) : x ∈ V˜q
}
.
(4.1)
Lemma 4.2. We have Vq ∩ [b1, a1] = V˜q.
Proof. If q = M + 1, then α(q) = M∞ and hence Vq = [b1, a1] = V˜q = [0, 1]. Henceforth
we assume that 1 < q < M + 1. By definition we have x ∈ Vq if and only if
(an+i(x, q)) ≤ α(q) whenever an(x, q) < M,
and
α(q) ≤ (an+i(x, q)) whenever an(x, q) > 0.
Since q < M + 1, we have 0 < b1 < a1 < M/(q− 1), and we have both an(x, q) < M and
an(x, q) > 0 infinitely many times for each if 0 < x < Mq−1 .
Since by Proposition 2.1 (ii) we have x ∈ [b1, a1] if and only if
α(q) ≤ a(x, q) ≤ α(q),
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we have V˜q ⊆ Vq ∩ [b1, a1]. For the converse relation we show that if x ∈ Vq ∩ [b1, a1], then
in fact
α(q) ≤ (an+i(x, q)) ≤ α(q) for all n ≥ 0.
Indeed, the second inequality holds for n = 0 and for infinitely many indices n satisfying
an(x, q) < M . Therefore, if an(x, q) = M for some n, then, writing ci instead of ai(x, q)
for brevity, there exist two integers k and ` such that 0 ≤ k < n ≤ `,
(k = 0 or ck < M), ck+1 = ck+2 = · · · = c` =M and c`+1 < M.
Then
cn+1 · · · c`+1 < M `−n+1 = ck+1 · · · c`+k−n+1,
and therefore
cn+1cn+2 · · · < ck+1ck+2 · · · ≤ α(q).
The proof of the second inequality, is similar, by setting ci := ai(x, q) instead of ai(x, q).

Corollary 4.3. Let q ∈ U \ U . Then G˜q = V˜q and G˜ ′q = V˜ ′q.
Proof. The equality G˜q = V˜q follows from the relations
G˜q = Gq ∩ [b1, a1] = Vq ∩ [b1, a1] = V˜q.
Here the first equality follows from the definition of G˜q, the second one from Theorem 1.1
(i) stating that Gq = Vq, and the last one from Lemma 4.2. The equality G˜ ′q = V˜ ′q hence
follows by recalling from Proposition 2.10 (vii) that the only doubly infinite expansion of
a number x ∈ Vq is its quasi-greedy expansion. 
5. Proof of Theorem 1.3
This section is devoted to the proof of the isomorphism of the graphs G(q0) and G(q1).
We write
β(q0) = α1 · · ·α+n 0∞ and β(q1) = α1 · · ·α+n α1 · · ·αn 0∞.
By Lemmas 3.4, 3.5 and 3.7 the numbers ai, bi, θj, ηj for q0 and the similar numbers
a˜i, θ˜j, η˜j for q1 have the following greedy expansions in bases q0 and q1, respectively:
b(θ0, q0) = b(θ˜0, q1) = 0
∞, b(ηM+1, q0) = b(η˜M+1, q1) =M∞,
and, for 1 ≤ i ≤ n and 1 ≤ j ≤M :
b(ai, q0) := αi · · ·α+n 0∞,
b(bi, q0) := αi · · ·αn (α1 · · ·αn)∞,
b(θj, q0) := j0
∞,
b(ηj, q0) := j(α1 · · ·αn)∞,
and
b(a˜i, q1) := αi · · ·α+n α1 · · ·αn 0∞,
b(a˜n+i, q1) := αi · · ·αn 0∞,
b(θ˜j, q1) := j0
∞,
b(η˜j, q1) := jα1 · · ·αn0∞.
Observe the equalities
an = θα+n , bn = ηαn , a˜2n = θ˜αn and a˜n = η˜α+n .
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We admit temporarily the following technical result:
Lemma 5.1. Let us introduce the sets
A := {ai, bi : i = 1, . . . , n− 1} ∪ {θ0, . . . , θM} ,∪{η1, . . . , ηM+1}
and
A˜ := {a˜i, a˜n+i : i = 1, . . . , n− 1} ∪
{
θ˜0, . . . , θ˜M
}
∪ {η˜1, . . . , η˜M+1}
and a bijection f : A→ A˜ by the following formula:
f(ai) := a˜i and f(bi) := a˜n+i for i = 1, . . . , n− 1,
f(θj) := θ˜j for j = 0, . . . ,M,
f(ηj) := η˜j for j = 1, . . . ,M + 1.
Then the map f is increasing.
Proof of Theorem 1.3. Using the function f of Lemma 5.1, the map
F ((xi, yj)) := (f(xi), f(yj))
defines a bijection F between the vertices Ii of G(q0) and the vertices Ji of G(q1) such
that
Ii
k−→ Ij ⇐⇒ F (Ii) k−→ F (Ij).
Hence F is an isomorphism between the graphs G(q0) and G(q1). 
Proof of Lemma 5.1. It follows Lemma 3.5 (iii) that all numbers in A˜ are distinct, and
all numbers in A are distinct, so that both sets have 2n+ 2M elements. The restriction
of f onto
{θ0, . . . , θM} ∪ {η1, . . . , ηM+1}
is increasing by the relations
θ0 < θ1 < η1 < θ2 < η2 < · · · < ηM−1 < θM < ηM < ηM+1
and
θ˜0 < θ˜1 < η˜1 < θ˜2 < η˜2 < · · · < η˜M−1 < θ˜M < η˜M < η˜M+1.
Therefore the lemma will follow by proving the following equivalences for all i, j ∈
{1, . . . , n− 1} and k ∈ {1, . . . ,M}:
a˜i < a˜j ⇐⇒ ai < aj,
a˜n+i < a˜j ⇐⇒ bi < aj,
a˜i < a˜n+j ⇐⇒ ai < bj,
a˜n+i < a˜n+j ⇐⇒ bi < bj,
a˜i < θ˜k ⇐⇒ ai < θk and a˜i < η˜k ⇐⇒ ai < ηk,
a˜n+i < θ˜k ⇐⇒ bi < θk and a˜n+i < η˜k ⇐⇒ bi < ηk,
a˜i > θ˜k ⇐⇒ ai > θk and a˜i > η˜k ⇐⇒ ai > ηk,
a˜n+i > θ˜k ⇐⇒ bi > θk and a˜n+i > η˜k ⇐⇒ bi > ηk.
Since f is a bijection between the sets {ai : i < n} and {a˜i : i < n}, it suffices to
prove the one-sided implications ai < aj =⇒ a˜i < a˜j instead of the equivalences of the
first line. A similar remark applies to the following seven lines.
Next, since θ˜+k = η˜k and θ
+
k = ηk, the last two relations in each of the last four lines
are equivalent. Furthermore, the fifth and seventh lines are equivalent because a˜i 6= θ˜k
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and ai 6= θk for all i ∈ {1, . . . , n− 1} and k ∈ {1, . . . ,M}. Similarly, the sixth and eighth
lines are also equivalent.
Therefore it remains to establish the following six implications:
ai < aj =⇒ a˜i < a˜j,(5.1)
bi < aj =⇒ a˜n+i < a˜j,(5.2)
ai < bj =⇒ a˜i < a˜n+j,(5.3)
a˜n+i < a˜n+j =⇒ bi < bj(5.4)
ai < θk =⇒ a˜i < θ˜k,(5.5)
a˜n+i < θ˜k =⇒ bi < θk.(5.6)
Here (5.1) is equivalent to the implication
(5.7) αi · · ·α+n 0∞ < αj · · ·α+n 0∞ =⇒ αi · · ·α+n α1 · · ·αn 0∞ < αj · · ·α+n α1 · · ·αn 0∞.
If i > j, then the left inequality in (5.7) means that
αi · · ·α+n ≤ αj · · ·αn+j−i.
If the inequality is strict, we obtain the right inequality in (5.7). If we have an equality,
then using Proposition 2.5 (v) we get
αn+j−i · · ·α+n < α1 · · ·αi−j+1 or α1 · · ·αi−j+1 < αn+j−i · · ·α+n ;
together with the equality this yields the desired result.
If i < j, then the left inequality in (5.7) means that
αi · · ·αn+i−j < αj · · ·α+n ,
and this implies the right inequality in (5.7).
The relation (5.2) is equivalent to
αi · · ·αn (α1 · · ·αn)∞ < αj · · ·α+n 0∞ =⇒ αi · · ·αn 0∞ < αj · · ·α+n α1 · · ·αn 0∞.
If i ≤ j, then the first inequality implies
αi · · ·αi+n−j < αj · · ·α+n ,
and this implies the second inequality. If i > j, then the first inequality implies
αi · · ·αnα1 · · ·αi−j < αj · · ·α+n ,
and therefore
αi · · ·αn 0∞ ≤ αi · · ·αnα1 · · ·αi−j 0∞ < αj · · ·α+n 0∞ ≤ αj · · ·α+n α1 · · ·αn 0∞.
The relation (5.3) is equivalent to
(5.8) αi · · ·α+n 0∞ < αj · · ·αn (α1 · · ·αn)∞ =⇒ αi · · ·α+n α1 · · ·αn 0∞ < αj · · ·αn 0∞.
If i ≥ j, then the first inequality of (5.8) implies that
αi · · ·α+n ≤ αj · · ·αn+j−i,
If this inequality is strict, then the right inequality in (5.8) follows. If we have an equality,
then, since β(q0) = α1 · · ·α+n , we have
αn+j−i+1 · · ·αn < αn+j−i+1 · · ·α+n ≤ α1 · · ·αi−j,
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i.e.,
α1 · · ·αi−j < αn+j−i+1 · · ·αn.
Together with the equality this yields the desired result.
If i < j, then the first inequality of (5.8) implies that
αi · · ·αi+n−j ≤ αj · · ·αn.
If this inequality is strict, then the second inequality of (5.8) follows again. We conclude
the proof in this case by showing that we cannot have an equality. Indeed, in case of
equality we would have the following implications, where the first one follows from the
first inequality of (5.8):
αi+n−j+1 · · ·α+n 0∞ < (α1 · · ·αn)∞ =⇒ αi+n−j+1 · · ·α+n ≤ α1 · · ·αj−i
=⇒ αi+n−j+1 · · ·αn < α1 · · ·αj−i
=⇒ αi+n−j+1 · · ·αn > α1 · · ·αj−i.
However, the last inequality would contradict Proposition 2.5 (v).
The relation (5.4) is equivalent to
(5.9) αi · · ·αn(α1 · · ·αn)∞ < αj · · ·αn(α1 · · ·αn)∞ =⇒ αi · · ·αn 0∞ < αj · · ·αn 0∞
If i > j, then the left inequality in (5.9) implies that
αi · · ·αn ≤ αj · · ·αj−i+n,
and hence the right inequality of (5.9) follows.
If i < j, then the first inequality of (5.9) implies that
αi · · ·αi−j+n ≤ αj · · ·αn,
and it remains to exclude the equality. In case of equality the first inequality of (5.9)
would also imply the inequality
αi−j+n+1 · · ·αn(α1 · · ·αn)∞ < (α1 · · ·αn)∞,
contradicting Proposition 2.3 (ii).
The implication (5.5) is equivalent to
αi · · ·α+n 0∞ < k0∞ =⇒ αi · · ·α+nα1 · · ·αn0∞ < k0∞,
and this is obvious because both inequalities are equivalent to αi < k.
Finally, the implication (5.6) is equivalent to
αi · · ·αn(α1 · · ·αn)∞ < k0∞ =⇒ αi · · ·αn0∞ < k0∞,
and this is obvious because both inequalities are equivalent to αi < k. 
6. Proof of Theorem 1.4
We have proved in the preceding section that the graphs G(q0) and G(q1) are isomorphic.
We will see that the graphs G(qm) and G(qm+1) are not isomorphic if m ≥ 1. For this we
need some particular properties of the graphs G(qm+1) for m ≥ 1.
Fix an integer m ≥ 1, write
β(qm) = α1 · · ·α+n α1 · · ·αn 0∞
and
β(qm+1) = α1 · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞,
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and introduce the usual numbers ai, θj, ηj for qm and a˜i, θ˜j, η˜j for qm+1. It follows from the
results of Section 3 that G(qm) and G(qm+1) have respectively 2n+M −1 and 4n+M −1
vertices, respectively, and the greedy expansions of the endpoints of the interval-vertices
are given by
b(θ0, qm) = b(θ˜0, qm+1) = 0
∞, b(ηM+1, qm) = b(η˜M+1, qm+1) =M∞,
and the following formulas where i ∈ {1, . . . , n} and j ∈ {1, . . . ,M}:
b(ai, qm) = αi · · ·α+n α1 · · ·αn 0∞,
b(an+i, qm) = αi · · ·αn 0∞,
b(θj, qm) = j 0
∞,
b(ηj, qm) = j α1 · · ·αn 0∞
(6.1)
for qm, and
b(a˜i, qm+1) = αi · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞,
b(a˜n+i, qm+1) = αi · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞,
b(a˜2n+i, qm+1) = αi · · ·α+n α1 · · ·α+n 0∞,
b(a˜3n+i, qm+1) = αi · · ·α+n 0∞,
b(θ˜j, qm+1) = j 0
∞,
b(η˜j, qm+1) = j α1 · · ·α+n α1 · · ·α+n 0∞
(6.2)
for qm+1.
It follows that
a2n = θαn , an = ηα+n , a˜4n = θ˜α+n and a˜2n = η˜αn .
We will constantly use these formulas without reference in this section.
Lemma 6.1. We consider the graph G(qm+1) and the corresponding points a˜i, θ˜j, η˜j for
an integer m ≥ 1.
(i) (η˜α+n , a˜n) and (a˜3n, θ˜an) are vertices of the graph G(qm+1).
(ii) G(qm+1) contains the following cycle of 2n vertices, denoted by Cm+1:
(a˜3n+1, a˜1)
α1−→ · · · αn−2−−−→ (a˜4n−1, a˜n−1) αn−1−−−→ (η˜α+n , a˜n)
α+n−→
(a˜2n+1, a˜n+1)
α1−→ · · · αn−2−−−→ (a˜3n−1, a˜2n−1) αn−1−−−→ (a˜3n, θ˜αn) α
+
n−→ (a˜3n+1, a˜1).
(iii) There is no any other outgoing edge in G(qm+1) from the vertices of Cm+1.
(iv) The cycle contains no consecutive intervals.
(v) G(qm+1) contains the two paths
(a˜2n−1, a˜+2n−1)
αn−1−−−→ (a˜2n, a˜+2n) = (η˜αn , η˜+αn)
αn−→ (a˜2n+1, a˜+2n+1)
and
(a˜−4n−1, a˜4n−1)
αn−1−−−→ (a˜−4n, a˜4n) = (θ˜−α+n , θ˜α+n )
αn−→ (a˜−1 , a˜1).
Proof. (i) We only consider (η˜α+n , a˜n); the other case hence will follow by reflection because
a˜3n =
M
q − 1 − a˜n and θ˜an =
M
q − 1 − η˜α+n .
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The inequality η˜α+n < a˜n follows from the corresponding lexicographic inequality be-
tween their greedy expansions
b(ηα+n , qm+1) = α
+
n α1 · · ·α+n α1 · · ·α+n 0∞
and
b(a˜n, qm+1) = α
+
n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞.
It remains to prove that there is no further point a˜j between ηα+n and a˜n.
Applying Proposition 2.5 (v) for α(qm) = (α1 · · ·α+n α1 · · ·α+n )∞ with N = n and
i = n− j we obtain that
(6.3) αn−j+1 · · ·α+n < α1 · · ·αj, j = 1, . . . , n.
Similarly, applying Proposition 2.5 (v) for
α(qm+1) = (α1 · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·αn)∞
with N = 2n and with i = j and i = n+ j, respectively, we obtain that
(6.4) αj+1 · · ·α+nα1 · · ·αn > α1 · · ·α+nα1 · · ·αn−j, j = 0, 1, . . . , n,
and
(6.5) αj+1 · · ·αn < α1 · · ·αn−j, j = 1, . . . , n− 1.
Assume on the contrary that there exists a point a˜j ∈ (ηα+n , a˜n). Then j 6= n. Writing
b(a˜j, qm+1) = c1 · · · c+K0∞ we have the lexicographic relations
(6.6) α+n α1 · · ·α+n α1 · · ·α+n 0∞ < c1 · · · c+K0∞ < α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞.
Hence K ≥ n + 1, c1 · · · cn = α+nα1 · · ·αn−1, and cn+1 = α+n or cn+1 = αn. Furthermore,
using the greedy expansion of a˜j, in case cn+1 = α+n we have K ≥ 2n+ 2, hence j < 2n,
and
(6.7) α+n α1 · · ·α+n α1 · · ·α+n c2n+2 · · · c+K
=
{
αj · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n if 0 < j < n,
αj−n · · ·αn α1 · · ·α+n α1 · · ·α+n if n < j < 2n,
while in case cn+1 = αn we have K ≥ n+ 1, hence j ≤ 3n, and
α+n α1 · · ·αn cn+2 · · · c+K
=

αj · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n if 0 < j < n,
αj−n · · ·αn α1 · · ·α+n α1 · · ·α+n if n < j ≤ 2n,
αj−2n · · ·α+n α1 · · ·α+n if 2n < j ≤ 3n.
If cn+1 = α+n , then we infer from (6.6) the equalities{
α1 · · ·α+nα1 · · ·αn−j = αj+1 · · ·α+nα1 · · ·αn if 0 < j < n,
α1 · · ·αn−` = α`+1 · · ·αn if n < j = n+ ` < 2n,
contradicting (6.4) and (6.5), respectively.
If cn+1 = αn, then we infer from (6.7) the relations
α1 · · ·αn−j = αj+1 · · ·α+n if 0 < j < n,
α1 · · ·αn−` = α`+1 · · ·αn if n < j = n+ ` < 2n,
α1 · · ·αn = α1 · · ·α+n if j = 2n,
cn+2 · · · c2n−`+1 = α`+1 · · ·α+n if 2n < j = 2n+ ` ≤ 3n.
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They first two equalities contradict (6.3) and (6.5), respectively. The third equality is
impossible because αn 6= α+n . Combining the last equality with the second inequality of
(6.6) we obtain
α`+1 · · ·α+n ≤ α1 · · ·αn−`,
contradicting (6.3) again.
(ii) The explicit formulas of the greedy expansions of the numbers a˜i show that none
of the indicated intervals is degenerate and that they are disjoint from the switch region
Sqm+1 . Furthermore using Lemma 3.4 (v), the relations
η˜α+n
α+n7−→ a˜2n+1, and θ˜αn α
+
n7−→ a˜1
and that
• b(a˜3n+i, qm+1) and b(a˜i, qm+1) start with the same digit αi for 0 < i < n,
• b(η˜α+n , qm+1) and b(a˜n, qm+1) start with the same digit α+n ,• b(a˜2n+i, qm+1) and b(a˜n+i, qm+1) start with the same digit αi for 0 < i < n,
• b(a˜3n, qm+1) and a(θ˜αn , qm+1) start with the same digit α+n ,
we obtain that each interval is the image of the preceding one by the map Tαi indicated
on the arrow between them, except two:
(6.8) Tαn−1 ((a˜4n−1, a˜n−1)) = (θ˜α+n , a˜n) and Tαn−1 ((a˜3n−1, a˜2n−1)) = (a˜3n, η˜αn).
We claim that these intervals are vertices of G(qm+1). For this we need to show that none
of them contains another point a˜j in its interior.
This is true for the intervals (η˜α+n , a˜n) and (a˜3n, θ˜αn) by (i). Next we show that none of
the intervals (a˜3n+i, a˜i), 0 < i < n contains another point a˜j in its interior.
Assume on the contrary that a˜3n+i < a˜j < a˜i for some 0 < i < n and 0 < j ≤ 4n.
Then
(Tαn−1 ◦ · · · ◦ Tαi)(a˜j) ∈ (a˜4n, a˜n)
and hence
(Tαn−1 ◦ · · · ◦ Tαi)(a˜j) = η˜α+n .
Using the relations (we use here the notation α(qm+1) = α1(qm+1)α2(qm+1) · · · )
a˜1
α1(qm+1)7−−−−−→ · · · α4n−1(qm+1)7−−−−−−−→ a˜4n α4n(qm+1)7−−−−−−→ a˜1
and the equalities
α3n+`(qm+1) = α`(qm+1) for ` = 1, . . . , n− 1,
hence we infer that there exists an index k such that
a˜4n−1 < a˜k < a˜n−1 and a˜4n < Tα4n−1(a˜k) < a˜n.
By (i) this implies that Tα4n−1(a˜k) = η˜α+n . Since α4n−1 = αn−1, hence we infer that
αn−1α+n α1 · · ·α+n α1 · · ·α+n 0∞
is an expansion of a˜k. This expansion is greedy because
a˜k < a˜n−1 <
α+n−1
qm+1
(recall that the first digit of b(a˜n−1, qm+1) is αn−1), and because
α+n α1 · · ·α+n α1 · · ·α+n 0∞ = b(η˜α+n , qm+1)
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is a greedy expansion. Thus we have
b(a˜k, qm+1) = αn−1α+n α1 · · ·α+n α1 · · ·α+n 0∞.
Comparing with the formulas of b(a˜i, qm+1) at the beginning of the section, hence we infer
that k = 2n − 1 and αn−1αn = αn−1α+n . But this is impossible because αn−1 6= αn−1 if
M is odd, and αn 6= α+n if M is even. This contradiction proves our initial claim: the
intervals (a˜3n+i, a˜i) for 0 < i < n are vertices of G(qm+1).
By reflection and symmetry we obtain that the intervals
(a˜2n+i, a˜n+i) =
(
M
qm+1 − 1 − b˜2n+i,
M
qm+1 − 1 − b˜n+i
)
=
(
M
qm+1 − 1 − a˜i,
M
qm+1 − 1 − a˜3n+i
)
for 0 < i < n are vertices of G(qm+1).
(iii) This follows from the proof of (ii) showing that for any relation I k7−→ J in the
cycle, Tk(I) contains no other interval-vertex of the graph than J . More precisely, we
have Tk(I) = J for all but two vertices: those indicated in (6.8). Furthermore,
[θ˜α+n , a˜n] = [θ˜α+n , η˜α+n ] ∪ [η˜α+n , a˜n] and [a˜3n, η˜αn ] = [a˜3n, θ˜αn ] ∪ [θαn , η˜αn ],
and the switch intervals [θ˜α+n , η˜α+n ] and [θαn , η˜αn ] are not vertices of G(qm+1).
(iv) This follows by observing that no two intervals of the cycle have any common
endpoint.
(v) The existence of both paths follows from Lemma 3.4 (v). 
Now we clarify the relationship between the graphs G(qm) and G(qm+1) for somem ≥ 1.
Let us introduce the corresponding points
a1, . . . , a2n, θ0, . . . , θM , η1, . . . , ηM+1
associated with qm, and
a˜1, . . . , a˜4n, θ˜0, . . . , θ˜M , η˜1, . . . , η˜M+1
associated withqm+1. We recall that
θ0 = θ˜0 = 0, ηM+1 =
M
qm − 1 . η˜M+1 =
M
qm+1 − 1
and
an = ηα+n , a2n = θαn , a˜2n = η˜αn , a˜4n = θ˜α+n .
We will use the notation
z˜ :=

a˜i if z = ai for some i,
θ˜j if z = θj for some j,
η˜j if z = ηj for some j.
Observe that if (w, z) runs over the vertices of G(qm), then w runs over the points
(6.9) a1, . . . , an−1, an+1, . . . , a2n−1, θ0, η1, . . . , ηM ,
and z runs over the points
(6.10) a1, . . . , an−1, an+1, . . . , a2n−1, θ1, . . . , θM and ηM+1.
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Let us introduce the following function f = fm:
(6.11)

f(ai) := a˜i for i = 1, . . . , n− 1,
f(ai) := a˜i for i = n+ 1, . . . , 2n− 1,
f(θj) := θ˜j for j = 0, 1, . . . ,M,
f(ηj) := η˜j for j ∈ {1, . . . ,M + 1} \ {α+n } ,
f(ηα+n ) := a˜n.
Note that an = ηα+n and a2n = θαn , so that
f(an) = a˜n and f(a2n) = θ˜αn .
Lemma 6.2. Let I k−→ J in G(qm), and let z be one of the endpoints of I.
(i) If z = a2n−1, then (f(Tk(z)), Tk(f(z))) = (θ˜αn , η˜αn) is a switch interval.
(ii) If z ∈ {η1, . . . ηM} \
{
ηα+n
}
, then (Tk(f(z)), f(Tk(z))) = (a˜2n+1, a˜n+1) is a vertex of
G(qm+1).
(iii) Otherwise we have f(Tk(z)) = Tk(f(z)).
Proof. We apply Lemmas 3.3, 3.4, 3.9 and we use the relations (6.1), (6.2). We write
T := Tk for brevity. For z = a2n−1 we have
f(T (a2n−1)) = f(a2n) = f(θαn) = θ˜αn
and
T (f(a2n−1)) = T (a˜2n−1) = a˜2n = η˜αn .
If z = ηj for some j ∈ {1, . . . ,M} \ {α+n }, then
f(T (ηj)) = f(an+1) = a˜n+1 and T (f(ηj)) = T (η˜j) = a˜2n+1.
If z = ai for some i ∈ {1, . . . , 2n− 2} (this include the case z = ηα+n ), then
f(T (ai)) = f(ai+1) = a˜i+1 and T (f(ai)) = T (a˜i) = a˜i+1.
If z = θj for some j ∈ {1, . . . ,M} (this include the case z = a2n), then
f(T (θj)) = f(a1) = a˜1 and T (f(θj)) = T (θ˜j) = a˜1.
Finally, we have
f(T (θ0)) = f(θ0) = θ˜0 and T (f(θ0)) = T (θ˜0) = θ˜0,
and
f(T (ηM+1)) = f(ηM+1) = η˜M+1 and T (f(ηM+1)) = T (η˜M+1) = η˜M+1.
The lemma follows from these relations and from Lemma 6.1 (ii). 
We prove a variant of Lemma 5.1; we recall that an = ηα+n and a2n = θαn .
Lemma 6.3. We consider the graphs G(qm), G(qm+1), and the function f = fm.
(i) The function f is increasing.
(ii) Let (w, z) be a vertex of G(qm).
(a) If z = ai for some i ∈ {1, . . . , n− 1, n+ 1, . . . , 2n}, then (f(w), f(z)) contains
two vertices of G(qm+1):
(f(w), a˜3n+i) and (a˜3n+i, a˜i) if i = 1, . . . , n− 1,
(f(w), a˜n+i) and (a˜n+i, a˜i) if i = n+ 1, . . . , 2n.
(b) If z ∈ {θ1, . . . , θM , ηM+1} \ {a2n}, then (f(w), f(z)) is a vertex of G(qm+1).
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(c) (η˜α+n , a˜n) is a vertex of G(qm+1).
Moreover, this is the complete list of the vertices of G(qm+1).
(iii) The map
F ((x, x+)) := (f(x), f(x)+)
defines an isomorphism between G(qm) and a subgraph Gˆ(qm) of G(qm+1).
(iv) The vertices of Gˆ(qm) and Cm+1 form a partition of the vertices of G(qm+1).
(v) If m ≥ 2, then there exists a path in G(qm+1) from the image Cˆm of Cm to Cm+1.
Proof. (i) By Lemma 6.1 (i) the interval (η˜α+n , a˜n) is a vertex of G(qm+1), and therefore it
does not contain any other point a˜i for 0 < i < n or n < i < 2n, θ˜j for 0 ≤ j ≤M , or η˜j
for 1 ≤ j ≤M + 1.Therefore it suffices to show that the modified function g, defined the
following formulas, is increasing:
g(ai) := a˜i for i = 1, . . . , n− 1,
g(an+i) := a˜n+i for i = 1, . . . , n− 1,
g(θj) := θ˜j for j = 0, 1, . . . ,M,
g(ηj) := η˜j for j = 1, . . . ,M + 1.
Repeating the proof of Lemma 5.1, and recalling that bi = an+i for i = 1, . . . , n − 1,
it suffices to check the following implications (cf. (5.1)–(5.6)) for i = 1, . . . , n − 1 and
j = 1, . . . ,M :
ai < aj =⇒ a˜i < a˜j,(6.12)
an+i < aj =⇒ a˜n+i < a˜j,(6.13)
ai < an+j =⇒ a˜i < a˜n+j,(6.14)
an+i < an+j =⇒ a˜n+i < a˜n+j,(6.15)
ai < θk =⇒ a˜i < θ˜k,(6.16)
a˜n+i < θ˜k =⇒ an+i < θk.(6.17)
The last two implications hold because both inequalities in (6.16) are equivalent to αi < k,
and both inequalities in (6.17) are equivalent to αi < k. We prove them by adapting the
proofs of (5.1)–(5.4).
The implication (6.12) is equivalent to the implication
αi · · ·α+nα1 · · ·αn 0∞ < αj · · ·α+nα1 · · ·αn 0∞
=⇒ αi · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞
< αj · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞.
(6.18)
If i > j, then the left inequality in (6.18) implies that
αi · · ·α+n ≤ αj · · ·αn+j−i.
If the inequality is strict, we obtain the right inequality in (6.18). If we have an equality,
then using Proposition 2.5 (v) we get
(6.19) αn+j−i+1 · · ·α+n < α1 · · ·αi−j or α1 · · ·αi−j < αn+j−i+1 · · ·α+n ;
together with the equality this yields the desired result.
If i < j, then the left inequality in (6.18) means that
αi · · ·α+nα1 · · ·αn+i−j < αj · · ·α+nα1 · · ·αn,
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and this implies the right inequality in (6.18).
The relation (6.13) is equivalent to
αi · · ·αn0∞ < αj · · ·α+nα1 · · ·αn 0∞ =⇒
αi · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞ < αj · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞.
(6.20)
If i ≥ j, then the first inequality of (6.20) implies that
αi · · ·αn ≤ αj · · ·αn+j−i,
If this inequality is strict, then the right inequality in (6.20) follows. If we have an
equality, then, (6.19) together with the equality yields the desired result.
If i < j, then the first inequality of (6.20) implies that
αi · · ·αi+n−j ≤ αj · · ·α+n .
If this inequality is strict, then the second inequality of (6.20) follows again. We conclude
the proof in this case by showing that we cannot have an equality. Indeed, in case of
equality we would have the following implications
α1 · · ·αj−i ≥ αn+i−j+1 · · ·αn.
This is impossible because by β(q0) = α1 · · ·α+n 0∞ we have
αn+i−j+1 · · ·αn < αn+i−j+1 · · ·α+n ≤ α1 · · ·αj−i,
and hence
α1 · · ·αj−i < αn+i−j+1 · · ·αn.
The relation (6.14) is equivalent to
αi · · ·α+nα1 · · ·αn 0∞ < αj · · ·αn 0∞ =⇒
αi · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞ < αj · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞.
(6.21)
The first inequality of (6.21) implies that
αi · · ·α+nα1 · · ·αi−1 < αj · · ·αn 0j−1.
This yields the desired result.
The relation (6.15) is equivalent to
αi · · ·αn 0∞ < αj · · ·αn 0∞ =⇒
αi · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞ < αj · · ·αn α1 · · ·α+n α1 · · ·α+n 0∞.
(6.22)
If i > j, then the left inequality in (6.22) implies that
αi · · ·αn ≤ αj · · ·αj−i+n,
this together with (6.4) yields the right inequality of (6.22).
If i < j, then the first inequality of (6.22) implies that
αi · · ·αi−j+n < αj · · ·αn.
We obtain the right inequality of (6.22).
(ii) First we consider the case (a). If w = ηα+n , then f(w) = a˜n, and it follows from
Lemma 6.1 (ii) that
w˜ < a˜n < a˜3n+i < a˜i = z˜ if 0 < i < n,
w˜ < a˜n < a˜n+i < a˜i = z˜ if n < i ≤ 2n.
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Hence (f(w), f(z)) contains at least two vertices of G(qm+1) by the construction of G(qm)
and G(qm+1).
If w 6= ηα+n , then f(w) = w˜, and Lemma 6.1 (ii) implies that
w˜ < a˜3n+i < a˜i = z˜ if 0 < i < n,
w˜ < a˜n+i < a˜i = z˜ if n < i ≤ 2n.
Hence (f(w), f(z)) contains at least two vertices of G(qm+1) again.
In cases (b) and (c) we have f(w) < f(z), and (f(w), f(z)) is not a switch region.
Therefore (f(w), f(z)) contains at least one vertex of G(qm+1).
We have indicated altogether at least 2(2n − 2) +M + 1 = 4n +M − 1 vertices of
G(qm+1): their right endpoints run over
a˜1, . . . , a˜2n−1, a˜2n+1, . . . , a˜4n−1, θ1, . . . , θM , ηM+1
(we recall that a˜2n = θ˜αn).
Since G(qm+1) has exactly 4n+M − 1 vertices, we conclude that (f(w), f(z)) contains
exactly two vertices of G(qm+1) in case (a), and (f(w), f(z)) is a vertex of G(qm+1) in
cases (b) and (c).
(iii) We have to show the equivalence
(x, x+)
k−→ (y, y+)⇐⇒ (f(x), f(x)+) k−→ (f(y), f(y)+)
where x, y run over the points (6.9).
If
(x, x+)
k−→ (y, y+)⇐⇒ (f(x), f(x)+) j−→ (f(y), f(y)+)
for some labels k, j, then k = j because
k = b1(x, qm) = b1(f(x), qm+1) = j.
Henceforth we write T := Tk for brevity. We have to show that
T (x) ≤ y and y+ ≤ T (x+)⇐⇒ T (f(x)) ≤ f(y) and f(y)+ ≤ T (f(x)+).
This is equivalent to
T (x) ≤ y < T (x+)⇐⇒ T (f(x)) ≤ f(y) < T (f(x)+),
and then, since f is increasing by (i), to
f(T (x)) ≤ f(y) < f(T (x+))⇐⇒ T (f(x)) ≤ f(y) < T (f(x)+).
First we prove that
(6.23) f(T (x)) ≤ f(y)⇐⇒ T (f(x)) ≤ f(y).
If x ∈ {η1, . . . , ηM} \
{
ηα+n
}
, then (6.23) takes the form
a˜n+1 ≤ f(y)⇐⇒ a˜2n+1 ≤ f(y).
Since (a˜2n+1, a˜n+1) is a vertex of G(qm+1) by Lemma 6.2, we have
a˜n+1 ≤ f(y)⇐⇒ a˜2n+1 < f(y).
It remains to observe that, since (y, y+) is a vertex of G(qm), f(y) differs from a˜2n+1 =
T (f(x)).
If x = a2n−1, then (6.23) takes the form
θ˜αn ≤ f(y)⇐⇒ η˜αn ≤ f(y).
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Since (θ˜αn , η˜αn) is a switch interval by Lemma 6.2, we have
θ˜αn < f(y)⇐⇒ η˜αn ≤ f(y).
It remains to show that f(y) differs from θ˜αn . This follows from (6.9) and (6.11) because
α+n ≤M =⇒ αn < M =⇒ αn > 0.
In the remaining cases (6.23) is obvious because f(T (x)) = T (f(x)) by Lemma 6.2.
We finish the proof of (iii) by showing the equivalence
(6.24) f(y) < f(T (x+))⇐⇒ f(y) < T (f(x)+)
for the points x, y listed in (6.9); then x+ is one of the points listed in (6.10).
If x+ ∈ {θ1, . . . , θM , ηM+1} \ {θαn}, then (6.24) holds because T (f(x)+) = f(T (x+)).
Indeed, (f(x), f(x+)) is a vertex of G(qm+1) by (ii), and hence f(x)+ = f(x+). Since
T (f(x+)) = f(T (x+)) by Lemma 6.2, we conclude that
T (f(x)+) = T (f(x+)) = f(T (x+)).
It remains to consider the case where x+ = ai for some
i ∈ {1, . . . , n− 1, n+ 1, . . . , 2n} ;
we recall that a2n = θαn . Applying (ii) we obtain that
(T (f(x)+), f(T (x+))) =

(a˜3n+i+1, a˜i+1) if i = 1, . . . , n− 1,
(a˜n+i+1, a˜i+1) if i = n+ 1, . . . , 2n− 1,
(a˜3n+1, a˜1) if i = 2n.
It remains to show that f(y) cannot belong to [T (f(x)+), f(T (x+))). Since (y, y+) is a
vertex of G(qm), and therefore
f(y) /∈ {a˜2n+1, . . . , a˜4n} ,
f(y) 6= T (f(x)+). If 0 < i < n − 1 or if n < i < 2n − 1, then we infer from the above
formula and from Lemma 6.1 (ii) that (T (f(x)+), f(T (x+))) is a vertex of G(qm+1), and
therefore f(y) does not belong to this interval. This proves (6.24) in these cases.
If i = n− 1, then
(T (f(x)+), f(T (x+))) = (a˜4n, a˜n) = (θ˜α+n , a˜n),
and we infer from (ii) that (η˜α+n , a˜n) is a vertex of G(qm+1). Since (θ˜α+n , η˜α+n ) is a switch
interval, we conclude by observing that f(y) 6= η˜α+n by the definition of f .
Finally, if i = 2n− 1, then
(T (f(x)+), f(T (x+))) = (a˜3n, a˜2n) = (a˜3n, η˜αn),
and we infer from (ii) that (a˜3n, θ˜αn) is a vertex of G(qm+1). Since (θ˜αn , η˜αn) is a switch
interval, (6.24) will follow if we show that f(y) is different from both a˜3n and θ˜αn . This
follows from (6.11) if we recall that y is one of the points listed in (6.9).
(iv) Applying Lemma 3.7 (iv) (with N = 4n, so that n is replaced by 2n) and Lemma
6.1 (ii) we obtain that Gˆ(qm) and Cm+1 have the following vertices, respectively:
(a˜i, a˜
+
i ) for 0 < i < 2n,
(η˜j, η˜
+
j ) for j ∈ {1, . . . ,M} \
{
α+n
}
,
(θ˜0, θ˜
+
0 ),
and
(a˜i, a˜
+
i ) for 2n < i < 4n, (η˜α+n , η˜
+
α+n
).
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Comparing the greedy expansions of the numbers a˜i and η˜α+n , we see that η˜α+n = a˜2n if
α+n = αn, and η˜α+n is different from all numbers a˜i if α
+
n 6= αn. Therefore the two vertex
sets are different. Furthermore, since their total number 4n + M − 1 is equal to the
number of vertices of G(qm+1), they form a partition of the vertices of G(qm+1).
(v) Since n = 2k is even and
α1 · · ·α+n = α1 · · ·α+k α1 · · ·αk,
whence α+k = αn, using the definition of the function f we obtain that Cˆm and Cm+1 have
the following vertices, respectively:
(a˜i, a˜
+
i ) for n < i < 2n, (η˜α+k , η˜
+
α+k
),
and
(a˜i, a˜
+
i ) for 2n < i < 4n, (η˜α+n , η˜
+
α+n
).
It follows that the path
(a˜2n−1, a˜+2n−1)
αn−1−−−→ (a˜2n, a˜+2n) αn−→ (a˜2n+1, a˜+2n+1)
of Lemma 6.1 (v) leads from Cˆm to Cm+1. 
Proof of Theorem 1.4. Applying Lemma 6.3 (iii) and identifying the graphs G(qm) and
Gˆ(qm) we may assume that G(qm) is a subgraph of G(qm+1) for m = 1, 2, . . . . Let us
denote by V1 the set of vertices of G(q1), and by Vm for m ≥ 2 the set of vertices of G(qm)
that are not vertices of the subgraph G(qm−1).
Now we define the graph Gˆ(q∗0) as follows. Its vertices form the union of the sets Vm
for m = 1, 2, . . . . Furthermore, we draw an edge I k−→ J in Gˆ(q∗0) if there exists an m such
that I k−→ J in G(qm); then by construction we also have I k−→ J in G(qj) for all j > m as
well.
By Lemma 6.3 (iv) the subgraph spanned by Vm is the cycle Cm for every m ≥ 2.
Furthermore, if β(q0) = α1 · · ·α+n 0∞, then the last nonzero digit of β(qm) is the 2mnth
digit by Proposition 2.5 (ii) for every m ≥ 1, and the length of the cycle Cm is equal to
2m−1n by Lemma 6.1 (ii). The rest of the theorem follows from Lemmas 6.1 (iii) and 6.3
(v). 
7. Proof of Theorem 1.1 for q ∈ V \ U
The following lemma strengthens Proposition 3.13 (ii) for q ∈ V \ U because then α+n
is not the last nonzero digit of β(q).
Lemma 7.1. Let q ∈ V \ U and write α(q) = (α1 · · ·α+nα1 · · ·α+n )∞ with the smallest
possible n. If there exists a path
(7.1) I1
α1−→ I2 α2−→ · · · In α
+
n−→ In+1
in G(q), then I1 ⊂ (a1, ηM+1) = (1,M/(q − 1)).
Proof. If q = minV is the generalized Golden Ratio and M = 2m− 1 or M = 2m, then
n = 1 and α+n = m > 0. By Example 3.10 there exists such a path I1
m−→ I2 only if
m =M , i.e., if m =M = 1, and in this case I1 = (ηM , ηM+1) = (a1, ηM+1).
Turning to the case q > minV , with the notation of Proposition 2.8 we have q = qm
for some m ≥ 1, where q0 ∈ U \ U .
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If m = 1, then β(q0) = α1 · · ·α+n 0∞, and the lemma follows by applying Proposition
3.13 (ii) for q0, and using the isomorphism of G(q0) and G(q1) (Theorem 1.3).
Proceeding by induction, we assume that the lemma is true for some qm with m ≥ 1,
and we prove its validity for qm+1. Writing
α(qm) =
(
α1 · · ·α+nα1 · · ·α+n
)∞
we have
α(qm+1) =
(
α1 · · ·α+n α1 · · ·αn α1 · · ·α+n α1 · · ·αn
)∞
.
By Lemma 6.3 the graph G(qm+1) consists of a subgraph Gˆ(qm) generating G ′qm , a cycle
Cm+1 generating α(qm), and there is no edge from Cm+1 to Gˆ(qm). Therefore a path of the
form (7.1) in G(qm+1) that generates a sequence starting with α1 · · ·α+n α1 · · ·αn cannot
start in the cycle Cm+1. Hence it must start in Gˆ(qm), and the relation I1 ⊂ (a1, ηM+1)
follows by applying the induction hypothesis. 
Now we are ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1 for q ∈ V \ U . Since now Uq = Uq, the proof is simpler than in the
earlier case q ∈ U \ U . The only new difficulty is to show that (ci) ∈ G ′q implies that
(ci)q ∈ Uq. Setting xi := (cici+1 · · · )q for all i, we have to show that they are different
from the points θi and ηi, i = 1, · · · ,M . By reflection it suffices to show that xi 6= θj for
all i. We recall from Lemma 3.4 (ii) and Proposition 2.10 (vii) that θj ∈ Vq, and therefore
θj has a unique doubly infinite expansion.
Assume on the contrary that xk = θj for some j. Then, since j−α(q) and (ci) are
doubly infinite, and θj has a unique doubly infinite expansion,
ckck+1 · · · = j−α(q),
and hence
α(q) = ck+1ck+2 · · · ∈ G ′q.
Writing α(q) =
(
α1 · · ·α+nα1 · · ·α+n
)∞ with the smallest possible n, hence we infer the
existence of a path of the form
J1
α1−→ J2 α2−→ · · · Jn α
+
n−→ Jn+1 α1−→ Jn+2 α2−→ · · · J2n α
+
n−→ J2n+1
in G(q). Applying Lemma 7.1 it follows that Jn+1 ⊂ (a1, ηM+1). Applying Proposition
3.13 (i) hence we infer that
J1 = · · · = Jn = (ηM , ηM+1) or (1, ηM+1),
and α1 · · ·α+n =Mn. But this is impossible because α+n < M . 
Corollary 7.2. If q ∈ V \ U , then Uq, Uq, Vq, Gq and G˜q have the same Hausdorff
dimension.
Proof. By Proposition 2.7 (i) and Theorem 1.1, these sets Uq, Uq = Gq, Vq differ only by
countable sets, hence they have the same Hausdorff dimension by Proposition 2.9. Since
G˜q ⊂ Gq by the definition of a subgraph, the proof is completed by observing that Gq has
a countable cover by sets similar to G˜q by Proposition 3.13 (i). 
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8. Proof of Theorem 1.6
Since j > 1, we have always U jq ⊂
(
0, M
q−1
)
. We will show that if U jq 6= ∅, then 0 ∈ U jq ,
and hence U jq is not closed.
We use the generalized Golden Ratio qGR, and we distinguish several cases:
(a) q < qGR;
(b) U jq ∩ (0, 1) 6= ∅;
(c) U jq ∩
(
M
q−1 − 1, Mq−1
)
6= ∅;
(d) M = 2m is even, q = m+ 1 and U jm+1 = {1}.
(a) If q < qGR, then every x ∈
(
0, M
q−1
)
has a continuum of expansions by [13, 4]. Since
j > 1, the assumption U jq 6= ∅ implies that j = 2ℵ0 . Then U jq =
(
0, M
q−1
)
and therefore
0 ∈ U jq as required.
(b) If there exists a point x ∈ U jq ∩ (0, 1), then 0 ∈ U jq again because q−kx → 0 as
k → ∞, and q−kx ∈ U jq for each positive integer k. Indeed, if (ci) is an expansion of x,
then 0k(ci) is an expansion of q−kx, so that q−kx has at least j expansions. Conversely,
since q−kx < q−k, each expansion (di) of q−kx must start with 0k, and therefore (dk+i) is
an expansion of x. This shows that q−kx has at most j expansions.
(c) If there exists a point y ∈ U jq ∩
(
M
q−1 − 1, Mq−1
)
, then there exists also a point
x ∈ U jq ∩ (0, 1) because y ∈ U jq ⇐⇒ Mq−1 − y ∈ U jq .
If U jq 6= ∅ and none of the conditions (a), (b) and (c) is satisfied, then the condition
(d) is satisfied. Indeed, we must have
q ≥ qGR and ∅ 6= U jq ⊂
[
1,
M
q − 1 − 1
]
.
This is impossible if M = 2m− 1 because
q ≥ qGR =⇒ M
q − 1 ≤
M
qGR − 1 =
4m− 2
m+
√
m2 + 4m− 2 <
4m− 2
m+ (m+ 1)− 2 = 2,
so that the interval
[
1, M
q−1 − 1
]
is empty.
This cannot happen either if M = 2m and q > qGR because
q > qGR =⇒ M
q − 1 <
M
qGR − 1 =
2m
(m+ 1)− 1 = 2,
and that the interval
[
1, M
q−1 − 1
]
is empty again.
The only remaining possibility is M = 2m and q = qGR = m + 1. Then the interval[
1, M
q−1 − 1
]
reduces to the one-point set {1}, i.e., to condition (d).
We complete the proof of the theorem by showing that the case (d) is impossible. More
precisely, we show that if
(8.1) M = 2m, q = m+ 1 and 1 ∈ U jq ,
then 1
m+1
∈ U jq and therefore U jq 6= {1}.
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First we show that ifM = 2m and q = m+1, then 1 ∈ Uℵ0q , and therefore (8.1) implies
that j = ℵ0. First of all, m∞ is an expansion of 1 because
∞∑
i=1
m
(m+ 1)i
= 1.
Furthermore, for each k ≥ 0 there exist exactly two expansions (ci) of 1 starting with
exactly k consecutive m digits. Indeed, if ck+1 = m+ 1, then(
k∑
i=1
m
(m+ 1)i
)
+
m+ 1
(m+ 1)k+1
= 1,
so that we must have ci = 0 for all i > k+1. This also shows that there are no expansions
of 1 with ck+1 > m+ 1. On the other hand, if ck+1 = m− 1, then(
k∑
i=1
m
(m+ 1)i
)
+
m− 1
(m+ 1)k+1
+
(
k∑
i=k+2
2m
(m+ 1)i
)
= 1.
Since 2m is the maximal digit in the alphabet, hence we conclude that we must have
ci = 2m for all i > k + 1, and that there are no expansions of 1 with ck+1 < m− 1.
It remains to show that 1
m+1
∈ Uℵ0q . If c1c2 · · · is an expansion of 1, then 0c1c2 · · · is
an expansion of 1
m+1
, so that 1
m+1
has at least ℵ0 expansions. Conversely, if d1d2 · · · is
an expansion of 1
m+1
, then either d1 = 1 and di = 0 for all i > 1, or d1 = 0 and d2d3 · · ·
is an expansion of 1. Hence 1
m+1
has at most 1 + ℵ0 = ℵ0 expansions.
9. Preparation of the proofs of Theorems 1.8 and 1.10
Fix a positive integer M . We recall that if q ∈ V , then the quasi-greedy expansion
α(q) = α1α2 · · · of x = 1 in base q satisfies the lexicographic inequalities
(9.1) αk+1αk+2 · · · ≤ α(q) and αk+1αk+2 · · · ≤ α(q)
hold for all k ≥ 0. If, moreover, q ∈ V \ U , then the sequence α(q) is periodic, and the
last digit of the period is < M .
Henceforth we fix q ∈ V \ U , and we denote by α1 · · ·αN the shortest period of α(q).
Then α1 · · ·αN−1α+N0∞ is the greedy expansion of x = 1 in base q.
Let F ′ be a family of sequences (not necessarily a subshift), and set
Fq := {(ci)q : (ci) ∈ F ′} .
Lemma 9.1. Assume that each (ci) ∈ F ′ satisfies the following lexicographic conditions:
cn+1cn+2 · · · < α(q) for n = 0, and whenever cn < M ;(9.2)
cn+1cn+2 · · · < α(q) for n = 0, and whenever cn > 0;(9.3)
αk+1 · · ·α+Nc1c2 · · · < α(q) whenever 1 ≤ k < N and αk < M.(9.4)
Then
dimUmq ≥ dimFq
for all m ≥ 1.
Proof of Lemma 9.1. It suffices to show for each (ci) ∈ F ′ the relation
xm := (10
(m−1)Nc1c2 · · · )q ∈ Umq .
Indeed, then
1
q
+
1
q1+(m−1)N
Fq ⊂ Umq ,
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i.e., Umq contains a set similar to Fq.
For m = 1 the claim follows by observing that the sequence 1c1c2 · · · satisfies the
conditions of Corollary 2.2 by our assumptions (9.2) and (9.3).
Since
xm+1 = (10
mNc1c2 · · · )q = (0α1 · · ·α+N0(m−1)Nc1c2 · · · )q
for all m ≥ 1, we obtain by induction on m that if m ≥ 2, then xm has at least m
expansions: the given one starting with 1, and the expansions
0(α1 · · ·αN)jα1 · · ·α+N0(m−2−j)Nc1c2 · · · , j = 0, . . . ,m− 2.
We prove by induction on m that xm has no other expansions. This is true for m = 1.
Assuming that it is true for some m ≥ 1, since
xm+1 = (10
mNc1c2 · · · )q = (0α1 · · ·α+N0(m−1)Nc1c2 · · · )q
and
(10(m−1)Nc1c2 · · · )q = xm ∈ Umq ,
it is sufficient to show that
(0mNc1c2 · · · )q < 1,
and that every expansion of
(α1 · · ·α+N0(m−1)Nc1c2 · · · )q = qxm+1
starts necessarily with α1 · · ·α+N or α1 · · ·αN . Indeed, the first property ensures that xm+1
has no expansion starting with a digit > 1, while the second condition ensures that if an
expansion of xm+1 starts with zero, then it has to start with 0α1 · · ·α+N or 0α1 · · ·αN .
The first condition follows by observing that 0mNc1c2 · · · is a quasi-greedy expansion
in base q by (9.2) and Proposition 2.1 (ii). Since
0mNc1c2 · · · < c1c2 · · · ≤ α(q)
(the strict inequality holds because c1c2 · · · 6= 0∞ by (9.3)), we conclude that
(0mNc1c2 · · · )q < (α(q))q = 1.
For the second condition it suffices to show that
(bi) := α1 · · ·α+N0(m−1)Nc1c2 · · ·
and
(di) := (α1 · · ·αN)m−1α1 · · ·α+Nc1c2 · · ·
are the greedy and lazy, i.e, the lexicographically largest and smallest expansions of
qxm+1, respectively.
Applying Proposition 2.1 (i) it suffices to show that
bn+1bn+2 · · · < α(q) whenever bn < M
and
dn+1dn+2 · · · < α(q) whenever dn < M.
The conditions on (bi) are satisfied by the assumptions (9.2) and (9.4) of the lemma.
The conditions on (di) are satisfied for n ≥ mN by (9.3). For n < mN they follow from
the equality α(q) = (α1 · · ·αN)∞ and from (9.1) because
(di) = (α1 · · ·αN)m−1α1 · · ·α+Nc1c2 · · ·
with α1 · · ·αN < α1 · · ·α+N , and therefore
dn+1dn+2 · · · < αn+1αn+2 · · · ≤ α(q).
In the last step we used the assumption q ∈ V . 
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The conclusion of Lemma 9.1 remains valid if we only assume the weak inequalities in
of (9.2), (9.3) and (9.4):
Corollary 9.2. Assume that each (ci) ∈ F ′ satisfies the following lexicographic condi-
tions:
cn+1cn+2 · · · ≤ α(q) for n = 0, and whenever cn < M ;(9.5)
cn+1cn+2 · · · ≤ α(q) for n = 0, and whenever cn > 0;(9.6)
αk+1 · · ·α+Nc1c2 · · · ≤ α(q) whenever 1 ≤ k < N and αk < M.(9.7)
Then
dimUmq ≥ dimFq
for all m ≥ 1.
Proof. By weakening the conditions (9.2), (9.3), (9.4) to (9.5), (9.6), (9.7) the family F ′
may be increased only by countably many new sequences, so that dimFq remains the
same. 
In some cases the condition (9.7) of Corollary 9.2 may be replaced by a simpler one:
Lemma 9.3. Assume that
(9.8) c1 · · · ck ≤ α1 · · ·αk
and
(9.9) ck+1ck+2 · · · ≤ α(q)
whenever 1 ≤ k < N and αk < M . Then the assumption (9.7) of Corollary 9.2 is
satisfied.
Proof. Since α(q) = (α1 · · ·αN)∞, it suffices to show that if 1 ≤ k < N and αk < M ,
then
αk+1 · · ·α+Nc1 · · · ck ≤ α1 · · ·αN .
Indeed, using (9.9) we will then obtain that
αk+1 · · ·α+Nc1c2 · · · ≤ (α1 · · ·αN)α(q) = α(q).
In view of (9.8) it suffices to prove that
αk+1 · · ·α+Nα1 · · ·αk ≤ α1 · · ·αN ,
or equivalently that
(9.10) αk+1 · · ·α+Nα1 · · ·αk < α1 · · ·α+N .
Since α1 · · ·α+N is the greedy expansion of a number ≤ 1, we have
αk+1 · · ·α+N ≤ α1 · · ·αN−k.
If this inequality is strict, then (9.10) follows. Otherwise we have to show that α1 < α+N
if k = 1, and
α1 · · ·αk < αN−k+1 · · ·α+N if 1 < k < N.
or equivalently (by taking reflections) that α+N < α1 if k = 1, and
αN−k+1 · · ·α+N < α1 · · ·αk if 1 < k < N.
This follows by applying Proposition 2.5 (v) for q+ := min {p ∈ V : p > q} because
α(q+) =
(
α1 · · ·α+Nα1 · · ·α+N
)∞
by Proposition 2.5 (ii). 
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Now fix an arbitrary base pL ∈ V \ U , and we denote by a1 · · · am the shortest period
of α(pL). Then
β(pL) = a1 · · · a+m 0∞.
Define the bases r0, r1, . . . and pR by the formulas(
a1 · · · a+m (a1 · · · am)j 0∞
)
rj
= 1, j = 0, 1, . . .
and (
a1 · · · a+m (a1 · · · am)∞
)
pR
= 1.
Lemma 9.4. We have α(qR) = a1 · · · a+m(a1 · · · am)∞ and
pL = r0 < r1 < · · · < pR.
Furthermore, pR ∈ U , rj ∈ U \ U for all j ≥ 2, and r1 ∈ V \ U .
Proof. The following inequalities (9.11) and pR ∈ U are from [2, Lemmas 4.1, 4.10],
respectively. For the reader’s convenience, we give the proof here. First we prove
(9.11) a1 · · · am−i ≤ ai+1 · · · am < ai+1 · · · a+m ≤ a1 · · · am−i for all 1 ≤ i < m.
The second and the third inequalities follows from β(pL) = a1 · · · a+m implying that
ai+1 · · · am < ai+1 · · · a+m ≤ a1 · · · am−i for all 1 ≤ i < m.
The first inequality is obtained by qL ∈ V \ U . So, by (9.11) and Proposition 2.4, we
obtain α(qR) = a1 · · · a+m(a1 · · · am)∞ and qR ∈ U . The relation
pL = r0 < r1 < · · · < pR.
and r1 ∈ V \ U are clear.
It remains to prove rj ∈ U \ U for all j ≥ 2. Let
(ci) = (a1 · · · a+m (a1 · · · am)j−1 a1 · · · a+m)∞.
We need to prove
(a1 · · · a+m (a1 · · · am)j−1 a1 · · · a+m)∞ < ci+1ci+2 · · · ≤ (a1 · · · a+m (a1 · · · am)j−1 a1 · · · a+m)∞
for all i ≥ 0.
We only prove the left inequality. The right inequality can be proved similarly. Since
(ci) is periodic, it suffices to prove the left inequality holds for 0 ≤ i < (j + 1)m. For
i = 0, it follows from a1 < a1, see Proposition 2.5 (iii). For 1 ≤ i < m, it follows from
a1 · · · am−i < ai+1 · · · a+m of (9.11). For i = km, k ∈ {1, · · · , j − 1}, it is clear. For km <
i < (k+1)m, it follows from ai+1 · · · am < a1 · · · am−i of (9.11). For i = jm, it is clear. For
jm < i < (j+1)m, it follows from the third inequalities and a1 · · · am−i < ai+1 · · · a+m. 
In the remainder of this section we write, as usual,
(9.12) w := a1 · · · am, w+ := a1 · · · a+m, w = a1 · · · am, w+ = a1 · · · a+m.
Lemma 9.5. Let us denote by F ′ the set of sequences (ci) starting with a1 · · · am and
satisfying the following conditions:
cn+1cn+2 · · · ≤ α(pL) for n = 0 and whenever cn < M ;(9.13)
cn+1cn+2 · · · ≤ α(pL) for n = 0 and whenever cn > 0.(9.14)
Fix j ≥ 0 arbitrarily, and write β(rj) = α1 · · ·α+N 0∞. Then we have
(9.15) αk+1 · · ·α+Nc1c2 · · · ≤ α(pL) whenever 1 ≤ k < N and αk < M.
44
In (9.15) and in the sequel αk+1 · · ·α+N means α+N when k = N − 1.
Proof. Using the notation in (9.12), we write
(9.16) α(pL) = w∞ and α(pR) = w+ w∞.
First we deduce from (9.13) and (9.14) the seemingly stronger relations
(9.17) α(pL) ≤ cn+1cn+2 · · · ≤ α(pL) for all n ≥ 0.
By symmetry we only prove the second inequality. Since α(pL) < M∞, by (9.13) there
exist infinitely many integers k ≥ 1 with ck < M . Therefore, if cn = M for some n ≥ 1,
then there exist two integers k and ` such that 0 ≤ k < n ≤ `,
(k = 0 or ck < M), ck+1 = ck+2 = · · · = c` =M and c`+1 < M.
Then
cn+1 · · · c`+1 < M `−n+1 = ck+1 · · · c`+k−n+1,
and therefore
cn+1cn+2 · · · < ck+1ck+2 · · · ≤ α(pL)
by (9.13).
It follows from (9.16) and (9.17) that
(9.18) wj ck+1ck+2 · · · ≤ ck+1ck+2 · · ·
for all integers j, k ≥ 0. Indeed, if we do not have an equality here, then j ≥ 1, and
ck+1ck+2 · · · > α(pL) = w∞ by (9.16) and (9.17). Therefore there exists an integer n ≥ 0
and a word u > w of length m such that ck+1ck+2 · · · starts with wn u. Our claim follows
by observing that wj ck+1ck+2 · · · starts with wn+1 < wn u.
If q = r0 = pL, then (9.15) follows by applying Lemma 9.3 because its assumption (9.9)
is satisfied by (9.17).
If q = rj with some j ≥ 1, then N = (j + 1)m. Let 1 ≤ k < N be such that αk < M .
If 1 ≤ k ≤ m, then using (9.18) we get
αk+1 · · ·α+Nc1c2 · · · = ak+1 · · · a+mwjc1c2 · · · ≤ ak+1 · · · a+mc1c2 · · · ≤ α(pL);
the last inequality follows from the previous case q = pL.
If im+ 1 ≤ k ≤ (i+ 1)m for some i = 1, . . . , j, then writing ` := k− im and using the
equality c1 · · · cm = w and (9.18) we get
αk+1 · · ·α+Nc1c2 · · · = a`+1 · · · am (w)j−ic1c2 · · ·
= a`+1 · · · am (w)j−i+1cm+1cm+2 · · ·
≤ a`+1 · · · am cm+1cm+2 · · ·
= c`+1c`+2 · · · ≤ α(pL);
the last inequality holds by (9.17). 
Next we show that Lemma 9.5 does not hold for any base q ∈ (V \U)∩ [pL, pR) different
from the numbers rk. In the following two results we describe the quasi-greedy and the
greedy expansions α(q) and β(q) of the numbers q ∈ (V \ U) ∩ (pL, pR).
Proposition 9.6. If q ∈ (V \U)∩(pL, pR), then there exists a periodic sequence k1, k2, . . .
of nonnegative integers such that
α(q) = w+
(
wk1w+
) (
wk2w+
) (
wk3w+
) (
wk4w+
) · · · ,
and kj ≤ k1 for all j ≥ 2.
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Proof. Since β(pL) = w+0∞ and pL < q ≤ pR, α(q) starts with w+. Furthermore, since
pR ∈ U by Lemma 9.4 and hence q 6= pR, we have α(q) < α(pR) = w+(w)∞. Therefore
there exists a maximal integer k1 ≥ 0 and a word u < w of length m such that α(q) starts
with w+wk1u.
Applying (9.1) it follows that u ≥ w+. Therefore we have u = w+, and α(q) starts
with w+
(
wk1w+
)
.
Now there exists an integer k′2 ≥ 0 and a word u of length m such that α(q) starts with
w+
(
wk1w+
)
wk
′
2u. Applying (9.1) we see that u ≤ w+ and w+wk′2u ≥ w+wk1w+. Hence
k′2 ≤ k1, and
u =
{
w+ if k1 = k′2,
w+ or w if k1 > k′2.
There exists therefore an integer k2 satisfying 0 ≤ k2 ≤ k1, and such that α(q) starts with
w+
(
wk1w+
) (
wk2w+
)
.
Continuing by induction, assume for some positive integer j that α(q) starts with
w+
(
wk1w+
) (
wk2w+
) · · ·(wk2j−1w+) (wk2jw+) .
Then there exists an integer k′2j+1 ≥ 0 and a word u of length m such that α(q) starts
with
w+
(
wk1w+
) (
wk2w+
) · · ·(wk2j−1w+) (wk2jw+) (wk′2j+1)u.
Applying (9.1) we obtain the lexicographic inequalities
u ≥ w+ and w+
(
wk
′
2j+1
)
u ≤ w+
(
wk1
)
w+.
Hence k′2j+1 ≤ k1, and
u =
{
w+ if k′2j+1 = k1,
w+ or w if k′2j+1 < k2.
There exists therefore an integer k2j+1 satisfying 0 ≤ k2j+1 ≤ k1 and such that α(q) starts
with
w+
(
wk1w+
) (
wk2w+
) · · ·(wk2j−1w+) (wk2jw+) (wk2j+1w+) .
Next, there exists an integer k′2j+2 ≥ 0 and a word u of length m such that α(q) starts
with
w+
(
wk1w+
) (
wk2w+
) · · ·(wk2j−1w+) (wk2jw+) (wk2j+1w+)(wk′2j+2)u.
Applying (9.1) we obtain the lexicographic inequalities
u ≤ w+ and w+
(
wk
′
2j+2u
)
≥ w+ (wk1w+) .
Hence k′2j+2 ≤ k1, and
u =
{
w+ if k′2j+2 = k1,
w+ or w if k′2j+2 < k2.
There exists therefore an integer k2j+2 satisfying 0 ≤ k2j+2 ≤ k1 and such that α(q) starts
with
w+
(
wk1w+
) (
wk2w+
) · · ·(wk2j−1w+) (wk2jw+) (wk2j+1w+) (wk2j+2w+) .
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We complete the proof of the proposition by recalling that α(q) is periodic for every
q ∈ V \ U ; therefore the sequence (kj) is also periodic. 
Corollary 9.7. If q ∈ (V \ U)∩ [pL, pR) and β(q) = b1 · · · b+N0∞, then b1 · · · b+N ends with
w+w` for some ` ≥ 0. More precisely, b1 · · · b+N = w+; otherwise there exist a positive
integer j and nonnegative integers k1, . . . , k2j such that
b1 · · · b+N =
w
+
(
wk1w+
) (
wk2w+
) · · ·w+ (wk2j−1w+)wk2j−1w+ if k2j ≥ 1,
w+
(
wk1w+
) (
wk2w+
) · · ·w+ (wk2j−1+1) if k2j = 0.
Proof. The case q = pL is obvious. Otherwise it follows from the structure of α(q) in
Proposition 9.6 that its period has to end just before a word w+, so it is of the form
w+
(
wk1w+
) (
wk2w+
) · · ·w+ (wk2j−1w+)wk2j
for some j ≥ 1. This implies our claim. 
Now we can show that Lemma 9.5 does not hold for any base q ∈ (V \ U) ∩ [pL, pR)
different from the numbers rk:
Corollary 9.8. Let q ∈ (V\U)∩[pL, pR) with β(q) = b1 · · · b+N0∞. Let us denote by F ′ the
set of sequences (ci) starting with w = a1 · · · am and satisfying the following conditions:
cn+1cn+2 · · · ≤ α(pL) for n = 0 and whenever cn < M ;
cn+1cn+2 · · · ≤ α(pL) for n = 0 and whenever cn > 0.
If β(q) is not of the form a1 · · · a+m (a1 · · · am)` 0∞ for any ` ≥ 0, then the condition (9.15)
of Lemma 9.5 is not satisfied.
Proof. We infer from Proposition 9.6 and Corollary 9.7 that there exists a k satisfying
1 ≤ k < N and bk < M such that bk+1 · · · b+N = w+w` for some ` ≥ 0. Then we have
bk+1 · · · b+Nc1c2 · · · = w+w`c1c2 · · · ≥ w+w`α(pL) = α(pR) > α(q). 
We end this section by deducing from Proposition 9.6 a property that will be used in
the next section for the proof of Theorem 1.10 . We need a lemma.
Lemma 9.9. Consider the interval [pL, pR] with an arbitrary pL ∈ V \ U , and pick an
arbitrary qL ∈ [pL, pR] ∩ (V \ U). Write
β(qL) = b1 · · · b+n 0∞
and define a base qR by the usual formula
β(qR) = α(qR) = b1 · · · b+n
(
b1 · · · bn
)∞
.
Then [qL, qR] ⊆ [pL, pR].
Proof. We have qL < pR because pR ∈ U by Lemma 9.4. If qL = pL, then qR = pR, and we
have an equality. Henceforth we assume that pL < qL < pR. Then, writing w := a1 · · · am
for brevity, by Corollary 9.7 we have either β(qL) = w+wk1+1 0∞, or β(qL) starts with
the word w+wk1w+. In the first case β(qR) starts with
w+wk1+1w+ < w+wk1+2,
while in the second case β(qR) starts with
w+wk1w+ < w+wk1+1.
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Since β(pR) = w+w∞, we have β(qR) < β(pR) in both cases, and therefore qR < pR by
Proposition 2.3 (i). 
In the proof of the following proposition we use an important theorem of Alcaraz
Barrera et al. [2].
Proposition 9.10. The topological entropy h(V ′q) is constant in [qL, qR] for every qL ∈
V \ U .
Proof. Since h(V ′q) = 0 for all 1 < q ≤ qKL by [20, Lemma 2.2], we may assume that
qL ≥ qKL. Then there exists a q0 ∈ U \ U such that qL ∈ [q0, q∗0], and qL < q∗0 because
q∗0 ∈ U . Here (q0, q∗0) denotes the arbitrary connected component of (1,M + 1) \ U , see
Proposition 2.8.
We know from [20, Lemma 2.11] that [q0, q∗0] is a stability interval for the topological
entropy, and hence it is contained in a maximal stability interval. Since the maximal
stability intervals in [qKL,M + 1) are of the form [pL, pR] with a suitable pL ∈ U \ U by
[2, Theorem 2], we have qL ∈ [q0, q∗0] ⊂ [pL, pR] for some pL ∈ U \ U . Applying Lemma
9.9 hence we infer that [qL, qR] ⊆ [pL, pR]. Since the topological entropy h(V ′q) is constant
in [pL, pR], it is also constant in the subinterval [qL, qR]. 
10. Proofs of Theorems 1.8 and 1.10
First we prove Theorems 1.8 and 1.10 for q = q0.
Proof of Theorem 1.8 for q = q0. It follows from Lemma 4.1 that G˜(q0) generates the
words α1 · · ·αN and α1 · · ·αN . Let F ′ be the set of sequences (ci) in G˜ ′q0 that start
with α1 · · ·αN , and consider an arbitrary (ci) ∈ F ′. Then
(ci) ∈ F ′ ⊆ G˜ ′q0 = V˜ ′q0 .
The last equality is from Corollary 4.3. Since c1 · · · cN = α1 · · ·αN , the condition (9.8)
of Lemma 9.3 is automatically satisfied. By Lemma 4.2 the condition (9.9) of Lemma
9.3 and the conditions (9.5) and (9.6) are also satisfied (see (4.1)). Therefore, in view of
Lemma 9.3 we may apply Corollary 9.2 to conclude that dimUmq0 ≥ dimFq0 for all m ≥ 1.
Since dimUmq0 ≤ dimUq0 , it remains to show that dimUq0 ≤ dimFq0 .
Since G˜(q0) is strongly connected by assumption, G˜q0 may be covered by a finite number
of sets, each similar to Fq0 , so that dim G˜q0 ≤ dimFq0 . The theorem follows because
dimUq0 = dim G˜q0 by Corollary 7.2. 
For the proof of Theorem 1.10 we need another preliminary result:
Lemma 10.1. Assume q0 ∈ U \ U and β(q0) = α1 · · ·α+N . Then the subgraph G˜1(q0)
formed by the vertices of the form (a−i , ai) and (bi, b
+
i ) for i = 1, . . . , N is strongly con-
nected. Furthermore G˜1(q0) contains the words α1 · · ·αN and α1 · · ·αN .
Proof. It follows from Lemma 4.1 that the vertices of G˜1(q0) are formed of the vertices of
two cycles of N vertices that generate the words α1 · · ·αN and α1 · · ·αN , respectively. It
remains to show that there is a path from some vertex of the first cycle to some vertex of
the second cycle, and there is a path from some vertex of the second cycle to some vertex
of the first cycle. By reflection it suffices to consider the first case.
The vertices of the first cycle are of the form (ak, ai), (bn, ai), (ηj, ai) with i = 1, . . . , N
and k, n ∈ {1, . . . , N} and j ∈ {1, . . . ,M}. Observe that (aN , a+N) = (θα+N , ηα+N ) is a
switch interval and hence is not a vertex of G(q0). Furthermore, (a1, a+1 ) is not a vertex
of G˜(q0) by definition, and hence it is not a vertex of the subgraph G˜1(q0) either.
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Thus we have at most N − 2 vertices of the form (ak, ai) in G˜1(q0), and therefore the
first cycle of G˜1(q0) contains at least one vertex of the form (bn, ai) or (ηj, ai). In the first
case (bn, ai) is a common vertex of the two cycles. In the second case we have
(ηj, ai)
j−→ (b1, b+1 )
by Lemma 3.3 (iii); since (b1, b+1 ) is a vertex of the second cycle, this is an edge from the
first cycle to the second one. 
Proof of Theorem 1.10 for q = q0. Applying Lemma 10.1, let F ′ be the set of sequences
in G˜ ′1,q0 starting with α1 · · ·αN . Since G˜ ′1,q0 ⊆ G˜ ′q0 , we may repeat the preceding proof to
obtain dimUmq0 ≥ dimFq0 for all m ≥ 1, and it remains to show that dimUq0 ≤ dimFq0 .
Since dim G˜1,q0 = dimUq0 by our assumption, it is sufficient to show that dim G˜1,q0 ≤
dimFq0 . This follows similarly to the proof of Theorem 1.8 for q = q0 above because
Lemma 10.1 implies that G˜1,q0 may be covered by a finite number of sets, each similar to
Fq0 . 
Proof of Theorem 1.8 for q = rk with k ≥ 1. Let us consider F ′ as defined in Lemma 9.5
with pL := p < q. Then F ′ ⊆ G˜ ′p ⊆ G˜ ′q. It follows from Lemma 9.5 and Corollary 9.2 that
dimUmq ≥ dimFq for all m ≥ 1.
Since dimUmq ≤ dimU1q ≤ dimVq, we end the proof by showing that dimVq = dimFq.
This follows from the equalities
(10.1) dimVq =
h(V ′q)
log q
=
h(V ′p)
log q
=
h(U ′p)
log q
=
h(G˜ ′p)
log q
=
h(F ′)
log q
= dimFq.
The first and last equalities are from Proposition 2.9. The second equality follows from
Lemma 9.4 and Proposition 9.10. The third equality is from Proposition 2.9 (i).
The fourth and fifth equalities are equivalent to
h(U ′p)
log p
=
h(G˜ ′p)
log p
=
h(F ′)
log p
or equivalently to dimUp = dim G˜p = dimFp.
Here the first one follows from Corollary 7.2. The second one follows from the fact that
Fp ⊂ Gp, and that G˜p may be covered by finitely many sets similar to Fp by the strong
connectedness of G˜(p). 
Proof of Theorem 1.10 for q = rk with k ≥ 1. As in the proof for q = q0 = r0, let F ′ be
the set of sequences in G˜ ′1,q0 starting with α1 · · ·αN . Since G˜ ′1,q0 ⊆ G˜ ′q0 , we may repeat the
preceding proof to obtain dimUmq0 ≥ dimFq0 for all m ≥ 1, and it remains to show that
dimUq0 ≤ dimFq0 . This follows by observing that the equalities (10.1) hold again with
p := q0 and q := rk if we replace G˜ ′p by G˜ ′1,p. There are only two changes in the justification
of these equalities: we have h(V ′q) = h(V ′p), i.e., h(V ′rk) = h(V ′q0) by Proposition 9.10, and
we have h(U ′p) = h(G˜ ′1,p) by the assumption of the theorem. 
Remark 10.2. Our proofs of Theorems 1.8 and 1.10 do not remain valid for q ∈ V \ U
because if q ∈ V \ U and β(q) = ww−0∞, then G˜ ′q, and even the larger set G ′q, does not
contain any sequence starting with ww. Indeed, assume on the contrary that there exists
a sequence (ci) ∈ G ′q starting with ww. Then, since G ′q ⊂ V ′q and α(q) = (ww)∞, applying
[11, Lemma 3.4 (a)] we obtain that (ci) = (ww)∞, and therefore (ci) /∈ U ′q by Corollary
2.2. This is a contradiction because U ′q = G ′q by Theorem 1.1 (ii).
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11. An example related to the structure of univoque graphs
In this section we will discuss an example related to Theorems 1.1, 1.3 and 1.4. This
allows us to explain Proposition 2.8 (iii)-(v) in a transparent way, instead of the former
combinatorial and less intuitive arguments.
Example 11.1. Let M = 3 and
β(q0) = 331 0
∞
β(q1) = 331 003 0
∞
β(q2) = 331 003 002 331 0
∞
β(q3) = 331 003 002 331 002 330 331 003 0
∞
We have q0 ∈ U \ U and q1, q2, q3 ∈ V \ U . For q0, by the usual arguments, we have the
following relations
θ0 < b1 < b2 < θ1 = a3 < η1 < θ2 < η2 < θ3 < η3 = b3 < a2 < a1 < η4.
Figure 11.1 (a) shows that G˜(q0) is strongly connected. (This will also follow from
Proposition 12.5 in the next section.) Furthermore, by Theorem 1.1 (i) we have
G ′q0 = V ′q0 .
It follows from Theorem 1.3 that G(q0) is isomorphic to G(q1), and by Theorem 1.1 (ii)
we have G ′q1 = U ′q1 . Thus we have
G ′q1 = U ′q1 = V ′q0 = G ′q0 .
This is illustrated by Figures 11.1 (a) and (b).
Next we discuss the graph G(q2), shown in Figure 11.2. We infer from Lemmas 6.1
(ii)-(iii) and 6.3 (iii)-(iv) the following properties, that may be read off from the figures:
• Gˆ(q2) is isomorphic to G(q1); more precisely, G ′q1 = U ′q1 = Gˆ ′q2 .
• G(q2) contains a cycle C2 with 6 vertices, and all sequences generated by C2 end
with (331002)∞.
• The vertices of the subgraph Gˆ(q2) and of the cycle C2 form a partition of the
vertices of G(q2).
• There exist edges from Gˆ(q2) to C2, but there is no edge from C2 to Gˆ(q2). Therefore
V ′q1 = G ′q2 = U ′q2 .
Finally, we investigate the graph G(q3) shown in Figure 11.3. Lemmas 6.1 (ii)-(iii) and
6.3 (iii)-(iv) imply the following properties that may be verified on the figures:
• Gˆ(q3) is isomorphic to G(q2); more precisely, G ′q2 = U ′q2 = Gˆ ′q3 .
• G(q3) contains a cycle C3 with 12 vertices, and all the sequences generated by C3
end with (331003002330)∞.
• The vertices of the subgraph Gˆ(q3) and of the cycle C3 form a partition of the
vertices of G(q3).
• There exist edges from Gˆ(q3) to C3, but there is no edge from C3 to Gˆ(q3). Therefore
V ′q2 = Gq′3 = U ′q3 .
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Figure 11.1. (a) The left graph G(q0) associated with β(q0) = 331 0∞.
(b) The right graph G(q1) associated with β(q1) = 331 003 0∞.
Figure 11.2. The graph G(q2) associated with
β(q2) = 331 003 002 331 0
∞.
The blue arrows denote the edges from Gˆ(q2) to C2.
12. Comments and examples related to Theorems 1.8 and 1.10
12.1. Strong connectedness of G˜(q). In connection with Theorems 1.8 and 1.10 we
investigate the strong connectedness of G˜(q) for q ∈ U \ U in view of Theorems 1.3 and
1.4 in this section.
Let’s recall some notation in Sections 4 and 6. We denote by G˜(q) the subgraph that
is obtained from G(q) by keeping only the vertices that are subintervals of (b1, a1) and
G˜1(q) the subgraph of G˜(q), formed by the vertices of the form (a−i , ai) and (bi, b+i ). Set
G˜ ′q is the set of sequences generated by G˜(q) and G˜q :=
{
(ci)q : (ci) ∈ G˜ ′q
}
. G˜ ′1,q, G˜1,q have
the same meaning as G˜ ′q, G˜q.
There may be five different types of vertices of G˜(q) as follows:
(a−i , ai), (bi, b
+
i ), (ai, bj), (θ
−
i , θi) and (ηi, η
+
i ).
The following result allows us to decide in many cases whether Theorem 1.8 may be
applied.
Proposition 12.1. Let q ∈ U \ U . The graph G˜(q) is strongly connected if and only if
there exists from G˜1(q) a path to each vertex of the form of (ai, bj) and (θ−i , θi).
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Figure 11.3. The graph G(q3) associated with
β(q3) = 331 003 002 331 002 330 331 003 0
∞.
The blue arrows denote the edges from Gˆ(q1) to C2 and C3, respectively.
The red arrows denote the edges from the image Cˆ2 of C2 to C3.
Proof. By Lemma 10.1 G˜(q) contains a strongly connected subgraph G˜1(q), formed by the
vertices of the form (a−i , ai) and (bi, b
+
i ). The vertices outside G˜1(q) are of the form of
(ai, bj), (θ−i , θi) or (ηi, η
+
i ). The first path of Lemma 4.1 shows that there is a path from
(ai, bj) to G˜1(q). Next, the relation (θ−i , θi) i−1−−→ (a−1 , a1) of Lemma 3.3 (ii) shows that
there is a path from (θ−i , θi) to the graph G˜1(q). By reflection, there is also a path from
(ηi, η
+
i ) to G˜1(q).
Therefore, G˜(q) is strongly connected if and only if, conversely, there exists a path from
G˜1(q) to each vertex of the form of (ai, bj), (θ−i , θi) and (ηi, η+i ). By reflection, we only
need to consider (θ−i , θi). 
Remark 12.2. A different and deep necessary and sufficient condition follows from some
recent results of Alcaraz Barrera, Baker and Kong [2]. They characterized the transitivity
of a special subshift V˜ ′q (see (4.1)).
• If q ∈ U \ U , then V˜ ′q = G˜ ′q by Corollary 4.3, and therefore the transitivity of V˜ ′q is
equivalent to the strong connectedness of G˜(q).
• If q ∈ V \ U , then G˜ ′q is a proper subset of V˜ ′q, and V˜ ′q is not transitive by [2,
Lemma 3.16], while G˜ ′q is transitive for some q. More precisely, using the notations
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of Theorems 1.3 and 1.4 for any fixed q0 ∈ U \ U , G˜ ′q1 = G˜ ′q0 is transitive, while
V˜ ′q1 = G˜ ′q2 is not transitive because G˜(qm) is not strongly connected for any m ≥ 2
by Theorem 1.4; see, e.g., Figure 1.3 or Example 11.1 and Figure 11.2 below.
Corollary 12.3. Let M = 1 and q ∈ U \ U . The graph G˜(q) is strongly connected if and
only if there exists from G˜1(q) a path to each vertex of the form of (ai, bj).
In particular, if G˜(q) does not contain any vertex of the form of (ai, bj), then G˜(q) is
strongly connected.
Proof. In this case G˜(q) contains only one vertex of the form of (θ−i , θi), namely (θ−1 , θ1) =
(a−N , aN), and it belongs to G˜(q). Therefore, in applying Proposition 12.1 to check the
strong connectedness of G˜(q), it suffices to consider the vertices of the form of (ai, bj). 
Example 12.4. We recall that the Multinacci numbers are defined for M = 1 by β(q) :=
1N0∞, N ≥ 3. In particular, for M = 1 and N = 3 we get the Tribonacci number.
We consider, more generally, the numbers defined by β(q) := MN 0∞ for any M ≥ 1
and N ≥ 3. By Lemma 3.4 (i) we have
ai = (αi · · ·α+N)q < (αi−1 · · ·α+N)q = ai−1 and hence bi−1 < bi
for i = 2, . . . , N . Using Proposition 2.1 (i) now we get
(12.1) θ0 < b1 < · · · < bN−1 < aN = θ1 < bN = η1 < aN−1 < · · · < a1 < ηM+1
if M = 1, and
(12.2) θ0 < b1 < · · · < bN−1 < θ1 < bN = η1 < θ2 < η2 < · · · < ηM−1
< θM = aN < ηM < aN−1 < · · · < a1 < ηM+1
if M > 1.
It follows from (12.1) that G˜(q) does not contain any vertex of the form of (ai, bj).
Therefore G˜(q) is strongly connected by Corollary 12.3.
Next we show that G˜(q) is strongly connected for M > 1, too. By (12.2), G˜(q) does
not contain any vertex of the form of (ai, bj). By Proposition 12.1 it remains to show
that there exists a path from G˜1(q) to each vertex (θ−i , θi). This follows by deducing from
(12.2) that
• (bN−1, θ1) is a vertex of G˜1(q),
• T0((bN−1, θ1)) = (bN , a1),
• (θ−i , θi) ⊂ (bN , a1) for i = 2, . . . ,M .
We have also a simple sufficient condition for the strong connectedness G˜(q):
Proposition 12.5. If q ∈ U \ U and
(12.3) b2 < min {ai : 1 < i < N} ,
then G˜(q) is strongly connected.
Proof. By Proposition 12.1, it suffices to show that there exists a path from G˜1(q) to every
vertex of G˜(q). We distinguish two cases:
(a) There exists a k ≥ 1 such that b1 < θk < b2;
(b) There exists a k ≥ 1 such that θk−1 < b1 < b2 < θk. (We recall that θ0 = 0.)
In Case (a) let ` ≥ 1 be the least integer satisfying b1 < θ`. Then by our assumption
(12.3) every vertex of G˜(q), contained in (b1, θ`) is also a vertex of G˜1(q). Since
T`−1((b1, θ`)) = (b2, a1),
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it follows that there exists a path from G˜1(q) to every vertex of G˜(q), contained in (b2, a1).
By reflection, there exists a path from G˜1(q) to every vertex of G˜(q), contained in
(b1, a2).
We conclude by observing that
(b1, a1) = (b1, a2) ∪ (b2, a1)
by (12.3), and that every vertex of G˜(q) is contained in (b1, a1).
In case (b) there exists a largest integer i ≥ 2 such that
θk−1 < b1 < b2 < · · · < bi−1 < bi < θk,
and we have the following relations:
Tk−1((b1, b2)) = (b2, b3), . . . , Tk−1((bi−1, bi)) = (bi, bi+1) ⊃ (bi, θk)
Tk−1((bi, θk)) = (bi+1, a1).
(12.4)
By our assumption (12.3) each vertex of G˜(q), contained in (b1, b2) is also a vertex of
G˜1(q). Using (12.4) it follows that there exists a path from G˜1(q) to every vertex of G˜(q),
contained in (b2, a1). By reflection there exists also a path from G˜1(q) to every vertex of
G˜(q), contained in (b2, a1), and we conclude as in the preceding case. 
Example 12.6. Let M = 1, N = 5 and β(q) = 11011 0∞. Then q ∈ U \U , and the greedy
expansions of a1, . . . , a5 and b1, . . . , b5 are
11011 0∞, 1011 0∞, 011 0∞, 11 0∞, 1 0∞
and
00101(00101)∞, 0101(00101)∞, 101(00101)∞, 01(00101)∞, 1(00101)∞,
respectively. Applying Proposition 2.1 (i) we obtain the relations
θ0 < b1 < b4 < b2 < a3 < a5 = θ1 < b5 = η1 < b3 < a2 < a4 < a1 < η2.
The graph G˜(q) is strongly connected by Corollary 12.3.
Example 12.7. Let M = 4, N = 4 and β(q) = 4331 0∞. Then q ∈ U \ U . By Lemmas 3.4
(i) and 3.5 (ii) the greedy expansions of a1, . . . , a4 and b1, . . . , b4 are
4331 0∞, 331 0∞, 31 0∞, 1 0∞,
and
0114 (0114)∞, 114 (0114)∞, 14 (0114)∞, 4 (0114)∞.
Applying Proposition 2.1(i) we obtain the relations
θ0 < b1 < a4 = θ1 < η1 < b2 < b3 < θ2
< η2 < θ3 < η3 < a3 < a2 < θ4 < η4 = b4 < a1 < η5.
The G˜(q) is strongly connected by Proposition 12.5. Note that we cannot apply Corollary
12.3 because M > 1.
Example 12.8. Let M = 1, N = 10 and α(q) = 1110011011 0∞. By the usual argument
we have the following inequalities:
θ0 < b1 < b6 < b2 < a4 < b9 < b7 < a8 < b3 < a5 < a10 = θ1
< b10 = η1 < b5 < a3 < b8 < a7 < a9 < b4 < a2 < a6 < a1 < η2.
Although G˜(q) contains intervals of the form (ai, bj), the graph is still strongly connected
by Proposition 12.5.
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Example 12.9. Let M = 1 and β(q) = 111 001 01 0∞. We have the usual relations:
0 < b1 < a4 < b2 < a7 < a5 < b6 < b3 < θ1 = a8
< η1 = b8 < a3 < a6 < b5 < b7 < a2 < b4 < a1 < η2.
Since a4 < b2, we cannot apply Proposition 12.5. However, we will apply Proposition
12.1 to show that G˜(q) is strongly connected.
We infer from the above relations that G˜(q) has four vertices that do not belong to
G˜1(q):
(a4, b2), (a5, b6), (a6, b5) and (a2, b4).
The relations show that (a3, a6) is a vertex of G˜1(q), and
T1((a3, a6)) = (a4, a7) ⊃ (a4, b2),
so that there is vertex from G˜1(q) to (a4, b2), and then by reflection to (a2, b4), too.
Furthermore,
T0((a4, b2)) = (a5, b3) ⊃ (a5, b6),
so that there is path from G˜1(q) to (a5, b6), and then by reflection to (a6, b5), too.
12.2. Comments on the validity of Theorems 1.8 and 1.10. In Example 12.10 the
graph G(q) is not strongly connected, but Theorem 1.10 may be applied. In Example
12.11 we exhibit a base q ∈ U \ U for which none of Theorems 1.8 and 1.10 applies.
Example 12.10. Let M = 4 and β(q0) = 322 0∞. By the usual arguments, we have the
following relations:
θ0 < θ1 < η1 < b1 < θ2 = a3 < η2 < a2 < b2 < θ3 < η3 = b3 < a1 < θ4 < η4 < η5.
The subgraph G˜(q0) has five vertices:
(b1, a3), (η2, a2), (a2, b2), (b2, θ3), (b3, a1),
and the following edges:
(b1, a3)
1−→ (b2, θ3), (b1, a3) 1−→ (b3, a1),
(η2, a2)
2−→ (b1, a3), (b2, θ3) 2−→ (b3, a1),
(b3, a1)
3−→ (b1, a3), (b3, a1) 3−→ (η2, a2),
and
(a2, b2)
2−→ (η2, a2), (a2, b2) 2−→ (a2, b2), (a2, b2) 2−→ (b2, θ3).
Since there is no path to (a2, b2) from any other vertex, G˜(q0) is not strongly connected.
On the other hand, we have two strongly connected components: G˜1(q0) formed by the
four vertices
(b1, a3), (η2, a2), (b2, θ3), (b3, a1),
and the subgraph G˜2(q0) consisting of the only vertex (a2, b2) and the only edge (a2, b2) 2−→
(a2, b2). We have obviously dim G˜2,q0 = 0, and therefore
dim G˜1,q0 = dim G˜q0 = dimUq0 ,
so that Theorem 1.10 may be applied for q = rk, k ≥ 0 with β(rk) = 322 (123)k 0∞.
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Example 12.11. LetN = 15 and β(q) =MMM 00M 000MMM 00M 0∞, then q ∈ U\U .
We claim that the graph G˜(q) is strongly connected if and only if M > 1 and for M = 1
Theorems 1.8 and 1.10 do not apply.
First we show that G˜(q) is not strongly connected if M = 1. We obtain by the usual
arguments the relations
θ0 < b1 < b10 < a7 < a13 < a4 < b2 < b11 < a8 < a14 < a5
< b3 < b12 < b6 < a9 < θ1 = a15 < η1 = b15 < b9 < a6 < a12 < a3
< b5 < b14 < b8 < a11 < a2 < b4 < b13 < b7 < a10 < a1 < η2.
These relations implies that the subgraph G˜2(q) formed by the four vertices of the form
(ai, bj) is strongly connected because of the relations
T0((a4, b2)) = (a5, b3), T0((a5, b3)) = (a6, b4) ⊃ ((a3, b5) ∪ (a2, b4)),
T1((a2, b4)) = (a3, b5), T1((a3, b5)) = (a4, b6) ⊃ ((a4, b2) ∪ (a5, b3))(12.5)
Furthermore, a sequence (ci) is generated by the graph G˜2(q) if and only if
(12.6) (cn+i) ≤ α(q) = (110)∞ and (cn+i) ≤ α(q) = (110)∞ for all n ≥ 0.
The subgraph G˜1(q) formed by the vertices of the form (a−i , ai) and (bj, b+j ) is also
strongly connected, and it contains the words 000 110 111 000 111 by Lemma 10.1.
We claim that there is no path going from G˜1(q) to G˜2(q), and therefore G˜(q) is not
strongly connected. By the monotonicity of maps T0(x) = qx and T1(x) = qx− 1, there
are at most two edges ending at an arbitrarily chosen vertex of G˜(q). Since
T0((0, b1)) ⊃ (a4, b2), T1((a3, b5)) ⊃ (a4, b2) ∪ (a5, b3) and T0((a4, b2)) = (a5, b3)
(see (12.5)), there are no paths from G˜1(q) to the vertices (a4, b2) and (a5, b3). By sym-
metry, there are no paths from G˜1(q) to (a2, b4) and (a3, b5) either. Next we show that
dim G˜2,q > dim G˜1,q and therefore dimUq = dim G˜2,q. The inequality follows from the re-
lation r(A1) < r(A2) between the spectral radii of the adjacency matrices corresponding
to the subgraph G˜1(q) and G˜2(q), respectively. Indeed, a direct computation shows that
r(A1) ≈ 1.14798 and r(A2) ≈ 1.61803.
If we want to apply Lemma 9.3, then the condition (9.8) implies that each (ci) ∈ F ′
has to start with c1 · · · c3 ≤ 000. Since no sequence generated by G˜2(q) contains the word
000 (see (12.6)), we have dimFq ≤ dim G˜1,q < dimUq.
Finally, we show that the graph G˜(q) is strongly connected if M > 1. We obtain by
the usual arguments the relations
θ0 < b1 < b10 < a7 < a13 < a4 < b2 < b11 < a8 < a14 < a5 < b3 < b12 < b6 < a9
< θ1 < η1 = b15 < θ2 < η2 < · · · < θM−1 < ηM−1 < θM = a15 < ηM
< b9 < a6 < a12 < a3 < b5 < b14 < b8 < a11 < a2 < b4 < b13 < b7 < a10 < a1 < η2.
We recall that (θ1, η1), . . . , (θM , ηM) are the switch intervals. In view of Proposition
12.1 we need to prove that there exists a path from G˜1(q) to each vertex of the form
(ai, bj) and (θ−i , θi) of G˜(q). The above order relations show that (b14, b8) is a vertex of
G˜1(q), and
(b14, b8)
M−→ (η1, θ2).
Furthermore, we have
T1((η1, θ2)) = (b1, a1)
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by Lemma 3.3 (ii) and (iii), Since (b1, a1) contains all the vertices of G˜(q), we conclude
that there exists a path from the vertex (b14, b8) to each vertex of G˜(q).
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