We first derive a general integral-turnpike property around a set for infinite-dimensional non-autonomous optimal control problems with any possible terminal state constraints, under some appropriate assumptions. Roughly speaking, the integral-turnpike property means that the time average of the distance from any optimal trajectory to the turnpike set converges to zero, as the time horizon tends to infinity. Then, we establish the measure-turnpike property for strictly dissipative optimal control systems, with state and control constraints. The measure-turnpike property, which is slightly stronger than the integral-turnpike property, means that any optimal (state and control) solution remains essentially, along the time frame, close to an optimal solution of an associated static optimal control problem, except along a subset of times that is of small relative Lebesgue measure as the time horizon is large. Next, we prove that strict strong duality, which is a classical notion in optimization, implies strict dissipativity, and measure-turnpike. Finally, we conclude the paper with several comments and open problems.
Introduction
We start this paper with an intuitive idea in general terms. Consider the optimal control problem inf 1 T T 0 f 0 (y(t), u(t)) dt, subject toẏ(t) = f (y(t), u(t)), t ∈ [0, T ], under some terminal state conditions, with T > 0 large. Setting s = t/T and ε = 1/T , we rewrite the above optimal control problem as Then, we expect that, as ε → 0, there is some convergence to the static problem inf f 0 (y, u), subject to f (y, u) = 0.
This intuition has been turned into rigorous results in the literature, under some appropriate assumptions. These results say roughly that, if T is large, then any optimal solution y(·) on [0, T ] spends most of its time close to an optimal solution y s of the static problem. This is the (neighborhood) turnpike phenomenon. We call the point y s a turnpike point. This turnpike phenomenon was first observed and investigated by economists for discrete-time optimal control problems (see, e.g., [11, 20] ). In the last three decades, many turnpike results have been established in a large number of works (see, e.g., [1, 2, 6, 7, 9, 12, 16, 19, 25, 32, 33, 34] and references therein), either for discrete-time or continuous-time problems involving control systems in finite-dimensional state spaces, and very few of them in the infinite dimensional setting.
A more quantitative turnpike property, which is called the exponential turnpike property, has been established in [22, 23, 29] for both the linear and nonlinear continuous-time optimal controlled systems. It means that the optimal solution for the dynamic controlled problem remains exponentially close to an optimal solution for the corresponding static controlled problem within a sufficiently large time interval contained in the long-time horizon under consideration. We stress that in those works not only the optimal state and control, but also the corresponding adjoint vector, resulting from the application of the Pontryagin maximum principle, were shown to remain exponentially close to an extremal triple for a corresponding static optimal control problem, except at the extremities of the time horizon. The main ingredient in the papers [22, 23, 29] is an exponential dichotomy transformation and the hyperbolicity feature of the Hamiltonian system, deriving from the Pontryagin maximum principle, under some controllability and observability assumptions.
However, not all turnpike phenomena are around a single point. For instance, the turnpike theorem for calculus of variations problems in [25] is proved for the case when there are several turnpikes. More precisely, they show that there exists a competition between the several turnpikes for optimal trajectories with different initial states, and provide in particular a criterion for the choice of turnpikes that are in competition. On the another hand, for some classes of optimal control problems for periodic systems, the turnpike phenomenon may occur around a periodic trajectory, which is itself characterized as being the optimal solution of an appropriate periodic optimal control problem (cf., e.g., [26, 28, 33, 34, 35] ).
In this paper, the first main result is to derive a more general turnpike result, valid for very general classes of optimal control problems settled in an infinite-dimensional state space, and where the turnpike phenomenon is around a set T . This generalizes the standard case where T is a singleton, and the less standard case where T is a periodic trajectory. Between the case of one singleton and the periodic trajectory, however, there are, to our knowledge, very few examples for intermediate situations in the literature.
The organization of the paper is as follows. In Section 2, we build up an abstract framework to derive a general turnpike phenomenon around a set. In Section 3, we enlighten the relationship between the above-mentioned abstract framework and the strict dissipativity property. Under the strict dissipativity assumption for optimal control problems, we establish the so-called measureturnpike property. In Section 4, we provide some material to clarify the relationship between measure-turnpike, strict dissipativity and strong duality. Finally, Section 5 concludes the paper.
An abstract setting
In this section, we are going to derive a general turnpike phenomenon around a set T . The framework is the following.
Let X (resp., U ) be a reflexive Banach space endowed with the norm · X (resp., · U ). Let f : R × X × U → X be a continuous mapping that is uniformly Lipschitz continuous in (y, u) for all t ∈ R. Let f 0 : R × X × U → R be a continuous function that is bounded from below. Let E and F be two subsets of X and U , respectively. Given any t 0 ∈ R and t 1 ∈ R with t 0 < t 1 , we consider the non-autonomous optimal control problem
f 0 (t, y(t), u(t)) dt, subject toẏ(t) = A(t)y + f (t, y(t), u(t)), t ∈ [t 0 , t 1 ], R(t 0 , y(t 0 ), t 1 , y(t 1 )) = 0, (y(t), u(t)) ∈ E × F, t ∈ [t 0 , t 1 ].
Here, (A(t), D(A(t))) is a family of unbounded operators on X such that the existence of the corresponding two-parameter evolution system Φ(t, s) is ensured (cf., e.g., [ 
are considered in the mild sense, meaning that
Remark 1. Typical examples of terminal conditions are the following:
• When both initial and final conditions are let free in (P [t0,t1] ), take R = 0.
• When the initial point is fixed (i.e., y(t 0 ) = y 0 ) and the final point is let free, take R(s 0 , z 0 , s 1 , z 1 ) = z 0 − y 0 .
• When both initial and final conditions are fixed (i.e., y(t 0 ) = y 0 and y(t 1 ) = y 1 ), take
• When the final point is expected to coincide with the initial point (i.e., y(t 0 ) = y(t 1 ) without any other constraint), for instance in a periodic optimal control problem, in which one assumes that there exists T > 0 such that f (t + T, y, u) = f (t, y, u) and
Hereafter, we call (y(t), u(t)), t ∈ [t 0 , t 1 ], an admissible pair if it verifies the state equation and the constraint (y(t), u(t)) ∈ E × F for almost every t ∈ [t 0 , t 1 ]. We remark that the definition of admissible pair does not require that the terminal state condition R(t 0 , y(t 0 ), t 1 , y(t 1 )) = 0 is satisfied. We denote by 
Throughout the paper, we assume that the problem (P [t0,t1] ) has optimal solutions, and that an admissible pair (y(·), u(·)), with initial state y(t 0 ), is said to be optimal for the problem (P [t0,t1] ) if R(t 0 , y(t 0 ), t 1 , y(t 1 )) = 0 and
. Existence of optimal solutions for optimal control problems is well-known under appropriate convexity assumptions on f 0 , f and R with E and F convex and closed (see, for instance, [18, Chapter 3] ).
We then consider the optimal control problem
Compared with the problem (P [t0,t1] ), in the above problem there is no terminal state constraint, i.e., R(·) = 0. In fact, it is the infimum with time average cost over all possible admissible pairs:
We say the problem (P [t0,t1] ) has a limit value if lim t1→+∞J[t 0,t1] exists. We refer [15, 24] for the sufficient conditions ensuring the existence of the limit value. More precisely, asymptotic properties of optimal values, as t 1 tends to infinity, have been studied in [24] under suitable nonexpansivity assumptions, and in [15, Corollary 4 (iii)] by using occupational measures. In the sequel, we assume it exists and is written asJ
Besides, given any y ∈ X we define the value function
It is the optimal value of the optimal control problem with fixed initial data y(t 0 ) = y (but free final point). Note that, if there exists no admissible trajectory starting at y (because E would not contain y), then we set V [t0,t1] (y) = +∞. For each y ∈ X, we say a limit value exists if lim t1→+∞ V [t0,t1] (y) exists. We now assume that, for each y ∈ X, the limit value exists and is written as
Clearly, we have
and thus lim inf
and thus
Remark 2. If the optimal control problem is autonomous (i.e., A(·) = A, f and f 0 are independent of time variable), it follows from the definitions thatJ [t0,+∞) , as well as V [t0,+∞) (y), ∀y ∈ X, do not depend on t 0 ∈ R.
Remark 3. Actually we haveJ
This is obvious because we can split the infimum and writē
In order to state the general turnpike result, we make the following assumptions:
(H 1 ). (Turnpike set) There exists a closed set T ⊂ X (called turnpike set) such that
(H 2 ). (Viability) The turnpike set T is viable, meaning that, for every y ∈ T and for every t 0 ∈ R, there exists an admissible pair (y(·), u(·)) such that y(t 0 ) = y and y(t) ∈ T for every t ≥ t 0 . Moreover, every admissible trajectory remaining in T is optimal in the following sense: for every y ∈ T , for every t 0 ∈ R, for every admissible pair (y(·), u(·)) such that y(t 0 ) = y and y(t) ∈ T for every t ≥ t 0 , we have
(H 3 ). (Controllability) There existδ 0 > 0 andδ 1 > 0 such that, for every t 0 ∈ R and every t 1 ∈ R with t 1 > t 0 +δ 0 +δ 1 , and every optimal trajectory y(·) for the problem (P [t0,t1] ),
-there exist δ 0 ∈ (0,δ 0 ] and an admissible pair (
-for every y ∈ T , there exist δ 1 ∈ (0,δ 1 ] and an admissible pair (y 1 (·), u 1 (·)) on [t 1 −δ 1 , t 1 ] such that y 1 (t 1 − δ 1 ) = y and y 1 (t 1 ) = y(t 1 ).
(H 4 ). (Coercivity) There exist a monotone increasing continuous function β : [0, +∞) → [0, +∞) with β(0) = 0 and a distance dist(·, T ) to T such that for every t 0 and everyŷ ∈ X,
holds for any optimal trajectoryŷ(·) starting atŷ(t 0 ) =ŷ for the problem (P [t0,t1] ), where the last term in the above inequality is an infinitesimal quantity as t 1 → +∞.
Hereafter, we speak of Assumption (H) in order to designate assumptions (H 1 ), (H 2 ), (H 3 ) and (H 4 ).
(ii). (H 2 ) means that, starting at y ∈ T , it is better to remain in T than to leave this set.
(iii). (H 3
) is a specific controllability assumption. For instance, in the case that the initial point y(t 0 ) = y 0 and the final point y(t 1 ) = y 1 in the problem (P [t0,t1] ) are fixed, then (H 3 ) means that the turnpike set T is reachable from y 0 within timeδ 0 , and that y 1 is reachable from any point of T within timeδ 1 . When the turnpike set T is a single point, we refer the reader to [12] for a similar assumption.
(iv). (H 4 )
is a coercivity assumption involving the value function and the turnpike set T . It may not be easy to verify this condition. However, under the strict dissipativity property (which will be introduced in the next section), it is satisfied. We refer the reader to Section 3 for more discussions about the relationship with the strict dissipativity.
We first give a simple example which satisfies the Assumption (H).
Example 1.
Let Ω ⊂ R n , n ≥ 1, be a bounded domain with a smooth boundary ∂Ω, and let D ⊂ Ω be a non-empty open subset. We denote by χ D the characteristic function of D. Let M > 0 and y 0 ∈ L 2 (Ω) be arbitrarily given. For t 0 < t 1 , consider the following optimal control problem for the heat equation:
Here, we take
By the standard energy estimate, we can take E = {y ∈ X | y L 2 (Ω) ≤ y 0 L 2 (Ω) + M/λ 1 }, where λ 1 > 0 is the first eigenvalue of the Laplace operator with zero Dirichlet boundary condition on ∂Ω.
It is clear thatJ [t0,+∞) = 0. Let us define the turnpike set T = {0}. By the L ∞ -null controllability and exponential decay of the energy of heat equations, then the above control system with bounded controls is null controllable from each given point y 0 within a large time interval (see, e.g., [30] ). Therefore, the assumptions (H 1 ), (H 2 ) and (H 3 ) are satisfied. Let y(·) be any optimal trajectory starting at y(·, t 0 ) = y 0 . By the definition of value function, we see that
Hence (H 4 ) is satisfied with β(r) = r 2 , r ≥ 0.
The main result of this paper is the following. It says that a general turnpike behavior occurs around the turnpike set T , in terms of the time average of the distance from optimal trajectories to T .
(ii). Further, under the additional assumption (H 4 ) we have
for any t 0 and any optimal trajectory y(·) of the problem (P [t0,t1] ).
Remark 5. The boundedness assumption on f 0 in Theorem 1 can be removed in case the optimal control problem is autonomous, i.e., when A, f and f 0 do not depend on t, provided that the controllability assumption (H 3 ) be slightly reinforced, by assuming "controllability with finite cost": one can steer y(t 0 ) to the turnpike set T within time δ 0 and steer any point of T to y(t 1 ) within time δ 1 with a cost that is uniformly bounded with respect to every optimal trajectory y(·) and y ∈ T . For non-autonomous control problems, see also Remark 7.
The property (2.3) is a weak turnpike property, which can be called the β-integral-turnpike property, and which is even weaker than the measure-turnpike property introduced further in Section 3.2. Indeed, from (2.3) we infer that for any δ > 0, there exists T 0 > t 0 such that
Throughout the paper, we denote by |Q| the Lebesgue measure of a subset Q ⊂ R. Then, by Markov's inequality, one can easily derive that
This is weaker than the property (3.4) in Section 3.2.
Proof of Theorem 1.
and an admissible pair ( y(·), u(·)) such that
• y(·) steers the control system from y(t 0 ) to T within the time interval [t 0 , t 0 + δ 0 ],
• y(·) steers the control system from y(t 1 −δ 1 ) ∈ T to y(t 1 ) within the time interval
These trajectories are drawn in Figure 1 . 
Since f 0 is bounded on R × E × F , the first two terms on the right hand side of (2.4) converge to zero as t 1 → +∞. Since y(t 0 + δ 0 ) ∈ T , by (H 2 ) we have
As y(t 0 + δ 0 ) ∈ T , by (H 1 ) we infer
We now claim thatJ
We postpone the proof of this claim and first see how it could be used in showing the convergence (2.2). Therefore, we derive from (2.6) and (2.7) that
This, together with (2.4) and (2.5), indicate that
On the other hand, by the construction above, ( y(·), u(·)) is an admissible pair satisfying the terminal state constraint R(t 0 , y(t 0 ), t 1 , y(t 1 )) = 0, we have
This, combined with (2.8), infers that
Which, along with (2.1), leads to (2.2).
Next, we present the proof of the claim (2.7). Let (ȳ(·),ū(·)) be an optimal pair for the problem (P [t0,t1] ). Then
Since (ȳ(·),ū(·)) is also admissible for the problem (P [t0+δ0,t1] ),
we see that
By the boundedness of
, we obtain Remark 6. In the proof of Theorem 1, the role of controllability assumption (H 3 ) is to ensure that there is an admissible trajectory y(·) satisfying the terminal state condition R(t 0 , y(t 0 ), t 1 , y(t 1 )) = 0 and with a comparable cost (i.e., (2.8)).
Note that (H 3 ) can be weakened to some cases where controllability may fail: take any control system that is asymptotically controllable to the turnpike set T . This is the case for the heat equation which is asymptotically controllable for any given point (cf., e.g., [18, Chapter 7] ). Then, if one waits for a certain time, one will arrive at some neighborhood of T . Similarly, to run the proof as in Theorem 1, one needs an assumption which is stronger than (H 2 ). More precisely, one needs viability, not only along T , but also in a neighborhood of T . Under these assumptions, we believe that one can design a turnpike result for this control system with free final point.
In any case, note that, when the final point is free, having a turnpike property is more or less equivalent to having an asymptotic stabilization to T (see also an analogous discussion in [12, Remark 2] ). If additionally one wants to fix the final point, then one would need the existence of a trajectory steering any point of the neighborhood of T to the final point.
Remark 7.
As seen in the proof of Theorem 1, the assumption of boundedness of f 0 is used two times: the first one, in order to bound the first two terms of (2.4); the second one, in order to prove (2.7). For autonomous optimal control problems, on the one part we haveJ [t0+δ0,+∞) =J [t0,+∞) (see Remark 2) and then (2.7) is true, and on the other part the first two terms at the right-hand side of (2.4) converge to zero as t 1 → +∞ under the "controllability with finite cost" assumption mentioned in Remark 5. In contrast, for non-autonomous optimal control problems the situation may be more complicated, in particular due to the dependence on time of f 0 . The assumption of boundedness of f 0 is quite strong and could of course be weakened in a number of ways so as to ensure that the above proof still works. We prefer keeping this rather strong assumption in order to put light in the main line of the argument, not going into too technical details. Variants are easy to derive according to the context.
Relationship with (strict) dissipativity
In this section, we make precisely the relationship between the strict dissipativity property (which we recall in Section 3.1) and the so-called measure-turnpike property (which we define in Section 3.2).
What is (strict) dissipativity
To fix ideas, in this section we only consider the autonomous case. Let X, U , E and F be the same as in Section 2. Let A(·) ≡ A generate a C 0 semigroup {e tA : t ≥ 0} on X, and let f and f 0 be time-independent. To simplify the notation, for every T > 0, we here consider the optimal control problem
Indeed, the above problem (P [0,T ] ) coincides with (P [t0,t1] ) in Section 2 for t 0 = 0 and t 1 = T . Note that the terminal states y(0) and y(T ) are left free in the problem (P [0,T ] ). Recall that the
or equivalently,
* is the adjoint operator of A, and ·, · X * ,X is the dual paring between X and its dual space X * . Likewise, we say (y(·), u(·)) an admissible pair to the problem (P [0,T ] ) if it satisfies the state equation and the above state-control constraint. Assume that, for any T > 0, (P [0,T ] ) has at least one optimal solution denoted by (y T (·), u T (·)), and we set
Note thatJ T does not depend on the optimal solution under consideration. In the finite-dimensional case where X = R n and U = R m , without loss of generality, we may take A = 0, and then the control system isẏ(t) = f (y(t), u(t)). We refer the reader to [12, 29] for the asymptotic behavior of optimal solutions of such optimal control problems with constraints on the terminal states.
Consider the static optimal control problem
where the first equation means that
As above, we assume that there exists at least one optimal solution (y s , u s ) of (P s ). Such existence results are as well standard, for instance in the case where A is an elliptic differential operator (see [18, Chapter 3, Theorem 6.4] ). We setJ
Note thatJ s does not depend on the optimal solution that is considered. Of course, uniqueness of the minimizer cannot be ensured in general because the problem is not assumed to be convex. Note that (y s , u s ) is admissible for the problem (P [0,T ] ) for any T > 0, meaning that it satisfies the constraints and is a solution of the control system. We next define the notion of dissipativity for the infinite-dimensional controlled system, which is originally due to [31] for finite-dimensional dynamics (see also related definitions in [12] ). Recall that the continuous function α : [0, +∞) → [0, +∞) with α(0) = 0 is said to be a K-class function if it is monotone increasing. Definition 1. We say that {(P [0,T ] ) | T > 0} is dissipative at an optimal stationary point (y s , u s ) with respect to the supply rate function
if there exists a storage function S : E → R, locally bounded and bounded from below, such that, for any T > 0, the dissipation inequality
holds true, for any admissible pair (y(·), u(·)). We say it is strictly dissipative at (y s , u s ) with respect to the supply rate function ω if there exists a K-class function α(·) such that, for any T > 0, the strict dissipation inequality
Although there are many possibly different notions of dissipativity introduced in the literature (such as the positivity or the local boundedness of the storage function in their definitions, cf., e.g., [5, Chapter 4] ), they are proved to be equivalent in principle between with each other. Note that a storage function is defined up to an additive constant. We here define the storage function S : E → R to take real values instead of positive real values. Since S is assumed to be bounded from below, one could as well consider S : E → [0, +∞). We mention that no regularity is a priori required to define it. Actually, storage functions do possess some regularity properties, such as C 0 or C 1 regularity, under suitable assumptions. For example, the controllable and observable systems with positive transfer functions are dissipative with quadratic storage functions (see [5, Section 4 
.4.5] for instance).
When a system is dissipative with a given supply rate function, the question of finding a storage function has been extensively studied. This question is closely similar to the problem of finding a suitable Lyapunov function in the Lyapunov second method ensuring the stability of a system. For linear systems with a quadratic supply rate function, the existence of a storage function boils down to solve a Riccati inequality. In general, storage functions are closely related to viscosity solutions of a partial differential inequality, called a Hamilton-Jacobi inequality. We refer the reader to [5, Chapter 4] for more details on this subject.
An equivalent characterization of the dissipativity in [31] can be described by the so-called available storage, which is defined as
where the sup is taken over all admissible pairs (y(·), u(·)) (meaning that satisfy the dynamic controlled system and state-control constraints) with initial value y(0) = y. In fact, for every y ∈ E, S a (y) can be seen as the maximum amount of "energy" which can be extracted from the system with initial state y = y(0). It has been shown by Willems [31] that the problem (P [0,T ] ) is dissipative at (y s , u s ) with respect to the supply rate function ω(·, ·) if and only if S a (y) is finite for every y ∈ E. We provide a specific example of a (strictly) dissipative control system.
Example 2.
Let Ω ⊂ R n (n ≥ 1) be a smooth and bounded domain, and let D ⊂ Ω be a nonempty open subset. Denote by ·, · and · the inner product and norm in L 2 (Ω) respectively. For each T > 0, consider the optimal control problem
Notice that the corresponding static problem has a unique solution (0, 0). We show that this problem is strictly dissipative at (0, 0) with respect to the supply rate
In fact, integrating the heat equation by parts leads to
This, together with the definition of ω(·, ·) above and the Poincaré inequality, indicates that the strict dissipation inequality
holds with α(γ) = cγ 2 for some constant c > 0, and a storage function S(·) given by
Thus, this problem has the strict dissipativity property at (0, 0).
Strict dissipativity implies measure-turnpike
Next, we introduce a rigorous definition of measure-turnpike for optimal control problems.
Definition 2. We say that {(P [0,T ] ) | T > 0} enjoys the measure-turnpike property at (y s , u s ) if, for every ε > 0, there exists Λ(ε) > 0 such that
where
We refer the reader to [7, 12, 33] (and references therein) for similar definitions. In this definition, the set Q ε,T measures the set of times at which the optimal trajectory and control stay outside an ε-neighborhood of (y s , u s ) for the strong topology. We stress that the measure-turnpike property defined above concerns both state and control. In the existing literature (see, e.g., [7] ), the turnpike phenomenon is often studied only for the state, meaning that, for each ε > 0, the (Lebesgue) measure of the set {t ∈ [0, T ] | y T (t)−y s X > ε} is uniformly bounded for any T > 0. In the following result, we establish the measure-turnpike property for optimal solutions of (P [0,T ] ) (as well for (P [t0,t1] )) under the strict dissipativity assumption, as the parameter T goes to infinity. This implies that any optimal solution (y T (·), u T (·)) of (P [0,T ] ) remains essentially close to some optimal solution (y s , u s ) of (P s ). Our results can be seen in the stream of the recent works [12, 22, 23, 29] .
Theorem 2. Let E be a bounded subset of X.
is dissipative at (y s , u s ) with respect to the supply rate function ω(·, ·)
given by (3.1), thenJ
as T → +∞.
(ii). If {(P [0,T ] ) | T > 0} is strictly dissipative at (y s , u s ) with respect to the supply rate function ω(·, ·) given by (3.1), then it satisfies the measure-turnpike property at (y s , u s ).
Remark 8. Note that (P [0,T ] ) is defined without any constraints on the terminal states. However, under appropriate controllability assumptions (similar to (H 3 ) in Section 2), one can also treat the case of terminal state constraint R(·) = 0 (see also [12] and [13] ).
Remark 9. From Theorem 2, we see that strict dissipativity is sufficient for the measure-turnpike property for the optimal control problem. This fact was observed in the previous works [9, 12, 13] . For the converse statements, i.e., results which show that the turnpike property implies strict dissipativity, we refer the reader to [14] and [12] . In [14] , the authors first defined a turnpike-like behavior concerning all trajectories whose associate cost is close to the optimal one. This behavior is stronger than the measure-turnpike property, which only concerns the optimal trajectories. Then, the implication " turnpike-like behavior ⇒ strict dissipativity" was proved in [14] . Besides, the implication " exact turnpike property ⇒ strict dissipativity along optimal trajectories" was shown in [12] , where the exact turnpike property means that the optimal solutions have to remain exactly at an optimal steady-state for most part of the long-time horizon.
Proof of Theorem 2. We first prove the second point of the theorem. Let T > 0 and let (y T (·), u T (·)) be any optimal solution of the problem (P [0,T ] ). By the strict dissipation inequality (3.3) applied to (y
Note that α (y T (t) − y s , u T (t) − u s ) X×U ≥ α(ε) whenever t ∈ Q ε,T , where Q ε,T is defined by (3.5). Since E ⊂ X is a bounded subset and S(·) is locally bounded, there exists M > 0 such that |S(y)| ≤ M for every y ∈ E. Therefore, it follows from (3.7) that
On the other hand, noting that (y s , u s ) is admissible for (P [0,T ] ) for any T > 0, we havē
This, combined with (3.8), leads to |Q ε,T | ≤ 2M α(ε) for every T > 0. The second point of the theorem follows.
Let us now prove the first point. On the one hand, it follows from (3.9) that lim sup
By the dissipation inequality (3.2) applied to any optimal solution (y T (·), u T (·)) of (P [0,T ] ), we get
which leads toJ
Since E is a bounded subset in X and since the storage function S(·) is locally bounded and bounded below, we infer thatJ
Then (3.6) follows.
Remark 10. The above proof borrows ideas from [13, Theorem 5.3] and [12] . We used in a crucial way the fact that any solution of the steady-state problem (P s ) is admissible for the problem (P [0,T ] ) under consideration. This is due to the fact that the terminal states are let free in (P [0,T ] ). Note that we only use the boundedness of y T (0) in the proof.
Dissipativity and Assumption (H)
Under the (strict) dissipativity property, we can verify the abstract Assumption (H) for the autonomous case in Section 2.
Proposition 1. Assume that, for any t 0 and t 1 , the problem (P [t0,t1] ) is dissipative at (y s , u s ) with the supply rate ω(y, u) = f 0 (y, u) − f 0 (y s , u s ), and the associated storage function S(·) is bounded on E. Then
(ii). There exists a turnpike set T = {y s } such that (H 1 ) and (H 2 ) are satisfied.
(iii). Moreover, if (H 3 ) is satisfied and it is strictly dissipative at (y s , u s ) with dissipation rate d(·) = α( y(·) − y s X ), then (H 4 ) is satisfied with β(·) = α(·) and dist (y, T ) = y − y s X .
Proof. (i).
With a slight modification, the proof is the same as that of the first point of Theorem 2.
(ii). Since (y s , u s ) is an equilibrium point, the constant pair (y s , u s ) is admissible on any time interval. By the definition,
This, along with (i), indicates that
Hence, the assumptions (H 1 ) and (H 2 ) hold. (iii). Let (ỹ(·),ũ(·)) be an optimal solution to the problem (P [t0,t1] ). Then, by the strict dissipativity property we have
Which is equivalent to
The last inequality, along with (3.10), indicates that
As the storage function S(·) is bounded on E, by (i) and (2.2) we infer
Hence, the sum of last three terms in (3.11) is an infinitesimal quantity as t 1 → +∞, and thus (H 4 ) holds.
Remark 11. Proposition 1 explains the role of dissipativity in the general turnpike phenomenon. It reflects that dissipativity allows one to identify the limit valueJ [t0,+∞) , that dissipativity implies (H 1 ) and (H 2 ), and that strict dissipativity, plus (H 3 ), implies (H 4 ). Recall that (H 3 ) is a controllability assumption.
Some comments on the periodic turnpike phenomenon
Inspired from [31] and [35] , we introduce the concept of (strict) dissipativity with respect to a periodic trajectory. Let A(·), f (·) and f 0 (·) be periodic in time with a period Π > 0.
Definition 3.
We say the problem (P [t0,t1] ) is dissipative with respect to a Π-periodic trajectory (ŷ(·),û(·)) with respect to the supply rate function
if there exists a locally bounded and bounded from below storage function S : R × E → R, Π-periodic in time, such that
for any admissible pair (y(·), u(·)). If, in addition, there exists a K-class function α(·) such that
we say it is strictly dissipative with respect to a Π-periodic trajectory (ŷ(·),û(·)).
The notion of (strict) dissipativity with respect to a periodic trajectory in Definition 3 allows one to identify the optimal control problem (P [t0,t1] ) as a periodic one. Consider the periodic optimal control problem
We assume that (P per ) has at least one periodic optimal solution (ȳ(·),ū(·)) on [0, Π] (see e.g. [3] for the existence of periodic optimal solutions), and we setJ per = 1 Π Π 0 f 0 (t,ȳ(t),ū(t)) dt (optimal value of (P per )). Let us extend (ȳ(·),ū(·)) in R by periodicity. Likewise, we have the following result.
Proposition 2. Assume that, for any t 0 and t 1 , the problem (P [t0,t1] ) is dissipative with respect to the Π-periodic optimal trajectory (ȳ(·),ū(·)), with the supply rate ω(t, y, u) = f 0 (t, y, u) − f 0 (t,ȳ(t),ū(t)), and the associated storage function S(·) is bounded on E for all times. Then
(ii). There exists a turnpike set T = {ȳ(t) | t ∈ [0, Π]} such that (H 1 ) and (H 2 ) are satisfied.
(iii). Moreover, if (H 3 ) is satisfied and (P [t0,t1] ) is strictly dissipative with respect to the Π-periodic trajectory (ȳ(·),ū(·)), with dissipation rate α(·), then (H 4 ) is satisfied with β(·) = α(·) and dist (y,
Proof. We only show the proof of (i), as the rest is similar to the arguments in the proof of Proposition 1. Since (ȳ(·),ū(·)) is an admissible trajectory in [t 0 , t 0 + kΠ] for any k ∈ N, we haveJ [t0,+∞) ≤ J per . Let us prove the converse inequality. By the periodic dissipativity in Definition 3, we have
for any admissible trajectory (y(·), u(·)).
Letting k tend to infinity, and taking the infimum over all possible admissible trajectories, we get thatJ per ≤J [t0,+∞) .
Relationship with (strict) strong duality
After having detailed a motivating example in Section 4.1, we recall in Section 4.2 the notion of (strict) strong duality, and we establish in Section 4.3 that strict strong duality implies strict dissipativity (and thus measure-turnpike according to Section 3.2).
A motivating example
To illustrate the effect of Lagrangian function associated with the static problem when one derives the measure-turnpike property for the evolution control system, we consider the simplest model of heat equation with control constraints.
Let Ω ⊂ R n , n ≥ 1, be a bounded domain with a smooth boundary ∂Ω, and let D ⊂ Ω be a non-empty open subset. Throughout this subsection, we denote by ·, · and · the inner product and norm in L 2 (Ω), respectively; by χ D the characteristic function of D. For any T > 0, consider the optimal control problem for the heat equation with pointwise control constraints:
with u a and u b being in L 2 (Ω). Assume that (y T (·), u T (·)) (the optimal pair obviously depends on the time horizon) is the unique optimal solution. We want to study the long time behavior of optimal solutions, i.e., the optimal pair stays in a neighborhood of a static optimal solution at most of the time horizon.
As before, we consider the static optimal control problem stated below
Assume that (y s , u s ) is the unique optimal solution to (P s ). For this purpose, given every ε > 0, we define the set
which measures the time at which the optimal pair is outside of the ε-neighborhood of (y s , u s ).
Proposition 3.
The following convergence hold
Moreover, for each ε > 0, it holds true that
i.e., the measure-turnpike property holds.
Proof. The key point of the proof is to show that
where C is a constant independent of T . Once the inequality (4.1) is proved, the desired results hold automatically. To prove (4.1), the remaining part of the proof is proceeded into several steps as follows.
Step 1. We first introduce a Lagrangian function for the above stationary problem. According to the Karusch-Kuhn-Tucker (KKT for short) optimality conditions (see, e.g., [27 
Now, we define the associated Lagrangian function L :
From the above-mentioned KKT optimality conditions, we can see that
Since L is a quadratic form, the Taylor expansion is
which means that
Step 2. Noting that µ a ≥ 0 and µ b ≥ 0, we obtain from (4.2) and (4.3) that for each
(Ω) × U ad for a.e. t ∈ (0, T ), we get from (4.4) that
Integrating the above inequality over (0, T ) and then multiplying the resulting by 1/T , we havē
(4.5)
Observe that
This, along with (4.5), implies that
By the standard energy estimate for non-homogeneous heat equations, there is a constant C > 0 (independent of T > 0) such that
Hence, by the Cauchy-Schwarz inequality we have
This, together with (4.6), indicates that
Step 3. We claim thatJ
Indeed, since u s is always an admissible control for the problem (P T ), it holds that
where y(·; u s ) is the solution to
It can be readily checked that
Which in turn, together with (4.10), implies that (4.9).
Step 4. End of the proof for the inequality (4.1). We obtain immediately from (4.8) and (4.9) thatJ
as well as
which is equivalent to the inequality (4.1).
Remark 12. Notice that the inequality (4.1) is stronger than the weak turnpike property (2.3) for T = {y s }. The proof above yields the convergence result for the long-time horizon control problems towards to the steady-state one in the measure-theoretical sense. It is an improved version of the case of time-independent controls [23, Section 4].
Remark 13. We remark that, in the steps 2 and 3 of the proof of Proposition 3, we have used the exponential stabilization of the heat equation to derive the upper bounds (4.7) and (4.11). See also Remark 6.
What is (strict) strong duality
In the above proof of Proposition 3, we have seen an important role played by the Lagrangian (4.3), which is closely related to the notion of strict strong duality introduced below. We recall that the notion of strong duality, well known in optimization (see, e.g., [4] ).
Definition 4. We say that the static problem (P s ) (in Section 3.1) has the strong duality property
We say (P s ) has the strict strong duality property if there exists a K-class function α(·) such that
is the unique minimizer of the Lagrangian function L(·, ·, ϕ s ), and if E × F is compact in X × U , then (P s ) enjoys the strict strong duality property. However, it is generally a very strong assumption that L(·, ·, ϕ s ) has a unique minimizer. Note that uniqueness of minimizers for elliptic optimal control problems is still a long outstanding and difficult problem (cf., e.g., [27] ).
In finite dimension, strong duality is introduced and investigated in optimization problems for which the primal and dual problems are equivalent. The notion of strong duality is closely related to the saddle point property of the Lagrangian function associated with the primal optimization problem (see, e.g., [4, 27] ). Note that Slater's constraint qualification (also known as "interior point" condition) is a sufficient condition ensuring strong duality for a convex problem, and note that, when the primal problem is convex, the well known Karusch-Kuhn-Tucker conditions are also sufficient conditions ensuring strong duality (see [4, Chapter 5] In infinite dimension, however, the usual strong duality theory (for example, the above-mentioned Slater condition) cannot be applied because the underlying constraint set may have an empty interior. The corresponding strong dual theory, as well as the existence of Lagrange multipliers associated to optimization problems or to variational inequalities, have been developed only quite recently in [10] . The strict strong duality property is closely related to the second-order sufficient optimality condition, which guarantees the local optimality of (y s , u s ) for the problem (P s ) (see, e.g., [27] ).
We provide hereafter two examples satisfying the strict strong duality property.
Example 3. Consider the static optimal control problem
subject to Ay + Bu = 0,
with A ∈ R n×n , B ∈ R n×m , f 0 (·, ·) a strictly convex function, E and F convex, bounded and closed subsets of R n and of R m , respectively. Assume that Slater's condition holds, i.e., there exists an interior point (ỹ,ũ) of E × F such that Aỹ + Bũ = 0. Recall that the Lagrangian function L : E × F × R n → R is given by L(y, u, ϕ) = f 0 (y, u) + ϕ, Ay + Bu R n . Let (y s , u s ) be the unique optimal solution. It follows from the Slater condition that there exists a Lagrangian multiplier ϕ s ∈ R n such that (see, e.g.,
The strict inequality is due to the strict convexity of the cost function f 0 . Setting
We claim that
for some K-class function α(·). Indeed, since E × F is compact in R n+m , without loss of generality, we assume that E × F ⊂ B r (y s , u s ) with r > 0, where
Since the function L(·, ·) is continuous, we define
and α(γ) ≡ α(r) when γ > r. It is easy to check that the inequality (4.12) holds with the Kclass function α(·) given above. This means that the static problem has the strict strong duality property.
Example 4.
Let Ω ⊂ R 3 be a bounded domain with a smooth boundary ∂Ω. Given any y d ∈ L 2 (Ω), we consider the static optimal control problem 
It means that (P s ) has the strong duality property. Next, we claim that it holds the strict strong duality property under the condition that y d L 2 (Ω) is small enough. Notice that
Now, assuming that the norm of the target y d is small enough guarantees the smallness of (y s , u s ), which consequently belongs to a ball B r in
, centered at the origin and with a small radius r > 0. Moreover, by elliptic regularity, we deduce that the norms of y s and ϕ s are small in 13) and its second-order Fréchet derivative is
whenever (y, u) ∈ B r (see, for instance, [27, Chapter 6, ). Note that
for all (y, u) ∈ B r . This, together with (4.13), (4.14) and the smallness of (
which proves the above claim.
Remark 15. Similar to second order gap conditions for local optimality [27] , the positive semidefiniteness of Hessian matrix of the Hamiltonian is a necessary condition for the local optimality, while its positive definiteness is a sufficient condition for the local optimality. The latter is also known as the strengthened Legendre-Clebsch condition.
Strict strong duality implies strict dissipativity
In this subsection, by means of strict strong duality, we extend Proposition 3 to general optimal control problems. More precisely, we establish sufficient conditions, in terms of (strict) strong duality for (P s ), under which (strict) dissipativity holds true with a specific storage function for (P [0,T ] ) in Section 3.1. As seen in Theorem 2, strict dissipativity implies measure-turnpike.
Theorem 3. Let E be a bounded subset of X. Then, strong duality (resp., strict strong duality) for (P s ) implies dissipativity (resp., strict dissipativity) for (P [0,T ] ), with the storage function given by S(y) = − ϕ s , y X * ,X for every y ∈ E. Consequently, (P [0,T ] ) has the measure-turnpike property under the strict strong duality property.
Proof. It suffices to prove that strong duality for (P s ) implies dissipativity for (P [0,T ] ) (the proof with the "strict" additional property is similar with only minor modifications). By the definition of strong duality, there exists a Lagrangian multiplier
Let T > 0. Assume that (y(·), u(·)) is an admissible pair for the problem (
Integrating the above inequality over (0, τ ), with 0 < τ ≤ T , leads to
Notice that (y(·), u(·)) satisfies the state equation in the problem (
This, together with (4.15), leads to
Set S(y) = − ϕ s , y X * ,X for every y ∈ E. Since E is a bounded subset of X, we see that S(·) is locally bounded and bounded from below. Therefore, we infer that {(P [0,T ] ) | T > 0} has the dissipativity property.
Remark 16. Strong duality and dissipativity are equivalent in some situations:
• On one hand, we proved above that strong duality (resp. strict strong duality) implies dissipativity (resp., strict dissipativity). We refer also the reader to [12, Lemma 3] for a closely related result.
• On the other hand, it is easy to see that, if the storage function S(·) is continuously Fréchet differentiable, then strong duality (resp., strict strong duality) is the infinitesimal version of the dissipative inequality (3.2) (resp., of (3.3)). For this point, we also mention that [13, Assumption 5.2] is a discrete version of strict dissipativity, and that [12, Inequality (14) ] is the infinitesimal version of strict dissipativity for the continuous system when the storage function is differentiable.
Conclusions and further comments
In this paper, we first have proved a general turnpike phenomenon around a set holds for optimal control problems with terminal state constraints in an abstract framework. Next, we have obtained the following auxiliary result: strict strong duality ⇒ strict dissipativity ⇒ measure-turnpike property.
We have also used dissipativity to identify the long-time limit of optimal values. Now, several comments and perspectives are in order.
Measure-turnpike versus exponential turnpike. In the paper [28] , we establish the exponential turnpike property for general classes of optimal control problems in infinite dimension that are similar to the problem (P [0,T ] ) investigated in the present paper, but with the following differences:
The item (i) means that, in [28] , we consider optimal control problems without any state or control constraint. Under the additional assumption made in (ii), we are then able to apply the Pontryagin maximum principle in Banach spaces (see [18] ), thus obtaining an extremal system that is smooth, which means in particular that the extremal control is a smooth function of the state and of the adjoint state. This smooth regularity is crucial in the analysis done in [28] (see also [29] ), consisting of linearizing the extremal system around an equilibrium point, which is itself the optimal solution of an associated static optimal control problem, and then of analyzing from a spectral point of view the hyperbolicity properties of the resulting linear system. Adequately interpreted, this implies the local exponential turnpike property, saying that y T (t) − y s X + u T (t) − u s U + λ T (t) − λ s X ≤ c e −µt + e −µ(T −t) , for every t ∈ [0, T ], for some constants µ, c > 0 not depending on T , where λ T is the adjoint state coming from the Pontryagin maximum principle. There are many examples of control systems for which the measure-turnpike holds but not exponential turnpike (see, for instance, Example 3). The exponential turnpike property is much stronger than the measure-turnpike property, not only because it gives an exponential estimate on the control and the state, instead of the softer estimate in terms of Lebesgue measure, but also because it gives the closeness property for the adjoint state. This leads us to the next comment.
Turnpike on the adjoint state. As mentioned above, the exponential turnpike property established in [28] holds as well for the adjoint state coming from the application of the Pontryagin maximum principle. This property is particularly important when one wants to implement a numerical shooting method in order to compute the optimal trajectories. Indeed, the exponential closeness property of the adjoint state to the optimal static adjoint allows one to successfully initialize a shooting method, as chiefly explained in [29] where an appropriate modification and adaptation of the usual shooting method has been described and implemented.
The flaw of the linearization approach developed in [28] is that it does not a priori allow to take easily into account some possible control constraints (without speaking of state constraints).
The softer approach developed in the present paper leads to the weaker property of measureturnpike, but permits to take into account some state and control constraints.
However, under the assumption (ii) above, one can as well apply the Pontryagin maximum principle, and thus obtain an adjoint state λ T . Due to state and control constraints, of course, one cannot expect that the extremal control u T be a smooth function of y T and λ T , but anyway our approach by dissipativity is soft enough to yield the measure-turnpike property for the optimal state y T and for the optimal control u T . Now, it is an open question to know whether the measureturnpike property holds or not for the adjoint state λ T . As mentioned above, having such a result is particularly important in view of numerical issues.
Local versus global properties. It is interesting to stress on the fact that Theorem 2 (saying that strict dissipativity implies measure-turnpike) is of global nature, whereas Theorem 3 (saying that strict strong duality implies strict dissipativity) is rather of local nature. This is because, as soon as Lagrangian multipliers enter the game, except under strong convexity assumptions this underlies that one is performing reasonings that are local, such as applying first-order conditions for optimality. Therefore, although Theorem 3 provides a sufficient condition ensuring strict dissipativity and thus allowing one to apply the result of Theorem 2, in practice showing strict strong duality can in general only be done locally. In contrast, dissipativity is a much more general property, which is global in the sense that it reflects a global qualitative behavior of the dynamics, as in the Lyapunov theory. We insist on this global picture because this is also a big difference with the results of [28, 29] on exponential turnpike, that are purely local and require smallness conditions. Here, in the framework of Theorem 2, no smallness condition is required. The price to pay however is that one has to know a storage function, ensuring strict dissipativity. In practical situations this is often the case and storage functions often represent an energy that has a physical meaning. such that (y(t), u(t)) ∈ H 1 0 (Ω) × L 2 (Ω) for almost every t ∈ (0, T ). It follows from Example 4 and Theorem 3 that the problem is dissipative at an optimal stationary point (y s , u s ) with the storage function S(y) = − ϕ s , y L 2 (Ω),L 2 (Ω) . Under the additional smallness condition on y d L 2 (Ω) , the strict strong duality holds and thus the measure-turnpike property follows. As said above, this assumption reflects the fact that Theorem 3 is rather of a local nature. However, due to the fact that the nonlinear term in (5.1) has the "right sign", we do not know how to take advantage of this monotonicity of the control system (5.1) to infer the measure-turnpike property. It is interesting to compare this result with [23, Theorem 3.1] , where the authors used a subtle analysis of optimality systems to establish an exponential turnpike property, under the same smallness condition. The question of whether the turnpike property actually holds or not for optimal solutions but without the smallness condition on the target, is still an interesting open problem.
