Measurement of the Drell{Yan triple-differential cross-section in pp collisions at ps = 8 TeV with the ATLAS detector by Armitage, Lewis
1
Particle Physics Research Centre
Queen Mary, University of London
School of Physics and Astronomy
Measurement of the Drell–Yan triple-differential
cross-section in pp collisions at
√
s = 8TeV with the
ATLAS detector
Lewis James Armitage




I, Lewis James Armitage, confirm that the research included within this thesis is
my own work or that where it has been carried out in collaboration with, or
supported by others, that this is duly acknowledged below and my contribution
indicated. Previously published material is also acknowledged below.
I attest that I have exercised reasonable care to ensure that the work is original, and
does not to the best of my knowledge break any UK law, infringe any third party’s
copyright or other Intellectual Property Right, or contain any confidential material.
I accept that the College has the right to use plagiarism detection software to check
the electronic version of the thesis.
I confirm that this thesis has not been previously submitted for the award of a
degree by this or any other university.
The copyright of this thesis rests with the author and no quotation from it or
information derived from it may be published without the prior written consent of
the author.
Signature:
Date: March 22, 2017
3
ABSTRACT
This thesis presents the measurement and results of the Z/γ∗ → µ+µ− Drell–Yan triple-
differential cross-section, using 20.24 fb−1of ATLAS data recorded in 2012 at a centre-of-mass
energy of
√
s = 8 TeV. The triple-differential cross-section is measured as a function of dimuon in-
variant mass, mµµ, dimuon rapidity, yµµ, and lepton decay angle in the Collins-Soper frame, cos θ
∗.
These dimensions provide sensitivity to the parton composition of the proton through the parton
density functions, PDFs, and the weak effective mixing angle, sin2 θeff.W , via the forward-backward
asymmetry, AFB . The measurement is performed on and around the Z-boson’s invariant mass peak,
46 < mµµ < 200 GeV, in a kinematic fiducial volume of muon transverse momentum, pT > 20 GeV,
and muon pseudo-rapidity |η| ≤ 2.4. The results are unfolded from the detector level to the Born,
bare and dressed levels, where a precision of < 0.6% is reported in the central bins. The data is
combined with an electron channel measurement resulting in a combined result with reduced total
uncertainty. The combined result is shown to constrain PDF uncertainties and achieve the most
constrained sin2 θeff.W uncertainty yet reported at the LHC.
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PREFACE
In modern high energy particle physics the proton is both a fundamental tool for the advancement
of the science and an example of our limited description of it. Where once thought fundamental, the
proton is a composite of quarks (fermionic particles) and gluons (gauge bosons of the strong nuclear
force). Hadronic particle accelerators rely on the stability and mass of the proton to achieve the
highest energy man-made particle interactions. The large hadron collider (LHC), based in Geneva,
Switzerland, is currently the highest energy particle accelerator on earth. During its first set of
data-taking operations (Run-1) the LHC collided protons with centre-of-mass energies of 7 TeV in
2010 and 8 TeV in 2012. Recently in 2015 the LHC has re-started collisions at 13 TeV for ‘Run-2’,
the highest centre-of-mass energies ever recorded in a collider. In this thesis the full
√
s = 8 TeV
ATLAS data set is used, which is currently the largest recorded ATLAS data set.
Precise knowledge about the structure of the proton is vital as both a fundamental test of quantum
chromo dynamics (QCD) and a route to improve future simulations of hadronic interactions. These
points can be achieved by extracting the parton distribution functions (PDFs) from data recorded by
the ATLAS detector on the LHC. Furthermore, measurements of fundamental physical constants
that are limited by PDF precision can be improved by such data, such as sin2 θeff.W . Section 1
summarises the origin of sin2 θeff.W , and the parton distribution functions. Also discussed in this
section is the Drell–Yan process and how its measurement can be made sensitive to these parameters.
Sections 2 and 3 summarise the operation of the LHC, the ATLAS detector and event reconstruction.
These descriptions focus on details relevant to a muon channel measurement of the Drell–Yan
process. Monte Carlo event simulation is described in Section 4.
Sections 5-10 describe the measurement in detail, documenting the data sets used, the event
selection criteria, Monte Carlo (MC) corrections and the agreement between data and predictions in
control distributions. Systematic and statistical uncertainties contributing to the final cross-section
measurement are discussed and detailed in Section 11. The final muon channel measurement results
are presented in Section 12.
Sections 13-15 demonstrates the potential of the performed measurement. In these sections the
thesis measurement, which is performed in the muon channel, is combined with an externally per-
formed (i.e. not the thesis author’s own work) electron channel measurement. The combined muon
and electron channel data are shown to have reduced uncertainties compared to muon channel
only data. A preliminary PDF extraction and sin2 θeff.W sensitivity study using externally calculated
MCFM theory predictions is also presented. Section 16 summarises the measurement conclusions.
Modern particle physics experiments require large collaborations of people to design, operate
and characterise the experimental apparatus as well as fulfil the computing, software and data
analysis needs. The ATLAS collaboration, consisting of over 3000 members, is a prime example
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of this and as such all analyses are considered to be authored by the collaboration. The Monte
Carlo simulation and all data and Monte Carlo corrections are produced by other members of the
ATLAS collaboration as well as the tools for the integrated luminosity measurement. The electron
channel measurements used for the combination (Section 14) was produced by ATLAS member
Tony Kwan. The combination procedure and the combined profiling extraction of the PDFs and
sin2 θeff.W were performed by ATLAS member Alexandre Glazov. All other work presented in this
thesis was produced by the thesis author unless explicitly stated or referenced. This also applies to
the figures and tables where it is stated in the caption.
Along with the measurement in this thesis, a number of other studies and measurements were
performed throughout the PhD. However, they are not included in this document as they were not
deemed directly relevant to the triple-differential cross-section measurement. The non-presented
material that the thesis author has worked on includes studies and data for the 8 TeV high mass
Drell–Yan analysis (ATLAS paper [10.1007/JHEP08(2016)009]1, ATLAS internal note [ATL-COM-
PHYS-2015-1381]2) and studies of electron trigger bandwidth limitations between the ATLAS trigger
modules and the level-1 topological processors for the future ATLAS ‘phase-2’ upgrade. The author
of this thesis has also contributed to the Drell–Yan triple-differential cross-section ATLAS internal
note [ATL-COM-PHYS-2015-1575]3.
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1. THE THEORY OF THE STANDARD MODEL
A. The fundamental particles
Everything observed in the universe is found to be composed of a few basic building blocks known
as fundamental particles, and governed by four fundamental forces. The Standard Model of particle
physics is currently the most rigorously tested theory of how these particles and three of the four
forces entwine. Its success has been gauged on its predictive power4–8 and its description of almost
all experimental results9.
Of the fundamental particles the Standard Model comprises twelve fermions, spin 1/2 particles,
which form two categories: leptons and quarks. Each category is further subdivided into three
generations, as shown in Table 1. Each of these fermionic particles has an associated anti-fermion
associated by charge conjugation.
Fermions U(1) Charge T3 Colour
Leptons
e− µ− τ− −1 −1/2 -
νe νµ ντ 0 1/2 -
Quarks
u c t 2/3 1/2 (r,g,b)
d s b −1/3 −1/2 (r,g,b)
I II III Generation
TABLE 1: The fermion families of the Standard Model and their associated properties: the
electromagnetic charge, in units of electron charge; the third component of the isospin T3; and the
SU(3)C colour charge.
The interactions between the fermions are mediated by the gauge/goldstone bosons. The bosons
attributed to the electromagnetic and weak forces are the γ, Z and W±. In the Standard Model
the γ couples to electric (U(1)) charge and the Z and the W± couple to all fermions. The recently
discovered H arises through symmetry breaking of the SU(2)L interaction and has a coupling
proportional to mass. Additionally, there are eight gluons of different ‘colour’ charges that couple
to the corresponding colour charges of themselves and of the quarks. The colours are conventionally
denoted red, green or blue.
Due to the divergent and non-perturbative nature of the strong force, quarks are not observed as
free particles. Instead they bind together to form hadronic states of integer unit charge, commonly
consisting of either a quark anti-quark pair, called a meson; a three (anti-)quark state, called a
12
baryon; or even a five (anti-)quark state, termed a pentaquark, as has recently been discovered at
the LHC10.
The force of gravity, although described classically by Einstein’s theory of General Relativity,
is not described in the Standard Model. Attempts have been made to formulate frameworks of
quantum-gravity11,12, however no evidence has yet been observed to support such formalisms.
The Standard Model is constructed mathematically by the use of group theory, requiring that the
Lagrangian is invariant under gauge transformations. For example, the electromagnetic field can
be constructed as a unitary group, U(1), by considering its gauge symmetry of the electric charge.
When the global symmetry is required to be a local symmetry and gauge field is quantised, the
resulting quanta are massless gauge bosons. In total, the Standard Model is a non-commutative
(non-Abelian) gauge theory with the symmetry groups SU(3)C × SU(2)L × U(1)Y 13–15.
SU(3)C encompasses quantum chromo dynamics (QCD) and describes the interaction between
the quarks and gluons via the colour charge. The adjoint representation of SU(3)C gives rise to eight
colour states, known as the colour octet, formed from combinations of colour and anti-colour. As
gluons themselves carry components of the colour charge they not only mediate, but also participate
in QCD interactions. The electromagnetic and weak interactions are unified through the SU(2)L ×
U(1)Y gauge group, forming the electro-weak (EW) part of the theory. As already mentioned, U(1)
represents electromagnetism and its associated gauge boson, the photon (γ). SU(2)L describes the
rest of electroweak theory through weak isospin and is responsible for the massless W 0, W 1 and
W 2 gauge bosons. When the SU(2) symmetry is broken however, with what is now known as the
Brout-Englert-Higgs (BEH) mechanism16–18, four components of the Goldstone boson arise from
the spontaneous symmetry breaking. Of these four components, three are absorbed as longitudinal
terms by the W 0, W 1 and W 2 to form the now massive Z, W+ and W− bosons respectively and
the remaining component is the spin-0 Higgs boson.
Confirmation of the spin-1 nature of the gluon along with demonstration of gluon radiation
(bremsstrahlung) was observed at PLUTO and PETRA (DESY)19. Observations of neutral current
interactions were reported at Gargamelle, at CERN20 with the discovery and first measurements of
the W± and the Z occurring at UA1 and UA2 at the SPS (CERN)21–24.
The following sections will focus on the origins of the weak mixing angle, θW , its relation to the
masses of the W± and Z and the form of the parton distribution functions.
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B. The electro-weak interaction
In the Glashow-Weinberg-Salam Model of SU(2)L × U(1)Y a weak isospin doublet containing a











The doublet is introduced with a weak isospin quantum number T , for which the doublet has
T = 12 , with the upper and lower members of the doublet having T3 = ± 12 , respectively. These are
acted on by isospin generators, τ i, which take the form of 2× 2 Pauli matrices that satisfy the Lie
Algebra in the form of cyclic-commutation.
The combined weak and electromagnetic theory is formed from the triplet of weak currents and
the electromagnetic current:




Jemµ = Q (ēLγµeL + ēRγµeR) , (3)
where γ are the standard gamma-matrices recognised from Lorentz algebra and Q denotes the charge









µ ± iJ2µ . (5)
Due to the difference in chirality between the neutral current parts (i.e J3µ and J
em
µ ) an additional
current, JYµ , must be added to maintain the gauge theory. This leads to the following, which also
defines the relationship between electric charge, Q, the third component of weak isospin, T3 and








Q = T3 +
1
2YW , (7)
which is readily seen in Table 1.
The theory is required to be invariant under local gauge transformations, and so vector fields are
added to couple to the currents. Fortunately, the Lagrangian, L, can be constructed in separate
terms. The SU(2)L symmetry is gauged by the introduction of an isotriplet of vector gauge bosons
W iµ, (i = 1, 2, 3) with coupling, g. The U(1)Y symmetry is gauged through the vector boson, Bµ
with coupling, 12g
′. The interaction of the vector fields with the currents take the form, −gJ iµW iµ−
1
2g
′JY µBµ, resulting in lepton-gauge boson terms:
L(l) = χ̄Lγµ[i∂µ −
1
2







The interaction pieces of L(l) can be separated into charged current (CC), LCC , and neutral
current (NC), LNC , terms corresponding to exchange of electrically charged W± or electrically
neutral Z0. Notably, when considering the full ~τ . ~Wµ term and defining the charged vector fields
W± = 1√
2
(W 1 ∓ iW 2), they can be written as:
LCC = − 12g[J+µW+µ + J−µ W−µ] , (9)
LNC = −gJ3µW 3µ − 12g′JYµ Bµ , (10)
which shows that the charged raising and lowering currents couple to the charged W± fields.
The vector fields W 3µ and Bµ will appear in nature as an entwined mix. Therefore, the physical







 cos θW sin θW









where θW is the weak mixing angle. From requirements of Aµ the couplings can be shown to
have useful relations such as, g sin θW = g
′ cos θW = e. By the use of these relations, and after
manipulation, the interaction pieces of the Lagrangian may be written:




+µ + J−µ W
−µ]− eJemµ Aµ −
g
cos θW
[J3µ − sin2 θWJemµ ]Zµ . (12)
This currently does not include the gauge invariant kinetic energy terms for the vector boson
fields W iµ and Bµ. These are included in the following form:
LW = − 14 ~Wµν ~Wµν , (13)
LB = − 14BµνBµν , (14)
where, ~Wµν = ∂µ ~Wν−∂ν ~Wµ−g ~Wµ× ~Wν , and the Abelian field strength tensor Bµν = ∂µBν−∂νBµ.
From this, one can pick-out the (∂µV )V V and V V V V terms which encompass the three- and four-
point self-interactions.
C. The Brout-Englert-Higgs Mechanism
For the scope of this thesis the BEH Mechanism does not need to be covered in extensive detail,
so a brief description shall be provided here. It is clear from the Lagrangian terms in the previous
section that there are no parameters for the mass. They are formulated by introducing an SU(2)L
doublet of complex scalar Higgs fields with similar quantum number assignment as the isospin








LΦ = (DµΦ)†DµΦ− V (Φ) , (16)
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where Dµ is the SU(2)L × U(1)Y covariant derivative involving the vector fields ~Wµ and Bµ, and
V (Φ) is an invariant and renormalisable scalar potential:





2Y Bµ , (17)
V (Φ) = µ2(Φ†Φ)− λ(Φ†Φ)2 . (18)
By constraining µ and λ appropriately a manifold of minima below V (Φ) = 0 is obtained that
is invariant in SU(2)L × U(1)Y , commonly known as the “wine bottle” potential. The Φ doublet
can be written in terms of real scalar fields φ+ = 1√
2
(φ1 + iφ2) and φ
0 = 1√
2
(φ3 + iφ4) and as
such the SU(2)L × U(1)Y symmetry may be spontaneously broken by picking vacuum expectation
values for φ1...4. In order for the photon to remain massless the non-zero vacuum expectation value
is assigned to the φ3 neutral field, 〈0|φ3|0〉2 = v2 = µ2/λ. By defining the scalar Higgs field through
the relation, φ3 = H + v, a unitary gauge is chosen so that φ1, φ2, φ4 can be eliminated. The


























(H4 + 4vH3) . (20)
From the earlier relations of θW to g and g







terms, the weak mixing angle is shown to have the following relation to the W and Z boson masses:
mW
mZ
= cos θW . (21)
However, the relation is commonly expressed in terms of the squared sine of the weak mixing angle:




The lepton masses are generated by adding the Yukawa term using the same unitary gauge, Φ,
and Yukawa coupling parameter, Ge;
LY (e) = −Ge[χLΦeR + ēRΦ†χL] . (23)
D. The structure of the proton and PDFs
The most precise measurements of proton structure have been obtained through Deep(ly) Inelastic
Scattering (DIS) experiments. In such experiments the proton is probed by a lepton via the exchange
16




qµ = (k − k′)µ
xpµ
FIG. 1: Deep inelastic scattering Feynman diagram and kinematics.
The struck parton carries a fraction x, typically called the Bjorken momentum fraction, of the
incoming hadron’s four-momentum. The virtuality, or energy transferred in the hard scatter, is
denoted Q2 = −q2 and the mass of the outgoing hadronic system is W 2. DIS is considered “deep”
when Q2 M2p , implying a large momentum transfer, and “inelastic” for W 2 M2p , where Mp is
the mass of the proton.
To account for the unknown form of the propagator at any particular interaction, the DIS cross-
sections are parametrised with a series of structure functions. These structure functions carry the
information from the hadronic tensors and take different forms depending on whether the interaction
is neutral current (NC) or charged current (CC), and additionally whether the initial states are
polarised or not. The form of the unpolarised NC cross-section utilises the following generalised
















where the reduced cross-section, σ±r,NC , absorbs a helicity factor, the photon propagator and the
electromagnetic coupling constant, α. The inelasticity parameter is related to the fractional energy
transfer, y, through Y± = 1 ± (1 − y)2. The structure functions can be written in terms of pure
photon exchange, pure Z boson exchange and from the γ/Z interference:
F̃2 = F
γ
2 − κZve · F γZ2 + κ2Z(v2e + a2e) · FZ2 ,
F̃L = F
γ
L − κZve · F γZL + κ2Z(v2e + a2e) · FZL ,
xF̃3 = κZae · xF γZ3 − κ2Z · 2veae · xFZ3 , (25)
where ve and ae are the vector and axial-vector weak couplings of the lepton to the Z boson respec-





4 sin2 θW cos2 θW
. (26)
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A prediction that arises from the quark-proton model is the scaling of the structure functions,
Fi(x,Q
2)→ Fi(x), for fixed x and in the Bjorken limit Q2 →∞ and v/Q2 = fixed. In this limit it
is assumed that the transverse momentum of the partons is small, however this is contradicted by
QCD in which hard gluon radiation from the quarks scales logarithmically, which can be particularly
large at small x. Gluon radiation results in the evolution of the structure functions. Notably as
Q2 increases, gluon radiation increases, which may subsequently split into qq̄ pairs. Conceptually
these pairs are called the quark sea and it is through this process that the different quark flavour
contributions can be probed. At high Q2 and low x this leads to a softening of the valence quark
momentum distributions and the enhancement of the gluon density and the qq̄ sea26.
The partonic contribution to the structure functions can be expressed in terms of the probability
density, f(x,Q2), of encountering a parton between x and x + dx in a frame in which the pro-
ton’s momentum is large. These probability densities are commonly called the parton distribution
functions (PDFs) and are related to the structure functions by:

















which are dependent on singlet quark densities only. The F3 functions are dependent on the differ-












2)− fq̄(x,Q2)] . (28)
These probability densities are determined experimentally by extracting from collider data. PDF
extraction is further described in Section 15. Figure 2 shows example individual parton contributions
to the parton distribution functions.
Although the PDFs themselves are not directly calculable under perturbative QCD their evolution
with scale, µF , is. They must be measured at an initial scale, µ0, before QCD predictions can be
compared to the data at other scales. PDF evolution is governed by the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) evolution equations27,28, as shown in Equation 29 in which Pi←j are the
Altarelli-Parisi splitting functions29 that give the probability of parton j producing parton i. The
splitting functions have been calculated at next-to-leading order (NLO) and at next-to-next-to-
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FIG. 2: Parton distribution functions produced by the MMHT group26 at Q2 = 10000 GeV2.
E. Cross-sections in hadron collisions
In general a cross-section involving hadrons in the initial state is not directly calculable in per-
turbation theory for QCD30. Where the short-distance interactions of the hard process may be
derived to various degrees of leading orders in EW and QCD, the long-range hadronic parts, e.g
PDFs, are not. Factorisation theorems allow the prediction of such cross-sections by separating
(factorising) the short-distance part from the long-distance part. Factorisation also allows for the
universal application of the PDFs regardless of process they were dependently derived from.
For this analysis factorisation allows the measurement of the Drell–Yan process to use and impact
the parton distribution functions. The factorisation theorem for the Drell–Yan process measured













fa/A(ξA)fb/B(ξB) + (A↔ B)a6=b
]
σ̂(Q2) , (30)
where fa/A(ξA) is a PDF of encountering a parton a in a hadron A with fractional momentum ξA,
and where σ̂(Q2, y, cos θ∗) is the cross-section of the hard (short-distance) interaction.
F. The Drell–Yan process
The neutral current Drell–Yan process31 is defined at leading order as the the s-channel production
of a virtual gauge boson from two incoming hadrons with associated initial state quarks and a
subsequent decay to two final state leptons. The mediating bosons are a virtual γ∗, a virtual Z and
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an interference of the two. The initial state quarks are of the same flavour and as such one may
originate from the valence and one from the quark-sea; or both from the quark-sea. Figure 3 shows










FIG. 3: Feynman diagram of the Drell–Yan process.
production at hadron-hadron colliders and both the neutral and charged current processes have
been studied extensively at the LHC by the ATLAS32–34, CMS35–38 and LHCb39–43 collaborations.
The Drell–Yan cross-section may be measured differentially to achieve sensitivity to the underlying
physics distributions, namely the PDFs and EW constants. The triple-differential Drell–Yan cross-
section at leading order (LO) may be written31,44,45,
d3σ

















(m2 −m2Z)2 + Γ2Zm2Z
+ PZq
m4
(m2 −m2Z)2 + Γ2Zm2Z
)
, (31)
where m is the invariant mass of the hard scatter, mZ is the Z-mass
46 and the following bosonic
and interference terms have been isolated:





2 θ∗) , (32)
P γZq =
QlQq
sin2 θW cos2 θW
[
vlvq(1 + cos












q) + 8vlalvqaq cos θ
∗] . (34)
The differential observables of the Drell–Yan process m, y and cos θ∗ are defined below.
The measurable parameters of the interaction are defined in terms of the incoming hadrons, the
quarks involved in the hard scatter or the dilepton pair. The centre-of-mass energy of a hadron-
hadron collision,
√






(pA + pB)2 . (35)
The momentum transfer, Q2, may be written in terms of the fractional momentum the quarks
carry,
Q2 = (xapA + xbpB)
2 , (36)
which in the limit of small quark masses, may be written,
Q2 = xaxbs = ŝ . (37)
In high energy physics colliders, such as the LHC, colliding particles typically meet head-on along
a predefined beam-axis, z, to maximise interaction energies. Angular quantities that are not defined
perpendicular to this axis suffer from being susceptible to reference-frame boosts and as such are
not invariant quantities. A ‘pseudo-angular’ quantity, rapidity, can be defined for the γ/Z boson










For interactions with a centre-of-mass energy of
√
s = 8 TeV the maximum rapidity is given by
|ymax| = ln(√s/mZ) = 4.47. The invariant mass of a pair of massless particles is defined as,
mab =
√
2(EaEb − pa · pb) . (39)
The centre-of-mass energy, rapidity and invariant mass are related to the momentum transfer







Figure 4 shows the different contributions to Drell–Yan cross-section arising from the photon,
Z and interference terms as a function of lepton-pair invariant mass47. The photonic part, P γq ,
provides the dominant contribution at low and very high masses. The Z part provides the large Z-
mass resonance through the (M2−m2Z)−1 massive propagator term in Equation 31. The interference
term provides an underlying contribution at low masses and a significant contribution directly either
side of the Z-peak. The sign of the interference term changes from negative to positive about mZ .
At leading order when the γ/Z decays the lepton-pair will be produced ‘back-to-back’ in the
dilepton rest frame. When considering higher order electroweak corrections, the angle between the
leptons gain a functional dependence due to final state radiation (FSR). However, care must be taken
as the kinematics of the event also depends on the initial state quarks. The partons originating from
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FIG. 4: The Drell–Yan cross-section as function of invariant mass plotted at
√
s = 7 TeV showing
the different contributions of the γ∗, Z and interference terms47.
the hadrons may collide with a non-zero value of momentum transverse to the proton’s direction.
Also, higher order QCD gluon initial state radiation (ISR) must be considered. This renders a simple
dilepton decay angle insufficient. A quantity is therefore defined in the Collins-Soper frame48 that
defines the angle between the momentum vector of the incoming partons and outgoing lepton.
Figure 5 shows the Collins-Soper angle, θ∗, in the rest frame of the dilepton system. The angle
is defined with respect to the momentum vectors of the outgoing leptons and a longitudinal axis
bisecting the momentum vectors of the incoming partons. The cosine of the Collins-Soper angle can















p±i = Ei ± pz,i (42)
and i = 1, 2 correspond to the negatively charged lepton and positively charged anti-lepton re-
spectively and pz and pT are the longitudinal and transverse components of the four-momentum
respectively.
Through the cos θ∗ variable Drell–Yan events can be classified into two categories: forward and
backward. Forward events are defined as having a negatively charged lepton produced in the same
direction as an incoming valence quark, cos θ∗ > 0. Backward events are defined with the positively
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FIG. 5: The Collins-Soper frame for parton-parton interactions producing a lepton-antilepton pair.
The longitudinal axis, ẑ, bisects the momentum vectors on the incoming partons P1 and −P2.
The Collins-Soper angle is defined as the angle between ẑ and the lepton momentum vector, e−.
charged anti-lepton produced in the same direction as the valence quark, cos θ∗ < 0. The two
definitions allow the forward-backward asymmetry to be defined; the difference between forward,





Higher order corrections to the leading order Drell–Yan process can be seen in Figures 6 and 7.
They may include virtual corrections of gluons and photons; real emission of photons, gluons
and quarks; and quark scattering processes, where a gluon or photon originates from the parent
hadron. Further higher order corrections include additional vertices and self-energy corrections and
as such the number of possible Feynman diagrams increases exponentially. The computation of
cross-sections at these higher orders requires considerable computing power.
Higher order corrections may be factored into the leading order definition of the weak mixing
angle of Equation 22. This redefinition is commonly called the effective weak mixing angle,
sin2 θeffW = κf sin
2 θW , (44)
where κf is a fermion dependent form factor absorbing the radiative higher order electroweak effects.
The kinematics of the Drell–Yan process can be simulated on the event level at next-to-leading
(NLO) order and then corrected post-simulation to obtain a NNLO prediction. This can be achieved






The measurement parameters of dilepton invariant mass, mll, rapidity, yll, and lepton decay

























































FIG. 7: Example higher order EW corrections to the Drell–Yan process.
dominant couplings of the partons to the mediating boson change with mass as was seen in Figure 4.
At low mass the interaction is dominated by the electromagnetic couplings to the virtual photon
and on the Z-peak they are dominated by the vector and axial-vector couplings; the different charge
dependence allows the u and d PDF contributions to be resolved. The different quark contributions
from the quark-sea can be probed through the evolution of the momentum transfer, x, by measuring
boosted interactions of the boson rapidity; flavour sensitivity as a function of rapidity can be seen
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in Figure 8. The lepton decay angle, cos θ∗, can be used to measure PDFs49 through the frames’
dependence on initial quark momentum; the uū and dd̄ give different contributions as can be seen
in Figure 9. Additionally, the effective weak mixing angle can be simultaneously extracted from
the forward-backward asymmetry alongside the PDFs - an effort that has not been reported in the
literature.
18 3.3. Forward-Backward asymmetry
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Figure 3.8: Flavour decomposition of the Neutral Current Drell-Yan production as a function of
boson rapidity at
p
s = 8 TeV via Z boson (left) and photon (right) exchange.
tain the flavor decomposition for the two processes as a function of the rapidity of the produced boson
(figure 3.8). The process mediated by the photon exchange arises dominantly from the annihilation
of uū quarks, where u can be either a valence or a sea-quark. The contribution from dd̄ annihila-
tion is smaller since the coupling of the photon to quarks is proportional to the electric charge (table
2.3, equation 3.9). Measuring the Drell-Yan cross-section in the low and high invariant mass regions
allows to improve the knowledge of the ū distribution obtained from DIS experiments. The region
under the Z-peak provides information about the valence quarks, ū, d̄ and the fraction of strange-to-
down quarks. An example of an analysis using Drell-Yan data to obtain constraints on proton PDFs
can be found in Appendix A.
Measuring the cross-section as a function of cosq ⇤ is important for extracting of the forward-
backward asymmetry and weak mixing angle as is explained in the next section. The cross-section
calculated in different cosq ⇤ bins, shown in figure 3.9, depends on the sub-processes contributions.
3.3 Forward-Backward asymmetry
Due to the V-A nature of the electroweak interactions the Drell-Yan production cross-section is not
symmetric with respect to the angular distribution q ⇤. Namely, due to the different couplings of left
and right-handed fermions to the weak currents, the directions of the final state leptons are asymmetric
with respect to the initial quark directions.
The asymmetry can be quantified using the relative change of the integrated cross-sections for
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FIG. 8: The quark flavour deco position for the neutral-current Drell–Yan process at
√
s = 8 TeV
as a function of boson rapidity45. In these plots the y-axis has been scaled to arbitrary units (AU).
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FIG. 9: The quark flavour decomposition at NLO for the neutral-current Drell–Yan process at
√
s = 8 TeV as a function of lepton decay angle using the Herwig MC generator.
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2. THE ATLAS EXPERIMENT AT CERN
A. CERN & Accelerator Facilities
The European Organization for Nuclear Research (CERN) is a European research organisation
that provides particle accelerators and additional infrastructure for high-energy physics research.
The primary laboratory site sits astride the Franco-Swiss boarder in the Canton of Geneva, Switzer-
land, and, due to its geographical centrality, plays host to a wide area network hub for large-scale
distributed computing. The laboratory and infrastructure is maintained by CERN and over 600
associated institutes and universities around the world50.
A schematic of the accelerator facilities may be seen in Figure 10, and a list of the current
accelerators is summarised in Table 2.
FIG. 10: The accelerator complex at the European Organization for Nuclear Research51.
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The physics programmes at CERN demand a variety of colliding payloads with each collider
optimised for its consignment. In the past CERN has operated proton-antiproton (Spp̄S) and
electron-positron (LEP) colliders. Currently the highest energy interactions at CERN are achieved
by colliding either protons (“pp” collisions) or lead nuclei (“Pb” collisions) together in the LHC.
Electron colliders give smaller backgrounds for physics analyses however suffer from synchrotron-
radiation losses, limiting maximum obtainable centre-of-mass energy and luminosity. Conversely,
proton colliders have relatively low synchrotron-radiation losses but large backgrounds from the
interacting proton remnants. Heavy-ion collisions provide insights into quark-gluon plasmas.
The particle beams used at CERN are generated using simple processes. The protons used for
acceleration are produced by using a strong electric field to strip away electrons from a hydrogen
gas. Heavy (lead) ions are produced by vaporising a purified lead sample and ionising the vapour
with an electric current. Charged states are refined by repeatedly passing the ions through carbon
foils52 fully stripping the ions down to Pb82+.
The bare nucleons are accelerated rapidly by the use of radio-frequency cavities. Each part of the
accelerator chain successively increases the energy of the proton/heavy-ion beam. Super-conducting
magnets collimate the beams and guide them around the paths of the accelerators. The average
spread of particle position and momenta within the beam affects the efficiency of beam operations
and the luminosities observed at the interaction points (IPs). This profile of the position and
momentum densities is characterised by the value of emittance within the beam pipe. An individual
particle’s emittance in relation to the emittance value of the beam may be calculated so that beam
corrections can be applied to reduce the average spread of position and momentum; this is called
stochastic cooling and is achieved with a feedback-loop system of beam-monitors and Klystron
cavities, or fast “kicker” magnets.
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Name Energy Consignment Details
Linac2 50 MeV protons Linear accelerator for injection into the
Proton Synchrotron Booster.
Linac3 4.2 MeV/u heavy ions Linear accelerator for injection into the
Low Energy Ion Ring.
Proton Synchrotron
Booster (PBS)
1.4 GeV protons Provides beams for the On-Line Isotope
Mass Separator and increases proton




1.4 GeV protons Produces radioactive nuclei for numerous
nuclear-physics, biophysics and
astrophysics experiments.
Low Energy Ion Ring
(LEIR)
72 MeV/u heavy ions Increases heavy ion energy for injection
into the Proton Synchrotron.
Proton Synchrotron (PS) 28 GeV protons &
heavy ions
Increases energies for injection into the




MeV→ GeV neutrons Produces a wide energy spectrum neutron
beam for precision neutron experiments.
Super Proton Synchrotron
(SPS)
450 GeV protons &
heavy ions
Provides beams for fixed target
experiments such as COMPAS, NA61,




440 GeV protons &
heavy ions
Provides high-intensity pulsed beams for






antiprotons Provides stochastically cooled antiprotons






antiprotons Provides further cooling of beams from
the Antiproton Decelerator and




6.5 TeV protons &
heavy ions
Provides interaction points of
counter-circulating beams for high energy
particle physics experiments.
TABLE 2: List of accelerator facilities at CERN.
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B. The Large Hadron Collider
The Large Hadron Collider is a particle accelerator of 26.659 km circumference. It first operated
at an initial energy of 3.5 TeV per beam (7 TeV total) in 2010, 4.0 TeV per beam (8 TeV total - of
which the data in this thesis is based) in 2012 and 6.5 TeV per beam (13 TeV total) in 2015. It is
considered to be the largest, most complex experimental facility ever built52,53.
The Large Hadron Collider is structurally divided into eight arcs and eight insertion sections.
Each arc contains 154 dipole magnets for steering the beam and each insertion comprises a long
straight section for either physics (beam collisions), injection, beam dumping or beam cleaning.
The LHC has three vacuum systems, two provide insulation for the cryomagnets and the helium
distribution line; the third to evacuate the beam pipe to reduce beam-gas losses. Each magnet in
the LHC contributes to optimising the trajectory of the beams. There are 1232 dipole magnets in
total and 392 quadrupole magnets to focus the beam for the collision points.
Quantity Number
Circumference 26.569 km
Dipole operating temperature 1.9 K
Number of RF cavities 8 per beam
Peak magnetic dipole field 8.33 T
RMS transverse beam size 18.8µm
RMS bunch length 9.4 cm
Full crossing angle, 2α 290µrad
Bunch spacing 50 ns
No. bunches per proton beam 1380
Average pileup, µ 37
Peak luminosity 7700× 1030 cm−2s−1
Typical luminosity decay time 6 h
TABLE 3: Operational parameters for the Large Hadron Collider52,54,55 operating at
√
s = 8 TeV.
The superconducting cavities allow for 2808 tightly formed (low emittance) proton bunches to
be accelerated simultaneously. Tightly formed bunches yield higher luminosities at the physics
interaction points and consistency in the number of interactions per bunch crossing. Operation
parameters of the large hadron collider are given in Table 3.
The physics experiments are housed on the interaction points of the LHC. The two general
purpose detectors, ATLAS and CMS, are optimised for high luminosity discovery physics and occupy
diametrically opposed IP’s: IP1 and IP5. The heavy-ion and B-physics experiments, ALICE and
LHCb respectively, are installed at IPs 2 and 8 and operate at lower luminosities than ATLAS and
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CMS. Two smaller experiments exist on the same interactions points as ATLAS and CMS: LHCf,
which measures very forward neutral particles for cosmic-ray physics and is located either side of
IP1; and TOTEM, which is dedicated to diffractive physics and elastic/total cross-sections and
shares IP5 with CMS55.
C. Luminosity Measurement
The pre-accelerator chain of the LHC requires a “bunched mode” operation of the beam. The two
counter rotating beams are each composed of a string of short bunches, focused to a small transverse
profile and brought into collision at one or more of the interaction points of the collider. The bunch
luminosity is dependent on the time- and position-dependent beam density functions, ρ1,2(x, y, z, t),
and total number of protons in the colliding bunches, n1,2:
Lb = frn1n2K
∫
ρ1(x, y, z, t)ρ2(x, y, z, t)dx dy dz dt , (46)
where fr is the revolution frequency and K is the kinematic factor,
K =
√
















where Rref is the rate of a reference collision process and σref is the corresponding cross-section. The
process may be arbitrarily chosen, for example in the case of inelastic pp collisions µ is the average
number of interactions per bunch crossing. Luminometers used at the different experiments at the
LHC are given in Table 4. The methods, as described in Table 5, can by employed by luminometers
to compute the visible µ for a luminosity determination.
Most luminometers provide bunch-by-bunch (“bbb”) luminosity measurements. This is essential
for the LHC because of the non-linearity between intrinsic (µ ≤ 1) and high pile-up (µ  1)
operation and it assists with precise bunch-by-bunch corrections which may require µ-dependent
corrections of the calorimeter response. However, some luminometers may operate in a bunch-
averaged (“ba”) mode, which can additionally provide independent methods to cross check against
computed results55.
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Experiment/Source Luminometer type Integration Acronym Algorithm
ALICE Scintillator array bbb V0 Event AND
ATLAS pCVD-diamond pads bbb BCM Event OR, Event AND
Gas/quartz Cherenkov tubes bbb LUCID
Event OR, Event AND,
Hit counting
Si strip+pixel tracker: No. vertices bbb “Vtx” Vtx counting
Si strip+pixel tracker: No. tracks bbb “Trks” Trk counting
Forward calorimeter: gap currents ba FCal Particle flux
TILE calorimeter: PMT currents ba TILE Particle flux
CMS Pixel tracker: No. clusters bbb “Pixel” Hit counting
Si strip+pixel tracker: No. vertices bbb “Vtx” Vtx counting
Forward Fe/quartz calorimeter bbb HF Hit counting
LHCb VELO vertex tracker: ≥ 2 tracks bbb “Tracks” Event OR
VELO vertex tracker: ≥ 1 vertex bbb “Vertex” Event OR
LHC diagnostics Ar-N2 ionisation chamber bbb BRAN Event OR
TABLE 4: Luminometers employed at the LHC. Table modified from reference55. The algorithms
are detailed in Table 5.
Van der Meer scans are used to deduce the absolute luminosity scale of the IPs in the LHC by








where Σx,y are the luminosity curve integrals, which are dependent on beam operation and x-y
correlation and can be found in the literature57,58.
For this thesis the ATLAS online luminosity calculation (lumiCalc) tool was used to compute
the integrated luminosity for the 2012 data set using the best determination from the luminometer
data and accounting for run-quality (GRL) and trigger scale-factors. The cumulative luminosity is
shown in Figure 11. The delivered luminosity to the ATLAS detector is defined as the luminosity
delivered from the start of stable beams until the LHC requests ATLAS to put the detector in a
safe standby mode to allow a beam dump or beam studies. Inefficiency in the data acquisition and
the ‘warm start’ inefficiency is reflected by the recorded luminosity. A warm start involves ramping
the high-voltage of the tracking detectors and turning on the pixel system’s preamplifiers.
The total integrated luminosity for this analysis is computed to be 20.2±0.4 fb−1. This contributes
as one of the largest sources of uncertainty in the analysis.
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Method Algorithm Description
Event counting Inclusive (Event OR) If a hit was made in either the forward or backward parts of
the detector Poisson statistics can be used to determine µ
based on zero event occurrence.
Coincidence (Event AND) Similar to the Event OR case, however requiring the “AND”
condition introduces an extra efficiency factor, which alters the
determination response.
Hit counting Hit counting Assuming a Poisson distribution for No. events per bunch
crossing and a binomial distribution for the No. hits, µ can be
determined from the probability to have a hit per bunch
crossing.
Particle counting Track algorithm Track counting is conceptually similar to hit counting but
utilises low-level triggering which allows for a full readout of
the tracking detectors; this gives a larger S/B.
Vertex algorithm By requiring low-level triggers and counting the reconstructed
vertices in each bunch crossing, the inclusive process can be
counted; the determination is linear at low µ however vertex
masking and fake vertices give non-linear effects at larger µ.
Particle flux Particle flux The rate of particles entering the detector may be measured by
the ionisation current flowing through LAr calorimeter cells or
current drawn by PMTs of a hadronic calorimeter. The
behaviour is linear in µ and is independent from counting
techniques.
TABLE 5: Luminosity determination methods at the LHC. Luminometers utilising these methods
are listed in Table 4.
D. The ATLAS Detector
The ATLAS (“A toroidal LHC apparatus”) detector is a general-purpose detector designed to
measure the myriad decays involved in Standard Model and new physics processes. The final state
products yield individual particle-detector interactions within the different components of the detec-
tor. These interactions leave hits throughout the detector and subsequently may be reconstructed
as particle tracks. Different particles may be identified due to the nature of their interactions within
the detector.
The short lifetime of the heavier fermions and bosons, in addition to the principles of confine-
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-1Total Delivered: 22.8 fb
-1Total Recorded: 21.3 fb
-1Good for Physics: 20.3 fb
FIG. 11: Cumulative luminosity versus time delivered to (green), recorded by ATLAS (yellow),
and certified to be good quality data (blue) during stable beams and for pp collisions at 8 TeV
centre-of-mass energy in 2012. The luminosity shown represents the preliminary 8 TeV luminosity
calibration. The All Good efficiency is determined from data quality assessed after reprocessing.59.
conventional methods. The particles that can be directly detected are the following: photons, elec-
trons, muons, protons, neutrons and long-lived mesons such as pions and kaons. Neutrinos are not
detected because of their weak interaction with matter, for which large volumes of detector material
are needed. Tau particles and b-mesons may traverse a short distance away from the beamline and
can be indirectly detected from their displaced vertices of their decay products.
The ATLAS detector layout is shown in Figures 12 and 13. ATLAS uses a right-handed coordinate
system with the origin located at the interaction point. The z-axis is defined along the beam-axis
with positive ẑ taken to be the clockwise direction around the LHC ring. The x-y plane, perpen-
dicular to ẑ, takes the x-axis pointing towards the centre of the LHC ring and the y-axis pointing
upwards. The azimuthal angle, φ, is measured clockwise around ẑ, with φ = 0 corresponding to the
x-axis (a diagram is provided in the appendix, Figure 92). The polar angle, θ, is measured from
ẑ but is usually expressed in terms of rapidity (Equation 38). In the approximation of negligible
particle masses, the pseudo-rapidity can be defined:








The transverse momentum of a particle, pT , is defined as the magnitude of its momentum vector
projected onto the transverse (x̂-ŷ) plane. This additionally allows for the definition of the transverse
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FIG. 12: Methods of particle detection in the ATLAS detector60. The different coloured regions in
the diagram correspond to different sub-detector systems.
energy of a particle, i, and the total measured missing-energy of an event, respectively:
E2T = m





where the summation occurs over all reconstructed particles in the event. The azimuthal-polar sepa-




(∆η)2 + (∆φ)2 . (54)
The Inner Detector
The inner detector (ID) is the closest detector to the interaction point. It covers the pseudo-
rapidity range of |η| ≤ 2.5 and is designed to track charged-particle trajectories and locate interaction
vertices. The curvature of charged tracks due to the externally applied 2 T magnetic field allows for a
transverse momentum resolution of σpT /pT = 0.05% pT GeV
62. Three components comprise the ID,
which, in order of proximity to the IP, are: the silicon pixel detector, semiconductor tracker (SCT)
and the transition radiation tracker (TRT)62. Figure 14 shows the layout of the ID subsystems.
The silicon pixel detector is made up of three separate cylindrical layers in the barrel and three
disks in either end-cap perpendicular to the beam-axis. When a charged particle passes through a
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FIG. 13: Computer generated image of the ATLAS detector layout identifying the the
sub-detector components61.
silicon layer a swath of electrons are liberated. The electron/hole charge is collected by an applied
bias voltage over the hit pixel. Readout chips on the front-end of the units collect and buffer the
charge pulses for the trigger system. Particles typically pass though three layers of silicon (typical
pixel dimensions: 50× 400µ2m) allowing a r-φ resolution of 10µm and 115µm in z62. Due to the
proximity to the beam-line and to reduce noise, radiation-hard materials are used and the system
is kept at an operating temperature between −5 ◦C and −10 ◦C.
The semiconductor tracker surrounds the silicon pixel detector with four layers of silicon strips in
the barrel region, covering the |η| < 1.4 region, and nine SCT disks in either end-cap extending the
coverage to 1.4 < |η| < 2.5. The SCT is similar to the pixel detector in using charged-track-ionisation
for detection. Due to the design specification for hermetic coverage the modules are non-trivially
arranged and in places overlap. The silicon strips are tilted at a tangential angle of 40 mrad to
the SCT circumference to allow overlaps and separated at a distance of 80µm. Determining exact
spacial coordinates of each strip is a difficult task and is further discussed in the muon ID alignment
section (Section 3 D) due to its impact through applied sagitta corrections, discussed in Section 8.
The resolutions in the barrel and end-caps are 17µm and 580µm in r-φ and z, respectively62.
The transition radiation tracker surrounds the pixel detector and the SCT with straw gas-tube
trackers interleaved with transition radiation material. Each gas-tube is 4 mm in diameter and filled
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FIG. 14: ATLAS schematic of the inner detector subsystems63.
with a gas mixture of 70% Xe, 27% CO2 and 3% O2; Xe is the ionisation medium, O2 increases
the charge drift velocity and CO2 stabilises the mixture. A wire passing through the centre of the
tube acts as an anode to collect drifting charge. The transition material between tubes is formed
from polypropylene, a material with widely varying refractive indices. When charged particles pass
through the transition material the change in refractive index causes both transition radiation and
subsequent pair-production from the transition radiation. These lower energy charged particles
ionises the gas mixture in the tube. The amount of transition radiation depends on mass, therefore
providing a method of particle identification. The gas-tubes are arranged perpendicular to the
beam-axis in the barrel region and radially outward in the end-caps.
The Calorimetric Systems
Calorimetry within the ATLAS detector is provided by the electromagnetic (ECAL) and hadronic
(HCAL) calorimeter sub-detectors. Calorimeter modules are located in the barrel, the end-caps, the
extended-barrel and the forward calorimeter (FCal). The arrangement of the calometeric system is
shown in Figure 15 and covers the pseudo-rapidity range, |η| < 4.9.
Sampling calorimeters are used, in which the ionisation energy is measured between alternating
layers of passive absorption material and active detection material. As a high energy charged particle
passes through the absorption material it causes a cascade of electrons and photons, known as an
EM shower. Similarly, a strongly interacting particle will induce hadronic showers passing through
36
FIG. 15: ATLAS schematic of the electromagnetic and hadronic colorimetry subsystems
surrounding the greyed-out inner detector64.
a highly dense absorption material. The depth of electromagnetic and hadronic calorimeters is
such that electromagnetic and hadronic showers are contained within the calorimetry and limit
punch-through to the muon spectrometers. Electromagnetic shower depth is measured in terms of
bremsstrahlung radiation lengths, X0: the mean distance an electron traverses before its energy
is reduced by 1/e. Hadronic shower depth is measured in terms of mean-free-path or interaction
lengths, λ: the mean distance a relativistic particle traverses without undergoing a quasi-elastic
(diffractive) interaction. The ATLAS calorimeter depths are > 22X0 and > 11λ respectively.
The electromagnetic calorimeter consists of a barrel part (EMB) and two end-caps (EMEC).
Lead absorber plates and the stainless steel structure form the passive material for the production
of bremsstrahlung and photon production of e+e− pairs. The resulting electromagnetic cascade
ionises the active layer, liquid argon (LAr) gas, where the charge is collected by copper readout
electrodes. Due to the presence of the ID and the magnetic solenoids, electrons and photons lose
energy before entering the ECAL. Therefore an active detection (pre-sampler) layer is deployed in
front of the first passive layer to provide measurements and corrections for showers originating in
the ID. The ECAL has an energy resolution of σEE =
10%√
E
⊕ 0.7%; dependent on stochastic effects of
the shower development and non-uniformity of the overall response65.
The hadronic calorimeter occupies the region |η| < 3.2, and is formed from the hadronic tile
calorimeter (TileCal) in the barrel and end-cap (HEC) units. The tile calorimeter uses plastic
tile scintillator plates for fast luminescence from interactions with hadronic showers. The hadronic
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showers originate from hadron-nucleon interactions within the preceding absorption material; this
may be the steel absorbers in the HCAL or the earlier lead absorbers in the ECAL. The scintillated
photons are collected by wavelength shifting fibres to photomultipliers outside the calorimeter.
The hadronic end-cap uses LAr sampling colorimetry with copper absorbers to measure particle
showers in the end-cap; LAr is utilised for its radiation hardness particularly encountered in the
forward regions. The HECs each contain two wheel units (Front, Back) formed around the forward
colorimetry. The coverage for hadronic showers provided by the TileCal and HEC is |η| < 1.7 and
1.5 < |η| < 3.2 respectively, with an energy resolution across the HCAL of σEE = 50%√E ⊕ 3%
62.
The forward calorimeter (FCAL) covers the forward detection region, 3.1 < |η| < 4.9, and is
integrated into the end-cap cryostats to achieve this. Additionally, due to the high radiation levels
of the forward region and neutron back-scattering off the ID, the FCAL is recessed by 1.2 m from
the EMB. The compact design of the FCAL covers 10λ for which a schematic is shown in Figure 16.
The FCAL consists of three layers. The primary layer closest to the interaction point (FCAL1)
is an electromagnetic colorimetry layer and two successive layers (FCAL2, FCAL3) of hadronic
colorimetry. FCAL1 uses regularly spaced copper plates perpendicular to the beam-pipe with a
hexagonal matrix of electrodes: a copper rod surrounded by a copper tube with active LAr gas
suspended between the two, providing 28X0. FCAL2 and FCAL3 are similar, however deploy
tungsten rods instead of copper and fill the matrix gaps with tungsten-alloy slugs to limit transverse
hadronic spread.
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Figure 5.19: Schematic diagram showing the
three FCal modules located in the end-cap
cryostat. The material in front of the FCal and
the shielding plug behind it are also shown.
The black regions are structural parts of the
cryostat. The diagram has a larger vertical
scale for clarity.
Figure 5.20: Electrode structure of FCal1 with
the matrix of copper plates and the copper tubes
and rods with the LAr gap for the electrodes.
The Molière radius, RM, is represented by the
solid disk.
copper tube separated by a precision, radiation-hard plastic fibre wound around the rod. The ar-
rangement of electrodes and the effective Molière radius for the modules can be seen in figure 5.20.
Mechanical integrity is achieved by a set of four tie-rods which are bolted through the structure.
The electrode tubes are swaged at the signal end to provide a good electrical contact.
The hadronic modules FCal2 and FCal3 are optimised for a high absorption length. This
is achieved by maximising the amount of tungsten in the modules. These modules consist of
two copper end-plates, each 2.35 cm thick, which are spanned by electrode structures, similar to
the ones used in FCal1, except for the use of tungsten rods instead of copper rods. Swaging of
the copper tubes to the end-plates is used to provide rigidity for the overall structure and good
electrical contact. The space between the end-plates and the tubes is filled with small tungsten
slugs, as shown in figure 5.21. The inner and outer radii of the absorber structure formed by the
rods, tubes and slugs are enclosed in copper shells.
Signals are read out from the side of FCal1 nearer to the interaction point and from the
sides of FCal2 and FCal3 farther from the interaction point. This arrangement keeps the cables
and connectors away from the region of maximum radiation damage which is near the back of
FCal1. Readout electrodes are hard-wired together with small interconnect boards on the faces
of the modules in groups of four, six and nine for FCal1, FCal2 and FCal3 respectively. The
signals are then routed using miniature polyimide co-axial cables along the periphery of the FCal
modules to summing boards which are mounted on the back of the HEC calorimeter. The summing
boards are equipped with transmission-line transformers which sum four inputs. High voltage
(see table 5.1) is also distributed on the summing boards via a set of current-limiting resistors, as
shown in figure 5.22 for the specific case of FCal1. The signal summings at the inner and outer
radii of the modules are in general different due to geometric constraints and higher counting rates
at the inner radius [122].
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Trajectories of charged particles are bent by the Lorentz force when passing through the mag-
netic fields generated by the ATLAS magnet system. A hybrid system of four large superconducting
magnets provide a stable complex magnetic field with a minimum of 50 mT over a volume of ap-
proximately 12,000 m3. A solenoid that is aligned with the beam axis generates a 2 T axial magnetic
field through the inner detector, providing an (r-φ) bending plane. It is made from NbTi, which
achieves strong fields per degree of thickness, while the flux is returned by the steel of the HCAL
and the girder structure. The barrel toroid of eight symmetrically positioned NbTiCu coils produces
a 0.5 T magnetic field for the cylindrical volume enclosing the ECAL and HCAL. Charged particles
moving through the toroid magnetic field are bent in the (r-η) plane. The two end-cap toroids are
composed of eight flat NbTiCu square coil units in a structure reinforced by eight keystone wedges
to withstand internal Lorentz forces generated when producing the 1 T field to cover the end-caps.
Internal measurement of the magnetic field within the ID is provided by permanent nuclear
magnetic resonance (NMR) probes, each with an accuracy of 0.01 in |B|. Internal measurements
of the magnetic field within the muon system is provided by 3D-Hall cards mounted on the muon
chambers, each with an accuracy of 0.2 T in |B|. The ATLAS magnetic field was additionally
mapped in the commissioning process using a Hall card array66. The magnet system can be seen in
Figures 13 and 17.
The Muon System
Muons traverse through the ID, ECAL and HCAL leaving ionisation tracks but losing little
of their energy in the process. Therefore muon kinematics must be determined from precise hit
measurements of the curvature of the muon tracks. The muon spectrometers (MS), encapsulating
the ATLAS detector volume, provide high precision tracking for high transverse muon-momentum
measurements pT > 200 GeV where muon tracks become increasingly linear. The layout of the muon
system is shown in Figure 17 highlighting the four muon detector technologies used: monitored
drift tube chambers, cathode strip chambers, resistive plate trigger-chambers and thin gap trigger-
chambers.
Monitored drift tube (MDT) chambers cover the pseudo-rapidity regions in the barrel and the
end-caps of |η| < 1.0 and 1.0 < |η| < 2.7 respectively. The chambers are composed of at least six
layers of aluminium drift tubes, each filled with a mixture of 93% Ar, 7% CO2 and trace water for
high voltage stability between the drift tube wall and a centrally suspended gold-plated tungsten
anode wire. Muons traversing the drift tube induce electron-ion pairs that cascade creating further








































Fig. 1. Schematic view of the muon spectrometer in the x-y (top) and z-y (bottom) projections. Inner, Middle and Outer
chamber stations are denoted BI, BM, BO in the barrel and EI, EM, EO in the end-cap.
FIG. 17: ATLAS schematic showing the muon detection system and the toroid barrel and end-cap
magnets in the x-y plane and along the length of the beam axis67.
35µm. Due to the construction requirements of ATLAS and the need for cables and services to the
calorimeters and ID, full MDT coverage is not observed at η ' 0.
Cathode strip chambers (CSC) operate in the forward end-cap region 2.0 < |η| < 2.7 where the
particle flux is greater. The CSCs are multiwire proportional chambers with a 93% Ar, 7% CO2
gas mix where the anode wires and cathode strips are aligned radially from the IP. Cascading
electron-ion hits across a chamber translate to a resolution of 45µm.
Resistive plate chambers (RPC) are required to provide readout information for the trigger system
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because of the large 700 ns charge drift time in the MDTs and CSCs. The resistive plate chamber
units are made from two parallel plates of Bakelite, a resistive material, containing an active gas,
97% C2H2F4 and 3% C4H10. Metallic strips are placed across the back of each plate with each plate
aligned orthogonal to the other, allowing the drifted charge to provide a 2D coordinate. The time
resolution is 1.5 ns with typical signal width of 5 ns; additionally, this allows accurate bunch crossing
identification.
Thin gap chambers (TGC) are higher granularity end-cap chambers, which counteracts a larger
4 ns time resolution with higher rate capability. One set is of TGCs are placed before end-cap
toroid aiding the CSCs and three behind complementing the MDTs. The TGCs are multi-wire
proportional chambers using graphite cathodes and a highly quenching gas mixture of CO2 and
n− C5H2 allowing operation in a quasi-saturated mode.
The alignment of the ATLAS MS was found to heavily impact the muon transverse momentum
determinations in this thesis. The MS alignment is further discussed in Section 3 C and a detailed
study given in Section 8.
E. Trigger and Data Aquisition
The design bunch separation of 25 ns gives a maximum bunch crossing rate of 40 MHz at the IPs.
ATLAS can only record events at an average rate of 200 Hz to data storage for analysis, therefore an
event triggering system is used. The triggering system filters events by using a three-level process;
the level 1 trigger is hardware based, the level 2 trigger and the event filter are software based.
The level 1 (L1) trigger uses reduced-granularity energy deposit information from the calorimeters
and the fast muon triggers to make a fast trigger decision. The trigger looks for tau seeded energy
deposits in the calorimeters, jet energy deposits in the HCAL, EM energy clusters in the ECAL
and proximate muon trigger-chamber hits. This reduces the input rate to a maximum of 75 kHz for
the next trigger level in the sequence, with a decision latency of 2µm62. The L1 trigger also forms
regions of interest (RoI) from energy or track clusters in the sub-detectors; the higher trigger levels
uses these regions in their trigger decisions.
The level 2 (L2) trigger has more time to make a trigger decision so it has access to the full
granularity of all sub detectors within the RoI. The rate out of the L2 trigger is 3 kHz with a
processing latency of 10 ms.
The event filter (EF) collects the buffered information from the L2 system for a final store/reject
decision. The EF gets a relatively long decision time on the order of one second, allowing offline
reconstruction algorithms and basic calibrations to be applied in the decision. The rate out of the
EF is 200 Hz, which is written to data tape-storage at the CERN Tier-0 computing centre.
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Throughout the triggering process the different levels have access to a “menu” of predetermined
kinematic requirements. This allows for different signatures of events to be triggered upon. In some
cases a particular set of kinematic requirements from an item on the trigger menu will result in the
design rates of the subsequent level to be exceeded. In this case the trigger will be pre-scaled: a
programmed fraction of such events will be automatically rejected to reduce the trigger item rate.
In this analysis, accepted events originating from three separate muon triggers are analysed. The
triggers are:
• EF mu18 tight EFFS mu18
• EF mu24i tight
• EF mu36 tight
The notation format is the following: the “EF ” denotes that the last trigger level involved in the
trigger decision was the event filter; the object is then listed (“mu”= muon); then the kinematic
cut value, for muons this is in values of transverse momentum (GeV); isolation “i” is listed if an
isolation requirement was imposed on the triggered object; the object quality requirement of either
“ tight”/“ medium”/“ loose” is listed also. In some cases the event filter applies a scan of the
detector for other potential trigger objects for the trigger decision, denoted by “EFFS ”.
The algorithms employed by the triggering system can never be perfect in their operation and
so induces trigger efficiencies in analyses and associated uncertainties. This is further discussed in
Section 7.
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3. MUON RECONSTRUCTION IN ATLAS
A. Muon Reconstruction Algorithms
Energy deposits and hit information recorded by the ATLAS detector are reconstructed into
physics objects (electrons, muons, photons, etc.) in offline processing after the data has been
recorded. Although reconstruction also occurs in the event filter of HLT, more accurate calibra-
tion and alignment information is used. The reconstruction algorithms have full access to the full
granularity sub-detector read-out information across the ATLAS detector. There are many different
approaches that can be taken when writing a reconstruction algorithm, which has lead to a range
of different algorithms being applied to the data. The “author” of any given reconstructed physics
object is the algorithm that produced it and, during offline reconstruction, different algorithms
may author slightly different objects from the same hit information. Each author will have its own
associated reconstruction efficiency and uncertainty; Section 7 discusses this further.
Muons in ATLAS are reconstructed using four different sources of hit information to calculate
the trajectory, producing different “types” of muons: stand-alone, combined, segment-tagged and
calorimeter-tagged68.
• Stand-alone (SA) muons take their trajectories exclusively from the MS. Impact parameters
are determined by extrapolating the track through the calorimeters, taking into account energy
losses, back to the closest point of approach to the beamline. This method allows for extended
coverage of the MS up to 2.5 < |η| < 2.7.
• Combined (CB) muons track reconstruction is performed independently in the ID and MS. A
successful combination forms a combined track spanning the ID and MS which can be used
for determining kinematics. CB muons are the most commonly used type of muons due to
their high purity.
• Segment-tagged (ST) muons are formed when a track in the ID can be extrapolated to at least
one track segment in an MDT or CSC chamber. This can extend coverage to low pT muons
or in regions of limited MS coverage.
• Calorimeter-tagged (CaloTag) muons matches an extrapolation of an ID track to energy de-
posits in the calorimeters compatible with a minimally-ionising particle. CaloTag muons
provide additional acceptance for uninstrumented MS regions such as |η| ' 0.0, however suffer
from low purity.
Muon reconstruction algorithms are organised into different “chains”. Each chain contains its
own sub-structure of reconstruction algorithms that manage the reconstruction of the SA, CB, ST
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or CaloTag muon-object definitions.
The first chain is the statistical combination (STACO) chain which statistically combines tracks
using the ID and MS track vector’s covariance matrices, and extrapolates iteratively adding track
segments in the direction of the extrapolation. The second chain is the muon identification (MuID)
chain which performs global refits of ID and MS segments to combine tracks and extrapolates
using weighted track covariance matrices. The MuID chain also implements a separate strategy of
extrapolating ID hits outward towards MDT and CSC segments via a Hough transform, which are
named “MuGirl” muons. The third chain (third-chain) is the unified muon chain that ranks the
quality of the authored muons from all other chains and records the highest available quality muon
candidates. This analysis uses third-chain muons with additional muon quality requirements as
recommended by the ATLAS muon combined performance (MCP) group. Of the third-chain muons
used in this analysis, 99.21% are authored by MuID, 0.68% by MuGirl and 0.11% by STACO.
B. The Momentum Measurement
As a muon traverses the ATLAS detector its path will be bent according to the magnetic field
vectors it passes through. The degree of curvature depends on the momentum vector of the muon
through the Lorentz force, ~F = Q~v × ~B. Therefore, the curvature of tracks within the ATLAS
detector can be used to experimentally determine a muon’s momentum.
In a simplified case of a homogeneous magnetic field, B, traversed by a charged particle with
versine angle, 2θ, the momentum may be calculated by a measurement of the sagitta of the particle’s
arc through the magnetic field. The sagitta of the arc is related to the radius by, s = r(1− cos θ) as





FIG. 18: Diagram showing an arc of length L, radius of curvature r and sagitta s.
By equating the acceleration of the Lorentz force with the centripetal acceleration, the helical
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High momentum particles will have large arcs relative to the detector with a correspondingly
small sagitta. The particle’s momentum can then be determined assuming large value r and small





The inverse dependence on the sagitta measurement results in the fractional uncertainty of the
momentum being proportional to the momentum itself. The arc’s curvature is determined by recon-
structing hits and track segments, as described earlier. The muon reconstruction algorithms take
into account the different magnetic field profiles, and thus the different bending planes acting in the
ID and MS volumes.
C. ATLAS Muon Spectrometer Alignment
The barrel of the muon spectrometer, MDT chambers and CSC chambers are aligned using optical
alignment sensors. However, because of the “projective configuration”62 used in the alignment some
specific geometrical distortions cannot be captured. Track-based alignment algorithms are therefore
used in combination with the optical system to achieve positioning accuracy. Additionally, the
cryostat vessels of the toroid magnets interrupt the light-path between the inner and middle layers
of the end-cap muon system requiring a system of optical-lines, high-precision rulers (alignment
bars) and proximity sensors.
If a systematic mis-alignment occurs in the muon chamber positions then a non-symmetric dispar-
ity in track positions can be created between muons and anti-muons due to their different curvature
in the magnetic field, as can be seen in Figure 19. As this will cause a difference in the sagitta mea-
surement the transverse momentum determination will also be affected. The transverse momentum
may be mis-measured at a higher value for one charge, and lower for an opposite charge case. The
magnitude of this effect depends on where in the detector the hits are being reconstructed and the
momentum (scale) of the muon.
Conventionally, physics analyses of the ATLAS reconstructed data integrate over charge-dependent
muon momentum scale effects across the detector, however the triple-differential measurement pre-
sented in this thesis is susceptible to these effects because of the rapidity and dilepton decay angle
differentials; y is sensitive to (η-φ) or detector region, and cos θ∗ is sensitive to charge dependent
momentum scale. The regional impact of the MS alignment on the charge dependent momentum
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scale is seen in Section 8, where it is concluded that only ID hit information should be used in the
determination of the muon transverse momentum for this analysis.
D. ATLAS Inner Detector Alignment
Each track recorded by ATLAS induces an average of 36 hits across the inner detector. For
the location of these hits to be accurately determined and reconstructed into ID tracks, the actual
positions in space of the silicon modules (pixel and SCT) and the straws (TRT) should be known.
This gives six degrees of freedom per module if treated as a rigid body. In total, considering
components in the ID, there are almost 36,000 degrees of freedom to be constrained.
ID component positions are known from surveys before data-taking and precision installation;
the SCT positioning also uses laser interferometric monitoring. Additionally, low-rate tracks from
well-known sources provide alignment constraints by minimisation of track residuals. Such sources
include muons from cosmic-ray interactions in the upper atmosphere, beam-halo tracks, IP + vertex
events, J/Ψ track pairs and overlap-region tracks. Figure 20 shows where overlap-regions exist in
pseudo-rapidity and relative positions of the sub-detector modules.
Certain degrees of freedom are not constrained well by the data and may even hide global distor-
tions of the geometry, such as cylindrical torsion; these are termed “weak modes”. Repeated cycling
between −20 C◦ and +20 C◦ of the inner components can also cause distortions over short and long
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The trigger detectors must provide acceptance in the range |h | 2.4 and over the full f -range.
This poses a considerable challenge to the design of the trigger system as resolution requirements in
barrel and end-cap are quite different, an obvious reason being that muon momenta, corresponding
to a given pT , are strongly i crea ing with . At |h | = 2.4, for example, p is about 5.8 times larger
than pT , while the integrated bending power is only about twice the value as at h = 0. This leads
to the necessity of an increased and h-dependent granularity in the end-cap trigger system, if the
pT -resolution is to match the one in the barrel. The fact that the three trigger layers in the end-cap
are outside the magnetic field, seeing no curvature, and that their respective distances are smaller
than the ones in the barrel (figure 6.27) also calls for a finer granularity of the end-cap trigger
readout. Furthermore, radiation levels in the end-cap region reach a factor of 10 higher than in
the barrel. Another difficulty for end-cap triggering comes from the strong inhomogen ities of the
magnetic field in the region 1.3  |h | 1.65 as can be seen in figure 2.10. In this transition region,
the superposition of the fields of barrel and end-cap toroids leads to a complex field geometry with
large field components in f (the non-bending plane) and strong inhomogeneities of the integrated
bending power, which in two locations in the h and f plane is close to zero. In this angular region,
all tracks are nearly straight, similar to tracks with very high momentum. In order to avoid high
fake trigger rates, this region can be excluded from the trigger by a masking algorithm, which again
calls for a fine readout granularity to keep the resulting trigger losses to a minimum.
Figure 6.27: Schematics of the muon trigger system. RPC2
and TGC3 are the reference (pivot) planes for barrel and
end-cap, respectively.
Taking these constraints into
account, two different technologies
have been selected for barrel (|h | 
1.05) and end-cap (1.05  |h |  2.4)
regions. In the barrel, Resistive Plate
Chambers (RPC’s) are used due to
good spatial and time resolution as
well as adequate rate capability. A
RPC has no wires, which simpli-
fies its construction and makes cham-
bers less sensitive to small deviations
from planarity if appropriate spacers
are used to keep the gap width con-
stant. Being located in the compara-
tively homogeneous field of the bar-
rel toroid and having sufficient spac-
ing between the three trigger layers
(see table 6.9), RPC’s give sufficient trigger selectivity even with moderate channel count, i.e.
spatial resolution.
In the end-cap region, Thin Gap Chambers (TGC’s) have been selected: they operate on
the same principle as multi-wire proportional chambers, and they provide good time resolution
and high rate capability. Their spatial resolution is mainly determined by the readout channel
granularity, which can be adjusted to the needs by wire ganging. TGC’s have demonstrated a high
level of reliability and robustness in previous experiments.
To reduce the probability of accidental triggers caused by random combinations of converted
g’s, the coincidence condition in both types of trigger chambers is established separately in the h
– 192 –
FIG. 19: Schematic of the ATLAS muon system showing different curvature trajectories of muons
traversing the subsystems62. The dashed lines show straight-line trajectories through the detector
subsystems and the curved lines either side show the paths of charged muons.
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Figure 4.1: Plan view of a quarter-section of the ATLAS inner detector showing each of the major
detector elements with its active dimensions and envelopes. The labels PP1, PPB1 and PPF1
indicate the patch-panels for the ID services.
The above operating specifications imply requirements on the alignment precision which are
summarised in table 4.1 and which serve as stringent upper limits on the silicon-module build
precision, the TRT straw-tube position, and the measured module placement accuracy and stability.
This leads to:
(a) a good build accuracy with radiation-tolerant materials having adequate detector stability and
well understood position reproducibility following repeated cycling between temperatures
of  20 C and +20 C, and a temperature uniformity on the structure and module mechanics
which minimises thermal distortions;
(b) an ability to monitor the position of the detector elements using charged tracks and, for the
SCT, laser interferometric monitoring [62];
(c) a trade-off between the low material budget needed for optimal performance and the sig-
nificant material budget resulting from a stable mechanical structure with the services of a
highly granular detector.
The inner-detector performance requirements imply the need for a stability between alignment
periods which is high compared with the alignment precision. Quantitatively, the track precision
should not deteriorate by more than 20% between alignment periods.
– 54 –
FIG. 20: Schematic of the ATLAS inner detector showing pseudo-rapidity isobars through the
different ID components62.
term operation.
Since the fin l data repro essing of the 2012 ATLAS
√
s = 8 TeV da a, addit onal regional ID
distortions were discovered which affected the charge-dependent momentum scale. To account for
this, additional sagitta corrections re applied in this analysis. The effects of the sagitta corrections
are discussed in Section 8.
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4. MONTE-CARLO SIMULATION
A. Monte Carlo in High Energy Physics
For the physics analysis presented in this thesis the response of the detector must be known so
that physics parameters extracted from the data set are generalised and not unique to the detector
setup. Furthermore, it is not possible to apply kinematic selection criteria that provide a 100% pure
(background free) signal sample in data. It is therefore important to produce theoretical predictions
of both the signal and background processes that yield final state dimuon responses in the ATLAS
detector.
Theoretical predictions cannot be simply generated by convolving the probability flux of a physics
process with an analytical response of the ATLAS detector. This is because the ATLAS detector is
too complex; an analytical form of the response cannot be derived. It is complex because there are
many degrees of freedom from the components of the sub-detectors as well as the degrees of freedom
of the physics process itself, and due to the binary nature of the ATLAS trigger system, which itself
is dependent on event-level kinematics. Event level theoretical predictions must therefore be used
to compare against the data.
The Monte Carlo (MC) method is used to generate event-level theoretical predictions. As well
as being a tool for numerical integration, the MC method can be used to simulate on an event-by-
event basis. Monte Carlo simulation in high-energy physics involves random number generation to
determine the kinematic properties of individual events according to normalised multi-differential
kinematic cross-sections. Once the kinematics of the event has been determined the event final states
can be “convolved” with the detector through MC hit simulation according to multiple scattering
probabilities and pixel/cell/drift-tube responses. Event generation is repeated many times to form
a Monte Carlo sample, so that a high statistical significance of the process is achieved.
B. Monte Carlo for ATLAS Analyses
In ATLAS the MC simulation of different physics processes are organised into ‘samples’ of events.
The process and relevant parameters used in the event generation are documented in databases
along with the simulation version at each stage. Generation of events kinematics and decays involves
several steps:
1. Matrix elements are calculated to a defined order of strong and electroweak coupling, αs and
αEW respectively.
2. Radiation of gluons and gluon splitting for parton showers are calculated for the initial and
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final states from the scale of the interaction down to a cut-off scale typically of the order
1 GeV.
3. Interactions between the remnants of the incoming protons are calculated, based on phe-
nomenological models, to form the “underlying event”.
4. Hadronisation of remaining coloured partons into colourless hadrons, which may subsequently
follow decay chains to longer lived particles that traverse the detector.
5. Final state radiation is added to final state charged leptons in the event.
Six different Monte Carlo generators are used directly in this analysis along with a precision tool
for photon corrections. They are called POWHEG, Pythia8, MC@NLO, LPair, Herwig++ and
Photos.
• Pythia8 is a general purpose MC event generator that operates at LO. It has an extensive
library of hard processes, parton shower models, beam remnant simulation, hadronisation and
particle decays. Hadronisation in Pythia8 follows the Lund string model69,70.
• MC@NLO is an NLO generator which interfaces into a hadronisation model, however as
hadronisation models typically contain some NLO corrections a method is applied to avoid
double-counting. Monte Carlo generator event weights are used to book the NLO phase-space
with ±1 integer values71.
• POWHEG is an NLO generator that uses a hardest-radiation-first (Powheg) method of merg-
ing parton showers with NLO calculations. It interfaces into pT ordered parton-shower hadro-
nisation models72–74.
• LPair is a MC event generator dedicated to electromagnetic production of lepton pairs in
lepton-lepton, lepton-hadron or hadron-hadron interactions via a two-photon process. By
reformulating the matrix element it is able to avoid difficult gauge calculations and produce
numerically stable results75,76.
• Herwig++ is a general purpose MC event generator. Hadronisation in Herwig++ is an angular
ordered cluster hadronisation model77–80.
• Photos is a precision radiative-correction modelling tool for final state charged leptons. It is
able to add Bremsstrahlung radiation to events from a parent MC generator81.
The effects of in-time pile-up, where more than one event occurs at each bunch crossing leave
additional tracks in the detector, are included by adding separately generated minimum bias events.
49
Minimum bias interactions are pp events that constitute the vast majority of the pp inelastic cross-
section, that are recorded with a highly-prescaled low-rate trigger; such events typically consist of
simple gg and gq scattering. In simulation, minimum bias interactions and the underlying event are
generated using the parameter set from the AU2 tune to the ATLAS data82.
The generated final state particles are simulated through the ATLAS detector material with the
GEANT4 package83. Although the ATLAS description in GEANT4 is highly detailed, alignments
within the detector, imperfect knowledge of the magnetic field volume and incomplete rendering
of the cables and services within the detector lead to differences in resolutions between data and
simulation. The detector simulation outputs digitised hits in the simulated components of ATLAS.
This allows for the same reconstruction methods to be applied to MC simulation as is applied to
data, thereby minimising reconstruction method biases.
Each step in the event reconstruction chain of the data and MC simulation is completed using the
ATLAS Athena framework and stored on disk in analysis formats such as “analysis data objects”
(AODs) or as nTuples as required by different physics working groups within the ATLAS experiment.
These formats are accessed using the object oriented ROOT analysis libraries provided by CERN84.
For the efficiency of the various analyses, the data is filtered at the trigger level into analysis
streams. The streams are based around events containing, for example, trigger electrons or trigger
muons, known as the muons stream and the electrons stream, respectively. Furthermore, most
analyses don’t require all the detector readout information so file sizes and computing requirements
can be reduced by including only commonly used event information. The data is recorded to disk or
tape at each processing stage and the provenance, a string identifying the file’s processing history,
is recorded in the file’s name and in an online database.
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5. DATA SETS FOR THE DRELL–YAN MEASUREMENT
A. The ATLAS Data Set
The data set used for this analysis was collected in 2012 and corresponds to an integrated lumi-
nosity of 20.24 fb−1. The centre-of-mass energy is
√
s = 8 TeV with a bunch separation of 50 ns.
ATLAS data and MC simulation is accessed through Standard Model working group “NTUP COMMON”
nTuples, processed with a final provenance tag of “ p1575”. Data events are selected using the SM
Good Run List (GRL) which corresponds to periods of stable LHC collisions and operations of the
relevant ATLAS detector components. The GRL is computed by the ATLAS luminosity calculator
using the tag “OflLumi-8TeV-003”. The data periods used by the analyses and their corresponding
integrated luminosities are shown in Table 6.














DQDefects-00-01-00 PHYS StandardGRL All Good.xml
TABLE 6: The ATLAS data periods used in the analysis displaying the total number of recorded
events with at least one activated muon trigger and corresponding integrated luminosities
associated to the SM good runs list (GRL).
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B. Monte Carlo Simulation Samples
Simulated Drell–Yan Processes
The Drell–Yan process is simulated with powheg matched to pythia8 for simulation of parton
showers. The PDF set used by the Drell–Yan simulations is CT1085. In this thesis, Drell–Yan
Monte Carlo samples will be henceforth referred to as signal Monte Carlo or signal MC.
Signature Mµµ̄ [GeV] ATLAS MC Run No. σ [pb] K-factor ε
filter [%] Nevt [k] L [fb−1]
Z → µµ̄ (dm) 8-20 129520 1879.8 k(mµµ̄) 0.68 2970 2
Z → µµ̄ 20-60 129521 789.36 k(mµµ̄) 100.00 5000 6
Z → µµ̄ (dm) 20-60 129522 373.63 k(mµµ̄) 26.65 9888 99
Z → µµ̄ (dm) > 60 129681 1109.9 k(mµµ̄) 56.61 50000 81
Z → µµ̄ (sm) > 60 129686 1109.9 k(mµµ̄) 30.93 14996 57
Z → µµ̄ (zm) > 60 129697 1109.9 k(mµµ̄) 12.46 2994 21
Z → µµ̄ 120-180 129524 9.8445 k(mµµ̄) 100.00 4999 508
Z → µµ̄ 180-250 129525 1.5710 k(mµµ̄) 100.00 1000 637
Z → µµ̄ 250-400 129526 0.5492 k(mµµ̄) 100.00 5999 1092
Z → µµ̄ 400-600 129527 0.0897 k(mµµ̄) 100.00 3947 4402
TABLE 7: Table of the Drell–Yan powheg-pythia8 Monte Carlo samples used in the analysis.
The CT10 PDF set is used with the AU2 tune. The first column gives the signature of the process
being simulated followed by the mass range in which the events were generated, internal ATLAS
MC run numbers and the production cross-section. The next columns are the K-factor and the
efficiency εfilter with which the sample was filtered with [|ηµ| < 2.7, leading pT > 15 GeV and
sub-leading pT > 10 GeV] for either di-, single- or zero-muon filtered final states; (dm), (sm), (zm)
respectively. Lastly, the number Nevt of generated events, and the integrated luminosity of each
sample is given. The NNLO K-factor is a function of invariant mass and is further discussed in
Section 7
.
The signal MC samples are given in Table 7. From the table it is seen that multiple signal MC
samples cover the same invariant mass range. These are required to cover the full kinematic phase
space of the process. The three signal samples generated with invariant masses of mll > 60 GeV are
produced with different filter requirements on lepton pT and η. It is possible for both final state
muons to pass these filter requirements in which case they are classified as “dm” events, otherwise
only one muon will pass, classified as “sm”, or no muons will pass the filter, classified as “zm”.
The sum of the three samples equates to an unfiltered signal sample. The filter requirements are:
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|ηµ| < 2.7, leading pT > 15 GeV and sub-leading pT > 10 GeV.
In order to simulate events with masses between 20 < mll < 60 GeV, a high-statistics signal MC
sample is used. Similar to the mll > 60 GeV (129681) sample, the sample is filtered to keep only
events with leptons that are generated, before reconstruction, in the central part of the detector.
Unlike the mll > 60 GeV samples, no dedicated sample exists to cover the missing “sm” or “zm”
phase space. To include all the kinematic phase space, a separate low-statistics sample without
requirements on the leptons is used to form a “recovery” sample. Inverted filter requirements are
placed on the low-statistics sample to only accept events from the missing phase space: events are
required to be generated anywhere but the central region of the detector.
Additional signal MC samples generated with high and low invariant masses are used to ensure
high statistical precision in these regions and to accurately account for migration of events into the
analysis fiducial volume. The fiducial volume is given in Section 6 B. To avoid double counting of
the event generation phase space within invariant mass regions, a requirement of mll < 120 GeV is
applied to the three filtered mll > 60 GeV samples.
The K-factors applied to the Drell–Yan signal MC is further discussed in Section 7.
Simulated Background Processes
By definition, real collisions that occur within the ATLAS detector are integrated over all physics
processes. Therefore, while the ATLAS data will include the Drell–Yan events that this analysis aims
to measure, background processes that have a similar final state or that can mimic the final state
through mis-identified objects will be present in the analysis. Example processes that are expected
to have a non-negligible contribution to the analysis are shown in Figure 21. These given processes
are simulated in MC, for which the details of the data sets are given in the following subsections.
Multijet production will also contribute as a background, however typically only heavy-flavour
components are simulated in MC and although the production cross-section is large the high-energy
dimuon branching ratio is small. This leads to inefficient simulation of the heavy flavour multijet
components. Therefore QCD background contributions in this thesis are estimated directly from
data; this is discussed in Section 9.
In this analysis, although Z/γ∗ → τ τ̄ is a Drell–Yan process, the decays of the taus will contam-
inate the muon channel measurement and is therefore treated as a background. The Z/γ∗ → τ τ̄
background is simulated with the same generator and parameters as the signal MC samples and its
details are listed in Table 8.
Photon-induced processes are sub-categorised according to the origin of the initial state photons.









































(e) W → lν̄l production.
FIG. 21: Example background processes to the measurement of the dimuon channel Drell–Yan
process. Other processes include WZ and ZZ production, which are included in the more general
“diboson” definition, and Z → τ τ̄ and multijet production.
PDFs, are simulated using pythia8. Single-dissociative (sd) processes, where one photon originates
as part of the photon PDF and the other originates from the proton charge itself, are simulated
using herwig. Exclusive (ex) processes, where both photons originate from the proton charge, are
simulated using lpair. The MRST2004QED PDF set was used for the PDF of the photon and the
samples are listed in Table 9.
The diboson (WW , WZ, ZZ) MC samples are generated with herwig using the CTEQ6L1 PDF
set. An extra normalisation scaling is applied to the WW component due to a detailed background
study provided by the ATLAS H →WW ∗ production measurement89. The associated uncertainty
from the background study is applied when using the WW samples with the scaling. Information
on the diboson samples can be seen in Table 10.
The tt̄ (ttbar) background MC is simulated by powheg to generate matrix elements and pythia6
to describe the underlying event and parton showers. Decays from single-top process are simulated
using powheg-pythia6. Table 11 lists the top samples used in the analysis.
The W → lν background is simulated separately for W± → µν, and W± → τν using sherpa
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Signature mττ̄ [GeV] MC Run No. σ
NLO [pb] K-factor εfilter [%] Nevt [k] Uncertainty [%]
Z → τ τ̄ > 60 147808 1109.9 k(mττ̄ ) 100.0 5000 5
Z → τ τ̄ 180-250 158731 1.2485 k(mττ̄ ) 100.0 150 5
Z → τ τ̄ 250-400 158732 0.4361 k(mττ̄ ) 100.0 150 5
Z → τ τ̄ 400-600 158733 0.0718 k(mττ̄ ) 100.0 150 5
Z → τ τ̄ 600-800 158734 0.0180 k(mττ̄ ) 100.0 150 5
TABLE 8: Background Drell–Yan powheg-pythia8 Monte Carlo sample used in the analysis. The
first column is the signature simulated followed by the internal ATLAS run number corresponding
to each sample. Next are the powheg-pythia8 NLO cross-section, K-factor, filter efficiency εfilter,
and the number of events. The K-factor is at NNLO including NLO EW effects and is provided as
a function of m`` and is also used for the signal Z → µµ̄ samples. Finally, the systematic
uncertainty on the normalisation of the samples is also given86.
with the CT10 PDFs. The samples are listed in Table 12.
55
Signature mµµ̄ [GeV] MC run No. σ
LO [pb] K-factor εfilter [%] Nevt [k] Uncertainty [%]
γγ (dd)→ µµ̄ 7-20 129660 149.89 0.70 24.16 500 40
γγ (dd)→ µµ̄ 20-60 129661 26.600 0.70 33.01 500 40
γγ (dd)→ µµ̄ 60-200 129662 2.6931 0.70 100.0 500 40
γγ (dd)→ µµ̄ 200-600 129663 0.12164 0.70 100.0 200 40
γγ (sd)→ µµ̄ 60-200 185346 5.0420 0.70 100.0 500 40
γγ (sd)→ µµ̄ 200-600 185347 0.8730 0.70 100.0 200 40
γγ (sd)→ µµ̄ 600-1500 185348 0.0400 0.70 100.0 100 40
γγ (ex)→ µµ̄ 20-60 185337 26.600 0.70 9.595 500 40
γγ (ex)→ µµ̄ 60-200 185338 26.600 0.70 26.31 200 40
γγ (ex)→ µµ̄ > 200 185339 26.600 0.70 37.71 100 40
TABLE 9: Photon-induced Monte Carlo samples used in the analysis, listing the
double-dissociative (dd) process generated by pythia8, the single-dissociative (sd) process
generated by lpair and the exclusive (ex) process generated by herwig. The first column is the
signature simulated followed by the generated invariant mass and the internal ATLAS run number
corresponding to each sample. Next are the LO cross-sections determined using the
MRST2004QED PDF set and NLO K-factors. The filter efficiency εfilter for selecting [|ηµ| < 2.7,
leading pT > 15 GeV and sub-leading pT > 10 GeV] dimuon final states on the “ex” samples and
“dd” samples between 7-60 GeV. Finally, the number of events and the normalisation uncertainty
is given87,88.
Signature MC Run No.
σBr [pb]
K-factor εfilter [%] Nevt [k] Extra Scale Uncertainty [%]
herwig NLO
WW → `X 105985 32.501 58.7 1.8060 38.21 2500 1.20 10.0
ZZ → `X 105986 4.6914 7.2 1.5347 21.17 245 – 4.2
WZ → `X 105987 12.009 20.3 1.6904 30.55 1000 – 4.0
TABLE 10: Diboson herwig Monte Carlo samples used in the analysis. The first column is the
signature simulated followed by the internal ATLAS run number corresponding to each sample.
Next are the herwig LO cross-section, the NLO cross-section calculated using MCFM, the
LO→NLO K-factor, filter efficiency εfilter representing the branching ratio for the final state, and
the number of events. An extra scale factor used for the WW process89 is also shown and the
uncertainty assigned to the background normalisation is also given90–92.
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Signature MC Run No.
σBr[pb]
K-factor εfilter [%] Nevt [k] Uncertainty [%]
powheg NNLO
tt̄→ `X 110404 210.84 252.89 1.1994 54.30 50000 6
tt̄→ XX 105204 210.84 252.89 1.1994 45.70 9905 6
Single Top t-channel 110090 17.520 – 1.0500 100.00 5000 6
Single Anti-top t-channel 110091 9.3932 – 1.0616 100.00 1000 6
Single Top s-channel 110119 1.6424 – 1.1067 100.00 6000 6
Wt→ X 110140 20.461 22.37 1.0933 100.00 1000 6
TABLE 11: Top powheg-pythia6 Monte Carlo samples used in the analysis. The first column is
the signature simulated followed by the internal ATLAS run number corresponding to each
sample. Next are the powheg-pythia6 NLO cross-section, the NNLO cross-section calculated
using TOP2.0, the NLO→NNLO K-factor, filter efficiency εfilter representing the final state
branching ratio, and the number of events. Finally, the normalisation uncertainty is also given for
the NNLO cross-section93–99.
Signature MC Run No.
σBr [pb]
K-factor Nevt Uncertainty [%]
powheg NNLO
W+ → µν 147801 6891.0 7104.6 1.03 22972 5
W− → µν 147804 4790.2 4919.5 1.03 16854 5
W+ → τν 147802 6890.0 7103.6 1.03 29949 5
W− → τν 147805 4790.9 4920.3 1.03 5000 5
TABLE 12: Background W boson powheg-pythia8 Monte Carlo sample used in the analysis. The
first column is the signature simulated followed by the internal ATLAS run number corresponding
to each sample. Next are the powheg-pythia8 NLO cross-section, K-factor at NNLO, and the
number of events. Finally, the normalisation uncertainty is also given100,101.
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6. THE MEASUREMENT PHASE SPACE
A. Event Selection Criteria
The Drell–Yan signal is discriminated from background processes by placing kinematic require-
ments on events. Additional requirements are used to reject reconstructed muons in the event that
appear to be either poorly reconstructed, non-prompt or fake muons. Muons that originate from
the hard scatter of an interaction are defined as prompt muons. Muons that originate from sec-
ondary decays, i.e. away from the ẑ-axis, are defined as non-prompt muons. Non-muon particles
that are reconstructed as muons are called “fake” muons. The contribution of fake muons to this
analysis is negligible due to the large number of hadronic interaction lengths of the HCAL whereas
the contribution from non-prompt muons is significant.
The selection criteria for Z → µµ̄ candidates are defined below. Details of the criteria are provided
in the subsections.
• Event passes the ATLAS data quality good runs list (GRL: Table 6).
• Event rejected if the LAr Error is present.
• Event has ≥ 2 tracks associated to the primary vertex.
• Event passed one of the following trigger requirements based on highest pµT muon:
– pµT < 25 GeV and EF mu18 tight mu8 effs.
– pµT > 25 GeV and either EF mu24i tight or EF mu36 tight.
• Event contains at least one muon that is triggered-matched to an activated trigger.
• Event has ≥ 2 combined third-chain algorithm muons passing the following selections.
– Muon passes muon combined performance (MCP) quality criteria.
– Muon passes medium+ reconstruction definition.
– pµT > 20 GeV
– |ηµ| < 2.4
– |zPV | < 10 mm







• Event does not have ≥ 3 muons after all previous selection criteria.
• Event contains two muons after all previous selection criteria, which are of opposite sign
electric charge.
where the individual muon momenta, pµT , is determined from the ID only. The individual selection
criteria are further described below:
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ATLAS Data Quality GRL & LAr Flags
Dimuon events are taken from good data runs with no error flags arising from liquid argon
(LAr) components in the ATLAS detector. LAr noise bursts can occur during detector-operations,
therefore an error flag is recorded so these events can be removed.
Tracks associated to the Primary Vertex
Tracks of an event are reconstructed back to a central vertex and are only recorded if the associated





where the sum incudes all tracks associated to the vertex. A requirement
of three or more tracks to the primary vertex, in addition to the impact parameter requirement,
removes muon signatures originating from cosmic ray interactions in the upper atmosphere.
Trigger Requirements
As previously described in Section 2 E, this analysis uses three different muon triggers. This allows
a greater acceptance of muon momenta at low value pµT and higher efficiency of individual muons
at high value pµT . In addition, at least one reconstructed muon in the event is required to have
equivalent values of pµT , ηµ and φµ to the object that passed the trigger; this muon is considered to
be “trigger-matched”.
MCP Quality Criteria
A set of criteria is recommended by the Muon Combined Performance (MCP) group within
ATLAS for removing poorly reconstructed muons68. The inner detector must have a certain number
of hits with respect to dead sensors, holes in acceptance or outlying TRT hits. Also, the ID tracks
must have a successful TRT extension if the track lies within the TRT acceptance. An unsuccessful
TRT extension is defined as either no recorded TRT hits or a set of TRT hits associated as outliers.
The requirements are:
• Number of pixel hits + number of crossed dead pixel sensors > 0.
• Number of SCT hits + number of crossed dead SCT sensors > 4.
• Number of pixel holes + number of SCT holes < 3.
• A successful TRT extension in the ηµ acceptance of the TRT:
– For 0.1 < |ηµ| < 1.9, require n > 5 and noutliersTRT < 0.9n
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where nhitsTRT denotes the number of TRT hits of the muon track, n
outliers
TRT the number of TRT outliers
of the muon track and n = nhitsTRT + n
outliers
TRT .
The MCP group also recommends a restriction on the significance of the muon momentum balance
to improve reconstruction quality for MuID and MuGirl muons. This limits the number of muons
originating from decays in-flight. This criteria is included in the MCP group’s definition of a
reconstructed medium+ muon.
• For MuID muons: muon momentum balance significance < 4.
• For MuGirl muons: muon momentum balance significance < 4 and is a combined muon.
Detector Acceptance
Due to the coverage of detector components, only muons within |ηµ| < 2.5 are accurately recon-
structed in ATLAS. Furthermore, limitations imposed by corrections to muon trigger efficiencies
reduce the acceptance range to |ηµ| < 2.4. The trigger requirements also impose a lower value pµT
threshold for accurate muon reconstruction. This is further described in Section 6 B.
Impact parameter
Muons from secondary decays of long-lived particles are rejected by an impact parameter, |zPV |,
criterion. The impact parameter, zPV , is defined as the ẑ offset closest point of approach of a
muon track to the primary vertex. The data distribution of zPV is shown in Figure 22a, where the
shaded regions show muons accepted and rejected by the impact parameter. The criterion is shown
to act on the tail of the distribution where the cross-section has fallen by 2.7 orders of magnitude.
The criterion also rejects muon signatures originating from cosmic ray interactions in the upper
atmosphere. The rejection of these signatures is shown in Figure 22b. The plot shows that when
such muons traverse the beamline they mimic a non-boosted back-to-back dimuon event, as shown




The isolation requirement discriminates against semileptonic decays of heavy quarks1. The isola-
tion parameter, Iµ, is defined as the scalar sum of transverse momenta of additional objects within







The isolation distributions are used in the determination of the dimuon multijet background for



















































(a) The impact parameter distribution of muons in data with and






































FIG. 22: The impact parameter criterion applied to data distributions. The shaded regions under
the data points show the regions where the muons are accepted (blue) and rejected (red) by the
criterion. The η1µ + η
2
µ-axis has been focused in on the central part of the distribution where the
contribution of muon signatures originating from cosmic ray interactions in the upper atmosphere
is seen in the red shaded region (without zµPV criterion) above the nominally selected data.
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Drell–Yan Signature
Drell–Yan events are expected to have two high-energy final state leptons of opposite sign electric
charge. Therefore, a veto of events containing ≥ 3 muons and an opposite sign criterion are required.
In Section 10 A the number of events passing each criterion for data and MC is presented, where
the events have applied weights and corrections as described in Section 7.
B. The Kinematic Fiducial Volume
A prerequisite for the production of theory calculations is to have a well defined kinematic phase
space for which the calculations are to be performed. This is because theory calculations would
otherwise integrate inclusively over all kinematics leading to large theory extrapolation uncertainties
when compared against the data. In this analysis the kinematic phase space is defined to be close
to the experimental acceptance.
Due to the coverage provided by the inner detector and the muon spectrometer, as well as lim-
itations imposed by muon trigger requirements, muons are only accurately measured in a pseudo-
rapidity range of −2.4 < ηµ < 2.4. In addition to this, trigger limitations define a minimum
transverse muon-momentum, pµT , for which muons are recorded. The lowest p
µ
T muon trigger used
in this analysis has its threshold at 18 GeV. To measure in a region away from threshold effects
the fiducial transverse muon-momentum region is pT > 20 GeV. This also indirectly places a lower
limit on the value of dimuon invariant mass that can be measured: the lower limit for mµµ is taken
to be mµµ > 46 GeV. An upper limit of mµµ < 200 GeV is required. These three regions in ηµ, p
µ
T
and mµµ define the kinematic “fiducial volume”.
As well as these requirements manifesting themselves in the experimental selection criteria for
reconstructed events, they are applied as fiducial selection criteria for the generated truth MC
particles. Truth MC definitions are discussed in the unfolding section (Section 6 D). The fiducial
volume is summarised below, where the kinematics are taken at either the Born, bare or dressed
truth-levels defining the unfolding:
• |ηµ| < 2.4
• pµT > 20 GeV
• 46 < mµµ < 200 GeV
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C. Three-Dimensional Binning
The locations of the bin edges are chosen to maximise the physics sensitivity whilst limiting
the effects of sparsely populated bins. The bin edges are motivated as follows: The sign change
of the forward-backward asymmetry, AFB , about the Z-boson mass peak is measured with bins
directly either side of mZ . The mass binning continues in coarse mass bins, to mitigate migrations.
Migrations in mass are due to effects of final state radiation and pµT reconstruction effects. The upper
mass bin edge was chosen so that the full width of the Z is covered, high values of AFB are measured
and a high statistical precision is achieved. Fine binning in rapidity, |yµµ|, was chosen for the PDF
variation and an even number of bins in cos θ∗ allows for the AFB determination (Equation 43) as
well as sensitivity to gq contributions from the PDFs (Figure 9).
The high mµµ bin edges align with the binning scheme of the 2011 W/Z measurement
32 and the
2012 high mass Drell–Yan precision measurement1. The low mµµ bin edges away from the mass
peak align with the 2011 low mass Drell–Yan measurement102.
The final binning scheme that is used across the three dimensions in the analysis is:
• mµµ: (46, 66, 80, 91, 102, 116, 150, 200) GeV
– 7 bins.
• |yµµ|: (0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4)
– 12 bins.
• cos θ∗: (-1.0, -0.7, -0.4, 0.0, 0.4, 0.7, 1.0)
– 6 bins.
• Total Number of Bins: 7× 12× 6 = 504
In the rapidity and cos θ∗ dimensions migrations are minimal due to accurate muon ηµ and φµ
measurements, shown in the sampling resolution plots in Figures 23-26. The sampling resolution,
R, is the standard deviation of a variable, x:
R(x) = σ [xrec − xgen] . (57)
where xgen is the generated “true” value from truth MC and xrec is the reconstructed (measured)
value. Figures 23 and 24 show for each mass bin a yµµ and cos θ
∗ plane with a point in each bin with
the location corresponding to the mean value, 〈xrec〉, of events falling within that bin and error bars
corresponding to the sampling resolution as measured in that bin. The background colour gradient















where y is the variable of the second dimension and δx,y are the bins widths. Figures 25 and 26
show the sampling resolutions in mµµ and yµµ for constant cos θ
∗.
The sampling resolution of the three dimensions show highly accurate yµµ and cos θ
∗ measure-
ments on and above the Z-peak. The exceptions to this are on the edges of the yµµ-cos θ
∗ phase
space where the concentration of events towards the bin edges and significant resolutions indicate
migrations into neighbouring bins. The mµµ and yµµ sampling resolution planes show limited values
of resolution in the mµµ dimension directly below the Z-peak, expected due to migrations from FSR
contaminating the low mµµ bins. This occurs because FSR absorbs a fraction of the original muon
momentum reducing the observed invariant mass of the final state dimuon pair. The much larger
cross-section of the Z-peak (80 < mµµ < 102 GeV) compared to lower masses (66 < mµµ < 80 GeV)
causes the FSR effect to dominate the resolution in this region. The resolution in mµµ is also seen
to degrade with increasing yµµ.
To aide with displaying the binning in tables a linearised representation is adopted. A unique bin
number is assigned to each bin when iterating over mµµ, |yµµ| and cos θ∗ respectively. An equation
for the transposition is provided and an example is shown in Table 13:
(
m(i)µµ, |y(j)µµ |, cos θ∗(k)
)
→ B = 72(i− 1) + 6(j − 1) + (k − 1) + 1 , (59)
where,
i = 1, 2 . . . 7 ,
j = 1, 2 . . . 12 ,
k = 1, 2 . . . 6 .
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Analysis bin, B Bin edges
1 46 < mµµ < 66 GeV 0.0 < |yµµ| < 0.2 −1.0 < cos θ∗ < −0.7
2 46 < mµµ < 66 GeV 0.0 < |yµµ| < 0.2 −0.7 < cos θ∗ < −0.4
3 46 < mµµ < 66 GeV 0.0 < |yµµ| < 0.2 −0.4 < cos θ∗ < 0.0
4 46 < mµµ < 66 GeV 0.0 < |yµµ| < 0.2 0.0 < cos θ∗ < 0.4
5 46 < mµµ < 66 GeV 0.0 < |yµµ| < 0.2 0.4 < cos θ∗ < 0.7
6 46 < mµµ < 66 GeV 0.0 < |yµµ| < 0.2 0.7 < cos θ∗ < 1.0





499 150 < mµµ < 200 GeV 2.0 < |yµµ| < 2.4 −1.0 < cos θ∗ < −0.7
500 150 < mµµ < 200 GeV 2.0 < |yµµ| < 2.4 −0.7 < cos θ∗ < −0.4
501 150 < mµµ < 200 GeV 2.0 < |yµµ| < 2.4 −0.4 < cos θ∗ < 0.0
502 150 < mµµ < 200 GeV 2.0 < |yµµ| < 2.4 0.0 < cos θ∗ < 0.4
503 150 < mµµ < 200 GeV 2.0 < |yµµ| < 2.4 0.4 < cos θ∗ < 0.7
504 150 < mµµ < 200 GeV 2.0 < |yµµ| < 2.4 0.7 < cos θ∗ < 1.0
TABLE 13: Example of the linearised analysis binning used in the analysis. In this formalism bins
of mµµ and |yµµ| are fixed while the cos θ∗ dimension is iterated over. Once a cycle of cos θ∗ is
completed the |yµµ| dimension is incremented and cos θ∗ re-iterated over. This continues until a
full cycle of |yµµ| is complete at which point mµµ is incremented, and the process repeats,
















































(a) Drell-Yan signal MC sampling resolution in















































(b) Drell-Yan signal MC sampling resolution















































(c) Drell-Yan signal MC sampling resolution in















































(d) Drell-Yan signal MC sampling resolution
in the 91 < mµµ < 102 GeV mass window.
FIG. 23: Two dimensional (|yµµ|, cos θ∗) plots of the dimuon sampling resolution, R, (points) and
the normalised sampling resolution, R̃, (colour gradient) in the first four invariant mass windows
of the measurement. Final state muons before FSR (the Born truth-level) are used as the truth
















































(a) Drell-Yan signal MC sampling resolution in















































(b) Drell-Yan signal MC sampling resolution















































(c) Drell-Yan signal MC sampling resolution in
the 150 < mµµ < 200 GeV mass window.
FIG. 24: Two dimensional (|yµµ|, cos θ∗) plots of the dimuon sampling resolution, R, (points) and
the normalised sampling resolution, R̃, (colour gradient) in the last three invariant mass windows
of the measurement. Final state muons before FSR (the Born truth-level) are used as the
















































(a) Drell-Yan signal MC sampling resolution in















































(b) Drell-Yan signal MC sampling resolution















































(c) Drell-Yan signal MC sampling resolution in
the −0.4 < cos θ∗ < 0.0 region.
FIG. 25: Two dimensional (|yµµ|-mµµ) plots of the dimuon sampling resolution, R, (points) and
the normalised sampling resolution, R̃, (colour gradient) in the first three dimuon decay angle
regions of the measurement. Final state muons before FSR (the Born truth-level) are used as the
















































(a) Drell-Yan signal MC sampling resolution in















































(b) Drell-Yan signal MC sampling resolution















































(c) Drell-Yan signal MC sampling resolution in
the 0.7 < cos θ∗ < 1.0 region.
FIG. 26: Two dimensional (|yµµ|-mµµ) plots of the dimuon sampling resolution, R, (points) and
the normalised sampling resolution, R̃, (colour gradient) in the last three dimuon decay angle
regions of the measurement. Final state muons before FSR (the Born truth-level) are used as the
comparator in the resolution definitions for these figures.
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D. Cross-section Unfolding
As shown in Figures 23-26, observables are affected by the geometrical acceptance, detection
efficiency, and finite resolution of the measuring device. In general, the true value of a physical
observable is different from the measurement because of such physical limitations and algorithm
biases. These effects are considered to be “folded” into reconstructed distributions. To produce
a generalised result the reconstructed distributions are “unfolded” back to a MC generator-level
definition103. This allows theorists to make predictions without knowledge of the ATLAS detector.
For a distribution of true values, ~x, and measured values, ~y, the transformation between the two
is given by
R ~x = ~y , (60)
where R is known as the response matrix. The matrix elements, Rij , define the probability that true
value xi is measured as value yj . The response matrix is produced using Monte Carlo simulation
which includes both the physics of each event before reconstruction and the simulation of particles
interacting with the detector.
The inversion of the response matrix unfolds the reconstructed distributions, ~y, giving the true
distributions, ~x;
~x = R−1 ~y . (61)
True distributions are independent of the measuring device. This allows unfolded measured results
to be comparable to not only results from other experiments, but to theoretical predictions as well.
This also results in a choice of how to define the truth-level. For the Drell–Yan process an ambiguity
arises from the treatment of final state radiation (FSR). Three levels are commonly defined104:
• Born: Event kinematics determined from leptons before QED FSR.
• Bare: Event kinematics determined from leptons after QED FSR.
• Dressed: A hybrid, where 4-vectors of the bare leptons are recombined with radiated photons
within a cone of ∆R < 0.1.
The Born truth-level is defined to be the same as the leading order in QED Drell–Yan process
resulting in a full QED correction through the unfolding. The bare truth-level is defined to be
similar to reconstructed quantities so that no QED correction is performed through unfolding. The
dressed truth-level is also defined to be similar to reconstructed parameters, however it accounts
for the inability of EM calorimeters to resolve electron FSR deposits in the case of collinear photon
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FIG. 27: Invariant mass differences between the Born, bare and dressed truth-levels. The
distributions are taken from the Drell–Yan signal MC at
√
s = 8 TeV.
within the kinematic fiducial volume. A combination is performed with unfolded electron channel
results at the Born truth-level, detailed in Section 14. Although muons do not suffer from the same
FSR resolution problem, unfolding to the dressed truth-level could allow for a more accurate future
combination of both the muon and electron channel data. For this reason results are presented at
all three truth-levels.
The difference in the truth-levels as a function of invariant mass is shown is Figure 27. The bare
truth-level shows the large effect of FSR in migrating events to lower values of mµµ. Although the
effect is dominant on and below the Z-peak, a significant effect is seen above the Z-peak. The
dressed truth-level shows similar downward migrations as seen with the bare truth-level, however
inclusion of ISR and photons from the underlying event cause large upward migrations which are
further enhanced by the rapidly falling cross-section.
Due to the effect of significant migrations observed from the sampling resolution plots of Sec-
tion 6 C the unfolding method of choice is the iterative Bayesian unfolding procedure. Bayesian
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unfolding is based on Bayes’ theorem103,105:




where P (xi|yj) is the conditional probability of true value xi having observed yi, and is dependant
on the conditional probability P (yj |xi) of measuring yj after generating xi. The probability P (xi) is
also called the “prior” and is defined as the probability of having a true spectrum xi. The response
matrix is defined as P (yj |xi) and is estimated as the ratio of the number of measured events, yj ,
and the number of true events, xi;




The inverted response matrix, (R−1)ij , of Equation 61 is given by:
(R−1)ij = P (xi|yj) . (64)












A difficulty is recognised in that the choice of prior, P (xi), can bias the unfolded measurement of
the data, x′i. The bias can be reduced by replacing the prior with the probability P (x′i) of having








The initial prior is taken from Monte Carlo simulation. By iterating, the unfolded distribution
appears less like the Monte Carlo truth and more like the data. However, this causes uncertainties
on the unfolded distribution to increase with the number of iterations, because the unfolding trains
to artefacts in the data. This effect is shown in Section 11 C. The full cross-section calculation,
which includes the unfolding of the reconstructed data, is given and discussed in Section 12. The
nominal number of Bayesian unfolding iterations used in this analysis is niter. = 1.
E. Acceptance, Purity and Stability
The acceptance, purity and stability quantify the effects and behaviour of event migrations. For
large bins or high resolution the acceptance can be interpreted as the reconstruction efficiency. The
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purity indicates how many of the reconstructed events were originally generated in a given bin. The
stability shows the outward migration of events from a given bin.
The acceptance (A), purity (P) and stability (S) for a given bin are defined in Equations 67, 68
and 69 respectively. Note that in this case the definition of acceptance is identically equal to the
elements of the unfolding response matrix, R. The acceptance, purity and stability are calculated
















where Nrectot is the total number of reconstructed events measured in the given bin and N
gen
tot is the
total number of generated events produced in the given bin. Ngenstay is the total number of generated
events in the given bin that were explicitly reconstructed in the same given bin107.
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FIG. 28: The Drell–Yan signal acceptance (A), purity (P) and stability (S) in the invariant mass
bins of the 3D measurement. Generated events are defined at the Born truth-level. Uncertainties
on the values show statistical uncertainties only.
The acceptance, purity and stability defined at the Born truth-level is shown as a function of
invariant mass in Figure 28. The plot is generated exclusively from Drell–Yan signal Monte Carlo
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where each event has the relevant reconstruction- and generator-level corrections and weights. The
applied corrections and weights are discussed in the forthcoming sections. The figure shows a high
acceptance in the 66 < mll < 80 GeV invariant mass bin due to large migrations off the Z-peak
where the cross-section is high, as a result of final state radiation. This is in part a similar effect to
that shown in Figure 27. The purity follows an opposite behaviour to the acceptance. The purity is
largest above the Z-peak (91 < mll < 102 GeV) where the relative number of migrating events into
the mass bin, compared to the cross-section, is smallest. The stability is shown to slightly increase
over the invariant mass range.
The acceptance, purity and stability are also shown in |yµµ| and cos θ∗ for each invariant mass bin
in Figures 29-34. Large acceptance values are observed in low statistics regions (high value |yµµ|,
high value | cos θ∗|). The low statistics regions have bins that do not capture any events, therefore
such bins do not have a value and appear blank in the 2D plots. Large upward migrations are seen
in the high rapidity regions for 102 < mµµ < 150 GeV from detector resolution of the transverse
muon-momentum. This is mitigated in the higher mass bins due to the large mass bin widths.
The purity plots confirm the conclusions of the acceptance plots: large upward migrations in large
mµµ and large |yµµ| bins, and large migrations downward off the Z-peak due to FSR. Additionally,
the dilution of the forward-backward asymmetry is observed in the 66 < mµµ < 80 GeV mass bin.
The dilution occurs from Z-peak events generated with a high cross-section at low value |AFB |
migrating downwards due to FSR contaminating the lower mass bins where events are generated
with high |AFB |.
































































































































































































































































































































































































































































































(a) Drell–Yan signal MC acceptance, A, in the

























































































































































































































































































































































































































































































(b) Drell–Yan signal MC acceptance, A, in the































































































































































































































































































































































































































































































(c) Drell–Yan signal MC acceptance, A, in the

























































































































































































































































































































































































































































































(d) Drell–Yan signal MC acceptance, A, in the
91 < mµµ < 102 GeV mass window.
FIG. 29: Two dimensional (|yµµ|, cos θ∗) plots of the Drell–Yan signal acceptance in the first four
















































































































































































































































































































































































































































































(a) Drell–Yan signal MC acceptance, A, in the





















































































































































































































































































































































































































































































(b) Drell–Yan signal MC acceptance, A, in the




















































































































































































































































































































































































































































































(c) Drell–Yan signal MC acceptance, A, in the
150 < mµµ < 200 GeV mass window.
FIG. 30: Two dimensional (|yµµ|, cos θ∗) plots of the Drell–Yan signal acceptance in the last three

























































































































































































































































































































































































































































































(a) Drell–Yan signal MC purity, P, in the

















































































































































































































































































































































































































































































(b) Drell–Yan signal MC purity, P, in the

















































































































































































































































































































































































































































































(c) Drell–Yan signal MC purity, P, in the























































































































































































































































































































































































































































































(d) Drell–Yan signal MC purity, P, in the
91 < mµµ < 102 GeV mass window.
FIG. 31: Two dimensional (|yµµ|, cos θ∗) plots of the Drell–Yan signal purity in the first four







































































































































































































































































































































































































































































(a) Drell–Yan signal MC purity, P, in the

















































































































































































































































































































































































































































































(b) Drell–Yan signal MC purity, P, in the











































































































































































































































































































































































































































































(c) Drell–Yan signal MC purity, P, in the
150 < mµµ < 200 GeV mass window.
FIG. 32: Two dimensional (|yµµ|, cos θ∗) plots of the Drell–Yan signal purity in the last three


























































































































































































































































































































































































































































































(a) Drell–Yan signal MC stability, S, in the


















































































































































































































































































































































































































































































(b) Drell–Yan signal MC stability, S, in the


















































































































































































































































































































































































































































































(c) Drell–Yan signal MC stability, S, in the
























































































































































































































































































































































































































































































(d) Drell–Yan signal MC stability, S, in the
91 < mµµ < 102 GeV mass window.
FIG. 33: Two dimensional (|yµµ|, cos θ∗) plots of the Drell–Yan signal stability in the first four








































































































































































































































































































































































































































































(a) Drell–Yan signal MC stability, S, in the


















































































































































































































































































































































































































































































(b) Drell–Yan signal MC stability, S, in the












































































































































































































































































































































































































































































(c) Drell–Yan signal MC stability, S, in the
150 < mµµ < 200 GeV mass window.
FIG. 34: Two dimensional (|yµµ|, cos θ∗) plots of the Drell–Yan signal stability in the last three
invariant mass windows of the measurement. Uncertainties on the values show statistical
uncertainties only.
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7. MONTE CARLO CORRECTIONS
To achieve the most accurate unfolding all resolutions and efficiencies in MC should be the same
as in data. MC is therefore corrected to match data. Additional corrections are applied to MC for
underlying physics effects and data-taking conditions.
A. Generator-Level Weights
To be compared to data, each MC simulation sample must be normalised to the luminosity and
the underlying physics. This is achieved by assigning weights to each event for every MC sample.
The following sections define the individual weights applied in this analysis.
Weights applied to generator-level quantities are defined as the generator-level weights. Where
an approved Standard Model Working Group (SMWG) package has been used its name is given
along with the package version.
Monte Carlo Generator Weights
Next-to-leading order in QCD MC generators use dedicated generator weights, gmc, to avoid
double-counting of NLO effects in the hadronisation model. Next-to-leading order in QCD MC
samples used in this thesis have generator weights of gmc = ±1 for each event. Leading order in
QCD MC samples used in this thesis have generator weights of gmc = 1 for each event.
Luminosity Normalisation
Monte Carlo samples must be normalised to the integrated luminosity of the data. The luminosity
normalisation of a MC sample is dependent on the sample cross-section, σ; the sum of generator
event weights in the sample,
∑
gmc; the filter efficiency of the sample, ε
filter; and the integrated
luminosity of the data it is to be normalised against, Ldata. The luminosity weighting of each








Figure 35a shows the effect of luminosity weighting upon DY signal MC events. The top panel
shows the unweighted MC sample mass distributions in stacked histograms revealing the difference
in numbers of events in each MC sample. The bottom panel shows the luminosity weighted samples
in histogram stacks, where the total sum shows continuity across MC sample edges for all except
the lowest mass sample.
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The dimuon filtered signal MC sample in the 8 < mµµ < 20 GeV region is included to quantify
upward migration of reconstructed events into the fiducial volume from low values of mµµ. 6.89±0.78
reconstructed events pass the selection criteria, which is not significant. Therefore the production
of single- and zero-muon signal MC samples in that region was not deemed necessary.
Monte Carlo K-factors
Monte Carlo K-factors improve the generated cross-section prediction of a sample by reweighting
to a more precise prediction. The K-factors applied to the Drell–Yan MC are calculated as a ratio
of the best available theory calculation over the MC generator cross-sections. The theoretical calcu-
lations are performed at NNLO in perturbative QCD including additive missing higher-order (HO)
EW corrections using the FEWZ-3.1.b2 program package108–110. The missing HO EW corrections
include weak loop effects, QED initial state radiation and interference terms arising from ISR and
FSR. The corrections are adapted to MC that simulates QED ISR and FSR via PHOTOS81. The
NNLO PDF set used is MSTW2008NNLO111.
A K-factor scaling of 0.7 is applied to the photon-induced (PI) process to match NLO calcula-
tions of SANC87,88. The theoretical part of the tt̄ K-factor is obtained from Top++2.0 NNLO in
QCD calculations using a top-quark mass of 172.5 GeV and including resummation of next-to-next-
to-leading logarithmic soft-gluon terms93–98. The single top-quark K-factor was produced with
included soft-gluon resummation at next-to-next-to-leading logarithm accuracy99. Diboson cross-
section calculations were performed at NLO with MCFM90,91 using the CT10 PDF. Finally, W → `ν̄
production theory calculations are performed with FEWZ-NNLO.
The MC K-factors are applied as generator-level weights to each event in the MC samples. The
mass dependent DY MC K-factors used in the analysis is shown in Figure 35b. They are shown to
deviate from unity by 4.0%-2.0% across the mµµ range.
Z Mass Lineshape Corrections
The Powheg-Pythia simulation is reweighted to improve the Born-level description of the line-
shape. The Z lineshape is described in the nominal signal MC with a fixed width following the
modified minimal subtraction (MS) scheme112–114, whereas an improved description is achieved
using a running width, based on renormalisation group evolution equations (RGEs)115–117. The
ATLAS SMWG provides the lineshape reweighting tool for this purpose. The lineshape tool used
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(a) The effect of luminosity weighting upon the
invariant mass, mµµ, binned DY signal MC
samples. The top panel shows the unweighted mµµ
distributions and the bottom panel shows the
luminosity weighted samples.
 [GeV]µµm
















DY K-factor as a function of invariant mass
Nominal Weight
 Uncertainty Bandσ±
(b) The functional form of the invariant mass,
mµµ, dependent K-factors applied to the
Drell–Yan MC. The green curves show the ±1
standard deviation band associated to the
uncertainty on the determination of K-factors.
FIG. 35: Luminosity weighting and K-factor cross-section correction applied at the truth-level to
MC simulation. Histogram error bars are statistical.
Event Primary Vertex Corrections
Monte Carlo simulation of event primary vertices has a mis-modelling with respect to the z-axial
displacement. To bring the primary vertex z-axial displacement (zPV ) distribution of the Drell–Yan
MC in-line with observed data, truth-level primary vertex corrections are applied. These corrections
come in the form of a per-event reweighting of the truth zPV distribution to on-peak Z → eē data
samples. A tool for the reweighting was provided by the ATLAS SMWG group and is listed in
Table 38. The effect of this correction is shown in Figure 36b.
Pile-up Corrections
A correction is made to the MC to account for the increased level of in-time pile-up observed
during data taking in the ATLAS detector. A tool was used to correct the average number of
interactions per bunch crossing, 〈µ〉, in MC by reweighting to the data. However, to maintain an















































(a) The invariant mass, mµµ, dependent lineshape
correction for the Z-boson modelling applied to
the Drell–Yan signal MC. The top panel shows the
nominal lineshape generated in MC and the
corrected running-width lineshape. The bottom
























































(b) The Z-boson vertex position correction applied
to the Drell–Yan signal MC. The top panel shows
the generated vertex positions generated in MC
and the corrected vertex positions. The bottom
panel shows the ratio of the generated and the
corrected vertex positions.
FIG. 36: Lineshape and vertex position corrections applied at the truth-level to MC simulation.
Histogram error bars are statistical.
as recommended by the SMWG. The effect of this correction is shown in Figures 37a and 37b. Here,
the description of the low tail-end of the 〈µ〉 distribution is shown to improve along with the lower
and central regions of the number of vertices per bunch crossing, NVtx, distribution.
B. Reconstruction Level Corrections
Updated geometry data sets and calibration analyses performed after data taking result in an
improved description of the ATLAS detector. This information is used to improve the simulated
detector response in MC.
Corrections to reconstructed quantities are applied at the reconstruction-level only. The following



















































(a) Effect of pile-up weighting upon the
reconstructed MC description of the average


















































(b) Effect of pile-up weighting upon the
reconstructed MC description of the number of
vertices per bunch crossing, NVtx.
FIG. 37: Reconstruction effects of the pile-up reweighting correction and global 〈µ〉 scaling applied
at the truth-level to MC simulation. Reconstructed MC and data are shown after applying the full
event selection criteria. The uncorrected MC is given by the red line while the corrected is given
by the stacked MC histograms and data points are in black. Histogram error bars in the figures
include statistical uncertainties only. The bottom panels show the agreements between data and
MC with uncorrected and corrected MC.
Muon Combined Performance Corrections
Corrections are applied to the MC at reconstruction level to account for imperfect modelling
of muon reconstruction, muon momentum resolution and muon momentum scale. The muon re-
construction efficiencies were determined by the muon combined performance (MCP) group using
tag-and-probe methods68. The MCP group packages used by the measurement are listed in Table 38.
The tag-and-probe method uses two muons from the decay of the same particle (tupically the Z
or the J/ψ) to determine the efficiency of a set of selection criteria. One muon is defined as the
“tag”, which follows tight selections to ensure the purity of the sample, and the other as the “probe”
to test the individual muon efficiency. Both muons are tested for being the tag and the probe to
avoid systematic biases. The tag-and-probe method is performed on both data and MC allowing
a scale-factor to be determined from their ratio. The scale-factor can then be used as a correction
weight.
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The effect of muon momentum corrections is shown in Figures 38a and 38b. The corrected
muon momenta show an average increase in the number of high-pµT muons found. This affects the
resolution of the reconstructed Z-peak, where a better agreement between data and MC is seen for
the broader, corrected MC distribution. The average reconstruction efficiency correction is shown
for leading muon pµT in Figure 39a. The average reconstruction correction is shown to be < 0.1%
across the pµT range. The shaded region shows the systematic uncertainty band of the reconstruction
efficiency corrections. The last bin shows a large systematic uncertainty, however the contribution
























































(a) The effect of muon momentum smearing upon
the reconstructed MC description of the muon pµT .
The uncorrected muon pµT in MC is given by the
red line, corrected by the stacked MC histograms
















































(b) The effect of muon momentum smearing upon
the reconstructed MC description of the invariant
mass, mµµ. The uncorrected mµµ in MC is given
by the red line, corrected by the stacked MC
histograms and data points in black.
FIG. 38: Reconstruction-level effects of applying the muon momentum smearing to ID muon pµT .
Reconstructed MC and data are shown after applying the full event selection criteria. Histogram
error bars in the figures include statistical uncertainties only. The bottom panels show the














































Average Reconstruction Efficiency Correction
Corrected/Generated
Systematic Uncertainty
(a) The average leading-muon reconstruction











































Average Trigger Efficiency Correction
Corrected/Generated
Systematic Uncertainty
(b) The average muon trigger efficiency correction

















































Average Isolation Efficiency Correction
Corrected/Generated
Systematic Uncertainty
(c) The average leading-muon isolation efficiency
correction as a function of leading-muon transverse
momentum.
FIG. 39: The average reconstruction, isolation and trigger efficiency corrections used in the
analysis as a function of Drell–Yan signal MC leading muon pµT . The average correction is shown
as a ratio of the corrected leading-muon pµT spectra to the generated (uncorrected) spectra. Error
bars on the data points show the DY MC statistical uncertainties only. The green uncertainty
band shows the ±σ shifted correlated uncertainties of the corrections.
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Trigger Efficiency Corrections
Two sets of trigger efficiency corrections are used in this analysis: a high precision set deter-
mined in the measurement of the high mass Drell–Yan cross-section33 and a set that extends the
trigger efficiency coverage to the low mass regime. The low mass muon trigger efficiencies were
determined by the muon trigger signature (MTS) group through tag-and-probe methods and is well
documented68,118. The high precision trigger efficiencies were produced as a dedicated and precise
set of efficiencies that do not rely on calibration associated to the J/ψ resonances.
For the ease of error propagation the two sets are used in independent pµT regions: muons with
pµT < 25 GeV receive trigger efficiency corrections according to the MTS efficiency set; muons with
pµT > 25 GeV receive trigger efficiency corrections according to the high precision set.
A brief description of the method used to determine the high precision trigger efficiency corrections
follows below for quick reference.. The full description with associated efficiency plots, maps and
studies can be found in an ATLAS thesis documenting a measurement of the High Mass Drell–Yan
cross-section, by Robert Hickling119 The following work was not produced by this thesis’ author.
The independent set was determined via tag-and-probe using the following conditions for the tag:
• MCP medium+ defined third-chain muon
• pµT > 25 GeV
• |zPV | < 3 mm
• Iµ < 0.1
• MCP quality criteria
• ∆R match between tag muon and trigger muon from either EF mu24i tight or EF mu36 tight
For the probe:
• MCP medium+ defined third-chain muon
• pµT > 20 GeV
• Iµ < 0.1
• MCP quality criteria
For the combined tag-and-probe system:
• |∆dPV (tag,probe)| < 10 mm
• |∆zPV (tag,probe)| < 20 mm
• ∆mZ = |mZ −m(tag,probe)| < 10 GeV
where dPV is the radial displacement of the closest point of approach of the muon track from the
primary vertex location and the PDG value of the Z boson mass46 is mZ = 91.1876± 0.0021 GeV.
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Drell–Yan signal MC was compared to background subtracted data where the background was
determined from MC and a QCD multijet component estimated from the modified ABCD method,
similar to that described in Section 9. Due to the varying subsystem performance in the ATLAS
detector the efficiency set was parametrised in η and φ with an additional parameter accounting
for a residual pµT dependence. An additional muon charge dependence was included due to gaps in
specific η-φ regions because of faulty and/or non-installed chambers and effects from the toroidal
magnetic field towards the edges of the muon η acceptance.
The systematic uncertainties were derived from three components, a background contamination
systematic, an event topology systematic and a residual pµT dependence systematic. The background
contamination systematic was calculated by shifting the requirements on the tag muon pµT by ±10%,
the tag and probe muon isolation by ±10% and the tag and probe ∆mZ by ±50%. The topological
systematic was derived from the effect of placing a constraint upon the absolute difference in φ
between the tag and probe of ||∆φ| − π| > 0.1. The pµT dependence systematic was taken from the
pµT deviation after re-applying the generated trigger efficiencies back to the probe muon. The high
precision muon trigger efficiencies were approved for use by the MTS group.
The low mass muon trigger efficiency corrections have an average precision of 0.5% in the 46 <
mµµ < 66 GeV region. The high precision set have an average precision of 0.1% in the 66 < mµµ <
200 GeV region.
The average trigger efficiency correction as a function of leading muon pµT is shown in Figure 39b.
The average correction is below unity showing that the trigger efficiencies are higher in the generated
MC than observed in data. The largest correction is seen at pµT ' 20 GeV, the pµT region of the
dimuon trigger. The low pµT region of the dimuon trigger was previously observed to require larger
efficiency corrections than the single muon triggers and was also reported to have small residual
dependencies on pµT and the number of pile-up events in the end-cap region
118.
Isolation and Impact Parameter Efficiency Corrections
In this analysis isolation and impact parameter criteria are used to suppress both the QCD
multijet background and backgrounds with muons originating from quark decays. This necessitates
an accurate description of the isolation and impact parameter selection criteria efficiencies. Isolation
and impact parameter efficiency corrections were previously determined in the muon channel for
the ATLAS high mass Drell–Yan analysis33. A detailed description of the efficiency correction
derivation can be found in an ATLAS thesis documenting a measurement of the High Mass Drell–
Yan cross-section, by Robert Hickling119. A brief description is provided below for quick reference.
The following work was not produced by this thesis’ author.
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The isolation and impact parameter efficiency corrections were determined via the tag-and-probe
method. The loose impact parameter criterion was included in the isolation definition to provide a
single, simple set of efficiencies.
The tag-and-probe was performed using the following conditions for the tag:
• MCP medium+ defined third-chain muon
• pµT > 25 GeV
• |zPV | < 3 mm
• Iµ < 0.1
• MCP quality criteria
For the probe muon:
• MCP medium+ defined third-chain muon
• pµT > 20 GeV
• MCP quality criteria
For the combined tag-and-probe system:
• ∆mZ = |mZ −m(tag,probe)| < 10 GeV
where mZ is the PDG value of the Z boson
46. Signal Drell–Yan MC was compared to background
subtracted data where the background was determined from MC and a QCD multijet component
estimated with the modified ABCD method, similar to that described in Section 9. The efficiency
corrections were parametrised in pµT due the strong efficiency dependence with p
µ
T . Although a
limited dependence in η was observed a systematic uncertainty of 0.017% was assigned to cover this
dependence.
The background contamination systematic uncertainty was evaluated by modifying the tag-and-
probe conditions and taking the difference:
• Tag Iµ < 0.26
• Tag pµT > 40 GeV
• Combined ∆mZ = |mZ −m(tag,probe)| < 15 GeV
The topological systematic was evaluated in the same manner by restricting the acoplanarity of the
tag-and-probe system by ||∆φ| − π| < 2.0. The weak η dependence was factored in as a systematic
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uncertainty by calculating the average efficiency correction across the η range and averaging the
deviation in each bin with respect to the average efficiency correction.
The average isolation efficiency corrections are shown in Figure 39c. The average correction is
shown to be very close to unity. The non-isolated dimuon trigger is clearly seen in the first and
second data-points due to their deviation and larger systematic uncertainty bands.
List of Official Packages
A list of software packages used in this analysis is provided in the appendix in Table 38. The ID
muon sagitta corrections are detailed in the next section.
91
8. INNER DETECTOR SAGITTA CORRECTIONS
A. Combined Muons and Explicit Use of Inner Detector pµT
Combined Muon pµT
In this measurement third-chain authored muons are used and studied, as previously discussed
in Section 3. The standard recommendation from the ATLAS muon combined performance (MCP)
group is to use the combined (MS & ID) third-chain muon kinematics.
The MCP group gives additional recommendations for selecting muons of good quality (medium+
and MCP quality criteria in Section 6 A). However, it was observed that when applying the full
selection and using combined muons the data description of the forward-backward asymmetry was
































































FIG. 40: Forward-backward asymmetry as a function of mµµ for the predictions of two truth-levels
(Born and dressed) calculated from the signal MC, and non-unfolded results from reconstructed
signal MC and background-subtracted data. The bottom panel displays the difference between
reconstructed MC DY signal, ADYFB , and reconstructed background-subtracted data, A
data
FB . A
smooth curve is displayed between points for clarity. Error bars show statistical uncertainties only.
In Figure 40 Born and dressed truth-level events pass fiducial volume criteria, and reconstructed
DY and data pass the event selection criteria while using combined muon pµT . Events are corrected as
discussed in the previous section. The bottom panel shows the difference between the distributions
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of the background-subtracted data and Drell–Yan MC: AdataFB −ADYFB . The figure shows AFB dilution
at low invariant mass values in the dressed truth-level and reconstruction-level distributions when
compared to the Born truth-level. The dilution is caused by FSR migrating events off the Z-peak,
where they are generated with low |AFB | values, into regions where events are generated with
higher |AFB | values. This effect is enhanced by the rapidly falling cross-section either side of the
Z-peak. Clearly observed in the data trace (black) is the asymmetric inflection about the Z-peak,





























































FIG. 41: The leading-pµT muon charge bias as a function of mµµ for the predictions of two
truth-levels (Born and dressed) calculated from the signal MC, and non-unfolded results from
reconstructed DY signal MC and background-subtracted data. The bottom panel displays the
difference between reconstructed MC DY signal ΛDYq and reconstructed background-subtracted
data Λdataq . A smooth curve is displayed between points for clarity. Error bars show statistical
uncertainties only.
The measurement of AFB has a strong dependence on muon transverse momentum and charge
through the definition of cos θ∗. A new variable was introduced to test the charge-dependent muon









where N(p+T > p
−
T ) is the number of events satisfying the requirement that the muon with highest




T ) the number of events satisfying the require-
ment that the muon with highest pµT in the event is of negative charge. In Drell–Yan events this
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quantity directly gives information on whether muons of a particular charge are more likely to be
reconstructed with a higher momentum.
The leading-pµT muon charge-bias was found to be poorly described. Figure 41 shows the Λq
distributions. The MC truth-level distributions show the underlying influence of AFB as a function
of mµµ in their deviation from unity either side of the Z-peak. The reconstruction-level MC shows a
small percent-level deviation about the Z-peak, however a much larger background-subtracted data
deviation continues up to high mµµ values. These deviations occur at similar mµµ values to the
AFB inflection, and directly show that positively-charged muons are more likely to be reconstructed
with a higher transverse momentum than negatively-charged muons.
The poor AFB and Λq descriptions were found to be amplified when looking at specific regions
within the ATLAS detector when requiring both muons to be within a given pseudo-rapidity region.
When decomposed in detector component η-regions, i.e. barrel and end-caps, the most notable charge
dependent discrepancies were observed in the negative η hemisphere end-cap, shown in Figure 42a
and 42b. In this region positively charged muons are much more likely to be reconstructed with a
higher pµT than negatively charged muons. This results in the distortion of the AFB distributions.

































































(a) AFB distributions, in the -η hemisphere
end-cap, −2.4 < η < −1.05, using combined muon





























































(b) Λq distributions, in the -η hemisphere end-cap,

































































(c) AFB distributions, in the -η barrel hemisphere,






























































(d) Λq distributions, in the -η barrel hemisphere,
−1.05 < η < 0.0, using combined muon (ID & MS)
pµT .
FIG. 42: Plots of the forward-backward asymmetry and the leading-pµT muon charge bias
decomposed into different regions of the ATLAS detector. Both muons are required to pass the η
condition and the muon kinematics are derived from the combined (ID & MS) information. The
bottom panels display the difference between reconstructed MC DY signal and reconstructed
background-subtracted data. A smooth curve is displayed between points for clarity. Error bars

































































(a) AFB distributions, in the +η barrel
hemisphere, 0.0 < η < 1.05, using combined muon





























































(b) Λq distributions, in the +η barrel hemisphere,

































































(c) AFB distributions, in the +η hemisphere
end-cap, 1.05 < η < 2.4, using combined muon (ID





























































(d) Λq distributions, in the +η hemisphere
end-cap, 1.05 < η < 2.4, using combined muon (ID
& MS) pµT .
FIG. 43: Plots of the forward-backward asymmetry and the leading-pµT muon charge bias
decomposed into different regions of the ATLAS detector. Both muons are required to pass the η
condition and the muon kinematics are derived from the combined (ID & MS) information. The
bottom panels display the difference between reconstructed MC DY signal and reconstructed
background-subtracted data. A smooth curve is displayed between points for clarity. Error bars
show statistical uncertainties only.
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Inner Detector Based pµT
The poor AFB agreement seen in Figure 40 has been observed in ATLAS
√
s = 7 TeV analyses
of Z-boson transverse momentum distributions120 and precision measurements of the W -mass121.
The inflection observed in the ratio of Figure 43c is of an opposite sign to the inflection observed in
Figure 42a. This anti-symmetry is consistent with a global mis-alignment of the muon spectrometer
position with respect to the inner detector resulting in charge dependent pµT reconstruction discrep-
ancies. The MS mis-alignment effects are overcome by using only the inner detector component of
the combined muon transverse momentum for both ATLAS data and reconstructed MC. All other
combined muon information (ηµ, φµ, θµ, etc.) are still used, but quantities dependent on p
µ
T , such
as the dimuon invariant mass, are recalculated for ID based pµT .
The effect of exclusively using inner detector based pµT is shown in the AFB and Λq distributions of
Figures 44 and 45 decomposed in detector component η-regions. The -η hemisphere end-cap shows
an improvement in the data Λq distribution from the 12% deviation between data and MC observed
in Figure 42b to 5% observed in Figure 44b. Also seen is an induced deviation away from the
truth-level predictions of the reconstructed MC in this region. Additionally, Figure 44a shows the
reconstructed MC deviates significantly in the forward-backward asymmetry about 90 GeV. This
reconstruction effect is discussed in the next subsection. The AFB data agrees well with the truth
predictions. The barrel region shows improved reconstructed agreement between data and MC in
both ±η hemispheres. Notably the data inflections about the Z-peak in Figures 43a and 43c are
removed when using ID based pµT as shown in Figures 45a and 45c. Although ID based p
µ
T generally
shows significant improvements, the inconsistencies in AFB and Λq highlight further discrepancies
between reconstruction in data and MC.
Inner detector transverse momenta are more susceptible to charge dependent momentum effects
from inner detector displacements. Such displacements may occur from curl distortion of ID mod-
ules, linear twisting of the ID structure and global ID ẑ-axial offset. The test of a systematic
ID ẑ-axial offset is performed by measuring the central value and RMS-width of the Z-peak for
reconstruction-level events. The data is divided into leading-pµT muons of positive charge and neg-
ative charge, and also into different radial φ sectors of the ATLAS detector. The central value and
RMS-width are measured for each sub-set of the data and plotted as a function of φ. Figures 46a
and 46b show the plotted sub-sets of data and MC. The ratio in the bottom panel shows the dif-
ference between data and MC normalised to the measured sub-set RMS-width in data, for both
positively- and negatively-charged leading-pµT muons. The anti-symmetric sinusoidal difference seen


































































(a) AFB distributions, in the -η hemisphere
end-cap, −2.4 < η < −1.05, using inner detector





























































(b) Λq distributions, in the -η hemisphere end-cap,

































































(c) AFB distributions, in the -η barrel hemisphere,






























































(d) Λq distributions, in the -η barrel hemisphere,
−1.05 < η < 0.0, using inner detector (ID) based
pµT .
FIG. 44: Plots of the forward-backward asymmetry and the leading-pµT muon charge bias
decomposed into different regions of the ATLAS detector. Both muons are required to pass the η
condition and the muon kinematics are derived from the ID information. The bottom panels
display the difference between reconstructed MC DY signal and reconstructed
background-subtracted data. A smooth curve is displayed between points for clarity. Error bars

































































(a) AFB distributions, in the +η barrel
hemisphere, 0.0 < η < 1.05, using inner detector





























































(b) Λq distributions, in the +η barrel hemisphere,
































































(c) AFB distributions, in the +η hemisphere






























































(d) Λq distributions, in the +η hemisphere
end-cap, 1.05 < η < 2.4, using inner detector (ID)
based pµT .
FIG. 45: Plots of the forward-backward asymmetry and the leading-pµT muon charge bias
decomposed into different regions of the ATLAS detector. Both muons are required to pass the η
condition and the muon kinematics are derived from the ID information. The bottom panels
display the difference between reconstructed MC DY signal and reconstructed
background-subtracted data. A smooth curve is displayed between points for clarity. Error bars
show statistical uncertainties only.
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 DY  +µReco 



























(a) Z-peak position as a function of radial φ
sectors of the ATLAS detector in the -η
hemisphere end-cap, −2.4 < η < −1.05, using inner
detector (ID) based pµT .

































 DY  +µReco 



























(b) Z-peak position as a function of radial φ
sectors of the ATLAS detector in the +η
hemisphere end-cap, 1.05 < η < 2.4, using inner
detector (ID) based pµT .
FIG. 46: The leading-pµT radial φ dependence of the Z-peak position reconstructed in the ATLAS
ID end-caps. The reconstructed DY signal MC prediction (µ+ leading-muons in orange, µ−
leading-muons in light-blue) is shown along with the measured data (µ+ leading-muons in red, µ−
leading-muons in dark-blue). The bottom panels show the relative positively- and
negatively-charged leading-pµT muon agreement between data and MC. The agreement is shown as
a percentage of the measured Z-peak width in data. Error bars show statistical uncertainties only.
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B. Sagitta Bias Corrections
Inner Detector Sagitta Bias Corrected pµT
Deformations of the inner detector result in incorrect measurements of the sagitta of muon tracks.
This makes the effects of deformations not only region dependent but also charge dependent. In this






1 + q δsag(η, φ) pdataT
) , (72)
where pdataT is the nominally reconstructed inner detector muon transverse momentum in data, q is
the (anti-)muon charge, δsag(η, φ) is the sagitta bias correction, determined as a function of muon
η and φ, and psagT is the corrected momentum in data, taking into account the detector sagitta bias
effects. Additionally factored in are radial corrections of the form pdataT = p
corr
T (1 + α(η)) where
pcorrT is a corrected momentum accounting for imperfect knowledge of magnetic field and material
distribution, as a function of muon η. The sagitta bias was independently determined in the inclusive
W -mass measurement. The full determination is described in the corresponding support note121,
however a short description is provided. The work in the following description was not performed
by the author.
The Z mass peak positions were determined for a sample of Z → µµ̄ events passing a dimuon
requirement of: ≥ 2 combined muons; MCP criteria, impact parameter and isolation criteria (same
as defined in Section 6 A); EF mu18 trigger, opposite charge muons and pµT > 22 GeV. The events
were binned two-dimensionally in 50 bins of η for both the µ and µ̄ (resulting in 2500 total bins).
This was performed for both data and MC and the ratio of the two data sets was input to a χ2
minimisation of the radial and sagitta biases to simultaneously determine the radial and sagitta
biases. Bin occupancy limits of 50 events were imposed to ensure enough data for a mass peak
determination.
As a complement to the above, the ratio of energy deposited in the calorimeter (E) to the
momentum as measured by the inner detector (p) was compared for electrons and positrons. Under
the assumption that the calorimeter response is independent of the charge of the measured particle,
the sagitta bias may be extracted from the differences in the mean value. This method is called the
E/p method. The E/p method measures the global bias, which benefits from increased statistics of





The two results were combined using a weighted average. The sagitta biases were found to
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manifest radial curls and twists of the inner detector, the variation of which were found to be broad
compared to the binning size.
The sagitta corrections are applied to all reconstructed data in the analysis using Equation 72.
The radial φ Z-peak positions for sagitta corrected data is shown in Figures 47a and 47b for the
ATLAS end-caps. The distribution of the Z-peak position in the different φ sectors show a large
reduction in the spread of measured mZφ values and a reduction of the sinusoidal variation. This
has the effect of narrowing the reconstructed Z mass width in the full analysis.
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(a) Z-peak position as a function of radial φ
sectors of the ATLAS detector in the -η
hemisphere end-cap, −2.4 < η < −1.05, using inner
detector (ID) sagitta bias corrected pµT .
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(b) Z-peak position as a function of radial φ
sectors of the ATLAS detector in the +η
hemisphere end-cap, 1.05 < η < 2.4, using inner
detector (ID) sagitta bias corrected pµT .
FIG. 47: The leading-pµT radial φ dependence of the Z-peak position reconstructed in the ATLAS
ID end-caps. The reconstructed DY signal MC prediction (µ+ leading-muons in orange, µ−
leading-muons in light-blue) is shown along with the measured data (µ+ leading-muons in red, µ−
leading-muons in dark-blue). The bottom panels show the relative positively- and
negatively-charged leading-pµT muon agreement between data and MC. The agreement is shown as
a percentage of the measured Z-peak width in data. Error bars show statistical uncertainties only.
The improved agreement between data and MC of the forward-backward asymmetry and leading-
pµT muon charge bias is shown in Figures 48 and 49. When using the sagitta corrected ID p
µ
T the
data adheres closer to reconstructed MC predictions of AFB and Λq by a factor of 2 about the
Z-peak. The residual reconstructed MC Λq offset above the Z-peak is also described in data in
Figure 49d. Residual effects are expected as not all inner detector distortions can be accounted for
102
or fully simulated in MC. The effect of inflections and “kinks” are significantly reduced by using
this procedure, which provides a better agreement between data and MC. As a result, the unfolding

































































(a) AFB distributions, in the -η hemisphere
end-cap, −2.4 < η < −1.05, using inner detector





























































(b) Λq distributions, in the -η hemisphere end-cap,
−2.4 < η < −1.05, using inner detector (ID)
































































(c) AFB distributions, in the -η barrel hemisphere,
−1.05 < η < 0.0, using inner detector (ID) sagitta





























































(d) Λq distributions, in the -η barrel hemisphere,
−1.05 < η < 0.0, using inner detector (ID) sagitta
bias corrected pµT .
FIG. 48: Plots of the forward-backward asymmetry and the leading-pµT muon charge bias
decomposed into different regions of the ATLAS detector. Both muons are required to pass the η
condition where ID sagitta bias corrected pµT information is used. The bottom panels display the
difference between reconstructed MC DY signal and reconstructed background-subtracted data. A

































































(a) AFB distributions, in the +η barrel
hemisphere, 0.0 < η < 1.05, using inner detector





























































(b) Λq distributions, in the +η barrel hemisphere,
0.0 < η < 1.05, using inner detector (ID) sagitta
































































(c) AFB distributions, in the +η hemisphere
end-cap, 1.05 < η < 2.4, using inner detector (ID)





























































(d) Λq distributions, in the +η hemisphere
end-cap, 1.05 < η < 2.4, using inner detector (ID)
sagitta bias corrected pµT .
FIG. 49: Plots of the forward-backward asymmetry and the leading-pµT muon charge bias
decomposed into different regions of the ATLAS detector. Both muons are required to pass the η
condition where ID sagitta bias corrected pµT information is used. The bottom panels display the
difference between reconstructed MC DY signal and reconstructed background-subtracted data. A
smooth curve is displayed between points for clarity. Error bars show statistical uncertainties only.
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9. QCD MULTIJET BACKGROUND ESTIMATION
The QCD multijet background is not accurately described in Monte Carlo and the efficiency of
the selection criteria result in low statistical precision of such samples. To achieve an accurate
determination of the multijet background a “data driven” method is used. This means deriving a
multijet estimate directly from the available reconstructed data.
A. QCD Multijet Normalisation
A statistically independent QCD multijet estimation can be made by extrapolating from multijet
enriched samples of the data. The multijet enriched samples are created by inverting the isola-
tion requirement of the selection criteria used to reject muons originating from hadronic decays
(Section 6 A), and also by inverting the opposite-sign charge requirement. By splitting the dimuon
isolation spectra into opposite-sign (OS) and same-sign (SS) components, the isolation spectra is
better able to be decomposed into light and heavy flavour components. The shape of the light
flavour component is expected to be independent of dimuon charge asymmetry and thus provide
a similar isolation shape in OS and SS dimuon events. This forms the basis of the extrapolation
where it is assumed that the ratio of isolated OS and isolated SS events is equal to the ratio of







This procedure is commonly known as the ABCD method, where the ABCD regions are defined as






FIG. 50: Conceptual diagram of the different “ABCD” regions used in the ABCD method.
Region ‘A’ is also called the signal region.
Using Equation 74 the number of multijet events in the signal-dominated isolated OS region can








The assumption on the OS and SS shape similarity is näıve however, as the heavy flavour com-
ponent is expected to give more OS events due to decays of cc̄ and bb̄. This changes the shape of
the OS isolation spectra, and therefore the NOSanti−isolated/N
SS
anti−isolated ratio will gain an isolation,
Iµ, dependence.
The heavy flavour contribution to the OS isolation spectra in addition to the light flavour com-
ponent is accounted for by fitting the isolation ratio. This achieves a required Iµ dependence.










is a fit as a function of isolation, to the NOSanti−isolated/N
SS
anti−isolated ratio,
evaluated in the centre of the isolation region, Iµ < 0.1. Equation 76 is a more general form of 74 and
can be shown to be equivalent when Fabcd is a 0
th-order polynomial. Table 14 lists the percentage
differences between data and MC showing the multijet enrichment of the statistically independent
regions. The isolated same-sign region is shown to have high multijet enrichment (> 75%) and the
anti-isolated regions have very high enrichment (> 99%).
Region mµµ Data Total MC Difference
Isolated same-sign (B)
46 < mµµ < 66 GeV 2549 342.6 86.56%
46 < mµµ < 200 GeV 5862 1394.2 76.22%
Anti-isolated opposite-sign (C)
46 < mµµ < 66 GeV 178378 1061.6 99.40%
46 < mµµ < 200 GeV 390774 2936.0 99.25%
Anti-isolated same-sign (D)
46 < mµµ < 66 GeV 87070 727.5 99.16%
46 < mµµ < 200 GeV 197214 1730.5 99.12%
TABLE 14: Summary of the number of reconstructed events found in the different
multijet-enriched regions. Values are provided for the full fiducial mass range and the lowest mass
bin where the relative multijet background is expected to be highest. The Total MC column lists
the sum of simulated MC processes as described in Section 5 B. The percentage difference between
data and MC shows the scale of multiject enrichment.
The fit is performed in a limited region of the anti-isolation spectra where the heavy flavour
component is significant. The isolation spectra for OS and SS events is shown in Figure 51 where
the isolation spectra have been normalised to unity. The figure shows the ratio of the isolation
spectra in the bottom panel where a strong Iµ dependence is observed for low values of Iµ. The
nominal 1st-order polynomial fit applied to the ratio is displayed in red with the fit parameters
displayed on the plot. The fit is performed close to the isolation region, Iµ < 0.1, and restricted to

































<200 GeVµµ: 46<mµMuon Isolation, I
µI

















chi^2 / ndf =  27.8 / 17
 0.004±Fit const. =  1.195  0.004±Fit grad. =  -0.223 
FIG. 51: The dimuon anti-isolation spectra of OS and SS events with the applied extrapolation fit
to the ratio. The fit gradient and constant term is displayed on the plot along with the χ2 and
number of degrees of freedom. Error bars show statistical uncertainties only.
If the extrapolation is performed in terms of normalised ABCD regions, such as shown in Figure 51,
then the extrapolation factor, Fabcd(Iµ)
∣∣
Iµ















Although the extrapolation is restricted in anti-isolation to a region of linearity (0.1 < Iµ < 2.0),











For ease of labelling, the different regions are defined:
• Region A: NAQCD = NOSisolated
• Region B: NBQCD = NSSisolated
• Region C: NCQCD = NOSanti−isolated
108
• Region D: NDQCD = NSSanti−isolated
Outside the measurement region the number of multijet events is substituted with the estimation
from the data after subtracting simulated MC predictions (Section 5 B): NQCD = NData − NMC.
The extrapolated fit, fabcd(Iµ), observes good linear approximation in the neighbouring region of
anti-isolation: 0.1 < Iµ < 2.0. The fit is determined numerically from the ratios of regions C & D
and the evaluation limit,
∣∣
Iµ
, is defined to be the value of the fit evaluated at the mid-point of the
isolated signal region, Iµ = 0.05. The final form of the QCD multijet background estimation in the








This data driven QCD multijet background estimation method is otherwise known as the ABCD
modified method119.
B. QCD Multijet Shape Templates
The ABCD method is used to determine the multijet normalisation for each mass region in the
measurement binning. This provides seven different mass region normalisations. To determine the
number of multijet events in each individual |yµµ| and cos θ∗ bin within the seven mass regions,
the shape of the multijet in |yµµ| and cos θ∗ is derived from the data. Anti-isolated data events
after subtracting simulated MC processes are used to estimate the shape of the multijet QCD. The
anti-isolated data events are binned in |yµµ| and | cos θ∗|. The |yµµ| bin boundaries are the same
as the measurement binning, and the | cos θ∗| boundaries are equivalent to the cos θ∗ > 0 binning.
The moduli are used due to the assumed invariance to the sign of the rapidity and invariance in
lepton decay angle. The yµµ and cos θ
∗ invariance is shown in Figure 52. Here, the inverted data
points are equivalent to the nominal but with inverted sign of yµµ or cos θ
∗. The modulus of cos θ∗
achieves greater statistical precision in the shape template, which is vital for the extremities of the
binning phase space.
Once a shape template has been determined for each mass region it is normalised according to
each region’s ABCD multijet normalisation. This gives the initial estimation of the QCD multijet
background.
C. QCD Multijet MC Bias Corrections
The QCD multijet estimation can become biased to MC predictions of the isolation distributions
























<200 GeVµµ: 46<mµµQCD Multijet, y
µµ
y





















(a) Anti-isolated data yµµ distribution integrated

























<200 GeVµµ*: 46<mθQCD Multijet, cos
*θcos





















(b) Anti-isolated data cos θ∗ distribution
integrated in yµµ. The sign invariance is shown by
the inverted distribution.
FIG. 52: QCD multijet invariance to the yµµ and cos θ
∗ dimensions. The nominal multijet shapes
are shown alongside the shape with inverted sign, effectively mirroring the yµµ and cos θ
∗
distributions about yµµ = 0 and cos θ
∗ = 0 respectively. Error bars show statistical uncertainties
only.
iterated upon, where within each iteration the DY signal is scaled by the remaining difference
between background-subtracted data and DY signal. The applied scaling directly alters the multijet
normalisations for each mass region and the 2D multijet |yµµ|-cos θ∗ template shape. The new
multijet determination is then used to calculate the new difference between background-subtracted
data and nominal DY signal for the next iteration step. The process is iterated until a stable multijet
DY scaling factor (ratio of background-subtracted data and DY signal) is obtained. The multijet
DY scaling factors for each mass region as a function of iteration number are listed in Table 15.
The final QCD multijet estimation in each mass region is the 2D |yµµ|-cos θ∗ template normalised
to the ABCD mass region with stable multijet DY scaling factors.
Two systematic uncertainties are assigned to the dimuon QCD multijet estimation: an isolation
uncertainty, which affects the |yµµ|-cos θ∗ template shape; and an extrapolation uncertainty affecting
the mass region normalisation. This is discussed further in Section 11. The final QCD multijet
estimation is shown in Figures 53 and 54. The QCD multijet contributes ∼ 150 events per bin in
the 46 < mµµ < 66 GeV mass window, which decreases to ∼ 15 and ∼ 7 events on the Z-peak
(80 < mµµ < 91 GeV) and above the Z-peak (102 < mµµ < 116 GeV), respectively.
110
mµµ Region [GeV]
Multijet MC Bias Iteration
0th 1st 2nd 3rd
46 < mµµ < 66 1.0 1.0026 1.0026 1.0026
66 < mµµ < 80 1.0 1.0199 1.0198 1.0198
80 < mµµ < 91 1.0 1.0199 1.0199 1.0199
91 < mµµ < 102 1.0 1.0197 1.0197 1.0197
102 < mµµ < 116 1.0 1.0231 1.0231 1.0231
116 < mµµ < 150 1.0 1.0120 1.0119 1.0119
150 < mµµ < 200 1.0 1.0130 1.0129 1.0129
TABLE 15: QCD multijet mµµ DY scaling factors for each iteration step. The 0
th-order iteration
represents the nominal ABCD method multijet estimation. The scaling factors are shown to


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(d) Multijet estimation in the 91 < mµµ < 102
mass window.
FIG. 53: Two dimensional (y-cos θ∗) plots of the dimuon QCD multijet background estimation in
the first four invariant mass windows of the measurement. Uncertainties on the values include
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(c) Multijet estimation in the 116 < mµµ < 150
mass window.
FIG. 54: Two dimensional (y-cos θ∗) plots of the dimuon QCD multijet background estimation in
the last three invariant mass windows of the measurement. Uncertainties on the values include
multijet systematic uncertainties, as described in Section 11, only.
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10. CUTFLOW AND CONTROL DISTRIBUTIONS
A. Selection Criteria Cutflow
Events are required to satisfy the event selection criteria (Section 6 A). The number of events
that pass each criterion are recorded and used to quantify the efficiency of each criterion and the
degree of background rejection. Additionally, it can serve as a method of validation of the analysis
code when cross-checking against analyses using equivalent selection criteria. The selection criteria
cutflow is shown in Table 16.
The cutflow shows that the requirement on the number of muons greatly reduces the diboson and
W backgrounds. The impact parameter criterion on zPV further efficiently reduces the W back-
grounds. The muon pµT requirements greatly suppresses the Z → τ τ̄ and tt̄ backgrounds. Through
the selection criteria the backgrounds are reduced in most cases by three orders of magnitude,
whereas the Drell–Yan signal is only reduced by a factor of 0.504.
B. Analysis Control Distributions
The agreement between ATLAS
√
s = 8 TeV data and the MC simulation is shown in the standard
set of control distributions in Figures 55-57. The total weighted contributions from each MC simula-
tion sample is summed and stacked along with the estimated data-driven QCD multijet background.
The ratio panels show the ratio between the data and the summed MC+QCD sources.
Figures 55 and 56 show sub-selections for |y| < 1 and |y| > 1 respectively, in three selected mµµ
bins. The different regions show the behaviour of the control distributions in separate parts of the
measurement phase space. Figure 57 shows plots inclusive in |y| and invariant mass distributions
decomposed in the |y| regions. Good agreement is observed between data and MC, except in pT
related distributions. The poor modelling in MC is therefore accounted for with a Drell-Yan Z-pT
modelling systematic, discussed further in Section 11 B. The overall offset between data and MC of
1.7% is consistent with other analyses2,122,123 and, although not shown on the plots, is within the











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(a) Muon pµT for |yµµ| < 1.0 and























































(b) Muon pµT for |yµµ| < 1.0 and























































(c) Muon pµT for |yµµ| < 1.0 and
















































(d) Muon ηµ for |yµµ| < 1.0 and
















































(e) Muon ηµ for |yµµ| < 1.0 and
















































(f) Muon ηµ for |yµµ| < 1.0 and























































(g) Dimuon pT for |yµµ| < 1.0 and























































(h) Dimuon pT for |yµµ| < 1.0























































(i) Dimuon pT for |yµµ| < 1.0 and
116 < mµµ < 150 GeV.
FIG. 55: Control distributions of muon and dimuon kinematic variables in different regions of the
measurement phase space. All plots contained in this figure fulfil the requirement |yµµ| < 1.0. The
























































(a) Muon pµT for |yµµ| > 1.0 and























































(b) Muon pµT for |yµµ| > 1.0 and























































(c) Muon pµT for |yµµ| > 1.0 and
















































(d) Muon ηµ for |yµµ| > 1.0 and
















































(e) Muon ηµ for |yµµ| > 1.0 and
















































(f) Muon ηµ for |yµµ| > 1.0 and























































(g) Dimuon pT for |yµµ| > 1.0 and























































(h) Dimuon pT for |yµµ| > 1.0























































(i) Dimuon pT for |yµµ| > 1.0 and
116 < mµµ < 150 GeV.
FIG. 56: Control distributions of muon and dimuon kinematic variables in different regions of the
measurement phase space. All plots contained in this figure fulfil the requirement |yµµ| < 1.0. The









































(a) Dimuon yµµ for all |yµµ| and










































(b) Dimuon yµµ for all |yµµ| and










































(c) Dimuon yµµ for all |yµµ| and








































(d) Dimuon cos θ∗ for all |yµµ|







































(e) Dimuon cos θ∗ for all |yµµ|








































(f) Dimuon cos θ∗ for all |yµµ| and










































































































































(i) Dimuon mµµ for |yµµ| > 1.0.
FIG. 57: Control distributions of the dimuon differential variables used in different regions of the
measurement phase space. The error bars show statistical uncertainties only.
118
11. SYSTEMATIC UNCERTAINTIES
The cross-section measurements are subject to experimental and theoretical uncertainties. Each
source of uncertainty is classified as correlated or uncorrelated between measurement bins. The
uncertainties on each source are propagated to the cross-section and AFB measurements using a
variety of well known methods.
The offset method is used to determine correlated uncertainties and estimate template uncer-
tainties. Toy MC uncertainty propagation is used to estimate uncorrelated uncertainty components
where the uncorrelated component is non-Poissonian. The bootstrap resampling technique is used
to estimate statistical or statistically decomposed uncorrelated Poissonian components.
A. Uncertainty Propagation
The nominal set of measured cross-section values presented in the forthcoming results sections
(Sections 12-14) list the measured central values and the statistical and systematic uncertainties.
Practically, the determination of each uncertainty component involves repeating the cross-section
calculation many times according to the propagation method. The term “nominal” explicitly refers
to the calculation of the central values including the associated unfolding response matrices. Each
variation of the cross-section calculation is performed “in isolation”, meaning that it uses its own
determination of multijet background and unfolding response matrices.
The Offset Method
The offset method is used to estimate bin-to-bin correlated uncertainties, in most cases symmetris-
ing the propagated uncertainty about the central value. The cross-section calculation is repeated
twice each time the offset method is implemented, once varying the source up and another varying
the source down by one standard deviation of the uncertainty. This yields cross-section values of
σ+ and σ− respectively. The difference between the varied cross-section value, σ±, and the nominal
σ is the propagated uncertainty to the cross-section:
∆± = σ± − σ . (80)
where ∆ is the propagated uncertainty. The sign convention is important for determining how
the cross-section changes for a given upwards or downwards offset. In the data tables provided in
the results section, only the upwards offset is summarised for correlated uncertainties. The total
uncertainty however, is calculated from the symmetrised offset from the nominal, i.e. (|∆+|+|∆−|)/2.
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The offset method’s advantage is its relative simplicity, however its drawback is that systematic
uncertainties may be over-estimated when the bin-to-bin correlation model is oversimplified.
The Toy Monte Carlo Method
The toy MC method estimates propagated uncorrelated uncertainties by using a set of pseudo-
experiments (toys) generated by varying the source central value according to a Gaussian distribution
with standard deviation equal to the source uncertainty value. Practically, this is achieved by using
a random number generator in association with the Gaussian distribution to determine the varied
source central values, and hence why it is considered a MC method. Each toy/variation yields its
own unique final cross-section values. The distribution of toy MC cross-section values about the

















and N is the number of MC toys used, σtoyi are the i
th toy cross-section values and σ̄toy is the mean
of the toy cross-section values. The Toy MC method achieves greater numerical stability compared
to the offset method, however is more computationally intensive. The number of toys required
typically needs to be greater than the number of measurement bins for good statistical precision.
The Bootstrap Method
The bootstrap method is used to estimate the statistical uncertainties due to the finite size of
the
√
s = 8 TeV ATLAS data set and the statistical precision of the MC samples. The sample to
be assessed (data or MC) is statistically re-sampled to form statistical replicas of the nominal. By
generating many replicas the propagated statistical uncertainty is estimated from the distribution
of cross-sections about the nominal.
Let X be a finite sample of n measurements,
X = {X1, X2, X3, . . . , Xn−1, Xn} , (83)
where Xi is the i
th measurement of X. Re-sampling of X may be performed when assuming that
the occurrence of each measurement follows a Poisson distribution, P , with a mean of µp = 1.
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A random number generator can be used to distribute, according to P (µp), individual Poisson
weights for each measurement. For example,
P = {2, 0, 1, . . . , 1, 0} , (84)
which results in the following re-sampled set, X′:
X′ = P ·X
= {2, 0, 1, . . . , 1, 0} · {X1, X2, X3, . . . , Xn−1, Xn}
= {X1, X1, X3, . . . , Xn−1} . (85)
The resulting re-sampled set is then used in-place of the nominal sample for that bootstrap
replica. Cross-section values for each replica are calculated and the RMS variance of the replica
values about the nominal defines the propagated statistical uncertainty. Like the toy MC method,
many bootstrap replicas are required to achieve a high degree of precision of the estimation.
For N bootstrap replicas, the statistical uncertainty on the sample is taken to be the standard

















where σreplicai are the i
th replica cross-section values and σ̄replica is the mean of the replica cross-
section values.
Covariance and Correlation Matrices
Bin-to-bin correlations for each toy MC or bootstrap source are automatically encoded in covari-
ance matrices calculated from the sets of toy or replica variations. The covariance between two bins,
















where σi is the i










This representation also allows for the uncertainty source to be decomposed into a nuisance
parameter representation, further discussed in Section 14. The correlation between two bins may
be calculated from their covariance using the relation:
corr(σ(l), σ(m)) =
cov(σ(l), σ(m))
cov(σ(l), σ(l)) · cov(σ(m), σ(m)) . (90)




s = 8 TeV data set recorded by the ATLAS detector has limited statistics which lead
to a statistical uncertainty on the final unfolded differential cross-section measurement. The data
uncertainty is quantified using the bootstrap resampling method using 1000 replica re-sampled
distributions. The propagated uncertainty is ∼ 1.2% of the cross-section below the Z-peak in mµµ,
∼ 0.3% on the Z-peak and ∼ 4% above the Z-peak.
Luminosity Uncertainty
A constant uncertainty of ±1.9% is assigned to the integrated luminosity (calculated using lumi-
nosity tag OflLumi-8TeV-004) systematic uncertainty124.
Monte Carlo Statistics
Each MC sample has a finite number of events which leads to a statistical uncertainty on the
final cross-section values. The bootstrap re-sampling method is used with 1000 bootstrap replicas
for each MC process to estimate the propagated uncertainty. The uncertainty is ∼ 1% of the cross-
section below the Z-peak (mµµ < 66 GeV), ∼ 0.2% on and about the Z-peak and ∼ 1.2% above the
Z-peak (mµµ > 150 GeV).
Monte Carlo Cross-Section and K-factors
A generated MC sample is normalised according to its physics process cross-section. The uncer-
tainty on the cross-section value is propagated using the offset method due to its correlation across
events. Up and down variations of the cross-section also include uncertainties on the K-factor.
Table 17 summarises the MC cross-section uncertainties. The combined uncertainty is ∼ 1% of
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the cross-section away from the Z-peak (mµµ < 66 GeV and mµµ < 150 GeV) and ∼ 0.2% on the
Z-peak.
Process δσ [%] Process δσ [%]
γγ → µµ̄ 40.0 Z → τ τ̄ 5.0
tt̄ 6.0 WW 10.0
t|t̄ 6.0 ZZ 4.2
W → µν̄ 5.0 WZ 4.0
W → τ ν̄ 5.0 – –
TABLE 17: Correlated systematic uncertainties of the different MC processes, before propagation,
used in the analysis. The correlated uncertainties are propagated using the offset method.
Parton Distribution Function Systematics
The signal MC used in the analysis is generated using the CT10 central PDF85,125. In addition
to the central set, the CT10 group provides 52 error sets for which a PDF fitting parameter was
varied either positively or negatively by its uncertainty. The offset method is therefore used for the
PDF uncertainties. Following the recommended CT10 prescription85, the following equation is used















where σ is the nominal set of cross-section values, σ
(±)
i is the upward or downward variation and
the summation is performed over the varied PDF parameters. The uncertainty is largest at low
mµµ values where the effect is ∼ 1% of the cross-section and falls gradually to ∼ 0.1% at high mµµ
values.
Unfolding Method
Bayesian unfolding is used in this analysis because of statistical dilution, due to large number of
bins, and the low bin purity arising from migrations off the Z-mass peak. The unfolding uncertainty
follows the ATLAS Standard Model working group recommendation126. The unfolding uncertainty
is determined from a data-driven closure test where the nominal signal MC is reweighted as a
function of mµµ, |yµµ| and cos θ∗. The weights are applied at the dressed truth-level producing a
“pseudo-data” sample that has an improved agreement to real data at reconstruction-level. The
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pseudo-data sample is unfolded with the nominal response matrix and the difference between the
unfolded pseudo-data and the pseudo-data truth is the test of the closure and the estimate of





where i, j, and k are the measurement bin indices; Ndata is the number of selected reconstructed
data events; Nbkg the number of selected reconstructed background events; and N sig is the number
of selected reconstructed DY signal events. The uncertainty is largest in the regions where the
acceptance (Equation 67, Figures 29 and 30) is large. It is further discussed in the next subsection.
Muon Reconstruction Efficiency Corrections
The recommended procedure127 for propagating the systematic uncertainties of the muon recon-
struction efficiency corrections is to use the offset method for the correlated components and the
toy MC method for the uncorrelated components.
For the offset method the muon reconstruction efficiency tool is used to provide weights offset
by one standard deviation of the correlated component. This method is applied as a function of
muon charge, pµT , ηµ and φµ to every reconstructed MC muon and the effect is propagated fully
to the cross section level. The difference with respect to the nominal is the propagated correlated
uncertainty.
Toy MC is used to treat the uncorrelated part by randomly varying each muon’s reconstruction
efficiency weighting according to a gaussian with width equal to the uncorrelated systematic uncer-
tainty. For each MC toy this is applied to every reconstructed MC event and the effect is propagated
fully to the cross section. 1000 MC toys are used. The distribution about the nominal provides the
estimate of the uncertainty. The scale of the combined uncertainty is ∼ 0.4% of the cross-section
across the measurement binning.
Muon Trigger Efficiency Corrections
The uncertainties for the high precision and MTS group sets of muon trigger efficiency corrections
are able to be propagated simultaneously due to their separate muon pµT regimes. Both sets of
correlated systematic components are propagated using the offset method where the muon trigger
efficiency correction is varied up and down by one standard deviation. Both sets of statistical
components are propagated using the toy MC method where 1000 MC toys are used. The combined
uncertainty is ∼ 0.1% of the cross-section on and above the Z-peak and ∼ 0.3% for mµµ < 66 GeV.
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Isolation and Impact Parameter Efficiencies
Muon isolation and impact parameter corrections also have correlated and uncorrelated uncer-
tainty components. The offset method propagates one standard deviation shifted variations of the
correlated component to the cross-section level. The toy MC method propagates the uncorrelated
uncertainties using 1000 MC toys. The combined uncertainty is ∼ 0.3% of the cross-section across
the measurement binning.
QCD Multijet Background
The QCD multijet estimation has two associated systematic error components associated with
the ABCD multijet method. The first is the isolation choice which affects the y-cos θ∗ template
shape and the signal contamination in the anti-isolated regions. The second is the choice of fit
parameters applied for the fabcd extrapolation into the signal region. The statistical uncertainty is
implicit in the data and MC statistical uncertainties and therefore is already accounted for with the
determination of their uncertainties via the bootstrap resampling method.
The isolation choice uncertainty component is determined by varying the isolation requirement for
the anti-isolated signal region. The nominal anti-isolation requirement for each muon is Iµ > 0.1.
Table 18 lists the variations of the isolation region and percentage change in the total multijet
estimation.
Isolation Variation DY Signal Contamination Change in Multijet
0.1 < Iµ (nominal) 3.4% –
0.1 < Iµ < 0.3 5.1% +3.9%
0.3 < Iµ < 0.5 3.3% +20.1%
0.5 < Iµ < 1.0 3.3% +3.6%
1.0 < Iµ < 2.0 3.3% -15.3%
TABLE 18: The isolation, Iµ, variations used to estimate the uncertainty in the determination of
the QCD multijet background. The percentage of signal contamination present in each sub-region
is listed along with the percentage change in total multijet background. The presented values are
taken from the 46 < mµµ < 200 GeV region.
Each anti-isolation region is statistically independent and provides a variation on the template for
the y-cos θ∗ shape estimation. The template shapes in the 46 < mµµ < 66 GeV mass window of the
nominal and the two largest variations, 0.3 < Iµ < 0.5 and 1.0 < Iµ < 2.0 are shown in Figure 58.
The 0.3 < Iµ < 0.5 variation shows a smaller fraction of events occurring at low yµµ values and a
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greater fraction of events at high yµµ values. The opposite is true for the 1.0 < Iµ < 2.0 variation
where a greater fraction of events are found at low yµµ values. The shape in cos θ
∗ is stable across
isolation variations. The effect of varying the specific anti-isolation regions is propagated to cross-
section values. The QCD multijet isolation component is the standard deviation of the cross-section
differences about the nominal.
The extrapolation fit parameter uncertainty is determined from the standard deviation of four
different fit constraints. Table 19 lists the variations of the fabcd fitting range.
fabcd Fit Range fabcd Value Change in Multijet
0.1 < IFitµ < 2.0 (nominal) 1.18 –
0.1 < IFitµ < 0.5 1.17 -1.4%
0.5 < IFitµ < 1.0 1.21 +2.5%
1.0 < IFitµ < 2.0 1.14 -4.0%
2.0 < IFitµ < 3.0 1.00 -1.6%
TABLE 19: The fabcd fit range variations, I
Fit
µ , used in the estimation of the fit parameter
uncertainty on the multijet estimation. The fabcd value is shown along with the change in total
multijet background. The presented values are taken from the 46 < mµµ < 200 GeV region.
The set of variations does not affect the template shapes but does affect the mass-window multijet
normalisations. The different variations on the fitting range are propagated to cross-section values
and the propagated uncertainty is calculated from the standard deviation.
In principle, the fabcd fit can be any n
th-order polynomial. A 1st-order polynomial was chosen
due to model simplicity. Variations of higher orders are not included as this would effectively
double-count the extrapolation fit parameter uncertainty. The combined uncertainty is ∼ 0.1%
of the cross-section on and above the Z-peak and ∼ 0.4% for mµµ < 66 GeV where the multijet
background is most prominent.
Muon Momentum Corrections
The uncertainties of the muon momentum resolution and momentum scale corrections are prop-
agated using the offset method. The muon combined performance group provides a tool for varying
each muon momentum correction by ±1 standard deviation. However, for the purposes of achieving
an accurate bin-to-bin correlation model for the combination of electron- and muon-channel results
(Section 14) the muon momentum resolution is decomposed into different ηµ regions of the detector.
Table 20 lists the different ηµ regions of the decomposition. For each region both the ±1 standard












































































































































































































































































































































































































































































(a) The unit normalised nominal multijet












































































































































































































































































































































































































































































(b) The unit normalised 0.3 < Iµ < 0.5 isolation
variation of the multijet background template in































































































































































































































































































































































































































































(c) The unit normalised 1.0 < Iµ < 2.0 isolation
variation of the multijet background template in
the 46 < mµµ < 66 GeV mass window.
FIG. 58: Two dimensional (|yµµ|, cos θ∗) plots of the QCD multijet template shape in the first
mass window of the measurement. The templates are shown before normalisation to the ABCD
multijet mass region estimate. Uncertainties of the values show statistical uncertainties only.
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are corrected with the offset variation and muons outside the region receive the nominal correction.
The decompositions are propagated through to the cross-section level with the offset definition of
the uncertainty. The quadratic sum of the decomposed uncertainties were found to be consistent
with the non-decomposed uncertainty propagation.
-η Decompositions +η Decompositions
−2.4 < ηµ < −2.0 0.0 < ηµ < 0.4
−2.0 < ηµ < −1.6 0.4 < ηµ < 0.8
−1.6 < ηµ < −1.2 0.8 < ηµ < 1.2
−1.2 < ηµ < −0.8 1.2 < ηµ < 1.6
−0.8 < ηµ < −0.4 1.6 < ηµ < 2.0
−0.4 < ηµ < 0.0 2.0 < ηµ < 2.4
TABLE 20: The -η and +η hemisphere inner detector muon momentum correction uncertainty
decompositions.
The momentum scale uncertainty increases with mµµ: the effect is ∼ 0.4% of the cross-section on
the Z-peak and ∼ 0.5% above the Z-peak, mµµ > 116 GeV. The resolution uncertainty is smallest
on the Z-peak and at low |yµµ| values at ∼ 0.1% of the cross-section, and largest at high |yµµ| and
mµµ values at ∼ 1%.
Z-boson pT Modelling
The control distributions of Figures 55-57 highlighted the inaccurate modelling of the dimuon
transverse momentum, pµµT , in MC. The uncertainty attributed to this is accounted for by correcting
the Z-boson pT distributions at the truth level and observing the effect on the cross-section values.
The correction is a reweighting to the nominal reconstructed difference between data and signal
MC (Equation 92) as a function of pµµT . The Z-pT corrections are determined separately in each
of the different mass windows of the cross-section binning to achieve a Z-pT mµµ dependence.
The corrections are applied as a function of Z-pT and mµµ at the bare truth-level and propagated
through to cross-section values. The normalisation of the MC is preserved through the corrections.
Figure 59 shows the pµµT and p
µ
T control distributions before and after the corrections. The difference
between the nominal and the Z-pT reweighted cross-sections is taken as the Z-boson pT modelling
uncertainty. The uncertainty is ∼ 0.2% of the cross-section on the Z-peak and < 0.1% either side
of the Z-peak.
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C. Analysis of Uncertainty Contributions
The largest contributing uncertainties (excluding the 1.9% luminosity uncertainty) for the triple-
differential cross-sections unfolded using Born truth-level response matrices are shown as a function
of cos θ∗ in Figures 60-66. The figures show statistical uncertainties (data and MC) to be largest
either side of the Z-peak where the statistical precision is diluted across the large number of bins. In
these regions the statistical uncertainties are of a similar magnitude to the systematic uncertainties
below the Z-peak, whereas statistical uncertainties are slightly larger above the Z-peak. The MC
systematic uncertainties are shown to give a percentage-level contribution in the low mµµ < 66 GeV
region due to the relatively large γγ → µµ̄ and Z → τ τ̄ backgrounds that are seen in the control
distributions in Figure 10 B. The PDF uncertainty also gives percentage-level contributions below
the peak. On the Z-peak the unfolding and muon momentum scale uncertainties are the dominant
sources. The unfolding uncertainty shows complex shapes in the three-dimensional phase space
because of the limited accuracy of the response matrix in describing event migrations. The unfolding
uncertainty is further discussed below. Above the Z-peak data and MC statistical uncertainties

































































































































































































































(d) Z-pT corrected muon p
µ
T .
FIG. 59: Effect of the Z-boson pT modelling corrections used in the determination of the modelling
uncertainty upon the muon and dimuon transverse momentum distributions. The distributions are
inclusive in 46 < mµµ < 200 GeV. The error bars show statistical uncertainties only.
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FIG. 66: Largest sources of uncertainty across each rapidity bin within the 150 < mll < 200 GeV
mass regime.
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A prominent feature of the largest contributing uncertainty plots of Figures 60-66 are the shapes
induced by the the unfolding uncertainty. The largest contribution of the unfolding to the total
uncertainty is seen in the peak regions, 80 < m`` < 91 GeV and 91 < m`` < 102 GeV. A test of the
behaviour of the unfolding uncertainty was performed to ensure that a reduction and smoothing of
the unfolding uncertainty occurs with an increase in the number of Bayesian unfolding iterations.
Figure 67 shows the leading muon channel uncertainties for an example set of bins for different
numbers of Bayesian iterations. The unfolding systematic shows a reduction when increasing the
number of iterations along with increased statistical and pµT -scale uncertainties due to the unfolding
training to the new pµT -scale, as expected by the iterative Bayesian method.
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(a) 1 Bayesian unfolding iteration.
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(b) 2 Bayesian unfolding iterations.
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(c) 3 Bayesian unfolding iterations.
*θcos















































(d) 4 Bayesian unfolding iterations.
FIG. 67: Leading muon channel uncertainties for the 91 < mµµ < 102 GeV and 0.2 < |yµµ| < 0.4
cross-section bin for different numbers of Bayesian unfolding iterations.
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To gauge the relative importance of the different uncertainty contributions across the triple-
differential 504 cross-section bins, a new type of uncertainty plot has been developed. The uncer-
tainty frequency plots show the number of bins in the measurement that contribute within a range
of relative uncertainty. The figures allow for the identification of the largest systematic sources and
for checks of anomalies. On the y-axis the names of the sources are listed. The z-axis (coloured)
shows the cumulative number of bins that have values of uncertainty within the ranges given on the
x-axis. The x-axis shows the ranges of relative uncertainty (uncertainty divided by cross-section
value) in which the bins are accumulated. The uncertainty frequency plot for cross-sections un-
folded using Born truth-level response matrices is shown in Figure 68. This shows the full 504 bins
of the measurement (46 of which are vetoed due to limited data statistics, as discussed in the next
subsection). Equivalent figures for dressed and bare unfolded results are provided in the appendix
(Figures 94 and 95). Table 21 is provided for the y-axis row aliases used in these figures.
Additional uncertainty frequency plots are shown for three different mass regions of the data:
below, on and above the Z-peak, Figures 69-71 respectively. The muon channel achieves an overall
systematic precision similar to that of the statistical uncertainty of the ATLAS data. The largest
sources are the unfolding systematic, the muon momentum scale and the MC DY signal statistical
uncertainty. Below the Z-peak, Figure 69 shows the relatively large (∼ 1%) MC systematic un-
certainties of γγ → µµ̄ (“EW PI”) and Z → τ τ̄ (“BS Ztautau”). Figure 70 shows the dominant
uncertainties (∼ 0.4%) of unfolding, muon momentum scale, muon reconstruction efficiency and
muon isolation (not previously shown in Figures 60-66). Above the Z-peak Figure 71 shows the now
large (∼ 1%) tt̄ systematic uncertainty (“EW ttbar”) as it is a more prominent background in the
high mass region. The ID resolution uncertainties are also shown to increase in the mµµ > 102 GeV
region because of the smaller measurable sagitta of muons with high pµT .
Comparisons of the uncertainty frequency plots in the appendix show that the most precise cross-
section values are obtained when unfolding using dressed truth-level MC response matrices. The
smaller uncertainties are due to a small reduction of the unfolding uncertainty and data statistic un-
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FIG. 68: Systematic and statistical uncertainty frequency distributions for the Born truth-level
cross-sections. The first row is the total uncertainty, which is composed of the two rows directly
below named “Stat. Uncert.” and “Syst. Uncert.” summed quadratically. The “Syst. Uncert.”
row is the quadratic sum of all of the remaining rows below. Table 21 summarises the y-axis
aliases of the uncertainty sources. The phase space includes 504 measurement bins, 46 of which are
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FIG. 69: Systematic and statistical uncertainty frequency distributions for the born cross-sections
in the first two mass regions of the measurement. The first row is the total uncertainty, which is
composed of the two rows directly below named “Stat. Uncert.” and “Syst. Uncert.” summed
quadratically. The “Syst. Uncert.” row is the quadratic sum of all of the remaining rows below.
Table 21 summarises the y-axis aliases of the uncertainty sources. The phase space includes 144
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FIG. 70: Systematic and statistical uncertainty frequency distributions for the born cross-sections
in the two mass regions about the Z-peak. The first row is the total uncertainty, which is
composed of the two rows directly below named “Stat. Uncert.” and “Syst. Uncert.” summed
quadratically. The “Syst. Uncert.” row is the quadratic sum of all of the remaining rows below.
Table 21 summarises the y-axis aliases of the uncertainty sources. The phase space includes 144
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FIG. 71: Systematic and statistical uncertainty frequency distributions for the born cross-sections
in the last three mass region of the measurement. The first row is the total uncertainty, which is
composed of the two rows directly below named “Stat. Uncert.” and “Syst. Uncert.” summed
quadratically. The “Syst. Uncert.” row is the quadratic sum of all of the remaining rows below.
Table 21 summarises the y-axis aliases of the uncertainty sources. The phase space includes 216
measurement bins, 26 of which are vetoed because of low expected statistical precision.
143
Alias Error description Alias Error description
Total Uncert. The total uncertainty on the cross section Sagitta toy Sagitta uncorrelated uncertainties
Stat. Uncert. The statistical error from 8 TeV data EW ttbar ttbar correlated cross-section uncertainty
Syst. Uncert. The quadrature sum of all systematic errors EW PI PI correlated cross-section uncertainty
PDF The systematic errors from PDF eigenvectors EW Diboson Diboson correlated cross-section uncertainty
Unfolding The systematic error due to MC unfolding EW singletop singletop correlated cross-section uncertainty
ID pos Momentum smearing ID upward variation EW Ztautau Ztautau correlated cross-section uncertainty
ID neg Momentum smearing ID downward variation EW Wmunu Wmunu correlated cross-section uncertainty
Scale pos Momentum smearing Scale upward variation EW Wtaunu Wtaunu correlated cross-section uncertainty
Scale neg Momentum smearing Scale downward variation BS Data Data uncorrelated statistical uncertainty
Reco pos Reconstruction efficiency correlated upward variation BS DY DY signal uncorrelated statistical uncertainty
Reco neg Reconstruction efficiency correlated downward variation BS PI PI uncorrelated statistical uncertainty
Trig pos Trigger efficiency correlated upward variation BS ttbar ttbar uncorrelated statistical uncertainty
Trig neg Trigger efficiency correlated downward variation BS singletop singletop uncorrelated statistical uncertainty
kFac pos DY k-Factor correlated upward variation BS Dibson Diboson uncorrelated statistical uncertainty
kFac neg DY k-Factor correlated downward variation BS Wmunu Wmunu uncorrelated statistical uncertainty
Iso pos Isolation efficiency correlated upward variation BS Wtaunu Wtaunu uncorrelated statistical uncertainty
Iso neg Isolation efficiency correlated downward variation BS Ztautau Ztautau uncorrelated statistical uncertainty
Reco toy Reconstruction efficiency uncorrelated component QCD Tot QCD multijet background total uncertainty
Trig toy Trigger efficiency uncorrelated component ZpT Z-boson pT correction systematic uncertainty
Iso toy Isolation efficiency uncorrelated component
TABLE 21: Description of the aliases used on the y-axis of the uncertainty frequency plots
(Figures 68-71 and 94-95).
144
D. Low Statistics Bin Vetoing
In the extremities of the binning phase-space (high value |yµµ| and | cos θ∗|) the expected number
of reconstructed DY signal events is small. This is shown in the Drell–Yan signal expectation plots
of Figures 72 and 73. The low cross-section in these bins is due to detector kinematic acceptance
in ηµ and p
µ
T .
To ensure cross-section results with well-understood systematic and statistical uncertainties, bins
with fewer than 25 reconstructed DY signal events are vetoed from the cross-section measurements.
The vetoing of analysis bins occurs after the iterative Bayesian unfolding and is based on the nominal
cross-section results only. Systematic or statistical replicas of the nominal (e.g. toy MC, bootstrap,
etc.) cannot cause an analysis bin to be vetoed by a downward replica fluctuation.
Figures 72 and 73 show the bins that pass the low statistics bin vetoing requirement in the muon
channel. Bins coloured in blue are bins that have passed the requirement whereas bins that are light
brown are bins that have failed the requirement. Blank bins have zero reconstructed MC events in,
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 Signal MC: |yµµ→Z
(d) Drell–Yan signal MC expectation in the
91 < mµµ < 102 GeV mass window.
FIG. 72: Two dimensional (|yµµ|, cos θ∗) plots of the reconstructed DY signal expectation in the
first four invariant mass windows of the measurement. Bins that are shown in blue pass the low
statistics bin vetoing, bins in light brown are vetoed by the requirement and blank bins without a
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 Signal MC: |yµµ→Z
(c) Drell–Yan signal MC expectation in the
150 < mµµ < 200 GeV mass window.
FIG. 73: Two dimensional (|yµµ|, cos θ∗) plots of the reconstructed DY signal expectation in the
last three invariant mass windows of the measurement. Bins that are shown in blue pass the low
statistics bin vetoing, bins in light brown are vetoed by the requirement and blank bins without a




The triple-differential Drell–Yan cross-section (Equation 31) is measured using the following re-
lationship between ATLAS data, MC and the unfolding response matrix:
(
d3σ









L (δmµµ)u (δ|yµµ|)v (δ cos θ∗)w
, (93)
i, j, k, u, v, w = 1, 2, 3, ... (94)
where Nsig and N bkg are the number of ATLAS data and estimated background events that pass the
selection criteria respectively; M is the iterated inverted response matrix of the Bayesian unfolding
method; L is the integrated luminosity of the data set; δmµµ, δ|yµµ|, and δ cos θ∗ are the bin widths;
i, j, and k are the bin indices corresponding to reconstructed-level quantities; and u, v, and w are
the bin indices corresponding to truth-level quantities. The fiducial volume of the measurement has
been defined in Section 6 B.
Cross-section measurement results are typically reported in the literature at one truth-level only
and correction factors (C-factors) are provided to scale the reported result to a different truth-level.
The Born, dressed and bare truth-levels have been defined in Section 6 D. These scale factors are
determined directly from truth-level MC distributions. For example, the C-factors to scale away








where u, v and w are indices of the measurement binning and σuvw is the cross-section generated
at the Born, dressed or bare truth-level in the bin.
The following terms are defined when referring to the different unfolded cross-section results:
• Born-results: Measured cross-section values unfolded using Born truth-level MC response
matrices.
• Dressed-results: Measured cross-section values unfolded using dressed truth-level MC response
matrices.




s = 8 TeV measured triple-differential Born-results are presented in Tables 22-32.
The tables summarises the bin edges of each measurement bin, the measured cross-section values
and the associated statistical and systematic uncertainty. Also listed is a decomposition of the
148
systematic uncertainty sources and C-factors to scale to effective dressed- or bare-results. Directly
unfolded Born-, dressed- and bare-results are presented in Tables 39-45 in the appendix, showing
total uncertainties and the corresponding truth-level powheg-pythia8 prediction. Born-results are
shown as a function of cos θ∗ in Figures 74-80. The measured central values are shown with a
±1 standard deviation uncertainty band. The data statistical uncertainty is displayed along with
the systematic contribution of all other uncertainties added in quadrature, excluding luminosity
uncertainty. Born truth-level MC predictions with the MC statistical uncertainties, as summarised
in the appendix, are shown in these figures for reference.
Figures 74-80 show expected behaviour of cross-section over the mµµ dimension: the cross-section
increases by 1.5 orders of magnitude from the low mµµ region to the Z-peak region, and decreases by
2.8 orders of magnitude from the Z-peak region to the highest mass bin; systematic uncertainties are
shown to be slightly larger than the statistical uncertainties below the Z-peak and slightly smaller
than the statistical uncertainties above the Z-peak, as shown in the uncertainty frequency plots
of Figures 69 and 71; and the Z-peak region shows systematically dominated uncertainties in the
central bins (|yµµ| < 1.6 and | cos θ∗| < 0.7) of < 0.7%. The |yµµ| dimension shows an increase
in the cos θ∗ asymmetry with increasing |yµµ| up until |yµµ| < 2.0 where the asymmetry decreases
due to the kinematic constraints of the fiducial volume criteria. The cos θ∗ asymmetry is shown
to invert about the Z-peak mµµ = 91 GeV bin edge. Also in this region the asymmetry is seen to
be smallest due to AFB changing sign about zero. The forward-backward asymmetries are shown
in the next subsection. The data agrees well with the MC theory prediction but shows a known

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































FIG. 74: Cross-section central values and uncertainty bands across each rapidity bin within the
46 < mll < 66 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of












































































































































































































































































































































































































































































































































































































































FIG. 75: Cross-section central values and uncertainty bands across each rapidity bin within the
66 < mll < 80 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of



































































































































































































































































































































































































































































































































































































































































FIG. 76: Cross-section central values and uncertainty bands across each rapidity bin within the
80 < mll < 91 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of






























































































































































































































































































































































































































































































































































































































































FIG. 77: Cross-section central values and uncertainty bands across each rapidity bin within the
91 < mll < 102 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of



































































































































































































































































































































































































































































































































































































































































































FIG. 78: Cross-section central values and uncertainty bands across each rapidity bin within the
102 < mll < 116 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of





























































































































































































































































































































































































































































































































































































































































































FIG. 79: Cross-section central values and uncertainty bands across each rapidity bin within the
116 < mll < 150 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of





























































































































































































































































































































































































































































































































































































































































































FIG. 80: Cross-section central values and uncertainty bands across each rapidity bin within the
150 < mll < 200 GeV mass regime unfolded to the Born truth-level with one Bayesian iteration.
Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The luminosity uncertainty of
1.9% is not included.
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B. Integrated Cross-sections
The triple-differential Born-results are integrated to have only two bins in cos θ∗ from which AFB
values are calculated through Equation 43. The forward-backward asymmetries are shown as a
function of mµµ for each |yµµ| bin in Figure 81. Additional distributions are made by inclusively
integrating over two of the triple-differential measurement dimensions. The one dimensional cross-
sections are shown in Figure 82.
The forward-backward asymmetry plots of Figure 81 are shown as a function of mµµ for each
separate bin of |yµµ|. The largest AFB values are shown to increase as a function of |yµµ| matching
the MC theory prediction. The largest AFB values are also shown to be statistically limited, where
the statistical limitation is due to the low event yield in the highest | cos θ∗| > 0.7 bins. The one
dimensional cross-sections show the Z-peak measured with a precision of < 1%, with < 2% precision
off-peak either side. One dimensional |yµµ| and cos θ∗ are dominated by the large Z cross-section
and highlight systematic percentage-level Z-boson mis-modelling. The 1D invariant mass cross-
sections are in agreement with results published from the CMS collaboration38 achieving similar
total uncertanties.
This concludes the triple-differential Drell–Yan muon channel measurement. The following sec-


































































































































































































































































































































































































































































































































































































































































































































































































FIG. 81: AFB central values and uncertainty bands for each rapidity region unfolded to the Born
truth-level with one Bayesian iteration. Theory predictions are taken from powheg-pythia8





















































(a) Measured Drell–Yan cross-section as a


















































(b) Measured Drell–Yan cross-section as a















































(c) Measured Drell–Yan cross-section as a
function of dimuon decay angle in the
Collin-Soper frame, cos θ∗.
FIG. 82: Triple-differential cross-section results integrated over two dimensions to form
one-dimensional distributions. The cross-sections are unfolded to the Born truth-level with one
Bayesian iteration. Theory predictions are taken from powheg-pythia8 Drell–Yan MC. The
luminosity uncertainty of 1.9% is not included.
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13. ELECTRON CHANNEL MEASUREMENTS
Two separate electron channel triple-differential Drell–Yan cross-section measurements have been
performed in tandem with the muon channel measurement. The electron channel measurements
are optimised for two different electron reconstruction η regions of the ATLAS detector. The
measurements are performed so that a combination of the two electron channels and the muon
channel can be made, resulting in a single measurement with reduced total uncertainties. The
electron channel measurements were not performed by the author of this thesis and nor are they
described in full detail in this document, however brief summaries of the channels are provided.
Detailed descriptions are found in the references3. The cross-section results of the electron channels
are not yet finalised and are considered “work in progress” by the ATLAS collaboration.
A. The Electron CC and CF Channels
The CC channel is defined with both leptons being reconstructed in the central part of the detec-
tor, |η| < 2.4. The electron central-central (CC) channel is analogous to the muon channel presented
in this thesis, which itself can also be considered a central-central channel. The measurement fidu-
cial volume is defined to be equivalent so that a direct combination of the electron CC and muon
channels can be performed. The kinematic selection criteria on the electrons are also unified, for
this reason. Table 33 lists the fiducial volume criteria for the different channels, where peT is the
electron transverse momentum, ηe is the electron pseudo-rapidity and mee is the dielectron pair
invariant mass.
Criteria Muon (CC) channel Electron CC channel
Electron CF channel








T > 20 GeV p
e
T > 20 GeV p
e
T > 20 GeV p
e
T > 25 GeV
|η`| |ηµ| < 2.4 |ηe| < 2.4 |ηe| < 2.4 2.5 < |ηe| < 4.9
m`` mµµ > 46 GeV mee > 46 GeV 66 < mee < 150 GeV
TABLE 33: Fiducial volume selection criteria used in the different measurement channels.
The electron central-forward (CF) channel provides an extension to the CC measurement phase
space coverage. The CF channel is defined with one electron being reconstructed in the central
part of the detector and one electron being reconstructed in the forward parts of the detector,
2.5 < |η| < 4.9. This increases the measurable Z-boson rapidity range, yee, and consequently
allows higher values of AFB to be measured. Due to measurement limitations of the forward parts
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of the detector the same unified fiducial volume is not maintained. The data therefore requires
extrapolation factors back to the CC fiducial volume to be used in the cross-section combinations.
In both electron channels, Drell–Yan signal events are selected from data and MC following a
selection criteria method similar to the muon channel measurement. Corrections are applied to ac-
count for generator- and reconstruction-level mis-modelling effects. The same MC samples are used
for consistency and the multijet background estimation is determined using a data-driven method.
The data is unfolded using MC response matrices using the iterative Bayesian unfolding method
where the nominal cross-section values are determined. Sources of uncertainty are propagated using
the same techniques as described in Section 11 and correlation matrices are provided for nuisance
parameter representation.
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14. COMBINATION WITH THE ELECTRON CHANNEL
The combination of the muon and electron channel triple-differential cross-section measurements
is performed using a method developed at HERA129,130 A detailed description of the combination
procedure can be found in the references3,131. The current combination procedure and the cross-
section results from the electron channels are not finalised and are considered “work in progress”
by the ATLAS collaboration. The combination procedure minimises the differences between two
or more measurements of the same cross-section to give an averaged result with reduced total
uncertainty. The procedure uses the bin-to-bin correlation information for each channel to account
for correlated systematic uncertainties between the multiple channels. The HERA combination
method uses a nuisance parameter representation of bin-to-bin correlations. Each cross-section

















where µi,e are the measured cross section values and NB is the total number of measurement bins;
Ncorr. is the number of correlated uncertainty sources, Γ
li
e are the eigenvectors of the correlation
matrices of the correlated source, l, and bl are the nuisance parameters corresponding to the corre-
lated uncertainty source; finally, ∆uncor.i,e are the total statistical bin-to-bin uncorrelated systematic
uncertainties. For several measurements, the combined χ2 function is given by the sum of the χ2e
functions:
χ2tot(m, b) = χ
2
CCee(m, b) + χ
2
CFee(m, b) + χ
2
CCµµ(m, b) . (97)
where CCee is the electron CC measurement, CFee is the electron CF measurement and CCµµ is
the muon (CC) measurement. For the minimisation of the χ2tot(m, b) function, Γ
li
e and bl are allowed
freedom to transform from the nuisance-parameter basis to better describe systematic correlations
of the averaged result. The results of the combination are presented in Section 14 C. The thesis
author did not produce the final set of combined Born-results.
The muon and electron channels both use covariance matrix representation of correlations. The
combination procedure requires a transformation to a nuisance parameters representation which is
discussed in the next subsection.
A. Transformation from Covariance Matrix to Nuisance Parameters
In the muon and electron channels, bin-to-bin correlations for several sources are determined
using covariance matrices from the toy MC and bootstrap resampling techniques. To transform a
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covariance matrix, C, into the nuisance parameter representation, as required for the χ2 function
used for the combination, it is decomposed using eigenvector decomposition. In practice when
computing the eigenvectors, Γ, several eigenvalues of C may be close to zero and fluctuate below
zero because of limited statistical precision. This is relevant for toy MC or bootstrap resampling
methods if the number of toys/replicas is small compared to the number of measurement bins. To
mitigate this problem, eigenvectors are sorted according to the magnitude of the eigenvalues so that
an ordered sum over the eigenvalues can be calculated. When the sum exceeds a predefined fraction
of its own nominal total, the correlation information for the remaining eigenvectors is ignored. The
unused eigenvectors are added in quadrature to form a diagonal uncorrelated uncertainty matrix U .
C = ΓTΓ , (98)
Cij ≈ C ′ij =
Nc∑
l=1
ΓliΓlj + δijUi , (99)
where Nc is the number of nuisance parameters required to describe C
′ and Γli are the contributing
eigenvectors to C ′. Ui are added to the uncorrelated uncertainty ∆
uncor.
i,e in Equation 96 in quadra-
ture. The method preserves the total uncertainty by construction and, as an additional benefit,
allows a reduction of the required number of nuisance parameters, Nc, describing C.
B. Combination χ2 and the Unfolding Method
The optimal number of Bayesian iterations to use in the unfolding procedure is not a defined
parameter. To determine an optimum number of iterations, a comparison of the combined unfolded
CC results for Bayesian unfolding with a different number of iterations is performed. For consis-
tency, the two measurement channels use the same number of iterations. The total χ2/dof for the
combination is used as the measure of this comparison.
Table 34 shows χ2/dof for the combination using bin-by-bin and Bayesian unfolding methods.
For each evaluation all systematic uncertainties are consistently determined using the corresponding
unfolding method. Both statistical and total systematic uncertainties increase as the number of
iterations increases, as has been discussed in Section 12. The table shows that the optimal χ2/dof
is obtained for one iteration of Bayesian unfolding.
C. Combined Results
The combination of the muon and electron CC data yields the total χ2/dof = 474.9/451. Com-









nitr. = 1 474.9/451
nitr. = 2 532.2/451
nitr. = 3 545.7/451
nitr. = 4 550.2/451
nitr. = 5 552.5/451
TABLE 34: χ2/dof for the combination of the muon and electron channel CC measurements for
the bin-by-bin method and Bayesian method with different number of Bayesian iterations, nitr..
nitr. = 1 is the nominal number of Bayesian iterations used in the combination.
analyses1,128,132. This consistency is expected because the same data sets are used. The combined
cross-section results are shown in Figures 83-89. The figures show the combined cross-section results
in each invariant mass bin as a function of rapidity. The combined cross-section values from each
cos θ∗ bin are shown on the same plot to compare shape differences. The forward-backward asym-
metry dependence on |y``| is clearly observed in the divergence of the cross-section in the opposite
cos θ∗ bins. The conclusions drawn from the shapes of the results are the same as discussed in Sec-
tion 12. The combination of the measurements provides a reduced total uncertainty: the smallest
uncertainties of the muon channel Born-results are < 0.6% whereas the equivalent combined results
achieve < 0.3%; the largest uncertainties of the muon channel Born-results are ∼ 15% which are
reduced to ∼ 8% for the combined result.
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Integrated cross section type χ2/dof
Nominal 3D combination 474.9/451
1D in cos θ∗ 2.6/6
1D in in y`` 7.0/12
1D in m`` 12.8/7
2D in ( m``, y``) 103.4/84
2D in ( m``, cos θ
∗) 39.2/42
2D in ( y``, cos θ
∗) 62.6/68
3D, two bins in cos θ∗: (-1.0, 0.0, 1.0) 167.0/168
46 < m`` < 80 GeV 122.6/132
80 < m`` < 102 GeV 134.1/135
102 < m`` < 200 GeV 188.7/184
TABLE 35: χ2 values and number of degrees of freedom for the standard combination and
combination of 1D, 2D, and 3D-differential cross sections, determined from the integration of the

































































































































































































0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
FIG. 83: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 46 < mll < 66 GeV mass regime. Each set of points corresponds to a different cos θ
∗ bin
in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in the



































































































































































































0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
FIG. 84: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 66 < mll < 80 GeV mass regime. Each set of points corresponds to a different cos θ
∗ bin
in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in the
































































































































































































0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
FIG. 85: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 80 < mll < 91 GeV mass regime. Each set of points corresponds to a different cos θ
∗ bin
in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in the
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FIG. 86: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 91 < mll < 102 GeV mass regime. Each set of points corresponds to a different cos θ
∗
bin in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in
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FIG. 87: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 102 < mll < 116 GeV mass regime. Each set of points corresponds to a different cos θ
∗
bin in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in
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FIG. 88: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 116 < mll < 150 GeV mass regime. Each set of points corresponds to a different cos θ
∗
bin in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in
































































































































































































0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
FIG. 89: Combined cross-section central values and uncertainty bands as a function of rapidity
within the 150 < mll < 200 GeV mass regime. Each set of points corresponds to a different cos θ
∗
bin in the measurement. The ratios of data and MC predictions for each cos θ∗ bin are provided in
the sub-panels. The luminosity uncertainty of 1.9% is not included.
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15. PDF & WEAK MIXING ANGLE EXTRACTION
A (very) preliminary extraction is performed on the data to assess the sensitivity to the weak
mixing angle, sin2 θeff.W and the PDFs. The weak mixing angle is not directly extracted in this
thesis because the theoretical predictions and framework for the extraction has not yet been set-up.
Typically, such a direct extraction requires generating many predictions with slightly different values
of sin2 θeff.W . A χ
2 scan is performed between the agreement of data and theory which is then fitted
to as a function of sin2 θeff.W for which the low inflection point in the χ
2 scan yields the extraction
result. The method below reports a PDF extraction where sin2 θeff.W is provided an optional degree
of freedom in the extraction. The following theory predictions and electron channel data (from the
subset of the combined data) are not the author’s work. The following work does not bear affiliation
to the ATLAS or X-fitter collaborations because the method and results are considered “work in
progress”. Figures 90 and 91 were produced by the thesis author. A detailed description of the
procedure is found in the references3.
A. MCFM Predictions and Electroweak Corrections
Rudimentary fixed-order predictions are calculated using MCFM90,133 interfaced to the APPLGRID134
program. The predictions are at LO and NLO QCD for any choice of PDF and renormalisation and
factorisation scale. The Gµ electroweak parameter scheme is used in the calculations, where large
higher-order corrections are absorbed into the precisely measured muon decay constant Gµ
135,136.
This parameterisation reduces the magnitude of electroweak corrections.
The settings of the MCFM program are summarised in Table 36. The mcfm-bridge package is used
to help set the measurement binning in the APPLGRID program. The APPLGRIDs are generated using
the CT14nnlo PDF set85,125. The source code locations of the analysis programs are listed in the
table.
The APPLGRIDs are generated in sets of 2000 runs with 5×105 events generated in each run. This
ensures < 0.2% statistical accuracy for most of the bins with some outliers having up to 2% accuracy.
QED FSR effects are simulated with Photos81. Additional higher order electroweak corrections are
performed using Fewz137 to account for the effects of pure weak vertex and self-energy corrections,
double boson exchange, initial state radiation, and the interference between ISR and FSR138. The
Fewz corrections exclude FSR to avoid double-counting with Photos.
The Fewz predictions are calculated using the Ct10nnlo85 PDF set. The renormalisation and
factorisation scales are defined: µR = µF = m``. The contribution from photon induced processes
is estimated using the MRST2004QED PDF set139. The photon induced corrections contribute 2− 3%
of the theoretical predictions. The higher order electroweak corrections are applied to the theoretical
184
MCFM version 6.8
MCFM git https://stash.desy.de/scm/sg/mcfm-zpol.git (branch Z)
APPLGRID bridge version mcfm-bridge-0.0.35
APPLGRID bridge git https://stash.desy.de/scm/sg/mcfm bridge.git (branch Z3D)
APPLGRID version applgrid-1.4.70
Renormalisation and factorisation scales dynamic, µR = µF =
√
m``
Grid dimensions |y``| − cos θ∗, in analysis mass bins
TABLE 36: Program versions and settings used by the MCFM program and APPLGRID interface.
The locations of the current versions of the code are also provided.
predictions and give corrections of up to 5%.
B. Sensitivity to the Weak Mixing Angle
To perform the sin2 θeff.W sensitivity study, the measured cross-section values are replaced by the
central theory predictions. The data uncertainties and the bin-to-bin correlation model are preserved
for the central values. The PDF uncertainties are approximated using the MMHT2014nnlo eigenvector
set with nuisance parameters attributed to each eigenvector. The X-fitter program140,141 is used to
perform three profiling tests:
• Fixed sin2 θeff.W and PDF nuisance parameters free.
• Free sin2 θeff.W and PDF nuisance parameters fixed.
• Free sin2 θeff.W and PDF nuisance parameters free.
The impact of the combined muon and electron channel data on PDF uncertainties is shown
in Figure 90. The combined sin2 θeff.W and PDF profiling compared to PDF-only profiling have
very similar uncertainty bands. Visible improvements to the valence quark distributions are seen,
attributed to forward-backward asymmetry sensitivity. The strange distribution is constrained by
the |y``| and m`` binned measurements. Figure 8 in Section 1 F shows the origin of this mµµ and y``
quark decomposition sensitivity due to the differences in γ∗ and Z couplings. The gluon component














FIG. 90: Uncertainty bands for different PDF components at Q2 = m2Z = 8317 GeV
2 as a function
of x. The displayed uncertainty bands are MMHT2014nnlo (outer red band), profiled MMHT2014nnlo
with free sin2 θeff.W (blue middle band), and profiled MMHT2014nnlo with fixed sin
2 θeff.W (inner green
band). The PDF components (left to right) are: xuv (u-valence); xs (strange); xg (gluon);
Table 37 lists resulting uncertainties for sin2 θeff.W when X-fitter profiling is performed including and
excluding PDF uncertainties. From the difference of the uncertainties in quadrature, the estimated
PDF uncertainty is 0.0004, which is significant however small compared to the experimental errors.
The constrained uncertainty on sin2 θeff.W through the combined profiling method can be compared
to state of the art and direct measurements. Figure 91 shows the constrained result in context with
other measurements. The reported sin2 θeff.W sensitivity is shown to be competitive to the current best
measurement reported at a hadron-hadron collider (D0). Furthermore, the constrained uncertainty
is smaller than all other sin2 θeff.W measurements reported at the LHC.
∆ sin2 θeff.W
With PDF uncertainties 0.00068
Without PDF uncertainties 0.00052
TABLE 37: Uncertainty on sin2 θeff.W from the profiled fit described in the text including or
excluding PDF uncertainties from MMHT2014nnlo PDF set.
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FIG. 91: Recent and most precise measurements of sin2 θeff.W performed at collider facilities
142–148.
The result from the combined LEP+SLD data is given by the vertical green line. The combined
profiling data point is coloured magenta to distinguish that it is not a direct measurement and the




The triple-differential Drell–Yan cross-section has been measured at
√
s = 8 TeV using a total
integrated luminosity of L = 20.24 fb−1 in the muon channel with the ATLAS detector. The
measurement achieves a precision of up to 0.5% in the systematically limited central bins and
percentage-level precision elsewhere due to statistical limitation. The forward-backward asymmetry
was also calculated and found to increase with higher value |yµµ| up to the kinematic acceptance
limit set by the fiducial volume cuts. The measurements agrees well with the powheg-pythia8
Monte Carlo predictions.
The results are combined with two electron channel measurements. The combination of the
channels produces a single result with a reduced overall uncertainty, in many bins reduced by a
factor of ∼ 2. A high precision of < 0.3% is achieved in the central measurement bins on the Z-
peak. The uncertainty reduction is due to increased data statistics and profiled systematic sources.
The impact of the data upon PDF distributions and the effective weak mixing angle was studied
through the combined profiling method. Significant improvements are observed in the valence,
strange and gluon PDF distributions. The reduction in PDF uncertainties is entwined with an
effective weak mixing angle sensitivity, which is shown to reduce the uncertainty in comparison to
the ATLAS
√
s = 7 TeV measurement. The total uncertainty of sin2 θeff.W is the smallest yet reported
at the LHC.
A future, more rigorous analysis of the impact on the PDFs and sin2 θeff.W with improved theoretical
predictions should result in improved sensitivities beyond that reported in this thesis. Future ATLAS
data sets should further improve on this result due to increased statistical yield in the peripheral
binning regions and an improved muon momentum scale modelling in the ATLAS detector.
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17. APPENDIX
1. ATLAS Coordinates Diagram
FIG. 92: Detailed view of the ATLAS detector in the interaction point (IP) 1 cavern, indicating
the underground storage areas and the coordinate system employed by ATLAS. Note that due to
the tilt of the LHC ring due to construction parameters the coordinate axis also has a tilt149.
2. ATLAS Software Packages
Table 38 details the software packages used in the thesis measurement. All the packages listed
were not written by the thesis author except for the “Muon ID Sagitta Corrections” package which
was original work by the thesis author.
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Name of Correction Treatment Name of Package & Version
Lineshape Reweighting Generator-level LineShapeTool-00-00-04
Vertex Reweighting Generator-level PrimaryVertexReweighting-00-09-30
Pile-up Corrections Generator-level PileupReweighting-00-02-12
Muon Momentum Corrections Reconstruction-level MuonMomentumCorrections-00-09-30
Muon Efficiency Corrections Reconstruction-level MuonEfficiencyCorrections-02-01-20
Muon Trigger Efficiencies Reconstruction-level TrigMuonEfficiency-00-02-54
Muon ID Sagitta Corrections Reconstruction-level SagittaCorrections-00-00-01
svn+sh://svn.cern.ch/reps/atlasoff/
svn+sh://svn.cern.ch/reps/atlasinst/Institutes/QMUL/
TABLE 38: Table of external packages used in this analysis. The name of the correction to MC is
given along with the level at which the correction is applied and the official name of the package
and its software version. The Apache-Subversion (SVN) repositories where the packages can be
found are also listed for completeness.
3. Dressed & Bare C-factors and Uncertainties
In the uncertainties section (Section 11), uncertainty frequency plots were shown quantifying the
precision of Born-results across the 504 measurement bins (Figure 68). Equivalent figures are shown
for dressed- and bare-results in Figures 94 and 95.
Scaling cross-section values using C-factors may introduce a scaling bias to the results. Figure 93
shows the C-factor accuracy. The Born- and dressed-results are scaled with C-factors to get effective-
bare-results. These are then compared to directly-unfolded bare-results. The figure shows 92% of
bins have < 0.1% level accuracy using the C-factor method, however the remaining 8% of bins
show deviations above this. The less-accurately described bins typically occur in the edges of the
measurement phase space (high value | cos θ∗|). This could potentially influence future fits to the
data if C-factor scaled cross-sections are used. For this reason, although dressed-results show smaller































FIG. 93: Comparison of directly unfolded to the bare truth-level cross-section values with Born
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FIG. 94: Systematic and statistical uncertainty frequency distributions for the dressed
cross-sections. The first row is the total uncertainty, which is composed of the two rows directly
below named “Stat. Uncert.” and “Syst. Uncert.” in quadrature sum. The “Syst. Uncert.” row is
composed of all of the remaining rows below in quadratic sum. Table 21 summarises the y-axis
aliases of the uncertainty sources. The phase space includes 504 measurement bins, 46 of which are
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FIG. 95: Systematic and statistical uncertainty frequency distributions for the bare cross-sections.
The first row is the total uncertainty, which is composed of the two rows directly below named
“Stat. Uncert.” and “Syst. Uncert.” in quadrature sum. The “Syst. Uncert.” row is composed of
all of the remaining rows below in quadratic sum. Table 21 summarises the y-axis aliases of the
uncertainty sources. The phase space includes 504 measurement bins, 46 of which are vetoed
because of low expected statistical precision.
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4. Dressed-results and Bare-results tables
The non-decomposed Born-, dressed- and bare-results are presented in Tables 39-45. The first
four columns provide the measurement bin information, the next three general columns summarise
the Born-, dressed- and bare-results respectively. In each general column the first two sub-columns
give the measured unfolded cross-section and the total uncertainty (excluding luminosity uncer-
tainty); the subsequent two columns give the MC truth-level predictions and prediction’s statistical
uncertainty; the last two columns provide the C-factors for scaling the cross-sections or predictions
to different MC truth-level definitions.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
1 46 – 66 0.0 – 0.2 -1.0 – -0.7 0.0143 ± 4.76 0.0139 ± 2.06 1.17 1.25 0.0166 ± 4.63 0.0162 ± 1.92 0.86 1.07 0.0178 ± 4.57 0.0173 ± 1.86 0.80 0.93
2 46 – 66 0.0 – 0.2 -0.7 – -0.4 0.1042 ± 2.30 0.1065 ± 0.79 1.08 1.12 0.1124 ± 2.14 0.1148 ± 0.72 0.93 1.04 0.1169 ± 2.10 0.1194 ± 0.69 0.89 0.96
3 46 – 66 0.0 – 0.2 -0.4 – 0.0 0.1439 ± 2.07 0.1462 ± 0.56 1.10 1.16 0.1578 ± 1.88 0.1602 ± 0.52 0.91 1.05 0.1664 ± 1.82 0.1690 ± 0.50 0.87 0.95
4 46 – 66 0.0 – 0.2 0.0 – 0.4 0.1423 ± 2.05 0.1440 ± 0.57 1.10 1.16 0.1567 ± 1.89 0.1585 ± 0.52 0.91 1.06 0.1654 ± 1.85 0.1673 ± 0.50 0.86 0.95
5 46 – 66 0.0 – 0.2 0.4 – 0.7 0.1006 ± 2.37 0.1030 ± 0.75 1.08 1.13 0.1083 ± 2.23 0.1109 ± 0.72 0.93 1.05 0.1138 ± 2.20 0.1165 ± 0.70 0.88 0.95
6 46 – 66 0.0 – 0.2 0.7 – 1.0 0.0140 ± 5.76 0.0143 ± 2.03 1.14 1.20 0.0159 ± 5.62 0.0162 ± 1.90 0.88 1.05 0.0167 ± 5.58 0.0171 ± 1.86 0.83 0.95
7 46 – 66 0.2 – 0.4 -1.0 – -0.7 0.0146 ± 4.80 0.0141 ± 2.27 1.15 1.21 0.0168 ± 4.54 0.0162 ± 1.91 0.87 1.06 0.0177 ± 4.52 0.0171 ± 1.86 0.83 0.95
8 46 – 66 0.2 – 0.4 -0.7 – -0.4 0.1032 ± 2.47 0.1071 ± 0.74 1.08 1.12 0.1114 ± 2.35 0.1157 ± 0.72 0.93 1.04 0.1158 ± 2.33 0.1202 ± 0.69 0.89 0.96
9 46 – 66 0.2 – 0.4 -0.4 – 0.0 0.1447 ± 2.03 0.1468 ± 0.57 1.09 1.15 0.1577 ± 1.86 0.1599 ± 0.52 0.92 1.05 0.1660 ± 1.83 0.1683 ± 0.50 0.87 0.95
10 46 – 66 0.2 – 0.4 0.0 – 0.4 0.1438 ± 2.21 0.1437 ± 0.56 1.09 1.16 0.1567 ± 2.03 0.1565 ± 0.52 0.92 1.06 0.1662 ± 1.96 0.1659 ± 0.50 0.87 0.94
11 46 – 66 0.2 – 0.4 0.4 – 0.7 0.1000 ± 2.42 0.1031 ± 0.79 1.08 1.12 0.1078 ± 2.32 0.1112 ± 0.73 0.93 1.04 0.1121 ± 2.27 0.1156 ± 0.71 0.89 0.96
12 46 – 66 0.2 – 0.4 0.7 – 1.0 0.0140 ± 4.80 0.0131 ± 2.11 1.20 1.27 0.0167 ± 4.56 0.0157 ± 1.94 0.84 1.06 0.0178 ± 4.52 0.0166 ± 1.89 0.79 0.94
13 46 – 66 0.4 – 0.6 -1.0 – -0.7 0.0140 ± 5.22 0.0141 ± 2.04 1.15 1.22 0.0161 ± 5.14 0.0163 ± 1.91 0.87 1.06 0.0171 ± 5.11 0.0172 ± 1.86 0.82 0.94
14 46 – 66 0.4 – 0.6 -0.7 – -0.4 0.1077 ± 2.34 0.1097 ± 0.78 1.07 1.12 0.1158 ± 2.24 0.1178 ± 0.72 0.93 1.04 0.1205 ± 2.20 0.1226 ± 0.69 0.89 0.96
15 46 – 66 0.4 – 0.6 -0.4 – 0.0 0.1458 ± 2.04 0.1478 ± 0.55 1.10 1.16 0.1597 ± 1.82 0.1619 ± 0.52 0.91 1.06 0.1689 ± 1.73 0.1712 ± 0.50 0.86 0.95
16 46 – 66 0.4 – 0.6 0.0 – 0.4 0.1416 ± 2.05 0.1440 ± 0.56 1.10 1.16 0.1552 ± 1.87 0.1577 ± 0.52 0.91 1.06 0.1641 ± 1.75 0.1667 ± 0.50 0.86 0.95
17 46 – 66 0.4 – 0.6 0.4 – 0.7 0.0962 ± 2.68 0.0992 ± 0.80 1.08 1.13 0.1040 ± 2.58 0.1072 ± 0.74 0.92 1.05 0.1088 ± 2.56 0.1121 ± 0.72 0.88 0.96
18 46 – 66 0.4 – 0.6 0.7 – 1.0 0.0144 ± 5.00 0.0134 ± 2.24 1.14 1.21 0.0163 ± 4.79 0.0152 ± 1.97 0.88 1.06 0.0173 ± 4.78 0.0161 ± 1.92 0.83 0.94
19 46 – 66 0.6 – 0.8 -1.0 – -0.7 0.0153 ± 4.77 0.0150 ± 2.06 1.13 1.20 0.0173 ± 4.65 0.0170 ± 1.87 0.88 1.05 0.0183 ± 4.61 0.0179 ± 1.83 0.84 0.95
20 46 – 66 0.6 – 0.8 -0.7 – -0.4 0.1085 ± 2.26 0.1100 ± 0.76 1.07 1.11 0.1163 ± 2.10 0.1180 ± 0.71 0.93 1.04 0.1207 ± 2.05 0.1224 ± 0.69 0.90 0.96
21 46 – 66 0.6 – 0.8 -0.4 – 0.0 0.1483 ± 1.84 0.1483 ± 0.57 1.09 1.15 0.1619 ± 1.59 0.1619 ± 0.53 0.92 1.05 0.1708 ± 1.52 0.1707 ± 0.50 0.87 0.95
22 46 – 66 0.6 – 0.8 0.0 – 0.4 0.1433 ± 1.68 0.1422 ± 0.56 1.10 1.16 0.1572 ± 1.56 0.1559 ± 0.53 0.91 1.05 0.1657 ± 1.54 0.1644 ± 0.51 0.87 0.95
23 46 – 66 0.6 – 0.8 0.4 – 0.7 0.0982 ± 2.42 0.0980 ± 0.80 1.08 1.13 0.1061 ± 2.27 0.1059 ± 0.74 0.93 1.05 0.1110 ± 2.23 0.1107 ± 0.72 0.88 0.96
24 46 – 66 0.6 – 0.8 0.7 – 1.0 0.0139 ± 5.32 0.0132 ± 2.23 1.13 1.20 0.0157 ± 5.19 0.0149 ± 2.00 0.89 1.06 0.0167 ± 5.12 0.0158 ± 1.94 0.84 0.94
25 46 – 66 0.8 – 1.0 -1.0 – -0.7 0.0150 ± 5.13 0.0146 ± 2.08 1.13 1.18 0.0169 ± 4.99 0.0164 ± 1.90 0.89 1.05 0.0176 ± 4.98 0.0172 ± 1.86 0.85 0.95
26 46 – 66 0.8 – 1.0 -0.7 – -0.4 0.1088 ± 2.15 0.1127 ± 0.75 1.07 1.12 0.1167 ± 2.07 0.1209 ± 0.70 0.93 1.04 0.1215 ± 2.05 0.1258 ± 0.68 0.90 0.96
27 46 – 66 0.8 – 1.0 -0.4 – 0.0 0.1475 ± 1.70 0.1491 ± 0.56 1.08 1.15 0.1600 ± 1.57 0.1617 ± 0.51 0.92 1.06 0.1690 ± 1.54 0.1708 ± 0.50 0.87 0.95
28 46 – 66 0.8 – 1.0 0.0 – 0.4 0.1400 ± 1.69 0.1406 ± 0.57 1.09 1.16 0.1533 ± 1.57 0.1540 ± 0.53 0.91 1.06 0.1625 ± 1.53 0.1631 ± 0.51 0.86 0.94
29 46 – 66 0.8 – 1.0 0.4 – 0.7 0.0976 ± 2.23 0.0961 ± 0.80 1.09 1.14 0.1065 ± 2.13 0.1049 ± 0.75 0.92 1.05 0.1114 ± 2.11 0.1097 ± 0.72 0.88 0.96
30 46 – 66 0.8 – 1.0 0.7 – 1.0 0.0132 ± 5.70 0.0126 ± 2.40 1.14 1.21 0.0150 ± 5.57 0.0143 ± 2.03 0.88 1.07 0.0160 ± 5.56 0.0153 ± 1.97 0.83 0.94
31 46 – 66 1.0 – 1.2 -1.0 – -0.7 0.0169 ± 5.52 0.0140 ± 2.05 1.13 1.17 0.0190 ± 5.64 0.0157 ± 1.96 0.89 1.04 0.0197 ± 6.21 0.0164 ± 1.91 0.85 0.96
32 46 – 66 1.0 – 1.2 -0.7 – -0.4 0.1139 ± 1.99 0.1128 ± 0.76 1.06 1.10 0.1208 ± 1.91 0.1196 ± 0.70 0.94 1.04 0.1257 ± 1.88 0.1245 ± 0.68 0.91 0.96
33 46 – 66 1.0 – 1.2 -0.4 – 0.0 0.1481 ± 1.81 0.1498 ± 0.55 1.09 1.14 0.1609 ± 1.66 0.1628 ± 0.52 0.92 1.05 0.1694 ± 1.61 0.1714 ± 0.50 0.87 0.95
34 46 – 66 1.0 – 1.2 0.0 – 0.4 0.1382 ± 1.74 0.1381 ± 0.58 1.09 1.16 0.1511 ± 1.58 0.1510 ± 0.53 0.91 1.06 0.1598 ± 1.52 0.1597 ± 0.52 0.86 0.95
35 46 – 66 1.0 – 1.2 0.4 – 0.7 0.0956 ± 2.32 0.0929 ± 0.80 1.09 1.14 0.1044 ± 2.27 0.1015 ± 0.76 0.92 1.04 0.1086 ± 2.26 0.1056 ± 0.74 0.88 0.96
36 46 – 66 1.0 – 1.2 0.7 – 1.0 0.0125 ± 4.88 0.0116 ± 2.27 1.19 1.27 0.0149 ± 4.73 0.0137 ± 2.07 0.84 1.07 0.0159 ± 4.75 0.0147 ± 2.01 0.79 0.94
37 46 – 66 1.2 – 1.4 -1.0 – -0.7 0.0158 ± 4.33 0.0145 ± 2.12 1.13 1.18 0.0178 ± 4.17 0.0164 ± 1.91 0.89 1.05 0.0186 ± 4.16 0.0171 ± 1.87 0.85 0.95
38 46 – 66 1.2 – 1.4 -0.7 – -0.4 0.1177 ± 1.99 0.1151 ± 0.76 1.06 1.10 0.1252 ± 1.90 0.1224 ± 0.71 0.94 1.03 0.1294 ± 1.86 0.1264 ± 0.67 0.91 0.97
39 46 – 66 1.2 – 1.4 -0.4 – 0.0 0.1518 ± 1.65 0.1492 ± 0.55 1.09 1.14 0.1651 ± 1.49 0.1624 ± 0.52 0.92 1.05 0.1737 ± 1.44 0.1708 ± 0.50 0.87 0.95
40 46 – 66 1.2 – 1.4 0.0 – 0.4 0.1391 ± 1.72 0.1346 ± 0.57 1.10 1.16 0.1525 ± 1.58 0.1475 ± 0.54 0.91 1.05 0.1608 ± 1.54 0.1556 ± 0.52 0.87 0.95
41 46 – 66 1.2 – 1.4 0.4 – 0.7 0.0863 ± 2.73 0.0906 ± 0.83 1.08 1.13 0.0931 ± 2.74 0.0977 ± 0.77 0.93 1.05 0.0975 ± 2.85 0.1023 ± 0.75 0.89 0.96
42 46 – 66 1.2 – 1.4 0.7 – 1.0 0.0114 ± 5.38 0.0110 ± 2.44 1.18 1.26 0.0135 ± 5.08 0.0130 ± 2.20 0.85 1.07 0.0144 ± 4.96 0.0139 ± 2.07 0.79 0.94
43 46 – 66 1.4 – 1.6 -1.0 – -0.7 0.0099 ± 5.21 0.0091 ± 2.52 1.16 1.21 0.0115 ± 4.97 0.0106 ± 2.35 0.86 1.04 0.0120 ± 4.95 0.0110 ± 2.31 0.83 0.96
44 46 – 66 1.4 – 1.6 -0.7 – -0.4 0.1162 ± 1.95 0.1142 ± 0.74 1.06 1.09 0.1233 ± 1.83 0.1211 ± 0.69 0.94 1.03 0.1272 ± 1.80 0.1250 ± 0.68 0.91 0.97
45 46 – 66 1.4 – 1.6 -0.4 – 0.0 0.1547 ± 1.54 0.1511 ± 0.56 1.08 1.13 0.1670 ± 1.45 0.1631 ± 0.52 0.93 1.05 0.1751 ± 1.42 0.1710 ± 0.50 0.88 0.95
46 46 – 66 1.4 – 1.6 0.0 – 0.4 0.1352 ± 1.69 0.1349 ± 0.59 1.09 1.15 0.1478 ± 1.62 0.1474 ± 0.56 0.92 1.05 0.1555 ± 1.60 0.1550 ± 0.52 0.87 0.95
47 46 – 66 1.4 – 1.6 0.4 – 0.7 0.0868 ± 2.49 0.0876 ± 0.85 1.09 1.13 0.0947 ± 2.43 0.0955 ± 0.80 0.92 1.04 0.0985 ± 2.40 0.0993 ± 0.76 0.88 0.96
48 46 – 66 1.4 – 1.6 0.7 – 1.0 0.0084 ± 6.16 0.0075 ± 2.82 1.17 1.23 0.0098 ± 6.06 0.0087 ± 2.62 0.86 1.05 0.0103 ± 6.09 0.0092 ± 2.53 0.81 0.95
49 46 – 66 1.6 – 1.8 -1.0 – -0.7 0.0044 ± 7.81 0.0040 ± 3.75 1.10 1.12 0.0048 ± 7.62 0.0044 ± 3.59 0.91 1.02 0.0049 ± 7.51 0.0044 ± 3.58 0.90 0.98
50 46 – 66 1.6 – 1.8 -0.7 – -0.4 0.0946 ± 2.20 0.0941 ± 0.82 1.06 1.08 0.1000 ± 2.12 0.0995 ± 0.78 0.95 1.03 0.1025 ± 2.10 0.1020 ± 0.75 0.92 0.98
51 46 – 66 1.6 – 1.8 -0.4 – 0.0 0.1509 ± 1.57 0.1504 ± 0.56 1.07 1.13 0.1618 ± 1.50 0.1612 ± 0.52 0.93 1.05 0.1700 ± 1.48 0.1694 ± 0.50 0.89 0.95
52 46 – 66 1.6 – 1.8 0.0 – 0.4 0.1324 ± 1.72 0.1314 ± 0.59 1.09 1.16 0.1447 ± 1.62 0.1436 ± 0.55 0.92 1.06 0.1530 ± 1.60 0.1518 ± 0.53 0.87 0.95
53 46 – 66 1.6 – 1.8 0.4 – 0.7 0.0716 ± 2.53 0.0692 ± 0.97 1.08 1.12 0.0776 ± 2.47 0.0750 ± 0.88 0.92 1.04 0.0804 ± 2.49 0.0777 ± 0.86 0.89 0.97
54 46 – 66 1.6 – 1.8 0.7 – 1.0 0.0036 ± 8.17 0.0029 ± 4.36 1.19 1.22 0.0042 ± 7.91 0.0035 ± 4.02 0.84 1.03 0.0044 ± 8.12 0.0036 ± 3.97 0.82 0.97
55 46 – 66 1.8 – 2.0 -1.0 – -0.7 0.0018 ± 11.74 0.0013 ± 6.53 1.10 1.15 0.0020 ± 11.85 0.0014 ± 6.28 0.91 1.04 0.0021 ± 12.62 0.0015 ± 6.18 0.87 0.96
56 46 – 66 1.8 – 2.0 -0.7 – -0.4 0.0396 ± 2.79 0.0376 ± 1.26 1.07 1.10 0.0422 ± 2.75 0.0401 ± 1.20 0.94 1.04 0.0437 ± 2.79 0.0415 ± 1.17 0.91 0.97
57 46 – 66 1.8 – 2.0 -0.4 – 0.0 0.1520 ± 1.64 0.1519 ± 0.57 1.07 1.12 0.1629 ± 1.55 0.1628 ± 0.52 0.93 1.04 0.1697 ± 1.54 0.1696 ± 0.50 0.90 0.96
58 46 – 66 1.8 – 2.0 0.0 – 0.4 0.1313 ± 1.64 0.1291 ± 0.59 1.09 1.15 0.1434 ± 1.57 0.1410 ± 0.55 0.92 1.05 0.1509 ± 1.55 0.1483 ± 0.53 0.87 0.95
59 46 – 66 1.8 – 2.0 0.4 – 0.7 0.0274 ± 3.31 0.0274 ± 1.46 1.13 1.17 0.0309 ± 3.20 0.0308 ± 1.38 0.89 1.04 0.0321 ± 3.16 0.0321 ± 1.33 0.85 0.96
60 46 – 66 1.8 – 2.0 0.7 – 1.0 0.0014 ± 12.97 0.0011 ± 7.41 1.15 1.15 0.0016 ± 12.53 0.0013 ± 6.56 0.87 1.00 0.0016 ± 13.13 0.0013 ± 6.64 0.87 1.00
61 46 – 66 2.0 – 2.2 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
62 46 – 66 2.0 – 2.2 -0.7 – -0.4 0.0024 ± 10.26 0.0021 ± 5.12 1.17 1.23 0.0027 ± 9.87 0.0025 ± 4.82 0.86 1.05 0.0029 ± 9.62 0.0026 ± 4.72 0.82 0.95
63 46 – 66 2.0 – 2.2 -0.4 – 0.0 0.1155 ± 1.69 0.1119 ± 0.65 1.07 1.12 0.1239 ± 1.63 0.1201 ± 0.60 0.93 1.04 0.1294 ± 1.63 0.1254 ± 0.58 0.89 0.96
64 46 – 66 2.0 – 2.2 0.0 – 0.4 0.0967 ± 1.94 0.0943 ± 0.68 1.10 1.16 0.1064 ± 1.87 0.1037 ± 0.66 0.91 1.05 0.1120 ± 1.86 0.1092 ± 0.62 0.86 0.95
65 46 – 66 2.0 – 2.2 0.4 – 0.7 0.0016 ± 11.26 0.0014 ± 6.32 1.27 1.40 0.0021 ± 10.72 0.0018 ± 5.59 0.79 1.10 0.0023 ± 10.98 0.0020 ± 5.40 0.72 0.91
66 46 – 66 2.0 – 2.2 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
67 46 – 66 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
68 46 – 66 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
69 46 – 66 2.2 – 2.4 -0.4 – 0.0 0.0386 ± 2.66 0.0377 ± 1.09 1.08 1.14 0.0417 ± 2.61 0.0408 ± 1.03 0.92 1.05 0.0439 ± 2.59 0.0430 ± 0.99 0.88 0.95
70 46 – 66 2.2 – 2.4 0.0 – 0.4 0.0350 ± 2.69 0.0342 ± 1.14 1.09 1.15 0.0382 ± 2.60 0.0373 ± 1.09 0.92 1.06 0.0404 ± 2.56 0.0394 ± 1.04 0.87 0.95
71 46 – 66 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
72 46 – 66 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 39: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 1st mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
73 66 – 80 0.0 – 0.2 -1.0 – -0.7 0.0784 ± 2.11 0.0777 ± 1.10 1.35 1.66 0.1059 ± 1.91 0.1050 ± 0.94 0.74 1.23 0.1298 ± 1.85 0.1288 ± 0.84 0.60 0.82
74 66 – 80 0.0 – 0.2 -0.7 – -0.4 0.1952 ± 1.41 0.1911 ± 0.70 1.40 1.79 0.2739 ± 1.20 0.2679 ± 0.59 0.71 1.28 0.3496 ± 1.14 0.3417 ± 0.52 0.56 0.78
75 66 – 80 0.0 – 0.2 -0.4 – 0.0 0.1702 ± 1.49 0.1686 ± 0.64 1.44 1.88 0.2453 ± 1.33 0.2429 ± 0.53 0.69 1.30 0.3199 ± 1.31 0.3166 ± 0.47 0.53 0.77
76 66 – 80 0.0 – 0.2 0.0 – 0.4 0.1765 ± 1.52 0.1688 ± 0.64 1.44 1.87 0.2539 ± 1.38 0.2425 ± 0.53 0.70 1.30 0.3301 ± 1.39 0.3148 ± 0.47 0.54 0.77
77 66 – 80 0.0 – 0.2 0.4 – 0.7 0.1936 ± 1.37 0.1894 ± 0.70 1.42 1.81 0.2745 ± 1.17 0.2684 ± 0.59 0.71 1.28 0.3507 ± 1.15 0.3425 ± 0.52 0.55 0.78
78 66 – 80 0.0 – 0.2 0.7 – 1.0 0.0762 ± 2.08 0.0748 ± 1.12 1.36 1.68 0.1036 ± 1.92 0.1018 ± 0.95 0.73 1.24 0.1282 ± 1.86 0.1260 ± 0.85 0.59 0.81
79 66 – 80 0.2 – 0.4 -1.0 – -0.7 0.0812 ± 2.14 0.0793 ± 1.09 1.33 1.63 0.1078 ± 2.00 0.1053 ± 0.94 0.75 1.23 0.1326 ± 1.98 0.1295 ± 0.84 0.61 0.81
80 66 – 80 0.2 – 0.4 -0.7 – -0.4 0.1977 ± 1.33 0.1955 ± 0.69 1.41 1.79 0.2782 ± 1.15 0.2749 ± 0.58 0.71 1.27 0.3537 ± 1.12 0.3493 ± 0.51 0.56 0.79
81 66 – 80 0.2 – 0.4 -0.4 – 0.0 0.1725 ± 1.47 0.1724 ± 0.64 1.43 1.86 0.2461 ± 1.24 0.2459 ± 0.53 0.70 1.30 0.3206 ± 1.22 0.3202 ± 0.46 0.54 0.77
82 66 – 80 0.2 – 0.4 0.0 – 0.4 0.1718 ± 1.40 0.1658 ± 0.65 1.44 1.88 0.2483 ± 1.24 0.2395 ± 0.54 0.69 1.30 0.3242 ± 1.22 0.3125 ± 0.47 0.53 0.77
83 66 – 80 0.2 – 0.4 0.4 – 0.7 0.1852 ± 1.40 0.1852 ± 0.71 1.44 1.85 0.2662 ± 1.26 0.2661 ± 0.59 0.70 1.29 0.3425 ± 1.23 0.3421 ± 0.52 0.54 0.78
84 66 – 80 0.2 – 0.4 0.7 – 1.0 0.0745 ± 2.02 0.0728 ± 1.13 1.36 1.67 0.1016 ± 1.91 0.0993 ± 0.96 0.73 1.23 0.1244 ± 1.87 0.1216 ± 0.87 0.60 0.82
85 66 – 80 0.4 – 0.6 -1.0 – -0.7 0.0785 ± 2.07 0.0796 ± 1.08 1.35 1.64 0.1061 ± 1.97 0.1075 ± 0.93 0.74 1.21 0.1287 ± 1.95 0.1305 ± 0.84 0.61 0.82
86 66 – 80 0.4 – 0.6 -0.7 – -0.4 0.1980 ± 1.54 0.1968 ± 0.69 1.39 1.76 0.2762 ± 1.29 0.2744 ± 0.58 0.72 1.27 0.3497 ± 1.26 0.3473 ± 0.51 0.57 0.79
87 66 – 80 0.4 – 0.6 -0.4 – 0.0 0.1780 ± 1.28 0.1730 ± 0.63 1.42 1.84 0.2528 ± 1.11 0.2456 ± 0.53 0.70 1.29 0.3277 ± 1.09 0.3180 ± 0.46 0.54 0.77
88 66 – 80 0.4 – 0.6 0.0 – 0.4 0.1700 ± 1.30 0.1649 ± 0.65 1.45 1.90 0.2460 ± 1.14 0.2384 ± 0.54 0.69 1.31 0.3233 ± 1.12 0.3130 ± 0.47 0.53 0.76
89 66 – 80 0.4 – 0.6 0.4 – 0.7 0.1808 ± 1.48 0.1766 ± 0.73 1.45 1.88 0.2632 ± 1.38 0.2568 ± 0.60 0.69 1.29 0.3401 ± 1.38 0.3316 ± 0.53 0.53 0.77
90 66 – 80 0.4 – 0.6 0.7 – 1.0 0.0736 ± 2.11 0.0739 ± 1.13 1.37 1.67 0.1009 ± 1.99 0.1013 ± 0.96 0.73 1.22 0.1228 ± 2.00 0.1234 ± 0.86 0.60 0.82
91 66 – 80 0.6 – 0.8 -1.0 – -0.7 0.0836 ± 2.16 0.0822 ± 1.07 1.32 1.59 0.1103 ± 2.00 0.1085 ± 0.92 0.76 1.21 0.1332 ± 1.98 0.1311 ± 0.84 0.63 0.83
92 66 – 80 0.6 – 0.8 -0.7 – -0.4 0.2012 ± 1.50 0.1983 ± 0.69 1.39 1.76 0.2798 ± 1.29 0.2756 ± 0.58 0.72 1.27 0.3550 ± 1.25 0.3493 ± 0.51 0.57 0.79
93 66 – 80 0.6 – 0.8 -0.4 – 0.0 0.1751 ± 1.39 0.1728 ± 0.64 1.41 1.83 0.2477 ± 1.11 0.2444 ± 0.53 0.71 1.29 0.3202 ± 1.04 0.3158 ± 0.47 0.55 0.77
94 66 – 80 0.6 – 0.8 0.0 – 0.4 0.1671 ± 1.18 0.1628 ± 0.65 1.45 1.90 0.2418 ± 1.07 0.2354 ± 0.54 0.69 1.32 0.3184 ± 1.05 0.3097 ± 0.47 0.53 0.76
95 66 – 80 0.6 – 0.8 0.4 – 0.7 0.1765 ± 1.50 0.1728 ± 0.73 1.46 1.88 0.2572 ± 1.39 0.2517 ± 0.61 0.69 1.29 0.3316 ± 1.37 0.3244 ± 0.53 0.53 0.78
96 66 – 80 0.6 – 0.8 0.7 – 1.0 0.0716 ± 2.21 0.0696 ± 1.16 1.39 1.72 0.0997 ± 2.08 0.0970 ± 0.98 0.72 1.24 0.1231 ± 2.03 0.1198 ± 0.87 0.58 0.81
97 66 – 80 0.8 – 1.0 -1.0 – -0.7 0.0830 ± 2.22 0.0836 ± 1.06 1.32 1.59 0.1099 ± 2.06 0.1107 ± 0.92 0.76 1.20 0.1323 ± 2.04 0.1332 ± 0.83 0.63 0.83
98 66 – 80 0.8 – 1.0 -0.7 – -0.4 0.2068 ± 1.44 0.2061 ± 0.67 1.36 1.72 0.2814 ± 1.17 0.2803 ± 0.57 0.74 1.26 0.3560 ± 1.12 0.3543 ± 0.51 0.58 0.79
99 66 – 80 0.8 – 1.0 -0.4 – 0.0 0.1756 ± 1.24 0.1724 ± 0.64 1.40 1.83 0.2469 ± 1.03 0.2422 ± 0.54 0.71 1.30 0.3213 ± 0.98 0.3149 ± 0.47 0.55 0.77
100 66 – 80 0.8 – 1.0 0.0 – 0.4 0.1630 ± 1.18 0.1599 ± 0.66 1.44 1.90 0.2354 ± 1.07 0.2309 ± 0.55 0.69 1.31 0.3097 ± 1.04 0.3036 ± 0.48 0.53 0.76
101 66 – 80 0.8 – 1.0 0.4 – 0.7 0.1716 ± 1.38 0.1695 ± 0.74 1.47 1.91 0.2528 ± 1.23 0.2497 ± 0.61 0.68 1.30 0.3285 ± 1.19 0.3245 ± 0.53 0.52 0.77
102 66 – 80 0.8 – 1.0 0.7 – 1.0 0.0672 ± 2.59 0.0683 ± 1.18 1.39 1.73 0.0932 ± 2.55 0.0947 ± 0.99 0.72 1.25 0.1162 ± 2.66 0.1181 ± 0.88 0.58 0.80
103 66 – 80 1.0 – 1.2 -1.0 – -0.7 0.0835 ± 2.31 0.0831 ± 1.06 1.30 1.55 0.1080 ± 2.21 0.1077 ± 0.93 0.77 1.20 0.1294 ± 2.26 0.1292 ± 0.84 0.64 0.83
104 66 – 80 1.0 – 1.2 -0.7 – -0.4 0.2053 ± 1.55 0.2046 ± 0.67 1.37 1.71 0.2807 ± 1.23 0.2797 ± 0.58 0.73 1.25 0.3520 ± 1.18 0.3507 ± 0.51 0.58 0.80
105 66 – 80 1.0 – 1.2 -0.4 – 0.0 0.1756 ± 1.26 0.1712 ± 0.64 1.40 1.82 0.2453 ± 1.06 0.2391 ± 0.54 0.72 1.30 0.3197 ± 1.02 0.3113 ± 0.47 0.55 0.77
106 66 – 80 1.0 – 1.2 0.0 – 0.4 0.1591 ± 1.19 0.1563 ± 0.67 1.45 1.92 0.2315 ± 1.08 0.2273 ± 0.55 0.69 1.32 0.3061 ± 1.05 0.3003 ± 0.48 0.52 0.76
107 66 – 80 1.0 – 1.2 0.4 – 0.7 0.1631 ± 1.53 0.1626 ± 0.76 1.49 1.94 0.2424 ± 1.36 0.2419 ± 0.62 0.67 1.31 0.3168 ± 1.34 0.3162 ± 0.54 0.51 0.76
108 66 – 80 1.0 – 1.2 0.7 – 1.0 0.0666 ± 2.72 0.0642 ± 1.20 1.42 1.76 0.0947 ± 2.63 0.0914 ± 1.00 0.70 1.23 0.1168 ± 2.61 0.1128 ± 0.90 0.57 0.81
109 66 – 80 1.2 – 1.4 -1.0 – -0.7 0.0695 ± 2.35 0.0681 ± 1.17 1.26 1.53 0.0877 ± 2.16 0.0861 ± 1.03 0.79 1.21 0.1059 ± 2.11 0.1040 ± 0.94 0.65 0.83
110 66 – 80 1.2 – 1.4 -0.7 – -0.4 0.2115 ± 1.48 0.2057 ± 0.67 1.35 1.69 0.2854 ± 1.20 0.2775 ± 0.58 0.74 1.25 0.3580 ± 1.17 0.3481 ± 0.51 0.59 0.80
111 66 – 80 1.2 – 1.4 -0.4 – 0.0 0.1764 ± 1.27 0.1715 ± 0.64 1.39 1.81 0.2457 ± 1.06 0.2387 ± 0.54 0.72 1.30 0.3196 ± 1.01 0.3104 ± 0.47 0.55 0.77
112 66 – 80 1.2 – 1.4 0.0 – 0.4 0.1550 ± 1.38 0.1529 ± 0.67 1.45 1.94 0.2249 ± 1.29 0.2219 ± 0.56 0.69 1.33 0.3001 ± 1.29 0.2962 ± 0.48 0.52 0.75
113 66 – 80 1.2 – 1.4 0.4 – 0.7 0.1584 ± 1.67 0.1553 ± 0.78 1.51 1.97 0.2394 ± 1.45 0.2345 ± 0.63 0.66 1.30 0.3126 ± 1.46 0.3057 ± 0.55 0.51 0.77
114 66 – 80 1.2 – 1.4 0.7 – 1.0 0.0490 ± 2.75 0.0491 ± 1.38 1.42 1.77 0.0698 ± 2.54 0.0699 ± 1.15 0.70 1.25 0.0868 ± 2.56 0.0871 ± 1.02 0.56 0.80
115 66 – 80 1.4 – 1.6 -1.0 – -0.7 0.0277 ± 3.49 0.0270 ± 1.87 1.30 1.57 0.0360 ± 3.26 0.0351 ± 1.62 0.77 1.20 0.0433 ± 3.22 0.0423 ± 1.48 0.64 0.83
116 66 – 80 1.4 – 1.6 -0.7 – -0.4 0.2058 ± 1.55 0.2025 ± 0.68 1.32 1.64 0.2722 ± 1.30 0.2679 ± 0.59 0.76 1.24 0.3383 ± 1.26 0.3328 ± 0.53 0.61 0.80
117 66 – 80 1.4 – 1.6 -0.4 – 0.0 0.1786 ± 1.23 0.1741 ± 0.63 1.37 1.78 0.2451 ± 1.05 0.2390 ± 0.54 0.73 1.30 0.3178 ± 1.02 0.3097 ± 0.47 0.56 0.77
118 66 – 80 1.4 – 1.6 0.0 – 0.4 0.1550 ± 1.31 0.1484 ± 0.68 1.45 1.94 0.2254 ± 1.20 0.2158 ± 0.57 0.69 1.33 0.3008 ± 1.23 0.2877 ± 0.49 0.52 0.75
119 66 – 80 1.4 – 1.6 0.4 – 0.7 0.1435 ± 1.70 0.1418 ± 0.81 1.50 1.98 0.2159 ± 1.39 0.2131 ± 0.66 0.67 1.32 0.2843 ± 1.34 0.2807 ± 0.57 0.51 0.76
120 66 – 80 1.4 – 1.6 0.7 – 1.0 0.0198 ± 4.07 0.0187 ± 2.24 1.45 1.86 0.0288 ± 3.80 0.0271 ± 1.84 0.69 1.28 0.0369 ± 3.75 0.0348 ± 1.62 0.54 0.78
121 66 – 80 1.6 – 1.8 -1.0 – -0.7 0.0058 ± 10.70 0.0047 ± 4.45 1.27 1.65 0.0073 ± 11.24 0.0059 ± 3.91 0.79 1.30 0.0095 ± 11.84 0.0077 ± 3.44 0.61 0.77
122 66 – 80 1.6 – 1.8 -0.7 – -0.4 0.1461 ± 1.86 0.1448 ± 0.80 1.32 1.64 0.1926 ± 1.67 0.1909 ± 0.69 0.76 1.24 0.2397 ± 1.64 0.2375 ± 0.62 0.61 0.80
123 66 – 80 1.6 – 1.8 -0.4 – 0.0 0.1746 ± 1.30 0.1695 ± 0.64 1.37 1.78 0.2398 ± 1.10 0.2327 ± 0.55 0.73 1.30 0.3108 ± 1.06 0.3014 ± 0.48 0.56 0.77
124 66 – 80 1.6 – 1.8 0.0 – 0.4 0.1479 ± 1.33 0.1425 ± 0.70 1.47 1.96 0.2177 ± 1.21 0.2096 ± 0.57 0.68 1.34 0.2909 ± 1.22 0.2799 ± 0.50 0.51 0.75
125 66 – 80 1.6 – 1.8 0.4 – 0.7 0.0973 ± 2.19 0.0970 ± 0.98 1.53 2.03 0.1492 ± 1.89 0.1488 ± 0.79 0.65 1.32 0.1973 ± 1.85 0.1969 ± 0.68 0.49 0.76
126 66 – 80 1.6 – 1.8 0.7 – 1.0 0.0040 ± 7.17 0.0035 ± 5.15 1.49 1.96 0.0060 ± 6.59 0.0053 ± 4.21 0.67 1.31 0.0078 ± 6.35 0.0069 ± 3.65 0.51 0.76
127 66 – 80 1.8 – 2.0 -1.0 – -0.7 0.0020 ± 11.17 0.0016 ± 7.75 1.09 1.36 0.0022 ± 11.16 0.0017 ± 7.35 0.91 1.24 0.0028 ± 10.95 0.0021 ± 6.57 0.73 0.80
128 66 – 80 1.8 – 2.0 -0.7 – -0.4 0.0540 ± 2.53 0.0528 ± 1.33 1.34 1.69 0.0726 ± 2.38 0.0709 ± 1.14 0.74 1.26 0.0913 ± 2.39 0.0892 ± 1.02 0.59 0.79
129 66 – 80 1.8 – 2.0 -0.4 – 0.0 0.1727 ± 1.44 0.1682 ± 0.64 1.36 1.74 0.2347 ± 1.29 0.2284 ± 0.55 0.74 1.28 0.3011 ± 1.25 0.2928 ± 0.48 0.57 0.78
130 66 – 80 1.8 – 2.0 0.0 – 0.4 0.1404 ± 1.50 0.1365 ± 0.71 1.46 1.93 0.2050 ± 1.37 0.1992 ± 0.59 0.69 1.33 0.2718 ± 1.35 0.2641 ± 0.51 0.52 0.75
131 66 – 80 1.8 – 2.0 0.4 – 0.7 0.0340 ± 3.33 0.0344 ± 1.64 1.60 2.17 0.0543 ± 3.07 0.0549 ± 1.29 0.63 1.36 0.0739 ± 3.14 0.0749 ± 1.11 0.46 0.73
132 66 – 80 1.8 – 2.0 0.7 – 1.0 0.0009 ± 13.78 0.0007 ± 10.99 1.40 1.82 0.0012 ± 12.58 0.0010 ± 9.38 0.71 1.30 0.0016 ± 12.16 0.0014 ± 8.24 0.55 0.77
133 66 – 80 2.0 – 2.2 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
134 66 – 80 2.0 – 2.2 -0.7 – -0.4 0.0035 ± 10.81 0.0030 ± 5.53 1.45 1.95 0.0050 ± 10.50 0.0044 ± 4.56 0.69 1.34 0.0067 ± 10.76 0.0059 ± 3.95 0.51 0.74
135 66 – 80 2.0 – 2.2 -0.4 – 0.0 0.1254 ± 1.66 0.1218 ± 0.76 1.36 1.75 0.1701 ± 1.56 0.1651 ± 0.65 0.74 1.29 0.2191 ± 1.54 0.2127 ± 0.57 0.57 0.78
136 66 – 80 2.0 – 2.2 0.0 – 0.4 0.1000 ± 1.88 0.0981 ± 0.84 1.47 1.95 0.1470 ± 1.77 0.1443 ± 0.69 0.68 1.33 0.1949 ± 1.75 0.1913 ± 0.60 0.51 0.75
137 66 – 80 2.0 – 2.2 0.4 – 0.7 0.0024 ± 8.99 0.0022 ± 6.43 1.63 2.32 0.0040 ± 8.17 0.0036 ± 5.04 0.61 1.42 0.0056 ± 7.84 0.0051 ± 4.20 0.43 0.70
138 66 – 80 2.0 – 2.2 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
139 66 – 80 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
140 66 – 80 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
141 66 – 80 2.2 – 2.4 -0.4 – 0.0 0.0394 ± 3.33 0.0390 ± 1.34 1.39 1.77 0.0548 ± 3.27 0.0543 ± 1.13 0.72 1.28 0.0699 ± 3.32 0.0693 ± 1.00 0.56 0.78
142 66 – 80 2.2 – 2.4 0.0 – 0.4 0.0363 ± 2.89 0.0345 ± 1.42 1.42 1.89 0.0516 ± 2.82 0.0490 ± 1.18 0.70 1.33 0.0688 ± 2.83 0.0652 ± 1.03 0.53 0.75
143 66 – 80 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
144 66 – 80 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 40: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 2nd mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
145 80 – 91 0.0 – 0.2 -1.0 – -0.7 2.2379 ± 0.70 2.2410 ± 0.23 0.96 1.06 2.1436 ± 0.73 2.1472 ± 0.24 1.04 1.11 2.3686 ± 0.73 2.3728 ± 0.22 0.94 0.90
146 80 – 91 0.0 – 0.2 -0.7 – -0.4 3.5689 ± 0.61 3.5231 ± 0.18 0.98 1.07 3.4800 ± 0.61 3.4354 ± 0.19 1.03 1.10 3.8312 ± 0.60 3.7823 ± 0.18 0.93 0.91
147 80 – 91 0.0 – 0.2 -0.4 – 0.0 3.0719 ± 0.78 3.0121 ± 0.17 0.98 1.07 3.0153 ± 0.79 2.9559 ± 0.17 1.02 1.09 3.2978 ± 0.78 3.2322 ± 0.17 0.93 0.91
148 80 – 91 0.0 – 0.2 0.0 – 0.4 3.0748 ± 0.83 3.0075 ± 0.17 0.98 1.07 3.0160 ± 0.83 2.9503 ± 0.17 1.02 1.09 3.2964 ± 0.83 3.2256 ± 0.17 0.93 0.91
149 80 – 91 0.0 – 0.2 0.4 – 0.7 3.5641 ± 0.70 3.5033 ± 0.19 0.98 1.07 3.4801 ± 0.70 3.4208 ± 0.19 1.02 1.10 3.8273 ± 0.69 3.7619 ± 0.18 0.93 0.91
150 80 – 91 0.0 – 0.2 0.7 – 1.0 2.2575 ± 0.73 2.2397 ± 0.23 0.96 1.06 2.1628 ± 0.72 2.1457 ± 0.24 1.04 1.11 2.3904 ± 0.71 2.3718 ± 0.22 0.94 0.90
151 80 – 91 0.2 – 0.4 -1.0 – -0.7 2.2473 ± 0.70 2.2413 ± 0.23 0.96 1.06 2.1556 ± 0.72 2.1502 ± 0.24 1.04 1.10 2.3736 ± 0.72 2.3677 ± 0.22 0.95 0.91
152 80 – 91 0.2 – 0.4 -0.7 – -0.4 3.5357 ± 0.63 3.5034 ± 0.19 0.97 1.07 3.4384 ± 0.65 3.4068 ± 0.19 1.03 1.10 3.7896 ± 0.65 3.7550 ± 0.18 0.93 0.91
153 80 – 91 0.2 – 0.4 -0.4 – 0.0 3.0562 ± 1.04 3.0026 ± 0.17 0.98 1.07 2.9927 ± 1.03 2.9399 ± 0.17 1.02 1.10 3.2786 ± 1.03 3.2193 ± 0.17 0.93 0.91
154 80 – 91 0.2 – 0.4 0.0 – 0.4 3.0770 ± 0.75 3.0058 ± 0.17 0.98 1.07 3.0158 ± 0.76 2.9459 ± 0.17 1.02 1.10 3.3058 ± 0.75 3.2298 ± 0.17 0.93 0.91
155 80 – 91 0.2 – 0.4 0.4 – 0.7 3.5745 ± 0.71 3.5120 ± 0.18 0.97 1.07 3.4807 ± 0.73 3.4190 ± 0.19 1.03 1.10 3.8360 ± 0.75 3.7677 ± 0.18 0.93 0.91
156 80 – 91 0.2 – 0.4 0.7 – 1.0 2.2615 ± 0.89 2.2403 ± 0.23 0.96 1.06 2.1747 ± 0.89 2.1541 ± 0.23 1.04 1.10 2.4000 ± 0.89 2.3775 ± 0.22 0.94 0.91
157 80 – 91 0.4 – 0.6 -1.0 – -0.7 2.2311 ± 0.64 2.2186 ± 0.23 0.96 1.06 2.1468 ± 0.65 2.1348 ± 0.24 1.04 1.10 2.3552 ± 0.64 2.3418 ± 0.22 0.95 0.91
158 80 – 91 0.4 – 0.6 -0.7 – -0.4 3.5180 ± 0.76 3.4973 ± 0.19 0.97 1.07 3.4154 ± 0.76 3.3956 ± 0.19 1.03 1.10 3.7637 ± 0.76 3.7420 ± 0.18 0.93 0.91
159 80 – 91 0.4 – 0.6 -0.4 – 0.0 3.0479 ± 0.76 2.9914 ± 0.17 0.98 1.07 2.9721 ± 0.76 2.9172 ± 0.17 1.03 1.10 3.2685 ± 0.76 3.2081 ± 0.17 0.93 0.91
160 80 – 91 0.4 – 0.6 0.0 – 0.4 3.0647 ± 0.65 2.9909 ± 0.17 0.98 1.07 2.9908 ± 0.66 2.9187 ± 0.17 1.02 1.10 3.2870 ± 0.65 3.2079 ± 0.17 0.93 0.91
161 80 – 91 0.4 – 0.6 0.4 – 0.7 3.5473 ± 0.78 3.4942 ± 0.19 0.97 1.07 3.4449 ± 0.79 3.3930 ± 0.19 1.03 1.11 3.8111 ± 0.79 3.7542 ± 0.18 0.93 0.90
162 80 – 91 0.4 – 0.6 0.7 – 1.0 2.2428 ± 0.66 2.2313 ± 0.23 0.96 1.06 2.1635 ± 0.65 2.1526 ± 0.23 1.04 1.10 2.3788 ± 0.64 2.3671 ± 0.22 0.94 0.91
163 80 – 91 0.6 – 0.8 -1.0 – -0.7 2.2134 ± 0.79 2.2213 ± 0.23 0.96 1.05 2.1320 ± 0.83 2.1400 ± 0.24 1.04 1.09 2.3340 ± 0.86 2.3430 ± 0.22 0.95 0.91
164 80 – 91 0.6 – 0.8 -0.7 – -0.4 3.5049 ± 0.90 3.4663 ± 0.19 0.97 1.07 3.3950 ± 0.90 3.3578 ± 0.19 1.03 1.10 3.7477 ± 0.90 3.7062 ± 0.18 0.94 0.91
165 80 – 91 0.6 – 0.8 -0.4 – 0.0 3.0424 ± 0.56 2.9579 ± 0.17 0.97 1.07 2.9471 ± 0.58 2.8642 ± 0.18 1.03 1.11 3.2627 ± 0.58 3.1700 ± 0.17 0.93 0.90
166 80 – 91 0.6 – 0.8 0.0 – 0.4 3.0453 ± 0.57 2.9668 ± 0.17 0.97 1.07 2.9536 ± 0.58 2.8770 ± 0.18 1.03 1.11 3.2729 ± 0.58 3.1880 ± 0.17 0.93 0.90
167 80 – 91 0.6 – 0.8 0.4 – 0.7 3.5218 ± 0.85 3.4585 ± 0.19 0.97 1.08 3.4150 ± 0.87 3.3531 ± 0.19 1.03 1.11 3.7869 ± 0.87 3.7186 ± 0.18 0.93 0.90
168 80 – 91 0.6 – 0.8 0.7 – 1.0 2.2279 ± 0.68 2.2074 ± 0.23 0.97 1.06 2.1554 ± 0.67 2.1355 ± 0.24 1.03 1.10 2.3672 ± 0.66 2.3455 ± 0.22 0.94 0.91
169 80 – 91 0.8 – 1.0 -1.0 – -0.7 2.1907 ± 0.90 2.1792 ± 0.24 0.96 1.05 2.1117 ± 0.89 2.1004 ± 0.24 1.04 1.09 2.3078 ± 0.88 2.2955 ± 0.23 0.95 0.92
170 80 – 91 0.8 – 1.0 -0.7 – -0.4 3.4648 ± 0.97 3.4321 ± 0.19 0.97 1.07 3.3627 ± 0.98 3.3313 ± 0.19 1.03 1.10 3.7059 ± 0.99 3.6708 ± 0.18 0.93 0.91
171 80 – 91 0.8 – 1.0 -0.4 – 0.0 3.0237 ± 0.64 2.9316 ± 0.18 0.96 1.07 2.9081 ± 0.68 2.8180 ± 0.18 1.04 1.12 3.2466 ± 0.69 3.1454 ± 0.17 0.93 0.90
172 80 – 91 0.8 – 1.0 0.0 – 0.4 3.0125 ± 0.59 2.9283 ± 0.18 0.96 1.08 2.8962 ± 0.59 2.8143 ± 0.18 1.04 1.12 3.2414 ± 0.59 3.1492 ± 0.17 0.93 0.89
173 80 – 91 0.8 – 1.0 0.4 – 0.7 3.4956 ± 0.99 3.4312 ± 0.19 0.97 1.08 3.3994 ± 1.03 3.3359 ± 0.19 1.03 1.11 3.7604 ± 1.05 3.6900 ± 0.18 0.93 0.90
174 80 – 91 0.8 – 1.0 0.7 – 1.0 2.2070 ± 0.81 2.1827 ± 0.24 0.97 1.06 2.1347 ± 0.81 2.1112 ± 0.24 1.03 1.10 2.3441 ± 0.79 2.3183 ± 0.23 0.94 0.91
175 80 – 91 1.0 – 1.2 -1.0 – -0.7 1.9416 ± 0.90 1.9298 ± 0.25 0.97 1.06 1.8778 ± 0.91 1.8664 ± 0.25 1.03 1.09 2.0533 ± 0.89 2.0410 ± 0.24 0.95 0.91
176 80 – 91 1.0 – 1.2 -0.7 – -0.4 3.4388 ± 0.65 3.3782 ± 0.19 0.97 1.07 3.3270 ± 0.65 3.2680 ± 0.19 1.03 1.10 3.6762 ± 0.64 3.6103 ± 0.18 0.94 0.91
177 80 – 91 1.0 – 1.2 -0.4 – 0.0 2.9757 ± 0.61 2.8869 ± 0.18 0.96 1.07 2.8461 ± 0.62 2.7604 ± 0.18 1.05 1.12 3.1891 ± 0.61 3.0927 ± 0.17 0.93 0.89
178 80 – 91 1.0 – 1.2 0.0 – 0.4 2.9896 ± 0.76 2.8912 ± 0.18 0.96 1.07 2.8599 ± 0.82 2.7640 ± 0.18 1.05 1.12 3.2147 ± 0.84 3.1064 ± 0.17 0.93 0.89
179 80 – 91 1.0 – 1.2 0.4 – 0.7 3.4426 ± 0.64 3.3858 ± 0.19 0.97 1.08 3.3398 ± 0.63 3.2845 ± 0.19 1.03 1.11 3.7063 ± 0.62 3.6444 ± 0.18 0.93 0.90
180 80 – 91 1.0 – 1.2 0.7 – 1.0 1.9292 ± 1.00 1.9186 ± 0.25 0.97 1.07 1.8697 ± 1.02 1.8597 ± 0.25 1.03 1.10 2.0596 ± 1.03 2.0487 ± 0.24 0.94 0.91
181 80 – 91 1.2 – 1.4 -1.0 – -0.7 1.2781 ± 0.96 1.2601 ± 0.31 0.97 1.06 1.2357 ± 0.95 1.2183 ± 0.31 1.03 1.10 1.3537 ± 0.94 1.3347 ± 0.30 0.94 0.91
182 80 – 91 1.2 – 1.4 -0.7 – -0.4 3.3831 ± 0.67 3.3172 ± 0.19 0.96 1.07 3.2559 ± 0.67 3.1924 ± 0.19 1.04 1.11 3.6068 ± 0.67 3.5366 ± 0.18 0.94 0.90
183 80 – 91 1.2 – 1.4 -0.4 – 0.0 2.9439 ± 0.62 2.8505 ± 0.18 0.95 1.07 2.8077 ± 0.63 2.7181 ± 0.18 1.05 1.12 3.1536 ± 0.62 3.0526 ± 0.17 0.93 0.89
184 80 – 91 1.2 – 1.4 0.0 – 0.4 2.9419 ± 0.77 2.8411 ± 0.18 0.95 1.08 2.8101 ± 0.83 2.7122 ± 0.18 1.05 1.13 3.1682 ± 0.85 3.0573 ± 0.17 0.93 0.89
185 80 – 91 1.2 – 1.4 0.4 – 0.7 3.3634 ± 0.75 3.3198 ± 0.19 0.97 1.08 3.2516 ± 0.75 3.2097 ± 0.19 1.03 1.11 3.6242 ± 0.74 3.5777 ± 0.18 0.93 0.90
186 80 – 91 1.2 – 1.4 0.7 – 1.0 1.2716 ± 1.18 1.2682 ± 0.31 0.97 1.07 1.2322 ± 1.28 1.2295 ± 0.31 1.03 1.10 1.3589 ± 1.33 1.3561 ± 0.30 0.94 0.91
187 80 – 91 1.4 – 1.6 -1.0 – -0.7 0.4838 ± 1.42 0.4711 ± 0.51 0.96 1.06 0.4660 ± 1.39 0.4537 ± 0.51 1.04 1.10 0.5122 ± 1.36 0.4988 ± 0.49 0.94 0.91
188 80 – 91 1.4 – 1.6 -0.7 – -0.4 3.1512 ± 1.05 3.0923 ± 0.20 0.96 1.07 3.0247 ± 1.08 2.9678 ± 0.20 1.04 1.11 3.3594 ± 1.10 3.2963 ± 0.19 0.94 0.90
189 80 – 91 1.4 – 1.6 -0.4 – 0.0 2.8767 ± 0.62 2.7929 ± 0.18 0.95 1.07 2.7399 ± 0.64 2.6597 ± 0.18 1.05 1.12 3.0798 ± 0.64 2.9896 ± 0.17 0.93 0.89
190 80 – 91 1.4 – 1.6 0.0 – 0.4 2.8817 ± 0.64 2.7895 ± 0.18 0.95 1.08 2.7477 ± 0.65 2.6596 ± 0.18 1.05 1.13 3.1000 ± 0.65 3.0009 ± 0.17 0.93 0.89
191 80 – 91 1.4 – 1.6 0.4 – 0.7 3.1030 ± 1.18 3.0707 ± 0.20 0.96 1.08 2.9895 ± 1.22 2.9592 ± 0.20 1.04 1.12 3.3457 ± 1.23 3.3117 ± 0.19 0.93 0.89
192 80 – 91 1.4 – 1.6 0.7 – 1.0 0.4749 ± 1.12 0.4677 ± 0.51 0.97 1.07 0.4601 ± 1.09 0.4531 ± 0.51 1.03 1.11 0.5102 ± 1.06 0.5026 ± 0.48 0.93 0.90
193 80 – 91 1.6 – 1.8 -1.0 – -0.7 0.0900 ± 2.62 0.0827 ± 1.21 0.96 1.06 0.0863 ± 2.60 0.0792 ± 1.22 1.04 1.11 0.0955 ± 2.48 0.0878 ± 1.16 0.94 0.90
194 80 – 91 1.6 – 1.8 -0.7 – -0.4 2.2120 ± 0.99 2.1655 ± 0.24 0.95 1.06 2.1123 ± 1.02 2.0675 ± 0.24 1.05 1.11 2.3514 ± 1.02 2.3014 ± 0.23 0.94 0.90
195 80 – 91 1.6 – 1.8 -0.4 – 0.0 2.8230 ± 0.67 2.7246 ± 0.18 0.95 1.07 2.6946 ± 0.70 2.5999 ± 0.18 1.05 1.12 3.0208 ± 0.70 2.9144 ± 0.17 0.93 0.89
196 80 – 91 1.6 – 1.8 0.0 – 0.4 2.8078 ± 0.88 2.7209 ± 0.18 0.96 1.08 2.6827 ± 0.88 2.5998 ± 0.18 1.05 1.13 3.0249 ± 0.88 2.9314 ± 0.17 0.93 0.89
197 80 – 91 1.6 – 1.8 0.4 – 0.7 2.1911 ± 1.29 2.1600 ± 0.24 0.96 1.08 2.0997 ± 1.30 2.0701 ± 0.24 1.04 1.13 2.3655 ± 1.29 2.3316 ± 0.23 0.93 0.89
198 80 – 91 1.6 – 1.8 0.7 – 1.0 0.0892 ± 1.93 0.0831 ± 1.21 0.96 1.08 0.0855 ± 1.93 0.0798 ± 1.22 1.04 1.12 0.0960 ± 1.89 0.0895 ± 1.15 0.93 0.89
199 80 – 91 1.8 – 2.0 -1.0 – -0.7 0.0209 ± 6.35 0.0174 ± 2.62 0.95 1.04 0.0198 ± 6.53 0.0165 ± 2.68 1.05 1.10 0.0218 ± 6.59 0.0182 ± 2.55 0.96 0.91
200 80 – 91 1.8 – 2.0 -0.7 – -0.4 0.8019 ± 1.69 0.7739 ± 0.39 0.95 1.06 0.7627 ± 1.75 0.7359 ± 0.40 1.05 1.12 0.8523 ± 1.80 0.8223 ± 0.38 0.94 0.89
201 80 – 91 1.8 – 2.0 -0.4 – 0.0 2.7056 ± 1.52 2.6084 ± 0.19 0.95 1.07 2.5792 ± 1.62 2.4852 ± 0.19 1.05 1.12 2.8905 ± 1.66 2.7851 ± 0.18 0.94 0.89
202 80 – 91 1.8 – 2.0 0.0 – 0.4 2.6807 ± 1.55 2.6055 ± 0.19 0.95 1.08 2.5597 ± 1.57 2.4883 ± 0.19 1.05 1.13 2.8859 ± 1.59 2.8052 ± 0.18 0.93 0.89
203 80 – 91 1.8 – 2.0 0.4 – 0.7 0.7840 ± 1.37 0.7670 ± 0.40 0.96 1.08 0.7489 ± 1.39 0.7326 ± 0.40 1.05 1.13 0.8470 ± 1.38 0.8284 ± 0.38 0.93 0.88
204 80 – 91 1.8 – 2.0 0.7 – 1.0 0.0192 ± 5.62 0.0170 ± 2.66 0.92 1.06 0.0178 ± 5.82 0.0156 ± 2.75 1.08 1.15 0.0205 ± 5.88 0.0181 ± 2.55 0.94 0.87
205 80 – 91 2.0 – 2.2 -1.0 – -0.7 0.0025 ± 10.57 0.0022 ± 7.39 0.89 1.01 0.0023 ± 11.02 0.0020 ± 7.69 1.13 1.14 0.0025 ± 10.81 0.0022 ± 7.25 0.99 0.88
206 80 – 91 2.0 – 2.2 -0.7 – -0.4 0.0487 ± 3.57 0.0475 ± 1.59 0.96 1.08 0.0468 ± 3.55 0.0456 ± 1.61 1.04 1.12 0.0524 ± 3.51 0.0512 ± 1.52 0.93 0.89
207 80 – 91 2.0 – 2.2 -0.4 – 0.0 1.9323 ± 0.92 1.8673 ± 0.22 0.95 1.07 1.8409 ± 0.96 1.7785 ± 0.22 1.05 1.12 2.0679 ± 0.96 1.9978 ± 0.21 0.93 0.89
208 80 – 91 2.0 – 2.2 0.0 – 0.4 1.9236 ± 1.25 1.8647 ± 0.22 0.95 1.08 1.8348 ± 1.26 1.7786 ± 0.22 1.05 1.13 2.0710 ± 1.26 2.0072 ± 0.21 0.93 0.89
209 80 – 91 2.0 – 2.2 0.4 – 0.7 0.0490 ± 3.55 0.0465 ± 1.61 0.95 1.09 0.0467 ± 3.61 0.0444 ± 1.64 1.05 1.14 0.0533 ± 3.62 0.0506 ± 1.53 0.92 0.88
210 80 – 91 2.0 – 2.2 0.7 – 1.0 0.0026 ± 17.28 0.0021 ± 7.45 0.93 1.03 0.0025 ± 18.70 0.0020 ± 7.70 1.07 1.11 0.0028 ± 19.10 0.0022 ± 7.28 0.97 0.90
211 80 – 91 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
212 80 – 91 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
213 80 – 91 2.2 – 2.4 -0.4 – 0.0 0.6426 ± 1.19 0.6196 ± 0.38 0.95 1.07 0.6103 ± 1.16 0.5884 ± 0.39 1.05 1.13 0.6896 ± 1.14 0.6646 ± 0.37 0.93 0.89
214 80 – 91 2.2 – 2.4 0.0 – 0.4 0.6441 ± 1.08 0.6144 ± 0.38 0.95 1.07 0.6141 ± 1.11 0.5855 ± 0.39 1.05 1.13 0.6920 ± 1.10 0.6598 ± 0.37 0.93 0.89
215 80 – 91 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
216 80 – 91 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 41: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 3rd mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
217 91 – 102 0.0 – 0.2 -1.0 – -0.7 2.7900 ± 0.65 2.7863 ± 0.20 0.95 0.84 2.6378 ± 0.66 2.6344 ± 0.21 1.06 0.89 2.3405 ± 0.73 2.3372 ± 0.22 1.19 1.13
218 91 – 102 0.0 – 0.2 -0.7 – -0.4 4.1437 ± 0.56 4.0842 ± 0.17 0.95 0.84 3.9188 ± 0.58 3.8623 ± 0.17 1.06 0.89 3.4751 ± 0.66 3.4245 ± 0.18 1.19 1.13
219 91 – 102 0.0 – 0.2 -0.4 – 0.0 3.5585 ± 0.74 3.4837 ± 0.16 0.95 0.84 3.3681 ± 0.76 3.2965 ± 0.16 1.06 0.89 2.9870 ± 0.81 2.9226 ± 0.17 1.19 1.13
220 91 – 102 0.0 – 0.2 0.0 – 0.4 3.5763 ± 0.77 3.4874 ± 0.16 0.95 0.84 3.3868 ± 0.79 3.3024 ± 0.16 1.06 0.89 3.0027 ± 0.86 2.9272 ± 0.17 1.19 1.13
221 91 – 102 0.0 – 0.2 0.4 – 0.7 4.1856 ± 0.63 4.0935 ± 0.17 0.94 0.84 3.9552 ± 0.67 3.8672 ± 0.17 1.06 0.89 3.5127 ± 0.79 3.4322 ± 0.18 1.19 1.13
222 91 – 102 0.0 – 0.2 0.7 – 1.0 2.8131 ± 0.63 2.8012 ± 0.20 0.95 0.84 2.6600 ± 0.65 2.6492 ± 0.21 1.06 0.89 2.3581 ± 0.74 2.3495 ± 0.22 1.19 1.13
223 91 – 102 0.2 – 0.4 -1.0 – -0.7 2.7689 ± 0.69 2.7497 ± 0.21 0.95 0.84 2.6211 ± 0.70 2.6027 ± 0.21 1.06 0.89 2.3234 ± 0.81 2.3060 ± 0.22 1.19 1.13
224 91 – 102 0.2 – 0.4 -0.7 – -0.4 4.0894 ± 0.65 4.0619 ± 0.17 0.95 0.84 3.8699 ± 0.66 3.8442 ± 0.17 1.06 0.89 3.4285 ± 0.73 3.4069 ± 0.18 1.19 1.13
225 91 – 102 0.2 – 0.4 -0.4 – 0.0 3.5570 ± 0.89 3.4535 ± 0.16 0.95 0.84 3.3722 ± 0.95 3.2716 ± 0.16 1.06 0.88 2.9891 ± 1.14 2.8951 ± 0.17 1.19 1.13
226 91 – 102 0.2 – 0.4 0.0 – 0.4 3.5707 ± 0.72 3.4930 ± 0.16 0.95 0.84 3.3797 ± 0.73 3.3063 ± 0.16 1.06 0.89 2.9924 ± 0.79 2.9283 ± 0.17 1.19 1.13
227 91 – 102 0.2 – 0.4 0.4 – 0.7 4.1693 ± 0.70 4.1155 ± 0.17 0.95 0.84 3.9432 ± 0.71 3.8926 ± 0.17 1.06 0.89 3.4924 ± 0.79 3.4494 ± 0.18 1.19 1.13
228 91 – 102 0.2 – 0.4 0.7 – 1.0 2.8272 ± 0.76 2.8240 ± 0.20 0.94 0.84 2.6646 ± 0.81 2.6625 ± 0.21 1.06 0.89 2.3662 ± 0.96 2.3664 ± 0.22 1.19 1.13
229 91 – 102 0.4 – 0.6 -1.0 – -0.7 2.7406 ± 0.62 2.7238 ± 0.21 0.95 0.84 2.5903 ± 0.63 2.5743 ± 0.21 1.06 0.89 2.2998 ± 0.69 2.2855 ± 0.22 1.19 1.13
230 91 – 102 0.4 – 0.6 -0.7 – -0.4 4.0419 ± 0.70 4.0089 ± 0.17 0.95 0.84 3.8316 ± 0.72 3.8000 ± 0.17 1.05 0.88 3.3913 ± 0.79 3.3627 ± 0.18 1.19 1.13
231 91 – 102 0.4 – 0.6 -0.4 – 0.0 3.5178 ± 0.64 3.4331 ± 0.16 0.95 0.84 3.3433 ± 0.67 3.2619 ± 0.16 1.05 0.88 2.9547 ± 0.77 2.8807 ± 0.17 1.19 1.13
232 91 – 102 0.4 – 0.6 0.0 – 0.4 3.5697 ± 0.60 3.4789 ± 0.16 0.95 0.84 3.3858 ± 0.62 3.2994 ± 0.16 1.05 0.88 2.9960 ± 0.69 2.9190 ± 0.17 1.19 1.13
233 91 – 102 0.4 – 0.6 0.4 – 0.7 4.1720 ± 0.76 4.1287 ± 0.17 0.95 0.84 3.9503 ± 0.77 3.9101 ± 0.17 1.06 0.89 3.4966 ± 0.86 3.4632 ± 0.18 1.19 1.13
234 91 – 102 0.4 – 0.6 0.7 – 1.0 2.8291 ± 0.61 2.8210 ± 0.20 0.94 0.84 2.6695 ± 0.63 2.6623 ± 0.21 1.06 0.89 2.3728 ± 0.70 2.3673 ± 0.22 1.19 1.12
235 91 – 102 0.6 – 0.8 -1.0 – -0.7 2.6847 ± 0.73 2.6812 ± 0.21 0.94 0.84 2.5317 ± 0.73 2.5283 ± 0.21 1.06 0.89 2.2534 ± 0.79 2.2494 ± 0.23 1.19 1.12
236 91 – 102 0.6 – 0.8 -0.7 – -0.4 4.0262 ± 0.84 3.9540 ± 0.17 0.95 0.84 3.8176 ± 0.88 3.7480 ± 0.18 1.05 0.88 3.3784 ± 1.02 3.3135 ± 0.19 1.19 1.13
237 91 – 102 0.6 – 0.8 -0.4 – 0.0 3.4967 ± 0.54 3.4019 ± 0.16 0.95 0.84 3.3281 ± 0.55 3.2370 ± 0.16 1.05 0.88 2.9319 ± 0.61 2.8513 ± 0.17 1.19 1.14
238 91 – 102 0.6 – 0.8 0.0 – 0.4 3.5509 ± 0.54 3.4650 ± 0.16 0.95 0.84 3.3785 ± 0.55 3.2966 ± 0.16 1.05 0.88 2.9769 ± 0.61 2.9053 ± 0.17 1.19 1.13
239 91 – 102 0.6 – 0.8 0.4 – 0.7 4.1673 ± 0.79 4.1177 ± 0.17 0.95 0.84 3.9512 ± 0.80 3.9051 ± 0.17 1.05 0.89 3.4965 ± 0.89 3.4585 ± 0.18 1.19 1.13
240 91 – 102 0.6 – 0.8 0.7 – 1.0 2.8455 ± 0.66 2.8225 ± 0.20 0.94 0.84 2.6781 ± 0.66 2.6567 ± 0.21 1.06 0.89 2.3885 ± 0.70 2.3695 ± 0.22 1.19 1.12
241 91 – 102 0.8 – 1.0 -1.0 – -0.7 2.6156 ± 0.82 2.6115 ± 0.21 0.94 0.84 2.4669 ± 0.84 2.4635 ± 0.22 1.06 0.89 2.1913 ± 0.93 2.1890 ± 0.23 1.19 1.13
242 91 – 102 0.8 – 1.0 -0.7 – -0.4 3.9560 ± 0.83 3.8838 ± 0.17 0.95 0.84 3.7490 ± 0.86 3.6791 ± 0.18 1.06 0.88 3.3169 ± 1.02 3.2515 ± 0.19 1.19 1.13
243 91 – 102 0.8 – 1.0 -0.4 – 0.0 3.4496 ± 0.66 3.3572 ± 0.16 0.96 0.84 3.2957 ± 0.66 3.2069 ± 0.16 1.05 0.88 2.8917 ± 0.75 2.8147 ± 0.17 1.19 1.14
244 91 – 102 0.8 – 1.0 0.0 – 0.4 3.5368 ± 0.55 3.4389 ± 0.16 0.95 0.84 3.3773 ± 0.56 3.2833 ± 0.16 1.05 0.88 2.9651 ± 0.63 2.8822 ± 0.17 1.19 1.14
245 91 – 102 0.8 – 1.0 0.4 – 0.7 4.1417 ± 0.98 4.1060 ± 0.17 0.95 0.84 3.9158 ± 1.01 3.8833 ± 0.17 1.06 0.89 3.4716 ± 1.20 3.4467 ± 0.18 1.19 1.13
246 91 – 102 0.8 – 1.0 0.7 – 1.0 2.8144 ± 0.78 2.7851 ± 0.20 0.94 0.84 2.6475 ± 0.78 2.6201 ± 0.21 1.06 0.89 2.3631 ± 0.82 2.3389 ± 0.22 1.19 1.12
247 91 – 102 1.0 – 1.2 -1.0 – -0.7 2.2094 ± 0.91 2.2022 ± 0.23 0.94 0.84 2.0798 ± 0.94 2.0735 ± 0.24 1.06 0.89 1.8498 ± 1.02 1.8447 ± 0.25 1.19 1.12
248 91 – 102 1.0 – 1.2 -0.7 – -0.4 3.8914 ± 0.64 3.8115 ± 0.17 0.95 0.84 3.6908 ± 0.65 3.6143 ± 0.18 1.05 0.88 3.2592 ± 0.71 3.1901 ± 0.19 1.19 1.13
249 91 – 102 1.0 – 1.2 -0.4 – 0.0 3.3978 ± 0.60 3.2975 ± 0.16 0.96 0.84 3.2524 ± 0.61 3.1558 ± 0.17 1.04 0.88 2.8499 ± 0.67 2.7652 ± 0.18 1.19 1.14
250 91 – 102 1.0 – 1.2 0.0 – 0.4 3.4979 ± 0.74 3.4040 ± 0.16 0.96 0.84 3.3460 ± 0.73 3.2559 ± 0.16 1.05 0.88 2.9348 ± 0.87 2.8577 ± 0.17 1.19 1.14
251 91 – 102 1.0 – 1.2 0.4 – 0.7 4.1530 ± 0.60 4.0761 ± 0.17 0.95 0.84 3.9331 ± 0.61 3.8596 ± 0.17 1.06 0.89 3.4876 ± 0.67 3.4213 ± 0.18 1.19 1.13
252 91 – 102 1.0 – 1.2 0.7 – 1.0 2.4072 ± 0.88 2.3858 ± 0.22 0.94 0.84 2.2654 ± 0.90 2.2451 ± 0.23 1.06 0.89 2.0233 ± 0.97 2.0045 ± 0.24 1.19 1.12
253 91 – 102 1.2 – 1.4 -1.0 – -0.7 1.4392 ± 0.94 1.4234 ± 0.29 0.95 0.84 1.3600 ± 0.96 1.3454 ± 0.29 1.06 0.89 1.2043 ± 1.06 1.1918 ± 0.31 1.19 1.13
254 91 – 102 1.2 – 1.4 -0.7 – -0.4 3.7577 ± 0.66 3.6892 ± 0.18 0.95 0.84 3.5729 ± 0.65 3.5080 ± 0.18 1.05 0.88 3.1481 ± 0.71 3.0913 ± 0.19 1.19 1.13
255 91 – 102 1.2 – 1.4 -0.4 – 0.0 3.3348 ± 0.61 3.2284 ± 0.16 0.96 0.84 3.1934 ± 0.62 3.0910 ± 0.17 1.04 0.87 2.7937 ± 0.69 2.7038 ± 0.18 1.19 1.14
256 91 – 102 1.2 – 1.4 0.0 – 0.4 3.4547 ± 0.74 3.3531 ± 0.16 0.96 0.84 3.3018 ± 0.74 3.2044 ± 0.16 1.05 0.88 2.8943 ± 0.87 2.8102 ± 0.17 1.19 1.14
257 91 – 102 1.2 – 1.4 0.4 – 0.7 4.0877 ± 0.62 4.0208 ± 0.17 0.95 0.84 3.8758 ± 0.63 3.8119 ± 0.17 1.05 0.89 3.4367 ± 0.70 3.3786 ± 0.18 1.19 1.13
258 91 – 102 1.2 – 1.4 0.7 – 1.0 1.5982 ± 1.24 1.5835 ± 0.27 0.94 0.84 1.5069 ± 1.24 1.4930 ± 0.28 1.06 0.89 1.3426 ± 1.38 1.3295 ± 0.29 1.19 1.12
259 91 – 102 1.4 – 1.6 -1.0 – -0.7 0.5311 ± 1.25 0.5220 ± 0.47 0.95 0.83 0.5069 ± 1.30 0.4984 ± 0.48 1.05 0.87 0.4423 ± 1.53 0.4355 ± 0.51 1.20 1.14
260 91 – 102 1.4 – 1.6 -0.7 – -0.4 3.4349 ± 1.09 3.3953 ± 0.18 0.95 0.84 3.2726 ± 1.12 3.2359 ± 0.19 1.05 0.88 2.8719 ± 1.36 2.8425 ± 0.20 1.19 1.14
261 91 – 102 1.4 – 1.6 -0.4 – 0.0 3.2494 ± 0.63 3.1610 ± 0.17 0.96 0.84 3.1066 ± 0.63 3.0220 ± 0.17 1.05 0.88 2.7215 ± 0.69 2.6481 ± 0.18 1.19 1.14
262 91 – 102 1.4 – 1.6 0.0 – 0.4 3.4032 ± 0.64 3.3020 ± 0.16 0.96 0.84 3.2523 ± 0.64 3.1556 ± 0.17 1.05 0.88 2.8548 ± 0.72 2.7710 ± 0.18 1.19 1.14
263 91 – 102 1.4 – 1.6 0.4 – 0.7 3.8184 ± 0.94 3.7517 ± 0.18 0.95 0.84 3.6208 ± 0.98 3.5568 ± 0.18 1.05 0.89 3.2096 ± 1.19 3.1502 ± 0.19 1.19 1.13
264 91 – 102 1.4 – 1.6 0.7 – 1.0 0.5968 ± 1.19 0.5901 ± 0.44 0.95 0.85 0.5670 ± 1.24 0.5609 ± 0.45 1.05 0.89 0.5040 ± 1.41 0.4988 ± 0.48 1.18 1.12
265 91 – 102 1.6 – 1.8 -1.0 – -0.7 0.0979 ± 1.97 0.0918 ± 1.12 0.96 0.83 0.0944 ± 1.96 0.0886 ± 1.14 1.04 0.86 0.0813 ± 2.05 0.0765 ± 1.22 1.20 1.16
266 91 – 102 1.6 – 1.8 -0.7 – -0.4 2.3828 ± 1.02 2.3463 ± 0.22 0.95 0.84 2.2720 ± 1.04 2.2375 ± 0.23 1.05 0.88 1.9944 ± 1.23 1.9658 ± 0.24 1.19 1.14
267 91 – 102 1.6 – 1.8 -0.4 – 0.0 3.1739 ± 0.64 3.0715 ± 0.17 0.96 0.84 3.0340 ± 0.64 2.9359 ± 0.17 1.05 0.88 2.6600 ± 0.68 2.5748 ± 0.18 1.19 1.14
268 91 – 102 1.6 – 1.8 0.0 – 0.4 3.3587 ± 0.71 3.2387 ± 0.16 0.95 0.84 3.2034 ± 0.74 3.0883 ± 0.17 1.05 0.88 2.8214 ± 0.86 2.7182 ± 0.18 1.19 1.14
269 91 – 102 1.6 – 1.8 0.4 – 0.7 2.7083 ± 1.05 2.6491 ± 0.21 0.95 0.84 2.5756 ± 1.09 2.5186 ± 0.21 1.05 0.88 2.2797 ± 1.34 2.2266 ± 0.23 1.19 1.13
270 91 – 102 1.6 – 1.8 0.7 – 1.0 0.1134 ± 2.54 0.1060 ± 1.05 0.96 0.84 0.1089 ± 2.56 0.1019 ± 1.06 1.04 0.87 0.0949 ± 2.87 0.0888 ± 1.14 1.19 1.15
271 91 – 102 1.8 – 2.0 -1.0 – -0.7 0.0216 ± 3.42 0.0185 ± 2.51 0.95 0.83 0.0204 ± 3.48 0.0175 ± 2.57 1.06 0.88 0.0178 ± 3.74 0.0153 ± 2.74 1.21 1.14
272 91 – 102 1.8 – 2.0 -0.7 – -0.4 0.8529 ± 1.26 0.8298 ± 0.37 0.96 0.84 0.8178 ± 1.29 0.7958 ± 0.38 1.04 0.87 0.7134 ± 1.56 0.6949 ± 0.41 1.19 1.15
273 91 – 102 1.8 – 2.0 -0.4 – 0.0 2.9905 ± 1.46 2.9135 ± 0.17 0.95 0.84 2.8551 ± 1.48 2.7822 ± 0.18 1.05 0.88 2.5011 ± 1.86 2.4405 ± 0.19 1.19 1.14
274 91 – 102 1.8 – 2.0 0.0 – 0.4 3.2230 ± 1.16 3.0981 ± 0.17 0.95 0.84 3.0735 ± 1.21 2.9532 ± 0.17 1.05 0.88 2.7114 ± 1.53 2.6011 ± 0.18 1.19 1.14
275 91 – 102 1.8 – 2.0 0.4 – 0.7 0.9773 ± 1.58 0.9495 ± 0.35 0.96 0.84 0.9339 ± 1.62 0.9071 ± 0.36 1.05 0.88 0.8241 ± 1.95 0.7997 ± 0.38 1.19 1.13
276 91 – 102 1.8 – 2.0 0.7 – 1.0 0.0231 ± 4.31 0.0206 ± 2.35 0.99 0.85 0.0228 ± 4.22 0.0204 ± 2.36 1.01 0.86 0.0195 ± 4.99 0.0175 ± 2.54 1.18 1.17
277 91 – 102 2.0 – 2.2 -1.0 – -0.7 0.0022 ± 15.86 0.0020 ± 7.52 1.02 0.83 0.0023 ± 14.67 0.0020 ± 7.55 0.98 0.81 0.0019 ± 18.22 0.0016 ± 8.26 1.20 1.23
278 91 – 102 2.0 – 2.2 -0.7 – -0.4 0.0509 ± 5.40 0.0510 ± 1.50 0.98 0.84 0.0496 ± 5.45 0.0498 ± 1.52 1.03 0.86 0.0426 ± 6.88 0.0429 ± 1.63 1.19 1.16
279 91 – 102 2.0 – 2.2 -0.4 – 0.0 2.1576 ± 0.95 2.0915 ± 0.20 0.96 0.84 2.0618 ± 0.95 1.9986 ± 0.21 1.05 0.87 1.8032 ± 1.06 1.7486 ± 0.22 1.20 1.14
280 91 – 102 2.0 – 2.2 0.0 – 0.4 2.3021 ± 1.07 2.2167 ± 0.20 0.95 0.84 2.1975 ± 1.11 2.1154 ± 0.20 1.05 0.88 1.9357 ± 1.34 1.8615 ± 0.21 1.19 1.14
281 91 – 102 2.0 – 2.2 0.4 – 0.7 0.0626 ± 2.80 0.0600 ± 1.39 0.97 0.84 0.0605 ± 2.88 0.0580 ± 1.41 1.03 0.87 0.0526 ± 3.35 0.0504 ± 1.51 1.19 1.15
282 91 – 102 2.0 – 2.2 0.7 – 1.0 0.0034 ± 9.77 0.0029 ± 6.39 0.95 0.85 0.0032 ± 9.88 0.0027 ± 6.53 1.06 0.90 0.0029 ± 10.45 0.0024 ± 6.85 1.17 1.11
283 91 – 102 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
284 91 – 102 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
285 91 – 102 2.2 – 2.4 -0.4 – 0.0 0.7239 ± 1.24 0.6957 ± 0.35 0.96 0.84 0.6937 ± 1.29 0.6664 ± 0.36 1.04 0.87 0.6065 ± 1.49 0.5822 ± 0.38 1.19 1.14
286 91 – 102 2.2 – 2.4 0.0 – 0.4 0.7517 ± 1.08 0.7204 ± 0.35 0.96 0.84 0.7195 ± 1.10 0.6894 ± 0.35 1.04 0.88 0.6318 ± 1.18 0.6059 ± 0.38 1.19 1.14
287 91 – 102 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
288 91 – 102 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 42: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 4th mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
289 102 – 116 0.0 – 0.2 -1.0 – -0.7 0.1079 ± 1.94 0.1062 ± 0.93 1.35 0.90 0.1454 ± 1.67 0.1434 ± 0.82 0.74 0.67 0.0976 ± 2.10 0.0959 ± 0.97 1.11 1.49
290 102 – 116 0.0 – 0.2 -0.7 – -0.4 0.1297 ± 1.64 0.1300 ± 0.84 1.30 0.91 0.1696 ± 1.41 0.1695 ± 0.74 0.77 0.70 0.1179 ± 1.78 0.1184 ± 0.87 1.10 1.43
291 102 – 116 0.0 – 0.2 -0.4 – 0.0 0.1117 ± 1.77 0.1104 ± 0.79 1.26 0.90 0.1406 ± 1.56 0.1387 ± 0.70 0.80 0.72 0.1009 ± 1.91 0.0997 ± 0.82 1.11 1.39
292 102 – 116 0.0 – 0.2 0.0 – 0.4 0.1151 ± 1.77 0.1120 ± 0.78 1.25 0.91 0.1439 ± 1.55 0.1400 ± 0.70 0.80 0.73 0.1048 ± 1.90 0.1019 ± 0.81 1.10 1.37
293 102 – 116 0.0 – 0.2 0.4 – 0.7 0.1392 ± 1.64 0.1350 ± 0.82 1.28 0.91 0.1783 ± 1.39 0.1732 ± 0.73 0.78 0.71 0.1266 ± 1.79 0.1226 ± 0.86 1.10 1.41
294 102 – 116 0.0 – 0.2 0.7 – 1.0 0.1082 ± 1.78 0.1089 ± 0.92 1.34 0.91 0.1446 ± 1.55 0.1453 ± 0.81 0.75 0.68 0.0978 ± 1.91 0.0985 ± 0.95 1.10 1.48
295 102 – 116 0.2 – 0.4 -1.0 – -0.7 0.1045 ± 1.76 0.1042 ± 0.94 1.35 0.91 0.1407 ± 1.57 0.1402 ± 0.82 0.74 0.67 0.0946 ± 1.85 0.0944 ± 0.98 1.10 1.49
296 102 – 116 0.2 – 0.4 -0.7 – -0.4 0.1339 ± 2.10 0.1290 ± 0.84 1.32 0.90 0.1760 ± 1.61 0.1704 ± 0.74 0.76 0.68 0.1214 ± 2.39 0.1167 ± 0.88 1.11 1.46
297 102 – 116 0.2 – 0.4 -0.4 – 0.0 0.1138 ± 1.66 0.1104 ± 0.79 1.26 0.90 0.1438 ± 1.47 0.1396 ± 0.70 0.79 0.71 0.1029 ± 1.78 0.0998 ± 0.82 1.11 1.40
298 102 – 116 0.2 – 0.4 0.0 – 0.4 0.1151 ± 1.69 0.1142 ± 0.78 1.26 0.90 0.1452 ± 1.46 0.1438 ± 0.69 0.79 0.72 0.1038 ± 1.81 0.1032 ± 0.81 1.11 1.39
299 102 – 116 0.2 – 0.4 0.4 – 0.7 0.1414 ± 1.59 0.1386 ± 0.81 1.30 0.91 0.1843 ± 1.37 0.1808 ± 0.72 0.77 0.70 0.1292 ± 1.70 0.1265 ± 0.84 1.10 1.43
300 102 – 116 0.2 – 0.4 0.7 – 1.0 0.1130 ± 1.71 0.1137 ± 0.90 1.32 0.90 0.1490 ± 1.56 0.1497 ± 0.80 0.76 0.69 0.1021 ± 1.79 0.1028 ± 0.94 1.11 1.46
301 102 – 116 0.4 – 0.6 -1.0 – -0.7 0.1022 ± 1.90 0.0998 ± 0.96 1.36 0.91 0.1384 ± 1.61 0.1355 ± 0.84 0.74 0.67 0.0929 ± 2.06 0.0906 ± 1.00 1.10 1.50
302 102 – 116 0.4 – 0.6 -0.7 – -0.4 0.1244 ± 1.93 0.1250 ± 0.86 1.37 0.91 0.1707 ± 1.59 0.1711 ± 0.74 0.73 0.66 0.1125 ± 2.11 0.1132 ± 0.89 1.10 1.51
303 102 – 116 0.4 – 0.6 -0.4 – 0.0 0.1141 ± 1.82 0.1084 ± 0.80 1.32 0.90 0.1493 ± 1.42 0.1425 ± 0.69 0.76 0.69 0.1031 ± 2.06 0.0977 ± 0.83 1.11 1.46
304 102 – 116 0.4 – 0.6 0.0 – 0.4 0.1142 ± 1.54 0.1110 ± 0.79 1.31 0.92 0.1497 ± 1.32 0.1457 ± 0.69 0.76 0.70 0.1046 ± 1.66 0.1016 ± 0.81 1.09 1.43
305 102 – 116 0.4 – 0.6 0.4 – 0.7 0.1396 ± 1.67 0.1389 ± 0.81 1.33 0.91 0.1852 ± 1.43 0.1840 ± 0.71 0.75 0.69 0.1270 ± 1.77 0.1264 ± 0.84 1.10 1.46
306 102 – 116 0.4 – 0.6 0.7 – 1.0 0.1156 ± 1.72 0.1172 ± 0.89 1.29 0.91 0.1493 ± 1.49 0.1510 ± 0.79 0.78 0.70 0.1048 ± 1.86 0.1064 ± 0.92 1.10 1.42
307 102 – 116 0.6 – 0.8 -1.0 – -0.7 0.1006 ± 1.90 0.0981 ± 0.97 1.32 0.90 0.1325 ± 1.63 0.1296 ± 0.85 0.76 0.68 0.0904 ± 2.04 0.0880 ± 1.01 1.11 1.47
308 102 – 116 0.6 – 0.8 -0.7 – -0.4 0.1211 ± 1.92 0.1198 ± 0.87 1.40 0.90 0.1698 ± 1.60 0.1679 ± 0.74 0.71 0.65 0.1095 ± 2.07 0.1084 ± 0.91 1.11 1.55
309 102 – 116 0.6 – 0.8 -0.4 – 0.0 0.1098 ± 1.44 0.1063 ± 0.80 1.38 0.91 0.1517 ± 1.21 0.1470 ± 0.69 0.72 0.66 0.1000 ± 1.53 0.0968 ± 0.83 1.10 1.52
310 102 – 116 0.6 – 0.8 0.0 – 0.4 0.1168 ± 1.50 0.1146 ± 0.77 1.37 0.91 0.1596 ± 1.26 0.1564 ± 0.66 0.73 0.67 0.1066 ± 1.60 0.1047 ± 0.80 1.09 1.49
311 102 – 116 0.6 – 0.8 0.4 – 0.7 0.1406 ± 1.82 0.1414 ± 0.81 1.35 0.91 0.1911 ± 1.52 0.1914 ± 0.70 0.74 0.67 0.1275 ± 1.98 0.1284 ± 0.84 1.10 1.49
312 102 – 116 0.6 – 0.8 0.7 – 1.0 0.1153 ± 1.73 0.1166 ± 0.89 1.28 0.91 0.1477 ± 1.54 0.1490 ± 0.80 0.78 0.71 0.1045 ± 1.85 0.1058 ± 0.92 1.10 1.41
313 102 – 116 0.8 – 1.0 -1.0 – -0.7 0.0880 ± 2.09 0.0869 ± 1.03 1.35 0.90 0.1190 ± 1.78 0.1177 ± 0.89 0.74 0.67 0.0796 ± 2.21 0.0786 ± 1.07 1.11 1.50
314 102 – 116 0.8 – 1.0 -0.7 – -0.4 0.1200 ± 1.81 0.1150 ± 0.89 1.43 0.91 0.1700 ± 1.40 0.1639 ± 0.75 0.70 0.64 0.1098 ± 1.97 0.1050 ± 0.92 1.09 1.56
315 102 – 116 0.8 – 1.0 -0.4 – 0.0 0.1088 ± 1.70 0.1038 ± 0.81 1.48 0.90 0.1604 ± 1.23 0.1538 ± 0.67 0.67 0.61 0.0984 ± 1.91 0.0936 ± 0.85 1.11 1.64
316 102 – 116 0.8 – 1.0 0.0 – 0.4 0.1188 ± 1.51 0.1143 ± 0.77 1.43 0.91 0.1700 ± 1.20 0.1640 ± 0.65 0.70 0.63 0.1083 ± 1.63 0.1041 ± 0.80 1.10 1.58
317 102 – 116 0.8 – 1.0 0.4 – 0.7 0.1469 ± 1.54 0.1440 ± 0.80 1.34 0.91 0.1964 ± 1.28 0.1929 ± 0.69 0.75 0.68 0.1332 ± 1.69 0.1305 ± 0.83 1.10 1.48
318 102 – 116 0.8 – 1.0 0.7 – 1.0 0.1101 ± 2.15 0.1123 ± 0.91 1.28 0.91 0.1412 ± 1.73 0.1434 ± 0.81 0.78 0.71 0.0998 ± 2.40 0.1020 ± 0.94 1.10 1.41
319 102 – 116 1.0 – 1.2 -1.0 – -0.7 0.0666 ± 2.45 0.0659 ± 1.19 1.38 0.89 0.0918 ± 2.06 0.0909 ± 1.01 0.72 0.64 0.0592 ± 2.60 0.0586 ± 1.24 1.12 1.55
320 102 – 116 1.0 – 1.2 -0.7 – -0.4 0.1144 ± 1.80 0.1096 ± 0.91 1.48 0.91 0.1684 ± 1.36 0.1623 ± 0.76 0.68 0.61 0.1039 ± 1.98 0.0993 ± 0.95 1.10 1.63
321 102 – 116 1.0 – 1.2 -0.4 – 0.0 0.1061 ± 1.51 0.1026 ± 0.82 1.54 0.91 0.1633 ± 1.23 0.1582 ± 0.66 0.65 0.59 0.0964 ± 1.60 0.0932 ± 0.85 1.10 1.70
322 102 – 116 1.0 – 1.2 0.0 – 0.4 0.1177 ± 1.54 0.1157 ± 0.77 1.50 0.91 0.1776 ± 1.23 0.1741 ± 0.63 0.66 0.60 0.1070 ± 1.64 0.1053 ± 0.80 1.10 1.65
323 102 – 116 1.0 – 1.2 0.4 – 0.7 0.1492 ± 1.49 0.1455 ± 0.79 1.36 0.91 0.2018 ± 1.24 0.1972 ± 0.69 0.74 0.67 0.1358 ± 1.59 0.1324 ± 0.82 1.10 1.49
324 102 – 116 1.0 – 1.2 0.7 – 1.0 0.0927 ± 2.65 0.0911 ± 1.01 1.30 0.90 0.1203 ± 2.28 0.1184 ± 0.89 0.77 0.70 0.0838 ± 2.90 0.0823 ± 1.04 1.11 1.44
325 102 – 116 1.2 – 1.4 -1.0 – -0.7 0.0422 ± 2.94 0.0412 ± 1.49 1.48 0.91 0.0624 ± 2.38 0.0611 ± 1.24 0.67 0.61 0.0382 ± 3.10 0.0373 ± 1.56 1.10 1.64
326 102 – 116 1.2 – 1.4 -0.7 – -0.4 0.1083 ± 2.46 0.1033 ± 0.94 1.53 0.90 0.1642 ± 1.60 0.1579 ± 0.77 0.65 0.59 0.0981 ± 2.79 0.0934 ± 0.98 1.11 1.69
327 102 – 116 1.2 – 1.4 -0.4 – 0.0 0.1023 ± 1.90 0.0975 ± 0.84 1.60 0.90 0.1632 ± 1.31 0.1563 ± 0.67 0.62 0.56 0.0926 ± 2.12 0.0881 ± 0.87 1.11 1.77
328 102 – 116 1.2 – 1.4 0.0 – 0.4 0.1191 ± 1.57 0.1145 ± 0.77 1.52 0.91 0.1799 ± 1.19 0.1735 ± 0.63 0.66 0.60 0.1085 ± 1.70 0.1042 ± 0.80 1.10 1.66
329 102 – 116 1.2 – 1.4 0.4 – 0.7 0.1503 ± 1.53 0.1467 ± 0.79 1.39 0.91 0.2083 ± 1.25 0.2037 ± 0.68 0.72 0.65 0.1366 ± 1.61 0.1332 ± 0.82 1.10 1.53
330 102 – 116 1.2 – 1.4 0.7 – 1.0 0.0598 ± 3.23 0.0606 ± 1.23 1.32 0.91 0.0795 ± 2.52 0.0803 ± 1.08 0.75 0.69 0.0545 ± 3.62 0.0555 ± 1.27 1.09 1.45
331 102 – 116 1.4 – 1.6 -1.0 – -0.7 0.0138 ± 6.05 0.0144 ± 2.52 1.67 0.90 0.0235 ± 3.73 0.0242 ± 1.96 0.60 0.54 0.0123 ± 6.94 0.0130 ± 2.62 1.11 1.86
332 102 – 116 1.4 – 1.6 -0.7 – -0.4 0.0955 ± 2.41 0.0930 ± 0.99 1.58 0.90 0.1507 ± 1.72 0.1473 ± 0.80 0.63 0.57 0.0865 ± 2.63 0.0841 ± 1.04 1.11 1.75
333 102 – 116 1.4 – 1.6 -0.4 – 0.0 0.0977 ± 1.62 0.0952 ± 0.85 1.63 0.91 0.1592 ± 1.24 0.1551 ± 0.67 0.61 0.56 0.0885 ± 1.72 0.0862 ± 0.88 1.10 1.80
334 102 – 116 1.4 – 1.6 0.0 – 0.4 0.1170 ± 1.82 0.1117 ± 0.78 1.53 0.91 0.1787 ± 1.30 0.1714 ± 0.64 0.65 0.59 0.1065 ± 2.02 0.1016 ± 0.81 1.10 1.69
335 102 – 116 1.4 – 1.6 0.4 – 0.7 0.1408 ± 2.16 0.1400 ± 0.81 1.40 0.91 0.1976 ± 1.67 0.1961 ± 0.69 0.71 0.65 0.1281 ± 2.38 0.1276 ± 0.84 1.10 1.54
336 102 – 116 1.4 – 1.6 0.7 – 1.0 0.0231 ± 4.57 0.0228 ± 2.02 1.46 0.91 0.0337 ± 3.60 0.0333 ± 1.68 0.68 0.62 0.0209 ± 4.84 0.0206 ± 2.09 1.10 1.62
337 102 – 116 1.6 – 1.8 -1.0 – -0.7 0.0024 ± 19.11 0.0027 ± 5.88 1.88 0.93 0.0047 ± 9.54 0.0051 ± 4.32 0.53 0.49 0.0022 ± 22.03 0.0025 ± 5.99 1.08 2.03
338 102 – 116 1.6 – 1.8 -0.7 – -0.4 0.0630 ± 3.60 0.0632 ± 1.21 1.65 0.90 0.1045 ± 2.43 0.1042 ± 0.95 0.61 0.55 0.0565 ± 3.97 0.0568 ± 1.26 1.11 1.83
339 102 – 116 1.6 – 1.8 -0.4 – 0.0 0.0926 ± 2.69 0.0924 ± 0.86 1.60 0.91 0.1492 ± 1.85 0.1476 ± 0.69 0.63 0.57 0.0840 ± 3.01 0.0841 ± 0.90 1.10 1.76
340 102 – 116 1.6 – 1.8 0.0 – 0.4 0.1178 ± 1.98 0.1117 ± 0.78 1.52 0.91 0.1783 ± 1.37 0.1699 ± 0.64 0.66 0.60 0.1071 ± 2.19 0.1014 ± 0.81 1.10 1.68
341 102 – 116 1.6 – 1.8 0.4 – 0.7 0.1031 ± 2.77 0.0990 ± 0.96 1.45 0.91 0.1488 ± 2.13 0.1436 ± 0.80 0.69 0.63 0.0942 ± 2.95 0.0903 ± 1.00 1.10 1.59
342 102 – 116 1.6 – 1.8 0.7 – 1.0 0.0043 ± 7.15 0.0044 ± 4.64 1.60 0.90 0.0070 ± 5.26 0.0070 ± 3.66 0.63 0.57 0.0039 ± 7.78 0.0039 ± 4.77 1.11 1.77
343 102 – 116 1.8 – 2.0 -1.0 – -0.7 0.0004 ± 17.53 0.0004 ± 14.74 2.46 0.77 0.0011 ± 11.22 0.0010 ± 9.99 0.41 0.31 0.0003 ± 20.21 0.0003 ± 16.18 1.29 3.18
344 102 – 116 1.8 – 2.0 -0.7 – -0.4 0.0213 ± 4.76 0.0213 ± 2.09 1.80 0.90 0.0386 ± 3.05 0.0382 ± 1.56 0.56 0.50 0.0190 ± 5.12 0.0191 ± 2.17 1.11 2.00
345 102 – 116 1.8 – 2.0 -0.4 – 0.0 0.0879 ± 2.23 0.0857 ± 0.89 1.62 0.90 0.1426 ± 1.65 0.1389 ± 0.71 0.62 0.56 0.0794 ± 2.36 0.0773 ± 0.93 1.11 1.80
346 102 – 116 1.8 – 2.0 0.0 – 0.4 0.1175 ± 3.30 0.1085 ± 0.80 1.50 0.91 0.1747 ± 2.15 0.1632 ± 0.65 0.66 0.61 0.1074 ± 3.69 0.0989 ± 0.83 1.10 1.65
347 102 – 116 1.8 – 2.0 0.4 – 0.7 0.0365 ± 5.62 0.0364 ± 1.59 1.50 0.91 0.0549 ± 3.90 0.0545 ± 1.30 0.67 0.60 0.0329 ± 6.36 0.0330 ± 1.65 1.10 1.65
348 102 – 116 1.8 – 2.0 0.7 – 1.0 0.0008 ± 18.18 0.0007 ± 11.24 1.69 0.93 0.0014 ± 12.22 0.0012 ± 8.71 0.59 0.55 0.0008 ± 19.18 0.0007 ± 11.51 1.07 1.80
349 102 – 116 2.0 – 2.2 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
350 102 – 116 2.0 – 2.2 -0.7 – -0.4 0.0013 ± 12.94 0.0014 ± 8.13 2.34 0.92 0.0032 ± 7.13 0.0032 ± 5.39 0.43 0.39 0.0012 ± 13.90 0.0013 ± 8.40 1.09 2.56
351 102 – 116 2.0 – 2.2 -0.4 – 0.0 0.0627 ± 3.34 0.0611 ± 1.06 1.66 0.91 0.1041 ± 2.37 0.1012 ± 0.83 0.60 0.55 0.0570 ± 3.55 0.0555 ± 1.10 1.10 1.82
352 102 – 116 2.0 – 2.2 0.0 – 0.4 0.0798 ± 3.08 0.0757 ± 0.95 1.55 0.91 0.1230 ± 2.26 0.1172 ± 0.77 0.65 0.59 0.0728 ± 3.24 0.0689 ± 0.99 1.10 1.70
353 102 – 116 2.0 – 2.2 0.4 – 0.7 0.0023 ± 9.43 0.0021 ± 6.68 1.98 0.92 0.0045 ± 6.17 0.0042 ± 4.72 0.51 0.46 0.0021 ± 10.08 0.0020 ± 6.69 1.09 2.16
354 102 – 116 2.0 – 2.2 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
355 102 – 116 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
356 102 – 116 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
357 102 – 116 2.2 – 2.4 -0.4 – 0.0 0.0223 ± 4.82 0.0216 ± 1.78 1.64 0.90 0.0365 ± 3.39 0.0354 ± 1.40 0.61 0.55 0.0201 ± 5.17 0.0195 ± 1.86 1.11 1.81
358 102 – 116 2.2 – 2.4 0.0 – 0.4 0.0241 ± 6.49 0.0241 ± 1.69 1.55 0.91 0.0378 ± 4.30 0.0373 ± 1.36 0.65 0.59 0.0218 ± 7.21 0.0219 ± 1.76 1.10 1.71
359 102 – 116 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
360 102 – 116 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 43: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 5th mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
361 116 – 150 0.0 – 0.2 -1.0 – -0.7 0.0237 ± 2.98 0.0243 ± 0.75 1.15 0.93 0.0272 ± 2.82 0.0279 ± 0.82 0.87 0.81 0.0219 ± 3.23 0.0225 ± 0.75 1.08 1.24
362 116 – 150 0.0 – 0.2 -0.7 – -0.4 0.0250 ± 2.40 0.0255 ± 0.72 1.17 0.93 0.0292 ± 2.31 0.0298 ± 0.78 0.86 0.80 0.0233 ± 2.55 0.0238 ± 0.73 1.07 1.25
363 116 – 150 0.0 – 0.2 -0.4 – 0.0 0.0222 ± 2.46 0.0214 ± 0.68 1.16 0.93 0.0257 ± 2.38 0.0248 ± 0.72 0.86 0.81 0.0208 ± 2.63 0.0200 ± 0.68 1.07 1.24
364 116 – 150 0.0 – 0.2 0.0 – 0.4 0.0218 ± 2.53 0.0221 ± 0.68 1.16 0.93 0.0252 ± 2.40 0.0255 ± 0.72 0.87 0.80 0.0202 ± 2.73 0.0205 ± 0.68 1.08 1.24
365 116 – 150 0.0 – 0.2 0.4 – 0.7 0.0265 ± 2.31 0.0266 ± 0.71 1.16 0.93 0.0308 ± 2.24 0.0309 ± 0.75 0.86 0.80 0.0246 ± 2.47 0.0247 ± 0.71 1.07 1.25
366 116 – 150 0.0 – 0.2 0.7 – 1.0 0.0256 ± 2.68 0.0251 ± 0.72 1.15 0.93 0.0295 ± 2.63 0.0289 ± 0.79 0.87 0.81 0.0238 ± 2.85 0.0233 ± 0.73 1.08 1.24
367 116 – 150 0.2 – 0.4 -1.0 – -0.7 0.0226 ± 2.77 0.0228 ± 0.75 1.16 0.94 0.0263 ± 2.78 0.0265 ± 0.82 0.86 0.81 0.0211 ± 2.90 0.0214 ± 0.75 1.07 1.24
368 116 – 150 0.2 – 0.4 -0.7 – -0.4 0.0244 ± 2.71 0.0246 ± 0.74 1.19 0.93 0.0291 ± 2.58 0.0294 ± 0.79 0.84 0.78 0.0227 ± 2.92 0.0230 ± 0.74 1.07 1.28
369 116 – 150 0.2 – 0.4 -0.4 – 0.0 0.0214 ± 2.54 0.0212 ± 0.69 1.17 0.93 0.0252 ± 2.43 0.0248 ± 0.73 0.85 0.79 0.0200 ± 2.71 0.0197 ± 0.69 1.07 1.26
370 116 – 150 0.2 – 0.4 0.0 – 0.4 0.0218 ± 2.46 0.0219 ± 0.67 1.17 0.93 0.0256 ± 2.37 0.0257 ± 0.72 0.85 0.80 0.0203 ± 2.62 0.0204 ± 0.67 1.07 1.26
371 116 – 150 0.2 – 0.4 0.4 – 0.7 0.0274 ± 2.32 0.0274 ± 0.70 1.16 0.93 0.0319 ± 2.28 0.0318 ± 0.75 0.86 0.80 0.0256 ± 2.48 0.0256 ± 0.70 1.07 1.24
372 116 – 150 0.2 – 0.4 0.7 – 1.0 0.0251 ± 2.90 0.0259 ± 0.70 1.14 0.93 0.0287 ± 2.75 0.0297 ± 0.78 0.87 0.82 0.0233 ± 3.13 0.0242 ± 0.71 1.07 1.22
373 116 – 150 0.4 – 0.6 -1.0 – -0.7 0.0216 ± 2.76 0.0217 ± 0.77 1.17 0.93 0.0253 ± 2.74 0.0255 ± 0.85 0.85 0.79 0.0200 ± 2.92 0.0202 ± 0.77 1.07 1.26
374 116 – 150 0.4 – 0.6 -0.7 – -0.4 0.0240 ± 2.60 0.0234 ± 0.76 1.22 0.93 0.0294 ± 2.50 0.0287 ± 0.82 0.82 0.76 0.0224 ± 2.76 0.0218 ± 0.76 1.08 1.32
375 116 – 150 0.4 – 0.6 -0.4 – 0.0 0.0204 ± 2.64 0.0207 ± 0.70 1.20 0.94 0.0245 ± 2.40 0.0248 ± 0.74 0.83 0.78 0.0191 ± 2.87 0.0194 ± 0.70 1.07 1.28
376 116 – 150 0.4 – 0.6 0.0 – 0.4 0.0221 ± 2.31 0.0226 ± 0.67 1.20 0.94 0.0266 ± 2.08 0.0270 ± 0.72 0.84 0.78 0.0207 ± 2.51 0.0211 ± 0.67 1.07 1.28
377 116 – 150 0.4 – 0.6 0.4 – 0.7 0.0272 ± 2.54 0.0281 ± 0.69 1.18 0.93 0.0322 ± 2.38 0.0331 ± 0.74 0.85 0.79 0.0252 ± 2.75 0.0260 ± 0.69 1.08 1.27
378 116 – 150 0.4 – 0.6 0.7 – 1.0 0.0267 ± 2.42 0.0269 ± 0.69 1.13 0.93 0.0301 ± 2.41 0.0303 ± 0.76 0.89 0.83 0.0249 ± 2.53 0.0250 ± 0.69 1.07 1.21
379 116 – 150 0.6 – 0.8 -1.0 – -0.7 0.0203 ± 2.85 0.0198 ± 0.82 1.17 0.93 0.0237 ± 2.82 0.0231 ± 0.90 0.86 0.79 0.0188 ± 3.00 0.0183 ± 0.83 1.08 1.26
380 116 – 150 0.6 – 0.8 -0.7 – -0.4 0.0234 ± 2.63 0.0224 ± 0.77 1.25 0.93 0.0292 ± 2.48 0.0281 ± 0.84 0.80 0.74 0.0217 ± 2.82 0.0208 ± 0.77 1.08 1.35
381 116 – 150 0.6 – 0.8 -0.4 – 0.0 0.0204 ± 2.28 0.0200 ± 0.70 1.25 0.93 0.0255 ± 2.20 0.0249 ± 0.77 0.80 0.75 0.0190 ± 2.43 0.0186 ± 0.71 1.07 1.34
382 116 – 150 0.6 – 0.8 0.0 – 0.4 0.0238 ± 2.18 0.0227 ± 0.66 1.21 0.93 0.0288 ± 2.04 0.0274 ± 0.72 0.83 0.77 0.0222 ± 2.35 0.0211 ± 0.67 1.07 1.30
383 116 – 150 0.6 – 0.8 0.4 – 0.7 0.0289 ± 2.33 0.0287 ± 0.68 1.20 0.94 0.0348 ± 2.25 0.0346 ± 0.74 0.83 0.78 0.0270 ± 2.47 0.0269 ± 0.68 1.07 1.29
384 116 – 150 0.6 – 0.8 0.7 – 1.0 0.0265 ± 2.35 0.0268 ± 0.69 1.13 0.93 0.0299 ± 2.35 0.0303 ± 0.76 0.88 0.83 0.0247 ± 2.45 0.0250 ± 0.69 1.07 1.21
385 116 – 150 0.8 – 1.0 -1.0 – -0.7 0.0163 ± 3.25 0.0164 ± 0.91 1.20 0.92 0.0195 ± 3.19 0.0197 ± 0.99 0.84 0.77 0.0150 ± 3.47 0.0151 ± 0.90 1.08 1.30
386 116 – 150 0.8 – 1.0 -0.7 – -0.4 0.0220 ± 2.55 0.0212 ± 0.81 1.28 0.92 0.0282 ± 2.49 0.0272 ± 0.87 0.78 0.72 0.0203 ± 2.71 0.0196 ± 0.81 1.08 1.39
387 116 – 150 0.8 – 1.0 -0.4 – 0.0 0.0203 ± 2.26 0.0196 ± 0.72 1.30 0.93 0.0263 ± 2.17 0.0255 ± 0.78 0.77 0.72 0.0189 ± 2.40 0.0183 ± 0.71 1.07 1.39
388 116 – 150 0.8 – 1.0 0.0 – 0.4 0.0236 ± 2.00 0.0229 ± 0.66 1.26 0.93 0.0298 ± 1.95 0.0288 ± 0.72 0.79 0.74 0.0220 ± 2.12 0.0213 ± 0.66 1.07 1.35
389 116 – 150 0.8 – 1.0 0.4 – 0.7 0.0305 ± 2.11 0.0300 ± 0.67 1.20 0.93 0.0366 ± 2.03 0.0360 ± 0.73 0.83 0.78 0.0284 ± 2.23 0.0280 ± 0.67 1.07 1.29
390 116 – 150 0.8 – 1.0 0.7 – 1.0 0.0233 ± 2.47 0.0242 ± 0.73 1.14 0.94 0.0265 ± 2.46 0.0275 ± 0.80 0.88 0.82 0.0218 ± 2.60 0.0226 ± 0.73 1.07 1.21
391 116 – 150 1.0 – 1.2 -1.0 – -0.7 0.0121 ± 3.76 0.0122 ± 1.06 1.23 0.93 0.0148 ± 3.53 0.0150 ± 1.14 0.82 0.76 0.0112 ± 4.06 0.0113 ± 1.07 1.08 1.32
392 116 – 150 1.0 – 1.2 -0.7 – -0.4 0.0202 ± 2.58 0.0195 ± 0.83 1.32 0.93 0.0266 ± 2.51 0.0257 ± 0.91 0.76 0.71 0.0189 ± 2.73 0.0182 ± 0.83 1.07 1.41
393 116 – 150 1.0 – 1.2 -0.4 – 0.0 0.0201 ± 2.18 0.0193 ± 0.73 1.36 0.93 0.0274 ± 2.01 0.0263 ± 0.79 0.73 0.68 0.0187 ± 2.32 0.0179 ± 0.73 1.08 1.47
394 116 – 150 1.0 – 1.2 0.0 – 0.4 0.0237 ± 1.96 0.0230 ± 0.66 1.32 0.94 0.0312 ± 1.84 0.0303 ± 0.73 0.76 0.71 0.0223 ± 2.08 0.0215 ± 0.66 1.07 1.41
395 116 – 150 1.0 – 1.2 0.4 – 0.7 0.0306 ± 2.08 0.0306 ± 0.66 1.22 0.93 0.0374 ± 2.00 0.0374 ± 0.73 0.82 0.76 0.0285 ± 2.22 0.0285 ± 0.66 1.07 1.31
396 116 – 150 1.0 – 1.2 0.7 – 1.0 0.0194 ± 3.31 0.0203 ± 0.81 1.14 0.93 0.0221 ± 2.91 0.0232 ± 0.87 0.88 0.82 0.0180 ± 3.74 0.0190 ± 0.81 1.07 1.22
397 116 – 150 1.2 – 1.4 -1.0 – -0.7 0.0080 ± 6.89 0.0073 ± 1.35 1.34 0.93 0.0107 ± 4.97 0.0099 ± 1.47 0.74 0.69 0.0075 ± 7.70 0.0068 ± 1.36 1.07 1.44
398 116 – 150 1.2 – 1.4 -0.7 – -0.4 0.0185 ± 2.78 0.0182 ± 0.86 1.39 0.93 0.0256 ± 2.63 0.0252 ± 0.95 0.72 0.67 0.0172 ± 2.99 0.0169 ± 0.87 1.07 1.49
399 116 – 150 1.2 – 1.4 -0.4 – 0.0 0.0187 ± 2.49 0.0186 ± 0.75 1.40 0.93 0.0263 ± 2.15 0.0261 ± 0.82 0.72 0.66 0.0174 ± 2.72 0.0173 ± 0.75 1.08 1.51
400 116 – 150 1.2 – 1.4 0.0 – 0.4 0.0239 ± 1.98 0.0231 ± 0.66 1.34 0.93 0.0319 ± 1.89 0.0309 ± 0.73 0.75 0.70 0.0223 ± 2.09 0.0216 ± 0.66 1.07 1.43
401 116 – 150 1.2 – 1.4 0.4 – 0.7 0.0315 ± 1.98 0.0306 ± 0.65 1.23 0.94 0.0388 ± 1.86 0.0376 ± 0.72 0.81 0.76 0.0296 ± 2.11 0.0287 ± 0.65 1.07 1.31
402 116 – 150 1.2 – 1.4 0.7 – 1.0 0.0133 ± 2.98 0.0136 ± 0.99 1.18 0.93 0.0157 ± 3.03 0.0160 ± 1.07 0.85 0.79 0.0124 ± 3.13 0.0127 ± 1.00 1.07 1.26
403 116 – 150 1.4 – 1.6 -1.0 – -0.7 0.0023 ± 9.89 0.0026 ± 2.36 1.60 0.93 0.0037 ± 6.40 0.0041 ± 2.48 0.63 0.58 0.0021 ± 11.05 0.0024 ± 2.34 1.08 1.72
404 116 – 150 1.4 – 1.6 -0.7 – -0.4 0.0164 ± 2.60 0.0161 ± 0.92 1.38 0.93 0.0226 ± 2.47 0.0222 ± 1.00 0.72 0.67 0.0152 ± 2.73 0.0150 ± 0.93 1.07 1.49
405 116 – 150 1.4 – 1.6 -0.4 – 0.0 0.0178 ± 2.26 0.0175 ± 0.76 1.44 0.93 0.0257 ± 2.05 0.0251 ± 0.84 0.69 0.65 0.0166 ± 2.39 0.0163 ± 0.76 1.07 1.55
406 116 – 150 1.4 – 1.6 0.0 – 0.4 0.0234 ± 2.12 0.0229 ± 0.66 1.36 0.93 0.0318 ± 1.93 0.0311 ± 0.73 0.74 0.69 0.0218 ± 2.27 0.0213 ± 0.65 1.07 1.46
407 116 – 150 1.4 – 1.6 0.4 – 0.7 0.0299 ± 2.06 0.0298 ± 0.66 1.22 0.93 0.0365 ± 1.93 0.0364 ± 0.72 0.82 0.76 0.0278 ± 2.17 0.0278 ± 0.66 1.07 1.31
408 116 – 150 1.4 – 1.6 0.7 – 1.0 0.0048 ± 5.52 0.0051 ± 1.56 1.34 0.94 0.0064 ± 4.55 0.0068 ± 1.73 0.75 0.70 0.0045 ± 6.04 0.0048 ± 1.56 1.06 1.42
409 116 – 150 1.6 – 1.8 -1.0 – -0.7 0.0003 ± 33.23 0.0004 ± 5.90 2.13 0.92 0.0007 ± 13.43 0.0009 ± 5.52 0.47 0.43 0.0003 ± 37.61 0.0004 ± 5.90 1.09 2.32
410 116 – 150 1.6 – 1.8 -0.7 – -0.4 0.0109 ± 3.96 0.0105 ± 1.14 1.51 0.92 0.0163 ± 3.25 0.0158 ± 1.23 0.66 0.61 0.0101 ± 4.30 0.0097 ± 1.15 1.08 1.63
411 116 – 150 1.6 – 1.8 -0.4 – 0.0 0.0175 ± 2.25 0.0172 ± 0.79 1.46 0.92 0.0257 ± 2.04 0.0251 ± 0.85 0.68 0.63 0.0162 ± 2.37 0.0159 ± 0.79 1.08 1.58
412 116 – 150 1.6 – 1.8 0.0 – 0.4 0.0235 ± 2.27 0.0231 ± 0.66 1.35 0.93 0.0317 ± 2.05 0.0311 ± 0.73 0.74 0.69 0.0219 ± 2.46 0.0216 ± 0.66 1.07 1.44
413 116 – 150 1.6 – 1.8 0.4 – 0.7 0.0231 ± 3.14 0.0215 ± 0.79 1.26 0.94 0.0290 ± 2.52 0.0271 ± 0.86 0.79 0.74 0.0217 ± 3.42 0.0201 ± 0.79 1.07 1.35
414 116 – 150 1.6 – 1.8 0.7 – 1.0 0.0008 ± 22.67 0.0010 ± 3.91 1.47 0.93 0.0012 ± 14.68 0.0014 ± 4.02 0.68 0.63 0.0007 ± 26.32 0.0009 ± 3.79 1.08 1.58
415 116 – 150 1.8 – 2.0 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
416 116 – 150 1.8 – 2.0 -0.7 – -0.4 0.0035 ± 5.15 0.0035 ± 2.01 1.68 0.90 0.0059 ± 4.39 0.0059 ± 2.07 0.60 0.54 0.0031 ± 5.40 0.0032 ± 2.01 1.11 1.85
417 116 – 150 1.8 – 2.0 -0.4 – 0.0 0.0164 ± 2.77 0.0154 ± 0.81 1.45 0.93 0.0236 ± 2.17 0.0223 ± 0.89 0.69 0.64 0.0153 ± 3.02 0.0144 ± 0.81 1.08 1.56
418 116 – 150 1.8 – 2.0 0.0 – 0.4 0.0238 ± 1.99 0.0222 ± 0.67 1.34 0.93 0.0319 ± 1.89 0.0299 ± 0.73 0.74 0.69 0.0222 ± 2.05 0.0207 ± 0.67 1.07 1.44
419 116 – 150 1.8 – 2.0 0.4 – 0.7 0.0079 ± 3.66 0.0078 ± 1.31 1.35 0.95 0.0107 ± 3.41 0.0105 ± 1.43 0.74 0.70 0.0075 ± 3.77 0.0073 ± 1.30 1.06 1.43
420 116 – 150 1.8 – 2.0 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
421 116 – 150 2.0 – 2.2 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
422 116 – 150 2.0 – 2.2 -0.7 – -0.4 0.0002 ± 15.87 0.0002 ± 10.04 2.78 0.84 0.0006 ± 9.80 0.0006 ± 7.82 0.36 0.30 0.0002 ± 17.88 0.0002 ± 9.61 1.19 3.30
423 116 – 150 2.0 – 2.2 -0.4 – 0.0 0.0118 ± 3.06 0.0112 ± 0.96 1.49 0.93 0.0175 ± 2.68 0.0168 ± 1.03 0.67 0.62 0.0109 ± 3.16 0.0104 ± 0.97 1.08 1.61
424 116 – 150 2.0 – 2.2 0.0 – 0.4 0.0167 ± 2.83 0.0155 ± 0.80 1.38 0.93 0.0229 ± 2.46 0.0213 ± 0.88 0.73 0.68 0.0156 ± 2.92 0.0144 ± 0.81 1.07 1.48
425 116 – 150 2.0 – 2.2 0.4 – 0.7 0.0005 ± 11.69 0.0004 ± 5.64 1.92 0.97 0.0009 ± 9.64 0.0008 ± 5.77 0.52 0.50 0.0004 ± 12.31 0.0004 ± 5.49 1.03 1.99
426 116 – 150 2.0 – 2.2 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
427 116 – 150 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
428 116 – 150 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
429 116 – 150 2.2 – 2.4 -0.4 – 0.0 0.0040 ± 4.27 0.0038 ± 1.59 1.51 0.93 0.0061 ± 3.85 0.0057 ± 1.73 0.66 0.62 0.0038 ± 4.42 0.0036 ± 1.60 1.07 1.62
430 116 – 150 2.2 – 2.4 0.0 – 0.4 0.0047 ± 5.18 0.0046 ± 1.47 1.44 0.94 0.0067 ± 4.37 0.0066 ± 1.60 0.69 0.65 0.0044 ± 5.31 0.0043 ± 1.48 1.07 1.54
431 116 – 150 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
432 116 – 150 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 44: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 6th mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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[pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%] [pb/GeV] [%]
433 150 – 200 0.0 – 0.2 -1.0 – -0.7 0.0061 ± 4.91 0.0060 ± 0.80 0.99 0.94 0.0060 ± 4.95 0.0059 ± 0.80 1.01 0.95 0.0057 ± 5.17 0.0056 ± 0.82 1.07 1.05
434 150 – 200 0.0 – 0.2 -0.7 – -0.4 0.0053 ± 4.57 0.0054 ± 0.83 0.99 0.94 0.0053 ± 4.64 0.0054 ± 0.86 1.01 0.95 0.0050 ± 4.91 0.0051 ± 0.86 1.06 1.06
435 150 – 200 0.0 – 0.2 -0.4 – 0.0 0.0047 ± 4.43 0.0046 ± 0.78 0.99 0.94 0.0046 ± 4.50 0.0046 ± 0.81 1.01 0.95 0.0044 ± 4.73 0.0043 ± 0.81 1.06 1.06
436 150 – 200 0.0 – 0.2 0.0 – 0.4 0.0047 ± 4.44 0.0047 ± 0.77 0.99 0.94 0.0047 ± 4.53 0.0047 ± 0.79 1.01 0.95 0.0044 ± 4.76 0.0045 ± 0.79 1.06 1.05
437 150 – 200 0.0 – 0.2 0.4 – 0.7 0.0057 ± 4.31 0.0058 ± 0.80 0.99 0.94 0.0057 ± 4.38 0.0058 ± 0.83 1.01 0.95 0.0054 ± 4.61 0.0055 ± 0.83 1.06 1.05
438 150 – 200 0.0 – 0.2 0.7 – 1.0 0.0068 ± 4.90 0.0063 ± 0.77 0.99 0.94 0.0068 ± 4.94 0.0063 ± 0.79 1.01 0.95 0.0065 ± 5.26 0.0060 ± 0.79 1.06 1.05
439 150 – 200 0.2 – 0.4 -1.0 – -0.7 0.0056 ± 5.35 0.0056 ± 0.82 0.99 0.94 0.0056 ± 5.42 0.0055 ± 0.85 1.01 0.95 0.0053 ± 5.67 0.0053 ± 0.84 1.07 1.06
440 150 – 200 0.2 – 0.4 -0.7 – -0.4 0.0052 ± 4.67 0.0052 ± 0.85 1.00 0.94 0.0051 ± 4.73 0.0052 ± 0.88 1.00 0.95 0.0048 ± 4.99 0.0049 ± 0.87 1.06 1.06
441 150 – 200 0.2 – 0.4 -0.4 – 0.0 0.0048 ± 4.46 0.0045 ± 0.79 0.99 0.94 0.0048 ± 4.53 0.0045 ± 0.81 1.01 0.95 0.0046 ± 4.82 0.0043 ± 0.81 1.06 1.05
442 150 – 200 0.2 – 0.4 0.0 – 0.4 0.0048 ± 4.35 0.0048 ± 0.77 1.00 0.94 0.0048 ± 4.41 0.0048 ± 0.80 1.00 0.94 0.0045 ± 4.64 0.0045 ± 0.79 1.06 1.06
443 150 – 200 0.2 – 0.4 0.4 – 0.7 0.0060 ± 4.40 0.0060 ± 0.79 1.00 0.94 0.0060 ± 4.46 0.0060 ± 0.81 1.00 0.95 0.0057 ± 4.71 0.0057 ± 0.81 1.06 1.06
444 150 – 200 0.2 – 0.4 0.7 – 1.0 0.0065 ± 5.17 0.0066 ± 0.76 1.00 0.94 0.0064 ± 5.21 0.0065 ± 0.79 1.00 0.94 0.0061 ± 5.55 0.0062 ± 0.78 1.07 1.06
445 150 – 200 0.4 – 0.6 -1.0 – -0.7 0.0045 ± 6.81 0.0050 ± 0.87 1.00 0.94 0.0045 ± 6.86 0.0050 ± 0.89 1.00 0.95 0.0042 ± 7.61 0.0047 ± 0.89 1.06 1.06
446 150 – 200 0.4 – 0.6 -0.7 – -0.4 0.0056 ± 5.38 0.0050 ± 0.87 1.00 0.94 0.0055 ± 5.41 0.0050 ± 0.89 1.00 0.95 0.0053 ± 5.87 0.0047 ± 0.89 1.06 1.06
447 150 – 200 0.4 – 0.6 -0.4 – 0.0 0.0043 ± 4.12 0.0044 ± 0.80 1.00 0.94 0.0043 ± 4.19 0.0044 ± 0.82 1.00 0.94 0.0041 ± 4.42 0.0042 ± 0.82 1.06 1.06
448 150 – 200 0.4 – 0.6 0.0 – 0.4 0.0049 ± 4.49 0.0049 ± 0.76 1.00 0.94 0.0049 ± 4.54 0.0049 ± 0.78 1.00 0.94 0.0047 ± 4.79 0.0046 ± 0.78 1.06 1.06
449 150 – 200 0.4 – 0.6 0.4 – 0.7 0.0060 ± 4.43 0.0063 ± 0.77 1.00 0.95 0.0060 ± 4.48 0.0063 ± 0.79 1.00 0.95 0.0057 ± 4.77 0.0060 ± 0.79 1.06 1.06
450 150 – 200 0.4 – 0.6 0.7 – 1.0 0.0072 ± 4.84 0.0067 ± 0.75 0.98 0.94 0.0071 ± 4.91 0.0066 ± 0.77 1.02 0.96 0.0068 ± 5.35 0.0063 ± 0.77 1.06 1.05
451 150 – 200 0.6 – 0.8 -1.0 – -0.7 0.0045 ± 5.89 0.0043 ± 0.93 0.99 0.94 0.0045 ± 5.99 0.0043 ± 0.95 1.01 0.95 0.0043 ± 6.39 0.0041 ± 0.96 1.07 1.05
452 150 – 200 0.6 – 0.8 -0.7 – -0.4 0.0050 ± 4.63 0.0047 ± 0.90 1.01 0.94 0.0051 ± 4.66 0.0047 ± 0.94 0.99 0.94 0.0048 ± 4.94 0.0044 ± 0.92 1.06 1.07
453 150 – 200 0.6 – 0.8 -0.4 – 0.0 0.0041 ± 4.58 0.0042 ± 0.82 1.01 0.95 0.0041 ± 4.61 0.0043 ± 0.84 0.99 0.94 0.0038 ± 4.94 0.0040 ± 0.84 1.06 1.06
454 150 – 200 0.6 – 0.8 0.0 – 0.4 0.0052 ± 3.74 0.0050 ± 0.75 1.00 0.94 0.0053 ± 3.79 0.0050 ± 0.77 1.00 0.94 0.0050 ± 3.98 0.0047 ± 0.77 1.06 1.06
455 150 – 200 0.6 – 0.8 0.4 – 0.7 0.0066 ± 3.93 0.0066 ± 0.76 1.00 0.94 0.0066 ± 3.97 0.0066 ± 0.78 1.00 0.94 0.0062 ± 4.20 0.0062 ± 0.78 1.06 1.06
456 150 – 200 0.6 – 0.8 0.7 – 1.0 0.0063 ± 4.26 0.0063 ± 0.77 0.99 0.94 0.0062 ± 4.31 0.0063 ± 0.80 1.01 0.95 0.0059 ± 4.53 0.0060 ± 0.79 1.06 1.06
457 150 – 200 0.8 – 1.0 -1.0 – -0.7 0.0034 ± 6.11 0.0034 ± 1.05 0.99 0.93 0.0033 ± 6.19 0.0034 ± 1.06 1.01 0.94 0.0031 ± 6.52 0.0032 ± 1.08 1.08 1.06
458 150 – 200 0.8 – 1.0 -0.7 – -0.4 0.0049 ± 4.81 0.0044 ± 0.93 0.99 0.94 0.0048 ± 4.85 0.0044 ± 0.95 1.01 0.94 0.0046 ± 5.25 0.0041 ± 0.96 1.06 1.06
459 150 – 200 0.8 – 1.0 -0.4 – 0.0 0.0043 ± 4.04 0.0042 ± 0.83 1.02 0.94 0.0044 ± 4.05 0.0042 ± 0.85 0.98 0.92 0.0040 ± 4.31 0.0039 ± 0.85 1.06 1.08
460 150 – 200 0.8 – 1.0 0.0 – 0.4 0.0051 ± 3.67 0.0050 ± 0.75 1.01 0.95 0.0051 ± 3.69 0.0050 ± 0.78 0.99 0.93 0.0048 ± 3.92 0.0047 ± 0.77 1.06 1.07
461 150 – 200 0.8 – 1.0 0.4 – 0.7 0.0065 ± 4.08 0.0069 ± 0.74 1.00 0.95 0.0065 ± 4.10 0.0069 ± 0.76 1.00 0.95 0.0061 ± 4.45 0.0065 ± 0.76 1.06 1.06
462 150 – 200 0.8 – 1.0 0.7 – 1.0 0.0056 ± 4.48 0.0060 ± 0.80 0.99 0.94 0.0056 ± 4.53 0.0059 ± 0.81 1.01 0.95 0.0053 ± 4.80 0.0056 ± 0.82 1.06 1.05
463 150 – 200 1.0 – 1.2 -1.0 – -0.7 0.0024 ± 6.82 0.0025 ± 1.23 1.01 0.95 0.0024 ± 6.85 0.0025 ± 1.26 0.99 0.94 0.0023 ± 7.19 0.0024 ± 1.26 1.05 1.06
464 150 – 200 1.0 – 1.2 -0.7 – -0.4 0.0040 ± 4.76 0.0039 ± 0.98 1.01 0.94 0.0041 ± 4.77 0.0040 ± 1.02 0.99 0.93 0.0038 ± 5.08 0.0037 ± 1.01 1.06 1.08
465 150 – 200 1.0 – 1.2 -0.4 – 0.0 0.0042 ± 3.94 0.0040 ± 0.84 1.02 0.94 0.0043 ± 3.97 0.0041 ± 0.88 0.98 0.92 0.0039 ± 4.20 0.0038 ± 0.86 1.06 1.08
466 150 – 200 1.0 – 1.2 0.0 – 0.4 0.0053 ± 3.30 0.0051 ± 0.74 1.02 0.94 0.0054 ± 3.31 0.0052 ± 0.77 0.98 0.93 0.0050 ± 3.50 0.0049 ± 0.76 1.06 1.08
467 150 – 200 1.0 – 1.2 0.4 – 0.7 0.0067 ± 3.64 0.0070 ± 0.73 1.00 0.94 0.0067 ± 3.66 0.0070 ± 0.76 1.00 0.94 0.0063 ± 3.94 0.0066 ± 0.75 1.06 1.06
468 150 – 200 1.0 – 1.2 0.7 – 1.0 0.0048 ± 4.70 0.0049 ± 0.88 0.99 0.94 0.0047 ± 4.76 0.0048 ± 0.90 1.01 0.94 0.0045 ± 5.01 0.0046 ± 0.91 1.07 1.06
469 150 – 200 1.2 – 1.4 -1.0 – -0.7 0.0013 ± 10.91 0.0014 ± 1.62 1.00 0.93 0.0013 ± 11.07 0.0014 ± 1.73 1.00 0.93 0.0012 ± 12.19 0.0013 ± 1.67 1.08 1.07
470 150 – 200 1.2 – 1.4 -0.7 – -0.4 0.0038 ± 4.81 0.0036 ± 1.02 1.01 0.94 0.0039 ± 4.81 0.0037 ± 1.04 0.99 0.93 0.0036 ± 5.20 0.0034 ± 1.05 1.07 1.08
471 150 – 200 1.2 – 1.4 -0.4 – 0.0 0.0040 ± 3.88 0.0039 ± 0.85 1.03 0.95 0.0041 ± 3.88 0.0040 ± 0.90 0.97 0.92 0.0038 ± 4.12 0.0037 ± 0.87 1.06 1.09
472 150 – 200 1.2 – 1.4 0.0 – 0.4 0.0053 ± 3.41 0.0052 ± 0.74 1.01 0.94 0.0054 ± 3.42 0.0052 ± 0.77 0.99 0.93 0.0050 ± 3.63 0.0049 ± 0.76 1.06 1.07
473 150 – 200 1.2 – 1.4 0.4 – 0.7 0.0072 ± 3.29 0.0072 ± 0.72 1.00 0.94 0.0073 ± 3.32 0.0072 ± 0.75 1.00 0.94 0.0068 ± 3.52 0.0068 ± 0.74 1.06 1.07
474 150 – 200 1.2 – 1.4 0.7 – 1.0 0.0031 ± 5.50 0.0033 ± 1.08 1.00 0.94 0.0031 ± 5.59 0.0032 ± 1.09 1.00 0.94 0.0029 ± 5.86 0.0031 ± 1.11 1.06 1.06
475 150 – 200 1.4 – 1.6 -1.0 – -0.7 0.0004 ± 13.77 0.0005 ± 2.91 1.04 0.94 0.0004 ± 13.49 0.0005 ± 2.91 0.96 0.91 0.0004 ± 14.79 0.0004 ± 2.97 1.06 1.10
476 150 – 200 1.4 – 1.6 -0.7 – -0.4 0.0031 ± 4.85 0.0031 ± 1.11 1.02 0.94 0.0032 ± 4.83 0.0031 ± 1.16 0.98 0.92 0.0029 ± 5.14 0.0029 ± 1.14 1.06 1.08
477 150 – 200 1.4 – 1.6 -0.4 – 0.0 0.0038 ± 3.77 0.0037 ± 0.88 1.02 0.94 0.0039 ± 3.77 0.0038 ± 0.92 0.98 0.92 0.0036 ± 4.00 0.0035 ± 0.90 1.07 1.09
478 150 – 200 1.4 – 1.6 0.0 – 0.4 0.0055 ± 3.41 0.0051 ± 0.74 1.01 0.94 0.0056 ± 3.40 0.0052 ± 0.77 0.99 0.93 0.0052 ± 3.70 0.0048 ± 0.76 1.07 1.08
479 150 – 200 1.4 – 1.6 0.4 – 0.7 0.0068 ± 3.66 0.0070 ± 0.73 1.00 0.94 0.0069 ± 3.65 0.0070 ± 0.75 1.00 0.94 0.0064 ± 3.98 0.0066 ± 0.75 1.06 1.06
480 150 – 200 1.4 – 1.6 0.7 – 1.0 0.0011 ± 9.11 0.0012 ± 1.79 1.00 0.95 0.0011 ± 9.17 0.0012 ± 1.81 1.00 0.95 0.0010 ± 9.68 0.0011 ± 1.83 1.05 1.06
481 150 – 200 1.6 – 1.8 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
482 150 – 200 1.6 – 1.8 -0.7 – -0.4 0.0020 ± 5.88 0.0020 ± 1.37 1.04 0.94 0.0020 ± 5.80 0.0021 ± 1.44 0.96 0.91 0.0018 ± 6.29 0.0019 ± 1.41 1.06 1.10
483 150 – 200 1.6 – 1.8 -0.4 – 0.0 0.0037 ± 4.20 0.0035 ± 0.90 1.02 0.94 0.0037 ± 4.15 0.0035 ± 0.93 0.98 0.93 0.0035 ± 4.48 0.0033 ± 0.93 1.06 1.08
484 150 – 200 1.6 – 1.8 0.0 – 0.4 0.0052 ± 3.27 0.0052 ± 0.74 1.02 0.95 0.0054 ± 3.26 0.0053 ± 0.78 0.98 0.92 0.0050 ± 3.45 0.0049 ± 0.76 1.06 1.08
485 150 – 200 1.6 – 1.8 0.4 – 0.7 0.0054 ± 4.71 0.0050 ± 0.87 1.00 0.94 0.0054 ± 4.66 0.0050 ± 0.90 1.00 0.94 0.0051 ± 5.16 0.0047 ± 0.89 1.06 1.07
486 150 – 200 1.6 – 1.8 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
487 150 – 200 1.8 – 2.0 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
488 150 – 200 1.8 – 2.0 -0.7 – -0.4 0.0006 ± 13.60 0.0006 ± 2.44 1.03 0.94 0.0006 ± 13.28 0.0007 ± 2.47 0.97 0.92 0.0005 ± 14.93 0.0006 ± 2.50 1.06 1.09
489 150 – 200 1.8 – 2.0 -0.4 – 0.0 0.0033 ± 4.29 0.0032 ± 0.93 1.02 0.94 0.0033 ± 4.24 0.0033 ± 0.98 0.98 0.92 0.0031 ± 4.66 0.0030 ± 0.96 1.07 1.09
490 150 – 200 1.8 – 2.0 0.0 – 0.4 0.0051 ± 3.14 0.0050 ± 0.75 1.01 0.94 0.0052 ± 3.15 0.0051 ± 0.79 0.99 0.93 0.0048 ± 3.36 0.0047 ± 0.77 1.07 1.08
491 150 – 200 1.8 – 2.0 0.4 – 0.7 0.0017 ± 6.53 0.0017 ± 1.50 1.04 0.95 0.0017 ± 6.37 0.0017 ± 1.54 0.97 0.92 0.0016 ± 7.15 0.0016 ± 1.53 1.05 1.09
492 150 – 200 1.8 – 2.0 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
493 150 – 200 2.0 – 2.2 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
494 150 – 200 2.0 – 2.2 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
495 150 – 200 2.0 – 2.2 -0.4 – 0.0 0.0024 ± 4.46 0.0023 ± 1.11 1.02 0.93 0.0025 ± 4.46 0.0023 ± 1.16 0.98 0.91 0.0023 ± 4.67 0.0021 ± 1.15 1.07 1.09
496 150 – 200 2.0 – 2.2 0.0 – 0.4 0.0038 ± 3.84 0.0034 ± 0.91 1.01 0.94 0.0038 ± 3.81 0.0035 ± 0.95 0.99 0.93 0.0035 ± 4.07 0.0032 ± 0.93 1.06 1.08
497 150 – 200 2.0 – 2.2 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
498 150 – 200 2.0 – 2.2 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
499 150 – 200 2.2 – 2.4 -1.0 – -0.7 – – – – – – – – – – – – – – – – – –
500 150 – 200 2.2 – 2.4 -0.7 – -0.4 – – – – – – – – – – – – – – – – – –
501 150 – 200 2.2 – 2.4 -0.4 – 0.0 0.0009 ± 8.18 0.0008 ± 1.89 1.01 0.94 0.0009 ± 8.11 0.0008 ± 1.94 0.99 0.93 0.0009 ± 8.79 0.0007 ± 1.94 1.06 1.08
502 150 – 200 2.2 – 2.4 0.0 – 0.4 0.0011 ± 7.28 0.0010 ± 1.70 1.03 0.94 0.0012 ± 7.11 0.0010 ± 1.80 0.97 0.92 0.0011 ± 7.87 0.0009 ± 1.75 1.06 1.09
503 150 – 200 2.2 – 2.4 0.4 – 0.7 – – – – – – – – – – – – – – – – – –
504 150 – 200 2.2 – 2.4 0.7 – 1.0 – – – – – – – – – – – – – – – – – –
TABLE 45: Measured cross-section values unfolded to the Born, dressed and bare truth-levels in
the 7th mass window of the measurement. The luminosity uncertainty of 1.9% is not included.
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