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Abstract—The robustness against uncertainties is a critical
part in control system design. While robust control typically
incorporates process noise into the formulation, state estimate
error is neglected, which may cause the controller to fail in
real-world applications. This paper presents a robust model
predictive controller with state estimation for constrained linear
systems. Unknown but bounded disturbances and partial state
information are considered. To handle the partial observability
of the system states, a recursive state estimator is utilized to
provide the state feedback and the bounds on state estimate
error. The resulting controller is guaranteed to satisfy the
hard constraints for all possible realizations of the process and
measurement noise within the given sets. The effectiveness of
the proposed algorithm is illustrated in a numerical example.
I. INTRODUCTION
Model predictive control (MPC) is promising for dealing
with constrained optimal control problems in many practi-
cal applications [1]. Examples include autonomous vehicle
control [2], automatic generation in power systems [3], and
robot manipulators [4]. Given a system model and the initial
state, MPC computes the optimal control actions by solving
a constrained optimization problem at each time step.
One of the main difficulties in MPC arises from the
presence of disturbances and/or model mismatch in the real
world. Nominal MPC without robust design may fail to
satisfy the constraints in real-world applications due to large
noises. To address this problem, recent research efforts have
focused on designing robust MPC under uncertainties [5]–
[9]. These works consider uncertain systems with bounded
process noise, but assume perfect state measurements to
execute the control strategy. Predictive control via set-
membership state estimation was proposed to achieve good
tracking properties of linear systems by selecting a proper
cost function [10]. However, in many applications the cost
function is predetermined by some fixed requirements. An
illustrative example involves autonomous vehicle control
design, where the cost function is usually a quadratic func-
tion of vehicle states (for accurate tracking performance),
throttle and steering commands (for fuel efficiency) and the
temporal difference between two consecutive commands (for
smoothness). In this paper, given a desired cost function,
the proposed controller is robust against not only the state
disturbances but also the state estimate error.
Without the perfect knowledge of the exact system states,
state estimates are required to provide feedback signals to
close the control loop. However, by simply replacing the
T. Ji and K. Driggs-Campbell are with the Department of Electrical and
Computer Engineering at the University of Illinois at Urbana-Champaign.
e-mail: {tj12,krdc}@illinois.edu
system states with the estimates provided by a state observer
(e.g., a Kalman filter), may cause the MPC problem to be
infeasible due to the measurement noise [10]. To ensure the
robustness of the control system, the set-membership state
estimation is incorporated into our framework [11]–[13].
These techniques compute a bounding ellipsoid to the set of
all possible states compatible with the available observations.
We extend this state estimation algorithm in this paper
to find the bounds on the future estimate error over the
prediction horizon. The advantage of the modified state
estimator is twofold. First, bounds on the future state estimate
error can be computed offline. Second, the estimator provides
the state estimates in a recursive manner in real time.
This paper copes with an infinite time constrained optimal
control problem with both the presence of process noise and
partial noisy measurements. Disturbances are assumed to be
unknown but bounded. A recursive state estimator is utilized
to provide bounds on future estimate error offline and real-
time state estimate online. A model predictive controller then
takes the information from the state estimator to generate an
optimal control sequence, considering the worst-case of the
disturbance sequences over the horizon. The constraints are
mathematically guaranteed to be satisfied under both state
and measurement disturbances. The efficacy and potential
improvement of the proposed algorithm are illustrated in a
simulated experiment.
This paper is organized as follows: Section II introduces
the problem setup and formulates the infinite time optimal
control problem. Basics of the robust MPC with recursive
state estimation are presented in Section III to lay the
foundation for our algorithm. In Section IV, a finite time
robust MPC with state estimation algorithm is developed
to solve the original infinite time optimal control problem.
Section V describes a numerical example and its results.
Lastly, Section VI provides concluding remarks.
II. PROBLEM STATEMENT
Given an initial state x(0), we consider the following
linear discrete-time time-invariant system:
xt+1 = Axt +But +Dwt, x0 = x(0), (1)
with disturbance-corrupted measurements:
yt = Hxt + ξt, (2)
where xt ∈ Rnx is the system state at time t, ut ∈ Rnu is
the control input, yt ∈ Rny is the measurement, and A, B,
D and H are known matrices with appropriate dimensions.
Note that we do not assume direct and perfect measurements
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of the state xt. At each time step t, the system is affected
by a process noise wt ∈ Rnw , and the measured output is
corrupted by a measurement noise ξt ∈ Rny . We assume that
wt and ξt are unknown but bounded:
wt ∈W, ξt ∈ Ξ, ∀t ∈ Z≥0, (3)
where W and Ξ are compact polytopes containing the
origin.1 The uncertainty of the initial state is described as
an ellipsoid:
(x0 − x¯0)TΨ−1(x0 − x¯0) ≤ 1 (4)
where x¯0 denotes the expected value of x0 and Ψ is a given
positive-definite matrix. We consider the following mixed
constraints on the system states and control inputs
Fxt +Gut ≤ f, (5)
which must be satisfied for all wt ∈ W and ξt ∈ Ξ. The
matrices F , G and f have the appropriate dimensions and
are assumed to be given.
Instead of judging performance in terms of the state xt
directly, we consider the nominal predicted cost (i.e. wt = 0
for all t). Concretely, our goal is to find a control law that
solves the following infinite time robust constrained optimal
control problem:
J∗ (x (0)) =
min
u0,u1(·),...
∞∑
t=0
q (st, ut (st))
s.t. xt+1 = Axt +But(x̂t) +Dwt,
Fxt +Gut ≤ f, ∀wt ∈W, ∀ξt ∈ Ξ,
x0 = x(0), t = 0, 1, 2, . . . ,
(P1)
where st denotes the disturbance-free or nominal state at
time t, x̂t is the state estimates, and all other variables as
previously defined. Moreover, q : Rnx × Rnu 7→ R≥0 is a
positive definite stage cost. We remark here that ut(x̂t) is a
state feedback control that maps the state estimate x̂t instead
of the actual system state to the control input ut.
The optimal control problem (P1) is intractable due to
infinite number of variables. In this paper, we convert this
infinite time optimal control problem to a solvable finite time
constrained optimal control problem and apply receding hori-
zon control strategy. In addition, a recursive state estimator is
required to provide the state estimates as feedback signals.
III. CONSTRAINED OPTIMAL CONTROL PROBLEM
We design a finite time robust MPC controller with
recursive state estimator to solve the original optimal control
problem (P1). The main procedure is threefold: (i) choose
a proper state feedback policy from an infinite-dimensional
space; (ii) compute the state estimate and the worst state
estimate error over the prediction horizon by using the
1The situation where the origin did not lie in the interior of either W
or Ξ is a trivial extension by representing the uncertainty as the sum of a
known offset and a random noise belonging to a polytope that contains the
origin in its interior.
recursive state estimation for set-membership uncertainty;
(iii) consider the effect of the worst process noise and esti-
mate error when solving the finite time constrained optimal
control problem.
In the following sections, we present the technical details
of achieving the above three steps.
A. Control Policy Approximation
We consider the generally convenient affine state feedback
policy of the form [7], [14]:
ut(x̂t) = K (x̂t − st) + vt (6)
where K ∈ Rnu×nx is a fixed feedback gain, x̂t is the state
estimate, st is the nominal state, and vt is an auxiliary control
input (perturbation). We remark here that the state estimate
is used as our feedback signals due to the unavailability of
the actual system states. The estimate error is denoted as:
εt = x̂t − xt (7)
The parametrizations (6) and (7) allow us to decouple the
state dynamics (1) into a nominal state st and an uncertain
state et ≡ xt − st. Note that x̂t − st = et + εt. Hence, the
nominal and uncertain components evolve according to
st+1 = Ast +Bvt, s0 = x¯0 (8a)
et+1 = Φet + Dwt + BK εt , e0 = −ε0 (8b)
where Φ := (A + BK ). Above, the nominal state st is
deterministic, while the uncertain state et is affected by both
process noise and state estimate error. By substituting (8)
into (5), the mixed constraints on the states and control inputs
can be reformulated in terms of the nominal and error states
Fst +Gvt + (F +GK)et +GKεt ≤ f, (9)
where et follows the dynamics (8b). Note that the con-
straint (9) must be satisfied ∀wt ∈W and ∀ξt ∈ Ξ.
With the state feedback control policy (6) and the de-
composition of system states (8), we now approximate the
solution to the problem (P1) by solving the following infinite
time optimal control problem:
J˜∗(x(0)) = min
v0,v1,...
∞∑
t=0
q (st, vt)
s.t. [
st+1
et+1
]
=
[
A 0
0 Φ
] [
st
et
]
+
[
B
0
]
vt
+
[
0
D
]
wt +
[
0
BK
]
εt,
Fst +Gvt + (F +GK)et +GKεt ≤ f,
∀wt ∈W, ∀ξt ∈ Ξ,
s0 = x¯0, t = 0, 1, 2, . . . ,
(P1′)
where εt is the state estimate error at time step t.
Remark 1. In an attempt to find a control sequence that
satisfies the state and control input constraints in (P1′) for all
wt ∈W and ξt ∈ Ξ, the computation of the robust positively
invariant (RPI) set for the error state in (8b) is required. One
difficulty in finding this RPI set is to predict and bound the
state estimate error εt, t = 0, 1, . . . at t = 0 without the
knowledge of future measurements. This problem is hard to
solve in general due to the randomness and unboundedness
of disturbances, but can be formulated as a tractable problem
by the assumption of set-membership uncertainty.
In the following subsection, we introduce a useful recur-
sive state estimation algorithm which can bound εt.
B. State Estimation
Recall that wt in (1) and ξt in (2) are bounded in compact
polytopes. It is thus clear that there always exist corre-
sponding ellipsoids Ew and Eξ encapsulating all possible
realizations of wt and ξt for all t ∈ Z≥0, respectively. We
now provide a necessary condition for (3):
wt ∈ Ew, ξt ∈ Eξ, ∀t ∈ Z≥0, (10)
where
Ew ≡ {α | αTQ−1α ≤ 1}, Eξ ≡ {β | βTR−1β ≤ 1}.
The matrices Q and R are positive-definite and are chosen
in such a way that the resulting ellipsoids contain the
disturbance set W and Ξ respectively. We now introduce the
algorithm for discrete time recursive state estimator [13], and
extend hereby to find the upper bound of state estimate error
over the prediction horizon in MPC problem.
Recursive State Estimator: Given initial state and distur-
bance constraints (4) and (10), a bounding set Xt|t to the set
of all possible states at t ∈ Z≥0 is given by the ellipsoid
Xt|t =
{
ζ : (ζ − x̂t)T P−1t|t (ζ − x̂t) ≤ 1− δ2t
}
, (11)
where the matrix Pt|t is recursively given by the equations
Pt+1|t+1 = [(1− ρ)P−1t+1|t + ρHTR−1H]−1,
Pt+1|t = (1− γ)−1APt|tAT + γ−1BQBT ,
P0|0 = Ψ.
(12)
The estimate x̂t evolves according to
x̂t+1 = Ax̂t + ρPt+1|t+1HTR−1 (yt+1 −HAx̂t) ,
x̂0 = x¯0,
(13)
and the nonnegative real number δ2t is given by the equation
δ2t =(1− γ)(1− ρ)δ2t−1
+ (yt −HAx̂t−1) [(1− ρ)−1HPt|t−1HT
+ ρ−1R]−1 (yt −HAx̂t−1) ,
δ20 = 0
(14)
where γ and ρ are parameters with 0 < γ < 1, 0 < ρ < 1.
Before presenting the method of computing the upper
bound of εt, we point out two desirable properties of the
state estimator given by (11)–(14):
i) The matrix Pt|t ∈ Rnx×nx does not depend on measure-
ments at time step t, and hence can be precomputed.
ii) In the case of controllable and observable time-invariant
system, the solution to (12) goes to a steady-state
solution as time goes to infinity, i.e., Pt|t → P∞ as
t→∞. We refer to [15] for detailed proof.
We now present the main result of computing the bounds on
state estimate error εt.
Proposition 1. Consider the LTI system (1) and (2) along
with the state estimator (11)–(14). Assume that N (AT ) ∩
N (BT ) = {0}, where N (·) denotes the nullspace of a
matrix. Then the matrix Pt|t is positive definite and the
bounding ellipsoid (11) exists ∀t ∈ Z≥0. Moreover, the
state estimate error εt ∈ Et, where Et is given by the
precomputable ellipsoid X∗t|t = {ζ∗ : ζ∗TP−1t|t ζ∗ ≤ 1} in
Rnx space .
Proof: We show the positive definiteness of Pt|t by
induction. Recall that P0|0 is positive definite by assumption.
For any z 6= 0, z ∈ Rnx ,
zTPt+1|tz = (1− γ)−1zTAPt|tAT z + γ−1zTBQBT z > 0
by the assumption of N (AT ) ∩ N (BT ) = {0}. The matrix
Pt+1|t is thus positive definite. It is known that the sum of a
positive definite matrix and a positive semidefinite matrix is
still positive definite and that the inverse of a positive definite
matrix is also positive definite, it follows immediately that
Pt+1|t+1 is positive definite according to (12).
Now we show the second part of the proposition. Although
the real number δ2t in (14) depends on real-time measure-
ments, it has the desirable property of δ2t ≥ 0. We therefore
conclude that
Xt|t ⊆ X ′t|t, (15)
where
X ′t|t = {ζ ′ : (ζ ′ − x̂t)T P−1t|t (ζ ′ − x̂t) ≤ 1}. (16)
Note that the bounds on state estimate error εt are in fact
obtained by projecting the ellipsoid X ′t|t along the axes, and
are only determined by the relative position of the point ζ ′
and the center x̂t. Thus, the ellipsoid in which the estimate
error εt lives can be obtained by setting the center x̂t in (16)
to the origin, which gives the proposition.
We remark here again that the bounding ellipsoid Et, t ∈
Z≥0 is precomputable regardless of future measurements.
With the state estimate error bounded, we are now ready to
find the RPI set for the error state in (8b).
C. Robust Positively Invariant Set
In this section, we deal with the hard constraints on system
states and control inputs (5), which is equivalent to the
condition (9) with dynamics (8).
From a practical point of view, we first perform an
approximation for the bounds on state estimate error to
improve the computational efficiency of our algorithm. In
particular, instead of using εt ∈ Et as in Proposition 1, we
let εt ∈ E where
E =
∞⋃
t=0
Et. (17)
This sets union is computable, since the matrix Pt|t describ-
ing Et converges quickly to a steady state matrix for an LTI
system as we point out in the previous section.
Now, the error dynamics (8b) can be modified as:
et+1 = Φet + ct, e0 = −ε0, (18)
where ct = {c : c = Dw + BKε, ∀w ∈ W, ∀ε ∈ E}.
Correspondingly, the constraint (9) becomes:
Fst +Gvt + (F +GK)et +GKεt ≤ f,
∀ct ∈ DW⊕BKE, ∀εt ∈ Et,
(19)
where ⊕ denotes the Minkowski sum, i.e.,
X ⊕ Y = {z : z = x+ y, for any x ∈ X and y ∈ Y}.
The robust positively invariant (RPI) set  ⊂ Rnx for error
state et in (18) is defined as follows: For all e0 ∈  , it holds
et(~wt−1, ~εt−1) ∈  for all ~wt−1 = [w0, w1, . . . , wt−1] ∈Wt,
all ~εt−1 = [ε0, ε1, . . . , εt−1] ∈ Et , and all t ∈ Z≥0. Notice
that in our problem settings where e0 = −ε0, we have et =
ct−1 + Φct−2 + · · ·+ Φt−2c1 + Φt−1c0 − Φtε0. Using the
fact that ε0 ∈ E0 and that E0 is symmetric about the origin,
one can show that an approximation of the robust positively
invariant set  for et in (18) takes the following form:
et ∈  ⊆
∞⊕
j=0
Φ jDW ⊕
∞⊕
j=0
Φ jBKE ⊕
∞⊕
j=0
Φ jE0. (20)
Note that the uncertainty of the initial states results in
the non-zero initial condition of the error dynamics (18),
and thus introducing the third term in (20). This over-
approximation of the RPI set can be hard to find due to
the infinite Minkowski sum, however it turns out that an
outer bound can be computed efficiently by first calculating
a finite number of Minkowski sum and scaling it by a suitable
amount [16], [17, Chapter 3]. In practice, we reduce the
conservativeness of (20) by the following proposition.
Proposition 2. Consider the error dynamics (18). For
some integer k ≥ 0, let
˜1 =
k−2⊕
j=0
Φ jDW ⊕
k−2⊕
j=0
Φ jBKE ⊕
k−1⊕
j=0
Φ jE0, (21)
˜2 =
∞⊕
j=0
Φ jDW ⊕
∞⊕
j=0
Φ jBKE ⊕
∞⊕
j=0
Φ jΦ kE0. (22)
The error state et is then bounded by
et ∈ ˜1 ∪ ˜2, ∀t ∈ Z≥0. (23)
Proof: Omitted due to lack of space.
Note that (22) is less conservative than (20) since the
matrix Φ is usually chosen to be asymptotically stable.
Remark 2. The approach for approximating the RPI set
for et requires the disturbance set W and E to be full
dimensional (i.e., not restricted to a subspace of Rnw and
Rnx , respectively), and that the matrix D and BK to be full
rank, with rank(D) = rank(BK) = nx. This assumption,
however, does not hold in general. An illustrative example
would be a SISO system where B ∈ Rnx×1 and K ∈ R1×nx .
Clearly, the product of B and K is rank deficient, and hence
the algorithm may fail to find a proper approximation of
the RPI set. To address this problem, one can always find
a full dimensional convex set E′ containing the set BKE,
and use E′ instead to calculate the approximating RPI set.
This bouding set has the desirable property that it can be
arbitrarily close to the actual set BKE, i.e., the volume of
E′ can be arbitrarily close to 0.
With the notion of RPI set, the constraint (19) can now
be reformulated as the following
Fst +Gvt + (F +GK)et +GKεt ≤ f,
∀et ∈ , ∀εt ∈ Et,
(24)
where  is the RPI set for the error dynamics (18). From (24),
we see that et is considered to live in a constant set, while
εt lives in a time-varying set, which converges to a steady
state as time goes to infinity.
In the following sections, we use the above results to
design a finite time MPC controller to solve the original
optimal control problem.
IV. ROBUST MPC WITH STATE ESTIMATION ALGORITHM
We now present the proposed robust MPC algorithm
for the linear time-invariant system subject to process and
measurement noise.
A. The Finite Time Robust MPC with State Estimation
The finite time robust MPC problem solves the following
constrained optimization problem at each time step t:
J∗t→t+N (st) =
min
vt|t,...,vt+N−1|t
t+N−1∑
k=t
q
(
sk|t, vk|t
)
+ P
(
st+N |t
)
s.t. sk+1|t = Ask|t +Bvk|t,
Fsk|t +Gvk|t ≤ f − ψet −GKεk,
∀et ∈ , ∀εk ∈ Ek,
st|t = st, k = t, . . . , t+N − 1
(P2)
where ψ := (F + GK), P (·) is the terminal cost, and 
is the robust positively invariant set for the error states with
dynamics (8b). Notice that maxet∈ {ψet} is a constant for
all time step t ∈ Z≥0, while maxεk∈Ek {GKεk} varies with
time steps. Upon solving (P2), the controller applies
ut(x̂t) = K(x̂t − st) + v∗t|t (25)
to the system, where x̂t is the state estimate recursively
computed by (13), and v∗t|t is the first input in the optimal
control sequence from (P2). The controller (25) along with
the recursive state estimator (13) forms the receding horizon
control strategy for the system with noise-corrupted mea-
surements (2). We summarize the above control strategy in
Algorithm 1.
Algorithm 1 Robust MPC with Recursive State Estimation
1: Choose γ, ρ ∈ (0, 1), threshold > 0
2: Compute the bounding sets Et, t = 0, 1, 2, . . . for the
state estimate error εt
3: Compute the robust positively invariant set  by [17]
4: repeat at every iteration t = 0, 1, 2, . . .
5: Compute v∗t|t by solving (P2)
6: Compute the state estimate x̂t from (13)
7: Apply ut = K(x̂t − st) + v∗t|t to the system
8: until J∗t→t+N < threshold from (P2)
We now establish the relationship between the original
infinite time robust optimal control problem and the proposed
Robust MPC with Recursive State Estimation algorithm.
Theorem 1. The control policy ut (·) obtained from (25)
is a feasible solution to the original infinite time robust
constrained optimal control problem (P1).
Proof: By virtue of the state decomposition, the robust-
ness constraints in (P1) are equivalent to Fst +Gvt ≤ f −
ψet(~w t−1, ~ξ t−1)−GKεt (~w t−1, ~ξ t), ∀~w t−1 ∈ Wt, ∀~ξ t ∈
Ξt+1. The definition of the robust positively invariant set
and Proposition 1 indicate that et(~w t−1, ~ξ t−1) ∈  and
εt (~w t−1, ~ξ t) ∈ Et for all realizations of ~w t−1, ~ξ t and
all t ≥ 0. Hence, any (st, vt) satisfying Fst + Gvt ≤
f − maxet∈ {ψet} − maxεk∈Ek {GKεk} satisfies Fst +
Gvt ≤ f − max~w t−1∈Wt, ~ξ t∈Ξt+1{ψet(~w t−1, ~ξ t−1)} −
max~w t−1∈Wt, ~ξ t∈Ξt+1{GKεt (~w t−1, ~ξ t)}.
The recursive feasibility and stability of the proposed
robust MPC algorithm can be established by selecting the
prediction horizon and terminal cost properly. An approach,
inspired by the idea of maximal positively invariant set [17],
has been developed by the authors to find the proper range of
the values of the prediction horizon and terminal cost. The
presentation of this algorithm will be deferred to a future
publication due to lack of space.
V. SIMULATION RESULTS
In this section, we applied the proposed Robust MPC with
Recursive State Estimation algorithm to the following second
order discrete-time linear time-invariant system
xt+1 =
[
1.2 1.5
0 1.3
]
xt +
[
0
1
]
ut + wt,
yt =
[
1 0
]
xt + ξt,
(26)
where w and ξ are additive process noise and measurement
noise, respectively. Consider the infinite time robust optimal
control problem of the form (P1) with the cost function
J (x (0)) =
∞∑
t=0
‖st‖22 + 10 ‖ut (st)‖22 (27)
and the hard constraints on system states and control inputs−10−10
−1
 ≤ [xt
ut
]
≤
1010
1
 , ∀wt ∈W, ∀ξt ∈ Ξ, (28)
−7 −6 −5 −4 −3 −2 −1 0 1
x1
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
x 2
perfect state feedback
state estimation with jj»jj1 ∙ 0:01
Fig. 1: Realized closed-loop state trajectory comparison.
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Fig. 2: Optimal cost values of the two systems.
where wt ∈ W =
{
w ∈ R2 | ‖w‖∞ ≤ 0.01
}
, ξt ∈ Ξ ={
ξ ∈ R2 | ‖ξ‖∞ ≤ 0.01
}
and t ∈ Z≥0. The feedback gain
K in the control policy (6) is chosen as the unconstrained
LQ-optimal gain for the nominal system with parameters
Qlqr =
[
1 0
0 1
]
and Rlqr = 10. (29)
The initial state is bounded by the ellipsoid of the form (4)
with parameters
Ψ−1 =
[
0.0005 0
0 0.0036
]
and x¯0 =
[−6.69
1.35
]
. (30)
The actual initial states is set to be x0 = [−6.7, 1.4].
We choose the parameters in the Recursive State Estimator
(11)–(14) offline as β = 0.5 and ρ = 0.5. As stated in
section IV, we control the system with the receding horizon
control strategy by solving the iterative finite time optimal
control problem of the form (P2) with N = 20. The terminal
cost is selected to be ‖st+N |t‖2P , where P is the solution to
the discrete-time algebraic Riccati equation of the system.
The algorithm was terminated at time step t whenever the
optimal cost value J∗t→t+N (st) ≤ 10−8.
We compare the results with the case where the exact
system states are available as feedback signals. Fig. 1 shows
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state estimation with jj»jj1 ∙ 0:01
Fig. 3: Planned auxiliary inputs vk|t at t = 0 and corresponding
constraints: direct state feedback (solid line); noisy measurement
with ‖ξt‖ ≤ 0.01 (dashed line). Shaded area depicts the feasible
set for the noisy measurement case.
the realized closed-loop state trajectories of the two systems.
It is observed that the trajectory generated by the system with
noisy measurement is less aggressive and takes smaller steps
towards the origin. To better illustrate this point, we plot the
optimal cost values from (P2) as a function of time in Fig. 2.
In Fig. 3 the effect of noisy partial measurements on
planned control inputs is investigated. In order to ensure that
the robustness constraints are satisfied for all realizations of
uncertainty, the constraints on the auxiliary control inputs are
further tightened. Notice that in this example the constraints
are loosened in the first few time steps due to the shrinkage
of Et in (P2). This can be seen from the curvature change of
the dashed constraints in the first few time steps in Fig. 3.
In general, the conservativeness can be either reduced or
enhanced as time steps increase, depending on the system
dynamics and the size of disturbances. Fig. 4 shows the
comparison of the realized control inputs of the two systems.
Due to the presence of measurement noise, the system
behaves in a more conservative way. By contrast, controllers
without robust design against state estimate error would
violate the constraints under large measurement noise.
VI. CONCLUSION
In this paper, we propose a robust model predictive
controller with a recursive state estimation scheme for con-
strained optimal control of linear uncertain systems. By using
the precomputable bounds on the state estimate error and the
real-time estimates from the recursive state estimation, the
robust controller generates optimal control sequences while
ensuring that the hard constraints are satisfied for all possible
realizations of both the process and measurement noise
within the given sets. Future work will involve experimental
testing of LTI systems with our proposed algorithm.
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