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Abstract
We present two approaches to the study of the cohomology of moduli
spaces of curves. Together, they allow us to compute the rational cohomology
of the moduli space M4 of stable complex curves of genus 4, with its Hodge
structure.
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1 Introduction and results
In this paper we compute the rational cohomology of the moduli spaceM4 of stable
complex curves of genus 4, together with its Hodge structure.
The moduli spaceM4 has a natural stratification based on the topological type
of the curves, or equivalently, on the dual graph of a curve. The locally closed
substrata obtained in this way are finite quotients of products of moduli spaces of
pointed non-singular curves. More precisely, if we denote byMg,n the moduli space
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of non-singular curves of genus g with n marked points, we find that only the spaces
Mg,n with g ≤ 4, n ≤ 8− 2g are involved in the construction of the strata of M4.
The moduli spaceM4 is a proper smooth stack and satisfies therefore Poincare´
duality. Hence, there are isomorphisms in all degrees between cohomology and
cohomology with compact support, and all cohomology groups are pure with Hodge
weight equal to the degree. For this reason, the rational cohomology of M4 can be
read off from the Hodge Euler characteristic of M4, i.e., the Euler characteristic
e(M4) :=
∑
j∈Z
(−1)j [Hjc (M4;Q)]
of H•c (M4;Q) in the Grothendieck group of rational mixed Hodge structures.
Since the Hodge Euler characteristic is additive, it is possible a priori to deter-
mine the Hodge Euler characteristic of M4 from that of its strata. As was said
above, each stratum is the quotient of a product of spaces of the formMg,n by the
action of a finite group. The Hodge Euler characteristic of all Mg,n’s occurring in
the strata does not give enough information to compute the Hodge Euler character-
istic of the strata, since it does not keep track of the action of the group. What we
need instead is the Sn-equivariant Hodge characteristic of the Mg,n’s, which also
encodes the structure of the cohomology groups as representations of the symmetric
group Sn, which acts naturally on Mg,n by permuting the marked points.
Once all Sn-equivariant Hodge Euler characteristics of the spaces Mg,n are
known for g ≤ 4, n ≤ 8 − 2g, determining the Hodge Euler characteristic of M4
becomes a problem in the combinatorics of graphs. Indeed, this is the approach of
Getzler and Kapranov in [21], where they develop the theory of modular operads
and apply it to the homology of the moduli spaces of curves. In particular, this
enables them to give a formula ([21, 8.13]), that expresses the relationship of Euler
characteristics between Mg,n and the Mg˜,n˜ appearing in its stratification. As re-
marked in [18], the formula applies to Hodge Euler characteristics, and in general
to all Euler characteristics taking values in the Grothendieck group of a symmetric
monoidal category that is additive over a field of characteristic 0 and has finite
colimits.
The computation of the cohomology of M4 is thus essentially reduced to the
computation of the equivariant Hodge Euler characteristic of all spaces Mg,n with
g ≤ 4, n ≤ 8− 2g. The equivariant Hodge characteristics of all moduli spacesM0,n
and M1,n, and of M2,n (n ≤ 3), M3,n (n ≤ 1) are already known (see [16], [20],
[19], [28], [22]). In this paper, we present two methods that allow us to calculate
the Hodge Euler characteristic in the remaining cases. As a result, we establish the
following.
Theorem 1. The Hodge Euler characteristic of M4 is equal to
L9 + 4L8 + 13L7 + 32L6 + 50L5 + 50L4 + 32L3 + 13L2 + 4L+ 1
where L denotes the class of the Tate Hodge structure of weight 2 in the Grothen-
dieck group of rational Hodge structures.
We notice thatM4 has no odd cohomology. This is in agreement with the result
in the article [1] by Arbarello-Cornalba, that the first, third and fifth cohomology
group of Mg,n is zero for all g and n. Furthermore, the theorem suggests the
possibility that all cohomology classes of M4 are tautological. This has indeed
been proved recently by Carel Faber and Rahul Pandharipande ([10]).
The first method we present is based on the equivariant count of the number
of points of Mg,n defined over finite fields. It has previously been used to get
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cohomological information on the moduli space of curves of genus two by Faber-
Van der Geer in [11], [12] and on the moduli spaces of pointed curves of genus 0 by
Kisin-Lehrer in [26].
Here we use it to get the wanted information for curves of genus two and three.
The key remark is that if we consider the number of points ofM2,n orM3,n defined
over a finite field k as a function of the number q of elements of k, the function we
get is a polynomial in q if n is sufficiently small. This is not merely true for the
number of points ofMg,n, i.e., the trace of Frobenius on the e´tale cohomology with
compact support of (Mg,n)k. Also the trace of the composition of Frobenius with
any automorphism of e´tale cohomology induced by the action of an element of Sn
on Mg,n is a polynomial in q. We say that in these cases, the equivariant count
of the number of points of Mg,n gives a polynomial. This is true for all moduli
spaces occurring in the boundary of M4. The equivariant count of points of Mg,n
for g ∈ {2, 3} is performed for a wider range of indexes n and explained in greater
detail by the first author in [4] and [5].
The equivariant count of the number of points ofM2,n is based on the fact that
all curves of genus two are hyperelliptic. In general, if the characteristic of k is odd,
the moduli space Hg of hyperelliptic curves of a fixed genus g ≥ 2 is isomorphic to
the moduli space of binary forms of degree 2g+2 without multiple roots. This allows
us to reduce the equivariant count of the number of points defined over a finite field
k of the moduli space of genus g hyperelliptic curves with n marked points, to a
computation involving only the quadratic characters of finite extensions of k of the
values of square-free monic polynomials of the appropriate degrees, at points on the
projective line.
The equivariant count of the number of points of Qn := M3,n \ H3,n is based
on the fact that this space coincides with the moduli space of non-singular quartic
curves in P2. Hence, in order to know the number of points defined over a finite
field k of Qn it is enough to count the number of (n + 1)-tuples (C, p1, . . . , pn) ∈
P14(k)× (P2(k))n, where P14(k) is identified with the space of quartic curves in P2
with coefficients in k, C is a non-singular curve and p1, . . . , pn are distinct points
on C. It turns out that it is easier to count the number of singular curves than the
number of non-singular ones.
Hence, it is possible to obtain the equivariant count of points in Qn by counting,
for each choice of an n-tuple defined over k of distinct points in P2, the number of
singular curves passing through these points. The latter count is performed by a
modified version of the sieve principle.
From the fact that the equivariant count of points ofMg,n gives polynomials in
the cases we investigate, it follows that we can use these polynomials to obtain the
Hodge Euler characteristic of the moduli spaces. A theorem by Van den Bogaart
and Edixhoven ([6]) ensures that the cohomology ofMg,n is pure and of Tate Hodge
type whenever the number of points of Mg,n is a polynomial in q. Furthermore,
the Betti numbers and the Hodge weight of the cohomology classes are given by the
coefficients of the polynomial. It is not difficult to extend this result so to keep track
of the action of Sn on the cohomology of Mg,n. Note that if the equivariant count
of points gives polynomials for allMg˜,n˜ occurring in the stratification ofMg,n, also
the count of the number of points ofMg,n will give a polynomial. This implies that
in this situation we can determine the Sn-equivariant Hodge characteristic ofMg,n
from the Sn-equivariant count of the number of its points. Specifically, this allows
us to establish the following.
Theorem 2. The equivariant Hodge Euler characteristic (written in terms of the
Schur polynomials, see Section 2) of M2,4 is equal to
(L7 + L6 − L5 − L4 − L2 + L+ 1)s4 + (L
6 − L5 − L2)s31 − L
2s22 + (L
2 − 1)s212 .
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Theorem 3. The equivariant Hodge Euler characteristic of M3,2 is equal to
(L8 + 2L7 + L6 − L5 + L2 + L)s2 + (L
7 + L6 + L)s12 .
The second method we present is based on the fact that M4 and M3 have a
stratification such that all strata can be interpreted as quotients of complements of
discriminants in a complex vector space by the action of a reductive group. On the
one hand, the rational cohomology of the complement of such a discriminant can
be computed by Vassiliev-Gorinov’s method (see [34], [23]). On the other hand, by
a generalization by Peters and Steenbrink of the Leray-Hirsch theorem ([31]), the
rational cohomology of these complements of discriminants is the tensor product
of the rational cohomology of the quotient and that of the group acting. As a
consequence, if the cohomology of the complement of the discriminant is known, it is
straightforward to obtain the cohomology of the quotient. We recall here the version
of Vassiliev-Gorinov’s method used in [33] to compute the rational cohomology of
M4. Moreover, we show that it is easy to apply Peters-Steenbrink’s generalized
Leray-Hirsch theorem to incidence correspondences. This implies that we can use
the same methods to compute the rational cohomology of moduli spaces of non-
singular pointed curves. As a first easy example, we present here the calculation
of the rational cohomology of M3,1. The rational cohomology of M3,1 is given in
Corollary 1, which refines the result given in [22], which corrects an error in [28,
4.10].
The outline of the paper is as follows. In Section 2, we present the formula
of Getzler and Kapranov on the generating function of the Euler characteristic of
modular operads, and use it to establish Theorem 1 from the Hodge Euler charac-
teristics of the spaces Mg,n with g ≤ 4, n ≤ 8 − 2g. In Section 3, following [6],
we explain why the equivariant count of points of Mg,n for g ≤ 3, n ≤ 8 − 2g
gives the equivariant Hodge Euler characteristic of these spaces. This requires us
to use an equivariant version of [6, Theorem 2.1]. In Section 4, we introduce the
methods used for the equivariant counts of the number of points of Mg,n in the
cases we are interested in. In Section 5 we present the relation between the study
of the cohomology of moduli spaces of curves of genus 3 and of genus 4 and the
cohomology of the complement of certain discriminants. Moreover we introduce the
generalized Leray-Hirsch theorem and explain why it is applicable also in the case
of moduli spaces of curves with marked points. We recall the result in [33] on the
rational cohomology of M4, and compute the rational cohomology of M3,1. These
computations are achieved using Vassiliev-Gorinov’s method, which is presented in
Section 6.
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Notation
Let Mg,n be the moduli space of irreducible, non-singular, projective curves of
genus g with n distinct marked points. Furthermore, letMg,n be the moduli space
of stable curves of genus g with n distinct marked points. Both these moduli spaces
are smooth Deligne-Mumford stacks defined over Z. The symmetric group Sn of
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permutations of n elements acts on bothMg,n andMg,n by permuting the nmarked
points on the curves.
If X is a Deligne-Mumford stack and S is a scheme, we denote by [X (S)] the
set of isomorphism classes of the category X (S).
For every pair of non-negative integers g, n such that 2g + n− 2 > 0, we let
Dg,n := {(gˆ, nˆ) : 0 ≤ gˆ ≤ g,max{0, 3− 2gˆ} ≤ nˆ ≤ 2(g − gˆ) + n}.
To state the results in this paper, we need to consider the Grothendieck groups
of several categories. We will denote by MHSQ the category of rational mixed
Hodge structures, and by Gal the category of Gal(Q¯/Q)-representations. For any
abelian category C, we will denote by K0(C) the Grothendieck group of C. Note
that K0(MHSQ) coincides with K0(HSQ), the Grothendieck group of (pure) Hodge
structures.
We denote by Q(−k) the one-dimensional rational Tate Hodge structure of
weight 2k. The class of Q(−1) in K0(HSQ) is denoted by L. For any rational mixed
Hodge structure H , we denote by H(−k) the Tate twist H ⊗Q(−k). Similarly, we
denote by Ql(k) the k-th Tate twist of the trivial Gal(Q¯/Q)-representation.
2 The stratification of MG,N
The strategy of this paper is to compute the rational cohomology of the moduli
spaceM4 of stable curves (over the complex numbers), from what we know on the
cohomology of some moduli spaces of smooth n-pointed curves of genus g ≤ 4.
The stratification based on the dual graph gives a way to divide every moduli
space MG,N into strata which are explicitly related to the moduli spaces Mg,n
with (g, n) ∈ DG,N . This gives the intuition that all information on MG,N can
be deduced from the appropriate information on moduli spaces of smooth pointed
curves.
The aim of this section is to present in Theorem 5 a formula by Getzler and
Kapranov ([21]) which expresses the relationship between the SN -equivariant Euler
characteristic of MG,N and the Sn-equivariant Euler characteristics of the Mg,n’s
with (g, n) ∈ DG,N . Then we will apply this theorem to M4, in the case of Hodge
Euler characteristics, to give a proof of Theorem 1.
First, we explain what the dual graph of a stable curve is. Let (C, p1, . . . , pN )
be a stable curve of genus G with N marked points. Its dual graph is the labelled
graph Γ such that:
• Every vertex vi of Γ corresponds to an irreducible component Ci of C, and
its label gi is the geometric genus of Ci.
• The edges of Γ correspond to the nodes of C (e.g., two distinct vertices are
joined by an edge if and only if the corresponding components intersect).
• There are N half-edges, labelled from 1 to N , corresponding to the N marked
points.
For instance, a non-singular N -pointed curve of genus G corresponds to a tree with
one vertex of genus G and N half-edges.
Finally, an automorphism of a labelled graph is defined to be an automorphism
of the underlying non-labelled graph that preserves the labelling of the vertices and
that fixes each half-edge.
For any connected labelled graph Γ with N half-edges and such that∑
i
(gi − 1) + #{Edges}+ 1 = G,
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we can consider the moduli space M(Γ) of curves with dual graph Γ. Each M(Γ)
is locally closed inMG,N . Note that the spacesM(Γ) can be expressed in terms of
moduli spaces of non-singular curves. Indeed, M(Γ) ∼=
∏
iMgi,ni/Aut(Γ), where
gi denotes, as usual, the label of the i-th vertex vi of Γ, and ni is the sum of the
number of edges and half-edges incident to the vertex vi.
Since MG,N is complete and satisfies Poincare´ duality, the knowledge of the
cohomology of MG,N as a graded vector space with mixed Hodge structure is
equivalent to that of the Hodge Euler characteristic of MG,N . That is, the Eu-
ler characteristic of H•c (MG,N ;Q) in the Grothendieck group of rational mixed
Hodge structures,
e(MG,N) :=
∑
j∈Z
(−1)j [Hjc (MG,N ;Q)] ∈ K0(MHSQ).
This Euler characteristic does not contain all the information we need. Namely,
it does not give information on the action of the symmetric group Sn, which acts
on Mg,n (and Mg,n) by permuting the marked points. In order to express the
induced action on cohomology, we will make use of symmetric functions in our
notation, given the well-known correspondence between them and the characters of
the symmetric group.
We denote by Λn the ring of symmetric functions in n variables. The ring Λn
is generated by the complete symmetric functions (n)h1, . . . , (n)hn, where (n)hj :=∑
1≤i1≤···≤ij≤n
xi1xi2 . . . xij . There is a natural projection Λn+1 → Λn that maps
(n+1)hj to (n)hj if j ≤ n and (n+1)hn+1 to 0. This allows us to define
Λ := lim←− Λn.
Note that the elements of Λ are infinite series in the variables {xj}j≥1, and
can be written as (possibly infinite) sums of complete symmetric functions hj :=∑
1≤i1≤···≤ij
xi1 . . . xij . For every n, the ring Λn can be identified with the subring
Z[h1, . . . , hn] of Λ.
The correspondence between elements of Λn and representations of Sn (for some
fixed n) is given by the Schur polynomials. The Schur polynomials of degree n are
in one to one correspondence with partitions of n and we denote by sλ the Schur
polynomial corresponding to the partition λ = (λ1, . . . , λs) (with λ1 ≥ · · · ≥ λs ≥
1). As is well known, the set of Schur polynomials freely generates Λ as an abelian
group.
We will also consider another set of symmetric functions, namely the power sums
pn :=
∑
i x
n
i , which constitute a Q-basis of Λ⊗Q.
In order to compute e(M4), we use the formula by Getzler and Kapranov given
in Theorem 5. Its formulation and proof are based on the theory of modular operads.
Since there is an excellent exposition of it in [21], we will not explain this theory
here, but refer to [21] for all definitions and properties we use. Following [20], we
will formulate the theory for any symmetric monoidal category C that is additive
over a field of characteristic 0 and has finite colimits. For the definitions of these
concepts see for instance [29, Chapter VII, Chapter XI] and [17]. Note that MHSQ
is an example of such a category.
To any such category C we associate the category CSn whose objects are objects
of C equipped with an action of the symmetric group Sn by morphisms in C.
Theorem 4 ([17, Theorem 4.8]). There is a canonical isomorphism
K0(C
Sn) ∼= K0(C)⊗ Λn.
Definition 1 ([21]). A stable S-module V in the category C is a collection, for all
g, n ≥ 0, of chain complexes {V((g, n))i} of objects of CSn such that V((g, n)) = 0 if
2g + n− 2 ≤ 0.
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Definition 2. Let R := {Ri} be a finite chain complex of objects of CSn for some
n ≥ 0. The characteristic of R is defined as
chn(R) :=
∑
i
(−1)i[Ri] ∈ K0(C
Sn) ∼= K0(C)⊗ Λn.
When X is an algebraic stack over C, with an action of the symmetric group
Sn, the rational cohomology with compact support of X has a natural structure of
a chain complex {Ci} of objects of MHS
Sn
Q by setting Ci := H
i
c(X ;Q) and defining
all differentials to be zero. We define the Sn-equivariant Hodge Euler characteristic
X as
eSn(X ) := chn(H
•
c (X ;Q)) ∈ K0(MHSQ)⊗ Λn.
Definition 3. Let V be a stable S-module. Then the characteristic of V is defined
as
Ch(V) :=
∑
2g+n−2>0
~
g−1 chn(V((g, n))) ∈ K0(C)⊗ Λ((~)),
where Λ((~)) is the ring of Laurent series with coefficients in Λ.
Remark 1. On Λ there is a unique associative operation, called plethysm, satisfying
the conditions
1. (f1 + f2) ◦ g = f1 ◦ g + f2 ◦ g;
2. (f1f2) ◦ g = (f1 ◦ g)(f2 ◦ g);
3. If f = f(p1, p2, . . . ) then pn ◦ f = f(pn, p2n, . . . ).
Following [17], the plethysm ◦ can be extended to a map Λ × (K0(C) ⊗ Λ) →
K0(C) ⊗ Λ by setting hn ◦ [R] for every n ≥ 0, R ∈ C, to be the class in K0(C) of
the n-th symmetric product of R. In particular, when C is the category of rational
mixed Hodge structures, we have pn◦L = Ln, where L is the class of the Tate Hodge
structure of weight 2. We also extend the plethysm to Λ((~)) by letting pn ◦ ~ = ~n.
Definition 4. 1. Suppose f =
∑
α∈Z fα[Rα]~
α ∈ K0(C)⊗ Λ((~)), where fα ∈ Λ
and [Rα] ∈ K0(C), is such that for all α ∈ Z all monomials occurring in fα
have degree at least 1− 2α.
Then the plethystic exponential of f is defined by the expression:
Exp(f) =
∞∑
n=0
hn ◦ f.
2. We denote the inverse of the plethystic exponential by:
Log(f) =
∞∑
n=1
µ(n) log(pn) ◦ f
n
.
3. On Λ((~)), an analogue of the Laplacian is given by:
∆ =
∞∑
n=1
~
n
(
n
2
∂2
∂p2n
+
∂
∂p2n
)
.
Recall from [21] that it is possible to associate with every stable S-module the free
modular operad MV generated by V . The following theorem gives the relationship
between the characteristics of the stable S-modules V and MV .
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Theorem 5 ([21, Thm 8.13]). Let V be an S-module in the category C. Then
Ch(MV) = Log(exp(∆)Exp(Ch(V)).
of Theorem 1. Let us consider V((g, n)) := H•c (Mg,n;Q). From the results in [21] it
follows that V is a modular operad in the category of stable S-modules with mixed
Hodge structures. The free modular operad associated with V is H•c (Mg,n;Q). In
this situation, Theorem 5 can be used to compute the generating function
Ch(MV) =
∑
2g+n−2>0
~
g−1eSn(H•c (Mg,n;Q)),
from the generating function Ch(V).
The Hodge Euler characteristic ofM4 is exactly the part of the coefficient of ~3
in Ch(MV) with degree 0 in Λ. It is not necessary to compute the whole Ch(MV)
in order to obtain this. Since the Euler characteristic 2− 2g − n of the dual graph
behaves additively throughout the whole computation, only the V((g, n))’s with
Euler number not less than −6 = 2 − 2 · 4 give a contribution. Therefore, all we
need to know is the Sn-equivariant Hodge Euler characteristic ofMg,n for all (g, n)
in D4,0.
For g = 0, g = 1, g = 2 and n ≤ 3, and g = 3, n ≤ 1, these results are already
known (see [16], [20], [19], [28], [22]). The equivariant Hodge Euler characteristic of
M2,4 andM3,2 are given in Theorems 2 and 3 respectively. These theorems follow
from the results in Sections 3 and 4 of this paper and rely on the equivariant count
of points made by the first author in [4] and [5].
The rational cohomology ofM4 has been computed by the second author in [33]
with the methods explained in Sections 5 and 6. In particular, Theorem 12 implies
that e(M4) = L
9 + L8 + L7 − L6.
Note that for all (g, n) ∈ D4,0, the Sn-equivariant Hodge Euler characteristic of
Mg,n lies in Q[L]⊗Λ. Hence, our computation only involves polynomials in L and
certain symmetric functions.
To obtain the result, we used a computer program (by Del Ban˜o), based on
Theorem 5, which computes the part of Ch(MV) of degrees G− 1 in ~ and N in Λ,
whenever chn(V((g, n))) is given and is a polynomial in L for every (g, n) in DG,N .
This computer program makes extensive use of Stembridge’s package SF ([32]) for
computations with symmetric functions.
3 From counting to cohomology
For every integer q which is the power of a prime number, denote by Fq the finite
field with q elements and by Fq its Frobenius map. Denote by (Mg,n)F¯q the coarse
moduli space of the stack (Mg,n)F¯q . Fix two non-negative integers G and N such
that 2G+N − 2 > 0, and assume that the functions
fg,n,σ(q) = |(Mg,n)
Fq·σ
F¯q
|
are polynomials in q for every (g, n) in DG,N and for every σ ∈ Sn.
Then we will see that we can determine the e´tale cohomology of (MG,N )Q with
its structure as Gal(Q¯/Q)- and SN -representation. From this we can determine the
action of the symmetric group and the Hodge structure on the Betti cohomology of
the complex stack (MG,N)C.
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3.1 E´tale cohomology
In this section we will apply the theory of Getzler and Kapranov, presented in
Section 2, to the stacks Mg,n in the setting of l-adic e´tale cohomology.
Let k = Fq denote the finite field with q elements. All varieties and stacks
mentioned in the following will be assumed to be defined over k if nothing else is
specified.
We denote byH•e´t(−,Ql) compactly supported l-adic e´tale cohomology. Observe
that the c, standing for compactly supported, is omitted in this notation. Unless
otherwise stated we assume that l does not divide |k| = q. Let GalQl be the category
of Ql-vector spaces equipped with the l-adic topology that have a continuous action
of the absolute Galois group Gal(Q¯/Q). This is a symmetric monoidal additive
category over Ql, with finite colimits. Hence, Theorem 5 holds in this category.
Definition 5. Suppose we have a space X with an action of Sn commuting with the
action of the absolute Galois group. Denote byHje´t,λ(X ,Ql) the Galois subrepresen-
tation of Hje´t(X ,Ql) which is the sum of all copies of the irreducible representation
of Sn indexed by the partition λ that appear in H
j
e´t(X ,Ql). Then for every parti-
tion λ of n we define ee´t,λ(X ) to be the Euler characteristic of H
j
e´t,λ(X ,Ql) in the
Grothendieck group of GalQl .
Define a stable S-module V in GalQl by
V((g, n)) := H•e´t(Mg,n,Ql).
Taking the characteristic of V((g, n)) in the Grothendieck group of equivariant
Galois representations gives
chn
(
V((g, n))
)
=
∑
λ⊢n
(χλ(id))
−1ee´t,λ(Mg,n)sλ ∈ K0(GalQl)⊗ Λn.
The properties of Euler characteristics now ensure that
chN
(
MV((G,N))
)
=
∑
λ⊢N
(χλ(id))
−1ee´t,λ(MG,N)sλ ∈ K0(GalQl)⊗ ΛN .
Applying Theorem 5 to V , we can express ee´t,λ(MG,N) in terms of ee´t,µ(Mg,n)
for partitions µ of n and for (g, n) ∈ DG,N . Note that the plethysm of pj ∈ Λ with a
Galois representation of the formQl(i) for some i ∈ Z equals [Ql(i ·j)] ∈ K0(GalQl).
Hence, if ee´t,µ(Mg,n) is a sum of Tate twists of the trivial Galois representation for
all partitions µ of n and for all (g, n) ∈ DG,N then this also holds for ee´t,λ(MG,N ).
3.2 The Lefschetz trace formula
Let Fq be the geometric Frobenius map belonging to the finite field k. Let Xk be
a smooth Deligne-Mumford stack of constant dimension and of finite type over k
that has an action of Sn. Denote by Xk¯ the coarse moduli space of Xk¯ := Xk ⊗k k¯.
By an Sn-equivariant count of the number of points defined over k of Xk¯ we
mean a count, for each σ ∈ Sn, of the number of fixed points of Fq ·σ acting on Xk¯.
Note in particular that these numbers are the same for all σ with the same cycle
type.
The Lefschetz trace formula, generalized in [3, 3.1.2] to Deligne-Mumford stacks
(see also [2, Section 2]), gives the equality
Tr
(
Fq · σ, ee´t(Xk¯)
)
= |X
Fq·σ
k¯
|.
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Let χλ be the character of the irreducible representation of Sn indexed by λ.
Then the endomorphism
πλ :=
1
n!
χλ(id)
∑
σ∈Sn
χλ(σ)σ
is the projection of Hie´t(Xk¯,Ql) onto H
i
e´t,λ(Xk¯,Ql) (see for instance [14, 2.31]).
Therefore,
1
n!
χλ(id)
∑
σ∈Sn
χλ(σ)|X
σ·Fq
k¯
| = Tr
(
Fq · πλ, ee´t(Xk¯)
)
= Tr
(
Fq, ee´t,λ(Xk¯)
)
(1)
which gives a formula expressing Tr(Fq , ee´t,λ(Xk¯)) as a function of the |X
Fq·σ
k¯
| with
σ ∈ Sn.
3.3 The Galois action
In this section we will present an equivariant version of Theorem 2.1 in [6].
Theorem 6. Let X be a Deligne-Mumford stack defined over Z which is proper,
smooth, of pure relative dimension d and that has an action of Sn. Let XF¯p be the
coarse moduli space of XF¯p .
For every partition λ of n, denote by χλ the character of the irreducible rep-
resentation of Sn indexed by λ. Furthermore let S be a set of primes of Dirichlet
density 1.
Assume that for a partition λ of n there exists a polynomial Pλ(t) ∈ Q[t] such
that
1
n!
χλ(id)
∑
σ∈Sn
χλ(σ)|X
σ·Fpr
F¯p
| = Pλ(p
r) (2)
for all r ∈ Z≥1 and p ∈ S.
Then Pλ(t) has degree d and non-negative integer coefficients. Furthermore, if
we let bj be the coefficient of q
j in Pλ, then for all primes l and all i ≥ 0 there is
an isomorphism of Gal(Q¯/Q)-representations
Hie´t,λ(XQ¯,Ql) ≃
{
0 if i is odd
Ql(−i/2)bi/2 if i is even
Proof. The proof follows very closely that of Theo van den Bogaart and Bas Edix-
hoven in [6], thus we will only include the vital steps.
Assume Condition (2) holds for a partition λ. Using equation (1) we get, for
some bi ∈ Q,
Tr
(
Fpr , ee´t,λ(XF¯p)
)
=
∑
i
bip
ri (3)
for all r ∈ Z≥1 and p ∈ S. Note here that Tr(Fpr , [Ql(−i)]) = pri.
In the proof of Theorem 2.1 of [6] it is shown that (if p 6= l) the Galois represen-
tation Hie´t(XF¯p ,Ql) is unramified and all eigenvalues of the Frobenius map Fpr have
complex absolute value pri/2. Since Hie´t,λ(XF¯p ,Ql) is a Galois subrepresentation of
Hie´t(XF¯p ,Ql), it will inherit these properties. Thus we can use the arguments of
[6] to conclude from equation (3) that the semisimplification of Hie´t,λ(XQ¯,Ql) has
dimension zero if i is odd and is isomorphic to Ql(−i/2)
Pi/2 if i is even. Then the
claim follows, analogously as in [6], from the fact that Hie´t,λ(XQ¯,Ql) is potentially
semistable. This is, again, a consequence of the fact that it is a subrepresentation
of Hie´t(XQ¯,Ql), which is shown to be potentially semistable in [6].
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Note that the moduli spaces Mg,n are indeed proper and smooth Deligne-
Mumford stacks defined over Z, of pure relative dimension and with an action
of Sn (see [9] and [27, Theorem 2.7]).
3.4 The mixed Hodge structures
Using comparison theorems we get a theorem corresponding to Theorem 6, but for
Betti cohomology. This new theorem is an equivariant version of Corollary 5.3 of
[6].
Let X be an algebraic stack (or simply a scheme) defined over C together with
an action of Sn. Analogously to the case of l-adic cohomology in Section 3.1, we
denote by Hic,λ(X ;Q) the sum of all copies of the irreducible representation of Sn
indexed by the partition λ that appear in the Betti cohomology groups with compact
support Hic(X ;Q). We denote by eλ(X ) the Euler characteristic of H
•
c,λ(X ;Q) in
K0(MHSQ).
Since all the isomorphisms used in the proof of Corollary 5.1 of [6] respect the
action of the symmetric group we have a proof of the following theorem.
Theorem 7. In the situation of Theorem 6 suppose furthermore that the coarse
moduli space of the stack XQ is the quotient of a smooth projective Q-scheme by a
finite group.
Then for all partitions λ of n and for all i ≥ 0, there is an isomorphism of pure
Q-Hodge structures
Hic,λ(X (C),Q) ≃
{
0 if i is odd
Q(−i/2)bi/2 if i is even
where the left hand side is equipped with the canonical Hodge structure of [8].
Note that the moduli spacesMg,n fulfill the additional condition of Theorem 7
(see [7]).
3.5 The main theorem
The following theorem summarizes what cohomological information we can get from
polynomial counts of the points of the spacesMg,n.
Theorem 8. Assume that, for all Mg,n with (g, n) ∈ DG,N and for all partitions λ
of n, equation (2) of Theorem 6 is fulfilled for some set S and polynomial Pλ,g,n(t).
Then the following holds for all (g, n) ∈ DG,N and all partitions λ of n.
For Mg,n equation (2) of Theorem 6 is fulfilled for some set S and polynomials
Qλ(t). Hence, both Theorem 6 and Theorem 7 hold for Mg,n.
Moreover,
(i) ee´t,λ(Mg,n ⊗Z Q¯) = Pλ,g,n([Ql(−1)]) ∈ K0(GalQl)
(ii) eλ(Mg,n(C)) = Pλ,g,n(L) ∈ K0(MHSQ).
Proof. This is proved by induction on (g, n). The starting case is M0,3 for which
the result is clear since we can apply Theorems 6 and 7 to M0,3 =M0,3.
Say that the theorem holds for Dg,n \ {(g, n)}. In the stratification of Mg,n,
Mg,n is the open part and it does not contribute to the cohomology of the boundary
∂Mg,n = Mg,n \ Mg,n. From the additivity of Euler characteristics we get an
equality
ee´t,λ(Mg,n ⊗Z Q¯) = ee´t,λ(Mg,n ⊗Z Q¯) + ee´t,λ(∂Mg,n ⊗Z Q¯). (4)
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Thus, using Theorem 5 and Section 3.1 we can express ee´t,λ(∂Mg,n⊗Z Q¯) in terms
of ee´t,µ(Mgˆ,nˆ ⊗Z Q¯) for partitions µ of n and (gˆ, nˆ) ∈ Dg,n \ {(g, n)}. Since, by
induction, ee´t,µ(Mgˆ,nˆ ⊗Z Q¯) is known for these indices and is a sum of elements
[Ql(−j)], we can determine ee´t,λ(∂Mg,n⊗Z Q¯) and it will also be a sum of elements
[Ql(−j)].
Equation (4) takes place in the category K0(GalQl) and thus we can take the
trace of Frobenius on both sides. By the assumption together with Section 3.2, for
almost all finite fields k we can compute Tr(Fq , ee´t,λ(Mg,n ⊗Z k¯)), which is equal
to Tr(Fq , ee´t,λ(Mg,n ⊗Z Q¯)), see [6]. Just as Tr(Fq , ee´t,λ(∂Mg,n ⊗Z Q¯)), it will be
polynomial in |k| = q.
Hence we can use equation (4) to compute Tr(Fq , ee´t,λ(Mg,n ⊗Z Q¯)) and we
know that the answer will be polynomial in q. Theorems 6 and 7 are therefore
applicable for Mg,n.
Thus we know both ee´t,λ(Mg,n ⊗Z Q¯) and ee´t,λ(∂Mg,n ⊗Z Q¯), which together
with equation (4) gives (i). But equation (4) also holds in the category of mixed
Hodge structures and therefore we can use the same argument to conclude (ii). Here
the induction ends.
Remark 2. In [26], Kisin and Lehrer made an equivariant count of the number of
points ofM0,N for N ≥ 3 and these numbers all fulfill the hypotheses of Theorem 8.
The first author has made an equivariant count of the numbers of points ofM1,N
for N ≤ 6, which also were found to be polynomial. It was achieved by applying a
method similar to that described in Section 4.3, and based on the embedding of a
genus one curve with a marked point P , via the divisor 3P , in P2. This computation
agrees with Getzler’s results on the Hodge Euler characteristic of M1,N for N ≥ 1
(see [20]).
4 Counting points over finite fields
For all finite fields k, with the possible exception of a finite number of characteristics,
we wish to make an Sn-equivariant count (for the definition see Section 3.2) of the
number of points defined over k of Mg,n ⊗Z k¯ for all (g, n) ∈ D4,0 \ {(4, 0)}.
Following Section 3.2, we will present results of equivariant counts of the number
of points in the form of traces of Frobenius on the Sn-equivariant Euler character-
istics in the category of Galois representations
eSne´t (Mg,n ⊗Z k¯) :=
∑
λ⊢n
χλ(id)
−1ee´t,λ
(
Mg,n ⊗Z k¯
)
sλ ∈ K0(Gal)⊗ Λn.
4.1 Preparation
In the following we will always assume that Mg,n is defined over k¯, and we denote
by Mg,n its coarse moduli space. Recall that Fq denotes the geometric Frobenius
belonging to k.
Definition 6. An n-tuple of distinct points (p1, . . . , pn) is called a conjugate n-tuple
if F (pi) = pi+1 for 1 ≤ i ≤ n− 1 and F (pn) = p1.
If λ = (λ1, . . . , λν) then a |λ|-tuple of distinct points (p1, . . . , p|λ|) is called a
λ-tuple if (pPj−1
i=1 λi+1
, pPj−1
i=1 λi+2
, . . . , pPj
i=1 λi
) is a conjugate λj-tuple for every
1 ≤ j ≤ ν.
From the definition of the Sn-action on Mg,n we see that if σ ∈ Sn has cycle
type λ then the number of fixed points of F · σ acting on Mg,n is equal to the
number of k¯-isomorphism classes of curves C in the categoryMg(k) together with
a λ-tuple of points (p1, . . . , pn) lying on the curve. Here we use the fact that a
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k¯-isomorphism class ofMg(k¯) is fixed by Frobenius if and only if it comes from an
element of Mg(k) (see [25, Lemma 10.7.5]).
The Lefschetz fixed point theorem (see for instance [30, Theorem V.2.5]) shows
that for all C in Mg(k) and m ≥ 1
|C(km)| =
∑
i
(−1)iTr(Fmq , H
i
e´t(Ck¯,Ql)) = 1 + q
m − am(C)
where am(C) := Tr(F
m
q , H
1
e´t(Ck¯,Ql)). Note that the number of conjugate m-tuples
on a curve C equals ∑
d|m
µ(m/d)|C(km)|
where µ is the Mo¨bius function. Instead of counting the number of k¯-isomorphism
classes of the curves described above, one can count k-isomorphism classes but then
with weight the reciprocal of the number of k-automorphisms of the curve (see [15,
Proposition 5.1] or [25, Lemma 10.7.5]). Together this shows that
|Mσ·Fqg,n | =
∑
C∈[Mg(k)]
Qλ(q, a1(C), . . . , an(C))
|Autk(C)|
where Qλ(x0, x1, . . . , xn) is a polynomial with coefficients in Z, and the sum runs
over all isomorphism classes of the category Mg(k). If we assign degree i to the
indeterminate xi, then Qλ(x0, x1, . . . , xn) has a single monomial of the highest
degree |λ|, namely (−1)ℓ(λ)xλ1 · · ·xλν .
Thus, if |M
τ ·Fq
g,m | is known for all m < n and for all τ ∈ Sm, the only part missing
to compute |M
σ·Fq
g,n | is
∑
C∈[Mg(k)]
1
|Autk(C)|
·
ν∏
i=1
aλi(C).
4.2 Hyperelliptic curves
In this section we assume that k is a finite field of odd characteristic. Let Hg,n
denote the subset of Mg,n of hyperelliptic curves. We wish to make an equivariant
count of the number of points defined over k of the space Hg,n for all g ∈ {2, 3} and
n ≤ 8− 2g.
In view of the results in section 4.1, it is equivalent to compute
∑
C∈[Hg(k)]
1
|Autk(C)|
·
ν∏
i=1
aλi(C)
for all partitions λ = (λ1, . . . , λν) of weight n.
Viewing the hyperelliptic curves of genus g ≥ 2 defined over k as double covers
of P1, we can write them in the form y2 = f(x), where x is a local coordinate on
P1 and f is in Pg, the set of square-free polynomials of degree 2g+1 or 2g+2 with
coefficients in k. It follows that we can sum over the set of curves corresponding
to the elements of Pg and then divide by the number of elements of the group of
isomorphisms defined over k of these curves, that is, by |GL2(k)|.
If we denote by Cf the curve corresponding to the polynomial f ∈ Pg, then by
the Lefschetz fixed point theorem we have
am(Cf ) = −
∑
α∈P1(km)
χ2,m
(
f(α)
)
,
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where χ2,m is the quadratic character of the field km. Recall that the quadratic
character of a field is the function mapping 0 to 0, all non-zero squares of the field
to 1, and all other elements to −1. We conclude that
∑
C∈[Hg(k)]
1
|Autk(C)|
·
ν∏
i=1
aλi(C) =
(−1)|λ|
|GL2(k)|
∑
f∈Pg
ν∏
i=1
( ∑
α∈P1(kλi )
χ2,λi
(
f(α)
))
.
This sum splits into sums of the form
ug(α1, . . . , αν) :=
∑
f∈Pg
ν∏
i=1
χ2,λi
(
f(αi)
)
,
for every choice of points αi ∈ P1(kλi ). Note that if n is odd, then all these sums
are equal to zero.
Example 1. We consider the case λ = (1, 1) and (α1, α2) = (0,∞). We want to
compute ug := ug(0,∞), for all g ≥ 0. If f is a monic polynomial, representing a
hyperelliptic curve, then f(∞) = 0 if it is of odd degree and f(∞) = 1 if it is of even
degree. Thus ug is equal to the sum of χ2,1
(
f(α1)
)
multiplied with q − 1, over all
monic square-free polynomials f of degree 2g+2. Since there are as many non-zero
squares as non-squares in k, the sum of χ2,1
(
h(α1)
)
over all monic polynomials h is
zero. Hence we get the following recursion formula for g ≥ 0,
0 = ug + ug−1(q − 1) + ug−2(q − 1)q + . . . + u0(q − 1)q
g−1 + (q − 1)2qg
from which we conclude that ug(0,∞) = −(q − 1)2 for all g ≥ 0.
The example above can be generalized in the following sense. Fix a λ-tuple
(α1, . . . , αν) of points, which we for simplicity assume to be in A
1, and set ug :=
ug(α1, . . . , αν). Then we can determine ug recursively, once we know the integers
Ug :=
∑
h
ν∏
i=1
χ2,λi
(
h(αi)
)
,
where the sum is over all polynomials h of degree 2g + 1 or 2g + 2.
Define bj to be the number of monic polynomials l of degree j such that l(αi)
is non-zero for all i. Any polynomial h has a unique decomposition of the form
h = f · l2 where f is a square-free polynomial and l is a monic polynomial. Thus
for any point α ∈ A1(km), χ2,m
(
h(α)
)
= χ2,m
(
f(α)
)
as long as l(α) is non-zero.
From this we can conclude that
Ug = (q − 1)bg+1 +
g∑
i=0
biug−i. (5)
If h is a polynomial of degree greater than n − 1, there is a one to one corre-
spondence between the set of possible values of the first n coefficients of h and the
set of possible values of h(αi) for 1 ≤ i ≤ ν. Using this, and the fact that half of
the non-zero elements of any finite field of odd characteristic are squares and half
are non-squares, we can determine Ug for all g satisfying 2g + 1 ≥ n.
This shows that, if we know the values of ug for all g such that 2g + 1 < n, we
can use (5) to determine their value for all possible g.
In [4] the method described above, which follows a suggestion by Nicholas M.
Katz, together with the fact that if C has genus zero then am(C) = 0 for all m, is
used to make an equivariant count of the number of points defined over k of Hg,n
for any value of g and all n ≤ 7. The results, for the cases relevant here, are given
in Table 1. In particular, in view of Theorem 8, the equivariant count of points of
H2,4 implies Theorem 2.
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Table 1: Equivariant counts of points of some Hg,n.
n Tr
(
Fq, e
Sn
e´t (H2,n ⊗Z k¯)
)
0 q3s0
1 (q4 + q3)s1
2 (q5 + q4 − 1)s2 + q4s12
3 (q6 + q5 − q4 − q)s3 + (q
5 − q)s21
4 (q7 + q6 − q5 − q4 − q2 + q + 1)s4 + (q6 − q5 − q2)s31
−q2s22 + (q
2 − 1)s212
n Tr
(
Fq, e
Sn
e´t (H3,n ⊗Z k¯)
)
0 q5s0
1 (q6 + q5)s1
2 (q7 + q6)s2 + (q
6 − 1)s12
4.3 Quartic curves
Let Qn be the complement of H3,n in M3,n. Using the canonical embedding we
can identify Qn with the moduli space of n-pointed plane non-singular quartic
curves. By the results in Section 4.1 we find that an equivariant count of the
number of points of Qn is the same as an equivariant count of the number of
plane n-pointed non-singular quartic curves defined over k divided by the number
of elements, defined over k, of the group of isomorphisms acting on these curves,
which is equal to PGL3(k).
From now on all curves mentioned in this section will be assumed to be plane
curves.
Fix a partition λ of weight n. We want to compute the fixed points of σ · Fq
on the coarse moduli space of Qn, where σ is any permutation with cycle type λ.
By Section 4.1 we want, in other words, to compute the sum, over all λ-tuples P of
points in the plane, of the number of non-singular quartic curves that contain P .
Definition 7. Let us identify the space of quartic curves defined over k with P14(k).
For every λ-tuple P of points, we denote by LP the linear subspace of P
14(k) of
curves that contain P .
A set S of m distinct points in the plane is called an unordered µ-tuple if there
is a µ-tuple (p1, . . . , pm) such that S = {p1, . . . , pm}. For any unordered µ-tuple S
of points in the plane, we define LP,S to be the linear subspace of LP of curves that
have singularities at the points of S.
The locus of singular curves in LP is the union of all linear spaces LP,S for
every m ≥ 1 and unordered m-tuple S. Say that we want to use the sieve principle
to count the number of elements of this union. Then we would sum the numbers
(−1)i+1|LP,S1 ∩ . . .∩LP,Si |, for each i ≥ 1 and for each unordered choice of distinct
sets S1, . . . , Si where Sj is an unordered mj-tuple. If this procedure terminated,
every singular curve in LP would have been counted exactly once. Hence, taking
|LP | minus the resulting number would give the number of non-singular curves
in LP . Since there are curves with infinitely many singularities, namely the non-
reduced ones, this procedure will not stop. Instead we choose to stop it after making
sure that all curves with up to two singularities have been removed precisely once.
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That is, we will compute,
s2,P := |LP | −
∑
α∈P2(k)
|LP,{α}|+
∑
α1 6=α2∈P2(k)
1
2
|LP,{α1,α2}|
−
∑
β∈P2(k2)\P2(k)
1
2
|LP,{β,F (β)}|. (6)
Example 2. Suppose that P consists of the point p1. In this case LP has dimension
13. If p1 is not contained in S, the subspace LP,S will have the expected dimension;
if this is not the case, the dimension of LP,S will be one more than expected. Hence,
we have to distinguish the following five types of singular curves passing through P :
curves singular in p1, singular in a point different from p1, singular in a conjugate
2-tuple, singular in p1 and another k-point and finally those singular in two k-
points both different from p1. Note that these cases are not mutually exclusive. By
choosing the appropriate signs we get,
s2,P = |P
13(k)| − |P11(k)| − (q2 + q)|P10(k)| −
1
2
(q4 − q)|P7(k)|+
+ (q2 + q)|P8(k)|+
1
2
(q2 + q)(q2 + q − 1)|P7(k)|.
After having computed the sum
∑
P s2,P where P runs over all λ-tuples, we
need to amend for the curves with more than two singularities to obtain the sum,
over all λ-tuples P , of the number of non-singular curves in LP .
The choice of stopping the sieve procedure after two singularities was made
after weighing the difficulty of computing the dimensions of the linear subspaces
LP,S against the difficulty of finding the more specific information we need on the
singular curves that have not been removed precisely once in the sieve procedure.
The information we need on the curves that have not been removed precisely
once is the following. For any partition µ of weight greater than two, let tµ be the
sum over all choices of λ-tuples P and unordered µ-tuples S of the number of curves
that contain P and that have singularities at the points of S, and nowhere else. Each
number tµ will then have to be removed or added to
∑
P s2,P a suitable number of
times, so that the curves of this kind also will have been removed precisely once.
All quartic curves with at least three singularities are such that all components
(or their normalizations) have genus zero, with the only exception of those consisting
of a non-singular cubic together with a transversal line. To find all the numbers tµ
we distinguish types of these quartic curves defined over k according to the following
information:
• degrees and multiplicities of the irreducible components;
• over which fields the components are defined;
• the number of singularities of each irreducible component;
• over which fields the singularities are defined;
• the number of intersection points of any set of irreducible components;
• over which fields the intersection points are defined.
Hence if we know the type of a curve we only need to find the number of points
of its irreducible components to deduce its contribution to tµ.
Since irreducible curves of degree one or two are isomorphic to the projective
line their number of points is easy to compute.
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Table 2: Equivariant counts of points of Qn for n ≤ 2.
n Tr
(
Fq, e
Sn
e´t (Qn ⊗k k¯)
)
0 (q6 + 1)s0
1 (q7 + q6 + q + 1)s1
2 (q8 + q7 − q5 + q2 + q)s2 + (q7 + q + 1)s12
Example 3. Let us consider quartic curves defined over k consisting of a conic
together with one tangent line and one transversal line intersecting the conic in two
points defined over k distinct from the tangency point of the other line. In this
case all components and intersection points will be defined over k. Furthermore all
components are rational curves, so the number of points defined over ki of such a
curve equals 3|P1(ki)| − 4. The number of such curves is easily computed to be
|PGL3(k)|/2.
In case the normalization of a singular component has genus zero we only need
to find how many points there are in the inverse image of the singularities under the
normalization map and over which fields they are defined, to be able to compute
its number of points.
Example 4. There are (q− 2)|PGL3(k)|/6 quartic curves defined over k consisting
of a cuspidal cubic together with a transversal line intersecting the cubic in three
points defined over k. The fact that the singularity of the cubic is a cusp means
that the inverse image of the singularity under the normalization map is only one
point which is defined over the same field as the singularity. This shows that curves
of this type have 2|P1(ki)| − 3 points defined over ki.
Non-singular cubic curves have genus one, and hence we cannot use the same
approach as above. But pointed non-singular cubic curves can be counted in the
same fashion as we are counting the pointed non-singular quartic curves, see also
Remark 2. Hence after adding the transversal line we can also find the contribution
of these curves to tµ.
This method was used in [5] and gave the equivariant answers for the number
of points defined over k of Qn for all n less than or equal to six. The results for
the cases relevant here can be found in Table 2. In particular, the results for Q2,
together with the results on H3,2 given in Table 1, imply Theorem 3.
5 Rational cohomology of geometric quotients
If g and n are small enough, it is possible to determine exactly what the rational
cohomology of Mg,n is. This applies at least for the moduli space of curves of
genus 3 and 4. The reason is that in these cases the canonical map provides a very
simple description of each such curve. This allows to divide the coarse moduli space
into locally closed subschemes which are geometric quotients of the complement of
a discriminant in a complex vector space, by the action of a reductive group. In
this section, we explain how this description applies to moduli spaces of (n-pointed)
non-singular curves of genus 3 or 4. Moreover, following [31], we explain which
relation holds between the cohomology of the complement of the discriminant and
the cohomology of the geometric quotient.
Note that, throughout this section, we will always consider not the moduli stacks
Mg,n, but the underlying coarse moduli spaces. Since the rational cohomology of
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the two coincides, we will abuse notation and not distinguish between the two
concepts.
Throughout this section and the following one, all results on the cohomology (or
the Borel-Moore homology) will be given by means of Poincare´-Serre polynomials
(following [28]). If H• is a rational mixed Hodge structure, the Poincare´-Serre
polynomial ofH• is defined as the polynomial in Z[t, u, u−1] such that the coefficient
of tiuj is the dimension of the weight j subquotient of Hi. The Poincare´-Serre
polynomial of a complex variety Z is the Poincare´-Serre polynomial of its rational
cohomology. Note that in all cases we will consider, the mixed Hodge structures
will be sums of (rational) Tate Hodge structures. In this special case, giving the
Poincare´-Serre polynomial is equivalent to giving the whole rational mixed Hodge
structure.
5.1 Moduli spaces of smooth subvarieties
Let Z ⊂ PN be a complex projective variety, and L a vector bundle on Z. We
define V to be a linear subspace of the space of sections of L. Inside V there is a
closed subvariety Σ of sections whose zero scheme is not smooth of the expected
dimension. We call Σ the discriminant. In the following, we will always assume
that Σ is of pure complex codimension 1 in V .
Suppose further that there is a complex affine algebraic group G acting on Z
and L, and that this action induces an action on V .
We are interested in studying the quotient of X := V \Σ by the action of G (if
such a quotient exists), and specifically in determining its rational cohomology. In
many examples the geometric quotient X/G can be interpreted as the moduli space
of the smooth varieties defined by the vanishing of elements in V .
Moreover, for every n ≥ 0 we can consider the incidence correspondence
In := {(v, p1, . . . , pn) ∈ X × F (Z, n) : v(pi) = 0 ∀i = 1, . . . , n},
where F (Z, n) denotes the space of ordered configurations of n distinct points on Z.
The action of G on Z clearly induces an action on In and if the geometric quotient
X/G exists, so does In/G.
We recall Peters-Steenbrink’s generalization of the Leray-Hirsch theorem:
Theorem 9 ([31]). Let ϕ : X → Y be a geometric quotient for the action of a
connected group G, such that for all x ∈ X the connected component of the stabilizer
of x is contractible. Consider the orbit inclusion
ρ : G −→ X
g 7−→ gx0,
where x0 ∈ X is a fixed point.
Suppose that for all k > 0 there exist classes e
(k)
1 , . . . , e
(k)
n(k) ∈ H
k(X ;Q) that
restrict to a basis for Hk(G;Q) under the map induced by ρ on cohomology. Then
the map
a⊗ ρ∗(e
(k)
i ) 7−→ ϕ
∗a ∪ e
(k)
i
extends linearly to an isomorphism of graded linear spaces
H•(Y ;Q)⊗H•(G;Q) ∼= H•(X ;Q)
that respects the rational mixed Hodge structures of the cohomology groups.
Remark 3. The hypotheses of Theorem 9 are apparently very natural in all cases
where G is a reductive group and X = V \Σ is the complement of the discriminant.
In particular, they are known to hold in the following cases:
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1. Moduli spaces of smooth hypersurfaces [31, Theorem 1]
Z = PN , V is the vector space of sections of L = OPN (d) (d ≥ 3) and
G = GL(N,C).
2. Moduli space of smooth curves on a quadric cone [33, 4.1]
Z = P(1, 1, 2), V is the vector space of sections of L = OZ(6) and G is
the automorphism group of the graded ring C[x, y, z] where deg x = deg y =
1, deg z = 2. This can also be generalized to curves of even degree ≥ 4 on a
quadric cone.
3. Moduli space of smooth (3, 3)-curves on P1 ×P1 [33, 3.1]
Z = P1 ×P1, V is the vector space of sections of L = OP1(3)⊗OP1(3) and
G is the connected component of the identity of the automorphism group of
the Z × Z-graded ring C[x0, x1; y0, y1]. Note that this result can be easily
generalized to smooth (m,n)-curves on P1 ×P1, with m,n ≥ 2.
Theorem 10. Suppose X satisfies the hypotheses of Theorem 9 for the action of
an affine algebraic group G. Then the action of G on In satisfies the hypotheses of
Theorem 9, for every n ≥ 0.
Proof. Consider the natural projection πn : In → X . The map πn is equivariant
with respect to the action of G. Then the claim follows from the fact that, for an
appropriate choice of the base points, the orbit inclusion ofG inX is the composition
of πn with the orbit inclusion of G in In.
5.2 Moduli spaces of curves of genus three and four
The considerations above can be applied directly to the study of the rational coho-
mology of moduli spaces of curves of genus 3 and 4, with or without marked points.
Indeed, every non-hyperelliptic curve of genus three has a plane quartic curve as
its canonical model ([24, IV.5.2.1]). This means that we are in the situation of
Remark 3, case 1, with N = 2 and d = 4. In the notation of that case, we have that
H•(Qn;Q)⊗H
•(GL(3);Q) ∼= H•(In;Q),
where Qn is the complement inM3,n of the hyperelliptic locus H3,n. Hence, deter-
mining the cohomology of Qn is equivalent to determining that of In.
We are interested in determining the cohomology of In for the first values of
n. For n = 0, we have I0 = X = V \ Σ. The cohomology of this space has been
computed by Vassiliev in [34]. Vassiliev’s results imply that the Poincare´-Serre
polynomial of I0 is equal to
(1 + u2t)(1 + u4t3)(1 + u6t5)(1 + u12t6).
By Theorem 10, this implies that the Poincare´-Serre polynomial of Q0 is 1 +
u12t6. Since the hyperelliptic locus has the rational cohomology of a point, this
yields an alternative proof of the following result of Looijenga.
Theorem 11 ([28, 4.7]). The Poincare´-Serre polynomial of M3 is 1+u2t2+u12t6.
Consider next the case n = 1. The incidence correspondence I1 has a natural
forgetful morphism π1 : I1 −→ P2. The map π1 is a locally trivial fibration, and
the fibre F1 is isomorphic to the space of non-singular homogeneous polynomials of
degree 4, vanishing at a fixed point p ∈ P2. The rational cohomology of this space
is computed with Vassiliev-Gorinov’s method in Section 6 (see (7) at page 26). In
particular, its Poincare´-Serre polynomial is
(1 + u2t)(1 + 2u4t3 + u8t6 + u12t6 + 2u16t9 + u20t12).
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Table 3: Leray spectral sequence converging to H•(Q1;Q)⊗H•(PGL(3);Q).
12 Q(−10) Q(−11) Q(−12)
11
10
9 Q(−8)2 Q(−9)2 Q(−10)2
8
7
6 Q(−4) +Q(−6) Q(−5) +Q(−7) Q(−6) +Q(−8)
5
4
3 Q(−2)2 Q(−3)2 Q(−4)2
2
1
0 Q Q(−1) Q(−2)
0 1 2 3 4
Note the the rational cohomology of F1 is the tensor product of the cohomology
ofC∗ and the cohomology of the projectivization of F1. The Leray spectral sequence
associated to π1 is given in Table 3, where for the sake of simplicity we have already
divided out the cohomology of C∗.
By Theorem 10, we know that the rational cohomology of I1 is the tensor
product of the cohomology of GL(3) and that of Q1, hence the spectral sequence
given in Table 3 converges to the tensor product of the cohomology of PGL(3) and
Q1. This implies that all non-trivial differentials between column 0 and column 4
in the spectral sequence have rank 1. This yields the following.
Proposition 1. The Poincare´-Serre polynomial of I1 is (1 + u2t)(1 + u4t3)(1 +
u6t5)(1 + u2t2)(1 + u12t6).
Corollary 1. The Poincare´-Serre polynomials of Q1 and of M3,1 are, respectively,
(1 + u2t2)(1 + u12t6) and (1 + u2t2)(1 + u2t2 + u12t6).
Proof. This follows from the above Proposition, together with Theorem 10, and the
fact that H•(H3,1;Q) ∼= H•(P1;Q).
Note that Corollary 1 refines the result on the Poincare´-Serre polynomial of
M3,1 given in [22], which corrects an error in [28, 4.10].
The situation with curves of genus 4 is similar as that in the case of genus 3. The
canonical model of a non-hyperelliptic curve of genus 4 is the complete intersection
of a quadric and a cubic surface in P3 ([24, IV.5.5.2]). As a consequence, we can
stratifyM4 by taking the spaceM04 of curves which are the complete intersection of
a cubic surface and a quadric of maximal rank, the spaceM14 of curves which are the
complete intersection of a cubic surface and a quadric cone, and the hyperelliptic
locus H4. Then, by Remark 3, case 2 and 3, we can determine the cohomology
of both M14 and M
0
4 by computing that of the complements of the discriminants
involved in each case.
This construction allows us to compute the rational cohomology of M4. Let
us consider M04 first. Every element of M
0
4 has a canonical embedding to a curve
of type (3, 3) on P1 × P1. The cohomology of V \ Σ can be obtained by applying
Vassiliev-Gorinov’s method (as described in Section 6), starting from a classification
of all possible singular loci of a (3, 3)-curve. This yields the following result:
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Proposition 2 ([33, 1.2]). The cohomology of the moduli space of non-singular
(3, 3)-curves on P1 ×P1 has Poincare´-Serre polynomial equal to 1 + u6t5.
Analogously, it is possible to apply Vassiliev-Gorinov’s method to the space
of non-singular curves of degree 6 on a quadric cone in P3 and prove that its
cohomology is isomorphic to that of the automorphism group of the cone. As a
consequence, we have the following.
Theorem 12 ([33, 1.4]). The Poincare´-Serre polynomial of the cohomology of M4
is 1 + u2t2 + u4t4 + u6t5.
6 Vassiliev-Gorinov’s method
The examples in Section 5.2 show that we can determine the rational cohomology
of several moduli spaces of smooth curves, once we compute the cohomology of the
complement of certain discriminants. There is a specific method, due to Vassiliev,
which applies to the latter sort of computation (see e.g. [34]). In Section 6.1 we
present a modification of this method, by Gorinov (see [23]; for further reference
on the construction cited in this section, see the exposition of the method in [33]).
This version of Vassiliev’s method applies well to the cases we are interested in.
In Section 6.2 we show how the method works in the special case of the space of
quartic plane curves through a fixed point.
In this paper we make an extensive use of Borel-Moore homology, i.e., homology
with locally finite support. A reference for its definition and properties is [13,
Chapter 19].
6.1 The method
Here we explain Vassiliev-Gorinov’s method for computing the cohomology of com-
plements of discriminants.
Recall that we are working with a linear space V of sections of a line bundle
L on a projective variety Z. Our aim is to compute the rational cohomology of
the complement of the discriminant, X = V \ Σ. This is equivalent to determining
the Borel-Moore homology of the discriminant, because there is an isomorphism
between the reduced cohomology of X and Borel-Moore homology of Σ. If we
denote by M the dimension of V , this isomorphism can be formulated as
H˜•(X ;Q) ∼= H¯2M−•−1(Σ;Q)(−M).
Definition 8. A subset S ⊂ Z is called a configuration in Z if it is compact and
non-empty. The space of all configurations in Z is denoted by Conf(Z).
Proposition 3 ([23]). The Fubini-Study metric on Z induces in a natural way on
Conf(Z) the structure of a compact complete metric space.
To every element in v ∈ V , we can associate its singular locus Kv ∈ Conf(Z) ∪
{∅}. We have that K0 = Z, and that L(K) := {v ∈ V : K ⊂ Kv} is a linear space
for all K ∈ Conf(Z).
Vassiliev-Gorinov’s method is based on the choice of a collection of families of
configurations X1, . . . , XN ⊂ Conf(Z), satisfying some axioms ([23, 3.2], [33, List
2.1]). Intuitively, we have to start by classifying all possible singular loci of elements
of V . Note that singular loci of the same type will have a space L(K) of the same
dimension. We can put all singular configurations of the same type in a family.
Then we order all families we get according to the inclusion of configurations. In
this way we get a collection of families of configurations which may already satisfy
Gorinov’s axioms. If this is not the case, the problem can be solved by adding
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new families to the collection. Typically, the elements of these new families will be
degenerations of configurations already considered.
For instance, configurations with three points on the same projective line and
a point outside it can degenerate into configurations with four points on the same
line, even if there is no v ∈ V which is only singular at four collinear points.
Once the existence of a collection X1, . . . , XN satisfying Gorinov’s axioms is es-
tablished, we can proceed with the construction of a resolution for the discriminant.
We will formulate this by using the language of cubical spaces.
For every j ∈ Z≥1, we will denote by j the set {1, 2, . . . , j}.
Definition 9. A cubical space over the index set N (briefly, an N -cubical space)
is a collection of topological spaces {Y (I)}I⊂N such that for each inclusion I ⊂ J
we have a natural continuous map fIJ : Y (J) → Y (I) such that fIK = fIJ ◦ fJK
whenever I ⊂ J ⊂ K.
Let us define the cubical spaces we work with.
Λ(I) := {A ∈
∏
i∈I
Xi : i < j ⇒ Ai ⊂ Aj}.
X (I) := {(F,A) ∈ Σ× Λ(I) : KF ⊃ Amax(I)} if I 6= ∅,
X (∅) := Σ.
The subsets I ⊂ N are in one to one correspondence with the faces ∆I of the
simplex
∆N :=

(f : N → [0, 1]) :
∑
a∈N
f(a) = 1

 .
Its faces are defined as ∆I = {f ∈ ∆N : f |N−I = 0}. Note that ∆∅ = ∅. Whenever
there is an inclusion I ⊂ J , we can associate to it the map eIJ : ∆I → ∆J given by
the inclusion of ∆I in ∆J
Definition 10. Let Y (•) be a cubical space over the index set N . Note that Y (•)
has a natural augmentation towards Y (∅). Then the geometric realization of Y (•)
is defined as the map
|ǫ| :
∣∣Y (•)∣∣ −→ Y (∅)
induced from the natural augmentation on the space∣∣Y (•)∣∣ = ⊔
I⊂N
(∆I × Y (I))/R,
where R is the equivalence relation generated by
(f, y) R (f ′, y′)⇔ f ′ = eIJ(f), y = fIJ(y
′).
Since ∆∅ = ∅, the space Y (∅) does not appear in the construction of the domain
of the geometric realization.
For a very natural choice of the topology on
∣∣X (•)∣∣ (see [33]), we have the
following:
Proposition 4 ([23]). The geometric realization of X (•),
|ǫ| :
∣∣X (•)∣∣ −→ X (∅) = Σ,
is a homotopy equivalence and induces an isomorphism on Borel-Moore homology
groups.
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For every h, 1 ≤ h ≤ N , we have h →֒ N , hence we can restrict Λ(•) and X (•)
to the index set h, getting the two h-cubical spaces Λ|h(•) and X|h(•). Then for
every 1 ≤ h1 ≤ h2 ≤ N , there are natural embeddings
∣∣Λ|h1(•)∣∣ →֒ ∣∣Λ|h2(•)∣∣ and∣∣X|h1(•)∣∣ →֒ ∣∣X|h2(•)∣∣.
In this way we can define an increasing filtration on
∣∣Λ(•)∣∣ by posing
Filj
∣∣Λ(•)∣∣ := Im(∣∣Λ|j(•)∣∣ →֒ ∣∣Λ(•)∣∣)
for j = 1, . . . , N . We define analogously the filtration Filj
∣∣X (•)∣∣ on ∣∣X (•)∣∣. We use
the notation Fj := Filj
∣∣X (•)∣∣ \ Filj−1 ∣∣X (•)∣∣ and Φj := Filj ∣∣Λ(•)∣∣ \ Filj−1 ∣∣Λ(•)∣∣
for these strata.
The filtration Filj
∣∣X (•)∣∣ defines a spectral sequence that converges to the Borel-
Moore homology of Σ. Its term E1p,q is isomorphic to H¯p+q(Fp;Q).
Proposition 5 ([23]). 1. For every j = 1, . . . , N , the stratum Fj is a complex
vector bundle over Φj. The space Φj is in turn a fiber bundle over the config-
uration space Xj.
2. If Xj consists of configurations of m points, the fiber of Φj over any x ∈ Xj
is an (m− 1)-dimensional open simplex, which changes its orientation under
the homotopy class of a loop in Xj interchanging a pair of points in xj.
3. If XN = {Z}, FN is the open cone with vertex a point (corresponding to the
configuration Z), over FilN−1
∣∣Λ(•)∣∣.
We recall here the topological definition of an open cone.
Definition 11. Let B be a topological space. Then a space is said to be an open
cone over B with vertex a point if it is homeomorphic to the space B × [0, 1)/R,
where the equivalence relation is R = (B × {0})2.
The fiber bundle Φj → Xj of Proposition 5 is in general non-orientable. As a
consequence, we have to consider the homology of Xj with coefficients not in Q, but
in some local system of rank one. Therefore we recall some constructions concerning
Borel-Moore homology of configuration spaces with twisted coefficients.
Definition 12. Let Z be a topological space. Then for every k ≥ 1 we have the
space of ordered configurations of k points in Z,
F (Z, k) = Zk \
⋃
1≤i<j≤k
{(z1, . . . , zk) ∈ Z
k : zi = zj}.
There is a natural action of the symmetric group Sk on F (k, Z). The quotient is
called the space of unordered configurations of k points in Z,
B(Z, k) = F (Z, k)/Sk.
The sign representation π1(B(Z, k)) → Aut(Z) maps the paths in B(Z, k)
defining odd (respectively, even) permutations of k points to multiplication by −1
(respectively, 1). The local system ±Q over B(Z, k) is the one locally isomor-
phic to Q, but with monodromy representation equal to the sign representation
of π1(B(Z, k)). We will often call H¯•(B(Z, k),±Q) the Borel-Moore homology of
B(Z, k) with twisted coefficients, or, simply, the twisted Borel-Moore homology of
B(Z, k).
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Table 4: Singular sets of quartic polynomials vanishing at p .
The number in the last column is the dimension of the linear subspace of V of
polynomials singular in a configuration of the given type. The position of n points
is called general when no three of them lie on the same line.
Type Description Dim.
1a The point p. 12
1b Any other point. 11
2a The point p and another point. 9
2b Any other pair of points. 8
3a Three points lying on a line through p. 7
3b Three points on a line not passing through p. 6
4a The point p and two other points in general position with
respect to p.
6
4b Three points in general position, different from p. 5
5a A line through p. 6
5b A line not passing through p. 5
6a,b,c Three points on the same line and one point outside it.
There are 3 subcases, according to the position of p.
4,4,3
7a,b Four points in general position. There are 2 subcases,
depending on the position of p.
3,2
8a,b,c A line and a point outside it. There are 3 subcases, de-
pending on the position of p.
3,3,2
9a,b,c Two pairs of points, lying on different lines, and the in-
tersection point of the two lines they span. There are 3
subcases: p may be the central point, or lie on one of
the lines, or the conic is uniquely determined as the conic
passing through p and the other 4 points.
2,2,1
10 Six points, pairwise intersection of a general configuration
of four lines in P2. At least one line passes through p.
1
11 A non-singular conic through p. 1
12 A conic of rank 2, passing through p. 1
13 The whole P2. 0
6.2 Quartic curves through a point
In this section, we will give an example of how to apply Vassiliev-Gorinov’s method
to a concrete case, namely, to the case of quartic curves through a fixed point. This
is an adaptation of the computation of Vassiliev in [34] for the space of quartic
curves.
Let us fix a point p ∈ P2, and choose coordinates x0, x1, x2 on P2. Denote
by V the vector subspace of C[x0, x1, x2]4 of homogeneous polynomials of degree
four vanishing at p. The singular polynomials inside V form the discriminant locus
Σ ⊂ V . We want to apply Vassiliev-Gorinov’s method in order to determine the
Borel-Moore homology of Σ and the cohomology of its complement in V .
We start by listing in Table 4 all possible singular loci of elements of Σ. Note that
the list of configurations in Table 4 defines a collection of families of configurations
that already satisfies Gorinov’s axioms. Therefore, we can use this collection to
construct the cubical spaces X (•) and Λ(•) as in Section 6.1.
The strata defined by configurations of types 3a, 3b, 4b, 5, 6, 7, 8, 9, 11 and
12 do not contribute to the Borel-Moore homology of the domain of the geometric
resolution of X (•). This follows either from the fact that the twisted Borel-Moore
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homology of the corresponding configuration spaces is trivial, or from the fact that
the configurations are curves. It remains to calculate the Borel-Moore homology of
the other strata.
1a The space F1a is isomorphic to C
12. We have Φ1a ∼= {p}.
1b The space F1b is a complex vector bundle of rank 11 over Φ1b ∼= (P2 \ {p}).
2a The space F2a is a complex vector bundle of rank 9 over Φ2a, which in turn
is a non-orientable ∆1-bundle over P
2 \ {p}.
2b The space F2b is a complex vector bundle of rank 8 over Φ2b, which in turn is
a non-orientable ∆˚1-bundle over B(P
2 \ {p}, 2). After the choice of a line
through p, the complement of p in P2 can be seen as the disjoint union
of an affine line and an affine two-space, hence we have B(P2 \ {p}, 2) =
B(C, 2) ⊔ C × C2 ⊔ B(C2, 2). The induced local system is ±Q on the first
and the third component. It is a standard fact in the theory of complements
of unions of hyperplanes that H¯•(B(C
N , j);Q) = 0 when j ≥ 2. Hence,
H¯•(B(P
2 \ {p}, 2);±Q) ∼= H¯•(C3;Q).
4a The space F4a is a complex vector bundle of rank 6 over Φ4a, which in turn
is a non-orientable ∆˚2-bundle over B(P
2 \ {p}, 2).
10 The space F10 is a complex vector bundle of rank 1 over Φ10, which in turn
is a non-orientable ∆˚5-bundle over the configuration space X10.
It is easier to consider X10 as a subspace of B(P
2 ,ˇ 4). Then X10 is the
space of all configurations of four points in general position such that at least
one point lies on the line pˇ . The local system induced by the orientation
of the simplicial bundle is the constant one, because interchanging two lines
interchanges two pairs of intersection points.
The Borel-Moore homology with constant coefficients of B˜(P2 ,ˇ 4) is easy
to compute, because it coincides with that of PGL(3). Its Poincare´-Serre
polynomial is u−16t16 + u−12t13 + u−10t11 + u−6t8.
Consider the following variety:
S := {(l1, l2, l3, l4, p) ∈ F˜ (P
2, 4)×P2 : p ∈
⋃
i
li},
where F˜ (P2 ,ˇ 4) denotes the space of four lines in P2 in general position. If
we consider the projection of S onto F˜ (P2 ,ˇ 4), it is easy to see that the S4-
invariant part of the Borel-Moore homology of S coincides with the tensor
product of the Borel-Moore homology of F˜ (P2 ,ˇ 4) ∼= PGL(3) and that of P1.
If we consider the projection p2 : S −→ P2, we obtain that the fibre of p2 is a
S4-covering ofX10. This implies that the cohomology ofX10 coincides with the
S4-invariant part of the cohomology of this fibre. A direct computation based
on the Leray spectral sequence associated to p2 yields that the Poincare´-Serre
polynomial of the Borel-Moore homology of X10 must be u
−14t14+2u−10t11+
u−6t8.
13 The space F13 is an open cone with base Fil13
∣∣Λ(•)∣∣ = ⋃1≤i≤13 Φi. The
spectral sequence associated to the filtration Fili
(∣∣Λ(•)∣∣) is such that the
differential d1 is an isomorphism between the columns corresponding to the
contributions of Φ2a and Φ1b. The same holds for Φ4a and Φ2b. From this it
follows that the only contribution comes from configurations of type 10, and
that H¯•(F13;Q) ∼= H¯•−1(Φ10;Q).
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Table 5: Spectral sequence converging to H¯•(Σ;Q).
24 Q(13)
23 Q(12)
22 Q(12)
21
20 Q(11)
19 Q(11)
18 Q(10)
17
16
15 Q(9) Q(8)
14
13 Q(7)
12 Q(6)2
11
10 Q(5)2
9 Q(4)
8
7 Q(3)
6
1a 1b 2a 2b 4a 10 13
The spectral sequence converging to the Borel-Moore homology of Σ has E1
term as in Table 5.
From the above, and considering the fact that the relationship between Borel-
Moore homology of Σ and reduced cohomology of X = V \ Σ is given by
H˜•(X ;Q) ∼= H¯27−•(Σ;Q)(−14),
we get the Poincare´-Serre polynomial of the rational cohomology of V \Σ
(1 + u2t)(1 + 2u4t3 + u8t6 + u12t6 + 2u16t9 + u20t12). (7)
This result is used in Section 5.2 to compute the cohomology of M3,1.
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