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PURELY LOG TERMINAL THREEFOLDS WITH
NON-NORMAL CENTRES IN CHARACTERISTIC TWO
PAOLO CASCINI AND HIROMU TANAKA
Abstract. We show that many classical results of the minimal
model program do not hold over an algebraically closed field of
characteristic two. Indeed, we construct a three dimensional plt
pair whose codimension one part is not normal, a three dimensional
klt singularity which is not rational nor Cohen-Macaulay, and a klt
Fano threefold with non-trivial intermediate cohomology.
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1. Introduction
Many important results in birational geometry rely on the study of
singularities that appear in the minimal model program. In particular,
thanks to the work of Shokurov, purely log terminal (or plt for short)
pairs have played a crucial role in the proof of the existence of flips (e.g.
see [Sho03, HM10, BCHM10, HX15]). A basic but important property
for plt pairs (X,∆) in characteristic zero is that the coefficient one part
x∆y is normal [KM98, Proposition 5.51]. Its proof heavily depends on
Kawamata–Viehweg vanishing theorem, which fails in positive charac-
teristic. Thus, it is natural to ask whether the same property holds
in positive characteristic. For example, if X is either a surface or a
threefold in characteristic p > 5, then the question holds true [HX15,
Theorem 3.1 and Proposition 4.1].
The purpose of this paper is to give a negative answer in character-
istic two.
Theorem 1.1. Let k be an algebraically closed field in characteristic
two. Then there exists a Q-factorial three dimensional plt pair (Z,E)
over k such that E is a prime divisor which is not normal.
The main idea of Theorem 1.1 is to apply a cone-like construction
to some klt del Pezzo surfaces which violate Kawamata–Viehweg van-
ishing (cf. Subsection 1.1).
The normality of the codimension one part of a plt pair is closely
related to the extension problem of log pluri-canonical sections. Using
the same construction as in the proof of Theorem 1.1, we produce a plt
pair such that the restriction maps for the log pluri-canonical divisors
are not surjective, contrary to what happens in characteristic zero (cf.
[HM07, Theorem 5.4.21], [DHP13, Corollary 1.8]):
Theorem 1.2. Let k be an algebraically closed field of characteristic
two. Then there exist a three dimensional affine variety Z over k and a
projective birational morphism g : Y → Z which satisfies the following
properties:
(1) (Y,E +B) is a plt pair such that xE +By = E,
(2) KY + E +B is semi-ample, and
(3) there exists a positive integer m0 such that the restriction map
H0(Y,OY (mm0(KY + E +B)))→ H
0(E,OY (mm0(KY + E +B))|E)
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is not surjective for any positive integer m.
Finally, using similar methods, we construct three dimensional Kawa-
mata log terminal (or klt for short) singularities which are not rational
nor Cohen–Macaulay (see [KM98, Theorem 5.22 and Corollary 5.25] for
the corresponding result in characteristic zero) and a three dimensional
klt Fano variety X with H2(X,OX) 6= 0:
Theorem 1.3. Let k be an algebraically closed field of characteristic
two. Then there exists a three dimensional klt variety Z over k such
that
(1) Z is not Cohen–Macaulay, and
(2) there is a projective birational morphism h : W → Z from a
smooth threefold W such that R1h∗OW 6= 0.
Theorem 1.4. Let k be an algebraically closed field of characteristic
two. Let r be a positive integer. Then there exists a three dimensional
projective Q-factorial klt variety Z over k such that −KZ is ample,
ρ(Z) = 1 and dimkH
2(Z,OZ) = r.
1.1. Sketch of the proof. We briefly overview some of the ideas used
in the proof of Theorem 1.1. To this end, we first describe a method to
obtain a plt pair whose codimension one part is not normal. Assume
that there exist a smooth Fano variety T with ρ(T ) = 1, an ample
divisor A and a normal prime divisor E on T such that
(1) (T,E) is plt and −(KT + E) is ample,
(2) H1(T,OT (nA)) = 0 for any n ≥ 0,
(3) H1(T,OT (A−E)) 6= 0, and
(4) H2(T,OT (mA− E)) = 0 for any m ≥ 2.
Note, in particular, that Kawamata–Viehweg vanishing fails for T . Let
πY : Y := PT (OT ⊕ OT (A)) → T and let g : Y → Z be the birational
contraction of the section T− of πY whose normal bundle is anti-ample.
Thus, Z is a cone over T . Let EY := π∗Y (E) and E
Z := g∗E
Y . Assum-
ing inversion of adjunction, (1) implies that (Z,EZ) is plt. We now
show that EZ is not normal. Consider the exact sequence
g∗OY
ρ
−→ g∗OEY → R
1g∗OY (−E
Y )→ R1g∗OY .
In order to show that EZ is not normal, it is enough to prove that ρ is
not surjective. Therefore, we would like to show that R1g∗OY (−E
Y ) 6=
0 and R1g∗OY = 0. Using Serre vanishing theorem, both of these
claims follow from the assumptions (2)–(4) (cf. proof of Theorem 6.3).
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1.1.1. Construction. As explained above, we would like to find a Fano
variety T satisfying the above properties (1)–(4). As far as the authors
know, only three families of klt Fano varieties are known to violate
Kawamata–Viehweg vanishing [LR97, Sch07, Mad16]. However, none
of them seem to be sufficient to our purpose.
Therefore, we need to find a new Fano variety satisfying the proper-
ties (1)–(4) above. If we admit some singularities, then such examples
can be constructed by taking some divisors on a family of klt del Pezzo
surfaces in characteristic two. These surfaces were introduced by Keel
and McKernan in [KM99]. More specifically, we can find a klt del Pezzo
surface T , an ample Z-divisor A and a prime divisor E on T which
satisfy the properties (1)–(4) (cf. Section 4 and Lemma 6.2). Unfor-
tunately, our divisor A is not Cartier, which makes our construction
more complicated. Indeed, we introduce a new cone-like construction
to apply the same idea as above.
The construction is as follows. Let ψ : S → T be the minimal resolu-
tion. We consider the graded OS-algebra A =
⊕∞
m=0Am whose graded
pieces Am are defined by
A0 := OS
A1 := OS ⊕OS(ψ
∗A)
A2 := OS ⊕OS(ψ
∗A)⊕OS(2ψ
∗A)
. . .
and we equip A with the canonical multiplication structure. Note that
the fractional part {ψ∗A} is not zero in our case. Let X := ProjS(A).
By contracting some divisors on X , we get a threefold Y which admits
a P1-fibration πY : Y → T . Such a fibration corresponds to the P
1-
bundle PT (OT ⊕ OT (A)) over T at the beginning of Subsection 1.1,
and it is a special case of a Seifert bundle (see [Kol13, Section 9.3] and
the reference therein).
Finally, as above, we consider a birational morphism g : Y → Z
which contracts a section T− of πY . Section 5 is devoted to construct
these threefolds and check some of the properties we need. Note that,
even though S is smooth, X is a singular variety. On the other hand,
since we impose some assumptions on {ψ∗A} (cf. Assumption 5.1), we
can show that X and Y are klt by constructing an explicit resolution
of singularities. In Section 6, we prove our main results.
Acknowledgement: We would like to thank Y. Gongyo, C. D.
Hacon, Y. Kawamata, J. Kolla´r, J. McKernan, S. Takagi, and C. Xu
for many useful discussions and comments. The first author would like
to thank the National Center for Theoretical Sciences in Taipei and
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Professor J.A. Chen for their generous hospitality, where some of the
work for this paper was completed. We are also grateful to the referees
for carefully reading the paper and for many useful comments.
2. Preliminaries
2.1. Notation. Throughout this paper, we work over an algebraically
closed field k of characteristic p > 0. From Section 4, we assume that
p = 2. We say that X is a variety if X is an integral scheme which
is separated and of finite type over k. A curve (resp. surface, resp.
threefold) is a variety of dimension one (resp. two, resp. three). Given
a variety X , Pic(X) denotes the Picard group of X and Pic(X)Q :=
Pic(X) ⊗Z Q. Given an Fp-scheme X , we denote by F : X → X the
absolute Frobenius morphism. Given a scheme X , the reduced part
Xred of X is the reduced closed subscheme of X such that the induced
closed immersion Xred → X is surjective.
Given a proper morphism f : X → Y between normal varieties, we
say that two Q-Cartier Q-divisors D1, D2 on X are numerically equiva-
lent over Y , denoted D1 ≡f D2, if their difference is numerically trivial
on any fibre of f . We denote by ρ(X/Y ) the relative Picard number
and we set ρ(X) := ρ(X/Spec k). If f is a birational morphism, Ex(f)
denotes the exceptional locus of f .
We refer to [KM98, Section 2.3] or [Kol13, Definition 2.8] for the
classical definitions of singularities (e.g., klt, plt, log canonical) appear-
ing in the minimal model program. Note that we always assume that
for any klt (resp. plt, log canonical) pair (X,∆), the Q-divisor ∆ is
effective.
Given a Q-divisor D on a normal variety X and an open subset U
of X , we define
Γ(U,OX(D) := {ϕ ∈ K(X) | (div(ϕ) +D)|U ≥ 0}.
It follows that OX(D) = OX(xDy).
Given positive integers m1, · · · , mn, we define Pk(m1, · · · , mn) :=
Proj k[x1, · · · , xn], where k[x1, · · · , xn] is the graded polynomial ring
such that xi is a homogeneous element of degree mi, for i = 1, . . . , n.
Note that Pk(1, m) is isomorphic to P
1
k for any positive integer m.
2.2. Q-factoriality. We now describe a criterion for Q-factoriality.
Note that its proof is valid only in positive characteristic as it relies on
[Kee99].
Lemma 2.1. Let f : X → Y be a birational morphism of projective
normal varieties such that E := Ex(f) is a prime divisor. Let g : E →
f(E) be the restriction of f along E. Assume that
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(a) X is Q-factorial,
(b) ρ(E/f(E)) = 1, and
(c) any g-numerically trivial Cartier divisor M on E is g-semi-
ample.
Then the following hold:
(1) For any curve ζ on X such that f(ζ) is a point, the sequence
0→ Pic(Y )Q
f∗
−→ Pic(X)Q
·ζ
−→ Q→ 0
is exact.
(2) ρ(Y ) = ρ(X)− 1.
(3) Y is Q-factorial.
Proof. We first show (1). Clearly f ∗ is injective, the composite map
(·ζ)◦f ∗ is zero, and the map ·ζ is surjective. Let N be a Cartier divisor
on X such that N ·ζ = 0. It follows from (b) that N |E ≡g 0. Therefore,
we get N ≡f 0. Let H be an ample Cartier divisor on Y .
We first prove the following
Claim. There exists a positive integer m such that N +mf ∗H is nef.
Consider the set
I := {S |S is an integral closed subscheme of X such that S 6⊂ Ex(f)}.
If S ∈ I, then the induced morphism S → f(S) is birational. Therefore,
for every S ∈ I, we can find nS ∈ Z>0 such that (N +nSf
∗H)|S is big.
Let n1 := nX . By Kodaira’s lemma, we may write N+n1f
∗H = A+D
where A is an ample Q-divisor and D is an effective Q-divisor on X .
Let D =
∑
ejDj be the decomposition into irreducible components
and let n2 := maxDj∈I{n1, nDj}. For any Dj ∈ I, we denote by D
N
j
its normalisation and we apply Kodaira’s lemma to (N + n2f
∗H)|DN
j
.
By proceeding as above, since at each step the dimension drops, after
finitely many steps we may find n ∈ Z>0 such that (N + nf
∗H)|S is
big for every S ∈ I. In particular, we have that (N + nf ∗H) · C > 0
for every curve C on X with C 6⊂ Ex(f).
Since N |E is g-numerically trivial, after possibly replacing N and H
by ℓN and ℓH respectively for some positive integer ℓ, (c) implies that
there exists a divisor Q on f(E) such that N |E = g
∗Q. Thus, for any
sufficiently large positive integer m, we have that (N + mf ∗H)|E =
g∗(Q +mH|f(E)) is nef and the Claim follows.
By the Claim, it follows that if m is a sufficiently large positive
integer, the divisor N + mf ∗H is nef and big. If B is a curve on X ,
then (N +mf ∗H) · B = 0 if and only if f(B) is a point. By (c) and
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Keel’s theorem [Kee99, Theorem 0.2], it follows that N + mf ∗H is
semi-ample. Since it induces the same morphism as f , there exists a
Q-Cartier Q-divisor F on Y such that N +mf ∗H = f ∗F . Thus, (1)
holds.
Note that (2) follows from (1). We now show (3). Let AY be an
ample divisor on Y . By applying Kodaira’s lemma to f ∗AY , it follows
that E · ζ < 0. Let D be a prime divisor on Y and let DX be its proper
transform on X . By (1), there exists α ∈ Q such that DX + αE ≡f 0.
By (1), there exists a Q-Cartier Q-divisor F on Y such that DX +
αE ∼Q f
∗F , hence D is Q-Cartier. Thus, (3) holds. 
3. Some vanishing criteria
In this section, we establish two vanishing criteria: Proposition 3.3
and Proposition 3.6. These results will be used in Section 5 and Sec-
tion 6.
3.1. Vanishing for effective nef and big divisors. The purpose of
this subsection is to show Proposition 3.3 which is a special case of
Kawamata–Viehweg vanishing. The key result is Lemma 3.2. We first
recall a basic result about Serre duality:
Lemma 3.1. Let X be a projective normal surface. Let D be a Z-
divisor on X. Then there is an isomorphism of k-vector spaces
H i(X,OX(D)) ≃ H
2−i(X,OX(KX −D))
∗,
for any i = 0, 1 and 2, where H∗ denotes the dual vector space of H.
Proof. The claim follows from [KM98, Theorem 5.71] and the fact that
OX(D) is S2, hence Cohen–Macaulay. 
Lemma 3.2. Let X be a proper normal variety and let D be an effective
Z-divisor. If H1(X,OX) = 0, then the natural map
H1(X,OX(−D))→ H
1(X,F∗OX(−pD)),
induced by the absolute Frobenius morphism F : X → X is injective.
Proof. Consider the closed immersion i : D →֒ X and the composition
F ′ : pD →֒ X
F
−→ X.
Then, we obtain the commutative diagram
0 −−−→ OX(−D) −−−→ OX −−−→ i∗OD −−−→ 0yα yβ yγ
0 −−−→ F∗(OX(−pD)) −−−→ F∗OX −−−→ F
′
∗(OpD) −−−→ 0.
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We first prove the following
Claim. The natural homomorphism γ : i∗OD → F
′
∗OpD is injective.
Fix an affine open subset U of X . Take f ∈ Γ(U,OX) such that
β(f) = f p ∈ Γ(U, F∗(OX(−pD))) = Γ(U,OX(−pD)). This implies
that
p div(f) = div(f p) ≥ pD.
Thus, div(f) ≥ D and the Claim holds.
Since H1(X,OX) = 0 and H
0(β) is bijective, it follows that
H0(X,Coker(β)) = 0.
By the Claim and the snake lemma, we get an injection:
Coker(α) →֒ Coker(β).
Therefore, we obtain H0(X,Coker(α)) = 0, as desired. 
Proposition 3.3. Let X be a projective klt rational surface. If D is
an effective nef and big Z-divisor, then
H1(X,OX(−D)) = 0 and H
1(X,OX(KX +D)) = 0.
Proof. By Lemma 3.1, it is enough to show the first equality. Since
H1(X,OX) = 0 [Tan14, Theorem 5.4 and Remark 5.5], we can apply
Lemma 3.2. Thus, there exists an injection
H1(X,OX(−D)) →֒ H
1(X,OX(−p
eD))
for any positive integer e. By Lemma 3.1, it is enough to show that
H1(X,OX(KX + p
eD)) = 0
for some positive integer e. Let a be a positive integer such that the
Cartier index of paD is not divisible by p. Then, for any sufficiently
large positive integer e such that e − a > 0 and e − a is sufficiently
divisible, the divisor (pe − pa)D is Cartier. Thus, [Tan15, Theorem
2.11] implies the claim. 
Remark 3.4. Note that in Proposition 3.3, the assumption that D is
an effective divisor is needed as otherwise Kawamata-Viehweg vanish-
ing might fail (cf. Theorem 4.2).
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3.2. A birational Kawamata–Viehweg vanishing. We now de-
scribe a sufficient condition to apply the birational Kamawata–Viehweg
vanishing (Proposition 3.6). This can be considered as a higher dimen-
sional version of the birational Kawamata–Viehweg vanishing between
surfaces proved by Kolla´r and Kova´cs ([Kol13, Theorem 10.4]).
Definition 3.5. Let f : X → S be a projective morphism from a
smooth variety X to a variety S. Let ∆ be an effective simple normal
crossing Q-divisor on X whose coefficients are at most one. We say
that Kawamata–Viehweg vanishing (or KVV for short) holds for (f,∆)
if Rif∗OX(D) = for any i > 0 and any Cartier divisor D on X such
that D − (KX +∆) is f -ample.
Proposition 3.6. Let f : X → Y be a projective birational morphism
from a smooth variety X to a normal variety Y . Assume that
(a) E is an effective simple normal crossing divisor such that SuppE =
Ex(f) and −E is f -ample.
(b) For any f -exceptional prime divisor Ei and any effective simple
normal crossing Q-divisor Γ on Ei whose coefficients are at
most one, KVV holds for (f ◦ ιj ,Γ), where ιj : Ej →֒ X is the
inclusion.
(c) ∆ is an effective Q-divisor on X whose coefficients are at most
one and Supp∆ ∪ Ex(f) is simple normal crossing.
Then KVV holds for (f,∆).
Proof. Let E =
∑
i∈I eiEi be the decomposition into irreducible com-
ponents with ei ∈ Z>0. Let D be a Cartier divisor on X such that
D − (KX +∆) is f -ample. We want to show that R
if∗OX(D) = 0 for
i > 0.
Consider the decomposition
∆ = B +∆0,
where B and ∆0 are effective Q-divisors such that Supp∆0 ⊂ Ex(f)
and any irreducible component of B is not contained in Ex(f). Let
A := D − (KX +∆) = D − (KX +B +∆0).
We define
λ0 := 0 and D0 := D.
We construct a sequence of triples
{(λj, Dj,∆j)}j∈Z>0
which satisfies the following properties
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(1)j λj is a rational number such that
0 ≤ λ0 ≤ λ1 ≤ · · · ≤ λj .
(2)j ∆j is an effective f -exceptional Q-divisor whose coefficients are
at most one.
(3)j Dj is a Z-divisor such that Dj − (KX +B +∆j) = A− λjE.
(4)j If R
qf∗OX(Dj) = 0 for q > 0, then R
qf∗OX(Dj−1) = 0 for
q > 0.
(5) limj→∞ λj =∞.
Fix j ∈ Z≥0 and assume that we have already constructed
(λ0, D0,∆0), · · · , (λj, Dj,∆j)
such that (1)k, (2)k, (3)k, (4)k hold for 0 ≤ k ≤ j. Let µj be the non-
negative rational number such that
∆j + µjE ≤ 1
and the coefficient of some prime divisor Eij in ∆j + µjE is equal to
one. We define
λj+1 := λj + µj, ∆j+1 := ∆j + µjE − Eij , Dj+1 := Dj −Eij .
Then (1)j+1 and (2)j+1 hold. We see that Dj+1 is a Z-divsior such that
Dj+1 − (KX +B +∆j+1) = (Dj − Eij )− (KX +B +∆j + µjE − Eij )
= (Dj − (KX +B +∆j))− µjE
= A− λjE − µjE = A− λj+1E.
Thus, (3)j+1 holds. We now show (4)j+1. Consider the exact sequence
0→ OX(Dj+1)→ OX(Dj)→ OEij (Dj)→ 0.
Since Supp(B +∆j+1) does not contain Eij and
Dj − (KX +B + Eij +∆j+1) = A− λj+1E
is f -ample, (b) implies that
Rqf∗OEij (Dj) = 0
for any q > 0. Therefore, (4)j+1 holds.
We now show (5). There exists an infinite increasing sequence of
positive integers {jk}k∈Z>0 such that ijk is constant. After possibly
reordering, we may assume ijk = 1 for all k. For all j, let δj be the
coefficient of ∆j along E1. For any k, it follows from the construction
above that δjk+1 = 0 and
jk+1∑
i=jk+1
µie1 = 1.
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Thus,
∞∑
i=0
µi =∞
and since λj =
∑j−1
i=0 µi, (5) holds.
By (4)j, it is enough to find j > 0 such that
Rqf∗OX(Dj) = 0
for any q > 0. This follows from (3)j, (5) and the relative Fujita
vanishing theorem [Kee03, Theorem 1.5]. 
4. Keel–McKernan surfaces
In this section, we first recall the construction of surfaces obtained
by Keel and McKernan (Subsection 4.1). After that, we produce some
divisors on these surfaces which violate Kawamata–Viehweg vanishing
(Theorem 4.2).
4.1. Construction. We now recall the construction of rank one del
Pezzo surfaces in characteristic two, obtained by Keel and McKernan
[KM99, page 77].
Let k be an algebraically closed field of characteristic two. Let Γ0
be a strange conic in P2k [Har77, Example IV.3.8.2], i.e. there exists a
closed point Q ∈ P2k such that any line passing through Q is tangent to
Γ0. Let S1 → P
2
k be the blow-up of P
2
k at the point Q. Then S1 admits
a P1k-bundle structure ρ1 : S1 → P
1
k. If Γ1 is the inverse image of Γ0 in
S1, then the induced morphism Γ1 →֒ S1
ρ1
−→ P1k is purely inseparable
of degree two.
Let P1, . . . , Pd ∈ Γ1 be distinct points and let S2 → S1 be the blow-
up of S1 at the points P1, . . . , Pd. Since the fibre Fi := ρ
−1
1 (ρ1(Pi)) is
tangent to Γ1 for i = 1, . . . , d, the proper transforms F
′
i and Γ2 of Fi
and Γ1 respectively, intersect in a point Q
′
i. Let S → S2 be the blow-up
of S2 at the points Q
′
1, . . . , Q
′
d and let Γ to be the proper transform of
Γ2 on S. Then the fibration ρ : S → P
1
k induced by ρ1 has exactly d
singular fibres:
2E1 + ℓ1 + ℓ
′
1, . . . , 2Ed + ℓd + ℓ
′
d,
where, for each i = 1, . . . , d, Ei is a (−1)-curve, ℓi is the proper trans-
form of Fi and ℓ
′
i is the proper transform of the exceptional divisor of
S2 → S1 with centre Pi. In particular, ℓ
2
i = ℓ
′2
i = −2 and Γ
2 = 4− 2d.
We will always assume that d ≥ 3, so that Γ2 < 0.
Let ϕ : S → P2k be the induced morphism and let
ψ : S → T
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be the birational contraction of the curves Γ, ℓ1, ℓ
′
1, . . . , ℓd, ℓ
′
d. For each
i = 1, . . . , d, let ETi := ψ∗(Ei). Let F be the general fibre of ρ : S → P
1
k.
Note that Γ · F = 2.
Lemma 4.1. With the same notation as above, the following hold:
(1) −KS ∼ Γ + F .
(2) T is klt and ρ(T ) = 1.
(3) −KT is ample and −KT ∼ 2E
T
i for any i = 1, . . . , d.
Proof. (1) and (2) follow from the construction. Since F ∼ 2Ei+ℓi+ℓ
′
i
for each i = 1, . . . , d, we have that (3) is an immediate consequence of
(1) and (2). 
4.2. Counterexamples to Kawamata–Viehweg vanishing. We now
construct a sequence of divisors on T which violate Kawamata–Viehweg
vanishing. Note that, by [CTW16, Theorem 1.2], Kawamata–Viehweg
vanishing holds on a klt del Pezzo surface of sufficiently large character-
istic. On the other hand, in [CT16], we show that Kawamata–Viehweg
vanishing fails over smooth rational surfaces in arbitrary characteristic.
Theorem 4.2. We use the same notation as in Subsection 4.1. Let
A :=
q1∑
i=1
ETi −
q1+q2∑
j=q1+1
ETj
for some non-negative integers q1 and q2 such that q1 + q2 ≤ d.
Then the following hold:
(1) If q2 > 0, then H
0(T,OT (A)) = 0.
(2) H2(T,OT (A)) = 0.
(3) χ(T,OT (A)) = 1−q2+(q1−q2−d+3)x
q1−q2
2d−4
y−
(
x
q1−q2
2d−4
y
)2
(d−2).
(4) If q2 = 0, then H
1(T,OT (A)) = 0.
(5) If q2 > 0 and q1 − q2 ≥ 0, then h
1(T,OT (A)) = q2 − 1.
(6) If q2 > 0 and q1 − q2 < 0, then h
1(T,OT (A)) = q1.
Proof. Since
ψ∗A =
q1∑
i=1
(Ei +
1
2
(ℓi + ℓ
′
i))−
q1+q2∑
j=q1+1
(Ej +
1
2
(ℓj + ℓ
′
j)) +
q1 − q2
2d− 4
Γ,
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we have that
xψ∗Ay =
q1∑
i=1
Ei −
q1+q2∑
j=q1+1
(Ej + ℓj + ℓ
′
j) + x
q1 − q2
2d− 4
yΓ
≡
q1 − q2
2
F −
1
2
q1+q2∑
i=1
(ℓi + ℓ
′
i) + x
q1 − q2
2d− 4
yΓ.
Since KS +
2d−6
2d−4
Γ is ψ-numerically trivial by (1) of Lemma 4.1, we
have that xψ∗Ay− (KS +
2d−6
2d−4
Γ) is ψ-nef. We have that
ψ∗OS(xψ
∗Ay) = OT (A)
and by Kawamata–Viehweg vanishing theorem for birational morphisms
between surfaces [Kol13, Theorem 10.4], we have that
Riψ∗OS(xψ
∗Ay) = 0 for any i > 0.
Thus, the Leray spectral sequence induces an isomorphism
H i(S,OS(xψ
∗Ay)) ≃ H i(T,OT (A)) for any i ≥ 0.
In particular, χ(S,OS(xψ
∗Ay)) = χ(T,OT (A)).
We first show (1). Since q2 > 0, we have that x
q1−q2
2d−4
y ≤ 0 and
H0(Ei,OEi(xψ
∗Ay)) = 0 for any i = 1, . . . , q1. From the exact sequence
0→ OS(xψ
∗Ay−
q1∑
i=1
Ei)→ OS(xψ
∗Ay)→
q1⊕
i=1
OEi(xψ
∗Ay)→ 0,
it follows that
H0(S,OS(xψ
∗Ay−
q1∑
i=1
Ei)) ≃ H
0(S,OS(xψ
∗Ay)).
Since q2 > 0, we have that H
0(S, xψ∗Ay −
∑q1
i=1Ei) = 0. Thus, (1)
holds.
We now show (2). By Lemma 3.1, we have that
h2(T,OT (A)) = h
0(T,OT (KT − A)).
By (3) of Lemma 4.1, it follows that (1) implies (2).
We now show (3). We have
(xψ∗Ay)2 = −(q1 + q2) + 2(q1 − q2)x
q1 − q2
2d− 4
y+
(
x
q1 − q2
2d− 4
y
)2
(4− 2d).
and by (1) of Lemma 4.1,
(xψ∗Ay) · (−KS) = (6− 2d)x
q1 − q2
2d− 4
y+ (q1 − q2).
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Thus, Riemann–Roch implies (3).
Proposition 3.3 and (3) of Lemma 4.1 imply (4). (5) follows from
(1), (2), (3) and the fact that if q2 > 0 and q1 ≥ q2 then x
q1−q2
2d−4
y = 0.
Finally, we show (6). Assume that q2 > 0 and q1 < q2. If d = q2 = 3,
then q1 = 0 and (3) implies that χ(S,OS(xψ
∗Ay)) = 0. Otherwise, we
have that x q1−q2
2d−4
y = −1 and (3) implies χ(S,OS(xψ
∗Ay)) = −q1.
Thus, in both cases, (1) and (2) imply (6). 
5. A cone construction
The goal of this Section is to construct a cone over a del Pezzo
surface, associated to an ample divisor which is not necessarily Cartier.
Note that, for simplicity, although our construction works in higher
generality, we only consider a special case which is needed to prove our
main results.
Throughout this Section, we use the same notation as in Subsec-
tion 4.1. We fix an ample Z-divisor A on T which satisfy the following
Assumption 5.1. There exist a Z-divisor B on S and positive integers
mC such that
ψ∗A = B +
∑
C⊂Ex(ψ)
1
mC
C.
In Section 6, we will construct explicit examples of divisors A on T
satisfying Assumption 5.1.
5.1. A generalisation of P1-bundles. Let
A :=
∞⊕
m=0
Am
be the quasi-coherent graded OS-algebra defined by
A0 := OS
A1 := OS ⊕OS(ψ
∗A)
A2 := OS ⊕OS(ψ
∗A)⊕OS(2ψ
∗A)
· · ·
Am := OS ⊕OS(ψ
∗A)⊕ · · · ⊕ OS(mψ
∗A)
· · ·
where we equip A with the canonical multiplication. We define
π : X := ProjS A → S,
as in [Gro61, (3.1.3)] (note that in [Gro61], the notation Proj A is used
instead of ProjS A). Recall that the exceptional locus of ψ is the union
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of the 2d + 1 pairwise disjoint smooth curves Γ, ℓ1, . . . , ℓd, ℓ
′
1, . . . , ℓ
′
d.
For any such curve C, we denote by RC the reduced part π
−1(C)red of
π−1(C). Let EXi := π
∗Ei for any i = 1, · · · , d.
Note that, locally around any point s ∈ S which is not contained in
Supp{ψ∗A}, the morphism π is a P1-bundle. Thus, we now study the
morphism π around a point s ∈ Supp{ψ∗A}.
5.2 (Zariski local description). Fix a closed point s ∈ S such that
s ∈ C for some curve C ⊂ Ex(ψ). Then there exists an affine open
neighbourhood S0 = SpecR of s ∈ S such that C = SpecR/(f) for
some f ∈ R and
A0|S0 = OS0 ≃ R
A1|S0 = OS0 ⊕OS0(
1
mC
C) ≃ R⊕2
· · ·
AmC−1|S0 = OS0 ⊕OS0(
1
mC
C)⊕ · · · ⊕ OS0(
mC − 1
mC
C) ≃ R⊕mC
AmC |S0 = OS0 ⊕OS0(
1
mC
C)⊕ · · · ⊕ OS0(C) ≃ R
⊕mC ⊕ R[
1
f
]
· · ·
It follows that if X0 := π−1(S0), then
A|S0 = R[x, y, z]/(y
mC − fz) and X0 = ProjRR[x, y, z]/(y
mC − fz)
where x, y, z are homogeneous elements with deg x = deg y = 1 and
deg z = mC . Thus, X
0 is covered by the following three affine open
subsets:
D+(x) = SpecR[y/x, z/x
mC ]/((y/x)mC − f(z/xmC ))
≃ SpecR[Y, Z]/(Y mC − fZ).
D+(y) = SpecR[x/y, z/y
mC ]/(1− f(z/ymC)) ≃ SpecR[X,Z]/(1− fZ).
D+(z) = SpecR[x
iyj/z]i+j=mC/(y
mC/z − f).
5.3 (Formally local description). Fix a closed point s ∈ S such that
s ∈ C for some curve C ⊂ Ex(ψ) and let R̂ be the formal completion
of the local ring at s. Let R′ := k[t1, t2] and
X1 := ProjR′[x, y, z]/(ymC − t1z)→ SpecR
′.
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Then X0 ×R R̂ ≃ X
1 ×R′ R̂′, where R̂′ is the formal completion at the
origin. Thus, X1 is covered by the following three open subsets:
D+(x) ≃ SpecR
′[Y, Z]/(Y mC − t1Z).
D+(y) ≃ SpecR
′[X,Z]/(1− t1Z).
D+(z) = SpecR
′[xiyj/z]i+j=mC/(y
mC/z − t1)
≃ Spec k[t2][x
iyj/z]i+j=mC ≃ A
1
k ×k D
′
where D′ = D+(z
′) ⊂ Proj k[x′, y′, z′] = P(1, 1, mC).
Lemma 5.4. X is Cohen-Macaulay.
Proof. By the faithfully flat descent property of being Cohen-Macaulay
[Mat89, Corollaly of Theorem 23.3], it is enough to show that X1, as
defined in (5.3), is Cohen-Macaulay. Thus, the claim follows easily. 
Lemma 5.5. Any fibre of π is irreducible and one-dimensional.
Proof. We first show that π∗OX = OS. Let
π : X → S ′ → S
be the Stein factorisation of π. Note that S ′ is a projective normal
variety. Since there is a non-empty open subset of S over which π is
a P1-bundle, it follows that S ′ → S is birational. Since S is normal,
Zariski main theorem implies that S ′ → S is an isomorphism. Thus,
π∗OX = OS.
Let s ∈ S be a closed point and let K := k(s) be the residue field
at s ∈ S. If s 6∈ Supp{ψ∗A}, then the fibre Xs is isomorphic to P
1
K .
Thus, we may assume that s ∈ Supp{ψ∗A} and in particular s ∈ C for
some curve C ⊂ Ex(ψ). We use the same notation as in (5.2):
s ∈ S0 = SpecR, X0 = ProjRR[x, y, z]/(y
mC − fz).
Since s ∈ C, the image of f in K is zero. Thus, we have
XK := ProjRR[x, y, z]/(y
mC − fz)×R K ≃ ProjK[x, y, z]/(y
mC).
Note that D+(y) is empty. Since XK is connected, it is enough to show
that both D+(x) and D+(z) are irreducible and one-dimensional.
Since
D+(x) ≃ SpecK[Y, Z]/(Y
mC ),
it follows that D+(x) is irreducible and one-dimensional. We have
D+(z) ≃ SpecK[x
iyj/z]i+j=mC/(y
mC/z).
Then
xiyj/z ∈
√
(ymC/z)
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if i+ j = mC and j 6= 0. Thus, the K-algebra homomorphism
θ : K[X ]→ K[xiyj/z]i+j=mC/
√
(ymC/z), X 7→ xmC/z
is surjective. If Ker θ 6= 0, then dimK[X ]/Ker θ = 0, which is a con-
tradiction. Therefore, θ is an isomorphism and, in particular, D+(z) is
irreducible and one-dimensional, as claimed. 
Corollary 5.6. π : X → S is flat.
Proof. By Lemma 5.4, X is Cohen-Macaulay. Since S is smooth, the
claim follows from Lemma 5.5 and [Mat89, Theorem 23.1]. 
5.7 (Negative section). We consider the graded OS-algebra
B− = OS ⊕OS ⊕ · · · = OS[t].
There is a natural surjection
A → B−
such that, if s ∈ S is a closed point such that s ∈ C for some curve
C ⊂ Ex(ψ) and S0 = SpecR is an affine open neighbourhood of s, then
using the same notation as in (5.2), we have
A|S0 = R[x, y, z]/(y
mC − fz)→ R[t] = B−|S0.
where x 7→ t, y 7→ 0, z 7→ 0.
This induces a closed immersion over S
S− := ProjS B
− →֒ ProjS A = X
such that S− is a section of π : ProjS A = X → S.
In particular, if we denote X0 = ProjRR[x, y, z]/(y
mC − fz) as in
(5.2), then S− ∩X0 is given by {y = z = 0} ⊂ X0.
5.8 (Positive section). We now consider the graded OS-algebra:
B+ = OS ⊕OS(ψ
∗A)⊕OS(2ψ
∗A)⊕OS(3ψ
∗A)⊕ · · · .
There is a natural surjection
A → B+
such that, if s ∈ S is a closed point such that s ∈ C for some curve
C ⊂ Ex(ψ) and S0 = SpecR is an affine open neighbourhood of s, then
using the same notation as in (5.2), we have
A|S0 = R[x, y, z]/(y
mC − fz)→ R[u, v]/(umC − fv) = B+|S0.
where x 7→ 0, y 7→ u, z 7→ v.
This induces a closed immersion over S
S+ := ProjS B
+ →֒ ProjS A = X.
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In particular, if we denote X0 = ProjRR[x, y, z]/(y
mC−fz) as in (5.2),
then S+ ∩X0 is given by {x = 0} ⊂ X0.
Lemma 5.9. S+ is a section of π : X → S.
Proof. It is enough to prove the result locally. Thus, it suffices to show
that S+ ∩X0 is a section of π|X0 : X
0 → S0. We may write
S+ ∩X0 = ProjR (R[y, z]/(y
mC − fz)) ⊂ PR(1, mC) ≃ P
1
R
which is covered by the affine open sets D+(y) and D+(z). Clearly,
{z = 0} ∩ (S+ ∩X0) = ∅.
Therefore, we get natural isomorphisms:
S+|X0 = D+(y) ∪D+(z) = D+(z)
≃ SpecR[ymC/z]/(ymC/z − f)
= SpecR[Y ]/(Y − f) ≃ SpecR = S0.
Thus, the natural morphism S+ → S is an isomorphism. 
5.2. Resolution. The purpose of this subsection is to describe an ex-
plicit resolution of singularities for X .
By the formally local description (5.3), we see that the singular locus
SingX of X can be written as
SingX =
⋃
C⊂Supp{ψ∗A}
(C+ ∪ C−),
where, for any curve C ⊂ Supp{ψ∗A}, we denote by C± the integral
scheme which is set-theoretically equal to RC ∩ S
±. By (5.3), we also
have:
• Up to formal completion, locally around any point s ∈ C+, X is
isomorphic to A1k×kD
′, where D′ = D+(z
′) ⊂ Proj k[x′, y′, z′] =
P(1, 1, mC).
• Up to formal completion, locally around any point s ∈ C−, X
is isomorphic to the direct product of A1k and a surface with a
canonical AmC−1-singularity.
Thus, we can construct a resolution of X by considering the mini-
mal resolution of a surface singularity. More precisely, we construct a
resolution
µ : X˜ → X
as follows. For any C ⊂ Supp{ψ∗A}, we first take the blow-up of X
along C+. Then we take the blow-up of X along C−, pmC−1
2
q times.
For any prime divisor D on X , we denote by D˜, its proper transform on
X˜. Let F+C be the unique µ-exceptional prime divisor over C
+ and let
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F−1 , F
−
2 , · · · , F
−
mC−1
be the µ-exceptional prime divisors over C− whose
(extended) dual graph is given by:
S˜− − F−1 − F
−
2 − · · · − F
−
mC−1
− R˜C .
Lemma 5.10. The following hold:
(1) H i(X,OX) = 0 for any i > 0.
(2) Given any proper birational morphism h : W → X from a smooth
proper threefold W , we have Rih∗OW = 0 for any i > 0.
Proof. By the description above, we have that Riµ∗OX˜ = 0 for any
i > 0. Thus, (2) follows from [CR11, Theorem 1]. Since X is a rational
variety, (2) implies (1). 
Lemma 5.11. X is Q-factorial.
Proof. Fix a closed point x ∈ X . By [Mat80, (24. E)], it is enough to
show that Spec ÔX,x is Q-factorial. By (5.3), Spec ÔX,x is the comple-
tion of the direct product of A1k and a surface klt singularity. Thus, we
can apply the same proof as in the case of a surface (e.g. see the proof
of [Tan14, Theorem 5.3]). 
Lemma 5.12. The following hold:
(1) Let ζ be a fibre of π. Then the sequence
0→ Pic(S)Q
π∗
−→ Pic(X)Q
·ζ
−→ Q→ 0
is exact.
(2) ρ(X) = ρ(S) + 1.
Proof. We first show (1). Let D be a Cartier divisor on X such that
D · ζ = 0. It is enough to show that D = π∗DS for some Q-divisor
DS on S. This follows from Corollary 5.6 and the fact that the generic
fibre of π is P1K(S). Thus, (1) holds and (2) follows immediately. 
Lemma 5.13. With the same notation as above, the following hold:
(1) Each µ-exceptional prime divisors F and R˜C is a Hirzebruch
surface, i.e. a P1-bundle over P1.
(2) The birational morphism µ is a log resolution of
X,S+ + S−+ ∑
C⊂Ex(ψ)
RC

 .
(3) KX˜ +
∑
C⊂Supp{ψ∗A}
mC−2
mC
F+C = µ
∗KX .
(4) µ∗S+ = S˜+ +
∑
C⊂Supp{ψ∗A}
1
mC
F+C .
(5) µ∗S− = S˜−+
∑
C⊂Supp{ψ∗A}(
mC−1
mC
F−1 +
mC−2
mC
F−2 +· · ·+
1
mC
F−mC−1).
20 PAOLO CASCINI AND HIROMU TANAKA
(6) For any C ⊂ Supp{ψ∗A},
µ∗RC = R˜C +
1
mC
F+C +
1
mC
F−1 +
2
mC
F−2 + · · ·+
mC − 1
mC
F−mC−1.
Proof. Note that, to prove the Lemma, we will use the base change
defined by Spec ÔS,s → S as in (5.3).
We first show (1). We have that µ|
R˜C
: R˜C → RC is an isomorphism
because it is an isomorphism after taking the faithfully flat base change
(−)⊗R R̂. Each µ-exceptional prime divisor F is a P
1-bundle over C+
or C− because it is so after considering the base change (−) ⊗S ÔS,s.
Thus, (1) holds.
We now show (2). Let
K := Ex(µ) ∪ S˜+ ∪ S˜− ∪

 ⋃
C⊂Ex(ψ)
R˜C

 .
If D1, D2, D3 are distinct prime divisors contained in K, then D1∩D2∩
D3 = ∅. Thus, it suffices to show that if two prime divisors D1 and
D2, contained in K, intersect, then the scheme-theoretic intersection
D1 ∩ D2 is smooth. The natural morphism from D1 ∩ D2 onto either
C+ or C− is an isomorphism since it is so after taking the base change
(−)×S ÔS,s. Thus, (2) holds.
Similarly, (3)–(6) follow after taking the base change Spec ÔS,s →
S. 
Lemma 5.14. Let m be a sufficiently divisible positive integer. After
identifying S with S+ (resp. S−), the following isomorphisms hold:
OX(m(KX + S
+))|S+ ≃ OS(m(KS +
∑
C⊂Ex(ψ)
mC − 1
mC
C)),
OX(m(KX + S
−))|S− ≃ OS(m(KS +
∑
C⊂Ex(ψ)
mC − 1
mC
C)).
Proof. The claim follows from Lemma 5.13. 
Corollary 5.15. Let m be a sufficiently divisible positive integer. Then
the following holds:
m(KX + S
+ + S−) ∼ π∗(m(KS +
∑
C⊂Ex(ψ)
mC − 1
mC
C)).
Proof. The claim follows from Lemma 5.14. 
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5.3. The inverse image of the bad locus. Recall that, for any curve
C ⊂ Ex(ψ), we denote by RC the reduced part π
−1(C)red of π
−1(C).
Lemma 5.16. For any curve C ⊂ Ex(ψ), the following hold
(1) π∗C = mCRC .
(2) RC ≃ P
1×P1. Furthermore, the induced morphism RC → C is
a P1-bundle.
(3) (C+ in RC)
2 = (C− in RC)
2 = 0.
(4) (mCS
+)|RC = C
+, (mCS
−)|RC = C
−.
(5) S+ · C+ = S− · C− = 0.
(6) KX · C
+ = KX · C
− = −C
2−2mC
mC
.
Proof. By [Gro61, Proposition 3.5.3], the scheme-theoretic inverse im-
age π−1(C) can be written as π−1(C) = ProjC A|C. Let s ∈ C be a
closed point and let X0 be as in (5.2). We obtain
π−1(C)|X0 = ProjR[x, y, z]/(y
mC − fz, f) ≃ Proj (R/f)[x, y, z]/(ymC).
Since RC = π
−1(C)red, [Gro61, Proposition 3.1.13] imply that
RC = ProjC (A|C)red,
and
RC |X0 = Proj (R/f)[x, y, z]/(y) ≃ Proj(R/f)[x, z].
Thus, (1) holds. Since OS(mCψ
∗A)|C ≃ OC , we can check that
RC = ProjC (A|C)red ≃ C ×k Pk(1, mC).
Since C ≃ P1k and Pk(1, mC) ≃ P
1
k, (2) holds.
We now show (3). Since C+ ∩C− = ∅, each divisor C± on RC is not
ample. Thus, (3) follows from the fact that any curve B on P1 × P1,
which is not ample, satisfies B2 = 0.
We now show (4). By (4) of Lemma 5.13, it follows that mCS
+
is Cartier. Thus, we may write (mCS
+)|RC = xC
+ for some positive
integer x. Since
OX(mCRC)|RC ≃ π
∗OS(C)|RC ≃ (π|RC)
∗OC(C
2)
and
mCRC ·mCRC · S
± = π∗C · π∗C · S± = C2,
we have that
C2 = mCRC ·mCRC · S
+ = (mCS
+)|RC · (mCRC)|RC
= xC+ ·mCRC = xC
+ · π∗C = xC2.
Thus, x = 1. Similarly we obtain (mCS
−)|RC = C
− and (4) holds.
(3) implies that
mCS
± · C± = mCS
± ·mCS
± · RC = (C
± in RC)
2 = 0.
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Thus, (5) holds.
We finally show (6). Around RC , we have
mC(KX + S
+ + S−) ∼Q π
∗(mC(KS +
mC − 1
mC
C)).
Moreover,
(mC(KS +
mC − 1
mC
C)) · C = mC(KS + C) · C − C
2 = −C2 − 2mC .
Thus, (4) implies
mCKX |RC + C
+ + C− ∼Q (π|RC )
∗M
for some Cartier divisor M on C of degree −C2 − 2mC . By (3), we
have
mCKX · C
± = (mCKX |RC + C
+ + C−) · C±
= (π|RC)
∗M · C± = −C2 − 2mC .
Thus, (6) holds. 
Lemma 5.17. Let m be a sufficiently divisible positive integer. After
identifying S with S+ (resp. S−), we have
(1) OX(mS
+)|S+ ≃ OS(mψ
∗A), OX(mS
−)|S− ≃ OS(−mψ
∗A).
(2) m(S+ − S−) ∼ π∗(mψ∗A).
Proof. Since, outside Supp{ψ∗A}, the morphism π : X → S coincides
with the P1-bundle
PS(OS ⊕OS(xψ
∗Ay))→ S
we have that
OX(mS
±)|S± ≃ OS(±mψ
∗A+
∑
C⊂Ex(ψ)
xC±C)
for some integers xC±. We have that ψ
∗A ·C = 0 and, by Lemma 5.16,
S± · C± = 0. In particular, xC± = 0 for any curve C ⊂ Ex(ψ). Thus,
(1) holds and (2) follows immediately from (1). 
Lemma 5.18. The following hold:
(1) For any 0 ≤ α < 1, the pair
(X,S+ + S− + α(
∑
C⊂Ex(ψ)
RC +
d∑
i=1
EXi ))
is plt.
(2) (X,S+ + S− +
∑
C⊂Ex(ψ) RC +
∑d
i=1E
X
i ) is log canonical.
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(3) For any 0 ≤ α < 1, the pair
(X,α(S+ + S− +
∑
C⊂Ex(ψ)
RC) +
d∑
i=1
EXi )
is plt.
Proof. We first show (1). After identifying S with S±, Lemma 5.14
implies
(KX + S
±)|S± = KS +
∑
C⊂Ex(ψ)
mC − 1
mC
C
and (1) of Lemma 5.16 implies
RC |S± =
1
mC
C.
Thus, 
KX + S+ + S− + α( ∑
C⊂Ex(ψ)
RC +
d∑
i=1
EXi )

∣∣∣
S±
= KS +
∑
C⊂Ex(ψ)
mC − 1 + α
mC
C + α
d∑
i=1
Ei,
and since (S,
∑
C⊂Ex(ψ)
mC−1+α
mC
C + α
∑d
i=1E
X
i ) is strongly F -regular,
[Das15, Theorem A] implies that the pair
(X,S+ + S− + α(
∑
C⊂Ex(ψ)
RC +
d∑
i=1
EXi ))
is plt around S+ and S−. We now show that it is klt outside S+ ∪ S−.
Let X ′ := X \ (S+ ∪ S−). Since π : X → S is a P1-bundle outside⋃
C RC , it is enough to show that, for any curve C ⊂ Ex(ψ), the pair
(X ′, (RC + α
d∑
i=1
EXi )|X′)
is plt around RC . Since RC → C is a P
1-bundle ((2) of Lemma 5.16),
(RC∩X
′, α
∑d
i=1(E
X
i )|RC∩X′) is strongly F -regular. Therefore, [Das15,
Theorem A] implies that (X ′, (RC + α
∑d
i=1E
X
i )|X′) is plt around RC ,
as desired. Thus, (1) holds and (2) follows immediately from (1).
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We now show (3). Let
∆ := α(S+ + S− +
∑
C⊂Ex(ψ)
RC) +
d∑
i=1
EXi .
By contradiction, we assume that there exists a proper birational mor-
phism θ : W → X and a θ-exceptional prime divisor D on W with log
discrepancy a(D,X,∆) = 0. By (1), we have that the centre θ(D) of D
in X is contained in EXi for some i = 1, . . . , d and, by (2), we have that
θ(D) is not contained in any irreducible component of Supp{∆}. Fix
a general point x ∈ θ(D). In particular, x 6∈ Supp(∆ − EXi ). Locally
around x, the morphism π is a P1-bundle over S. Therefore, (X,∆) is
plt around x, a contradiction. Thus, (3) holds. 
5.4. Contraction of the negative section.
5.4.1. Construction of f : X → Y . Recall that we have defined the
morphisms
X
π
−→ S
ψ
−→ T
and for any curve C ⊂ Ex(ψ), Lemma 5.16 implies that
π|RC : RC ≃ P
1 × P1 → C ≃ P1.
Given an ample Q-divisor H on T , we define
L = S+ + π∗ψ∗H.
Then L is big. By (2) of Lemma 5.17, it follows that S+ is semi-ample
and thus, so is L. Let
f : X → Y
be the birational morphism induced by L so that f∗OX = OY . It
follows that for a curve B in X , the image f(B) is a point if and only
if B is contained in RC for some C ⊂ Ex(ψ) and B is a fibre of the
projection RC = P
1 × P1 → P1 other than π|RC . In particular, we get
a commutative diagram
X
f
−−−→ Yyπ yπY
S
ψ
−−−→ T.
We define T+ := f∗S
+, T− := f∗S
− and EYi := f∗(E
X
i ). For each
i = 1, . . . , d, let E+i and E
−
i be the curves on S
+ and S− corresponding
to Ei on S.
Lemma 5.19. With the same notation as above, the following hold:
(1) Y is Q-factorial.
PLT THREEFOLDS WITH NON-NORMAL CENTRES 25
(2) ρ(Y ) = 2.
Proof. Fix a curve C ⊂ Ex(ψ). Given an ample divisor N on X , we
define M := N + λRC , where
λ := max{λ ∈ R≥0 |N + λRC is nef}.
By (2) of Lemma 5.16, it follows that any nef divisor on RC is semi-
ample. Thus, [Kee99, Proposition 1.6] implies that M is semi-ample
and it induces birational morphism f ′ : X → Y ′ such that f ′∗OX =
OY ′, Ex(f
′) = RC and f
′ : RC → f
′(RC) is the projection other than
π|RC : RC → C. Then Lemma 2.1 implies that Y
′ is Q-factorial. For
any curve C ⊂ Ex(ψ), there exists an open neighbourhood of f(RC) in
Y , which is isomorphic to a Zariski open subset of Y ′. Thus, (1) holds
and Lemma 5.12 implies (2). 
Lemma 5.20. The following hold:
(1) KX +
∑
C⊂Ex(ψ)
−C2−2mC
−C2
RC = f
∗KY .
(2) For any 1 ≤ i ≤ d and 0 ≤ β < 1, the pair (Y,EYi +βT
++βT−)
is plt.
Proof. By (1) and (6) of Lemma 5.16, we have that KX ·C
+ = −C
2−2mC
mC
and mCRC · C
+ = π∗C · C+ = C2. Thus, (1) holds.
We now show (2). Since
f ∗EYi = f
∗π∗YE
T
i = π
∗(Ei +
1
2
ℓi +
1
2
ℓ′i +
1
2d− 4
Γ)
= EXi +
mℓi
2
Rℓi +
mℓ′i
2
Rℓ′i +
mΓ
2d− 4
RΓ,
we have that
f ∗(KY + E
Y
i + βT
+ + βT−) = KX +
∑
C⊂Ex(ψ)
−C2 − 2mC
−C2
RC
+(EXi +
mℓi
2
Rℓi +
mℓ′
i
2
Rℓ′i +
mΓ
2d− 4
RΓ) + βS
+ + βS−
≤ KX + E
X
i + (1− ǫ)(S
+ + S− +
∑
C⊂Ex(ψ)
RC)
for some 0 < ǫ < 1. Thus, (3) of Lemma 5.18 implies that (Y,EYi +
βT+ + βT−) is plt and (2) holds. 
Lemma 5.21. Fix 1 ≤ i ≤ d. Then the following hold:
(1) (
∑
C⊂Ex(ψ)
−C2−2mC
−C2
RC) ·E
±
i =
−Γ2−2mΓ
−Γ2·mΓ
+
1−mℓi
mℓi
+
1−mℓ′
i
mℓ′
i
.
(2) S+ · E+j = ψ
∗A · Ej, S
− · E−j = −ψ
∗A · Ej for any j.
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(3)
KX ·E
+
i =
mΓ − 1
mΓ
+
mℓi − 1
mℓi
+
mℓ′i − 1
mℓ′i
− 1− ψ∗A · Ei,
KX · E
−
i =
mΓ − 1
mΓ
+
mℓi − 1
mℓi
+
mℓ′i − 1
mℓ′i
− 1 + ψ∗A · Ei.
(4)
KY · f(E
+
i ) =
mΓ − 1
mΓ
− 1− ψ∗A · Ei +
−Γ2 − 2mΓ
−Γ2 ·mΓ
,
KY · f(E
−
i ) =
mΓ − 1
mΓ
− 1 + ψ∗A · Ei +
−Γ2 − 2mΓ
−Γ2 ·mΓ
.
(5) EYi · f(E
+
j ) = E
Y
i · f(E
−
j ) =
1
2d−4
for any j = 1, . . . , d.
Proof. By (1) of Lemma 5.16, we have
(
∑
C⊂Ex(ψ)
−C2 − 2mC
−C2
RC) · E
±
i = (
∑
C⊂Ex(ψ)
−C2 − 2mC
−C2
π∗C
mC
) · E±i
=
∑
C⊂Ex(ψ)
−C2 − 2mC
−C2
C · Ei
mC
=
−Γ2 − 2mΓ
−Γ2 ·mΓ
+
1−mℓi
mℓi
+
1−mℓ′i
mℓ′i
.
Thus, (1) holds. (1) of Lemma 5.17 implies (2).
Corollary 5.15 implies
(KX + S
+ + S−) ·E±i = π
∗(KS +
∑
C
mC − 1
mC
C) · E±i = (KS +
∑
C
mC − 1
mC
C) · Ei
=
mΓ − 1
mΓ
+
mℓi − 1
mℓi
+
mℓ′i − 1
mℓ′i
− 1,
Thus, (2) implies (3).
By (1) of Lemma 5.20, we have
KY · f(E
±
i ) = f
∗KY · E
±
i = (KX +
∑
C⊂Ex(ψ)
−C2 − 2mC
−C2
RC) · E
±
i
Thus, (1) and (3) imply (4).
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We have
EYi · f(E
±
j ) = f
∗EYi ·E
±
j = f
∗π∗YE
T
i · E
±
j
= π∗(Ei +
1
2
(ℓi + ℓ
′
i) +
1
2d− 4
Γ) · E±j
= (Ei +
1
2
(ℓi + ℓ
′
i) +
1
2d− 4
Γ) · Ej =
1
2d− 4
.
Thus, (5) holds. 
5.4.2. Relative Kawamata–Viehweg vanishing theorem. Recall that we
have defined the birational morphisms
f˜ : X˜
µ
−→ X
f
−→ Y.
Lemma 5.22. Let L be a Cartier divisor on X˜. Then the following
hold:
(1) Assume that L−(KX˜+∆) is µ-nef for some f˜ -exceptional effec-
tive Q-divisor ∆ such that (X,∆) is klt. Then Riµ∗OX˜(L) = 0
for any i > 0.
(2) Assume that L−(KX˜+∆) is f˜ -nef for some f˜ -exceptional effec-
tive Q-divisor ∆ such that (X,∆) is klt. Then Rif˜∗OX˜(L) = 0
for any i > 0.
Proof. By (2) of Lemma 5.13, it follows that SuppEx(f˜) is a simple
normal crossing divisor. As Y is Q-factorial (Lemma 5.19), there exists
an f˜ -exceptional effective Q-divisor E such that −E is f˜ -ample [KM98,
Lemma 2.62]. After possibly replacing ∆ by ∆ + ǫE for some small
positive rational number ǫ, we may assume that L − (K
X˜
+ ∆) is µ-
ample in (1) and that L− (K
X˜
+∆) is f˜ -ample in (2). Then both (1)
and (2) follow from Proposition 3.6. 
Lemma 5.23. Let D be a Q-Cartier Z-divisor on X. If D− (KX+∆)
is f -nef for some f -exceptional effective Q-divisor ∆ such that (X,∆)
is klt, then Rif∗OX(D) = 0 for any i > 0.
Proof. Let M := pµ∗(D) +K
X˜
− µ∗(KX +∆)q. Since (X,∆) is klt, we
have that µ∗OX˜(M) = OX(D). Lemma 5.22 implies that for any i > 0
Riµ∗OX˜(M) = 0 and R
if˜∗OX˜(M) = 0.
Thus, the claim follows. 
Lemma 5.24. There exists an f -exceptional effective Q-divisor ∆ on
X such that (X,∆) is klt and −(KX +∆) is f -nef.
Proof. Lemma 5.18 and Lemma 5.20 imply the claim. 
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Lemma 5.25. The following hold:
(1) H i(Y,OY ) = 0 for any i > 0.
(2) Given any proper birational morphism h : W → Y from a smooth
proper threefold W , we have Rih∗OW = 0 for any i > 0.
Proof. Lemma 5.23 and Lemma 5.24 imply that Rif∗OX = 0 for any
i > 0. Thus, both (1) and (2) follow from Lemma 5.10. 
Lemma 5.26. Both T+ and T− are normal, and the induced mor-
phisms T+ → T and T− → T are isomorphisms.
Proof. It is enough to show that T+ and T− are normal. Since the
proof is the same, we only show the normality of T+. It is enough to
prove that the induced homomorphism
OT+ → f∗OS+
is surjective. We have the exact sequence:
0→ OX(−S
+)→ OX → OS+ → 0.
By (5) of Lemma 5.16, we have that S+ ·ζ = 0 for any f |S+-exceptional
curve ζ . Thus, S+ is f -numerically trivial, and Lemma 5.23 and
Lemma 5.24 imply that R1f∗OX(−S
+), as claimed. 
5.4.3. Construction of g : Y → Z. By Lemma 5.26, we may identify
T+ (resp. T−) with T , so that we get the Q-linear equivalences
OY (T
+)|T+ ∼Q A OY (T
−)|T− ∼Q −A
and
T+ − T− ∼Q π
∗
YA.
Thus, T+ is a semi-ample and big divisor on Y . Let
g : Y → Z
be the birational contraction induced by T+ such that g∗OY = OZ .
It follows that Ex(g) = T− and g(Ex(g)) is one point. We define
EZi = g∗E
Y
i for i = 1, . . . , d.
Lemma 5.27. Z is Q-factorial, ρ(Z) = 1, and −KZ is ample.
Proof. Lemma 2.1 and Lemma 5.19 imply that Z is Q-factorial and
ρ(Z) = 1. Corollary 5.15 implies that −KY ∼Q T
++ T−− π∗YKT and,
in particular, Lemma 4.1 implies that −KY is big. Thus, −KZ is big.
Since ρ(Z) = 1, it follows that −KZ is ample. 
Lemma 5.28. Fix 1 ≤ i ≤ d. Then the following hold:
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(1)
KY + E
Y
i +
ψ∗A · Ei −
1
2d−4
ψ∗A · Ei
T− = g∗(KZ + E
Z
i ).
(2) The pair (Z,EZi ) is plt.
Proof. We show (1). Let b be the rational number satisfying
KY + E
Y
i + bT
− = g∗(KZ + E
Z
i ).
By (4) and (5) of Lemma 5.21, we have
KY · f(E
−
i ) =
mΓ − 1
mΓ
+ ψ∗A · Ei +
−Γ2 − 2mΓ
−Γ2 ·mΓ
− 1
and
EYi · f(E
−
i ) =
1
2d− 4
.
Since
T− · f(E−i ) = f
∗(T−) · E−i = S
− ·E−i = −ψ
∗A · Ei,
it follows that
b =
mΓ−1
mΓ
+ ψ∗A · Ei +
−Γ2−2mΓ
−Γ2·mΓ
− 1 + 1
2d−4
ψ∗A · Ei
=
ψ∗A · Ei −
1
2d−4
ψ∗A · Ei
.
Thus, (1) holds. (2) follows from (1) and Lemma 5.20. 
5.5. Some exact sequences.
5.5.1. Cokernel of OX(−(n + 1)S
−)→ OX(−nS
−).
Proposition 5.29. For any integer n, we have the exact sequence:
0→ OX(−(n+ 1)S
−)→ OX(−nS
−)→ j∗OS(xnψ
∗Ay)→ 0
where j : S
≃
−→ S− →֒ X is the induced morphism.
Proof. Recall that S˜− denotes the strict transform of S− in X˜ . Let
j˜ : S˜− →֒ X˜ be the induced morphism and consider the exact sequence
0→ OX˜(p−(n + 1)µ
∗S−q)→ OX˜(p−(n+ 1)µ
∗S−q+ S˜−)
→ j˜∗OS˜−(p−(n + 1)µ
∗S−q+ S˜−)→ 0.
It is enough to show the following:
(1) µ∗OX˜(p−(n + 1)µ
∗S−q) = OX(−(n + 1)S
−),
(2) µ∗OX˜(p−(n + 1)µ
∗S−q+ S˜−) = OX(−nS
−),
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(3) O
S˜−
(p−(n + 1)µ∗S−q+ S˜−) ≃ OS(xnψ
∗Ay), and
(4) R1µ∗OX˜(p−(n + 1)µ
∗S−q) = 0.
(1) is clear. We now show (2). It is enough to prove the following
(5.29.1) O
X˜
(x−nµ∗S−y) ⊂ O
X˜
(p−(n+1)µ∗S−q+S˜−) ⊂ O
X˜
(p−nµ∗S−q).
By (5) of Lemma 5.13, we have that
(5.29.2) µ∗S− = S˜−+
∑
C⊂Ex(ψ)
(
mC − 1
mC
F−1 +
mC − 2
mC
F−2 +· · ·+
1
mC
F−mC−1).
Then (5.29.1) follows from the fact that for any positive integers m
and j with 1 ≤ j ≤ m− 1, the following inequalities
x−n
j
m
y ≤ p−(n + 1)
j
m
q ≤ p−n
j
m
q
hold. Thus, (2) holds.
We now show (3). We may write
OS˜−(p−(n + 1)µ
∗S−q+ S˜−) ≃ OS(xnψ
∗Ay+
∑
C⊂Ex(ψ)
xn,CC)
for some integers xn,C . Fix C ⊂ Ex(ψ). Let C˜
− be the curve corre-
sponding to C in S˜−. It suffices to show that xn,C = 0 for any integer
n. Since xn,C is uniquely determined by taking the intersection number
with C˜−, we may assume that 0 ≤ n ≤ mC − 1. By (5.29.2), we have
(p−(n + 1)µ∗S−q+ S˜−) · C˜−
= (−(n + 1)µ∗S− + S˜− +
mC − n− 1
mC
F−1 ) · C˜
−
= (−nµ∗S− −
mC − 1
mC
F−1 +
mC − n− 1
mC
F−1 ) · C˜
−
= (−nµ∗S− −
n
mC
F−1 ) · C˜
−
= (nψ∗A−
n
mC
C) · C
= xnψ∗Ay · C,
where the second last equality holds by Lemma 5.17 and the last equal-
ity follows from Assumption 5.1. Thus, xn,C = 0 and (3) holds.
(3) of Lemma 5.13 and (1) of Lemma 5.22 imply (4). 
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5.5.2. Exact sequences on Y .
Proposition 5.30. For any integer n, we have the exact sequence:
0→ OY (−(n+ 1)T
−)→ OY (−nT
−)→ j′∗OT (nA)→ 0
where j′ : T
≃
−→ T− →֒ Y .
Proof. By Proposition 5.29, we have the exact sequence
0→ OX(−(n + 1)S
−)→ OX(−nS
−)→ j∗OS(xnψ
∗Ay)→ 0.
We apply f∗. By (5) of Lemma 5.16, we have that S
− is f -numerically
trivial. Thus, we have
f∗OX(−(n+ 1)S
−) = OY (−(n+ 1)T
−), f∗OX(−nS
−) = OY (−nT
−)
and, Lemma 5.23 and Lemma 5.24 imply
R1f∗OX(−(n + 1)S
−) = 0.
We have
f∗j∗OS(xnψ
∗Ay) = j′∗ψ∗OS(xnψ
∗Ay) = j′∗OT (nA).
Thus, the claim follows. 
Proposition 5.31. For any integers n and j such that 1 ≤ j ≤ d, we
have the exact sequence:
0→ OY (−(n+1)T
−−EYj )→ OY (−nT
−−EYj )→ j
′
∗OT (nA−E
T
j )→ 0
where j′ : T
≃
−→ T− →֒ Y .
Proof. Since EXj is Cartier, by Proposition 5.29, we have the exact
sequence
0→ OX(−(n+1)S
−−EXj )→ OX(−nS
−−EXj )→ j∗OS(xnψ
∗Ay−Ej)→ 0.
We apply f∗. By (5) of Lemma 5.16, we have that S
− is f -numerically
trivial. Thus, mS− +EXj is f -nef for any integer m and, in particular,
f∗OX(−mS
− −EXj ) = OY (−mT
− −EYj ).
Thus, it is enough to prove the following
(i) ψ∗OS(xnψ
∗Ay−Ej) = OT (nA− E
T
j ).
(ii) R1f∗OX(−(n + 1)S
− − EXj ) = 0.
We first show (i). Since
ψ∗ETj = Ej +
1
2
(ℓj + ℓ
′
j) +
1
2d− 4
Γ,
we have that −Ej = p−ψ
∗ETj q. Since
xψ∗(nA− ETj )y ≤ xnψ
∗Ay+ p−ψ∗ETj q ≤ pψ
∗(nA− ETj )q,
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(i) holds.
We now show (ii). Since S− is f -numerically trivial and, by (1) of
Lemma 5.16, we have
f ∗EYj = f
∗π∗YE
T
j = π
∗(Ej +
1
−ℓ2j
ℓj +
1
−ℓ′2j
ℓ′j +
1
−Γ2
Γ)
= EXj +
mℓj
−ℓ2j
Rℓj +
mℓ′j
−ℓ′2j
Rℓ′
j
+
mΓ
−Γ2
RΓ,
Lemma 5.20 implies that
−(n+1)S−−EXj −KX ≡f
mℓj
−ℓ2j
Rℓj+
mℓ′j
−ℓ′2j
Rℓ′j+
mΓ
−Γ2
RΓ+
∑
C⊂Ex(ψ)
−C2 − 2mC
−C2
RC .
Since each −RC is f -nef, we can find rational numbers qC such that
0 ≤ qC < 1 and −(n + 1)S
− − EXj − (KX +
∑
C⊂Ex(ψ) qCRC) is f -nef.
Since, by Lemma 5.18, (X,
∑
C⊂Ex(ψ) qCRC) is klt, Lemma 5.23 implies
(ii). 
5.6. Summary of notation. For the reader’s convenience, we now
summarise some of the notation we introduced in this Section. Let
ψ : S → T be as in Subsection 4.1. We have a commutative diagram
X˜
µ
−−−→ X
f
−−−→ Y
g
−−−→ Zyπ yπY
S
ψ
−−−→ T,
where the upper maps are birational morphisms of threefolds.
• S± are sections of π (cf. (5.7), (5.8)). T± = f∗S
±.
• RC = π
−1(C)red for any curve C ⊂ Ex(ψ).
• EXi = π
−1(Ei). E
Y
i = f∗E
X
i . E
Z
i = g∗E
Y
i .
• C± is a curve on X set-theoretically equal to RC ∩ S
±.
• E±i is a curve on X set-theoretically equal to E
X
i ∩ S
±.
• D˜ is the proper transform on X˜ of a prime divisor D on X .
• F+ and F−i are µ-exceptional prime divisors (cf. Subsection 5.2).
• A is an ample Z-divisor on T satisfying Assumption 5.1. For
any curve C ⊂ Ex(ψ), mC is a positive integer introduced in
Assumption 5.1.
6. Examples
The goal of this Section is to prove our main results. Theorem 1.1
and Theorem 1.2 will be proved in Subsection 6.1, whilst Theorem 1.3
and Theorem 1.4 in Subsection 6.2.
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6.1. Non-normal plt centres.
Notation 6.1. We use the same notation as in Subsection 4.1 and
Section 5 (cf. Subsection 5.6). We fix a positive integer q which satisfies
the following properties:
(1) q ≥ 2.
(2) d ≥ q + 2.
(3) 2d− 4 is divisible by q − 1 (e.g. (d, q) = (5, 3)).
Let
A :=
q∑
i=1
ETi − E
T
q+1.
We have
ψ∗A =
q∑
i=1
(Ei +
1
2
(ℓi + ℓ
′
i))− (Eq+1 +
1
2
(ℓq+1 + ℓ
′
q+1)) +
q − 1
2d− 4
Γ
= (
q∑
i=1
Ei − Eq+1 − ℓq+1 − ℓ
′
q+1) +
1
2
q+1∑
i=1
(ℓi + ℓ
′
i) +
q − 1
2d− 4
Γ
Thus, Assumption 5.1 is satisfied.
Lemma 6.2. With the same notation as above, the following hold:
(1) H1(T,OT (nA)) = 0 for n ≥ 0.
(2) H1(T,OT (A−E
T
q+2)) 6= 0.
(3) H2(T,OT (nA−E
T
q+2)) = 0 for n ≥ 0.
Proof. We first show (1). If n = 0, then (1) follows from the fact that T
is a rational surface. If n = 1, then (1) follows from (5) of Theorem 4.2.
Thus, we may assume that n ≥ 2. By (3) of Lemma 4.1, we have that
2ETi ∼ 2E
T
j for any i, j = 1, . . . , d. Thus,
2A = 2
q∑
i=1
ETi − 2E
T
q+1 ∼ 2(q − 1)E
T
q+1.
In particular, it follows that
3A ∼
q∑
i=1
ETi + (2q − 3)E
T
q+1.
Therefore, nA is linearly equivalent to an effective ample divisor and,
by (3) of Lemma 4.1, so is nA − KT . Thus, Proposition 3.3 implies
that H1(T,OT (KT − nA)) = 0 and, Lemma 3.1 implies (1).
(5) of Theorem 4.2 implies (2), whilst Lemma 3.1 and (3) of Lemma
4.1 imply (3). 
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Theorem 6.3. With the same notation as above, EZq+2 is not normal.
Proof. The closed immersion i : EYq+2 →֒ Y induces the exact sequence
0→ OY (−E
Y
q+2)→ OY → i∗OEYq+2 → 0.
By applying g∗, we obtain the exact sequence
0→ g∗OY (−E
Y
q+2)→ g∗OY → g∗i∗OEYq+2 → R
1g∗OY (−E
Y
q+2)→ R
1g∗OY .
If EZq+2 is normal, then the natural homomorphism g∗OY → g∗i∗OEYq+2
is surjective. Thus, it is enough to show that
g∗OY → g∗i∗OEYq+2
is not surjective. To this end, it is enough to prove the following
(1) R1g∗OY = 0.
(2) R1g∗OY (−E
Y
q+2) 6= 0.
We first show (1). For any n ≥ 0, by Proposition 5.30 we have the
exact sequence
0→ OY (−(n + 1)T
−)→ OY (−nT
−)→ j′∗OT (nA)→ 0,
which induces the exact sequence
R1g∗OY (−(n+ 1)T
−)→ R1g∗OY (−nT
−)→ H1(T,OT (nA)).
(1) of Lemma 6.2 implies thatH1(T,OT (nA)) = 0 for any n ≥ 0. Thus,
Serre vanishing implies (1).
We now show (2). For any n ≥ 0, by Proposition 5.31, we have the
exact sequence
0→ OY (−(n+1)T
−−EYq+2)→ OY (−nT
−−EYq+2)→ j
′
∗OT (nA−E
T
q+2)→ 0.
We apply g∗. For n = 0, we have the exact sequence
0 = H0(T,OT (−E
T
q+2))→ R
1g∗OY (−T
− −EYq+2)→ R
1g∗OY (−E
Y
q+2).
Thus, it suffices to show that R1g∗OY (−T
− − EYq+2) 6= 0.
For n = 1, we have the exact sequence
R1g∗OY (−T
−−EYq+2)→ H
1(T,OT (A−E
T
q+2))→ R
2g∗OY (−2T
−−EYq+2).
(2) of Lemma 6.2 implies that H1(T,OT (A − E
T
q+2)) 6= 0. Thus, it is
enough to show that R2OY (−2T
− −EYq+2) = 0.
(3) of Lemma 6.2 implies that H2(T,OT (nA− E
T
q+2)) = 0. For any
n ≥ 2, we consider the exact sequence
R2g∗OY (−(n+1)T
−−EYq+2)→ R
2g∗OY (−nT
−−EYq+2)→ H
2(T,OT (nA−E
T
q+2)) = 0.
Since R2g∗OY (−nT− − E
Y
q+2) = 0 for any n ≫ 0, the claim follows.
Thus, (2) holds. 
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Remark 6.4. By [GNT15, Proposition 3.11], the normalisation of EZq+2
in Theorem 6.3 is a universal homeomorphism.
Proof of Theorem 1.1. Using the same notation as above, let E = EZq+2.
Then the claim follows from Lemma 5.28 and Theorem 6.3. 
Proof of Theorem 1.2. We use Notation 6.1. Recall that g : Y → Z is
a birational morphism such that Ex(g) = T−. By (2) of Lemma 5.28,
the pair (Z,EZq+2) is plt and if
B =
q − 2
q − 1
T−,
then, by (1) of Lemma 5.28, we may write
KY + E
Y
q+2 +B = g
∗(KZ + E
Z
q+2).
Thus, the pair (Y,EYq+2 +B) is plt.
As in the proof of Theorem 6.3, the induced morphism
g∗OY → g∗i∗OEYq+2
is not surjective.
Let m0 be a positive integer such that m0(KZ + E
Z
q+2) is Cartier.
Given P := g(T−), let Z ′ be an affine open subset containing P such
that
OZ(m0(KZ + E
Z
q+2))|Z′ ≃ OZ′ .
Let Y ′ be the inverse image of Z ′ and
E ′ := EYq+2|Y ′ , B
′ := B|Y ′ .
Then the claim follows. 
6.2. A klt Fano threefold X with H2(X,OX) 6= 0.
Notation 6.5. We use the same notation as in Subsection 4.1 and
Section 5 (cf. Subsection 5.6). We fix a positive integer q and we
define d := 4q + 2. Let
A :=
3q∑
i=1
ETi −
4q∑
j=3q+1
ETj .
We have
ψ∗A =
3q∑
i=1
(ETi +
1
2
(ℓi + ℓ
′
i))−
4q∑
j=3q+1
(ETj +
1
2
(ℓj + ℓ
′
j)) +
1
4
Γ
= (
3q∑
i=1
ETi −
4q∑
j=3q+1
(ETj + ℓj + ℓ
′
j)) +
1
2
4q∑
i=1
(ℓi + ℓ
′
i) +
1
4
Γ.
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Thus, Assumption 5.1 is satisfied.
Lemma 6.6. With the same notation as above, the following hold:
(1) h1(T,OT (A)) = q − 1.
(2) H i(T,OT (nA)) = 0 for i > 0 and n ≥ 2.
Proof. (1) follows from (5) of Theorem 4.2.
We now show (2). If i = 2, then Lemma 3.1 implies (2). Thus, we
may assume that i = 1. By (3) of Lemma 4.1, we have that 2ETi ∼ 2E
T
j
for any i, j = 1, . . . , d. Thus,
H0(T,OT (2A)) 6= 0 and H
0(T,OT (3A)) 6= 0.
In particular, it follows that H0(T,OT (nA)) 6= 0 for any n ≥ 2. Thus,
nA−KT is linearly equivalent to an effective ample divisor and Propo-
sition 3.3 implies that H1(T,OT (nA)) = 0. Thus, (2) holds. 
Theorem 6.7. With the same notation as above, Z is a projective
Q-factorial klt threefold which satisfies the following properties:
(1) −KZ is ample and ρ(Z) = 1,
(2) H1(Z, ωZ) = 0,
(3) dimkH
2(Z,OZ) = q − 1,
(4) there exists a birational morphism h : W → Z from a smooth
projective threefold W such that dimkH
0(Z,R1g∗OW ) = q − 1,
and
(5) if q ≥ 2, then Z is not Cohen–Macaulay.
Proof. By Lemma 5.27 and Lemma 5.28, Z is a projective Q-factorial
klt threefold which satisfies (1). Let W := X˜ (cf. Subsection 5.2) and
let
h : W = X˜
µ
−→ X
f
−→ Y
g
−→ Z.
We now show (2). Since Z is klt, we can write KW+E1 = h
∗KZ+E2
for some effective h-exceptional Q-divisors E1 and E2 such that xE1y =
0. This implies that
h∗OW (KW ) = h∗OW (KW + E1) = h∗OW (h
∗KZ + E2) = OZ(KZ),
where the first equality follows from xE1y = 0. Thus, we have that
(6.7.1) h∗ωW = ωZ .
By the Leray spectral sequence, we have an injection
(6.7.2) H1(Z, h∗ωW ) →֒ H
1(W,ωW ).
Since W is a smooth rational variety, it follows that H1(W,ωW ) = 0
by [CR11, Theorem 1]. Thus, (6.7.1) and (6.7.2) imply (2). Note that
(5) follows from (2), (3) and [KM98, Theorem 5.71].
In order to prove (3) and (4), it is enough to show the following:
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(i) R1h∗OW ≃ R
1g∗OY .
(ii) H0(Z,R1g∗OY ) ≃ H
2(Z,OZ).
(iii) h0(Z,R1g∗OY ) = q − 1.
(i) and (ii) follow from Lemma 5.25.
We now show (iii). By Proposition 5.30, We have the exact sequence
0→ OY (−(n+ 1)T
−)→ OY (−nT
−)→ j′∗OT (nA)→ 0
for any n ≥ 0. By (2) of Lemma 6.6 and Serre vanishing theorem, we
have that Rig∗OY (−nT
−) = 0 for i > 0 and n ≥ 2. Thus, if n = 1, we
have
(6.7.3) R1g∗OY (−T
−) ≃ H1(T,OT (A)).
Let n = 0. By Lemma 5.26, it follows that H1(T−,OT−) = 0 and
g∗OY → g∗OT− is surjective. Thus,
(6.7.4) R1g∗OY (−T
−) ≃ R1g∗OY .
By (1) of Lemma 6.6, we have that dimkH
1(T,OT (A)) = q− 1. Thus,
(6.7.3) and (6.7.4) imply (iii). 
Proof of Theorem 1.3 and Theorem 1.4. Both Theorems follow directly
from Theorem 6.7. 
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