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Introduction
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1.1  Background
Due to increased internationalization, effectively acquiring one or more foreign 
languages is becoming more and more important for many citizens. Although most 
second language teaching methods are still offered through traditional classroom 
instruction, Bloom’s two-sigma problem (Bloom, 1984) shows that students who are 
tutored one-on-one perform better than those who learn through conventional 
instruction methods. However, as one-on-one tutoring can safely be considered too 
costly both from a learner’s and a societal perspective, technology might be the most 
practical way of simulating one or more of the beneficial effects of one-on-one 
tutoring. The increased usage of new Web 2.0 technologies by language learners 
indeed shows the potential of their application in second language learning (Steel & 
Levy, 2013).
 Learning tools realized through Web 2.0 technologies such as online (pronunciation) 
dictionaries, automatic translation services, podcasts and video sharing websites 
can offer extra learning time and material in a stress-free environment. In fact, it has 
been claimed that the application of these new technologies has changed the whole 
concept of language learning (Wang & Vasquez, 2012). Additionally, possibilities to 
practice a second or foreign language are provided by communities which offer the 
opportunity of interacting with other learners or native speakers through Computer 
Mediated Communication (CMC). CMC has been shown to contribute to a comfortable 
interactional context that is beneficial for language learning (Payne & Whitney, 2002; 
Payne & Ross, 2005; Dickinson et al., 2008). However, CMC has received criticism 
with respect to the provision of corrective feedback. One of the shortcomings of CMC 
seems to be that the interlocutors are not always capable of providing feedback that 
is relevant and accurate (Dickinson et al., 2008). 
 The majority of the existing tools for language learning focus on reading, writing 
and listening, while the need for one-on-one tutoring is particularly felt when it comes 
to practicing speaking. Therefore, there has been an increasing interest in the 
development of systems that provide practice and feedback on oral proficiency 
through the incorporation of Automatic Speech Recognition (ASR) technology. These 
systems potentially offer the possibility of simulating realistic interaction in a private and 
stress-free environment and the possibility of providing direct feedback on different 
aspects of oral proficiency such as pronunciation, morphology, syntax and prosody. 
 At first, people tried to use existing ASR software, such as those developed for 
dictation tasks, for the purpose of training oral proficiency (Coniam, 1999). These 
ASR engines, while performing well when used for the task they were designed for, 
are generally not suited for Computer-Assisted Language Learning (CALL) applications, 
because they lack the flexibility to configure them for recognizing speech of low- 
proficient non-native speakers. Furthermore, this software does not offer the 
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functionality that is necessary for pronunciation error detection. For these reasons, it 
is clear that to successfully employ ASR in CALL applications, it is necessary to 
develop dedicated ASR technology.
 In recent years, various CALL systems that are enabled by dedicated ASR 
technology have become available. At the start of the research presented in this 
thesis, examples of such systems were Rosetta Stone (Rosetta Stone, 2013), Tell Me 
More (Tell Me More, 2013) and EduSpeak (Franco et al., 2010). These systems offer, 
among other functionalities, feedback on pronunciation by providing scores on the 
word and utterance level. While feedback on these levels is potentially useful, feedback 
on the phone level might be more beneficial for learning to produce new sounds in an 
L2. In a research context, several algorithms have indeed been developed for 
detecting segmental pronunciation errors (see Witt (2012) for an overview). These 
algorithms are relatively successful when it comes to detecting crude pronunciation 
errors, but they are less suited for detecting more subtle errors. Furthermore, they are 
often not extensively applied and tested in an integrated system that is used by real 
language learners.
 In comparison to pronunciation, grammar proficiency has received less attention 
in ASR-enabled CALL systems. This may be due to the following reasons: (1) the idea 
that grammar could best be practiced through written interaction, thus avoiding the 
disadvantages of poor ASR performance and (2) the focus on communicative 
competence in L2 learning, which made grammar accuracy seem less relevant. 
However, there are reasons to believe that practicing grammar in the oral mode does 
have an added value: although language learners may be aware of grammar rules 
this does not guarantee that they also manage to apply this knowledge on-line while 
speaking (DeKeyser & Sokalski, 1996; DeKeyser, 2007).
1.2  Goal of this thesis
The goal of this thesis is to investigate how ASR can successfully be designed, 
implemented and integrated in CALL applications for training oral proficiency. The 
research described in this thesis is carried out within the framework of two projects: 
the Dutch Flemish project DISCO (Development and Integration of Speech technology 
into COurseware for language learning) and the FASOP (Feedback and the 
Acquisition of Syntax in Oral Proficiency) project. The DISCO project was carried out 
within the STEVIN programme which is funded by the Dutch and Flemish 
Governments1. The FASOP project is funded by the Netherlands Organization for 
Scientific Research (NWO).
1 For more information, see http://taalunieversum.org/taal/technologie/stevin/.
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 The goal of the research carried out in the DISCO project was to design, develop 
and test a prototype of an ASR-enabled CALL application for Dutch as a second 
language. This prototype was developed in close collaboration with the University of 
Antwerp, the company Polderland/Polderlink, and Radboud in’to Languages, an 
expertise centre for language and communication. Further research within the 
framework of the FASOP project led to the development of the bASSIsT (Automatic 
Speech recognItion based Speaking Training) system. 
 These prototypes are able to provide feedback on Dutch pronunciation, 
morphology and syntax and are designed based on the concept of educational 
engineering, which is “an instructional design model for guiding the design, 
development, implementation and evaluation of educational artefacts for learning, 
testing and teaching” (Colpaert, 2013). This design model is theory-agnostic in the 
sense that a priori no particular (pedagogical, psychological, linguistic) theory is 
assumed to be relevant or applicable to the current situation. 
 Based on the conceptual and technical design of the bASSIsT system, several 
speech processing components can be distinguished, such as the speech 
recognition and error detection components. In this thesis, I will present research 
related to the development and testing of these individual components. While it is 
important that system components are evaluated in isolation, for example using 
existing annotated speech data, assessing performance in this way does not 
guarantee the desired user experience. The reason for this is that the development of 
ASR-enabled CALL systems involves an interplay between several interconnected 
and interdependent disciplines such as second language acquisition, user interaction 
design and speech technology. As these are interconnected, a full appreciation of 
the complexity observed in developing these systems cannot be obtained by 
considering it from a single, technocentric perspective. This is the reason why, 
besides the research related to the individual components of the prototype, I also 
discuss the evaluation of the prototype as a whole, from the perspective of a realistic 
language learning and teaching environment. In addition, I also discuss the 
implementation of the developed prototype, in order to both share technical 
knowledge that is needed to develop these kinds of systems and to establish priorities 
for future research on ASR-enabled CALL systems.
1.3  Outline of this thesis
This thesis includes four chapters that are each based on a different journal paper. 
First, I have carried out research related to the speech recognition component of the 
prototype. In general, if an ASR-enabled CALL system has to provide feedback on 
specific errors, first the learner’s intended utterance has to be recognized, before 
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potential errors can be detected. As the recognition of low-proficient non-native 
speech is challenging, both for computers and humans, several measures must be 
taken to improve a baseline speech recognition system. In Chapter 2, I explore 
several of these measures in experiments carried out with speech of low-proficient 
non-native speakers of Dutch as a second language. 
 When the learner’s intended utterance is recognized, errors on different levels 
can be detected. In Chapter 3, I focus on the automatic detection of segmental 
pronunciation errors. First, I investigate which vowel pronunciation errors are 
frequently made by non-native speakers of Dutch. In the second part of this study, I 
report results from several automatic pronunciation error detection experiments I 
carried out. In these experiments, existing measures are compared to a metric that 
takes account of the error patterns observed in annotated speech data. By using this 
data, the metric is intended to capture relevant acoustic differences in order to detect 
substitutions of vowels. 
 I think it is important to give other researchers access to information on how to 
implement ASR-enabled CALL tools in order to investigate their performance and 
application in realistic learning environments. Therefore, in Chapter 4, I give a detailed 
overview of the prototype implementation and also discuss the results obtained in 
several evaluation experiments that concern the technical performance of the system. 
In Chapter 5, I discuss research intended to evaluate the system prototype as a 
whole. From the results of usability reviews, expert reviews and user tests I have tried 
to gain insight into the potential of the prototype and possible ways in which it could 
be further adapted and improved, with a view to developing effective language 
learning products. I end this thesis with concluding remarks in Chapter 6.
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Chapter 2
Optimizing automatic speech 
recognition for low-proficient  
non-native speakers
This chapter has been reformatted and slightly modified from:
Joost van Doremalen, Helmer Strik, Catia Cucchiarini. 
Optimizing automatic speech recognition for low-proficient non-native speakers. 
EURASIP Journal on Audio, Speech, and Music Processing, 2010. 
doi:10.1155/2010/973954
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Abstract
CALL applications for improving the oral skills of low-proficient learners have to cope 
with non-native speech that is particularly challenging. Since unconstrained 
non-native ASR is still problematic, a possible solution lies in eliciting constrained 
responses from the learners. In this paper we describe experiments aimed at 
selecting utterances from lists of responses. The first experiment on utterance 
selection indicates that the decoding process can be improved by optimizing the 
language model and the acoustic models, thus reducing the utterance error rate from 
29-26% to 10-8%. Since giving feedback on incorrectly recognized utterances is 
confusing, we verify the correctness of the utterance before providing feedback. The 
results of the second experiment on utterance verification indicate that combining 
duration-related features with an acoustic Likelihood Ratio (LR) yields an Equal Error 
Rate (EER) of 10.3%, which is significantly better than the EER for the other measures 
in isolation.
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2.1  Introduction
The increasing demand for innovative applications that support language learning 
has led to a growing interest in CALL systems that make use of ASR technology. Such 
systems can address oral proficiency, one of the most problematic skills in terms of 
time investments and costs, and are seriously being considered as a viable alternative 
to teacher-fronted lessons. However, developing ASR-enabled CALL systems that 
can provide training and feedback for second language (L2) speaking is not trivial. 
 First of all, because non-native speech is atypical in many respects and, as such, 
it poses serious problems to ASR systems (Van Compernolle, 2001; Tomokiyo, 2001; 
Bouselmi et al., 2006; Benzeghiba et al., 2007). Non-native speech may deviate from 
native speech with respect to pronunciation, morphology, syntax and the lexicon. 
Pronunciation is considered a difficult skill to learn in a L2, and even highly proficient 
non-native speakers often maintain a foreign accent (Flege, 1995). An important 
limiting factor in acquiring the pronunciation of an L2 is considered to be interference 
from the first language (L1). As a consequence, the pronunciation of non-native 
speakers may deviate in various respects and to different degrees from that of native 
speakers. Deviations may concern prosodic or segmental aspects of speech or both. 
At the segmental level the deviations may be limited to phonetic properties without 
really compromising phonemic distinctions, or they may blur phonemic distinctions 
and thus have more serious consequences for intelligibility. For instance, non-native 
speakers may use phonemes from their L1 when speaking the target language 
(Flege, 1995) or they may have difficulties in perceiving and/or realizing phonetic 
contrasts that are not distinctive in their mother tongue. Illustrations of this 
phenomenon are provided by Italian speakers of English who realize English /p/, /t/, 
/k/, /b/, /d/, and /g/ with Voice Onset Time (VOT) values that differ from those employed 
by native speakers (Flege, 1995). Such deviations might cause misunderstandings in 
certain cases, but do not necessarily hamper communication because the distinction 
between separate phonemes, i.e /p/ vs /b/ in the target language is preserved, albeit 
differently realized. Native speakers will probably perceive the difference and consider 
it as foreign accent. More problematic deviations may arise when the difficulty in 
perceiving and realizing phonetic features of the target language that are not 
distinctive in the mother tongue leads non-native speakers to blur the distinction 
between phonemes in the target language, thus producing one phoneme instead of 
two distinct ones. This is the case with many non-native speakers of English, for 
instance native speakers of German (Flege, 1995) and Dutch, who have difficulty in 
realizing the distinction between the English phonemes /æ/ and /e/ and often produce 
/e/ when /æ/ should be used, or Japanese speakers of English who have difficulty in 
distinguishing /l/ and /r/ (Bradlow et al., 1997) and may end up producing sounds that 
are neither an English /l/ nor an English /r/. In such cases, confusion may arise 
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because distinct words will be realized in the same way. This can also happen when 
speech sounds are inappropriately deleted or inserted, which is another common 
phenomenon in non-native speech (Neri et al., 2006).
 With respect to morphology and syntax, the speech of non-natives may also 
exhibit deviations from that of native speakers (DeKeyser, 2007). At the level of 
morphology, they may find it difficult to produce correct forms of verbs, nouns, 
adjectives, articles etc, especially when the morphological distinction hinges on 
subtle phonetic distinctions, such as the presence of a plosive or fricative sound in 
consonant clusters or the distinction between two similar vowels (‘this’ vs ‘these’). 
Irregular verbs and nouns may also pose serious problems, resulting in the production 
of non-existent regularized forms. Deviations in syntax may concern the structure of 
sentences, the ordering of constituents and their omission or insertion. As to 
vocabulary, non-native speakers also tend to have a limited and often deviant lexicon. 
Finally, non-native speech exhibits more disfluencies and hesitation phenomena than 
native speech and is characterized by a lower speech rate (Cucchiarini et al., 2000a; 
Cucchiarini et al., 2000b; Cucchiarini et al., 2002).
 All these problems are compounded when dealing with speech of non-natives 
that are still in the process of learning the language. In general, the degree of deviation 
from native speech and the incidence of disfluencies will be in inverse relation to the 
degree of proficiency in the target language. Considering that ASR-enabled CALL 
systems are intended for L2 learners, including beginner and intermediate learners, it 
follows that the type of non-native speech that has to be handled in this context is, in 
general, even more atypical and therefore more challenging, than the non-native 
speech that is usually encountered in other ASR applications that do not have such a 
teaching function, like information systems or access interfaces. 
 To circumvent the ASR problems caused by non-native speech, various 
techniques have been proposed to restrict the search space and make the task 
easier. A major distinction can be drawn between strategies that are essentially 
aimed at constraining the output of the learner so that the speech becomes more 
predictable and techniques that are aimed at improving the decoding of non-native 
speech. Such strategies are often used simultaneously.
 Within the first category, a possible strategy consists in eliciting constrained 
output from learners by letting them read aloud an utterance from a limited set of 
answers presented on the screen or by allowing a limited amount of freedom in 
formulating responses, as in the Subarashii (Ehsani et al., 2000) and the Let’s Go 
systems (Raux & Eskenazi, 2004). More freedom in user responses is particularly 
necessary in ASR-enabled CALL systems that are intended for practicing grammar in 
speaking proficiency. While for practicing pronunciation it may suffice to read 
sentences aloud, to practice grammar learners need to have some freedom in 
formulating answers in order to show whether they are able to produce correct forms. 
Optimizing automatic speech recognition for low-proficient non-native speakers | 19
2
Less constrained output is not only problematic because it is more difficult to predict, 
but also because, in general, it is accompanied by a higher incidence of disfluencies 
and hesitations. In a study on read and extemporaneous speech produced by 
non-native speakers of Dutch (Cucchiarini et al., 2002), we found that extemporaneous 
speech contains many more filled pauses and disfluencies than read speech. The 
more freedom is allowed to the learner, the more complex the recognition task will be. 
In addition, tasks with more freedom will in general be characterized by a higher 
cognitive load, which, in turn, is likely to lead to more disfluencies being produced 
(Bortfeld et al., 2001), thus making the recognition task more difficult.
 The second category of techniques for dealing with non-native speech, i.e. those 
that are aimed at improving decoding, comprises methods for optimizing the acoustic 
models, the lexicon and the language model in order to compensate for some of the 
deviations in non-native speech. 
 All the factors mentioned above make it clear that to develop ASR-enabled CALL 
systems for training oral proficiency, it is necessary to take measures at different 
levels. A first important measure consists in designing exercises that allow some 
freedom to the learners in producing answers, but that are predictable enough to be 
handled by ASR. How much freedom can be allowed is of course dependent on the 
quality of decoding. 
 These are exactly the problems we face in the DISCO (Development and 
Integration of Speech Technology Into Courseware for Language Learing) project, 
which is aimed at developing a prototype of an ASR-enabled CALL application for 
practicing oral skills in Dutch as a Second Language (DL2) and providing intelligent 
feedback on important aspects of speaking performance such as pronunciation, 
morphology, and syntax. The application should be able to detect and give feedback 
on errors that are made by learners of DL2 at the A2 level of the Common European 
Framework of Reference (CEFR). This is achieved by generating a predefined list of 
possible (correct and incorrect) responses for each exercise.
 In this project, we intend to use a two-step procedure in which first the content of 
the utterance is determined (what was said), and subsequently the form of the 
utterance is analyzed (how it was said). In the first (recognition) step the system 
should tolerate deviations in the way utterances are spoken, while in the second 
(error detection) step, strictness is required (see also Menzel et al. (2000) and 
Cucchiarini et al. (2009)). In the first step of this two-step procedure two stages can 
be distinguished, a) utterance selection and b) utterance verification (UV). The most 
likely response is first chosen during utterance selection. However, when learners are 
allowed some freedom in formulating their responses, there is always the possibility 
that the learner’s response is not present in the predefined list and so is recognized 
incorrectly. Because giving feedback on the basis of incorrectly recognized utterances 
is confusing, it should be avoided as much as possible and UV is carried out in order 
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to reject these utterances. Only when the utterance is accepted as a valid response, 
it is passed on to the following stages of the CALL system such error detection and 
feedback generation.
 In this paper we present two experiments carried out in order to test both the 
utterance selection and utterance verification stage for our system, using several 
optimization techniques. While in the final system both stages should work in tandem, 
in this research we evaluated the two stages in isolation for diagnostic purposes. The 
remainder of this paper is organized as follows. In Section 2.2 we discuss related 
work on non-native speech recognition and utterance verification. In Section 2.3 we 
introduce our system architecture and relate the choices for the experimental settings 
to previous work. In Section 2.4 and 2.5 we present two experiments that are aimed 
at optimizing and evaluating utterance selection and utterance verification using 
realistic test material. In Section 2.6 we discuss the results of the two experiments in 
combination and consider the implications for our CALL application.
2.2  Related work
In ASR the recognition result is often obtained through the Maximum A Posteriori 
(MAP) decision rule:
p(w|x)wˆ=arg max
w W (1)
 where p(w|x) is the posterior probability of a word sequence w in a set of word 
sequences W given a sequence of acoustic observations x and wˆ is the recognition 
result that maximizes the posterior probability. 
 By using Bayes’ rule, Eq. 1 can be reformulated as Eq. 2, and given that x is the 
same for all word sequences in W, it can be rewritten as Eq. 3: 
wˆ
)
p(x)
p(x p(w)
w W
=arg max
w
(2)
w W
p(w)=arg max )p(x w (3)
By implementing Eq. 3, we can still find the optimal sequence of words wˆ in W. 
However, especially in a constrained search space, it is often not only important to 
find the best sequence of words, but also quantitatively assess the confidence in the 
recognition result in an absolute sense. This number is called a Confidence Measure 
(CM) and the problem of accepting or rejecting a recognition result is called utterance 
verification (UV).
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 Both (non-native) speech decoding and utterance verification are the key aspects 
of this research. We will now relate our research to other recent work on both problems. 
2.2.1  Non-native speech decoding
In the ASR community, it has long been known that the differences between native 
and non-native speech are so pervasive as to degrade ASR performance considerably 
(Byrne et al., 1998; Gerosa & Giuliani, 2004; Van Compernolle, 2001). These differences 
affect essentially all three components of an ASR system. Non-native speakers often 
use different words and word orders (language model), produce sounds differently 
(acoustic models), pronounce words differently (lexicon) (see, for instance Tomokiyo 
(2001)), and generally have a lower speech rate and produce more disfluencies 
(Cucchiarini et al., 2000a; Cucchiarini et al., 2000b; Cucchiarini et al., 2002). 
 In attempts aimed at improving ASR performance on non-native speech, the 
acoustic models have received most attention. Various kinds of acoustic models 
have been proposed. First of all, it is possible to train acoustic models on native 
speech material of the target language. However, the recognition performance 
obtained with such models is often not sufficient or at any rate considerably lower 
than the performance on native speech, because of the various deviations in the 
speech of non-natives (Byrne et al., 1998; Gerosa & Giuliani, 2004). Models can also 
be obtained by training exclusively on non-native L2 speech (Neumeyer et al., 1996; 
Franco et al., 2000), or on combinations of L1 and L2 speech. Regarding the latter, 
two different approaches can be adopted: a model merging and a parallel model 
approach. In the parallel model approach, acoustic models for both languages are 
stored, and during decoding the recognizer determines which models fit the data 
better (Deville et al., 1999; Kawai & Hirose, 1998; Witt, 1999; Witt & Young, 1999). In 
the model merging or model interpolation approach, acoustic models of both 
languages are combined, in order to obtain a new set of acoustic models (Witt, 1999). 
The obvious disadvantage of these L1-L2 approaches is that they can only be applied 
to fixed L1-L2 pairs. An alternative approach that can be applied consists in employing 
adaptation techniques, such as the common Maximum Likelihood Linear Regression 
(MLLR) and MAP techniques, which have been shown to improve recognition 
performance (Byrne et al., 1998; Franco et al., 2000; Gerosa & Giuliani, 2004; 
Tomokiyo, 2000; Witt, 1999).
 Improving ASR performance on non-native speech can also be carried out at the 
level of the lexicon. An obvious way to model pronunciation variation at the level of the 
lexicon is by adding pronunciation variants to the lexicon (Strik & Cucchiarini, 1999; 
Strik, 2001). In the case of non-native speech these variants should reflect possible 
L1-induced mispronunciations of words L2 learners may produce (Goronzy et al., 
2004; Livescu & Glass, 2000; Menzel et al., 2000). These variants can be generated 
by means of rules obtained from studying non-native speech (Livescu & Glass, 2000; 
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Menzel et al., 2000). Another possibility to generate non-native variants for a L2 
lexicon is to apply an L1 phone recognizer to L2 speech (Goronzy et al., 2004). The 
advantage of the latter approach is that no learner data are needed, but a disadvantage 
is that phone recognizers for all source languages are needed. In Goronzy et al. 
(2004) both lexicon and speaker adaptation were employed, and the improvements 
obtained through speaker adaptation were much larger than those through lexicon 
adaptation.
 The approach to language modeling depends to a large extent on the design 
and the type of items present in the CALL system. For instance, the learner could be 
asked to repeat an utterance that is first spoken by the system, or to read an utterance 
presented on the screen. In these cases the required responses are known, which in 
turn makes it possible to derive specific language models for every item. For more 
open items, such as a question or a turn in the dialogue, a possibility is to try to elicit 
constrained responses. This makes it possible to activate a specific language model 
for every item which contains only utterances that are expected in that given context 
(Markowitz, 1996; Ehsani & Knodt, 1998; Atwell et al., 1999). In this way, recognition 
performance can be maximized without affecting the face validity of the application. 
This is done, for instance, in the Auralog programs (Waltje, 2002). In spite of the 
constraints that are introduced to improve ASR performance, the students can still 
have the feeling that they are interacting with the system and that they have some 
amount of control over the conversation (Waltje,  2002).
2.2.2  Utterance verification
In the literature roughly three approaches for tackling the UV problem can be 
distinguished: (1) posterior probability estimation, (2) statistical hypothesis testing 
and (3) confidence predictors. We will now give a short overview of these approaches 
(see Jiang (2005) for a more detailed overview).
(1)  One approach to CM is to directly estimate the posterior probability of the 
recognition result wˆ given the acoustic observations x: 
p(w x)=
p(x|w)p(w)
p(x) (4)
and reject the recognition result wˆ when it is below a given threshold θ. The 
greatest challenge with respect to this approach is accurately estimating the 
denominator p(x). One solution is to estimate it from a word lattice (Wessel et al., 
2001), and this generally provides a good result when the lattice contains enough 
word hypotheses. The lattice-based approach can be viewed as approximating 
the posterior probability where p(x) is written as ∑ i p (x|wi ) p(w i) and i ranges 
over all sequences of words in a pruned search space.
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Another approach to estimating  is using a free phone recognizer (FPR) (Young, 
1994;  Bouwman & Boves, 2002) and approximate: 
p(x) p(x|uFPR)p( uFPR ) (5)
 where uFPR is the optimal phone string found using a free phone recognizer. 
(2)  Another popular method to UV is statistical hypothesis testing, in which the null 
hypothesis Ho states that the recognition result is a correct representation of the 
speech signal and the alternative hypothesis Ha states that the recognition result 
is not a correct representation. Then the criterion of accepting the null hypothesis 
becomes: 
p(x|w)
p(x| w)¬ (6)
in which the numerator equals the acoustic likelihood of wˆ , the denominator 
equals the acoustic likelihood of all sequences of words other than wˆ (usually 
called the anti-model) and θ a predefined threshold. The main difficulty with this 
approach is defining and training the anti-model.
(3)  Apart from estimating the posterior probability or statistical hypothesis testing, 
another method to UV is using predictors such as 
 (1) acoustic stability, 
 (2) hypothesis density, 
 (3) duration information 
and combine these using a machine learning model. Some machine learning 
techniques that have been used in the past are Artificial Neural Network (ANN), 
Linear Discriminant Analysis (LDA) classifiers and binary decision trees.
Acoustic stability (Wessel et al., 2001) refers to stability of the recognition result 
given different weightings of the acoustic model and language model scores. 
When the recognition result remains stable given fluctuations in these weightings 
it means that we can be more confident that it is correctly recognized. Hypothesis 
density (Schaaf & Kemp, 1997) refers to the average density of the word lattice 
generated during decoding. When there are a lot of competing hypotheses in a 
pruned search space at each point in time this means that we can be less confident 
that the recognition result is correct. Duration modeling for UV usually comes down 
to capturing the amount of deviation of the phone durations in the recognition 
result from normal phone durations (Goronzy et al., 2000). Deviating durations in 
the recognition result decrease the confidence that it is recognized correctly.
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2.3  Experimental system
 
In Fig. 1, the experimental architecture of our CALL system is shown. The input of the 
system is the learner’s speech and a list of predicted responses in the form of 
transcriptions of sequences of words. Utterance selection is then performed to 
choose the best fitting (1-Best) response from this list. In the next stage the 1-Best 
response is verified. If the response is accepted, error detection on this response is 
carried out. Errors are detected on multiple levels, i.e. syntax, morphology and 
pronunciation. If the response is not accepted, the user is prompted to try again. 
 In general, it is difficult for Hidden Markov modeling methods to discriminate 
between utterances that are acoustically very similar (Desmukh & Verma, 2008). 
Therefore, in the final CALL system we could use the following procedure: the output 
of the first step is a cluster of similar responses (e.g. according to a phonetically- 
based distance measure), and a more detailed analysis is carried out in the second 
(error detection) step to determine what was actually uttered and what to give 
feedback on.
Figure 1 Experimental architecture of our CALL system
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 We will now explain the main choices we made regarding the utterance selection 
and utterance verification components in our system. 
2.3.1  Utterance selection
Many of the approaches proposed to improve the performance of non-native ASR 
employ speech material of specific L1-L2 language pairs. However, since our system 
is intended for learners of Dutch with different L1s, approaches that require material 
of specific L1-L2 pairs are not feasible for either of the three components of an ASR 
system (acoustic models, lexicon, and language model). Consequently, we made the 
following choices.
 For the acoustic models we decided to start with training the acoustic models on 
Dutch native speech. Next, we use read speech of language learners (DL2 speech) 
to retrain the acoustic models. Such retraining of the acoustic models is also possible 
in a realistic CALL application. Especially if the system has to be used extensively by 
a learner, it is possible to make it as suitable as possible for that specific learner. At 
the level of the lexicon we could not make use of L1 phone recognizers, as was done 
by Goronzy et al. (2004), and thus we added pronunciation variants to the lexicon that 
were generated by means of data-derived rules. Finally, we decided to use specific 
language models for every item in the CALL system that are based on a list of 
predicted (correct and incorrect) responses.
2.3.2  Utterance verification
In Section 2.2.2 we have given a short overview of three key approaches to UV i.e. (1) 
posterior probability estimation, (2) statistical hypothesis testing and 3) predictor 
combination. Most of these approaches are aimed at UV in large vocabulary tasks, 
i.e. posterior probability estimation using word lattices and predictor features like 
acoustic stability and hypothesis density. Furthermore, training explicit anti-models 
for statistical hypothesis testing is conceptually and practically difficult for speakers 
with a large variety of L1 backgrounds (de Wet et al., 1999). For these reasons, we 
have chosen a form of predictor combination in which a likelihood ratio similar to Eq. 
6 in statistical hypothesis testing is combined with features indicating phone duration 
deviations. The rationale behind this choice is explained in detail in the method 
section below.
2.4  Experiment 1: Utterance selection
To goal of this experiment is to develop a procedure for selecting utterances from a 
list of predicted responses and to evaluate the effects of different language models, 
pronunciation lexicons and acoustic models.
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2.4.1  Method
Material
The speech material for the present experiments was taken from the JASMIN 
(Jongeren, Anderstaligen, Senioren en Machine Interactie voor het Nederlands / 
Youngsters, Non-native, Seniors and Machine Interaction for Dutch) speech corpus 
(Cucchiarini et al., 2008), which contains speech of children, non-natives and elderly 
people. Since the non-native component of the JASMIN corpus was collected for the 
aim of facilitating the development of ASR-enabled language learning applications, it 
is particularly suited for our purpose. Speech from speakers with different mother 
tongues was collected, because this realistically reflects the situation in Dutch L2 
classes. These speakers have relatively low proficiency levels, namely A1, A2 and B1 
of the CEFR, because it is for these levels that ASR-enabled CALL applications 
appear to be most needed. 
 The JASMIN corpus contains speech collected in two different modalities: read 
speech and human-machine dialogues. The latter were used for our experiments 
because they more closely resemble the situation we will encounter in our CALL 
application. The JASMIN dialogues were collected through a Wizard-of-Oz-based 
platform and were designed such that the wizard was in control of the dialogue and 
could intervene when necessary. In addition, recognition errors were simulated and 
difficult questions were asked to elicit some typical phenomena of human-machine 
interaction that are known to be problematic in the development of spoken dialogue 
systems, such as hyperarticulation, restarts, filled pauses, self talk and repetitions.
 The material we used for the present experiments consists of speech from 45 
speakers, 40% male and 60% female, with 25 different L1 backgrounds. Ages range 
from 19 to 55, with a mean of 33. The speakers each give answers to 39 questions 
about a hypothetical journey. Considering these characteristics we can state that the 
JASMIN non-native dialogues are similar to the speech we will encounter in our CALL 
application with respect to the following aspects: 1) they contain answers to relatively 
constrained questions, they contain speech 2) of non-natives with different L1s, 3) 
which features phenomena such as filled pauses and disfluencies. However, since 
hesitation phenomena were purposefully introduced in the JASMIN dialogues, their 
incidence is probably higher than in typical non-native dialogues. 
 We deleted the utterances that contain crosstalk, background noise and whispering 
from the corpus. After deletion of these utterances, the material consists of 1325 utterances.
Speech Recognizer
In this research, we used SPRAAK (SPeech Recognition and Automatic Annotation 
Kit) (Demuynck et al., 2008), an open source Hidden Markov Model (HMM) ASR 
package. For preprocessing purposes, the input speech, sampled at 16kHz, is 
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divided into overlapping 32ms Hamming windows with a 10ms shift and pre-emphasis 
factor of 0.95. 12 Mel-Frequency Cepstrum Coefficients (MFCCs) plus Co, and their 
first and second order derivatives were calculated and Cepstral Mean Subtraction 
(CMS) was applied. Constrained language models and pronunciation lexicons are 
implemented as Finite State Transducers (FSTs). 
 To simulate the ASR task in our CALL application, we generated lists of the 
answers given by each speaker to each of the 39 questions. These lists mimic the 
predicted responses in our CALL application task because they contain a) responses 
to relatively closed questions and b) morphologically and syntactically correct and 
incorrect responses.
Language Modeling
Our approach is to use a constrained Language Model (LM) to restrict the search 
space. In total 39 LMs were generated based on the responses to each of the 39 
questions. These responses were manually transcribed at the orthographic level. 
Filled pauses, restarts and repetitions were also annotated. 
 Filled pauses are common in everyday spontaneous speech and generally do 
not hamper communication. It seems therefore that students using a CALL application 
should be allowed to produce a limited amount of filled pauses. In our material 46% 
of the utterances contain one or more filled pauses and almost 13% of all transcribed 
units are filled pauses. 
 11% of the utterances contain one or more other disfluencies such as restarts, 
repairs and repetitions. While these also occur in normal speech, albeit less frequently, 
we think that in a CALL application for training oral proficiency students should be 
stimulated to produce fluent speech. On these grounds restarts, repetitions and 
repairs can be penalized. Therefore, we do not focus on restarts, repairs and 
repetitions in this research. We included their orthographic transcriptions in the LM 
and their manual phonetic transcriptions in the lexicon.
 The LMs are implemented as FSTs with parallel paths of orthographic transcriptions 
of every unique answer to the question. A priori each path is equally likely. An example 
of a question is “Hoe wilt u naar deze stad reizen? ” (“How do you want to travel to this 
city? ”) and a small part of the responses is: 
1. ‘ik gaat met de vliegtuig’ (‘I is going by plane’*) 
2. ‘ik ga met de trein’ (‘I am going by train’) 
3. ‘met de vliegtuig’ (‘by plane’*) 
4. ‘met het vliegtuig’ (‘by plane’) 
 
The baseline LM that is generated from this list is depicted in Fig. 2. The parallel paths 
represent unique answers to a certain question. Silence can be recognized before 
and after each word (not shown).
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To be able to recognize possible filled pauses between words, we generated another 
LM with self-loops added in every node. Filled pauses are represented in the 
pronunciation lexicon as /ə/ or /əm/, phonetic representations of the two most common 
filled pauses in Dutch. The filled pause loop penalty was empirically optimized. An 
example of this language model is depicted in Fig. 3.
To examine whether filled pause loops are an adequate way of modeling filled pauses, 
we also experimented with an oracle LM containing the reference orthographic 
transcriptions (which include the manually annotated filled pauses) without filled 
pause loops.
Figure 2 Baseline language model
Figure 3 Language model with filled pause loops
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Acoustic Modeling
We trained three-state tied Gaussian Mixture Models (GMMs). Baseline triphone 
models were trained on 42 hours of native read speech from the CGN (Corpus 
Gesproken Nederlands / Spoken Dutch Corpus) corpus (Oostdijk, 2002). In total 
11,660 triphones were created, using 32,738 Gaussians. As discussed in Section 
2.2.1, it has been observed in several studies that by adapting or retraining native 
Acoustic Models (AMs) with non-native speech, decoding performance can be 
increased. To investigate whether this is also the case in a constrained task as 
described in this paper, we retrained the baseline acoustic models with non-native 
speech. New AMs were obtained by doing a one-pass Viterbi training based on the 
native AMs with 6 hours of non-native read speech from the JASMIN corpus. These 
utterances were spoken by the same speakers as those in our test material 
(comparable to an enrolment phase). Triphone AMs are the de facto choice for most 
researchers in speech technology. However, the expected performance gain from 
modeling context dependency by using triphones over monophones might be 
minimal in a constrained task. Therefore, we also experimented with non-native 
monophone AMs trained on the same non- native read speech
Lexical Modeling
Figure 4 Distribution of lexicon sizes
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The baseline pronunciation lexicon contains canonical phonemic representations 
extracted from the CGN lexicon. The distribution of sizes of the 39 lexicons is depicted 
in Fig. 4. As explained in Section 2.2.1, non-native pronunciation generally deviates 
from native pronunciation, both at the phonetic and the phonemic level. To model 
pronunciation variation at the phonemic level, we added pronunciation variants to the 
lexicon. To derive pronunciation variants, we extracted context-dependent rewrite 
rules from an alignment of canonical and realized phonemic representations of 
non-native speech from the JASMIN corpus (the test material was excluded). Prior 
probabilities of these rules were estimated by taking the relative frequency of rule 
applications in their context. We generated pronunciation variants by successively 
applying the derived rewrite rules to the canonical representations in the baseline 
lexicon. Variant probabilities were calculated by multiplying the applied rule probabilities. 
By default, canonical representations were assigned a probability of 1.0. Afterwards, 
probabilities of pronunciation variants per word were normalized so that these 
probabilities sum to 1.0. By introducing a cutoff probability, pronunciation lexicons 
were created that contain only variants above this cutoff. In this way lexicons with on 
average 2, 3, 4 and 5 variants per word were created.
Evaluation
We evaluated the speech decoding setups by using the Utterance Error Rate (UER), 
which is the percentage of utterances where the 1-Best decoding result deviates from 
the transcription. The decoding results and reference transcriptions were compared 
after deleting the filled pauses. For each UER, the 95% confidence interval was 
calculated to evaluate whether UERs between conditions were significantly different.
As explained in the introduction, we do not expect our method to carry out a detailed 
phonetic analysis in the first stage. Since it might not be necessary to discriminate 
between phonetically close responses at this stage, a decoding result can be 
classified as correct when its phonetic distance to the corresponding transcription is 
below a threshold. The phonetic distance was calculated through an alignment 
program that uses a dynamic programming algorithm to align transcriptions on the 
basis of distance measures between phonemes represented as combinations of 
phonetic features (Cucchiarini, 1996). These phonemic transcriptions were made 
using the canonical pronunciation variants from the words in the orthographic 
transcriptions.
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2.4.2  Results
In Table 1 the UERs for the different language models and acoustic models can be 
observed. In all cases, the LM with filled pause loops performed significantly better 
than the LM without loops. Furthermore, the oracle LM with manually annotated filled 
pauses (with positions) did not perform significantly better than the LM with loops.
 Decoding setups with AMs retrained on non-native speech performed significantly 
better than those with AMs trained on native speech. The performance difference 
between monophone and triphone AMs was not significant.
As expected, error rates are lower when evaluated using clusters of phonetically 
similar responses. To better appreciate the results in Table 1 it is important to get an 
idea of the meaning of these distances. The distances between the example 
Table 1  This table shows the UERs for the different language models: without FP 
loops, with FP loops and with FP positions, and different acoustic models: 
trained on native speech (triphone) and retrained on non-native speech (triphone 
and monophone). All setups used the baseline canonical lexicon. The 
columns 0, 5, 10, 15 indicate at what phonetic distance to the reference 
transcription the decoding result is classified as correct.
AM LM 0 5 10 15
native (tri) without loops 28.9 28.4 26.1 24.6
native (tri) with loops 14.9 14.6 12.6 11.0
native (tri) with positions 14.7 14.4 13.1 12.0
non-native(tri) without loops 22.4 22.0 19.9 18.4
non-native(tri) with loops 10.0 9.7 7.9 6.9
non-native(tri) with positions 9.4 9.1 7.8 7.1
non-native(mono) with loops 11.9 11.5 9.3 8.1
Table 2   Phonetic distances between the example responses: (1) ’ik gaat met de 
vliegtuig’, (2) ’ik ga met de trein’, (3) ’met de vliegtuig’, (4) ’met het vliegtuig’.
 Response 1 2 3 4
1 0.0 - - -
2 20.5 0.0 - -
3 15.0 23.5 0.0 -
4 23.5 30.0 10.0 0.0
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responses presented in Section 2.4.1 are shown in Table 2. The density of the phonetic 
distances between all response pairs to all questions is depicted in Fig. 5. Since there 
are only few responses with a phonetic distance smaller than 5, differences between 
0 and 5 are marginal. Performance differences between 0 (equal to transcription) and 
10 (one of the answers with a phonetic distance of 10 or smaller to the 1-Best equals 
the transcription) and between 5 and 15 were significant. 
In Table 3 the results for lexical modeling are shown. Performance decreased using 
lexicons with multiple pronunciation variants generated using data-driven methods. 
The more variants are added, the worse the performance. Furthermore, there is no 
significant difference between using equal priors or estimated priors.
2.4.3  Discussion
The results presented in the previous section indicate that large and significant 
improvements could be obtained by optimizing the language model and the acoustic 
models. On the other hand, pronunciation modeling at the level of the lexicon did not 
produce significant improvements. On the contrary, adding variants to the lexicon 
caused a decrease in performance. Adding estimated prior probabilities to the variants 
improved the results somewhat, but still the error rates remain higher than those for 
Figure 5   The distribution of phonetic distances between all response pairs to all 
questions
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the canonical lexicon. These results might be surprising because, in general, adding 
a limited number of carefully selected pronunciation variants to the lexicon helps 
improve performance to a certain extent (Strik & Cucchiarini, 1999; Strik, 2001). 
However, in the case of non-native speech this strategy is not always successful 
(Goronzy et al., 2004). Possible explanations might be sought in the nature of the 
variation that characterizes non-native speech. Non-native speakers are likely to 
replace target language phonemes by phonemes from their mother tongue (Flege, 
1995; Bouselmi et al., 2006). When the non-native speech is heterogeneous in the 
sense that it is produced by speakers with different mother tongues, as in our case, 
it may be extremely difficult to capture the rather diffuse pattern of variation by 
including variants in the lexicon (see also Benzeghiba et al. (2007)).
 The findings that better results are obtained with non-native acoustic models and 
with a language model with filled pause loops are not surprising, after all the 
utterances are spoken by non-natives, recorded in the same environment and contain 
a lot of filled pauses. In fact, these results do not differ significantly from the results 
obtained with an oracle language model, in which the exact position of the filled 
pauses is copied from the manual transcriptions. This is an important result because 
non-natives are known to produce numerous filled pauses in unprepared, 
extemporaneous speech (Cucchiarini et al., 2002). From these results we can conclude 
that external filled pause detection, for which better results were found for a large 
vocabulary task (Stouten et al., 2006), is not necessary in this case.
 Another reassuring result is that performance improved using non-native acoustic 
models. These were obtained by retraining native models on a relatively small amount 
(around 8 minutes per speaker) of non-native read speech material. It appears that 
Table 3   UERs for different lexicons: canonical, 2-5 variants with and without priors. 
These rates are obtained by using non-native triphone acoustic models 
and language models with filled pause loops.
Lexicon type Priors 0 5 10 15
canonical - 10.0 9.7 7.9 6.9
2 variants no 10.0 9.9 8.2 6.7
2 variants yes 10.0 9.7 8.3 7.0
3 variants no 11.2 10.9 8.5 7.1
3 variants yes 10.6 10.1 8.7 7.2
4 variants no 11.5 11.3 8.9 7.5
4 variants yes 10.4 10.9 9.7 7.2
5 variants no 11.5 11.3 8.9 7.5
5 variants yes 10.4 10.0 8.7 7.2
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this was sufficient to obtain significantly better results. In the final application we 
might then use a relatively short enrolment phase and perform acoustic model 
retraining (and/or online speaker adaptation) to obtain better recognition results.
 While in this experiment the correct transcription of the response was always in 
the language model, our system must also be able to reject utterances when they are 
not present in the language model, while still accepting correctly recognized 
utterances. This is the topic of the experiment presented in the next section.
2.5  Experiment 2: Utterance verification
The goal of this experiment is to develop a procedure for utterance verification. Our 
approach consists of combining an acoustic likelihood ratio with duration-related 
predictors into one confidence measure. 
2.5.1  Method
Material
We used the same material as in the first experiment, but to simulate the case in 
which the spoken utterance is not present in the list, we also generated language 
models in which the correct utterance is left out. In this way, each of the 1325 
utterances in our dataset is decoded two times: one time when its representation is 
present in the language model and one time when it is not present.
Confidence predictors
As mentioned before, posterior probability estimation using rich word lattices is often 
used in large vocabulary applications, where it usually provides accurate confidence 
measures, although it is computationally expensive. Since in our case the search 
space only contains a limited set of sequences of words, the decoding lattice is not 
rich enough to estimate p(x) (Eq. 4.). Estimating p(x) on the basis of a free phone 
recognizer is a more simple and faster approach, generally giving reasonably good 
results. For these reasons, we have used the ratio 
p(x|uFPR) p(uFPR)
p(x|w)p(w)
(7)
as our baseline confidence measure. However, because we have equal prior 
probabilities for all language model paths and we do not use a language model 
during free phone recognition the priors p( wˆ ) and p( uFPR ) can be discarded and 
Eq. 7 boils down to: 
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LR =
p(x|w)
p(x|uFPR)
(8)
This ratio bears a close relation to Eq. 6 used in the statistical hypothesis testing 
approach to UV. The main difference is that in the denominator in Eq. 8 all paths are 
used, while in Eq. 6 only the alternative paths are used to compare with the recognition 
result to be verified. Modeling the alternative paths in an anti-model is especially 
difficult in our task because it is very difficult to determine what exactly it should 
represent if the utterance is produced by language learners with generally low levels 
of proficiency and very diverse L1 backgrounds (see also de Wet et al. (1999)). 
Furthermore, training such an anti-model requires a large amount of non-native 
speech data that is not available for Dutch.
 We hypothesize that combining our baseline CM with other predictors that 
contain additional information about the quality of the recognition result will give 
better results than using LR alone. However, using the average hypothesis density in 
the word lattice as a predictor is probably not informative because in our task the 
word lattice is very small and contains very few competing hypotheses.
 We expect that phone durations might contain additional information, because 
the phone segmentation of an incorrectly decoded sequence of words will generally 
be characterized by deviations in phone durations and this is not directly coded in the 
acoustic likelihoods in LR. When the input speech representation is not present in the 
list and the utterance is recognized as another sequence of words that is present in 
the LM, the phone segmentation of this sequence of words will generally be 
characterized by deviations in phone durations. A straightforward way to capture this 
is to count the phones in the segmentation with durations that deviate substantially 
from the mean phone duration. We have implemented this by using predictors similar 
to those introduced in Goronzy et al. (2000). 
 Phone duration distributions were derived from manually verified phonemic 
transcriptions of 42 hours of read native speech from the CGN corpus (Oostdijk, 
2002). For each of the 46 phonemes the 1st, 5th, 95th and 99th percentile duration 
was calculated from these distributions. The predictors that were extracted from the 
segmentation are the number of phones in the decoded utterance that are shorter 
than the 1st (nr_shorter_1) and 5th (nr_shorter_5) percentile and the number of 
phones that are longer than the 95th (nr_longer_95) and 99th (nr_longer_99) 
percentile durations. These predictors were normalized by the total number of phones 
in the recognized utterance.
Predictor combination
To combine the five predictors, i.e. LR, nr_shorter_1, nr_shorter_5, nr_longer_95, nr_
longer_99, into one confidence measure we have used a logistic regression model. 
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Logistic regression modeling is a straightforward and fast method known to produce 
accurate predictions when a binary variable is a linear function of several explanatory 
variables (Mitchell, 1997). It fits the logit of the probability of a binary variable as a 
linear function of the set of explanatory variables: 
logit (p(y|p))=
p(y|p)
(y|p)
= 0+
N
i=1
i x i∑ (9)
where p(y|p) is the probability of a correctly or incorrectly decoded utterance y given 
the confidence predicting variables p. The optimal weights β are chosen through 
Maximum Likelihood Estimation (MLE) in WEKA (Witten & Frank, 2005). We trained 
and tested the model by using Leave-One-Speaker-Out cross-validation where the 
model is trained on all speakers except one and then tested on the utterances of the 
speaker that were left out during training. This is repeated until all speakers are tested.
Evaluation
We evaluated the discriminative ability of our utterance verifier using Receiver 
Operator Characteristic (ROC) curves, in which the two types of error rates, i.e. the 
false positive rate and false negative rate, are plotted for different thresholds. Using 
the point on the ROC curve where the error rates of both types are equal, the Equal 
Error Rate (EER), the different confidence indicators and their combinations are 
evaluated. 95% confidence intervals were calculated to investigate whether 
differences between EERs were significantly different.
2.5.2  Results
Table 4   EER for the individual features LR, nr_shorter_1, nr_shorter_5, nr_longer_95, 
nr_longer_99 and the combinations duration_comb (nr_shorter_1, nr_
shorter_5, nr_longer_95,  nr_longer_99) and all features, all.
Features EER
LR 14.4%
nr_shorter_1 27.3%
nr_shorter_5 27.4%
nr_longer_95 35.8%
nr_longer_99 38.5%
duration_comb 25.3%
all 10.3%
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The UER of our speech decoder on the set of decoding results where the correct 
transcription was present in the LM was 10.0% (see Section 2.4.2). In this case errors 
consist of substitutions with competing language model paths. The UER on the set 
without the correct transcriptions in the LM was of course 100.0%, so on average 
55.0% of all the cases was incorrectly recognized. 
The task for the UV was to discriminate the correctly and incorrectly recognized 
cases. In Table 4 this ability is shown in terms of EER for the individual predictors and 
several predictor combinations. ROC curves of the best performing predictor and 
two combinations are shown in Fig. 6.
 Within the individual predictors LR performs best (14.4%) and all the duration- 
related predictors perform much worse. The best result for a single duration predictor 
is 27,3% for nr_shorter_1. When we combined all duration-related predictors, duration_
comb, the EER relative to the best performing duration-related predictor dropped 
significantly from 27.3% (with a confidence interval ±1.7) to 25.3%. Finally, by 
combining the LR with duration_comb, the EER relative to LR decreased significantly 
by 4.1% from 14.4% to 10.3%.
Figure 6  ROC curves for the feature LR and the combinations duration_comb and all
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In Table 5a and 5b percentages are shown using the EER threshold and using all 
predictors for the two different sets of decoding results, with and without the correct 
transcription in the LM, respectively. For example, in the set of results with the correct 
transcription in the LM 80.8% is classified as correct when it indeed was correctly 
decoded and 9.2% was classified as incorrect (false reject). In the set without the 
correct transcription in the LM 91.7% was classified as incorrect when it was incorrectly 
decoded, and 8.3% was classified as correct (false accept). The performance on the 
whole dataset is shown in Table 5c. 
2.5.3  Discussion
The duration-related predictors have a weak performance individually, but they still 
contain additional information relative to the likelihood ratio LR. The duration-related 
predictor distributions of correctly and incorrectly decoded utterances overlap 
severely. This was still the case when we normalized these predictors for the speaking 
rate within the utterance or when we used the probability of the phone durations in the 
Table 5   Percentages of correctly and incorrectly classified decoding results of the 
two different subsets and the total set using the global EER threshold and 
all predictors. (a) Percentages of decoding result classification on the set 
where the correct transcription was in the language model. (b) Percentages 
of decoding result classification on the set where the correct transcription 
was not present in the language model. (c) Percentages of decoding result 
classification on the whole dataset.
a
actual
correct incorrect
predicted correct 80.8% 3.0%
incorrect 9.2% 7.0%
b
actual
correct incorrect
predicted correct - 8.3%
incorrect - 91.7%
c
actual
correct incorrect
predicted correct 40.4% 5.6%
incorrect 4.6% 49.4%
Optimizing automatic speech recognition for low-proficient non-native speakers | 39
2
utterance as a predictor. The latter we calculated through a kernel density estimation 
of the duration probability density per phone trained on the CGN native read speech 
data. Using these more complex predictors the model was not able to make 
substantially better predictions. 
 By introducing an UV procedure and using the EER threshold we are able to filter 
out 91.7% of the utterances that are not in the predicted list of responses. This comes 
with the cost of also rejecting utterances that are correctly decoded and accepting 
utterances that are incorrectly decoded. The ratio between these error rates depends 
on threshold calibration, which will be discussed in the next section. 
2.6  General Discussion
We carried out two experiments in order to evaluate methods for utterance selection 
and utterance verification which are going to be used in a CALL application for 
low-proficient L2 learners of Dutch. For utterance selection with the transcription of 
the response in the language model, our best error rates were between 10.0%-6.9% 
after optimizing acoustic and language models. In 90% of the cases the decoding 
result was equal to the corresponding transcription of the response (phonetic 
distance of 0) and in 93.1% of the cases the decoder was able to select a cluster of 
transcriptions with a phonetic distance of 15 or smaller to the 1-Best in which the 
corresponding transcription was present.
 Using an utterance verifier that combined acoustic likelihoods and duration 
information of the decoding result, 89.8% of the correctly decoded responses is 
accepted and 70% of the incorrectly decoded utterances could be rejected when the 
transcription of the response was present in the language model. In addition, 91.7% 
of the utterances with no representation in the language model could correctly be 
rejected. 
 These results apply when we only perform error detection to the 1-Best decoding 
result, but as explained in Section 2.3, error detection will probably be performed on 
the cluster of responses that has a small phonetic distance to the 1-Best decoding 
result. For example, if it is not clear whether a segment or a (short) word was 
pronounced or not, this can be ascertained in the second step through a more 
detailed analysis (Cucchiarini et al., 2009). At the moment we think that in the second 
step we can handle utterances with a phonetic distance smaller than 5, which usually 
corresponds to a difference of 1 or 2 segments, or possibly even utterances with a 
phonetic distance smaller than 10, which often boils down to a deviation by a short 
word. For the latter category the best result obtained is an error rate of around 8%. 
This is encouraging, especially if we keep in mind that in a language learning 
application we can be conservative, in the sense that if we are not sufficiently 
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confident about the recognition result we can always ask the language learner to try 
again.
 Until now we have evaluated the performance of UV using the EER threshold, but 
this might not be the optimal threshold setting in the actual application. In our 
application the recognized utterance will be probably shown to the user so that he/
she knows whether the utterance was correctly recognized, and where the feedback 
is based on. If the system makes an error in recognizing the utterance, this will then 
be clear for the user. The system can make two types of errors: a) a false rejection, in 
which case a correctly decoded utterance is classified as incorrect by the UV or b) a 
false acceptance, in which case an incorrectly decoded utterance is classified as 
correct. To determine which of these errors is more detrimental at this stage of the 
application, it is necessary to consider how such errors can be handled in the 
application and what their possible consequences are. In the case of a rejection, and 
therefore also of a false rejection, it is possible to ask the user to repeat the utterance. 
In concrete terms then, a false rejection implies that the user is unnecessarily asked 
to repeat the utterance. In the case of a false acceptance an utterance will be shown 
to the user that (s)he actually did not produce. This type of error would seem to be 
more detrimental because it can affect the credibility of the system.
 However, the degree of seriousness will depend on the degree of discrepancy 
between the utterance that was actually produced and the one that was recognized 
and shown by the system: the larger the deviation the more serious the error. On the 
other hand, large deviations are less likely than small deviations. On the basis of such 
considerations we can indicate the seriousness of the two types of errors and 
therefore the costs that should be assigned to false rejections and false acceptances.
 There are now two different factors that are important in choosing an application- 
dependent threshold, namely 1) the prior probability of a correct decoding pcorrect 
and 2) the ratio between the cost of a false rejection CFR and the cost of a false 
acceptance CFA. To formalize the idea of taking into account different error costs and 
different prior distributions in the process of choosing a threshold, we can estimate 
the total cost of a specific threshold setting with a cost function:
Ctotal = pFR CFR pcorrect + pFA CFA ( pcorrect ) (10)
where pFR and pFA are the probabilities of false rejection and false acceptance 
respectively. This kind of cost function is also used in the NIST evaluation of speaker 
recognition systems van (Leeuwen & Brümmer, 2007). Minimizing Ctotal on a development 
set will provide us with the optimal threshold setting given the application-dependent 
parameters CFR, CFA and pcorrect. 
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Chapter 3
Automatic pronunciation  
error detection in non-native speech:  
the case of vowel errors in Dutch
This chapter has been reformatted and slightly modified from: 
Joost van Doremalen, Catia Cucchiarini, Helmer Strik. 
Automatic pronunciation error detection in non-native speech:  
The case of vowel errors in Dutch. Journal of the Acoustical Society of America, 
volume 134, pages 1336-1347, 2013.
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Abstract
This research is aimed at analyzing and improving automatic pronunciation error 
detection in a second language. Dutch vowels spoken by adult non-native learners of 
Dutch are used as a test case. A first study on Dutch pronunciation by L2 learners 
with different L1s revealed that vowel pronunciation errors are relatively frequent and 
often concern subtle acoustic differences between the realization and the target 
sound. In a second study, automatic pronunciation error detection experiments were 
conducted to compare existing measures to a metric that takes account of the error 
patterns observed to capture relevant acoustic differences. The results of the two 
studies do indeed show that error patterns bear information that can be usefully 
employed in a weighted automatic measure of pronunciation quality. In addition, it 
appears that combining such a weighted metric with existing measures improves the 
equal error rate by 6.1 percentage points from 29.7, for the Goodness of Pronunciation 
(GOP) algorithm, to 23.6.
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3.1  Introduction
Adult second language (L2) learners are known to experience difficulties in learning 
to perceive and produce the sounds of an L2 (Flege, 1987; Flege, 1995; Flege, 1999; 
Best, 1995; Best et al., 2001; MacKay et al., 2001). The majority of adult L2 learners 
never acquire a native-like pronunciation and many of them retain a distinct foreign 
accent (Long, 1990). Incorrect pronunciation can hamper communication. Even 
speech that is intelligible, but characterized by a strong foreign accent, can elicit 
negative reactions in native speakers (Brennan & Brennan, 1981; Lippi-Green, 1997).
A major problem with pronunciation teaching is that it requires more practice time 
and teacher feedback than what is feasible in most language classrooms. For this 
reason, interest in Computer-Assisted Pronunciation Training (CAPT) applications 
that make use of ASR has been growing. Such systems would allow L2 learners to 
practice pronunciation in a private, stress-free environment in which they can access 
virtually unlimited input, practice at their own pace and, through the integration of 
ASR, receive individualized, instantaneous feedback anytime and anywhere.
 Although ASR-based CAPT systems may appear particularly appealing, an important 
question that should be answered is to what extent such systems manage to identify 
pronunciation errors reliably and accurately. A large body of research has been 
devoted to the problem of automatic speech sound classification. An early example 
is (Pols et al., 1973), in which the automatic classification of Dutch monophthongs 
was investigated. More recently, research specifically targeted towards automatic 
pronunciation quality measures that can be employed in ASR-based CAPT systems 
has focused on confidence scoring (Witt, 1999; Franco et al., 2000; Yoon et al., 2010; 
Wei et al., 2009; van Doremalen et al., 2009). This type of research has shown that 
pronunciation errors can be accurately detected to a certain extent (Witt, 1999; 
Franco et al., 2000; Cucchiarini et al., 2009; Wei et al., 2009) and that difficulties may 
arise when it comes to identifying pronunciation errors that are based on subtle 
acoustic differences (Strik et al., 2009b). 
 In this paper we address the problem of automatic pronunciation error detection 
in L2 speech and investigate whether current automatic measures of pronunciation 
quality can be refined to capture subtle acoustic differences. Based on our previous 
research on automatic pronunciation error detection in Dutch L2, we developed the 
idea that the specific pronunciation error patterns produced by L2 learners might 
carry important information that could be exploited to improve error detection.
 Pronunciation problems may be related to difficulties in perception, production 
or both (Flege, 1987; Flege, 1999). An important limiting factor in acquiring the 
pronunciation of an L2 is considered to be interference from the L1. Theories that 
attempt to explain L1-L2 interference in speech perception are based on the tenet 
that the perceptual salience of phonetic detail is tied to the distinctions that are 
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relevant in the L1 (Kuhl et al., 1992; Kuhl & Iverson, 1995; Best, 1995; Flege, 1995; 
Iverson et al., 2003). This leads to “deafness” to phonetic distinctions in the L2 and 
may cause difficulties in learning to perceive and produce L2 speech sounds (Flege, 
1995; Kuhl & Mellzoff, 1996). In the particular case of adult, literate learners there is 
another, less explored, but nonetheless influential factor that may affect the 
pronunciation of L2 sounds: the exposure to written language input and the influence 
of orthography that can derive from it (Young-Scholten, 2002; Erdener & Burnham, 
2005; Bassetti, 2006). Adult learners in instructional settings are often exposed to 
orthographic input and this may influence their pronunciation of specific L2 sounds.
Because L1 phonology and orthography influence the pronunciation of L2 sounds, 
patterns of pronunciation errors in an L2 might differ depending on the speaker’s L1 
and the type of speech elicited. For instance, in read speech the influence of 
orthography is likely to be stronger than in spontaneous speech and possibly different 
error patterns may emerge. In this paper we argue that the error patterns that can 
derive from such interference are factors that can be utilized in the computation of 
automatic measures of pronunciation quality to improve their performance. So far 
various measures of pronunciation quality have been proposed (Witt, 1999; Franco 
et al., 2000) that manage to identify relatively conspicuous errors. However, in our 
own research we found that the widely used Goodness of Pronunciation (GOP) 
scoring algorithm (Witt, 1999) has difficulties in detecting subtle errors in target 
phonemes with acoustically close “neighbouring” phonemes (Strik et al., 2009b). 
This appeared very clearly in the case of Dutch vowels, where relatively subtle 
acoustic differences are associated with different phonemic categories. Because of 
its characteristics — relatively many vowels, some of them distinguished by phonetic 
properties that are not employed in many languages, and concentrations in a specific 
area of the vowel space — the Dutch vowel system seems suited to investigate the 
performance of pronunciation quality measures.
 The research reported on in this paper is aimed at analyzing the problem of 
automatic pronunciation error detection and at exploring possible improvements in 
detecting pronunciation errors that are caused by relatively subtle acoustic differences 
in speech sounds. In the first stage of this research (Study 1, described in Section 
3.3) we investigate the vowel errors and confusion patterns made by learners of 
Dutch as a second language (DL2). This study is important to provide insight into the 
nature of the pronunciation errors that have to be detected. As will become clear, 
these errors concern subtle acoustic differences that are particularly challenging 
for automatic detection. In general, studies on mispronunciation detection do not 
provide such detailed information on the nature of the pronunciation errors and the 
speech data employed in the experiments. However, to clearly understand how 
the various measures perform it is necessary to know on which material they were 
tested. For instance, it should be made clear how detailed the annotations of the 
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mispronunciations were and to what extent human labelers agreed with each other 
when labeling such mispronunciations. 
 In the second part of the paper, we go on to investigate how pronunciation errors 
can be detected by employing different pronunciation quality measures (Study 2, 
described in Section 3.4). We use two existing measures that have been previously 
applied by various authors to different languages. In addition, we employ a 
pronunciation quality measure which should be able to capture subtle acoustic 
differences more appropriately. We test this in experiments in which we aim at 
detecting the vowel pronunciation errors made by DL2 learners observed in Study 1. 
We evaluate and compare the performance of these measures and combinations 
thereof. We then discuss the differences observed and try to interpret the results 
obtained. The combination of Study 1 and Study 2 provides new insights into the 
ability of the different measures to detect subtle acoustic differences and into the 
relationship between informative predictors on the one hand and the observed error 
patterns on the other. Section 3.5 presents a general discussion of the results of the 
two studies while conclusions are drawn in Section 3.6.
3.2  A case in point: the Dutch vowel system 
 
Figure 7   Dutch vowel chart based on formant measurements described in Adank 
et al. (2007)
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The Dutch vowel inventory is relatively complex: it contains 15 full vowels (twelve 
monophthongs and three diphthongs), schwa and some additional vowels found 
mainly in loan words (Booij, 1995; Gussenhoven, 1999). In Fig. 7 a vowel chart is 
shown in which all full vowels of Dutch are represented by the average first and 
second formants (F1 and F2) measured in (Adank et al., 2007). Diphthongs are 
represented by arrows which indicate the glide from the initial to the final target 
position. Furthermore, the vowels /ø /, /e / and /o / are also slightly diphthongized. 
A feature chart of the Dutch monophthongs is shown in Table 6.
 The front vowels /y/, /y/, and /ø / are rounded. Furthermore, Dutch vowels can be 
divided into lax (/ i /, /y/, /ε /, /α / and / /) and tense (/i/, /y/, /e /, /a /, /u/, /o /, and /ø /) 
vowels. Phonologically, the tense vowels are long, but phonetically the high tense 
vowels / i /, / y/  and /u/ are long only before / r/  (Booij, 1995; Van der Harst, 2011).
 Research with L2 learners has shown that, in the case of Dutch, vowels pose 
particular problems (Neri et al., 2006). This is not surprising considering that the 
complexity of the L1 vowel system relative to that of the L2 may have consequences 
for L2 vowel acquisition (Iverson & Evans, 2007). The difficulties experienced by DL2 
learners in perceiving Dutch vowels appear to be connected to the relation between 
the Dutch and L1 vowel systems and in particular to how L2 vowels map on to vowels 
in the native phonology (Escudero & Boersma, 2004; Goudbeek et al., 2008). In 
general, distinctions based on dimensions that are not relevant in the L1 are likely to 
be more difficult than distinctions that hinge on cues that are exploited in the native 
phonology.
 For example, in their study on Dutch vowels (Goudbeek et al., 2008) found that 
Spanish listeners had more difficulties in acquiring duration-based distinctions, which 
are not exploited in their native phonology, than English listeners who are familiar 
with such distinctions. In addition, Goudbeek et al. (2008) found that learning a 
unidimensional distinction like the one between the Dutch vowels /y/ and /ø / as in 
the Dutch words “fut” and “feut”, which differ essentially along the duration dimension, 
Table 6   A feature chart containing the Dutch monophthongs adapted from Booij 
(1995). The features are consonant (cons), height (high and mid), backness 
(back) and roundedness (round).
i y u i e y ø: o ε α a 
cons - - - - - - - - - - - -
high + + + + + + + + - - - -
mid - - - + + + + + + + - -
back - - + - - - - + + - + +
round - + + - - + + + + - - -
Automatic pronunciation error detection in non-native speech | 49
3
was easier for non-native listeners than acquiring a distinction based on two 
dimensions, like that between the Dutch vowels / y/  and /ø / as in the Dutch words 
“fuut” (/fyt/) and “feut” (/fø t/ ), which differ with respect to F1 and duration, even if 
both dimensions are employed in the native phonology.
 Vowel production data analyzed in Neri et al. (2006) are in line with the vowel 
perception data reported on in Goudbeek et al. (2008) in suggesting that distinctions 
based on two dimensions are problematic for DL2 learners. For example, in Neri et al. 
(2006) DL2 learners with different language background appeared to confuse /α/ 
with /a /, / i / with /i/ and / / with /o /. These pairs of tense and lax vowels are 
distinguished by both duration and spectral envelope (Adank et al., 2004). In addition, 
if a learner’s L1 possesses only one of the vowels in a pair, the two Dutch vowels are 
likely to be mapped to only one category. In such cases discrimination is difficult 
(Best, 1995) and this may affect production (Flege, 1995).
 With respect to production there is a compounding problem besides acoustic 
similarity and assimilation to L1 categories. As mentioned above, orthography also 
plays a role, especially in read speech, in the sense that the orthography of a target 
language is likely to affect speech production in the target language (Young-Scholten, 
2002; Bassetti, 2006; Erdener & Burnham, 2005). For example, problems in 
pronouncing /y/ and /y / correctly may be related to their being represented by the 
grapheme ‘u’, which in other languages, e.g. Spanish and Italian, represents the 
phoneme /u/ instead of /y/ or /y /. Moreover, in Dutch orthography, the same 
grapheme is sometimes used to indicate two different phonemes, which might cause 
extra confusions. For instance, in the words ‘bomen’ (trees) and ‘bom’ (bomb) the 
grapheme ‘o’ stands for the phoneme /o / in the first word and for / / in the second. 
Similarly, in the words ‘buren’ (neighbors) and ‘bussen’ (buses) the grapheme ‘u’ 
represents the phoneme /y/ in the first word and /y / in the second. Indeed, in Neri 
et al. (2006), errors made by DL2 learners in pronouncing the schwa sound appeared 
to be related to its being represented as ‘e’ in Dutch orthography. Previous research 
we carried out on Dutch vowel production by L2 learners in read and spontaneous 
speech indicated that vowel errors in read speech may differ from those observed in 
spontaneous speech (van Doremalen et al., 2010a).
3.3  Study 1: Vowel errors by DL2 learners
In this study we investigate the types of pronunciation errors made by DL2 learners in 
a database of read speech material collected from learners with different L1s. We first 
describe this speech database and the procedures applied to obtain accurate 
transcriptions for the present study. We then go on to present the results and relate 
them to those of previous research.
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3.3.1  Material and Method
Material
The L2 speech material for the present experiments was taken from the JASMIN 
speech corpus (Cucchiarini et al., 2008). This material was recorded from L2 learners 
with many different L1s of which Arabic, Turkish, Chinese and Hebrew are the most 
frequent. The learners have relatively low proficiency levels, namely A1, A2 and B1 of 
the Common European Framework (CEF) (Council of Europe, 2001). For the 
experiments reported in this paper we used the read speech material component of 
the database, which contains about 5 hours of speech.
 The material was elicited from 45 L2 learners, 18 males and 27 females, who read 
the same set of 40 phonetically rich sentences. The corpus comes with automatically 
generated phonemic transcriptions. These include disfluency phenomena such as 
filled pauses, restarts and repetitions. More details on these transcriptions and the 
whole corpus can be found in Cucchiarini et al. (2008).
 Because the automatically generated phonemic transcription can contain errors, 
for the present study we had two transcribers manually correct the phonemic 
transcriptions. The transcribers, who were students training as speech therapists, 
were instructed to correct the automatically generated phonemic transcription 
whenever they thought that a transcription was clearly wrong. For these corrections 
they were given the possibility of extending the SAMPA (Wells, 1997) set of phonetic 
symbols, but eventually the transcribers used only the Dutch symbols. The utterances, 
divided in 3669 chunks (stretches of around 5 seconds of contiguous speech), were 
all corrected by the transcribers. Equal numbers of chunks were assigned to the two 
transcribers, who checked them in a random order. To be able to calculate inter- 
transcriber agreement, we assigned 10% of the chunks to both transcribers. To check 
intra-transcriber agreement we had each transcriber correct 10% of the chunks twice. 
After removing 884 erroneously aligned chunks, the number of target vowel segments 
was 21,523. The number of segments for each target phoneme is shown in Table 8.
Phonetic time alignments
In order to detect vowel errors in this speech material, we automatically created a time 
alignment between the speech signal and a canonical phonemic transcription in a 
forced alignment process. Firstly, this canonical phonemic transcription was 
generated utilizing the CGN pronunciation lexicon (Oostdijk, 2002) which contains 
pronunciation variants of the words as uttered by native speakers. This canonical 
transcription represents how the words are usually pronounced in Standard Dutch. If 
there are multiple acceptable pronunciation variants of a word the acoustically most 
likely variant is automatically selected. Secondly, an alignment between the speech 
signal and the manually corrected phonemic transcription was generated. The 
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manually corrected transcriptions represent how the words have been realized by the 
L2 learners.
Acoustic models
Alignments were created through a Viterbi alignment using acoustic models trained 
with the SPRAAK package (Demuynck et al., 2008). 47 3-state Gaussian mixture 
monophone Hidden Markov Models (HMMs) were trained with 42 hours of native 
read speech material from the CGN speech database (Oostdijk, 2002). The total 
number of Gaussian components, which was shared among the monophone models, 
was 32,738. The average number of Gaussian components per state was 435.7. For 
preprocessing purposes, the input speech, sampled at 16kHz, is first divided into 
overlapping 32ms Hamming windows with a 10ms shift and pre-emphasis factor of 
0.95. 12 Mel-frequency cepstral coefficients (MFCCs) plus C0, and their first and 
second order derivatives were calculated and cepstral mean subtraction (CMS) was 
applied.
Alignment verification
The quality of the alignments was checked semi-automatically. We observed that 
word-internal disfluencies caused problems in the alignment. Chunks containing 
such disfluencies could be detected relatively easily by spotting extremely long 
segments at the end of a chunk that were labelled as silence and that had low average 
acoustic likelihoods. We cleaned up the material by removing the 884 chunks that 
met these criteria, ending up with 2785 chunks in total. In order to determine whether 
a vowel was correctly realized, we checked whether more than 50% of the segment 
in the canonical segmentation overlapped with the same symbol in the segmentation 
created from the manually corrected phonemic transcription. If this was not the case, 
then the vowel was flagged as incorrectly pronounced.
3.3.2  Results
Table 7   Transcription correction statistics of transcriber 1 (T1) and 2 (T2). T1 U T2 
defines the set of segments which was corrected by either T1 or T2 (or both). 
Intra- and inter-transcriber agreements were calculated using Cohen’s κ.
T1 %segments changed: 3.4%
T1 %segments changed: 8.2%
T1 U T2 %segments changed: 8.7%
Cohen’s κ intra T1 .975
Cohen’s κ intra T1 .948
Cohen’s κ inter T1 – T2 .913
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Transcriber agreement
Inter- and intra-transcriber agreement over all sounds (including consonants) in terms 
of Cohen’s κ are shown in Table 7. Both transcribers changed less than 10% of the 
segments and there is quite some overlap in the segments they changed, which 
together explain the high agreement levels. We also calculated agreement measures 
for the individual vowels, shown in Table 8. This table also shows the confusion matrix 
of the vowel annotations used for inter-transcriber agreement calculation. For 
example, in 20 cases in which the first transcriber labelled a segment as /i/, the 
second transcriber labelled it as / i/.
Pronunciation errors
Table 9 shows the proportions of incorrect pronunciations per target vowel in 
descending order, as assessed by the native transcribers. The right hand part of this 
table indicates the substitutions with the highest relative frequency (>1%) made by 
the speakers for each vowel phoneme. The most frequent errors are found in the 
Table 8   Confusion matrix based on transcriptions made by the two transcribers for 
a subset containing 10% the material. The agreement coefficients per 
vowel were calculated by dividing the element on the diagonal by the sum 
of all the elements on that row and column, respectively.
i i e ε a α o u y y εi u ø: œy Agr.
i 382 20 18 – – – – – – – – – – – – .845
i 24 279 6 7 – – – – – – 1 1 – – – .773
e 6 13 267 11 – – – – – – – 3 – 1 – .788
ε – 8 11 381 1 2 – – – – – 5 – – – .878
a – – – 1 440 57 – 1 – – 1 7 – – – .789
α – 1 – 3 46 537 – 2 – – – 2 1 – – .822
o – – – – – – 254 29 5 – – – 2 2 1 .767
– – – – 1 – 31 288 2 – 4 – 2 – – .787
u – – – – – – 2 2 181 4 2 – – 2 – .879
y 2 – – – – – – – 1 75 5 – – 3 – .735
y – 1 – – 1 – – – 2 5 76 – – – – .776
εi – – 1 4 2 – – – – – – 205 – – 1 .887
u – – – – 1 1 5 4 – – – – 109 – 6 .773
ø: – – 2 – – – – – 3 7 – – – 41 – .672
œy – – – – – 1 – – – – – – 10 – 40 .678
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diphthongs /œy/ (as / u/ ) and /εi/ (as /a j/ ), although it has to be mentioned that the 
latter can also be considered correct in several regional variants of Dutch. Other 
frequent errors concern the confusion between tense and lax vowels such as /a /-/α/, 
/o /-/ c/, /i/-/ i/, /e/-/ε/, and the vowel pairs /y/-/ø / and /y/-/u/. Most of the other vowels 
have rather diffuse patterns of errors.
3.3.3  Discussion
Transcriber agreement
The level of agreement between the two transcribers (Table 8) varies for the different 
vowels. Relatively many disagreements concern contrasts like /a /-/α/, /o /-/ c/, /y/-/y/ 
and the cluster / i /, / i /, /e/ and /ε/. This might have to do with the fact that L2 learners, 
like native speakers for that matter, realize vowels somewhere on a continuum 
between two phonemic classes. However, non-native speakers do this more often 
and differently from native speakers. For instance, they may realize a vowel with the 
quality characteristics of / c/ and the duration of /ø /. It is not surprising that native 
Table 9   The most frequent phonemic substitutions, i.e. pronunciation errors, produced 
by L2 learners per target vowel
Phoneme N %Correct %Substitutions
ø 276 53.68 y  14.47 ə 8.94 y 8.09 o 3.83 u 2.98
œy 423 55.19 u 30.48 a 3.27 α 2.52 o 1.51 1.26
εi 1384 56.16 a j 31.32 e 3.41 œy 1.33
y 883 62.80 u 11.79 ə 6.64 5.56 y 4.34
o 1749 64.24 27.05 ə 2.72 u 1.42
e 2168 64.53 ε 14.34 i 6.03 i 5.07 ə 1.94 εi 1.20
y 402 68.63 u 8.03 ø 5.26 ə 5.26 y 3.88 i 1.66
i 1907 69.13 i 22.33 ε 3.27
α 3253 72.24 a 26.08
ε 2092 82.03 i 5.31 ə 3.24 e 2.30 a 2.01 εi 1.83
i 1883 87.08 i 8.06 e 4.00
a 2485 87.44 α 10.73
u 419 92.33 o 1.98 α 1.73 a 1.49 ə 1.49
u 582 92.96
1617 94.17 o 2.31
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transcribers find it difficult to categorize such sounds. Additionally, the transcribers 
might have different thresholds for deciding whether a phone is not realized canonically.
 To gain insight into the relation between acoustic similarities in vowels as spoken 
by native speakers and the agreements of the transcribers in transcribing vowels 
spoken by non-native speakers, we have tried to visualize the differences using 
Principal Coordinates analysis (PCoA), also known as multidimensional scaling. For 
the acoustic similarities in native vowels, we calculated a distance matrix between the 
acoustic models and projected the vowels in a two-dimensional space using these 
distances (see Fig. 8). The Kullback-Leibler divergence between the second states of 
two HMM models containing Gaussian Mixture Models f and g was approximated 
using Monte-Carlo simulation (Hershey & Olsen, 2007). We calculated:
n
i=1
∑D MC ( f||g)= 1n log
f (x i )
g(x i )
(11)
using n=10,000 i.i.d. samples. Note that for diphthongs and diphthongized 
monophthongs, calculating only the distances between the second states of the 
models is an oversimplification, as these are less static sounds than monophthongs. 
For the agreements regarding non-native vowels we transformed the confusion 
matrix M shown in Table 8 into a distance matrix D. First the elements were normalized 
for their frequency:
M ij =
1
2
Mij
k Mkj
+
Mij
k M ik
(12)
Then, these normalized agreement coefficients were transformed so that they could 
be interpreted as distances:
(13)
where c=0.01. All distances on the diagonal were set to 0. PCoA was carried out on 
the resulting distance matrix. The result is shown in Fig. 9. Although this particular 
projection is based on only few data points and the transformation from a confusion 
matrix to a distance matrix is not trivial, these representations seem to reveal some 
interesting patterns.
 In Fig. 8 it can be observed that for example /o / and / c/ are acoustically very 
similar and these are also sounds that are often confused by the transcribers (see 
Fig. 9).
 As stated before, non-native speakers tend to realize certain sounds in a 
continuum between two phonemic classes more often than native speakers. This 
specifically seems to be the case for /œy/ and / u/ which, albeit acoustically distinct, 
are often confused by the native transcribers in our experiment. This seems to 
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suggest that it would not be difficult for native listeners to discriminate /œy/ and / u/ 
spoken by native speakers, but it is difficult in the case of non-native speech as some 
of these speakers tend to blur the distinction between /œy/ and / u/.
 The finding that for several contrasts (/a /-/α/, /o /-/ c/, /y/-/y/  and the cluster /i/, 
/ i /, /e / and /ε/ ) the agreement between two transcribers is low can be considered 
as a sort of benchmark for automatic error detection. In other words, it is not possible 
for a pronunciation error detection system to achieve 100% accuracy, when human 
transcribers do not agree perfectly.
Pronunciation errors
The results concerning the most frequent vowel pronunciation errors (Table 9) partly 
confirm those obtained in previous research with L2 learners by Neri et al. (2006), 
which showed that the most problematic vowels for L2 learners of Dutch with different 
L1s were: /α/, /œy/, /a /, /y/, /εi/, and /y/. In line with results presented in Goudbeek 
et al. (2008), which showed that unidimensional contrasts were less problematic than 
multidimensional contrasts, we find that vowels in a pair that differ in two dimensions 
are difficult to keep apart, as is attested by the confusions between /o /-/ c/, /α/-/a /, 
/ i /-/i/, and /y/-/ø /, which differ both in spectral envelope and duration.
Figure 8   Two-dimensional mapping based on a Principal Coordinates Analysis of 
Kullback-Leibler divergences between the acoustic vowel models. See 
text for details
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 Another finding that is partly in line with previous research is that the confusions 
between vowels tend to be asymmetric. For instance, the diphthong /œy/ was often 
realized as / u/, while / u/ was never realized as /œy/, /α/ was more often realized as 
/a / than /a / as /α/ and / i / was more often realized as /i/ than vice versa. An interesting 
asymmetry was also observed with respect to the vowels /y/ and /y/ which were often 
realized as /u/ (8.03% and 11.79%, respectively) while /u/ was seldom realized as 
either /y/ or /y/.
 As anticipated in Section 3.2, some of these errors may be ascribed to assimilation 
to L1 categories, for instance because the learner’s mother tongue has only one of 
the vowels in the pairs of tense and lax vowels. Assimilation to L1 categories could 
also be responsible for errors in which the diphthong /œy/ is realized as / u/. An 
additional explanation for some of the common errors and error patterns may be 
interference from Dutch orthography. This could apply in the case of /y/ and /y/ being 
realized as /u/. Similarly, it could hold for /ø /, which is represented by the grapheme 
‘eu’, being realized as /y/, /y/ or /u/. In van Doremalen et al. (2010a) we found that 
such confusions were indeed more frequent in read speech than in spontaneous 
speech, where orthography will be less of an obstacle. The asymmetry observed in 
the confusions between /y/, /y/ and /u/ seems to support this hypothesis.
Figure 9   Two-dimensional mapping based on a Principal Coordinates Analysis of 
inter-transcriber confusions. See text for details
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 As was to be expected, many of these errors concern subtle acoustic differences. 
For the purpose of automatic pronunciation training it is important to be able to 
identify such errors and this requires a pronunciation quality measure that is capable of 
capturing such subtle differences. In the next section, we investigate the performance 
of some of these measures.
3.4  Study 2: Pronunciation error detection in vowels 
uttered by DL2 learners
In this study, we investigate the performance of various pronunciation quality measures 
in detecting Dutch vowel pronunciation errors. First, we discuss pronunciation quality 
measures in general and give two examples of widely used measures. Subsequently, 
we describe a measure designed to be sensitive to relevant subtle acoustic 
differences. We then proceed to study its performance in comparison to that of the 
other two measures.
3.4.1  Automatic pronunciation quality measures
Several methods have been proposed to automatically assess segmental pronunciation 
quality. One prevalent method is to calculate a segmental confidence measure that 
indicates the confidence we can have that the realized phone belongs to the same 
phonemic class as the one that should have been uttered. If this confidence is too 
low, the segment is considered as erroneously realized.
 Most confidence measures estimate the posterior probability of a symbol, e.g. a 
word or a phone, given some set of acoustic observations. In the case of segmental 
pronunciation quality, this estimation is usually carried out for individual phones:
P(p|O)=
P(O|p)P(p)
P(O) (14)
P(p|O)
correct
incorrect{ (15)
where p is the target phoneme and O a set of acoustic observations. In practice, the 
prior probability P(p) is often discarded. If the resulting value is below a certain 
predefined threshold θ the phone is flagged as incorrectly realized; otherwise it is 
regarded as correctly realized. It is in general very difficult to determine the 
denominator P(O) in Eq. 14, so various procedures have been proposed to estimate 
it. Below, we discuss two approaches to factoring out P(O), i.e., the Goodness of 
Pronunciation (GOP) measure and the Average Posterior probability Estimator (APE). 
We also present an alternative measure, weighted Phone Confidence (wPC).
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Goodness of Pronunciation
One well known method to approximate the denominator in Eq. 14 is the one used in 
the GOP algorithm (Witt, 1999; Witt & Young, 2000). In this method, Hidden Markov 
Models (HMMs) are used to model the likelihood of the acoustic observations, such 
as mel-frequency cepstral coefficients (MFCCs) or perceptual linear predictive 
coefficients (PLPs), given the phonemic class to which the phone belongs. These 
phone models are usually trained on native speech material.
 In this algorithm the ratio of the likelihood of the target phoneme and the likelihood 
of the acoustically most likely phoneme is calculated for each frame. This normalization is 
intended to approximate the denominator in Eq. 14, P(O). The resulting measure is 
normalized by the duration of the segment and transformed to a log scale, which 
yields:
GOP(p)=
1
t e t b
te
t= t b
log
P(Ot|p)
maxi P(Ot|pi )∑ (16)
where p is the target phoneme, tb and te the beginning and ending times of the target 
segment, respectively, and O the acoustic observations. The higher the value of the 
GOP measure, the higher the likelihood that the target phoneme was indeed uttered 
by the speaker. The decision of accepting or rejecting the phone as a correct 
pronunciation of the target phoneme is made by simple thresholding. These 
thresholds are determined separately for each target phoneme and can be calibrated 
on real non-native speech material or on native material in which artificial errors have 
been introduced (Witt, 1999; Kanters et al., 2009).
Average Posterior Probability Estimator
A related method to estimate the posterior probability, which we denote as the 
average posterior probability estimator (APE), is introduced in Franco et al. (2000):
APE (p)=
1
t e t b
te
t= t b
log
P(Ot|p)
P(Ot|pi )∑ Ni (17)
where the summation in the denominator runs over all N phones. The main difference 
with the GOP measure is that the denominator is estimated by the summation over all 
phones instead of the maximum likelihood phone sequence.
Weighted Phone Confidence
To take due account of subtle relevant acoustic differences between realizations of 
target speech sounds, we employ an alternative measure designed to be more 
sensitive to these differences. In this measure, we combine the ratios of the likelihood 
of the target phoneme and all other (relevant) “competing” phonemes in a logistic 
regression model. It is important to realize that what are competing phones may differ 
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depending on the language background of the L2 learners, their degree of proficiency, 
and whether we are dealing with read speech or spontaneous speech. Wei et al. 
(2009) also adopt a combination of these types of scores, but they employ this 
measure to detect non-standard variants in native speech by using a Support Vector 
Machine (SVM).
 The rationale behind the present approach is that the individual scores capture 
the discrepancy between the L2 target phoneme and other, “competing”, phonemes. 
For instance, in the GOP measure a categorical choice is made between possible 
realizations of the target phone: the most likely phone is chosen and the rest of the 
information is lost. In the wPC measure, on the other hand, various options are kept 
open and the information on the distance between the target phoneme and its 
competitors remains available. The individual scores are weighted and summed so 
that the impact of each likelihood ratio on the dependent variable, the correctness of 
a phone, can be taken into account. The weights are obtained by training logistic 
regression models with a ridge estimator (Le Cessie & van Houwelingen, 1992) on 
non-native speech data. Each phone is categorized as either correct (1) or incorrect 
(0). The specifics of the training and implementation are presented in Section 3.4.2. 
We call the resulting metric the weighted Phone Confidence (wPC).
 We denote the individual phone confidence (PC) scores for a target phoneme 
with a competitor phoneme pi as PC
p targ
p i , which is defined as:
for every pi in P :P C
p targ
p i =
1
t e t b
P(Ot|ptarg )
P(Ot|ptarg )+ P(Ot|pi )
te
t= t b
log∑ (18)
where O is the observation matrix, ptarg the target phoneme and P the set of 
phonemes that is hypothesized to be in competition with the target phoneme. Note 
that the denominator for each PC score is a stable term. This is in contrast with the 
GOP score, where the denominator changes when the acoustically most likely phone 
changes. As mentioned above, the PC scores are combined in a logistic regression 
model:
wPC p targ =
1
1+ exp{ 0 + i i PC
p targ
p i )}(
(19)
These models are trained for each phoneme separately. In these models, the 
dichotomous dependent variable, which represents whether the phone was correctly 
or incorrectly realized, is predicted by the combination of likelihood ratios.
3.4.2  Material and Method
For these experiments we used the same speech material as in Study 1, which 
consists of the speech signals and the corresponding alignments of the canonical 
transcription with a detailed transcription that had been manually corrected by trained 
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transcribers. The baseline pronunciation quality measures we evaluated on this material 
are the GOP and APE measures. In addition, we evaluate the wPC measure and different 
combinations of these measures.
 In the next section, we explain how we implemented and evaluated the GOP, APE 
and wPC measures and how the most informative predictors were automatically 
selected.
Pronunciation quality measure implementation and evaluation
For the calculation of the GOP, APE and PC scores, we employed the acoustic 
monophone models discussed in Study 1. We calculated the GOP measure following 
Eq. 16. To obtain the denominator, the likelihood of the optimal phone sequence, we 
employed an unconstrained free phone recognizer which was used to decode whole 
audio files. The APE measure was calculated following Eq. 17.
 The wPC measure was implemented following Eq. 18 and 19. For the target 
vowel phonemes we chose all the other 15 Dutch full vowel phonemes, schwa and a 
silence model as potentially competing phonemes. These PC scores were calculated 
and the likelihoods of these competing phonemes are simplified by following the 
same state level segmentation as the Viterbi path that was obtained for the target 
phoneme. That is, the competing phonemes begin, end and switch states at the same 
times as the target phoneme.
 Subsequently, the regression models are trained for each vowel phoneme 
separately. To train a specific regression model of a target vowel, we extracted the 
segments for which this vowel appeared in the canonical transcription as a target 
phoneme and calculated the 17 PC scores for these segments. Then, we trained and 
tested the models using leave-one-speaker-out cross-validation within the WEKA 
package (Witten & Frank, 2005). That is, the coefficients are first determined using all 
tokens of 44 speakers and afterwards tested on the tokens of the remaining speaker. 
This is repeated until all tokens are tested. The number of tokens per phoneme is 
shown in Table 10, together with the percentage of pronunciation errors.
 We evaluated the pronunciation quality measures on the basis of the equal error 
rate (EER), which is the point on the receiver operating characteristic (ROC) curve 
where the false positive rate is equal to the false negative rate.
Model selection
Although the GOP, APE and wPC measures are all intercorrelated, they might still 
carry different information. For this reason, we also evaluated models in which both 
the GOP and APE measures and all PC scores are included in the logistic regression 
models discussed in the previous section. Some of the 17 PC scores regarding 
acoustically similar vowels are also highly correlated. Furthermore, some scores may 
not be informative at all. This can be a problem, because the number of instances on 
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which the models are trained is quite low. As this can lead to overfitting, decorrelating 
or removing predictors can actually increase the generalizability. Moreover, to 
interpret the models, it would be interesting to observe how the selected predictors 
relate to the error classes observed in Study 1. Therefore, we investigated the effects 
of automatically selecting the most informative set of predictors.
 A method for efficiently evaluating an important subset of the total number of 
alternative models is stepwise regression. In this framework, predictors are either 
iteratively added to an empty set or dropped from the full set of predictors (or a 
combination) based on their contribution to the prediction of the independent 
variable. Stepwise insertion and stepwise removal can yield different results, because 
a specific set of predictors affects the predictor that will subsequently be selected 
when the predictors are intercorrelated. However, for our data set, all methods 
seemed to yield the same results. Stepwise regression was carried out using the R 
software package (R Development Core Team, 2010).
 We evaluated the full set of predictors, the individual predictor with the highest 
goodness-of-fit and the selected subset of predictors using stepwise regression and 
compared them to the measures described in the previous section.
3.4.3  Results
ROC curves are shown in Fig. 10. The EERs for the different measures and the 
different vowels are shown in Table 10. These EERs are calculated over the full 
dataset, because each token is evaluated through leave-one-speaker-out cross- 
validation. The average over the vowels, which is not weighted by the number of 
tokens per vowel, is also shown. The list is ordered by the percentage of pronunciation 
errors per vowel. Although the EER of the APE measure (0.297) is somewhat lower 
than that of the GOP measure (0.291), the difference is not statistically significant 
beyond the .95 confidence interval. The wPC measure performs significantly better 
than the two other measures, with an overall EER of 0.280, which is a relative 
improvement of 3.9%. 
 In addition, for the three vowels / u/, /u/ and / c/ the number of pronunciation 
errors was quite low with a relative frequency lower than 10%. For these vowels, the 
EER of the wPC measure is much higher than the EER of GOP and APE. Apparently, 
no reliable regression models can be trained when such a small portion of the 
segments have been incorrectly realized. In other words, the wPC metric performs 
better for the errors that are more frequent and since frequency is considered to be 
an important criterion for error selection in L2 pronunciation training (Neri et al., 2006), 
we chose to also calculate the average EER without the three vowels with the lowest 
relative error frequency. If we do not take these vowels into account, the relative 
improvement in wPC with respect to APE is 15.0%, or 5.5 percentage points. The 
improvement in wPC relative to the best individual measure (GOP or APE) for a given 
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vowel is highest for /œy/: 25.1% ((21.5-16.1)/21.5), /ø /: (23.6%), /o /: (21.5%), /a /: 
(19.2%), /y/: (18.3%) and / i /: (17.8%). 2
 To gain insight into which PC scores are important in the wPC models, and to 
study the effect of combining wPC with GOP and APE, we carried out model selection. 
We evaluated three additional measures: the best individual (BI) predictor out of the 
total set of 19 predictors, a combination of all predictors (All) and a combination of the 
best subset (BS) of predictors selected per vowel through stepwise regression. The 
selected predictors BI and BS are shown in Table 11. The performance of these three 
measures is shown in Table 10. Overall, the BI predictor performs better than the APE 
and GOP measures. The reason for this is that for some vowels one of the confidence 
2 We also trained and tested Support Vector Machine (SVM) models with Radial Basis Function (RBF) 
kernels and these results were comparable to the results obtained with the logistic regression mo-
dels.
Table 10   Overall results of the GOP measure, the APE measure and the wPC score. 
Equal Error Rate
Phoneme N %Errors GOP APE wPC BI All BS
ø 276 46.32 .331 .315 .277 .292 .246 .223
œy 423 44.81 .215 .220 .161 .174 .170 .148
εi 1384 43.84 .271 .247 .229 .247 .216 .212
y 883 37.20 .269 .251 .205 .251 .209 .196
o 1749 35.76 .422 .414 .325 .341 .312 .310
e 2168 35.47 .242 .277 .229 .242 .205 .200
y 402 31.37 .282 .255 .254 .254 .247 .231
i 1907 30.78 .292 .318 .240 .254 .216 .202
α 3253 27.76 .301 .305 .281 .295 .280 .275
ε 2092 17.97 .262 .262 .243 .262 .228 .220
i 1883 12.92 .233 .255 .233 .232 .233 .221
a 2485 12.56 .336 .286 .231 .230 .221 .210
 Avg. .288 .284 .242 .256 .232 .221
u 419 7.67 .373 .354 .424 .354 .410 .323
u 582 7.04 .299 .263 .451 .263 .356 .263
1617 5.83 .319 .348 .423 .319 .352 .309
 Avg. .297 .291 .280 .267 .260 .236
BI=best individual predictor, All=all predictors, BS=best subset of predictors.
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scores performs better than both GOP and APE. This is the case for /a /, /α/, /i/, / i /, 
/o /, /œy/ and /ø /. In Section 3.4.4 we discuss this in more detail.
 Including all predictors in the regression model decreases the EER over wPC 
from 0.242 to 0.232 for the vowels with more than 10% pronunciation errors. As said, 
not all of these predictors carry useful information. The number of predictors obtained 
through stepwise regression is only 3 (on average), and the overall performance of 
these subsets BS is 0.221, which is significantly better than All, as can be derived 
from their confidence intervals. Probably BS performs better than All because of 
overfitting in the case of All. For BS we also calculated the average recall of 
pronunciation errors at precisions of 0.600, 0.700 and 0.800. The average recall 
values weighted by the frequency of the vowel classes are 0.645, 0.612 and 0.526, 
respectively. The unweighted average recall values are 0.707, 0.620 and 0.529. 
 It is interesting to note that the selected PC scores are similar to the target vowel 
substitutions (see Table 9). For example, the selected PC scores for /e / are those 
relative to /i/, / i / and /ε/ and these are also the vowels with which /e / is often 
confused. We elaborate on this finding in the following section.
Figure 10  ROC curves of the six different measures
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3.4.4  Discussion
Selected PC scores and error patterns
The confidence scores of the vowels with which the targets are most frequently 
substituted (shown in Table 9) are always present in the automatically selected subset 
(shown in Table 11). For example, /ø / is most often substituted with /y/ (14.5%, see 
Table 9) and its PC score is among the selected subset of predictors, as well as / u/ 
for /œy/ (30.5%), / c/ for /o / (27.1%), /a / for /α/ (26.1%) and /i/ for / i / (22.3%). The PC 
scores of other frequent confusions are also often present in the selected subset. It 
appears that specific pronunciation errors found by the transcribers coincide with the 
PC scores obtained through stepwise regression. This indicates how specific error 
patterns may be relevant for error detection, in the sense that these patterns indicate 
important features relevant for pronunciation error detection. Besides the PC scores, 
APE is also often included in the best subset of predictors, except for /i/, /a / and / u/. 
Table 11   The best individual (BI) predictor and the best subset (BS) of predictors 
after carrying out stepwise regression per vowel.
 Phoneme BI BS
ø PCy PCy APE PCY
œy PC u PC u APE PCa
εi APE APE PCa PCε PCœy
y APE APE PCu PCy PCə PC c
o PC c PC c APE
e GOP APE PCi PCI PCε
y APE APE PCu PCø PCə
i PCi PCi APE PCε PCe
α PCa APE PCa PCo PCε i
ε APE APE PCI PCa PCə
i PCI PCI PCε
a PCα PCα PCε i
u APE PCoː PCœy
u APE APE
GOP APE PCo
Automatic pronunciation error detection in non-native speech | 65
3
GOP and the most informative PC score
Figure 11   Hypothetical example of how different measures represent acoustically 
close observations. In (A) two Gaussians representing phones a and b 
are shown. In (B) the GOP score for phone a and in (C) the PC score of 
phone a relative to phone b are shown. See text for more details
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 As can be seen from Table 11, for some vowels the best individual predictor is a 
score relative to only one other vowel (one PC score). In contrast, in the GOP algorithm, 
the score in the denominator is always the most likely phone. So, the denominator in 
the GOP score can change at points where the most likely phone switches from one 
to another. When analyzing subtle errors, for example when a target sound a is 
realized on a continuum between a and another sound b, this might not be a desirable 
property. This can best be illustrated by a simplified example.
 Suppose we have a one-dimensional acoustic observation vector O and two 
hypothetical phonemic classes a and b, modeled by Gaussian distributions (Fig. 11A). 
In Fig. 11B the GOP measure for the target phoneme a is shown. We can see that it is 
zero everywhere where P(O|x=a)≥P(O|x=b). If P(O|x=a)<P(O|x=b) the GOP 
measure drops abruptly, whereas this effect does not seem to reflect the gradual 
acoustic change. This happens because as the most likely phone switches, the 
denominator in Eq. 16 also suddenly changes.
 However, if we calculate the likelihood ratio between P(O|x=a) and the stable 
normalization factor P(O|x=a)+P(O|x=b) as in the PC scores, we represent this 
situation in a more gradual manner, as shown in Fig. 11C. We would expect the best 
individual PC score only to work better than GOP for target phonemes with errors 
concerning only one phoneme or a cluster of similar phonemes. This is corroborated 
by the finding that in our experiment most of the target vowels for which one PC score 
is better than GOP, /a /, /α/, /i/, /i /, /o /, /œy/ and /ø /, are frequently confused with 
only one other vowel.
3.5  General discussion
The research reported on in this paper was inspired by the idea that information on 
error patterns in L2 pronunciation might be useful for developing improved automatic 
measures of pronunciation quality.
 To investigate whether automatic pronunciation error detection can be improved 
by employing quality measures that take account of the specific error patterns 
observed in an L2, we conducted two studies on Dutch vowel pronunciation. The 
rationale behind the choice for Dutch vowels was that Dutch vowels constitute an 
interesting and illustrative example for this kind of research because of the complex 
error patterns they induce.
 The results of Study 1 do indeed reveal complex error patterns, which in part can 
be ascribed to the mismatch between the Dutch vowel phonology and those of the 
L1s and to interference from L2 orthography.
 In Study 2 we compared the performance of three different measures of 
pronunciation quality: GOP, APE and wPC. The GOP and APE measures are not 
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targeted towards modeling specific error patterns, whereas the wPC measure is, as 
it is trained on a corpus of manually annotated speech. The relative improvement of 
wPC over APE is 15.0% and the combination of automatically selected informative 
predictors among PC scores, GOP and APE yields a relative improvement of 22.2% 
over APE. The average EER of this last measure is 0.221. This means that when a 
threshold is set at this point on the operating curve, the false negative rate is 22.1% 
and the true negative rate is 77.9%. As false negatives in CAPT systems are usually 
regarded as more detrimental than false positives, this threshold should be changed 
to reduce the number of false negatives at the expense of also reducing the number 
of true negatives. 
 Another important concern in using the wPC measure in applications is the issue 
of generalizability to other speakers and tasks. We trained the acoustic models speaker- 
independently, and the L2 learners in our material have widely varying L1s. Although 
these languages have different phonologies, apparently there is some systematicity 
in the error patterns of these L2 learners, at least enough for our measure to profit 
from it. This means that some phonemic confusions are quite stable across L2 
learners. This was also observed in Neri et al. (2006), where a number of phonemic 
confusions were identified that were common to L2 learners with varying L1s. On the 
other hand, it is reasonable to assume that our measure could be further improved by 
using data from specific L1s or clusters of typologically similar L1s, as this might lead 
to more specific confusions and therefore more accurate regression models.
 In this connection, another important element is the kind of task the L2 learners 
have to perform. We used read speech data, where the speakers had to read 
sentences from a computer screen. As stated in Section 3.2, there are some obvious 
phonemic confusions due to interference with the orthography in this task, which are 
less likely to occur when L2 learners are not reading but, for example, have to repeat 
spoken utterances. This might lead to different error patterns. Since we have seen 
that error patterns bear information that is useful in computing pronunciation quality 
measures, the speech data used for training the error detection algorithm should be 
of the same type - with similar error patterns - as those in which pronunciation errors 
will have to be detected.
  are several ways in which the wPC measure could be improved. For example, in 
our specific use case of Dutch vowels, one important characteristic which we did not 
model is duration (Booij, 1995), which should be taken into account explicitly when 
assessing the pronunciation quality of a phone. However, it is generally difficult to 
model phone duration because of a normalization problem. This normalization can 
be performed on different levels, and it is not directly clear which option is optimal. 
This is a problem that should be explored in further research.
 Another important property of phonemes in general is their context dependence. 
In this research we did not employ context dependent models, but for some phonemes 
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this might be crucial to assess their quality. For example, the phonemes /o /, /e / and 
/ø / are diphthongized when they are pronounced before certain consonants (/r/, /l/, 
/j/ and /w/). Initial experiments in which this contextual knowledge was included into 
the classifiers yielded very promising results.
 A final aspect that could lead to improvement is the segmentation of the speech 
signal into phones. Since all local confidence scoring heavily depends on it, it follows 
that improving the segmentation is likely to result in better detection performance.
3.6  Conclusions
In this paper we have studied the nature and frequency of vowel pronunciation errors 
produced by learners of Dutch as a second language. This study has revealed that 
many of these errors concern relatively subtle acoustic differences. We then 
investigated how to automatically detect these pronunciation errors. We compared 
well-established pronunciation quality measures (GOP and APE) with an alternative 
measure (wPC) that takes account of error patterns to capture relevant acoustic 
differences. We found that the proposed measure performed significantly better than 
the two other measures. From additional experiments involving model selection 
techniques, we observed that the predictors in the selected models do indeed 
coincide with frequently observed pronunciation errors.
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Chapter 4
Implementation of an  
ASR-enabled CALL system for  
practicing pronunciation and grammar:  
the bASSIsT system
This chapter has been reformatted and slightly modified from:
Joost van Doremalen, Lou Boves, Catia Cucchiarini, Helmer Strik.  
Implementation of an ASR-enabled CALL system for practicing pronunciation  
and grammar: the bASSIsT system. Submitted to ReCALL Journal, 2014.
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Abstract
In this research we discuss the design and implementation of an ASR-enabled CALL 
system for Dutch as a second language. The functional requirements and system 
architecture are presented, as well as each of the individual system components. We 
carried out several types of evaluations and present recommendations based on the 
results of these evaluations and our experiences during the research and development 
process. From these results we can conclude that the current implementation is 
suited for investigating how ASR-enabled CALL systems can benefit several aspects 
of L2 learning.
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4.1  Introduction
Advances in ASR technology make it possible to develop CALL systems that support 
spoken interaction and are capable of providing feedback on L2 speaking 
performance. In the last decades, several CALL systems that make use of ASR 
technology to support L2 learning have been proposed (Witt, 2012; Rosetta Stone, 
2013; Tell Me More, 2013; Morton & Jack, 2005; Franco et al., 2012; Johnson & 
Valente, 2008). These systems focus on specific aspects of L2 proficiency such as 
conversation practice, intercultural communication, vocabulary and pronunciation, or 
attempt to combine different aspects in one system.
 As soon as ASR technology was used for dictation purposes, there were 
researchers who thought this technology could be usefully employed to the benefit of 
L2 pronunciation training (Coniam, 1999). Since then, various systems have been 
developed for research purposes and commercial applications, such as PhonePass 
(Pearson, 2013), Rosetta Stone (Rosetta Stone, 2013), Tell Me More (Tell Me More, 
2013) and English Central (English Central, 2013). Some of these systems focus 
primarily on assessment for testing purposes (Pearson, 2013) while others are clearly 
intended for practicing pronunciation skills and therefore attempt to provide some 
form of feedback to the learner (Tell Me More, 2013; Rosetta Stone, 2013; English 
Central, 2013). Recent research on automatic methods for pronunciation error 
detection include Franco et al. (2012), Lo et al. (2010) and Evanini & Huang (2012). 
We refer the reader to Witt (2012) for a detailed overview of current systems.
 In general, practice in grammatical aspects such as syntax and morphology has 
received less attention than pronunciation in ASR-enabled CALL systems because of 
(1) the idea that grammar could best be practiced through written interaction, thus 
avoiding the disadvantages of poor ASR performance and (2) the focus on 
communicative competence in L2 learning, which made grammar accuracy seem 
less relevant. However, there are reasons to believe that practicing grammar in the 
oral mode does have an added value: although L2 learners may be aware of grammar 
rules (i.e. those concerning plural formation or subject-verb agreement), this does not 
automatically entail that they also manage to use this knowledge on-line while 
speaking. This is in line with views on the importance of skill-specific practice 
(DeKeyser, 2007).
 Within the framework of the Dutch-Flemish DISCO (Development and Integration 
of Speech technology into COurseware for language learning) project (Cucchiarini 
et al., 2012), a prototype of an ASR-enabled CALL system for training oral practice in 
Dutch L2 was developed and tested. The DISCO system provides feedback on 
different aspects of oral proficiency, i.e. pronunciation, morphology and syntax. 
Further research in this direction is carried out in the FASOP project (Bodnar et al., 
2011), which is aimed at studying the impact of corrective feedback provided through 
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an ASR-enabled CALL system on L2 oral grammar. Based on subsequent research 
and software development, the bASSIsT (Automatic Speech recognItion based 
Speaking Training) system was eventually realized. With respect to content and goals, 
bASSIsT has much in common with the DISCO system. However, for bASSIsT new 
software was developed which has considerably improved its speed and stability. 
 bASSIsT offers practice in Dutch L2 through realistic dialogues and provides 
feedback on important aspects of L2 speaking such as grammar and pronunciation. 
When ASR-enabled systems are developed for research purposes, some information 
is usually provided about the details of the design, the implementation and the 
system’s performance. However, in the case of commercial applications, less is 
known about the details of the implementation and the performance. The bASSIsT 
system was developed and tested in a research context, in order to acquire expertise 
on these topics and disseminate this knowledge. The current paper is aimed at 
providing information on how the bASSIsT system was designed and implemented. 
 This paper is organized as follows. In Section 4.2, we describe the functional 
requirements for the bASSIsT system. In Section 4.3, we present the design of the 
system and in Section 4.4 the implementation is discussed in detail. In Section 4.5, 
we discuss the evaluation of the system. We finish the paper with several recommen-
dations and lessons learned in Section 4.6 and concluding remarks in Section 4.7. 
4.2  Functional Requirements
In the bASSIsT system, language learners are able to practice speaking Dutch by 
playing an active role in pre-programmed scenarios by interacting with computerized 
characters or ‘agents’. The simulation of this conversation is closed-ended: students 
choose the words they use in their responses from the options presented on the 
screen. Students can choose between responses that influence the course of the 
dialogue, which grants them some degree of conversational freedom (see example 
screenshots in Fig. 19 and 20). 
 This interaction strategy allows us to create a communicative CALL application 
that stimulates learners of Dutch as a second language (DL2) to produce speech. 
Importantly, this strategy allows us to circumvent most of the limitations of today’s 
ASR technology, which are primarily related to the impossibility of handling 
unpredictable, spontaneous speech from L2 learners (van Doremalen et al., 2010b).
Each dialogue can be used in three different modes or exercise types: 
1.  Pronunciation exercises In the pronunciation exercises, the learner reads one 
of the response options presented by the system.
2.  Morphology exercises Within the response options, morphological variants are 
presented on the screen and form a multiple-choice exercise. For example, for 
Implementation of an ASR-enabled CALL system | 75
4
personal pronouns: ‘Hoe gaat het met (hij/jou/wij )? ’ (‘How are (he/you/we)? ’) and 
for verb inflections: ‘Hoe (ga/gaat/gaan) het met jou? ’ (‘How (are/is/be) you? ’).
3.  Syntax exercises For syntax exercises, a limited number of constituents are 
presented in separate blocks in a randomized order. Some of these blocks can 
be fixed, such as at the beginning or at the end of the sentence, to elicit specific 
target structures.
The interaction with the program starts with a dialogue that simulates a conversation. 
Based on the type of errors made by the students, they are then offered remedial 
exercises, which are exercises that focus on specific sounds or syntactic and 
morphological structures. The feedback strategy is immediate corrective feedback 
visually implemented through highlighting, which puts the conversation on hold and 
focuses on the errors.
4.3  System Design
The system is comprised of three main components: the client, the courseware server 
and the speech processing server. A diagram of the system architecture is shown in 
Fig. 12. 
 The client handles all the interaction with the user, such as showing the current 
dialog turn and feedback, and recording and playing the audio. The courseware 
engine, which is part of the client, handles the dialog and exercise flow. It also keeps 
Figure 12  System Architecture Diagram. See text for more details
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a record of the learner’s results. The content of the courseware is stored in the 
courseware database, the main component of the courseware server. 
 The speech processing server processes the spoken input and detects possible 
errors. For each prompt or remedial exercise, a language model is first generated. 
This model is used by the speech recognition module to determine the most likely 
sequence of words uttered by the student. If the speech recognition module manages 
to do this with sufficient confidence, possible errors in the utterance are detected. 
Finally, a representation of the utterance, together with the detected errors, is sent 
back to the client. The client is then responsible for actually providing the feedback to 
the learner. We will now present the design considerations for each of the modules in 
detail. 
4.3.1  Speech Processing Server
Speech Recognition
Before corrective feedback on speech production can be provided, the system first 
of all has to determine what the learner was trying to say. This may be very difficult in 
the case of non-native speakers, in particular those that are still in an early stage of 
learning the language. It is well-known that non-native speech may differ from native 
speech with respect to pronunciation, morphology, syntax, and the lexicon 
(Benzeghiba et al., 2007). These deviations make it very difficult for automatic 
methods (and in some cases even for humans) to recognize what a person is trying 
to say in an interaction without constraints.
 A common approach to limit the difficulties in non-native speech recognition 
consists in applying techniques that restrict the search space to make the recognition 
task easier. In line with this approach, in the bASSIsT system we constrain the output 
of the learner so that the speech becomes more predictable by stimulating the learner 
to only use the words that are presented on the screen.
 For every exercise, a language model is generated in the form of a Finite State 
Transducer (FST). The language model encodes probable correct and incorrect 
sequences of words that the learner may utter. For pronunciation exercises, the 
language model contains just the sequence of words in the exercise, with optional 
(filled) pauses between words. For syntax and morphology exercises, the language 
model encodes the possible word orders and choices, respectively. The task of the 
speech recognizer is to determine which utterance was spoken. In order to do so, the 
optimal path through this language model is chosen during recognition.
 However, the selected utterance does not always correspond exactly to what 
was actually spoken, for example if the spoken utterance is not represented in the 
language model. Since giving feedback on the wrong utterance is confusing, we 
should try to avoid this as much as possible. This is done using an additional step, 
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which is called utterance verification. In order to verify whether the chosen path 
sufficiently fits the acoustic signal, we use a confidence measure. This confidence 
measure is calculated based on the acoustic fit with the phonemic representation 
(see Section 2.5.1 for details). If the confidence is below a certain threshold, the 
utterance is rejected and the user is prompted to try again. Otherwise the system will 
proceed to error detection.
Error Detection
In the error detection phase, different approaches are adopted for pronunciation, 
morphology and syntax. Syntactic and morphological errors are already discovered 
after speech recognition: from the output of the speech recognizer we know what 
kind of error patterns are present in the utterance, because these were used to 
generate the language model.
 For pronunciation exercises, it has to be tested whether segments are realized 
correctly. In the bASSIsT system this is done using an FST containing both the 
phonemes that should be realized and, in parallel, a number of phonemes (with 
corresponding weights representing prior probabilities) with which the target 
phonemes are often confused. In previous studies we investigated which 
pronunciation errors are made by learners of Dutch (van Doremalen et al., 2013; Neri 
et al., 2006). From this data, we derived the target sounds and error patterns to 
include in the FST. The target sounds, which constitute the most frequent errors 
made by learners of Dutch, are the consonant /ŋ/ and all Dutch vowels except schwa. 
The implementation of the speech recognition and error detection modules are 
discussed in Section 4.4.
4.3.2  Client
The main screen of the application shows an animated agent against a background 
picture. The agent starts a conversation and (optionally) the agent’s utterance is 
shown in a text balloon. The user’s task is to utter a correctly formed response, using 
the words shown at the bottom of the screen. These words can be presented in the 
form of a syntax, morphology or pronunciation exercise.
 When the user clicks the record button, audio is recorded and sent to the speech 
processing server to be analyzed. When the user is silent for a few seconds, or when 
the user clicks the record button again, the recording is stopped and the client waits 
for the speech processing server to return with a representation of the speech 
analysis. The appropriate feedback is then determined by the courseware engine. If 
the utterance was correct, the conversation continues. Otherwise, immediate 
corrective feedback is given through highlighting the words or letters in which errors 
were discovered, and from an interaction perspective by putting the conversation on 
hold and focusing on the errors. Learners can listen to their own utterance and to a 
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correct example. Also, the learner can get more information on the type of error that 
was made. Learners can access a summary of their scores on different linguistic 
topics. After the dialog, learners can choose to do additional remedial exercises for 
each of these linguistic topics.
4.3.3  Courseware Server
The courseware consists of all the dialogs, exercises and feedback moves. This data 
is stored by the courseware server in a relational database. Furthermore, the database 
stores links to audio and image files used to render and animate the agent. The 
database also contains parameters that determine how the program behaves for 
each user. For example, the type of feedback can be changed to fit the learner style 
through the courseware server. 
4.4  System Implementation
The bASSIsT application is implemented as a browser-based internet application. 
The client is implemented in ActionScript 3.0 using the Flex library within the Mod-
el-View-Controller (MVC) paradigm (Buschmann et al., 1996) (see Fig. 13 for a 
graphical representation). Following this design pattern, the model stores all 
application data, the controller mediates input and converts it to commands for the 
model or view. A view can be any output representation of data, such as a graphical 
representation of the exercise and the feedback.
Figure 13   Graphical representation of the separation of tasks in the Model-View- 
Controller design pattern
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 The speech processing server is implemented in Python and runs in a Linux 
environment. The courseware server is a relational database server which communicates 
both with the client and the speech processing server. The client and the speech 
processing server communicate using a protocol containing messages that signal 
the speech recognizer to initialize, start and stop decoding and to communicate 
speech analysis results. The client and the courseware server communicate through 
a Remote Procedure Call (RPC) based web service implemented in PHP. 
 The speech processing server interfaces with a fixed pool of speech processors. 
These processors are implemented within the SPRAAK toolkit (Demuynck et al., 
2008). SPRAAK is a state-of-the-art HMM-based speech recognition package 
(Demuynck et al., 2009). In SPRAAK, low-level modules are wrapped in Python using 
the ctypes module. In this way, the system is able to access the low-level speech 
recognizer functionalities necessary to implement the speech recognition and error 
detection modules.
 At the beginning of the processing chain, the learner’s speech is sent to the speech 
processing server through a socket connection. After the speech is processed, an 
XML representation is sent back to the client, which contains information on the 
recognized utterance and detected errors. Using the client-server scheme all the 
CPU-intensive speech processing is off-loaded to a central server. This has the 
advantage that all the user data can easily be logged server-side and that the speech 
processing can easily be changed for all users, which is especially important during 
the development process. By serving the client through the Flash platform, the 
application is automatically up-to-date and compatible with most operating systems 
(i.e. Windows, MacOS and Linux). We will now discuss the implementation of the 
speech recognition and pronunciation error detection modules within the speech 
processing server.
4.4.1 Speech Recognition
A speech recognizer in the bASSIsT system employs three main resources: (1) acoustic 
models, (2) a language model and (3) a pronunciation lexicon. The acoustic models 
are three-state Hidden Markov Models of 46 Dutch phones plus silence. The acoustic 
models are static in the sense that they are loaded in the speech recognizer when the 
server is started and that they do not change during the operation of the application. 
This is different for the language model and pronunciation lexicon, as these are 
dynamically changed when the speech recognizer receives a client request. The 
client request contains an identifier, which links to data in the courseware database. 
This data is then retrieved and the language model and lexicon are generated. The 
pronunciation lexicon contains canonical phonemic representations of the words in 
the specific dialog turn or remedial exercise. The master lexicon, containing all the 
words used throughout the application, is based on the CGN pronunciation lexicon 
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(Oostdijk, 2002). The language model, an FST, is generated differently for the three 
types of exercises: pronunciation, morphology or syntax. Examples of these FSTs are 
shown in Fig. 14, 15 and 16.
 For smooth operation, the audio data from the client is immediately streamed to 
the server after the recording is started. When a speech processor becomes available 
and the speech recognizer is initialized with the correct pronunciation lexicon and 
language model, the decoding of the audio data from the buffer starts. The output of 
the speech recognizer is a segmentation of the speech signal in words and phones. 
Furthermore, based on the overall acoustic likelihood, a confidence measure is 
calculated. Only when this measure is higher than a fixed threshold does the system 
proceed to pronunciation error detection, because in this case the system is confident 
that the current audio data contains a relevant utterance. If this is not the case, the 
user is prompted to try again. The threshold used was set after on-line experimentation.
 For syntax and morphology exercises, the speech processor now has determined 
the most likely sequence of words. An XML representation of this sequence is sent 
back to the client, which is responsible for actually providing feedback to the user. For 
detecting pronunciation errors, the phone segmentation of the speech signal is sent 
to the error detection module, which will be discussed in the next section.
4.4.2 Pronunciation Error Detection
Using the phone segmentation that was sent to the error detection module, an 
additional recognition pass is performed on the complete utterance. For this pass, a 
language model is generated that does not contain words, but phones. This FST 
contains arcs that are in parallel with the arcs representing target phones. These 
parallel arcs contain possible pronunciation errors and are weighted by a prior 
probability. The prior probabilities were first optimized based on simulation procedures 
(as described in Cucchiarini et al. (2009)) in such a way that the percentage of false 
rejects on the simuation data was not higher than 10%. The audio data is then 
decoded using this recognizer and the resulting phone sequence is interpreted to 
detect any pronunciation errors.
 In the client, pronunciation errors are marked on the orthographic level, not on the 
phone level. To show the user the pronunciation errors in the orthographic representation, 
erroneous phones need to be mapped to the corresponding graphemes in the 
words. This mapping is performed based on a semi-automatically generated XML file 
in which mappings for all words are stored. After the mapping, an XML representation 
containing the recognized words and erroneous phones (mapped to graphemes) is 
sent to the client. Furthermore, a PRAAT (Boersma, 2001) textgrid is stored for manual 
inspection and data collection purposes. An example of such a textgrid is shown in 
Fig. 17.
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4.5  Evaluation
In previous studies we evaluated the performance of bASSIsT’s predecessor, the 
DISCO system (Cucchiarini et al., 2012), by having students use and evaluate the 
system, by logging all system-user interactions, and by asking Dutch L2 teachers to 
assess the feedback provided by the system. In these studies we realized that 
evaluating pronunciation (or giving feedback on pronunciation for that matter) is very 
problematic for human raters, much more so than evaluating morphology and syntax. 
As shown previously (Cucchiarini, 1996), pronunciation assessment tends to contain 
an element of subjectivity, which explains why different raters are likely to disagree 
with each other. This makes it difficult to evaluate the performance of an automatic 
system like bASSIsT, because there is no obvious gold standard for comparison. In 
the present evaluation, we adopted a similar procedure to Cucchiarini et al. (2012), 
but we gave the evaluators precise instructions as to how they should assess the 
system’s responses. We let 18 language learners (13 females, 5 males) work with the 
system. The age of the subjects varied between 20 and 40 years, they had different 
L1s (e.g. Farsi, Russian, Italian, English etc.) and their proficiency level was just above 
CEFR A2 (Council of Europe 2001, 2001). Three subgroups tested the three 
components: 7 learners for morphology, 7 learners for syntax and 5 learners for 
pronunciation (1 learner tested both morphology and syntax). To give an idea of the 
exercises available in the bASSIsT system, a subset of the exercises is shown in Table 12. 
Figure 17   Screenshot of a PRAAT textgrid that was automatically generated from the 
speech recognition and pronunciation error detection analysis. The rows 
indicate (0) the waveform and spectrogram, (1) the word segmentation, 
(2) the canonical phone segmentation, (3) the phone segmentation 
containing possible pronunciation errors and (4) pronunciation errors. 
In this last row pronunciation errors are marked with ‘X’.
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Table 12   A selection of the exercise prompts available in the bASSIsT system. For 
each dialog turn, both a pronunciation (reading), morphology, and syntax 
prompt is available (pronunciation prompts not shown). Words between 
brackets and separated by dashes represent different response options. 
NULL represents an empty response option. In syntax exercises, multiple 
word(s) (groups) in brackets represent words that need to be uttered in 
the correct order.
 Morphology exercise Syntax exercise
Inderdaad. Hoe gaat het met (jou—jij)? Inderdaad. (hoe) (gaat) (het) met jou? 
Wat een verrassing!  Hoe is het met (jou—jij)? Wat een verrassing!  (hoe) (is) (het)  
met jou? 
Ik (zijn—ben) net klaar met een opleiding. Ik (ben) (net klaar) (met een opleiding).
Ik heb een opleiding verpleegkunde  
(volgen—gevolgd).
Ik heb (een opleiding verpleegkunde) 
(gevolgd).
Ik heb een opleiding sociaal werk  
(volgen—gevolgd).
Ik heb (een opleiding sociaal werk) 
(gevolgd).
Ik heb een opleiding tot reisbegeleider  
(volgen—gevolgd).
Ik heb (een opleiding tot reisbegeleider) 
(gevolgd).
Ja , want ik heb er veel (mens—mensen) leren 
kennen.
Ja, (omdat—want) ik heb er veel 
mensen leren kennen.
Zeg dat wel. Ik ga vandaag naar Eva. (Zij—Hij) 
woont in Rotterdam.
Zeg dat wel. (NULL—Ik) ga vandaag 
naar Eva. Zij woont in Rotterdam.
Ja, (wandelen—wandel) we samen naar  
het station? 
Ja, (wandelen) (we) samen naar  
het station? 
Ja, (gaan—gaat—ga) we met de tram naar  
het station? 
Ja, (gaan) (we) met de tram naar  
het station? 
Inderdaad , eindelijk (schijnen—schijnt)  
de zon weer! 
Inderdaad, eindelijk (schijnt) (de zon) 
(weer)! 
Dat (hopen—hoop) ik ook! Dat (hoop) (ik) (ook)! 
Dag Fleur , (ik—mij) ben het. Dag Fleur, (ik) (ben) (het).
Dat is vervelend en ik heb geen geld bij (me—ik). Dat is vervelend en (ik) (heb)  
(geen geld bij me).
Hoe kan dat nu?  Ik heb geen cash bij (me—ik). Hoe kan (dat—NULL) nu?   
Ik heb geen cash bij me.
In Nederland is het meestal een paar  
(graad—graden) kouder dan hier.
In Nederland (is) (het) (meestal) een 
paar graden kouder dan hier.
Ja, maar hij (ben—bent—is) ook niet goedkoop: 
99 euro.
Ja, (maar—omdat) hij is ook niet  
goedkoop: 99 euro.
Ik doe dat ook , of (ik—mij) zoek gewoon  
goedkope zomerkleren.
Ik doe dat ook, of (ik) (zoek)  
(gewoon goedkope zomerkleren).
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We recorded all speech samples and system responses and in sections 4.5.2 and 
4.5.3 we report our findings for the morphology and syntax components (grammar) 
and the pronunciation component. First, we discuss the speed performance of the 
speech processing server.
4.5.1  Speed performance evaluation 
To assess the scalability of the architecture of the speech processing server, we 
simulated multiple clients that used the system simultaneously and measured the 
response times. We ran the system on a server (Ubuntu 8.04) with an AMD Opteron 
6174 CPU (6 cores) and 6GB RAM. To mimic realistic user behaviour we simulated 
the clients by using log and audio files of language learners that had previously 
worked with the system. In Fig. 18 the smoothed distribution of the response times for 
18, 24 and 36 simultaneous clients is shown. For 18 clients most of the response 
times are around one second, which we find acceptable. These results indicate that 
in the current setup 3 simultaneous clients can be handled by 1 CPU core. Based on 
this we are able to configure the minimum amount of CPU cores for the expected 
number of users.
Figure 18   Distributions of response times for 18, 24 and 36 simultaneous clients. 
See text for more details.
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4.5.2  Grammar training evaluation
To analyze the system’s accuracy, a random subset of the speech recordings were 
orthographically transcribed and compared with the output of the system. Statistics 
of this evaluation are shown in Table 13 for syntax and Table 14 for morphology. 
Syntax Exercises
For the syntax exercises, 270 utterances were randomly selected from 7 speakers. In 
this type of exercise, the learner had to utter a number of blocks (words or groups of 
words) in the syntactically correct order. Based on the manual transcriptions, we 
found that 16.7% of the utterances contained a syntactical error. In these exercises, 
transcriptions and recognized responses differed in 20.4% of the cases. We analyzed 
this set of responses to gain insight into the possible causes of the discrepancies. 
We noted that in 52.7% of these cases, discrepancies were due to transposed short 
words such as ‘we’, ‘me’, ‘het’, ‘ik’, ‘is’ and ‘ga’. When the blocks in the exercise are 
short, different permutations of blocks can be easily confused by the speech 
recognizer. This is especially the case when the utterance contains filled pauses or 
other disfluencies and speaker sounds, which can be misinterpreted as short words 
like ‘we’ (/wə/), ‘me’ (/mə/) and ‘het’ (/ət/). 51.7% of these recognition errors were 
consecutive attempts of the same exercise by the same learner. In these cases, the 
learner often persisted in giving the same response. This means that syntax exercises 
that rely on such acoustic subtleties should be avoided, especially when dealing with 
low-proficient learners who are likely to produce many disfluencies. 
Table 13   Evaluation results for exercises on syntax. See text for details.
Number of responses 270 (7 speakers)
Correctly recognized responses 215 (79.6%)
Incorrectly recognized responses 55 (20.4%)
Error Source Frequency
Short blocks (we, me, het, ik, is, ga) 29 (52.7%)
One or more blocks not used 13 (23.6%)
Repetition(s) 5 (9.1%)
Hesitation(s) 3 (5.5%)
Out-Of-Vocabulary response 1 (1.8%)
Stop button clicked too early 1 (1.8%)
Other 3 (5.5%)
Total 55 (100%)
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 Other discrepancies were caused by learners leaving out one or more blocks 
(23.6%), repeating one or more blocks (9.1%), producing the response with 
considerable hesitations (5.5%), giving an Out-Of-Vocabulary (OOV) response (1.8%) 
or clicking the stop button before finishing the response (1.8%). In all these cases, the 
corrective feedback that was given was that the response was erroneous. Depending 
on the pedagogical perspective, this feedback could be considered correct if these 
responses are considered erroneous. So in this sense, learners received the correct 
type of feedback in 88.2% of the cases. On the other hand, if the recognized response, 
which differs from what was spoken, is shown on the screen, this could affect the 
credibility of the system. The remaining 5.5% of the discrepancies could not be 
categorized.
Morphology Exercises
Figure 19   Screenshot of a morphology exercise in the bASSIsT application. In this 
case, the learner can choose between two possible responses. In each 
of the responses, the learner has to utter the response with the correct 
word, which in this case is ‘jou’ (‘you’)
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Based on manual transcriptions of 279 utterances from 7 speakers, we found that 
5.2% of the utterances contained a morphological error. There was a discrepancy 
between the recognized response and the manual transcription in 19.7% of the cases 
(see Table 14). In 72.7% of the cases the discrepancy was due to the speech 
recognizer failing to discriminate between two or more phonetically similar 
morphological variants. As in the syntax exercises, many of these errors (47.5%) are 
consecutive attempts of the same learner doing the same exercise. The most frequent 
‘phonetically similar’ case regarded the presence or absence of schwa (37.5%). 
Although the presence or absence of this phoneme is relevant from a pedagogical 
perspective, research (Binnenpoorte, 2006) shows that it is difficult even for human 
listeners to decide whether a schwa is present in a spoken utterance, especially when 
preceded by a voiced consonant. Therefore, exercises addressing this type of 
construction either should be avoided or designed in such a way that the probability 
of a speech recognition error is as low as possible. Other frequent similar choices 
causing recognition errors were the clusters {‘me’, ‘mijn’, ‘mij’}, {‘ik’, ‘wij’} and {‘hij’, 
Table 14   Evaluation results for exercises on morphology. See text for details.
Number of responses 279 (7 speakers)
Correctly recognized responses 224 (80.3%)
Incorrectly recognized responses 55 (19.7%)
Error Source Frequency
Phonetically similar choices 40 (72.7%)
-e(n) or not 15
’me’ vs. ’mijn’ vs. ’mij’ 7
’ik’ vs. ’wij’ 5
-t or not 4
‘hij’ vs. ‘zij’ 3
‘schreven’ vs. ‘schrijven’ 3
‘je’ vs. ‘jou’ 1
‘er’ vs. ‘wij’ 1
‘-sen’ vs. ‘-sje’ 1
Out-Of-Vocabulary 5 (9.1%)
Stop button clicked too early 4 (7.3%)
Multiple attempts 3 (5.5%)
Hesitation(s) 1 (1.8%)
Other 2 (3.6%)
Total 55 (100%)
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‘zij’}, and exercises where options differed by the presence or absence of a word-final 
/t/ (see Table 14 for all cases). Other error sources were OOV responses (9.1%), 
learners clicking the stop button too early (7.3%), responses containing multiple 
attempts (either correct or incorrect) (5.5%) and responses containing considerable 
hesitations (1.8%). 3.6% of the discrepancies remain uncategorized.
 It would be interesting to compare these results to those obtained with other 
systems. For example, Tell Me More (Tell Me More, 2013) and the SPELL system 
presented in (Morton & Jack, 2005) offer spoken grammar exercises for English as a 
second language. However, to the best of our knowledge, no data on the accuracy 
achieved by these systems have been published that could be used to make a useful 
comparison.
4.5.3  Pronunciation training evaluation
To check whether the system performed as expected, we let two annotators analyze 
a randomly chosen set of 81 utterances from 5 different speakers who performed 
pronunciation exercises. The task of the annotators was to indicate whether the 
Figure 20   Screenshot of a pronunciation exercise in the bASSIsT application. In this 
case, the learner chose to utter the first response. The feedback provided 
indicates that the learner has made two pronunciation errors. These 
concern the /y/ (represented here by the grapheme ‘uu‘) and ‘/εi/’ 
(represented by the grapheme ‘ij‘)
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system correctly flagged segments as either correct or incorrect. The annotators 
analyzed the utterances using the PRAAT textgrid format shown in Fig. 17. A separate 
tier was added to these textgrids in which the annotators had to indicate for each 
target phoneme whether they agreed with the decision of the system or not. When at 
least one annotator agreed with the system, the system’s decision was considered to 
be correct. In this way, the annotations of the two annotators were combined and 
each target sound was assigned to one of the following four categories:
Correct Accept (CA)  the sound is marked as correct by the system and by at least 
one annotator 
False Accept (FA)  the sound is marked as correct by the system, but not by at 
least one annotator 
Correct Reject (CR)  the sound is marked as erroneous by the system and by at 
least one annotator 
False Reject (FR)  the sound is marked as erroneous by the system, but not by 
at least one annotator 
This evaluation is in general quite problematic, as criteria describing what should be 
considered correct and incorrect are hard to define. Furthermore, it is difficult to 
classify speech sounds in an unbiased way when they are presented in the context 
of a meaningful sentence.
In Table 15 we present several evaluation measures which were calculated based on 
the analysis of the annotators. In total, 682 target sounds were analyzed. From this 
table, we can see that the precision of CR was 75.5%. That is, 75.5% of the sounds 
that were marked as a pronunciation error by the system were also annotated as an 
error by at least one of the annotators. From the set of sounds that at least one the 
annotators marked as incorrect, the system marked 97.4% of the sounds as an error. 
The corresponding F-score (for CR) is 85.1. 
 For a better understanding of these outcomes, it would be useful to make 
comparisons with results obtained with similar systems. However, it is not easy to 
make such comparisons, owing to differences in the target language, the annotation 
protocol, the evaluation metrics and learner differences such as proficiency and L1 
background. Previous work on pronunciation error detection in DL2 (Cucchiarini 
et al., 2009) showed an F-score of 79.01 using the GOP algorithm (see Chapter 3 for 
results of GOP on a different dataset). For English as a second language, an error 
detection method based on automatically derived phonological rules was evaluated 
on Chinese L1 speakers and an F-score of 43.78 was obtained (Wang et al., 2013). 
For Korean speakers of English, F-scores of 60.0 for the GOP algorithm and 67.0 for 
an SVM-based method were found (Yoon et al., 2010). More standardized procedures 
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and benchmark datasets are required to be able to make meaningful comparisons. 
This seems to be an important recommendation for future research.
 We observed that 70.8% of all false rejects are found in only three of the fifteen 
target phonemes that occurred in the transcribed material: /α/, / c/ and /u/. This is in 
line with the results reported in Chapter 3, in which we found that these particular 
target phonemes were also problematic for other pronunciation error detection 
methods. The confusion sets (parallel arcs in the FST) which cause these detected 
pronunciation errors are {/α/,/a /}, {/ c/,/o /} and {/u/,/y/,/y/} respectively. Many 
discrepancies between the decisions of the system and the annotators can therefore 
be ascribed to small acoustic differences. An interesting case is the difference 
between tense (for example /a /, /e / and /o /) and lax vowels (for example /α/, /ε/ 
and / c/ ). These vowels differ both in length and spectral characteristics. In many 
cases speakers were able to realize only one of the features correctly. For example, 
Table 15   Evaluation measures for feedback on pronunciation. The columns constitute 
the (1) target phoneme, (2) pronunciation error percentage (CR+FA/N), 
(3) target phoneme frequency, (4) frequency of correct rejects (CR), (5) 
frequency of correct accepts (CA), (6) frequency of false rejects (FR), (7) 
frequency of false accepts (FA), (8) precision of CR, (9) recall of CR, (10) 
precision of CA and (11) recall of CA. See text for details.
Phoneme %Errors N CR CA FR FA Precision CR Recall CR Precision CA Recall CA
y 41.7 12 5 6 1 0 83.3 100.0 100.0 85.7
u 40.0 20 8 9 3 0 72.7 100.0 100.0 75.0
ø 25.0 4 1 3 0 0 100.0 100.0 100.0 100.0
ŋ 20.0 10 2 7 1 0 66.7 100.0 100.0 87.5
e 19.2 73 14 58 1 0 93.3 100.0 100.0 98.3
εi 19.2 26 5 20 1 0 83.3 100.0 100.0 95.2
18.1 72 12 54 5 1 70.6 92.3 98.2 91.5
α 18.0 89 16 64 9 0 64.0 100.0 100.0 87.7
a 7.1 85 6 79 0 0 100.0 100.0 100.0 100.0
i 5.9 34 2 31 1 0 66.7 100.0 100.0 96.9
i 2.9 104 3 101 0 0 100.0 100.0 100.0 100.0
ε 1.0 109 0 108 0 1 – 0.0 99.1 100.0
o 0.0 26 0 26 0 0 – – 100.0 100.0
u 0.0 10 0 8 2 0 0.0 – 100.0 80.0
y 0.0 8 0 8 0 0 – – 100.0 100.0
œy 0.0 0 0 0 0 0 – – – –
Total 11.1 682 74 582 24 2 75.5 97.4 99.7 96.0
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in a segment where the target phoneme was /e /, a speaker realized a sound with the 
length of /e / but the spectral characteristics of /ε/. In these cases it was not clear 
whether the realization should be flagged as incorrect or not. 
 For human teachers, there are other factors besides the isolated segment that 
determine whether or not they provide feedback on a pronunciation error. In the 
current implementation, all sounds which are flagged as incorrect are fed back to the 
user. However, most teachers agree that feedback should be given only on the most 
serious errors. The criteria for what constitutes a serious error, however, are often 
ill-defined. Most of the time the seriousness of a pronunciation error can be traced 
back to its salience, persistence, and stigmatization. These concepts could be oper-
ationalized in the current system by implementing knowledge-based rules which 
could be used to order and filter the ’raw’ pronunciation error detector output before 
generating the feedback. 
 For example, in native speech, a tense vowel like /a / within an unstressed 
syllable as in /pa  - “leis/ (’palace’) is more likely to be realized as /α/ or /ə/ than 
within a stressed syllable as in /”wa  - tər/ (’water’). In the former case the substitution 
would be regarded as less serious and could thus be filtered from the list of 
pronunciation errors that require feedback. Other ordering and filtering rules could be 
based on lexical confusion or whether certain substitutions carry a stigma. Ultimately 
these decisions will depend on the pedagogical and personal goals of both the 
student and the teacher. 
4.6  Lessons learned
In the design, implementation and evaluation phases of the bASSIsT system we 
came across several issues that we will address in this section. 
4.6.1  Design
During the design phase of the DISCO system (on which bASSIsT is based), we 
worked together with Dutch L2 teachers and researchers. Because at the time there 
were no similar applications in terms of functionality, we used mockups that showed 
how the application was going to look and how the end-user would interact with the 
system. Only on the basis of these mockups could a meaningful discussion with the 
language learning experts be facilitated, which was necessary to define the functional 
specifications of the system. Note that in this phase of the project, the speech 
processing modules were not yet developed. With these preliminary versions, in 
which the speech processing modules were simulated, we carried out pilot studies to 
spot obvious problems in the user-system interaction (Strik et al., 2009a). 
Implementation of an ASR-enabled CALL system | 93
4
 Of course, not all problems with the speech processing server of the application 
could be fully anticipated. However, it was important to have a general idea of the 
tasks that state-of-the-art speech recognizers could or could not perform, because 
these constraints also influenced the design of the system and the various exercises. 
We tried to deal with this by carrying out small-scale speech recognition and error 
detection experiments to gauge how the speech processing modules would perform 
given a set of specific exercises based on ideas of the language learning experts. 
The software used in these experiments was not fully developed, nor was it obvious 
whether the specific algorithms and modules used in the offline experiments could 
be implemented in an online system. Nevertheless, we were able to see which tasks 
were far too difficult or which were probably feasible. For example, we saw that 
small-vocabulary spontaneous speech recognition on non-native speech, in which 
the sequence of the words could not be predicted by the language model, was not 
feasible. From this, we learned that the recognition task had to be more constrained 
and that for each exercise a language model had to be developed so that the 
performance would be acceptable.
 It is also important to mention that in the design phase, many choices had to be 
made regarding the types of exercises, the flow of the learning process, the content, 
the type of feedback, etc. While some of these choices are dictated by the limitations 
of the technology, for instance the fact that no detailed feedback can be provided on 
unprepared, extemporaneous speech, because it is not predictable enough, many 
other choices ultimately depend on the pedagogical paradigm one would like to 
adhere to. By designing the system in such a way that important choices are 
parameterized, experiments can be carried out to investigate the effect of these 
choices. For instance, these experiments could be targeted towards tuning the 
speech recognition and error detection modules for specific target user groups. 
Furthermore, also variables such as task type, feedback type and differences 
between individual learners could be studied.
4.6.2  Implementation and Evaluation
Related to the many choices we had to make in the design phase, a big challenge in 
developing and implementing the system was deciding which parts of the implementation 
should be static and which ones should be parameterizable. Parameterization has 
the advantage that features such as feedback type and target sounds can be 
changed later on and manipulated in experiments. For instance, one could investigate 
which feedback type is preferable. On the other hand, it is more costly in terms of 
development time and the development process can be delayed when no clear 
choices are made. Therefore, we chose to parameterize only the features that we 
hypothesized would be important for learners, teachers (or researchers) to manipulate, 
such as immediate or delayed feedback and the content of feedback messages.
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 During the implementation phase we tested the system in multiple ways. First, we 
tested the system internally, so that evident bugs could be spotted. Second, we 
tested the system offline by bypassing the client and sending prerecorded and 
annotated speech directly to the speech processing server. In this way, we could 
evaluate the performance of the system on a development dataset. As the system 
was going to be used by multiple users at the same time, the server had to be able to 
handle concurrent users in a scalable manner. Therefore we also carried out different 
stress tests so that we could measure the speed performance of the speech 
processing server and spot possible bottlenecks.
 When the first implementation of the system was completed, we tested the 
system with several learners of Dutch as a second language. As seen in the previous 
section, we noticed that some exercises developed by the language learning experts 
were too error prone when they were used by real language learners. These issues 
were soon discovered by experimenting with working versions of the system. In 
general, it is quite difficult to anticipate all these issues. This highlights the fact that 
frequently testing the system on different levels with different users is of paramount 
importance in developing an ASR-enabled CALL system.
4.7  Summary
In this paper we have discussed the development of an ASR-enabled CALL system 
for Dutch as a second language: the bASSIsT system. We have showed how the 
system was designed and how it was implemented. We evaluated the system with a 
limited number of students and analyzed the technical performance. We found that 
the system occasionally makes errors. For grammar, we tried to identify the causes 
of these problems and provided potential solutions. No comparisons could be made 
with similar systems because relevant performance data are not available. However, 
for pronunciation error detection, the results show that the performance of our system 
is comparable to that of other pronunciation error detection systems, to the extent 
that such comparisons are possible. An important question at this point is whether 
such levels of performance are acceptable for L2 learning. This is difficult to determine 
as so far very little research has been carried out in this direction. In any case, the 
study in Cucchiarini et al. (2009) indicated that a system that does not achieve 100% 
accuracy can still be effective in improving oral language skills. As the current 
implementation is robust and scalable, we plan to further develop the system for the 
purpose of Dutch L2 speaking training and further investigate important aspects 
such as pedagogical effectiveness and user experience and motivation.
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Chapter 5
Evaluating automatic speech 
recognition-enabled language learning 
systems: a case study
This chapter has been reformatted and slightly modified from:  
Joost van Doremalen, Lou Boves, Jozef Colpaert, Catia Cucchiarini and Helmer Strik. 
Evaluating automatic speech recognition-enabled language learning systems: a case study. 
Submitted to Computer Assisted Language Learning, 2014.
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Abstract
The purpose of this research was to evaluate a prototype of an automatic speech 
recognition (ASR)-based language learning system that provides feedback on 
different aspects of speaking performance (pronunciation, morphology and syntax) 
to students of Dutch as a second language. We carried out usability reviews, expert 
reviews and user tests to gain insight into the potential of this prototype and the 
possible ways in which it could be further adapted or improved, with a view to 
developing specific language learning products. The evaluation revealed that domain 
experts and users (teachers and students) are generally positive about the system 
and intend to use it if they get the opportunity. In addition, recommendations have 
been made which range from specific changes and additions to the system to more 
general statements about the pedagogical and technological issues involved. These 
recommendations can be useful to improve this prototype and to develop other 
ASR-based systems, which can be deployed either as language courseware or as 
research tools to investigate design hypotheses and language acquisition processes.
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5.1  Introduction
Recent views on second language (L2) acquisition emphasize the importance of 
usage-based learning and skill-specific practice (DeKeyser & Sokalski, 2007; Ellis & 
Larsen-Freeman, 2009): for learners to speak the L2 fluently and accurately, they 
should practice speaking it and receive appropriate feedback. Unfortunately, in 
teacher-fronted lessons there is generally not enough time for sufficient practice and 
feedback on speaking performance, while traditional language lab tools usually do 
not provide the feedback required. This is in line with findings by Dlaska & Krekeler 
(2008) which show that it is difficult for L2 learners to evaluate their own pronunciation. 
Against this background, various systems have been developed that employ 
Automatic Speech Recognition (ASR) technology to provide practice and feedback 
for L2 speaking, such as FLUENCY (Eskenazi, 1996), EduSpeak (Franco et al., 2000), 
Tell me More (www.tellmemore.com), the Tactical Language Training System 
(Johnson et al., 2004), the SPELL system (Morton & Jack, 2010), Carnegie Speech 
NativeAccent (Eskenazi et al., 2007), Saybot (Chevalier, 2007; www.saybot.com), and 
Rosetta Stone (www.rosettastone.com). A recent overview of ASR-based systems for 
L2 pronunciation is provided by Witt (2012).
 Many of these systems, however, do not contain important and required features 
of feedback on L2 pronunciation, such as immediate, detailed feedback on individual 
segments in connected speech. Recent reviews of technologies for language 
learning show that there is little understanding of the role of ASR technology in 
computer assisted language learning and its potential contributions (Golonka et al., 
2012; Steel & Levy, 2013). Furthermore, systems that address grammar skills like 
morphology and syntax generally do not support spoken interaction (Bodnar et al., 
2011). In addition, most of these systems address English, while fewer products are 
available for languages other than English, for instance Dutch.
 It was in this context that a new project aimed at realizing and testing a prototype 
of an ASR-based Computer-Assisted Language Learning (CALL) system for Dutch 
L2 (DL2) speaking was started. For DL2 there are some commercial systems (Tell me 
More, Rosetta Stone), but so far there was no open system, that is, a system for which 
there is a clear explanation of how it works and performs that could be used for 
research and development in ASR-based CALL. The opportunity to realize a system 
of this kind arose within the framework of a speech technology research programme 
funded by the Dutch and Flemish governments (STEVIN). Since tool development 
and CALL data were among the priorities of this programme, a project, Development 
and Integration of Speech technology into COurseware for language learning (DISCO) 
was started with the aim of developing an ASR-based system. This system had to 
automatically detect pronunciation and grammar (morphology and syntax) errors in 
DL2 speaking and had to generate appropriate, detailed feedback on the errors 
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identified. The embedding of DISCO in a government-funded programme partly 
explains why its aim was not to realize a commercial product for DL2 speaking but to 
test ASR technology for its added value for language learning and teaching.  
 In the course of the project, various experiments have been conducted to test the 
various technology components such as speech recognition (van Doremalen, 
Cucchiarini & Strik, 2010) and error detection (Cucchiarini, van Doremalen & Strik, 
2012) in isolation. Additional factors such as general design, user interface and 
interaction patterns have received less attention in the literature on ASR-based CALL, 
while we hypothesize that learner analytics can reveal important information about 
the learning process.  For this reason we carried out usability reviews, expert reviews 
and user tests to gain insight into the potential of this prototype and the possible ways 
in which it could be further adapted or improved. 
 In this paper we report on these latter types of evaluations. We first introduce the 
DISCO system (Section 5.2) and discuss the evaluation methods in Section 5.3. In 
Section 5.4 we present the results of these evaluations, and in Section 5.5 we discuss 
these results and present future perspectives. Conclusions are drawn in Section 5.6.
5.2 DISCO system overview
In this section we will present background information on the DISCO system. We first 
discuss the design of the system in Section 5.2.1. In Section 5.2.2 we present an 
interaction walkthrough of the system.
 
5.2.1 System design
The design of the DISCO system (Colpaert, 2013) is based on the Distributed Design 
model, an educational engineering approach proposed by Colpaert (2014) and 
currently still under empirical and theoretical validation. The model is based on a 
number of striking hypotheses, amongst which
1. The Ecological Paradigm Shift: No technology carries an inherent, measurable 
and generalizable effect on learning. This effect can only come from the entire 
learning environment as an ecology. The role of any educational artefact, and of 
any technology like ASR or CAPT, is to contribute to the global effect of this 
learning environment as a piece of a puzzle.
2. The Process-oriented Paradigm Shift: The targeted learning effect is proportional 
to the designedness of the learning environment. This means the extent to which 
it has been designed in a methodological and systematic way. The reasoning 
behind the way an environment has been designed is far more important than 
the features of the eventual product, which should by definition be different in 
every single learning context.
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3. The Psychological Paradigm Shift states that in most learning contexts it is 
counterproductive to focus exclusively or too intensively on pedagogical goals 
(Colpaert, 2010). In order to create willingness and acceptance in the learners’ 
mind first, it is more effective to focus on personal goals first. The problem with 
personal goals is that they are difficult to elicit, and a special technique is needed 
to identify them.
Even if the initial goal of the DISCO project was (only) to test ASR-technology in CALL, 
and not to develop a full-fledged market ready product, we decided to adopt the 
proposed design approach as if we were developing the system for the entire 
population of DL2 learners in Flanders and the Netherlands. The reasoning behind 
this choice was the following: It was possible that CALL-integrated ASR-technology 
performs remarkably well from a technological and even linguistic-didactic point of 
view, but that problems would arise on the level of design: lack of acceptability of the 
proposed interface, labour-intensive content development or poor sustainability.
 We started by identifying the pedagogical goals, which were formulated as 
follows: (1) to develop exercises and automatic feedback moves that help improve 
grammar and pronunciation in high-educated DL2 speakers at A2 CEFR level, (2) to 
integrate the pronunciation and grammar exercises in a communicatively-oriented 
method and (3) to provide remedial exercises which help the DL2 learner improve 
pronunciation and grammar on specific linguistic structures. 
 To establish the personal goals, we needed to conduct a number of specific 
focus groups and in-depth interviews (Strik et al., 2009). The most important personal 
goals were: (1) DL2 learners want to practice in a safe environment which helps them 
to gradually and repeatedly improve their pronunciation and grammar skills, (2) DL2 
learners want to receive tailored feedback when practicing communicative skills in 
general and pronunciation specifically, and (3) DL2 learners do not like an exaggerated 
focus on what they perceive as ‘back to school’ or ‘adapt and integrate’ Ought-to 
Selves, but they see a natural interaction with local natives as a visualization of the 
roadmap to their IDEAL Self (Dörnyei & Ushioda, 2009) 
 In order to try to find a working compromise between these pedagogical and 
personal goals, we decided to limit our design space to closed response conversation 
simulation and interactive participatory drama (Hubbard, 2002), a genre in which 
learners play an active role in a pre-programmed scenario by interacting with 
computerized characters or “agents”.  The simulation of real-world conversation is 
closed: students choose the words they use in their responses from the screen. In 
most turns, students can choose between responses that influence the course of the 
dialog, which grants them some amount of conversational freedom. This framework 
allows us to create a communicative CALL application that stimulates DL2 learners to 
produce speech. More importantly, the framework allows us to circumvent most of 
the limitations of today’s ASR technology, which are primarily related to the 
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impossibility of handling unpredictable, spontaneous speech from L2 learners. For 
this reason, strategies aimed at constraining the learner’s output to make the speech 
more predictable are often applied in this context (van Doremalen, Cucchiarini & 
Strik, 2011).
 The learning process in the program starts with conversation simulation (a 
dialog). Based on the type of errors the students make, they are then offered remedial 
exercises, which are exercises that focus on specific sounds or syntactic and 
morphological structures without a conversational context. The feedback strategy is 
immediate corrective feedback visually implemented through highlighting, which 
puts the conversation on hold and focuses on the errors. Initially, three dialogs were 
developed. The topics of these dialogs are (1) travelling by train, (2) choosing a 
hobby/course and (3) buying a DVD player. 
 Each of these dialogs can be conducted in three different modes or exercise 
types:
Pronunciation exercises: Pronunciation exercises consist of reading one of the 
response options offered by the system.
Morphology exercises: Morphological variants are presented on the screen, which 
form a multiple-choice exercise. For example, for personal pronouns: “Hoe gaat het 
met (hij/jou/wij )?” (“How are (he/you/we)?”) and for verb inflections: “Hoe (ga/gaat/
gaan) het met jou?” (“How (are/is/to be) you?”).
Syntax exercises: For syntax exercises, a limited number of constituents are 
presented in separate blocks in a randomized order. Some of these blocks can be 
fixed, such as at the beginning or at the end of the sentence, to elicit specific target 
structures.
5.2.2 Interaction walkthrough
In Fig. 21-24 screenshots of the implemented system are shown. The interaction 
begins with an agent, whose lips and eyes are animated in synchrony with a recorded 
utterance. This agent starts the dialogs and after the agent stops talking, the response 
option(s) are shown in the bottom portion of the screen. As discussed in the previous 
section, the form of these response options depends on the exercise type. The 
learner responds by choosing and pronouncing one of these options after clicking 
the “record” button. In Fig. 21 an example screenshot is shown. When users click the 
record button, they have to utter the whole response and choose the correct word(s) 
to complete the sentence. The recording is stopped either automatically after a 
certain period of silence or by clicking the record button again.
 If the system is unable to identify the response as one of the options, the learner 
is encouraged to try again. If the system recognizes the learner’s utterance as correct, 
the corresponding option is highlighted in green and the dialog continues 
automatically with the next turn, which begins again with the agent speaking. The 
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Figure 22   Screenshot of the DISCO system. It shows how corrective feedback is 
visualized in a pronunciation exercise
Figure 21   Screenshot of the DISCO system. A morphology exercise within a dialog 
is shown
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Figure 24   Screenshot of the DISCO system. This figure shows a scoreboard that 
visualizes the performance of the learner on different error classes
Figure 23   Screenshot of the DISCO system. An example of the ‘language help’ is shown
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background photo and ambient background sounds change each time the location 
of the story changes. 
 When the system detects one or more errors in the response, the dialog is 
stopped and the errors are highlighted in red, as shown in Fig. 22. In this screenshot, a 
pronunciation exercise is shown in which the system detects an error associated with 
the grapheme ‘eu’ (the phoneme /ø /) in the word ‘nerveus’ (‘nervous’). In the bottom 
right corner of the screen, three buttons are now active with which users can (1) listen 
to their attempt, (2) listen to an example of the correct response or (3) continue with the 
dialog. The user can also click on the blocks highlighted in red to get more information 
on the error.  In the case of pronunciation errors, a recording of an example of the 
correct sound is played back (both in isolation and within a word). In the case of 
morphology and syntax exercises, a pop-up window is shown containing textual 
information on the type of linguistic structure. An example of this ‘language help’ with 
information about personal and possessive pronouns is shown in Fig. 23.
 At any time, the learner can access a screen containing a ‘scoreboard’ that 
shows the scores for each of the linguistic target structures via a menu (not shown). 
This scoreboard is also shown at the end of the dialog. In Fig. 24, an example of such 
a scoreboard for the pronunciation exercises is shown. In this case, all of the target 
sounds were correctly pronounced (or no errors had been made up to that point), 
except for the ‘eu’ (/ø /). The user can click on each of these labels to go to the 
appropriate remedial exercises. These remedial exercises are essentially the same 
as the exercises in the dialog, but they are not presented in a conversational context.
  
5.3 Method
 
5.3.1 Aim of the evaluation 
The protoype system that was developed within the DISCO project was intended to 
investigate whether speech technology could in principle be employed to enhance 
L2 learning. It was not intended as a market-ready product; therefore, among other 
things, the content within the current system is rather limited. However, in the 
remainder of this paper we will also evaluate these aspects of the system in order to 
provide directions for improving this specific system and also other ASR-based CALL 
systems.
 We conducted an evaluation of the system from three different perspectives:
•  A usability review based on a set of guidelines and heuristics. A usability review 
will help us to identify certain obvious system flaws.
•  An expert review based on interviews with domain experts. With the help of an 
expert review one is more likely to find higher-level issues with the system and its 
design.
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•  A user test based on teacher and student questionnaires. With the help of a user 
test we are able to predict the actual problems that might arise during actual use of 
the system, as well as prioritize problems that were hypothesized in the other 
evaluations.   
For the expert review we chose to use a group of teachers as domain experts. For the 
user test we selected the same teachers, as well as a group of DL2 learners. The 
rationale behind this approach is that we regarded the teachers both as domain 
experts and potential users.
5.3.2 Usability Review
A usability review is an evaluation of a user interface based on common usability 
heuristics and best practices. A common set of heuristics is the one presented in 
Nielsen (1993). A summary of these heuristics is shown in Table 16. These high-level 
heuristics are instantiated in more concrete guidelines in Pierotti (1994). The first 
author performed the usability review by testing the system against the relevant items 
in Pierotti (1994). He observed 5 DL2 learners who worked with the current version of 
the system and 10 DL2 learners who worked with previous versions of the system. 
The focus of this review lies on student-system (rather than teacher-system) interaction.
5.3.3 Expert Review
This expert review was carried out in the form of semi-structured interviews with 
independent domain experts. The goal of these expert reviews was to obtain detailed 
feedback and suggestions. In this section we describe the participants involved in 
this study and how the expert review was carried out.  
 
Experts
Nine experts participated in this study. All of them had several years of teaching 
experience and most of them taught both low-educated and high-educated learners. 
The experts were affiliated with three different institutes: two regional education and 
training centres (six experts) and a university language centre (three experts). A 
regional education and training centre is a combination of institutions from all the 
sectors of education for adults and senior secondary vocational education. 
 Several experts were also responsible for the organization of the DL2 department 
within their institute. This included evaluating and selecting the teaching methods 
to be used in the courses. Two experts notably had several years of experience 
developing a DL2 teaching method that is widely used in the Netherlands. None of 
the experts had any previous experience with ASR-based CALL systems. 
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Procedure
For the purpose of this research, the experts participated in a session comprising (1) 
an introduction to the DISCO system, (2) a questionnaire and (3) and an interview. We 
had three individual sessions, one session with two experts and one session with four 
experts. Before the session, the experts were sent a document in which the purpose 
of the DISCO system was explained, as well as a short description of the exercises 
within the system.
Table 16   A summary of the usability guidelines presented in (Nielsen, 1994).
Visibility of system status The system should always keep users informed about what 
is going on, through appropriate feedback within reasonable 
time.
Match between system and 
the real world
The system should speak the users’ language, with words, 
phrases and concepts familiar to the user, rather than sys-
tem-oriented terms. Follow real-world conventions, making 
information appear in a natural and logical order.
User control and freedom Users often choose system functions by mistake and will 
need a clearly marked “emergency exit” to leave the unwanted 
state without having to go through an extended dialogue. 
Support undo and redo.
Consistency and standards Users should not have to wonder whether different words, 
situations, or actions mean the same thing. Follow platform 
conventions.
Error prevention Even better than good error messages is a careful design 
which prevents a problem from occurring in the first place.
Recognition rather than recall Make objects, actions, and options visible. The user should 
not have to remember information from one part of the dia-
logue to another. Instructions for use of the system should be 
visible or easily retrievable whenever appropriate.
Flexibility and efficiency of use Accelerators – unseen by the novice user – may often speed 
up the interaction for the expert user such that the system 
can cater to both inexperienced and experienced users. Allow 
users to tailor frequent actions.
Aesthetic and minimalist 
design
Dialogues should not contain information which is irrelevant 
or rarely needed. Every extra unit of information in a dialogue 
competes with the relevant units of information and diminishes 
their relative visibility.
Help users recognize, 
 diagnose, and recover  
from errors
Error messages should be expressed in plain language (no 
codes), precisely indicate the problem, and constructively 
suggest a solution
Help and documentation Even though it is better if the system can be used without 
documentation, it may be necessary to provide help and 
 documentation. Any such information should be easy to 
search, focused on the user’s task, list concrete steps to be 
carried out, and not be too large.
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 In the beginning of the session, which lasted 90 minutes on average, the system 
was introduced to the experts, together with supporting movie clips of users working 
with the system.
 After this introduction, the experts were able to work with the system by themselves. 
At all times the experts had the opportunity to ask questions. Then the experts 
completed a questionnaire (see Section 5.3.4). Afterwards, this questionnaire was 
used as the basis for an open-ended interview in which the researcher asked the 
experts to explain their answers to the questionnaire.
 
5.3.4 User testing
We designed questionnaires to evaluate the system from a user’s perspective. Both 
teachers and students are considered users of the system, albeit from different 
perspectives. For this reason, we investigated how both DL2 teachers and students 
experienced the system.
 
Teacher testing
The Unified Theory of Acceptance and Use of Technology (UTAUT) model, presented 
in Venkatesh et al. (2003), is a more recent version of their initial Technology 
Acceptance Model. The aim of the UTAUT model is to predict the user’s intention to 
use an information system and subsequent usage behaviour. The model states that 
four key constructs: (1) performance expectancy, (2) effort expectancy, (3) social 
influence and (4) facilitating conditions are direct determinants of usage intention and 
behaviour. Furthermore, the model states that the gender, age, experience and 
voluntariness of use mediate the impact of the four key constructs on usage intention 
and behaviour.
 Because of its relative success in predicting real usage behaviour (Kijsanayotin, 
Pannarunothai & Speedie, 2009; Im, Hong & Kang, 2011), we have used the UTAUT 
model in our research to develop the teacher questionnaire. For usage intention and 
the four direct determinants assumed in the UTAUT model we developed a number 
of questions. During the sessions described in Section 5.3.3, the teachers were 
instructed to indicate the extent to which they agreed with these items using a 7-point 
Likert scale. The questionnaire is shown in Table 17.
 
Student testing
For the purpose of finding problems that actual language learners might have with 
the system, we requested five DL2 students at the CEFR A2 level to work with the 
system. The students were all high-educated females, their ages ranged from 18 to 
36 and their L1s are English (2x), Chinese, Farsi and Armenian. 
 After they read a short manual, which was available in both English and Dutch, 
the students worked with the system individually for 45 minutes. A researcher was 
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Table 17   Teacher questionnaire. The items are categorized by the relevant predictors 
and the dependent variable in the Unified Theory of Acceptance and Use of 
Technology (UTAUT) model.
 Performance Expectancy
 PE1 With the program students would better be able to learn the pronunciation of Dutch 
sounds than without it.
PE2 With the program students would better be able to learn Dutch morphology than 
 without it.
PE3 With the program students would better be able to learn Dutch syntax than without it.
PE4 I think the dialogs and remediation exercises in the program are comprehensive 
enough to use the program in my courses.
PE5 By using the program I could spend more time on other important topics during 
my lessons.
PE6 I am afraid students will learn incorrect things when they use the program.
 Effort Expectancy
EE1 I think the program is easy to use.
EE2 The program is compatible with the teaching methods I use.
EE3 Students have the knowledge that is necessary to use the program successfully.
EE4 Using the program might be frustrating for me.
 Social Influence
 SI I think people in my work environment would be helpful I want to use the program.
 Facilitating conditions
 FC I have all the means to use the program (computers with an internet connection, head-
sets).
 Intention of use
 IOU If I would get the chance I would use the program.
Table 18   Structure of student testing session.
Duration Activity
12 minutes Dialog with syntax exercises
3 minutes Remedial syntax exercises
12 minutes Dialog with morphology exercises
3 minutes Remedial morphology exercises
12 minutes Dialog with pronunciation exercises
3 minutes Remedial pronunciation exercises
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present to observe the students interacting with the system. The structure of the 
session is shown in Table 18. Afterwards, the students filled in a questionnaire (shown 
in Table 19), and were encouraged to give suggestions to improve the system.
 
5.4 Results
 
5.4.1 Usability Review
We will now present the results of the usability review. The comments are categorized 
according to the heuristic in Table 16 that they pertain to. Not every heuristic is 
included because for some of these there are no relevant comments.
 
1. Visibility of System Status During the recording of an utterance a waveform is 
drawn which indicates that the system is recording. Furthermore, the colour of the 
button with which the recording is started is changed.  When the recording is stopped 
and the analysis of the utterance is started the cursor is changed to a spinning clock. 
When the analysis is completed, usually within two seconds, the cursor is changed 
back. This sequence of system states is considered to be visualized effectively.
 When the analyzed utterance is classified as correct, the system briefly shows 
the correct response in green and proceeds automatically to the following turn or 
exercise.  When the analyzed utterance is classified as incorrect, corrective feedback 
is given by colouring the relevant text red. In the latter case the dialog stops, but it is 
not entirely clear what the user should or is able to do next. The red vs. green colour 
distinction that marks correct and incorrect responses might not be sufficiently clear 
for colourblind users.
 
2. User Control and Freedom It is not possible for the user to stop or return to the 
starting screen. Furthermore, within the dialog, it is not possible to go back to the 
previous dialog turn. These restrictions limit the perceived control of the user over the 
system. When users are speaking and they already know that they have made an 
error, it is not possible to cancel the current utterance, which could lead to frustration. 
 
3. Consistency and Standards The terminology and icons are consistent throughout 
the application. The icons used for the various buttons might not be immediately 
clear. Therefore, textual button labels might be preferred.
 
4. Error Prevention A couple of ASR errors were encountered. These errors lead to 
inappropriate feedback. Some of these types of errors could be avoided by modifying 
the content of the exercises.
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5. Flexibility and Efficiency of Use All possible actions are directly accessible using 
clickable buttons. Furthermore, the number of possible actions is so small that, once 
they are known, the system is easy to use for both novice and experienced users. 
Buttons are provided with mouse-over tooltips.
 
6. Help Users Recognize, Diagnose, and Recover from Errors When ASR errors 
occur in the syntax and morphology exercises, the users currently are not able to 
recover from these. When users intend to utter a certain response and it is not 
recognized as such, they receive inappropriate feedback. An option could possibly 
be added in which users could override the automatic analysis by manually choosing 
or dragging the blocks.
 
7. Help and Documentation Currently, the system contains no documentation that 
can be accessed from inside the application. Video tutorials and on-screen pointers 
during first time usage are recommended.
 
5.4.2 Expert Review
In this section we will give a summary of the feedback and recommendations we 
gathered during the interviewing process.  We have structured this summary using six 
subsections: (1) pronunciation exercises, (2) morphology and syntax exercises, (3) 
user interface, (4) content, (5) low-educated learners and (6) practical considerations.
 
Pronunciation exercises
All experts agreed that students can learn Dutch pronunciation better with the system 
than without it. This is mainly based on the fact that currently they cannot spend a lot 
of time on pronunciation within their lessons although they think that it is important. 
Furthermore, they do not know of any real possibilities for students for practicing 
pronunciation at home. Two applications are mentioned with which students can 
practice pronunciation by repeating and replaying their own utterances, but the 
experts think these programs are less valuable than the DISCO system because they 
do not give the feedback required.
 One expert experienced problems in the feedback for some specific vowel 
sounds.  This is probably due to the regional variety of Dutch spoken by the expert. 
Although the pronunciation error detection algorithms are trained using data from a 
large number of speakers who speak different varieties of Dutch, there is a limit to the 
amount of variation that the system will consider correct.
 Some experts think that the corrective feedback the students receive might not 
be sufficient to solve their pronunciation problems. Two experts specifically argue 
that once a problem is found in the context of the dialog, this problem should 
afterwards be dealt with in isolation before it can be brought back into the context. 
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Since there can be different causes for a “pronunciation” problem such as (1) an 
erroneous grapheme-to-phoneme mapping, (2) difficulty in the auditory discrimination 
of certain sounds and (3) a production problem, the experts suggest adopting 
different strategies for the various errors. For instance, if the cause of the problem can 
be found, an appropriate piece of information or exercise should be offered. This 
could for example be a sound discrimination exercise, a video/animation showing 
how to pronounce certain sounds or a production exercise.
 
Morphology and syntax exercises
Some experts estimate that the added value of the morphology and syntax exercises 
is lower than that of the pronunciation exercises. These experts state that they already 
pay a lot of attention to these topics in their lessons using textual exercises. On the 
other hand, all experts think that exercises that make use of the spoken modality are 
different from textual exercises; i.e., they think that students will learn something extra 
or different from the exercises using spoken output. One expert thinks that the 
exercises that make use of predefined ‘blocks’ of text are useful from a pedagogical 
perspective in the sense that in this way problematic constructions can be elicited 
and tested in a structured manner.
 All experts consider the four types of error classes in both the morphology and 
syntax exercises adequate. One expert suggests that exercises related to the 
conjugation of past tense verbs be added.
 
User interface
All experts agree that the system is relatively easy to use and they were all able to 
work with the program after a short introduction. One expert says that a video tutorial 
or on-screen instructions in the first session would be useful for most students. Some 
experts experienced problems with the automatic end-of-sentence detection, which 
sometimes stopped the recording before they were finished speaking.
 One expert proposes that, in case of detected learner errors, only the word with the 
error should be repeated, which would be less annoying than repeating the whole 
sentence. This technique would also isolate the student’s problem. One expert 
mentions that the experience after successfully completing a dialog turn or remedial 
exercise could be made more rewarding in order to increase motivation. At this moment, 
the system reacts by colouring the prompt green and by automatically proceeding to 
the next turn or exercise. The expert suggests that a score bar representing the overall 
current performance of the student could be shown. Another expert argues that the 
language help, which can only be accessed after an error has been made, should be 
accessible at all times. Furthermore, the linguistic information should be formatted 
more clearly. One expert indicates that he thinks the automatic lip synchronization 
contains some errors and that this can be disturbing for the student.
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Content
We define the content of the system as the collection of all dialogs, remedial exercises 
and language help. The situations and topics in the dialogs and remedial exercises 
are considered suitable for the target student population. However, the language 
help, accessible after an error has been made, contains terminology that is possibly 
unknown even to high-educated learners. The experts suggest that the language help 
be based mainly on examples of correct and incorrect examples of language use.
 Several experts indicate that in some cases the response options in the exercises 
are too long. This will intimidate some students, forcing them to automatically choose 
the shorter option if one is available. Furthermore, it would be frustrating to repeat 
such a response entirely when an error is made.
 In the evaluation of the quantity of the content we assumed that the system would be 
used in parallel with a course of three months with two lessons per week. Most experts 
think that the number of remedial exercises is large enough to be used in such a course, 
although some experts would favour more remedial exercises. However, the number of 
dialogs is considered too small. Most experts suggest that when the system is used during 
the course one dialog a week would suffice, resulting in 10-14 dialogs. The dialogs should 
connect to the themes and linguistic structures that are discussed during the lessons in 
the course. The experts indicate that most of these themes are comparable across 
different teaching methods and constitute everyday situations like travelling with public 
transport, going to the supermarket, going to the bank, hobbies etc. Within these themes 
different language functions such as agreeing/disagreeing, complaining, greeting, giving 
opinions, making appointments, invitations, offers, requests, suggestions etc., should be 
learned. Ideally, all of these should be implemented in the dialogs and remedial exercises. 
 At the moment, creating and modifying content in the system is not straightforward. 
The option of creating one’s own content is seen as a welcome option by most 
experts if this were not a time consuming process. One expert suggests that she 
would like to make her own short dialogs so that her students could practice these at 
home and that she could discuss them during the following lesson.
 
Low-educated learners
We asked the experts whether the system would also be suitable for other student 
populations than the initial target population (see Section 5.2.1), such as low-educated 
students. The experts argue that these low-educated learners would need an adapted 
version of the content. For these students, the difficulty level of the vocabulary used 
in the dialogs and exercises was considered to be unsuitable. Also the language help 
was considered unsuitable for them because they are not familiar with the linguistic 
concepts presented.  Furthermore, for these students the dialog interaction should 
be tightly scaffolded by using, for example, an introductory video so that they know 
what to do in the dialog.
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Practical considerations
Almost all experts have the means to let students use the system, which requires 
computers with an internet connection and headsets. However, it should be noted 
that the DISCO system is mainly intended to be used by students at home with 
minimal help from their teachers. The experts think that this is possible and that both 
high- and low-educated learners possess the basic computer skills to operate the 
system. Furthermore, a couple of experts mention that almost all of their students 
know how to work with a headset because of their familiarity with voice chat software 
used to communicate with friends and relatives abroad.
 Some experts had had negative experiences with using technology in their 
courses, mostly because of software errors, although the use of technology is 
encouraged in their work environment. The problem for these experts was that they 
could not easily solve these problems themselves and that the errors took up valuable 
class time. 
 One expert was concerned that she would not easily be able to check whether 
the system is working properly and that her students might get incorrect feedback. 
The other experts mostly indicate that they do not feel the need to control all the 
learning tools their students use and that these tools would probably enhance 
learning when students practice more by using them. 
 Most experts expect the students to enjoy working with an interactive system like 
the DISCO system, which will enhance their motivation. A couple of experts mention 
that during speaking lessons in the classroom the extroverted students are usually 
more active and predominant. On the other hand, the introverted students, whose 
Dutch speaking is usually worse, are less active. These experts argue that for the 
introverted students, a program like the DISCO system would be especially helpful 
because they can practice their speaking in a socially safe environment and in an 
interactive manner.
5.4.3 User testing
Teacher testing
Fig. 25 shows the histograms of the teachers’ answers to the questionnaire. The 
labels above the histograms coincide with the labels in Table 17. The first three 
questions (PE1, PE2, PE3) regarding performance expectancy are all answered 
positively. That is, the teachers agree that students would better be able to learn the 
pronunciation, morphology and syntax of Dutch with the DISCO system than without 
it. The content of the system (PE4) as it is right now, is not unanimously deemed 
sufficient. Regarding the time that could be saved in the classroom by using the 
system (PE5), there seem to be two separate groups of teachers. This can be 
explained by the fact that teachers who did not think that they would save time 
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generally did not pay a lot of attention to oral proficiency during their lessons. On the 
other hand, the teachers who spent time on speaking thought that they could gain 
extra time by using the system. Most of the teachers were not afraid that they would 
teach their students incorrect information by employing the system in their courses 
(PE6).
 The teachers generally think that the system is easy to use (EE1), compatible with 
their current teaching methods (EE2) and not frustrating to use (EE4). Some teachers 
do not think that their students have all the knowledge to use the system successfully 
Figure 25   Results of the teacher questionnaire. For each question the histogram of 
the answer categories is plotted
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(EE3). This can be ascribed to the fact that the vocabulary is sometimes deemed too 
difficult and that the learner might not be familiar with the terminology used in the 
language help. 
 Most teachers have the means to use the program (FC). The ones who did not, 
state that this is because of the fact that they occasionally work at locations where 
computers and headsets are not available. The teachers generally agree that, if their 
budget allowed it, people in their work environment would support them in using the 
system (SC). All of the teachers would like to use the program (IOU). 
Student testing
The results of the student-testing questionnaire are summarized in Table 19. Because 
of the small sample size, we only report the mean answer score for each item. The 
trend seems to be that the students agree with the positive statements about the 
system. In summary, the students think that the graphical interface is responsive and 
visually attractive and that the different types of exercises are helpful and enjoyable. 
The students rate the system with a 7.8 out of 10. 
 Besides the questionnaire, the students were also able to give suggestions and 
other comments. One student mentioned that she found it annoying that she had to 
repeat the entire sentence when she has made one single error and that she would 
like to have the ability to go back in the dialog to review her mistake(s). Another 
student mentioned that it was sometimes irritating that the system “would not hear” 
her. This referred to the automatic end-of-sentence detection, which sometimes 
stopped the recording too early or too late. One student recommended adding 
exercises about the perfect and imperfect tense.
5.5  Discussion and perspectives for future research 
and development
We will now discuss the most important findings of this study encompassing both 
specific feedback about the system as well as more general suggestions on deploying 
ASR technology in CALL. In general we found that both domain experts and potential 
users were positive about the performance and user-friendliness of the system. This 
indicates that the system is currently in such a state that it can empirically be tested 
on a larger scale. However, we think that we can learn several important lessons from 
the three different evaluations. These could be taken into account when improving 
the present system and when developing other ASR-based CALL systems (see 
Section 5.5.1). In addition, there are also remarks that can inspire future research and 
development (see Section 5.5.2). 
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5.5.1 Discussion
The results of the evaluations indicate that both experts and students have a clear 
preference for having the students correct problematic elements in isolation rather 
than having to repeat the whole sentence in which the error appeared. Furthermore, 
from the usability review we found that after an error has been made and feedback 
has been provided, it is not always immediately clear which actions could or should 
be taken by the learner. To help alleviate this potential problem, on-screen pointers 
can be given during first-time use, which should explain when and why to use certain 
functionality.
 The experts found the morphology and syntax exercises useful although they 
already teach these topics using text-based exercises. Apparently the experts think 
that spoken interaction has an added value compared to written interaction. They 
also think that by doing these exercises, students are stimulated to speak more in the 
target language and hereby become more comfortable speaking it.  This is in line 
with arguments adduced to support the output hypothesis in the field of second 
language acquisition (Swain, 1985; DeBot, 1996), with views on the importance of 
speaking practice for improving L2 pronunciation (Kendrick, 1997), and the 
importance of skill-specific practice for language learning in general (DeKeyser & 
Sokalski, 1996; DeKeyser, 2007).
 Although in the context of DISCO the content was clearly a means rather than a 
goal in itself, we thought it would be informative to ask questions about the content. 
The expert review does indeed reveal that the content is a crucial factor in the 
deployment of CALL systems. This was apparent from the varying opinions of the 
experts on, for example, the dialog topics, the required vocabulary and the language 
usage in the language help. These different opinions are caused mainly by differing 
teacher preferences and students’ needs. From this perspective it is clear that there 
can be no one-size-fits-all CALL system that would help students improve their oral 
proficiency. It should therefore be possible to both modify existing content, as well as 
to create new content in a simple manner, using an intuitive interface. However, in 
relation to ASR this would require specific additional functionalities. The new content 
should be automatically evaluated in order to assess whether it is appropriate from 
an ASR point of view. By way of illustration, the words used in an exercise should be 
available in the lexicon employed by the ASR. Furthermore, these words should not 
be confusable from an acoustic/phonetic point of view because this makes it difficult 
for the ASR to keep them apart. Along these lines, the system could discard an 
exercise in which the words ‘ga’ and ‘gaan’ have to be discriminated, but accept an 
exercise with the words ‘jij’ and ‘jou’. This validation might be implemented by 
calculating phonetic distances between the possible words or sentences within the 
exercise and discarding exercises that contain words or sentences that are too similar 
phonetically. The challenge for the content creator then is to devise exercises that fit 
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the pedagogical needs of the student and are also appropriate from the perspective 
of ASR.
 During the expert review (see Section 4.2.1), some experts stated that the 
corrective feedback the students receive might not be sufficient to solve their 
pronunciation problems and that the learning process could be more structured 
around a pedagogical strategy that adopts knowledge about what causes problems 
in oral proficiency (see also, Engvall & Bälter, 2007). Different problems should be 
addressed by adopting different strategies and by offering different remedial 
exercises. The current DISCO system was not designed with these different types of 
pedagogical strategies in mind, but in principle it is possible to add different training 
strategies depending on the nature of the error. This could be achieved in a very 
simple, deterministic way by deciding beforehand which errors belong to which 
category and by relating error category to training strategy and remedial exercises. 
Alternatively, in a more advanced system error categorization could be one of the 
tasks performed by the system itself, but it is clear that this would require further 
research, as will be explained in the following section.  
5.5.2 Future research and development
In a more intelligent ASR-based CALL system it should be possible to include tailored, 
diagnostic exercises and tests to establish what caused a pronunciation error. The 
system would then assess performance in such exercises and connect the results to 
possible training strategies and remedial exercises. While for certain pronunciation 
errors it might be relatively easy to establish the cause, for others this may be highly 
complex, which implies that the development of appropriate diagnostic tests would 
require further research. 
 Further research would also be necessary to improve the existing DISCO system 
with respect to a number of points. As explained in the introduction, the objective of 
the evaluations reported on in this paper was not to assess the performance of the 
ASR and pronunciation error detection modules in isolation. Rather, we evaluated the 
system as a whole. The participants who worked with the system were generally 
positive about the ASR and error detection performance. However, there are still 
problems that need to be investigated. First, as discussed above, in the DISCO 
system ASR performance is heavily dependent on the content of the exercises. There 
are still exercises in the current system that should be modified or probably be 
removed to achieve better performance.
 Second, one expert noted that, within the pronunciation exercises, the system 
sometimes detected errors in her utterances, even if she thought she did not produce 
incorrect sounds. In the expert review we mentioned that this possibly was caused by 
the regional variety of Dutch that this expert speaks. This touches upon one of the 
most central problems in automatic pronunciation error detection, namely defining 
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what should be considered ‘correct’ and what should be considered ‘incorrect’ 
pronunciation.
 Most experts agreed which target sounds are problematic for DL2 learners, and 
they thought that these are mostly in line with those addressed in the DISCO system. 
However, human listeners do not always agree about which of these target sounds 
contain pronunciation errors in non-native speech (van Doremalen et al., 2012), which 
causes problems in the development and evaluation of pronunciation error detection 
algorithms. Moreover, we found that most DL2 teachers do not have clear-cut ideas 
about when and how to give feedback on pronunciation problems.  It is therefore very 
difficult to evaluate how pronunciation error detection algorithms perform without the 
context of a real application, and it is not clear what the impact of the technical 
performance of error detection algorithms is on the learning process. Note that the 
algorithms used for pronunciation error detection are also relevant for the detection 
of morphological errors, as in Dutch the latter often manifest themselves as slight 
acoustic variations of the target form (for example, the presence of absence of schwa, 
/t/ and /n/).  We envisage that by testing the current DISCO system on a larger scale 
and by monitoring the system usage and user feedback, the most important and 
tenacious problems with error detection and ASR will become apparent and that 
these problems can in turn be addressed in the context in which solving them can 
directly improve the learning process. 
 
5.6 Conclusions
In this research we have evaluated the DISCO ASR-based CALL system from three 
different perspectives. From these evaluations, we can conclude that domain experts 
and users (DL2 teachers and students) are generally positive about the system and 
intend to use it if they get the opportunity. Several recommendations have been 
made to improve the system, which range from specific changes and additions to the 
system to more general statements about the pedagogical and technological issues 
involved.
 These recommendations can be used to improve the DISCO system and to 
develop other ASR-based CALL systems so that they can be deployed and tested in 
a real-life setting, as well as be used as a research tool to investigate language 
learning processes.
 
 

Chapter 6
Concluding Remarks
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In this chapter, I will first summarize the results and knowledge attained during the 
research described in this thesis. Subsequently, I will delve into the limitations of my 
work and give suggestions for future research and development. 
6.1  Summary of results
In Chapter 2, I have presented several exploratory speech recognition and utterance 
verification experiments carried out using existing non-native speech data. In these 
experiments, I simulated the ASR tasks hypothesized to be later implemented in a 
CALL system prototype. By employing acoustic model retraining and constrained 
language models that take into account the large number of filled pauses present in 
non-native speech, I was able to attain lower error rates than a baseline system. 
These results emphasize the importance of designing task-specific language models 
based on the phenomena encountered in the speech of target users. They also 
suggest that non-native, L1-dependent or speaker-dependent acoustic modeling 
can be beneficial for increasing the accuracy of the speech recognition component 
in a CALL system. 
 Besides experiments in speech recognition, I have also developed a sentence- 
level based UV mechanism that includes multiple features in a logistic regression 
framework. The baseline system only utilized a single acoustic likelihood ratio, and by 
adding features that indicate abnormal phone durations, I was able to significantly 
improve this baseline system. The duration-based features provide the UV system 
with relevant information that it otherwise, based on HMM-based likelihoods alone, 
would not have.
 In Chapter 3, I discussed a study in which we investigated the automatic detection 
of pronunciation errors. More specifically, I investigated which pronunciation errors L2 
learners make when producing Dutch vowels and how these errors can be detected. 
 A measure based on logistic regression modeling including multiple acoustic 
likelihood ratios was compared to several existing pronunciation quality measures. 
The former measure was significantly better able to predict pronunciation errors as 
annotated by human transcribers. Presumably, the reason for this is that this measure 
more accurately models the (substitution) patterns governing specific pronunciation 
errors. These results again suggest that developing dedicated technology for a 
certain task and target group is crucial for achieving better performance. 
 In Chapter 4, the implementation of a CALL system prototype was presented. 
The implementation of the speech processing components in this prototype was 
mainly based on the findings presented in Chapter 2 en 3, although, due to practical 
constraints, I was not able to implement all performance-enhancing features. In 
Chapter 5, I evaluated the resulting system prototype using a number of techniques 
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such as usability reviews, expert reviews and user tests. Furthermore, in Chapter 4, I 
performed an initial evaluation of the technical performance of the prototype. Based 
on these studies I can conclude that currently we are at a good starting point in terms 
of tools and techniques to further investigate the performance of real-life ASR-enabled 
CALL applications.
6.2  Limitations and suggestions for future research
In the speech recognition experiments described in Chapter 2, we saw a significant 
improvement in error rate after acoustic model retraining. However, the recording 
conditions of the non-native speech, on which the baseline models were retrained, 
were more similar to the test material than the native recordings. Therefore, instead of 
the more accurate modeling of non-native speech, the improvement can at least 
partly be explained by the alleviation of the recording condition mismatch after 
retraining. Experimentation and development are therefore needed to assess how 
state-of-the-art training and adaptation techniques (such as those described in 
Selouani & Alotaibi (2013) and Imseng et al. (2011)) in specific applications can best 
be applied to improve recognition accuracy.
 For the speech recognition tasks facing the CALL system described in Chapter 
4 and 5, I estimate that the relative advantage of more precise acoustic modeling is 
tied to the content of the exercises: the more confusable the predicted responses in 
a certain exercise are, the more important precise acoustic modeling becomes. To 
test this hypothesis, experiments based on sets of predicted response sets with 
varying phonetic confusability and different acoustic models are necessary. Using 
these results, one could determine the amount of effort to invest (development-wise) 
in more precise acoustic modeling, such as through speaker-adaptation techniques. 
Furthermore, if a confusability metric can be derived that is a good indicator of 
recognition performance, this can be used as a criterion for automatically deciding 
whether exercises created by teachers are feasible from an ASR perspective, which 
facilitates content creation. 
 In Chapter 2, I described an Utterance Verification (UV) algorithm that was used 
to either accept or reject recognized sentences based on a confidence measure. For 
certain tasks, such as multiple choice exercises, verification on a sentence level is 
possibly too crude a procedure. By way of illustration, in the case where a learner has 
to utter the words “I want to travel by ...” and has to choose between the options 
“airplane”, “train” and “car”, UV should probably be performed on two levels: the 
sentence level and the word level. 
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 The reason for this is that when a learner utters a response that is only incorrect 
for one specific (crucial) word, this probably would be incorrectly accepted by the 
sentence-level based UV. In that case, it could possibly be correctly rejected by a 
word-level based UV using a form of Out-of-Vocabulary (OOV) word detection (see 
Kombrink et al. (2009) for a recent example).
 It is important to note that, at the beginning of my research, the recognition and 
verification tasks the prototype would have to be able to perform were roughly clear, 
but the exact parameters, for example the number of possible responses and the 
degree of confusability between these responses, were not. Furthermore, although 
the data I used in my experiments consisted of non-native speech from low-proficient 
speakers, the mode in which it was recorded was not the most accurate match to that 
of the current system. As we now have developed the prototype it is only logical that 
we should focus on recording new speech data using our system. This data will be 
very valuable as it gives us insight into the problems that our system faces during 
realistic usage. By analyzing the types of system errors and hypothesizing the 
phenomena that cause these errors, one should better be able to solve relevant 
problems and directly monitor whether solutions are effective. For example, in my 
research on utterance verification, I simulated responses that need to be rejected by 
the system. By analyzing real system data, we will be better able to observe the 
responses that need to be rejected during realistic usage and this will help us to 
design better systems. In short, we will be able to obtain application-relevant models 
from a growing amount of application-relevant data.
 With regard to the experiments on pronunciation error detection presented in 
Chapter 3, I think there are a number of promising directions for improving the method 
presented there. These would include employing context-dependent and dura-
tion-related features, as these model important aspects of Dutch vowels that we have 
not yet investigated in detail. However, pilot experiments using features representing 
phonetic context showed promising results that we intend to further investigate in the 
future. For modeling pronunciation error phenomena due to perceptual assimilation 
in specific L1-L2 pairs, I think that employing native speech data from the L1 and the 
L2 would be a promising direction of research. For example, a pronunciation error 
where an L2 phone is substituted by a phone in the L1 that does not exist in the L2 
can be modeled by a likelihood ratio based on acoustic models trained on both L1 
and L2 speech. Although L1-independent technology is of course less costly to 
develop, the advantage of L1-dependent technology is clear: error patterns are more 
homogeneous and can thus be modeled more accurately.
 Besides improving existing technology, there are a number of fundamental 
challenges with regard to automatic pronunciation error detection methods. Mainly, 
this is because it is difficult to collect enough reliably annotated speech data to 
effectively train and evaluate these methods. Because it is very costly to let trained 
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transcribers annotate a vast amount of unprepared and unsegmented data, in our 
research we chose to let transcribers correct automatically generated transcriptions. 
This can, however, introduce a bias (Binnenpoorte, 2006). When annotations are 
made from scratch, the intra- and inter-transcriber agreement is usually low, which is 
problematic both for training and testing automatic methods. These observations 
indicate that it would take a very precise protocol, a large amount of training (for the 
transcribers) and probably transcriptions from multiple transcribers3 to obtain 
annotations that are reliable enough to be used in system training and evaluation. 
I think that this would be a highly time-consuming and costly way of collecting data. 
In addition, as explained above, the most effective CAPT systems can probably be 
built for specific L1-L2 pairs, which requires even more annotated data.
 I see two possibilities to approach this problem. One option would be 
crowdsourcing: one could take advantage of platforms like Amazon’s Mechanical 
Turk platform, through which Human Intelligence Tasks (HITs), such as annotation 
tasks, can be offered to an anonymous crowd of non-expert workers. An example of 
this methodology is described in Wang et al. (2013). A legitimate concern with this 
approach is the reliability of the annotations collected, as the contributing people 
remain anonymous and there is no way of properly controlling the conditions in which 
the task is performed. In Wang et al. (2013), the authors attempt to solve this problem 
by employing an algorithm based on the PageRank algorithm (Page et al., 1998) to 
filter unreliable workers.
 Another way of collecting annotated data would be to automatically generate 
artificial errors based on prior knowledge of error patterns. Broad statistics on the 
error patterns specific to the target group could be collected through expert 
knowledge and verified in a small number of non-native recordings. In collaboration 
with experts, clear criteria then need to be established for what should be considered 
correct and incorrect pronunciations of sounds, possibly on a gradual scale. 
Inherently to this approach, these criteria will differ depending on the pedagogical 
goals and the individual assumptions and viewpoints of the experts. Among others, 
the error patterns are likely to contain substitutions in the target language and errors 
where sounds in the L2 are mapped onto sounds in the L1, for example due to 
perceptual assimilation.
 The way the actual speech data can be collected would be to simulate errors in 
native speech data from both the L1 and the L2, for which it is more likely that accurate 
transcriptions already exist. These artificial errors could, for example, be introduced 
in the existing transcriptions through the inverse application of phonological rules that 
represent the error patterns. Correct examples, as well as incorrect examples in 
terms of substitutions in the L2, can be found in native L2 data. Furthermore, instances 
3 Note that by using multiple transcribers, disagreement is still an issue to be dealt with (Wester et al., 
2001).
Concluding Remarks | 129
6
of errors due to perceptual assimilation can be found in native L1 data. This procedure 
would result in a large-scale database that can be used to train pronunciation error 
detection classifiers.
 A very (if not the most) important aspect of a CALL system, which I did not 
discuss in this thesis, is of course the ultimate effect a system has on learning. 
Measuring this effect for the implemented prototype was not the goal of my research, 
as it is an extremely costly and time-consuming endeavor. However, for the 
advancement and practical applicability of ASR-enabled CALL systems and given 
the current state of available tools, I think it is both vital and feasible to put this issue 
high on the research agenda.
 As mentioned in Chapter 4, a good number of software components and tools 
are currently available to build various types of systems and we also have a reasonably 
good idea of the current technological limitations. However, we have no real way of 
assessing the true effectiveness of these kinds of systems. This is problematic, as the 
whole concept of improving current ASR-enabled CALL systems depends on the 
measurement of effectiveness. For example, in the case of automatic pronunciation 
error detection, it could be the case that attaining a higher level of pedagogical 
effectiveness is only possible by including specific, detailed information in the 
feedback. If current error detection algorithms cannot provide this information, it 
means that they should be adapted to suit these needs. Only if it is known what the 
most effective form of feedback should be, technological requirements can be 
refined. 
 Studying pedagogical effectiveness by long term follow-up studies is probably 
the most rigorous and scientifically valid approach. However, it is a very 
time-consuming process and the focus of such studies generally lies on only a few 
manipulated variables such as one feedback type versus another (see de Vries et al. 
(2011) for an example), while CALL systems have many variables that need to be 
optimized. To optimize the effect a specific system has on learning, it might be more 
beneficial to focus on processes that can be measured more quickly and easily. For 
example, there are theoretical grounds to assume that successful uptake is a step 
towards acquisition (Loewen, 2004). Successful uptake is defined as learner repair 
following feedback on an error. One could imagine that a system that optimizes the 
amount of successful uptake also has a beneficial effect on actual learning.
 A potentially attractive feature of using uptake as an evaluation measure, is that 
it can be measured automatically (if the system can accurately detect errors) and as 
such can be used within a session to adapt certain parameters of the system. This 
can be particularly useful because it is well known that there are individual differences 
in learning style. These parameters could for example be related to task complexity, 
task sequencing and feedback type and form.
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 Good system usability is probably a prerequisite for inducing a learning effect: if 
users cannot use the system effectively because of usability flaws, chances are the 
rest of the system’s features and parameters do not really matter. Most large usability 
problems can however be spotted quite easily. To optimize usability, I would therefore 
propose a method where small numbers of users are monitored while working with 
the system. The system can then incrementally be developed while small changes 
are made during a limited number of iterations. Such a short development cycle 
would guarantee that problems with a potentially large effect on learning, for example 
regarding the user interface, can be solved quickly. This process can be viewed as a 
way of optimizing the preconditions for learning to take place.
 Once the usability of a system has been established, it becomes possible to 
study the effect of variables such as task complexity, task sequencing, feedback type 
and form. To study issues for which no technology is yet available, a Wizard of Oz 
approach (Cabral et al., 2012) could be employed. If one is able to relate specific 
settings to observed user progression, for example instantiated as increased 
successful uptake, clear technological requirements could be formulated which, if 
implemented successfully, would presumably increase the effectiveness of a system. 
To conclude this thesis, I have found that designing interaction, developing content 
and technology, and studying resulting user-system interactions requires a 
collaboration of many fields of research such as second language acquisition, 
cognitive science, artificial intelligence and speech & language technology. Therefore, 
I hope the information presented in this thesis will stimulate interested parties to join 
forces in the investigation of ASR-enabled CALL systems and will ultimately make it 
possible for learners to practice their L2 speaking skills in a pleasant and effective 
manner.
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Achtergrond
Door het toenemen van mobiliteit en internationale contacten is er een groeiende 
behoefte aan onderwijs in vreemde talen. Het grootste deel van dat onderwijs wordt 
nog steeds  aangeboden via traditionele, klassikale lessen. Uit onderzoek is echer 
bekend dat studenten die één-op-één begeleid worden, beter presteren. Omdat 
individuele lessen echter erg kostbaar zijn, wordt gezocht naar technologische 
oplossingen om individueel onderwijs te simuleren. Nu al zijn er electronische (uitspraak)- 
woordenboeken, automatische vertaalservices, podcasts en video websites die taal - 
leerders extra hulpmiddelen en lesmateriaal kunnen bieden.
 De meeste van deze hulpmiddelen zijn echter gericht op lees-, schrijf-, en luister-
vaardigheden, terwijl de noodzaak van individuele training vooral hoog is bij het 
verbeteren van spreekvaardigheid. Om deze reden bestaat er al geruime tijd interesse in 
het ontwikkelen van systemen die spreekvaardigheidsoefening kunnen bieden door 
het inzetten van automatische spraakherkenning (ASH). In potentie kunnen systemen 
die gebruik maken van ASH leerders directe feedback geven op verschillende 
aspecten van spreekvaardigheid, zoals de uitspraak van klanken, woordvorming en 
grammatica. In het verleden heeft men ook geprobeerd dicteersoftware in te zetten 
binnen taalleerapplicaties, maar deze ASH-software bleek hier om verschillende 
redenen niet geschikt voor te zijn en het is duidelijk geworden dat voor taalleer-
toepassingen specifieke technologie ontwikkeld moet worden.
 Recent zijn er verschilllende commerciële taalleersystemen op de markt gekomen 
die gebruik maken van ASH. Deze systemen bieden vaak alleen feedback op 
uitspraak op zinsniveau in de vorm van een globale score. Alhoewel dit type feedback 
nuttig kan zijn, willen taalleerders vaak meer specifieke feedback op hun uitspraak, 
bijvoorbeeld op de individuele klanken die ze niet goed genoeg uitspreken. In onder-
zoekscontext zijn al verschillende algoritmes ontwikkeld om uitspraakfouten bij 
individuele klanken te detecteren. Deze algoritmes werken vrij goed wanneer het 
gaat om relatief grove fouten, maar ze blijken minder geschikt om subtiele uitspraak-
fouten te detecteren. Bovendien is de meerderheid van deze algoritmes niet getest in 
geïntegreerde systemen die gebruikt worden door echte taalleerders.
 In vergelijking met uitspraak is er in de literatuur over taalleersystemen die 
gebruik maken van ASH minder aandacht voor morfologie en grammatica. Dit kan te 
wijten zijn aan enige scepsis over de nauwkeurigheid van ASH, gekoppeld aan het 
idee dat morfologie en grammatica ook best geoefend kan worden middels schrijf-
opdrachten. Er zijn echter redenen om aan te nemen dat het oefenen van deze 
aspecten in de gesproken modaliteit een toegevoegde waarde heeft: het feit dat 
taalleerders grammaticale regels leren via schrijfoefeningen betekent niet automatisch 
dat ze deze regels toepassen tijdens het spreken. 
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Doel van het onderzoek
Het doel van dit onderzoek was na te gaan hoe ASH succesvol kan worden ontworpen, 
geïmplementeerd en geïntegreerd in applicaties voor het oefenen van spreekvaar-
digheid in een tweede taal. Dit onderzoek is uitgevoerd binnen het DISCO-project1 
(Development and Integration of Speech technology into COurseware for language 
learning), dat als doel had een prototype te ontwikkelen van een taalleersysteem 
voor het leren van Nederlands als tweede taal (NT2) dat gebruik maakt van spraak-
technologie. Het systeem zou feedback moeten geven op uitspraak, morfologie en 
syntaxis. 
 Aan het begin van het DISCO-project is een functioneel ontwerp gemaakt van 
een prototype in samenwerking met  verschillende partners zoals NT2-docenten en 
deskundigen op het gebied van computerondersteund taalonderwijs. Op basis 
daarvan zijn de functies van de spraakverwerkingscomponenten zoals de spraak-
herkenner en de uitspraakfoutendetectoren gedefinieerd. In mijn proefschrift ligt de 
focus op onderzoek naar de ontwikkeling en evaluatie van deze componenten. 
Hoewel de individuele evaluatie van de afzonderlijke componenten deels uitgevoerd 
kan worden met van te voren opgenomen spraak, moeten de basiscomponenten 
uiteindelijk geïntegreerd worden in een goed ontworpen leersysteem om het gewenste 
effect te bereiken. Het is daarom belangrijk om het geïntegreerde systeem te evalueren 
met echte taalleerders en docenten, om zicht te krijgen op de gewenste gebruikers-
ervaring. Om deze reden presenteer ik in dit proefschrift ook een eerste evaluatie van 
het prototype dat ontwikkeld is vanuit het DISCO-project. Daarnaast bespreek ik ook 
de implementatie van het prototype, zowel om andere onderzoekers en ontwikkelaars 
inzicht te verschaffen in de ontwikkeling van dergelijke systemen als om prioriteiten 
voor toekomstig onderzoek aan te kunnen geven. 
Hoofdstuk 2
In hoofdstuk 2 presenteer ik verschillende exploratieve experimenten over spraakher-
kenning en uitingverificatie. Dit laatste is het controleren of de door de spraakherken-
ner herkende uitingen overeenkomen met wat daadwerkelijk is gezegd door een 
spreker. Deze experimenten zijn uitgevoerd op basis van een eerder verzamelde 
database van Nederlandse spraak door NT2-leerders. In deze experimenten heb ik 
gepoogd de ASH-taken te simuleren die later uitgevoerd moesten worden door het 
prototype.
 Door hertraining van akoestische modellen met spraak van sprekers uit de doel - 
groep van NT2-leerders en het gebruik van ingeperkte taalmodellen die rekening houden 
met de grote hoeveelheid gevulde pauzes in de spraak van beginnende taalleerders, 
vond ik lagere foutenpercentages vergeleken met een baseline systeem. Deze resultaten 
1 Het DISCO-project maakt deel uit van het STEVIN-programma dat wordt gefinancierd door de  Nederlandse 
en Vlaamse overheden (http://www.stevin-tst.org).
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benadrukken het belang van de ontwikkeling van taakspecifieke taalmodellen en 
akoestische modellen die gebaseerd zijn op de spraak van doelgroepsprekers.
 Naast de spraakherkenningsexperimenten heb ik ook onderzocht hoe, na een 
herkenning met een ingeperkt taalmodel, geverifieerd kan worden dat de herkende 
uiting ook daadwerkelijk gezegd is. In deze experimenten heb ik gevonden dat het 
toevoegen van informatie over afwijkende foneemduren in de herkende uiting helpt 
bij het maken van het onderscheid tussen correct en incorrect herkende uitingen. 
Wanneer deze informatie toegevoegd werd in een logistisch regressiemodel vond ik 
lagere foutenpercentages dan in een model met alleen een akoestische waarschijnlijk-
heidsscore.
 
Hoofdstuk 3
In hoofdstuk 3 worden twee studies besproken waarin de automatische detectie van 
uitspraakfouten in Nederlandse klinkers is onderzocht. In de eerste studie heb ik 
onderzocht welke uitspraakfouten gemaakt worden door leerders van het Nederlands. 
In de tweede heb ik onderzocht hoe goed deze fouten automatisch kunnen worden 
gedetecteerd door bestaande algoritmes, en hoe deze algoritmes verbeterd zouden 
kunnen worden. Dit laatste bleek mogelijk door meerdere akoestische likelihood 
ratio’s te integreren in een logistisch regressiemodel. Deze regressiemodellen bleken 
significant beter in staat te zijn om uitspraakfouten te voorspellen. De reden hiervoor 
is waarschijnlijk te vinden in het feit dat deze modellen de specifieke foutpatronen in 
termen van verwisselingen van klinkers preciezer kunnen modelleren. Ook deze 
resultaten geven aan dat het cruciaal is om basistechnologie af te stemmen op 
specifieke taken en doelgroepen voor het behalen van lagere foutenpercentages.
 Andere mogelijkheden voor het verbeteren van uitspraakfoutendetectoren liggen 
in het toepassen van foneemcontextafhankelijke en duurgerelateerde maten, aangezien 
dit belangrijke onderscheidende eigenschappen van Nederlandse klinkers zijn die 
met de huidige maten niet volledig gemodelleerd worden. Wanneer het mogelijk is 
moedertaalspecifieke technologie  te ontwikkelen, zou ook gebruik gemaakt kunnen 
worden van akoestische modellen van de moedertaal om uitspraakfouten die 
gerelateerd zijn aan perceptuele assimilatie nauwkeuriger te modelleren.
Hoofdstuk 4 en 5
In hoofdstuk 4 presenteer ik de implementatie van het prototype dat ontwikkeld is 
naar aanleiding van het DISCO-project. Getracht is de implementatie van de spraak- 
verwerkingscomponenten zo veel mogelijk te baseren op de bevindingen van de 
eerdere hoofdstukken. Dit bleek, door praktische beperkingen, helaas niet overal 
mogelijk te zijn. Ik heb in dit hoofdstuk ook de resultaten beschreven van een klein - 
schalig experiment waarin de technische prestaties van het prototype getest zijn. 
Daarnaast heb ik op enkele andere manieren getracht een beeld te krijgen van de 
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sterke en zwakke punten van het protoype, te weten een bruikbaarheidstest, een 
expert review en een gebruikerstest (zie hoofdstuk 5). Uit de resultaten blijkt dat we 
ons momenteel in een goede uitgangspositie bevinden om de pedagogische 
effectiviteit van door ASH ondersteunde taalleerapplicaties grootschalig te kunnen 
onderzoeken.
 Met behulp van het ontwikkelde prototype is het mogelijk relevante spreek- en 
loggingdata te vergaren voor toekomstig onderzoek. Met deze data zouden verschillende 
taalleerfenomenen onderzocht kunnen worden. Ook is deze data zeer waardevol 
omdat het ons inzicht kan verschaffen in de problemen waarmee het systeem te 
maken krijgt tijdens realistisch gebruik. Via analyses van de fouten die het systeem 
maakt, kunnen nieuwe oplossingen voor relevante problemen eenvoudiger worden 
uitgetest.
Conclusie
Door de in dit proefschrift beschreven experimenten en evaluaties is een redelijk 
goed beeld ontstaan van de huidige technische prestaties van het prototype. We 
hebben echter niet getest in hoeverre het prototype daadwerkelijk effectief is voor het 
leren van het Nederlands. Het meten hiervan is een complexe aangelegenheid, 
omdat uitgebreide en langdurige studies nodig zijn om dit wetenschappelijk vast te 
stellen. Om het effect van een specifiek systeem voor een specifieke doelgroep te 
optimaliseren lijkt het daarom efficiënter te focussen op processen die sneller en 
gemakkelijk gemeten kunnen worden, zoals de automatisch gemeten verbeteringen 
die leerders vertonen tijdens de oefensessies of hun getoonde motivatie. Wanneer 
effecten op deze factoren, waarvan aangenomen wordt dat ze samenhangen met de 
verwerving van vreemde talen, gemeten kunnen worden naar aanleiding van specifiek 
gemanipuleerde variabelen als feedback type en vorm en taakcomplexiteit en volgorde, 
zou ook rekening gehouden kunnen worden met individuele verschillen tussen leerders.
 Voor het ontwerpen en implementeren van taalleersystemen is het van belang 
dat verschillende expertises, zoals tweedetaalverwerving, cognitiewetenschap, kunst- 
matige intelligentie en taal- en spraaktechnologie samen worden gebracht. Ik hoop 
dat de informatie in dit proefschrift geïnteresseerde partijen stimuleert om de krachten 
te bundelen en dat dit het uiteindelijk mogelijk maakt systemen te ontwikkelen die het 
oefenen van spreekvaardigheid zo plezierig en effectief mogelijk maken.
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Projects
DISCO Development and Integration of Speech technology into Courseware for language learning 
MPC My Pronunciation Coach 
ComPoli Communicatie en revalidatie DigiPoli 
DigLin Digital Literacy Instructor 
FASOP Feedback and the Acquisition of Syntax in Oral Proficiency 
ST-AAP SpraakTechnologie in AAP: Alfabetisering met een luisterende computer 
PEDDS Pronunciation Error Detection for Dysarthric Speech 
TQE Transcription Quality Evaluation
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Dankwoord
Dit proefschrift markeert voor mij het einde van een periode en het begin van een 
nieuwe. Op deze plek wil ik graag iedereen die mij in deze tijd geholpen heeft 
bedanken! 
 
Lou, ik heb grote bewondering voor je kennis en ervaring. Het was voor mij in het 
begin niet altijd makkelijk om om te gaan met jouw scherpe en eerlijke blik, maar ik 
ben ervan overtuigd dat het proefschrift er des te beter op is geworden. 
Helmer, je nuchtere en relativerende visie heeft me meer dan eens geholpen in het 
(her)structureren van mijn onderzoek. Ook wil ik je bedanken voor de mogelijkheden 
die jij me hebt geboden om in allerlei projecten kennis te nemen van ons vakgebied.
Catia, jouw schrijf- en organisatietalenten hebben mij vaak uit de brand geholpen. 
Daarnaast was bij jou altijd een luisterend oor te vinden, waar ik je erg dankbaar voor 
ben. Beide ook bedankt voor de leuke avonden bij jullie thuis, de jarenlange steun en 
natuurlijk de Italiaanse delicatessen!
Ik heb ook veel te danken aan alle partners uit het DISCO-project: Jozef, Frederik, 
Liesbeth, Margret, Ghislaine, José en Peter. Bedankt voor jullie harde werk en de 
gezellige bijeenkomsten. 
 Natuurlijk mogen ook de collega’s van de 8e niet vergeten worden! Eric, bedankt 
voor je steuntjes in de rug, je droge humor en schitterende Perl scripts. Louis, bedankt 
voor je aanstekelijke enthousiasme. Marijn, top om met een creatieve geest als jij 
samen te kunnen werken. Vanja, jouw organisatietalent kent vast grenzen, maar ik 
ben ze nog niet tegengekomen. Bart, mijn kamergenoot, bedankt voor het halen van 
grote hoeveelheden koffie en de muziekgesprekken. Steve, many thanks for your 
clever programming solutions and pop culture trivia. Ook aan mijn andere collega’s 
Henk, Suzan, Bert, Odette, Daphne, Eva, Barbara, David, Hella, Pepi, Lilian, Toni, 
Roeland, Job en alle anderen: bedankt voor al jullie hulp en steun!
 
Ik had dit proefschrift met significant minder plezier moeten bewerkstelligen zonder 
de broodnodige dosis desinteresse en afleiding van mijn vrienden (in omgekeerd 
alfabetische volgorde): Wim, Toon, Sjoerd, Niek, Joost (Chino), Jan-Kees, Geertjan, 
Geert, Floris, Daan, Bas, Arjan (Arie), Anthonie en Andreas.
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Bij deze wil ik ook van de mogelijkheid gebruik maken om de band te bedanken. 
De vele naamswijzigingen, gedenkwaardige optredens, oeverloze jam- en opname -
sessies en andere muzikale hoogtepunten zullen mij zolang de geest nog helder 
mag blijven voor de geest blijven. Jongens, bedankt voor jullie vriendschap! 
Daan, ouwe paranimf, bedankt voor je diepste psychologische inzichten, maar zeker 
ook voor je ondiepste. Niek, bedankt voor je… hoe zal ik het noemen? je joie de vivre.
 
Lieve papa en mama, jullie hebben mij altijd gesteund en gestimuleerd de wereld om 
mij heen te ontdekken en te waarderen. Hiervoor zal ik jullie altijd dankbaar blijven. 
Ook aan m’n schoonfamilie, mijn grote zus Iris, haar man Dennis, mijn lieve nichtje 
Zoë en die andere kleine: bedankt! 
Lieve (Dr.) Eeske, het lijkt me niet makkelijk om mij avondenlang wired in naar die 
MS-DOS-achtige schermen hebben moeten zien turen. Ik kan je niet zeggen dat dat 
nu voor goed over zal zijn, maar wel dat ik het zonder jouw liefde en steun niet 
aangekund had dit proefschrift te voltooien. Ik ben dan ook heel dankbaar dat we 
deze dag samen mee kunnen maken. En nu, samen op naar het volgende avontuur!
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Joost van Doremalen was born on the 27th of September 1985 in Breda, The 
Netherlands. After completing secondary education (VWO) in 2003, he moved to 
Nijmegen to study Artificial Intelligence at the Radboud University. In 2008, he 
graduated from the Master Language and Speech Technology. After graduation, he 
was asked to become the PhD candidate on the DISCO project. 
 His PhD project focused on computer-assisted language learning applications 
and he was involved in several research and valorisation projects concerning 
language learning and therapy. He presented his work at national and international 
conferences such as Interspeech and ASRU. In 2010, he received the best student 
paper award at Interspeech in Tokyo, Japan. Besides his research, Joost supervised 
several Master’s students and student projects.
 At this moment, Joost is working as a speech technologist and software 
developer at NovoLanguage BV. His work focuses on developing language and 
speech technology in innovative tools for language learning.
