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ABSTRACT 
 
The incremental core-drilling method (ICDM) is a technique to asses in-situ stresses that 
vary as a function of depth in concrete structures. In this method, a core is drilled into a 
concrete structure incrementally. The displacements which occur at each increment are 
related to the in-situ stresses by an elastic process known as the influence function 
method. 
 
The current research seeks to develop the analytical and numerical techniques necessary 
for use of the ICDM. In particular, the influence function method was adapted for general 
use in the ICDM. The sensitivity of the influence function method to changes in a variety 
of geometric and mechanical properties was investigated. Using finite-element 
techniques, a number of core-drilling procedures were simulated and analyzed. Measured 
in-situ stresses simulated in this manner were found to be within 5% of applied stress. 
 
An experimental program consisting of 9 core holes drilled in eccentrically loaded 
concrete plates was developed and executed. The average error of the technique was 
found to be less than 10% for top fiber stresses and 12% for stress gradients. Based on the 
experimental results, general recommendations were made about how an ICDM 
investigation should be planned for maximum accuracy of the in-situ stresses. It was 
concluded that as much of the available displacement data as possible should be used, 
and that at least three increments should be cored. 
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Chapter 1 : Introduction 
 
1.1 INTRODUCTION 
Reliable information about the in-situ state of stress in the concrete of an existing 
structure can be critical to an evaluation of that structure. This evaluation may be 
performed as part of a load rating determination, or it may be performed to determine 
whether repair or replacement of the structure is necessary. As an example, information 
about the in-situ state of stress in the concrete at the top of a bridge girder could be used 
to infer the effective prestress remaining in the girder. This information, in turn, would be 
useful in predicting the service load behavior and ultimate strength of the girder. 
 
The research presented in this report develops a non-destructive evaluation technique 
known as the incremental core-drilling method (ICDM). The ICDM involves drilling a 
core incrementally into a concrete structure and measuring the displacements that result 
after each increment. These displacements can be related to the in-situ state of stress by 
elasticity theory and a matrix technique known as the influence function (IF) method.  
Because the ICDM has the ability to account for non-uniform stress distributions, it is 
potentially applicable to a wide variety of structural members and stress states. The 
ICDM is classified as a non-destructive method because it allows the structure to perform 
its intended function after the investigation is complete. 
 
Previous researchers (McGinnis, 2005) used a technique called the core-drilling method 
to investigate stresses in simplified concrete structures. The core-drilling method is 
essentially a single-increment application of the ICDM. However, because the core is 
drilled in a single increment, stresses that vary as a function of depth cannot be 
investigated. Although the ICDM is significantly more complex in both its formulation 
and its experimental procedure, it can be used in different real-world situations where the 
core-drilling method will not be expected to yield accurate assessments of in-situ stresses 
because of these issues.  
 
Both the core-drilling method and the ICDM assume that the structure investigated is 
made of a homogeneous, isotropic material that does not absorb water. Obviously, real 
concrete structures do not fit these criteria due to the presence of reinforcing bars, the 
composite nature of the concrete material, and the sorptivity of concrete. WATER AS A 
LUBE. McGinnis (2006) developed a number of innovative ways to correct for the 
properties of real concrete structures. Methods for removing “apparent” stresses due to 
the presence of reinforcement, the absorption of the water used to lubricate the drilling 
process, and shrinkage stresses were developed analytically. When verified 
experimentally, the accuracy of the core-drilling method was found to be excellent after 
correcting for these factors. A similar experimental program is used in the current work 
to verify the accuracy of the ICDM, but specimens and protocol are designed to minimize 
issues associated with core-drilling water, shrinkage, and rebar. Any resultant effects are 
ignored. 
 - 3 - 
1.2 STATEMENT OF OBJECTIVES 
The objectives of the current research are: 
 
1. Formulation of the incremental core drilling mathematics and the production of 
influence function coefficient matrices useful for practical applications of the 
ICDM.  
 
2. Verification of these coefficients by finite element modeling.  
 
3. Parametric sensitivity investigation of the influence function coefficients to 
changes in input variables. Parameters investigated include material properties, 
geometric properties, and finite element type selection. 
 
4. Experimental verification of the incremental core-drilling method on simple 
concrete structures. 
 
The results of the current work will allow the application of the ICDM to realistic 
concrete structures. 
 
1.3 ORGANIZATION OF THE REPORT 
The rest of the report is organized into 9 chapters, each discussing a different aspect of 
the research. 
 
Chapter 2 provides technical background necessary for the understanding of the work. 
The incremental hole-drilling method is compared to other hole-drilling methods. From 
this comparison (especially a comparison to the ASTM method) the measurement 
configuration and basic single-increment stress-displacement relations are developed.  
 
Chapter 3 develops the theory for the incremental method. Working from the basic theory 
of single-increment procedures described in Chapter 2, the concept of IFs is explained. 
This is followed by in-depth derivations of the equations necessary for the incremental 
method.  
  
Chapter 4 explains determination of IF coefficients. This work is compared to currently 
published results for the hole-drilling method. Data is presented from several finite 
element models, including mesh refinement, size refinement, and model geometry 
information. IF coefficients are presented for a variety of interrogated-object thicknesses 
with typical concrete properties. To make the mechanics of this concept more 
understandable, worked examples with fully expanded mathematics are given for a 
simplified core drilling example. 
 
Chapter 5 presents the finite element work done to verify the accuracy of the coefficients 
developed in chapter 4. Mesh and size refinement data is presented for a verification 
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structure. Results for a variety of stress levels and stress gradients are presented, 
including a summary of error versus stress intensity and stress distribution.  
 
Chapter 6 includes sensitivity studies of several parameters, including material properties, 
in-plane dimensions of the interrogated object, and through-depth dimensions. The 
feasibility and accuracy of scaling the IF according to Young’s Modulus and hole size is 
also investigated. Mesh refinement, size refinement, and other model information are 
presented for models having different material and depth properties. IF coefficient 
matrices generated form these models are presented, and a method of incorporating these 
into any application of the incremental method is described. 
 
Chapter 7 describes the experimental setup used to verify the incremental core-drilling 
method experimentally. The materials, dimensions, and instrumentation used are all 
provided, as well as details of the digital image correlation (DIC) system used. A step-by-
step description of the loading process and the procedure necessary to obtain the relieved 
displacement measurements is provided.  
 
Chapter 8 presents the results of the experimental program. The materials used in the 
experimental specimens are characterized. Calculation of relieved stresses is carried out 
using the IF matrices calculated in Chapter 4. Comparison of these results is made to 
likely stress-strain patterns in the experimental specimens. 
 
Chapter 9 presents the conclusions drawn from the analytical, numerical, and 
experimental parts of the research. This chapter also includes recommendations for future 
work.  
 
1.4 SUMMARY OF SIGNIFICANT FINDINGS 
The analytical incremental core-drilling formulations developed by other researchers 
appear to describe the behavior of an incrementally-cored core hole in plain concrete 
well. The influence function method, as applied to the incremental core drilling method, 
was found to be theoretically very accurate. It was also found to be relatively insensitive 
to changes in material and geometric properties that might be common in realistic uses of 
the method. 
 
Simulated core-drilling procedures were analyzed with the method. Measured stresses 
from these numerical simulations were found to be accurate to within 5% of applied 
stresses. For numerical simulation of linear-through-thickness stress variations, an 
investigation of varying the number of drilling increments indicated that two-increment 
procedures have the highest potential for accuracy. However, in the experimental 
program, the variability of the measured displacements led to the conclusion that using a 
greater number of increments (from 3 to 6) yielded greater accuracy. 
 
An experimental program consisting of a total of nine cores investigated the accuracy of 
the incremental core-drilling method as applied to real structures having a linearly-
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varying stress through depth. It was found that the displacement patterns found generally 
matched those found during numerical simulations, but significant measurement noise 
was present. Total accuracy for all cores was within 10% for the top fiber stress and 
about 12% for the stress gradient through depth.  
 
1.5 NOTATION 
The following is a list of symbols and abbreviations that will be used in the rest of the 
report: 
 
A  dimensionless radial mean cumulative IF 
B  dimensionless radial shear cumulative IF 
C  dimensionless tangential shear cumulative IF 
Cmax  maximum degree of the assumed in-situ stress function expansion 
Cp  vector of the coefficients for the residual stress function expansion 
CDM  Core-drilling method 
D1, D2, D3 relaxed displacement for a given measurement configuration 
DIC  Digital Image Correlation 
E  Young’s modulus 
ERR  sum-squared solution error in the influence function matrix solution 
FE  Finite element 
G IF (mean radial, deviatoric/shear radial or deviatoric/shear tangential) 
H   dimensionless through-thickness position =  z/rm 
ICDM  Incremental Core-drilling method 
IF  Influence Function 
L  gage length 
N  total number of finite element simulated hole depths 
P, Q   residual stress functions of through-thickness position 
R  total number of increments used in core drilling procedure  
URij finite element radial displacement for a hole of depth hi with loading from 
the surface to depth hj 
URP   finite element relaxed radial displacement matrix due to unit mean stress 
VRQ  finite element relaxed radial displacement matrix due to unit deviatoric 
stress 
VRQ finite element relaxed tangential displacement matrix due to unit 
deviatoric stress 
a   outside radius of core hole 
c  index for the in-situ stress function expansion = 1…Cp 
ckl  coefficient for the dimensionless tangential shear IF 
e  relative residual matrix or other error measurement 
f  porosity 
f’c  compressive strength of concrete 
g  influence coefficient 
h  dimensionless hole depth =  z/rm 
hi  finite element simulated dimensionless hole depth 
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hj finite element simulated dimensionless extreme depth for interior loading  
i  index for the finite element simulated hole depth = 1…N 
j index for the extreme depth position of the finite element simulated 
pressure loading = 1…i 
k row index for the coefficient of the residual stress function expansion = 
1…n 
l column index for the coefficient of the residual stress function expansion 
= 1…m 
m  number of hj terms (columns) in the expansion of the IFs 
n  number of hi terms (rows) in the expansion of the IFs 
r  index for the number of increments in procedure = 1…R 
rm  measurement circle radius 
u  measured radial displacement 
uR  measured dimensionless radial displacement uR= u/rm 
uRij finite element dimensionless radial displacement for a hole of depth hi 
with loading from the surface to depth hj  uRij= URij/rm 
v  measured tangential displacement 
vR  measured dimensionless tangential displacement vR=v/rm 
vRij finite element dimensionless tangential displacement for a hole of depth hi 
with loading from the surface to depth hj = URij/rm 
z  through-thickness position 
zmax  maximum hole depth 
∆  displacement used to calculate strain 
α  angle measured counter clockwise from axis to point of interest 
αkl  coefficient for the dimensionless radial equibiaxial IF 
βkl  coefficient for the dimensionless radial deviatoric/shear IF 
γkl  coefficient for the dimensionless tangential deviatoric/shear IF 
θ  normalized water content 
σapp general term for the calculated applied stress applied to an FE model or 
specimen 
σcalc  stresses calculated from numerical procedure 
φc  polynomial for assumed in-situ stress function expansion 
ν  Poisson’s ratio  
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Figure 1-1: Illustration of measured displacements D1, D2 and D3 from points i, j and k 
in the incremental core-drilling method 
  
D1 D2 
D3 
i 
j 
k 
ui 
uj 
vk 
vj 
vi 
Measurement 
circle 
Outer edge of 
core hole 
uk 
θji 
θij 
Inner edge of 
core hole 
 - 8 - 
Chapter 2 : Background 
 
2.1 INTRODUCTION 
This chapter provides the conceptual foundation for the rest of this report. An 
understanding of the basic concepts presented in this chapter is necessary to understand 
material presented in later chapters. Three different types of information are presented. 
First, Section 2.2 compares the incremental core-drilling method to other types of non-
destructive in-situ stress determination. This section serves two purposes: to illustrate 
some of the features common to any in-situ stress determination method, and to show the 
advantages and limitations of the incremental method within the broader framework of 
already existing in-situ stress determination methods. Second, Section 2.3 presents the 
theoretical background relating displacements to in-situ stresses for a single-increment 
core drilling procedure. The concepts presented in Section 2.3 are developed further in 
Chapter 3 for the incremental procedure. Finally, Section 2.4 reviews the mechanical 
properties of concrete that are important for the incremental core-drilling method. 
 
2.2 COMPARISON OF THE INCREMENTAL METHOD TO EXISTING 
METHODS OF MEASURING RESIDUAL STRESS 
Research on non-destructive or semi-destructive methods of determining in-situ stress in 
a variety of engineering materials has been ongoing for over 80 years. Mathar (1934) was 
one of the first researchers to propose that stresses in an object could be determined by 
measuring displacements around a hole drilled in that object. His research was especially 
important because it recognized that the hole drilled needed to be small enough in both 
diameter and depth so that the object being studied could still perform its intended 
function. In the following sections, several of the well-developed in-situ stress 
determination methods will be reviewed. 
2.2.1 ASTM Hole Drilling Method 
 
Since the invention of non-destructive hole-drilling techniques in the 1930s, a large 
number of researchers have contributed to improving the accuracy and versatility of this 
method. Because of the number of researchers involved and the time period over which 
they have worked, the amount of literature on hole-drilling methods is extensive. For a 
detailed list of articles and papers on hole-drilling techniques, the interested reader is 
directed to McGinnis (2006). 
 
Much of the research done on hole-drilling techniques has been distilled into an ASTM 
standard. ASTM E837-01e1 2008 provides a standardized method by which residual and 
surface stresses can be determined by drilling a small (1-2mm diameter) hole in the 
center of a specialized strain gauge rosette, shown in Figure 2-1. The rosette measures 
radial strain relaxation around the hole. The measured strain can then be used to compute 
the stress state in the object. 
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The simplest hole-drilling case is when a hole that penetrates the object completely 
(termed a thru-hole) is drilled in an object that has the following properties: 
 
1. Homogeneous, isotropic, linearly-elastic material; 
2. The specimen is large in comparison to the hole size; 
3. Existing stresses do not exceed 50% of the object’s yield stress; 
4. No variation of stress with depth (i.e. stresses are not a function of depth into the 
material); 
5. No variation of stress around the area of the hole (i.e. stresses do not vary in the 
plane of the object); 
6. Plane stress conditions exist. 
 
The ASTM method is reported to give excellent results when these conditions are 
satisfied (Schajer 1988b, Beghini 1998). Conditions 1, 2, and 6 are particularly important, 
as the ASTM standard uses the theory of elasticity to solve the hole-drilling problem as a 
through-hole in an infinite thin plate with a uniform stress through depth. Figure 2-2 
shows this condition. Using the theory of elasticity, the relationship between strain and 
in-situ principal stresses is computed: 
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and a is the hole radius, r is the distance at which the strain is measured, E is the modulus 
of elasticity, ν is Poisson’s ratio, and α is the angle (measured positive clockwise) from 
the x-axis to the direction of maximum principal stress. A and B are calibration constants 
dependent on the geometry of the strain gauge used, and the size (radius and depth) of the 
hole drilled. The three unknowns ( maxσ , minσ , and α) in Equation 2-1 can be solved by 
using the three measured strains from the rosette. Equation 2-1 then becomes: 
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Where ε1, ε2, ε3, are the strains from the rosette and β is the angular measurement from 
gauge 1 of the rosette to the direction of maximum principal stress.  
 
This form of the ASTM standard represents the simplest case of in-situ stress 
determination: a thru hole drilled in an infinite thin plate with a uniform stress. This can 
be solved in closed-form using the theory of elasticity.  
 
Rarely, however, is this problem of practical importance in engineered structures. More 
often, one or both of the following complicating factors are present: 
 
1. The object is so thick that the drilling of a thru-hole is impractical. Therefore, a 
blind hole must be used; 
2. The object has a varying stress through its depth. 
 
These two complicating factors, illustrated in Figure 2-3 and Figure 2-4, are common in 
structures that are likely candidates for the incremental core-drilling method. 
 
No solution from the theory of elasticity is available to correlate displacements or strains 
to stresses for a blind hole due to the complexity of the problem. However, numerous 
researchers (Schajer 1988, Beghini 1998) have formulated ways to deal with the blind 
hole problem. Schajer (1988a, 1988b) proposed calibration constants that are independent 
of material properties that can be used in place of the constants A* and B* in Equation 
2-1. These coefficients are tabulated in the ASTM standard. 
 
It is difficult to derive closed form solutions for the case of stresses varying through the 
depth using standard elasticity methods. However, with the advent of accurate finite 
element software, numerous approaches have been proposed including the power series 
method (Schajer 1981), the integral method (Schajer 1988) and the IF method (Beghini 
1998, 2000). The IF method is preferable to the other two in the ICDM because it 
provides a continuous solution – meaning that cores of any depth can taken and used. 
 
In the IF method the hole is drilled in increments, and using calibration matrices 
calculated by finite elements, the relaxed deformations produced in each increment are 
related to the stress profile in the object. This method has the advantage that the IFs are 
continuous, meaning the calibration matrices can be used for any number of increments 
and for a variety of ultimate hole depths. For this reason, the incremental core-drilling 
method relies on this technique. The mathematics for this technique, as applied to the 
core-drilling method, are explained in Chapter 3. 
2.2.2 Concrete Core Trepanning 
 
Kesevan, Ravisankar, Parivallal and Sreeshylam (Kesevan et al. 2005) have proposed an 
in-situ stress evaluation technique for concrete that involves bonding a strain gauge to the 
surface of the concrete and then coring a hole around the bonded gauge. An advantage to 
the method is that the strains released on the core itself can be quite large, depending on 
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the nature of the stress being investigated. The researchers determined that for the 50 mm 
diameter core hole size investigated, 30 mm long strain gauges gave the best results, and 
that the maximum strains were released at a drilled depth of approximately 30 mm. This 
method has several disadvantages when compared to the incremental core-drilling 
method. First, the strain gauge must be bonded to the structure in question and must stay 
bonded through the coring process. The incremental core-drilling method does not 
require any fragile attached instrumentation. Second, the strain gauge must be aligned 
with the direction of maximum principal stress. This is not always known a priori. Third, 
the wiring for the bonded gages must be kept undamaged and out of the way during the 
coring process (or re-attached after every coring increment), which might be difficult in a 
field situation. 
 
2.2.3 Indirect and Direct Hole-Drilling Method For Concrete 
Buchner (1989) has presented the indirect hole-drilling method as a way of determining 
stresses within concrete structures. The indirect hole-drilling method is method very 
similar to the incremental core-drilling method in that it involves drilling into a stressed 
concrete structure and relating relieved displacements to the existing stress state. 
Displacement measurements are provided by an array of vibrating wire strain gauges and 
demountable mechanical strain gauges (DEMEC) as shown in Figure 2-5. The indirect 
hole drilling method has the advantage that the direction of principal stress need not be 
known before testing. However, the indirect hole drilling method does not provide a 
method for dealing with stresses that vary through the depth of an object. A further 
problem is again presented by the need to protect the strain gauges during coring. 
 
The direct hole drilling method for concrete was presented by Merhkar-Asl in 
collaboration with Buchner in 1989. The direct method is very similar to the indirect 
method both in theory and instrumentation. However, in this method, a circular jack is 
inserted into the drilled core-hole and energized to provide a restoring force that returns 
the relaxed strains to zero. This test has all the limitations of the indirect method; 
however, the circular jack provides a method by which the elastic modulus of the 
concrete can be determined in-situ. This is a distinct advantage as increased accuracy in 
the measurement of E translates directly to improved accuracy in the resulting stress 
measurement for any hole-drilling method. 
 
2.2.4 Full-Field Optical Hole-Drilling Technique 
In the ASTM standard hole-drilling method, only three scalar quantities (the three strains 
measured in the rosette) are involved in determining the stress state within the 
interrogated object. Both Baldi (2005) and Schajer (2005) have proposed algorithms by 
which many displacement points can be captured using digital image correlation (DIC) or 
a similar technique. These points can then be used to determine the state of stress within 
the object to a (theoretically) much higher degree of accuracy. 
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The DIC system used in the incremental core-drilling method collects the same amount 
of data as the full-field optical technique used by Baldi. However, as concrete is a much 
less homogeneous material than the metals for which the full-field technique was 
designed, there will likely be much more “noise” – innate random variation -- in the 
displacement field farther away from the core in the incremental core drilling technique. 
While a full-field technique would be theoretically better suited to this noisier 
displacement field, full-field techniques have never been successfully used on non-
homogeneous materials. For this reason, the current work uses only a subset of the initial 
DIC data – namely, displacements around a fictitious “measurement circle”. The 
measurement circle is located very close to the outer core edge to both increase the 
magnitude of the measured displacements and decrease the amount of noise in the data. It 
should be noted that the current work could be extended to a full-field technique very 
easily by creating concentric measurement circles. The procedure for extending the 
technique is explained in Chapter 4, and is cited as an avenue for future research in 
Chapter 9. 
 
2.2.5 Core-drilling method 
The core-drilling method (hereafter referred to as the CDM) is a single increment 
application of the ICDM and is analogous to the basic ASTM hole drilling method 
discussed in Section 2.2.1. In this method, a thru-hole is drilled in an object having a 
constant stress through its depth. McGinnis (2006) investigated the application of DIC, 
the effect of coring-water, the effect of reinforcing steel, and the effect of differential 
shrinkage on the accuracy of this method. After corrections for these factors, the in-situ 
stresses calculated in an experimental program were found to be accurate to within 10%. 
 
McGinnis found that the DIC system was highly suitable for the CDM. McGinnis used a 
stochastic pattern spray-painted on concrete specimens as a basis for the DIC system to 
compute displacements. Displacements predicted by FE simulations corresponded with 
those found by DIC (McGinnis 2006). An important practical conclusion was that the 
DIC pattern was found to be unaffected by coring water and debris. In addition, the 
constant cleaning of the pattern necessary to capture images was found not to degrade the 
overall quality or accuracy of the pattern. 
 
Steel reinforcement was found to have a significant impact on the accuracy of the stresses 
found using the CDM. McGinnis found via FE analyses that in-situ stresses could be 
underestimated by up to 18% for a 25mm bar, depending on the proximity of the bar to 
the core and the amount of cover over the bar. In experimental applications, a 36mm bar 
15mm from the core with 57mm of cover was found to affect the calculated stresses by 
around 20%. The stresses could be effectively corrected by adjusting the acquired 
displacements according to predictions based on FE analyses. 
 
Core drilling water was found to introduce “apparent” hydrostatic stresses in dry concrete 
specimens. These stresses were due to changes in the displacement measurements as the 
concrete absorbed coring water and swelled. In addition, young, drying concrete 
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specimens were found to have significant shrinkage stresses. McGinnis was able to 
correct for both these stresses by using FE analyses to remove the portions of the 
displacements due to swelling and shrinkage. Neither of these stresses were observed in 
saturated concrete specimens. 
 
It is important to note that while core drilling-water and proximate steel reinforcement 
apparent stresses are “incorrect” in the sense that they are not part of the structural state 
of stress, shrinkage stresses are very real and can be important to a structural analysis. 
The ICDM can be used to investigate shrinkage stresses and structural stresses directly, 
and in tandem. Therefore, while correction for core drilling water and proximate steel 
reinforcement would be necessary in a field use of the ICDM, correction for shrinkage 
stresses might not be made depending on the desired output of the investigation.  
2.2.6 The Incremental Core-drilling method (ICDM) 
The ICDM was developed by Turker (2003) as a more sophisticated alternative to the 
CDM. Whereas the CDM is limited to cases in which the stress in constant through 
depth, the ICDM can be used for any stress distribution. As mentioned previously, it is 
fundamentally similar to the incremental hole-drilling technique for ductile metals. The 
current work seeks to develop the theories presented by Turker into a practical method of 
structural investigation for concrete structures. 
 
It should be noted that using the core-drilling method and the ICDM in tandem is 
possible (and perhaps advisable) to increase the reliability of a structural investigation. A 
hypothetical stress investigation is presented in Figure 2-7 for a concrete I-girder. The 
stress distribution in the girder can be inferred in two different ways: either by finding 
two stresses a known distance apart or by finding the top fiber stress and finding the 
stress gradient. As shown in the figure, the core-drilling method takes advantage of the 
first method while the ICDM takes advantage of the second method. The decision of 
whether to use the ICDM or the CDM (or both) is dependent on the answer to a number 
of questions, including: 
 
1. Is the side or the top of the member more accessible? 
2. Can the core drilling equipment be safely and accurately positioned on the side of 
the member? 
3. Can the distance between the two cores of the core-drilling method be measured 
accurately enough? 
4. Is it structurally acceptable to drill multiple cores? 
 
While the ICDM is very similar to the core-drilling method in a number of respects, it 
provides a valuable method of investigation in situations where the core-drilling method 
cannot be used.  
2.3 REVIEW OF IMPORTANT CONCRETE PARAMETERS 
Concrete is a composite material composed of essentially two ingredients: aggregates and 
paste. Aggregates are usually subdivided into fine and coarse groups, with fine 
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aggregates being up to 9mm in diameter and coarse aggregates being up to 150mm in 
diameter (PCA 2005). Concrete also contains a controlled amount of void space in the 
form of entrained or entrapped air. Entrapped air usually refers to air that has been 
trapped in the cement paste during normal mixing and placing. Entrained air refers to air 
that has been purposely trapped in the cement paste by the use of a specially-designed 
admixture. Reinforced concrete contains mild-steel bars or high-strength steel wires 
designed to improve its behavior and tension and ability to resist cracking. Understanding 
the composite nature of concrete structures – the different densities, permeabilities, and 
mechanical properties of each component and how they interplay – is crucial to the 
understanding of the rest of this report. The following sections review concrete 
parameters important to the ICDM. 
 
2.3.1 Review of Moisture Movement in Concrete 
Entrapped air, entrained air, and microcracks compose the void space within any concrete 
specimen. The amount of voids in several different mixtures is shown as a proportion of 
the total mix in Figure 2-6. Because these void spaces are interconnected, concrete is 
usually treated as a porous media in fluid transport problems. The flow of moisture is of 
interest because the coring equipment usually used in the incremental core-drilling 
method uses water to flush debris from the core and as a lubricant during the coring 
process. Previous researchers (Buchner 1989) investigating in-situ concrete stress 
techniques have noticed this coring water can negatively affect the accuracy of such 
procedures.    
 
McGinnis (2007) thoroughly investigated the mechanism for this loss of accuracy. A 
basic treatment of water movement in concrete is included here to describe the way in 
which effects of core drilling water are treated in the current research. 
 
Porosity (f) is a parameter that affects the rate of fluid flow in concrete. Porosity is 
defined as a ratio between 0 and 1 of void spaces, VV, to the total volume, VT. 
 
T
V
V
V
f =  
2-3 
 
Only void spaces that are interconnected can contribute to fluid flow. For that reason, 
effective porosity, fe, is often defined as the ratio of connected void spaces to total 
volume. Because of its importance to fluid flow, f is often assumed to mean just the 
effective porosity, as is done in the rest of this report. 
 
Another parameter important to fluid-flow problems is the volume fraction of water 
content, θ, of a porous material. This quantity is expressed in much the same way as 
porosity: 
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where VT is the volume of water in the specimen. A more practical measurement is the 
normalized water content, θR: 
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where θS and θD are the operational saturated state and the operational dry state, 
respectively. This measurement can be thought of as a degree of saturation, and will take 
on a value between 0 and 1. It is often expressed as a percentage. 
 
Flow in concrete and other porous media can occur in one of two ways: the flow may 
occur due to a pressure head or it may occur due to capillary action. Capillary action can 
be effectively prevented by keeping the normalized water content at θT=1.00, i.e. by 
keeping the specimen saturated. If no fluid flow occurs due to capillary action and the 
specimen is kept saturated, no displacements due to changing concrete volume around the 
core-hole will be recorded.  
 
The experimental procedure designed to keep the specimens used in this research 
saturated is described in Chapter 7. While the effects of core drilling water on the non-
incremental CDM have been investigated (McGinnis 2006), effects of water on the 
ICDM have not. This gap in knowledge is cited as an avenue of future research in 
Chapter 9. 
2.3.2 Shrinkage Stresses in Concrete 
It is well known that concrete, even after it has cured, loses moisture to the environment 
through evaporation. This loss of moisture can lead to the development of significant 
tensile stresses within concrete structures, especially if they are highly restrained or very 
thick (PCA 2005). Control and construction joints are widely used to control cracking 
due to these stresses. However, stresses less than those needed to cause cracking will 
impact stresses as measured with the incremental core-drilling method.  
 
Moisture profiles for a specimen at two different times after curing are illustrated in 
Figure 2-8. The loss of water occurs only through exposed surface area, so any concrete 
structure will develop a moisture gradient varying from least saturated at the surface to 
most saturated at the center. Concrete loses volume as it dries, but the moister inner 
region effectively provides restraint from free shrinkage. Typically, (as shown) tensile 
stresses develop at the surface of drying concrete and compressive stresses develop near 
the center. Since theses stresses are internally-generated, they self-equillibrate (i.e. their 
sum is 0).  
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McGinnis (2006) determined that differential shrinkages stresses could affect in-situ 
stress measurements using the core-drilling method, but only under certain 
circumstances. It was determined that particularly high apparent stresses were generated 
by especially thick concrete specimens (over 300mm), especially young specimens 
(under 3 years old), and specimens subject to very dry ambient conditions. The 
specimens used in the current research will be cured in a saturated environment, and the 
moisture profile necessary for shrinkage to occur should not develop. The specimens 
tested in the current work should therefore not exhibit any shrinkage stresses. However, 
real-world applications for the incremental core-drilling method may exhibit any of the 
three conditions noted by McGinnis as causing significant shrinkage stresses. In practice, 
the engineer using the incremental method must decide whether the structure being 
investigated is likely to exhibit significant differential shrinkage. He or she must then 
decide if the shrinkages stresses need to be considered in the structural analysis. If not, 
the shrinkage stresses could be removed by using a finite element model simulating the 
expected moisture gradient and the core drilling process in a manner similar to that 
suggested by McGinnis (2006). 
 
2.3.3 Important Concrete Mechanical Properties 
Because concrete is assumed to remain linear-elastic in the ICDM, only two concrete 
mechanical properties are important for the present work: the Young’s modulus Ec and 
the Poisson’s ratio ν. Both these factors have an impact on the magnitude of the relieved 
displacements found in the ICDM. In general, a stiffer (higher Ec) and less compressible 
(lower ν) will have smaller relieved displacements when subjected to the ICDM.   
 
Young’s modulus describes the relationship between axial stress and axial strain in a 1-D 
linear elastic system. The ICDM equations relating relieved displacements to in-situ 
stresses all contain Ec because it describes this relationship. For most design purposes, the 
Ec of concrete is found by its relationship to the ultimate strength of concrete. ACI 318-
08 provides the following empirical equation: 
 
cc fE '4730=  
2-6 
 
where f’c is the ultimate strength of the concrete in MPa. However, Carrasquillo et. al. 
(1981)  found that this equation generally overestimates the elastic modulus of medium- 
and high-strength concrete mixes. As a better estimation for the elastic modulus, they 
proposed the equation: 
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where f’c is in psi. The authors report better correlation for concrete mixes with a 
compressive strength above 41 MPa. 
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Poisson’s ratio (ν) defines the relationship between lateral and axial strain. The Poisson’s 
ratio of concrete can be found by mechanical testing; ASTM C469 describes a procedure 
to find ν from standard 150x300mm cylinders. According to the Portland Cement 
Association, the Poisson’s ratio of concrete is nearly always between 0.15 and 0.25. The 
range of commonly-encountered values, however, is very narrow – between 0.20 and 
0.21 (PCA 2005). For this reason, the current work uses ν=0.20. The implications of this 
assumption are examined in Chapter 6.  
 
2.4 CONCLUDING REMARKS 
The background information provided in Chapter 2 has the following implications for the 
rest of this report: 
 
1. The ICDM shares its basic principle with many widely-used and successful non-
destructive techniques including the incremental hole-drilling technique and the 
core-drilling method. 
 
2. The same factors investigated for the CDM by McGinnis (proximity to rebar, 
core-water induced swelling, and shrinkage stresses) have the potential to 
introduce error in the ICDM. The scope of the current study does not include 
investigation of their impacts. Because of this, their associated complications have 
not been introduced in the analytical and numerical work of Chapter 4, and the 
experimental program described in Chapter 7 has been designed to minimize or 
eliminate their presence and impact. Chapter 9 discusses an avenue for future 
work in this area. 
 
3. For the purposes of the current research, concrete is assumed to be a 
homogeneous, linear-elastic, isotropic continuum with mechanical properties Ec 
and ν, despite its obvious composite nature. Some consequences of simplifying 
assumptions regarding E and ν for concrete are investigated in later chapters.
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Figure 2-1 : ASTM standard strain-gauge rosette (ASTM E837-01e1 2008) 
 
 
 
 
Figure 2-2 : Infinite thin Plate drilled with through-hole 
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Figure 2-3: Plate drilled with blind-hole  
 
Figure 2-4 : Object with stress variation through depth 
 
 
Figure 2-5: Indirect core-drilling method instrumentation (from Buchner 1989) 
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Figure 2-6:  Material fractions in batched concrete (from PCA 2005) 
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Figure 2-7: Hypothetical stress investigation via ICDM and core-drilling method 
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Figure 2-8: Moisture profiles and stresses in curing concrete 
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Chapter 3 : Analytical Development of Incremental Core Drilling Method 
 
3.1 INTRODUCTION 
This chapter presents the theory and outlines the finite element work done to support the 
development of the incremental core-drilling method . The incremental method is the 
most general (and therefore most complex) form of the core-drilling method. Therefore, 
the theory and background for the simpler non-incremental core-drilling method are 
presented first. In Section 3.2, the mechanics of the non-incremental method are 
explained. Section 3.3 builds upon this theory to develop the incremental method. Many 
of the concepts in Section 3.2 have similar, but more complicated analogues in Section 
3.3. Chapter 4 then details the finite element work that was performed to produce the IF 
coefficients that are the heart of the incremental method. 
 
3.2 THEORETICAL DEVELOPMENT OF NON-INCREMENTAL CORE-
DRILLING METHOD 
The form of the equations used in the non-incremental method to relate measured 
displacement to in-situ stress was developed by Turker (2003). A brief overview of the 
non-incremental theory is included here to make some of the concepts introduced in the 
following sections more clear. McGinnis (2006) provides additional summary of this 
topic, based on the work of Turker. Turker (2003) provides an exhaustive treatment. 
 
Figure 3-1 shows an infinite thin plate under a general stress distribution expressed in 
terms of its Cartesian components. The stress distribution does not vary in the plane of 
the plate, i.e. it is not a function of x or y. Furthermore, the stress is constant through 
depth (that is, in z). The Cartesian stresses on an element A can be equilibrated by 
stresses in radial and tangential components N and T as shown in Figure 3-1b: 
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Applying N and T to the through-hole edge produce displacements of the same magnitude 
and opposite sign as the measured relieved displacements. This 2-D plane-stress elasticity 
problem of pressure and shear-traction stresses applied to the inside of a through-hole is 
solved using the potential function of complex method as outlined by Muskhelishvili 
(1954). The governing bi-harmonic equation is: 
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This equation is solved in terms of complex Fourier expansion as follows: 
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The coefficients An can be solved using the definition of N and T. The resulting relieved 
displacements are found to be: 
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where A, B, and C are single-value coefficients that can be computed based on material 
properties and hole geometry. A, B, and C are similar to A* and B* defined for the 
ASTM hole-drilling method in Equation 2-1.  
 
3.3 THEORETICAL DEVELOPMENT OF THE INCREMENTAL METHOD 
The core-drilling method is simply a single-increment application of the incremental 
core-drilling method. For this reason, the non-incremental method is most useful and 
most accurate in situations where stress does not vary through the depth (thickness 
direction) of the member under investigation. Conversely, the incremental CDM has been 
formulated to accommodate stresses that vary through the depth of the member according 
to polynomial functions. A simple linear compressive stress distribution is shown in 
Figure 3-2, but the incremental method will give accurate results for any stress 
distribution that can be fit by a polynomial function. Concrete beams, beam-columns, 
frames, retaining walls, and most engineered concrete structures are designed to resist 
load by an internal stress gradient. Therefore, in almost any case where the core-drilling 
method would be used to determine the state of stress in a structure, the incremental 
method would be appropriate. 
 
The incremental core-drilling method is similar to the non-incremental method, both in 
theory and in experimental procedure. The calibration coefficients developed in the last 
section are no longer valid, but a similar approach is used. Instead of being drilled in a 
single increment, in the incremental method the core is drilled in multiple increments and 
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the displacements recorded after each successive increment are related to the stress that 
varies as a function of the depth z from the surface. 
 
The ICDM is essentially an extension of the IF method developed for the ASTM hole-
drilling method (Schajer 1998a, 1988b, Beghini 2000). An IF provides a way to correlate 
displacements at different increments to stresses as a function of depth. The IF method is 
preferable to other methods developed for non-uniform stresses such as the Incremental 
Strain Method or the Integral Method (Schajer 1988a, 1988b) because any increment 
pattern may be used with no required interpolation. The incremental method is limited to 
situations where the following conditions are met (Beghini 2000, Turker 2003): 
 
1. The material is linear elastic, isotropic and homogeneous; 
2. Plane stress conditions exist; 
3. In-situ stresses perpendicular to the face of the object (i.e. σz, σxz, σyz) are 
negligible; 
4. Measured stresses (i.e. σx, σy, σxy) are functions only of z. That is, they do not vary 
in plane (are not functions of x or y). 
 
McGinnis (2006) showed that stresses that vary in the plane of the structure cause 
displacements that are not measurable with current technology. For that reason, condition 
(4) is probably the least important to the accuracy of the ICDM. 
 
The concept of IFs will be described here, but the interested reader is directed to Beghini 
(2000) and Turker (2003) for additional presentations. Consider a structure with a general 
variation of stress through depth as shown in Figure 3-3. A core hole is then drilled in 
three increments and the existing in-situ stresses are applied as loads with opposite sign 
to both the inside and outside of the core. Because a coring bit has a small finite width 
and drills a ring shaped depression, the figure represents the scenario that is commonly 
referred to as drilling a “core hole”. With these three stresses applied (existing, stress 
applied to the outside of the core hole, stress applied to the inside of the core hole), the 
existing state of equilibrium is unchanged. This illustrates that if the in-situ stresses are 
applied as loads to the inside and outside of the core hole on a plate with no external 
loading, the resulting displacement at some measurement circle outside the core is equal 
in magnitude and opposite in sign as a displacement that would be measured by drilling 
the core in the existing in-situ stress. 
 
This example can also be used to show that if a core hole is drilled to a depth hMAX in, for 
example, three increments, the relieved displacement measured is partially due to the 
displacement released in the last increment and partially due to the displacement relieved 
in previous increments, as illustrated in Figure 3-4. Therefore, the IF must be able to 
correlate displacements measured at each increment – displacements that are a 
combination of displacement released in the previous increment and in previous 
increments – with the stresses as a function of z. 
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Any 2-D stress distribution can be decomposed into a mean stress component, a 
deviatoric stress component, and a shear stress component. In the incremental method, 
each of these components can be considered separately to simplify calculation. Any 
general stress distribution can then be analyzed by superimposing the individual 
components. Each of these components is a function of through-thickness depth, so the 
following notation is introduced (in terms of normalized through thickness depth H): 
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Solving Equations 3-7, 3-8, and 3-9 simultaneously gives the convenient Cartesian 
stresses σx, σy, and τxy. 
 
The relieved radial displacement due to a unit equibiaxial stress applied at a depth H 
when the core hole is a depth h is illustrated in Figure 3-5. H is the non-dimensional 
location of the load and h is the non-dimensional depth of the core. Both are non-
dimensionalized by dividing by the measurement circle radius, rm. Using non-
dimensional quantities greatly simplifies the number of units that must be carried through 
calculations. This relieved radial displacement is given by: 
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The quantity GA is called the mean stress IF. It represents the relieved radial displacement 
due to a unit equibiaxial stress (P(H)=1) applied at a depth of H when the core hole depth 
is h. As stated before, the total relieved displacement at any given core hole depth is due 
not only to the relieved displacement in the last increment but in previous increments. 
Therefore, the total displacement at a particular hole depth can be thought of as a 
summation or integral over all the increments up to that point. Displacement and stress 
are then related by the IF. This can be written as: 
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Unlike Equation 3-10, this represents a depth-varying stress P(H) that is not necessarily 
unity. IFs for deviatoric stress and shear stress can be developed in a similar manner. 
However, because deviatoric stress and shear stress in a core hole are not radially 
symmetric as mean stress is, the displacement patterns they produce are not constant 
around the measurement circle. A unit deviatoric stress (Q=1) applied in the manner of 
Figure 3-5 will produce different radial displacements at points a and b, as shown in 
Figure 3-6. Q=1 will also produce tangential displacements. Fortunately, all radial and 
tangential displacements on the measurement circle are related by a simple sinusoidal 
function. Therefore, the relieved displacements due to a unit deviatoric stress can be 
written in terms of radial and tangential components as shown below: 
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where α is the angular position of the point being measured. The IFs GB and GC relate a 
unit deviatoric stress to relieved radial and tangential displacements, respectively.  
 
The application of a pure shear stress will also produce radial and tangential 
displacements that vary as a function of angular position on the measurement circle. The 
same IFs developed for deviatoric stress can be used to relate these displacements: 
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Superposition can then be used to represent the measurements that would be taken in an 
actual core drilling procedure: 
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Since the stress functions and IFs are unknown inside the integral, Equations 3-16 and 
3-17 are not solvable in closed form. Instead, these equations are solved by evaluating the 
IFs numerically. After a series of displacements is obtained experimentally, the only 
unknowns are the stress functions, which can be solved for directly. 
 
The three IFs are represented by a double-power expansion: 
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where αij, βij, and γij are the IF coefficients. The double-summation of Equations 3-18, 
3-19, and 3-20, once evaluated, reduces to a single value. This means that for a given 
hole depth and loading depth, the IF G takes on a single value. The IF matrices α, β and γ 
are dependent on the core hole geometric properties h and rm and the specimen material 
properties E and ν. The determination of these coefficients is the subject of Chapter 4. 
The IF coefficient size, defined by n and m, is selected based on the finite element 
calculations used to find the coefficients. Larger n and m generally give more accurate 
results, but smaller n and m give more numerical stability. The subject of the size of the 
IF coefficient matrices is given an exhaustive treatment in Chapter 4. 
 
After these coefficients are determined, the in-situ stress functions P(H), Q(H) and τxy(H) 
can be found by combining Equations 3-18, 3-19, and 3-20 with Equations 3-16 and 
3-17: 
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A set of three measured displacements at each increment is sufficient to solve Equations 
3-21 and 3-22 for the unknown stress functions. 
3.4 MEASUREMENT CONFIGURATIONS 
Equations 3-5 and 3-6 provide a relationship between three measured displacements and 
three unknowns (σx, σy, and τxy). One way to measure the displacements is with a 
structured measurement configuration. The measured displacement between two points 
on the measurement circle, i and j, is expressed in terms of the radial and tangential 
components of the relieved displacements at i and j as follows:  
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where θij and θji are defined as shown in Figure 1-1. θij and θji can be found from more 
easily-measured angles αi, αj, and β by the relationships: 
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Where the angles αi, αj, and β are defined in Figure 3-7 and measured in degrees. Using 
this definition of a relieved displacement, Turker (2003) developed numerous 
measurement configurations, originally intended for use with fiber optic sensors. The 
configurations were of four distinct types: 
 
Type I. Measures only radial displacement to the center of the hole; 
Type II. Measures only radial displacement from one point on the measurement 
circle to another; 
Type III. Measures a combination of radial and tangential displacements from one 
point on the measurement circle to another; 
Type IV. Measures a combination of radial and tangential displacements from one 
point on the measurement circle to another, where at least one measurement is 
solely radial displacement. 
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Numerous examples of each of these types can be seen in Figure 3-8. However, 
measurement configurations of the same type measure the same type of displacement 
(radial or tangential), but at different angles. Conceivably, applying different 
measurement configurations would allow the use of a larger part of the available 
displacement data. However, rotation of a single measurement configuration around the 
measurement circle to take advantage of a larger set of the available data is not only 
possible, but preferable to the application of different configurations. The rotation 
technique is illustrated for a simple example in Section 4.4.6.   
3.4.1 Configuration A 
Configuration A measures three pure radial displacements from three points on the 
measurement circle to the center of the core, as can be seen in Figure 3-8. Therefore, the 
displacements are (from Equation 3-23): 
 
D1=uA   D2=uB   D3=uC 
 
This configuration is not usable experimentally, as the displacement to a point off the 
specimen – a point in the hole itself – is not reliably measurable using DIC. However, 
this configuration is convenient for finite element simulations of the core-drilling method, 
because the origin is often placed at the center of the core hole. Displacements measured 
under this configuration are easily obtained in the quarter-symmetric and axisymmetric 
models used in this research.  
 
The equations relating in-situ mean, deviatoric, and shear stresses (as a function of depth) 
to displacements measured via this configuration are (from Turker 2003): 
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The Cartesian stresses can be easily computed based on this information. The shear stress 
remains unchanged, but the x- and y- normal stresses are given by: 
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Further explanation of the stress information available from this configuration is provided 
in Chapter 4. 
3.4.2 Configuration C 
Configuration C measures three pure radial displacements from one side of the 
measurement circle to another. The displacements for this configuration are: 
 
D1=uA + uD  D2=uB + uE  D3=uC + uF 
 
This configuration was used by McGinnis (2006) for use in non-incremental core drilling 
experiments. It has the advantage of using displacements that are easily captured using 
the DIC system. The equations relating the measured displacements to the in-situ stress 
state are very similar to those used for configuration A: 
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Cartesian stresses can again be found using the relationships of 3-30 and 3-31. D1, D2, 
and D3 are now measured across the measurement circle. Note that this means that two 
displacements must be acquired using the DIC system and then combined for use in these 
equations. The stress equations are essentially those of Configuration A divided by 2. 
This is reflective of the sinusoidal form of the displacements – a displacement offset by 
180º from a given displacement should have the same magnitude and sign as the 
reference displacement.  
 
The displacements used in this configuration are purely radial components. Since each 
displacement on the measurement circle is described completely by a radial component 
and a tangential component, the use of this configuration effectively disregards half of the 
available data.  
 
Rotating  the configuration about the measurement circle is shown in Figure 3-9. The 
displacement between any two points (i.e. a and d) is repeated after a half rotation of the 
configuration (becomes d and a). Therefore, for 360º of available data, 180 measurements 
are possible.   
 
Configuration C is used in the experimental portion of the current work because of its 
previous successful use. However, use of the entire available data set would decrease the 
ICDM’s sensitivity to measurement noise and likely increase the accuracy and reliability 
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of the results obtained. For this reason, a configuration which uses both radial and 
tangential displacements (configuration F) is introduced in the next section. 
3.4.3 Configuration F 
Configuration F measures three displacements separated by 120˚ around the measurement 
circle. Since the measurement lines are not aligned with the radius of the circle, the 
measurements acquired have both a radial and a tangential component. The measurement 
configuration should, therefore, use the full set of acquired data. This fact can be verified 
by rotating the measurement configuration and noting that only after the configuration 
has been rotated a full 360˚ do duplicate displacements appear. Therefore, for 360º of 
available data, 360 measurements are possible. The displacements for this configuration 
must be found using all the terms of Equation 3-23: 
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The θij for this configuration can be calculated to be: θab=30 º, θba=150 º, θbc=30 º, 
θcb=150 º, θca=30 º, and θac=150º. The relieved stress equations can be determined from 
work done by Turker (2003): 
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The equations for shear and deviatoric stresses are slightly harder to use than for other 
measurement configurations, because the calibration coefficients 1/B and 1/C must be 
inverted before they can be used in the numerator.  
 
3.5 SUMMARY 
The following is a summary of the key points from Chapter 3: 
 
1. The ICDM correlates in-situ stress to displacements measured around a 
fictitious measurement circle on the surface of the interrogated object. The 
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relationship between the two is provided by influence functions, which have 
been used satisfactorily for many years in the ASTM hole-drilling method. 
 
2. The stress-displacement relationships developed by Turker (2003) for the 
ICDM are based on simplifying assumptions regarding concrete material 
behavior. These assumptions are reasonable for the likely range of application 
of the ICDM.  
 
3. The ICDM stress-displacement relationships are essentially an extension of 
the non-incremental CDM relationships used successfully by McGinnis 
(2006). Many of the terms in the ICDM equations have simpler analogues in 
the non-incremental CDM. 
 
4. Of the large number of measurement configurations proposed by Turker 
(2003), configuration A is most useful for finite element analyses. While 
Configuration C was successfully used by McGinnis (2006), Configuration F 
uses the largest set of available data. 
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Figure 3-1: Stress distribution in Cartesian coordinates: (a) plan view; (b) element A 
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Figure 3-2: In-situ stress as a function of depth in a structure (section view) 
 
 
Figure 3-3 : Structure with in-situ stresses applied as loads to maintain equilibrium (one-
half of core hole shown) 
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Figure 3-4: Contribution of displacements from successive increments to total 
displacement when core hole is hMAX (from Turker 2003) 
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Figure 3-5: Relieved displacement due to unit equibiaxial stress (section view) 
 
 
Figure 3-6: Variation in relieved displacements around measurement circle (plan view) 
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z 
Figure 3-7: Definition of angles α1, α2 and β 
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Figure 3-8: Measurement configurations and types (from Turker 2003) 
 
 
 
Figure 3-9: Rotation of measurement configuration C 
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Chapter 4 : Determination of Influence Functions by Finite Element Analysis 
 
4.1 INTRODUCTION 
As explained in the previous chapter, determination of in-situ stresses as a function of 
depth is possible using the IF method. This accuracy of the stress functions obtained in 
this manner is highly dependent on the accuracy of the IF coefficients, or rather the 
accuracy of the influence coefficient matrices, α, β, and γ. These matrices directly 
correlate measured displacements to in-situ stresses. This chapter explains the finite 
element work performed to produce IF coefficient matrices suitable for the incremental 
core-drilling method. Section 4.2 describes the theory which allows the determination of 
these coefficients. Section 4.4 presents an example in which the IF coefficients are 
determined using a very simple analysis and then are used to determine in-situ stresses 
for a simulated structure. Section 4.5 presents the procedure used to determine accurate 
IF coefficients via finite element modeling, including an error analysis based on the size 
of the IF matrices.  
 
4.2 PROCEDURE FOR THE DETERMINATION OF COEFFICIENTS 
 
As explained in Chapter 3, the three IF coefficients αkl, βkl, and γkl can be used to correlate 
relieved displacements to mean, deviatoric, and shear stresses. The stress components are 
then superimposed to determine actual in-situ stress distribution. The determination of 
these coefficients is accomplished by finite element analyses in which the core drilling 
process is simulated by removing subsequent layers of elements in a simulated structure. 
The core hole is then loaded from the inside, resulting in a displacement at the 
measurement circle. As these displacements vary as the core-hole depth and loading 
depth change, the influence coefficients are calculated to capture this behavior. The 
influence coefficients can then be used to correlate relieved displacements to stresses 
applied outside the core, i.e. the in-situ stresses. 
 
As stated in Chapter 3, the influence coefficient αkl correlates relieved radial 
displacement to mean in-situ stress. The portion of radial displacement caused by mean 
in-situ stress is given by the first portion of Equation 3-21. Integrating this expression 
from z=0 to z=h (over the entire core hole depth) produces: 
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When the influence coefficients are produced, the stress variation through depth is 
discretized into layers. The stress within each of these layers is constant, so the 
integration in Equation 4-1 reduces to 
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Equation 4-2 gives the relieved displacement on the measurement circle for a hole of 
depth h loaded from 0 to H. To determine the IF coefficients, the stress within each layer 
is unity. Equation 4-2 can then be rewritten to give the relieved displacement at the 
measurement circle due to unit loading 
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Here hi represents the non-dimensional core hole depth and hj the non-dimensional 
loading depth. This equation is solved for the influence coefficient matrix, α, based on a 
matrix of relieved displacements, uRij. Equation 4-3 represents an overdetermined system 
of simultaneous equations, and is solved using a least-squares technique. 
 
Understanding the index notation used in this equation is key to understanding the 
process for generating the coefficients. Each entry in the uR matrix is indexed by the 
core-hole depth (row i) and the loading depth (column j). Figure 4-1 shows the core-hole 
depth and loading depth for two relieved-displacement entries in the uR matrix. Because 
the loading depth can never exceed the core hole depth (that is, hj is always smaller than 
hi), the matrix uR is lower triangular. The upper limits of the summations, n and m, 
define the size of the IF coefficient matrix. The size of this matrix is important, as a 
larger matrix gives more accurate in-situ stress results but a smaller matrix is more 
numerically stable and can be solved in less computation time. Numerical stability refers 
to the ability of a solving algorithm to compute a result for α given small perturbations in 
the uR matrix. This means that a large α matrix may give inaccurate results if the uR 
matrix has errors in it. Previous researchers (Turker 2003, Beghini 1998) have found that 
a matrix size of anywhere from 6x6 to 10x10 is a good compromise between accuracy 
and numerical stability. This problem is addressed further in Section 4.5. 
 
The influence coefficient matrices β and γ are found in a similar way. The finite element 
procedure simulating the removal of subsequent layers is exactly the same as for the 
coefficient α. Only the load type is different, as β and γ correlate shear and deviatoric 
stress to radial and tangential displacement, respectively. The details of this loading are 
described in Section 4.5. The equation relating radial displacement to a constant 
deviatoric stress load within an increment is similar to Equation 4-2: 
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To solve for the IF coefficient matrix β, a unit deviatoric stress load is applied in discrete 
increments and the following equation is solved for βkl using a least-squares technique  
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The coefficient matrix γ can be solved for by using a similar displacement equation for 
the tangential displacement due to a constant unit deviatoric stress 
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To solve for the IF coefficient matrix γ, a unit deviatoric stress load is applied in discrete 
increments and the following equation is solved for γkl using a least-squares technique 
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The coefficient matrix γ is actually not required for the calculation of in-situ stresses; the 
stress functions can be solved for using only radial displacements. However, the matrix γ 
allows the use of a larger set of displacement field data (i.e. allows the use of 
configuration F), thus decreasing the sensitivity of the technique to noise in the 
displacement field. This can enhance the overall reliability and accuracy of the technique.  
  
4.3 USE OF THE INFLUENCE FUNCTION COEFFICIENTS 
The result of the solution of Equations 4-3, 4-5, 4-7 is three matrices of IF coefficients. 
After the coefficients have been determined, Equations 3-21 and 3-22 can be used to 
solve for in-situ stresses as a function of depth. The unknown stress distribution is found 
in terms of its mean, deviatoric, and shear stress components. Each of these components, 
in turn, is solved for in terms of a series of polynomial functions. The procedure for 
determining an unknown stress distribution is described for each of the three IF matrices 
(α, β, and γ) in the following three sections. Coefficient matrix α correlates mean stress to 
radial displacement. Coefficient matrix β correlates deviatoric and shear stresses to radial 
displacement. Coefficient matrix γ correlates deviatoric and shear stresses to tangential 
displacement. 
4.3.1 Mean Stress Radial Displacement Coefficient Matrix α 
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Recall that the first term in Equation 3-21 provided the relationship between radial 
displacement and mean stress (as a function of depth) via the double-power expansion of 
the influence coefficient GA: 
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For the case of mean stress, a radial displacement from any point on the measurement 
circle can be used, because mean stress produces uniform displacements with no change 
in shape. Turker (following Beghini 1998, Schajer 1988, et. al.) proposed that the mean 
stress function P(H) be expressed as power expansion as follows: 
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Where φc(H) are polynomials of degree c and cpc are unknown coefficients. This means 
that the mean stress function is assumed to be the superposition of a constant term, a 
linear term, and higher-order terms up to degree Cmax. While there is theoretically no limit 
to C (no limit to the degree of the expansion), for nearly all practical applications the 
stress function will be limited to linear, or, at most, quadratic terms. As a practical note, 
the units of φc(H) are MPa, MPa/mm, and MPa/mm
2 for c=1…Cmax=3  (a three-power 
expansion). Substituting the power expansion into Equation 4-8 gives: 
 
∫∑∑ ∑
= = =
−−=
h n
k
m
l
C
c
c
kl
kl dHHhH
E
HhuR
0 1 1
max
1
11 )(
1
),( φα  
4-10 
 
For mathematical convenience, the power term φc(H) can be expressed by the following 
power law: 
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This power law changes the units of the expansion from, for example, MPa/mm to 
MPa/(non-dimensional hole depth h). The units can easily be changed back by dividing 
by the radius of the measurement circle raised to the power of the term minus one. 
Substitution of Equation 4-11 into Equation 4-10 gives the following: 
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Note that the polynomial functions have been replaced by coefficients cpc and non-
dimensional position H. This equation must be integrated to the non-dimensional hole 
depth. The result of this represents the total relieved displacement as the sum of 
infinitesimally small contributions of the in-situ mean stress distribution: 
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The summation notation in Equation 4-13 can be expressed more compactly (and more 
understandably) as matrix equations. The matrix equation relating non-dimensional 
relieved displacement readings and in-situ mean stress as a function of depth is 
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where MA is called the mean stress calibration matrix, and CP and uR are the vector of 
unknown coefficients for the assumed in-situ stress function expansion and vector of 
measured non-dimensionalized relieved displacements, respectively. The entries in the 
calibration matrix are indexed as follows: 
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The size of this matrix is related to the problem under investigation. The number of rows 
(the variable r) in this matrix corresponds to the number of increments the hole is drilled 
in. The number of columns (the variable c) corresponds to the degree of the assumed in-
situ stress function expansion Cmax. The entries in this matrix can be found using the 
double-summation term in Equation 4-13: 
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The vector of unknown coefficients is written as 
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The measured displacements are organized in order of increasing hole depth and are 
normalized to the measurement circle radius. This can be written as: 
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Equation 4-14 represents an over-determined set of linear simultaneous equations. This 
set of equations can be solved by the least-squares technique as follows 
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The relationship between measured relieved displacements and unknown coefficients is 
provided directly by the calibration coefficient A, which is defined as 
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Combining Equation 4-20 with Equation 4-21 gives: 
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The formulation of the calibration coefficient as the inverse of the least-squares solution 
is consistent with the notation introduced used by McGinnis (2006) for the non-
incremental core-drilling method. The equations developed in Chapter 3 relating in-situ 
stress to measured displacements for measurement configuration A through coefficients 
A, B, and C can then be used. No modifications are necessary except that they are now 
matrix equations. 
 - 46 - 
4.3.2 Deviatoric/Shear Stress Radial Displacement Coefficient Matrix β 
 
Recall that the second term in Equation 3-21  provided the relationship between radial 
displacement and deviatoric stress (as a function of depth) via the double-power 
expansion of the influence coefficient GB: 
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This expression introduces a sinusoidal term not found in Equation 4-8, the equation 
relating relieved radial displacement to mean stress. The reason for this is that deviatoric 
and shear stresses produce relieved radial displacements that vary along the measurement 
circle with the cosine of the twice the angle from the origin of the measurement 
configuration α. This variation will be illustrated further in Section 4.5. 
 
Turker (2003) proposed that the deviatoric stress function Q(H) be expressed as power 
expansion identical to that of P(H) as follows: 
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Where φc(H) are polynomials of degree c and cqc are unknown coefficients. This means 
that the deviatoric stress function is assumed to be the superposition of a constant term, a 
linear term, and higher-order terms up to degree Cmax. As with the previous coefficient, 
the practical limit to Cmax is 3 (quadratic terms) for most commonly encountered stress 
distributions. Substitution of Equation 4-11 into Equation 4-23 gives the following: 
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For mathematical convenience, the power term φc(H) can again be expressed by the 
following power law: 
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This power law changes the units of the expansion from, for example, MPa/mm to 
MPa/(non-dimensional hole depth h), as noted in the previous section. The units can 
easily be changed back by dividing by the radius of the measurement circle raised to the 
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power of the term minus one. Substitution of Equation 4-26 into Equation 4-25 gives the 
following: 
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This equation must be integrated to the non-dimensional hole depth. The result of this 
represents the total relieved displacement as the sum of infinitesimally small 
contributions of the in-situ deviatoric stress distribution: 
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The summation notation in Equation 26 can be expressed more compactly (and more 
understandably) as matrix equations. The matrix equation relating non-dimensional 
relieved displacement readings and in-situ mean stress as a function of depth is 
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where MB is called the mean stress calibration matrix, and CQ and uR are the vector of 
unknown coefficients for the assumed in-situ stress function expansion and vector of 
measured non-dimensionalized relieved displacements, respectively. The entries in the 
calibration matrix are indexed as follows: 
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As with MA, the size of this matrix is related to the problem under investigation. The 
number of rows in this matrix (r) corresponds to the number of increments the hole is 
drilled in. The number of columns (c) corresponds to the degree of the assumed in-situ 
stress function expansion Cmax. The entries in this matrix can be found using the double-
summation term in Equation 4-28: 
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The vector of unknown coefficients must be written in the same format (i.e. same number 
of terms) as the mean stress: 
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The measured displacements are organized in order of increasing hole depth and are 
normalized to the measurement circle radius. This can be written as: 
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Equation 4-29 represents an over-determined set of linear simultaneous equations. This 
set of equations can be solved by the least-squares technique as follows 
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The relationship between measured relieved displacements and unknown coefficients is 
provided directly by the calibration coefficient B, which is defined as 
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As before, Equations 4-35 and 4-36 can be combined to give a direct relationship 
between stress and displacement: 
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4.3.3 Deviatoric/Shear Stress Tangential Displacement Coefficient Matrix γ 
The first term in Equation 3-22 relates relieved tangential displacement to deviatoric 
stress (as a function of depth) via the double-power expansion of the influence coefficient 
GC: 
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As before, there exists a sinusoidal term because deviatoric stresses produce relieved 
displacements that vary along the measurement circle with the sine of the twice the angle 
from the origin of the measurement configuration α. This variation will be illustrated 
further in Section 4.5. 
 
Q(H) must then be represented as the same power expansion as used in Equation 4-24: 
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Where φc(H) are the same polynomials of degree c and cqc are the same unknown 
coefficients to be solved for. This means that the deviatoric stress function is assumed to 
be the superposition of a constant term, a linear term, and higher-order terms up to degree 
Cmax. The practical limit to the highest-power term in the expansion and the units of each 
of the terms are the same as noted in the previous section. Combining Equation 4-38 and 
4-39 yields: 
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For mathematical convenience, the power term φc(H) can again be expressed by the 
following power law: 
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This power law changes the units of the expansion from, for example, MPa/mm to 
MPa/(non-dimensional hole depth). The units can easily be changed back by dividing by 
the radius of the measurement circle raised to the power of the term minus one. 
Substitution of Equation 4-41into 4-40 gives: 
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This equation must be integrated to the non-dimensional hole depth. The result of this 
represents the total relieved displacement as the sum of infinitesimally small 
contributions of the in-situ deviatoric stress distribution: 
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The summation notation in Equation 26 can be expressed more compactly (and more 
understandably) as matrix equations. The matrix equation relating non-dimensional 
relieved displacement readings and in-situ mean stress as a function of depth is 
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where MC is called the mean stress calibration matrix, and CQ and uR are the vector of 
unknown coefficients for the assumed in-situ stress function expansion and vector of 
measured non-dimensionalized relieved displacements, respectively. The entries in the 
calibration matrix are indexed as follows: 
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As with MA, the size of this matrix is related to the problem under investigation. The 
number of rows in this matrix corresponds to the number of increments the hole is drilled 
in. The number of columns corresponds to the degree of the assumed in-situ stress 
function expansion Cmax. The entries in this matrix can be found using the double-
summation term in Equation 4-13: 
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The vector of unknown coefficients is written as: 
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The measured displacements are organized in order of increasing hole depth and are 
normalized to the measurement circle radius. This can be written as: 
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Equation 4-14 represents an over-determined set of linear simultaneous equations. This 
set of equations can be solved by the least-squares technique as follows 
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The relationship between measured relieved displacements and unknown coefficients is 
provided directly by the calibration coefficient C, which is defined as 
 
[ ]
[ ] [ ]( ) [ ]TCCTC MMM
C
11 −
=  
4-51 
 
As before, Equations 4-35 and 4-36 can be combined to give a direct relationship 
between stress and displacement: 
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4.4 INFLUENCE COEFFICIENT DETERMINATION AND USE FOR SIMPLE 
SIMULATED CORE DRILLING PROCEDURES 
4.4.1 Introduction 
This section presents a simplified example in which small influence coefficient matrices 
are determined and then used to determine in-situ stresses for a two-increment core 
drilling procedure. The core drilling procedure will be simulated using a finite element 
model. The IF matrices developed in this section are too small to be used practically; they 
are developed and used solely to illustrate the concepts presented in Sections 4.2 and 4.3. 
The calculation of useful IF matrices by more sophisticated finite element models is 
described in Section 4.5. 
 
The number of increments in the IF determination procedure, the size of the influence 
function matrix (n x m), and the number of increments the core is drilled in the field will 
not be equal. In general, the number of core-hole increments simulated in order to 
determine the IF coefficients will be far more than the number of increments used in the 
field. In fact, the number of increments in the determination procedure should be as large 
as possible. In theory, an infinite number of increments in the determination of the IFs 
would give a perfect description of the behavior of the hole. In practice, however, a 
sufficiently large number of increments can give a very good approximation. The number 
of increments in the field coring procedure must be kept relatively small so that that the 
magnitude of the displacements measured is large in comparison to the accuracy of the 
displacement measurement technique. The size of the IF matrices must be a compromise 
between accuracy and numerical stability of the solution. 
 
In the example presented in this section, six increments are used in the determination 
procedure and the hole is drilled in two increments.  
4.4.2 Calculation of Influence Function Coefficients 
 
The IF determination procedure was carried out in a 150mm-thick infinite plate using six 
increments, producing 6x6 matrices of relieved displacements. In this case, i and j in 
Equation 4-3 range from 1 to 6 and n and m are equal to 2 (i.e. k and l range from 1 to 2). 
These displacements were used to solve for 2x2 IF matrices. The commercial finite 
element program ABAQUS was used to determine the IF matrices. Two different finite 
element models were used – an axisymmetric model (used to determine the mean stress-
radial displacement IF matrix α), and a 3-D model (used to determine the deviatoric 
stress-radial displacement matrix β and deviatoric stress-tangential displacement matrix 
γ). The influences of size and mesh geometry were investigated before the determination 
procedure was started. The models were refined until large changes in in-plane size or 
number of elements produced differences in displacement of less than 1%. Both models 
had a length of 10 times the model thickness (about 1500 mm). The details of model 
refinement are included in Table 4-7. 
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The influence coefficient determination procedure is essentially the solution of Equations 
4-3, 4-5, and 4-7 for the IF coefficients αkl, βkl, and γkl. The purpose of the finite element 
simulations is the production of the left side of each of these equations – a matrix of 
relieved radial displacements due to a unit mean stress (uRij for Equation 4-3), a matrix of 
radial displacements due to a unit deviatoric stress (uRij for Equation 4-5), and a matrix of 
relieved tangential displacements due to a unit deviatoric stress (vRij for Equation 4-7). 
These matrices are indexed by the hole depth of the simulation and the loading depth of 
the simulation as shown in Figure 4-1. Because the loading depth can never exceed the 
depth of the hole (i.e. the index j can never exceed the index i), the matrices are lower 
triangular. 
 
Because the creation of the three relieved displacement matrices requires repetitive finite 
element calculations, the procedure outlined below is well suited to the scripting 
capability of ABAQUS or another finite element program. The sequence of steps was 
essentially the same for the axisymmetric and 3-D models and is described below using 
examples from both models: 
 
1. Model Creation – a plate was modeled using the ABAQUS CAE user interface. 
The core area was partitioned to reflect the geometry of the core hole. The 
number of vertical partitions reflects the number of hole and loading increments 
used in the determination procedure and therefore the size of the relieved 
displacement matrices produced. The six partitions of the 3-D model can be seen 
in Figure 4-2. 
 
2. Material Assignment – concrete with a compressive strength of approximately 45 
MPa was modeled by assigning material properties of E=32000MPa to an 
isotropic, linear-elastic material. The Poisson’s ratio was set to be 0.2, an average 
value for many types of concrete (PCA 2004). Areas of the core that were 
removed during the coring process were assigned negligible mechanical 
properties: a stiffness of 3 kPa and a Poisson’s ratio of 0.3. As discussed in 
Section 2.3.3, concrete is neither isotropic nor linear-elastic, but it has been 
assumed that at the scale of the core-drilling method, it may be assumed to behave 
in this simplified manner.  
 
3. Meshing and Boundary Conditions – the two models were meshed using 
appropriate elements. The axisymmetric model used 2607 CAX8R 8-node 
biquadratic axisymmetric elements. The mesh was highly refined in the area of 
the core, as can be seen in Figure 4-3. Rigid-body movement was prevented by 
setting Z-displacement to 0 at the origin (at the bottom of the model in the center 
of the core).  
 
The 3-D model took advantage of the quarter-symmetry of the problem. 
Symmetry boundary conditions were imposed on the faces noted in Figure 4-4. 
Rigid-body motion was prevented by setting Z-displacement to 0 at the origin (at 
the bottom of the model in the center of the core). Because this model was used 
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for demonstration purposes rather than real-world application, the 3-D model used 
45800 relatively crude C3D8R 8-node reduced integration linear bricks. More 
sophisticated elements (ABAQUS C3D20R) were used in the calculation of the 
full-scale IF matrices, as described in Section 4.5. 
 
4.  Coring and Loading – each layer in the partitioned core is successively assigned 
negligible mechanical properties, representing the transformation of that volume 
to air. The first layer of this transformation is represented as the lighter layer in 
Figure 4-5. The appropriate loading is then placed within each increment up to 
and including the last layer to be removed, i.e. for the i=3 (three layers removed) 
row in the relieved displacement matrix there must be three models run: one with 
loading on the first increment only, one with loading on the first and second 
layers, and one with loading on all three layers. 
 
The loading for the models is relatively complicated. Recall that mean stress (the 
loading used to find the matrix α) is given by: 
 
2
)( yyxxHP
σσ +
=  
4-53 
 And that deviatoric stress (used to find the matrices β and γ) is given by: 
 
2
)( yyxxHQ
σσ −
=  
4-54 
 And that plane shear stress is given by: 
 
xyxy H ττ =)(  
4-55 
 
P, Q, and τ are difficult to apply to a finite element model directly. Instead, a 
combination of normal stresses (pressures) and shear tractions are applied. These 
normal stresses and shear tractions are functions of the angle α around the 
measurement circle and are given by substituting the previous three equations into 
Equations 3-1 and 3-2, respectively: 
 
αταα 2sin)(2cos)()(),( HHQHPHN xy++=  
4-56 
αταα 2cos)(2sin)(),( HHQHT xy+−=  
4-57  
 
The determination procedure for α is carried out using a unit mean stress, i.e. P=1. 
Substituting this value for mean stress, deviatoric stress Q=0, and shear stress 
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τxy=0 into the equations for normal and tangential loading given in Equations 4-56 
and 4-57 gives: 
 
1),( =HN α  
4-58 
 
This means that the loading for which relieved displacements must be determined 
is simply a uniform unit pressure (the loading is not a function of α). Since this 
loading is axisymmetric, a unit pressure is applied to each side of each core 
increment in the axisymmetric model as shown in Figure 4-6. 
 
The determination procedure for β and γ is carried out using a unit deviatoric 
stress, i.e. Q=1, P=0, and τxy=0. Substituting these values into Equations 4-56 and 
4-57 gives: 
 
αα 2cos*1),( =HN  
αα 2sin*1),( −=HT  
4-59 
 
To apply a unit deviatoric stress, both normal and tangential stresses must be 
applied, and they must both be functions of α. In ABAQUS, the analytical 
functions cos(2α) and –sin(2α) were defined in a user coordinate system so that 
pressure and shear traction could be applied to both sides of the core surface as a 
function of tangential position. A schematic of this loading is shown in Figure 
4-7. 
 
5. Job Submission and Data Collection – for this simple example, a total of 21 
models of each type (axisymmetric and 3-D) were created and run on a 32-
processor Altix SMP running Linux. Equation 4-3 dictates that only a single 
displacement is necessary to determine the influence coefficient matrix. For this 
reason, only one radial displacement is read from each of the axisymmetric 
models 
 
Equations 4-5 and 4-7 dictate that only one radial displacement and one tangential 
displacement is read from each of the 3-D models, since a single value will define 
the trigonometric variation of the displacements around the measurement circle. 
The definition of the measurement circle is discussed in Section 2.2.4. The 
displacements could be taken from anywhere along the circle (at rm=100mm), but 
it is convenient to take the maximum values. For the loading conditions imposed, 
maximum radial displacement occurs at α=0 and maximum tangential 
displacement occurs at α=45o. The measured displacements are then organized 
into matrices according to index numbers. The relieved displacement matrices 
(not normalized to measurement circle radius) are presented in Table 4-1, Table 
4-2, and Table 4-3. The displacement values in these tables have been truncated 
for presentation purposes. 
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After the matrices of relieved displacements have been produced, the IF matrices can be 
found by the method outlined in Section 4.2. 
 
The solution of Equation 4-3, the equation relating relieved radial displacement to mean 
stress, is presented in full detail here in order to make the index notation used more 
understandable. The solution of Equations 4-5 and 4-7 follows a very similar pattern.  
 
The first step is to normalize the measured relieved displacements by the radius of the 
measurement circle, in this case 100mm. This merely produces a numerically smaller 6x6 
matrix: 
 
mr
URuR
1
][][ =  
4-60 
 
The 21 simultaneous equations provided by the index notation are then solved for the 
individual IF matrix entries, αkl. The indices i and j are incremented so that i is never 
greater than j (this ensures zero entries in the relieved displacement matrices are ignored). 
The first three equations are shown here (E=32000MPa, rm=100mm for this example): 
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∑∑
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Second equation: i=2, j=1 
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Third equation: i=2, j=2 
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The total of 21 equations is then solved for a total of (m)(n)=4 unknowns. A least-squares 
approach is used to solve this system. The Levenberg-Marquardt non-linear solver is well 
suited to this type of problem (PTC 2007). It is interesting to note that no individual 
variable αkl is constrained by itself – this means that the solution may vary slightly 
depending on what guess values are given to the solver or what type of computer is used 
to solve the system.  For the example that is the subject of this chapter, α was found to be: 
 






−
−
=
40330829.050191773.2
0548677.091578781.1
α  
 
with a solution of ERR=6.97205*10-6. This is acceptable, as it is several orders of 
magnitude smaller than the coefficients found. A complete description of error measures 
is provided in Section 4.5.4.2. A first check on the solution can be performed by inserting 
the values found into the right side of Equation 4-3 and comparing the answer found to 
the relieved displacement used in the calibration process (from the FE analysis). For 
example, the first displacement calculated would be: 
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The error (called the relative residual) for that hole depth can then be expressed as: 
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calculateduRuR
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Repeating the calculation for each hole and loading depth gives the relative residual 
matrix, which is a good preliminary indicator of how accurate the computed solution is. 
The relative residual matrix for this example is shown in Table 4-4. The large residuals 
(over 20% for the first increment) indicates that this solution is not particularly accurate. 
Expanding the size of the IF matrix will improve the accuracy of the solution, as shown 
in the next chapter. 
 
The matrices β and γ can be determined in a similar manner and their relative accuracy 
determined with relative residual matrices. These matrices are: 
 






=
0.718020473.11733539-
0.225641512.42913284
β  
 






=
0.12128562-1.28567237
0.31573436-1.12700946-
γ  
 
The relative residual matrices corresponding to β and γ are shown in Table 4-5 and  
Table 4-6. Note that the relative residuals for the influence function γ are numerically 
larger than those for the other IF matrices. This may be due to the tendency of the C3D8R 
element to exhibit parasitic shear in some FE problems. 
4.4.3 Simulated Core-Drilling Procedure: Single Coring Increment 
The core drilling process is simulated using the same 3-D model as was used for the IF 
determination procedure. However, instead of being loaded at the core region, a stress 
field is applied to the outer edge of the model, simulating an in-situ stress distribution 
from external loading. The most basic process that could be illustrated is a core drilled in 
a single increment with a single set of measured displacements captured using 
measurement configuration A. This procedure is, in fact, the core-drilling method. To 
simulate the core drilling process, the model is initially assigned material properties so 
that it is uncored (solid concrete). Displacements for this model are obtained around the 
measurement circle. A second model is then run with the negligible mechanical 
properties assigned to the core hole. The displacements from the first model are 
subtracted from the displacements in the second model, yielding the displacements that 
would be measured in the field. 
 
When a constant compressive stress σx=7 (σy=0, τxy=0) is applied to the model, the 
following normalized displacements(normalized to measurement circle radius of 
rm=100mm) are measured in a 150mm hole increment via measurement configuration A: 
 
D1= -0.0284631 D2= -0.00736378 D3= 0.01369207 
 
To determine stresses from these measured displacements, the vector of non-dimensional 
hole increments is first assembled. Since for this case, the hole was drilled in a single 
increment, this vector is: 
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The matrix MA is then assembled according to Equation 4-16: 
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Since for this example, the hole was drilled in a single increment, then number of rows in 
the matrix will be 1 (r=1). Because the simplest form of behavior is assumed (uniform 
stress thru depth), the number of columns in the matrix is also 1 (c=1). The single matrix 
entry then becomes: 
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Similarly, the matrices MB and MC are found to be: 
 
[ ] -510*5.800155=BM  
[ ] -510*-3.622514=CM  
 
The calibration constants A, B and C are then found using the matrix triple products as 
shown in Equation 4-21: 
 
T
AA
T
A MMM
A
1][
1 −= =51935.01 
 
T
BB
T
B MMM
B
1][
1 −= =17240.92 
 
T
CC
T
C MMM
C
1][
1 −= =-27605.14 
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Note that since measurement configuration A was used, the computation of the matrix 
MC was, in fact, unnecessary. The mean, deviatoric, and shear stresses can be found using 
Equation 3-27, 3-28 and 3-29: 
 
MPa -3.84=P      MPa -3.65=Q      MPa 93000.=xyτ  
 
The Cartesian stresses can then be computed using the relationships of Equations 3-30 
and 3-31. This solution gives σx=-7.48 MPa and σy=-0.194 MPa, an error of 6.9% relative 
to the applied σx. The solution gives remarkable accuracy given the crudity of the IF 
matrices, and it verifies the incremental method as the most general form of the core-
drilling method. It should be noted that increasing the size of the IF matrices to 3x3 
improves accuracy to within 0.2% of the applied σx. This result supports the conclusions 
of Turker (2003) and Beghini (1998) that, in general, larger IF matrices give more 
accurate results. 
4.4.4 Simulated Core drilling Procedure: Multiple Coring Increments 
The same stress distribution can be investigated using two coring increments. Using the 
same model, same measurement configuration, and the same applied stress field (σx=7, 
σy=0, τxy=0), the vectors of relieved displacements were found at a core depth of 75mm 
and 150mm: 
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Since the coring process was simulated in two increments of 75mm each, the vector of 
non-dimensional core depths is: 
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The matrix MA is then assembled according to Equation 4-16: 
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This matrix will have two rows (core drilled in two increments) and a single column 
(stress distribution still assumed to be constant). The entries in the matrix will be: 
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Similarly, the matrix MB is found to be: 
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The calibration constants A and B are then found using the matrix triple products as 
shown in Equation 4-21. Note that since the coring process was simulated in more than 
one increment, these “constants” are in fact, matrices. 
 
[ ]19724.325205.8][1 1 == − TAATA MMM
A
 
[ ]12018.627922.5][1 1 == − TBBTB MMM
B
 
 
The mean, deviatoric, and shear stresses can then be found using Equation 3-27, 3-28 and 
3-29.  
 
 MPa-3.59=P        MPa-3.57=Q      MPa -0.080=xyτ  
 
The Cartesian stresses can then be computed using the relationships of Equations 3-30 
and 3-31. The solution gives σx=-7.16 MPa and σy=-0.02 MPa, an error of about 2% 
relative to the applied σx. Note that this is about as accurate as the single-increment case. 
This solution can be improved slightly by increasing the IF size to 3x3. Further expansion 
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of IF coefficient matrix size does nothing to improve accuracy. This suggests there is a 
practical upper limit to the size of the IF matrix. 
4.4.5 Simulated Core drilling Procedure: Multiple Increments, Incorrect Stress 
Distribution Assumption 
In reality, the distribution of stress in a structural member under investigation is not going 
to be known a priori, as was assumed in the previous sections. However, the incremental 
method allows the assumption of a higher-order distribution than what actually exists. 
Making the assumption of a higher-order distribution allows for the determination of a 
lower-order distribution with small losses in accuracy. It should be noted that since this is 
essentially a curve-fitting procedure, at least as many increments as the number of terms 
in the assumed polynomial must be recovered. For example, for a constant stress 
assumption, only one coring increment and one set of displacements is needed. For a 
linear assumption, two sets are needed and at least three are needed for a quadratic 
displacement. Attempting to apply a higher-order assumption to an inadequate number of 
displacements will yield nonsensical results. 
 
To illustrate the use of a higher-order assumption, the example of Section 4.4.4 can be re-
worked assuming that the distribution of stress actually varies linearly through the depth. 
Using the relieved displacements found previously: 
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Since the coring process was still simulated in two increments of 75mm each, the vector 
of non-dimensional core depths is: 
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The matrix MA is then assembled according to Equation 4-16: 
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This matrix will still have two rows (core drilled in two increments) but will now have 
two columns (to reflect the assumption of linear stress gradient). The entries in the matrix 
are found using the mathematics of the previous section – the only difference is that the 
variable c now varies from 1 to 2. The matrices MA, and MB are found to be: 
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The calibration constants A and B are then found using the matrix triple products as 
shown in Equation 4-21. These matrices now have a second row, again reflecting the 
assumption of a linear stress distribution.   
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The mean, deviatoric, and shear stresses can then be found using Equations 3-24, 3-25, 
and 3-26. The Cartesian stresses are then found using Equations 3-27, 3-28 and 3-29:   
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The units of the second term (and higher-order terms, if they exist), will always be related 
to the non-dimensional core depth h. Since this is not a particularly standard or intuitive 
unit, the Cartesian stress results can be converted into the SI units of MPa/mm, 
MPa/mm2, etc. by the relationship 
 
mMAX rhh *=  
4-61 
For this case: 
mmmmh 150)100(*)5.1( ==  
So the Cartesian stresses can be re-written as: 
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The calculated stress, actual stress, and error in the solution can be seen in Figure 4-8. 
This solution underestimates the stress at the surface (h=0) and overestimates the stress at 
the maximum depth (h=1.5), but the “average” of the two values appears close to the 
applied stress. The accuracy of the solution can be significantly increased by enlarging 
the IF matrices to 3x3. Using larger IF matrices based on a larger number of simulated 
calibration displacements gives far more accurate results (within 1%), as shown in the 
next chapter. 
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Attempting to fit these relieved displacement vectors to a quadratic stress variation will 
yield an invalid result, as discussed before. Because the IF method is essentially a curve-
fitting method, it needs at least as many inputs as terms in the assumed stress function 
expansion, i.e. one or more increments are needed for an assumed constant stress 
variation, two or more for a linear stress variation, and three or more for a quadratic 
variation.   
4.4.6 Simulated Core drilling Procedure: Single Increment, Rotation of 
Measurement Configuration 
When used in the core drilling procedure, the DIC system gives nearly full-field 
displacement information (McGinnis 2003). To take advantage of the large amount of 
available data, a given measurement configuration can be “rotated” around the 
measurement circle. There are additional ways to use even more of the available data, but 
this is a first step. However, an examination of Equations 3-21 and 3-22 shows that both 
radial and tangential displacements vary around the measurement circle under a general 
stress state.  
 
The application of the measurement configuration to a set of displacements from a 
rotated configuration gives the mean, deviatoric, and shear stresses of an infinitesimal 
element rotated by the same amount as the measurement configuration. Because the mean 
stress of an element is a stress invariant, its value should remain constant no matter the 
orientation of the element. That is, for an arbitrary set of angles α1, α2, and α3: 
 
321 ααα σσσ mmm ==  
4-62 
This relationship provides a useful check of acquired data. The mean stress computed 
from displacements, regardless of the orientation of the measurement configuration, 
should result in the same mean stress.  
 
The deviatoric and shear stresses, however, are not stress invariants and will therefore 
change as the measurement circle is rotated. There are two possible ways of converting 
these stresses to useful information. The first is by rotating the element back to an 
orientation of 0˚ and finding the Cartesian stresses (denoted σxx0, σYY0, and τXY0) by using 
Mohr’s Circle transformations: 
 
)2sin()2cos( 111110 ατασσσ ααα −+−+= XYDMXX  
4-63 
)2sin()2cos( 111110 ατασσσ ααα −−−−= XYDMYY  
 4-64 
)2cos()2sin( 11110 αταστ αα −+−−= XYDXY  
 4-65 
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The stresses found in this manner can then be averaged or smoothed in some way to find 
a single representative stress state for the member under investigation. This is probably 
the most useful way of presenting stresses, as an investigator will probably want 
Cartesian stresses relative to some known coordinate axis (i.e. a beam centerline). 
 
The alternate procedure involves determining the minimum and maximum principal 
stresses for each rotation of the measurement configuration. The principal stresses at each 
rotation are given by: 
 
2
1
2
11)1min(max, αααα τσσσ XYDM +±=  
4-66 
 
The orientation of the principal planes relative to the rotated coordinates is given by: 
 
1
1)2tan(
α
α
σ
τ
θ
D
XY
P =  
4-67 
 
Using this technique, a Mohr’s circle representing the state of stress for all rotation angles 
can be constructed. 
 
The rotation procedure can be illustrated using the same simulated coring procedure as 
used in Section 4.4.3. For this example, measurement configuration A is applied at angles 
of α1=0˚, α2=15˚, and α3=30˚. This angle is measured positive counterclockwise around 
the circle, as shown in Figure 4-9. The normalized displacements at these rotations are: 
 
α1: D1= -0.000285324     D2= -0.0000738672        D3= 0.000137482 
α2: D1= -0.000256358 D2= 0.00003181834     D3= 0.0001089309  
α3: D1= -0.000179122 D2= 0.0001089309     D3= 0.0000318183 
 
Note that these displacements are not arranged in a vector. In general, vectors of 
displacements at different hole depths will be analyzed separately for each rotation 
increment. The calibration constants 1/A, 1/B, and 1/C remain constant for the analysis. 
Note, however, that the components of displacement due to mean, deviatoric, and shear 
stresses vary at each rotation by the relationships shown in 3-21 and 3-22. Processing the 
radial and tangential displacements occurs as in the other examples. This process yields 
the mean and deviatoric stresses at each orientation: 
 
  α1: σMα1= -3.835 MPa σDα1= -3.634 MPa τxyα1= 0.004 MPa  
  α2: σMα2= -3.828 MPa σDα2= -3.149 MPa τxyα2=1.820 MPa 
  α3: σMα3= -3.825 MPa σDα3= -1.818 MPa τxyα3=3.148 MPa 
 
These stresses can be converted to Cartesian stresses using the relationships of 4-63, 
4-64, and 4-65 and averaged, yielding: 
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σxx0,ave=-7.456 MPa σyy0,ave=-0.194 MPa τxy,ave=0.0014 MPa 
    
The results are almost identical to the results of Section 4.4.3. Note that in this example, 
only a constant stress state was investigated. This is not the case in general; this technique 
can also be used to find polynomial variation in stress through the depth of the core using 
measurement configuration rotations. The equations presented in this section then 
become matrix equations.    
4.5 FULL–SCALE CALCULATION OF INFLUENCE FUNCTION COEFFICIENT 
MATRICES α, β, AND γ 
4.5.1 Introduction 
In a real core drilling investigation, the thickness of the structural member under 
investigation has a very significant impact on the relieved displacements found for a 
given core diameter. This effect is discussed further in Chapter 6. For that reason, this 
chapter presents relieved displacement matrices and IF matrices for a range of plate 
thicknesses: 38, 75, 150, and 300mm. 38mm was chosen as the lower limit because 
current concrete technology rarely allows for the construction of members less than this 
thickness. 300mm was chosen as the upper limit based on the sensitivity study of Chapter 
6. 
 
The calculation of full-scale IF matrices was carried out using a procedure similar to that 
outlined in Section 4.4.2 for the simplified example. Because four possible thicknesses 
were considered, a total of eight models were used (four axisymmetric, four 3D). Model 
material properties, geometry, boundary conditions, input file generation, and data 
collection were all similar. The size of the models was identical. The main difference 
between the full-scale model and the sample model was the partition and mesh geometry 
in the area of the core. 
4.5.2 Finite element Approach 
As discussed in Section 4.4.2, a complete set of influence function matrices includes a 
mean stress IF matrix (α), a deviatoric/shear stress radial-displacement IF (β), and a 
deviatoric/shear stress tangential-displacement IF (γ). These influence functions are 
calculated from simulated normalized relieved displacement matrices uRP, uRQ, and vRQ. 
The displacements of uRP were found using an axisymmetric model under axisymmetric 
loading, while uRQ and vRQ were found using displacements from a quarter-symmetric 
model under asymmetric loading. 
 
4.5.2.1 Common Material Properties 
The two models used common material definitions. The concrete of the plates was 
modeled using a linear-elastic, isotropic material definition in ABAQUS. The modulus of 
elasticity was set at 32000 MPa. This value roughly corresponds to a concrete having an 
ultimate strength of 45MPa. The Poisson’s ratio was set to be 0.2, an average value for 
 - 67 - 
many types of concrete (PCA 2004). Areas of the core that were removed during the 
coring process were assigned negligible mechanical properties: a stiffness of 3 kPa and a 
Poisson’s ratio of 0.3. 
 
For the vast majority of problems suitable for interrogation by the ICDM, the linear-
elastic, isotropic material definition is suitable. However, it should be noted that recent 
advances in the hole-drilling method (Sharma 2004) to allow for nonlinear material 
behavior could be extended by analogy to the ICDM. This is noted as a possible avenue 
for future work in Chapter 9. 
 
4.5.2.2 Boundary Conditions 
The imposed boundary conditions for the full-scale determination of the IFs are identical 
to those used in Section 4.4.2. Infinite boundary conditions were simulated on the 
exterior of the hole by extending the model until infinite behavior was reached. The 
behavior of the axisymmetric, 300mm model was found to be most sensitive to the 
infinite boundary condition. The size of the model was doubled until the relieved 
displacement found for a core depth of approximately half of ultimate changed by less 
than 1%. The displacements used to refine the model are shown in Table 4-7. A size of 
1500mm was chosen as acceptably representative of infinite conditions. The size for all 
other axisymmetric models was the same, and all 3D models were set to 1500x1500mm 
square.  
 
4.5.2.3 Partitioning and Meshing 
The partitioning scheme for both models is very similar to that used in the example IFs. 
The measurement circle remained fixed at 100mm. One notable difference is that the full-
scale IFs utilized a total of 25 partial core-hole depths for all plate thicknesses, instead of 
the six that were used in the example IFs. Also, instead of partitioning a single part into 
regions of different mesh density, two parts were created and then joined using a tie 
constraint. The partitioning scheme and the position of the tie constraint in the 3D model 
can be seen in Figure 4-10. The partitioning scheme and tie constraint of the 
axisymmetric model were analogous.  
 
The purpose of the tie constraint was to allow the use of two different element types. 
Previous researchers of the ICDM and the ASTM hole-drilling method (Beghini 1998, 
Turker 2000) used large numbers of relatively unsophisticated elements. These elements 
used linear interpolation functions, meaning the geometry of deformation of the core was 
limited to piecewise linear shapes. Because the stress and strain in the central area are 
highly nonlinear (Turker 2003), the current research uses elements in the core region that 
can deform nonlinearly. 
 
The central region for the 3D 150mm-thick plate was meshed with 7225 20-node 
triquadratic reduced integration bricks (ABAQUS element C3D20R). The shell region 
was meshed with 3120 8-node trilinear reduced integration bricks. This meshing pattern 
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produces a highly deformable, highly accurate representation of the immediate core area 
surrounded by a shell that simply provides elastic support conditions. The size of the 
central region relative to the size of the shell was determined by convergence study. The 
results of this study can be seen in Table 4-8.  
 
The geometric incompatibility that this tie constraint creates was determined to have a 
minimal effect on the magnitude of the simulated relieved displacements during this 
study. As seen in the table, the radius of the inner part was set to be 225mm. A 
significantly finer mesh did not change the results appreciably. 
 
The number of elements in the core and shell areas was kept essentially constant for the 
different plate thicknesses. This means the thinner plates used smaller elements, but this 
was found to be necessary as the size of the coring increments themselves became 
smaller. The axisymmetric models used an analogous partitioning scheme. For the 
axisymmetric models, 8-node biquadratic axisymmetric elements were used in the core 
(ABAQUS CAX8R), while 4-node bilinear axisymmetric elements (ABAQUS CAX4R) 
were used in the shell.  
 
4.5.2.4 Loading 
The loading of the full-scale IF models was identical to that used in the example models. 
The tangential and normal unit stresses were applied according to Equations 4-58 and 
4-59 for the axisymmetric and 3D models, respectively.  
 
4.5.2.5 Job Submission and Processing 
The increase in the number of loading/coring increments in the 150mm plate from six to 
25 meant that the number of jobs increased from 21 to 325 for each type of model for 
each plate thickness. Analysis were conducted using an SGI F1200 32-way SMP server. 
Double precision computation was used, but results were reported to about eight 
significant figures. 
 
Data collection followed the procedure outlined in Section 4.4.2. For each of the 
axisymmetric models, a single radial displacement was acquired on the measurement 
circle. For each of the 3D models, two displacement values were acquired: a radial 
displacement at α=0˚ and a tangential displacement at α=45˚. This was done for two 
distinct reasons. First, these angles correspond to the maximum displacements predicted 
by the trigonometric relationships in Equations 3-21 and 3-22. All simulated relieved 
displacements are extremely small; taking the maximum value minimizes the effect of 
computational accuracy. Second, by taking the displacements at these angles, the 
computation of the IF matrices β and γ via Equations 4-4 and 4-7 is simplified because 
the trigonometric term is equal to unity. 
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4.5.3 Relieved Displacement Matrices URP, URQ, and VRQ 
The calibration procedure results in three 25x25 relieved displacement matrices for each 
different plate model (37.5mm, 75mm, 150mm, and 300mm). The sheer number of 
acquired displacements prevents a numerical presentation of the relieved displacement 
matrices from appearing in the text of this report. The matrices are available digitally as 
Microsoft Excel files from the ATLSS Center at Lehigh University (Trautner 2008). 
However, graphical presentations of these matrices can help illustrate the behavior of the 
core hole as it is drilled, and show differences in response between different thicknesses 
of plate. 
 
The relieved displacements for the axisymmetric 150mm model under mean stress 
loading are shown in Figure 4-11. The relieved radial and tangential displacements from 
the 3D 150mm model are show in Figure 4-12 and Figure 4-13, respectively. These three 
plots are representative of all plate thicknesses in terms of shape and relative 
displacement magnitude. Several important observations are made, which can be 
extended to different plate thicknesses, regarding these relieved displacement plots: 
 
1. The relieved displacement surfaces are continuous, without any discontinuities or 
gaps. This implies that when drilled, the area around the core relaxes smoothly – 
i.e. there is no critical depth for which displacements suddenly increase or 
decrease magnitude. This observation makes sense in terms of the physical 
realities of the problem. This observation is also critical to the success of the IF 
function method – by its very nature, the IF function method will not work well if 
the behavior of the relived displacements is discontinuous or noisy. 
 
2. The radial and tangential displacements from the deviatoric stress loading are 
ever-increasing (but with diminishing slope) in both the core depth and loading 
depth directions. This implies that an additional radial and tangential component 
of displacement can always be acquired by coring deeper into a member during an 
actual investigation. However, the decreasing slope of the surface implies that, 
while the displacements will always occur, they may eventually become so small 
as to be undetectable. 
 
3. The radial displacement from the mean stress loading is not ever-increasing. It 
appears to have a peak at a non-dimensional core and loading depth of 
approximately 1.00. Displacements after this value actually decrease in 
magnitude. This implies that during an investigation, radial displacements 
acquired could be 0 for some core depth. They could also reverse sign if the core 
is drilled very deeply, however the IF method can still correlate stresses to these 
displacements continuously. 
 
4. There is an increase in all displacements at the extreme core depth of 1.50. This 
increase is most visible in the radial displacement surface of Figure 4-11. This 
jump was observed for all plate thicknesses except 300mm. This is because the 
jump in displacement along this surface corresponds to the change in the core 
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from a blind hole to a thru hole, as illustrated in Figure 2-2 and Figure 2-3. The 
300mm model never experienced this change, because it was only drilled to an 
extreme depth of 150 mm. This jump is important because it indicates that the 
magnitude of observed displacements will increase as the core is drilled through 
the object, regardless of how deep the core is. The displacements found in this 
manner could be very useful in a real core drilling investigation because of their 
larger magnitude (and therefore higher reliability). 
 
The displacements from the 150mm model were used to create a set of three influence 
function matrices. Displacement matrices from the 37.5mm, 75mm, and 300mm were 
similarly processed. Note that while the IF matrices are the same size in terms of number 
of rows and number of columns (and may even have some entries of similar magnitude), 
they represent completely different core hole behavior. For this reason, IFs should be 
selected and used based on the thickness of the interrogated object. Accuracy may be 
dependent on the IF selected. This subject, and the sensitivity of the relieved 
displacement matrices to various factors is discussed in Chapter 6. 
 
4.5.4 Influence Function Coefficient Matrices α, β, and γ 
The influence function matrices are at the heart of the ICDM. They represent the 
behavior of the core as it is drilled, and allow the direct correlation of measured 
displacements with in-situ stresses. For this reason, the computational accuracy of the 
matrices is very important.  
4.5.4.1 Computational Procedure 
Three IF matrices were computed using modifications of Equations 4-3, 4-5, and 4-7. As 
noted earlier, the displacements in the mean stress model do not display trigonometric 
variation. The displacements acquired in the deviatory stress models were acquired at 
their maximum value, where the trigonometric argument in the appropriate equation is 
equal to 1.00 and drops out. Therefore, the equations that were solved for α, β, and γ are:  
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Note that the uR matrix in Equation 4-68 and 4-69 is not the same (i.e. the first is from 
the axisymmetric model used for P(H) loading, the second from the 3D model used for 
the Q(H) loading). Each of these equations represents the equality of the sum of a certain 
fraction of the IF coefficients to a single value in the relieved displacement matrix. The 
solution of these equations for every entry in the relieved displacement matrices 
represents a highly overdetermined set of simultaneous equations. The solution of the 
entire set of equations yields the full IF matrix. 
 
These equations were solved using the MathCAD suite of mathematical analysis 
software. Each of the three equations was repeated for every entry in the relieved 
displacement matrix and then solved using a MathCAD solve block. The solution was 
found using the Levenberg-Marquardt nonlinear solver. This solver is a variant of the 
quasi-Newton method, and attempts to find the zeroes of or minimize the sum of squares 
of the errors in the constraints (PTC 2007).  
4.5.4.2 Error Analysis Methods 
The approach outlined is a least squares approach (an approximate solution) to a complex 
problem. Accuracy of in-situ stresses is highly dependent on the accuracy of the IFs. In 
particular, previous researchers in the IF method (Beghini 1998, Turker 2000) have found 
that accuracy and numerical stability are affected by the size of the IF matrix. Therefore, 
several different methods have been developed to ascertain the quality of the solution 
found by this method.  
 
The first quality measurement is provided within MathCAD itself and is general to any 
least-squares problem. As the program works through the equation set, it increments its 
solution until the sum-square of the error for the system is less than a specified value. 
After convergence has been reached, the value of this error is stored in memory and can 
be recalled. This error is for the system as a whole; error for individual equations cannot 
be found. This error measure can be called the system solution error, and is defined as: 
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Where erri is the error for each equation. In this case, ERR will be the sum of 325 
individual error components (one for each entry in the relieved displacement matrix).  
 
The second quality measurement involves the so-called relative residual matrix, used in 
Section 4.4.2. The definition of the entries in this matrix is, for the IF matrix α: 
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The matrix is similarly defined for the other IF matrices. The matrix represents, for each 
calibration displacement, the normalized difference to the computed solution. The 
relative residual matrix is therefore the same size as the relived displacement matrix. The 
matrix can be presented graphically as a surface to visualize the fit of the solution. 
Narrow- or wide-band problems can be found using this measure. Narrow- and wide-
band problems are those that affect a narrow range of hole depths and a broad range of 
depths, respectively. 
 
In addition, two useful values can be extracted from this matrix. The first is simply the 
maximum absolute error in the solution, emax, defined as: 
 
)max(max ijee =  
4-73 
 
A solution that is otherwise very accurate may have trouble predicting displacements in a 
narrow band of hole depths, particularly at shallow depths. emax is a good indicator of 
such local problems with the solution. In contrast, the root-sum square (RSS) of the 
matrix entries gives an idea of the average accuracy of the solution for all hole depths. 
The equation for the RSS is: 
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A solution with a large RSS error is not suitable for the core-drilling method. This is 
because a large RSS error either indicates a poor solution at all hole depths or a very bad 
solution for a narrow band of hole depths. However, a solution with a small RSS error 
and a large emax may be acceptable, if the band of large errors is small or at unimportant 
hole depths. Both the RSS and maximum absolute error will used to analyze the results of 
the next section. 
 
The four error measurements discussed so far are internal to the calibration procedure – 
that is, they compare a displacement found using the IF solution to a calibration 
displacement that was used to make the solution. This approach provides useful 
information about the fit of a particular IF solution; however, to be practically useful, the 
IFs must be able to correlate displacements to in-situ stresses from realistic external 
loadings. In the following chapters, IFs are used to correlate measured displacements to 
in-situ stresses in both FE analyses and core drilling experiments. In both cases, the 
actual stress state of the member will be known. The prediction error is expressed as: 
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Where the predicted and actual stresses can be either pure stress measurements (i.e. 
measured in MPa), or variation-of-stress measurements (i.e. components in MPa/mm or 
MPa/mm2). 
 
4.5.4.3 Numerical Stability 
Numerical stability refers to the ability of a solution algorithm to compute an 
approximate solution to a least-squares problem with small perturbations in both the 
independent and dependent variables. Previous researchers in both the ASTM hole 
drilling method and the core-drilling method (Schajer 1998a, Beghini 1998, etc.) cite 
numerical stability as a factor affecting the selection of properly-sized IF matrices. 
Numerical stability can become a problem if the IF matrix becomes too large. However, 
Beghini, Schajer, and Turker disagree on the appropriate size of IF matrices for a given 
number of calibration increments. Numerical stability is difficult to gage in a problem 
with many unknowns and many constraints (such as the IF problem). For this reason, 
numerical stability was not investigated in the following analysis. Instead, IFs were 
selected on their ability to minimize error. IFs with small solution and prediction errors 
should provide the best correlation between relieved displacements and in-situ stresses. 
4.5.4.4 Results 
For each plate thickness, IF of 3x3, 6x6, 9x9, and 12x12 size were computed. Note that 
even though the IF matrices do not, by definition, have to be square, making them so 
provides for a less computationally-intensive solution. The system solution error for all 
IFs was many orders of magnitude smaller than the smallest coefficients in the matrices 
(on the order of 10-5). The following conclusions can be made regarding this fact: 
 
1. The Levenberg-Marquardt solver is a good choice for the IF problem (PTC 2007). 
2. Large solution errors can be associated with numerical instability. Therefore, 
numerical stability is probably not a concern for the size of IF investigated. 
 
The maximum absolute error and root-sum squared error for all solutions are presented in 
Figure 4-14 and Figure 4-15, respectively. Both error measures are relatively large for 
small IF sizes but drop off very dramatically as IF size is increased. This can be 
explained by the geometric increase in the number of coefficients as IF size is increased. 
For example, the 6x6 matrix has over three times as many coefficients as the 3x3 matrix. 
An examination of the two charts shows that errors drop off for all plate thicknesses and 
IF types until about the 9x9 size. Increasing the size of the matrices further improves 
some while decreasing accuracy in others. Which matrices were improved shows no 
discernible pattern in terms of plate thickness or IF type. 
 
While the 12x12 matrices should theoretically provide the maximum accuracy, the 9x9 
IFs were chosen for use in the remainder of the work for a variety of reasons. The 9x9 
matrices show the lowest average error across all plate types and IF types. They also 
display relatively constant RSS and maximum absolute errors among the different 
matrices. This is important, as total error in a real investigation will be a sum of error 
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from the mean, deviatoric, and shear stress components of the in-situ stress distribution. 
If one influence function (say shear) had a much larger propensity to error than another 
(say deviatoric or mean), then stress distribution with large components of shear could be 
distorted, and not be reliably investigated. 
 
A graphic representation of the relative residual for the 150mm radial-displacement 
deviatoric stress IF β is shown in Figure 4-16. This matrix is typical of the relative 
residual for all plate thicknesses and IF types. Relatively large errors (though still less 
than 10%) can be seen at shallow core depths (less than 0.2 in this case). This region of 
error will not affect the practical use of the ICDM because the first increment will 
probably be drilled relatively deeply. Displacements recovered at very shallow depths are 
likely to be too small to be useable as discussed in Chapter 8. 
 
The influence functions found are not presented in this report because of their large size. 
Because accuracy can be compromised by omission of significant digits, all IF matrices 
should be copied digitally for any future work. The IF matrices developed as part of the 
current work are available from the Center for Advanced Technology for Large Structural 
Systems at Lehigh University (Trautner 2008).  
 
4.6 SUMMARY AND CONCLUSIONS 
The following conclusions can be made regarding Chapter 4: 
 
1. A procedure for finding three general influence function coefficient matrices for 
the ICDM has been proposed using notation standard to other IF problems.  
 
2. The relieved displacement matrices developed indicate that coring deeper into a 
structure will always produce relieved displacement with a finite value, but that 
these displacements will become smaller with depth. This indicates that there will 
be a practical limit to how deep a core can be drilled before its usefulness in 
determining in-situ stresses is exhausted. For the current work, this limit has been 
taken as a non-dimensional core depth of h=1.5. This value was chosen based 
upon the decreasing slopes found in the UR and VR matrices (as seen in Figure 
4-11, Figure 4-12, and Figure 4-13), and it provides a practical limit for the 
number of increments that must be simulated for the development of the IF 
coefficient matrices.  
 
3. Example IF matrices were created and used for several important ICDM 
applications. Several aspects of the procedure important to practical applications 
of the ICDM (i.e. how to core multiple increments, how to rotate the measurement 
configuration) were illustrated. 
 
4. The IF procedure allows an incorrect stress distribution assumption to be made. 
This chapter found excellent accuracy was possible even if a linear-variation 
assumption was made when in-situ stresses through depth were constant. It is 
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important to note that higher-order terms in this case cannot be truncated, but 
must be retained to achieve this accuracy. 
 
5. Large, accurate IF matrices were introduced for a variety of plate thicknesses 
based on the analysis of 25x25 relieved-displacement matrices. These IFs will be 
used during the experimental phase of the research, and are included on an 
accompanying CD. 
 
6. A variety of error measurements were introduced to gage the accuracy of the IF 
solutions relative to the calibration displacements. The relative residual is the 
most useful of all error measurements, as it describes the error in the solution at 
all points and can be presented graphically. 
 
7. A variety of IF matrix sizes (from 3x3 to 12x12) were investigated. The 9x9 IF 
matrices are recommended for all future use. This is due to their comparable (or, 
in some cases, slightly higher) accuracy and reduced computational effort when 
compared to larger matrices 
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Figure 4-1: Examples of core and loading depths in calibration coefficient procedure 
(symmetry across the core hole shown) 
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Axisymmetric Model         
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Figure 4-2: Partitioning scheme (6 Increments) 
 
Coring 
Increment 
Partitions 
 - 78 - 
 
Figure 4-3: Axisymmetric model mesh 
 
 
 
 
Figure 4-4: 3-D model mesh 
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Figure 4-5: Assignment of first layer to negligible mechanical properties 
 
 
Figure 4-6: Uniform pressure loading in axisymmetric model 
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Figure 4-7: Schematic of 3-D model loading 
Max surface shear (1.0) at α=450 
Min Pressure (-1.0) at α=900 
Max Pressure (1.0) at α=00 
No Shear 
at α=00 or 
900 
 - 81 - 
 
Figure 4-8: Calculated and applied stresses for incorrect distribution assumption 
 
Figure 4-9: Measurement configuration rotation 
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Figure 4-10: Partitioning and tie position 
 
 
Figure 4-11: Simulated relieved radial displacements from mean stress loading 
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Figure 4-12: Simulated relieved radial displacements from deviatoric stress loading 
 
 
Figure 4-13: Simulated relieved tangential displacements from deviatoric stress loading 
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Figure 4-14: Root sum squared error as a function of IF size 
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Figure 4-15: Maximum error as a function of IF size  
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Figure 4-16: Relative residual matrix 
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1.25 5 0.00149 0.00217 0.00247 0.00255 0.00252 0.00000
1.50 6 0.00151 0.00221 0.00249 0.00255 0.00241 0.00207
URp Matrix
Non-Dimensional Extreme Loading Depth
N
o
n
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im
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n
s
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n
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Table 4-1: Example 6x6 URP matrix 
 
0
.0
6
0
.2
4
0
.4
2
0
.6
0
.7
8
0
.9
6
1
.1
4
1
.3
2
1
.5
0.001 0
0.48
0.96
1.44
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
Relative Residual
Non-Dimensional Loading Depth
Non-Dimensional Core 
Depth
Relative Residual Matrix for 150mm β IF
0.06-0.08
0.04-0.06
0.02-0.04
0-0.02
-0.02-0
-0.04--0.02
-0.06--0.04
-0.08--0.06
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0.25 0.50 0.75 1.00 1.25 1.50
Index i Index j: 1 2 3 4 5 6
0.25 1 0.00125 0.00000 0.00000 0.00000 0.00000 0.00000
0.50 2 0.00186 0.00270 0.00000 0.00000 0.00000 0.00000
0.75 3 0.00204 0.00321 0.00376 0.00000 0.00000 0.00000
1.00 4 0.00211 0.00340 0.00417 0.00456 0.00000 0.00000
1.25 5 0.00215 0.00349 0.00436 0.00492 0.00522 0.00000
1.50 6 0.00219 0.00357 0.00450 0.00516 0.00567 0.00605
URq Matrix
N
o
n
-D
im
e
n
s
io
n
a
l 
H
o
le
 
D
e
p
th
Non-Dimensional Extreme Loading Depth
 
Table 4-2: Example 6x6 URQ matrix 
 
0.25 0.50 0.75 1.00 1.25 1.50
Index i Index j: 1 2 3 4 5 6
0.25 1 -0.00059 0.00000 0.00000 0.00000 0.00000 0.00000
0.50 2 -0.00094 -0.00142 0.00000 0.00000 0.00000 0.00000
0.75 3 -0.00107 -0.00177 -0.00212 0.00000 0.00000 0.00000
1.00 4 -0.00114 -0.00192 -0.00243 -0.00269 0.00000 0.00000
1.25 5 -0.00117 -0.00200 -0.00257 -0.00295 -0.00315 0.00000
1.50 6 -0.00120 -0.00206 -0.00269 -0.00315 -0.00350 -0.00374
VRq Matrix
N
o
n
-D
im
e
n
s
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n
a
l 
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o
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D
e
p
th
Non-Dimensional Extreme Loading Depth
 
Table 4-3: Example 6x6 VRQ matrix 
 
 
0.25 0.50 0.75 1.00 1.25 1.50
Index i Index j: 1 2 3 4 5 6
0.25 1 -21.80% 0.00% 0.00% 0.00% 0.00% 0.00%
0.50 2 11.30% -6.40% 0.00% 0.00% 0.00% 0.00%
0.75 3 15.20% 3.20% -3.50% 0.00% 0.00% 0.00%
1.00 4 15.80% 3.70% -2.10% 0.64% 0.00% 0.00%
1.25 5 16.00% 2.90% -4.40% -3.80% 7.30% 0.00%
1.50 6 17.50% 3.70% -5.50% -8.60% -5.10% 6.90%
URp Relative Residual Matrix
Non-Dimensional Extreme Loading Depth
N
o
n
-D
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n
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le
 
D
e
p
th
 
Table 4-4: Example URP relative residual matrix 
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0.25 0.50 0.75 1.00 1.25 1.50
Index i Index j: 1 2 3 4 5 6
0.25 1 -31.90% 0.00% 0.00% 0.00% 0.00% 0.00%
0.50 2 7.90% -7.20% 0.00% 0.00% 0.00% 0.00%
0.75 3 12.70% 4.90% -1.80% 0.00% 0.00% 0.00%
1.00 4 12.90% 5.50% 1.40% 0.36% 0.00% 0.00%
1.25 5 11.70% 3.60% -1.10% -1.70% 0.98% 0.00%
1.50 6 10.20% 1.30% -4.40% -5.70% -2.90% 4.10%
URq Relative Residual Matrix
Non-Dimensional Extreme Loading Depth
N
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n
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Table 4-5: Example URQ relative residual matrix 
 
0.25 0.50 0.75 1.00 1.25 1.50
Index i Index j: 1 2 3 4 5 6
0.25 1 -39.40% 0.00% 0.00% 0.00% 0.00% 0.00%
0.50 2 5.90% -7.40% 0.00% 0.00% 0.00% 0.00%
0.75 3 11.70% 6.20% -1.00% 0.00% 0.00% 0.00%
1.00 4 10.70% 6.20% 2.80% -0.10% 0.00% 0.00%
1.25 5 7.70% 3.10% 0.00% -1.00% -0.60% 0.00%
1.50 6 4.50% -0.40% -3.60% -4.00% -1.70% 3.10%
VRq Relative Residual Matrix
Non-Dimensional Extreme Loading Depth
N
o
n
-D
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D
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th
 
Table 4-6: Example VRQ relative residual matrix 
 
Side Dimension Relieved Displacement (mm) % Difference to Model Used
375 0.00262676 5.65%
750 0.00251880 1.31%
1500 0.00248635 --
3000 0.0024774 -0.36%  
Table 4-7: 300mm axisymmetric model size refinement 
 
Side Dimension 
(mm)
Central Area 
Dimension (mm)
# of CAX8R in 
Core
Displacement 
(mm)
% Difference to 
Model Used
1500 150 784 0.00235678 5.50%
1500 225 1520 0.00248635 --
1500 400 3542 0.00247373 -0.51%  
Table 4-8: Refinement of core area size and mesh 
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Chapter 5 : Verification of IF Coefficients by FE Modeling 
 
5.1 INTRODUCTION 
The IF matrices developed in the previous chapter are intended for general use in the 
investigation of in-situ stresses in any concrete structure. The theory behind the IF 
method has been verified by extensive use in the ASTM hole-drilling technique (Beghini 
1998, Baldi 2005) and the error measurements introduced indicate an accurate solution. 
However, FE modeling of the ICDM procedure and experimental work can fully verify 
the IF matrices. This chapter presents FE models subjected to realistic hypothetical stress 
distributions. The ICDM is then simulated, and the relieved displacements are processed 
via the IF matrices. The resulting stresses are compared to the applied stresses.  
5.2 PLATE MODELS 
The simplest way to verify the IF matrices is by using the models that were used for their 
creation subjected to external loads. This removes the possibility of geometric or material 
differences from affecting the magnitude of the relieved displacements. For the following 
sections, the 150mm 3D quarter-symmetric calibration model will be used, with the 
exception that the “shell area” will have a slightly finer mesh to ensure the correct 
geometry of deformation under the imposed loads. Also, the shell mesh was changed to 
C3D20R elements, to ensure that bending stresses could be accurately modeled. All 
displacements were recovered with measurement configuration A. 
5.2.1 Constant Stress Distribution 
In most investigations, the stresses of primary interest will probably be Cartesian normal 
stresses. The following sections present various distributions designed to test the IF 
suitability for these types of problems. 
 
In Section 4.4.5, small-scale IF matrices were used to analyze displacements from a 
loading of σxx= -7.0MPa (all other stresses 0) under a linear assumption. Displacements 
were acquired at non-dimensional core depths of h=1.5 and h=0.75. The calibration 
matrices were therefore 2x2. The normalized displacements found in this analysis were:  
 






=
10.00028463-
50.00021548-
1D       






=
780.00007363-
880.00008457-
2D        






=
0.01369207
080.00004598
3D  
 
Using the 9x9 IF matrices found in the previous chapter, the calibration matrices are 
computed to be: 
 






== −
211023.018-183745.889
48319.7656.052
][
1 1 T
AA
T
A MMM
A
 
 
 - 90 - 






== −
70379.766114007.955-
18483.997-56752.123
][
1 1 T
BB
T
B MMM
B
 
 
Using these matrices, the stress components found are: 
 






=
 MPa/h0.08
 MPa7.07-
xxσ      





=
 MPa/h0.05
 MPa0.04-
yyσ     





=
 MPa/h0.006-
 MPa0.006
xyτ  
 
The results of the analysis can be compared to the applied stress graphically, as shown in 
Figure 5-1. This solution gives a maximum error of about 1% at the top of the core. A 
comparison of Figure 4-8 and Figure 5-1 shows that the accuracy of the solution has 
increased markedly over that provided by the crude IF matrices used previously. 
However, the accuracy of the solution drops slightly if the IF size is increased to 12x12, 
as predicted by the error analysis of Chapter 4. 
 
5.2.2 Linear, Quadratic and Non-Polynomial Stress Distributions 
The vast majority of problems likely to be investigated with the ICDM will not be 
constant-stress. Elastic bending and prestressing forces are likely to introduce linear 
stress gradients in beam, beam-column, plate, and slab structures. Variations in Ec, when 
combined with these effects, can produce quadratic variations in stress.  Stress 
distributions near connections and other situations can create stress distributions that do 
not follow a polynomial distribution. This section analyzes the applicability of the ICDM 
to each of these cases. 
5.2.2.1 Linear Distribution Case 1: Uniaxial Loading 
Using an analytical field in ABAQUS, a linear variation of stress through depth can be 
applied to the model, as shown in Figure 5-2. Since the C3D20R element can represent a 
state of linear strain, this stress propagates through the model with the same distribution. 
This has the effect of simulating bending in the model. For this example, the stress 
applied was -15.0 MPa at the top of the model, and 0 at the bottom, which for a specimen 
150mm thick yields a stress gradient of 10MPa/h (using a 100mm measurement circle). 
 
Because the stress was assumed to vary linearly through the depth, at least two sets of 
relieved displacements were needed. For this example, relieved displacements at h= 0.75 
and h=1.5 were used. The normalized displacement vectors acquired are: 
 






=
0.0458909-
30.00038327-
1D       






=
780.00007363-
880.00008457-
2D        






=
820.00014406
920.00007682
3D  
 
The calibration matrices found via Equation 4-21 and 4-36 (from the previous example) 
were re-used, yielding stress vectors of: 
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





=
 MPa/h10.074
 MPa15.090-
xxσ      





=
 MPa/h0.056
 MPa0.1242-
yyσ     





=
 MPa/h0.1201-
 MPa0.1236
xyτ  
 
The solution for the stress of interest (σxx) can be plotted as a function of depth and 
compared to the applied stress, as shown in Figure 5-3. The relative error cannot be 
plotted as in Figure 5-1 because the applied stress is 0 at the bottom of the core.  
However, the two curves are almost indistinguishable and the absolute difference 
between the solutions (plotted as the raw error in the figure) is small. This indicates a 
highly accurate prediction of in-situ stresses. 
5.2.2.2 Linear Distribution Case 2: Biaxial Loading 
The cases investigated to this point have all involved loading in only one direction – 
either uniaxial compression or uniaxial bending. Often, a structural concrete member will 
not be subjected to such simple stresses. For example, a square concrete column 
subjected to biaxial bending will have a stress gradient in two directions. Post-tensioned 
concrete foundations will often have prestressing strands running perpendicular to one 
another, resulting in stress gradients through depth in both in-plane directions. 
 
Because the ICDM directly calculates fundamental stress components -- mean, 
deviatoric, and shear stresses -- any combination of Cartesian stresses can be found. For 
this example, bending and compression is simulated in the x-direction by a stress gradient 
varying from -15MPa at the top to 0 at the bottom. In the y-direction, pure compression 
of -10.0 MPa is applied. This loading condition can be seen in Figure 5-4. 
 
The normalized displacements recovered from non-dimensional hole depths of 0.75 and 
1.5 are: 
 






=
50.00032169-
10.00033701-
1D       






=
80.00023096-
90.00023766-
2D        






=
0.00014073-
80.00013877-
3D  
 
Note that D1 and D2 actually decrease with depth, indicating that there is no clear pattern 
that should be expected to the relieved displacements in a general loading case. The 
calibration matrices of the previous section can be re-used to determine the in-situ 
stresses, which are found to be: 
 






=
 MPa/h10.011
 MPa15.126-
xxσ      





=
 MPa/h0.1471
 MPa7.221-
yyσ     





=
 MPa/h0.0085-
 MPa0.0083
xyτ  
 
The in situ stresses are plotted as a function of depth in Figure 5-5. Both σxx and σyy are 
very accurate, indicating that an excellent solution is possible even if the measured 
displacements change very little from increment to increment. 
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5.2.2.3 Quadratic and Non-Polynomial Distributions 
As mentioned in the introduction of this section, various phenomena can be responsible 
for non-uniform, higher-order or non-polynomial variations of stress within concrete 
structures. While it is theoretically possible to use the ICDM in such cases, its predictions 
of in-situ stress will be limited by polynomial expressions. Complex stress fields are 
often the result of local phenomena, and St. Venant’s principle also dictates that if the 
structure remains linear elastic (one of the underlying assumptions of the ICDM) these 
higher-order stress fields will degenerate into constant stress fields quite quickly. This 
quick degeneration implies a high in-plane stress gradient, which violates one of the 
fundamental assumptions of the ICDM (given in Chapter 2). However, the use of the 
ICDM is possible in this situation 
 
One situation where a higher-order stress field may not be a local effect is in the case of 
differential shrinkage. Differential shrinkage stresses (introduced in Chapter 2) can 
potentially cause higher-order variations of stress through depth to exist over an entire 
structural member. The exact shape of these stresses will be dependent on a number of 
factors, including the temperature history of the member, the type of concrete, and 
ambient moisture conditions. If it can be assumed that the distribution of shrinkage 
stresses is constant over the coring region, the ICDM can theoretically be used to 
investigate these shrinkage stresses directly (though this has not been proven 
experimentally).  
5.2.2.4 Distribution Assumption and Least-Squares Approach 
For many applications of the ICDM, the stress distribution will be linear. Situations that 
lead to a linear gradient can include bending, prestressing, and eccentric axial load. This 
implies that only two sets of displacements are necessary and that only two increments 
need be drilled. This provides a determinate system with only one solution. However, the 
use of more displacements can be accommodated by increasing the number of rows in the 
calibration matrices MA, MB, and MC. When this happens, the number of equations 
becomes more than the number of unknowns and the IF method intrinsically finds a least 
squares approximation. For example, the example of Section 5.2.2.2 can be simulated to 
be drilled in three increments instead of just two. The normalized relieved displacements 
in this case are: 
 










=
0.000322-
0.000337-
0.000150-
1D   










=
80.00023096-
0.000238-
0.000107-
2D   










=
0.000140-
0.000139-
0.0000643-
3D  
 
Making the calibration matrices 3x2 (meaning the number of increments is three and the 
stress assumption is linear), the Cartesian stresses are found to be: 
 






=
 MPa/h9.873
 MPa15.061-
xxσ   





=
 MPa/h0.264
 MPa7.274-
yyσ   





=
 MPa/h0.0136-
 MPa0.0106
xyτ  
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Using 3x3 calibration matrices (quadratic assumption of stress), the stress components 
are found to be: 
 
 










=
2 MPa/h1.837
 MPa/h7.543
 MPa14.682-
xxσ     










=
2 MPa/h1.197-
 MPa/h1.586
 MPa7.484-
yyσ  










=
2 MPa/h0.0603
 MPa/h0.086-
 MPa0.022
xyτ  
 
A comparison of these solutions can be seen in Figure 5-6. Two important generalizations 
can be made about this example: 
 
1. Neither the overdetermined linear or determinate quadratic solutions are as 
accurate as the determinate linear solution; 
 
2. When using a quadratic solution, the higher-order terms cannot simply be 
truncated. They become an important part of the gradient computed in the 
solution. The quadratic solution for this example is plotted in Figure 5-7 with the 
quadratic term truncated. When compared with Figure 5-6b, it is obvious that 
there is a significant loss in accuracy. 
 
These conclusions seem to suggest that whenever possible, a determinate linear solution 
should be used in the ICDM. However, the overdetermined solution, by its very nature, 
attempts to minimize the error between different displacement measurements. This would 
be useful if the displacement measurements were particularly noisy in a certain 
increment. The challenge is to balance solution error against error introduced by the 
displacements themselves. In general, an overdetermined solution will provide more 
accuracy given noisy displacements, but a determinate solution has a higher potential for 
accuracy given perfect displacements. In any ICDM investigation, different solutions 
should be made and checked for agreement. 
 
5.3 EXPERIMENTAL MODELS 
Thus far, the IF matrices developed have only been tested on models with the same or 
similar geometry as the calibration models. The experimental portion of the current work 
is designed to test the ICDM’s ability to determine in-situ stresses in realistic concrete 
specimens. A description of the experimental work can be found in Chapter 7. This 
section presents FE simulations of the ICDM performed on these specimens using 
nominal values of dimensions, eccentricities, prestressing forces, and actual increment 
pattern. This will serve as a test of whether the IF matrices developed are useful 
generally. One 300mm-thick core and one 150mm-thick core were modeled (Core 5 and 
Core 9 shown in Figure 7-8, respectively). 
 
As described in Chapter 7, the specimens tested were eccentrically posttensioned slabs. 
The core area was modeled utilizing the quarter-symmetry of the slab, as shown in Figure 
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5-8. The core area was modeled using C3D20R elements throughout, to accurately 
capture the bending present in the real slabs. The mesh size and density in the immediate 
core area was exactly the same as in the previous models. The Core 5 and Core 9 models 
are shown in Figure 5-9. To simulate the loading in the slabs, the stress at the top and 
bottom of the slab was calculated by the means outlined in Chapter 8. Then, the stress 
gradient was applied using an analytical field in ABAQUS (the same method that was 
used in the simplified models earlier in this chapter). Denoting σ1 as the stress in the top 
of the slab and σ2 as the stress in the bottom of the slab, the stresses applied at the top and 
bottom of each model were as follows: 
 
Core 5:   σxx,1= -9.74MPa 
       σxx,2= -4.97MPa 
 
Core 9:  σxx,1= -8.83MPa 
       σxx,2= -0.12MPa 
 
The coring procedure was then simulated by assigning successive layers of core hole to 
air. The increments drilled were of the depths shown in Table 7-7. The displacements 
given by the model around the 100mm measurement circle are shown in Figure 5-10. 
These graphs exhibit several important features: 
 
1. Loading in only one direction produces displacements (both radial and tangential) 
in a sine wave that repeats every 180º. 
2. The first increment produces the largest differential displacement. Increments 
after the first produce progressively larger displacements, but the rate of increase 
slows (i.e. the differential displacements get smaller and smaller). 
3. Tangential and radial displacements are on the same order of magnitude. 
However, radial displacements are generally larger.  
4. Tangential and radial displacements are complimentary, and offset by a phase 
angle of 90º. This means that radial displacements are highest when tangential 
displacements are zero, and vice versa. This implies that the use of a combination 
of the two displacements would give the largest magnitude (and the largest 
reliability) of displacements for all measurement configuration orientations. 
                                   
For both cores, the displacements were extracted and analyzed via measurement 
configuration A. Only one measurement set was taken (at a configuration rotation of 
α=0º), as any rotation should yield very similar results due to the highly accurate 
elements used. This is evidenced by the very smooth and regular displacements shown in 
Figure 5-10. Measurements at the six core hole increments for Core 5 were found to be: 
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

















=
0.00041415-
0.00039311-
0.0003667-
0.00031196-
0.00024085-
0.0001101-
1D   


















=
0.0000832-
0.00010337-
0.00010599-
0.00010032-
0.00008432-
0.00004274-
2D   


















=
0.00018732
0.00013349
0.00010711
0.00007258
0.00004344
0.00001204
3D  
 
The stresses were then calculated by the relationships of Equation 3-27, 3-28, and 3-29 
for an overdetermined linear distribution (r=6, c=2). This solution approach (using the 
full set of simulated displacements) was used arbitrarily – analysis of the experimental 
displacement data is conducted in Chapter 8 to determine what combination of 
assumptions works best (linear/quadratic, determinate/overdetermined, etc.) for actual 
measured displacements. The results of this analysis for σxx (stress in the loading 
direction) are presented graphically in Figure 5-11. The other Cartesian stresses were 
essentially 0 for all hole depths. The overall solution shape is very good, but the ICDM 
slightly overestimates stresses at all depths. This is due to the difference in geometry 
between the calibration model and the interrogated object, and is to be expected. Because 
the slab is smaller in-plane than the plate used to calibrate the method (and contains a 
void for the conduit), there is less confinement and the displacements are therefore larger. 
The ICDM interprets these larger displacements as larger stresses. However, even the 
largest error is within 8% of the applied stress, and is deemed satisfactory. 
 
Displacements from the simulation of Core 9 were found to be: 
 


















=
0.03173-
0.03055-
0.02801-
0.02422-
0.01859-
0.00879-
1D   


















=
0.01043-
0.01027-
0.00983-
0.00896-
0.00732-
0.00378-
2D   


















=
0.01095
0.01008
0.00842
0.00635
0.00397
0.00124
3D  
 
The displacements were analyzed in the same manner as for Core 5. A plot of the stress 
of interest is shown in Figure 5-12 (again, the other Cartesian stresses are almost 0). As 
with the simulation of Core 5, the stresses found via ICDM are not in perfect agreement, 
but the stress is generally under predicted. It is thought that this over prediction is due to 
the geometry of the specimen. A full analysis of this error is outside the scope of this 
work. 
5.4 CONCLUSIONS 
The following conclusions can be made regarding Chapter 5: 
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1. The 9x9 IF matrices developed in Chapter 4 produce highly accurate in-situ stress 
results when tested against FE models similar to the calibration models. 
 
2. A variety of stress distributions including constant, linear, and bi-directional can 
be reliably investigated using the ICDM. 
 
3. Determinate linear solutions (provided by two coring increments) appear to be the 
most accurate for linear-elastic stress distributions when simulated “noise-free” 
displacements are used. It is hypothesized that an overdetermined linear solution 
would be preferable in cases of noisy DIC data, or when coring depths are not 
precisely known. 
 
4. Simulations of the experimental specimens were conducted using accurate FE 
methods. Displacements acquired for these simulations showed a number of 
identifiable patterns, including a double-sine shape, and decreasing difference 
between displacements as the core is drilled deeper. These features allow an 
assessment of the reasonableness of the acquired displacements before any stress 
analysis is performed. 
 
5. The radial and tangential displacements from the uniaxial loading case 
investigated for the Core 5 model exhibit a complimentary pattern – one is 
minimized while the other is maximized as the measurement configuration is 
rotated. Therefore, to maximize the magnitude of the measured displacements 
(and the reliability of the ICDM), a measurement configuration that uses a 
combination of the two displacements (such as configuration F) can be used. 
 
6. The calculated in-situ stresses in the simulated specimens showed around an 8% 
variance from the applied stresses. This difference is due to the geometric 
differences between the specimens tested and the model on which the IF matrices 
were calibrated. 
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Figure 5-1: Calculated and applied Stresses for a constant distribution case 
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Figure 5-3: Calculated and applied stresses for a linear distribution case 
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Figure 5-4: Bi-Directional loading 
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Figure 5-5: Bi-Directional stress results 
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(b) 
Figure 5-6: Alternate solutions for three-increment example: (a) Linear least-squares 
approach (b) determinate quadratic approach 
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Figure 5-7: Calculated stresses with higher-order term (quadratic term) truncated 
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Figure 5-8: Core modeling area 
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(a) 
 
 
(b) 
Figure 5-9: Quarter-symmetric experimental models (a) Core 5 and (b) Core 9 
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(b) 
Figure 5-10: Displacements around measurement circle for simulated Core 5 (a) Radial 
and (b) Tangential 
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Figure 5-11: Core 5 FE applied and calculated stresses 
 
 
Figure 5-12: Core 9 FE Applied and Calculated Stresses 
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Chapter 6 : Sensitivity Studies and Error Analysis 
6.1 INTRODUCTION 
The influence functions presented in Chapter 4 were developed to provide accurate 
results for practical applications of the ICDM. However, the IFs presented were 
developed under certain assumptions regarding the behavior of the interrogated object. 
These assumptions affect the properties of the FE model used to find the simulated 
relieved displacements. Among the most significant of these assumptions are: 
 
1. The geometry of deformation of the core is best represented by quadratic 
elements; 
2. The thickness of the interrogated object is between 37.5mm and 300mm; 
3. The Poisson’s ratio of the concrete is 0.20; 
4. The interrogated object can be treated as infinite in the in-plane directions. 
 
Displacements found during coring, if analyzed with IF matrices calibrated on a model 
with different properties, may produce erroneous results. This chapter presents studies to 
quantify the effects of changes in each of these variables on the calibration 
displacements. The magnitude of these changes is a good indicator of possible errors in 
in-situ stress results.  
 
In addition, two factors that are unrelated to the calibration procedure are investigated: 
 
5. The Ec of the calibration model will not, in general, be the same as the Ec of the 
interrogated object; 
6. The accuracy of the relieved displacements will be limited by some measurement 
threshold and/or will contain some measurement noise. 
 
These factors are investigated by examining realistic simulated core drilling procedures. 
In this way, the accuracy of the in-situ stress results can be evaluated directly. 
6.2 ANALYTICAL APPROACH 
There are two possible methods for investigating the effects each of the factors above will 
have on a stress investigation: 
 
1. The calibration procedure could be repeated with an FE model having a different 
thickness, Poisson’s ratio, etc. The simulated calibration displacements found in 
this fashion can be compared with the calibration displacements found under the 
original assumptions. 
2. The original IF matrices can be used in the analysis of an FE-simulated core 
drilling investigation having different material or geometric properties. Problems 
with the IF matrices will manifest themselves as errors in the computed stresses. 
 
Method 2 has the advantage of directly exposing problems with calculated in-situ 
stresses, and will be used to investigate factors 5 and 6 (identified above). However, a 
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single simulated case cannot reliably determine whether the IFs are acceptable in general. 
Since the ICDM is intended to be a fully general method of in-situ stress determination, a 
great number of cases of varying parameters would have to be simulated and analyzed to 
fully describe the accuracy of the IFs.  
 
For this reason, method 1 is preferable for those factors which can be changed in the FE 
calibration model (factors 1, 2, 3 and 4). If the displacements found during the calibration 
procedure under different sets of assumptions are within some set tolerance, it can be 
assumed that the original IFs would provide accurate in-situ stresses for an object with 
those properties. For example, if the calibration displacements from a model with a 
Poisson’s ratio of 0.25 are comparable to those found under the original assumption of 
ν=0.20, it can be concluded that the original IF matrices would be accurate in the 
interrogation of a concrete member with a ν of anywhere between 0.20 and 0.25. In 
Chapter 4, it was shown that the relieved displacement matrices are organized by non-
dimensional hole depth (row) and loading depth (column). The maximum error in a row 
will be the maximum error realized if the core is drilled to that depth in a single 
increment. 
 
The easiest way to make comparisons between relieved displacement matrices in this 
manner is by using an error matrix similar to the relative residual. For the matrix of 
relieved radial displacements due to mean stress, this definition is: 
 
)1(
)2()1(
propertyuR
propertyuRpropertyuR
e
ij
ijij
ij
−
=  
6-1 
 
A definition for the other relieved displacement matrices can be similarly made. It should 
be noted that this method of comparing displacements is useful for all parameters, both 
material and geometric. It can be shown that the maximum value of e over a given core 
depth places an upper bound on the error of the computed in-situ stress under a constant 
stress assumption. The maximum difference in e between any two core depths places an 
upper bound on the error of the variation term under a linear assumption. A tolerance of a 
10% change of e will be deemed acceptable in this chapter. To continue the example, if 
the maximum value of e when changing ν from 0.20 to 0.25 is 5%, the IF matrix 
calibrated from the ν=0.20 model will give accuracy to within 5% on an object with 
ν=0.25, regardless of what increment pattern is used. 
6.3 ELEMENT SELECTION 
Previous research into both the hole drilling method (Beghini 2000, Schajer 1988) and 
the core-drilling method (Turker 2003, McGinnis 2005) used models similar to those 
used in the current research for development of IF matrices. The type of elements used in 
these models have included constant-strain axisymmetric, axisymmetric Fourier, 
axisymmetric harmonic, and 3D continuum elements.  
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In contrast, the current research uses linear-strain axisymmetric and 3D continuum 
elements (ABAQUS CAX8R and C3D20R, respectively) as the primary element type. 
These elements were chosen because of their quadratic displacement interpolation 
functions, which allow them to represent a variety of deformed geometries. Because the 
deformation of the core area is complex, these elements will capture the behavior of the 
core better than similarly-sized linear elements. In fact, a coarser mesh of quadratic 
elements will often give better results than even a very fine linear mesh in complex 
problems (Logan 2007). 
 
A preliminary study indicated that the differences in displacement found when using two 
different element types were most pronounced at shallower specimen depths. For that 
reason, a model with a 75mm depth was used to probe element effects. The calibration 
procedure was carried out in 25 increments of 3mm each. The axisymmetric model was 
alternately meshed with ABAQUS CAX4R and CAX8R elements. The 3D model was 
meshed with C3D8R and C3D20R elements. For both cases, the geometry of the mesh 
was kept constant; only the type of element was changed. 
 
The difference between the relieved displacements can be seen in Figure 6-1. Note that 
the mean stress loading (Figure a) produces similar displacements regardless of element 
type, except for at extremely shallow core depths. The differences in Figures (b) and (c), 
however, are larger in magnitude and go deeper into the core. Differences of more than 
10% can be observed at depths of one-third to one-half of the ultimate depth. All three 
figures show surfaces that are not smooth, indicating there is no simple relationship 
between displacements found using linear and quadratic elements. 
 
It can be concluded that higher-order elements are a better choice for the ICDM, 
especially if 3D models are employed. There is a large difference in the calibration 
displacements at shallow core depths for the deviatoric and shear stress IFs. This means 
that if an analysis were carried out using ‘linear” IFs and displacements were collected 
from a shallow core hole, very large errors in the in-situ stresses would be produced. The 
relative lack of error at core hole depths 0.5hmax and greater indicates that the constant-
strain FE work done by McGinnis (2006) to support the CDM are accurate, since no 
shallow-depth displacements were used. 
6.4 EFFECT OF SPECIMEN DEPTH 
The core area is constrained not only by the material around the hole, but also by the 
material beneath it. It could be reasonably assumed that the behavior from thicker and 
thicker plates would eventually reach infinite behavior -- the objective of this section is to 
determine where that behavior begins.  
 
The effect of constraint beneath the hole can be illustrated using simulated relieved 
displacement matrices from the calibration procedure already carried out. The 
comparison being made is between each entry in the relieved displacement matrix for 
different thicknesses. The definition for the error matrix e introduced above was used.  
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 As stated in Chapter 4, numerical presentations of matrices of this size are not possible; 
instead, 3D graphical representations are used. Figure 6-2 shows the relative residual e 
between models of 150 and 300mm depth. The differences in calibration displacements 
are above 15% for most of the core hole and loading depths, with some being higher than 
20%. Therefore, an IF matrix for a 150mm plate could not be expected to give accurate 
results for an object that is more than 300mm thick. Comparisons between the 37.5mm, 
75mm, and 150mm show similar displacement differences. Therefore, an interrogated 
object should be matched as closely as possible to an IF matrix developed for that depth. 
 
Figure 6-3 shows the results of doubling the thickness again. The difference between all 
displacements is less than 8%, indicating that the 300mm IF would probably yield 
acceptable accuracy for all concrete members 600mm or thicker. The smooth and 
relatively flat nature of all three surfaces indicate that during an analysis, displacements 
from any core hole depth would yield consistently acceptable results. 
 
6.5 EFFECT OF POISSON’S RATIO 
As discussed in Section 2.3.3, both the Young’s Modulus Ec and Poisson’s Ratio ν can 
affect the magnitude of the relieved displacements during coring. According to the PCA 
(2005), the maximum range of Poisson’s ratio for normal weight concrete mixes is 
between 0.15 and 0.25. Because testing the Poisson’s ratio of concrete requires 
specialized equipment not available to all testing labs (ASTM), it is important that the set 
of IF matrices be flexible enough to accommodate all likely Poisson’s ratios. 
 
For this section, the matrix e is adapted to compare relieved displacements from models 
with different Poisson’s ratios. Because 0.20 is the most commonly occurring value (PCA 
2005), a displacement from an FE model with ν=0.20 is used as the “property 1” 
displacement in Equation 6-1. Both the high and low ends of the range were investigated. 
 
The comparison matrix e is shown for ν=0.15 in Figure 6-4. Displacements from all three 
relieved displacement matrices are within about 5% of the base case. Increasing the 
poisons ratio to 0.25 produces changes of opposite sign in the displacement matrix, as 
shown in Figure 6-5. These differences are also quite small. An examination of the shape 
of these graphs shows that Poisson’s ratio produces a nonlinear change in the mean stress 
displacement and a linear change in deviatoric displacements, as predicted by basic 
mechanics of materials equations. 
 
Because the graphs presented represent the extreme values in the range of Poisson’s ratio 
for concrete, it can be concluded that IFs calibrated using ν=0.20 would produce 
acceptable accuracy for any concrete mix. Therefore, mechanical testing for Poisson’s 
ratio is unnecessary as part of an ICDM investigation.  
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6.6 IN-PLANE DIMENSIONS 
The IF matrices introduced in Chapter 4 were developed under the assumption that the 
interrogated object could be treated as infinite in the in-plane dimensions. The models 
used to develop the IFs were refined until infinite behavior was reached (as seen in Table 
4-7). A characteristic dimension of 10D (ten times the core diameter) was chosen. 
However, it is very likely that the ICDM will be used on concrete structures that are 
significantly smaller than this, at least in one dimension. 
 
McGinnis (2006) tested 150mm-thick slabs that had a characteristic dimension of about 
3D (where the characteristic dimension is defined in terms of the quarter-symmetric 
models used in the current work). Finite element work performed as part of these 
experiments indicated that the error from the exact solution would be less than 5%. 
However, these experiments were performed using the CDM (i.e. the relieved 
displacements were taken at a single, relatively deep depth). No work was done to 
determine whether displacements taken at shallow core depths would be reliable. 
 
The 150mm model was chosen to probe the effects of non-infinite behavior because it is 
similar to the work that McGinnis (2006) did and could be compared for accuracy, and 
the results from the 150mm model could be applied to the experimental part of the 
current work. 
 
The “modified relative residual” matrix e was chosen as a method of comparing 
displacements from the different models. Unfortunately, the axisymmetric and 3D 
quarter-symmetric models used as part of the calibration procedure are incapable of 
modeling behavior changes as a result of dimensional changes in just one direction. 
Therefore, to at least determine conceptually how sensitive the ICDM is to changes in 
geometry, both models were shrunk to one-half their previous size (750mm) and the 
calibration procedure was carried out again.  
 
The results of this procedure indicate that (as expected) all displacements are larger in the 
smaller models. This can be explained by the relative lack of constraint versus the larger 
model. The displacement-comparison matrix e is shown for each of the three types of 
displacement in Figure 6-6. Changes in displacement are less than 6% for all three 
matrices, indicating that the IFs calibrated from “infinite” models could probably be used 
reliably on specimens far smaller than 10D in the in-plane dimensions. However, it is 
possible that accuracy of in-situ stresses found in small objects (significantly less than 
750mm in the shortest dimension) could be affected. For the experimental portion of this 
work, no correction to in-situ stresses will be performed.  
6.7 DISUSSION OF VRQ 
An examination of Figure 6-1 through Figure 6-6 shows that regardless of the parameter 
being investigated, the tangential-displacement matrix VRQ has the largest deviation from 
the “original” case. While this difference is not considered to be significant for small 
variations in the parameters investigated, this phenomena could impact investigations 
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where the properties of the interrogated object vary greatly from the assumptions in the 
FE calibration procedure.  
 
For this reason, an investigator concerned with maximum accuracy may want to choose a 
measurement configuration that does not need the IF matrix γ if the properties of the 
object are unusual.  
6.8 ADJUSTMENT FOR EC 
 
Although the ACI approximate equation for Ec is only weakly dependent on concrete 
strength (Equation 2-6), the large range of f’c for concrete mixes in use in modern 
construction makes it necessary that the ICDM be adaptable to different Ec values. 
Fortunately, the IF method can be adjusted to accommodate different modulus values 
easily. This section presents the adjustment technique. 
 
IF matrices can be calibrated using a model having one Ec and used on a concrete 
member having another. For this section, the “calibration” modulus will be defined as Ec1 
and the “object” modulus as Ec2. For the case of the mean stress IF, the calibration 
modulus can be substituted into Equation 4-3, producing: 
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This set of equations can be solved for the IF coefficients αkl. βkl and γkl can be similarly 
computed. The adjustment in the IF procedure occurs when the IF matrix is used to create 
the calibration matrix mA. Using the object modulus, Equation 4-16 becomes: 
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The result of this equation is a calibration matrix suitable for use on an object with Ec2. 
The calibration matrices mB and mC are similarly adjusted. 
 
Because the compensation for a change in modulus happens after the IF matrices have 
been computed, the use of an e matrix to assess sensitivity is impossible. Instead, to 
illustrate this procedure, the displacement found for the one-increment example presented 
in Section 4.4.3 can be used again. This model had an Ec of 32000MPa. The non-
normalized displacements from this single-increment case were found to be: 
 
D1= -0.02846mm     D2= -0.007363mm         D3= 0.013692mm 
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From the “crude” 2x2 influence functions, the calibration constants were found to be: 
 
A
1
=51935.01                          
B
1
=17240.92 
 
Using the relationships of Equations 3-30and 3-31, the Cartesian stresses were found to 
be        σx=-7.48 MPa and σy=-0.194 MPa. Keeping the model identical to the example in 
every aspect except for changing Ec to a drastically different value (20000MPa), new 
displacements are found to be: 
 
D1= -0.045416mm        D2= -0.011751mm         D3= 0.021835mm 
 
Using the value Ec2=20000 MPa, the calibration matrices are re-computed to be: 
 
A
1
=32459.38                            
B
1
=10775.57 
 
Using the same relationships, the Cartesian stresses found are σx = -7.45 MPa and σy= -
0.200 MPa. These stresses are nearly identical (within about 0.1%) to the stresses found 
for the stiffer interrogated object. This suggests that adjusting for object Ec in this manner 
is acceptable. 
6.9 NOTES ON ACCURACY OF RELIEVED DISPLACEMENTS 
In a realistic application of the ICDM, the accuracy of the relieved displacements will be 
limited by some kind of measurement technology. Even with a highly accurate system 
such as DIC, the displacements recovered will not be perfect. A multitude of factors, 
including facet size, step size, filtering, surface quality and image quality can adversely 
affect the accuracy of the relieved displacements (Lecompte 2006). The effect of these 
factors will be discussed in depth in Chapter 8, but for now it is enough to say there will 
be some error in the measurement. 
 
It can be shown that predicting the effect of an error in displacement measurement on 
calculated in-situ stresses is extremely difficult. An examination of the equations relating 
displacement to in-situ stress for various measurement configurations (Equations 3-27 
through 3-37) shows that the calibration matrix is multiplied directly with either the sum 
or difference between different measurements, depending on measurement configuration 
type and stress type (mean, deviatoric, and shear). Therefore, the kind of difference in 
calculated in-situ stress an erroneous displacement measurement will make will depend 
on a number of factors, including what measurement configuration is being used, how 
many times the configuration is rotated around the hole, at what hole depth the error 
occurred, what the assumed stress distribution is, and how many hole depths are cored. 
The number of variables makes the development of a procedure for numerically 
correcting for errors beyond the scope of this report. 
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From an examination of the ICDM equations presented up to this time, however, a 
number of general observations can be made: 
 
1. The largest possible subset of the available data should be used. If only one 
displacement measurement were used, a local error in one of the displacement 
measurements could cause extremely large errors in calculated stresses. 
 
2. Whenever possible, some method for utilizing the large amount of redundant data 
available should be used. A method for doing this is the “rotation” of the 
measurement configuration, outlined in Section 4.4.6. McGinnis (2006) used 
rotation of measurement configuration C successfully using the core-drilling 
method.  
 
3. In the development of the ICDM presented in the preceding chapters, it has been 
assumed that the measurement circle radius is 100mm. While a measurement 
circle radius of 100mm was successfully used by McGinnis (2006), an almost 
infinite number of measurement circles can be used. This is because the ICDM is 
formulated in the space of non-dimensionalized core hole depths up to 1.5. For 
example, a core hole drilled to a depth of 50mm using a measurement circle 
radius of 100mm has a non-dimensional depth of: 
 
75.0
100
75
=





=
mm
mm
h
 
 
 The same non-dimensional hole depth can be “created” by drilling a core to 
100mm and using a measurement circle radius of 133.33mm: 
 
75.0
33.133
100
==
mm
mm
h  
 
Therefore, it is possible to use measurement circles both smaller and larger than 
100mm, so long as the range of non-dimensional hole depths stays within the 
range of 0-1.5. This technique is also limited to measurement circle radii that 
capture measureable displacements (i.e. a measurement circle at 1500mm when 
the core hole is 100mm satisfies the non-dimensional hole depth range, but might 
capture displacements that are too small and too noisy to be useful). Use of 
multiple measurement circle radii makes the ICDM essentially full-field, and has 
the potential to increase the accuracy of the technique. This procedure is 
identified as an avenue for future research in Chapter 9. 
 
6.10 CONCLUSIONS AND SUMMARY 
The following conclusions can be made following Chapter 6: 
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1. A method of investigating the effects of changes in material and geometric 
properties by comparing the simulated relieved displacement matrices has been 
presented. This comparison is most easily visualized by a 3-D percent-difference 
graph. 
 
2. The use of linear-strain finite elements in the immediate vicinity of the core hole 
is superior to constant-strain elements due to their superior deformation capability 
under complex loads. Analysis of linear-strain and constant strain models 
indicates that FE work done by McGinnis (2006) to support the CDM was 
accurate. 
 
3. Different sets of IF matrices for different specimen depths are necessary. Errors of 
more than 15% are likely (and errors of more than 25% are possible) if the proper 
IF matrix is not used for a given depth. Further research is needed to determine 
proper IF selection in non-plate structures. 
 
4. “Infinite” behavior, in terms of specimen depth, was found to begin at 300mm. 
The investigation of very thick specimens can be accomplished with reasonable 
accuracy using the 300mm IF matrices. 
 
5. Although the calibration of the IF matrices was carried out on a model with an in-
plane characteristic dimension of 1500mm, good accuracy was found for models 
half that size, indicating that the influence function procedure is relatively 
insensitive to changes in in-plane dimensions in this range. 
 
6. The calibration procedure is not affected significantly by changes in Poisson’s 
ratio within the range of normally encountered values for concrete. Mechanical 
testing for Poisson’s ratio is unnecessary as part of an ICDM investigation. 
 
7. Accurate in-situ stresses can be found for objects with any Young’s modulus 
using a single set of IF matrices. This is accomplished by introducing the object 
Ec into the equations that transform the IF matrices into the calibration constants. 
 
8. The relieved-displacement matrix VRQ is most sensitive to variations in almost all 
parameters. Adjustments to the ICDM procedure to omit the IF matrix γ should be 
considered if the properties of the interrogated object are unusual. 
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(c) 
Figure 6-1: Matrix e for element type change for (a) URp matrix (b) URq matrix (c)VRq 
matrix 
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(b) 
 
(c) 
Figure 6-2: Matrix e Showing difference in relieved displacement magnitude between 
150mm and 300mm for (a) URp matrix (b) URq matrix (c)VRq matrix 
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(c) 
Figure 6-3:Matrix e Showing difference in relieved displacement magnitude between 
300mm and 600mm for (a) URp matrix (b) URq matrix (c)VRq matrix 
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(b) 
 
 
(c) 
Figure 6-4: Matrix e showing difference between v=0.20 and v=0.15 for (a) URp matrix 
(b) URq matrix (c)VRq matrix 
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(a) 
 
(b) 
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(c) 
Figure 6-5: Matrix e showing difference between v=0.20 and v=0.25 for (a) URp matrix 
(b) URq matrix (c)VRq matrix 
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(b) 
 
 
(c) 
Figure 6-6: Matrix e showing difference between characteristic dimension 1500mm vs. 
750mm for (a) URp matrix (b) URq matrix (c)VRq matrix 
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Chapter 7 : Experimental Setup 
7.1 INTRODUCTION 
In order to verify the accuracy of the IFs determined for the ICDM, simple concrete 
specimens were cast and tested. These specimens were designed to verify three 
conclusions of the analytical program: 
 
1. Stresses that vary as a function of depth can be detected via the ICDM (using the 
IF matrices developed in Chapter 4); 
2. The results of the ICDM are repeatable with a variety of increment patterns; 
3. The accuracy of the technique is independent of the sign of the stress gradient (i.e. 
independent of case (a) and (b) in Figure 7-2). 
 
Three slabs with a total of 9 cores will be tested. These specimens were used to test the 
ability of the technique to detect various stress gradients in a controlled environment. 
Post-tensioning allowed the creation and control of stress gradients within the specimens. 
Factors that could potentially affect the accuracy of the results, such as the presence of 
shrinkage stresses, the swelling of the core area due to drilling water, the presence of 
large pieces of aggregate (relative to the size of the core hole diameter), and the existence 
of rebar close to the coring area were minimized or eliminated. 
7.2 SPECIMEN DESCRIPTION 
7.2.1 Introduction 
In order to investigate the effect of the thickness of a cored member on the measured 
relieved displacements, two different specimen types (Type A and Type B) were 
designed. The details of both designs can be seen in Figure 7-3. One of Type A and two 
of Type B were made. The Type A design incorporated two different sets of conduit, 
enabling two totally different stress gradients to be investigated using the same specimen. 
The Type B design is essentially similar to the specimens cast by McGinnis (2006), 
except the post-tensioning bars in the Type B have an eccentricity (so that a stress 
gradient through depth can be created).   
 
The important section properties of each type of specimen are given in Table 7-2. Note 
that the values given are nominal values. True values of each dimension were re-
measured prior to testing. 
 
The base for the specimens was designed so that, as posttensioning was applied, the 
concrete would be able to slide without adhering to the form base. For this reason, the 
specimens were designed to be cast on top of two layers of HDPE plastic. The first layer 
covered the entire formwork base. The second layer was sized so that, after the forms 
were stripped, it could be wrapped around the specimen to form a watertight “bag”. This 
was done so that a saturated environment could easily be maintained. As discussed in 
Section 2.3, saturation was necessary to eliminate differential shrinkage stresses and core 
drilling water induced apparent stresses. McGinnis (2006) examined differential 
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shrinkage stresses and core drilling water apparent stresses in a comprehensive 
experimental program and showed that this process is effective in minimizing the impacts 
of the two phenomena. 
7.2.2 Materials 
7.2.2.1 Concrete 
The concrete mix for the experimental program was designed to have the following 
characteristics: 
 
1. A design compressive strength within the range of typical structural mixes; 
2. Homogeneity and isotropy of mechanical properties (so as to best reflect the 
assumptions inherent to the incremental CDM). 
 
The mix was designed for a 28-day compressive strength of 45MPa and a w/c ratio of 
0.41. This strength and w/c ratio are well within the range of structural mixes currently 
used in precast and CIP construction. Details of the mix can be found in Table 7-3 and 7-
4. #8 crushed stone was used instead of typical large aggregate. #8 crushed has a nominal 
maximum diameter of 9.5mm. Thus, the use of this aggregate source increased both the 
uniformity and isotropy of the concrete mix. Tests to characterize the concrete mixture 
after curing are described in Section 8.2. 
7.2.2.2 Steel Reinforcement and Posttensioning Hardware 
56mm Dywidag conduit was used to accommodate 35mm deformed Dywidag post-
tensioning bars. The ultimate allowable stress (fpu) of these bars is given by the 
manufacturer as a minimum of 1034MPa. Stressing a pair of these bars to 0.6fpu allows a 
maximum prestressing force of 1265kN to be applied. Dywidag standard nuts and 
bearing plates (150x250x38mm) were used. 
 
Local failure of the concrete at the ends of the specimens was prevented by a rebar cage 
made of six bent rebar hoops tied together. This design ensured that the concrete could 
not “split” either horizontally or vertically, as any crack initiated by posttensioning 
loading must intercept at least two reinforcing bars before propagating. The end 
reinforcement cages were of #4 A706 rebar bent using a hand-bender. The fabricated 
cage for the Type B specimen can be seen in Figure 7-4. No other structural 
reinforcement was provided. 
7.2.3 Specimen Formwork and Dimensions 
 
A base for the forms for the three specimens was made by nailing 19mm plywood to fir 
2x4s spaced approximately 0.3m O.C. This ensured that the base would be adequately 
stiff and square between supports and the forms could be adequately nailed to the 
plywood base without hitting the floor. A layer of plastic was spread over the entire base 
to contain moisture and provide the first layer of the friction-free interface. 
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The forms themselves were constructed of the same 19mm plywood material. After the 
forms were laid out, small blocks were used to ensure alignment. To ensure that the 
concrete would not overturn the form, 2x4 kickers were nailed approximately 0.6m O.C. 
around the entire Type A form. Smaller kickers were nailed approximately 1m O.C. 
around the Type B form. Pictures of each form can be seen in Figure 7-3. Inside the 
forms, a second layer of plastic was laid down so that the finished specimens could slide 
on the base. The second layer of plastic was large enough so that it could be made into a 
covering for the specimen once wet-curing began. 
 
Because of the lack of any main reinforcing cage, keeping the conduit aligned presented 
problems. 56mm Dywidag conduit is relatively flexible, and needed to be supported at 
several points in the form to ensure proper alignment of the posttensioning bars. To 
ensure that the ends of the conduit were placed correctly, slightly oversized holes were 
drilled in the ends of the forms. The conduit was then placed in these holes and shimmed 
to its final position. A bead of silicone sealant was then applied to ensure the conduit 
could not move during pouring. The shimmed and sealed ends can be seen in Figure 7-4. 
To support and align the rest of the conduit, two #6 reinforcing bars were placed through 
holes drilled in the sides of the forms in the locations shown in Figure 7-3. The placement 
of supporting rebar at these locations was chosen so that the change in measured 
displacements due to the added stiffness of these bars would be negligible according to 
established research (McGinnis 2005). The conduits were tied to these bars using spliced 
rebar ties. Using a stringline, it was estimated that the conduits were aligned to within 
6mm of their intended locations. 
7.2.4 Fabrication and Curing Conditions 
Concrete was placed via a front-discharging truck and a chute. Concrete was poured only 
where the conduits were supported by transverse rebar to prevent undue bending to the 
conduits. The concrete was placed in all other areas by hand. All three slabs were poured 
in two lifts. The first lift came to the bottom of the conduit. This lift was then vibrated 
near the end cages and along the form sides. The second lift was then placed and vibrated 
in a similar manner.   
 
The concrete was screeded flat and then a smooth steel-trowel finish was applied. Care 
was taken to ensure quality of the finish. Although probably not representative of the type 
of finish that would be encountered in the field, this finish ensured that the DIC pattern 
would adhere and be visible. The screeded but unfinished specimens can be seen in 
Figure 7-1. After approximately 4 hours, the specimens were covered with a layer of wet 
burlap and covered in plastic. After two days, the forms were removed. A layer of burlap 
was placed to cover each specimen, which was then wrapped completely in the second 
layer of plastic which had been placed below the forms. This arrangement provided an 
essentially watertight “bag” in which the specimens were wet-cured. Approximately 
twice per day, the specimens were watered using a soaker hose placed inside each 
wrapping. This procedure was followed so that the concrete would be kept saturated, 
avoiding differential shrinkage and core-drilling water effects. 
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The specimens were wet-cured in this manner for 12 days. The curing period needed to 
be long enough so that the concrete would develop most of its 28-day design strength yet 
short enough so that keeping the concrete saturated would not present a problem. After 
the burlap and plastic were removed immediately before painting the DIC pattern, the 
specimens were kept wet by spraying water directly onto the slabs.  
 
7.2.5 Instrumentation 
The instrumentation for the experimental program consisted of only two components, 
load cells and the DIC system. The load cells were used to monitor the load applied to the 
system via the hydraulic jacks. The DIC system, besides being used to capture 
displacements due to the coring procedure, was used to capture both the strain profile on 
the side of each of the specimens and the strain on the top of the slab during testing. In 
this way, the stress profile through the depth of the specimen should be known with a 
high degree of accuracy. In case the DIC system failed to accurately capture strains, the 
eccentricity of the posttensioning bars was measured. This data, combined with output 
from the load cells and mechanics of materials equations, provided a second method of 
determining the stress gradient. This method, however, is intrinsically less reliable 
because instead of using a single measurement with a single variability, several 
measurements (each with their own variability) must be combined. Chapter 8 discusses 
these issues in more detail. 
7.2.5.1 Application of the DIC Pattern 
The DIC pattern was painted onto the slabs in a saturated surface-dry (SSD) condition. 
The pattern was applied to each area where a core was to be taken. The slabs were merely 
blotted with paper towel immediately before painting commenced. A base coat of white 
paint was initially sprayed and then allowed to dry. A second coat of spluttered black 
paint completed the DIC pattern. Reference marks were then drawn onto the pattern with 
a permanent marker so that when the images were analyzed, the longitudinal direction of 
the slab could be known. The DIC pattern and reference marks can be seen in Figure 7-5. 
The individual black dots shown are about 3mm in diameter and smaller. 
 
In addition to the pattern painted on the planned coring areas, the pattern was applied to 
the sides of the slabs at mid-length. This was done so that the strain profile could be seen 
in the slabs before and after loading. This pattern could also be used to verify that the 
strain profile did not change appreciably during the coring procedure. 
7.2.5.2 Load Cells 
Two 980 kN load cells (LC) were incorporated into the load paths of each jack during 
each test as shown in Figure 7-7. The load cells were calibrated at 10.0V excitation using 
a 2670 kN capacity SATEC universal mechanical testing machine and a FLUKE 8840A 
voltmeter. Each load cell calibration consisted of 2 trials. The average values were used 
to produce the load cell calibration curves shown in Figure 7-6. The slopes used for 
testing were 6.7104 kip/mV and 6.9206 kip/mV for LC 1 and LC 2, respectively. 
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During testing, LC 1 and LC 2 were used at 10.0V excitation. The signal for both load 
cells was run through a Vishay 2110 strain gage conditioner and logged using a Campbell 
Scientific CR5000 data logger. Data was recorded at 1 Hz. The relatively fast sampling 
rate allowed the load in the slab to be accurately tracked during the course of each test. 
This was done to ensure that the load in the slab did not change during the course of the 
test due to the “softening” effect created by the cores themselves. 
7.3 DESCRIPTION OF TESTS AND LOADING PROCEDURES 
Each core was given a testing number according to the scheme shown in Figure 7-8.  
Testing on slab 789 was conducted first, followed by slab 456 and 123. Each test was 
carried out according to the procedure shown in the flowchart of Figure 7-9. DIC images 
were captured between each increment for a total of 3-8 images per test. 
 
After positioning the jacking hardware, the jacks were exercised to approximately 25% of 
the test load to ensure proper functioning of the system and to work out slack between the 
jacks and the posttensioning hardware. Sampling of the load via the two load cells was 
taken continuously throughout the entire procedure. Then, the jacks were bled to ensure 
that no load was applied and Stage 0 images were taken of both the top of the slab and 
the sides. The Stage 0 images provide the baseline from which the strain in the slab is 
determined. To ensure that these images were relatively noise-free and to ensure that the 
DIC was functioning normally, another image was taken a fraction of a second after 
Stage 0. However, this image was not used for further processing and was disregarded, 
except for establishing a noise floor. 
After the first set of images was taken, the jacks were energized to full testing load. After 
the testing load was reached, a needle valve in the hydraulic system was closed to ensure 
the load remained constant throughout the test. Stage 1 images, taken at this point on both 
the sides and the top, allowed for strain measurements in the “loaded” condiditon. The 
time was noted to correlate the load in the jacks to the strain measurement taken.  
 
At this point, the ICDM procedure began. The coring drill was affixed to the top of the 
slab via a suction mount shown in Figure 7-10. This equipment is ideal for the ICDM 
because it can be quickly and repeatedly reattached on the same area. The core bit itself 
was marked with 25mm increments using a permanent marker and a white paint marker, 
as shown in the figure. The depth of the cores was controlled by aligning the marks on 
the bit with the top of the slab. The intended core depths are recorded in Table 7-6 . After 
the drill had been removed, the depth of the core was measured in three places by 
inserting a metal ruler. The average of the three measurements was used as the “actual” 
depth of the increment, and was recorded in . A comparison of the two tables shows that 
this method of controlling depth was accurate to within 5mm. Precise control of the depth 
of the increments is not important to the overall accuracy of the technique. 
 
Following coring of every increment, the coring water and debris were washed away by 
rinsing the surface with clean water and then wiping the surface dry. This was done 
gently, as any peeling of the pattern could induce error to the displacement 
 - 131 - 
measurements. The DIC pattern did not appear to degrade, despite multiple cycles of 
washing and drying.  
 
After the surface was returned to its SSD state, Stage 2 images were taken. These images 
could then be compared to Stage 1 images (loaded condition) to determine the relieved 
displacements. After the images were taken, the procedure was repeated until the core 
could be removed. A total of N coring increments were taken for each hole, leading to a 
total of (N+1) image Stages for each test. The entire procedure was then repeated for the 
other holes on each slab. To ensure that the coring of multiple holes did not appreciably 
change the load state of the slab during coring, the load at the beginning and end of the 
test was recorded, as shown in  
Table 7-5. The change in load was deemed to be insignificant, and the load for the test 
was taken to be the average of the start and end values for each core. 
 
This procedure was followed exactly for slabs 123 and 456. Slab 789 involved a slight 
variation. Before Core 8 was drilled, the posttensioning bars were put into the alternate 
(lower) posttensioning ducts and re-loaded. The procedure from Stage 0 images was 
repeated for this core alone. The lower conduit was below the neutral axis, as so there 
was less compression at the top of the slab.  
7.4 SUMMARY AND CONCLUSIONS 
The following summary statements and conclusions can be made regarding Chapter 7: 
 
1. Simple specimens were constructed to test whether the ICDM can produce 
repeatable results regardless of specimen thickness, increment pattern, and stress 
gradient sign. 
 
2. The specimens were tested in a manner that captured applied load, eccentricity, 
and strain in the slabs (both on the top surface and the sides). This should allow 
the relieved stresses calculated via the ICDM to be compared to the “actual” 
conditions. 
 
3. The DIC pattern proved to be extremely resistant to degradation, despite frequent 
aggressive washing. This may be due to the high specific surface of concrete. 
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Figure 7-1: Partly-finished slabs 
 
Figure 7-2: Stress gradient sign: (a) “Normal” and (b) “Reversed” (Core 8) 
 
(a) (b) 
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Figure 7-4: Type B specimen end 
 
 
Figure 7-5: DIC pattern 
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Figure 7-6: Load cell calibration curves 
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Figure 7-7: Jacking arrangement 
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Figure 7-8: Core layout 
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Figure 7-9: Coring Procedure 
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Figure 7-10: Coring drill assembly 
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1 2 3
IF Depth Effects/Repeatibility Increment Pattern Stress Gradient Sign
Slab Number Test Number
1 X
2 X
3 X
4 X
5 X
6 X
7 X
8 X X
9 X
Phenomenon Investigated
Test Identification
123
456
789
 
Table 7-1: Test matrix 
 
Specimen Type A B
Height (mm) 305 152
Width (mm) 914 914
Area (mm
2
) 278770 138928
Moment of Inertia 
(mm
4
) 2.16E+09 2.68E+08
51
-19
Nominal 
Posttensioning 
Eccentricities (mm)
12.7
 
Table 7-2: Specimen design geometric properties 
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Property Constituent
28-Day Specified Strength 41.4 (MPa)
28-Day Design Strength 45.3 (MPa)
Design Slump 102 (mm)
Mix Properties by Volume
Cement (Type I) 0.156 (m
3
)
#8 Crushed Limestone 0.364 (m
3
)
Fine Aggregate 0.264 (m
3
)
Potable Water 0.201 (m
3
)
Air 0.015 (m
3
)
Total 1.00 (m
3
)
Water Reducing ASTM C-
494 Admixture 1.47 (L)
Design Value
 
Table 7-3: Concrete mix properties by volume 
Property Constituent
28-Day Specified Strength 41.4 (MPa)
28-Day Design Strength 45.3 (MPa)
Design Slump 102 (mm)
Mix Properties by Weight
Cement (Type I) 374.6736 (kg)
#8 Crushed Limestone 775.656 (kg)
Fine Aggregate 527.9904 (kg)
Potable Water 153.7704 (kg)
Air --
Total 1832.09 (kg)
Water Reducing ASTM 
C-494 Admixture --
Design Value
 
Table 7-4: Concrete mix properties by mass 
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Test 
Number
Testing 
Day
Time at 
Start
Time at 
End
Load at Start 
(kN)
Load at End 
(kN) Change Average
Core 1 3 11:45am 12:22pm 1224 1223 2 1223
Core 2 3 1:28pm 1:56pm 1221 1219 1 1220
Core 3 3 2:06pm 2:40pm 1219 1218 1 1219
Core 4 2 1:46pm 2:32pm 1017 1014 3 1015
Core 5 2 2:55pm 3:33pm 1013 1011 2 1012
Core 6 2 3:50pm 4:20pm 1011 1009 2 1010
Core 7 1 1:00pm 2:09pm 1188 1186 1 1187
Core 8 2 10:05am 11:27am 1230 1227 3 1229
Core 9 1 2:50pm 4:40pm 1187 1185 2 1186  
Table 7-5: Testing Durations and Load States 
Core Number 1 2 3 4 5 6 7 8 9
Increment #
1 25 25 12.5 25 25 25 25 25 25
2 50 50 25 50 50 75 50 50 50
3 75 75 50 75 75 150 75 75 75
4 100 100 75 100 100 100 100 100
5 125 125 100 125 125 125 125 125
6 150 150 125 150 150 150 150 150
7 150 225 225 225
8 300 300 300
Intended Core-Hole Depths (mm)
 
Table 7-6: Intended Coring Increments 
Core Number 1 2 3 4 5 6 7 8 9
Increment #
1 24.3 26.5 15.3 24.3 23.8 23.3 24.9 23.3 22.8
2 53.4 49.2 27.0 51.3 50.3 76.7 51.3 54.0 49.2
3 73.0 76.2 48.7 75.1 73.0 156.1 74.1 74.1 74.6
4 101.6 102.7 75.7 97.9 101.1 101.6 101.6 101.6
5 130.2 126.5 101.6 124.9 123.8 132.8 127.0 129.6
6 155.6 158.8 124.4 156.6 158.8 155.0 150.3 149.2
7 156.6 235.0 228.1 229.7
8 311.2 311.2 311.2
Measured Core-Hole Depths (mm)
 
Table 7-7: Measured coring increments 
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Chapter 8 : Experimental Results 
8.1 INTRODUCTION 
In the preceding chapters, the equations governing the mechanics of the ICDM were 
developed, and IF matrices that relate displacements and in-situ stresses were calculated. 
These IF matrices were shown to be accurate and reliable when core-drilling procedures 
were simulated using finite-element models. The goal of the experimental program is to 
show that these same IF matrices are accurate when used with “real-world” data – 
namely, DIC data taken from simple concrete structures.  
In the experimental program, three slabs were loaded eccentrically, allowing the 
stress state of each slab to be controlled. These slabs were cored incrementally, and 
displacement data was taken between each increment. The acquired displacements were 
then used to calculate in-situ stresses. The calculated stresses were then compared to 
stresses based on the loading of the slab and material characterization. 
8.2 CONCRETE CHARACTERIZATION 
8.2.1 Introduction and Scope 
To characterize the concrete mixture, two types of concrete tests were performed. The 
first type consisted of standard 150 x 300mm compressive cylinder tests in accordance 
with ASTM C-39. The second type consisted of compressive tests on the cored cylinders 
themselves. This series of tests was done for three distinct reasons: 
 
1. To ensure that the concrete attained a reasonable strength (>30 MPa) prior to 
testing; 
2. To determine the modulus of elasticity (Ec) of the concrete via the ACI 318-08 
simplified equation (Ec=4730√f’c) and the equation of Carrasquillo et. al., if 
appropriate; 
3. To determine whether or not the concrete strength and modulus of elasticity 
changed appreciably during the course of testing. 
 
Items 2 and 3 were particularly important, as the concrete slabs were relatively young at 
testing. The accuracy of the ICDM is directly dependent on the accuracy of the in-situ Ec, 
as can be seen in any of the derivation equations of Chapter 3. If the elastic modulus 
changed during the course of testing, a different Ec would have to be used in the solution 
of the IF matrices for each of the three slabs. 
8.2.2 Curing Environment and Testing Schedule 
 
Each of the three slab tests was associated with 4 concrete compression tests: two 
cylinder tests and two core tests. One core of every slab was preserved as a record of the 
DIC pattern applied. The concrete cylinders were cast at the same time as the slabs, and 
were kept in an identical curing environment. A comparison of the two environments 
(with the outer plastic wrap removed) can be seen in Figure 8-1. 
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The two cylinders were tested prior to each slab test. The cylinders were removed from 
the moist curing environment approximately 1.5 hrs prior to the start of coring. The top 
and bottom of each cylinder was wiped dry and the cylinders were capped using a sulfur-
based capping compound. The cylinders were tested at approximately the same time as 
the first cores were taken, approximately 1-2 hours after the coring compound set. The 
two cores were removed from the specimen as soon as the ICDM was complete. These 
cores were wiped dry and capped within 2 hours. Testing of the cores occurred 3-4 hours 
after they were removed. For each test, testing of all cylinder and core specimens was 
accomplished in a 6-hour window, which was deemed acceptable in terms of changes in 
concrete parameters from the beginning to end of this window. 
8.2.3 Testing Procedure and Results 
Both the cylinders and the cores were tested in a SATEC 2670 kN capacity universal 
testing machine. The testing procedure essentially followed that outlined by ASTM C-39. 
An upper spherical bearing block was provided, as per the standard. The test was 
displacement-controlled. The loading rate was 0.13mm/min, which is within the bounds 
specified by ASTM.  
 
The core and cylinder specimens exhibited very different behavior when tested. Nominal 
stress-displacement curves for a core and cylinder associated with the 300mm-thick slab 
are shown in Figure 8-2. These curves are typical of those found for all cores and 
cylinders. The cylinders exhibited a much stiffer response and a higher ultimate load. The 
load-displacement response was also more linear in the middle range of loading for the 
cylinder tests. There are at least three possible explanations for this behavior: 
 
1. The cores had a height-to-diameter ratio of slightly more than the 2-1 
recommended by ACI/ASTM. Ratios above this value are well-recognized to 
decrease the apparent compressive strength of the specimens (Malhorta 1977); 
 
2. The cylinders had a far larger proportion of their surface area (essentially 100%) 
in contact with wet burlap during curing. They also have a far larger surface area-
to-volume ratio than the slabs. This may have allowed more water to be available 
to hydrate the cement, contributing to higher strength and stiffness; 
 
3. The cored specimens, because they were cored in increments, did not have 
perfectly perpendicular sides, nor did they have particularly parallel faces. They 
may have had a reduced effective cross-section. This essentially means that the 
cores may have been loaded somewhat eccentrically in the SATEC machine, and 
thus would have failed prematurely. 
 
As mentioned previously, the first goal of the compression testing was to ensure that the 
concrete had gained enough strength to be tested. A summary of all tests and the Ec 
computed by the ACI approximate equation is presented in Table 8-1. According to the 
average f’c of the cylinder tests, the strength of the concrete was very nearly 42MPa. This 
is on the upper end of strengths identified by Carrasquillo et. al. (1981) as being 
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appropriate for the ACI equation. However, the average difference between the ACI and 
Carrasquillo equations for the data shown is less than 7% (Carrasquillo data is not shown 
in the table). For this reason, the ACI equation was used exclusively for the calculation of 
Ec. 
 
The modulus computed by the core tests and that computed by the cylinder tests 
vary only by about 10%. However, because the cylinder tests were both more consistent 
in their behavior and because the ACI equation is designed for use with cylinders with a 
2:1 height-to-diameter ratio, the Ec calculated from the cylinder tests was used as the 
“result” of the compression testing. The ACI approximate equation is found to agree with 
direct methods of finding the elastic modulus to within approximately 10% (Pauw 1960). 
Ec found in this manner was verified by a comparison with the Ec found by comparing the 
load-strain data from the slabs themselves in the ultimate calculation of the IFs and stress 
gradients (see Section 8.4.2).  
 
The third objective of the compression testing was to determine whether the concrete 
properties changed appreciably through the course of testing. A plot of the Ec results 
(with the chosen Ec value) is shown against a time scale in Figure 8-3. It can be seen from 
the Figure that the elastic modulus changed very little (if at all) during the course of 
testing. Ec was considered constant at for the calculation of in-situ stresses. 
8.3 IMAGE ANALYSIS 
8.3.1 Introduction 
The DIC system used in this analysis can be used for a variety of measurement and 
displacement applications. Only the most basic parameters relevant to the current study 
are discussed here. 
 
The ARAMIS DIC system used for this research acquires two stereo images in 
1280x1080 resolution (GOM 2007). An example of these images is shown in Figure 8-4. 
It then breaks down these images into a number of “facets”, rectangular areas of a certain 
size (measured in pixels). These facets can be widely spaced or can overlap significantly, 
so long as each facet contains some dark and some light pixels. The size of the black 
spatters must be matched to a suitable facet size. The spacing is described by the “step” 
parameter, also described in pixels. Through trigonometric principals, ray tracing, and 
pattern matching,  movement of the facets can be directly translated into 3D coordinate 
measurements. By comparing pairs of images from before and after a loading event (in 
this case, the drilling of a core hole), displacements can be obtained. From displacement 
measurements, a number of derived measurements, including strains, can be recovered.  
 
Once the displacement field (or any other derived measurement field) has been 
calculated, displacements and strains in any coordinates can be found by defining new 
coordinate systems. Rigid body movements (including movement of the camera assembly 
itself) can be removed by specifying at least three reference points on the image. Noise 
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and erroneous displacements in the field can be smoothed by filtering, which is 
accomplished in ARAMIS via a process of numerical relaxation (GOM 2007). 
 
8.3.2 ARAMIS Image Analysis 
The parameters most critical to accuracy in the current study include: 
 
1. Facet size; 
2. Step size; 
3. Degree of filtering. 
 
The ARAMIS system has a default facet size of 15x15 pixels and a default step size of 
13x13 pixels. This means that the image is broken down into 15x15 pixel squares offset 
by 13 pixels in each direction, and there is some overlap of the facets. The efficacy of the 
pattern matching routines will depend on whether each facet has some light areas and 
some dark areas. For example, a facet size of 15x15 could not be used if the black 
splotches in the image were uniformly 50x50 pixels spaced at 50x50 pixels. 
 
Lecompte et. al. (2006) conducted a study comparing the relationship between speckle 
pattern size, facet selection, and displacement accuracy. The authors used a density 
function of speckle radius to describe the speckle pattern in various images, as shown in 
Figure 8-5. The accuracy of displacements for a certain facet size used on various 
different patterns is described by a distribution of errors, as shown in Figure 8-6. While 
the patterns in the current work showed some variability, most were well-described by 
the “medium” or “large” speckle distributions in Lecompte et. al. For this reason, a facet 
size of 23x23 was selected. While a larger facet size would probably give a more accurate 
measurement, it was found that the reduced number of measurement points might not be 
enough to effectively apply the ICDM.  
 
In any ICDM analysis, the investigator must balance the number of recovered 
displacements needed to apply the technique with the accuracy of each point. This means 
that the accuracy of each point is important, but only having a few very accurate points 
separated widely is not useful either. McGinnis (2006) found that there was a negligible 
loss of accuracy when using displacements linearly interpolated at convenient intervals 
(every 1º) from known displacements. This technique will be used in the current work, 
and will be explained further in the following sections.  
8.4 MEASURED STRAIN AND STRESS GRADIENTS 
In order to test the reliability of the ICDM, the in-situ stresses calculated via this method 
must be compared to the “actual” state of stress of the member. Since there is no way to 
accurately measure the state of stress at all points within the cross-section, some 
simplifying assumptions must be made regarding the stress state: 
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1. Because the loading is eccentric, the stresses within the slab will be a 
superposition of pure compression and bending. This stress distribution is 
considered to be constant along the length of the slab in the region of interest; 
 
2. The EC of the slab is constant at all depths. The slabs used in this research are 
considered thin enough and to have a low enough w/c ratio so that bleed water 
will not appreciably change the strength or Ec in the top of the slab. 
 
The net result of these assumptions is that the stress gradient will be linearly varying, 
with a maximum compressive stress at the top of the slab (σ1) and a minimum 
compressive stress at the bottom (σ2), except in Test 8, where the situation is reversed.  
 
To capture this stress gradient, five measurements were taken: 
 
1. Load in the slab (via load cells); 
2. Strain on the side of the slabs (via DIC); 
3. Strain on top of each slab (via DIC); 
4. Young’s modulus Ec 
a. Via cylinders and the ACI 318 approximate equation 
b. Via load from load cells and the average strain on the side via DIC. 
 
The eccentricity of the posttensioning bars was measured, but not used because even a 
change in eccentricity smaller than what can be reliably measured produces a large 
change in stress state. From these four measurements, there are several distinct ways of 
determining the stress gradient. The primary method used in the current work will be as 
follows: 
 
• The Ec will be determined by the cylinder tests and the ACI 318 approximate 
equation. As shown earlier in this chapter, the f’c (and therefore the Ec) of the 
concrete was shown not to change significantly through the course of testing, and 
so the average value of 30175 MPa was used. The total load in the slab (PTOT) is 
taken by the sum of the two load cells. The strain in the top fiber of the slab is 
taken from an analysis of the top images. Then, the stress in the top of the slab 
(σ1), stress in the bottom of the slab (σ2), and the eccentricity (e) can all be 
calculated from the following set of mechanics of materials equations: 
 
cEεσ =  
 8-1 
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where Aslab is the measured cross-sectional area of the slab, Ixx is the measured moment of 
inertia of the section with respect to its centroid, and c is one half the measured height of 
the slab.  The set of three equations provides a unique solution of the three unknowns (σ1, 
σ2, and e). The actual state of stress found in this manner will be compared to the stress 
state found via ICDM. 
8.4.1 Top Strain Analysis 
The strain in the top of the slab was found by an analysis of the stage 0 to stage 1 images. 
These images are the difference between the unloaded and fully loaded conditions, and 
the strain in the stage 1 condition is assumed to represent the true top fiber strain 
immediately prior to testing. 
 
The strain from this image was acquired using two distinct methods: 
 
• Using built-in strain calculation of ARAMIS – this compares the movement of 
facets relative to one another and the distance between them (GOM 2007). In this 
method, the “measurement size” can be adjusted. For example, a measurement 
size of 3 will find the strain between facets that are 3 facets apart. Smaller 
numbers are better at detecting local strain concentrations, while larger numbers 
are less sensitive to measurement noise. In the current work, the measurement size 
was kept at the ARAMIS default size of 3. 
• Using ARAMIS-calculated displacements and a known gage length – this uses 
displacements separated by a known gage length to calculate strain by its 
definition: 
 
L
L∆
=ε  
8-4 
  
Where ∆L is the change in length and L is the gage length. Using a long gage 
length should eliminate the effects of noise in the displacement field. 
 
Both methods were used and then averaged to find the “actual” strain in the top fiber. To 
accomplish this, the images were first oriented so that the x-axis was in the direction of 
the slab axis, as shown in Figure 8-7. Therefore, the strain of interest was εxx. ARAMIS-
computed strain was taken at approximately 75 points along each of the “strain 
acquisition sections” (see Figure 8-7) and averaged. To calculate the displacement-
computed strain, x-displacements from each of the two “displacement acquisition 
sections” (see Figure 8-7) were acquired and then averaged. The strain was then found 
from the equation: 
 
L
xx upperavelowerave
xx
)( ,, ∆−∆=ε  
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where L=100mm as shown. The strains acquired by both methods are shown in Table 
8-2. As can be seen in the table, the strains acquired via the two methods show excellent 
agreement (within 5%).  
8.4.2 Side Strain Analysis 
The images on the sides of the slabs were taken so as to directly measure the strain 
gradient (and therefore, the stress gradient) in the slabs. A number of problems arose, 
however, during the acquisition and analysis of these images: 
 
1. During the experimental work, it was not possible to orient the cameras normal to 
the slab sides due to the geometry of the test bed. This can decrease accuracy 
when using the DIC technique (GOM 2007). 
2. The slabs were cast against unfinished plywood, which left a pitted surface on the 
sides. This pitted surface obscured some of the pattern that was painted on, the 
end result of which was that the analysis software could not “read” some facets of 
the captured image. 
3. The DIC system, to calculate strain at a given point, needs facets on both sides of 
that point. Since the images taken were not aligned perfectly with the axis of the 
slab, strains at the very top and very bottom of the slab could not be read. 
4. The DIC pattern may have been painted on a poorly-adhered surface layer of dust 
and concrete debris. The deformation of this layer may not have been compatible 
with the deformation of the slab itself. 
 
The three main problems listed above can be seen in the image of the side of Slab 456 
(shown in Figure 8-8). As can be seen, the strain in the slab is a reasonable value, but 
exhibits a great deal of noise. In particular, some values acquired near the top and bottom 
of the slab were nonsensical for the load and geometry of the specimens. 
 
As an alternative to capturing the strain gradient, the axial strain in the member could be 
compared to the axial stress for an alternative measurement of the elastic modulus. The 
average strain in a rectangular section is the axial strain. This axial strain can be divided 
by the average normal stress in the slab (using PTOT/Aslab provided by the load cells) to 
find an alternate measurement of Ec. The results of this analysis can be seen in Table 8-3. 
Individually, the moduli found for each of the different tests are very inaccurate – the 
values found do not make sense for concrete of the compressive strength found. The 
average modulus found from all the tests is within 10% of the modulus found via 
compression testing of the cylinders. There is abnormally large variation in these strain 
measurements. In future testing, a more robust way of measuring these side strains via 
DIC is desirable. As noted in Section 8.4, for the tests presented herein, the Ec from the 
cylinder tests performed (see Section 8.2) will be used in conjunction with Equations8-1, 
8-2, and 8-3 to determine the applied stresses in the tests. 
8.4.3 Actual Stress Gradients 
The stress gradients were calculated using Equations 8-1, 8-2, and 8-3. Ec was taken to be 
30175 MPa, the modulus found via cylinder testing. The applied stress gradients – those 
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to which the stresses found via ICDM will be compared – are shown in Table 8-4. There 
are several features to note in this table: 
 
1. As would be expected, tests that were conducted in the same slab without re-
positioning the jacks – Cores 7 and 9 and cores 4 and 5 in particular – show 
similar stress gradients.  
 
2. The stress gradient for Core 8 is reversed, meaning that the stress at the bottom of 
Core 8 is of larger magnitude than at the top. In addition, the magnitude of this 
gradient is an order of magnitude smaller than the others in the testing program. 
 
3. Cores 1, 2, and 3 show an interesting pattern – though they were taken out of the 
same slab with no re-positioning of the jacks, the stress gradients change linearly 
from one end of the slab to the other. This implies an in-plane variation of both 
top-fiber stress and stress gradient from one end of the stress to the other. This 
phenomena is consistent with one or both posttensioning bars being inclined 
relative to the axis of the slab, as illustrated in Figure 8-9. This inclination was 
probably due to efforts to support the tensioning jacks during the testing of the 
slab. While the ICDM has not been analytically or numerically investigated for 
stresses that change in this way, the conclusions of McGinnis (2006) regarding 
variations in in-plane stresses suggest the stresses found via the ICDM should be 
close to the stress at the core location. 
 
It is important to note that the applied stress distribution does not reflect a direct 
measurement of stresses in the specimens. The distribution of stress within the cross 
section has been assumed to be perfectly linear, which may not be entirely true due to 
variations in Ec because of segregation of the concrete. The values reported in Table 8-4 
reflect the most probable values of the actual stress distribution. For this reason, 
comparisons of the in-situ stresses calculated via ICDM and these stresses must be made 
with care. 
 
The stress gradients were calculated indirectly and not measured from the strain profile 
on the side of each slab due to the quality of the side images. While this approach is 
theoretically sound, it means that the accuracy of each of the measurements that were 
taken as part of the determination process (modulus of elasticity, load, top fiber strain, 
and section properties) will influence the accuracy of the determined applied stress 
profile. None of these values have an absolute value to which they can be compared to 
assess their accuracy; however, error for each measurement can be estimated.  
 
The ACI approximate equation for Ec was estimated by Pauw (1960) to be accurate to 
within 10% of direct methods. In the current work, the ACI and Carrasquillo equations 
were found to agree with the ACI equation to within 7%. The load cell calibration (shown 
in Figure 7-6) is not expected to be a source of significant error in the current work. The 
section properties reported are the average of several measurements taken at different 
points. Because variation between these points was minimal, section properties were not 
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expected to be a source of significant error. The top fiber strain captured using ARAMIS 
was found to be reliable to within about 5% when compared to acquiring the strain via 
displacements. Although a full error analysis is outside the scope of the current work, it is 
conservatively estimated that the combination of error from the strain measurement and 
uncertainty from the modulus of elasticity will combine to give a total uncertainty of 
about ±15% regarding the top fiber stresses and stress gradients found in the following 
sections.  
8.5 MEASURED DISPLACEMENTS 
8.5.1 Introduction 
The displacements measured on the experimental specimens directly determine the 
stresses found via ICDM through the use of the influence function method. The objective 
of the experimental program is to determine whether displacements collected via ICDM 
can be reliably used to determine the in-situ state of stress of a concrete structural 
member. In all FE models thus far, these displacements have been collected on a 
measurement circle of radius rm=100mm. This procedure will be repeated on the 
specimens via DIC, but it should be noted that this does not necessarily have to be the 
only data acquired. Previous chapters have outlined a procedure for using more of the 
available data either by an alternate measurement configuration or the use of more than 
one measurement circle. Creating software that uses this procedure is outlined as a 
possible avenue for future research in Chapter 9. 
8.5.2 Procedure 
Displacements for the ICDM were taken from comparisons of the stage 1 images to 
images taken after each coring stage – i.e. displacements were captured when changing 
from the “loaded” condition to the “cored” condition. This is a realistic representation of 
what would occur in a real ICDM application. 
 
In all FE models used to this point, acquiring displacements along a measurement radius 
of 100mm has been a trivial task. A partition was merely created at 100mm, and the 
relieved radial and tangential displacements were reported by ABAQUS for every node 
point that fell on this radius (spaced exactly every 3º). When using the DIC software 
ARAMIS, however, this procedure is complicated by three factors: 
 
1. The facets near the edge of the field of view can be unreliable (or even 
unreadable by the DIC software). Therefore, the edge of each picture must be 
“masked” to filter out errors these displacements can introduce. Approximately 
25mm was masked from the edge of each of the images. The masking pattern 
applied can be seen in Figure 8-12. 
 
2. When viewing an image, there is no reference mark for the center of the core 
hole. Therefore, marking a radius of exactly 100mm must be accomplished by 
another means (explained below). 
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3. While ARAMIS does have the capability to perform Cartesian coordinate 
transformations, it does not have the capability to transform to cylindrical 
coordinates. The X- and Y-displacements then have to be transformed by external 
means. 
 
4. The displacements recovered are at an irregular spacing, which is determined by 
the facet size and step size defined in the software. These irregularly-spaced 
displacements are not conducive to the rotation of the measurement configuration 
needed when applying the ICDM to a large set of data. Therefore, a computer 
program was developed to interpolate displacements set at 1º increments from the 
irregularly-spaced displacements found in ARAMIS. This situation is shown in 
Figure 8-10. McGinnis (2006) reported negligible loss of accuracy when 
following this procedure. 
 
To capture displacements on the 100mm circle, a smaller circle was first defined over the 
outer core edge using the ARAMIS user interface. Since it is known that the outer edge 
of the core bit was at a radius of 75mm, the measurement circle could be created by 
offsetting this circle by 25mm.  This procedure can be seen in Figure 8-11. 
 
The accuracy of the relieved displacements will depend on the facet and step size used 
and on the degree to which the results are filtered. As discussed above, a facet size of 
23x23 pixels was used with a step size of 19 pixels. In addition to facet size and step size, 
ARAMIS has a number of options for filtering data. However, it was discovered that 
filtering the data significantly reduced the magnitude of the relieved displacements and 
could therefore significantly affect the accuracy of the technique. For this reason, 
displacement data were not filtered internally in ARAMIS. 
 
 Due to space constraints, it is impossible to show the ARAMIS output fields for each of 
the core holes tested. However, the full series of images is shown for Core 5 in Figure 
8-13. These results were typical for all cores tested. Note that the general pattern of 
displacements is consistent with the FE models tested thus far – as the core is drilled 
further and further, the core compresses in the direction of the load and bows outward in 
the direction normal to the load. The magnitude of the displacements is on the order of 
the displacements found during the FE simulation of Core 5 -- from about 0 to 50 µm.  
 
The radial and tangential displacements from Core 5 are shown in Figure 8-14. These 
results were typical of the displacements found in the other cores. Note that while the 
displacement data are noisy, the general pattern of the displacements is very similar to 
that found in the simulation of Core 5 (shown in Section 5.3). A double sine wave is 
apparent in both types of displacements, and the magnitude of the displacements 
increases with each successive increment. The radial displacements exhibit a more 
defined shape and less noise than the tangential, further enhancing the attractiveness of 
Configuration C for the measurement of relieved displacements.  
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The D1, D2, and D3 displacements acquired via measurement configuration C for the last 
increment of Core 5 are shown in Figure 8-15. Since the D1, D2, and D3 measurements 
of configuration C are the sum of two radial displacements the use of this configuration 
has a “smoothing” effect that would not be present if Configuration A were used. Note 
that while a full 360º of relieved displacements are shown, only those in the range 0º - 
180º are not duplicates.  
8.6 STRESSES CALCULATED VIA ICDM 
8.6.1 Introduction 
The data acquired in the experimental program can be analyzed in many different ways. 
Before beginning the process of determining in-situ stresses via the ICDM, some 
fundamental questions must be answered: 
 
1. How many increments should be used in the solution procedure? Which 
increments should be used? 
2. What stress distribution should be assumed? 
3. Which measurement configuration should be used? 
4. Should more than one measurement circle by analyzed? 
 
The answer to these questions will depend greatly on the structural member being 
investigated, its assumed behavior, and the perceived reliability of the displacements 
acquired.  
 
The specimens investigated in the current work should exhibit a linear stress gradient. It 
was shown in Chapter 6 that the use of a determinate linear solution had the greatest 
potential for accuracy when investigating linear stresses, but it was hypothesized that 
when using actual displacements, a greater number of increments would give greater 
reliability and greater accuracy. Measurement configuration C will be used in the current 
work because of its past use in the core-drilling method (McGinnis 2005). Because the 
development of a full-field technique is not within the scope of the current work, only 
one measurement circle will be analyzed. However, the possibility of analyzing more 
than one circle is identified as a possible avenue for future research in Chapter 9. 
 
The choice of which increments to use is one that could have serious implications 
regarding the accuracy of the technique. However, the sheer number of increments taken 
from each of the nine cores makes a parametric study of the displacements impossible. 
For a core that is taken in six increments, there are over 20 possible combinations of 
displacement data to use. However, several general statements can be made which greatly 
reduce the possible number of increments: 
 
1. The displacements from the deepest core depth possible should be used. This is 
because they will, in general, be of the largest magnitude and therefore be the 
most reliable. 
 
 - 154 - 
2. Displacements from increments that have similar non-dimensional core depths 
should not be used – i.e. displacements from a core depth of 0.25 and 0.50 should 
not be used together. This is due to the fact that as the difference between the 
depths becomes smaller, the sensitivity of the technique to errors in depth 
measurement becomes large. This can be verified by an examination of Equations 
4-16, 4-31, and 4-46. 
 
3. Displacements from shallow increments should be used with caution. This is due 
to the fact that shallow increments will tend to exhibit displacements that are 
small in comparison to the background noise of the measurement system. This 
phenomenon can be seen in Figure 8-14 – while the sinusoidal shape of the 
displacements for other increments is generally visible, the displacements from 
increment 1 show a great deal of randomness. 
4. While it was shown in Chapter 5 that a linear solution computed from two 
increments has the greatest potential for accuracy, using additional increments 
will probably increase the accuracy and reliability of the technique given the noise 
present in the data. 
 
These general rules can greatly lessen the number of possible combinations of increments 
that must be investigated. Core 5 will be investigated with a number of combinations 
because comparisons can be made with the magnitude of displacements found 
numerically. Following this investigation, the rest of the tests can be analyzed using just a 
few combinations.  
8.6.2 Core 5 
The data from Core 5 was examined using linear determinate and linear over-determined 
solutions from a number of different increments. For each the increment combinations 
tested, a total of four different stress results can be presented: 
 
1. Top fiber principal stresses – since the specimens tested were in uniaxial eccentric 
compression, the minimum principal stress should be the applied σxx and the 
maximum principal stress should be 0. A maximum principal stress significantly 
higher than 0 is indicative that coring water or differential shrinkage effects were 
not negligible, as both effects manifest themselves as “apparent” hydrostatic 
stresses (McGinnis 2006). 
 
2. Top fiber Cartesian stresses – these results will be of primary interest to a 
structural investigator, as they provide easily understandable data about the state 
of stress on the surface of the concrete member. 
 
3. Cartesian stress gradients – when used in conjunction with the top fiber stresses, 
these values completely describe the stress state of the member. 
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4. Stress of interest as a function of depth – the most useful “end result” of the 
ICDM. The Cartesian stress (or stresses) of interest can be visually represented as 
a function of depth through the member.  
 
Results 1-3 are found for every 1º rotation of the measurement configuration. Result 4 
can be plotted by using the average values from results 2 and 3 for the stress of interest. 
 
 Figure 8-16 shows a plot of the calculated principal stresses as a function of 
measurement configuration rotation using increments 2 and 6. The minimum principal 
stresses generally correspond with the minimum principal stress applied via 
posttensioning. The maximum principal stress is 0.55 MPa, implying that the steps taken 
to eliminate core drilling water and shrinkage effects were successful. Figure 8-17 and 
Figure 8-18 show the Cartesian top fiber stresses and stress gradients. While the readings 
all show significant noise, the values show a definitive tendency toward the applied 
value. Section 8.4.3 details what constituted applied stress in these tests.   Figure 8-19 
shows a plot of the stress of interest (in this case, σxx) as a function of depth. The 
“calculated” line was created by using the average of the values for the top fiber stress 
and stress gradient from the 180 available points.  The calculated line shows excellent 
agreement with the applied stress (as calculated in Section 8.4.3).  
 
While the choice of these two increments gives excellent agreement with the applied 
stresses, two issues must be recognized and addressed: 
 
1. The applied stress profile was calculated form measurements that have a margin 
of error. Therefore, the actual profile plotted for each hole is, in fact, not a 
deterministic line but contains an element of uncertainty, as discussed in the 
previous sections. Therefore, the agreement between the “calculated” and applied 
stress profiles is a good indicator of the accuracy of the solution, but it is not an 
absolute or final measurement of the correctness of the method. 
2. The strength of the ICDM lies in its redundancy – it allows for the computation of 
the stress of interest in many different ways. This redundancy is illustrated in 
Figure 8-16. While many of the points shown do not give good agreement with 
the actual value, their average is accurate. This same concept can be used in the 
choice of increments – a few different combinations (governed by the guidelines 
listed above) can be averaged to find the profile of the stress of interest.  
 
The average maximum principal stress was 0.44 MPa, indicating that core-drilling water 
effects and shrinkage stresses were effectively eliminated. Table 8-5 shows Cartesian 
stresses calculated for Core 5 for a variety of increment patterns. Several combinations of 
two, three, four, five, and six increments were tested. The highlighted lines show 
increment patterns which violate the general rules outlined above. While these values do 
not show good agreement with other increment choices, incorporating them into the 
average does not have a significant effect on the accuracy of the technique. The percent 
difference values were computed by omitting these increment choices. It is apparent that 
using three or more increments (i.e. forcing the solution equations to be overdetermined) 
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gives reasonably accurate results, regardless of which increments are used. It can be seen 
that the accuracy for this hole was within 12% for both stress results. This is within the 
bounds of variability of the applied stress, as discussed in Section 8.4.3. Because the 
accuracy of solutions from patterns with three or more increments appears to be high, the 
in-situ stresses for the remaining cores will be calculated using a 3-, 4-, 5- and 6-
increment pattern and then averaged. No further two-increment solutions will be used, as 
these appear to be very sensitive to a number of factors, and can give poor results. 
8.6.3 Core Tests on Slab 456 
The following two sections detail the results for the other two cores taken on slab 456, 
Core 5 and Core 6. 
8.6.3.1 Core 4 
The radial and tangential displacements for Core 4 can be seen in Figure 8-20. The radial 
displacements are approximately as noisy as the radial displacements examined in Core 
5. The tangential displacements show less structure than those found for Core 5, 
indicating that the displacement data was probably of slightly lesser quality. 
 
 The stresses computed from measurement configuration C are shown in Table 8-6. When 
compared to the applied stress gradient in slab 456, the average values show agreement to 
within 9%. This value is well within the 15% variation expected from the applied stress 
itself. The maximum principal stress in this table is higher than that found for Core 5 
(0.86 vs. 0.44 MPa), but it does not appear to detract significantly from the accuracy of 
the stress of interest. The average of the calculated stresses is plotted versus the applied 
profile in Figure 8-21.  
8.6.3.2 Core 6 
The radial and tangential displacements from Core 6 are shown in Figure 8-22. As seen in 
the figure, the expected sinusoidal form of the displacements is completely disrupted. An 
examination of the data reveals that instead of movement toward the core hole, as is 
typical in core-drilling techniques under compressive stress (McGinnis 2005, Turker 
2003), the motion of the concrete was away from the core hole. This is due to the fact that 
the image collection process was followed incorrectly. Stage 2 images (cored state) were 
captured directly after stage 0 images (unloaded state). This means that the displacements 
shown are due to both the loading process and the coring process, rendering them 
unusable for the ICDM process. No further processing of this hole is reported. 
8.6.4 Core Tests on Slab 123 
Slab 123 was of identical geometry and material properties as slab 456. As can be seen in 
Table 8-4, the loads imposed on the slab were slightly higher. For this reason (and 
because the effective eccentricity of the bars was higher) the relieved displacements 
found were of larger magnitude. 
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8.6.4.1 Core 1 
Core 1 was drilled in six increments of approximately 25mm each, as listed in Table 8-7. 
The radial and tangential displacements acquired via ARAMIS can be seen in Figure 
8-23. The displacements show the typical sinusoidal shape and a moderate amount of 
noise. The radial displacements show significantly more definition than the tangential 
displacements.  
 
The calculated stresses for Core 1 are shown in Table 8-7. Both the top fiber stress and 
the stress gradient for σxx are within 15% of the applied value. The calculated stress 
profile is shown with the actual profile in Figure 8-24. The calculated solution under-
predicts the actual state of stress, but reflects the shape of the stress distribution well. 
8.6.4.2 Core 2 
Core 2 was cored in six increments of the depths listed in Table 7-7. The radial and 
tangential displacements can be seen in Figure 8-25. The displacements display 
comparatively little noise and a very pronounced sinusoidal form. The magnitude of the 
displacements is similar to that found in cores 1 and 3. 
 
The calculated in-situ stresses for Core 2 are shown in Table 8-8. While the top fiber 
stress is predicted to within 10% of the actual value, the gradient is overpredicted. This 
leads to a significant underestimation of the stress at the bottom of the slab, as shown in 
Figure 8-26. The overall shape of the solution, however, essentially matches that of the 
applied stress.   
8.6.4.3 Core 3 
Core 3 was drilled in 7 increments, as shown in Table 7-7. The purpose of the first 
increment was to determine whether very shallow increments would produce useful 
displacement information. The displacement data for all of the increments can be seen in 
Figure 8-27. Both the radial and the tangential displacements for this increment are 
essentially zero, indicating that the practical limit for obtaining useful displacement data 
is above 15mm (perhaps around 25mm). The displacements obtained from the first 
increment were discarded for the in-situ stress analysis. The remaining displacements are 
similar in magnitude as those found in cores 1 and 2. 
 
The calculated in-situ stresses are shown in Table 8-9. As can be seen in the table, the 
prediction of the top fiber stress is accurate to within 5%, but the prediction of the 
gradient shows an overprediction of more than 15%. The overall stress profile (seen in 
Figure 8-28) closely matches that of the applied stress.   
8.6.5 Core Tests on Slab 789 
Slab 789 was nominally 300mm deep, and was designed to test the set of influence 
function matrices developed for specimens of this size. Three cores were drilled in this 
slab – cores 7 and 9 were drilled first, and had a “normal” stress gradient present (i.e. 
more compression at the top of the slab). Core 8 was drilled last, and had a “reversed” 
stress gradient present (i.e. higher compressive stress at the bottom).  
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8.6.5.1 Core 7 
Core 7 was the first core taken as part of the testing procedure. This core was taken in 
eight increments, as noted in Table 7-7. Because the last two increments were outside the 
upper limit of non-dimensional hole depth used for calibration of the influence functions, 
they were not used as part of the in-situ stress determination. The radial and tangential 
displacements acquired from Core 7 are shown in Figure 8-29. The data exhibit the 
double sine wave pattern seen in the tests described previously, but the curves are more 
closely spaced. This is to be expected because the specimen is deeper (providing more 
restraint), and the applied stresses are of smaller magnitude. The data show relatively 
little noise, however, there is an abrupt “spike” in the data at approximately 180º in 
increment 6, indicating some kind of misread by the DIC system, possibly caused by a 
damaged DIC pattern.  
 
The stresses calculated for a few increment patterns is shown in Table 8-10. While the 
top fiber stresses are both consistent between each other and accurate to within 10%, the 
stress gradient is somewhat underpredicted. The stress profile for σxx is shown in Figure 
8-30. While the solution is the general shape of the applied profile, the underprediction 
can be seen in the slope of the calculated line.   
8.6.5.2 Core 9 
Core 9 was tested at the same load and eccentricity as Core 7, and in the same number of 
increments. The last two increments were discarded for the same reason cited in the 
previous section. The radial and tangential displacement data for Core 9 can be seen in 
Figure 8-31. The displacement data are of the same general shape and magnitude as those 
found for Core 7. Core 9 shows slightly less sinusoidal structure, especially in the radial 
displacements. Slightly more noise is present in the data, indicating that the displacement 
data were of slightly lower quality. 
 
Stresses from a total of four different trials are shown in Table 8-11 (using the same 
increment patterns as were used in Core 7). The maximum principal stress is quite low, 
indicating that core-drilling water effects were not significant in this trial. The data show 
considerable scatter in the values found for the stress gradients, but the averaged values 
show good agreement with the applied stress. The averaged values for the calculated 
stresses are plotted against the applied stress in Figure 8-32. The two profiles show better 
agreement than for Core 7. 
8.6.5.3 Core 8 
Core 8 was made with the post-tensioning bars in the lower conduit, as shown in Figure 
7-2. The stress gradient was therefore of opposite sign – creating a “reversed” stress 
gradient. This gradient was also much smaller in magnitude than in any of the previous 
tests.  This core was designed to test the ability of the ICDM to accurately detect such a 
gradient. If this is possible, it would mean the ICDM could be used in situations where 
the compression-side of a structural member cannot be tested. 
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The radial and tangential displacement data for Core 8 are shown in Figure 8-33. Both the 
radial and tangential components are of smaller magnitude compared to the previous 
tests. The displacement data also show much less structure, which is indicative of the fact 
that the DIC has a “measurement threshold” – i.e. as displacements become smaller and 
smaller it is harder to pick out subtle patterns in the data accurately. 
 
The stresses calculated for Core 8 are shown in Table 8-12. The solution shows a 
“reversed” gradient. The accuracy of both the gradient and the top fiber stress is 
comparable to the other tests. The stress profile predicted is shown in Figure 8-34. As can 
be seen in the figure, the overall solution is of the correct shape, but generally incorrect in 
magnitude.  
8.7 SUMMARY AND CONCLUSIONS 
The preceding chapter presented the results from the experimental portion of the current 
work. A total of nine cores were tested out of three experimental specimens. Each core 
had a different stress profile. The “actual’ stress profiles were computed from a 
combination of load cell data, calculated elastic modulus, and strain at the top of the 
specimen. A summary of the calculated and actual values is shown in Table 8-13, 
omitting the corrected Core 6. As can be seen from the table, the overall error was about 
10% for the top fiber stress and about 12% for the stress gradient. The top stress values 
are within estimated error bounds for the actual values based on expected errors for the 
parameters used to determine the actual profiles.  
 
The calculated and applied bottom fiber stresses are shown in Table 8-14. The average 
RSS error is 1.76 MPa, which is large compared to the applied values. The reason for this 
is twofold: 
 
1. The bottom fiber stress is a derived measurement, and therefore the error should 
be expected to be larger than the error of the input values; 
2. The specimens tested herein were loaded in such a way that the bottom fiber 
stresses were very small. The load and geometry of an interrogated object will 
determine the magnitude of the bottom fiber stresses, and therefore the relative 
accuracy of the computed bottom fiber stress.  
 
Although the bottom fiber stress may be important in a structural investigation, the 
main error measurements for the current work are given as top fiber stress error and 
stress gradient error because these are the direct outputs of the ICDM for a linear 
variation of stress through depth. 
 
The following conclusions can be made following Chapter 8: 
 
1. The concrete used for the experimental work was characterized by a series of 
compression tests from cast cylinders and cores. The cylinders provided a much 
more consistent basis for determining f’c and Ec. In a real-world use of the ICDM, 
accurately determining the in-situ Ec would be very important. 
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2. The Ec of the concrete slabs was determined by the ACI 318 approximate 
equation Ec=57000√f’c to be 30175MPa. This value was roughly verified by 
measuring the axial strain in the concrete slabs via DIC applied on the side of 
each specimen and dividing by the axial stress, as computed by load cell output. 
 
3. The images taken for DIC on the top of each slab were of relatively good quality. 
The top fiber strains found from these images were verified by extracting 
displacements and dividing by a gage length. The top fiber strains found in this 
manner were reasonable given the loads and geometry of the specimens.  
 
4. The images taken for DIC on the sides of the specimens were generally of poor 
quality. It is thought that the reason for the lack of quality is a combination of a 
pitted object surface, oblique camera angle, and the fact that some facets were 
rendered unusable for strain measurement due to their proximity to the slab face. 
Side strains were used only to acquire axial strain in the specimens to verify the 
Ec measurement and not used to directly measure the stress gradient. 
 
5. The relieved displacements generally exhibited more noise than those found by 
McGinnis (2006), perhaps due to the coarser DIC pattern used for the current 
work. The displacements had the general shape and magnitude predicted by FE 
analysis. Measurement configuration C was found to have a “smoothing” effect 
on the data. 
 
6. As evidenced by the maximum principal stress calculated, core drilling water 
effects and shrinkage effects did not appear to affect the accuracy of the 
technique. It can be inferred that the measures taken to eliminate these effects 
were successful when the specimens were not uncovered for undue periods of 
time. Levels of maximum principal stress calculated herein were essentially 
similar to those calculated by McGinnis (2006) for saturated specimens. 
 
7. The choice of how many increments to drill and which increments to use in the 
stress analysis is influenced by many factors. While it was shown in Chapter 5 
that a linear solution computed from two increments has the highest potential for 
accuracy when using numerically-simulated data, it was shown by the detailed 
analysis of Core 5 that it is more reliable to use three or more increments when 
using measured data. It is advisable to collect as many increments as possible in 
ICDM investigations and average the results in as many ways as possible to 
increase the redundancy and robustness of the technique. 
 
8. Cores where the DIC pattern was particularly dense and had good contrast (cores 
2, 3, and 5) exhibited the highest accuracy. Though the amount of data is not 
extensive and an image error analysis is outside the scope of the current work, it 
can be recommended that the pattern for DIC in the ICDM be thoroughly checked 
for quality before the coring procedure is started. 
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9. The average accuracy of the top fiber stresses of the cores taken in the 300mm-
deep slab was within 15%. Taken with the difference in calibration displacements 
between 150mm and 300mm models illustrated in Chapter 6, this indicates that 
separate influence function matrices are, in fact, necessary for deeper slabs. 
 
10. The accuracy of the bottom fiber stresses is shown in Table 8-14. As can be seen 
in the table, the value of the RSS error is large when compared to the applied 
value.  
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Figure 8-1: Curing environments: (a) Specimen and (b) Cylinder 
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Figure 8-2: Comparison of typical core and cylinder Tests 
 
 
Figure 8-3: Ec values during testing 
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Figure 8-6: Displacment error as a function of speckle and facet selection (from 
Lecompte et. al. 2006) 
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Figure 8-9: Inclined bar in slab 123 (not to scale)  
 
Figure 8-10: Acquired and Interpolated Displacements 
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(b) 
Figure 8-14: Displacements acquired from Core 5: (a) Radial (b) Tangential 
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Figure 8-15: Displacements measured via configuration C for 6th increment of Core 5 
 
Figure 8-16: Top fiber principal stresses using increments 2 and 6 
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(c) 
Figure 8-17: Top fiber cartesian stresses using increments 2 and 6: (a) Stress in x-
direction (b) Stress in y-direction (c) Shear  
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(c)  
Figure 8-18: Cartesian stress gradients for (a) Stress in x-direction (b) Stress in y-
direction (c) Shear 
 
Figure 8-19: Calculated and applied stress of interest using increments 2 and 6 
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(b) 
Figure 8-20: Radial displacements from Core 4: (a) radial and (b) tangential 
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Figure 8-21: Graph of stress of interest for Core 4 
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(b) 
Figure 8-22: Relieved displacements from Core 6: (a) radial and (b) tangential 
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(b) 
Figure 8-23: Displacement data for Core 1: (a) radial and (b) tangential 
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Figure 8-24: Stress of interest for Core 1 
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(a) 
 
(b) 
Figure 8-25: Displacement data for Core 2: (a) radial and (b) tangential 
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Figure 8-26: Stress of interest for Core 2 
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(b)  
Figure 8-27: Displacement data for Core 3: (a) radial and (b) tangential 
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Figure 8-28: Stress of interest for Core 3 
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(b) 
Figure 8-29:  Displacements for Core 7: (a) radial and (b) tangential 
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Figure 8-30: Graph of stress of interest for Core 7 
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(a) 
 
(b) 
Figure 8-31: Displacement data from Core 9: (a) radial and (b) tangential 
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Figure 8-32: Graph of stress of interest for Core 9 
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(a) 
 
(b) 
Figure 8-33: Displacement data from Core 8: (a) radial and (b) tangential 
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Figure 8-34: Stress of interest for Core 8 
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Test 
Number
Height 
(mm)
Diameter 
(mm) Type Date of Test Day
Test 
Association
f'c 
(Mpa)
ACI Ec 
(MPa)
Carrasquillo 
Ec (MPa)
789 Cyl 1 308 153 Cyl 8/12/2008 1 789 39 29705 27637
789 Cyl 2 308 153 Cyl 8/12/2008 1 789 39 29593 27637
Core 7 305 139 Core 8/12/2008 1 789 28 25027 24470
Core 8 305 139 Core 8/12/2008 1 789 32 26899 25683
456 Cyl 1 308 153 Cyl 8/13/2008 2 456 44 31225 28926
456  Cyl 2 308 153 Cyl 8/13/2008 2 456 41 30379 28162
Core 5 153 139 Core 8/13/2008 2 456 34 27434 26262
Core 6 153 139 Core 8/13/2008 2 456 38 29229 27369
123 Cyl 1 308 153 Cyl 8/14/2008 3 123 40 30006 27901
123 Cyl 2 308 153 Cyl 8/14/2008 3 123 41 30130 28162
Core 1 153 139 Core 8/14/2008 3 123 36 28469 26823
Core 3 153 139 Core 8/14/2008 3 123 35 28143 26544
Average (Cyl.): 41 30173 28071
Average (Cores) 34 27533 26192
 
Table 8-1: Concrete Compressive Test Summary 
 
Hole#
Top 
Displacement 
(um)
Bottom 
Displacement 
(um) Strain (disp.) Strain (ARAMIS) Average
1 -54.089588 38.668443 -0.000464 -0.000467 -0.000466
2 -64.245876 34.205105 -0.000492 -0.000504 -0.000498
3 -63.567000 32.498756 -0.000480 -0.000585 -0.000533
4 -33.028310 36.836898 -0.000349 -0.000328 -0.000339
5 -29.300379 34.154882 -0.000317 -0.000328 -0.000323
6 -24.094631 42.065329 -0.000331 -0.000344 -0.000337
7 -25.211126 31.982778 -0.000286 -0.000302 -0.000294
8 -14.349439 16.353861 -0.000154 -0.000147 -0.000150
9 -26.250417 30.704092 -0.000285 -0.000301 -0.000293  
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Table 8-2: Top Fiber Strain Measurements 
Slab #
Average East 
Strain
Average West 
Strain
Average 
Axial Strain
P/A 
(MPa)
Calculate
d Ec 
123 -2.798E-04 -4.738E-04 -3.768E-04 -8.72 23141
123 -2.798E-04 -4.738E-04 -3.768E-04 -8.69 23074
123 -2.798E-04 -4.738E-04 -3.768E-04 -8.69 23050
456 -- -1.416E-04 -1.416E-04 -7.11 50232
456 -- -1.416E-04 -1.416E-04 -7.09 50067
456 -- -1.416E-04 -1.416E-04 -7.08 49965
789 -1.837E-04 -- -1.837E-04 -4.16 22677
789 -1.081E-04 -1.356E-04 -1.218E-04 -4.31 35390
789 -1.837E-04 -- -1.837E-04 -4.16 22657
Average: 33361  
 
Table 8-3: Ec Values From Side Strain Data 
 
Core
Top Stress 
(MPa)
Bottom Stress 
(Mpa)
Calculated ecc. 
(mm)
Stress Gradient 
(Mpa/h)
1 -14.05 -3.74 16.15 6.87
2 -15.04 -2.73 19.29 8.21
3 -16.08 -1.65734 28.3 9.61
4 -10.22 -4.54 10.72 3.79
5 -9.74 -4.97 9.05 3.18
6 -10.18 -4.53 10.7 3.77
7 -8.87 -0.1 50.76 2.92
8 -4.53 -4.76 -1.32 -0.08
9 -8.83 -0.12 50.41 2.90  
Table 8-4: Actual Stress Gradients 
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Increments Used
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-6 -17.78 0.63 1.01 3.68 0.69 -0.15
2-6 -9.69 0.41 0.44 2.87 -1.11 -0.04
3-6 -8.31 0.33 0.30 2.75 -1.40 -0.01
4-6 -7.90 0.29 0.24 2.72 -1.48 0.00
2-5 -10.21 -0.33 0.97 8.59 4.52 1.65
3-5 -3.99 0.87 1.04 -5.98 -4.32 1.77
1-2-6 -10.27 0.36 0.34 2.81 0.06 0.05
1-3-6 -8.67 1.46 0.24 2.88 -1.12 0.02
1-4-6 -8.97 0.73 0.18 2.84 -1.27 0.03
2-5-6 -9.19 0.81 0.12 2.72 -1.34 0.02
1-2-4-6 -9.18 0.64 0.18 2.89 -1.24 0.03
1-2-5-6 -9.45 0.66 0.09 2.91 -1.29 0.05
1-2-3-4-6 -9.11 0.79 0.16 2.81 -1.32 0.04
2-3-4-5-6 -8.71 0.69 0.13 2.71 -1.35 0.04
1-2-3-4-5-6 -9.28 0.92 0.13 2.84 -1.17 0.06
Average: -9.38 0.62 0.37 2.67 -0.88 0.24
Average 
(highlighted 
values omitted) -9.06 0.67 0.21 2.81 -1.17 0.02
Applied: -9.74 0.00 0.00 3.18 0.00 0.00
% Difference: 6.96% -- -- 11.52% -- --  
Table 8-5: Stresses from Core 5 using different increment patterns 
 
Increments 
Used Top Fiber σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-5-6 0.24 -9.64 2.96 0.16 2.77 0.05 0.28
1-3-5-6 1.23 -9.38 2.58 0.05 2.79 -1.31 -0.07
1-3-4-5-6 1.17 -9.42 2.51 0.03 3.06 -1.34 -0.05
1-2-3-4-5-6 0.82 -7.89 2.26 0.23 2.99 -2.66 0.29
Average: 0.86 -9.08 2.58 0.12 2.90 -1.31 0.11
Applied: 0.00 -9.74 0.00 0.00 3.18 0.00 0.00
% Difference: 6.75% -- -- 8.67% -- --
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Table 8-6: Core 4 calculated stresses 
 
Increments 
Used
Top Fiber 
σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-3-6 1.27 -13.00 1.27 0.68 9.95 -3.58 0.66
1-2-4-6 1.45 -11.92 1.24 -0.21 6.42 0.22 -0.36
1-2-4-5-6 1.66 -11.30 0.91 -0.38 6.79 -0.09 0.44
1-2-3-4-5-6 1.73 -13.52 3.16 -0.74 7.03 -0.42 0.64
Average: 1.53 -12.43 1.65 -0.16 7.55 -0.96 0.35
Applied: -14.05 0.00 0.00 6.87 0.00 0.00
% Difference: 11.51% -- -- -9.83% -- --  
Table 8-7: Core 1 calculated stresses 
 
Increments 
Used
Top Fiber 
σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-3-6 -0.34 -12.92 -0.42 -0.81 10.16 -0.82 -0.19
1-2-4-6 0.19 -14.39 -0.41 -0.49 10.23 -0.52 -0.07
1-2-4-5-6 0.11 -14.50 -0.43 -0.45 10.16 -0.49 -0.17
1-2-3-4-5-6 0.32 -13.81 -0.53 -0.53 10.08 -0.41 -0.16
Average: 0.07 -13.90 -0.45 -0.57 10.16 -0.56 -0.15
Applied: -15.04 0.00 0.00 8.21 0.00 0.00
% Difference: 7.55% -- -- -23.70% -- --  
Table 8-8: Core 2 calculated stresses 
 
Increments 
Used
Top Fiber 
σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
2-5-7 -0.44 -15.79 2.34 -0.10 12.17 -2.27 -1.76
2-3-5-7 -0.39 -15.36 -0.71 -0.77 11.35 -1.39 -1.61
2-3-4-5-7 -0.55 -15.17 -1.36 -0.89 11.01 -1.07 0.90
2-3-4-5-6-7 -0.78 -15.35 -0.95 -0.38 11.16 -1.27 0.20
Average: -0.54 -15.29 -1.01 -0.68 11.17 -1.24 -0.17
Applied: -16.08 0.00 0.00 9.61 0.00 0.00
% Difference: 4.91% -- -- -16.26% -- --  
Table 8-9: Core 3 calculated stresses 
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Increments 
Used
Top Fiber 
σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-3-6 2.14 -8.03 1.52 -1.60 1.77 -0.66 -1.89
1-2-4-6 1.76 -8.19 1.41 -1.27 1.97 -0.86 -1.47
1-2-4-5-6 1.58 -8.40 1.05 -1.21 1.88 -0.82 -1.45
1-2-3-4-5-6 1.62 -8.50 1.25 -1.32 2.44 -1.80 -0.74
Average: 1.78 -8.28 1.31 -1.35 2.01 -1.04 -1.39
Applied: -8.87 0.00 0.00 2.92 0.00 0.00
% Difference: 6.66% -- -- 31.04% -- --  
Table 8-10: Core 7 calculated stresses 
 
Increments 
Used
Top Fiber 
σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-3-6 1.42 -7.27 0.92 0.31 5.91 -5.19 0.21
1-2-4-6 -0.56 -8.00 -1.26 0.13 0.76 -2.24 0.03
1-2-4-5-6 -0.55 -7.99 -1.25 0.14 0.80 -2.32 0.06
1-2-3-4-5-6 0.12 -7.76 1.28 0.44 3.84 0.53 -0.15
Average: 0.11 -7.76 -0.08 0.26 2.83 -2.31 0.04
Applied: -8.83 0.00 0.00 2.90 0.00 0.00
% Difference: 12.16% -- -- 2.49% -- --  
Table 8-11: Core 9 calculated stresses 
 
Increments 
Used
Top Fiber 
σ1
Top Fiber 
σxx
Top Fiber 
σyy
Top Fiber 
τxy
σxx 
Gradient
σyy 
Gradient
τxy 
Gradient
1-3-6 0.49 -4.31 -1.73 0.91 -2.58 -3.62 0.53
1-2-5-6 1.63 -2.88 -0.41 0.97 -9.02 -7.03 1.48
1-2-4-5-6 1.23 -2.83 0.33 1.19 0.08 -3.12 0.67
1-2-3-4-5-6 2.00 -4.63 0.70 1.24 4.07 3.00 0.47
Average: 1.34 -3.66 -0.28 1.08 -1.86 -2.69 0.79
Applied: -4.53 0.00 0.00 -0.08 0.00 0.00
% Difference: 19.15% -- -- -- -- --  
Table 8-12: Core 8 calculated stresses 
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Core 
Applied Top 
Fiber Stress 
(MPa)
Calculated 
Top Fiber 
Stress (MPa) Error (%)
Applied 
Gradient 
(MPa/h)
Calculated 
Gradient 
(MPa/h)
Error 
(MPa/h)
1 -14.05 -12.43 11.51% 6.87 7.55 0.67
2 -15.04 -13.90 7.54% 8.21 10.16 1.95
3 -16.08 -15.29 4.91% 9.61 11.17 1.56
4 -10.22 -9.08 11.17% 3.79 2.90 -0.88
5 -9.74 -9.06 6.92% 3.18 2.81 -0.36
6* -- -- -- -- -- --
7 -8.87 -8.28 6.61% 2.92 2.01 -0.91
8 -4.53 -3.66 19.19% -0.08 -1.86 -1.79
9 -8.83 -7.76 12.18% 2.90 2.83 -0.08
RSS Average: 10.00% 4.70 5.16 0.59
Average RSS error: 10.00% 12.55%
* omitted from averages  
Table 8-13: Experimental summary 
Core 
Applied 
Bottom Fiber 
Stress (MPa)
Calculated 
Bottom Fiber 
Stress (MPa)
Raw Error 
(MPa)
1 -3.40 -0.74 -2.66
2 -2.32 1.84 -4.16
3 -1.18 2.03 -3.20
4 -4.35 -4.58 0.23
5 -4.81 -4.70 -0.11
6* -- -- --
7 -4.34 -5.16 0.82
8 -4.65 -6.55 1.90
9 -4.33 -3.37 -0.96
RSS Average: 3.67 1.76
* omitted from averages  
Table 8-14: Calculated and applied bottom fiber stresses 
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Chapter 9 : Conclusions and Future Research 
 
9.1 INTRODUCTION 
The purpose of the current work was to develop the incremental core-drilling method as a 
reliable method of investigation of in-situ stresses in concrete structures. In summary, this 
purpose was accomplished by formulating the mathematics of the incremental core 
drilling procedure, developing the appropriate relieved displacement matrices, solving 
these matrices to determine influence function coefficient matrices, then tesing the 
accuracy of the influence function matrices on a variety of simulated and experimental 
specimens. 
 
Chapter 2 presented background research and information necessary for the development 
of the current work.  Chapter 3 presented the analytical work that describes the 
mechanics of the incremental core-drilling method, particularly the use of influence 
functions as a method of relating in-situ stresses to relieved displacements. Chapter 4 
presented the finite element simulations necessary for the formulation of the influence 
function coefficients. Simple examples were presented to illustrate the use of these 
coefficients. More complex examples presented in Chapter 5 verified the general 
accuracy of the coefficients. Chapter 6 investigated the sensitivity of the influence 
functions found in Chapter 4 to changes in a number of geometric and material 
properties, including Poisson’s ratio, Young’s modulus, in-plane dimensions, and 
through-thickness dimensions. Chapter 7 described the fabrication and testing procedure 
for the experimental program, which was designed to test the repeatability and accuracy 
of the incremental core-drilling method. Finally, Chapter 8 presented the results of the 
experimental program. 
 
The following sections present conclusions that can be drawn from the current work. 
Section 9.2 presents conclusions from the analytical formulation of the incremental core-
drilling method. Section 9.3 presents conclusions from the development and sensitivity 
analysis of the relieved displacement matrices. Section  9.4 presents conclusions about 
the influence function procedure and the finite-element simulated stress cases. Finally, 
Section 9.5 presents conclusions regarding the experimental portion of the work, 
including conclusions regarding the general accuracy of the technique. 
9.2 CONCLUSIONS REGARDING THE ANALYTICAL DEVELOPMENT OF 
THE INCREMENTAL CORE DRILLING METHOD 
As part of the analytical thrust of the current work, the formulations of Turker (2003) 
were re-worked and presented in notation standard to other non-destructive evaluation 
techniques. The primary goal of this work was to produce a formulation that would relate 
in-situ stresses to relieved displacements while lending itself to computer matrix analysis. 
The following conclusions can be made regarding the analytical development of the 
incremental core-drilling method: 
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1. The analytical formulations proposed by Turker (2003) appear to accurately 
describe the relationships between in-situ stresses and relieved displacements. 
These relationships are essentially an extension of the relationships of the core-
drilling method, and many of the terms present in the incremental formulation 
have simple analogues in the core-drilling method. 
 
2. The measurement configurations developed by Turker (2003) can effectively be 
used with the digital image correlation system used in the current work. While 
configuration C was used in the experimental portion of this work due to its 
successful use by McGinnis (2006), configuration F uses the largest subset of 
available data and holds the greatest promise for turning the ICDM into a full-
field technique. 
9.3 CONCLUSIONS REGARDING THE RELIEVED DISPLACEMENT 
MATRICES 
Sets of influence function matrices tailored to the geometry of the incremental core-
drilling method were developed in Chapter 4 based on the analysis of relieved-
displacement matrices. These matrices were developed by using a combination of 
axisymmetric and 3-D finite element models created using the commercial package 
ABAQUS. The models were subjected to a sequence of geometry and load changes 
which allowed the development of relieved-displacement matrices. Influence function 
coefficient matrices were developed from these displacement matrices by solving the 
mathematics developed in Chapter 3.  In Chapter 6, differences in magnitude within the 
relieved displacement matrices resulting from parameter changes were shown to translate 
directly into accuracy loss in the influence functions. A number of sensitivity studies 
were conducted to determine the likely effect that changes in material or geometric 
properties would have on the ICDM. The following conclusions can be made regarding 
the relieved displacement matrices: 
 
3. There is a practical limit to how deep a core can be drilled before its usefulness in 
determining in-situ stresses is exhausted. It was found by examining the shape of 
the relieved-displacement matrices that the magnitude of relieved displacements 
is ever-increasing, but at a decreasing rate (depending somewhat on the type of 
stress investigated). Eventually, the displacements relieved for an additional 
increment will drop below the measurement threshold of the technique being 
used. For the current work, this threshold was taken as a non-dimensional core 
depth of h=1.5. 
 
4. The type of finite element used in the determination of the relieved displacement 
matrices can affect the accuracy of the technique. At shallow core depths 
(h<0.30), linear elements (such as 8-noded bricks) do not accurately model the 
behavior of the core. At deeper depths, this effect is much less pronounced, 
indicating that the finite element work of McGinnis (2006) is acceptable. 
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5. The relieved displacement matrices are sensitive to the thickness of the 
interrogated object. A change in thickness from 150mm to 300mm was found to 
produce changes in displacement of over 25%, which could translate into 
unacceptable errors if an influence function developed for a 150mm object were 
used on one that were 300mm. For this reason, influence functions for a variety of 
plate thicknesses (37.5mm, 75mm, 150mm, and 300mm) were developed. 
Influence functions for specimens more than 300mm in depth are unnecessary. 
 
6. The relieved displacements were found to be insensitive to changes in Poisson’s 
ratio or in-plane dimensions. Changes in Poisson’s ratio within the range of 
normally-encountered values were found to change the magnitude of the relieved 
displacements by less than 7%. Changes of in-plane dimensions from (750mm to 
1500mm) were shown to affect the magnitude of the relieved displacements by 
less than 6%. Beyond this lower limit, size effects are expected to be more 
significant. 
9.4 CONCLUSIONS REGARDING THE USE AND ACCURACY OF THE 
INFLUENCE FUNCTION METHOD 
The influence functions developed in Chapter 4 were tested against simulated in-situ 
stress investigations in both Chapter 4 and Chapter 5. The following are conclusions 
which can be made regarding the general use and accuracy of the influence function 
method (as applied to the ICDM). 
 
7. The influence function method incorporates a number of features which make it 
practically useful in the incremental core drilling method. In particular, the 
influence function method provides a continuous solution for in-situ stresses 
regardless of core hole depth. This has the practical implication that the coring 
process does not need to be controlled closely, as long as the depth of cores is 
recorded after every increment. 
 
8. The influence function method allows an incorrect stress distribution to be 
assumed prior to the investigation. If, for example, a linear distribution is assumed 
when constant stress through depth is present, a minimal loss of accuracy will be 
experienced. 
 
9. Because the influence functions are formulated in the space of non-
dimensionalized core hole depths, displacements from any measurement circle 
can be used.  The development of this feature into a full-field measurement 
technique is possible, and is discussed as an avenue for future research in the next 
section. 
 
10. The measurement configuration can be “rotated” around the measurement circle 
to take advantage of a larger subset of the available data. Each 1º rotation of the 
configuration gives a separate solution for the in-situ stresses. The solution can be 
constant, linear, quadratic, or higher-order. Averaging all of the solutions 
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available around the measurement circle is proposed as a method of maximizing 
accuracy when reporting a single set of in-situ stress results, though a more 
efficient full-field technique (such as that of Schajer, 2005) may be possible. 
 
9.5 CONCLUSIONS REGARDING THE EXPERIMANTAL ACCURACY OF THE 
INCREMENTAL CORE DRILLING METHOD 
The influence functions developed and tested in Chapter 4 through Chapter 6 were used 
in realistic incremental core drilling investigations of simple concrete structures in 
Chapter 8. These 9 tests comprise the experimental portion of the current work. Issues 
related to the accuracy of the digital image correlation system were discussed. The 
problem of which increment patterns give the highest degree of accuracy was 
investigated. The following conclusions regarding the experimental accuracy of the 
incremental core drilling method are made: 
 
11. Despite the significant noise present in the DIC data, the general pattern of the 
displacements acquired follow the patterns seen in the finite element simulations. 
 
12. The use of a measurement configuration such as measurement configuration C or 
F has a “smoothing” effect on the relieved displacement measurements. This 
phenomena tends to decrease the variability of the in-situ stress results, when 
compared to the variability of the relieved displacements. 
 
13. The ICDM was shown to be reasonably accurate for the tests conducted – overall 
accuracy was within 10% for top fiber stresses and within 13% for the stress 
gradients. Images where the DIC pattern was of good quality and the stresses 
were relatively high showed the highest accuracy. 
 
14. Use of a coring pattern that uses at least three increments is preferable when a 
linear variation of stress through depth is assumed. It was shown in a detailed 
investigation of a single core that increment patterns that used three or more 
increments were more reliable and more accurate than patterns that used only two 
increments.  
 
15. The ICDM gives accurate results that are repeatable. The errors for the individual 
tests were grouped around the average error with no obvious outliers. While the 
overall error was found to be 10% for top fiber stresses, no test exceeded an error 
of 20%. 
 
9.6 GENERAL CONCLUSIONS REGARDING THE ICDM 
16. The ICDM provides an alternative to the core-drilling method where the use of 
the latter is precluded. Such situations include investigations on slab structures, 
investigations where the side of the object is not accessible, and investigations 
where shrinkage or other non-structural stresses are of interest.  
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17. The overall accuracy of the technique is within 5% for simulated procedures and 
within 13% for the experimental program.  
 
9.7 RECCOMENDATIONS FOR FUTURE RESEARCH 
1. The conclusions of McGinnis (2006) regarding core-drilling water induced 
swelling and proximate steel reinforcement in the core-drilling method must be 
extended to the ICDM. It should be noted that the shrinkage stresses investigated 
as a source of error by McGinnis could actually be investigated using the ICDM 
as a real structural stress. The same general effects observed by McGinnis in the 
core-drilling method should be present in the ICDM due to the similarity of the 
techniques. However, the added issue of how each of these phenomena affect 
displacements at each increment has not been investigated. Both numerical and 
experimental e=investigations would be useful in this regard. 
 
2. Investigations of more realistic concrete specimens (both in the laboratory and the 
field) should be performed. The influence functions developed in Chapter 4 were 
developed under the assumption that the object being tested is an infinite plate of 
a constant depth. While the specimens investigated in Chapters 8 and 9 fit this 
assumption well, it is obvious that the vast majority of real-world applications of 
the ICDM will not have this geometry. Investigation of girders and box-type 
structures would be particularly desirable. The investigation of specimens with a 
variety of reinforcing, prestressing, and loading schemes would be helpful in 
determining the limits of practicality for the ICDM. Other potential sources of 
error, such as creep and carbonation, could be resolved by testing specimens of a 
significant age. 
 
3. The extension of both the core-drilling method and the ICDM to a full-field 
technique would be desirable for a number of reasons. Overall accuracy would be 
increased, sensitivity to the innate noise in the displacement data would be 
decreased, and effects due to core-drilling water and proximate reinforcement 
could be quantified and filtered out. Extending the ICDM in this way would 
require a minimal effort. The  DIC system used for the current work already 
captures a full-field of displacement data. Merely creating a concentric set of 
measurement circles and then rotating the measurement configuration 360º around 
each one would encompass the entire effort needed for the creation of a full-field 
technique. 
 
4. The effects of coarse aggregate on the accuracy of both the core-drilling method 
and the ICDM need to be addressed. One of the fundamental assumptions of the 
mechanics of both methods is the material being tested is a homogeneous, 
isotropic, linear-elastic continuum. The concrete mix used in the experimental 
portion of the current work was specially designed to reflect these assumptions. 
However, real concrete is comprised of large aggregate pieces embedded in a 
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relatively less-stiff  mortar mix. While the effect of large aggregate pieces is not 
likely to be significant on the scale of the ICDM, any doubts must be removed if 
the core-drilling method or the ICDM is to be widely adopted. 
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