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Foreword
This paper deals with some aspects of the dynamics of in 
formation flow in networks«, The experimental data referred 
to have been taken in a highly specialized laboratory situa­
tion«, However, the resulting theory should apply to a wide 
range of conditions*
The MS was prepared during the Summer Study Session of
1953.
Henry Quastier
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A NOTE ON EQUATIONS FOR A GLASS OF INTERACTION PROBLEMS
R. Duncan Luce
Bureau of Applied Social Research, Columbia University, N.Y,
1* Introduction
This note stems from an effort to write explicit equa­
tions for the probability distributions governing information 
flow, and hence the nodal information states in time, in a 
network whose nodes are human beings. As this type of problem, 
if not the particular details, is of some interest beyond ex­
perimental group psychology, it was deemed worthwhile present­
ing this formulation.
It has been concluded from experimental work that sys­
tems satisfying the following conditions are of interest:
1. They shall deal with more than one type of elemen­
tary particle, or, as we shall call it, element of information, 
The classical electric network equations describe systems in 
which only one type of particle -- the electron —  flows be­
tween the nodes.
2. Each time a node sends a message this serves to in­
itiate a given time distribution which governs the time of 
sending of the subsequent message. This distribution will be 
taken to be independent of time and of the information content 
at the node.
3* Each message sent by a node shall include all the 
information present at the node at the time of sending, and 
the transmission of information will not result in any loss 
of information to the node.
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1+. The choice of destination of any message will be 
determined statistically according to given conditional pro­
babilities, the conditions being the information which is 
present at the node at the time the message is sent*
The first, third and fourth statements seem acceptable 
without further discussion; however, the second is not obviously 
an appropriate assumption. Indeed, when this problem was 
first considered, the author felt the reasonable assumption 
was: the receipt of a message by a node initiated a given 
latency distribution which governed the next message sending
that, at least for the case studied, assumption 2 is the more 
accurate of the two. For this experiment, the time data were 
examined from both points of view, and, though both gave reason­
ably clear structures, the receipt data were explained in terms 
of the sending data, and not conversely. The explanation was 
by no means comprehensive and rigorous, so we can only state 
that the experiment suggest assumption 2 is reasonable.
As we shall see, assumption 2 has the mathematical ad­
vantage that it leads to a problem we may formulate, which 
was not possible when the laternate assumption was made. The 
reader may compare the following sections with section IV. 9
The severe abstraction of our model from most real sys­
tems is clear. In many systems the sources of messages in the 
recent past may alter the destination of a message in the near
of that node. It was shown that this assumption led to
an extremely complex problem. Since then an experimental 
group study has been completed which strongly suggest
of J .
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futur©; stimulation to send messages may depend on the con­
tent of (some) received messages; the latency distributions 
may be a function of information present at a node; etc.
2. The Problem
Let G and U be two given sets, G having n members la­
belled 1, 2, •*., n 0 We shall treat G as a communicating sys­
tem of n nodes and U as the formal set of information with 
which G is dealing«, The elements ©( 6 U are essentially labels 
assigned to pieces of information which are indivisable in 
the context of the problem. For i,j £ (jL , € U, V C U let
the following be given:
probability densities f^(t) 
real numbers 'Î'*1 oO
non-negative functions g1(®(,t) such that J gi(°^,t)dt< 1 
and sets of conditional probabilities 
We assume that prior to no message is sent by node 
i, and that the first message sending is governed by fi(t-Ti).
If i sends a message at time 'tr then the distribution of the 
next sending is governed by fj_(t -"fc“).
If node i sends a message at some time when it has the 
set of information V, then the probability that this message 
is sent to j is r^(V). In addition, w© assume that the mes­
sage to j includes all the information i has, i.©., Y*
Finally, we assume that node i receives the information 
from the environment at a time determined by g^(<K,t). We 
make the added and reasonable assumption that there exists 
some tQ (which by a translation of the time scale may be
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taken to be 0) such that .
gii^^t) = 0 for all i 6 G, € U, and t < 0*
In this case we may replace the given system with the driv­
ing functions g£(<*,t) by an augmented system having only
initial conditions. To each pair i and such that g^(*<,t)
^  0 introduce a new node, denoted i(«^ ), such that
_ 1 If 1 = j *nd V =
0 otherwise
r j i ( ^ ) ( y )  = 0 for all j and V
Let the node i ( ® 0  have the time characteristic 
= g±(^,t) which is initiated at t = 0, but which, in con­
trast to the original nodes, does not have the property 
that a message sent causes the distribution to be reactivated* 
In this augmented system the driving functions have 
vanished and we have the initial conditions that any node i(^ ) 
has the information set at time 0 and the nodes i€ G
have no information at time 0.
Problem: given f*(t), T ^ ,  a n d g ^ o ^ t ) ,
where i, j€G,c<v€ U, V C U, determine the probability 
it) that node i has oC at time t and the probability 
(V#t) that node i has exactly the subset V at time t.
3* The Time Characteristics
Mathematically, the most important feature of our as­
sumptions is that the timing of message sendings from a given 
node is statistically independent of the behavior of the re­
mainder of the system. This follows directly from the second
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major assumption® Without this conclusion, formulating the 
model is exceedingly difficult, but with it the formulation 
is comparatively simple®
Consider node i with latency f^(t) and initial activa­
tion i which we may take to be 0 without loss of generality. 
The probability density that a message is sent at time t and 
that it is preceeded by n-1 sendings at times t-^ , t2, '»••t 1
is
^i (^1 )^i (t2~ti) o o o f^ (t ^
Thus, the density of the same occurrence but without specify­
ing the times is
(n)
Si (t) =
•t t^ t2 (1 )
^ “^n-l )dtidt2*# #d^n-l
Finally, the density function g^(t) that node i sends a mes­
sage at time t is given by slimming equation 1 over all pos­
sible values of n,
oo (n) oo /b rto ftp
gi(t) = ^  gi (t) = ^  \ fi(t1 )fi (t2-t1 )...
n=l n=l ' o <d
fi(t-tn-l)dtidt2 *..dtn-1 (2)
It is of interest that for the nodes i^G, g^(t) 
plays exactly the same role as does gi(c<jt) = g^(£*,t) for 
the added nodes i(<X )® For the nodes i(c^) we assume the 
original stimulation of the sending process occurs at ^ )
= 0, whereas for the other nodes no assumption as to the value 
of need be made® The most reasonable assumptions are
1 0 / 1 8
either T i  = 0 or that it is the first value of t such that 
node i receives an input from one of the The latter
assumption can lead to a complex problem. Be that as it may, 
in terms of the quantities gi(t) and gi(^) (t) there is no 
distinction between the original and the added nodes, so in 
all further discussion we shall not distinguish between them 
in our notation. That is, G will be taken to be the augmented 
group.
Equation 2, while apparently quite formidable, is actu­
ally very simple in certain important cases. In general It 
has been shown that if an organixm is stimulated at t = 0 
and if the probability of a response in the interval (t, t+Zit) 
i s j ^ ( t ) ^ t  as ¿it— j^G, assuming no response has occured in 
the interval (0,t), then the distribution of responses is
A (t)l >-(x)dx
if we l e t ^ ( t )  (x)dx, then the family
At*) mtp\* - In /1+J  t+ ... ♦ (At)
or equivalently the family of distributions
has been found to be empirically useful, particularly the 
cases k =• 0 and 1 (1,2). For this family,
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(n) ^n(k+l)4- — _V?i t = y;-'n- e f - ' - f 3 f 2tlk (t2-t1 )1C(t3-t2)k ...(kl) 'o Jo Jo
( t - V l 1 dt1dt2 ...dtn_1
An(k+1) ft (o-, (?k-l) k
= <1—  ---- e -/\t \ •••) t2 ■ 1 B(k+1, k+1) (t3-t2 ) ...
(kt)n J ° y °
<t"tn-l,k aV " dtn-l
- 4
>n J o /(kl)'
t rth
( -ilr+2 )o t3 B(k+1, k+1) B(2(k+l,k+l)
(tlj.~'b3 ) • • • (t-tn_^) dt-j.. #dtn _^
-  A n(k+l) - A t
(ki)n
jn(k+l)-l) “3  B(l(k+1), k+1),
1-1
where B(m,n) = f xm“^(l-x)n“^dxis the Beta function# Since
/ o
k is an integer, 
n-1-r-r B(i(k+1) k+1) = ^ - ■ • (2k+l)Ikl •••• IftiV
I I U  * ' (2k+k)1 (3k+251 (nk + n-l)i
i=l
(ki)n
(nk + n-1 )l
so
(n) -^n(k+l) t [n(k+l)
Si (t) = ---------------------------
(nk + n-1) 1
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Summing,
gl(t) = / \ e S 1 t)^n(k+x)
S l (n(k+l)-l3 t.
It only remains to evaluate the sum. It can be shown3 
that oo j
■ ^ (x) = z£L .  = 7n=o W U  J 1=1
i
where ^ are the jth roots of unity. Taking the derivative 
of we have
oo j
^  x(nJ-D l <p.<
w ~  J i  "(“I-rrr ~ 7  ^  St
9i*
whenc, . A t  k+l 0 \r
gd(t) = " - w - .
, « i=l
where, now, the (P^  are the k+ls£ roots of unity.
For k = 0, 1, 2 we may evaluate this in more familiar
terms:
11 0 •• gi(t) = A
k=l: gjL(t) = 2^.d- e -2 ^ t)
k=3: si(t) = 2^. (i-e’| ^ ^  cos s(3^  t *- sin
^ t } )
/
ij.. The Decision Characteristics
As we stated in the formulation of the assumptions, we 
take Pi(o(,t) to be the probability t h a t ^  will be among the
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pieces of information i has at time t, and P£(V,t) to be the 
probability that node i has exactly the set of information V 
at time t« First of all, it is clear that these two variable 
are related by
hence, we need only develop equations for one of these vari­
ables o We shall deal with ,t)e
The probability that node i has c< at t + A t is equal, 
in the limit as A  t-^0, to the probability that i had©( at t 
added to the probability i did not have it at t but received 
it in the interval (t,t+A t), i«,©«,
where ^(©<v,t,4t) is the probability i receives^ in (ty 
t * & t ) e Of course, ^ ^ (®^,t,^t) is equal to 1 minus the 
probability i did not receive c< in the interval« The proba­
bility of no receipt ofc* is the product that each of the 
other members of G did not send ©C 0 In symbols
(3)
such that
<*€ V
(J^ ,t, At) — 1 - - £  Pj(V,t) rji
all V 
such that
(v) s±(t)^tj,
<t< 6  v
or expanding the product as a sum
such that 
• C S V
A  t or higher.(5)
Substituting equation $ into equation if we have
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PiÌoi .t  + A t )  =  PiCoi.t)  + [ i  -  p1( K , t 0 £  Sj± i Y SucK H*r
<?(€. v
. (6 )
Rewriting equation 6, dividing by At, and taking the limit 
as A  t-fo, we obtain the final result
P j (V,t ) rji(V) gj(t)&t + terms in of higher^,1
dPi(c* , t )  _ , {
dt = lm 1
= ^ L - P i^.tjl
Pl(o< , t + A t )  -  P^(o< , t )  
^  t }
£  £  m v .j ^  i Y such 
that 
oC€ V
t )  r^CV) g j ( t  ) /• (7)
Thus, our problem is formulated as equations (2), (3) and (7)*
It is quite apparent that a general solution to this 
system of equations in terms of known functions is out of the 
question. To the person interested in specific answers two 
courses are open: either numerical solutions to specific
cases using the available computation machinery of analytic 
solutions or certain simple cases, which in certain circum­
stances may be pieced together to obtain solutions to more 
complicated problems.
In the next section we deal with one special case for 
which an analytic solution is possible.
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5* Two-Person Symmetric Case
Consider a system of two nodes, 1 and 2, which may in­
teract or send to an outside sink. Suppose the situation is 
completely symmetric in the following sense: At t = 0 node
1 receives the information and node 2 the information yS, 
and
Pi = P2(*>t) 88 P(fc)
fx (t) = f2 (t) = f(t)
L ^  l2- l
r 12 P ) * r2 1 ^ ^  ^  ) = rl
r12( }  = r21(^  > = ro 
and, of course,
= P2 (/£ ,t) = X
p(0) = 0
gl(t) = g2 (t) = g(t)
Under these conditions the system of equations (7) re­
duces to
§  = [ x -  p3 [ f  p(v*t} rij (v)g(t)
But since
<i PiV.OrjjfV) = r0 + (Pi-rQ )P(t)»
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w© have
dP
at
= [l - pj jjo 4  (ri-ro )J P g(t).
If we let u = 1-P, then
•(t)
-du
u [!•;,+1 r0-riJuJ
(o)
■t
Jo
Noting that u(0) = 1-P(0) = 1,
t
P
r j>_ g(x)dx,
P(t) =
rQ < exp ^  ^  g(x)dx)______-L^ > t ^  o
rl“ro+ro (exP r^exp r1 g(x)dxj
, t o= 0
is the solution.
To be a little more explicit, if we assume 0 ^ =  0 and
- ^ t  ^
f(t) , then from section 3 we know g(s) = ^ , for t ^ O
hence
-X)
t 0.
rl"ro*ro S  rl ^  t
0.
To indicate how quickly troubles arise, suppose we con-
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sider the same two node case without the condition of sym-
metry. Then the system, e.g. (7) , becomes
dFi < i v  t }  =  n
dt i L-p i< » v ]  [r r21 (P) + ^ 2 1  ( Ü  P) "
rai(P) ^  9 t ) 7  6 2 ^ )
dp 2 ( 9 t ) r~
dt L
L - V 2 ( ° C , t ) J  f r-^ 2 ( P )  "
r 1 2 (o° ’ J  Pj/P »t) 7 gx(t),
which amounts to a non-linear second order equation with non­
constant coefficients.
il
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