Several important computer vision tasks have recently been formulated as lowrank problems, with the Low-Rank Representation method (LRR) being one recent and prominent formulation. Although the method is framed as a convex program, available solutions to this program are inherently sequential and costly, thus limiting its scalability. In this work, we explore the effectiveness of a recently introduced divide-and-conquer framework, entitled DFC, in the context of LRR. We introduce the DFC-LRR algorithm as a scalable solution to the subspace segmentation problem, presenting results that illustrate the scalability and accuracy of DFC relative to LRR. We further present a detailed theoretical analysis that shows that the recovery guarantees of DFC-LRR are comparable to those of LRR.
Introduction
Several important computer vision tasks have recently been formulated as convex programs for low-rank matrix recovery. Two prominent formulations are Robust Matrix Factorization (RMF), used for face processing [15] , background modeling [15] , photometric stereo [16] , and image tag transduction [12] , and the Low-Rank Representation method (LRR), which is motivated by the wellstudied subspace segmentation problem, e.g., [6, 4, 5, 9] . Both RMF and LRR have been shown to be provably accurate and to yield state-of-the art performance on various datasets. However, these convex programs are solved via inherently sequential procedures that rely on the repeated and costly computation of truncated SVDs, thus limiting their scalability.
Recently, a divide-and-conquer framework that leverages modern distributed computing architectures was introduced to address the scalability of convex formulations of matrix factorizations [11] . When combined with RMF and matrix completion algorithms, this framework, entitled DivideFactor-Combine (DFC), has been shown to achieve near-linear to super-linear speedups while matching the empirical performance and preserving the recovery guarantees of the underlying base algorithms. In this work explore the effectiveness of the DFC framework on on the LRR method.
We first introduce the DFC-LRR algorithm as a scalable solution to the subspace segmentation problem. We present a detailed theoretical analysis to extend the performance guarantees of LRR in [10] to DFC-LRR under similar conditions. We then compare the performance of LRR and DFC-LRR experimentally, and the results show that our divide-and-conquer approach yields comparable results in a fraction of the time.
Notation For a matrix M ∈ R m×n , we define M (i) as the ith row vector, M (j) as the jth column vector, M ij as the ijth entry, andn max(m, n). If rank(M) = r, we write the compact singular value decomposition (SVD) of M as U M Σ M V M , where Σ M is diagonal and contains the r nonzero singular values of M, and U M ∈ R m×r and V M ∈ R n×r are the corresponding left and right singular vectors of M. We define
M U M as the Moore-Penrose pseudoinverse of M and P M = MM + as the orthogonal projection onto the column space of M. We let · 2 , · F , and · * respectively denote the spectral, Frobenius, and nuclear norms of a matrix and let · represent the 2 norm of a vector.
The Divide-Factor-Combine Framework
In this section, we will briefly review the DFC framework and describe the application of DFC to the problem of subspace segmentation. We begin by defining the problem of interest.
Subspace Segmentation
We consider a the low-rank factorization problem in which we observe a matrix M = L 0 + S 0 ∈ R m×n , where L 0 has rank r n and the column vectors of L 0 are assumed to be drawn from a union of multiple subspaces, and S 0 is a column-sparse noise matrix with non-zero entries in a fraction γ of the columns. Our goal is to recover the row-space of L 0 as well as the sparse outlier matrix S 0 . We will focus on the LRR algorithm, which tackles the subspace segmentation problem by solving the following convex optimization problem [9] :
where λ is a regularizing parameter.
Divide-Factor-Combine
We now detail our extension of the Divide-Factor-Combine framework of [11] to the problem of subspace segmentation via LRR. The DFC-LRR algorithm, summarized in Algorithm 1, consists of three simple steps.
D step -Divide input matrix into submatrices: DFC randomly partitions the columns of M into t l-column submatrices, {C 1 , . . . , C t }. To simplify the discussion, as in [11] , we will assume that mod(n, t) = 0, and hence, l = n/t. 
where the input matrix M is used as a dictionary but only a subset of columns is used as observations. 1 Standard LRR base algorithms return low-rank estimates {Ẑ 1 , . . . ,Ẑ t } in factored form.
C step -Combine submatrix estimates: DFC generates a final for the low-rank component using techniques from randomized matrix approximation. Here, we use the column projection method described in [11] , in which we generate a final low-rank estimateẐ proj by projecting 
Theoretical Analysis
In this section we provide a theoretical analysis of the recovery properties of DFC-LRR. This complements the analysis of [11] given for DFC-RMF. We first introduce our technical assumptions and then present the main result in Sec. 3.2.
Matrix Coherence and Relatively Well-Definedness
Since not all matrices can be recovered from gross outliers and noise, recent theoretical advances have studied sufficient conditions to guarantee accurate LRR [10] and RMF [3, 2, 17, 1] . Most prevalent among these are matrix coherence conditions, which limit the extent to which the singular vectors of a matrix are correlated with the standard basis. Letting e i be the ith column of the standard basis, we define a standard notion of coherence [13] :
n×r with r ≤ n contain orthonormal columns. Then the µ 0 -coherence of V is:
For any µ > 0, we will call a matrix L (µ, r)-coherent if rank(L) = r and µ 0 (V L ) ≤ µ. For both RMF and LRR, a smaller value of µ corresponds to better recovery properties. 2 Mackey et al. [11] showed that, under standard coherence assumptions, DFC-RMF stably recovers low-rank matrices with high probability, even in the presence of noise and outliers. In the next section, we demonstrate that DFC also yields high probability subspace segmentation when used in combination with LRR. Our analysis will make use of a second technical condition, introduced by Liu et al. [10] to ensure that a corrupted data matrix is well-behaved when used as a dictionary:
For LRR, a larger value of β corresponds to improved recovery properties.
High Probability Subspace Segmentation
Our main theoretical result shows that DFC-LRR exactly recovers the rowspace of L 0 and the column support of S 0 with high probability. The proof, which generalizes the LRR analysis of [10] and builds upon the column projection analysis of [11, 14] and the coherence preservation analysis of [11] , is deferred to the appendix. Theorem 3. Fix any failure probability δ > 0. Suppose that M = L 0 + S 0 ∈ R m×n where S 0 is supported on γn columns, L 0 is ( and letẐ proj be a solution returned by DFC-LRR with λ = 3/(7 M √ γ * l) for each subproblem. If γ ≤ γ * , and t = n/l for l ≥ crµ log(4n/δ)/(γ * − γ) 2 and c a fixed constant larger than 1, then the column space ofẐ proj equals the row space of L 0 exactly with probability at least 1 − δ.
Notably, Thm. 3 guarantees exact subspace segmentation with high probability even when the subproblem size l is logarithmic in the number of input columns n. The corresponding reduction in computational complexity allows DFC-LRR to scale to large problem instances with only a small sacrifice in accuracy. 
Experiments
We present results on simulated data to illustrate the accuracy and scalability of DFC-LRR. Using an experimental setup similar to that described in [10] , we construct k pairwise-disjoint subspaces that are r dimensional subspaces of R d . The basis for the first subspace U 1 ∈ R d×r is a random matrix with orthonormal columns, and for 1 < i ≤ k, U i = RU i−1 where R ∈ R d×d is a random orthogonal matrix. We generate n s samples for each subspace with X i ∈ R d×ns denoting the samples from the ith subspace, where X i = U i T and T ∈ R r×ns is a random matrix with entries uniformly distributed in [0, 1]. We define X 0 ∈ R d×kns = [X 1 . . . X k ]. For a given outlier fraction γ we next generate an additional n o = γ 1−γ kn s noisy samples, denoted by S ∈ R d×no .
Each noisy sample has independent N (0, σ 2 ) entries, where σ is the average absolute value of the entries of the kn s original samples. Finally, we create the input matrix M ∈ R d×(kns+no) as a random permutation of the columns of [X 0 S].
In our first experiments we fix k = 3, d = 1500, r = 5, and n s = 200, set the regularizer to λ = 0.2, and vary the fraction of outliers. We measure the performance of LRR and DFC-LRR with respect to recovery of both X 0 and S, using the same criterion as defined in [10] . Fig. 1(a) presents our results, showing average performance over 10 trials. We see that DFC-LRR performs quite well, as the gaps in the phase transitions between LRR and DFC-LRR are small when sampling 10% of the columns (i.e., t = 10) and are virtually non-existent when sampling 25% of the columns (i.e., t = 4). Next, we present scalability results. Fig. 1(b) shows corresponding timing results for the accuracy results presented in Fig. 1(b) . Moreover, Fig. 1(c) shows timing results using similar parameters as above, except with a fixed fraction of outliers (γ = 0.2) and variable number of samples in each subspace, i.e., n s ranges from 75 to 500. These two timing results show drastic speedups with a modest tradeoff in accuracy (in all of these timing experiments, LRR and DFC-LRR were successful in all trials using the same criterion as defined in [10] ).
Conclusion
We have explored the effectiveness of DFC on the problem of subspace segmentation. We first introduced the DFC-LRR algorithm and then presented a detailed theoretical analysis that shows that the recovery guarantees of DFC-LRR are comparable to those of LRR. Finally, we illustrated the scalability and accuracy of DFC relative to LRR using simulation studies. Future work involves extending DFC-LRR to large-scale real-world benchmarks.
A Proof of Theorem 3
Our proof of Thm. 3 rests upon three key results: a deterministic recovery guarantee for LRR that generalizes the guarantee of [10] , a probabilistic estimation guarantee for column projection established in [11] , and a probabilistic guarantee of [11] showing that a uniformly chosen submatrix of a (µ, r)-coherent matrix is nearly (µ, r)-coherent. These results are presented in Secs. A.1, A.2, and A.3 respectively. The proof of Thm. 3 follows in Sec. A.4.
A.1 Analysis of Low-Rank Representation
Thm. 1 of [10] analyzes LRR recovery under the constraint O = DZ + S when the observation matrix O and the dictionary D are both equal to the input matrix M. Our next theorem provides a comparable analysis when the observation matrix is a column submatrix of the dictionary. Theorem 4. Suppose that M = L 0 + S 0 ∈ R m×n is β-RWD with rank r and that L 0 and S 0 have independent column support with range(L 0 ) ∩ range(S 0 ) = {0}. Let S 0,C ∈ R m×l be a column submatrix of S 0 supported on γl columns, and suppose that C, the corresponding column submatrix of M, is ( The proof of Thm. 4 can be found in Sec. B.
A.2 Analysis of Column Projection
The following lemma, due to [11] , shows that, with high probability, column projection exactly recovers a (µ, r)-coherent matrix by sampling a number of columns proportional to µr log n. Corollary 5 (Column Projection under Incoherence [11, Cor. 6] ). Let L ∈ R m×n be (µ, r)-coherent, and let L C ∈ R m×l be a matrix of l columns of L sampled uniformly without replacement. If l ≥ crµ log(n) log(1/δ), where c is a fixed positive constant, then,
exactly with probability at least 1 − δ.
A.3 Conservation of Incoherence
The following lemma of [11] shows that, with high probability, L 0,i captures the full rank of L 0 and has coherence not much larger than µ. Lemma 6 (Conservation of Incoherence [11, Lem. 7] ). Let L ∈ R m×n be (µ, r)-coherent, and let L C ∈ R m×l be a matrix of l columns of L sampled uniformly without replacement. If l ≥ crµ log(n) log(1/δ)/ 2 , where c is a fixed constant larger than 1, then L C is ( µ 1− /2 , r)-coherent with probability at least 1 − δ/n.
A.4 Proof of DFC-LRR Guarantee
Recall that, under Alg. 1, the input matrix M has been partitioned into column submatrices {C 1 , . . . , C t }. Let {C 0,1 , . . . , C 0,t } and {S 0,1 , . . . , S 0,t } be the corresponding partitions of L 0 and S 0 , let s i γ i l be the size of the column support of S 0,i for each index i, and let (Ẑ i ,Ŝ i ) be a solution to the ith DFC-LRR subproblem.
For each index i, we further define A i as the event that C 0,i is (4µ/(1 − γ i ), r)-coherent, B i as the event that s i ≤ γ * l, and G(Z) as the event that the column space of the matrix Z is equal to the row space of L 0 . Under our choice of γ * , Thm. 4 implies that G(Ẑ i ) holds when A i and B i are both realized. Hence, when A i and B i hold for all indices i, the column space ofẐ = [Ẑ 1 , . . . ,Ẑ t ] precisely equals the row space of L 0 , and the median rank of {Ẑ 1 , . . . ,Ẑ t } equals r.
Applying Cor. 5 with
shows that, given A i and B i for all indices i,Ẑ proj equalsẐ with probability at least 1 − δ/4. To establish G(Ẑ rp ) with probability at least 1 − δ, it therefore remains to show that
Because DFC partitions columns uniformly at random, the variable s i has a hypergeometric distribution with Es i = γl and therefore satisfies Hoeffding's inequality for the hypergeometric distribution [8, Sec. 6]:
It follows that
By Lem. 6 and our choice of
A second application of Hoeffding's inequality for the hypergeometric further implies that
as desired.
B Proof of Theorem 4
Let I 0 be the column support of S 0,C , and let I c 0 be its set complement in {1, . . . , l}. For any matrix S ∈ R a×b and index set I ⊆ {1, . . . , b}, we let P I (S) be the orthogonal projection of S onto the space of a × b matrices with column support I, so that
, if j ∈ I and (P I (S)) (j) = 0 otherwise.
B.1 Oracle Constraints
Our proof of Thm. 4 will parallel Thm. 1 of [10] . We begin by introducing two oracle constraints that would guarantee the desired outcome if satisfied. Lemma 7. Under the assumptions of Thm. 4, suppose that C = MZ + S for some matrices (Z, S). If (Z, S) additionally satisfy the oracle constraints
then the column space of Z equals the row space of L 0 .
Proof By Eq. 4, the row space of L 0 contains the column space of Z, so the two will be equal if rank(L 0 ) = rank(Z). This equality indeed holds, since
and therefore rank(
Thus, to prove Thm. 4 , it suffices to show that any solution to Eq. 3 also satisfies the oracle constraints of Eq. 4.
B.2 Conditions for Optimality
To this end, we derive sufficient conditions for solving Eq. 3 and moreover show that if any solution to Eq. 3 satisfies the oracle constraints of Eq. 4, then all solutions do.
We will require some additional notation. For a matrix Z ∈ R n×l we define T (Z)
as the orthogonal projection onto the set T (Z), and P T (Z) ⊥ as the orthogonal projection onto the orthogonal complement of T (Z). For a matrix S with column support I, we define the column normalized version, B(S), which satisfies P I c (B(S)) = 0 and B(S)
Theorem 8. Under the assumptions of Thm. 4, suppose that C = MZ+S for some matrices (Z, S).
If there exists a matrix Q satisfying
then (Z, S) is a solution to Eq. 3. If, in addition, P I0 (Z + Z) = 0, and (Z, S) satisfy the oracle constraints of Eq. 4, then all solutions to Eq. 3 satisfy the oracle constraints of Eq. 4.
Proof The proof of this theorem is identical to that of [10, Thm. 3] which establishes the same result when the observation C is replaced by M. It remains to construct a feasible pair (Z, S) satisfying the oracle constraints and P I0 (Z + Z) = 0 and a dual certificate Q satisfying the conditions of Thm. 8.
B.3 Constructing a Dual Certificate
To this end, we consider the oracle problem:
subject to C = MZ + S, P L 0 Z = Z, and P I0 (S) = S.
Let Y be the binary matrix that selects the columns of C from M. Then (P L 0 Y, S 0,i ) is feasible for this problem, and hence an optimal solution (Z * , S * ) must exist. By explicitly constructing a dual certificate Q, we will show that (Z * , S * ) also solves the LRR subproblem of Eq. 3.
We will need a variety of lemmas paralleling those developed in [10] . Let
The following lemma was established in [10] . Lemma 9 (Lem. 8 of [10] ).VV = V Z * V Z * . Moreover, for any A ∈ R m×l ,
The next lemma parallels Lem. 9 of [10] .
Lemma 10. LetĤ = B(S * ). Then
Proof The proof is identical to that of Lem. 9 of [10] .
The next lemma parallels Lem. 10 of [10] .
Proof The proof is identical to that of Lem. 10 of [10] , save for the size of I 0 , which is now bounded by γl.
Note that under the assumption λ ≤ 3/(7 M √ γl), we have ψ ≤ 1/4.
The next lemma was established in [10] . Lemma 12 (Lem. 11 of [10] ).
Lem. 12 of [10] is unchanged in our setting. The next lemma parallels Lem. 13 of [10] . This relationship implies that r = rank(V C0 ) ≤ rank(P I c 0 (V Z * )) ≤ rank(V Z * ) = r and therefore that P I c 0 (V Z * ) is of full row rank. The remainder of the proof is identical to that of Lem. 13 of [10] , save for the coherence factor of (1 − γ)l in place of (1 − γ)n.
With these lemmas in hand, we define
where the first relation follows from Lem. 10. Our final theorem parallels Thm. 4 of [10] . Theorem 14. Assume ψ < 1, and let Proof The proof of property S3 requires a small modification. Thm. 4 of [10] establishes that P I0 (Q) = λP MĤ . To conclude that P I0 (Q) = λĤ, we note that S * i = C − MZ * and that the column space of C contains the column space of M by assumption. Hence, P M S * i = S * i and therefore P I0 (Q) = λP MĤ = λĤ.
The proofs of properties S4 and S5 are unchanged except for the dimensionality factor which changes from n to l.
Finally, Lem. 14 of [10] guarantees that the preconditions of Thm. 14 are met under our assumptions on λ, γ * , and γ.
