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ABSTRACT
Dynamical Component Analysis (DyCA) is a recently-
proposed method to detect projection vectors to reduce the
dimensionality of multi-variate deterministic datasets. It is
based on the solution of a generalized eigenvalue problem
and therefore straight forward to implement. DyCA is in-
troduced and applied to EEG data of epileptic seizures. The
obtained eigenvectors are used to project the signal and the
corresponding trajectories in phase space are compared with
PCA and ICA-projections. The eigenvalues of DyCA are
utilized for seizure detection and the obtained results in terms
of specificity, false discovery rate and miss rate are compared
to other seizure detection algorithms.
Index Terms— dimensionality reduction, principal com-
ponent analysis, independent component analysis, EEG,
seizure detection
1. INTRODUCTION
Automatic detection of epileptic events in EEG data is a chal-
lenging problem. On the one hand the detection of all epilep-
tic events, especially during live-monitoring sessions, is de-
sireable. On the other hand not too many epilepsy alarms
should be triggered. This represents a common classification
problem aiming at high detection rate as well as a high speci-
ficity.
Current approaches to solve this problem use very sophis-
ticated techniques, like the combination of wavelet transform
with classical machine learning classification approaches [1,
2, 3] or instead with a deep convolutional neural network [4].
Dimensionality reduction of deterministic multi-variate
time-series is another ambitious problem. Most of the
currently available tools of dimensionality reduction, like
PCA [5] or ICA [6] and modifications thereof, make a
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stochasticity assumption on the time-series on which they
can be applied. Presumably due to the lack of better matching
techniques they are often used for dimensionality reduction
of deterministic time-series even if its assumptions are not
fulfilled. Recently [7] the authors proposed a new method
for dimensionality reduction of deterministic time-series: dy-
namical component analysis (DyCA). This method relys on
a determinacy assumption on the time-series. The projection
onto a lower-dimensional space is then found by solving a
generalized eigenvalue problem.
The eigenvalues of the generalized eigenproblem of
DyCA measure the quality of the assumption of linear de-
terminism for the investigated data. For certain conditions the
corresponding eigenvectors together with some linear trans-
forms yield an optimal projection to represent the signal by a
deterministic non-linear differential equation.
Since EEG data during an epileptic event is known to be of
deterministic structure [8], while the EEG data during normal
activity is of stochastic nature, we assume that the detection
of epileptic events might be possible by investigating the gen-
eralized eigenvalues of DyCA. In this article we examine this
approach and demonstrate the power of DyCA with respect to
the obtained trajectories in phase space by projecting the orig-
inal signal onto the DyCA eigenvectors. The DyCA eigenval-
ues are utilized to implement a novel seizure detection algo-
rithm and its results in terms of specificity, false discovery
rate and miss rate are compared to other studies [2, 3, 4].
The paper is structured as follows. In Section 2 we present
the basic concepts underlying DyCA and demonstrate the for-
mulation of the dimensionality reduction process. Section 3
deals with the assumption and confirmation of a determin-
istic model of EEG data of epileptic seizures. In Section 4
a DyCA-based method for detection of epileptic seizures is
evaluated and compared. Finally the results are discussed
(Section 5) and concluded (Section 6).
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2. DYNAMICAL COMPONENT ANALYSIS (DYCA)
Dynamical Component Analysis (DyCA) is a recently-
proposed [7] method for dimensionality reduction of de-
terministic time-series and can be derived as follows. As-
sume, given a high-dimensional deterministic time-series
q(t) ∈ RN with dynamics governed by a low-dimensional
system of ordinary differential equations, the signal can be
decomposed into
q(t) =
n∑
i=1
xi(t)wi (1)
using time-dependent amplitude xi(t) and vectors wi ∈ RN
with n  N . The amplitudes are then assumed to be gov-
erned by a set of ordinary differential equations, divided into
a set of linear differential equations,
x˙1 =
n∑
k=1
a1,kxk
...
x˙m =
n∑
k=1
am,kxk,
(2)
and a set of non-linear differential equations with smooth
functions fi:
x˙m+1 = fm+1(x1, . . . , xn)
...
x˙n = fn(x1, . . . , xn).
(3)
Furthermore we assume that m ≥ n/2, i.e. there exist more
linear than non-linear equations, and that every amplitude xi
associated to a non-linear equation appears in the right-hand
side of at least one of the linear equations without knowing
the coefficients ai,k or the smooth functions fi.
Then projection vectors, ui, vj ∈ RN , can be found con-
taining the dynamics by minimizing the cost function
D(u, v, a) =
〈‖q˙>u−∑j ajq>vj‖22〉t
〈‖q˙>u‖22〉t
, (4)
where 〈 · 〉t denotes the average over time. The rational behind
this is that at a minimum of D all the information on how to
project onto the non-linear parts is contained in
∑
j ajq
>vj
and for the linear parts it is contained in q˙>u.
The minima of D for the vectors u can be determined by
a generalized eigenvalue problem
C1C
−1
0 C
>
1 u = λC2u, (5)
with correlation matrices C0 = 〈qq>〉t, C1 = 〈q˙q>〉t, and
C2 = 〈q˙q˙>〉t. Furthermore there exists the connection u =
λC−12 C1
∑
j ajvj . Thus by projecting onto
span{u1, . . . , um, C−11 C2u1, . . . , C−11 C2um} = Rn (6)
all relevant information is received.
On the other hand, the eigenvalues of the generalized
eigenproblem (5) reveal something more, as then the cost
function (4) takes the value
Dmin = 1− λ. (7)
Thus the number of the generalized eigenvalues with a value
of approximately 1 are a measure of the number of linear
equations contained in the data. In the subsequent sections
this connection will be exploited to detect regions in time-
series with highly deterministic parts, like epileptic seizures.
3. EPILEPSY - DETERMINISTIC EEG DATA
Unlike a first thought might suggest, during epileptic events
the EEG data is much more regular than during normal
phases. Indeed there are even models suggesting Shilnikov
chaos to appear during epileptic seizures [8, 9]. In its easiest
form a system showing Shilnikov chaos can be described by
a set of three differential equations of the form
x˙1 = x2
x˙2 = x3
x˙3 = f(x1, x2, x3),
(8)
with a non-linear smooth function f . Thus one can assume
that the assumptions of DyCA are fulfilled and DyCA can be
applied to epileptic EEG data.
Fig. 1 presents the three largest eigenvalues of DyCA ap-
plied to a moving window of an EEG dataset with an epilec-
tic seizure. Each investigated window has a length of three
seconds and 90 % overlap. An epileptic seizure occurs in-
between window number 600 to approx. 700.
A clear jump of the first three eigenvalues is observed dur-
ing seizure. This confirms the assumed low-dimensional de-
terministic behaviour in ictal phases of the signal. This ob-
servation in one dataset is investigated on a broader data basis
in section 4 and a possible application of DyCA as seizure
detection algorithm is discussed.
Considering the ODE (8) as a model of the epileptic
seizure, two eigenvalues are expected to be close to the value
of 1. Fig. 1 shows this behavior within the seizure: the blue
and the red line representing the two largest eigenvalues are
clearly closer to the value of 1 than the third eigenvalue. By
choosing an appropriate threshold, DyCA allows for an iden-
tification of projection vectors leading to amplitudes which
obey a linear set of ODEs.
Fig. 2 shows on the right hand side the three-dimensional
trajectory of the amplitudes corresponding to the eigenvec-
tors u1 and u2 and vector v1. The structure of the trajec-
tory is clearly observable and the typical homoclinic orbit
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Fig. 1: The three largest eigenvalues of DyCA on moving
windows of EEG data. In the background the Fz-electrode is
shown in grey (right axis).
of Shilnikov chaos is shown. DyCA represents a significant
improvement compared to the 3D-trajectories in phase space
spanned by the projection onto the first three PCA vectors or
the best ICA vectors.
4. DETECTION OF SEIZURE EVENTS
We now investigate the utilization of the DyCA-eigenvalues
for the detection of epileptic seizure events. For this a moving
window frame runs over the data and the DyCA eigenvalues
are calculated on the current window. The largest eigenvalues
are compared against a threshold. If the eigenvalues are larger
than the threshold, it is assumed that the current window con-
tains an epileptic seizure.
To measure the quality of the classification method speci-
ficity (SPC), false discovery rate (FDR) and miss rate/false
negative rate (FNR) were calculated. The specificity is the
number of windows correctly classified as not containing a
seizure relative to the number of windows not containing
a seizure. The false discovery rate is the ratio of windows
falsely classified as containing a seizure over all windows
classified as containing a seizure. The miss rate is the number
of windows falsely classified as not containing a seizure in
relation to the number of all windows containing a seizure.
In our test setting DyCA detection was applied on six
EEG data sets of patients with absences, which are a special
kind of epileptic seizures. The mean length of the data sets
is 411 seconds containing absences of length ranging from 4
to 25 seconds. The size of the moving window was taken as
three seconds. As step size for the movement of the window
10 % of the window size were taken. This results in windows
having 90 % overlap. A window was labeled as seizure if the
whole window was contained in the pre-labeled seizure. That
is windows contained only partly in the seizure are labeled as
not being in the seizure. This results in a mean prevalence
of 2.32± 2.18 %. No further pre-processing techniques, like
filtering, were applied to the data.
On each window the DyCA eigenvalues were compared
to a threshold. In Fig. 3 the SPC, FDR, and FNR are shown
for classification if only the largest eigenvalue is compared
against the threshold. Analogously Fig. 4 shows SPC, FDR,
and FNR for classification comparing the two largest eigen-
values against the threshold.
5. DISCUSSION
Considering the small prevalence the results in Fig. 3 and
Fig. 4 indicate that the two largest eigenvalues should be con-
sidered, since then the specificity reaches 99 %. This supports
from a data-driven point of view the theoretical considerations
in [8]. The choice of the threshold can be adapted to the ap-
plication in mind. If the detection of all seizures as soon as
possible is wanted and false alarms are acceptable the thresh-
old should be lowered. If one is only interested in finding
examples of appearing seizures a higher threshold should be
chosen. The high standard deviation and relative high val-
ues of the false discovery rate is due to the labeling process
of the windows. Since requiring that the whole window is
contained in the seizure, windows containing only small parts
outside the seizure are labeled as no seizure even though the
deterministic part might be dominant.
The detection algorithm can be adjusted to obtain a speci-
ficity of nearly 99.7 % and still have a miss rate of 20 %.
6. CONCLUSION
In this paper we presented dynamical component analysis
(DyCA) as an alternative to PCA and ICA reducing the
dimensionality of multi-variate time series based on the as-
sumption of an underlying dynamical system. Comparing the
3D-trajectories in phase space we obtained by DyCA more
obvious structures than obtained by PCA and ICA (Fig. 2).
Applying DyCA to EEG data of epileptic seizures we im-
plemented a novel seizure detection algorithm and obtained
good results (specificity of nearly 99.7 %) in comparison with
other studies using more complex tools for detection: In [4]
using a deep convolutional neural network for detection, a
specificity of only 90 % was reached. Further studies used
wavelet transform or wavelet packet decomposition combined
with ICA [3] or PCA [2] and different classifiers. They reach
a specificity of 97 % with ICA and 99 % with PCA as inter-
mediate step.
Generally, it might be advantageous for some applications
to use DyCA instead of ICA or PCA as intermediate step for
more refined classification methods. This is subject of work
in progress and will be presented in upcoming papers.
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Fig. 2: The projected trajectory of DyCA compared with PCA and ICA trajectories. Only the DyCA projection resembles a
homoclinic orbit of Shilnikov chaos. The color indicates the time evolution.
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Fig. 3: The specificity (green), false discovery rate (blue), and
miss rate (red) plotted against the threshold for the largest
eigenvalue. The shaded area shows the standard deviation
with respect to different data sets.
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Fig. 4: The specificity (green), false discovery rate (blue), and
miss rate (red) plotted against the threshold for the two largest
eigenvalues. The shaded area shows the standard deviation
with respect to different data sets.
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