Abstract: This note considers some of the properties and studies the distribution of the eigenvalues of the matrix XX T divided by its trace, where X is a Hankel random matrix. The results make a novel contribution in the area of signal processing and noise reduction.
Introduction
Consider a one-dimensional series Y N = (y 1 , . . . , y N ) of length N . Transferring this series into the multi-dimensional series X 1 , . . . , X K with vectors X i = (y i , . . . , y i+L−1 ) T ∈ R L provides the following trajectory matrix 
where L 
are the eigenvalues of XX T and || || F denotes the Frobenius norm. The Hankel matrix X and its corresponding singular values are important in many areas including time series analysis [8] , [10] , biomedical signal processing [17] , mathematics [15] , energy [11, 4, 16] , econometrics [9] and physics [6] . The distribution of eigenvalues/singular values and their closed form are of great interest, but this issue has not been considered adequately [14] .
Note also that if the series Y N is a white noise process, then the trajectory matrix X will be called a random matrix where each column of X forms a L-variate normal distribution with zero mean [13] , [7] , [2] :
where, G is a L × L positive definite matrix, and 0 is a vector of zeros. Then, the Wishart distribution [18] is the probability distribution of the L×L random matrix
where the positive integer v is the number of degrees of freedom, [12] . 
where the eigenvalues of J are asymptotically normal, unbiased, and independent, with λ i recording a variance of 2η 2 i /v, see [2] . The above theorem works for the situation where the vectors X i are distributed independently whilst for the Hankel matrix this is not applicable as the lagged vectors X i and X j are correlated. For example, X i and X i+1 (i = 1, . . . , K − 1) have L − 1 similar observations with the following covariance matrix:
where σ 2 is the variance of y i . Moreover, it is always of interest to have bounded eigenvalues whilst in the above case, the magnitude of singular values change with the series length; increasing the sample size N leads to the increase of λ i .
To overcome this issue, we divide XX T by its trace,
provides several important properties.
where X is a Hankel trajectory matrix with L rows, and λ i (i = 1, . . . , L) are the eigenvalues of XX T . Thus, we have the following properties:
Proof. The first two properties are simply obtained from matrix algebra and thus not provided here. To prove the third property, the first two properties are used as follows. The second property confirms
Thus, using the first property, ζ 1 ≥ ζ i (i = 2, ..., L), we obtain
Similarly, for the fourth property, it is straightforward to show that
To prove part 5, let us first prove that there exists ζ 2 between real numbers ζ 1 and ζ L . It is clear that ζ L ≤ ζ 1 for L ≥ 2. Since ζ 1 − ζ L ≥ 0, we can then choose a natural number n, large enough to make
which is false as n was picked such that
L . This approach can be used for other ζ i .
The above properties indicate that the distribution of ζ i might not even be symmetric. Particularly the first and last eigenvalues tend to have a skewed distribution whilst the middle eigenvalue may have an asymptotically symmetric distribution. Furthermore, it indicates that ζ i , particularly ζ 1 and ζ L , converge asymptotically to Let us now consider the theoretical results for L = 2. Consider the random trajectory matrix X defined in Eq. (1) . In this case A = XX T is a squaresymmetric matrix with the following eigenvalues:
Consequently, the eigenvalues of A/tr(A), ζ 1 and ζ 2 are as follows:
In this case, we expect both ζ 1 and ζ 2 (or their averages after simulations, ζ 1 , and ζ 2 , respectively) would converge to 0.5 as there are only two eigenvalues. 
Conclusion
The distribution of the eigenvalues of the matrix XX T / L i=1 λ i was studied and several properties were introduced. As our future research, the theoretical distribution of the matrix XX T / L i=1 λ i is of interest to us. Furthermore, in an ongoing research we are evaluating the applicability of the results found here for noise reduction of the chaotic series. Additionally, we are applying the properties obtained here as extra criteria for filtering series with complex structure.
