The application of near infrared spectroscopy for quantitative analysis of cotton-polyester textile was investigated in the present work. A total of 214 cotton-polyester fabric samples, covering the range from 0% to 100% cotton were measured and analyzed. Partial least squares and least-squares support vector machine models with all variables as input data were established. Furthermore, successive projection algorithm was used to select effective wavelengths and establish the successive projection algorithm-least-squares support vector machine models, with the comparison of two other effective wavelength selection methods: loading weights analysis and regression coefficient analysis. The calibration and validation results show that the successive projection algorithm-least-squares support vector machine model outperformed not only the partial least squares and least-squares support vector machine models with all variables as inputs, but also the leastsquares support vector machine models with loading weights analysis and regression coefficient analysis effective wavelength selection. The root mean squared error of calibration and root mean squared error of prediction values of the successive projection algorithm-least-squares support vector machine regression model with the optimal performance were 0.77% and 1.17%, respectively. The overall results demonstrated that near infrared spectroscopy combined with leastsquares support vector machine and successive projection algorithm could provide a simple, rapid, economical and nondestructive method for determining the composition of cotton-polyester textiles.
Introduction
Qualitative and quantitative analyses of textile composition are of great importance to quality inspection and conformity control in textile industry. The current methods for determining textile composition are mainly a chemical solution method and an observation method. 1 These traditional methods have obvious disadvantages, such as complicated operation process, long time consumption, high manpower and chemical pollution. On the contrary, near infrared (NIR) spectroscopy is an analytical technique that has advantages including real-time response, simplicity in testing and is environmentally friendly. NIR spectroscopy has been widely utilized in various fields, including the food industry, [2] [3] [4] [5] [6] [7] pharmaceutics, 8, 9 the petroleum industry, 10, 11 and also in the textile industry. [12] [13] [14] [15] For instance, Ruckebusch et al. carried out a quantitative analysis of cotton-polyester textile by NIR spectroscopy. 1 They used partial least squares (PLS) regression combined with genetic algorithms (GA) for wavelength selection. Langeron et al. classified NIR spectra of textile products with support vector machine (SVM).
SVM is a promising method proposed by Vapnik, 17 which can perform nonlinear classification and multivariate function estimation or nonlinear regression. Least-squares support vector machine (LS-SVM) 18 is an optimized algorithm based on SVM, which applies a set of linear equations, instead of the quadratic programming used in standard SVM. 19 This can not only reduce the computational complexity, but also improve the predicted accuracy of the model. [20] [21] [22] [23] Furthermore, many studies have proved that variable selection or uninformative variable elimination can further improve the predicted accuracy and robustness of the regression models, since it can obtain relevant variables with least collinearity, redundancy and noise.
Recently, quite a few efforts have been made to develop variable selection methods, such as competitive adaptive reweighted sampling (CARS) 24, 25 , successive projection algorithm (SPA), [26] [27] [28] generalized simulated annealing (SA) 29, 30 and GA. 31, 32 Among these methods, SPA applies a series of vector projection operations in a vector space to select relevant variables with small collinearity. Good results have been obtained by incorporating SPA to several calibration methods, namely, PLS and multiple linear regression (MLR).
In this paper, we report the determination of the composition of cotton-polyester textiles based on LS-SVM and SPA. The LS-SVM models with all variables and latent variables (LVs) as input were established and compared to the PLS model. Furthermore, in order to further improve the accuracy and reduce the model complexity, SPA was used for effective wavelength selection to build SPA-LS-SVM models, with the comparison of two other effective wavelength selection methods: loading weights analysis (LWA) and regression coefficient analysis (RCA).
Materials and methods

Samples
A total of 214 samples, including 66 pure cotton samples, 60 pure polyester samples and 88 cotton-polyester blend samples were analyzed. The samples were provided by different textile companies. In order to increase the model robustness, samples used in this study were fabrics with a wide and diverse range of fabric parameters, patterns, and colors. The reference values of cotton and polyester content were tested using a sulfuric acid dissolution method. 33 The detailed information of the samples is shown in Table 1 .
NIR spectroscopy measurement
The NIR spectra were acquired with a handheld NIR analyzer (DLP NIRscan Nano: Texas Instruments, Dallas, TX, USA). The spectra ranged from 900 to 1700 nm (11,100-5880 cm À1 ) with the scanning resolution of 2.8 nm. Sixteen diffuse reflectance scans were averaged for each spectrum. The reflectance spectra were measured by pressing the handheld NIR analyzer onto the fabric samples. At least two measures were taken for each side of the textile samples, before taking an average of the results to obtain a mean spectrum for each sample. All of the measurements were taken at room temperature (24) (25) (26) (27) C) and relative humidity between 50% and 65%.
Data processing
In order to improve the calibration accuracy, the terminal sections of length equal to 36 nm of each spectrum were deleted because high instrument noise was observed at these regions. Moreover, affected by the dyes, pigments, matting agents and other chemical additives, some of the textile spectra did not have acceptable spectral characteristics in the short wavelength section. 34 Therefore, the initial section of each spectrum from 900 to 1100 nm was also deleted, and the spectra ranging from 1102 nm to 1664 nm were used for analysis.
Several widely used pretreatment methods or combinations (listed below) were tested during regression modelling.
. SNV: standard normal variate . First derivative (1-Der): first-order Savitzky-Golay derivative (smoothing points ¼ 7, polynomial order ¼ 2). . Second derivative (2-Der): second-order SavitzkyGolay derivative (smoothing points
Savitzky-Golay derivative followed by the standard normal variate.
LS-SVM and PLS were used to predict the content of cotton in cotton-polyester textile samples. Two types of LS-SVM model were established and compared, namely, LS-SVM and LVs-LS-SVM. In these two methods, x-variables without wavelength selection and LVs extracted by PLS were used as the input data of LS-SVM, respectively.
In order to enhance the feature of spectra and reduce the dimensionality of the spectra data matrix, effective wavelengths selected by SPA were used as the input matrix of LS-SVM to develop SPA-LS-SVM models. As a comparison, LWA and RCA were also employed for effective wavelength selection. In the LWA-LS-SVM and RCA-LS-SVM models, wavelengths were selected by loading weights and regression coefficients extracted by PLS, and used as the input data of LS-SVM, respectively. The samples were randomly divided into two groups before building regression models: two-thirds of the samples (143 samples) were utilized as the calibration set, while one-third of them (71 samples) were assigned to the validation set.
The root mean squared error of calibration (RMSEC) was used to evaluate the calibration result, while the root mean squared error of leave-one-out cross validation (RMSECV), the root mean squared error of prediction (RMSEP) and the coefficient of determination of the validation set samples (r 2 ) were used to evaluate the prediction capacity of each regression model.
In this study, the LS-SVM models and SPA algorithm were performed in MATLAB 2015a (The MathWorks Inc., Natick, MA, USA). The spectra pretreatment and PLS models were performed in The Unscrambler ver. 10.3 (CAMO, Oslo, Norway).
Least squares -support vector machine
The LS-SVM algorithm is introduced as follows. The LS-SVM maps the input data to a higher dimensional feature space:
where w is the weight vector and b is the bias. Then the optimization problem is to minimize a cost function (C):
subjects to the constraints that:
In equation (2), is the regularization parameter and e i is the random errors. In LS-SVM algorithm, Lagrange function is used to solve this optimization problem:
where i is Lagrange multipliers named support value. In order to obtain the optimum, the partially first derivative of each variable was set to zero:
It can be known from equation (5) that:
Combining equation (1) with equation (6), the following result is obtained:
The problem is converted into solving a set of linear equations:
in which
In equation (8), K is the kernel function that follows Mercer's condition. Then the LS-SVM regression model can be written as:
In common use, the kernel functions are the radial basis function (RBF), polynomial functions and linear function. In this paper, the RBF was chosen as the kernel function. It can be written as:
where 2 is the bandwidth of the RBF function. In LS-SVM, the RBF kernel function parameter 2 and the regularization parameter should be selected carefully by the users because these two parameters play important roles in obtaining high model accuracy, while, avoiding over-fitting.
Successive projection algorithm
SPA is aimed at selecting a subset of variables with small collinearity and suitable prediction power. In this algorithm, candidate variables subsets are constructed by a sequence of projection operations and stored in a matrix (SEL). SEL includes K chains of M variables, where M is the maximum number of variables defined by the users that are used in the later calibration models, and K is the number of original wavelengths. The construction of candidate subsets is performed by the following steps:
.
Step 1: For n ¼ 1, select one of the variables (x j , j ¼ 1,2,. . .,K) in the spectrum matrix, and name the selected vector as x k(0) . . Step 2: Define the column vector of unselected wavelength chain as S:
And calculate the projection matrix of S to x j :
Step 3: Determine the index k(n) of the largest projected vector and store it in the candidate matrix SEL:
Step 4: Let the largest projected vector be the selected vector for the next iteration. .
Step 5: Let n¼nþ1. If n 5 M, return to Step 2.
To find the subset with the best prediction ability, an evaluation process is performed on the candidate subsets of variables that are extracted from the chains stored in matrix SEL. A total of MÂK subsets of variables are to be evaluated. Usually, the candidate subsets are evaluated by the RMSECV of the resulting MLR model.
Results and discussion NIR spectra features
The original NIR reflectance spectra of the pure cotton, pure polyester and cotton-polyester blend samples are as shown in Figure 1 (a) to (c), respectively. It can be observed that cotton and polyester show NIR bands with different characteristics and the blend samples have the characteristics of both cotton and polyester. The main NIR absorption band of cotton between 1400 and 1650 nm is the first overtone of C-H stretching combination, C-H and C-H 2 stretching combination, and O-H stretching combination in the R-OH group and water. 1 On the other hand, the main NIR absorption bands of polyester are the C-H first and second overtone around 1660 nm and 1130 nm. Figure 1 (d) to (f) shows the pretreated NIR reflectance spectra of the pure cotton, pure polyester and cotton-polyester blend samples, respectively. The pretreatment method shown in Figure 1 is first-order Savitzky-Golay derivative (1-Der), which is conductive to eliminating the influence of baseline drift and particle scattering. Other pretreatment methods used in this paper (2-Der, SNV and SNVþ1-Der) have the similar effects on textile NIR spectra.
PLS models
PLS and LS-SVM regression models were established to predict cotton content in cotton-polyester textiles. The performance of the PLS models was compared with the performance of the LS-SVM, LVs-LS-SVM and SPA-LS-SVM models. The RMSECV values were plotted to determine the optimal number of LVs for the PLS models. The results and LVs number of the PLS models with different pretreatments are presented in Table 2 . From Table 2 , it can be observed that although the model calculated by 1-Der spectra showed the highest RMSEC value (3.68%), the model calculated by 2-Der spectra had the best predictive ability given the higher RMSECV (4.57%), RMSEP (3.74%) and r 2 (0.992).
LS-SVM models
LS-SVM models were established by using all of the 165 variables (1102-1664 nm) as the input data to determine the composition of cotton-polyester textile. In each LS-SVM regression model, RBF was adopted as kernel function, and the parameters of 2 and were optimized by a two-step grid search. The grid search was performed by searching for the appropriate 2 and which minimized RMSECV. The fine grid search results of LS-SVM model with 1-Der pretreatment are as shown in Figure 2 . The optimized values of 2 and in Figure 2 were 490 and 520, respectively. Table 3 presents the results of LS-SVM models with different pretreatments. It can be observed that the model with 1-Der pretreatment performed better than the models with spectra pretreated by other ways in both calibration and prediction. The RMSEC and RMSEP values of the best-performed LS-SVM model were 0.84 and 1.41%, respectively.
LVs-LS-SVM models were established by using the LVs extracted by PLS as the input data of LS-SVM. In the LVs-LS-SVM models, RBF was adopted as kernel function, and the parameters of s 2 and g were also optimized by a two-step grid search. The number of LVs was optimized by evaluating the RMSECV. The results and optimized LVs number of the LVs-LS-SVM models with different pretreatments are presented in Table 4 . It can be seen in Table 4 that the bestperformed LVs-LS-SVM model was achieved by nine LVs and 2-Der pretreatment. The RMSEC and RMSEP values of the best-performed LVs-LS-SVM model were 0.85 and 1.46%, respectively.
Based on the comparison of the results in Tables 2  to 4 , it can be obviously observed that the LS-SVM and LVs-LS-SVM models outperformed the PLS models, regardless of the pretreatment method. This might be because of the advantages of LS-SVM in handling nonlinear regression problem.
Effective wavelength selection
In this approach, SPA, LWA and RCA were used for effective wavelength selection. In the SPA-LS-SVM models, effective wavelengths were selected by a sequence of projection operations. As mentioned above, the candidate variable subsets were evaluated by the RMSECV of the resulting MLR model, before being utilized as the input of the LS-SVM models. The RMSECV curve of the MLR models with 1-Der pretreatment is shown in Figure 3 (a). It can be observed in Figure 3 (a) that the RMSECV was minimized with 17 variables, and the corresponding wavelengths are as shown in Figure 3 (b). As can be observed in Figure 3 (b), most of the selected wavelengths were located in three major characteristic bands of cotton and polyester. For example, the selected wavelengths between 1102 and 1147 nm are mainly attributed to the C-H second overtone of polyester. The selected wavelengths between 1371 and 1476 nm and 1600 and 1628 nm are mainly attributed to the start and the end of the main characteristic band of cotton: the first overtone of C-H stretching combination, C-H and C-H 2 stretching combination, and O-H stretching combination in the R-OH group and water. Moreover, the selected wavelengths between 1658 and 1661 nm are mainly attributed to the C-H first overtone of polyester. 35 The effective wavelengths selected by SPA with different spectrum pretreatments are listed in Table 5 . The numbers of wavelengths selected were 28, 17, 20 and 26 for the pretreatments of SNV, 1-Der, 2-Der and SNVþ1-Der, respectively. Some of the wavelengths, 1409 nm, 1661 nm and 1664 nm, for instance, were selected for several pretreatments. These wavelengths should be considered as the variables of greatest importance to determine the composition of cottonpolyester textiles.
The SPA-LS-SVM models were established by utilizing effective wavelengths as the input data. In these models, the RBF was adopted as the kernel function, and the parameters of 2 and were also optimized by a two-step grid search. The calibration and prediction results of the SPA-LS-SVM models are presented in Table 6 . The best-performed SPA-LS-SVM model was obtained by a pretreatment of 1-Der, which is consistent with the LS-SVM method. The RMSEC and RMSEP values of the best-performed SPA-LS-SVM model were 0.77 and 1.17%, respectively. By LVs-LS-SVM: latent variables-least-squares support vector machine; RMSEC: root mean squared error of calibration; RMSECV: root mean squared error of leave-one-out cross validation; RMSEP: root mean squared error of prediction.
comparing the results obtained by LS-SVM and SPA-LS-SVM models, it can be found that the selection of effective wavelengths by SPA can further improve the model accuracy, regardless of the pretreatment method. For comparison, loading weights and regression coefficients obtained by PLS were also used for effective wavelength selection. Only 1-Der pretreatment, which proved to be performed the best in the LS-SVM and SPA-LS-SVM models, was used in the LWA-LS-SVM and RCA-LS-SVM models. Loading weights of each LV reflect how much the individual variable contributes to that LV. Therefore, loadings weights can be a potential indicator for important wavelengths. In this study, the loading weights of 3 LVs were used for wavelength selection, because the first three LVs explained over 99% of the total x-variance and 98% of the y-variance, and the next LV only explained less than 0.5% of the xvariance and y-variance. The loading weight plots of LV1, LV2 and LV3 are shown in Figure 4 . As can be observed in Figure 4 , the peaks of loading weights were mainly located in three regions: 1100-1150 nm, 1350-1470 nm and 1600-1660 nm, which were quite similar to the case of effective wavelengths selected by SPA (shown as gray bar in Figure 4 ). These three regions correspond to the characteristic NIR bands of cotton and polyester, as mentioned above.
The principals for effective wavelength selection of LWA were that the absolute value of loading weights should be more than a certain value (0.05 in this paper), and they should be at the peaks or valleys of loading weights plots. 36 According to these standards, 15 variables were selected and marked as square dots in Figure 4 . The RMSEC and RMSEP values of the LWA-LS-SVM model were 0.93 and 1.29%, respectively.
In the RCA-LS-SVM method, x-variables with large absolute values of regression coefficient were selected as effective wavelengths, because the size of the regression coefficient represents the importance of x-variables on predicting y-variable. In this study, the regression coefficients with three LVs were evaluated and shown in Figure 5 (a). The number of selected wavelengths was optimized by cross validation. According to the absolute values of correlation coefficient from large to small, the x-variables were realigned, before being input into the LS-SVM model. Different numbers of the most effective wavelengths were used to build RCA-LS-SVM regression models and evaluated by the RMSECV (Figure 5(b) ). As can be seen in Figure 5(b) , the minimized RMSECV was achieved with a variable number of 39, and the corresponding wavelengths were labeled as square dots in Figure 5 (a). The RMSEC and RMSEP values of the RCA-LS-SVM regression model were 0.57 and 1.30%, respectively.
By comparing the results obtained by all the regression models in this study, it can be found that the SPA-LS-SVM model (1-Der) outperformed not only the PLS and LS-SVM models without variable selection, but also the LS-SVM models with LWA and RCA variable selection. The regression curves with the best performance obtained by the commonly used method (PLS) and SPA-LS-SVM are shown in Figure 6 . The SPA-LS-SVM method had obvious superiority in both the calibration dataset and the prediction dataset, especially for the pure cotton samples and pure polyester samples. It can be observed in Figure 6 that the PLS model had high errors when predicting pure cotton or pure polyester samples relative to cotton-polyester blend textiles. On the other hand, the SPA-LS-SVM model shows excellent prediction ability for both pure samples and blend samples. The superiority of the SPA-LS-SVM method might be attributed to the ability of LS-SVM in handling nonlinear data and the ability of SPA in selecting variables with least collinearity and redundancies. The calibration results of cotton-polyester textiles obtained by previous research workers and by the present work are compared in Table 7 . It can be observed that the SPA-LS-SVM model in the present work performed better than the other methods used in the former publications. Consequently, SPA-LS-SVM is proved to be a promising technique to determine the composition of cotton-polyester textiles.
Conclusion
To conclude, NIR spectroscopy was utilized to determine the composition of cotton-polyester textiles. LS-SVM and LVs-LS-SVM regression models were established, in which all x-variables and LVs extracted by PLS were used as the input data of LS-SVM, respectively. The RMSEC and RMSEP values of the LS-SVM model and LVs-LS-SVM model with the optimal performance were 0.84, 0.85, 1.41 and 1.46%, respectively. The results show that both LS-SVM and LVs-LV-SVM models outperformed the PLS models. Furthermore, SPA was employed to select effective wavelengths with comparison of LWA and RCA. The RMSEC and RMSEP values of the SPA-LS-SVM (1-Der) model were 0.77 and 1.17%, respectively, which outperformed the LWA-LS-SVM and RCA-LS-SVM models. The results show that the SPA-LS-SVM could further improve the prediction ability of the regression models, and SPA was proved to be a promising wavelength selection method.
The overall results demonstrate that NIR spectroscopy combined with LS-SVM and SPA could provide a simple, rapid, economical and non-destructive method for determining the composition of cotton-polyester textiles.
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