Holographic interferometry (HI) is a powerful tool for mapping of surface defects. In conjunction with various stressing techniques [1] [2] [3] [4] , it offers an NDT tool for the detection of flaws within the volume of materials. The method is advantageous for integrity characterization of components to serve under mechanical stress, where the detailed shape, size and depth of the flaw within the material are of no interest. For most applications, where integrity is tested, the moment of inertia may be used as a measure for classification of the product and for the estimation of its reliability. The presence of volumetric flaws, when the sample is under loading, is expressed in the holographic interferogram. The exterma of the fringe pattern are used for determination of the displacement distribution. The second derivative of the displacement distribution is related to the bending moment and the moment of inertia. The moment of inertia may be further processed to obtain a function free from degrading influence of the specific measuring system employed [5] .
A serious difficulty in the determination of the moment of inertia results from experimental errors and fluctuations which are amplified on differentiation [6, 7] . In this study, the data processing is based on the suppression of random fluctuations using the spline fitting technique with adaptive window. A workable solution of the inverse problem involved is presented for the one-dimensional case, and the fringe systems from machined flaw samples were generated by a conventional HI set-up.
PRINCIPLES OF DATA PROCESSING
The moment of inertia I(x) and the bending moment M(x) are related by the Lagrange equation [8] y(x)" = M(x) / EI(x) (1) where y(x) is the displacement field and E is the material modulus of elasticity.
Here the second derivative y" is used as an approximation to the reciprocal of the radius of curvature of the loaded sample. Eq. (1) is valid under the assumption that the moment of inertia of the sample crosssection is a slow-varying function. At locations where I variation is fast, the usual practice is to multiply y" by a factor k representing the stress concentration. Actually k is a measure of the non-singularity at a specific location.
A volumetric defect in the sample resulting in a detectable change in y", is invertible to a change in I.-The extraction of I from the measured data is based on the comparison under identical loading conditions _of the examined sample and a reference non-flawed sample [9] .
where o indicates the reference and I is known. 0 The recorded holographic interferogram was digitized and the wavy profile obtained is describable by:
where S is the speckle noise; A;B -the reflectance variations, 8 -phase information and E -the electronic noise.
The extrema of the fringe pattern were extracted by a second order polynomial splines fitting within adaptive windows [7] . Under this approach, larger windows, i.e. more pixels, are used for the fitting in the lower frequency domain of the pattern. In addition, since the speckle noise is signal dependent, a larger window is applied to the vicinity of the maximum than to that of the minimum. The first derivative of the fitted polynomial serves to allocate the extrema points [10] and also to control the window size. The adapted window is increased for a positive first derivative and decreased for a negative one.
The displacement distribution y(x) is generated by interpolation over the extrema points. The I is determined from Eq. (2) by implementing a 2nd derivative algorithm on y. The data handling process is summarized inFig.l.
EXPERIMENI'AL
Rectangular aluminum plates (10 x 4 x 0.5 em.), each with a transversal slit, were loaded by a line pressure Pin the geometry of the three points' stress testing, see Fig. 2 . The slits' dimensions varied from 1 to 8 mm. in width and 0.5 to 3 mm. in depth. The fringe pattern was generated on the surface opposite to the one with the slit. Examples for fringe pattern obtained with a reference plate (no slit) and a plate with a slit of 1 mm. width and 2 mm. depth, and P = 0.75 Kgf are shown in Top -with no slit; bottom -with a slit (1 mm width x 2 mm depth) whos e location is indicated by an arrow .
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A profile g 0 of the fringe pattern across the plate is demonstrated in Fig. 4 . The adaptive window size used for the spline fitting is indicated by N and the first derivative of the fitted profile is given by b. The zero-crossings of b indicate the extrema locations used for the determination of the displacement distribution. The displacement function and y" obtained for plates with slit sizes 1 mm. width x 2 mm. depth and 4 mm. x 1 mm. are shown in Fig. 5 . Simulation results were determined using the following M and I functions for the ranges I -VI as indicated in Fig. 2 . For comparison with the experimental results, the simulated y" (dotted line in Fig. 5 ) was treated by the same fitting technique as the measured data, see the broken line curves. The y" of a non-defected plate has a triangle shape with the head at the loading point. The simulated y" curves resemble the behavior of the experimental ones. The experimental y" may be further processed to obtain results independent of the specific measurement/algorithm set-up.
The method is clearly quantitative and applicable for the examination of components under actual stress. The ratio of examined sample y" to reference y 0 " is usually sufficient for classification of the product. 
