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ABSTRACT
We compute the elliptic genus for arbitrary two dimensional N = 2
Landau-Ginzburg orbifolds. This is used to search for possible mirror
pairs of such models. We show that if two Landau-Ginzburg models
are conjugate to each other in a certain sense, then to every orbifold
of the first theory corresponds an orbifold of the second theory with
the same elliptic genus (up to a sign) and with the roles of the chiral
and anti-chiral rings interchanged. These orbifolds thus constitute a
possible mirror pair. Furthermore, new pairs of conjugate models may
be obtained by taking the product of old ones. We also give a sufficient
(and possibly necessary) condition for two models to be conjugate, and
show that it is satisfied by the mirror pairs proposed by one of the
authors and Hu¨bsch.
12/93
† Email: berglund@guinness.ias.edu
‡ Email: mans@guinness.ias.edu
1. Introduction
Conformal field theories withN = 2 supersymmetry have been much studied in the last few
years. The original motivation was to construct vacua of the heterotic string which exhibit
N = 1 space-time supersymmetry. This requires two right-moving supersymmetries on the
world-sheet, but most investigations have focused on the less general case of models with
two left-moving supersymmetries as well, so called (2, 2) models [1]. String theory leads us
to consider models with conformal anomaly cˆ = 3, but N = 2 superconformal field theories
are interesting in their own right without reference to any particular value of cˆ.
Known examples of N = 2 superconformal field theories include sigma models on
Calabi-Yau targetspaces of complex dimension cˆ (which must be an integer in this case) [2]
and Kazama-Suzuki coset models [3]. The latter include the so called N = 2 minimal
models as a special case. Another interesting class of models are the so called N = 2
Landau-Ginzburg models, i.e. supersymmetric quantum field theories, the superpotentials
of which have a degenerate critical point. Although not conformally invariant as they are
usually written, they are believed to flow to a fixed point in the infrared [4]. Furthermore,
the superpotential is believed to be an invariant under this renormalization group flow.
Properties of these models that only depend on the superpotential may thus be studied
away from the fixed point, where calculations are easier to perform.
From an N = 2 model, conformally invariant or not, with some symmetry group H,
we may construct new models by a process usually referred to as orbifolding [5]. This
means that we identify field configurations modulo the action of the group H. Another
way of expressing this is to allow for twisted boundary conditions along the cycles of the
worldsheet.
In some cases, the superconformal field theory to which a particular Landau-Ginzburg
theory flows has been conjectured. Until recently, the main support for these conjectures
came from comparing the chiral and anti-chiral rings in the respective theories [6], but
this only probes the zero-modes of the theories and gives little information about ‘stringy’
effects. Such information would be provided by the partition function Z(q, γL, γR) =
Tr(−1)F qL0 q¯L¯0 exp(iγLJ0 + iγRJ¯0). Here, L0 (L¯0) and J0 (J¯0) are the energy and U(1)
charge operator respectively of the left-moving (right-moving) N = 2 algebra. However,
although the partition function of for example the minimal models and their orbifolds is
known, it is not effectively calculable for a general N = 2 theory. The situation is much
better for the elliptic genus [7] [8], which is simply the restriction of the partition function
to γR = 0, i.e. Z(q, γ, 0). The reason that it can be computed in many practical cases is
related to the fact that it has an interpretation as an index of the N = 1 right-moving
supercharge. It is therefore invariant under smooth deformations of the theory which
preserve an N = 1 right-moving supersymmetry. This invariance was recently used by
Witten [9] to calculate the elliptic genera of certain Landau-Ginzburg models which are
believed to flow to the minimal models. The results were compared to the elliptic genera
of the minimal models, calculated from the known characters of the N = 2 discrete series
representations, in [9,10]. The elliptic genus has also been calculated for the minimal
models in their formulation as SU(2)/U(1) Kazama-Suzuki coset models in [11]. For other
applications of the elliptic genus, see [12,13,14].
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Mirror symmetry is an intriguing property of the space of N = 2 theories. At the
level of conformal field theory, it could be formulated as an isomorphism between two
theories, amounting to a change of sign of, say, the left-moving U(1) generator. Since the
sign of the charge is a pure convention, this may seem rather trivial, but mirror symmetry
leads to some remarkable conclusions. For example, in the case of Calabi-Yau sigma-
models, mirror symmetry states that target spaces of different topological type give rise to
equivalent space-time physics. Mirror symmetry was first conjectured because it seemed
unnatural that the conventional choice of sign of the U(1) generators should have any
independent meaning [1,6]. Following a previous observation by Gepner and Qiu [15] that
the ZZk orbifold of the Ak minimal model is equivalent to the Ak model itself, Greene and
Plesser [16] gave the first explicit example of mirror symmetry by considering orbifolds
of tensor products of minimal models. Although there are many indications that mirror
symmetry is indeed a symmetry of the space of (2, 2) theories [17,18,19,20,21,22,23,24,25],
the Greene-Plesser construction is the only one which has been rigorously proved at the
level of conformal field theory.
Using the conjectured Landau-Ginzburg formulation of the minimal models, the
Greene-Plesser construction may be thought of as an equivalence between Landau-
Ginzburg orbifolds. It is then natural to ask whether there are other such mirror pairs of
Landau-Ginzburg orbifolds. In [19] two classes of examples were proposed which generalize
the minimal models, and some comparisons of the chiral and anti-chiral rings were made
which supported the conjecture of mirror symmetry.
Most of the interest in mirror symmetry has been concentrated on models with integer
cˆ, in particular cˆ = 3, which allow a geometric interpretation in terms of a sigma-model
with Calabi-Yau target-space. Also, one usually imposes a projection on states of integral
U(1) charge, as is necessary for the consistency of the string theory interpretation. We
would like to stress the two-dimensional point of view, however. Indeed, the examples
in [19] seem to work equally well for models with any cˆ and fractional U(1) charges. In
fact our computation may indicate that mirror symmetry is a property of not only N = 2
superconformal field theories but two dimensional N = 2 quantum field theories in general.
Of course, we hope that a study of mirror symmetry in this broader context will teach us
about phenomena that are relevant to string vacua as well.
In this article, we will use the elliptic genus as a tool for studying mirror symmetry in
the context of Landau-Ginzburg orbifolds. Namely, since the spectrum of an N = 2 theory
is symmetric under charge conjugation, the elliptic genus is invariant under J0 → −J0, i.e.
Z(q, γ, 0) = Z(q,−γ, 0). The elliptic genera of two models that constitute a mirror pair
must therefore be equal (up to a sign, which could be thought of as arising from different
normalizations of the path integral measures of the two theories). Of course, the mere
equality of the elliptic genera is by no means a proof of mirror symmetry. In particular,
because of the index interpretation of the elliptic genus, it is independent of the exact point
in the moduli space of N = 2 theories that we are considering. Equality of the elliptic
genera of two models is therefore only an indication that some point in the component of
moduli space in which the first model lies might be the mirror partner of some point in
the component of moduli space of the second model. However, in this article, we will for
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brevity refer to two models with the same elliptic genus as constituting a mirror pair.
This article is organized as follows: In section 2, we calculate the elliptic genus for an
arbitrary Landau-Ginzburg orbifold. In section 3 we calculate the Poincare´ polynomial of
these theories by taking the q → 0 limit of the elliptic genus. We also review the proof,
first given by Francesco and Yankielowicz [10], that the Poincare´ polynomials completely
determines the elliptic genus in the case of Landau-Ginzburg orbifolds. In section 4, we
discuss a plausible scenario for mirror symmetry between Landau-Ginzburg orbifolds. Our
main results are that if two Landau-Ginzburg models are conjugate to each other in a
certain sense, then every orbifold of the first model is the mirror partner of some orbifold
of the second model. Furthermore, given two models and their conjugate partners, the
product models are conjugate to each other. Using the previous result that the Poincare´
polynomial determines the elliptic genus, we also give a sufficient condition for two models
to be each others conjugate. Although we have no proof of the necessity of this condition,
it covers all cases of mirror symmetry between Landau-Ginzburg orbifolds that we know
of. Indeed, in section 5, we show that the models proposed in [19] satisfy this condition.
We conjecture that all pairs of conjugate Landau-Ginzburg models may be obtained by
taking products of these models.
2. Landau-Ginzburg orbifolds and the elliptic genus
In this section, we will review some facts about N = 2 Landau-Ginzburg models and their
orbifolds. In particular, we will show how their elliptic genera can be calculated [9,10,12-
14].
The action of a (2, 2) Landau-Ginzburg model can be written in superspace as
S =
∫
d2z d4θK(Xi, X¯i) + ǫ
∫
d2z d2θW (Xi) + c.c., (2.1)
where Xi for i ∈ N are complex chiral superfields with component expansions
Xi = xi + θ+ψ
+
i + θ−ψ
−
i + θ+θ−Fi. (2.2)
Here N is a set that indexes the fields Xi and the number of fields is denoted |N |. The
superpotential W is a holomorphic and quasi-homogeneous function of the Xi, i.e. it
should be possible to assign some weights ki ∈ ZZ to the fields Xi for i ∈ N and a degree
of homogeneity D ∈ ZZ to W such that
W (λkiXi) = λ
DW (Xi). (2.3)
It will prove convenient to also introduce the charges
qi =
ki
D
for i ∈ N. (2.4)
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The model defined by (2.1) is believed to flow to a conformally invariant model in the
infrared. Under this renormalization group flow, the Ka¨hler potential K(Xi, X¯i) will get
renormalized in some complicated way, but there are strong reasons to believe that the
superpotential W (Xi) is an invariant of the flow [4].
In general, W will be invariant under a discrete, abelian group G of phase symmetries.
The fields Xi transform in some representations Ri under G. In the following, we denote
the set of representations {Ri} for i ∈ N collectively as R. A representation Ri of G is
specified by a function Ri(g) = exp(i2πθi(g)) defined for g ∈ G, which fulfils Ri(g1g2) =
Ri(g1)Ri(g2) for all g1, g2 ∈ G. The invariance of W means that
W (Ri(g)Xi) =W (Xi) for g ∈ G. (2.5)
By taking λ = exp i2π/D in (2.3), we see that G will always contain an element q such
that Ri(q) = exp i2πqi for i ∈ N . From a theory invariant under some symmetry group
H, we may construct a new theory by taking the H orbifold of the original theory, i.e. by
modding out by the action of H. In our case, H could be any subgroup of the group G of
phase symmetries of W . We will denote the theory thus obtained as W/H 1.
Our object is to calculate the elliptic genus of W/H. This calculation is feasible
because of the invariance of the elliptic genus under deformations of the theory which
preserve the right-moving supersymmetry [9]. We may therefore smoothly turn off the
superpotential interactions by letting ǫ→ 0, which turns the model into a free field theory.
(We take K to be the Ka¨hler potential of C|N| with the flat metric.) The elliptic genus
of the model is determined by the set of representations R and the group H and may
be denoted as Z[R/H], where we have suppressed the dependence on γ and q. Being
essentially a genus one correlation function, it may be written as
Z[R/H] =
1
|H|
∑
ha,hb∈H
Z[R](ha, hb). (2.6)
Here Z[R](ha, hb) denotes the contribution from field configurations twisted by ha and hb
around the a and b cycles of the torus respectively, and |H| is the number of elements of H.
In the free field limit, the contribution from each twist sector is a product of contributions
from each of the fields Xi in the theory, i.e.
Z[R](ha, hb) =
∏
i∈N
Z[Ri](ha, hb). (2.7)
In order to calculate Z[Ri](ha, hb), it is essential to know the charges of the components
of the superfield Xi under the U(1) symmetry which is part of the left-moving N = 2
superconformal algebra. A by now standard calculation gives the charges of the component
fields xi, ψ
+
i and ψ
−
i in (2.2) as qi, qi and qi − 1 respectively after the path integral over
the auxiliary fields Fi has been carried out [9]. In a sector twisted by ha along the ‘space’
1 In general q /∈ H and hence W/H is not a valid superstring vacuum, even if cˆ = 3.
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direction, the mode numbers of Xi and X¯i are given modulo ZZ by θi(ha) and −θi(ha)
respectively. With a twist of hb along the ‘time’ direction, we should make an insertion of
(−1)FRi(hb) exp(i2πγJ0). The contribution from the fermionic components of Xi in this
twist-sector is
∞∏
n
(1− q¯n+θi(ha)Ri(hb)e
i2piqiγ)(1− q¯n−θi(ha)R−1i (hb)e
−i2piqiγ)
×(1− qn+θi(ha)Ri(hb)e
i2pi(qi−1)γ)(1− qn−θi(ha)R−1i (hb)e
−i2pi(qi−1)γ),
(2.8)
where the four factors come from the modes of ψ+i , ψ¯
+
i , ψ
−
i and ψ¯
−
i respectively. The
contribution from, for example, the leftmoving part of xi is
∞∏
n
∞∑
s=0
(q¯n+θi(ha)Ri(hb)e
i2piqiγ)s =
∞∏
n
(1− q¯n+θi(ha)Ri(hb)e
i2piqiγ)−1. (2.9)
Similarly, the total contribution from the left- and right-moving parts of xi and x¯i is
∞∏
n
(
(1− q¯n+θi(ha)Ri(hb)e
i2piqiγ)(1− q¯n−θi(ha)R−1i (hb)e
−i2piqiγ)
)−1
×
(
(1− qn+θi(ha)Ri(hb)e
i2piqiγ)(1− qn−θi(ha)R−1i (hb)e
−i2piqiγ)
)−1
.
(2.10)
Putting together the fermionic and bosonic parts and multiplying both the numerator and
the denominator by
∏∞
n (1− q
n), we get
∞∏
n
(1−qn)(1−qn+θi(ha)Ri(hb)e
i2pi(qi−1)γ)(1−qn−θi(ha)R−1i (hb)e
−i2pi(qi−1)γ)
(1−qn)(1−qn+θi(ha)Ri(hb)ei2piqiγ)(1−qn−θi(ha)R
−1
i (hb)e
−i2piqiγ)
. (2.11)
In this expression, a prefactor that depends on the energy and transformation properties
under G of the vacuum in this twist-sector is missing. Also, we have been somewhat
cavalier in our treatment of the lower limits of the products over n. We will come back to
these points shortly. For the moment, we note that the numerator and the denominator in
our expression resemble Θ1((1− qi)γ−θi(hb)− τθi(ha)|τ) and Θ1(qiγ+θi(hb)+ τθi(ha)|τ)
respectively, where the Jacobi Θ1 function is defined by [26]
Θ1(ν|τ) = iq
1/8e−ipiν(1− ei2piν)
∞∏
n=1
(1− qn)(1− qnei2piν)(1− qne−i2piν) (2.12)
and q = exp(i2πτ). However, the functions θi(h) are only defined modulo ZZ. We must
make sure that the contribution to the elliptic genus is well-defined, i.e. it should only de-
pend on Ri(ha) = exp(i2πθi(ha)) and Ri(hb). From the double quasi-periodicity properties
of the Jacobi Θ1 function [26],
Θ1(ν + 1|τ) = −Θ1(ν|τ)
Θ1(ν + τ |τ) = −e
−ipi(τ+2ν)Θ1(ν|τ),
(2.13)
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it follows that
Z[Ri](ha, hb) = e
−i2piγθi(ha)
Θ1((1− qi)γ − θi(hb)− τθi(ha)|τ)
Θ1(qiγ + θi(hb) + τθi(ha)|τ)
(2.14)
has the correct properties, i.e. it is invariant under θi(ha) → θi(ha) + 1 and θi(hb) →
θi(hb) + 1. Furthermore, if we define L as the smallest integer such that g
L is the identity
element of G for g ∈ G, then
Z[Ri](ha, hb)→ (−1)
(1−2qi)LZ[Ri](ha, hb) as (γ, τ)→ (γ+L, τ)
Z[Ri](ha, hb)→ (−1)
(1−2qi)Le−ipi(1−2qi)(L
2τ+2Lγ)Z[Ri](ha, hb) as (γ, τ)→ (γ+Lτ, τ).
(2.15)
Next, we use the modular transformation properties of the Jacobi Θ1 function [26],
Θ1(ν|τ + 1) = e
ipi/4Θ1(ν|τ)
Θ1(ν/τ | − 1/τ) = (−iτ)
1/2eipiν
2/τΘ1(ν|τ),
(2.16)
to show that
Z[Ri](ha, hb)→ Z[Ri](ha, hahb) as (γ, τ)→ (γ, τ + 1)
Z[Ri](ha, hb)→ e
ipi(1−2qi)γ
2/τZ[Ri](hb, h
−1
a ) as (γ, τ)→ (γ/τ,−1/τ).
(2.17)
The complete elliptic genus, given by (2.6) with (2.7), thus transforms as
Z[R/H]→ (−1)cˆLZ[R/H] as (γ, τ)→ (γ + L, τ)
Z[R/H]→ (−1)cˆLe−ipicˆ(L
2τ+2Lγ)Z[R/H] as (γ, τ)→ (γ + Lτ, τ)
Z[R/H]→ Z[R/H] as (γ, τ)→ (γ, τ + 1)
Z[R/H]→ eipicˆγ
2/τZ[R/H] as (γ, τ)→ (γ/τ,−1/τ),
(2.18)
where cˆ =
∑
i∈N (1−2qi) is the central charge of N = 2 superconformal algebra [4]. These
double quasi-periodicity and modular transformation properties justify our Ansatz (2.14).
However, there are other possibilities of constructing an elliptic genus which transforms in
the same way. Depending on the groupH, there might be subsets ofH×H which are closed
under the action (ha, hb)→ (ha, hahb) and (ha, hb)→ (hb, h
−1
a ) of the modular group. For
every such subset there is a term, obtained by summing Z[R](ha, hb) over the subset,
which may be added to the elliptic genus with an arbitrary coefficient without destroying
the above transformation properties. Modular covariance on world-sheets of genus two
imposes some restrictions on these coefficients. The remaining freedom corresponds to a
choice of discrete torsion [27]. (Modular covariance on higher genus world-sheets gives
no further restrictions, since such world-sheets can be obtained by sewing together world-
sheets of lower genus [27].) In this paper, however, we will always assume that the elliptic
genus is given by the canonical choice (2.6) with (2.7) and (2.14). (The simplest example
of a subset of H × H which is closed under modular transformations only consists of
(e, e), where e is the identity element of H. The corresponding term Z[R](e, e) obviously
transforms correctly, being the elliptic genus of the original Landau-Ginzburg theory before
orbifolding.)
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3. The Poincare´ polynomial and equality of elliptic genera
In this section, we will define the Poincare´ polynomial as a particular limit of the elliptic
genus. It turns out that the Poincare´ polynomial completely determines the elliptic genus
in the case of Landau-Ginzburg orbifolds. This property is of great value in comparing the
elliptic genera of different models.
The Poincare´ polynomial of an N = 2 superconformal field theory is the τ → i∞
(or equivalently q → 0) limit of the elliptic genus. It is a polynomial in t1/D, where
t = exp(i2πγ) and D is some integer (defined by (2.3) for the case of Landau-Ginzburg
orbifolds). It can be seen as the generating function for the charges of the Ramond sector
ground states under the U(1) symmetry of the left-moving N = 2 algebra. From our
results in the last section, we see that the Poincare´ polynomial for a Landau-Ginzburg
orbifold may be written as a sum over contributions from different twist-sectors;
P [R/H] =
1
|H|
∑
ha,hb∈H
P [R](ha, hb). (3.1)
Furthermore, the contribution from each twist-sector is a product of the contributions from
each of the fields;
P [R](ha, hb) =
∏
i∈N
P [Ri](ha, hb). (3.2)
Finally, by taking the τ → i∞ limit of (2.14), we find that
P [Ri](ha, hb) =


− t1/2−[θi(ha)] for Ri(ha) 6= 1
t−1/2(tqiRi(hb)−t)(1−t
qiRi(hb))
−1 for Ri(ha) = 1
. (3.3)
Here, [x] denotes the fractional part of x, i.e. [x] = x mod ZZ and 0 ≤ [x] < 1. Note
that if Ri(ha) = 1, or equivalently [θi(ha)] = 0, then the field Xi is left untwisted by the
transformation ha. It will prove convenient to introduce
P tw[R](g) =
∏
i∈N
(−t1/2)tw[R](g) t
−
∑
i∈N
[θi(g)] (3.4)
and
P inv[Ri](g) = t
−1/2(tqiRi(g)− t)(1− t
qiRi(g))
−1, (3.5)
where tw[R](g) denotes the number of fields that are twisted by g. We may then write
P [R](ha, hb) = P
tw[R](ha)
∏
Ri(ha)=1
P inv[Ri](hb). (3.6)
Incidentally, there is a generalized Poincare´ polynomial, which is sensitive to the
charges of the Ramond sector ground states under both the left- and right-moving U(1)
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symmetry. Since mirror symmetry acts by reversing the sign of one of the U(1) charges
and leaving the other unaffected, this generalized Poincare´ polynomial is useful to check
whether two models might be each others mirror partners rather than being completely
equivalent theories. It may be defined as [6]
P (t, t¯) = Tr(tJ0 t¯J¯0), (3.7)
where the trace is over the ground states in the Ramond sector. For a Landau-Ginzburg
orbifold, this generalized Poincare´ polynomial has been calculated by Intriligator and
Vafa [28,29]. The only difference with respect to the Poincare´ polynomial that we have
discussed is that the arguments of P tw[R](ga) and P
inv[Ri](gb) in (3.6) are t/t¯ and tt¯ re-
spectively instead of t. We may therefore continue to work with the restricted Poincare´
polynomial which only depends on t. A criterion for mirror symmetry is then that the
Poincare´ polynomials of the two models must be equal and that contributions from twisted
(untwisted) fields in one model should correspond to contributions from untwisted (twisted)
fields in the other.
A necessary condition for the elliptic genera of two N = 2 models to be equal is
that they coincide in the τ → i∞ limit, i.e. that the two models have the same Poincare´
polynomial. We will now show that in the case of orbifolds of Landau-Ginzburg models
with isomorphic groups of phase symmetries, this condition is also sufficient 2. The fol-
lowing proof was first given by Francesco and Yankielowicz [10]. Suppose that we have
two Landau-Ginzburg orbifolds with elliptic genera Z[R/H] and Z[R˜/H˜] such that their
Poincare´ polynomials agree (up to a sign which we will neglect in the discussion below).
It follows from (2.18) that the conformal anomalies cˆ of the two models must be the same,
and that the function f(z|τ) = Z[R/H]/Z[R˜/H˜], where z = γ/L, transforms as follows:
f(z + 1|τ) = f(z|τ)
f(z + τ |τ) = f(z|τ)
f(z|τ + 1) = f(z|τ)
f(z/τ | − 1/τ) = f(z|τ).
(3.8)
The equality of the Poincare´ polynomials means that limτ→i∞ f(z|τ) = 1 for all z. Fur-
thermore, from the properties of the Jacobi Θ1 function, we have that f(z|τ) must be a
meromorphic function of z for all τ . The first two properties in (3.8) then imply that f
may be written as [30]
f(z|τ) = A
n∏
i=1
Θ1(z − ai(τ)|τ)
Θ1(z − bi(τ)|τ)
, (3.9)
where A is a constant, and ai(τ) and bi(τ) are the positions of the zeros and poles in z
respectively. (The double periodicity in z implies in particular that the number of zeros
2 In a more general case it may not be sufficient to merely consider the q → 0 limit [14].
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and poles are equal.) The last two properties in (3.8) give that
τai(−1/τ) = aσ(i)(τ) mod 1 mod τ
τai(τ + 1) = aρ(i)(τ) mod 1 mod τ,
(3.10)
where σ and ρ are some permutations of {1, . . . , n}. For a Landau-Ginzburg orbifold, the
ai(τ) and bi(τ) are analytic functions of τ , but this need not be true for a more general
N = 2 model [14]. If ai(τ) and bi(τ) are analytic, one may show [10], by using the second
equation in (3.10) n!m times, combining with the first equation in (3.10) and letting
m→∞, that
ai(τ) =
1
n!
(αi + βiτ) (3.11)
for some constants αi and βi, which are chosen so that 0 ≤ αi, βi < n!. Inserting this ex-
pression back into (3.10) we find that αi, βi ∈ {0, 1, . . . , n!−1}. By a completely analogous
argument, one can show [10] that
bi(τ) =
1
n!
(γi + δiτ) (3.12)
for some constants γi, δi ∈ {0, 1, . . . , n! − 1}. We may now calculate the τ → i∞ limit of
f(z|τ) and find [10]
A
∏
βi=0
2 sinπ(z − αi/n!)
∏
βi>0
(−i)q−βi/(2n!) exp(iπ(z − αi))∏
δi=0
2 sinπ(z − γi/n!)
∏
δi>0
(−i)q−δi/(2n!) exp(iπ(z − γi))
. (3.13)
A necessary condition for this expression to equal 1 as τ → i∞ is that the real zeros
(i.e. αi/n! for βi = 0) cancel against the real poles (i.e. γi/n! for δi = 0). Furthermore,
we have already used the fact that the modular transformations (z, τ) → (z, τ + 1) and
(z, τ) → (z/τ,−1/τ) permute the zeros and the poles of f(z|τ) among themselves. This
means that the set of (αi, βi) is mapped into itself under the transformations
(α, β)→ (α+ β, β)
(α, β)→ (−β, α).
(3.14)
For any (α, β) there exists a sequence of such transformations which maps it into
(GCD(α, β), 0), i.e. a real zero. But we have just argued that all real zeros must can-
cel against real poles. We must therefore conclude that all zeros cancel against poles so
that f(z|τ) = A = 1. Thus Z[R/H] = Z[R˜/H˜], which concludes the proof.
4. Mirror symmetry for Landau-Ginzburg orbifolds
In this section, we will discuss a very natural scenario for two Landau-Ginzburg orbifolds
to be mirror partners in the sense that their elliptic genera are equal (up to a minus sign
in the case when the number of fields of the models is odd).
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Suppose that we have two Landau-Ginzburg models, each with |N | superfields, the
phase symmetry groups of which are both isomorphic to the same abelian group G. We
denote the sets of representations as R and R˜ respectively for the two models. In general,
we distinguish all quantities pertaining to the second model with a tilde. We are interested
in the situation in which the H orbifold of the first model is the mirror partner of the H˜
orbifold of the second model for some subgroups H and H˜ of G. This means that their
elliptic genera should be equal up to a sign:
Z[R/H] = ±Z[R˜/H˜]. (4.1)
We will propose a natural way for two models to be each others mirror partners in this
sense, but to do so, we first need to discuss some aspects of abelian groups.
All irreducible representations of the abelian group G are one-dimensional. Given two
irreducible representations we may construct a new irreducible representation by taking
their tensor product. Clearly, the set of irreducible representations of G form a group
G∗ under the tensor product ⊗. This group is in fact isomorphic to G itself. Given a
subgroup H of G we define its dual as the subgroup H˜ of G∗ of representations on which
H is trivially represented, i.e. H˜ is the set of R ∈ G∗ such that R(g) = 1 for g ∈ H.
In particular, the dual of G itself is the trivial subgroup of G∗ which only consists of the
identity element, and the dual of the trivial subgroup of G is G∗. Clearly, if H1 ⊂ H2
then H˜2 ⊂ H˜1. Similarly, we note that a representation of the group G
∗ has a natural
interpretation as an element of G. Therefore, given a subgroup H˜ of G∗ we may define its
dual ˜˜H as the subgroup of elements of G which are trivially represented by all R ∈ H˜. We
see that ˜˜H = H. The situation is thus completely symmetric under interchange of G and
G∗. As an alternative definition of the duality between H and H˜ we have the following
relation
1
|H|
∑
g∈H
g˜(g) =


1 for g˜ ∈ H˜
0 otherwise
(4.2)
and its partner obtained by changing the roles of G and G∗. The summand g˜(g) is the
function, defined on G, which specifies the G representation g˜ ∈ G∗.
We now interpret our candidate mirror pair of Landau-Ginzburg models so that the
fields of the first model transform in the representations Ri for i ∈ N under the symmetry
group G, whereas the fields of the second model transform in the representations R˜i for
i ∈ N˜ under the group G∗. As our notation suggests, we will take the H orbifold of the
first model and the H˜ orbifold of the second model, where H and H˜ are dual subgroups.
For g ∈ G and g˜ ∈ G∗ we now define the (partial) Fourier transform of the elliptic
genus contributions as
Zˆ[R](g, g˜) =
1
|G|
∑
g′∈G
g˜(g′)Z[R](g, g′), (4.3)
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which may be inverted by means of (4.2) to yield
Z[R](g, g′) =
∑
g˜∈G∗
g˜−1(g′)Zˆ[R](g, g˜). (4.4)
Inserting this in (2.6) and using (4.2) we get
Z[R/H] =
∑
h∈H
∑
h˜∈H˜
Zˆ[R](h, h˜). (4.5)
Analogously, we calculate
Z[R˜/H˜] =
∑
h˜∈H˜
∑
h∈H
Zˆ[R˜](h˜, h). (4.6)
A very natural way to fulfil (4.1) is then to require that
Zˆ[R](g, g˜) = ±Zˆ[R˜](g˜, g) (4.7)
for g ∈ G and g˜ ∈ G∗. We will say that sets of representations R and R˜ which fulfil (4.7)
are conjugates of each other. Note that this condition implies (4.1) for any H and its dual
H˜. Furthermore, given two Landau-Ginzburg models R1 and R2 with symmetry groups
isomorphic to G1 and G2 respectively, we may construct the product model R = R1 ×R2
with symmetry group G ≃ G1 × G2. If now R1 and R2 are conjugates to R˜1 and R˜2
respectively so that each pair satisfies (4.7), then the pair of product models R = R1×R2
and R˜ = R˜1 × R˜2 also satisfies (4.7). This means that any H orbifold of R, for H a
subgroup of G ≃ G1 ×G2, will be the mirror partner of the corresponding H˜ orbifold of
R˜, even if H is not of the form H1 ×H2 for any subgroups H1 of G1 and H2 of G2.
As we have seen in the previous section, in the case of Landau-Ginzburg orbifolds it
is sufficient to compare the τ → i∞ limits of elliptic genera, i.e. the Poincare´ polynomials,
to establish their equality for all τ . With the τ → i∞ limit of Z[R](g, g′) given by (3.6),
the corresponding limit of Zˆ[R](g, g˜) is
Pˆ [R](g, g˜) = P tw[R](g)
1
|G|
∑
g′∈G
g˜(g′)
∏
Ri(g)=1
P inv[Ri](g
′). (4.8)
Similarly, we have
Pˆ [R˜](g˜, g) = P tw[R˜](g˜)
1
|G|
∑
g˜′∈G∗
g˜′(g)
∏
R˜i(g˜)=1
P inv[R˜i](g˜
′). (4.9)
Our condition for mirror symmetry now reads
Pˆ [R](g, g˜) = ±Pˆ [R˜](g˜, g). (4.10)
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If this condition is fulfilled, then obviously P [R/H] = ±P [R˜/H˜] for any subgroup H. Our
results from the last section then imply that also (4.1) is satisfied. The natural way for
this to come about is that also (4.7) holds. Although we have no proof, we strongly believe
that this is indeed always the case.
The obvious question is now how we may find a pair of Landau-Ginzburg orbifolds
such that (4.10) is obeyed. To answer this, we must first introduce some more notation.
Let s be a subset of the set N that indexes the fields. We will only be interested in s
such that there is at least one element of G which leaves untwisted the Xi for i ∈ s and
twists the remaining fields. We denote the set of such s as S, and henceforth we will always
assume that s ∈ S. For g ∈ G we define σ(g) ∈ S by the condition that i ∈ σ(g) if and only
if Xi is left untwisted by g. Next, we introduce the subgroups Gs of elements of G that
leave untwisted the fields Xi for i ∈ s. The remaining fields may be twisted or untwisted
depending on which element of Gs we choose. The corresponding objects in the conjugate
model are denoted as s˜, S˜, σ˜(g˜) and G∗s˜ respectively.
To find a pair of conjugate models, we assume that there is a one-to-one map ρ from
S to S˜ such that (−1)|s| = (−1)|N|−|ρ(s)| and Gs ≃ G˜
∗
ρ(s) for s ∈ S. Here, |s| denotes
the number of elements in s, and as usual the tilde over G∗ρ(s) denotes the dual group.
Furthermore, we demand that∏
i∈s
P inv[Ri](g) =
∑
G∗
s˜
⊆G˜s
(−1)|N|−|s˜|
∑
g˜∈G∗
s˜
g˜(g−1)P tw[R˜](g˜). (4.11)
Our notation means that the first sum runs over all s˜ ∈ S˜ such that G∗s˜ ⊆ G˜s. We
also postulate the corresponding relation with the roles of the two models interchanged.
At this point, the conditions that we have imposed may seem rather ad hoc. Our main
justification is that they cover all cases of mirror symmetry between Landau-Ginzburg
orbifolds that we know of. We have performed some limited computer searches, which
support the hypothesis that this is indeed the general mechanism for mirror symmetry
between Landau-Ginzburg orbifolds.
To verify that these conditions are sufficient for R and R˜ to be conjugate, we in-
sert (4.11) in (4.8) and (4.9) and use (4.2) to get
Pˆ [R](g, g˜) =P tw[R](g)
1
|G|
∑
g′∈G
g˜(g′)
∏
i∈σ(g)
P inv[Ri](g
′)
=P tw[R](g)P tw[R˜](g˜)
∑
g˜∈G∗
s˜
⊆G˜σ(g)
(−1)|N|−|s˜|
Pˆ [R˜](g˜, g) =P tw[R](g)P tw[R˜](g˜)
∑
g∈Gs⊆G˜∗σ˜(g˜)
(−1)|N|−|s|.
(4.12)
The notation means that the sum in the last equation runs over all s ∈ S such that g ∈
Gs ⊆ G˜∗σ˜(g˜). But g leaves Xi untwisted if and only if i ∈ σ(g). Therefore, g ∈ Gs implies
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that s must be a subset of σ(g), and consequently Gσ(g) ⊆ Gs. Conversely, Gσ(g) ⊆ Gs of
course implies that g ∈ Gs. The sum thus runs over all s ∈ S such thatGσ(g) ⊆ Gs ⊆ G˜
∗
σ˜(g˜).
By an analogous argument, we find that the sum in the first equation runs over all s˜ ∈ S˜
such that G∗σ˜(g˜) ⊆ G
∗
s˜ ⊆ G˜σ(g). By taking the dual and changing variables according to
s˜ = ρ(s) we see that the sums in the two equations run over the same set. Furthermore,
(−1)|N|−|s˜| = (−1)|N|(−1)|N|−|s|. It follows that
Pˆ [R](g, g˜) = (−1)|N|Pˆ [R˜](g˜, g), (4.13)
which proves (4.10). We see that in this way of implementing mirror symmetry, contribu-
tions from twisted fields in one model correspond to contributions from untwisted fields in
the other model and vice versa, just as it should be for a mirror pair.
Finally, we make the following interesting observation which will be useful in the next
section. By using (3.5) the left-hand side of (4.11) picks up no phase (or a minus sign
depending on whether the number of elements in s is odd or even) if we let t encircle the
origin counterclockwise and simultaneously change g → gq−1. (Here, q is the element of
G for which Ri(q) = exp i2πqi for i ∈ N .) For the right-hand side of (4.11) to share this
property, it is natural in view of (3.4) to require that
∏
i∈N˜
R˜i = q. (4.14)
This condition makes sense since the R˜i, being representations of the group G
∗ of repre-
sentations of G, may be interpreted as elements of G. Of course, we should also impose
the corresponding condition with the roles of the two models interchanged.
5. Two examples
In this section, we will describe two classes of solutions, first proposed in [19], to the
conditions (4.11). Both of these can be seen as generalizations of Landau-Ginzburg analogs
of the (2, 2) minimal models for which mirror symmetry was first discovered [16]. Let
us here once again stress that the N = 2 minimal models (including products and/or
quotients thereof) are the only theories for which mirror symmetry has been rigorously
proven. In terms of the Landau-Ginzburg models of Fermat type it has been conjectured
that orbifolds of a Fermat potential come in mirror pairs. This conjecture is based on
studies of the spectra of Landau-Ginzburg vacua [17-20] and their orbifolds [21] as well as
more detailed investigations of the moduli space of particular cˆ = 3 theories [24,25]. In
particular the work in [19,21] as well as recent advances in terms of toric geometry [22,23]
indicate that mirror symmetry must hold for a much larger class of theories than the
minimal models. As was noted in the previous section, we may construct new solutions by
taking the product of old ones. We conjecture that by taking products of the models we
will describe in this section, one may in fact construct all solutions to the conditions (4.11).
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5.1. The linear chain
The first class of models is given by a potential of the form [31]
W = Xα11 +X1X
α2
2 + . . .+XN−1X
αN
N . (5.1)
Models of this type was extensively studied as part of the classification of Landau-Ginzburg
vacua with cˆ = 3 [17-20]. The group of phase symmetries is isomorphic to G ≃ ZZD, where
D = α1 . . . αN . The field XN transforms under this group in a representation RN ∈ G
∗,
which we take to be of order D, so that the whole phase symmetry group G is non-trivially
represented rather than some subgroup. This RN then generates the whole group G
∗
of representations of G, and RN (g) = 1 if and only if g is the identity element of G.
In other words, if we parametrized G ≃ ZZD by an integer g defined modulo D, then
RN (g) = exp(i2πrNg/D) for some integer rN defined modulo D. The requirement that
the representation RN be of order D is tantamount to rN and D being relatively prime.
The representations of the other fields are determined by the requirement that each term
in the potential W be invariant under G. We thus get
Ri−1 = R
⊗(−αi)
i for 2 ≤ i ≤ N. (5.2)
Notice that this means that R⊗α11 is the trivial representation, so the first term in W is
indeed G invariant. Furthermore, the U(1) charge of each term in W should equal 1. This
means that the U(1) charges qi of the Xi are given by the equation
N∑
j=1
αijqj = 1 for 1 ≤ i ≤ N, (5.3)
where the matrix α is given by
αij =


αi for i = j
1 for i = j + 1
0 otherwise
. (5.4)
We see from (5.2) that if the field Xi is left untwisted by a given element g ∈ G, then the
same is true for Xj for 1 ≤ j ≤ i. The set S of subsets of fields that we introduced in the
last section may therefore be identified with the set S = {0, . . . , N}. We interpret this so
that for any s ∈ S we have i ∈ s exactly for 1 ≤ i ≤ s. Clearly, the number of elements of
s is |s| = s. Although this notation is slightly abusive, it should be clear from the context
whether s stands for a number or a set of fields. The subgroup of elements of G that leave
Xi untwisted for 1 ≤ i ≤ s is
Gs = {g : g
αs+1...αN = e}, (5.5)
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where e is the identity element of G.
The conjugate partner of the potentialW is a potential of the same type but with the
order of the exponents reversed [19], i.e.
W˜ = X˜ α˜11 + X˜1X˜
α˜2
2 + . . .+ X˜N−1X˜
α˜N
N , (5.6)
where the exponents are given by
α˜i = αN+1−i for 1 ≤ i ≤ N. (5.7)
The group of phase symmetries is obviously isomorphic to G∗ ≃ ZZD, and our previous
considerations about the representations and U(1) charges of the fields of W apply to W˜
as well. In particular we have that R˜N ∈ G is of order D and that the representations of
the other fields are determined recursively by
R˜i−1 = R˜
(−α˜i)
i = R˜
(−αN+1−i)
i for 2 ≤ i ≤ N. (5.8)
It may seem that there is some freedom in the choice of RN ∈ G
∗ and R˜N ∈ G, but acting
with RN on equation (4.14) and expressing the R˜i for 1 ≤ i ≤ N − 1 in terms of R˜N by
means of (5.8) we get
RN (R˜
r
N ) = RN (q), (5.9)
where
r = 1− α˜N + . . .+ (−1)
N−1α˜N . . . α˜2 = (−1)
N−1DqN (5.10)
so that
RN (R˜N ) = exp(
i2π(−1)N−1
D
). (5.11)
For each RN ∈ G
∗ of order D there is exactly one solution to this condition, and the
R˜N ∈ G thus determined is also of order D. It then follows from (5.2) and (5.8) that
Ri(R˜N−j) =


1 for i ≤ j
exp(
i2π(−1)j+1−i
αj+1 . . . αi
) for i > j
. (5.12)
Finally, the map ρ from S to S˜ is given by
ρ(s) = N − s for 0 ≤ s ≤ N. (5.13)
To prove that the sets of representations R and R˜ corresponding to W and W˜ respec-
tively are conjugate we must verify that condition (4.11) is fulfilled. In our case it amounts
to
s∏
i=1
P inv[Ri](g) =
N∑
s˜=N−s
(−1)N−s˜
∑
g˜∈G∗
s˜
P tw[R˜](g˜) g˜(g−1). (5.14)
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We will prove (5.14) by induction over s, but we will have to distinguish between the cases
when s is odd and s is even. We should thus verify the statement for the cases when s = 0
and s = 1 separately, and show that
s∏
i=1
P inv[Ri](g)−
s−2∏
i=1
P inv[Ri](g) =
(−1)s
∑
g˜∈G∗
N−s
P tw[R˜](g˜) g˜(g−1) + (−1)s−1
∑
g˜∈G∗
N−s+1
P tw[R˜](g˜) g˜(g−1)
(5.15)
for 2 ≤ s ≤ N . The left-hand side of (5.15) equals
lhs =
s∏
i=1
t−1/2(1− tqiRi(g))
−1
s−2∏
i=1
(tqiRi(g)− t)
×
(
(tqs−1Rs−1(g)−t)(t
qsRs(g)−t)− t(1−t
qs−1Rs−1(g))(1−t
qsRs(g))
)
=
s∏
i=1
t−1/2(1− tqiRi(g))
−1
×
s−2∏
i=1
(tqiRi(g)−t)t
qs−1Rs−1(g)(t
qsRs(g)−t
1−qs−1R−1s−1)(1−t).
(5.16)
Using (5.2) and (5.3) for 1 ≤ i ≤ N and Rα11 (g) = 1, we may write this as
lhs =
s∏
i=1
t−1/2(1−tqiRi(g))
−1
s−1∏
i=1
(tqiRi(g)−t
(1+αi)qiR1+αii (g)) (t
qsRs(g)−t
αsqsRαss (g))
=t−s/2
α1∑
p1=1
. . .
αs−1∑
ps−1=1
−1+αs∑
ps=1
tp1q1+...+psqs(R⊗p11 ⊗ . . .⊗R
⊗ps
s )(g).
(5.17)
Inserting
P tw[R˜](g˜−1) = (−t−1/2)tw[R˜](g˜) t
∑
N
i=1
[θ˜i(g˜)] (5.18)
in the right-hand side of (5.15) and using the fact that G∗N−s −G
∗
N−s+1 equals the set T˜s
of elements that twist the fields X˜i for N − s + 1 ≤ i ≤ N and leave the remaining fields
untwisted, we get for the right-hand side of (5.15)
t−s/2
∑
g˜∈T˜N−s
t[θ˜N−s+1(g˜)]+...+[θ˜N (g˜)] g˜(g). (5.19)
We should therefore prove that (5.17) equals (5.19) for 2 ≤ s ≤ N . Before we do that,
however, we note that we should also verify (5.14) for the cases s = 0 and s = 1. For s = 0
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the left-hand side of (5.14) is trivially 1, which equals the right-hand side since the sum
over g˜ runs over G∗N , which only consists of the trivial representation of G. For the case
s = 1 we use once more that Rα11 (g) = 1 and α1q1 = 1 to see that the left-hand side of
(5.14) equals (5.17). Furthermore, for s = 1, the right-hand side of (5.14) equals (5.19).
We are therefore ready if we can prove that (5.17) and (5.19) are equal for 1 ≤ s ≤ N , i.e.
that
α1∑
p1=1
. . .
αs−1∑
ps−1=1
−1+αs∑
ps=1
tp1q1+...+psqs(R⊗p11 ⊗ . . .⊗R
⊗ps
s )(g)
=
∑
g˜∈T˜N−s
t[θ˜N−s+1(g˜)]+...+[θ˜N (g˜)] g˜(g).
(5.20)
The proof of (5.20) consists of two parts. First, we should show that R⊗p11 ⊗ . . .⊗R
⊗ps
s
goes through all representations of G in T˜N−s as pi take the values 1 ≤ pi ≤ αi for
1 ≤ i ≤ s− 1 and 1 ≤ ps ≤ −1 + αs. Furthermore, we should show that
p1q1 + . . .+ psqs = [θ˜N−s+1(g˜)] + . . .+ [θ˜N (g˜)] (5.21)
when g˜ = R⊗p11 ⊗. . .⊗R
⊗ps
s ∈ T˜N−s. The first part follows by using (5.12). To prove (5.21),
we use (5.3) to rewrite the left-hand side as
p1q1 + . . .+ psqs = k1 + . . .+ ks, (5.22)
where the ki are given by the equation
s∑
i=1
kiαij = pj for 1 ≤ j ≤ s. (5.23)
But from (5.12) it follows that
αj [θ˜N−j+1(g˜)] = pj − [θ˜N−(j+1)+1(g˜)] (5.24)
or, equivalently,
s∑
i=1
[θ˜N−i+1(g˜)]αij = pj . (5.25)
Comparing (5.23) and (5.25) we see that θ˜N−i+1(g˜) = ki for 1 ≤ i ≤ s, which proves (5.21)
and therefore (5.20). Since we have now proved (5.14) for s = 0 and s = 1 and (5.15) for
2 ≤ s ≤ N , (5.14) for 0 ≤ s ≤ N follows by induction over s. This is equivalent to (4.11).
The argument may be repeted after exchanging the roles of the potentialsW and W˜ . This
concludes the proof that R and R˜ indeed are conjugate representations.
The subgroups of G ≃ ZZD are isomorphic to H ≃ ZZm for some m which divides D.
The dual subgroup of G∗ is then isomorphic to H˜ ≃ ZZm˜, where m˜ = D/m. The general
arguments of the previous section now show that the H orbifold and the H˜ orbifold of the
Landau-Ginzburg models with potentials W and W˜ are mirror partners.
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5.2. The Loop
Our second example is in many respects similar to the first one, and our treatment of it
will largely parallel the above discussion. This class of models is given by a potential of
the form
W = XNX
α1
1 +X1X
α2
2 + . . .+XN−1X
αN
N . (5.26)
The cyclical nature of this potential makes it natural to take the variable i, which indexes
the fields, to be defined modulo N , i.e. i ∈ ZZN . The group of phase symmetries is
isomorphic to G ≃ ZZD, where D = α1 . . . αN + (−1)
N−1. As usual, we demand that each
term in W be invariant under G and of U(1) charge 1. For the representations Ri and the
U(1) charges qi of the fields Xi this means that
Ri−1 = R
⊗(−αi)
i (5.27)
and ∑
j∈ZZN
αijqj = 1 (5.28)
for i ∈ ZZN . Here, the matrix α is given by
αij =


αi for i = j
1 for i = j + 1
0 otherwise
. (5.29)
We see from (5.27) that all the representations Ri are of the same order, which we take to
equal D. Thus Ri(g) = 1 if and only if g is the trivial element of G. The set of subsets of
fields S of the previous section may therefore be identified with S = {0, N}, so that s = N
includes all fields whereas s = 0 is empty. The subgroup of elements of G that leave all
fields untwisted is the trivial subgroup GN , which only consists of the identity element of
G. The subgroup G0 is of course G itself.
The conjugate partner of this potential is a potential of the same type but with the
order of the exponents αi reversed [19], i.e.
W˜ = X˜N X˜
α˜1
1 + X˜1X˜
α˜2
2 + . . .+ X˜N−1X˜
α˜N
N , (5.30)
where the exponents are given by
α˜i = αN+1−i for i ∈ ZZN . (5.31)
The group of phase symmetries is isomorphic toG∗ ≃ ZZD, and precisely as for the potential
W we take the fields X˜i to transform in representations of order D that fulfil
R˜i−1 = R˜
(−α˜i)
i . (5.32)
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To get a relation between the Ri and the R˜j , we act on equation (4.14) with Ri and express
the R˜j in terms of R˜N−i for some i ∈ ZZN using (5.32). We get
Ri(R˜
r
N−i) = Ri(q), (5.33)
where
r = 1− α˜N−i + . . .+ (−1)
N−1α˜N−iα˜N−i−1 . . . α˜N+2−i = (−1)
N−1Dqi (5.34)
so that
Ri(R˜N−i) = exp(
i2π(−1)N−1
D
). (5.35)
For each set of Ri ∈ G
∗ of order D there is exactly one solution to this condition, and the
R˜i ∈ G are also of order D. Finally, the map ρ from S to S˜ is given by
ρ(N) =0
ρ(0) =N.
(5.36)
To prove that the potentials W and W˜ constitute a conjugate pair, we must again
verify that (4.11) is fulfilled. For the present model, this condition is non-trivial only for
s = N , where it reads∏
i∈ZN
P inv[Ri](g) = (−1)
N
∑
g˜∈G∗0
P tw[R˜](g˜) g˜(g−1) +
∑
g˜∈G∗
N
P tw[R˜](g˜) g˜(g−1). (5.37)
Using (5.27), (5.28) and the cyclical property of i, the left-hand side of this equation may
be rewritten as
∏
i∈ZN
P inv[Ri](g) =
N∏
i=1
t−1/2(tqiRi(g)− t)(1− t
qiRi(g))
−1
= t−N/2
N∏
i=1
(tqiRi(g)− (t
qiRi(g))
1+αi)(1− tqiRi(g))
−1
= t−N/2
α1∑
p1=1
. . .
αN∑
pN=1
tp1q1+...+pNqN (R⊗p11 ⊗ . . .⊗R
⊗pN
N )(g),
(5.38)
whereas the right-hand side equals
(−1)N
∑
g˜∈G∗
(−t−1/2)tw[R˜](g˜) t
∑
N
i=1
[θ˜i(g˜)] g˜(g) + 1
= t−N/2
∑
g˜∈T˜0
t
∑
N
i=1
[θ˜i(g˜)] + (−1)N + 1.
(5.39)
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Here, T˜0 = G
∗ −{e} is the set of elements of G∗ that twist all fields. Using (5.27) we may
write R⊗p11 ⊗ . . . ⊗ R
⊗pN
N = R
⊗p
j for some arbitrary j ∈ ZZN . As the pi take the values
1 ≤ pi ≤ αi for 1 ≤ i ≤ N , p takes the values 0 ≤ −p ≤ α1 . . . αN − 1 = D for N even and
1 ≤ p ≤ α1 . . . αN = D−1 for N odd. We see that for N odd, R
p
N runs over all elements of
T˜0, whereas for N even we also get the identity element of G
∗ twice. To prove the equality
of (5.38) and (5.39), we need now only check that
p1q1 + . . .+ pNqN = [θ˜1(g˜)] + . . .+ [θ˜N (g˜)] (5.40)
when g˜ = R⊗p11 ⊗ . . .⊗R
⊗pN
N ∈ T˜0. Using (5.28), we may rewrite the left-hand side as
p1q1 + . . .+ pNqN = k1 + . . .+ kN , (5.41)
where the ki are given by the equation∑
i∈ZZN
kiαij = pj for j ∈ ZZN . (5.42)
But by using (5.27), (5.32) and (5.35) one may show that the [θ˜N+1−i(g˜)] fulfil
∑
i∈ZZN
[θ˜N+1−i(g˜)]αij = pj for j ∈ ZZN , (5.43)
so ki = [θ˜N+1−i(g˜)] for i ∈ ZZN , which proves (5.40) and therefore (4.11). As before,
we may repeat the argument after exchanging the roles of the potentials W and W˜ , and
therefore the potentials W and W˜ indeed constitute a conjugate pair.
As for the first example, we may construct mirror pairs of orbifolds of these models
by taking subgroups H ≃ ZZm and H˜ ≃ ZZm˜ for mm˜ = D.
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