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New Covering Array Numbers
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1 CINVESTAV-Tamaulipas, Me´xico
A covering array CA(N ; t, k, v) is anN×k array on v symbols such that everyN×t subarray contains as a row each
t-tuple over the v symbols at least once. The minimum N for which a CA(N ; t, k, v) exists is called the covering
array number of t, k, and v, and it is denoted by CAN(t, k, v). In this work we prove that if exists CA(N ; t+ 1, k +
1, v) it can be obtained from the juxtaposition of v covering arrays CA(N0; t, k, v), . . ., CA(Nv−1; t, k, v), where∑
v−1
i=0
Ni = N . Based on this fact, we develop an algorithm that verifies that for each v-set of non-isomorphic
covering arrays {CA(N0; t, k, v), . . ., CA(Nv−1; t, k, v)}, with
∑
v−1
i=0
Ni = N , all possible juxtapositions of the v
covering arrays to see if at least one juxtaposition generates a CA(N ; t + 1, k + 1, v). By using this algorithm we
determine the nonexistence of certain covering arrays which allow us to establish the new covering array numbers
CAN(4, 13, 2) = 32, CAN(5, 8, 2) = 52, and CAN(5, 9, 2) = 54. Other results of the algorithm improve the
current lower bound of CAN(6, 9, 2), CAN(3, 7, 3), CAN(3, 9, 3), and CAN(4, 7, 3). Remarkable implications of
the result CAN(4, 13, 2) = 32 are the new covering array numbers CAN(5, 14, 2) = 64, CAN(6, 15, 2) = 128,
and CAN(7, 16, 2) = 256. Our algorithm is able to find these CANs because it constructs the target covering array
subcolum by subcolumn, where each subcolumn is a column of a smaller covering array.
Keywords: Covering array number, Juxtaposition of covering arrays, Non-isomorphic covering arrays
1 Introduction
Covering arrays (CAs) are combinatorial objects with applications in software and hardware testing. Re-
cently CAs have been used to detect hardware Trojans Kitsos et al. (2015). A covering array CA(N ; t, k, v)
with strength t and order v is anN×k array over Zv = {0, 1, . . . , v−1} such that every subarray formed
by t distinct columns contains as a row each t-tuple over Zv at least once. In testing applications the
columns of the CA represent parameters or inputs of the component under test, and a CA(N ; t, k, v)
ensures to test all possible combinations of values among any t inputs.
Given t, k, and v, the problem of constructing optimal CAs is the problem of determining the minimum
N for which a CA(N ; t, k, v) exists. This minimum N is called the covering array number (CAN) of t,
k, and v, and it is denoted by CAN(t, k, v) = min{N : ∃CA(N ; t, k, v)}. A similar problem is to find
the maximum value of k for which a CA(N ; t, k, v) exists; this k is denoted by CAK(N ; t, v) = max{k :
∃CA(N ; t, k, v)}. Values CAN and CAK are related: CAN(t, k, v) = min{N : CAK(N ; t, v) ≥ k} and
CAK(N ; t, v) = max{k : CAN(t, k, v) ≤ N}.
Finding exact values of CAN(t, k, v) has been a very difficult task for general values of t, k, v. Some
relevant cases with known values of CAN are these:
• CAN(1, k, v) = v for each k ≥ 1.
• CAN(t, t, v) = vt for each t ≥ 1.
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• CAN(t, t+ 1, 2) = 2t for each t ≥ 1.
• CAN(t, v + 1, v) = vt when v is prime power and v > t Bush (1952).
• CAN(t, t+ 1, v) = vt when v is prime power and v ≤ t Colbourn and Dinitz (2006).
• CAN(3, v + 2, v) = v3 when v = 2n Bush (1952).
• CAN(2, k, 2) = N , where N is the least positive integer that satisfies
(
N−1
⌈N
2
⌉
)
≥ k Katona (1973);
Kleitman and Spencer (1973).
• CAN(t, t+ 2, 2) = ⌊ 432
t⌋ for each t ≥ 1 Johnson and Entringer (1989).
Apart from these cases, only a few CANs have been determined. In Colbourn et al. (2010) are listed
some optimal CAs for 2 ≤ v ≤ 8, and in Torres-Jimenez and Izquierdo-Marquez (2016); Kokkala (2017)
other CANs were determined by computational search.
There are two main ways to find covering array numbers: by combinatorial analysis and by computa-
tional search. In the first case are the works mentioned in the above list of known values of CAN. In the
second case we have algorithms that explore the entire search space to determine existence or nonexis-
tence of CAs. These algorithms are limited to small values of N , t, k, v since the size of the search space
grows exponentially. A first approximation of the size of the search space is vNk, which is the number of
N × k matrices over Zv . Of course, some matrices, like the zero matrix, do not have possibilities of being
a CA of strength t and so not all these matrices need to be explored. Although limited to small cases,
computational algorithms are one promising option to find CANs for some values of t, k, and v, where
there is no ad-hoc combinatorial analysis.
In order to reduce the search space, the computational search uses a non-isomorphic search where
only one candidate array is explored for each class of isomorphic arrays. This kind of algorithms are
also known as orderly algorithms. There are three isomorphisms in CAs that can be used to bound the
search space: row permutations, column permutations, and symbol permutations in a column. Then, any
combination of row, column, and symbol permutations produce an equivalent CA, and for purposes of
searching for existence only one equivalent CA should be explored. Some algorithms that take advantage
of the isomorphisms in CAs are Yan and Zhang (2006); Hnich et al. (2006); Bracho-Rios et al. (2009);
Torres-Jimenez and Izquierdo-Marquez (2016). In these algorithms the CA is constructed element by
element, and only the partial arrays that are sorted by rows and by columns are explored; this is done to
avoid the exploration of isomorphic arrays obtained by row and column permutations.
The present work addresses the task of finding exact values of CAN(t, k, v), i.e. to find optimal CAs,
by means of computational search. The strategy of our searching algorithm is significantly distinct from
the strategies of previous algorithms. Instead of attempting to construct the target covering array, say
CA(N ; t+1, k+1, v), from scratch or directly in the search space forN , t+1, k+1, t, our algorithm tries
to construct CA(N ; t + 1, k + 1, v) by juxtaposing v CAs of strength t and k columns CA(N0; t, k, v),
CA(N1; t, k, v), . . ., CA(Nv−1; t, k, v), where
∑v−1
i=0 Ni = N , and by adding to this juxtaposition a
column formed by Ni elements equal to i for 0 ≤ i ≤ v − 1. In this way, our algorithm looks for an
array with a certain structure. The algorithm does not look for any array with N rows and k+1 columns,
it looks for an array with N rows and k + 1 columns formed by v blocks, where each block is a CA of
strength t and k columns. The fact that each block is a CA of strength t and k columns greatly reduces
the candidate arrays that can be a CA(N ; t+ 1, k + 1, v).
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The above searching algorithm is used to determine existence or nonexistence of CAs. From the nonex-
istence of certain CAs we can derive the optimality of other ones. The main results obtained are the
following CANs: CAN(13, 4, 2) = 32, CAN(5, 8, 2) = 52, and CAN(5, 9, 2) = 54. To the best of our
knowledge these CANs had not been determined before by any mean. Other computational results are the
improvement of the lower bounds of CAN(6, 9, 2), CAN(3, 7, 3), CAN(3, 9, 3), and CAN(4, 7, 3).
The remainder of the document is organized as follows: Section 2 gives more details about isomor-
phic and non-isomorphic CAs; Section 3 presents the algorithm to determine the existence of a CA with
strength t+ 1 and k+ 1 columns from the juxtaposition of v CAs with strength t and k columns; Section
4 shows an implementation of the crucial step of the algorithm, which is the generation of all possible
juxtapositions of v non-isomorphic CAs; Section 5 describes the executions of our algorithm to obtain the
main results of the work; and Section 6 gives some conclusions.
2 Isomorphic and non-isomorphic CAs
As mentioned before, there are three symmetries in CAs: row permutations, column permutations, and
symbol permutations in a column. These operations do not change the coverage properties of a CA, and
the CAs obtained by combining these operations are isomorphic to the initial CA. Then, two covering
arrays A and B are isomorphic, which is denoted by A ≃ B, if A can be derived from B (and vice versa,
B can be derived from A) by a combination of a row permutation, a column permutation, and a symbol
permutation in each column of B.
A covering arrayA = CA(N ; t, k, v) hasN !k!(v!)k isomorphicCAs, because there areN ! possible row
permutations, k! possible column permutations, and (v!)k possible combinations of symbol permutations
in the columns of A. Symbol permutations are also called column relabelings or simply relabelings.
On the other hand, two CAs A and B are non-isomorphic if it is not possible to derive A from B by
permutations of rows, columns, and symbols in the columns. The non-isomorphic CAs are the truly
distinct CAs. In this work the terms “non-isomorphic” and “distinct” will be used interchangeably when
they refer to CAs.
The set of all CAs with the same parameters N , t, k, v, can be partitioned in classes of isomorphic
CAs. Thus, the relation of being isomorphic is an equivalence relation in the set of all CAs with the same
parametersN , t, k, v. All CAs in the same class are equivalent, but sometimes it is convenient to take the
smallest CA in lexicographic order as the representative of the class.
For given A = CA(N ; t, k, v) denote by λ(A) = (a0, a1, . . . , aNk−1) the vector constructed by ar-
ranging in column-major order the elements of A. The following definitions taken from Torres-Jimenez
and Izquierdo-Marquez (2016) introduce the concept of lexicographic order for CAs, and define CAs with
minimum lexicographic order:
Definition 1. Given two CAs A and B with parameters N , t, k, and v, one of the following conditions
must occur:
• λ(A) = λ(B) iff (ai = bi) for all i.
• λ(A) ≻ λ(B) iff exists i such that (ai > bi) and (aj = bj) for all j < i.
• λ(A) ≺ λ(B) iff exists i such that (ai < bi) and (aj = bj) for all j < i
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Definition 2. Given A = CA(N ; t, k, v), A∗ defines the CA isomorphic to A with the minimum lexico-
graphical order iff (A∗ ≃ A ∧ (∀B ≃ A (λ(B) = λ(A∗)) ∨ (λ(B) ≻ λ(A∗)))).
The CA with the minimum lexicographic order in an isomorphism class will be called the minimum of
the class. In Torres-Jimenez and Izquierdo-Marquez (2016) it was developed an algorithm called Non-
IsoCA that generates the minimum of every isomorphism class. This algorithm will be used to generate
the non-isomorphic CAs required by our searching algorithm developed in Section 3.
3 Existence of CAs
In this work the existence or nonexistence of a CA(N ; t + 1, k + 1, v) is determined by checking all
possible ways of juxtaposing vertically v CAs with order v, strength t, and k columns, and by adding to
this juxtaposition a column formed by v column vectors of constant elements. Determining existence or
nonexistence of CAs is the key to find new covering array numbers. The base of the strategy to determine
existence of CAs is the following theorem:
Theorem 1. A CA(N ; t + 1, k + 1, v) exists if and only if there exist v covering arrays CA(N0; t, k, v),
CA(N1; t, k, v), . . ., CA(Nv−1; t, k, v), where
∑v−1
i=0 Ni = N , that juxtaposed vertically form a CA(N ; t+
1, k, v).
Proof: Assume C = CA(N ; t+ 1, k + 1, v) exists. For 0 ≤ i ≤ v − 1 let Ni be the number of elements
equal to i in the last column of C. Construct C′ isomorphic to C by reordering the rows of C in such a
way the elements of the last column of C′ are sorted in non-decreasing order. For 0 ≤ i ≤ v − 1 let Bi
be the block of the Ni rows of C
′ where the symbol in the last column is i. Divide Bi in two blocks: Ai
containing the first k columns, and i containing the last column; then C′ has the following structure:
C′ =


A0 0
A1 1
...
...
Av−1 v − 1


The juxtaposition of blocksA0, A1, . . . , Av−1 form a CA(N ; t+1, k, v) because C
′ has strength t+1;
then, to complete the first part of the proof we need to show that blocks A0, A1, . . . , Av−1 are CAs of
strength t. Index columns of C′ starting from 0, so the last column of C′ = CA(N ; t + 1, k + 1, v) has
index k. Any combination (c0, c1, . . . , ct = k) of t+ 1 columns containing the last column of C
′ covers
in block Bi all (t+ 1)-tuples of the form (x0, x1, . . . , xt−1, xt = i) over Zv. Thus, every combination of
t columns (c0, c1, . . . , ct−1) from the first k columns of C
′ covers all t-tuples (x0, x1, . . . , xt−1) over Zv
in every block Ai, and therefore Ai = CA(Ni; t, k, v).
Now, suppose there are v covering arrays A0 = CA(N0; t, k, v), A1 = CA(N1; t, k, v), . . ., Av−1 =
CA(Nv−1; t, k, v), whose vertical juxtaposition forms G = CA(N ; t + 1, k, v) of strength t + 1, where∑v−1
i=0 Ni = N . Let E = (0 1 · · · v − 1)
T be the column formed by concatenating vertically Ni
elements equal to i for 0 ≤ i ≤ v − 1. Because every Ai is a CA of strength t we have that for
0 ≤ i ≤ v − 1 any submatrix formed by t columns of Ai and by i covers all (t + 1)-tuples of the form
(x0, x1, . . . , xt−1, xt = i). Then, any sumbatrix formed by t columns of G and by column E covers
all (t + 1)-tuples over Zv , and therefore the horizontal concatenation of G and E is a CA(N ; t + 1, k +
1, v).
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By Theorem 1 if a CA(N ; t+ 1, k + 1, v) exists then it can be constructed by juxtaposing vertically v
CAs with strength t and k columns. Also, if CA(N ; t + 1, k + 1, v) does not exists then there are no v
CAs with strength t and k columns that juxtaposed vertically form a CA(N ; t+ 1, k, v).
The algorithm developed in this work to determine the existence of CA(N ; t + 1, k + 1, v) verifies
all possible juxtapositions of v CAs with strength t and k columns to see if one of them produces a
CA(N ; t + 1, k, v). In the negative case, CA(N ; t + 1, k + 1, v) does not exist; and in the positive case
CA(N ; t+ 1, k + 1, v) exists and the algorithm generates all non-isomorphic CA(N ; t+ 1, k + 1, v).
The first step of the algorithm is to determine the multisets Sj ={N0,N1, . . .,Nv−1} of v elements such
that Ni ≥ CAN(t, k, v) and
∑v−1
i=0 Ni = N . These multisets will be called valid multisets. To determine
for example if CA(27; 3, 5, 3) exists we need to check all juxtapositions of three CAs with strength two,
four columns, and number of rows given by S0 = {9, 9, 9}. In this case S0 = {9, 9, 9} is the unique
valid multiset because CAN(2, 4, 3) = 9, and therefore if exists CA(27; 3, 5, 3) is necessarily composed
by three CA(9; 2, 4, 3). On the other hand, to determine if CA(29; 3, 5, 3) exists, the multisets to consider
are S0 = {9, 9, 11} and S1 = {9, 10, 10}, because CA(29; 3, 5, 3) can be composed by two CAs of nine
rows and one CA of eleven rows, or by one CA of nine rows and two CAs of ten rows.
The second step of the algorithm is to generate the non-isomorphic CAs (i.e., the minimum CAs of
every isomorphism class) with strength t, k columns, and number of rows given by a valid multiset
Sj = {N0, N1, . . . , Nv−1}. From each non-isomorphic CA the other members of its isomorphism class
will be derived by permutations of rows, columns, and symbols. To construct the non-isomorphic CAs we
can use the NonIsoCA algorithm of Torres-Jimenez and Izquierdo-Marquez (2016), or any other algorithm
for the same purpose.
Given a valid multiset Sj = {N0, N1, . . . , Nv−1}, let Di (0 ≤ i ≤ v − 1) be the set of all non-
isomorphic CA(Ni; t, k, v). From the CAs in the sets Di will be generated all juxtapositions of v CAs
whose number of rows are given by Sj . In the example with S0 = {9, 9, 11}, the sets D0 andD1 contain
the non-isomorphic CA(9; 2, 4, 3), and the set D2 contains the non-isomorphic CA(11; 2, 4, 3). Now, let
Pj = {(A0, A1, . . . , Av−1) : Ai ∈ Di for 0 ≤ i ≤ v − 1)} be the Cartesian product of the sets Di; then
Pj contains all possible ways to combine the non-isomorphic CAs with number of rows given by Sj .
The next step of the algorithm is to check all juxtapositions derived from a tuple of Pj . For a tuple
T = (A0, A1, . . . , Av−1) ∈ Pj , let [A0;A1; · · · ;Av−1] denote the juxtaposition of the v CAs in T .
From this array it will be generated all arrays J = [A′r0 ;A
′
r1
; · · · ;A′rv−1 ] where each A
′
rs
is derived from
exactly oneAi ∈ T by permutation of rows, columns, and symbols in the columns; in other words, indices
r0, r1, . . . , rv−1 are a permutation π of (0, 1, . . . , v − 1), and A′pi(i) is isomorphic to Ai.
The total number of arrays J derived from one tuple T ∈ Pj is v!
∏v−1
i=0 Ni!k!(v!)
k . Each array J
is checked to see if it is a CA(N ; t + 1, k, v). If this is the case, then CA(N ; t + 1, k + 1, v) exists by
Theorem 1, and this CA is obtained by adding to J the column E = (0 1 · · · v − 1)T .
For each tuple of Pj all possible arrays J are generated; then, all possible juxtapositions of v CAs with
strength t, k columns, and number of rows given by a valid multiset Sj are explored. Since this is done for
every valid multiset Sj , we have that all possible juxtapositions of v CAs with strength t and k columns
are explored.
The number of juxtapositions verified to determine the existence of CA(N ; t + 1, k + 1, v) may be
very large, however some juxtapositions produce isomorphic arrays, and to accelerate the search we need
to skip as many isomorphic arrays as possible. Fortunately, the number of arrays J created for a tuple
T = (A0, A1, . . . , Av−1) of Pj can be reduced considerably. Consider the horizontal of an array J and
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the column E = (0 1 · · · v − 1)T , denoted as (JE):
(JE) =


A′r0 0
A′r1 1
...
...
A′rv−1 v − 1


We can reorder the rows of (JE) in such a way the array derived from A0 is placed in the first rows of
(JE), the array derived from A1 is placed next, and so on. This permutation of rows produces an array
(JE)′ isomorphic to (JE), and by a permutation of symbols in the last column of (JE)′ it is possible to
transform the last column of (JE)′ in (0 1 · · · v − 1)T :
(JE) =


A′r0 0
A′r1 1
...
...
A′rv−1 v − 1

 ≃


A′0 l0
A′1 l1
...
...
A′v−1 lv−1

 ≃


A′0 0
A′1 1
...
...
A′v−1 v − 1

 = (JE)
′
Therefore, the arrays J to be generated from a tuple T = (A0, A1, . . ., Av−1) of Pj are those arrays
J = [A′0;A
′
1; · · · ;A
′
v−1] where for 0 ≤ i ≤ v − 1 the array A
′
i is derived from Ai by permutations of
rows, columns, and symbols.
Another reduction in the number of arrays J = [A′0;A
′
1; · · · ;A
′
v−1] is possible: we can permute the
first N0 rows of J , and permute the columns and symbols in the entire array J to get an array J
′ =
[A′′0 ;A
′′
1 ; · · · ;A
′′
v−1], where A
′′
0 = A0 and A
′′
1 , . . . , A
′′
v−1 are another CAs isomorphic to the original
arrays A1, . . . , Av−1. Thus, the following arrays are isomorphic:


A′0 0
A′1 1
...
...
A′v−1 v − 1

 ≃


A0 0
A′′1 1
...
...
A′′v−1 v − 1


In this way, the arrays J to be generated from a tuple T = (A0, A1, . . ., Av−1) of Pj are those arrays
J = [A0;A
′
1; · · · ;A
′
v−1] where A0 is fixed, and for 1 ≤ i ≤ v − 1 the array A
′
i is derived from Ai by
permutations of rows, columns, and symbols. However, note that block A′i of J is complemented with a
column vector i formed by Ni elements equal to i. Then, any row permutation of A
′
i produces an array
isomorphic to J . On the contrary, column and symbol permutations inA′i do not produce in general arrays
isomorphic to J . Therefore, the only arrays A′i that are necessary to explore are those derived from Ai
by permutations of columns and symbols. In this way, we have reduced the number of arrays J to be
generated from a tuple T ∈ Pj from v!
∏v−1
i=0 Ni!k!(v!)
k to
∏v−1
i=1 k!(v!)
k .
Algorithm 1 implements the algorithm to determine existence of CAs. From the input parameters
k′ and t′ are obtained the number of columns k = k′ − 1 and the strength t = t′ − 1 of the CAs to
be juxtaposed. The generation of the valid multisets {N0, N1, . . . , Nv−1} can be accomplished without
difficulty, but it requires to known the value of CAN(t, k, v). The construction of the sets Di requires
the computation of the non-isomorphic CA(Ni; t, k, v), which as mentioned before can be done with
any algorithm to generate distinct CAs. The key function is generate juxtapositions(T ), where arrays
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J = [A0;A
′
1; · · · ;A
′
v−1] are generated from a tuple T of the set P ; this function will be described in
Section 4.
Algorithm 1: construct(N, k′, t′, v)
k ← k′ − 1;
t← t′ − 1;
R← ∅;
S ← all multisets {N0, N1, . . . , Nv−1} such thatNi ≥ CAN(t, k, v) and
∑v−1
i=0 Ni = N ;
foreach S ∈ S do
for i = 0, . . . , v − 1 do
Di ← all non-isomorphic CA(Ni; t, k, v);
P = D0 ×D1 × · · · ×Dv−1 = {(A0, A1, . . . , Av−1) : Ai ∈ Di for 0 ≤ i ≤ v − 1)};
foreach T = (A0, A1, . . . , Av−1) ∈ P do
generate juxtapositions(T );
if R = ∅ then
CA(N ; t+ 1, k + 1, v) does not exist;
else
CA(N ; t+ 1, k + 1, v) exists and R contains the minimum of each isomorphism class;
For each C = CA(N ; t+1, k+1, v) constructed by generate juxtapositions() we obtain the minimum
array C∗ of the isomorphism class to which C belongs, and then C∗ is added to the set R of distinct CAs.
To obtain C∗ we assume the existence of a function minimum(X) which computes and returns X∗ for
given X . This function can be derived from a slight modification of the function is minimum(X, r) of
Torres-Jimenez and Izquierdo-Marquez (2016).
4 Generation of juxtapositions
The crucial step of the algorithm to determine the existence of CA(N ; t + 1, k + 1, v) is to generate all
arrays J = [A0;A
′
1; · · · ;A
′
v−1] from a given v-tuple of CAs T = (A0, A1, . . ., Av−1). Recall that in
each J , the array A0 is fixed, and for 1 ≤ i ≤ v − 1 the array A
′
i is derived from Ai by permutations of
columns and symbols. After generating an array J , the algorithm checks if J is a CA(N ; t+ 1, k, v).
This section presents an algorithm to perform this crucial step. The algorithm constructs J one column
at a time, validating that each new column forms a CA of strength t + 1 with the columns previously
added to J . This is done to avoid the exploration of arrays J with no possibilities of being a CA(N ; t +
1, k, v). The algorithm starts by constructing the following array J , in which block A0 is fixed, and
blocks F1, . . . , Fv−1 are unassigned or free; later on these arrays will be filled with arrays derived from
A1, . . . , Av−1 by permutations of columns and symbols:
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J =


A0
F1
...
Fv−1


For 1 ≤ i ≤ v − 1 let fi0 , fi1 , . . . , fik−1 be the k columns of Fi, and let ai0 , ai1 , . . ., aik−1 be the k
columns of Ai. Then, the previous array J is equivalent to this one:
J =


a00 a01 · · · a0k−1
f10 f11 · · · f1k−1
f20 f21 · · · f2k−1
...
...
. . .
...
fv−10 fv−11 · · · fv−1k−1


The algorithm fills column 0 in all free blocks, then it fills column 1 in all free blocks, and so on. In
this way, columns f10 , f20 , . . . , fv−10 are filled first, then columns f11 , f21 , . . . , fv−11 are filled, and so
on. When the first t + 1 columns of all free blocks have been filled or assigned, the algorithm checks if
they form a CA of strength t+1. Columns are indexed from 0, so the first t+1 columns of J are formed
by columns a00 , a01 , . . . , a0t , and by columns fi0 , fi1 , . . . , fit for 1 ≤ i ≤ v − 1.
If the first t + 1 columns of J form a CA of strength t + 1, then the algorithm advances to the next
column of the free blocks, and column f1t+1 is assigned, then column f2t+1 is assigned, and so on until
column fv−1t+1 is assigned. After that, the algorithm verifies if the current first t+ 2 columns of J form
a CA of strength t+ 1. In the negative case the current value of fv−1t+1 is replaced by its next available
value to see if now the first t+ 2 columns of J form a CA of strength t+ 1. This is done for all available
values of fv−1t+1 , and when all values are checked the algorithm backtracks to fv−2t+1 and assigns to
it its next available value; after that, the algorithm advances to fv−1t+1 to check again all its available
values.
To construct all possible arrays J the algorithm fills the free block Fi with all isomorphic CAs derived
from Ai by permutations of columns and symbols. Thus, the possible values for a column of Fi are the
columns obtained by permuting symbols in the columns of Ai; so the number of available values for a
column of Fi is (v!)
k . When the first r columns of Fi have been assigned the number of available values
for fir is (v!)
k−r , which are the v! relabelings of the columns of Ai not currently assigned to one of the
first r columns of Fi.
In every free block Fi the algorithm works as follows: columns of Ai are added to Fi in such a way fi0
gets all columns ai0 , . . . , aik−1 in order; then for a fixed value of fi0 , column fi1 gets in order all columns
of Fi distinct to the one assigned to fi0 ; and for fixed values of fi0 and fi1 , column fi2 gets in order all
columns of Ai not currently assigned to fi0 or fi1 ; the same applies for the other columns of Fi. In this
way Fi gets all CAs derived from Ai by permutation of columns.
However, for each permutation of columns of Ai the algorithm of Section 3 requires to test all possible
symbol permutations in the columns of Ai. Symbol permutations are integrated in the following way:
suppose the first r columns of Fi have been assigned, and suppose the next free column fir of Fi gets
assigned column aij of Ai; we can consider that the current value of fir is the identity relabeling of aij ;
the next v! − 1 values to assign to fir are the other v! − 1 relabelings of aij . When all relabelings of aij
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Algorithm 2: generate juxtapositions(T = (A0, A1, . . . , Av−1))
/* for 0 ≤ i ≤ v − 1, Ai = CA(Ni; t, k, v) */
J ← array(N, k);
for i = 0, . . . , N0 − 1 do
for j = 0, . . . , k − 1 do
J [i][j]← A0[i][j]
for i = 0, . . . , v − 1 do
for j = 0, . . . , k − 1 do
assigned[i][j]← FALSE
add column(1, 0);
are assigned to fir , the next value for fir is the identity relabeling of the next column of Ai that has not
been assigned to fir .
The function generate juxtapositions() of Algorithm 2 receives as parameter a v-tuple of CAs. The
work of this function is to initialize the fixed block A0 of J , and to initialize with FALSE the elements of
a v × k matrix called assigned; this matrix is used to record which columns of Ai are currently assigned
to a column of Fi. The last sentence of the function generate juxtapositions() is a call to the function
add column(), which fills the free blocks Fi with CAs derived from Ai by permutations of columns and
symbols. The function add column() is called from generate juxtapositions() with arguments 1 and 0,
because the first column to fill in array J is column 0 of the free block F1, or f10 .
The function add column() of Algorithm 3 receives as parameters an index i of a free block and an index
r of a column of the free block; the work of the function is to set column fir . The variable Fi is used as
an alias of the block of J where a CA derived from Ai will be placed. The function relies on recursion to
assign column 0 of every free block, then to assign column 1 of every free block, and so on. In addition,
in every free block Fi recursion allows to test in column r all columns of Ai not currently assigned to a
column of Fi; the main for loop iterates over all columns j of Ai, but the body of the loop is executed
only for those columns j for which assigned[i][j] is equal to FALSE. Recursion also allows to check in
order the v! symbol permutations ǫ0, ǫ1, . . . , ǫv!−1 of the column of Ai assigned to column r of Fi. If a
CA(N ; t+ 1, k, v) is constructed, then column E is appended to it to form C = CA(N ; t+ 1, k + 1, v);
finally, the function obtains C∗ and adds it to the set R of non-isomorphic CA(N ; t+ 1, k + 1, v).
For a v-tuple of CAs T = (A0, A1, . . . , Av−1), Algorithm 2 and its helper function Algorithm 3
generate in the worst case
∏v−1
i=1 k!(v!)
k arrays J = [A0;A
′
1; · · · ;A
′
v−1], since array A0 is fixed and
A′1, . . . , A
′
v−1 are derived respectively from A1, . . . , Av−1 by permutations of columns and symbols.
However, the condition that every new column added to the partial array J must form a CA of strength
t+1with the previous columns of J reduces the number of arrays J explored. For example if the condition
fails at the columnwith index j, then in each free block Fi we skip the remaining (k−j−1)! permutations
of columns for the free columns fij+1 , . . . , fik−1 , plus the (v!)
k−j−1 associated column relabelings.
We can see in Algorithm 3 what makes our algorithm significantly distinct from previous ones. The
target covering array CA(N ; t + 1, k + 1, v) is not constructed element by element, but subcolumn by
subcolumn, where a subcolumn is a column of a CA of strength t. Nevertheless, our algorithm requires the
construction of the non-isomorphic CAs of strength t and k columns, which could had been constructed
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Algorithm 3: add column(i, r)
/* Arrays J and A0, . . . , Av−1 of generate juxtapositions() are
accessible from here */
/* Fi is an alias of the block of J to be filled with a CA
isomorphic to Ai */
for j = 0, . . . , k − 1 do
if assigned[i][j] = FALSE then
assigned[i][j]← TRUE;
foreach permutation ǫ of the symbols {0, 1, . . . , v − 1} do
copy column j of Ai to column r of Fi;
permute the symbols of column r of Fi according to ǫ;
if i = v − 1 then
if r < t or is covering array(J, r) = TRUE then
if r = k − 1 then
C ← (JE);
C∗ ← minimum(C);
if C∗ 6∈ R then
R← R ∪ {C∗}
else
add column(1, r+ 1)
else
add column(i+ 1, r)
assigned[i][j]← FALSE;
element by element. However, the cost of constructing the non-isomorphic CA(Ni; t, k, v) plus the cost
of exploring the juxtapositions of v CAs derived from then by permutations of columns and symbols, is
smaller than the cost of constructing CA(N ; t+1, k+1, v) element by element, if the number of distinct
CA(Ni; t, k, v) is not very large, as we will see in the next section.
5 Computational results
The relevant computational results obtained in this work are the covering array numbers CAN(4, 13, 2) =
32, CAN(5, 8, 2) = 52, and CAN(5, 9, 2) = 54; as well as the uniqueness of CA(33; 3, 6, 3); and the
improvement of the lower bounds of CAN(6, 9, 2), CAN(3, 7, 3), CAN(3, 9, 3), and CAN(4, 7, 3). All
these results are consequences of the nonexistence of certain CAs.
5.1 CAN(4, 13, 2) = 32
The current lower bound of CAN(4, 13, 2) is 30 Colbourn et al. (2010), and its current upper bound is
32 Torres-Jimenez and Rodriguez-Tello (2012). In this section we prove that no CA(30; 4, 13, 2) and no
CA(31; 4, 13, 2) exist, and therefore CAN(4, 13, 2) = 32.
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By Theorem 1 if CA(30; 4, 13, 2) exists, then there exist two covering arrays CA(N0; 3, 12, 2) and
CA(N1; 3, 12, 2) such thatN0+N1 = 30, and their vertical juxtaposition forms a CA of strength t+1 = 4.
Now, the only possibility for the values of N0 and N1 is N0 = N1 = 15 because CAN(3, 12, 2) =
15 Colbourn et al. (2010); Nurmela (2004); so the unique valid multiset in this case is {15, 15}. The
NonIsoCA algorithm gives two distinct CA(15; 3, 12, 2), and using these CAs Algorithm 1 did not find a
CA(30; 4, 13, 2).
Similarly, to determine the existence of CA(31; 4, 13, 2) the unique valid multiset is {15, 16}. Al-
gorithm 1 tested the juxtapositions of the two non-isomorphic CA(15; 3, 12, 2) with the 44,291 non-
isomorphic CA(16; 3, 12, 2) reported by the NonIsoCA algorithm. Also in this case no CA(31; 4, 13, 2)
was found. Therefore, CA(32; 4, 13, 2) is optimum, and CAN(4, 13, 2) = 32.
Conceptually it is possible to run the NonIsoCA algorithm to prove the nonexistence of CA(30; 4, 13, 2)
and CA(31; 4, 13, 2) directly in strength four. However, it is more convenient to use the NonIsoCA algo-
rithm to construct the non-isomorphic CAs with strength t = 3 and k = 12 columns required by Algo-
rithm 1 to search for CA(30; 4, 13, 2) and CA(31; 4, 13, 2). In a machine with processor AMD OpteronTM
6274 at 2.2 GHz the NonIsoCA algorithm takes approximately 1.38 hours to construct the two distinct
CA(15; 3, 12, 2), and takes about 937 hours to construct the 44,291 distinct CA(16; 3, 12, 2). However,
the execution time of Algorithm 1 on the same machine is only 3 seconds for CA(30; 4, 13, 2), and 16
hours for CA(31; 4, 13, 2). Thus, the total time to determine that CAN(4, 13, 2) = 32 was approximately
955 hours. In contrast, we attempted to construct the non-isomorphic CA(31; 4, 13, 2) using the Non-
IsoCA algorithm, but we aborted the search after 3 months of execution, because based on the partial
results we estimated that the execution would not end any time soon.
In the process of proving the optimality of CA(32; 4, 13, 2) almost all execution time was consumed in
constructing the 44,291 non-isomorphic CA(16; 3, 12, 2). We could use Algorithm 1 to construct these
CAs; however in this case Algorithm 1 is not the best option because there are too many CAs with strength
t = 2 and k = 11 columns to be combined to form a CA(16; 3, 12, 2). Since CAN(2, 11, 2) = 7, we
can construct a CA(16; 3, 12, 2) by juxtaposing a CA(7; 2, 11, 2) and a CA(9; 2, 11, 2), or by juxtaposing
two CA(8; 2, 11, 2). The number of non-isomorphic CA(7; 2, 11, 2) is only 26, but there are 377,177 non-
isomorphic CA(8; 2, 11, 2), and 2,148,812,219 distinct CA(9; 2, 11, 2). Thus, in Algorithm 1 the function
generate juxapositions() would be called (26)(2,148,812,219) + 377,1772 times.
The new covering array number CAN(4, 13, 2) = 32 has important consequences. In Torres-Jimenez
et al. (2015b) it was reported a Tower of Covering Arrays (TCA) beginning with CA(8; 2, 11, 2) and
ending at CA(256; 7, 16, 2). A TCA is a succession of CAs where the first CA is CA(N ; t, k, v) and the
i-th CA (i ≥ 0) hasNvi rows, k+ i columns, strength t+ i, and order v. The complete TCA constructed
is this:
CA(8; 2, 11, 2),CA(16; 3, 12, 2),CA(32; 4, 13, 2),CA(64; 5, 14, 2),CA(128; 6, 15, 2),CA(256; 7, 16, 2).
The first two CAs of the tower are not optimal because CAN(2, 11, 2) = 7 and CAN(3, 12, 2) =
15. However, from CAN(4, 13, 2) = 32 we have CAN(5, 14, 2) = 64, CAN(6, 15, 2) = 128, and
CAN(7, 16, 2) = 256, due to the inequality CAN(t + 1, k + 1, 2) ≥ 2CAN(t, k, 2) Lawrence et al.
(2011), which says that the optimum CA with k+ 1 columns and strength t+1 has at least two times the
number of rows of the optimum CA with k columns and strength t. In a TCA with v = 2 every CA, other
than the first one, has exactly two times the number of rows of the previous CA, and so if the i-th CA is
optimum then the j-th CAs, j > i
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Tab. 1: (a) Number of non-isomorphic CA(M ; 4, 7, 2) for M = 24, 25, 26, 27, 28. (b) Number of non-
isomorphic CA(N ; 5, 8, 2) constructed by juxtaposing CA(N0; 4, 7, 2) and CA(N1; 4, 7, 2), where N =
N0 +N1 and 48 ≤ N ≤ 52.
(a) Non-iso CA(M ; 4, 7, 2)
M Non-iso
24 1
25 6
26 228
27 13,012
28 919,874
(b) Non-iso CA(N ; 5, 8, 2)
N Multisets {N0, N1} Non-iso
48 {24, 24} 0
49 {24, 25} 0
50 {24, 26}, {25, 25} 0
51 {24, 27}, {25, 26} 0
52 {24, 28}, {25, 27}, {26, 26} 8
We were unable to construct the distinct CA(32; 4, 13, 2) due to time constraints in the generation of
the non-isomorphic CA(17; 3, 12, 2). However, from Torres-Jimenez and Izquierdo-Marquez (2016) we
known that CAN(3, 13, 2) = 16, and that there are 89 distinct CA(16; 3, 13, 2); so the only valid multiset
to construct a CA(32; 4, 14, 2) is {16, 16}. Using the 89 distinct CA(16; 3, 13, 2)Algorithm 1 did not find
a CA(32; 4, 14, 2), which implies CAK(32; 4, 2) = 13, and so CA(32; 4, 13, 2) is optimum in both the
number of rows and the number of columns.
5.2 CAN(5, 8, 2) = 52
CAN(5, 8, 2) is the first element of the class CAN(t, t + 3, 2) whose exact value is unknown; its current
status is 48 ≤ CAN(5, 8, 2) ≤ 52 Colbourn et al. (2010); Torres-Jimenez and Rodriguez-Tello (2012).
To find CAN(5, 8, 2) we need to check the juxtapositions of the non-isomorphic CA(N0; 4, 7, 2) with the
non-isomorphic CA(N1; 4, 7, 2) forN0 +N1 ∈ {48, 49, 50, 51, 52}. The first step is to search a CA with
48 rows, if it does not exists the next step is to search a CA with 49 rows, and so on.
As in the previous subsection, it is possible to run the NonIsoCA algorithm to determine directly in
strength t = 5 if CA(48; 5, 8, 2) exists, but this will take an impractical amount of time. So, the strategy is
to use the NonIsoCA algorithm to generate the non-isomorphic CA(24; 4, 7, 2) required in Algorithm 1 to
try to construct CA(48; 5, 8, 2). As shown in Subtable 1a there is only one non-isomorphicCA(24; 4, 7, 2).
Subtable 1b shows that no CA(48; 5, 8, 2) was constructed by Algorithm 1 from the juxtaposition of the
unique CA(24; 4, 7, 2) with itself. This result is consistent with the demonstration of the nonexistence of
CA(48; 5, 13, 2) done in Choi et al. (2012).
Now, to search if CA(49; 5, 8, 2) exists, we need to juxtapose the non-isomorphic CA(24; 4, 7, 2) with
the non-isomorphic CA(25; 4, 7, 2). There is only one CA(24; 4, 7, 2), and for CA(25; 4, 7, 2) the Non-
IsoCA algorithm reported 6 distinct CAs. Using these CAs Algorithm 1 did not find a CA(49; 5, 8, 2). The
same strategy is repeated to determine the existence of CA(50; 5, 8, 2), CA(51; 5, 8, 2), and CA(52; 5, 8, 2).
From the results in Subtable 1b we have CAN(5, 8, 2) = 52, and there are eight distinct CA(52; 5, 8, 2).
A consequence of the new covering array number CAN(5, 8, 2) = 52 is the improvement of the lower
bounds of CAN(5, 9, 2), CAN(5, 10, 2), CAN(5, 11, 2), CAN(5, 12, 2), and CAN(5, 13, 2) from 50 Ban-
bara et al. (2010) to 52.
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Tab. 2: (a) Number of non-isomorphic CA(M ; 4, 8, 2) for M = 24, . . . , 30. (b) Number of non-
isomorphic CA(N ; 5, 9, 2) constructed by juxtaposing CA(N0; 4, 8, 2) and CA(N1; 4, 8, 2), where N =
N0 +N1 and 52 ≤ N ≤ 54.
(a) Non-iso CA(M ; 4, 8, 2)
M Non-iso
24 1
25 7
26 195
27 9,045
28 522,573
29 27,826,894
30 1,374,716,212
(b) Non-iso CA(N ; 5, 9, 2)
N Multisets {N0, N1} Non-iso
52 {24, 28}, {25, 27}, {26, 26} 0
53 {24, 29}, {25, 28}, {26, 27} 0
54 {24, 30}, {25, 29}, {26, 28}, {27, 27} 1


0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 0 0 1 0 1 1 0 1 1 0 0 1 0 1 1 0 0 1 0 0 1 0 1 1 0 1 1 0 0 1 0 0 1 0 1 1 0 0 1 0 1 1 0 1 1 0 0 1 1 1 1
0 0 0 1 1 0 0 0 1 0 0 1 0 1 1 0 0 1 0 1 1 1 1 0 0 0 1 0 0 1 1 1 0 0 1 1 0 0 1 0 1 1 0 0 1 0 0 1 1 1 0 1 1 1
0 0 1 0 1 0 0 0 1 0 1 0 1 1 0 0 1 1 1 0 0 0 1 0 0 1 1 0 1 0 0 1 1 1 0 1 0 0 1 0 1 0 1 0 1 1 0 1 0 1 1 0 1 1
0 1 0 0 1 0 0 1 0 0 1 0 1 0 1 0 0 1 1 1 0 1 0 1 0 0 1 0 1 1 0 1 0 0 1 0 1 0 1 1 0 0 0 1 1 1 0 1 0 1 1 1 0 1
0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 1 1 0 0 0 1 0 1 0 1 0 1 1 0 0 1 1 0 0 0 1 0 0 1 0 1 1 0 1 0 0 0 0 1


Fig. 1: Transpose of the unique CA(54; 5, 9, 2).
5.3 CAN(5, 9, 2) = 54
For CAN(5, 9, 2) the current lower bound is 52 (Subsection 5.2) and the current upper bound is 54 Torres-
Jimenez and Rodriguez-Tello (2012). Then, to determine the exact value of CAN(5, 9, 2)we need to check
if there is a CA with 52 or 53 rows. Subtable 2a shows the number of non-isomorphic CA(M ; 4, 8, 2)
generated by the NonIsoCA algorithm for M = 24, . . . , 30. These CAs are used to search for the non-
isomorphic CA(N ; 5, 9, 2) with N = 52, 53, 54. Subtable 2b shows the valid multisets {N0, N1} and
the number of non-isomorphic CAs constructed for each N ∈ {52, 53, 54}. From the results we have
CAN(5, 9, 2) = 54, and there is only one distinct CA(54; 5, 9, 2), which is shown in Figure 1.
The new covering array number CAN(5, 9, 2) = 54 and the result of Subsection 5.2 CAN(5, 8, 2) = 52
imply CAK(52; 5, 2) = 8. In addition, CAN(5, 9, 2) = 54 improves from 52 to 54 the lower bound of
CAN(5, 10, 2), CAN(5, 11, 2), CAN(5, 12, 2), and CAN(5, 13, 2).
5.4 Improving the Lower Bound of CAN(6, 9, 2)
The next CAN of the class CAN(t, t + 3, 2) to be determined is CAN(6, 9, 2). Its current status is 96 ≤
CAN(6, 9, 2) ≤ 108. From CAN(5, 8, 2) = 52 (Subsection 5.2) and from the inequality CAN(t+ 1, k +
1, 2) ≥ 2CAN(t, k, 2) we have CAN(6, 9, 2) ≥ 104. Therefore, the new lower bound of CAN(6, 9, 2) is
104, but we can improve further this lower bound by using the algorithm developed in this work.
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Tab. 3: (a) Number of non-isomorphic CA(M ; 4, 7, 2) for M = 29, 30. (b) Number of non-isomorphic
CA(N ; 5, 8, 2) constructed by juxtaposing CA(N0; 4, 7, 2) and CA(N1; 4, 7, 2), whereN = N0+N1 and
53 ≤ N ≤ 54. (c) Number of non-isomorphic CA(L; 6, 9, 2) constructed by juxtaposing CA(L0; 5, 8, 2)
and CA(L1; 5, 8, 2), where L = L0 + L1 and 104 ≤ L ≤ 106.
(a) Non-iso CA(M ; 4, 7, 2)
M Non-iso
29 58,488,647
30 3,177,398,378
(b) Non-iso CA(N ; 5, 8, 2)
N Multisets {N0, N1} Non-iso
53 {24, 29}, {25, 28}, {26, 27} 213
54 {24, 30}, {25, 29}, {26, 28}, {27, 27} 20,450
(c) Non-iso CA(L; 6, 9, 2)
L Multisets {L0, L1} Non-iso
104 {52, 52} 0
105 {52, 53} 0
106 {52, 54}, {53, 53} 0
To begin, we found that the juxtapositions of the 8 non-isomorphic CA(52; 5, 8, 2) found in Subsection
5.2 with themselves do not produce a CA(104; 6, 9, 2); so CAN(6, 9, 2) ≥ 105.
To determine the existence of CA(105; 6, 9, 2) we need to test the juxtaposition of the non-isomorphic
CA(52; 5, 8, 2)with the non-isomorphicCA(53; 5, 8, 2). But to obtain the non-isomorphicCA(53; 5, 8, 2)
we need to juxtapose CA(N0; 4, 7, 2) and CA(N1; 4, 7, 2) where N0 + N1 = 53. Previously in Subsec-
tion 5.2 were generated the non-isomorphic CA(M ; 4, 7, 2) for M = 24, . . . , 28, so we only need to
generate the non-isomorphic CA(29; 4, 7, 2) to have all CAs with t = 4 and k = 7 required to construct
CA(53; 5, 8, 2). The NonIsoCA algorithm reported 58,488,647 distinct CA(29; 4, 7, 2), as shown in Sub-
table 3a. Subtable 3b shows the multisets for N = 53 and the number of non-isomorphic CA(53; 5, 8, 2)
constructed by Algorithm 1; in this case there are 213 distinct CA(53; 5, 8, 2). Subtable 3c shows the
result of juxtaposing the non-isomorphic CA(52; 5, 8, 2)with the non-isomorphic CA(53; 5, 8, 2) to try to
construct CA(105; 6, 9, 2). No CA(105; 6, 9, 2)was generated, then CAN(6, 9, 2) ≥ 106.
Note that we are using the non-isomorphic CAs generated by Algorithm 1 in another execution of it,
because from the non-isomorphic CAs with t = 4 and k = 7 are constructed the non-isomorphic CAs
with t = 5 and k = 8, and these last CAs are used to search for the non-isomorphic CAs with t = 6 and
k = 9.
Now, to determine if CA(106; 6, 9, 2) exists we first compute the valid multisets {L0, L1} such that the
juxtaposition of CA(L0; 5, 8, 2) and CA(L1; 5, 8, 2) might produce CA(106; 6, 9, 2). In this case there
are two possibilities: {52, 54} and {53, 53}. The non-isomorphic CA(52; 5, 8, 2) and CA(53; 5, 8, 2)
have been constructed previously, but it remains to construct the distinct CA(54; 5, 8, 2). To do this, we
juxtapose the non-isomorphic CA(N0; 4, 7, 2) with the non-isomorphic CA(N1; 4, 7, 2) such that N0 +
N1 = 54. Subtable 3a shows that there are 3,177,398,378 distinct CA(30; 4, 7, 2). Subtable 3b shows
the results of juxtaposing CA(N0; 4, 7, 2) and CA(N1; 4, 7, 2) where N0 + N1 = 54; in total there are
20,450 distinct CA(54; 5, 8, 2). Subtable 3c contains the result of juxtaposing the distinct CA(52; 5, 8, 2)
with the distinct CA(54; 5, 8, 2), and the distinct CA(53; 5, 8, 2) with themselves. No CA(106; 6, 9, 2)
was generated, thus CAN(6, 9, 2) ≥ 107.
It was not possible to determine the existence of CA(107; 6, 9, 2) due to the huge computational time re-
quired to construct the non-isomorphicCA(55; 5, 8, 2). However, the result CAN(6, 9, 2) ≥ 107 improves
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the lower bounds of CAN(t, t+ 3, 2) for 7 ≤ t ≤ 11. Their new values are 214 ≤ CAN(7, 10, 2) ≤ 222;
428 ≤ CAN(7, 11, 2) ≤ 496; 856 ≤ CAN(7, 12, 2) ≤ 992; 1712 ≤ CAN(7, 13, 2) ≤ 2016; and
3424 ≤ CAN(7, 14, 2) ≤ 4032. Upper bounds were taken from Colbourn et al. (2010) for t = 7, and
from Torres-Jimenez et al. (2015a) for t = 8, 9, 10, 11.
5.5 Results for v = 3
This section presents the computational results obtained for CAs with order v = 3. The results are given in
a list format. Lower and upper bounds were taken respectively from Colbourn et al. (2010) and Colbourn
(2017):
• There is a unique CA(33; 3, 6, 3). Although CA(33; 3, 6, 3) is known to be optimum Chateauneuf
et al. (1999), we found that there is only one distinct CA. Since CAN(2, 5, 3) = 11, the only valid
multiset to construct CA(33; 3, 6, 3) is {11, 11, 11}. The NonIsoCA algorithm reported 3 non-
isomorphic CA(11; 2, 5, 3), and using these CAs Algorithm 1 constructed only one CA(33; 3, 6, 3),
which is shown next (transposed):


0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2
0 0 0 0 1 1 1 1 2 2 2 0 0 0 0 1 1 1 2 2 2 2 0 0 0 1 1 1 1 2 2 2 2
0 0 1 2 0 1 1 2 0 1 2 0 1 2 2 0 1 2 0 1 1 2 0 1 2 0 1 2 2 0 0 1 2
0 1 0 2 2 1 2 0 2 0 1 2 1 0 1 0 1 2 1 0 2 2 1 2 0 1 0 1 2 0 2 1 0
0 1 2 1 2 0 1 0 0 1 2 2 1 2 0 1 2 0 0 0 2 1 2 0 1 0 2 1 2 2 1 1 0
0 1 2 2 1 2 0 1 2 1 0 0 0 1 2 2 1 0 1 0 2 1 2 1 0 0 0 1 2 1 0 2 2


• Nonexistence of CA(99; 4, 7, 3). The current status of CAN(4, 7, 3) is 99 ≤ CAN(4, 7, 3) ≤
123. Using the unique CA(33; 3, 6, 3)Algorithm 1 determined the nonexistence of CA(99; 4, 7, 3).
Therefore, 100 ≤ CAN(4, 7, 3) ≤ 123.
• Nonexistence of CA(36; 3, 7, 3). Currently 36 ≤ CAN(3, 7, 3) ≤ 42. Since CAN(2, 6, 3) = 12,
the only way to form a CA(36; 3, 7, 3) is by juxtaposing three covering arrays CA(12; 2, 6, 3). The
NonIsoCA algorithm produced 13 non-isomorphic CA(12; 2, 6, 3), from which Algorithm 1 did not
find a CA(36; 3, 7, 3). Thus, 37 ≤ CAN(3, 7, 3) ≤ 42.
• Nonexistence of CA(39; 3, 9, 3). The current lower bound of CAN(3, 9, 3) is 39 and its current
upper bound is 45. Given that CAN(2, 8, 3) = 13 the only possibility to form a CA(39; 3, 9, 3) is
juxtaposing three CA(13; 2, 8, 3). The number of non-isomorphic CA(13; 2, 8, 3) constructed by
the NonIsoCA algorithm is five. Using these CAs Algorithm 1 searched for CA(39; 3, 9, 3) but no
such CA was found. Therefore, 40 ≤ CAN(3, 9, 3) ≤ 45.
6 Conclusions
In this work we prove that if exists C = CA(N ; t + 1, k + 1, v) then it can be constructed from the
juxtaposition of v covering arrays CA(N1; t, k, v), CA(N1; t, k, v), . . ., CA(Nv−1; t, k, v) where N =∑v−1
i=0 Ni, plus a column formed by concatenating Ni elements equal to i for 0 ≤ i ≤ v − 1. We used
this fact to develop an algorithm that determines the existence or nonexistence of CA(N ; t+ 1, k + 1, v)
by testing all possible juxtapositions of v CAs with strength t and k columns. If none juxtaposition
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generates a CA(N ; t + 1, k + 1, v) then a CA with these parameters does not exist. If we know that
CA(N ; t+1, k+1, v) exists and we find that CA(N−1; t+1, k+1, v) does not exists, then we conclude
that the first CA is optimal and therefore CAN(t+ 1, k + 1, v) = N .
The algorithm was used to determine the existence of some CAs, and from the results obtained we de-
rived the following covering array numbers: CAN(13, 4, 2) = 32, CAN(5, 8, 2) = 52, and CAN(5, 9, 2) =
54. To the best of our knowledge these CANs had not been determined before by any other technique;
the previous results were respectively 30 ≤ CAN(13, 4, 2) ≤ 32, 48 ≤ CAN(5, 8, 2) ≤ 52, and
50 ≤ CAN(5, 9, 2) ≤ 54. The optimality of CA(32; 4, 13, 2) implies the optimality of CA(64; 5, 14, 2),
CA(128; 6, 15, 2), and CA(256; 7, 16, 2), due to some properties of the CAs. Thus, the implications of
CAN(4, 13, 2) = 32 are very important, since without this result, for example, we would have to prove the
nonexistence of CA(255; 7, 16, 2) to conclude the optimality of CA(256; 7, 16, 2), but CA(255; 7, 16, 2)
is too large for an exact algorithm. Another important result is the improvement of the lower bound of
CAN(6, 9, 2) from 96 to 107, which in turns improves the lower bound of CAN(t, t+3, 2) for t ≥ 7. For
v = 3 the results obtained were the uniqueness of CA(33; 3, 6, 3), and the nonexistence of CA(99; 4, 7, 3),
CA(36; 3, 7, 3), and CA(39; 3, 9, 3).
It is true that our algorithm required a lot of computational time to determine the new covering array
numbers; for example CAN(13, 4, 2) = 32 took over a month. However, the instances processed in
this work are of considerable size to be handled by an exact algorithm, and that is the reason why these
covering array numbers had not been found before. Our algorithm is faster than previousmethods because
it searches for a CA(N ; t + 1, k + 1, v) with a certain structure; this CA is formed by v blocks, where
each block is not an arbitrary array but a CA with strength t and k columns. This allows to our algorithm
to handle larger instances.
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