In this paper, we develop and apply Bayesian inference for an extended NelsonSiegel (1987) term structure model capturing interest rate risk. The so-called Stochastic Volatility Nelson-Siegel (SVNS) model allows for stochastic volatility in the underlying yield factors. We propose a Markov chain Monte Carlo (MCMC) algorithm to efficiently estimate the SVNS model using simulation-based inference.
Introduction
Modelling the term structure of interest rates is of importance in many areas in financial economics and macroeconomics. In finance, information revealed by the yield curve is important for the pricing of bonds and interest rate derivatives, for portfolio management and asset allocation. In macroeconomics, the yield curve carries important information for the state of the economy and business cycles. While traditional approaches as, e.g., Vasicek (1977) , Cox et al., (1985) or Hull and White (1990) focus on equilibrium or no-arbitrage relationships, interest rate dynamics are typically captured in terms of factor models as, for instance, proposed by Nelson and Siegel (1987) . Diebold and Li (2006) re-formulate the Nelson-Siegel model in terms of a state-space representation which allows for a two-step estimation of the factors and dynamics in the factor loadings. Koopman et al. (2010) and Hautsch and Ou (2008) extend the Nelson-Siegel model to allow for time-varying volatility. While Koopman et al. (2010) allow for a common volatility component in all yield processes, Hautsch and Ou (2008) propose capturing stochastic volatility in the underlying yield factors associated with level volatility, slope volatility and curvature volatility. While it is shown that the so-called Stochastic Volatility Nelson Siegel model -henceforth SVNS model -is a powerful approach to parsimoniously capture dynamics in yields and corresponding volatilities, statistical inference for such a model is not straightforward since both yield factors and volatility factors are unobservable.
In this paper, we show how to efficiently estimate the SVNS model using Bayesian techniques and propose a specific Markov chain Monte Carlo (MCMC) approach. We illustrate the importance of accounting for stochastic volatility in the Nelson-Siegel model and show how to extract the unobservable volatility components from the data.
Though the estimation procedure is specifically designed for the SVNS model, it is easily adapted to alternative factor specifications. In this sense, the proposed algorithm provides a general framework for the estimation of dynamic factor models revealing (multivariate) stochastic volatility. In an empirical application to U.S. bond yields, we illustrate that the proposed procedure works well and allows to efficiently extract unobservable time-varying volatility components.
The exponential components factor model proposed by Nelson and Siegel (1987 These contributions opened up a new way to model interest rate dynamics using factor models and complement the class of non-arbitrage affine models (Vasicek, 1977 , Cox et al. 1985 , Duffie and Kan, 1996 or Dai and Singleton, 2000, among others). 1 Figure 1 gives an illustration of time series plots of yields with different maturities stemming from the data underlying this study. We observe that yields with different maturities are closely related and tend to move together. Also, we find evidence for time-varying volatility in the interest rate series. Particularly in the 1980s, yields for all maturities are very volatile. However, capturing time-varying volatility in yield curves is challenging due to their high dimensionality. Koopman et al. (2010) extend the dynamic Nelson-Siegel model by allowing for a common volatility component jointly affecting the yield processes for all maturities. A common volatility component can be associated with the volatility of an underlying bond market portfolio in the spirit of Engle et al. (1990) . However, such a specification is not flexible enough to capture specific maturity-dependent volatilities. As a more flexible but still parsimonious alternative, Hautsch and Ou (2008) propose modelling stochastic volatility in the yield curve factors directly. Then, the time-varying volatilities in individual yields are captured by yield factor volatilities. These volatilities are naturally interpreted as the volatilities of underlying bond portfolios associated with short-term, medium-term and long-term More importantly, it turns out that the incorporation of stochastic volatilities clearly reduces parameter uncertainty. Analyzing model forecasts for three selected periods we show that the SVNS specification yields a significantly smaller variance of the forecast density. In this sense, the proposed approach produces more exact interest rate forecasts.
The remainder of the paper is organized as follows. Section 2 presents the Stochastic Volatility Nelson-Siegel model. Section 3 illustrates the underlying MCMC procedure to estimate the model. Section 4 presents the empirical results while Section 5 concludes.
The Stochastic Volatility Nelson-Siegel (SVNS) Model
Let t denote calendar time and p t (τ i ) denote the price of a τ i -period discount bond at month t with τ i , i = 1, . . . , N , representing the maturity. Moreover, y t (τ i ) is the continuously compounded zero-coupon nominal yield to maturity with
Then, the instantaneous nominal forward rate curve is given by Nelson and Siegel (1987) propose modelling the forward rate curve as
where e −λτ i and λe −λτ i denote Laguerre polynomials whose shapes are determined by λ. Small (large) values of λ produce slow (fast) decays and a better fit of the curve at long (short) maturities. Correspondingly, f 1,t , f 2,t and f 3,t denote time-varying factors capturing the dynamic behaviour of the forward curve.
The corresponding yield curve is given by
Diebold and Li (2006) suggest interpreting the parameters f 1,t , f 2,t and f 3,t as three latent dynamic factors with loadings 1, (1 − e −λtn )/λ t n, and {(1 − e −λtn )/λ t n} − e −λtn , respectively. Accordingly, f 1,t is associated with a long-term factor whose loading is constant for all maturities. Since shocks in f 1,t affect all yields simultaneously, f 1,t is commonly referred to as a level factor. Conversely, the loading of f 2,t starts at one for τ i = 0 and decays monotonically to zero. Consequently, shocks in f 2,t predominantly affect only short-term yields and thus induce variations in yield spreads. Therefore, f 2,t is referred to as a slope factor. In Rudebusch and Wu (2008) , the level factor is related to inflation expectations, whereas movements in the slope factor are linked to cyclical variations in inflation and output gaps. Finally, f 3,t is interpreted as a medium-term factor since its loading is zero for τ i = 0, increases for mid-term maturities but decays to zero in the limit. Correspondingly, shocks in f 3,t dominantly affect the yield curve's curvature. report negligible responses of macroeconomic variables to shocks in the curvature factor. Conversely, Mönch (2006) argues that a flattening of the yield curve associated with changes in the curvature factor can be linked to a slow-down of the economy.
The Nelson-Siegel model can be seen as a parsimonious parametric factor model, which is flexible enough to capture a wide range of different shapes. Moreover, the model implies desirable limiting behaviours of forward and yield curves. For τ i → 0, the short rate is lim
Diebold and Li (2006) propose re-formulating the Nelson-Siegel model -henceforth
. . .
where the time-varying coefficients f 1,t , f 2,t , and f 3,t are interpreted as latent factors following a vector autoregressive process (VAR) given by
By defining y t = {y t (τ 1 ) , y t (τ 2 ) , . . . , y t (τ N )} , φ f = [φ ij,f ] as a (3 × 3) parameter matrix, and Λ as the matrix of factor loadings and denoting
and (3) can be written as
To limit the computational burden and to keep the model parsimonious, we assume
For the joint distribution of ε t and η t , we assume
with Σ η and Σ ε denoting the corresponding Cholesky factors of the covariance matrices of η t and ε t , respectively. The covariance matrix Σ ε Σ ε is assumed to be diagonal indicating that the measurement errors are contemporaneously uncorrelated.
To allow for conditional heteroscedasticity in the yield processes, Koopman et al.
(2010) propose capturing yield curve volatility by allowing for a common variance component jointly affecting all individual yields. This factor can be interpreted as the volatility of an underlying bond market portfolio in the spirit of Engle et al. (1990) and Engle and Ng (1993) . However, such a specification does not allow for different volatilities in individual yield processes. As a more flexible alternative, Hautsch and Ou (2008) propose allowing for stochastic volatility in the yield factors f t directly.
Consequently, Σ η Σ η is assumed to vary over time, with Σ η,t Σ η,t to be specified as
where j,t
∼ N (0, 1). Correspondingly, with η t = {η 1,t , η 2,t , η 3,t } , the model can be re-written as 
. (8) can be re-written as
The components h 1,t , h 2,t and h 3,t can be interpreted as factor volatilities associated with time-varying uncertainty in the yield curves' level, slope and curvature. Since To reduce the computational burden we rule out cross-dependencies between the individual volatility components. This is in the spirit of a low-dimensional factor structure capturing high-dimensional dynamics in volatility. Unconditional moments of this specification are derived in Hautsch and Ou (2008).
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3 Bayesian Inference
Estimation Algorithm
The key idea is to estimate the highly correlated latent variables in terms of several blocks using the Kalman filter together with a simulation smoother (de Jong and Shephard, 1995) within an MCMC algorithm. With models in a state-space form, the simulation smoother allows to simulate the underlying states while avoiding degenerate sampling problems. For more details, see de Jong and Shephard (1995). Define
Then, following Kim et al. (1998) , using eq. (9), we can rewrite eq. (3) as
where
2 + c , and z j,t = ln ζ 2 j,t . The offset parameter c is typically set to a small value, e.g., 0.001, see also Fuller (1996) . Then, the state-space system can be re-written as
allowing the use of the Kalman filter and a simulation smoother. As shown below, this allows to sample the entire block h j at once.
To make eq. (11) linear, Kim et al. (1998) propose approximating the distribution of z j,t by a mixture of normal densities,
where s t ∈ {1, 2, . . . , 7} is an index indicator with Table 1 . Due to this approximation, f * j | s, µ j,h , φ j,h , σ j with s = (s 1 , . . . , s T ) becomes Gaussian, which induces substantial computational efficiency gains in the MCMC algorithm shown below. The minor approximation error can be removed by re-weighting the posterior samples afterwards.
In the following, we develop an MCMC algorithm based on eight parameter blocks.
By denoting the error precision matrix as H ε = (Σ ε Σ ε ) −1 and using squared brackets
[·] to indicate blocks of parameters, we collect all parameters of interest in θ, where
The priors are chosen as following: (i) λ is assumed to follow a Uniform distribution
ε , ν ε . Then, by construction, the precision matrix H ε follows a Wishart distribution H ε ∼ W (H ε | A ε , ν ε ). (iii) By restricting the yield factors to be stationary, we elicit truncated normal priors with support (−1, 1) for
, where 1 (·) is the indicator function. The specific choices of the resulting set of hyper-parameters a λ , b λ , A ε , ν ε , µ j,f , V j,f are given in the Appendix.
Denote y = {y 1 , . . . , y T } . According to the model specification given by eq. (4), (5) and (7), the likelihood function can be written as
With the priors elicited above and employing Bayes' theorem, the joint posterior is proportional to the product of the likelihood and priors,
The underlying MCMC algorithm is summarized as follows:
} and the latent variables f j and h j with f j,0 = µ j,f and h j,0 = µ j,h for j = 1, 2, 3.
2. Run a Gibbs sampler for steps (a) -(d) using S replications, where the initial S 0 draws are discarded:
, f j , h j using a Griddy-Gibbs sampling method as illustrated in Appendix A. ( To estimate the DLNS model, step (d) is straightforwardly simplified to allow for a constant covariance matrix Σ η Σ η . In step 2 (d) (iv), as an alternative to a multivariate t-density, an adaptive mixture of Student-t can be used as a candidate distribution, see Ardia et al. (2009) . This MCMC algorithm is obviously more efficient than an element-by-element drawing algorithm. Due to the blocking of highly correlated variables, the Gibbs sampler can quickly move to regions of high posterior probability. Conversely, if we draw latent variables one by one, an enormous number of draws is needed as the latent variables and thus the Gibbs draws are highly correlated. These high correlations induce a slow convergence of the chain (Chib and Greenberg, 1996) . Consequently, the number of iterations required in an element-by-element algorithm is significantly higher. For instance, in Hautsch and Ou (2008), 2,500,000 iterations are required with a burn-in period of 500,000 iterations. Using the MCMC algorithm introduced above, we can reduce the number of iterations to 20,000. This makes the model significantly more flexible and applicable, particularly, if the sample size becomes large.
Evaluating the Model Fit using Posterior Predictive p-values
Comparing two models M i and M j in a Bayesian framework can be performed by calculating the posterior model probabilities p (M i | y) and p (M j | y) and computing the posterior odds ratio
Computing the latter is not straightforward in the given context. However, in this paper, we are particularly interested in an evaluation of the model's goodness-of-fit yielding information to which extent the specification is able to reproduce the characteristics of the data.
In an MCMC setting, this is conveniently evaluated using so-called posterior predictive p-values (ppp-values). Suppose we have S hypothetical sample series y pre t , t = 1, . . . , T , which are generated by a specific model. Then, the ppp-value gives the (tail) probability to observe more extreme values than in the actually observed data.
Hence, if the model fits the data well, the observed data, y obs t , and the simulated data, y pre t , should not be too different and thus the ppp-value should be high. See also Meng (1994) and Gelman and Meng (1996) for more details. Denote θ as the vector of parameters, then p g (y pre t ) | y obs t can be calculated as (see Koop, 2003) 
The second equality holds since conditional on θ, y pre t is independent of y obs t and thus
Suppose we have S draws of θ from the posterior density p θ | y obs t , where each draw of θ is denoted as θ (i) , the ppp-value can be calculated as the proportion of cases in which the simulated g (y pre t ) exceeds the realized value g y obs t ppp = Pr g (y pre t ) ≥ g y
where 1 (·) denotes the indicator function. The function g (·) is typically chosen as a sample statistic. Given the normality assumption for ε t , we choose g(·) as E (Kurt | y)
and E (Skew | y) with Kurt and Skew denoting the sample kurtosis and skewness, respectively. Using the MCMC algorithm proposed in Section 3.1, we simulate S draws of y pre(i) t and thus g y
yielding simulated data y
Taking the average of the S draws, Skew obs (1) , . . . , Skew obs(S) , produces an estimate of E Skew | y obs t . Then, the ppp-value is computed according to (15) .
As noted in Koop (2003) , the ppp-value can be used as a measurement of model fit as well as for model comparisons. A small ppp-value indicates that the model is unlikely to generate data sets with more extreme properties than the data observed. given by Figure 3 shows the posterior distributions of (ρ 12 , ρ 13 , ρ 23 ) with averages of 0.006, 0.005 and 0.276, respectively. Hence, apart from a distinct correlation between f 2,t and f 3,t , the mutual dependencies between the factors are comparably low widely confirming the appropriateness of modelling Σ η Σ η as a diagonal matrix. The SVNS model is estimated using 18,000 runs of the Gibbs sampler with 8, 000
Empirical Results

Estimation and MCMC diagnostics
draws used for the burn-in period. Table 2 in a latent factor model is a challenging task and definitely requires computationally efficient algorithms as proposed in this paper. implied by the SVNS model are larger implying that the latter specification tends to generate data with a greater degree of kurtosis. This is obviously driven by the stochastic volatility in the yield factors.
Evaluating the Forecasting Uncertainty
Systematic evaluations of the models' out-of-sample forecasting power is beyond the scope of this paper. Nevertheless, we aim at illustrating the importance of accounting for time-varying volatilities when forecasting densities are considered. This is performed by selecting three illustrative dates for which we produce one-step-ahead out-of-sample stochastic and parameter uncertainty induced by high-volatility-regimes 'spread out' to low-volatility-regimes. The density plots show that this effect is quite distinct supporting the importance of explicitly accounting for underlying stochastic volatility. Only in December 1980, the forecasting densities are quite similar. This is due to the fact that in such a high-volatility-period both models face higher stochastic and parameter uncertainties.
Conclusions
We Though the model is specifically designed for the modelling of yield curves it can be seen as a member of a more general class of multivariate dynamic latent factor models revealing (multivariate) stochastic volatility. Such approaches might be attractive not only for term structure dynamics but in all applications where high-dimensional heteroscedastic systems have to be modelled and forecasted. Since the proposed MCMC approach is easily adapted to alternative specifications it provides a convenient framework for statistical inference for this class of models.
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y t = {y t (τ 1 ) , y t (τ 2 ) , . . . , y t (τ N )} , the time-varying state-space form is
Initial conditions are
As shown in in Kim et al. (1998) , we obtain
where a 0 = (µ f ) using the previous draws from the Gibbs sampler and P = I 3 × 10 6 with I p denoting a p-dimensional identity matrix. Then, the Kalman filter returns the vector ν t , K t , F 
we run for t = T, . . . , 1,
. . , f T } | y, θ can be obtained using the simulation smoother described above. Note that sampling
is not possible because of degeneracies (see Koopman et al., 1999) .
The likelihood is given by
With a prior µ j,f = 0 and V j,f = 10 4 , the posterior of µ j,f is derived as
Similarly, with a truncated normal prior for φ j,f , the posterior conditional can be derived as
4. Using the draws of f , we can calculate f * from
and (a) Sample s from s|f * j , h j , where s = {s t } for t = 1, ..., T , using Table 1 and the following probability mass function
can be achieved in one block using the Kalman filter and simulation smoother. The procedures are similar to those in Step 3(a). We treat the sampled f j , j = 1, 2, 3, as three univariate time series, running step 4 three times to estimate and extract the stochastic volatilities from the series f j . Since f * j and h j can be fitted in a state-space form, it is straight forward to apply Kalman filter and simulation smoother. Extracting the log-volatilities terms h j is with the same manner as we draw the smoothed factor {f 1 , f 2 , . . . , f T } | y, θ in Step 3(a). For matrix calculus as stated in Step 3(a), the representations of δ t , Φ t and time varying Ω t are given as the following:
Under stationary initial conditions we have
where z j,t |s t ∼ N m st , ν 2 st . 
B Forecasting
Once all the parameters are estimated, h-step ahead point forecasts can be obtained using the posterior means/ modes. In the Bayesian context, density forecasts are easily achievable directly using the MCMC draws. Hence,
where Λ is calculated using the draws of λ, denoted as λ. The density forecast incorporating parameter uncertainty can be conducted as follows: Denote each retained sample from the MCMC procedure as draw (s) , for s = 1, . . . , S, we can produce S h-step ahead forecast samples for f t+h with each forecast sample denoted by f
t+h .
For S → ∞, we obtain an approximation of the forecast density of y t+h . In the resulting forecast density parameter uncertainty is naturally taken into account.
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To account also for stochastic uncertainty we proceed as follows: Suppose we have a random draw of Σ 
