Introduction
Our motivation for the study of integers having no large prime factor arises from the factoring problem. The computational complexity of the problem of factoring a general integer N has received a great deal of attention recently due to its relation to the security of certain public key cryptosystems [13] . All of the fastest known factoring algorithms share two common features: first, they rely on producing numbers k all of whose prime factors are small which have certain special properties, and second, their asymptotic computational complexity has either only been analyzed probabilistically (Dixon [2] ), or else under unproved but plausible assumptions, which it seems hopeless to prove at present, cf. Pomerance [12] , Schnorr [14] and Schnorr and Lenstra [15] . The continued fraction method [9] , Dixon's algorithm [2] and Pomerance's quadratic sieve algorithm [12] are based on finding solutions x to congruences x 2 ≡ k (mod N) where k ranges over a large multiplicatively independent set of numbers all of whose prime factors are smaller than a bound L c where L = exp (√  log N log log N ), for various constants c ≥ 1. The Schnorr-Lenstra algorithm [15] depends on finding a small integer x for which the class number k(Q( √  − Nx ) ) = k has all its prime factors smaller than L 3/2 . Finally, an approach to a factoring algorithm sketched but not described in complete detail by J. C. P. Miller [8] is based on finding many multiplicatively independent solutions to congruences k 1 ≡ k 2 (mod N), where k 1 and k 2 are distinct numbers all of whose prime factors are smaller than L c 0 for a constant c 0 . The worstcase asymptotic computational complexity of several of these algorithms is believed to be O(L c ) for various small values of c (see [12] ) but no such result has been rigorously proved. (Dixon [2] has however, proved a weaker probabilistic complexity bound of this order of magnitude.) In fact the best unconditional worst-case complexity bound proved for factoring integers is an O(N 1 ⁄4 + ε ) bound due to J. Pollard [11] . In all these algorithms the obstacle to further analysis is our lack of knowledge of ways to find numbers all of whose prime factors are small with the desired special properties. Of the methods mentioned above, the approach of J. C. P. Miller seems to us to offer the most hope for possible rigorous analysis because one can try to find many pairs (k,k + N) in which both k and k + N have only small prime factors by searching all numbers k in a short interval. This leads us to consider the simpler problem studied in this paper, the distribution in short intervals of numbers having no large prime factors, and in particular the problem of bounding the gaps between successive integers having no large prime factor.
We now establish definitions and notation. Let P 1 (m) denote the largest prime factor of the positive integer m. Let ψ(x,y,z) be the number of integers m in the interval (x − z,x] whose largest prime factor satisfies P 1 (m) ≤ y. We study the situation where _ ______________ * Partially supported by NSERC grant A5123. y = x α for a constant 0 < α < 1. We are interested in the questions of when there is at least one such number in a short interval and when there are a positive proportion of them. With this in mind we define:
It is immediate that these functions have the following properties.
The functions f , f * are non-increasing.
(III) f (α) and f * (α) are continuous on the right, i.e. f (α) = α 1 ↓ α lim f (α 1 ).
The rather cumbersome definitions of f (α) and f * (α) were chosen to ensure the rightcontinuity property (III).
In the case z = x, ψ becomes the much-studied function ψ(x,y). The asymptotic behavior of ψ(x,x α ) is described by the following well-known result.
Theorem 0. For fixed α we have
where ρ is the Dickman function, defined by the differential-difference equation
For a proof of Theorem 0 and properties of ρ(µ) see for example [1] . In view of Theorem 0 it is natural to expect:
as x → ∞.
From Conjecture 1 immediately follows:
Conjecture 2. f (α) and f * (α) are identically zero.
A. Hildebrand [6] has proved that the asymptotic formula
is valid when β > 1 − 12 5 _ __ α. In this paper we will be concerned with smaller values of β where the asymptotic formula is not known to hold.
In §2 we study the function f * (α). For large values of α we prove the following result. 
We then prove the following result valid for small values of α.
Theorem 2. There exists a positive constant c 1 * such that for 0 < α ≤ 3/4 we have
Both of these results are proved starting from a familiar idea of Chebyshev. The first theorem uses a result of Jutila [7] which in turn requires Vinogradov and van der Corput estimates for exponential sums and ideas of Ramachandra. A result based along similar lines is due to Erdo . . s and Turk [17, p. 7] . The second theorem is derived from the first using iteration and a Buchstab identity. Combining Theorems 1 and 2 gives
where x,a 1 , . . . , a r − 1 are integers subject to
then S r has the property that for any N there exists an s in S r with
Consequently, for r = 2 , 3 ,... 
It is worth noting that for 2 1 _ _ < α < 1 we do not obtain any better bound for f (α) than the bound for f * (α) given in Theorems 1 and 2. Now we consider upper bounds for the function ψ(x,x α ,x β ). The argument in
Friedlander [4] can easily be modified to obtain the following result, which may be compared to Conjecture 1. (We omit the proof.)
holds for all x > c(α) where the implied constant is absolute.
Theorem 5 is non-trivial only when α is small compared to β. A simple argument of Erdo . . s and Turk [17, p. 5] implies the bound
which is non-trivial when α ≤ β but not so strong as (1.4) for small α. Recently, upper bounds have also been obtained by Hi ´ ldebrand and Tenenbaum [16] .
The question of when ψ(x,x α ,x β ) > 0 receives a rather satisfactory answer if we are allowed to exclude an exceptional set of ''bad'' x. By a simple modification of an argument of Motohashi [10] we obtain the following result.
Theorem 6. For any fixed α,β > 0 the exceptional set E(x) = { y:y ≤ x and
Theorem 6 is proved by following the argument of Motohashi [10] , making the choice
where the summation is over all m with x
and then using Theorem 0 to estimate P(s). We omit further details.
Some of our arguments can be carried over to the analogous problem where "short interval" is replaced by "short arithmetic progression."
We remark that the proofs of the bounds for f (α) given in section 3 can be read independently of the proofs of the bounds for f * (α) proved in section 2.
Positive Proportion of Integers with No Large Prime Factor
We shall derive Theorem 1 as a consequence of the following stronger result. 
is sufficiently large.
Theorem 1 follows immediately from Theorem 2.1 by choosing ε = 1/4 and letting
Proof of Theorem 2.1. Define α = logx logy _ ____ , so that y = x α . We suppose throughout the proof that α ≥ 2 1 _ _ + ε. We start from Chebyshev's identity
which implies that
Now for w ≤ y ≤ x we have
the right side of (2.4) becomes large. For since more than
are divisible by some p > y, we have
We will show this contradicts (2.4) when we choose w = x 1 − α + 2ε 1 α and z is large enough. (The condition 0 < ε 1 < 3 1 _ _ ε and α ≥ 2 1 _ _ + ε implies that this choice of w has w ≤ y, so that (2.4) is valid.) Substituting y = x α , w = x 1 − α + 2ε 1 α and (2.6) into (2.4)
we obtain
This inequality cannot hold provided z is chosen large enough that
We estimate the sum on the left side of (2.8) using the following result, which is essentially a consequence of a result of Jutila [7] . 
We defer the proof of this lemma. 
so using Lemma 2.2 with w = x β implies This contradiction shows that ψ(x,y,z) > ε 1 z must then hold.
To finish the proof, we show that
exp (c 1 ( log logx) 2 ) (2.12) implies that (2.11) holds. Indeed (2.12) is equivalent to
and this implies that (2.11) follows from
This proves Theorem 2.1, modulo proving Lemma 2.2.
Proof of Lemma 2.2.
The main step in this proof is supplied by a result of Jutila ([7] , Theorem 2) which asserts that there are absolute constants c 4 ,c 5 > 0 such that for 2≤w≤x,
Now we earlier defined
By partial summation we obtain from (2.14) that
We also have the trivial estimate
the last inequality following from 
18) for − ∞ < t < ∞ with t not an integer, and these coefficients satisfy the bounds
where the ( logx) 2 term arises from the at most logx terms p having p  x, where p Σ m
We also have the estimate 
Starting from the other inequality in (2.18) leads similarly to holds uniformly for all y and z such that
for all sufficiently large x.
Proof of Theorem 2.4.
It suffices to prove the result in the restricted range y = x We start from the Chebyshev inequality (2.2), written as
We choose w = x 1 ⁄2 + η 0 for a small constant η 0 to be determined. Then using Lemma 
we obtain for all
We will need the:
To prove the fact, observe that this number is
and using (2.25) we obtain factor ≥y, and using the Fact we conclude that at least ( 1 − 2ε 1 − log
Substituting (2.26) and (2.24) with v = w = x for some positive constant c 9 , where
We obtain a contradiction if ∆ < 0 and z ≥ x
. Now since η = 1/4η 0 we have
which with (2.27) and
Hence choosing η 0 sufficiently small, once and for all, we have ∆ < 0. We conclude Proof. We use the Buchstab identity
and (i * ) gives
, and (2.33) implies that
We simplify this by observing that
≤ 0 for 0≤w≤1 and that equality holds for w = 1.) Then (2.34) and (2.35) together imply that
Hence (i) will hold for (x,ỹ,z) provided that (i) holds. To verify (ii) holds, we calculate using (ii
using the facts that
and that β − γ ≤ ε 2 β ≤ ε 2 . This shows (ii) holds for (x,ỹ,z) and the claim is proved. Now we combine the last two theorems to prove Theorem 2.
Proof of Theorem 2. Theorem 2.4 implies that if c
. Now suppose we are given α and
Hence
1 _ _ ) and
_ _ , 1 ) and at least one of these iterates falls in the open interval 
for sufficiently large x, where ε where a = (a 1 , . . . , a n − 1 ) and for each j, we allow a j to run through the values 
