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a b s t r a c t
In this paper we shall develop a class of discrete Hermite interpolates in one and two
independent variables. Further, we offer explicit error bounds in ℓ∞ norm for the quintic
and biquintic discrete Hermite interpolates. Some numerical examples are included to
illustrate the results obtained.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Hermite interpolation is very well known in the field of numerical mathematics and approximation theory – many
research papers have been written on the construction, error estimates and applications of Hermite interpolation; see
for example, [1–5] and monographs [6,7] which provide a good documentation of the literature. To recall about Hermite
interpolation, let the points aj, 1 ≤ j ≤ r be given with a1 < a2 < · · · < ar (r ≥ 2), and let f be a function such that f (i)(aj)
exist for 0 ≤ i ≤ αj, 1 ≤ j ≤ r,∑rj=1 αj + r = n. The Hermite interpolating polynomial P(t) of degree (n− 1) of the function
f satisfies the Hermite conditions
P (i)(aj) = f (i)(aj), 0 ≤ i ≤ αj, 1 ≤ j ≤ r,
r−
j=1
αj + r = n (1.1)
and is known to exist uniquely [8,9]. It is of interest to note that (1.1) includes in particular the simpleHermite (or osculatory)
conditions, Lagrange conditions, (m, n − m) conditions and two-point Taylor conditions which are well studied in the
literature [6].
In contrast to continuous Hermite interpolation where derivatives are involved, discrete Hermite interpolation only
involves differences, and hence can be constructed for a more general f and therefore has a wider range of applications.
Motivated by this attractive aspect of discrete interpolation, in this paper we shall develop a class of quintic discrete Hermite
interpolation.
Let a, b, c, d (b > a, d > c) be integers. We shall denote the discrete interval N[a, b] = {a, a + 1, . . . , b}. Throughout,
let
ρ : a = k1 < k2 < · · · < km = b, ki ∈ Z, 1 ≤ i ≤ m
and
ρ ′ : c = l1 < l2 < · · · < ln = d, lj ∈ Z, 1 ≤ j ≤ n
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be uniform partitions of N[a, b] and N[c, d] respectively with step sizes
h = ki+1 − ki (≥4), 1 ≤ i ≤ m− 1 and h′ = lj+1 − lj (≥ 4), 1 ≤ j ≤ n− 1.
Further, we let τ = ρ × ρ ′ be a rectangular partition of N[a, b] × N[c, d]. The symbol ∆, as usual, denotes the forward
difference operator with step size 1. For x ∈ R and k a nonnegative integer, the factorial expression x(k) =∏k−1i=0 (x− i), and
we use the convention 0(0) = 1. For x ∈ R, the largest integer less than or equal to x is denoted by [x]. For a function f (t)
defined on N[a, b + 2], we define the usual ℓ∞ norm as ‖f ‖ = maxt∈N[a,b+2] |f (t)|. Similarly, for a function f (t, u) defined
on N[a, b+ 2] × N[c, d+ 2], the usual ℓ∞ norm is defined as ‖f ‖ = max(t,u)∈N[a,b+2]×N[c,d+2] |f (t, u)|.
Our main contributions in this paper are (i) the development of a class of quintic discrete Hermite interpolation and the
derivation of explicit error estimates between the function f (t) and its quintic discrete Hermite interpolate Hρ f (t); and (ii)
the extension to two-variable biquintic discrete Hermite interpolation and the related error estimates. The present work
naturally complements and extends several known results for the continuous case [6,1–4,7,5], and in addition improves the
research done on cubic discrete Hermite interpolation [10,11].
The plan of this paper is as follows. In Section 2, we define the space H(ρ) whose elements are quintic polynomials in
each subinterval of the partition ρ, and express Hρ f in terms of the basic elements of H(ρ). In Section 3, we use the discrete
Peano’s kernel theorem to determine explicit bounds for ‖f − Hρ f ‖ in terms of maxt∈N[a,b+2−j] |∆jf (t)|, 2 ≤ j ≤ 6. Finally,
the two-variable discrete Hermite interpolation as well as the error analysis are presented in Section 4. Some numerical
examples are also included to illustrate the results obtained.
2. Discrete hermite interpolation
Definition 2.1. Let j ∈ N (<h) be fixed. Let fi(t) be defined on N[ki, ki+1 + j], 1 ≤ i ≤ m − 2, and fm−1(t) be defined on
N[km−1, b+ 2]. Let f (t) ≡ ∪1≤i≤m−1 fi(t). We say that f (t) ∈ D(j)[a, b] if
∆lfi−1(ki) = ∆lfi(ki), 2 ≤ i ≤ m− 1, 0 ≤ l ≤ j. (2.1)
Note that (2.1) is also equivalent to
fi−1(ki + l) = fi(ki + l), 2 ≤ i ≤ m− 1, 0 ≤ l ≤ j. (2.2)
Hence, the function f (t) = ∪1≤i≤m−1 fi(t) is well defined on N[a, b+ 2]. The set D(p,q)([a, b] × [c, d])where p, q ∈ N, p <
h, q < h′, is analogously defined.
Define the set H(ρ) as
H(ρ) = {g(t) ∈ D(2)[a, b] : g(t) is a quintic polynomial in each subinterval
N[ki, ki+1], 1 ≤ i ≤ m− 2 and N[km−1, b+ 2]}.
Clearly, H(ρ) is of dimension 6(m− 1)− 3(m− 2) = 3m, and it is the ‘Hermite space’ where the interpolating polynomial
lies.
Definition 2.2. For a given function f (t) defined on N[a, b + 2], we say Hρ f (t) is the H(ρ)-interpolate of f (t), also known
as the discrete Hermite interpolate of f (t), if Hρ f (t) ∈ H(ρ)with
∆jHρ f (ki) = ∆jf (ki), j = 0, 1, 2, 1 ≤ i ≤ m.
It is clear that Hρ f (t) can be explicitly expressed as




f (ki)hi(t)+∆f (ki)h¯i(t)+∆2f (ki) ¯¯hi(t)

, (2.3)
where hi(t), h¯i(t), ¯¯hi(t), 1 ≤ i ≤ m are the basic elements of H(ρ) such that for 1 ≤ i, j ≤ m,
hi(kj) = δij, ∆hi(kj) = ∆2hi(kj) = 0,
∆h¯i(kj) = δij, h¯i(kj) = ∆2h¯i(kj) = 0,
∆2 ¯¯hi(kj) = δij, ¯¯hi(kj) = ∆ ¯¯hi(kj) = 0.
By direct computation, we obtain the following explicit expressions:
hi(t) = 10(t − ki−1)
(3)
h(h+ 1)(h+ 2) −
15(t − ki−1)(4)
h(h− 1)(h+ 1)(h+ 2) +
6(t − ki−1)(5)
h(h− 1)(h− 2)(h+ 1)(h+ 2) ,
t ∈ N[ki−1, ki], 2 ≤ i ≤ m− 1; t ∈ N[km−1, b+ 2], i = m
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= −10(t − ki+1)
(3)
h(h− 1)(h− 2) −
15(t − ki+1)(4)
h(h− 1)(h− 2)(h+ 1) −
6(t − ki+1)(5)
h(h− 1)(h− 2)(h+ 1)(h+ 2) ,
t ∈ N[ki, ki+1], 1 ≤ i ≤ m− 1
= 0, otherwise; (2.4)
h¯i(t) = −4(h− 3)(t − ki−1)
(3)
h(h+ 1)(h+ 2) +
(7h− 16)(t − ki−1)(4)
h(h− 1)(h+ 1)(h+ 2) −
3(t − ki−1)(5)
h(h− 1)(h+ 1)(h+ 2) ,
t ∈ N[ki−1, ki], 2 ≤ i ≤ m− 1; t ∈ N[km−1, b+ 2], i = m
= −4(h+ 3)(t − ki+1)
(3)
h(h− 1)(h− 2) −
(7h+ 16)(t − ki+1)(4)
h(h− 1)(h− 2)(h+ 1) −
3(t − ki+1)(5)
h(h− 1)(h− 2)(h+ 1) ,
t ∈ N[ki, ki+1], 1 ≤ i ≤ m− 1
= 0, otherwise; (2.5)
¯¯hi(t) = (h− 2)(h− 3)(t − ki−1)
(3)
2h(h+ 1)(h+ 2) −
(h− 3)(t − ki−1)(4)
h(h+ 1)(h+ 2) +
(t − ki−1)(5)
2h(h+ 1)(h+ 2) ,
t ∈ N[ki−1, ki], 2 ≤ i ≤ m− 1; t ∈ N[km−1, b+ 2], i = m
= −(h+ 2)(h+ 3)(t − ki+1)
(3)
2h(h− 1)(h− 2) −
(h+ 3)(t − ki+1)(4)
h(h− 1)(h− 2) −
(t − ki+1)(5)
2h(h− 1)(h− 2) ,
t ∈ N[ki, ki+1], 1 ≤ i ≤ m− 1
= 0, otherwise. (2.6)
3. Error estimates for discrete hermite interpolation
We shall use the discrete Peano’s kernel theorem which is stated as follows.
Theorem 3.1 ([11] Discrete Peano’s Kernel Theorem). Let E be a linear functional and E(p(t)) = 0 for all polynomials p(t) of
degree (n− 1). Then, for any f (t) defined on N,





(t − s− 1)(n−1)+ ∆nf (s)

,
where Et(·) means the linear functional E applied to the expression (·) considered as a function of t, and (t − s − 1)(n−1)+ =
(t − s− 1)(n−1) if t ≥ s+ 1, and (t − s− 1)(n−1)+ = 0 if t < s+ 1.
Theorem 3.2. Let f (t) be defined on N[a, b+ 2]. Then,
‖f − Hρ f ‖ ≤ cj(h) max
t∈N[a,b+2−j]
|∆jf (t)|, 2 ≤ j ≤ 6 (3.1)
where the constants cj(h), 2 ≤ j ≤ 6 are given as follows:
• c2(h) = 1σ max{g2([t2]), g2([t2+ 1])} ≤ 1σ γ1(γ1− 1)(h− γ1)θ2(γ2),where σ = (h+ 2)(5), g2(t) = t(t− 1)(h− t)θ2(t),
θ2(t) = 6(h − 1)t3 + (24 − 9h − 12h2)t2 + (−26 − 17h + 23h2 + 5h3)t + h4 − 8h3 + h2 + 20h + 4, t2 is the root of
g ′2(t) = 0 in [3, h− 1], γ1 = 13






−48+ 18h+ 24h2 − 6√12− 30h+ 25h2 − 12h3 + 6h4

[36(h− 1)]−1,
• c3(h) = 12σ max{g3([t3]), g3([t3 + 1])} ≤ 14σ γ1(γ1 − 1)(h − γ1)θ3(γ3), where g3(t) = 12 t(t − 1)(h − t)θ3(t), θ3(t) =
6t4+(2−45h+10h2)t3+(−70+110h+31h2−20h3)t2+(90−21h−124h2+27h3+10h4)t−19h4+28h3+43h2−40h−12,
t3 is the root of g ′3(t) = 0 in [3, h− 1], and γ3 = 0.3333h+ 1.6779,
• c4(h) = 16σ max{g4([t4]), g4([t4 + 1])} ≤ 3384σ (h− 2)2h2θ4(γ4), where g4(t) = 34 (t − 1)(t − 2)(h+ 1− t)(h− t)θ4(t),
θ4(t) = t[2t4 + (2− 5h)t3 + (−6− 6h+ 4h2)t2 + (−2− 13h+ 15h2 − 3h3)t + 2h4 − 7h3 + 9h2 − 8h+ 4], t4 is the
root of g ′4(t) = 0 in [3, h− 1], and γ4 = 0.5306h+ 1.2092,
• c5(h) = 124σ max{g5([t5]), g5([t5+1])} ≤ 1192σ h2(h−1)(h−2)3θ5(γ5),where g5(t) = 2(h−1)(h−2)(t−1)(t−2)(h+
1− t)(h− t)θ5(t), θ5(t) = t[−2t3 + (−4+ 4h)t2 + (2+ 9h− 3h2)t + h3 − 3h2 + 4h+ 4], t5 is the root of g ′5(t) = 0 in
[3, h− 1], and γ5 = 112 (324h2+ 324h+ 12
√
729h4 + 1134h3 − 891h2 − 2700h− 1500)1/3+ (3h+ 5)(324h2+ 324h+
12
√
1134h3 − 891h2 − 2700h− 1500+ 729h4)−1/3 + 12h− 12 ,
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• c6(h) = 1720 max {g6([t6]), g6([t6 + 1])} ≤ 146 080 (h+ 2)2h2(h− 2)2, where g6(t) = t(t − 1)(t − 2)(h+ 2− t)(h+ 1−
t)(h− t), and t6 = h+22 .
Proof. Without loss of generality, let ρ : 0 = a = k1 < k2 = b = h. Then, from (2.3) we have
Hρ f (t) = f (0)h(h− 1)(h− 2)
[




































[−(h+ 2)(h+ 3)(t − h)(3)
2















Hence, on using Theorem 3.1 we obtain




Gj(t, s)∆jf (s), 2 ≤ j ≤ 6 (3.3)
where


































Since f (t)− Hρ f (t) = 0 for t = 0, 1, 2, h, h+ 1, h+ 2, we have
‖f − Hρ f ‖ = max
t∈N[0,h+2]
|f (t)− Hρ f (t)| = max
t∈N[3,h−1]
|f (t)− Hρ f (t)|.
Further, for t ∈ N[3, h− 1] it is obvious that Gj(t, h+ 2) = Gj(t, h+ 1) = Gj(t, h) = 0, 2 ≤ j ≤ 6. Combining all these, it
follows from (3.3) that

















h− 1, j = 2, 3
h− 2, j = 4
h− 3, j = 5
h− 4, j = 6.
We remark that when h = 4, the right side of (3.5) is trivially equal to 1
(j−1)!
∑θ(4)
s=0 |Gj(3, s)| · maxt∈N[0,6−j] |∆jf (t)|, and
hence in what follows we shall only consider h ≥ 5.
Case: j = 2. From (3.4), we find that
G2(t, s) = 1
σ

t(3)[φ1(t)− (h− 1− s)φ2(t)], t ≤ s
(h+ 2− t)(3)[φ3(t)− sφ4(t)], t ≥ s+ 1 (3.6)
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where
φ1(t) = (h− 2)(h− t)(4h− 3t + 5),
φ2(t) = 6t2 − 15ht − 12t + 10h2 + 15h+ 2,
φ3(t) = (t − 1)(3ht + h2 − 3h+ 2),
φ4(t) = 6t2 + 3ht − 12t + h2 − 3h+ 2.
Clearly, φi(t) ≥ 0, 1 ≤ i ≤ 4 for t ∈ N[3, h − 1]. Further, it is noted that G2(t, s) changes sign for t ≤ s as well as for
t ≥ s+ 1. We shall make use of the following inequality:
|a− b| ≤ max{a, b}, a, b ≥ 0. (3.7)
Then, it follows from (3.6) that
|G2(t, s)| ≤ 1
σ

t(3)max{φ1(t), (h− 1− s)φ2(t)}, t ≤ s





|G2(t, s)| ≤ (h+ 2− t)(3)
t−1
s=0
max{φ3(t), sφ4(t)} + t(3)
h−1
s=t
max{φ1(t), (h− 1− s)φ2(t)}



















|G2(t, s)| ≤ (h+ 2− t)(3) t φ3(t)+ t(3)(h− t)φ1(t) = g2(t), 3 ≤ t ≤ h− 1. (3.10)






(h+ 2− t)(3)t φ3(t)+ 12 t
(3)(h− t)(2)φ2(t), 3 ≤ t ≤ a1
(h+ 2− t)(3) t φ3(t)+ t(3)(h− t)φ1(t), a1 ≤ t ≤ a2
1
2
t(2)(h+ 2− t)(3)φ4(t)+ t(3)(h− t)φ1(t), a2 ≤ t ≤ h− 1
where a1 = 1+ 34h− 112
√
33h2 + 192, a2 = 1+ 14h+ 112
√






|G2(t, s)| ≤ max
t∈[a1,a2]











|G2(t, s)| ≤ max
t∈N[3,h−1]
g2(t) = max{g2([t2]), g2([t2 + 1])} (3.12)
where t2 is the root of g ′2(t) = 0 in [3, h− 1].















= γ1(γ1 − 1)(h− γ1)θ2(γ2). (3.13)
Substituting (3.12) and (3.13) in (3.5) immediately gives the error estimate (3.1) for j = 2. The technique used in this
case will be applied to the cases j = 3, 4, 5, and as such our presentation for these cases will be brief.
Case: j = 3. Relation (3.4) provides
G3(t, s) = 1
σ

t(3)[(h− s− 1)φ5(t)− (h− s− 1)(2)φ6(t)− φ7(t)], t ≤ s
(h+ 2− t)(3)[φ8(t)− sφ9(t)+ s2φ10(t)], t ≥ s+ 1 (3.14)
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where
φ5(t) = 2(h− 2)(h− t)(4h− 3t + 5),
φ6(t) = (10h− 10)(h− 2)− (15h− 30)(t − 3)+ 6(t − 3)(t − 4),
φ7(t) = (h− 1)(h− 2)(h− t)(h+ 1− t),
φ8(t) = (t − 1)(t − 2)(h− 1)(h− 2),
φ9(t) = 6ht2 − 6t2 + 2h2t − 15ht + 16t + 9h− 3h2 − 6,
φ10(t) = 6t2 − 12t + 3ht + h2 − 3h+ 2.
We note that φi(t) ≥ 0, 5 ≤ i ≤ 10 for t ∈ N[3, h− 1]. Applying inequality (3.7), it follows from (3.14) that
|G3(t, s)| ≤ 1
σ

t(3)max{(h− s− 1)φ5(t), |(h− s− 1)(2)|φ6(t)+ φ7(t)}, t ≤ s





















[|(h− s− 1)(2)|φ6(t)+ φ7(t)]




























(h+ 2− t)(3) t
(2)
2
φ9(t)+ t(3) (h− t)
(2)
2














, a3 ≤ t ≤ h− 1

























, 3 ≤ t ≤ a4
(h+ 2− t)(3) t
(2)
2
φ9(t)+ t(3) (h− t)
(2)
2














, a3 ≤ t ≤ h− 1











|G3(t, s)| ≤ max
t∈N[3,h−1]

(h+ 2− t)(3) t
(2)
2







g3(t) = max {g3([t3]), g3([t3 + 1])}
(3.15)
where t3 is the root of g ′3(t) = 0 in [3, h− 1].



















γ1(γ1 − 1)(h− γ1)θ3(γ3). (3.16)
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Note that here the maximum of θ3(t) occurs approximately at γ3. The exact point where θ3(t) is maximum can be explicitly
found, but the expression is too long and therefore for practical purposes the approximation γ3 is used.
Substituting (3.15) and (3.16) in (3.5) immediately yields (3.1) for j = 3.
Case: j = 4. Relation (3.4) provides
G4(t, s) = 1
σ

t(3)[(h− s− 1)(2)φ11(t)− (h− s− 1)(3)φ12(t)− (h− s− 1)φ13(t)], t ≤ s
(h+ 2− t)(3)(s+ 1)[s2φ14(t)− sφ15(t)+ φ16(t)], t ≥ s+ 1 (3.17)
where
φ11(t) = 3(h− 2)(h− t)(4h+ 5− 3t),
φ12(t) = 10h2 + 15h+ 2− 15ht − 12t + 6t2,
φ13(t) = 3(h− 1)(h− 2)(h− t)(h+ 1− t),
φ14(t) = 6t2 + (3h− 12)t + h2 − 3h+ 2,
φ15(t) = (9h− 12)t2 + (3h2 − 24h+ 30)t − 5h2 + 15h− 10,
φ16(t) = 3(h− 1)(h− 2)(t − 1)(t − 2).
We note that φi(t) ≥ 0, 11 ≤ i ≤ 16 for t ∈ N[3, h− 1]. Also,
(h− s− 1)(2)φ11(t)− (h− s− 1)(3)φ12(t) ≥ 0, t ∈ N[3, h− 2], s ∈ N[3, h− 2], t ≤ s
and
sφ15(t)− s2φ14(t) ≥ 0, t ∈ N[3, h− 1], s ∈ N[0, h− 2], t ≥ s+ 1.
Thus, applying inequality (3.7), from (3.17) we obtain




(h− s− 1)(2)φ11(t)− (h− s− 1)(3)φ12(t), (h− s− 1)φ13(t)

, t ≤ s





















































φ15(t)− 112 t(t − 1)(3t − 2)(t + 1)φ14(t)

+ t(3) (h− t)
(2)
2
φ13(t) = g4(t), 3 ≤ t ≤ h− 1.























φ15(t)− 112 t(t − 1)(3t − 2)(t + 1)φ14(t)







≤ t ≤ h− 1.






|G4(t, s)| ≤ max
t∈N[3,h−1]
g4(t) = max {g4([t4]), g4([t4 + 1])} (3.18)
where t4 is the root of g ′4(t) = 0 in [3, h− 1].
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Note that here the maximum of θ4(t) occurs approximately at γ4. The approximation γ4 is used because the expression of
the exact point where θ4(t) is maximum is too long and complicated.
Substituting (3.18) and (3.19) in (3.5) immediately gives (3.1) for j = 4.
Case: j = 5. Relation (3.4) provides
G5(t, s) = 1
σ

t(3)[(h− s− 1)(3)φ17(t)− (h− s− 1)(4)φ18(t)− (h− s− 1)(2)φ19(t)], t ≤ s
(h+ 2− t)(3)(s+ 2)(2)[s2φ20(t)− sφ21(t)+ φ22(t)], t ≥ s+ 1 (3.20)
where
φ17(t) = 4(h− 2)(h− t)(4h+ 5− 3t),
φ18(t) = 6t2 + (−15h− 12)t + 10h2 + 15h+ 2,
φ19(t) = 6(h− 1)(h− 2)(h− t)(h+ 1− t),
φ20(t) = 6t2 + (3h− 12)t + h2 − 3h+ 2,
φ21(t) = (12h− 18)t2 + (4h2 − 33h+ 44)t − 7h2 + 21h− 14,
φ22(t) = 6(h− 1)(h− 2)(t − 1)(t − 2).
We note that φi(t) ≥ 0, 17 ≤ i ≤ 22 for t ∈ N[3, h− 1].Moreover,
(h− s− 1)(3)φ17(t)− (h− s− 1)(4)φ18(t) ≥ 0, t ∈ N[3, h− 3], s ∈ N[3, h− 3], t ≤ s
and
sφ21(t)− s2φ20(t) ≥ 0, t ∈ N[3, h− 1], s ∈ N[0, h− 3], t ≥ s+ 1.
Then, using inequality (3.7), from (3.20) we get




(h− s− 1)(3)φ17(t)− (h− s− 1)(4)φ18(t), (h− s− 1)(2)φ19(t)

, t ≤ s
(h+ 2− t)(3)(s+ 2)(2)max sφ21(t)− s2φ20(t), φ22(t) , t ≥ s+ 1.





























φ21(t)− 120 (t + 2)



















(h+ 2− t)(3)(t + 2)(3)φ22(t)+ 13 t







|G5(t, s)| ≤ max
t∈N[3,h−1]
g5(t) = max {g5([t5]), g5([t5 + 1])} (3.21)
where t5 is the root of g ′5(t) = 0 in [3, h− 1].
Further, a convenient upper bound for g5(t) can be obtained as
max
t∈N[3,h−1]














h2(h− 1)(h− 2)3θ5(γ5). (3.22)
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Substituting (3.21) and (3.22) in (3.5) immediately yields (3.1) for j = 5.
Case: j = 6. From [1, Theorem 5.1] we have
‖f − Hρ f ‖ ≤ 16! maxt∈N[3,h−1] g6(t) · maxt∈N[0,h−4] |∆
6f (t)| (3.23)
where g6(t) = t(t − 1)(t − 2)(h + 2 − t)(h + 1 − t)(h − t). Setting g ′6(t) = 0, we get t = t6 = h+22 ∈ [3, h − 1] which
maximizes g6(t). Note that [t6], [t6 + 1] ∈ N[3, h− 1]. Hence,
c6(h) = 16! maxt∈N[3,h−1] g6(t) =
1
6! max {g6([t6]), g6([t6 + 1])} . (3.24)
Further, it is clear that
c6(h) = 16! maxt∈N[3,h−1] g6(t) ≤
1





(h+ 2)2h2(h− 2)2. (3.25)
This completes the proof of (3.1) for j = 6. 
Remark 3.1. The case j = 6 is given in [1, Theorem 7.3] as follows





c6(h) ≤ 146 080 (h+ 2)
2h2(h− 2)2 ≤ 1
46 080
h6,
our result is an improvement.
We shall now illustrate the sharpness of the error estimates obtained in Theorem 3.2 by three numerical examples. In
each example, we take a function f and construct Hρ f for a partition ρ (using (2.3)), then we calculate the actual error
‖f − Hρ f ‖ as well as the respective bound in (3.1).
Example 3.1. f (t) = t(t − 1)|t − 2|(t − 3)(t − 4)(t − 5)(t − 6)/108, a = −58, b = 62, j = 4.
m 9 (h = 15) 11 (h = 12) 13 (h = 10) 21 (h = 6)
‖f −Hρ f ‖ 0.62318592 0.16669800 0.55440000e−01 0.22982401e−02
Bound 0.25836373e+03 0.99591686e+02 0.45077073e+02 0.44349120e+01
Example 3.2. f (t) = t|t − 1|(t − 2)(t − 3)(t − 4)(t − 5)(t − 6)/108, a = −59, b = 61, j = 5.
m 9 (h = 15) 11 (h = 12) 13 (h = 10) 21 (h = 6)
‖f −Hρ f ‖ 0.635040000 0.16978500 0.56448000e−01 0.23385603e−02
Bound 0.38726767e+02 0.12900849e+02 0.51943385e+01 0.38232000
Example 3.3. f (t) = |t|(t − 1)(t − 2)(t − 3)(t − 4)(t − 5)(t − 6)/108, a = −60, b = 60, j = 6.
m 9 (h = 15) 11 (h = 12) 13 (h = 10) 21 (h = 6)
‖f −Hρ f ‖ 0.64689408 0.17287200 0.57456000e−01 0.23788805e−02
Bound 0.71124480 0.18522000 0.60480000e−01 0.24192000e−02
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4. Two-variable discrete hermite interpolation
Following the continuous case [12,13], we define
cllH(τ ) = H(ρ)⊕ H(ρ ′) (the tensor product)
= Span

hi(t)hj(u), hi(t)h¯j(u), hi(t) ¯¯hj(u), h¯i(t)hj(u), h¯i(t)h¯j(u), h¯i(t) ¯¯hj(u),





= g(t, u) ∈ D(2,2)([a, b] × [c, d]) : g(t, u) is a two-dimensional polynomial of degree 5 in each variable
and in each subrectangle N[ki, ki+1] × N[lj, lj+1],N[km−1, b+ 2] × N[lj, lj+1], N[ki, ki+1] × N[ln−1, d+ 2],
1 ≤ i ≤ m− 2, 1 ≤ j ≤ n− 2, and N[km−1, b+ 2] × N[ln−1, d+ 2]

.
Since H(τ ) is the tensor product of H(ρ) and H(ρ ′) which are of dimensions 3m and 3n respectively, H(τ ) is of dimension
9mn.
Definition 4.1. For a given function f (t, u) defined onN[a, b+2]×N[c, d+2], we shall denote f µ,νi,j = ∆µt ∆νuf (ki, lj), µ, ν =
0, 1, 2, 1 ≤ i ≤ m, 1 ≤ j ≤ n. We say Hτ f (t, u) is the H(τ )-interpolate of f (t, u), also known as the discrete Hermite





u Hτ f (ki, lj) = f µ,νi,j , µ, ν = 0, 1, 2, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Clearly, Hτ f (t, u) can be explicitly expressed as






f 0,0i,j hi(t)hj(u)+ f 0,1i,j hi(t)h¯j(u)+ f 0,2i,j hi(t) ¯¯hj(u)+ f 1,0i,j h¯i(t)hj(u)
+ f 1,1i,j h¯i(t)h¯j(u)+ f 1,2i,j h¯i(t) ¯¯hj(u)+ f 2,0i,j ¯¯hi(t)hj(u)+ f 2,1i,j ¯¯hi(t)h¯j(u)+ f 2,2i,j ¯¯hi(t) ¯¯hj(u)

. (4.1)
The following result provides a characterization of Hτ f (t, u) in terms of one-variable interpolation schemes.
Lemma 4.1. Let f (t, u) be defined on N[a, b+ 2] × N[c, d+ 2]. Then,
Hτ f (t, u) = Hρ′Hρ f (t, u) = HρHρ′ f (t, u). (4.2)
Proof. By (2.3) we find



























f 0,2i,j hi(t)+ f 1,2i,j h¯i(t)+ f 2,2i,j ¯¯hi(t)
 ¯¯hj(u)
= Hτ f (t, u).
The proof of the second equality in (4.2) is similar. 
Now let f (t, u) be an arbitrary function defined on N[a, b+ 2] × N[c, d+ 2]. From Lemma 4.1, we have
f − Hτ f = (f − Hρ f )+ Hρ(f − Hρ′ f )
= (f − Hρ f )+

Hρ(f − Hρ′ f )− (f − Hρ′ f )
+ (f − Hρ′ f ) (4.3)
= (f − Hρ f )+

Hρ′(f − Hρ f )− (f − Hρ f )
+ (f − Hρ′ f ). (4.4)
Using these relations we shall deduce error estimates for two-variable discrete Hermite interpolation.
Theorem 4.1. Let f (t, u) be defined on N[a, b+ 2] × N[c, d+ 2]. Then,
‖f − Hτ f ‖ ≤ cj(h) max
t∈N[a,b+2−j]
u∈N[c,d+2]
|∆jt f (t, u)| + cj(h′) max
t∈N[a,b+2]
u∈N[c,d+2−j]
|∆juf (t, u)| + Aj, 4 ≤ j ≤ 6 (4.5)
F. Chen, P.J.Y. Wong / Journal of Computational and Applied Mathematics 235 (2011) 4589–4600 4599
where
A4 = c2(h)c2(h′) max
t∈N[a,b]
u∈N[c,d]



























Proof. We shall prove the case when j = 4; the arguments will be similar for j = 5, 6. From (4.3) it follows that
|(f − Hτ f )(t, u)| ≤ |(f − Hρ f )(t, u)| +
Hρ(f − Hρ′ f )− (f − Hρ′ f ) (t, u)+ |(f − Hρ′ f )(t, u)|. (4.9)
Applying Theorem 3.2 in (4.9) gives
|(f − Hτ f )(t, u)| ≤ c4(h) max
t∈N[a,b−2]
u∈N[c,d+2]
|∆4t f (t, u)| + c2(h) maxt∈N[a,b]
u∈N[c,d+2]




|∆4uf (t, u)|. (4.10)
Since∆2t Hρ′ f = Hρ′∆2t f , using Theorem 3.2 again we get
|∆2t (f − Hρ′ f )(t, u)| ≤ c2(h′) maxt∈N[a,b]
u∈N[c,d]
|∆2t∆2uf (t, u)| (4.11)
which on substituting into (4.10) yields (4.5) when j = 4. 
We shall now illustrate the sharpness of the error estimates obtained in Theorem 4.1 by three numerical examples. In
each example, we take a function f and construct Hτ f for a partition τ (using (4.1)), then we calculate the actual error
‖f − Hτ f ‖ as well as the bounds in (4.5).
Example 4.1. f (t, u) = |t| exp{ tu
602
}, a = c = −60, b = d = 60, j = 4.
m = n 9 (h = h′ = 15) 11 (h = h′ = 12) 13 (h = h′ = 10) 21 (h = h′ = 6)
‖f −Hτ f ‖ 0.44587151e+01 0.32802058e+01 0.25489556e+01 1
Bound 0.59939953e+03 0.23105216e+03 0.10457983e+03 0.10289995e+02
Example 4.2. f (t, u) = t|t − 1|(t − 2)(5)u|u− 1|(u− 2)(5)/20, a = c = −59, b = d = 61, j = 5.
m = n 9 (h = h′ = 15) 11 (h = h′ = 12) 13 (h = h′ = 10) 21 (h = h′ = 6)
‖f −Hτ f ‖ 0.22282287e+01 0.59574177 0.19806487 0.10284036e−01
Bound 1 0.34877072e+04 0.10717326e+04 0.40546800e+03 0.26644256e+02
Bound 2 0.34877072e+04 0.10717326e+04 0.40546800e+03 0.26644256e+02
Example 4.3. f (t, u) = |t|(t − 1)(6)|u|(u− 1)(6)/1020, a = c = −60, b = d = 60, j = 6.
m = n 9 (h = h′ = 15) 11 (h = h′ = 12) 13 (h = h′ = 10) 21 (h = h′ = 6)
‖f −Hτ f ‖ 0.25391232e+01 0.67853974 0.22552046 0.11792749e−01
Bound 1 0.37971088e+03 0.92038870e+02 0.28667973e+02 0.10072121e+01
Bound 2 0.91932897e+03 0.21918705e+03 0.66095397e+02 0.22455996e+01
Bound 3 0.37971088e+03 0.92038870e+02 0.28667973e+02 0.10072121e+01
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