A variant of the Total Overlapping Schwarz (TOS) method has been introduced in [Ben Belgacem et al., C. R. Acad. Sci., Sér. 1 Math. 336 (2003) 277-282] as an iterative algorithm to approximate the absorbing boundary condition, in unbounded domains. That same method turns to be an efficient tool to make numerical zooms in regions of a particular interest. The TOS method enjoys, then, the ability to compute small structures one wants to capture and the reliability to obtain the behavior of the solution at infinity, when handling exterior problems. The main aim of the paper is to use this modified Schwarz procedure as a preconditioner to Krylov subspaces methods so to accelerate the calculations. A detailed study concludes to a super-linear convergence of GMRES and enables us to state accurate estimates on the convergence speed. Afterward, some implementation hints are discussed. Analytical and numerical examples are also provided and commented that demonstrate the reliability of the TOS-preconditioner.
Introduction
Carrying relevant simulations of coupled models generally requires computational resources allowing to zoom on the regions of small scales. A significant part of the applications include fluid-particle flows such as blood flow (see [33] ), structural mechanics with components having different (geometrical, physical) scales factors or fracture mechanics, cracks propagation and material fatigue (see [8] ). Domain Decomposition methods are an affordable computational multi-scale methodology to handle those problems in a satisfactory way. Their use may be either as a tool to match multi-resolution approximations built on grids liable to embrace the local characteristics of the problem (see [5] ) or as a powerful process to design performing sub-structuring preconditioners to solve the discrete system (see, e.g., [32, 36] ). Letting aside the most classical and popular domain decomposition approaches, recent attempts concentrate on the opportunity of coupling global computations with a zoom in the regions where small structures need to be simulated. To meet such requirements, some papers added appropriate improvements to existing computational methods. We especially refer to the Fat Boundary Method by Maury (see [6, 22, 28] ), to the Numerical Zoom through the Schwarz Chimera method advocated by Pironneau's team (see [2, 7, 21, 31] ) and to the Multi-Scale Multi-Domain Method due the teams of Glowinski and Rappaz (see [14, 15] ). The modification of the Schwarz method introduced in [4] offers also the opportunity to make local computational zooms when and where needed. Though the 'upgraded' version is with Total Overlap its computational potentialities are substantially enhanced. The subproblems we cope with may be better conditioned and easier to solve accurately than those coming from the original version. The readers interested in further motivations may find instructive discussions in [15, 21, 28] . Fitting these methods into the Schwarz framework provides an appropriate variational tool to show their capabilities. Another highly attractive feature of the TOS method is the possibility to use it as a preconditioner to some Krylov subspaces methods to derive faster algorithms. We focus on the preconditioned GMRES algorithm, applied to problems set in cracked or perforated domains. Super-convergence results are therefore established. The same estimates are readily extended to more general Krylov algorithms such as the Bi-Conjugate Gradient method.
The contents of the paper are as follows. We consider a domain that contains cracks for which the TOS method is written. The singularities generated at the vicinity of the cracks might be numerically computed by means of local meshes with fine resolution or even using well adapted methods (think of the X-fem). Away from the cracks, the solution might be calculated by solving a problem on the safe domain (without cracks) which could be achieved by coarser grids and is therefore easier to solve. Both subproblems talk to each other through some appropriate transmission conditions which are the core of the new TOS method. They are exposed and commented in Section 1. Section 2 is devoted to the convergence analysis. The variational theory by Lions (see [24] ) turns to be well-suited to the TOS method and results in a linear convergence rate. Afterwards, we make a static condensation of the problem in Section 3 which may be viewed as a TOS-preconditioning of the problem. We describe briefly, in Section 4, the GMRES algorithm applied to the pseudo-differential equation resulting from the static condensation. Section 5 supplies the proofs of its convergence. Tools currently used for the approximation of Kernel operators enable us to prove a super-linear convergence of the GMRES. In Section 6, we apply the TOS method to perforated domains. We focus on the particular adaptation of the transmission conditions and briefly assess its efficiency. Section 7 consists in some hints to users that are possibly interested in implementing the TOS algorithm either as an independent solver or as a preconditioner to GMRES method. We close, in Section 8, by some analytical examples and we provide some numerical illustrations to support the theoretical analysis of this contribution. After the conclusion (Sect. 9) we provide in Section 10 the proof of some technical results required in the convergence study of GMRES method.
Some notations -Let Ω be a bounded domain in R d , d = 2, 3, with a Lipschitz boundary Γ. The generic points of Ω are denoted by x or y. The Lebesgue space L 2 (Ω) of square integrable complex valued functions is endowed with the natural norm · L 2 (Ω) and we set L 2 (Ω) = L 2 (Ω) d . We need also some Sobolev spaces, H 1 (Ω) involves all the functions that are in L 2 (Ω) so as their partial derivatives. The subspace containing the functions in H 1 (Ω) that vanish on Γ is denoted by H 1 0 (Ω). The set of the traces over Γ of all the functions of H 1 (Ω) is denoted H 1/2 (Γ) and H −1/2 (Γ) is its dual (see [1] ). The symbol [·] stands for the jump across a given boundary.
Total overlapping Schwarz algorithm for cracks
Let Ω be a bounded domain in R d with a boundary Γ being Lipschitz regular. We suppose that Ω is cracked along a connected Lipschitz curve γ, entirely embedded in Ω
5
. We denote Ω γ = Ω \ γ which is assumed connected. We exclude here any crack γ that is a closed curve in 2D or a closed surface in 3D. For these closed cracks, the problem can be uncoupled into an internal sub-problem, set in the sub-domain enclosed in γ, and in an external sub-problem, set in the perforated sub-domain. This latter configuration is fully considered in Section 6, dedicated to perforated domains. To specify the boundary conditions on the crack γ, we use the symbols γ + and γ − for both lips. We denote by n the unit normal to γ oriented from γ + toward γ − (see Fig. 1 ). For a given data f in L 2 (Ω γ ), the Laplace problem consists in: finding ϕ such that
. Condition (1.3) says that γ is a perfectly insulated crack while (1.2) is homogeneous only for simplification. The Sobolev space naturally attached to the Poisson problem (1.1)-(1.3) is given by
Due to the connectedness of Ω γ , the semi-norm [1] The variational formulation takes place in H 1 Γ (Ω γ ) and reads as:
Now, let Σ be a closed curve (or surface) in Ω γ enclosing the crack γ and denote by ω γ the internal domain delimited by Σ and containing γ. The multi-domain approach we pursue proceeds like the Schwarz algorithm with a particular arrangement in the transmission conditions that turns to be highly profitable. Two coupled subproblems replace (1.1)-(1.3). One subproblem, set on the whole domain Ω γ , is a transmission problem:
The other is set on ω γ and is written as follows:
It can be seen that the difference (χ−η) is harmonic (with respect to div (K∇(·))) in ω γ , does not jump across γ nor does its normal derivative and vanishes at Σ. We deduce thus that χ = η (in ω γ ) and eventually χ = ϕ (in ω γ ) and η = ϕ (in Ω γ ). A similar approach appeared in [3] and is studied in [4, 23] for exterior problems.
Remark 1.2.
Let us emphasize on the fact that (1.5) and (1.6) are but transmission conditions. They are involved with the jumps [η] and [(K∂ n )η] and there is therefore no over-determination on γ. We refer to [11] for the analysis of similar problems.
Remark 1.3.
The underlying idea of this decomposition is to apply a two-scales finite element method. A mesh of a small size is recommended in the local sub-domain ω γ to capture the small scales at the vicinity of the crack (contained in χ). Of a different resolution will be the mesh to compute η in the global domain Ω, which convey bigger scales far away from the cracks. The accuracy of the finite elements approximation of the coupled subproblems has been addressed successfully in [6] (see also [21] for a different multi-domain method).
The Total Overlapping Schwarz method consists in uncoupling both subproblems by computing iteratively two sequences. 14) and
Obviously, the recurrence makes a mathematical sense, and results in two coherent sequences (χ
. The particularity of the TOS method consists in the boundary conditions inherited by η m+1 from χ m that are transmission conditions instead of the Dirichlet or Neumann conditions used in the standard version (see [32] ). Given that ω γ is entirely contained in Ω γ (or simply in Ω), this adapted Schwarz algorithm is with a total overlap and turns to be liable to make some zooming computations. The advantage is double. It is possible to make a zoom at the vicinity of the crack by employing specific discretizations such as X-fem, PU-fem or asymptotic expansion methods while avoiding the coupling with the finite elements approximation on the whole domain.
The subproblem to cope with is therefore of a smaller size and may be reasonably solved with a fine resolution. Secondly, the condition number of the subproblem on η m+1 does not suffer anymore from the crack. Indeed, when approximated by finite elements, the stiffness matrix is actually related to the safe domain Ω and the crack affects only the data part of the algebraic system. It is easier for users to employ efficient preconditioners for the safe domain than for the cracked or perforated one. Remark 1.4. If convenient, one can entirely get rid of the crack γ in problem (1.11)-(1.14), by considering any intermediary closed curve or surface γ * (between γ and Σ). Indeed, we may consider the following problem: 
Choosing γ * = Σ works as well, be only aware that the boundary condition χ =η in (1.9) comes from the external trace of η m+1 on Σ. Notice that the introduction of such γ * to screen the cracks may have an interesting impact in the implementation when finite elements are used. Remark 1.5. Things are even more advantageous for problems set on the whole space R d . Most often, the media is homogeneous at infinity so that K may be fixed to one, and the operator div (K∇(·)) is a true Laplacian Δ(·). The computation of η m+1 is therefore explicit and very cheap which makes the modified Schwarz method even highly attractive for exterior problems (see [3, 23] ). Indeed, the problem on η m+1 may be solved by integral representations. The Green function being given by G(x, y) = − 1 4π
Notice that, in [3] , we show how the promising adaptative process to approximate the exact absorbing boundary condition for the Maxwell system employed by Liu and Jin in [25] 
Starting from the splitting (η, χ) = (η +η, χ + R Σ (η)) it may be straightforwardly checked that
This equation may be re-transcribed in a compact form as follows
where 
The composed operator (CT ) ensures the coupling between [χ] |γ and η |Σ . The same arguments applied to the
Then, the TOS method turns to be the preconditioned Richardson algorithm applied to (1.21)
9
. A is the preconditioner called henceforth the TOS-preconditioner. Problem (1.22) is hence the TOS-preconditioned form of (1.21). Back to (χ, η), we obtain easily that (
Convergence of the total overlapping Schwarz method
The convergence of the TOS method is the aim here. A variational approach similar to [24] is briefly discussed. 
The resulting function has no jump across Σ and, hence, belongs to H 1 Γ (Ω γ ). By a notation abuse we still denote by e m+1 this extended function. Using equations (1.11)-(1.14) on τ m+1 , we deduce the variational relation (we set
Plugging e m , it comes out that
belongs to V 1 and we have that
1)
9 It is also a Jacobi type algorithm.
where P 1 is the orthogonal projection on V 1 with respect to the semi-norm | · | H 1 (Ω) . Next, so as to get a similar identity we introduce the closed subspace
The subproblem (1.15)-(1.17) (with f = 0) on e m+1 can be rewritten under the variational form
which can be reformulated as follows
Clearly (e m+1 − τ m+1 ) lies in V 2 . As a result, we obtain that
P 2 being the orthogonal projection on V 2 with respect to | · | H 1 (Ωγ ) . Putting together (2.1) and (2.2) yields the inductions
Both formulas allow to state a linear convergence result.
Proposition 2.1. The TOS method converges with a linear rate, that is, there exists
Proof. We have to state that the errors |τ m | H 1 (Ωγ ) and |e m | H 1 (Ωγ ) decay towards zero. This is achieved if the operators (I − P 1 ) and (I − P 2 ) are proven to be contractions which can be proceeded like in Lions in [24] . It is sufficient to remark that the following decomposition holds
which is straightforward. The proof is complete.
Static condensation
We aim a static condensation of the problem on the boundary Σ. Let us therefore defineχ ∈ H 1 (ω γ ) to be the solution of
on γ,
Notice that there is no 'real coupling' between both problems. We solve the first and all the data necessary for the second are available to come up withη.
and
It can be checked that the solution (χ, η) can be reconstructed through the decomposition (χ,η)
In (3.1), I is the identity and we have set
The linear operator
is compact thanks to the elliptic theory for the problem on η λ (see [17] ). Indeed, we have that B Σ (λ) belongs to H 1/2+ (Σ), > 0 10 with the stability
Moreover, Lemma 10.1 states that (I + B Σ ) is an isomorphism. As a result, equation (3.1) is well posed and has only one solution. Using Richardson algorithm yields the induction
One can verify that this is but another way to express the iterative algorithm where 
Krylov subspaces methods
Minimum Residual Iterative methods consist of a sequence of least squares problems set in Krylov subspaces, the cost function to be minimized is the (L 2 (Σ)-) norm of the residual. The most popular of these methods is GMRES (see [34] ). The extension of it to infinite dimensional spaces has been successfully realized in [29] .
We denote, for convenience, by H Σ = (I + B Σ ) and define the Krylov subspaces of order m,
GMRES applied to (3.1) with the initial guess λ 0 = 0 computes iterates that are solutions of the minimization
The Krylov subspaces form an increasing sequence,
The GMRES method may break down when the equality occurs, say at iteration m * for the first time. Thus the exact solution λ belongs to K m * (H Σ , F ) and the algorithm converges after exactly m * iterations. Otherwise, let us denote by r m = (H Σ λ m − F ) the residual at the iteration m and P m be the space of polynomials with degree ≤ m. We have that (see [16] )
Given that the operator B Σ is compact, following Moret, GMRES method converges (see [29] ). We are interested in a further knowledge of the convergence rate of the algorithm which depends on the properties of the spectrum of B Σ . Let (μ p ) p≥0 be the singular values of the compact operator B Σ , and (ν p ) p≥0 are the singular values of (H Σ ) −1 both sorted in a non increasing order. The sequence (μ p ) p≥0 decays toward zero while (ν p ) p≥0 is bounded and bounded away from zero since, H Σ is an isomorphism on L 2 (Σ).
Lemma 4.1 ([29], Thm. 1). The following bound holds
The abstract estimate (4.3) tells that the convergence speed of GMRES is driven by the singular values of B Σ . Accordingly, our main objective in the sequel is the behavior of those singular values. Thanks to the Weyl theory, this issue is related to the compactness degree of the operator B Σ (see [37] ). That is why we put B Σ under an integral form. The kernel related to B Σ can be obtained by using G(·, ·), the Green function of the elliptic problem in the safe domain Ω. Let x ∈ Ω, then G(x, ·) is the solution of
, is symmetric and, by the De Giorgio-Nash theorem, is continuous everywhere in Ω × Ω excepted on the diagonal part of it (see [11] ). Consequently, using an integration by parts we derive that
The symbol n y is used for (n(y) · ∇ y ).
Convergence of the GMRES
To investigate the singular values of B Σ we need first to characterize (μ p ) p≥0 by the Courant-Weyl min-max principle (see [29, 37] )
where (B Σ ) p≥0 runs through the set of the linear operators in L 2 (Σ) with rank ≤ p. The result we pursue is that the singular values of B Σ decay exponentially fast. Asymptotics for the singular values of integral operators may be related of the smoothness of their kernels (see [37] ). The construction of a (B Σ ) p close to (B Σ ) relies on the accurate approximability of the kernel of the operator B Σ 11 by some Fourier expansions on Σ. Recall here again that the choice of Σ is left to users who may fix it to a piecewise analytic curve (or surface) located in the regions of regularity (constancy!) of K(·) so as to ensure the best possible regularity of x → G(·, y), y ∈ γ. We expose the proof for the Laplace operator (K = 1) for which the regularity of the Green kernel G(·, ·) at the vicinity of Σ × γ is fully elucidated (see [12, 18] ). We draw the reader's attention to the fact that for general K(·), we may proceed following the same arguments provided that the smoothness of the associated Green function G(·, ·) is available. This is expected to be only connected to the smoothness of K(·) at the vicinity of Σ. To our knowledge such results are still missing. This is the reason why we focus on the particular Poisson equation. Actually, for this case we provide an improved proof to show that the exponential decreasing rate for the singular-values depends also on the distance d(Σ, γ). We will consider separately the cases d = 2 and d = 3. 
Proof.
The proof is structured into three steps. The first is dedicated to the transformation of the geometry and the two others for the core of the proof.
(i) Because they do not intersect the closed curves (or surfaces) γ and Σ can be separated by a closed Jordan curve Π which splits Ω into two connected regions, a bounded domain Ω Π that encloses the crack and an exterior domain Ω Π that contains Σ. Then, Ω Π is transformed by means of a conformal map into the annular domain (Ω Π ) * with double radius ( , R) (see [35] ). The curve Π is mapped into the circle of radius denoted Π * , Γ into the circle of radius R denoted Γ * and Σ into a Σ * which is not necessarily a circle. Next, changing the variable x ∈ Σ into x * ∈ Σ * in (4.6) we obtain a new Kernel operator B Σ * where
Notice that once these transformations achieved, we are no longer allowed to view (Ω Π ) * as a continuation of the domain enclosed by Π (the one that contains the crack). Both domains should be considered as sets located in different spaces. The caution to observe strictly during the proof is therefore the impossibility to interchange x * and y.
(ii) That γ and Ω Π are distant from each other (d(γ, Ω Π ) > 0) makes the kernel H(·, ·) be uniformly bounded (see [12, 18] ) 
To alleviate the presentation, the symbol * is removed in the notations from now on. For instance, H(x, y) is hence employed instead of H * (x * , y) and Σ is used for Σ * . We identify x ∈ Ω Π (in reality x * ∈ (Ω Π ) * )
with its complex affix we still denote abusively by x in some places and by re iθ in other places, where 
3)
The coefficients a k , b k ∈ R 2 , for k ≥ 1, are specified by means of the following integrals
Owing to the boundedness of H(·, ·) on Ω Π × γ in (5.2), the following estimates can be stated for (
Let now p be a given odd integer and denote p * the integer part of p/2. We consider the kernel determined by the partial sum
Bounding (H − H p )(·, y) on Σ is realized as follows (x = re iθ ∈ Σ)
Using (5.4), we obtain a uniform estimate
Noticing that Σ is a compact curve enclosing Π (the circle with radius ) and encircled by Γ (the circle with radius R). Since they have no common part the new parameter
is necessarily smaller than 1. Back to the error on H(·, ·) we derive a full uniform bound 
The stability of the problem on χ λ together with the estimate (5.6) conclude to
The proof is complete owing to (5.1).
Proposition 5.2. Let d = 3 and K(·) = 1. Assume that the fictitious boundary Σ is Lipschitz-regular and that it can be separated form γ by an ellipsoid. It holds that
b is a positive constant and ζ ∈ ]0, 1[.
Proof.
Let Π be an ellipsoid that separates γ from Σ. Only to fix the ideas we may work on a sphere modulo an easy changing of the variables. Given that Σ, Π and Γ are all compact sets we may construct a couple of spheres, Π Σ the smallest one surrounding Σ and Π Γ the largest one encircled by Γ. The sphere Π is then immersed in the annular domain defined by Π Σ and Π Γ . We denote by ( , R) the radii of both spheres (Π Σ , Π Γ ). Now, the proof follows basically the previous one. We only mention the modifications due to the third dimension. Let (Y m ) ≥0,− ≤m≤ be the spherical harmonics. Any given x ∈ Σ may be referred to by rx with r = |x|. The harmonicity of H(·, y) outside the sphere Π yields the expansion
The coefficients (a m (y), b m (y)) ,m are computed through the following integrals and hence bounded as follows
Let p be a given integer and p * be the integer part of ( √ p − 1). We define the truncated kernel by
The estimate of the error on the kernel H(·, ·) is provided by
We used here the bound (2 max |Y m (·)|) ≤ (2 + 1) (see [10] ). Defining the parameter ζ ∈ [0, 1[ as in (5.5), the bound can be expressed as:
Remarking that the rank of (B Σ ) p defined by the kernel H p (·, ·) is ≤ p and using (5.1) completes the proof.
Remark 5.1. The proof may be proceeded following similar lines with some necessary adding for an arbitrary K(·) provided that Σ is chosen regular and the Green function G(x, ·) is smooth at the vicinity of Σ. The approximation of that Kernel on the complete orthogonal system in L 2 (Σ) of the eigenvectors of the LaplaceBeltrami operator yields exponential accuracy (see [10, 30] ).
Both propositions allow to state the final convergence result of the GMRES method in two and three dimensions.
Theorem 5.3. Let K(·) = 1. Assume that the fictitious boundary Σ is Lipschitz-regular. Then, GMRES converges and we have that
The convergence rate in three dimensions is as follows
In both estimates, ζ ∈ ]0, 1[ and decreases when the distance between Σ and γ grows.
Proof. Combining the abstract result of Lemma 4.1 and Proposition 5.1 yields that
hence the proof in two dimensions (after the necessity to change the value of ζ). The three dimensions is handled in the same way owing to Proposition 5.2 and the final bound is due to
Remark 5.2. When a finite element approximation is intended, the discrete operator (B Σ ) h fulfills similar properties as B Σ when the meshes in ω γ and in Ω γ are nested. In particular, its spectral radius remains lower than one and then the global operator (H Σ ) h = (I h + (B Σ ) h ) is but a small perturbation of the identity and is therefore well conditioned. Moreover, given that (B Σ ) h is a good approximation of (B Σ ) for small h, we shall obtain similar convergence rates of GMRES in the discrete level. Numerical evidences will confirm this claim.
Perforated domains
In many real life situations we may be concerned with partial differential equations set in domains with a simple shape that contain a set of Lipschitzian holes which may dramatically affect the efficiency of the computations by standard discretizations methods. Several models are listed in [28] (see also [22] ) for which the domain is perforated, such as thermal conductivity for composite materials or time-discretized fluid-particle flow problems.
We aim the extension of the TOS method to the Poisson problem set on a perforated domain. The holes are assumed to be distant from each other and to simplify the presentation, we consider that Ω γ contains a single hole represented by Ω γ . The generalization to multiple holes is straightforward. Denote by Ω = Ω γ ∪ Ω γ , called the safe domain (see Fig. 2 ) and γ is the common boundary between Ω γ and Ω γ . We need also the notation H
, the broken Sobolev space with order one. Let f be given in L 2 (Ω γ ), the Laplace problem is written as: Figure 2 . The perforated domain.
We introduce a boundary Σ that has no common points with γ. Denote by ω γ the "crust-like" domain delimited by Σ and γ. Problem (1.1)-(1.3) may be expressed through two subproblems. The first, with transmission conditions, is set on the safe domain Ω:
f is the extension of f by zero in Ω γ . The second subproblem is defined in ω γ and consists in:
Notice that the difference with the cracked domain resides in the transmission condition (6.5), where χ is used instead of [χ] . The equivalence can be checked as follows. Extend χ by zero in Ω γ to obtainχ. Then, look at (η −χ). It is harmonic in Ω γ ∪ ω γ , its trace and its normal derivative are continuous across γ and it vanishes at Σ. We deduce thatχ = η in Ω γ ∪ ω γ from which we infer that η = ϕ in Ω γ and η = 0 in Ω γ . Moreover we have that χ = ϕ in ω γ . Total Overlapping Schwarz' method can be addressed now. 14) and 
Some implementation hints
We are left here with the finite element approximation of the coupled problem we are involved in, in view of their implementation. After the discretization of equations (1.4)-(1.7) and (1.8)-(1.10), we show how to generate the associated algebraic system. We operate by then the decoupling process by means of the TOS method. Let us make it clear right away, we will not address the implementation of the problem (1.4)-(1.7) when η |Σ is given nor that of (1.8)-(1.10) if [χ] |γ is available. These are all well known tasks (see, e.g., [26] ). We do rather dedicate our attention to the coupling/uncoupling features and give some tips for their programming.
Let us construct a regular triangulation T h of Ω γ so that the crack is the union of segments or faces of some K ∈ T h . The size of the mesh is h. Here, we shall assume that the triangulation is compatible with the ω γ that is Σ follows some lines of the mesh so that the restriction of T h to ω γ results in a full mesh 13 . Denote by V h , the finite element space
P p is the set of polynomial with degree p ≥ 1. Notice like those of
) |ωγ , the space of the restriction of all the functions in V h (Ω γ ) and define the subspace V h,Σ (ω γ ) by incorporating the Dirichlet condition on Σ,
We intend to compute the discrete solution (χ h , η h ) of (1.8)-(1.10) and (1.4)-(1.7). We proceed like in Remark 1.7 and choose to eliminate η h and keep χ h as the only unknown. As currently used, the boundary condition (1.9) on (χ h ) |Σ has to be lifted. It is accomplished as follows
h is the canonical discrete lifting in V h (ω γ ) of finite elements traces on Σ 14 . The discrete variational problem reads hence as:
Denote by (x i ) 1≤i≤i * the nodes of (ω γ )
15
. Indicating that x i is located on Σ (γ, . . . ) is conventionally made by i ∈ Σ (i ∈ γ, . . . ). The shape functions of V h (ω γ ) are (ϕ i ) i∈(ωγ ) (see [9] ). The discrete solution χ h can be 13 For non-matching meshes, Hecht et al. observed in [21] that the convergence may be slowed because of the interpolation from one mesh to another. They suggest to add a harmonic patch step as in [19] that greatly increases the convergence rate. More numerical issues that may arise, for instance by the effect of quadrature integration, are successfully addressed in [21] .
14 The lifting that keeps unchanged the degrees of freedom on Σ while the internal ones equal zero. 15 The nodes on γ give birth to two degrees of freedom.
expanded as
The degrees of freedom are given by χ h (i) = χ h (x i ). Let us call χ h , the vector (χ h (i)) i∈(ωγ )\Σ . Similarly let η Σ h be the vector (η h (i)) i∈Σ . The algebraic system related to the discrete problem (7.1) is hence given by
The vector F h describes the action of f in (7.1). A = (a i,j ) i, j∈(ωγ )\Σ is the stiffness matrix of the Laplacian with a Dirichlet condition on Σ. The rectangular matrix C = (c i, ) i∈(ωγ )\Σ, ∈Σ is reduced to a small block. Indeed, as soon as the node x i is not connected to another node located on Σ the entry c i, = 0. We handily write i ∈ Σ when x i is connected to a node in Σ. A final step has to be accomplished to obtain the final equation.
Observe that η h , the discrete solution the transmission problem (1.
whereη h is the finite element approximation ofη, the solution of (1.19)- (1.20) . That equality may be translated into a matrix form,
with T = (t kj ) k∈γ, j∈(ωγ )\Σ . Actually T turns to be substantially sparse given that t kj = 0 for all j ∈ γ.
Plugging it into the discrete equation yields the global system
2) is nothing else than the discretization of (1.21). (A, C, T ) are the approximation of the operators (A, C, T ). It is the one we implemented in MELINA, where A, C so as F h are constructed during the preprocessing step. Let us underline that the discrete Laplacian A is sparse, symmetric and positive definite. The CT is reduced to a local block that governs the coupling between γ to Σ. It is supported in the set of indices (i, j) ∈ Σ × γ but has no particular symmetry. The structure of the global matrix is consequently altered. The solvers programmed in MELINA to invert the system (7.2) are (LU) method, some of its variants, and the Bi-Conjugate Gradient algorithm. The version of GMRES of [13] was combined to MELINA to realize the numerical experiences presented in the next section. That the description of the coupled approach is achieved we now switch to the TOS procedure. The methodology exposed above can be repeated once again and results in the following equation
). We recognize here again the TOS-preconditioned form of the Richardson method. The preconditioner is A. The advantage is to invert, a each iteration, a sparse symmetric system, the hope being that the convergence be attained in few iterations. The linear convergence of the TOS method proven in Proposition 2.1 tells in particular that the spectral radius of the iteration matrix (A) −1 (CT ) is lower than unity and is expected to decrease with the inverse of the distance between Σ and the crack γ. 
Illustrations and numerical results
We consider a simple circular geometry for which analytical computations are accessible. The aim is to look at the spectrum of the operator B Σ which is the crux of the convergence study of the modified Schwarz algorithm so as of the Residual Krylov Subspaces methods. We check the exponential decaying of the singular values of it. Then, we provide some numerical experiments illustrating the convergence of TOS and GMRES methods.
Analytical calculus
Assume that the domain Ω γ is annular in R 2 , centered at the origin with double radius (1, R). The boundary Γ is then the circle with radius R and γ the concentric circle with radius 1. The fictitious circular boundary Σ is concentric to both Γ and γ with radius (1 < < R). The geometric symmetry suggests that the eigen-modes of B Σ are provided by the Fourier modes (cos(kθ)) k≥1 . The calculation of the eigenvalue related to λ = cos(kθ) requires the determination of χ λ solution of (6.8)-(6.10) where f = 0 in (6.8) and χ λ = λ instead of (6.9). Then we compute η λ satisfying the transmission problem (6.4)-(6.7) wheref = 0 and [η λ ] = χ λ instead of (6.6). The overall calculus are realized for both problems by means of the method of the variables separation. We obtain that
, and
The eigenvalues of B Σ are then given by 
Sorting them in an increasing order with a single index p = (m + 1) + ( + 1) we obtain that μ p = O(
According to Proposition 5.2, these are expected trends.
Remark 8.1. The iterating operator B Σ for the version of the Schwarz algorithm analyzed in [24] has the following eigenvalues
When the external radius R grows to infinity which corresponds to exterior problems, we obtain
The correction added to the Schwarz method produces an algorithm almost twice faster in addition to the implication it has on the computation of the iterates (η m ) m , that turns out to be cheaper.
Numerical discussion
We assess the TOS method for the Poisson problem in cracked and perforated unbounded domains through three numerical experiences. The finite element approximation of (χ m ) m and the computation of (η m ) m are obtained by MELINA (see [27] ). It was necessary to implement new procedures dedicated to TOS method. The meshes in ω γ and Ω γ are generated by means of the EMC2 program (see [20] ).
We first address the computation of the 'electrical' potential created by a quadrupole constructed by superimposing two dipoles with parallel moments. The four conductors are circular with radius 0.3 and they are centered at points (±1, ±1). Their union gives the internal Ω γ and γ = ∂Ω γ . The safe domain is the whole plane R 2 and the perforated domain Ω γ = R 2 \ Ω γ . The electrical charges in the conductors are concentrated along the surface with a piecewise constant density ρ. The north and east poles are positively charged so that ρ = 1 while the south and west poles are negatively charged to ρ = −1. We have therefore to solve the exterior Poisson problem on a perforated domain Ω γ ,
This is similar to the problem (6.1)-(6.3) where K(·) = 1 and the boundary Γ is located at infinity. Notice that when writing down the TOS method following (6.11)-(6.14) and (6.15)-(6.17), the advantages are even substantially increased since the problem (6.11)-(6.14) is explicitly solved by means of the appropriate integral representation to obtain (η m+1 ), as indicated in Remark 1.5. Procedures for the computation of the integral (1.18) are available in MELINA with a highly accurate quadrature formulas (see [27] ).
We realize two experiences. One is related to a connected ω γ . Σ is the union of the edges of the square centered at the origin with edges of length 4 unities and ω γ is that square minus the quadrupole. The second calculation corresponds to a 4-connected interface Σ. Each connected component is a circle (concentric to a conductor) of radius 0.5 and each connected component of ω γ is therefore the union of the four annular domains with double radius (0.3, 0.5). The symmetries with respect to both x 1 -and x 2 -axis are taken into account during the simulation so that the computations are run only on a the north-eastern quarter part of the domain. The equipotentials computed by the TOS method are depicted within the domain ω γ in Figure 3 . Both computations reproduce similar equipotentials at the vicinity of the electrical conductors. We measure the difference between both potentials to approximately 10 −4 (in ω γ ). More calculations are run when the x 2 -symmetry of the quadrupole is broken by slightly moving the vertical conductors downward by a distance = 0.4. The simulations are achieved on the whole domain ω γ this time. Overall indicators and observations described for the symmetric quadrupole are also valid here (see Fig. 4 ). The curves of Figure 5 , representing the residual versus the iterations, illustrate the linear convergence of the TOS method.
The second experience is involved in a cracked domain. We again compute the electrical potential by the same non-symmetric quadrupole where the conductors are flattened as in Figure 6 . To exaggerate the jumps of the potential across the conductors we assume them charged with different densities on both sides. The charge density is ρ = 2 on the east side of the northern conductor and ρ = 1 on the west side. Along the eastern conductor ρ is 2 along the north side and 1 along the south side. The densities of the other conductors are obtained by an odd symmetry with respect to the center of the quadrupole (ρ = −2 or ρ = −1). Let us notice that the non-connected computational domain is composed of elongated rectangles that fit the geometry of the conductors. The equipotentials represented in there show the jumps of the potential across the cracks. This has no effect on the behavior of the TOS method as illustrated by the convergence curve in Figure 7 . Indeed, the convergence rate is linear and decreases when the computational domain grows in size. We also provide in Figure 7 the convergence curves for the preconditioned GMRES method for the nonsymmetric flat quadrupole. It is noticeable that unless the sub-domain ω γ is very thin the TOS method by itself ensures a reasonable convergence rate and is an afforded tool to zoom the calculations at the vicinity of the cracks.
We perform the last experience in a medium with a discontinuous permettivity K to figure out how the TOS method and GMRES behave. The non-symmetric quadrupole considered in the first test is immersed in a two layered medium. Each of the conductors is enclosed by a concentric annular medium with K = 0.25 while the permettivity of the surrounding medium is K = 1. Equipotentials are represented in Figure 8 for both connected and non connected ω γ . The convergence curves are depicted in the right diagram of Figure 7 . We observe the expected convergence speed of the TOS method. As for the preconditioned GMRES method, the convergence is obtained in a few iterations so that one could hardly observe the asymptotic behavior of the algorithm as predicted in Theorem 5.3. Figure 8 . Equipotentials of the quadrupole immersed in a non-homogeneous medium.
Conclusion
We consider the particular adaptation of the Schwarz method with a Total Overlap, introduced in [3] , by reformulating the transmission conditions that glue the subregions to each other. The advantages are multiform. The algorithm under interest is more competing than the original overlapping Schwarz method (even with a complete overlap) since it may be twice faster as illustrated by the example of Remark 8.1. Economically, the sub-problem, set in the whole domain, is most often well conditioned and may be solved rapidly, especially for simple shaped domains (see [28] ). This algorithm may be used as a numerical zooming device in the regions of small scales, we refer to [2, 21] for some applications of a similar (Chimera Schwarz) approach in fluid mechanics. We are also involved in the TOS method used as a preconditioner for Minimum Residual Krylov Sub-spaces methods. The results established for the preconditioned GMRES show a super linear convergence which is assessed by some analytical and numerical calculations. Similar convergence estimates are expected to hold for variational type discretizations, though they arise many challenging interrogations with the subjacent matching grids issue. Tips and hints for numerical implementation may be found in [21] for the Zooming Chimera-Schwarz method. The ideas exposed in the present work may be applied as well to non-linear cracks where unilateral Signorini conditions are prescribed. Stating linear convergence results for the TOS method is aimed in a future work.
Two technical lemmas
We prove that the operator H Σ = (I + B Σ ) defined in (3.2) is an isomorphism on H 1/2 (Σ). Since B Σ is compact, using the Fredholm Alternative we deduce that the H Σ has a closed range in H 1/2 (Σ). If we show that the kernel of the adjoint operator (H Σ ) * , defined in H −1/2 (Σ), is reduced to the trivial {0}, we conclude that H Σ is an isomorphism on H 1/2 (Σ). Let be given μ ∈ H −1/2 (Σ), we denote η μ ∈ H 1 (Ω) the unique solution of We have therefore ζ μ = 0. We deduce that η μ vanishes outside Σ and then on the whole domain Ω. As a result, we obtain that μ = 0 and hence, N ((H Σ ) * ) = {0}. This implies that R(H Σ ) is dense in H 1/2 (Σ). Since it is closed, H Σ is onto and is then one-to-one. The proof is completed by the closed range theorem.
A dual variational formulation allows to give a mathematical sense to the corresponding χ λ ∈ H 1/2 (ω γ ) for λ ∈ L 2 (Σ) and thereby to extend the operator B Σ to L 2 (Σ). Here again, the elliptic theory tells that the resulting operator, still denoted by B Σ , is compact. Its adjoint is the restriction of (B Σ ) * to L 2 (Σ). The following can be established in the same lines as Lemma 10.1.
Lemma 10.2. The linear operator H Σ = (I + B Σ ) is an isomorphism on L
2 (Σ).
