Introduction
Nowadays, q -calculus is quite a popular subject in mathematics because the subjects of q -calculus include number theory, quantum theory, statistical mechanics, combinatorics, quantum groups, quantum exactly solvable systems, etc. The first results in this calculus belong to Euler (1707-1783)m who introduced q -calculus in the tracks of Newton's infinite series (see [4] ). Since then, it has been widely studied by many authors. Some new results in q -calculus can be found in [1, 3] and the references cited therein.
On the other hand, for solving various problems in mathematics, eigenfunction expansion theorems are important because we encounter the problem of expanding an arbitrary function as a series of eigenfunctions whenever we seek a solution of a partial differential equation by the Fourier method. The eigenfunction expansion is obtained by several methods, such as the method of contour integration, the method of integral equations, and the finite difference method (see [5, 6, 11, 13] ).
In [2] , Annaby et al. investigated the eigenfunction expansions for singular q -Sturm-Liouville problems on [0, ∞) by using Titchmarsh's method. In the present article, we exploit the results of [2] to obtain a Parseval equality and an expansion theorem for a singular q -Sturm-Liouville operator on the whole line.
Preliminaries
In this section, we recall some necessary fundamental concepts of q -calculus. Following the standard notations in [1] and [9] , let q be a positive number with 0 < q < 1, A ⊂ R = (−∞, ∞) and a ∈ A. A q -difference equation is an equation that contains q -derivatives of a function defined on A. Let y be a complex-valued function on A. The q -difference operator D q , the Jackson q -derivative, is defined by
We know that there is a connection between the q -deformed Heisenberg uncertainty relation and the Jackson derivative on q -basic numbers (see [12] ). In the q -derivative, as q → 1, the q -derivative is reduced to the classical derivative. The q -derivative at zero is defined by
if the limit exists and does not depend on x. A right-inverse to D q , the Jackson q -integration [8] , is given by
provided that the series converges, and
The q -integration for a function is defined in [7] by the formulas
A function f that is defined on A, 0 ∈ A, is said to be q -regular at zero if
for every x ∈ A. Through the remainder of the paper, we deal only with functions that are q -regular at zero.
If f and g are q -regular at zero, then we have
q (R) be the space of all real-valued functions defined on R such that
The space L 2 q (R) is a separable Hilbert space with the inner product
q (R) (see [2] ).
The q -Wronskian of y (x) and z (x) is defined to be
Main results
Let us consider the q -Sturm-Liouville problem
where λ is a complex eigenvalue parameter, u is a real-valued function defined on R and continuous at zero, and u ∈ L 1 q,loc (R) . We will denote by ϕ 1 (x, λ) and ϕ 2 (x, λ) the solutions of the equation (2) that satisfy the initial conditions
Let [−q −m , q −m ] be an arbitrary finite interval where m ∈ N. Now we will consider the boundary value problem (2) with the boundary conditions
.. be the eigenvalues and y 0 , y ±1 , y ±2 , ... the corresponding eigenfunctions of the problem (2)-(4). Since the solutions of this problem are linearly independent, we get
There is no loss of generality in assuming that |c n | ≤ 1 and |d n | ≤ 1. Set
. If we apply the Parseval equality (see [2] ) to f (x) , then we obtain
Now we will define the step function
where
Now we will prove a lemma.
Lemma 1 There exists a positive constant
where Λ does not depend on q −m .
Proof From (3), we have
where δ ij is the Kronecker delta. Thus, there exists a k > 0 such that
Let f k (x) be a nonnegative function such that f k (x) vanishes outside the interval [0, k] with
Now, if we apply the Parseval equality (6) to
Using (8) and (9), we obtain
Now, if we apply the Parseval equality (6) to f k (x) (h = 1, 2) , then we get
If we take h = 1 in (11), we have
) .
we get
Putting h = 2 in (11), we get
If we add the inequalities (13) and (14), then we get
Hence, we obtain the assertion of the lemma for the functions µ 
Theorem 3 ([10]) Assume that (w n ) n∈N is a real, uniformly bounded sequence of nondecreasing functions on a finite interval a ≤ λ ≤ b, and suppose
lim n→∞ w n (λ) = w (λ) , a ≤ λ ≤ b.
If f is any continuous function on
Let ϱ be any nondecreasing function on −∞ < λ < ∞. Denote by L 2 ϱ (R) the Hilbert space of all functions f : R → R that are measurable with respect to the Lebesgue-Stieltjes measure defined by ϱ and such that
with the inner product
The main results of this paper are the following three theorems.
Then there exist monotonic functions µ 11 (λ) and µ 22 (λ) , which are bounded over every finite interval, and a function µ 12 (λ), which is of bounded variation over every finite interval with the property
We note that the function µ = (µ ij )
is called a spectral function for the equation (2).
Proof Assume that the function f n (x) satisfies the following conditions:
2) The functions f n (x) and D q f n (x) are q -regular at zero.
3) f n (x) satisfies the boundary conditions (4).
If we apply the Parseval equality to f n (x), we get
Then, by integrating by parts, we obtain
Thus, we have
Using (16), we obtain
Furthermore, we have
Consequently, we get
By Lemma 1 and Theorems 2 and 3, we can find sequences {−q −m k } and {q −m k } such that the function
As κ → ∞, we get
Choose functions {f η (x)} satisfying conditions 1-3 and such that
Then we have
as η 1 , η 2 → ∞. Therefore, there is a limit function F that satisfies
by the completeness of the space L 2 µ (R) . Now we will show that the sequence (K η ) defined by
. By a similar argument, G (λ) be defined by g.
It is obvious that
otherwise.
Then we have 
which is called the generalized Parseval equality.
Proof It is clear that F ∓ G are transforms of f ∓ g. Therefore, we have
Subtracting one of these equalities from the other one, we get the desired result.
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which is called the expansion theorem.
Proof Take any function f s ∈ L 
From Theorem 5, we get
By (18) and (19), we have
Using the Cauchy-Schwarz inequality, we obtain
If we apply this inequality to the function
otherwise, then we get
Letting s → ∞ yields the expansion result. 2
