The problem of merging two sequences of elements which are stored separately in two processing elements (PES) 
Introduction
This paper considers an important aspect of parallel sorting algorithms on asynchronous distributedmemory machines. The algorithms of interest to us first perform a local sort on each processing element (PE), then perform a sequence of merges to globally sort the data. Each merge involves pairs of PES. The two PES in a pair merge their two sorted sequences, and each P E keeps half of the merged sequence. It is known that this "merge-split" scheme can be applied to achieve high efficiency if a large sorting problem is t o be solved on a machine with many relatively small processing elements [1, 31.
The most straightforward method for merging is first to transfer a sequence of elements from one P E to the second PE, then to merge the two sequences in the second PE, and finally to transfer the upper half (or lower half) back to the first PE. This method is inefficient, both because of its memory requirements, and because of the load imbalance -only one PE in each pair is active during the merging. The efficiency can be improved by taking advantage of the following observations.
To merge two sequences of elements, it is only necessary for each P E to transfer a portion of its sequence to the associated PE. In many sorting methods, e.g., odd-even transposition sort [3], Batcher' s merge-exchange sort [2] , and parallel Shell sort [SI, the entire set of elements becomes more nearly sorted after each iteration, so the portion of the sequence to be transferred from a PE tends to decrease. If we have an algorithm which can efficiently find the exact number of elements to be transferred between any pair of PES, we may reduce the cost of the merge operation and communication, as well as partly solving the problem of load balancing. Our first algorithm (Algorithm 1 below) finds the exact number of elements to be transferred in log, N communication steps, where N is the length of the sequence stored in each PE's local memory. At each communication step one element is sent and received by each PE. The algorithm works well on distributed memory machines such as the Thinking Machines CM5 and the Fujitsu APlOOO [7] , because these machines have a small "startup" time for communication and a small message latency, so the time for running the procedure is small in comparison to the total communication time. On a machine with a high message latency, the algorithm would be costly. Our second algorithm (Algorithm 2 below) requires only log, N communication steps (for X 2 2) to find the exact number of elements to transfer, if we allow X -1 elements to be transferred at each step. By properly choosing A, the running time of the algorithm can be reduced.
In Section 2 algorithms for finding the exact number of elements to be transferred are derived. Experimental results on the Fujitsu APlOOO are given in Section 3. We use the odd-even transposition sorting method as an example to show the efficiency gained by using the algorithm. The odd-even transposition sort requires only nearest-neighbour communication in a one-dimensional array, so is applicable to most special-purpose machines with restricted communication topologies. Conclusions are drawn in Section 4.
Algorithms
To simplify our discussion, we assume in the following that the elements are distinct, are sorted in increasing order in each PE, and that each PE has the same number ( N ) of elements. A processing element is referred to as PE1 (or PE2) if it stores the first half (or the second half) of the total elements after a merge. The elements in each PE are enumerated from 0 to N -1. The (k + l)th element in PE1 (or PE2) is referred to as e t (or e k ) , for 0 5 k < N .
In the following Lemma we set e-1 and e'_l to -CO and e N and e h to +CO so that the inequalities still hold in two extreme cases when Ii = 0, that is, no element in PE1 is smaller than any element in PE2; and when Ii = N , that is, no element in PE1 is greater than any element in PE2. 
Lemma 1 To merge t w o sorted sequences of N elem e n t s each stored in one PE, the exact number of elem e n t s t o be transferred between the t w o PES is
Proof. Our aim is to merge two sorted sequences and store the first half in PE1 and the second half in PE2. Suppose that Ii is chosen so that the two inequalities in (1) are satisfied. Since the original sequences are sorted, we have e K > eK-1 and > e h -K -l . We transfer the last N -IC elements from PE1 to PE2 and the first N -K elements from PE2 to PE1. It is easy to see that, after the transfer, the largest element in PE1 is max(eK-l,e&-K-l), and the smallest element in PE2 is min(eK, e h -K ) . Thus, no element in PE1 is greater than any element in PE2.
On the other hand, if Ii' is chosen so that either of the two inequalities in (1) is not satisfied, there must be at least one element in PE1 that is greater than the smallest element in PE2 after the transfer.
Corollary 1 G i v e n a n arbitrary index
Proof.
An illustration of the proof is given in Fig. 1 . The two vertical lines represent the two sequences, while an arrow line pointing from the left (or right) sequence to the right (or left) sequence indicates e, > e h -z -l (or e, < eh-,-l). that eK > e k -K -l . Thus the element e k must be greater than ek-k-l. The proof for the first inequality is similar.
Corollary 2 T h e index
Proof. Suppose that there is another index Ii'' satisfying the inequalities (l), as shown in Fig. 2 
. If
Ii" > IC, we have K' -1 2 I<, and thus the element eKt-1 is greater than e h -K ' , by Corollary 1.
In either case the result is a contradiction. Thus Ii' satisfies the inequalities (1) if and only if K' = IC.
Algorithm 1
Using the above lemmas, a simple "bisection" algorithm can be derived to find the exact number of elements to be transferred between two PES, or more , mid] , by Corollary 1. This is illustrated in Fig. 3 . In either case the interval (top, bottom] can be updated.
The procedure is applied until there is only one element in the interval. It is easy to see that [log, NI steps2 are required to find the index Ii'.
This algorithm has been implemented on both the CM5 and the Fujitsu APlOOO [7] . The results are good because both machines have a small message latency, so the time for finding Ii' is small in comparison with the total communication time. On a machine with a high message latency, the communication costs due to multiple small messages would be considerable.
A modification of Algorithm 1 can reduce the search interval by more than a factor of two at each step, and thus reduce communication startup costs. The modification follows from Lemma 2. In the lemma, if ek > e)N-top-l, we define k' = top, and if ek < eh-bottom-l, we define k" = bottom.
Lemma 2 Suppose that K is within the interval (top, bottom] and that k is an index in the interval.
'Note that with our conventions t o p 5 bottom. 4 ).
Using Lemma 2, a search procedure is required at each step in order to find the index I C' or IC". Since the search interval may be reduced by more than half, the number of steps may be less than the number required by Algorithm 1. Note that the number of steps may still be close to logzN in the worse case, which may occur when 17 is close to 0 or N -1. In next paragraph we describe a new algorithm (Algorithm a), in which X -1 elements (A 2 2) are allowed to be transferred from PE1 to PE2 at each step, and the total number of steps is about logx N . By properly choosing A, the time to find Ii' can be reduced significantly.
Algorithm 2
Divide the search interval into X smaller intervals with each of these intervals containing ca elements. We may obtain X -1 elements in PE1. The original index of the first of these elements is top+cl, and the original index for the Ith element is ci, where CO = top. The A-1 elements are sent from PE1 to PE2. Once the I elements are received by PE2, a similar procedure to that for finding the exact number described previously is applied to find, from the X -1 elements, the index of the kth element which satisfies the two inequalities -( L -c k ) -l where eL is the kth element and L is its original index.
Likewise eL-ck is the ( k -l)th element and L -ck is its original index. The only difference between this procedure and Algorithm 1 is that all computations are performed locally and no extra communication is required in the procedure since the X -1 elements have already been sent from PE1 to PE2.
Lemma 3 If the above procedure as applied, the in-
Proof. We prove that the two inequalities (3) cannot both be satisfied if index I< is not in the interval. If
easy to see that in either case the inequalities in (3) cannot both be satisfied. Therefore, index I< must be
Since X -1 elements are sent to PE2 at each step, a much smaller search interval can be decided for the next step, and the total number of steps required to find the exact number is decreased. Supposing that all intervals have equal size at each step, the total number of steps is only log, N . If X is not very large, the "startup" time for communication will be dominant in the running time of Algorithm 2. Therefore, Algorithm 2 will be more efficient than Algorithm l , by a factor of about log, A. Our experimental results on the Fujistu APlOOO confirm this prediction.
It is worth noting that the two algorithms are exactly the same if X is set to one and the two intervals at each step are equally divided in Algorithm 2. Therefore, Algorithm 1 is just a special case of Algorithm 2. We use the odd-even transposition sort as an example to show that the efficiency can be gained by adopting the algorithms described in Section 2. Our experimental results were obtained on the Fujitsu APlOOO located at the Australian National University. The F'ujitsu APlOOO is a distributed memory MIMD machine with up to 1024 independent 25 MHz SPARC processors for processing elements. (Our machine has The odd-even transposition sort is not optimal for the APlOOO (better methods are given in [7] ), but we use it because it only requires nearest-neighbour communication in a one-dimensional array. The methods of [7] take advantage of the wormhole routing and use more general communication patterns (for example, communication along the edges of a hypercube). In our examples the 128 PES are configured as a onedimensional array.
The original odd-even transposition sorting algorithm described in [3] , and the modified algorithms that utilise Algorithms 1 and 2, have been implemented to sort large sets of 32-bit integers on 128 PES. The algorithms described in Section 2 work almost equally well on the APlOOO for moderate values of A. This is because the APlOOO has a small message latency (less than 100 psec). Thus, the cost of finding Ii' is only a small portion of the total communication cost, and the overall efficiency gained by using X > 2 is small.
Some experimental results are given in Table 1 . In this table "Program 1" is the program implemented for the original odd-even transposition sorting algorithm, and "Program 2" is a modified version which incorporates Algorithm 2 (as discussed in Section 2) with X = 10. It is clear that the use of Algorithm 2 approximately doubles the efficiency of the sort.
Conclusions
We have described several algorithms for finding the exact number of elements to be transferred between two PES when merging two sequences of elements stored separately in the PES. Although the algorithms require a number of communication steps to send/receive small messages between the PES, a large gain in merging efficiency can be obtained. This is because the merge operations are performed by two PES instead of just one PE, the computational load is better balanced, and the cost of transferring large messages between the PES may be reduced.
When the odd-even sorting method is implemented on the AP1000, Algorithm 1 and Algorithm 2 (with X > 2 but not too large) are almost equally effective in reducing the merge time. This is because the APl000 has low message latency. The difference between the Algorithms 1 and 2 would be more significant on a machine with a high message latency.
