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Abstract
Speaker recognition systems have evolved to a point where near perfect performance can be
obtained under ideal conditions, even if the system must distinguish between a large number
of speakers. Under adverse conditions, such as when high noise levels are present or when the
transmission channel deforms the speech, the performance is often less than satisfying.
This project investigated the performance of a popular speaker recognition system, that use
Gaussian mixture models, on speech transmitted over a high frequency channel. Initial experi-
ments demonstrated very unsatisfactory results for the base line system.
We investigated a number of robust techniques. We implemented and applied some of them in
an attempt to improve the performance of the speaker recognition systems. The techniques we
tested showed only slight improvements.
We also investigates the effects of a high frequency channel and single sideband modulation on
the speech features of speech processing systems. The effects that can deform the features, and
therefore reduce the performance of speech systems, were identified.
One of the effects that can greatly affect the performance of a speech processing system is
noise. We investigated some speech enhancement techniques and as a result we developed a
new statistical based speech enhancement technique that employs hidden Markov models to
represent the clean speech process.
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Opsomming
Sprekerherkenning-stelsels het 'n punt bereik waar nabyaan perfekte resultate verwag kan word
onder ideale kondisies, selfs al moet die stelsel tussen 'n groot aantal sprekers onderskei. Wan-
neer nie-ideale kondisies, soos byvoorbeeld hoë ruisvlakke of 'n transmissie kanaal wat die
spraak vervorm, teenwoordig is, is die resultate gewoonlik nie bevredigend nie.
Die projek ondersoek die werksverrigting van 'n gewilde sprekerherkenning-stelsel, wat ge-
bruik maak van Gaussiese mengselmodelle, op spraak wat oor 'n hoë frekwensie transmissie
kanaal gestuur is. Aanvanklike eksperimente wat gebruik maak van 'n basiese stelsel het nie
goeie resultate opgelewer nie.
Ons het 'n aantal robuuste tegnieke ondersoek en 'n paar van hulle geïmplementeer en getoets
in 'n poging om die resultate van die sprekerherkenning-stelsel te verbeter. Die tegnieke wat
ons getoets het, het net geringe verbetering getoon.
Die studie het ook die effekte wat die hoë-frekwensie kanaal en enkel-syband modulasie op
spraak kenmerkvektore, ondersoek. Die effekte wat die spraak kenmerkvektore kan vervorm en
dus die werkverrigting van spraak stelsels kan verlaag, is geïdentifiseer.
Een van die effekte wat 'n groot invloed op die werkverrigting van spraakstelsels het, is ruis.
Ons het spraak verbeterings metodes ondersoek en dit het gelei tot die ontwikkeling van 'n
statisties gebaseerde spraak verbeteringstegniek wat gebruik maak van verskuilde Markov mod-
elle om die skoon spraakproses voor te stel.
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Notation and operations
Analog signals
x(t) Analog signal.
F {.} Fourier transform operation.
F-1 { .} Inverse Fourier transform operation.
X(w) Fourier transform pair of x(t).
H(w) Transfer function in the frequency domain.
Digital signals
x(n) Digital signal.
TJ(n) Noise signal.
Z +I Z-transform operation.
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Matrix and Vector
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v Any bold lower case letter and Greek symbols denotes a vector.
(.)T Transpose of input.
(.) * Complex conjugate of input.
(-)H Hermitian transposition of input.
Statistical
P(A) The probability of event A.
P(AIB) The probability of event A given that event B occurred.
E[·] Expectation of a function.
f(xIA) The probability density function (PDF) of x, given the model A.
r (n) Autocorrelation parameter.
Linear prediction and the cepstrum
ak The k'th autoregressive (AR) parameter or linear prediction (LP) coefficient.
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fM Forward prediction error.
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Speaker recognition
mi Gaussian mixture weights.
JL Gaussian PDF mean vector.
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A Compact notation for Gaussian mixture model (GMM) parameters.
,B(AaIAb) Speaker identification cost function. The cost of selecting Aa if the observed feature
vector belonged to Ab,
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Hilbert transform and single sideband modulation
x(t) Transmitted signal.
x(t) Hilbert transformed signal of x(t).
x(t) Demodulated signal.
y+ (t) Upper sideband.
y _ (t) Lower sideband.
We Carrier frequency.
6.w Frequency error.
e Phase error.
Hidden Markov model
Si The i'th state.
qn State at time n.
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aij Transitional probability, the probability of going from the current state, i, to the next state,
J.
A Transition probability matrix.
Di The i'th observation.
7ri The initial probability of state i.
tt Initial probability vector.
Vi Observation sequence corresponding to the output of an HMM.
bj (k) Observation probability of the k'th possible observation of the j'th state.
B Observation probability matrix.
_).Compact notation for HMM.
Other
~ Real numbers.
S (w) Power spectrum.
w (n) Window function.
u(t) Unit step function.
sgn( w) Signum function.
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Chapter 1
Introduction
1.1 Motivation
The field of speech processing attracted much research during the past few decades. The field
matured to a point where many applications, such as speech recognition, speaker identifica-
tion/verification and language recognition, are achieving near perfect recognition results under
ideal or well controlled conditions. For example, a less than 0.5% error rate for speaker inde-
pendent connected digit recognition using the TIDIGITS database [1], about 5% error rate for
speaker-independent continuous speech recognition of a 1000 word vocabulary in the ARPA
Resource Management task [2], and less than 0.5% recognition error for speaker identifica-
tion with 630 speakers using the TIMIT database [3]. However, in practical applications these
recognisers have to operate under conditions that are very different from the ideal laboratory
environments. The speech can be contaminated by additive noise and by the transfer function
of the transmission channels (convolutional noise). For example, the transfer functions of tele-
phone channels differ from one another and also change over time. The presence of these effects
have become a major obstacle to commercial use of speech recognition techniques.
It is well known that recognition accuracy drops rapidly if noise is added to the speech or if
the testing and training conditions mismatch, even if the system is used in better signal-to-
noise ratio (SNR) environments than what the system was trained in [4, 5]. Efforts have been
3
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made to reduce the mismatch between training and operating conditions. One technique is
to train different models for various SNR conditions [5, 6]. While this method demonstrates
improvement in recognition results, it is a very impractical solution. A more realistic way to
try to improve on the situation is to search for ways to improve the robustness of the techniques
used. This includes using models or feature vectors that are more invariant to noise and channel
changes, enhancing the corrupted speech, or adapting the speech models.
In addition to work on basic techniques, a significant amount of research is done on more
specialised situations and applications. This project started out in this direction. We were faced
with the problem of speaker identification on speech transmitted over high frequency (HF)
channels. An HF channel introduces some interesting problems, such as fading, Doppler shifts
and multi-path signals.
Initial experiments, using standard techniques, produced very unsatisfactory results, even com-
pared to that of telephone channels. Subsequent studies, employing robust techniques, didn't
show much improvement in the results. It was therefore decided to study the HF channel in
order to determine the causes of such bad performance. Based on the analysis the second part
of this study examined possible ways to improve the situation.
1.2 Background
There are four notable levels where attempts can be made to increase the robustness and perfor-
mance of speech based pattern recognisers:
• The most basic level is the speech itself. Any improvements made on this level will
propagate through the system and consequently make the work of the consecutive stages
easier. Work done on this level consists of enhancing the quality of speech, such as noise
removal.
• The next is the feature level. The choice of the correct feature representation is a difficult
one. A feature vector performing well in one situation is not always the best choice in
other situations. The most popular features in speech processing systems are the linear
4
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prediction coefficient cepstrum and Mel-warped cepstrum. Improvements on this level
consists of modifying the basic cepstral features and in some cases using new or hybrid
feature vectors .
• The third level considers the models and classifiers used for training and testing. The aim
here is to choose a model that represents the pattern to be recognised as close as possible
under the given conditions and with the available training data.
• The fourth level consists of processing the likelihood scores. On this level techniques are
introduced to process the available scores from the classifier in such a way as to improve
the overall performance of the system.
1.2.1 Speech enhancement
In all speech processing systems the presence of background interference causes the quality and
intelligibility of speech to degrade, resulting in decreased performance. The purpose of speech
enhancement algorithms are to reduce background noise, minimise channel transformations,
suppress interfering background speakers, or to improve the quality of the speech. This report
will focus on algorithms designed to remove additive background noise, thereby possibly im-
proving the quality and intelligibility of speech signals. Background noise includes broadband
noise, such as Gaussian white noise, that is added to the speech signal. By improving the qual-
ity of corrupted speech we also improve the performance of speech processing systems, such as
speech and speaker recognition.
When evaluating speech enhancement algorithms we need some objective measure, such as
signal-to-noise ratios, articulation index or the Itakura measure, to compare or quantify the
level of noise present. However, it should be noted that these measures are not always in accor-
dance with the subjective perception of a human listener [7, p.502]. It could be that a speech
enhancement system that improves the SNR of a speech signal inadvertently degrades the in-
telligibility of the spoken words. Depending on the application of the enhanced speech it might
be more desirable to rather increase the intelligibility (perceptive quality) of the speech instead
of its objective measured quality.
5
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Speech enhancement methods can broadly be classified into techniques based on stochastic
processing of speech models and techniques based on perceptual aspects of speech. There
can further be differentiated between methods that work on a single channel and methods that
require multiple channels to function properly. Most applications of interest to us have only one
available channel. Examples of this are telephone and radio communication channels. In this
light we will put more emphasis on single channel speech enhancement techniques.
1.2.2 Feature vector analysis
One of the most important aspects of any speech processing system is the extraction of feature
vectors from the speech signal. Feature selection is the process of mapping the original mea-
surements into a more effective space. Digitised speech usually consists of large amounts of
data. While all this information is required to represent the speech waveform, the speech pro-
cess can be represented by much less. This is due to the fact that the characteristics of speech
change slowly compared to that of the speech waveform. The goals of feature extraction is to
compress the available information in such a way as to select the best features to represent the
speech signal for the application at hand.
1.2.3 Models and classifiers
The heart of a speaker recognition system lies in the choice of model to represent the speakers.
The model should exploit some characteristics of the speaker. In this report only probabilis-
tic models will be considered. A probabilistic model uses probability distributions to model
speakers and make classification decisions using probabilities.
Probabilistic models can be divided into parametric and non-parametric models. Non-parametric
models assume very little about the probability density function. Examples of non-parametric
models are nearest neighbour [8] and vector quantisation (VQ) [9, 10] models. Parametric mod-
els assume a predefined structure that is characterised by the structure parameters. Examples of
parametric models are Gaussian and Gaussian mixture models (GMM) [11,12]. The advantage
6
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of parametric models are that less data are required to specify the model [6]. The drawback is
that the restricted structures may not be adequate for the modelling task [6].
The GMM is currently one of the most popular speaker models and has become the standard
for both speaker identification and verification. It is also the model used in this project.
1.2.4 Scoring
The recognition system's classifier returns a score, usually a log likelihood score, for each
model that participated in the classification process. For an utterance under test the log likeli-
hood scores of each model can be summed (under the assumption that the feature vectors are
independent) to produce a total score for the whole utterance. The model with the highest score
is then selected as the one with the highest likelihood to represent the given test data.
A few robust scoring methods are discussed in [6], of which the two most significant of these
are mentioned here. In both methods the segments evaluated are ranked from the lowest to
highest scores. The first method sums only the top N scores of each model and then select
the model that produced the highest summed log likelihood score. The idea being that, under
adverse conditions, the highly contaminated speech segments will have equally low scores for
all the models, while the less contaminated regions will still score high for the correct speaker.
We therefore only consider the top N scores under the assumption that the data vectors that
produced the highest scores suffered the least from the speech contamination. The second
method sums the top N to M ranked scores of each model and then select the model with the
highest summed score. In other words the N best scores are selected and from these the top
M scores are discarded. The reason is that anomalous events can occur that may score very
high for one speaker model, but score low for all other models. This method try to eliminate
these events at the price of possibly excluding valid segments. In the experiments provided in
[6], the N best method performed consistently better than summing all the available scores. It
also outperforms the M to N method in most test cases. This demonstrates that throwing away
some of the top scores are, in general, not a good idea.
7
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1.3 Literature study
1.3.1 Speech enhancement
In this section we present a number of speech enhancement techniques. The first technique,
spectral subtraction, removes the additive noise component in the spectral domain. The second
technique, noise masking, uses a phenomenon of the human auditory system to perceptually
suppress the noise signal. In the last section we will discuss a number of statistical based speech
enhancement techniques. In addition to these methods, the interested reader can also investigate
wavelet de-noising [13, 14, 15]. Due to time restrictions this technique was not pursued in this
study.
1.3.1.1 Spectral subtraction
In spectral subtraction [16] the assumptions are made that the noise and speech are uncorrelated
and additive in the time domain and that the noise characteristics change slowly compared to
that of the speech. If this is true the power spectrum of the noisy signal is the sum of the speech
and noise power spectrum. The noise spectrum can be estimated during silent periods of the
speech signal. This estimate is then subtracted from the power spectrum of the noisy signal to
obtain an estimate of the power spectrum of the original uncorrupted speech signal.
While fairly simple and effective this method exposes the following problems:
• This method relies on detecting silent periods in the speech signal to estimate the noise
power spectrum. Consequently, if there are only a few silent segments in the speech, the
algorithm might use an unvoiced speech segment to obtain the noise estimate, which is
obviously not desirable .
• By blindly subtracting the estimated power spectrum of the noise from the power spec-
trum of the speech signal, the resulting spectrum may have negative values. An ad hoc
technique is then required to make the negative values positive. In some cases the negative
8
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values are set to zero and in other cases it is set to a small positive value. This non-linear
operation produces a type of noise that is commonly termed musical noise [7, p.S10].
1.3.1.2 Noise masking
Noise masking [17] is a psychological phenomenon based on the human perception of speech.
A person can not detect an acoustic stimulus whose level is lower than the masking threshold
generated by another acoustic stimuli. Stated differently: the human auditory system is inca-
pable of distinguishing two signal components close in the time or frequency domain. When
listening to speech corrupted with noise, some of the noise is perceptually suppressed by the
masking phenomena.
Noise masking is usually used as a preprocessing step for speech processing, not as a method
to enhance the speech quality for listening. Since this technique tries to emulate the human
masking system, there wouldn't be much difference to the human ear if the synthetic masking
operation succeeded. Examples of the application of noise masking can be found in [17, 18, 19,
20].
When a speech signal is corrupted by high noise levels, noise masking may have no effect. This
is due to the fact that even the higher energy bands of the speech could contain less energy than
the noise mean [21].
The threshold for noise masking approximately corresponds to the background noise levels and
it requires an accurate estimate for proper operation. No information about the speech can then
be derived from observations that fall below this level.
1.3.1.3 Statistical modelling and estimation
A more exciting category of speech enhancement is the collection of techniques based on sta-
tistical analysis of the speech and noise signals.
One of the first approaches [22] is autoregressive (AR) all-pole modelling and Wiener filtering
9
UNM.RSlTEIi STELLENBOSCH
BIBUOTEEK
Stellenbosch University http://scholar.sun.ac.za
Chapter 1: Introduction Literature study
of the speech. This method is based on iterative maximum a posteriori (MAP) estimation of
the linear prediction (LP) coefficients and the enhanced speech signal. This method requires
knowledge about the noise variance to construct adaptive noneausal Wiener filters. The algo-
rithm can be divided into two iterative steps: Firstly the LP coefficients from the current speech
estimate area estimated. Secondly, an adaptive Wiener filter from the LP coefficients and noise
variance estimate is constructed. Then the Wiener filter is used to obtain the next clean speech
estimate by filtering the noisy speech.
A similarity with the expectation maximisation (EM) algorithm [23] is observed here. The
observed noise corrupted speech can be viewed as the incomplete data, while the clean speech
is the complete data. The clean speech can be iteratively estimated from the observed noise
corrupted speech using the EM algorithm.
The previous method is known as unconstrained MAP estimation of speech. A constrained
MAP estimation was introduced [24] in which vocal tract specific constraints were placed on the
spectrum of the enhanced speech between MAP iterations. Some of these constraints are based
on perceptually important characteristics, such as the stability of the all-pole speech models,
relative pole positions of the speech models and the inertia of the vocal tract characteristics (the
possible rate of change). The modifications were triggered by the following observations:
• The formants shifted their location and their bandwidth decreased with every iteration.
• Frame-to-frame pole jittering was introduced over time.
• A heuristic convergence criterion must be used for sequential MAP estimation.
• The original technique employs no frame-to-frame constraints.
The first two effects contributed to unnatural sounding speech. The improved enhancement
algorithm with the constraints over time (inter-frame) and iterations (intra-frame) attempts to:
• Stabilise the all-pole speech models.
• Ensure that the poles are not too close to the unit circle, so that the pole bandwidth is not
too narrow. This produces more natural sounding speech.
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• The vocal tract characteristics do not vary too much from frame to frame in the presence
of speech.
The constrained MAP estimation improves aspects that are of importance to human perception.
The estimation of the AR parameters can also be replaced by a constrained codebook system
[25].
It was also noted that, while speech is non-stationary, a stationary Wiener filter was employed in
the above cases. The Wiener filter can be substituted with a Kalman filter [26], which performs
better than the Wiener filter. A further improvement suggested a delayed Kalman filter. The
disadvantage of the Kalman filter is that it is computationally more expensive than a Wiener
filter.
In practice the all-pole enhancement system has notable limitations. The noisy speech samples
do not contain enough information to yield accurate estimators for both the model parameters
and the speech signal itself. The problem of insufficient data can be eliminated by constructing
the model from clean speech signals [27]. It has also been suggested that the clean speech
estimator should be dependent on speech characteristics or classes [28]. One such series of
methods employ hidden Markov model (HMM) states and classes [28, 29, 30].
A technique using HMMs is discussed in [28, 29, 31]. One HMM is used as a clean speech
model and another HMM as a noise model. Each of these two models consists of a number of
states. Each state is a mixture Gaussian AR model. After training, a Wiener filter is constructed
for each of the possible speech/noise state combinations. The clean speech is then estimated
from the noisy speech using either a MAP or a minimum mean square error (MMSE) estimator.
In both cases Viterbi decoding is used to determine the speech/noise state combinations. In the
MMSE case the noisy speech is filtered by all the Wiener filters. The clean speech estimate is
then obtained from a weighted sum of the filtered signals. The weights for the filters are the
corresponding probability of the speech/noise state combinations as determined by the Viterbi
decoder. The MMSE estimator is said to make a soft decision, because the clean speech esti-
mate is a weighted sum of all the filter outputs. The MAP estimator iteratively estimates the
speech/noise state combination and the clean speech estimate. The speech/noise state combi-
11
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nation is obtained from the current clean speech estimate using a Viterbi decoder. The noisy
speech is then filtered, with the Wiener filter corresponding to the most likely speech/noise state
combination, to produce the next clean speech estimate. The MAP estimator is said to make a
hard decision, because only the output of the most likely Wiener filter is used at each iteration.
The Wiener filters can also be replaced by Kalman filters under a dynamic system framework
[32].
1.3.2 Feature vector analysis
Over the years various speech features have been investigated. Among these are intensity [33],
pitch [34], short-time spectrum [35], LP cepstrum [36], formants [37], nasal co-articulation
[38], spectral correlation [38], harmonic features [39] and cepstral measures [33). The most
popular speech feature in recent years has been the cepstrum and it is suggested that it is su-
perior for speech processing applications [10,40). Of these, the LP cepstrum and Mel-warped
cepstrum are frequently used. In this study we will mainly focus on the LP cepstrum.
In attempts to increase the robustness of speech processing systems on the feature level, re-
searchers have either attempted to modify the features or to derive new types of features from
the LP cepstrum or Mel-warped cepstrum. Usually techniques in this category focuses on min-
imising the effect of noise, rather than removing the noise itself.
Here follows a brief synopsis of the most important techniques. A more detailed discussion is
presented in Chapter 4.
1.3.2.1 Robust features
Perceptual linear prediction (PLP)
Perceptual linear prediction [41] is based on the short-term spectrum of speech that has been
modified by psychophysical spectral transformations. The PLP technique attempts to simulate
some of the properties of hearing namely:
12
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• Critical-band resolution curve.
• Equal-loudness curve,
• Intensity-loudness power-law relation.
After these modifications have been applied in the frequency domain, LP coefficients are calcu-
lated (more detail in Section 4.1.1) to form a new speech feature. While this feature improves on
the robustness of speech recognition system it is still Gust like other features that are based on
the short-time spectrum) susceptible to changes in the frequency response of the communication
channel and noise.
Relative autocorrelation sequence (RAS) mel-scale cepstrum
This technique attempts to remove the effects of additive white (and coloured) noise by filter-
ing the temporal trajectories of short-time, one-sided autocorrelation sequences [42]. Speech
corrupted by uncorrelated noise has an additive component in the time, spectral and autocorre-
lation domain. The assumption is further made that the additive component is constant over a
short period of time. The autocorrelation sequences are differentiated over time, since constant
factors are removed by differentiation. These new sequences are called the relative autocor-
relation sequences (RASs). To form the speech feature these RASs are used (instead of the
original speech) to calculate the mel-scale frequency cepstrum. The combination is called the
RAS-MFCC. This technique will be discussed in more detail in Section 4.1.2.
1.3.2.2 Intra-frame processing of cepstral features
Discarding the zero'th order cepstral coefficient
The zero'th order cepstral coefficient is related to the energy or gain of the frame of speech of
which it was calculated. Noise and channel distortions can modify the gain in a signal signifi-
cantly, while very little information about the speaker is conveyed by it. Therefore, the zero'th
order cepstral coefficient is often discarded to improve speech processing system performance
in adverse conditions [11,43].
13
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Cepstral weighting (CW)
In cepstral weighting (CW), also known as liftering, each component of the cepstrum is weighted
by a weighting factor. Cepstral weighting can be interpreted as a window function that is be-
ing multiplied by the cepstrum. The lower order cepstral coefficients are sensitive to spectral
slope, while the higher order coefficients are more sensitive to noise [43, 44]. By defining
proper windows, the overall effects of the weighted cepstral components can be emphasised or
de-emphasised. The most commonly used window functions are:
• Rectangular window, which weight each component with the same value. This is the
simplest window. We can consider all feature vectors as being weighted by an unity
rectangular window.
• Ramp or quefrency liftering, which weight each component with its index [45]. This
window function would be more of interest in a situation where noise is limited and
channel distortion dominant (spectral slope).
• Band-pass liftering, which de-emphasise both low and high order cepstral coefficients by
using a raised sinusoidal function [46]. This window would probably be more realistic in
practical situations, where both channel distortions and noise are present.
Adaptive component weighting (ACW)
Adaptive component weighting [44, 47, 48] emphasise the formants of the LP derived spec-
trum by emphasising the narrow-band components and suppressing the wide-band components
obtained by LP analysis.
To explain how this is done the all-pole model is written as the following transfer function
M
H(z) = 1 =L rk
1 + L~l akz-k k=l 1 - PkZ-1 '
where M is the order of the LP analysis, ak is the LP coefficient, ï « is the residue of the pole
(1.1)
Pk. Each of these poles represent the centre frequency and the bandwidth of the k'th LP com-
ponent. The narrow bandwidth components represent the formants, while the wider bandwidth
components are more representative of the transmission channel and glottal characteristics.
14
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It is also known that the sensitivity of the poles to an error in the LP coefficients are proportional
to the residues of the poles [49, p.336]. Therefore, the poles with large residues are more af-
fected by distortions. It was also shown in [44] that the wide bandwidth components experience
large overall variation with channel distortions. The narrow bandwidth components experience
little variation in centre frequency and bandwidth, while the residues experience large varia-
tions. It was suggested in [44] that the effects of the residues in the LP spectrum be eliminated
or reduced, and the contribution of the wide bandwidth components be suppressed. This is
accomplished by normalising each component with its residue by setting all the residues equal
to unity. This modification creates a spectrum where each component's peak value is inversely
proportional to its bandwidth.
The cepstrum of the ACW spectrum is shown to be the conventional linear prediction coefficient
cepstrum (LPCC) minus a cepstral component that can be determined using a simple recursion
involving the LP coefficients. It can also be seen that ACW attempts to estimate the cepstrum
of the channel and removes it from the LPCC to form the new feature. This channel estimation
is adapted on a frame basis. Two other techniques which will be examined shortly, is the cep-
stral mean subtraction and post-filter cepstral mean subtraction. They also attempt to estimate
the cepstrum of the transmission channel, but obtain their estimate by evaluating a number of
frames. ACW outperform both these techniques and the unmodified LPCC [44,48].
Cepstral post filtering (CPF)
The post filtered cepstrum is another feature that operates on the basis of specifying a spectrum
that emphasise the spectral peaks (formants) and suppress the spectral valleys. Post filtering
was introduced in [50] to enhance noisy speech. The transfer function of the post filter is given
by
for 0 < e < a ~ 1, ( l.2)
where a and f3 are the liftering parameters. In the cepstral domain the post filter cepstrum
simplifies to a weighting (or liftering) of the central components by a factor an - f3n (for
ti > 0), where n indicate the n'th cepstral component. Therefore, just as in ramp liftering,
the lower order cepstral coefficients are de-emphasised. The post filtered cepstrum produce
15
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very favourable results in robust conditions [48].
1.3.2.3 Inter-frame processing of cepstral features
Cepstral derivatives (delta cepstrum)
A cepstrum represents the local spectral properties of a given frame of speech. However, it does
not characterise the temporal or transitional information in a sequence of speech frames. Such
temporal information can be obtained by differentiating the cepstrum. This result is the first
order cepstral derivative, which is also known as the delta cepstrum. The delta cepstrum does
not perform well on its own, but in conjunction with the cepstrum it produces better results than
the cepstrum alone [51]. Since the additive noise and channel distortions are relatively constant
over a short period of time, the temporal information introduced by the cepstral derivative is
less susceptible to changes in adverse conditions [51, 43].
Cepstral mean subtraction (CMS)
The effect of a transmission channel can, as a first order approximation, be seen as a linear
transformation of the speech signal. The frequency response of the channel is multiplied by the
frequency response of the speech signal in the spectral domain. In the logarithmic domain, such
as the cepstral domain, multiplications becomes additions. If we assume that the clean speech
cepstral vector has zero mean, we can compensate for the channel by subtracting the cepstral
average, obtained over a number of frames, from the cepstrum. This method is called cepstral
mean subtraction (eMS) and it can improve the performance of recognition systems in adverse
conditions [43, 52, 53]. It is not recommended to use this feature for clean speech signals. This
is because of the assumption that clean speech has a zero cepstral mean, which is not actually
true.
Pole-filtered cepstral mean subtraction (PFCMS)
Pole-filtered cepstral mean subtraction attempts to remove the residual effects of speech from
the cepstral mean used for channel normalisation [54]. The eigenmodes of speech that are more
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susceptible to convolutional deformations caused by transmission channels, are filtered. The
LP poles with narrow bandwidth, that lie close to the unit circle, represents the formants. The
formants are less sensitive to noise and channel deformations. On the other hand the LP poles
with broad bandwidths model the spectral tilt, sub-glottal variation and channel effects [43,54].
The formants contain little information about the channel, while the broad bandwidth poles
contain more channel effects. So by de-emphasising the formants a better estimation of the
channel is obtained. This is done by broadening the bandwidth of the formants (moving them
away from the unit circle, while leaving the frequency unchanged). The LP cepstrum is then
calculated. The mean of this new feature is used as an improved approximation of the additive
effect of the convolution channel. The pole-filtered cepstral mean subtraction features are then
obtained by subtracting the mean of the pole-filtered cepstrum from the unfiltered cepstrum. The
pole-filtered cepstrum is only used to obtain a better approximation of the additive component
contributed by the transmission channel. This feature has been shown to perform better than the
standard eMS technique [43, 54].
Relative spectral (RASTA) processing
The rate at which non-linguistic components in speech change often lies outside the typical rate
of change of the shape of the vocal tract [55]. RASTA takes advantage of this fact by suppress-
ing the spectral components of the speech that change slower or faster than the typical range
of speech changes [56, 55]. The underlying principle of RASTA processing is that the current
frame of speech is considered in relation to some weighted average of past speech frames. This
can be done by linearly filtering the time trajectories of each element of the parametric repre-
sentation of the speech. The two issues faced in RASTA is to determine the domain in which
filtering will be done and the filter to use. A band-pass filter that filters each frequency channel
by a filter with sharp spectral zeros at zero frequency and two higher frequencies are used. The
low and high cut-off frequencies determine the band of spectral changes that will be preserved.
Two domains in which filtering are performed, were introduced. The first is the log spectral do-
main. Distortions caused by telecommunication channels and convolutional noise are additive
in the log spectral domain. Since these distortions are additive in the log domain it makes sense
to do the filtering in this domain. The RASTA processing combined with PLP feature vectors
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show excellent performance improvement, when the speech is contaminated by convolutional
noise and channel distortions, over standard features [55,56]. However, for additive noise, the
performance is not as good if filtering is performed in the log domain. The effects of additive
noise are also additive in the power spectrum domain, but signal-dependent in the log domain.
The second domain specified in [55] is the lin-log domain, which is linear for small spectral val-
ues and logarithmic for larger values. The lin-log domain is more suitable for removing some
of the effects of additive noise. The transformation function is given by
y = In(l + Jx), (1.3)
where J is a constant. The problem with this method is that there is an optimal value of J for
each signal to noise ratio. Consequently, the problem of determining which J to use in a system
is posed. Adaptive ways of modifying J have been suggested in [55].
1.3.3 Models and classifiers
Probably the most popular model used in current speaker recognition systems are GMMs. The
application of GMMs in speaker recognition was introduced by Reynolds and Rose [Il, 12].
Reynolds also published large population speaker identification experiments on clean and tele-
phone speech [3]. In his experiments he used the TIMIT (clean high quality speech) and
NTIMIT (telephone transmitted version of the TIMIT database) databases. For the clean speech
the performance results barely dropped as the population size increased to 630 speakers, with
an end result of 99.5%. This indicates that GMMs are very well suited for modelling speakers,
even for large speakers sets. However, on the NTIMIT database the identification results grad-
ually dropped to 60.7% as the population size increased. This experiment clearly demonstrates
how not even the best models are immune against the effects of noise and channel deformations.
Before GMMs were introduced, VQ models were very popular. Examples of its application in
speaker recognition can be found in [9, 57, 58, 59]. Other systems that were used for speaker
recognition were covariance only models [60, 6], autoregressive models [61, 62], neural net-
works (NN) [63, 64] (such as the multi layer perceptron (MLP) [65], radial basis function (RBF)
networks [66], learning vector quantisation [67] and time delay neural networks (TDNN) [68]),
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as well as hidden Markov models. [69, 70, 71, 72, 73]. However, since GMMs outperform
these systems [11], they will not be discussed in more detail. All the speaker identification
experiments conducted in this study have employed GMMs.
No studies were found that compared the various speaker models against each other to deter-
mine which is the most robust. In most cases it would seem that if one model performs better
than another under ideal conditions, then it will also perform better under noisy conditions. This
should not be taken as a fact without proper verification. In general, attempts are not made to
increase robustness on the model level, so we will not spend any more time on this part of the
recognition system.
1.4 Objectives
This study had the following objectives in mind:
• Investigate the success of current speaker recognition technology when applied to speech
transmitted over HF channels.
• Investigate existing robust speech processing methods and determine how effective they
are when applied to the HF transmitted speech data.
• Determine the effect that the various HF channel deformations have on the LP coefficients
and the LP cepstrum.
• Determine the effects that single sideband modulation (SSB) has on the LP coefficients
and the LP cepstrum.
• Investigate time domain methods to combat channel noise, in order to increase speaker
recognition performance.
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1.5 Contributions
The following contributions to the fields of interest were made:
• Identification of the deformation effects on LP coefficients and the LP cepstrum, when
speech is transmitted over HF channels that uses SSB modulation.
- Unless a large frequency error in modulation and demodulation is present, SSB
modulation has only a small effect on the LP coefficients and the LP cepstrum.
- The HF channel may have a large influence in the deformation of the LP coefficients
and the LP cepstrum if the amplitude of the original received signal and that of any
multi-path signals is of the same order, or if large Doppler shifts are present.
- One of the primary contributors to the deformation of the LP coefficients and the LP
cepstrum is noise .
• Development of a new statistical based speech enhancement method using HMMs.
- Using first and higher order HMMs and speech samples to model the speech process.
- HMM mixture expansion algorithm.
1.6 Outline of the thesis
In the second chapter we describe the speech analysis process in detail, from the analogue signal
to the calculation of LP cepstral features.
The third chapter presents a speaker recognition system based on Gaussian mixture models.
The creation and application of models are described.
Chapter four introduces a number of robust feature analysis techniques. Two new features
are introduced and a number of inter- and intra-frame processing of the cepstral features are
presented.
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In chapter five the results of our speaker recognition experiments are presented.
In chapter six the HF channel and SSB modulation are described. The effects that the channel
and modulation system have on the LP coefficients and LP cepstrum is derived.
Chapter seven describes our new speech enhancement method based on hidden Markov models.
In chapter eight the results of our speech enhancement experiments are presented.
Chapter nine finishes off with a summary of the project and suggestions for improvements and
further research possibilities.
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Speech signal analysis
The process of speech analysis involves converting the recorded analogue speech signal into
feature vectors that can be applied in any speech processing application of the user's choice.
This generally involves three steps:
• Analogue-to-digital conversion.
• Preprocessing.
• Feature calculation.
2.1 Analogue-to-digital (ADC) conversion
A digital computer can not operate on the pure acoustic waves (as transmitted through air or
other mediums) or its electronic analogue form. The analogue speech signal must first be con-
verted to a digital speech signal that can be discretely manipulated by a digital computer. This
is done by an analogue to digital converter (ADC) (see [74, pp.612-641] and [75, pp.21-39] for
more details), which is usually a specialised component inside either a digital signal processing
(DSP) card or a sound card in a digital computer. Since noise inflict such a huge penalty on
recognition systems, the quality of the ADC can contribute significantly to the success of the
22
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recognition system.
ADC can be subdivided into three steps:
• Sampling.
• Quantisation.
• Coding.
Sampling is the process of taking a sample from the continuous analogue speech signal at reg-
ular intervals, and which is denoted the sampling interval. According to the sampling theorem,
the analogue signal should be sampled at more than twice the highest operating frequency to
avoid aliasing. Depending on the operating environment, a tradeoff between the sampling fre-
quency and the quantity of data can be made. CD quality audio data is sampled at 44.1 kHz, high
quality speech usually between 16 and 20 kHz, while low quality telephone transmitted speech
is sampled at around 8 kHz (because of the low bandwidth that telephone channels offer).
Quantisation is the process of converting the sampled continuous analogue speech signal into
a digital signal by expressing each sample as a finite number of digits. An error is introduced
by representing the continuous signal by a finite number of binary values. This error is known
as the quantisation error or the quantisation noise. In a digital computer we can represent
the quantisation levels in powers of two (2b, where b is known as the bits per sample of the
ADC). For example: an eight bit converter will be able to represent 256 values, while an 16
bit converter can represent 65536 values. The signal-to-quantisation noise ratio (SQNR) is the
highest possible SNR of the system and is given by [75, p.37]
SQNR = ~. 22b2 ' (2.1)
or in dB as
SQN RdB = lOloglO SQN R = 1.76 + 6.02b. (2.2)
This implies that for each added bit you roughly gain 6 dB SNR.
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Coding is the process of assigning an unique binary number to each quantisation level. Exam-
ples of coding techniques are the uniform quantiser and pulse code modulation (see chapter 7
in [7, p.409-500] for a comprehensive covering of this topic).
2.2 Preprocessing
The preprocessing stage is where the raw digital signal is further processed in order to improve
the performance of the recognition system, or to prepare the speech for the feature calculation
stage. A number of preprocessing methods follow:
2.2.1 Speech enhancement
In practical applications the environment in which the speech is recorded can be contaminated
by background noise or interfering speakers. The transmission channel also deforms the speech.
The system implementer can either choose to ignore these effects at this stage and combat them
on the feature level, or employ some kind of speech enhancement system. A short introduction
to a few speech enhancement systems were provided in Section 1.2.1 and Section 1.3.1.
In a practical system it would be to the advantage of the implementer to employ some kind of
speech enhancement system.
2.2.2 Speech framing
In practical applications it is more convenient to work with short segments (frames) of the
speech signal. Conventional analysis techniques typically require the signal to be at least wide
sense stationary. It is of course not true in long continuous speech signals, but it is assumed
to be true for short portions of the speech signal. The choice of the frame length should be
made so that this assumption is reasonable. This requirement is in contrast with that of accurate
spectral estimation that benefits from longer sequences. A longer frame length will produce a
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better spectral picture, while a shorter frame length will resolve events in the signal better in
time. This trade-off is known as the spectral-temporal resolution trade-off [7, p.20].
Typical frame lengths vary between 15 ms and 40 ms in duration. The frames are usually
overlapped by 50% to produce a smooth transition between frames.
2.2.3 Windowing
A window function, w(n), is a real, finite length sequence (the length of the operating frame)
that is multiplied by the signal (or frame) [7, p.16].
0.8
/'
/.
f.
/.J.
."",-
'.''. ,:
. -,
'\
'<
.\
Rectangular
Bartlett
Hanning
Hamming
Blackman
II
'\ .
~ 0.6
.-êc..
E-c
:'i
I../
{
\
\"
,~ ... /7 .
\\
I
\ :
\ ..
I0.4 .. '.' /
ï/
I' /,
. I :/ .
. /
lj
I' '," .
f
... \',
i,~.
:\\
\ \
\ '\
0.2 ,
\ .
\.... '\' ',' .
\
\ -.
\ "/ I/ I
;:
/:
......
o~~--~----~----~------~----~----~------~----~----~--~~
o 10 20 30 40 50 60
Samples (n)
70 80 90 100
Figure 2.1: Time domain response of some common window functions.
A few commonly used windows are shown in Figure 2.1. These windows are defined for a
sequence w(n), with length N, as follow:
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Rectangular:
{
I,
w(n) =
0,
(2.3)
otherwise
Bartlett (triangular):
w(n) = 2 - 2n !:!... < ti < N·
N' 2 - -
(2.4)
0, otherwise
Hanning:
{
0.5 - 0.5 cose~n),
w(n) =
0,
(2.5)
otherwise
Hamming:
{
0.54 - 0.46cose~n),
w(n) =
0,
(2.6)
otherwise
Blackman:
{
0.42 - 0.5cose~n) + 0.08cos(4~n),
w(n) =
0,
(2.7)
otherwise
The frequency response of these windows are shown in Figure 2.2. The first point to note is
that the rectangular window function has very high side lobes compared to that of the other
windows. Secondly, for the rectangular window function the first main lobe is narrower than
that of the other windows. A narrower main lobe will be able to resolve sharper details in the
speech spectrum. Smaller sidelobes mean that fewer components from the rest of the spectrum
will leak into the current frequency component. The attenuation of the first sidelobes is very
important to obtain an accurate frequency response. The cost of this is the loss of resolution for
frequency components close to each other.
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Figure 2.2: Frequency domain response of some common window functions.
Even if a window is not explicitly applied to the frame, a rectangular window is implicitly
applied. This is due to the finite length of a frame. The smoother windows are usually used
because of their preferable side-lobe characteristics. A popular choice for speech processing
applications is the Hamming window.
It is stated as a general rule for LP analysis, that a window should be used if the frame length is
larger than 15 ms or consists of several pitch periods [36, p.158].
2.2.4 Pre-emphasis
A pre-emphasis filter is frequently applied to the speech signal before LP analysis.
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It is typically a simple first order high pass filter that increases the relative energy of the higher
frequency spectrum [7]. The transfer function of such a filter is
(2.8)
where a is a constant and 0.9 ~ a ~ l.O. The frequency response and phase of a pre-emphasis
filter with a = 0.97 is shown in Figure 2.3.
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Figure 2.3: The frequency and phase response of a pre-emphasis filter with a = 0.97.
There are several reasons for using a pre-emphasis filter. The first of these is that it is usually
more desirable to only include the characteristics of the vocal tract for LP analysis. By applying
a pre-emphasis filter the glottal waveform and lip radiation characteristics are eliminated [36,
pp.158].
The second reason is to prevent numerical instability [7, p.330]. When calculating the high
order LP coefficients, an ill conditioned autocorrelation matrix can result if the speech signal is
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dominated by low frequency components. Furthermore, the problem increases if the dynamic
range of the spectrum increases. If the spectrum has a tilt that causes the wide dynamic range,
then a first order inverse filter should be able to whiten the spectrum. The pre-emphasis filter is
one such a filter. An optimum value for cx that will maximise the spectral flatness of the output
speech (and thus minimising the effect of ill-conditioning) is given by [36, p.216]
r(l)
cx = r(O)' (2.9)
where r (1) and r (0) are autocorrelation coefficients.
Finally, pre-emphasis also alleviates the effect of recording devices and the transmission of
speech through air. Some recording devices attenuate the higher frequencies more than the
lower ones and higher frequencies gets attenuated while propagating through air.
It is also noted that it doesn't really matter if pre-emphasis is done before or after windowing
[36, p.158].
2.3 Speech features
From each frame a vector of speech features are produced. Speech information is usually con-
veyed in the spectrum of the speech. The logical choice for speech features is one that represents
the spectrum of the speech in a compact way. It is clear that a feature contains information about
both the speech and the speaker. Over short periods the feature represents specific sounds and
some information about the speaker as well. Over longer periods, many sounds are uttered
and the accumulation of the features gradually fills the feature space in a unique way for each
speaker.
The most popular speech feature currently in use for speech and speaker recognition is the cep-
strum and its derivatives. In the next few sections more detailed descriptions of linear prediction
(LP) analysis (as a prerequisite for the LP cepstrum), LP cepstrum and Mel-warped cepstrum is
presented.
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2.3.1 Linear prediction (LP) analysis
In speech analysis the spectral content of a frame of speech is often modelled by an AR process
(an all pole filter). This approximation of the speech process is explained in detail in [36]. An
AR filter, excited by a white noise sequence v(n), produces the random process x(n). In the
time domain this is presented as
M
L a~x(n - k) = v(n) k = 0, ... ,M,
k=O
(2.10)
and in the frequency domain
1
H(z) =A(z)
1 (2.11 )
M '~ a*z-k
L...Jk=O k
where M is the order of the AR process and ak is the AR parameters. In order to obtain the AR
parameters, the Yule-Walker [76, p.118] equation is solved
rx(O)
r*(l)
rx(M - 1)
rx(M - 2)
r*(l)
r*(2)
(2.12)
r*(M - 1) r*(M - 2) r*(M)
where rx(l) is the autocorrelation of the input vector and Wk = -ak. This can be written in a
more compact matrix form as
(2.13)
This is the same equation as the Wiener-Hopf equation [76, p.203],
(2.14)
that needs to be solved in the forward linear prediction problem. This is why linear prediction
is often used to estimate the spectrum of speech. The linear prediction coefficients are the poles
of the AR process. The development of forward linear prediction, or just linear prediction, is
discussed next.
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In linear prediction the next sample in a sequence is predicted from a linear combination
of the past M samples, where M is the order of the predictor. A forward linear predic-
tor consists of a linear transversal filter with M tap weights, WI, ... ,WM, and tap inputs
x (n - 1), . . . ,x (n - M). We also assume that the tap weights (prediction coefficients) are
from a wide-sense stationary stochastic process and the process has a zero mean. The linear
predicted value of x(n) is
M
x(n) =Lwkx(n - k)
k=1
(2.15)
and the forward prediction error is
fM(n) = x(n) - x(n). (2.16)
This leads to the forward prediction-error filter. The expected minimum mean squared predic-
tion error is given by
(2.17)
where E[·] is the expectation of a function. Given that the tap inputs have zero mean, the
forward prediction error, fM, will also have a zero mean. This means that the minimum squared
prediction error, PM, is equal to the variance of fM (PM can also be seen as the power of fM).
In order to solve the problem we solve the Wiener-Hopf equation (2.14). We therefore need
to determine the correlation matrix of the input tap vectors and the cross-correlation vector
between the tap inputs and the desired response. Given the input we define a vector
x(n - 1) = [x(n - 1), ... ,x(n - M)]T. (2.18)
The correlation matrix of the input tap vector is then
Rx = E[x(n - l)xH (n - 1)]
rx(O) rx(l)
r*(l) rx(O)
rx(M - 1)
rx(M - 2) (2.19)
r*(M - 1) r*(M - 2) rx(O)
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where rx(l) is the autocorrelation function for the l'th lag of the input process. The cross-
correlation vector between the tap inputs and the desired response is
fx = E[x(n - l)x*(n)]
r*(l) rx( -1)
r*(2)
rx( -M)
rx( -2) (2.20)
r*(M)
Finally with the tap weights given as
(2.21)
We can write equation (2.14) as
rx(O)
r*(l)
rx(M - 1)
rx(M - 2)
rx(-l)
rx( -2)
(2.22)
r*(M - 1) r*(M - 2)
Furthermore, noting that the variance of x(n) equals rx(O), the prediction error power is
(2.23)
If we combine equation (2.14) and equation (2.23) we get the augmented Wiener-Hopf equa-
tions for forward linear prediction
[r:~o) ::] [-~J [p;] .
This relation can also be expressed as a system of (M+1) simultaneous equations
(2.24)
i=O
(2.25)
i = 1,2, ... ,M
where
(2.26)
Using equation (2.24) or equation (2.25) algorithms can be developed to calculate the linear
prediction coefficients. One of the most commonly used algorithms is the Levinson-Durbin
algorithm [76, p.254] which will not be explained here.
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2.3.2 Cepstral features
It has been suggested that cepstral features produce superior performance for speaker recogni-
tion [40, 10]. The cepstrum is defined in the next section and two of the most popular variations,
the LP cepstrum and Mel-warped cepstrum, follow.
2.3.2.1 Definition
Given a sequence x(n) with a z-transform of X(z), the complex cepstrum is defined as the
inverse z-transform of the natural logarithm of the z-transform of x (n) or
cx(n) = Z-l{ln Z{x(n)}}
= Z-l{ Cx(z)}.
(2.27)
If Cx(z) converge it can be represented by a Laurent Series
00
(2.28)
n=-oo
where
cx(n) = ~ lln X(z)zn-1dz
271'J Jc
and C is a closed circle around the origin within the region of convergence. Equation (2.28)
(2.29)
and (2.29) are obtained using the definitions of the z-transform and the inverse z-transform
respectively. If the complex cepstrum exists, Cx(z) converge at the unit circle and then
00
Cx(w) = In X(w) = L cx(n)e-jwn, (2.30)
n=-oo
where cx(n) is obtained from the inverse Fr of In X(w):
1 I.cx(n) = - In X(w)ejwndw.
271' -'Ir
(2.31)
By expressing X (w) in terms of magnitude and phase (X (w) = IX (w) lej(JW),we can separate
the complex cepstrum into a magnitude and a phase component
1 i'lrcm(n) = - In IX(w)lejwndw.
271' -'Ir
1 i'lrcll(n) = - O(w)ejwndw.
271' -'Ir
(2.32)
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In speech processing only the magnitude component, cm(n), is calculated. The real cepstrum is
used to separate/estimate the spectral content of the of the speech from its pitch frequencies.
2.3.2.2 LP cepstrum
The LP cepstrum can be calculated recursively from the LP coefficients using the following
equation
{
In (yP;;;) ,
cx(m) =
-a(m) - L::::/ (~) cx(k)a(m - 1),
m=O
(2.33)
m>O
In this study we use the LP cepstrum in all experiments (see Chapter 5).
2.3.2.3 Mel-warped cepstrum
The mel-warped cepstrum [7, 6] is based on the non-linear nature of perception of frequencies
by a human listener. The Mel is a unit of measure of perceived pitch or frequency of a tone and
is approximated by
Po = 1000 (1 FHZ)
mel log 2 + 1000 . (2.34)
The mel-warped cepstrum is calculated by first transforming the speech from the time domain
to the log frequency domain, by taking the logarithm of the FFf of the speech. The second step
is to warp the frequency using the mel-scale. The third step is to extract a number of compo-
nents from fixed positions in the frequency scale. There is usually a number of linearly spaced
components (in the 0-1 kHz range) followed by number of log spaced components (above 1
kHz). The process can be terminated at this stage to produce a feature. In the next step the
total log energy in a critical band around the chosen frequencies can be calculated and used as
a feature, rather than just the frequency component itself. This is based on the observation that
the perception of a frequency component is influenced by the energy in a critical band around
the frequency component.
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2.4 Summary
In this chapter speech analysis techniques were introduced. An analogue speech signal is con-
verted to a digital signal using an ADC. The number of quantisation bits of the ADC determines
the SQNR. This is also the maximum SNR that the system is capable of obtaining. A number
of preprocessing techniques are usually applied before using the speech in recognition systems.
This includes segmenting the speech into smaller frames, applying a window function, applying
a pre-emphasis filter and, as an optional step, performing speech enhancement on the speech to
reduce noise in the signal. The speech features are then calculated. We discussed both the LP
cepstrum and the Mel-warped cepstrum. In this study only the LP cepstrum features were used.
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Speaker recognition
The purpose of a speaker recognition (SR) system is to recognise a speaker by his or her voice.
The aim is to identify the differences in vocal tract, nasal cavity and the vocal cord characteris-
tics between different speakers.
A speaker recognition system can either be text-dependent or text-independent. A text-dependent
system requires that the training and testing text be the same and known. The known text can be
exploited to increase performance and can be useful in security applications. A text-independent
system places no constraints on the text being used for training and testing, and the text can be
different in both cases. The advantage of such a system is that a speaker can be identified from
any speech utterance if the system was trained to recognise the speaker.
A speaker recognition system can not identify a speaker unless the system is trained with speech
produced by that speaker, just as a human can not identify a person unless he already knows
that person from previous encounters. The first task of any speaker recognition system is to
collect data from all the speakers to be identified and train models to represent each speaker.
The second task of a speaker recognition system is to process a segment of speech from an
unidentified speaker and attempt to determine his or her identity from the database of speakers
known to the system. This problem is also known as closed-set speaker recognition. Open-set
speaker recognition is concerned with determining whether the speech under test belongs to
one of the speakers in the known speaker set or not. A special case of this problem is known as
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speaker verification. In speaker verification the goal is to determine whether the speaker is who
he claims to be. In such a system, the speaker under investigation can be one of the known set
of speakers who claims to be someone else or the speaker could be a person totally unknown
to the system. Speaker identification and speaker verification will be covered in more detail in
Section 3.1.4.
The biggest consideration in constructing a speaker recognition system is the choice of model
to represent the speaker. The current state-of-the-art model is the GMM [11, 12]. This is also
the model used in this study. This chapter is devoted to providing a detailed description of the
GMM and its application to speaker recognition. For references to other models that have been
investigated for speaker recognition see Section 1.3.3.
3.1 Speaker modelling using Gaussian mixture models
There are two reasons for using a GMM to model speakers. Firstly, the individual Gaussian
components represent some broad acoustic classes that can overlap. The importance of this
aspect is that it is assumed that a speaker fills the feature space in subclasses that can each
represent some general speaker-dependent characteristic, such as vocal tract configurations for
different phonetic events. Secondly, a Gaussian mixture density is shown to provide a smooth
approximation of the underlying long-term sample distribution of observations obtained from
utterances by a given speaker. This gives the GMM the ability to approximate arbitrarily-shaped
density functions.
3.1.1 Description of the Gaussian mixture model
A Gaussian mixture PDF is the weighted sum of M component densities and is given by the
equation
M
f(xl.\) =L mibi(x),
i=l
(3.1 )
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where X is a D-dimensional random vector, bi(x), i = 1, ... ,M, are the component densities
and mi, i, ... ,M, are the mixture weights. Each component density is a D-variate Gaussian
function of the form
(3.2)
where J-ti is the mean vector and 'Ei is the covariance matrix of the i'th Gaussian PDF. The
mixture weights further satisfy the constraint that 2:t,!1 mi = 1.
The complete Gaussian mixture PDF is represented by the mean vector, covariance matrices and
mixture weights of all the component densities. These parameters are collectively represented
by the notation
withi = 1, ... ,M, (3.3)
where A is the GMM for each speaker.
It is possible to reduce the computational load of the classification process by simplifying the
full covariance matrix of a speaker model to a diagonal covariance matrix, thus assuming that
the covariance between the dimensions is zero. Since the underlying Gaussian components act
together to model the overall PDF, a full covariance matrix is not necessary. A set of full co-
variance Gaussians can be approximated by a larger set of diagonal covariance Gaussians, since
a linear combination of diagonal covariance Gaussians are capable of modelling the correlation
between feature vector elements [11].
3.1.2 Model training
The models are trained by estimating the parameters of the GMM from speech collected from
each participating speaker. Maximum likelihood (ML) estimation is used to estimate the pa-
rameters. The aim of ML estimation is to find the parameters that maximise the likelihood of
the GMM. Given a sequence of T training vectors, X = {xj, ... ,XT }, the GMM likelihood is
given by
T
f(XIA) = II f(XtIA).
t==l
(3.4)
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Unfortunately this is a non-linear function of '\, due to the fact that the data that is needed to
update the PDF parameters is only indirectly available through the observed data, X. Therefore
direct estimation is not possible. Instead the parameters can be obtained iteratively by using the
expectation maximisation (EM) algorithm. See Appendix C for a more detailed description of
the EM algorithm. The EM algorithm starts with an initial parameter set of the model and then
calculates a new set of parameters so that the likelihood that the training data were generated
by the current estimate of the model, defined by the new parameter set, is higher than that of
the previous estimate. The newly estimated model is then used as the starting point for the next
iteration. This process is repeated until some convergence threshold is reached.
The following formulas are used to re-estimate the model parameters iteratively using the EM
algorithm. Using these formulas it is guaranteed that the likelihood of the models increases
monotonically with each iteration.
Mixture Weights:
(3.5)
Means:
(3.6)
Variances:
(3.7)
where mi O'i2, J.Li is the new estimate values of mi, O'i2, J.Li respectively, and al, Xt, /li refer to
arbitrary element of the vectors O'i2, x-, J.Li respectively. The posterior probability for the i'th
class is given by
(3.8)
3.1.3 Practical considerations
The following practical considerations should be considered when training a GMM:
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3.1.3.1 Initialisation
It is known that in the estimation of the model parameters we can encounter a local maximum.
We therefore need to choose the initial conditions with care. Usually a set of vector quantisation
(VQ) codebook vectors are used as the initial values for the model means. In this study, a non-
uniform binary split VQ was used to initialise the Gaussian centroids. The resulting codebook
vectors were used as initial values for a full K-means VQ step.
A description of the K-means and non-uniform binary split VQ algorithms is given in Ap-
pendix B.
3.1.3.2 Model Order
It is important to choose a model order, M, that can sufficiently represent a speaker, while
keeping the model size as small as possible for computational efficiency. There is no theoretical
method to choose the order beforehand. It is left to the implementer to determine the optimum
size for both performance and speed. Frequently encountered model orders are between 16 and
32 Gaussian components. It was also found that increasing the order beyond 32 can result in
performance loss [11]. Another consideration is that during training the weights of one or more
components become very small compared to the weights of the other components. In such cases
we choose to discard these components, thus reducing the order of the model, which results in
a performance increase.
3.1.3.3 Variance limiting
Due to limited training data it can happen that the variance of some Gaussian components can
become very small. This can cause numerical problems when the model is used. To prevent
this, we limit the variance to a small positive 'floor' value. If the variance is below a predefined
limit (j~in' the variance is set to be (j~in.
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3.1.4 Classification
The speaker identification and verification classifiers are covered separately.
3.1.4.1 Speaker identification
As previously stated, the purpose of speaker identification is to determine the identity of a
speaker from a test utterance from that speaker, by searching through a set of trained speakers.
For the open-set case it can be that the speaker being tested is not part of the speaker set.
For a set of c speakers, represented by the models AI, A2' ... ,Ac, the objective is to find the
speaker model which has the maximum posterior probability for the input feature vector se-
quence, X = {x., X2, ... ,XN}.
For any particular speaker model the Bayes classifier (BC) is the optimal classifier. The classi-
fication of a single feature vector, x, is shown. We start with the Bayesian-rule
(3.9)
where P(Ajlx) is the probability of model Aj being the correct speaker if feature vector X is
observed. P(Aj) is the probability of Aj being the selected model. If we assume the more
general case of an open-set problem we can make two decisions. The first is that speaker i has
the highest probability of producing the feature x, thus A(x) = Ai. The second, the rejection
option, is A(x) = Ao, where Ao is chosen if the model is not in the set of known speaker models.
We define a function to associate a cost with each decision. We call this the cost function
,B(AaIAb). This function indicates the cost of deciding on Aa if the observed feature vector really
belonged to Ab. In order to simplify the equations, a few assumptions about the cost function is
made:
• There is no cost in making a correct decision: ,B(AiIAi) = O.
• All incorrect decisions have the same cost: ,B(Ai IAj) = 1 for i =I- j.
41
Stellenbosch University http://scholar.sun.ac.za
Chapter 3: Speaker recognition Speaker modelling using Gaussian mixture models
With some manipulation [77, chap. 4] we obtain the decision rule
A(X) = Ai if
c (3.10)
f(XIAi) = maxj=l...c f(xIAj) 2 (1 - f3r) L f(xIAk),
k=1
else A(X) = Aa. (3.11 )
(3.12)
If we want to make a classification decision on more than one feature vector at a time, the above
equation becomes
A(X1,X2, ... ,XN) = Ai if
N N
P(Ai) Ilf(xkIAi) = maxj=l...cP(Aj) Ilf(xkIAj)
k=1 k=1 (3.13)
c N
2 (1 - f3r) LP(Al) Ilf(xkIAl),
l=1 k=1
(3.14)
(3.15)
If we take the logarithm of the equation to simplify the computations we get
A(X1,X2, ... ,XN) = Ai if
N N
In(P(Ai)) +L In(J(xkIAi)) = maXj=l...c In(P(Aj)) +L In(J(xkIAj))
k=1 k=1 (3.16)
c N
2 In(1- f3r) + 1n(L P(Al) Ilf(xkIAl)),
l=1 k=1
(3.17)
(3.18)
If we assume that all speakers have an equal probability to be selected, P(Aj) = ~,and that all
the test speakers are known, then the above equation simplify to the following
A(X1,X2, ... ,XN) =Ai if
N NL In(J(xkIAi)) = maXj=l...c LIn f(xkIAj)
k=1 k=1
= maXj=l...c
(3.19)
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where mji, J.lji, :Eji are the the i'th mixture weight, mean vector and covariance matrix of the
j'th speaker model respectively. In a speaker identification system the log likelihood scores of
all speaker models are calculated. The model with the highest total score is then selected as the
correct speaker.
3.1.4.2 Speaker verification
As previously stated, the purpose of speaker verification is to verify the identity claim of the
speaker under evaluation. The speaker claims to be one of the speakers previously trained on
the system and the system should determine whether the person is who he claims to be. The
system does not need to known the speaker being tested.
The approach to speaker verification is to apply a likelihood ratio test to the input utterance.
If the ratio is above a certain threshold, (J, the claim will be accepted. The likelihood ratio
effectively gives an indication of how much better the model of the claimed speaker is than that
of the non-claimant model. The threshold can be set to create a tradeoff between rejecting true
claimants, which is known as the false rejection error, and accepting false claimants, known as
the false acceptance error. For a claimed speaker Ac and utterance X = {Xl, X2,'" ,XN} the
speaker will be accepted if
f(XIAc)
f(XIAc) > t-:
(3.20)
or in the log domain
In f(XIAc) - In f(XIAc) > t2, (3.21)
where t, and t2 are threshold constants, and f(XIAc) is the likelihood that the utterance was
produced by Ac and f (X IAc) is the likelihood that the utterance was not produced by the
claimed speaker. The first likelihood is computed as follow
(3.22)
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where mee. J-tCi, 'ECi are the i'th mixture weight, mean vector and covariance matrix of the
claimed speaker model, AC, respectively. The likelihood that the utterance was not produced
by the speaker is determined from a collection of background speaker models. With a set of B
background models the likelihood is calculated as follow
(3.23)
where mbi, J-tbi, 'Ebi are the i'th mixture weight, mean vector and covariance matrix of the b'th
background speaker model respectively. It is clear that for the speaker verification case a subset
of background speakers must be found from within the set of available speaker models. The
two main issues in choosing background speakers are the number of speakers and the selection
criterion. The ideal choice would be to use all the speakers as background models, but this may
not be a computationally feasible solution in large speaker sets. Therefore, a tradeoff between
the background size and computational efficiency must be made.
For the selection criteria one could choose the top closest speakers to the claimant. For two
speaker models Aa and Ab, and training feature vector sequences Xa and Xb, the distance be-
tween the two speaker models using two training sequences, Xa from speaker a and Xb from
speaker b, are defined as [53]
(3.24)
The ratio ~~;:II~:?is a measure of how well speaker b scores with speaker a's speech compared
to how well speaker a scores with his own speech. The more similar the models, the smaller the
distance will become. Using these distance measures a background speaker set can be selected.
3.2 Summary
In this chapter we discussed speaker recognition using Gaussian mixture models. The initiali-
sation and training of Gaussian mixture speaker models were described along with a number of
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practical considerations. Classification of two speaker recognition applications, speaker identi-
fication and speaker verification, was provided. In Chapter 5 we will evaluate the performance
of speaker identification using high quality and HF transmitted speech.
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Robust feature analysis techniques
In this chapter we provide a detailed description of the robust feature analysis techniques in-
troduced in Section 1.2.2. Two feature sets, perceptual linear prediction and relative autocor-
relation sequence mel-scale cepstrum, are discussed. This is followed by a number of intra-
frame processing techniques: discarding the zero'th order cepstral coefficient, cepstral weight-
ing, adaptive component weighting and cepstral post filtering. Finally inter-frame processing
techniques are discussed: cepstral derivatives, cepstral mean subtraction, pole-filtered cepstral
mean subtraction and RASTA processing.
4.1 Robust features
4.1.1 Perceptual linear prediction (PLP)
Perceptual linear prediction [41] takes advantage of several well known properties of the au-
ditory system. These properties are simulated by practical approximations. The resulting
auditory-like spectrum of speech is approximated by the autoregressive all-pole model.
The steps in calculating the PLP are as follows:
1. Convert the speech signal to the frequency domain using an FFT.
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2. Warp radial frequency to Bark frequency and apply the critical-band filter.
3. Apply equal-loudness pre-emphasis.
4. Apply the intensity-loudness power-law.
5. Convert the signal back to the time domain using an IFFf.
6. Calculate the all-pole model using linear prediction.
This feature is a bit more robust than ordinary linear prediction coefficients, but still suffers
from convolutional and additive noise. It is therefore commonly used in conjunction with other
robust techniques.
The steps in calculating the PLP feature are discussed further in the following sections.
Time to frequency domain
A frame of speech is multiplied by a window function, such as the Hamming window, and then
transformed to the frequency domain using the FFf.
Critical-band resolution curve
The first step is to warp the spectrum from the radial frequency (w) to the Bark frequency (n)
scale using the following relation
!1(w) = 61n (12~01f+ Jl + C2~OJ) .
The power spectrum, 5(n), of the warped spectrum is then calculated. The next step is to
(4.1 )
convolve the warped power spectrum with the power spectrum of a simulated critical-band
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masking curve
0, 0<-1.3
102.5(!1+0.5) -1.3 :S 0 :S -0.5,
W(O) = 1, -0.5 < 0 < 0.5
10-1(0-0.5) 0.5 :S 0 :S 2.5,
(4.2)
0, 0> 2.5
The convolution, given as
2.5
8(Oi) = L S(O - Oi)W(O),
0=-1.3
for i = 1,2, ... ,B, (4.3)
produce samples of the critical band power spectrum at the chosen bark frequencies, Oi, where
B is the number of samples. The sampling intervals are chosen so that when the critical bands
are added together it equally represent the frequency scale.
Equal-loudness curve
Loudness is the perceived magnitude of an applied tone in the auditory system. A sound with
a frequency of 1 kHz and a known intensity is used as a reference. The perceived loudness
of another tone can then be determined by comparing it with the 1 kHz reference tone. An
equal-loudness curve can then be constructed from this data. An approximation used in PLP for
frequencies up to 5 kHz is [41]
W4(W2 + 56.8 .106)
E(w) = (w2 + 6.3. 102)2 . (w2 + 0.38.109)' (4.4)
For frequencies higher than 5 kHz an additional term is included
W4(W2 + 56.8 . 106)
E(w) = (w2 + 6.3. 102)2 . (w2 + 0.38.109) . (w6 + 9.58.1026)' (4.5)
The sampled bark power spectrum is then pre-emphasised by the simulated equal-loudness
curve
L(O(w)) = E(w)8(O(w)). (4.6)
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Intensity-loudness power-law
The following modification simulates the non-linear relationship between the intensity of a
sound and its perceived loudness. A cubic root compression of the amplitude is performed [41]
q>(0) = L(O)!. (4.7)
Together with the equal-loudness pre-emphasis, this operation reduces the spectral amplitude
variation of the critical band spectrum. Only a small AR model order is then required [41].
Frequency to time domain
The power spectrum that resulted from the amplitude compression in the previous steps is con-
verted back to the time domain using the 1FFf. The power spectrum in the frequency domain
will result in an autocorrelation sequence in the time domain. The autocorrelation sequence is
then directly used to calculate the LP coefficients.
Calculating the all-pole LP coefficients
The autocorrelation signal can be used to calculate the all-pole LP coefficients using the Levinson-
Durbin [76, p.254] or Marple [78] algorithms.
4.1.2 Relative autocorrelation sequence (RAS) mel-scale cepstrum
Speech is mainly corrupted by additive and convolutional noise. Convolutional noise is con-
volved with the spectrum of the speech in the frequency domain, while being additive in the
logarithmic and cepstral domain. Many techniques were developed to remove this kind of
noise. Some of these, such as cepstral mean subtraction and RASTA processing will also be
discussed in this chapter. Additive noise on the other hand, is added to the speech spectrum in
the frequency and power spectrum domain. Speech enhancement techniques, such as spectral
subtraction, attempts to remove the noise component in these domains.
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The approach followed in [42] is based on the observation that additive noise is also additive in
the autocorrelation domain due to the relation between the power spectrum and autocorrelation
of a signal. The effect of the additive noise component is minimised by filtering the temporal
trajectories of the short-time one-sided autocorrelation sequence of the speech. The resulting
sequence is called the relative autocorrelation sequence (RAS).
The RASs are used, instead of the original speech signal, to calculate mel-scale frequency
cepstral coefficients (MFCC). The resulting feature is called the RAS-MFCC. Furthermore, the
delta cepstrum can be calculated as usual. The result is called the (RAS-MFCC-delta).
To demonstrate the trajectory filtering of the autocorrelation sequence we start by partitioning
the noisy speech into M frames of length N (these frames can overlap if required), so that the
framed speech is modelled as
y(m, n) = x(m, n) + w(m, n), for 0 ~ m ~ M - 1 and 0 ~ ti ~ N - 1, (4.8)
where m is the frame index, n is the time index within a frame, x(m, n) is the clean speech,
w(m, n) is the noise and y(m, n) is the resulting noisy speech.
It is assumed that the additive noise component, w(m, n), is uncorrelated with the speech.
Therefore, the autocorrelation of the noisy speech is the sum of the autocorrelation sequences
of the clean and noisy speech
ryy(m, k) = rxx(m, k) + rww(m, k), for 0 ~ m ~ M - 1 and 0 ~ k ~ N - 1,
(4.9)
where k is the autocorrelation index and ryy(m, k), rxx(m, k), rww(m, k) are the one-sided
autocorrelation sequence of the noisy, clean and noise signals of the m'th frame respectively.
The unbiased one-sided autocorrelation sequence of a signal y( m, n) can be calculated with
1 N-l-k
ryy(m, k) = N _ k L y(m,j)y(m,j + k),
j=O
for 0 < k < N - 1. (4.10)
If the noise signal is assumed to be stationary over all frames, the autocorrelation sequences
of all rww(m, n) are identical and the subscript m can be dropped so that the sequence only
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depends on the autocorrelation index k. Equation (4.9) then becomes
ryy(m, k) = rxx(m, k) + rww(k), for 0 ~ m ~ M - 1 and 0 < k ~ N - 1. (4.11)
By differentiating both sides of equation (4.11) with respect to the frame index m, the constant
term rww(k) disappears, so that
aryy(m, k) _ arxx(m, k)
am am for 0 < m < M - 1 and 0 < k < N - 1. (4.12)
The sequence
{aryy(m, k) }N-lam k=O' (4.13)
is called the RAS of the m'th frame of the noisy speech. Equation (4.12) suggests that if our
stationary assumption about the noise is true and that the noise is uncorrelated with the speech
signal, then the RAS of the noisy speech is equal to the RAS of the original clean speech.
The RAS can be obtained by a polynomial approximation
L
oryy(m, k) 1 '" ( k)om ~ T Z:: t- "vv m + t, ,
L t=-L
for 0 ~ m ~ M - 1 and 0 ~ k ~ N - 1,
(4.14)
where L is the number of sequences before and after the current sequence, so that the summation
is over the range of frames over which the polynomial fitting is done, and
L
TL= L t2.
t=-L
(4.15)
The operation in equation (4.14) can be interpreted as the filtering of the temporal autocor-
relation trajectory using a finite impulse response (FIR) filter with the transfer function given
by
(4.16)
This is a high-pass filter that suppresses the slowly varying components of the temporal auto-
correlation trajectory.
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4.2 Intra-frame processing of features
A cepstrum modification technique is classified as an intra-frame processor if it operates on, or
takes advantage of, only the current analysis frame.
4.2.1 Discarding the zero'th order cepstral coefficient
When speaker recognition is performed in adverse conditions, the zero'th order cepstral coeffi-
cient is often discarded [43, 11]. This is due to the fact that the zero'th order cepstral coefficient
has a direct relationship with the energy (or gain) of the represented speech frame. If the speech
is corrupted by additive or correlated noise, the gain is modified and consequently the zero'th
order cepstral coefficient will change as well. Furthermore, recalling equation (2.33), it is seen
that the spectral information of the speech is conveyed by the other cepstrum coefficients. It
can be argued that the zero'th order cepstral coefficient does not contribute a significant amount
of information about the speaker and can therefore be discarded without significant information
loss.
4.2.2 Cepstral weighting (CW)
Cepstral weighting (CW), or liftering, is the process of multiplying each feature component
by a fixed weighting factor. CW can be interpreted as a window function multiplied by the
cepstrum to emphasise or suppress certain coefficients of the cepstrum. The resulting cepstral
feature vector is denoted by
ccw(n) = w(n) . c(n), (4.17)
where ccw(n) is the resulting weighted cepstrum, w(n) is the window function and c(n) is the
original cepstrum.
The idea behind CW is to account for the sensitivity of the lower order cepstral coefficients to
the spectral slope or the sensitivity of higher order coefficients to noise. The three most common
windowing functions, for L'th order cepstral coefficients, follows:
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Rectangular
The rectangular window weight each component with the same value and is given by
{
I,
w(n) =
0,
n= 1,2, ... ,L
(4.18)
otherwise
This is the simplest window and is the default CW window which is implicitly applied to all
feature vectors if no other window is defined.
Quefrency liftering
Quefrency liftering or the ramp window weight each component with its index [45]
{
n,
w(n) =
0,
n= 1,2, ... ,L
(4.19)
otherwise
Quefrency liftering emphasise the higher order coefficients. It is therefore suitable only to
compensate for spectral tilt. If the speech is contaminated by noise, it is not advisable to use
this window function.
Band-pass liftering
Band-pass liftering suppress both the lower and higher order cepstral coefficients by applying a
raised sinusoidal function of the form [46]
{
I + ~sin(7),
w(n) =
0,
n= 1,2, ... ,L
(4.20)
otherwise
This window is useful in situations where the speech is contaminated by both additive and
convolutional noise.
4.2.3 Adaptive component weighting (ACW)
In essence, the adaptive component weighting (ACW) [44,47,48] technique modifies the LP
spectrum in two ways. It emphasises the narrow-band components and suppresses the broad-
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band components. The result of these modifications is to produce a spectrum that is more robust
for channel variations.
The all-pole model can be written in a form that more clearly indicates where the poles are
(4.21)
where P is the order of the model, ak are the LP coefficients, rk are the residues of the poles, Pk.
Each pole represents the centre frequency, Wk> and bandwidth, Bk> of the k'th component of the
LP spectrum. In general, the narrow-band components represent formants, while the broad-band
components are representations of the transmission channel and glottal characteristics [44].
To understand why the above mentioned modifications were made to the LP spectrum we made
the following observations:
First, the sensitivity of an all-pole model is expressed as [49, p.336]
for k = 1,2, ... ,P and l = 1,2, ... ,P.
(4.22)
Therefore, the sensitivity of a pole to errors in the LP coefficients is directly proportional to
the size of its residue. Poles with larger residues will be affected more than poles with smaller
residues.
The sensitivity of the centre frequency, bandwidth and residues of a pole to channel variations
were investigated in [44]. It was found that the centre frequency and bandwidth of the broad-
band components showed a larger variance than those of the narrow-band components. The
variance of the residues of both the narrow and broad-band components were relatively large.
This result confirms the conclusion of the first observation.
From these two observations it would seem that the LP spectrum must be modified so that the
effects of the residues are either eliminated or reduced and that the contribution of the broad-
band components must be attenuated.
In ACW these modifications are obtained by setting the residues of all the components equal
to unity. This is equivalent to normalising each component by its residue. The modified ACW
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spectrum is then given by
P
H - L 1 _ N(z) N(z)
acw(z) - k=l (1- PkZ-1) - 1+ 'Lf=l akz-1 - A(z)' (4.23)
where
P P
N(z) =L II(1 - PkZ-1).
l=l k=licl
(4.24)
This can be written as a moving average (MA) filter with P - 1 zeros
P-1
N(z) = P(1 +L bkz-k).
k=l
(4.25)
where bk is the LP coefficients of N (z). This modification to the LP spectrum yields a peak
value for each component that is inversely proportional to the bandwidth of the component.
The narrow-band components are therefore emphasised, while the broad-band components are
suppressed.
The ACW cepstrum is expressed in the z-domain by
Cacw(z) = In Hacw(z)
_ 1 N(z)
- n A(z)
1 1
= In A(z) - In N(z)'
(4.26)
and the ACW cepstrum is given by
{
lnp,
cawc(n) =
clp(n) - cnn(n),
n=O
(4.27)
n = 1,2, ... ,(P - 1)
where clp(n) is the conventional LP cepstrum calculated from ak and cnn(n) is the LP cepstrum
that can be calculated from
for k = 1,2, ... ,P. (4.28)
The ACW cepstrum can thus be calculated in four easy steps:
1. Find clp(n) from ak.
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2. Find bk from ab which gives N(z).
3. Find cnn(n) from bk.
4. Find cacw(n) = clp(n) - cnn(n).
Another interpretation of the ACW cepstrum is that it estimates the cepstrum of the channel,
cnn(n), and that it is subtracted from the conventional LP cepstrum to obtain a robust feature
that is more stable under channel variations. We also discuss two other techniques, cepstral
mean subtraction and post-filter cepstral mean subtraction, that also attempt to estimate the
contribution of the channel and then removes it. However, in [44, 48] it was shown that the
ACW cepstrum outperforms both these techniques.
4.2.4 Cepstral post filtering (CPF)
Another feature that is designed to remove convolutional channel noise is the cepstral post filter
[50,48], which was first introduced for speech enhancement. Just as the ACW method, the post
filter attempts to emphasise the formants. The post filter spectrum can be obtained from A(z),
the LP spectrum. The transfer function is expressed as
A(~)
HpJ(z) = A(~)' for 0 < (3 < a :::;1. (4.29)
In the cepstral domain the post filter cepstrum is given by
n=O
(4.30)
n= 1,2, ... ,P
where P is the order and clp(n) is the original LP cepstrum. We can therefore think of the post
filtered cepstrum as a weighted version of the standard LP cepstrum. Figure 4.1 shows the plot
of the window function of a post filter with a = 1 and (3 = 0.9.
The post filter is very sensitive to changes in a and (3. As (3 decreases, the spectral tilt becomes
more noticeable. A decrease in a causes a formant bandwidth broadening. This is not a desired
effect. In practical applications a is usually set to unity [48] and equation (4.30) becomes
forn= 1,2, ... .P, (4.31)
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o~~--~~--~~~~--~~--~~
o 8 10 12 14 16 18 20
Cepstral coefficients
Figure 4.1: The window function produced by a postfilter with ex= 1 and (3 = 0.9.
In this case the second term in equation (4.31) acts as an estimation of the channel, just as in
cepstral mean subtraction and ACW, which is subtracted from the standard LP cepstrum.
4.3 Inter-frame processing of features
A cepstrum modification technique is classified as an inter-frame processor if it operates on, or
takes advantage of not only the current frame, but also the neighbouring analysis frames.
4.3.1 Cepstral derivative (delta cepstrum)
A cepstrum represents the spectral properties of the current speech analysis frame. However,
it doesn't carry any information about the temporal or transitional information between a se-
quence of speech frames. The cepstral derivative or delta cepstrum provides such information
by differentiating a sequence of cepstral feature vectors over time. The delta cepstrum, which
is the first derivative of the cepstrum, is defined as follow
OClp(n, m) _" ( )am - UClp n, m
K
:::::: J-l L k· clp(n, m + k),
k=-K
(4.32)
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where Clp( n, m) denotes the n'th LP cepstrum coefficient of the m'th time frame, K is the num-
ber of forward and backward frames that are included in the calculation and f-l is a normalisation
constant. The polynomial expansion is only an approximation [79] of the derivative. The poly-
nomial approximation in equation (4.32) is used due to stability issues arising when evaluating
the derivative directly.
The advantage of the temporal filtering, achieved by the delta cepstrum, is that slow varying
processes, such as additive noise, have little effect on the cepstrum [51,43]. The delta cepstrum
is therefore more robust to noise and channel variations.
The delta cepstrum is used in conjunction with the standard cepstrum as a means to add temporal
information to the cepstrum. On its own it does not perform well, but the combination of
cepstrum and delta cepstrum perform better than just the cepstrum alone [51].
4.3.2 Cepstral mean subtraction (CMS)
Another popular technique is cepstral mean subtraction (eMS) [52, 79, 53, 43]. eMS attempts
to create a cepstral feature that is less dependent on channel variations. The effect of a trans-
mission channel, such as a telephone channel, can be approximated as a linear transform on the
transmitted speech. This is shown as
Y(z) = X(z)H(z), (4.33)
where Y(z) is the filtered speech, X(z) is the original speech and H(z) is the response of the
transmission channel. In the logarithmic domain, such as the cepstral domain, this multiplica-
tion by the channel response becomes an additive component
In Y (z) = In X (z) + In H (z) . (4.34)
eMS is based on two assumptions. The first is that the LP cepstrum represents both the
speech/speaker and the channel. The second assumption is that the mean of the LP cepstrum
of clean speech is zero. eMS takes advantage of equation (4.34), where it is stated that the
contribution of the channel is additive, and the second assumption by estimating the mean of a
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contaminated cepstrum and subtracting it from the cepstrum
(4.35)
where clp(n) is the unmodified LP cepstrum. The expectation, E[clp(n)], is calculated over
a number of frames. This expectation, or mean, of the LP cepstrum is considered to be the
contribution of the transmission channel due to the second assumption.
eMS performs significantly better in cases where a system is trained with speech obtained by
one channel, while testing is done using speech obtained from a different channel. On the other
hand, eMS performs worse in systems where training and testing is done using speech obtained
from the same channel. This performance loss is due to the assumption that the cepstral mean
of clean speech is zero.
4.3.3 Pole-filtered cepstral mean subtraction (PFCMS)
Just as in eMS, pole-filtered eMS (PFeMS) attempts to estimate the contribution of a trans-
mission channel and to removes it. As previously stated, the narrow-band components of the LP
spectrum represent the formants and are less susceptible to noise and channel variations. The
formants are more informative about the speech than about the channel or noise components.
The broad-band LP components on the other hand are more indicative of the transmission chan-
nel, spectral tilt and glottal variations [54, 43]. The broad-band poles are therefore a better
representations of the transmission channel.
PFeMS takes advantage of this fact through broadening the bandwidth of the formants. This is
done by moving them radially away from the unit circle, while keeping the centre frequencies
unchanged. All poles that have a radius larger than a preset threshold, ru., are moved to the
threshold value. PFeMS therefore attempts to remove the residual effects of speech from the
cepstral mean used for channel normalisation [54]. The LP cepstrum of the resulting modified
LP spectrum is then calculated and denoted by cmlp(n). Due to the suppression of the formants
this cepstrum contains less speech information than clp(n). An estimate of the channel can
now be made from the modified cepstrum. Finally the channel estimate is subtracted from the
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unmodified LP cepstrum to produce the PFCMS cepstrum
This feature has been shown to perform better than the standard CMS technique [54,43].
In summary, the steps for calculating the PFCMS cepstrum is as follow:
1. Select a threshold radius rth.
2. For each speech frame:
• Calculate the LP poles Zi.
• For each pole move the pole to the threshold radius if IZil > rth.
• Calculate Cmlp(n) from the modified LP spectrum.
3. Find the channel estimate, E[cmlp(n)], over a number of speech frames.
4. Calculate cpfcms(n) using equation (4.36).
4.3.4 Relative spectral (RASTA)processing
RelAtive SpecTrAl (RASTA) [56, 55] processing is another technique that transforms the speech
to an alternative domain and then filters the speech trajectory. Two domains will be specified
and discussed, namely the log domain and a lin-log domain.
Typical feature vector analysis techniques represents all information in the spectrum. This
includes information about the speech, the transmission channel and noise components. It is
noted in [55] that many of the non-linguistic related components in speech varies either slower
or faster than the typical rate of change of the vocal tract. It was suggested that we use a band
pass filter that, over time, suppress the slow and fast changing components in the speech that
falls outside the typical range of vocal tract variation. The transfer function of the band pass
filter applied in RASTA is expressed as
2 + Z-l - Z-3 - 2z-4
H (z) - ------:--:------::-:--
- lOz-4(1 - O.98z-1)
(4.37)
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The low and high cut-off frequency regulates the slowest and fastest spectral changes allowed to
pass through the band pass filter respectively. The high pass section of the filter will eliminate
the slowly varying components of the speech, such as those contributed by the convolutional
transmission channel. The low pass section of the filter will help to smooth out the fast varying
components attributed to analysis artifacts [56, 55].
With the band pass filter already specified the two domains in which filtering is conducted will
be described. The first transformation is from the linear spectral domain to the logarithmic
spectral domain.
Forward transform
Y(w) = InX(w), (4.38)
backward transform
X(w) = eY(w), (4.39)
where the backward transform is executed after the band pass filtering. In this domain the effects
of a convolutional transmission channel is additive. Once again it is assumed that this additive
component change slowly, or is constant, over a short period of time. Then the high pass section
of the band pass filter will be especially effective to remove the convolutional noise.
RASTA filtering, combined with PLP, in the log domain demonstrated considerable improve-
ment over the performance of only PLP when convolutional noise was added to the speech
[55, 56]. However, the same source reported that the performance increase is not so consider-
able when the noise source is additive (uncorrelated noise) to the speech. The problem lies in
the fact that the additive noise contributes to a non-linear effect in the log domain. The solution
offered is to transform the speech to a domain that is linear for small amplitudes and logarithmic
for larger amplitudes. This domain is denoted the lin-log domain and is expressed as:
forward transform
Y(w) = In(l + JX(w)), (4.40)
backward transform
eY(w) - 1
X(w) = J
(4.41 )
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where I is a constant value. The approximation in the backward transform is to ensure that
X (w) is not negative after the transform. This transformation demonstrated an improvement
over that of the log domain transform if the speech is corrupted by additive noise [56]. However,
the results are highly dependent on the value of the constant I. For each noise level a different
optimum value for I results. This poses a practical problem, since the noise levels are usually
not known prior to the use of the system. Three approaches in handling this problem has been
suggested in [80]:
1. Multiple recognisers - The first suggestion is to train more than one recogniser, each with
a different I value from clean speech. In the recognition phase a noise estimate is made.
A value for I and its corresponding recogniser is selected based on the noise estimate.
The disadvantage of this method is that more than one recogniser must be trained.
2. Multiple I values for one recogniser - Instead of training multiple recognisers a single
recogniser can be trained for a set of I values. During testing an estimate of the noise,
Enoise, is made and use to construct a I value for classification
I= 1
C . Enoise
(4.42)
where C is a fixed constant during classification. When training the recogniser a number
of different models ([80] used four) is trained, each with a different C value that depends
on an order of magnitude. This method increases the size of the training set, adds more
parameters to the classifier and is computationally more expensive.
3. Spectral mapping - Both of the previous two methods introduce significant overhead. In
spectral mapping only one recogniser is needed, with one set of models and a fixed refer-
ence value, Ire!, of I. It was noted in [80] that the noise dependency on I introduces a
deterministic source of variability into the analysis that could be analytically determined.
However, in the absence of a suitable analytical solution, an empirically derived linear
mapping that transforms the spectrum from a current I value, obtained from a noise esti-
mate, to a spectrum processed with the reference value. This implies a mapping between
lnf l + IX(w)) and lnl l + Ire!X(w)).
It was demonstrated that in most cases the spectral mapping technique performs better than the
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other two methods [80].
4.4 Summary
The techniques considered in this chapter are used to combat the effects of additive and con-
volutional (transmission channel) noise on speech. The majority of them were concerned with
removing the effects of convolutional noise. This is due to the fact that the convolutional noise
results in an additive component in the logarithmic domain, such as the cepstral domain. The
techniques can be sorted in the following subcategories:
• Techniques that suppress or emphasise certain components of the LP cepstrum that is
more susceptible to noise and spectral tilt. They are: Discarding the zero'th order cepstral
coefficient, cepstral weighting and cepstral post filtering.
• Techniques that modify the narrow-band (formants) or broad-band components of the
LP spectrum. They are: Adaptive component weighting and pole-filtered cepstral mean
subtraction.
• Techniques that estimate the contribution of the channel to the LP cepstrum and removes
it: Cepstral mean subtraction and pole-filtered cepstral mean subtraction.
• Techniques that filter the spectrum or LP cepstrum over time, thus removing slow or fast
varying components: Cepstral derivatives and RASTA.
A technique based on the human perception of speech, perceptual linear prediction, was intro-
duced. The rationale is that if aspects of the auditory system is incorporated into the recognition
system, the system will mimic the human capability to be more robust against certain distortions
in the speech. Finally, the relative autocorrelation sequence mel-scale cepstrum was one of the
techniques, together with lin-log RASTA, that attempts to remove additive noise. It is based on
the observation that additive noise produce an additive component in the power spectrum and
autocorrelation domain. In a similar fashion to that of cepstral derivatives, the autocorrelation
sequences are filtered over time to remove the additive noise component.
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Speaker recognition experiments
In this chapter we present the results of some of our speaker recognition experiments. In the first
section we introduce the the speech database used in all the experiments. The second section
covers the speaker recognition experiments. Finally, the conclusion provides an overview of the
results.
5.1 Speech database
A number of speech databases are available, each with its own characteristics. The major dif-
ferences between the databases are:
• Speech quality.
• Speech bandwidth.
• Transmission channel.
• Recording conditions.
• Variation between recording sessions.
• Length of utterances.
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• Database size.
The database used in all our experiments is the TIMIT acoustic-phonetic speech corpus. TIMIT
was designed to provide speech data for the acquisition of acoustic-phonetic knowledge and for
the development and evaluation of automatic speech recognition systems. However, TIMIT is
also used in various other applications, such as speaker recognition. The reason for this is the
high quality of the speech, which makes it ideal for testing a technique without the interference
of noise and channel variations.
The TIMIT database contains a total of 6300 sentences, 10sentences spoken by each of the 630
speakers from 8 major dialect regions in the United States. Of the 10 sentences per speaker, 2
was read by all speakers (SA), 5 was also read by 7 other speakers (SX) and 3 was only read by
that speaker alone (SI).
For the HF tests a version of the TIMIT database that was transmitted over a long distance HF
transmission channel was used.
5.2 Speaker identification
The speaker recognition experiments were all conducted on a subset of the TIMIT database.
For all our experiments the 38 speakers (24 male and 14 female) from dialect region 1, in the
training directory, were used. The 5 SX files of each speaker were used for training and the 3
SI and 2 SA files were used for identification. The same set of data was used for the HF tests.
The high quality speech data was passed through a pre-emphasis filter with a = 0.98. The
speech was segmented into 32 ms frames, shifted by 16 ms at a time. This means that there is
a 50% overlap of the speech data between feature vectors. A Hamming window was applied to
each frame before a 16'th order LP cepstrum was calculated.
The HF data were down sampled to 8 kHz. This is done because the low-pass filter of the
modulation system has a very sharp cutoff frequency at around 3 kHz. The down sampling
effectively discard the higher frequency component which contains only noise and no usable
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speech information. The data were then passed through a pre-emphasis filter with a = 0.98.
Next the data were segmented into 32 ms frames, shifted by 16 ms at a time. A Hamming
window was then applied to each frame before a lO'th order LP cepstrum was calculated.
The models were trained and tested on the same quality of speech. Therefore, a set of models
were trained on the high quality speech for the tests involving the high quality speech, and
another set of models were trained on the HF quality speech. The experiments using HF quality
speech used these models instead of the high quality equivalents.
Three sets of speaker identification experiments were conducted. The speaker model for the first
set was a full covariance Gaussian model. The second set used a diagonal covariance 16mixture
Gaussian model and the third set used a diagonal covariance 32 mixture Gaussian model. The
three different models were then used to conduct speaker identification on high quality and HF
speech using the following setups:
None: The LP cepstral features were used without modifying any of the coefficients. This
setup was evaluated on models using both high quality and HF quality speech.
DZC: The zero'th order cepstral coefficient was discarded as described in Section 4.2.1. This
setup was evaluated on all models using HF quality speech.
DZC + eMS: The zero'th order cepstral coefficient was discarded and cepstral mean subtrac-
tion (Section 4.3.2) was applied. This setup was evaluated on all models and HF quality
speech.
DZC + CPF: The zero'th order cepstral coefficient was discarded and cepstral post filtering
(Section 4.2.4) was applied. The CPF had an a = 1 and a (3 = 0.9. This setup was
evaluated on all models and HF quality speech.
The results of these experiments are shown in Table 5.1. The rows represent each model type,
while the columns correspond to the various setups. The results in the first column were ob-
tained from speaker identification on the high quality TIMIT data with no processing of the
cepstral features. All three models demonstrated very good results, with the full Gaussian
model performing slightly worse than the other two models. This is due to the capability of the
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High Quality High Frequency
Speaker Model Cepstral Processing
None None DZC DZC+CMS DZC+CPF
FG 99.5% 17.4% 19.5% 15.3% 19.5%
GMM(16) 100% 15.8% 17.9% 12.7% 20.3%
GMM(32) 100% 13.4% 17.1% 12.3% 18.9%
Table 5.1: Average speaker recognition performance.
mixture models to better fit the subclasses produced by each speaker (see Section 3.1). The next
four columns display the performance of the three models on HF quality speech data.
In the first of these setups, the cepstral features were not modified. All three models produced
less than adequate results. This result prompted us to investigate the distortions introduced by
the HF channel combined with the modulation system (Part ill). We noticed that the mixture
models perform slightly worse than the single Gaussian model on the HF speech. A possible
reason for this is the ability of the GMMs to model subclasses in the speaker space. When the
noise levels are as large as the levels we experienced in the HF speech, most of the LP cepstral
features migrate to a single location in cepstral space (see Section 6.4). The mixtures therefore
model the noise process and not the speaker at all. Since the single Gaussian model has to fit
only one Gaussian PDF on all the data, it manages to include more of the speaker information.
The next column displays the performance of the models for the HF speech data when the
zero'th order cepstral coefficient is discarded. By discarding the zero'th order cepstral coeffi-
cient we eliminate the influences of changes in the energy of the speech, the effect of ionospheric
absorption (Section 6.3.2) and the effects of a phase error in modulation (Section 6.2.2). The
single Gaussian model still performs better than the two mixture models, but we notice that the
difference in performance between the 16 and 32 mixture models are smaller.
The next column shows the performance of the models when the zero'th order cepstral coef-
ficient is discarded and cepstral mean subtraction (CMS) is performed. The performance is
somewhat worse than the baseline results. This can happen when using CMS, if training and
testing are performed on the same channel. However, the database was created over a period
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of time and in different conditions and the transmission channel should be quite different for
the various files. It seems like the distortion in the speech is not mainly due to channel dis-
tortions. That is, the distortion is not convolutional noise, for which CMS was designed for.
The investigation in Chapter 6 confirms that the HF channel in not just a simple convolutional
channel.
The last column displays the performance of the models when the zero'th cepstral coefficients
is discarded and cepstral post filtering (CPF) is performed. The CPF improved the performance
of the models slightly. This is due to the fact that CPF emphasises the formants of the speech.
CPF was also designed to combat the effect of a convolutional channel. It is therefore also
ineffective against additive noise.
5.3 Conclusion
The poor speaker identification results presented in this chapter lead to the investigation of the
HF channel and the effects it has on the LP cepstrum. One of the largest contributors to the poor
results is the noise in the signal and that is not easy to eliminate. Sadly, not even the best speech
enhancement techniques will increase the SNR enough to make a noticeable difference to the
speaker identification results. It therefore seems that speaker identification over an HF channel
is only viable if the noise levels are moderate.
69
Stellenbosch University http://scholar.sun.ac.za
Part III
The HF transmission channel and speech
enhancement
70
Stellenbosch University http://scholar.sun.ac.za
Chapter 6
High frequency transmitted speech
6.1 Introduction
One of the goals of this project is to conduct experiments on speech transmitted over a high
frequency (HF) channel to determine how viable speaker recognition is for this transmission
medium. Initial investigation [81l, using a portion of the TIMIT database transmitted over an
HF channel, reported very unsatisfactory results. This motivated us to identify the effects that
are introduced by the HF channel and the modulation system [82]. We then determine how
these effects deform the LP coefficients and LP cepstrum [83].
In each case we first describe the effect and then determine how it modifies the speech in the
spectral or correlation domain. Using this knowledge, we then determine the deformation of
the LP coefficients and LP cepstrum. In the cases where the correlation domain is used the
autocorrelation of the signal is calculated. The result is then used to calculate the correlations
in the augmented Wiener-Hopf equation (2.24)
(6.1)
The augmented Wiener-Hopf equation is then solved for W f and PM. This result is then used
to recursively calculate the LP cepstrum using equation (2.33).
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In Section 6.2 we investigate the effects introduced by the modulation system. Section 6.3
cover the effects introduced by the high frequency transmission channel and in Section 6.4 we
investigate the effects of additive Gaussian white noise on the demodulated speech signal.
6.2 Single sideband modulation system
The system investigated here uses single sideband (SSB) modulation to modulate the speech
signal before transmission and demodulate it after reception. In the following sections we first
describe SSB modulation, followed by an investigation of the problems introduced by non-ideal
modulation and demodulation.
6.2.1 Description of single sideband modulation
SSB modulation is very efficient in terms of the bandwidth required for transmission. Unlike
other modulation systems, such as large carrier amplitude modulation, SSB only requires an
amount of bandwidth equal to the bandwidth of the transmitted signal and not double that. In
SSB modulation only the upper or lower sideband of the speech spectra is transmitted, not both
as in the case of large carrier amplitude modulation. In a modulation system such as large carrier
amplitude modulation the transmitted signal is multiplied with a sinusoidal signal, which copies
the complete spectrum around both the positive and negative carrier frequency components.
When the signal is demodulated two copies of the spectral component are shifted to the zero
frequency. The information needed to reconstruct the original signal is therefore transmitted
twice. SSB modulation eliminates this overhead by transmitting only one of the sidebands
of the spectra and not both. Figure 6.1 shows a spectral representation of this process. SSB
modulation is given by
y~(t) = x(t) COS (wet) ± x(t) sin(wet), (6.2)
where y+(t) produce the upper sideband, y_(t) produces the lower sideband, x(t) is the Hilbert
transform of x (t) and We is the carrier frequency. The SSB signal can be generated by a balanced
modulator. The modulated signal and carrier are phase shifted by 900 to form the second term in
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Original signal
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(a)
Upper sidebands
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Lower sidebands
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Reconstructed signal
X (Ol)
co
Figure 6.1: SSB spectrum: Demonstrating upper and lower sideband modulation and their
reconstruction.
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equation (6.2). This technique is known as the phase-shift method of generating SSB signals and
is graphically presented in Figure 6.2. Demodulation of an SSB modulated signal is achieved
x(t) ----.----------~
cos Wc t
x(t) cos (Oe t
+
t
sin Wc t
1\x(t) ~(t) sin (Oe t
Figure 6.2: Generation of an SSB signal.
by multiplying the SSB modulated signal by a sinusoidal signal with a frequency equal to the
carrier frequency
x(t) = y~(t) . cos(wet)
= [x(t) cos (wet) ± x(t) sin(wet)] . cos (wet)
= x(t) cos2(wet) ± x(t) sin (wet) cos (wet)
= ~x(t) + ~x(t) cos(2wet}± ~x(t) sin(2wet),
(6.3)
where the last two terms produce the upper or lower sidebands at twice the carrier frequency
(see Figure 6.3). The two frequency terms at twice the carrier frequency can be removed by a
low pass filter. This produces a scaled version of the transmitted signal
x(t) = ~x(t). (6.4)
The demodulation process is demonstrated in Figure 6.4.
The above description of SSB modulation and demodulation assumes ideal conditions. How-
ever in practice the components in a system can cause deviations from expected performance.
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Figure 6.3: Demonstrating SSB demodulation in spectral domain.
'~'"ILPF I--~;JO x(t)
COS (l)e t
Figure 6.4: Demodulation of an SSB signal.
The most important of these deviations are frequency and phase errors in the sinusoidal signals
used to modulate and demodulate the signals. This problem arises when the signals generated
by the transmitter and the receiver are not synchronised. To demonstrate this effect we deter-
mine the resulting signal for both a phase and frequency error. Let the incoming SSB signal
be
Y'f(t) = x(t) cos (wet) ± x(t) sin(wet), (6.5)
as generated in equation (6.2). Furthermore let the locally generated carrier signal be
cos[(we + !J.w)t + 0], (6.6)
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where !:lw is the difference in frequency and e is the phase error between the signal generator
of the receiver and the transmitter. If we demodulate the incoming signal we get
x(t) = [x(t) cos (wet) ± x(t) sin(wet)]· cos ((We+ !:lw)t + e)
1
= 2"x(t) [cos ((!:lw)t + e) + cos ((2we + !:lw)t + e)]
=F ~x(t) [sin ((!:lw)t + e) - sin ((2we + !:lw)t + e)].
(6.7)
The double frequency components can be eliminated by a low-pass filter so that equation (6.7)
simplifies to
x(t) = ~x(t) cos(!:lwt + e) =F ~x(t) sin(!:lwt + e). (6.8)
To verify the correctness of this equation we set both the frequency and phase errors equal to
zero, so that equation (6.8) simplifies to
x(t) = ~x(t). (6.9)
The autocorrelation of this is
1
rxx(n) = ~txx(n). (6.10)
The autocorrelation of the received signal is therefore only a scaled version of the transmitted
signal. However, since the gain of the transmitted signal is modified by the transmission and
the amplifiers of the receiver, the scale factor may not be equal to 0.25.
This is the result of demodulation with no frequency and phase error. In the subsequent sections
we will consider the two cases in isolation to determine how they deform the LP coefficients
and the LP cepstrum.
6.2.2 Effect of a phase error on LP coefficients
In the first case we consider only a phase error by setting the frequency error equal to zero,
!:lw = O.Equation (6.8) then simplifies to
x(t) = ~x(t) cos(e) =F ~x(t) sin(e). (6.11 )
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The demodulated signal is a linear combination of the original transmitted signal and the Hilbert
transformed version of the signal using equation (6.11). First we determine how the phase error
will affect the correlation domain and then use this result to calculate the LP coefficients. Lets
determine the autocorrelation of x(n)
rxx(n) = x(n) * x( -n)
- -Sxx(w) = X(w) . X( -w)
= X(w) . X*(w)
= ~X(w)[COS(O) =f sin(O)H(w)] . ~X*(w)[cos(O) =f sin(O)H*(w)],
1= 4X(w)X*(w) . [cos(O) =f sin(O)H(w)] . [cos(O) -F sin(O)H*(w)]
1
= 4X(w)X*(w) . [cos2(O) 'F sin(O) cos(O)(H(w) + H*(w)) + sin2(O)].
(6.12)
where Sxx(w) is the power spectrum ofx(n), and H(w) is the frequency response ofthe Hilbert
transform as given by equation (A.1). Since [H(w) + H*(w)] = 0 and [cos2(O) + sin2(O)] = 1,
this equations simplifies to
Sxx(w) = ~X(w)X*(w)
1
rxx(n) = 4rxx(n).
(6.13)
Thus, the autocorrelation of the demodulated signal with a phase error is only a scaled version
of the autocorrelation of the transmitted signal and is the same as the correctly demodulated
signal. Using equation (6.13) to calculate the correlations in the Wiener-Hopf equation (6.1),
we can determine the AR parameters
(6.14)
The LP coefficients of equation (6.11) is the same as the LP coefficients of the transmitted sig-
nal, x(n). The minimum mean-squared error (MMSE), PMii, of x(n) differ from the MMSE of
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x(n) by a constant only. The MMSE is only used to calculate the zero'th order cepstral coeffi-
cient. The zero'th order cepstral coefficient is the only component that changed and becomes
cx(O) = In y'0.25PMx• (6.15)
In robust speech applications the zero'th order cepstral coefficient is usually discarded. A phase
error in the demodulator will therefore not cause any major deformations in the LP coefficients
and LP cepstrum.
6.2.3 Frequency error in SSBdemodulation
X(ro)
Dead band
Figure 6.5: Demonstrating the frequency shift of the SSB sidebands due to afrequency error in
demodulation.
We now consider the case where only a frequency error is present during demodulation. The
demodulated signal with no phase error is obtained from equation (6.8) by setting () = 0, this
leaves us with
x(t) = ~x(t) cos(6.wt) =f ~x(t) sin(6.wt). (6.16)
In order to obtain more insight into the effect of a frequency error we transform the signal to
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X(z)
(a) (b)
Figure 6.6: Demonstrating the pole shifts, caused by a frequency error: (a) original poles, (b)
shifted poles.
the frequency domain. In the frequency domain equation (6.16) can be written as
- 1 1 ~ ~
X(w) = 4[X(w - ~w) + X(w + ~w)l =f 4j [X(w - ~w) - X(w + ~w)l
1 1
=4[X(w - ~w) + X(w + ~w)l ± 4[sgn(w - ~w)X(w - ~w)
- sgn(w + ~w)X(w + ~w)l
1
=4[(1 ± sgn(w - ~w))X(w - ~w) + (1 =f sgn(w + ~w))X(w + ~w)l,
(6.17)
so that
- 1X(w) = 2[X(w - ~w)u(±w =f ~w) + X(w + ~w)u(=fw =f ~w)l, (6.18)
where u(t) is the unit step function given by
{
I,
u(t) =
0,
t ~ 0
(6.19)
t < 0
A frequency error during demodulation produces a frequency shift of the two sidebands. De-
pending on the sign of ~w, and whether the upper or lower sidebands are transmitted, the
sidebands will shift towards or away from each other. Figure 6.5 demonstrates this effect for
~w < 0 and upper sideband modulation. In the z-plane the poles and zeros will rotate towards
or away from the w = 0 axis (see Figure 6.6). These shifts cause an aliasing effect to be in-
troduced at either the w = 0 frequency component or around the Nyquist frequency. At the
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other end of the spectrum a dead band is formed by shifting 'silent' parts of the spectrum into
our analysis band. The frequency shift, aliasing and dead band is better demonstrated with a
few examples. For the following examples a speech segment from the first sentence (sal.wav)
of the first speaker ifcjfO in dialect region one) in the TIMIT database is used. The first ex-
ample demonstrates a frequency error of 10 Hz during demodulation. The result is shown in
(a) Speech signal
Q) 1000'
"'C
.-ê 0
ëi
E-c -1000.
Q)4
"'C.a
'e
g>2
:::E
o 50 100 150
(b) Frequency Spectrum
200 250
- Original
- Frequency error
o 100 200 300 400 500 600
(c) LPC coefficients
700 900 1000800
2
-1
o
-2~----~--~~--~----~----~----~----~----~-----L----~
o 2 4 6 8 10
Order
12 14 16 18 20
Figure 6.7: The effects of a 10 Hz.frequency error on a speech signal: (a) The speech signals,
(b) Thefrequency spectrum, (c) The LP coefficients.
Figure 6.7, part (a) shows the speech signals, part (b) shows the first 1000 Hz of the spectrum
and part (c) shows the LP coefficients of the original and deformed signals. The speech signal
displays only a slight mismatch between the two signals. The spectral shift of 10 Hz towards
the zero frequency component can be clearly seen. The LP coefficients shows only minor defor-
mation. A corresponding second example demonstrates a frequency error of 100 Hz. The result
is shown in Figure 6.8, where part (a) shows the speech signals, part (b) the frequency spectrum
of the first 1000 Hz and part (c) the LP coefficients. In this case the speech signal resulting
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(a) Speech signal
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Figure 6.8: The effects of a 100 Hz.frequency error on a speech signal: (a) The speech signals,
(b) The frequency spectrum, (c) The LP coefficients.
from the frequency error is quite different from the original transmitted signal. Once again we
note the spectral shift, in this case the shift is 100 Hz towards the zero frequency component.
The LP coefficients, while somewhat more distorted than the 10 Hz case, still shows only mi-
nor deformation. As the frequency error increases the LP coefficients shows increasingly more
deformation. The LP cepstrum shows similar behaviour.
In order to demonstrate the aliasing effect and the dead band more clearly a rather large fre-
quency error of 1000 Hz is used. Figure 6.9 part (a) shows the aliasing effect. Note how the
frequency component at approximately 760 Hz has shifted to around - 240 Hz and the fre-
quency component at approximately -760 Hz has shifted to around 240 Hz. Figure 6.9 part (b)
shows the spectrum in the frequency range of 6000 to 8000 Hz. The frequency components at
8000 Hz has shifted to 7000 Hz. The 'silent' part of the spectrum that were above 8000 Hz has
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(a) Aliasing
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Figure 6.9: Demonstrating the aliasing and dead band effects introduced by thefrequency error:
(a) Aliasing around the zero frequency, (b) The dead band at the Nyquist frequency.
shifted into the 7000 Hz to 8000 Hz range to form the dead band.
6.2.4 Phase and frequency errors in SSBmodulation
The effects of both a phase and frequency errors on the LP coefficients are shown in Figure 6.10.
There are four plots. In both figures the phase error is the same (0 = ~),but with different
frequency errors. Part (a) has a frequency error of 10 Hz, while part (b) has a frequency error
of 100 Hz. In both figures the graphs have the following meaning: The blue line is the LP
coefficients for no phase and frequency error. The black line is the LP coefficients of only a
phase error. The red line is the LP coefficients of only a frequency error. The green line is the
LP coefficients of both a phase and frequency error.
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Figure 6,10: Demonstrating the difference between no phase or frequency error, only a phase
error, only afrequency error and both a phase andfrequency error: (a) Frequency error is 10
Hz and the phase error is ~, (b) Frequency error is 100 Hz and the phase error is ~.
83
Stellenbosch University http://scholar.sun.ac.za
Chapter 6: High frequency transmitted speech Single sideband modulation system
It is seen that a phase error results in only a small deformation of the LP coefficients. This is
because of the non-ideal nature of the Hilbert transform implementation. The frequency error
clearly deforms the LP coefficients more than a phase error alone. The graph with both a phase
and frequency error is very close to that of the frequency error graph. This results show that
frequency errors are dominant over the phase errors. Furthermore, a combination of the two
errors tend to reftect the effect of the frequency error.
6.2.5 Summary of single sideband modulation system
In this section SSB modulation was described. Non-ideal components in a system can cause the
frequency and phase of the signal generators in the transmitter and the receiver to lose synchro-
nisation. As a consequence frequency and phase errors are introduced during demodulation.
The two effects were investigated in isolation.
We considered what happens if only a phase error where present during demodulation first.
There was found that only the zero'th order cepstral coefficient changed, while the other com-
ponents stayed unmodified.
Secondly, we investigated what happens if only a frequency error was present during demodu-
lation. There was shown that the frequency error caused the spectrum of the sidebands to shift
(depending on the sign of the frequency error and whether the upper or lower sidebands were
transmitted) towards or away from the zero'th frequency component. Despite these shifts the
LP coefficients of the demodulated signal showed relatively small changes to the LP coefficients
of the original signal for smaller shifts.
When both a frequency and phase error are present the resulting deformation is mostly governed
by the effect of the frequency error. We can expect modem modulation systems to produce only
small frequency errors. Therefore, even with both errors present, the modulation system is
expected to deform the LP coefficients and LP cepstrum only moderately.
Another consideration is that it is not possible to construct a perfect Hilbert transform. In prac-
tice only an approximation of the Hilbert transform is used. This approximation can possibly
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cause minor deformation of the LP coefficients and the LP cepstrum.
6.3 The HF channel
6.3.1 Short description of the ionosphere
A complete study of the ionosphere is outside the scope of this project, but a quick overview is
provided.
Radio wave transmission of signals with a carrier frequency between 3 and 30 MHz is termed
high frequency band radio propagation. Transmission of this class of carrier frequencies de-
pends on the refraction of the radio wave from the ionosphere. The ionosphere is a region high
above the surface of the earth, where the air is sufficiently ionised by ultraviolet sunlight and
X-rays so that radio waves can be absorbed or reflected. The reflection and absorption is con-
trolled by the number of free electrons in this region [84, p.26-4]. The ionosphere is usually
partitioned into the following layers [85, pp.276-303][84, p.26-4]:
• C Layer: This layer is insignificant in communication and is found 50-70 km above earth.
It exists only during daylight and the density corresponds with the elevation of the sun.
• D Layer: This layer is 70-90 km above the earth and is only present during day light. The
layer reflects very low and low frequency radio waves, absorb medium frequency waves
and weakens high frequency waves through partial absorption. The absorption is caused
by the high density of air and consequently high collision frequency between electron and
neutral molecules.
• E Layer: This layer is 100-120km above the earth. It is important for transmission of
high frequencies during the day over distances less than 1000 km. The ionisation density
is highly dependent on the elevation of the sun. Areas of high ionisation density can
sometimes be found in this layer. These irregular cloud like areas are known as sporadic
E. Sporadic E can prevent waves that would usually penetrate the E layer from reaching
higher layers.
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• Fl Layer: This layer is 175-225 km above the earth and only exists during the day. Some
reflection of high frequency waves occur, but this layer act mostly as an absorber.
• F2 Layer: This layer is 225-400 km above the earth and is the primary reflection region
for long distance high frequency transmission. The height of the peak and ionisation
levels depends on the day, season and sunspot cycles. Unlike the other layers the F2 layer
is not very dependent on the elevation of the sun. This is due to the fact that at such low
air densities and molecular collision rates the medium can store the received solar energy
for hours and can release electrons even during the night. During the night, the F, and F2
layers merge to form the F layer with a peak at around 300 km above earth.
The height and density of these layers are not constant but fluctuate strongly depending on the
level of radiation. Consequently the ionisation level differs considerably during the day and
night.
In the sections to follow we discuss some of the effects caused by the ionosphere and investigate
to what extend they deform the LP coefficients and the LP cepstrum. In all cases we will ignore
the effect of noise and treat it in a separate section.
6.3.2 Absorption
The transmitted signal can be absorbed by the different layers of the ionosphere. This causes a
fading effect at the receiver. Ionospheric fading usually change slowly within a period of about
10 minutes [82]. Most good receivers attempt to compensate for this effect with automatic
gain control (AGC). To investigate the effect of absorption we first define a received signal that
underwent fading (see Figure 6.11)
y(n) = Ax(n), (6.20)
where A is the fading constant.
We first determine how ionospheric absorption will affect the correlation domain and then use
this result to calculate the LP coefficients.
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x(n) y(n)=Ax(n)
Figure 6.11: Ionospheric Absorption.
The autocorrelation of y(n) is
ryy(n) = y(n) * y( -n)
Syy(w) = Y(w) . Y*(w)
= AX(w) . A* X*(w)
= A2Sxx(w)
ryy(n) = A2rxx(n),
(6.21)
where Sxx (w) is the power spectrum of x (n), obtained by taking the Fourier transform of the
cross correlation rxx(n). Using equation (6.21) we can determine the correlations in the aug-
mented Wiener-Hopf equation (6.1)
(6.22)
Thus the LP coefficients of y( n) will be the same as the LP coefficients of the transmitted signal
x(n). The minimum mean-squared error (MMSE), PMy' of y(n) differs from the MMSE of
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x(n) by only a constant factor of A2. The MMSE is used only to calculate the zero'th order
cepstral coefficient. The zero'th order cepstral coefficient is therefore the only component that
will be modified and will become
(6.23)
Figure 6.12 shows an example of the LP cepstrum of y(n) with a fading constant of A = 0.5.
7 , .
6. . . .
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:::l
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>
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9 10 11
Figure 6.12: The LP cepstrum of a frame of speech undergoing ionospheric fading.
6.3.3 Multi-path interference
Multi-path signals results when the transmitted signal is reflected from more than one point in
the ionosphere. Each reflected signal travels a different path, undergoes a different absorption
and arrives at the receiver at different times. The multiple versions of the transmitted signal
cause the received signal to be dispersed in time. To investigate the effect of multi-path signals
we examine a simplified case with only one delayed signal,
y(n) = Aox(n) + Alx(n - k), (6.24)
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where k is the delay in samples and where Ao and Al are the absorption constants of the original
and delayed signals respectively.
We first determine how ionospheric absorption will affect the correlation domain and then use
this result to calculate the LP coefficients.
The autocorrelation of y(n) is
ryy(n) = y(n) * y(-n)
Syy(w) = Y(w) . Y*(w)
= [AoX(w) + AIX(w)e-jwk] . [A~X*(w) + A~X*(w)e+jwk]
= AoA~X(w)X*(w) + AIA~X(w)X*(w)e-jwk
+ AoA~X(w)X*(w)e+jwk + AIA~X(w)X*(w)ejw(k-k)
= X(w)X*(w)[A6 + AoAle-jwk + AoAle+jwk + Ai]
= (A6 +Ai) Sxx(w) + AoAI (Sxx(w)e-jwk + Sxx(w)e+jwk)
ryy(n) = (A6 + Ai) rxx(n) + AoAI (rxx(n - k) + rxx(n + k)).
(6.25)
The autocorrelation of the received signal is a combination of the autocorrelation of the orig-
inal transmitted signal and shifted versions of this autocorrelation. However, since no prior
information about the transmitted signal is available it would be difficult to extract the original
correlation term from the resulting one. The resulting correlation function can be very similar
to the original one for small values of AI, but the function quickly becomes unrecognisable
from the original one if Ao and Al are of the same order of magnitude and if k is large. In
this case the LP coefficients and LP cepstrum of the original and multi-path signals will also
differ significantly. Figure 6.13 shows the LP coefficients of a multi-path speech signal with
one delayed signal. For both cases the delay is k = 10 (625118) and Ao = 1. In the first example
Al = 0.25, while for the second example Al = 1. Multi-path signals can therefore seriously
deform the LP coefficients and LP cepstrum if they are present.
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Figure 6.13: Effect of multi-path signals on the LP coefficients: (a) Amplitude of the delayed
signal is four times smaller than the amplitude of the original signal, (b) Amplitude of the
original and delayed signal is of the same order.
6.3.4 Doppler shifts
The point of reflection of radio waves from the ionosphere may move vertically due to day-night
temperature variations, winds, electric fields, solar flares, geomagnetic storms and ionospheric
storms [85, p.293-303]. When the point of reflection from the ionosphere change, the path
length will change. The transmitted radio wave will then experience a Doppler shift. The
Doppler shift will change the frequency of the reflected wave, thereby causing it to spread over
different frequencies. This phenomenon is called frequency dispersion. A Doppler frequency
shift is defined as
(6.26)
where w is the frequency component that experiences the Doppler shift, v is the speed of the
radio wave (speed of light), Va is the speed at which the observer (receiver) moves and Vs is
the speed at which the source (transmitter) moves. Since the source and observer are stationary
we take Vo and Vs as the speed relative to the moving reflection point. From equation (6.26)
90
Stellenbosch University http://scholar.sun.ac.za
Chapter 6: High frequency transmitted speech The HF channel
we observe that the Doppler shift is nothing but a scaling of the frequency spectrum. However,
since the bandwidth of the sidebands are small compared to the carrier frequency, 6.w at the
lowest point in the band will be almost the same as 6.w at the highest point in the band. To
illustrate this point we consider an example: Let's assume that the point of reflection change at
a rate of 100 km per 12 h (day-night variation), the transmitted signal has a bandwidth of 4 kHz
and a modulation frequency of We = 10 MHz. The speed at which the observer and the source
move is calculated as
100 km -1
Vo = Vs = 12 h = 2.315 m,s (6.27)
The Doppler shift at the carrier frequency is then
300.103 + 2.3148
6.Wl = 10.106 [300.103 _ 2.3148 - IJ = 154.3221 Hz (6.28)
and the Doppler shift at the upper side of the signal band (assuming an upper sideband signal)
is
300.103 + 2.3148
6.w2 = (10.106 + 4.103) [300.103 _ 2.3148 - IJ = 154.3838 Hz. (6.29)
The difference between 6.W1 and 6.W2 is so small that the scaling can be seen as a localised
frequency shift. Therefore, after demodulation the Doppler shift appears to be a frequency shift
of the sidebands. To demonstrate this we start with the modulated transmitted signal as defined
in equation (6.2)
Y=f(t) = x(t) COS (wet) ± x(t) sin(wet), (6.30)
where We is the carrier frequency. Now add the Doppler shift, 6.w
Y=f(t) = x(t) cOS((We + 6.w)t) ± x(t) sin((we + 6.w)t) (6.31 )
and demodulate
Y=f(t) =[x(t) cOS((We + 6.w)t) ± x(t) sin((we + 6.w)t)J . COS (Wet)
1
="2x(t) [cos((2we + 6.w)t) + cOs(6.wt)J
1
± "2x(t)[sin((2we + 6.w)t) + sin(6.wt)J.
Finally filter out the double frequency components
(6.32)
Y=f(t) = ~[x(t) cos(6.wt) ± x(t) sin(6.wt)J. (6.33)
91
Stellenbosch University http://scholar.sun.ac.za
Chapter 6: High frequency transmitted speech The HF channel
Comparing equation (6.33) and equation (6.16) we find that they are exactly the same. A
Doppler shift in the transmission channel has the same effect as a frequency error in the de-
modulator. We have already discussed the effects of a frequency shift in the sidebands in Sec-
tion 6.2.3 and refer to that section for details.
6.3.5 Summary of HF channel
In this section the HF channel was introduced and three of the main effects that can distort the
transmitted signal were described.
The first of these effects, ionospheric absorption, is caused by the absorption of the transmitted
signal by the ionosphere. Ionospheric absorption only change the zero'th order cepstral coeffi-
cient, while keeping the other components unmodified. Ionospheric absorption is therefore not
abig concern in practical applications where the zero'th order cepstral coefficient is frequently
discarded.
The second effect, multi-path signals, occur as a result of the transmitted signal being reflected
by more than one point in the ionosphere. Each reflected signal travels its own path, and will
consequently have a different absorption, and will arrive at the receiver at different times. The
resulting signal consists of the transmitted signal plus one or more delayed versions of the
original signal. The effect of the multi-path signals on the LP cepstrum depends on the relative
amplitude of the original signal and the time delay between the signals. If the delayed signals are
of a much smaller amplitude than the original signal the LP cepstrum will experience only minor
deformation, otherwise these multi-path signals can have a major effect on the LP coefficients
and the LP cepstrum.
The third effect, Doppler shift, is caused by the vertical movement of the ionosphere. This
movement causes the transmitted signal to undergo a Doppler shift in frequency. The Doppler
shift effectively scale each frequency component of the signal. However, since the bandwidth
of the transmitted signal is very small compared to the carrier frequency, the frequency scaling
of the lowest and highest frequency points in the sidebands is almost the same. The frequency
scaling can therefore be seen as a frequency shift. It was shown that after demodulation the
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Doppler shift produces the same equation as when a frequency error is present during demod-
ulation. This means that the Doppler shift will shift the sidebands towards or away from each
other. For small Doppler shifts the LP cepstrum will experience only minor deformation while
large Doppler shifts can deform the LP cepstrum dramatically.
Of these three effects only multi-path signals and Doppler shifts have the potential to deform
the LP cepstrum drastically. The Doppler shift only becomes a problem if large shifts are
experienced.
6.4 Noise
During transmission the radio signals are contaminated by various noise sources. These include
the electronics of the transmitter/receiver and background noise added by the environment. It is
usually assumed that the noise in radio signals is additive, uncorrelated, Gaussian white noise.
This type of noise is additive in the time, frequency and correlation domain, but is non-linear in
the logarithmic domain, such as the cepstral domain. The additive nature of this type of noise
has lead to most of the speech enhancement methods mentioned in Section 1.3.1.
To investigate the effects of noise we first define a signal contaminated by additive Gaussian
white noise
y(n) = x(n) + 1J(n), (6.34)
where x(n) is the original clean speech signal, 1J(n) is the added noise component and y(n) is
the noisy speech signal.
We first determine how ionospheric absorption will affect the correlation domain and then use
this result to calculate the LP coefficients.
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The autocorrelation of y(n) is
ryy(n) = y(n) * y( -n)
Syy(w) = Y(w) . Y*(w)
= [X(w) + N(w)] . [X*(w) + N*(w)]
= X(w)X*(w) + N(w)X*(w) + X(w)N*(w) + N(w)N*(w).
(6.35)
Since the speech and the noise signals are uncorrelated, we can discard the cross-correlation
terms, so that
Syy(w) = X(w)X*(w) + N(w)N*(w)
= Sxx(w) + S1)1)(w)
ryy(n) = rxx(n) + r1)1)(n).
(6.36)
The autocorrelation of the noisy signal is the sum of the autocorrelation of the original signal and
the autocorrelation of the noise signal. This confirms that the noise is additive in the correlation
domain.
Next the result of equation (6.36) is used to determine the correlations in the augmented Wiener-
Hopf equation (6.1)
[
(rx(O) + rn(O))
(rx + r1))
(6.37)
Unfortunately the LP coefficients obtained by solving equation (6.37) can not be written in a
form that clearly separates the contribution of noise and the speech signal to the LP coefficients.
Figure 6.14 demonstrates what happens to the LP coefficients when different levels of noise are
added to the system. The LP coefficients are calculated from speaker fcjO, file sx384 in the
TIMIT database. For all four cases the same clean speech was used but the signal was con-
taminated by 40, 25, 10 and ° dB noise respectively. In this example the first LP coefficient
component is plotted against the second LP coefficient component. The effect can be demon-
strated by using any other combination. As the SNR increases the LP coefficients of the noisy
speech seem to contract to a smaller and smaller region. For pure random Gaussian noise this
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Figure 6.14: The difference between the LP coefficients of clean and noisy signals for different
SNR ratios.
region is centred at the origin. This effect can be seen in Figure 6.15. The mean of all the
LP coefficients (except the zero'th component) of all the sequences plotted in Figure 6.15 were
approximately zero. This can be confirmed by the transfer function of an AR process given by
(6.38)
where an is the n'th LP coefficient and N is the order of the AR process and aa = 1. If we now
substitute an = 0 for ti =I- 0 this equation simplifies to unity and we are left with a flat spectrum.
This is what we would expect from a Gaussian white noise source.
Another effect that is not clearly shown in Figure 6.14, is that the trajectory of an LP coefficient,
traced out as the SNR decrease, is not linear. This is shown in Figure 6.16. The trajectories are
constructed by plotting the same LP coefficient for different noise levels and connecting the
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path with a line. It is clear that the trajectories of the LP coefficients are non-linear. This
non-linear behaviour combined with the fact that the LP coefficients move closer to the origin,
makes a one-to-one reverse mapping to remove the noise very difficult if not impossible. Such
a mapping would attempt to transform the LP coefficients of the noisy speech back to the LP
coefficients of the clean speech if the amount of noise contamination is known.
In a similar manner the LP cepstrum will be transformed to cluster around the origin as the
noise in the signal increases. The result is that we end up with LP cepstral coefficients where
the contribution of the signal and noise are not separable. The non-linear nature of the cepstrum
makes it very difficult to remove the effects of the noise on the cepstrum. For this reason most
enhancements are done in the spectral or time domain where the noise is additive.
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6.5 Conclusion
In this chapter we investigated the effects produced when speech is transmitted over an HF
channel. We have considered the effects produced by both the SSB modulation system and the
HF channel. These effects were analysed to determine how they deform the LP coefficients and
LP cepstrum. The effects can be placed in three categories: The first category is the effects
produced by the SSB modulation system. The second category is the effects produced by the
HF channel and the third category is the effects produced by noise.
In the first category, SSB modulation, we investigated the effects of a phase and frequency error
in the modulator and demodulator. If only a phase error is present, it was shown that only
the zero'th order cepstral coefficient changed while the other coefficients stayed unmodified.
The presence of a frequency error in the modulator or demodulator causes the spectrum of
the sidebands to shift towards or away from each other. The shift of the sidebands can cause
aliasing around the zero frequency component or the Nyquist frequency. If the frequency error
is small only minor deformation of the LP coefficients and LP cepstrum is experienced. Since
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we expect the modulation system to minimise these errors, the phase and frequency error in
SSB modulation will only cause minor deformations of the LP cepstrum.
In both these cases the Hilbert transform of the signal is encountered. In our analysis an ideal
Hilbert transform was assumed. However, it is not possible to construct an ideal Hilbert trans-
form and consequently the non-ideal Hilbert transform can introduce minor deformation of the
LP coefficients and LP cepstrum.
In the second category the effects of the HF channel were investigated. The first effect investi-
gated was ionospheric absorption. It was shown that this effect only modifies the zero'th order
cepstral coefficient. The second effect was multi-path signals. The transmitted signal can be
reflected from more than one point in the ionosphere. The result is that the transmitted signal
and one or more delayed versions of the signal arrive at the receiver. If the amplitudes of the
delayed signals are small compared to the original signal the effect on the LP coefficients and
LP cepstrum is small. However, for large amplitude differences between the original and de-
layed signals, the deformations will produce very different LP coefficients. The third effect was
Doppler shifts which are caused by the vertical movement of the ionosphere. A Doppler shift
causes a scaling of the frequency spectrum. It was shown that for narrow band signals around
a large carrier frequency the scaling effect can be considered as a frequency shift. The Doppler
shift produces the same effect as a frequency error in the modulator or demodulator.
In the third category we considered additive Gaussian white noise. This type of noise is additive
in the time and frequency domain, but non-linear in the logarithmic domain. It was shown that
the effect of noise on the LP coefficients and LP cepstrum depends on both the speech and noise
in a non-linear fashion. The larger the noise component the more distorted the LP cepstrum will
be. As the SNR decrease, the LP cepstral components becomes approximately zero. Even
relatively small noise values can deform the LP cepstrum dramatically. Combatting the effect
of noise in the cepstral domain in not viable due to the non-linear effect that the additive noise
has in the log domain. Attempts to remove the effect of noise is usually made in the time or
frequency domain where it is additive.
In all these cases the main cause of deformations are multi-path signals, large frequency errors,
large Doppler shifts and noise. A thorough investigation to determine to what extent each of
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these effects are present in a typical system can be conducted. Such an investigation requires
the availability of a practical modulation system. Various experiments can then be conducted to
examine each effect in isolation and determine the typical parameters encountered in a practical
system. Such experiments will attempt to determine the phase and frequency errors in the SSB
modulation system, typical absorption levels, Doppler shifts, multi-path signals and noise levels.
With all these statistics available the effect that contributes most to the deformation of the LP
cepstrum can be determined. An attempt can then be made to eliminate, or at least subdue, the
deformations.
This analysis was not performed in this study. Instead we decided to concentrate on the noise in
the system. In order to minimise the effects of noise on the system a method to enhance speech
in the presence of additive Gaussian white noise was formulated. By focusing on removing
noise from speech signals, we can apply the knowledge to a much wider set of applications.
This speech enhancement system will be described in the next section.
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7.1 Introduction
After analysing the various effects introduced by the HF channel and SSB modulation we de-
cided to investigate speech enhancement (SE) techniques. The reason for this is that when you
listen to some of the speech transmitted over the HF channel, it is clear that very high levels of
noise is present in the received signals. Our analysis (Section 6.4) also indicates the dominant
role that noise plays in the degradation of HF speech. Furthermore, any advancements in this
field can be applied to a much wider range of applications than just the HF transmitted speech.
A short introduction to some speech enhancements techniques were presented in Section 1.3.1.
A common mathematical model for noise in a communication system is the additive noise
channel. The transmitted signal x(n) is corrupted by an additive random noise process T](n)
y(n) = x(n) + T](n), (7.1)
where y(n) is the resulting noise contaminated signal. It is also assumed that the noise samples
are uncorrelated. The noise is statistically classified as Gaussian if the noise is generated by a
Gaussian random process. Finally, noise is called white if its power density spectrum is constant
over all frequency components. A random noise process with all these characteristics is called
an additive uncorrelated Gaussian white noise process.
100
Stellenbosch University http://scholar.sun.ac.za
Chapter 7: Speech enhancement using HMM Introduction
In the frequency domain equation (7.1) becomes
Y(w) = X(w) + N(w). (7.2)
The fact that the noise component is additive in the frequency domain has led to speech en-
hancement methods such as spectral subtraction [16]. This method subtracts an estimate of the
noise power spectrum from the power spectrum of y(n). The noise statistics are estimated dur-
ing silent periods in the signal. While this technique is fairly simple it can introduce negative
spectral values. In order to remove this effect the negative values are usually set to zero or some
small positive value. This ad hoc correction procedure produces musical-noise in the speech [7,
p.51O].
The technique we described in this study is based on statistical analysis of the speech and
noise source. A number of techniques employing statistical modelling were mentioned in sec-
tion 1.3.1.3. The majority of these methods attempt to iteratively estimate some parameters
of the speech signal and then construct a Wiener or Kalman filter to filter the noisy signal
[22, 23, 24, 25, 26]. These merbods use the noisy speech to estimate the statistics of the clean
speech and the noise. The problem is that the noisy signal does not contain enough informa-
tion to estimate accurate models for both the speech and the noise [27]. The problem can be
solved by developing speech models from clean speech alone. Hidden Markov models have
been successfully used to model the clean speech [28, 29, 30, 31].
The speech enhancement system we developed uses clean speech to train an HMM that repre-
sent the speech process. The underlying probability density functions (PDF) of the states are
composed so that the time dependent information is incorporated. The time information is ob-
tained by constructing a feature vector that consists of a number of sequential speech samples.
It is also possible to incorporate more time information in the model by increasing the order of
the HMM. The advantage of an HMM, compared to a plain PDF-based classifier (which we also
investigated), is to place constraints on the possible links between the states. It therefore limits
the paths that a clean signal can follow through the model. Thus, if the process is in a known
state, there is only a limited number of states to which the process can change to. Our speech
enhancement system does not require a noise model. Rather, during the speech enhancement
process the underlying PDFs are adapted to include the noise variance (Section 7.4.8).
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In the next section we will offer a short introduction to hidden Markov models. This includes a
method to construct and train higher order models. In Section 7.4 we then describe our speech
enhancement system in detail. Finally Section 7.5 reflects on the advantages and disadvantages
of the system.
7.2 Hidden Markov models
Hidden Markov models have been applied to many speech processing problems such as speech,
speaker, language and phoneme recognition. In the next section we will define an HMM and
provide algorithms to train and apply these models.
7.2.1 Definition
Before describing HMMs we first introduce Markov chains (MC). Consider a system that con-
sists of N unique states. We denote these states: 81, 82, ... ,8 N. At regular discrete time
intervals the system can change from one state to another with a certain probability. At any
given time the current state of the system is denoted by qn, for n = 1,2, ... ,T. The order of
an MC indicates how many previous states were used to describe transitions in the system. For
example, a first order system only depends on the current state to make a transition to the next,
while a second order system depends on the current and previous state to make a transition to
the next state. For a first-order system the probability of going from the current state i to the
next state j is the transition probability
for 1 :::;i and j :::;N. (7.3)
The state transition probabilities are always positive,
(7.4)
and the probabilities of the paths leaving a state all sum to unity,
N
Laij = 1.
j=l
(7.5)
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The transition probabilities are written in matrix form as
A=
The process described by an Me is said to be an observable Markov model. This is because
the output of the model and the states at each moment in time is observable, since each state
corresponds to an observable event. We can define an observation sequence 0, where 0 =
{ 01, O2, ... ,OK}. Each observation corresponds to one of the discrete states, for example
o = {55, 51, 53, 53, 54, 52}. The probability that the observed signal was produced by a given
model, .\ is given by
P(OI.\) =P(Ol, O2, ... ,OKI.\)
=P(55, 51, 53, 53, 54, 521.\)
=P(55)· P(51155)· P(5315I)· P(53153)· P(54153) . P(52154)
(7.7)
where 7fi denote the initial state probabilities, which is given by
for 1 < i < N. (7.8)
All the initial state probabilities can be placed in an initial state vector 11.
We can extend the idea of the Me by replacing the concrete observable states with probabilis-
tic functions. The resulting model is called a hidden Markov model, because the underlying
stochastic process is hidden or not observable. They can only be observed through another set
of stochastic processes that produce the observations.
In addition to the definitions that describe an Me, the HMM can also be characterised by the
number of distinct observation symbols, M, per state. The observation symbols correspond to
the physical output of the system. The symbols are denoted by V = {VI, V2, ... ,V M}. We
define the observation symbol probability distribution in state j as
for 1 < j < Nand 1 < k < M. (7.9)
103
Stellenbosch University http://scholar.sun.ac.za
Chapter 7: Speech enhancement using HMM Hidden Markov models
This is the probability that Vk is observed from state Sj at time t. The collection of all the
observation probabilities can be placed in the observation symbol matrix, B.
A complete description of an HMM requires the specification of Nand M, and the specification
of the probability measures A, Band 1i. A common compact notation for an HMM is
>. = (A, B, zr}. (7.10)
It is also possible to replace the discrete density functions of the states with a continuous func-
tion such as a Gaussian PDF.
In order for the HMM to be of practical use, there are three basic problems that need to be
solved. These problems are referred to as the evaluation, optimal state and re-estimation prob-
lems. They are briefly described next:
Evaluation problem: If we are given a model>' = (A, B, rr ) and an observation sequence
o = {Ol, O2, ... ,OT}, how do we compute the probability that the observation was
produced by the model P(OI>')? The solution is used to determine the 'best' model,
from a set of models, for an observation sequence. The solution to this problem, the
forward-backward approach, which is also known as the Baum- Welch algorithm, is given
in [86, p.262-263], [87] and in [7, p.686-692].
Optimal state sequence problem: In this problem we attempt to find the hidden part of the
model. That is, given an observation sequence 0 = {Ol, O2, ... ,OT}, what is the state
sequence Q = {ql' q2, ... ,qT} that 'best' matches the observation sequence? It should
be clear that there can be more than one solution. We therefore use some optimality
criteria to solve this problem. The solution to this problem, the Viterbi algorithm, is given
in [86, p.263-264], [87] and in [7, p.692-699].
Re-estimation problem: In this problem we are faced with the question of re-estimating the
parameters of a model>' = (A, B, 1i), so that P(OI>') is maximised. This is also called
the training problem. An observation sequence is used to train a model that best represent
it. The solutions to this problem, the forward-backward (Baum- Welch) re-estimation
algorithm and the Viterbi re-estimation algorithm, are given in [86, p.264-266], [87] and
in [7, p.699-705].
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7.2.2 Higher order HMMs
We already stated that in a first order Me or HMM we only use the current state when making
a transition to the next state. In a higher order HMM, the current and N - 1 previous states
(where N is the order of the HMM) are used to make a transition decision.
Algorithms that extend the Baum- Welch and Viterbi algorithms for second order HMMs, are
available [88, 89]. The processing of these second order HMMs are computationally very ex-
pensive. This expense and the lack of training algorithms for third and higher order HMMs has
limited the application of higher order HMMs.
Instead of finding algorithms for the training of higher order HMMs, it was suggested that a
higher order HMM can be reduced to a first order equivalent model [90]. Reducing the order
of the higher order HMMs makes it theoretically possible to train these models. However, the
practical application of this technique is limited by the lack of computer memory and processing
constraints. Therefore, higher order HMMs with many states can still take considerable time
to train due to the huge number of parameters that the equivalent first order model will have.
In order to alleviate this problem the fast incremental training (FIT) algorithm was provided
[90,91]. This algorithm incrementally 'grows' the higher order HMM from lower order HMMs.
For example if we want to train an N'th order HMM we first train a first order HMM. The first
order HMM is then extended to a second order HMM, which in tum is reduced to an equavalent
first order HMM. This model, is then trained. The process is repeated N - 1 times until an N'th
order equivalent HMM is reached. The advantages of this system is that redundant transitional
probabilities and states are removed during training before the next order HMM is created. This
approach is not equivalent to reducing an N'th order HMM to a first order HMM straight away,
the reason being that the optimisation process can converge to a different local optimum during
training. Itwas shown in [90] that this technique is considerably faster and leads to smaller and
more accurate models than using the straight order reduction approach.
In our speech enhancement system we used the FIT approach to obtain higher order HMMs.
Since we exploited the time dependent nature of speech, the higher order HMMs will enable us
to extract extra time dependent information from the speech process.
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7.3 An existing SE technique using HMMs
A number of existing speech enhancement techniques using HMMs are described in [28, 29,
30, 31, 32]. We will briefly describe the technique shown in [29].
Their approach is based on statistical modelling of the speech and noise processes. An HMM
with autoregressive (AR) mixture Gaussian output probability distribution functions is used to
model the clean speech process. The noise model depends on the type of noise considered. In
their study, only Gaussian white noise was used. For this noise type a low order Gaussian AR
model is used to represent the noise. The models are trained using the Baum [92] re-estimation
or the EM algorithm. Enhancement of the noise contaminated speech is achieved by using the
EM algorithm. A more efficient approximation of the training and enhancement procedures are
also described.
Model construction and training
The clean speech process is modelled by an autoregressive mixture Gaussian HMM. The model
parameters are obtained through the maximum likelihood (ML) approach, using the Baum or
the EM re-estimation algorithms. These algorithms locally maximise the PDF of the model
observation sequence for the clean speech training data. An efficient approximation of the Baum
re-estimation algorithm, the segmental k-means algorithm [93], is also used to train the clean
speech models. This algorithm locally maximises the joint PDF of the state and observation
sequences of the HMM for the training data. The algorithm iteratively maximises the joint PDF
over all the state sequences for a given parameter set and then maximises over all the parameter
sets, given the most likely state sequence. The most likely state sequence is obtained using
the Viterbi algorithm, while the estimation of the model parameter set is done with the Baum
re-estimation formulas.
The Gaussian white noise process is modelled by a low order Gaussian AR model. The noise
model parameters are obtained by AR modelling of the centroid covariance matrix of the noise
training data.
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Speech enhancement
For a set of of speech and noise models, speech enhancement is performed using a MAP es-
timation process. MAP speech enhancement is achieved through the application of the EM
algorithm, which estimates the clean speech signal from a given noisy speech signal. The
EM algorithm locally maximises the conditional PDF of the clean speech signal for the given
noisy speech signal. The algorithm starts with an estimate of the clean speech signal (the ini-
tial estimate is the noisy speech signal) and iteratively estimates a new clean speech signal by
maximising a specified auxiliary function.
A more efficient approximation to the MAP approach was also developed. In the approximate
MAP approach, the algorithm locally maximises the joint conditional PDF of the state and
observation sequences of the clean speech signal for a given noisy speech signal. This is done by
alternatively maximising the conditional PDF over all the state sequences, while assuming that
the clean speech vectors are given, and then maximising over the speech vectors while assuming
that the most likely state sequence is given. The estimate of the most likely state sequence is
obtained by applying the Viterbi algorithm on the current estimate of the clean speech signal.
The next clean speech estimate is then obtained by filtering the noisy speech signal with a time
varying Wiener filter. The Wiener filters are constructed from the autoregressive covariance
matrices of the PDFs associated with the most likely state sequence of the clean speech model
and the autoregressive covariance matrix of the noise model.
7.4 A new SE technique using HMMs
In this section we describe a new speech enhancement technique that uses HMMs. This new
technique attempts to model the speech process on the sample level. Our efforts concentrated
on the construction of clean speech models. Compensation for Gaussian white noise is done
later by modifying the clean speech models.
The speech samples are used directly as features. Ideally, we would like to represent each
possible quantisation level of the digitised speech by a Gaussian PDF. However, this will result
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in models that are too large to manage. A subset of quantisation levels is selected to represent
all the possible quantisation levels of the digitised speech signal. For each of these selected
quantisation levels a Gaussian PDF is constructed. Since these PDFs represent all the possible
sample values of the speech signal, it is possible to synthesise a speech signal by using the
PDFs.
An HMM, where each of the PDFs is one state in the model, is used to model the temporal
information of the speech process. Since we are working directly on the sample level, only a
very short amount of time separates adjoining samples. A very high order HMM is therefore
required to sufficiently model the transitional characteristics of the speech process. Unfortu-
nately, due to the large number of states in our HMM, it is not practically possible to obtain
an HMM with an order larger than two. In order to build time information into our system,
we changed the feature vector. Instead of using one sample as a feature, we used a number
of consecutive samples. Once again a subset of all the possible feature vectors is selected and
used to construct Gaussian PDFs to represent the speech process. Each of these PDFs is then a
state in an ergodic HMM with equal transition probabilities between the states. Such a model
relies completely on the temporal information built into the state PDFs to model the transitional
behaviour of the speech process. By training the HMM we modify the transition probabilities
between states and by doing this, extract more transitional characteristics from the speech pro-
cess. To further extract transitional characteristics from the model, higher order HMMs can be
constructed. However, due to practical limitations only a second order HMM were created.
For speech enhancement, the clean speech models are adapted according to the type of noise we
want to remove. These adapted models are then used to enhance the noisy speech. Two methods
are used depending on the clean speech model. For PDF based classifiers, each feature vector
of the noisy speech is presented to the model. The underlying PDF that produces the highest
log likelihood score for the feature is selected. After all the feature vectors are processed, the
sequence of selected PDFs are used to synthesise a new speech signal. For the HMMs, all the
feature vectors of the noisy speech are presented to the model. The Viterbi algorithm is used to
obtain the most likely state sequence produced by the features. This state sequence is then used
to synthesise the new speech signal.
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The following sections explain the steps in constructing clean speech models and how to use
them to enhance the noisy speech in more detail.
7.4.1 Normalisation of the speech
The first step is to normalise the speech. Normalisation is performed so that all the speech
data are placed in the same dynamic range. We call the method we use the robust unity power
normaliser. The unity power normaliser normalises the signal so that the total power of the
signal is close to unity. Since not all signals have the same duration of silence or speech, it
would be difficult to obtain the desired effect of scaling to a fixed dynamic range by simply
dividing by the average power in the signal. Instead the power in small segments of the speech
signal is calculated and ranked. Of these ranked blocks, the power of the 85 'th percentile is used
to scale the whole signal. This method limits the dynamic range of the signal more accurately.
7.4.2 Partitioning of the speech
As stated earlier, it would not be feasible to represent each possible quantisation level by its
own PDF or state. Doing this will result in very large, unmanageable models. If the speech is
quantised in 16 bits we will need 65,536 states and 65,5362 links to construct a full ergodic
HMM. For our experiments we have compromised on 8 bits, 256 quantisation levels. The
quantisation levels are not linearly spaced, but are spaced in a non-linear fashion similar to
that used in j.J,-lawand A-law companding. We used vector quantisation (VQ) to determine
256 clusters from all the speech data. VQ minimises the distortion between the calculated mean
values and the sample data, so that we have an optimum partitioning of the speech sample space.
Figure 7.1 shows the sorted mean values of the clusters, as obtained from the clean speech data.
We then use each of these mean values to construct a Gaussian PDF, which is used in turn to
construct a 256 state ergodic HMM. Such an HMM, when extended into a higher order HMM,
becomes very large. For example a 256 state ergodic HMM has roughly 2562 links. A second
order HMM, created from this first order model, has roughly 2562 states and roughly 2563 ~ 224
links. This is a very large model which we are not able to manage with current memory and
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Figure 7.1: Mean values of the clusters calculatedfrom the clean speech data, using VQ.
computing capabilities. Incremental training is used to simplify the first order model which is
then extended to a second order model. This enables us to create a second order HMM. Creating
a third order HMM is not yet possible at the time of publication.
The inability to create higher order models severely limits our capability to model the transi-
tional information in the speech process. Our partial solution is to incorporate the time infor-
mation into the feature vectors. This is done by creating a feature vector that consists of the
current sample, ti samples from the past and n samples from the future. This produces a feature
vector of length 2n + 1. A feature vector is just a number of speech samples centred around the
current sample under analysis. Figure 7.2 shows a few examples of possible feature vectors.
Since the feature vectors are used to represent some of the temporal information, it is possible to
construct PDF-based classifier models that can be used to enhance the speech. Such models are
described next. The PDF-based classifier models are used to create an HMM to further increase
our modelling capability.
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Figure 7.2: Some possible feature vectors.
7.4.3 PDF-based classifier with Gaussian PDFs
Our first model represents the clean speech by using the quantisation levels and different con-
texts that the feature vectors create around them. The quantisation levels are crude representa-
tions of the different values of a speech signal, but is not enough to represent the speech process.
It is also necessary to model the time evolution or contexts of the speech process. In this first
model we use Gaussian PDFs to model the variety of contexts that can occur in a clean speech
signal.
Each feature vector corresponds to one of the 256 quantisation levels obtained from the clus-
tering process in the previous section. A feature vector corresponds to one of the quantisation
levels when its centre value (the sample around which the vector was constructed) is the closest
to that quantisation level. There is of course a number of feature vectors corresponding to each
quantisation level and each feature vector represent a different context. In order to represent all
the different contexts in a compact way, we need to model some of the representative values.
The feature vectors of each quantisation level is collected and clustered, using VQ [94], into
M vectors. For our experiments we choose M to be 8, mainly to keep the model size small.
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Figure 7.3 shows the clustering result for the feature vectors of one of the quantisation levels.
Figure 7.3: Clustering result of one of the quantisation levels.
Each of these vectors is then used as the mean vector of a Gaussian PDF. The covariance of the
PDF can be either a full or diagonal covariance matrix. In the development stages we mostly
used diagonal covariance PDFs, because they require less computational power. However, in
some situations the full covariance PDFs may produce better speech enhancement results.
The Gaussian PDFs are trained to update the covariance matrices and mean vector values.
7.4.4 PDF-based classifier with Gaussian mixture PDFs
Our second clean speech model represents the speech process using a number of Gaussian
mixture PDFs. The goal is to use the Gaussian PDFs to create an initial HMM to model the
speech process. However, if we use all the 2048 (256x8) available PDFs of the first model, a
very large HMM will result. In order to reduce the size of the resulting HMM we first collect
all the Gaussian PDFs of each quantisation level in a single mixture PDF and create an HMM
112
Stellenbosch University http://scholar.sun.ac.za
Chapter 7: Speech enhancement using HMM A new SE technique using HMMs
from these mixtures.
To do this, the M Gaussian PDFs corresponding to each quantisation level are collected and
used to construct a Gaussian Mixture PDF. Clean speech is used to train the Gaussian mixture
PDFs. During training the mixture weights are updated and in some cases the less frequently
encountered PDFs (including those inside the mixtures) are eliminated.
This model is just an intermediate step to reduce the number of PDFs in the PDF-based clas-
sifier. In the next step the PDF-based classifier is used to construct an ergodic HMM, where
each state is one of the mixture PDFs of the classifier. Thus, by placing all the PDFs of each
quantisation level in a Gaussian mixture, the number of states is reduced by a factor M. This
mixture model can now be used to produce a much smaller and manageable HMM.
7.4.5 First order HMM
The PDF-based classifier models only make a decision on a single sample vector basis. That is,
they classify each sample vector based on the likelihood scores for each PDF. In the first order
HMM, the classification result depends not only on the current likelihood score, but also on that
of the previous state the process was in and the likelihood of making a transition to the current
state. For this reason we employ the first order HMM to extract additional temporal information
from the speech process.
An ergodic first order HMM is constructed from the Gaussian mixture PDF-based classifier.
Each state of the HMM is one of the Gaussian mixtures. Initially, the transitional probabilities
of the ergodic HMM are all set to the same value. In such a configuration the HMM and the
PDF-based classifier is mathematically identical.
HMMs are very powerful tools and given enough freedom they will exploit any aspect of the
data or the structure of the model. One should therefore be careful what degree of freedom
an HMM has. After the first training iteration, we noted that the state PDFs were modified
considerably, resulting in poorer speech enhancement performance. These modifications are
not desirable since it is important for the states to represent our original quantisation levels. In
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addition to this, we also want the HMM to restrict the paths between the various states. To force
this behaviour the state PDFs were frozen so that they can not be modified during the training
process.
Another observation that we made is that in some experiments the speech enhancement algo-
rithm performs better if all the state transitions leaving a state are set equal after training. In
such a setup the HMM only restricts the possible paths between states, but does not regard one
path to be be more likely than another. One possible reason for the poorer performance is that
a path less likely during training will rarely be chosen during application even if it is the cor-
rect one. If an unlimited amount of training data was available this would probably not be a
problem.
7.4.6 Expanding the mixtures of the first order HMM
In the second clean speech model, we grouped all the Gaussian PDFs associated with a quanti-
sation level into a Gaussian mixture PDF. This was done to produce a smaller model to initialise
the first order HMM. Each of the individual Gaussian PDFs, model one of several contexts. In
the Gaussian mixture PDFs a number of these contexts are grouped together. The links of the
HMM indicate possible transitions between these groups of models. Naturally we would ex-
pect that all the possible combinations of transitions between the individual contexts would not
necessarily be possible or very likely. It would be ideal if each of the contexts were repre-
sented by their own state in the HMM. However, because of the large model that would result
if we created a first order HMM directly from each of the Gaussian PDFs, we rather use the
Gaussian mixture PDFs. During the training of the first order HMM the number of links in the
model is reduced. After training we can expand the mixture model so that each of the Gaussian
components form their own states. The expansion is done in such a way that all the possible
transition combinations are produced. This means that no context information is lost during the
intermediate step. This method and the algorithm to expand the mixtures are explained shortly.
The expansion algorithm takes a state containing a mixture PDF and expands it into a number
of individual states, each containing one of the mixture PDFs.
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Mixture expansion algorithm
Our expansion algorithm can expand the mixture PDFs in a state to states containing a single
PDF or it can group some of the mixture components together to form a new state with a mixture
PDF.
We first consider the case where all the mixtures are converted to states containing a single PDF
state. The algorithm extracts each PDF from the mixture and creates a new state from it. All
the possible links of the parent state are duplicated. The incoming links are multiplied by the
mixture weight corresponding to the PDF it was created from.
In the second case subgroups of the mixture PDF are converted to a new mixture PDF state.
The PDF of the new state is a mixture PDF consisting of one or more Gaussian PDFs extracted
from the parent mixture. The parent links are once again duplicated, but this time the incoming
links are multiplied by the sum of the mixture weights of the PDFs grouped together to form
the new mixture.
The algorithm is now demonstrated with a simple example, see Figure 7.4. Part (a) of the figure
shows the original HMM, where states 51, 52, 53 are mixture PDFs with three Gaussian PDFs.
Part (b) of the figure shows the expanded equivalent of part (a). 511,512,513 are the Gaussian
PDFs extracted from state 51. 521,522,523 are the Gaussian PDFs extracted from state 52
and 531,532,533 are the Gaussian PDFs extracted from state 53. We removed each of the
underlying PDFs of the mixture and stacked them on top of each other, while preserving the
possible links between the states. The link values were then updated as described above.
With this new model we gain the ability to further constrain the possible links between the
quantisation levels. To illustrate this point, we will again make use of the structure shown in
Figure 7.4. From the trained first order HMM we obtain the possible transitions as show in part
(a) of the figure. The model is expanded to the structure shown in part (b) and is trained to
produce a structure as shown in part (c). Thus, after training it is possible for the system to go
only to states 522 and 523, and to none of the other states that the unexpanded HMM allowed,
if it was in state 511. The number of possible links are therefore reduced. In our experiments
we found that the number of links were reduced by roughly a factor of eight.
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Figure 7.4: Expanding the Gaussian mixture PDF states of an HMM to single Gaussian PDF
states: (a) Original HMM with mixture PDF states, (b) Fully expanded version of the original
HMM, (c) Expanded HMM after some links are eliminated during training.
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A modified version of the algorithm source code is provided in Appendix D.
7.4.7 A second order HMM
A second order HMM is employed in an attempt to extract even more context information from
the speech process. Just like the ability of the first order HMM to constrain the number of
transitions from one state to the next provide us with a more realistic speech model, we hope
that the constraints imposed by the second order model can provide an even more realistic
model.
The second order HMM is obtained by extending the trained first order HMM, with mixture
PDF states, to a second order model. The second order model can further constrain the tran-
sitional probabilities present in the speech process. However, such a model is only effective if
enough clean speech is available to train the second order model.
The second order model is very huge and takes a long time to train and to apply. Extending this
model to a third order HMM or expanding the Gaussian mixture PDFs to single PDFs are not
yet possible due to the large model sizes it produces.
7.4.8 Adapting the models to enhance the noisy signals
If we want to use the models to enhance noise contaminated speech, we need to adapt the
model parameters to account for the noise. In our experiments we assume that only zero mean
Gaussian noise contaminates the speech signals. The effect of this type of noise is to increase the
variance of the speech signals. We compensated for this effect by adding the covariance of the
Gaussian noise process to the covariance of the Gaussian PDFs. In order to do that we needed
an estimate of the noise variance before we can apply our speech enhancement technique.
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7.4.9 The speech enhancement algorithm
The speech enhancement algorithm we developed can take either a PDF-based classifier or an
HMM as a model for the clean speech. The current algorithm can only remove zero mean white
Gaussian noise, since it is very easy to adapt the clean speech models for this class of noise. The
adaption is done by estimating the noise variance (possibly during silent periods of the speech
signal) and adding it to the diagonal components of the covariance matrices of all the PDFs.
The system is presented with the feature vectors of a noisy speech signal. The feature vectors
are constructed in the same manner as previously explained. From here onwards, the PDF-based
classifier and HMM will operate differently:
• The PDF-based classifier accepts one feature vector at a time and classifies it. Classifi-
cation is done by calculating the likelihood score the feature vector for each PDF. The
PDF with the highest score is then selected as the one most likely to represent the feature
vector. Since each PDF was constructed around one of the quantisation levels, the quan-
tisation level corresponding to the selected PDF is the clean speech estimate of the noisy
speech. The quantisation level can be obtained from the centre element of the PDF's
mean vector. This process is repeated for all the feature vectors. Finally, all the clean
speech estimates are concatenated to synthesise the enhanced speech signal.
• The HMM accepts all the feature vectors and uses the Viterbi algorithm to obtain an
optimum state sequence through the model, where each state corresponds to one of the
feature vectors. The quantisation level represented by each state is obtained in the same
way as for the PDF-based classifier. The clean speech estimates are then linked, in the
order that the state sequence dictates, in order to synthesise the enhanced speech signal.
The speech enhancement algorithm is very straight forward. Standard classification methods
is used with only minor modifications to extract the quantisation levels from the PDFs and to
construct the estimated clean speech signal.
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7.4.10 Practical issues
The biggest problem when these models are used is that they are very big and it takes very long
to train and apply them. It takes days to train a first order HMM with the number of states and
links we are working with.
The Viterbi algorithm is used to train the HMMs and to determine the optimum state sequence
through the model during the speech enhancement process. In order to save time and increase
development speed a variant on the Viterbi algorithm, the Viterbi beam algorithm, was im-
plemented in the later stages of the project. In the standard Viterbi algorithm all possible paths
have to be remembered, while in the Viterbi beam algorithm only the paths that produced a score
within a preset range from the highest score are retained. The use of this algorithm reduced the
time required to train the hidden Markov models and greatly reduced the memory requirements
of the Viterbi algorithm. The savings in time and memory gained from the Viterbi beam al-
gorithm made it possible to work with the large expanded and second order HMMs. During
the early stages of the development the number of links between the states had to be artificially
limited in order to be able to construct and use the HMMs. However, with the introduction of
the Viterbi beam algorithm it was possible to train a full ergodic HMM.
Another problem we faced was that the speech waveform fluctuate too rapidly for the HMM
to properly model the speech contexts. Our system performs better if the speech waveform
is smooth. The ideal way to make the speech waveform smoother is to increase the sampling
frequency of the speech signal. However, since we were already working with a large quantity
of data, we decided to low-pass filter the speech. This simulates the effect of an over-sampled
signal. The original high quality (8 kHz) TIMIT database speech was filtered down to a 3
kHz bandwidth. This is close to the bandwidth encountered in telephone and other speech
transmission channels.
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7.5 Conclusion
In this chapter a statistical based speech enhancement algorithm was described. This technique
exploits the temporal characteristics of speech process using an HMM. An HMM is a statistical
model that can describe a context using the states of the HMM and the time relationship between
them, using the links between the states. By choosing the states to be the speech samples, the
state transitions describes the time dependency between the speech samples. By increasing the
order of the HMM to N, the model models the relationship between N+1 consecutive samples.
However, due to memory and computational constraints, it is currently not possible to create an
HMM speech model with an order larger than two. This severely limits our capability to model
the temporal information in the speech process. We addressed this problem by including extra
time information in the feature vectors. As a side effect, speech enhancement can be done using
a PDF-based classifier model. HMMs still have an edge over the PDF-based classifiers, since
they can further model the interconnectivity of the speech samples.
Five basic clean speech models were developed: a Gaussian PDF-based classifier, a Gaus-
sian mixture PDF-based classifier, a first order HMM, a second order HMM and an expanded
mixture first order HMM. The performance of these models using our speech enhancement
technique is evaluated in Chapter 8.
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Speech enhancement experiments
8.1 Introduction
We conducted a number of speech enhancement experiments to evaluate the performance of our
models for various setups and data sets. Before presenting the experiments, we first provide an
overview of the experimental setup. This covers the data sets and the steps in constructing the
models.
Experiment one compares the performance of the speech enhancement algorithm for all the
models (based on diagonal covariance Gaussian PDFs) with SNRs of 10 and 20 dB. Experi-
ment two evaluates all the models on an independent data set for noisy speech with an SNR
of 10 dB. Experiment three compares the performance between models based on full covari-
ance Gaussian PDFs and models based on diagonal covariance Gaussian PDFs. Experiment
four evaluates the performance of the first order HMM for noisy speech with different SNRs.
Experiment five evaluates the performance of the first order HMM over the training iterations.
Experiment six determines whether our speech enhancement technique is able to increase the
speaker recognition performance of speech corrupted by Gaussian white noise. Finally, the
conclusion provides an overview and discussion of these results.
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8.2 Experimental setup and general procedure
The speech models were trained, and the speech enhancement algorithms were evaluated, using
the 38 speakers from dialect region one of the TIMIT database. This results in 380 speech files
that are approximately three seconds long. An independent test set, used only for testing, were
constructed from the first 20 speakers from dialect region two of the same database (200 speech
files that are each approximately three seconds long). All the speech were normalised using the
robust unity power algorithm that was described in Section 7.4.1.
The noisy signals were generated by adding a random Gaussian noise signal with a fixed vari-
ance to each of the speech signals. Data sets were generated with average SNRs of 0,5, 10, 15
and 20 dB. These data sets were used as input in our speech enhancement system.
Ten different clean speech models were constructed, two versions of each of the five models
described in Section 7.4. In one version the Gaussian PDFs have diagonal covariance matrices,
while in the other they have full covariance matrices. The diagonal covariance Gaussian PDFs
were mostly used during development, because they are faster to train and apply.
Before constructing any of the models we extracted the quantisation levels. This was done
by grouping the clean speech data into 256 clusters using VQ. The centroids of the clusters
represent the quantisation levels (see Figure 7.1). The feature vectors were constructed next.
Each feature vector is a segment of speech consisting of five samples (see Figure 7.2).
The first clean speech model consists of a number of Gaussian PDFs. For each quantisation
level eight Gaussian PDFs were constructed. The feature vectors corresponding to each quan-
tisation level were collected. A feature vector corresponds to one of the quantisation levels
if the third element of the vector is the closest to that specific quantisation level. The feature
vector set of each quantisation level is then segmented into eight clusters using VQ. The result
of one clustering is shown in Figure 7.3 in Section 7.4.2. The centroid of each cluster is used
to initialise a diagonal (or full) covariance Gaussian PDF. The Gaussian clean speech model
consists of 2048 Gaussian PDFs, 8 for each of the 256 quantisation levels. The Gaussian model
is trained to update the mean and covariance of each of the PDFs. We call this the Gaussian
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model and uses the shorthand GM to denote it.
The second clean speech model is constructed from the first model by creating 256 GMMs with
8 mixtures each. A Gaussian mixture model is constructed from the group of 8 Gaussian PDFs
that correspond to one of the 256 quantisation levels. The Gaussian mixture model is trained
to update the mixture weights, the mean and the covariance of each Gaussian mixture model.
During training, some of the mixture PDFs are discarded due to a lack of presence in the training
data. We call this the Gaussian mixture model and use the shorthand GMM to denote it.
The third clean speech model uses the mixture PDFs of the second model to initialise a 256 state
first order ergodic HMM. The PDF of each state is one of the mixture PDFs from the second
model. The PDFs of the states are frozen, that means they are not allowed to change during
training. This means that only the transition probabilities can be modified. During training any
transition that is not observed in the clean speech data is eliminated. In some of the experiments
it was found that the speech enhancement algorithm performs better if the remaining transition
probabilities leaving a state are all set equal after training. We call this the first order HMM
model and uses the shorthand HMM-l to denote it. This model is used to construct the two
other clean speech models.
The first of these, our fourth model, expands the mixtures of the GMMs as described in Sec-
tion 7.4.5. The model is trained for one iteration, during which some states are eliminated and
the transition probabilities are updated. We call this the expanded HMM model and uses the
shorthand HMM-eMix to denote it.
The second of these, our fifth model, is simply a second order extension of the first order HMM.
The model is trained for one iteration, during which some states are eliminated and the transition
probabilities are updated. We call this the second order HMM model and uses the shorthand
HMM-2 to denote it.
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8.3 Experiment one: Comparing the clean speech models on
the training data
Goal
The aim of this experiment is to evaluate the speech enhancement algorithm's performance for
each of the five clean speech models. In this experiment only diagonal covariance Gaussian
PDFs were used. We enhanced two sets of noisy speech data, one with an average SNR of 20
dB and another with an average SNR of 10 dB.
Results
The results of this experiment are shown in shown in Table 8.1. For the noisy speech with
Table 8.1: Performance (in dB) of the speech enhancement algorithm using models constructed
from diagonal covariance Gaussian PDFs.
Speech Clean speech Model
SNR GM GMM HMM-l HMM-eMix HMM-2
20dB 22.33 22.35 23.87 22.66 21.77
IOdB 13.13 14.87 15.25 16.00 15.63
an average SNR of 20 dB, the Gaussian model and Gaussian mixture model produced similar
results. The first order HMM model performed the best, increasing the SNR by almost 4 dB.
The expanded HMM performed about the same as the Gaussian and Gaussian mixture models,
while the second order HMM model showed the smallest SNR improvement of all the models.
For the 10 dB SNR data the results are quite different. The Gaussian classifier model performed
the worst, with an SNR increase of about 3 dB. The Gaussian mixture classifier model showed
a considerable improvement compared to the Gaussian model. At this SNR level both the
expanded and second order HMM performed better than the first order HMM.
We can use this result to compare our speech enhancement method to other techniques. As a
comparison we used the HMM technique described in [28, 29]. However, a direct comparison
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is somewhat difficult since the authors quoted only a minimum and maximum SNR increase.
At 10 dB SNR they obtained a performance of between 14.4 and 15.5 dB for their MMSE
estimator and between 14.0 and 15.0 dB for their MAP estimator. Our technique, using the
first order HMM, performed between 13.0 and 18.0 dB. Using the expanded HMM we noted a
performance of between 13.0 and 19.0 dB.
Conclusion
At 20 dB SNR, if would seem that the full power of the more complex models are not utilised.
The first order HMM was the best suited model to remove additive noise of this level. At 10 dB
SNR the strength of the expanded HMM and second order HMM are clearly seen. Since the
expanded HMM performed better than the second order HMM with the mixture PDF states, it
would suggest that ability provided by representing each state by only one PDF and eliminating
the extra links, is worth more than the ability of the second order HMM to model second order
transitional statistics. This indicates that is worth more to increase the number of PDFs to model
the speech process than using higher order HMMs.
If we compare our technique to the HMM based speech enhancement technique described in
[28, 29], our technique produces better results.
8.4 Experiment two: Comparing the clean speech models on
an independent test set
Goal
In this experiment the speech enhancement performance of the models, using diagonal covari-
ance based Gaussian PDFs, are evaluated on an independent test set. This experiment indicates
if the clean speech models are general enough to represent the speech process. This experiment
was conducted in order to determine how the clean speech models perform on speech that it
was not trained on.
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Results
Table 8.2: Performance (in dB) of the speech enhancement algorithm using the models con-
structedfrom diagonal covariance Gaussian PDFs on the test set data at 10 dB SNR.
GM GMM HMM-I HMM-eMix HMM-2
13.06 14.57 14.85 15.79 15.17
The results of this experiment are shown in Table 8.2. The performance is very similar to that
obtained using the training data (see Table 8.1).
Conclusion
From the results we can conclude that our models are very well suited for the task and represent
the speech process reasonably well. If the results dropped dramatically it would have been an
indication that the clean speech models were not general enough and that it specialised on the
training data. This would indicate that more training data are required for training of the models.
8.5 Experiment three: Comparing full and diagonal covari-
ance Gaussian PDFs
Goal
The aim of this experiment is to make a comparison between models based on full and diagonal
covariance Gaussian PDFs.
Results
The results of this experiment are shown in Table 8.3. The first three models performed slightly
better when full covariance Gaussian PDFs were used, while the last two models performed
slightly better when diagonal covariance Gaussian PDFs were used.
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Table 8.3: Comparing the performance (in dB) of the speech enhancement algorithm between
models constructed using diagonal andfull covariance Gaussian PDFs at an SNR of 10 dB.
Covariance Clean speech Model
matrix GM GMM HMM-l HMM-eMix HMM-2
Diagonal 13.13 14.87 15.25 16.00 15.63
Full 13.23 15.14 15.51 15.87 15.60
Conclusion
In general, the difference in performance between the two model sets are very small. This
suggests that the covariance between the elements of the feature vectors does not contribute a
significant amount of information about the system. We would have expected the full covariance
models to perform better in all cases. It could be that sufficient data was not available to model
the full covariance Gaussian PDFs in the last two models. The slight performance gain that the
full covariance models offer do not justify the tremendous increase in processing power to train
and apply such models.
8.6 Experiment four: Evaluate the first order HMM for dif-
ferent SNRs
Goal
In this experiment we evaluated the performance of the first order HMM, using diagonal covari-
ance Gaussian PDFs, on various SNRs. This provides an indication of how well the algorithm
scale over various SNR levels.
Results
The results of this experiment is shown in Table 8.4.
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Table 8.4: Performance (in dB) of the first order HMM in different SNRs.
SNR
Model
OdB 5 dB 10dB 15 dB 20dB
HMM-l 7.67 11.51 15.25 18.70 23.87
Conclusion
The lower the SNR, the larger the increase in SNR performance observed. The more noise con-
tained in the speech, the larger the potential for improvement. However, the enhanced speech is
less intelligible for the lower SNR speech.
8.7 Experiment five: The role of the number of training iter-
ations
Goal
The aim of this experiment is to demonstrate that only one training iteration is required to update
the HMM parameters for optimal SNR increase by the speech enhancement algorithm.
Results
Table 8.5: Performance (in dB) of the first order HMM over a number of iterations.
Iteration 1 2 3 4 5 6 7 8 9 10
HMM-1 15.25 15.12 15.09 15.09 15.09 15.08 15.09 15.10 15.10 15.09
The results of this experiment are shown in Table 8.5. We can see that the performance decrease
slightly after the first iteration and then stabilises around a constant range.
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Conclusion
During the development we found that only one iteration is required to train the HMMs. This
fact saved a lot of time, since training these models are time consuming. For example it means
waiting one day, instead of ten (if ten training iterations were used), for an HMM model to train.
8.8 Experiment six: The effect on speaker recognition
Goal
In this experiment we evaluated the performance of a speaker recognition system for clean
speech, noisy speech and speech enhanced by our speech enhancement technique.
Setup
The 38 speakers from dialect region one, in the TIMIT speech database, were used in this
experiment. Four different speech data sets were evaluated:
• The first set is the original high quality TIMIT speech data. This set is denoted as HQ.
• For the second set, the original data are normalised with the robust unity power normaliser
and is then filtered with a low pass filter with a cutoff frequency of 3 kHz. This data is
used to train the clean speech models used in our speech enhancement technique. This
set is denoted by RUP-LPF.
• The third set is created by adding noise to the system so that the average SNR of the noisy
speech signals are 10 dB. This set is denoted by RUP-LPF-NIO.
• The last set is created by enhancing the third set using the expanded HMM clean speech
model. This set is denoted by RUP-LPF-NIO-SE.
The speech is pre-emphasised and a Hamming window is applied before a lO'th order LP cep-
strum is calculated. The speakers are modelled by Gaussian mixture models with 16 mixtures.
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The models was initialised by VQ codebooks and trained for 20 iterations using the five SX files
of each speaker.
Finally, the models were tested using the 3 SI and 2 SA files of each speaker.
Results
Table 8.6: Speaker recognition performance on clean, noisy and enhanced speech.
Speech HQ RUP-LPF RUP-LPF-NIO RUP-LPF-NIO-SE
Accuracy 97.4% 65.7% 35.8% 41.6%
The results of this experiment are shown in Table 8.6. The performance of the speaker recogni-
tion system on the clean high quality TIMIT speech is as good as can be expected.
The performance of the low pass filtered speech dropped considerably. This is due to the fact
that the bandwidth of the speech was reduced from 8 kHz to 3 kHz. This also indicates that
information that is useful for speaker recognition is present in the frequency components higher
than 3 kHz.
The addition of noise reduced the performance of the system even more, while the performance
of the enhanced speech is somewhat better.
To determine if the outcome is statistically significant we conducted a one-sided McNemar test
[95] on the results obtained from RUP-LPF-NIO and RUP-LPF-NIO-SE. The error distribution
Table 8.7: The error distribution between RUP-LPF-NIO and RUP-LPF-NIO-SE.
RUP-LPF-NIO-SE
Correct Incorrect
RUP-LPF-NIO Correct I 55 13
Incorrect ===2=4=======98====
between RUP-LPF-NIO and RUP-LPF-NIO-SE is shown in Table 8.7. By substituting these
values into the McNemar equations, we found that the observed differences in the results has a
probability of only 4.94% of happening by chance. We can therefore conclude that there is a
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genuine difference in the results of RUP-LP F-N 10 and RUP-LP F-N lO-SE and that the resulting
outcome is statistically significant.
Conclusion
This experiment demonstrates that our speech enhancement technique, using the expanded
HMM clean speech model, can increase the performance of a speaker recognition system.
8.9 Conclusion
In this chapter we evaluated our speech enhancement technique using five different clean speech
models. Of these models, depending on the SNR level, the first order HMM or the expanded
HMM performed the best. For lower SNR levels the second order HMM performs better than
the first order HMM, but not better than the expanded HMM.
The speech enhancement technique demonstrates similar performance on both the training and
the test set. This suggests that our clean speech models are sufficiently generalised for the
speech process.
We also compared the performance of the models using diagonal and full Gaussian covariance
models. The results are very similar but in most cases the full covariance model performs
slightly better. However, the full covariance models takes considerably longer to train and
apply. The slight performance increase that they offer is outweighted by their computational
cost.
We also observed that only one training iteration is required to train the HMMs. After each con-
secutive iteration the performance drops slightly and eventually stabilises around some constant
value. This fact saved a considerable amount of development time.
Also demonstrated was the fact that our speech enhancement technique, using the expanded
HMM clean speech model, increased the speaker recognition performance of speech corrupted
by Gaussian white noise.
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Since the speech enhancement method we introduced was different from all the other ap-
proaches, there is no proper benchmark against which the result can be compared. A comparison
between our method and the HMM-based statistical speech enhancement methods discussed in
section 1.3.1.3 and Section 7.3 is also difficult since the test data is not the same. If we do
however draw a comparison based purely on the SNR improvements obtained, then our speech
enhancement method generally performs better than those methods.
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9.1 Summary
In this project we studied a wide range of subjects including speech analysis, robust speech
analysis, speaker recognition, speech enhancement and high frequency transmission channels.
A short summary follows:
• The basics of speech analysis were investigated, with LP cepstral features being empha-
sised. This laid the foundation for speaker recognition and the investigation of the HF
channel.
• Various speaker recognition systems were investigated and we described the current in-
dustry standard which employs Gaussian mixture models to model the speakers.
• Several robust feature analysis techniques were investigated. Most of them are based on
inter- and intra-frame processing of the LP or mel-scale cepstral features. Two of these
methods examined new cepstral features. The first was based on human perception and
the second was based on the modification of autocorrelation sequences.
• A performance baseline was established for speaker recognition on speech transmitted
over an HF channel. With the aid of two robust techniques, discarding the zero'th order
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cepstral coefficient and cepstral post filtering, the performance was slightly increased.
Another robust technique, cepstral mean subtraction, actually decreased the performance.
• The unsatisfactory results obtained from the speaker recognition experiments lead to the
investigation of how the HF channel and SSB modulation deform the LP coefficients and
the LP cepstral features. The results are summarised below:
- A Phase error in SSB modulation and demodulation only modify the zero'th order
cepstral coefficient.
- A frequency error in SSB modulation or demodulation causes the sidebands to shift
towards or away from each other, causing aliasing and a dead band in the spectrum.
If these shifts are small, as expected from a high quality modulation system, the LP
cepstrum will only experience minor deformation.
- Ionospheric absorption only modify the zero'th order cepstral coefficient.
- Multi-path signals can seriously deform the LP cepstrum if the interfering signal is
of the same order of amplitude as the expected signal.
- Doppler shifts have the same effect as a frequency error in the modulation system.
For small Doppler shifts the deformation might be small, but larger shifts can result
in large deformation of the LP cepstrum.
- Large noise components can seriously deform the LP cepstrum.
Of these effects multi-path signals, large Doppler shifts and noise has the largest potential
to deform the LP cepstrum .
• A new statistically based speech enhancement technique was introduced. A hidden Markov
model is generated by incremental construction and training from simpler models such as
Gaussian and Gaussian mixture models. The speech enhancement algorithm can operate
on both PDF classifier and HMM clean speech models. The technique performs better
than other HMM based methods found in the literature. It was also demonstrated that
speech enhanced with the new technique increased the speaker recognition performance
of speech corrupted by Gaussian white noise.
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9.2 Future work
A study such as this is never complete and there are a number of ideas that we would have liked
to investigate were it not for time constraints:
• In Section 4.2 and Section 4.3 we introduced robust feature analysis techniques that mod-
ify the cepstral features. Only three of these robust techniques (discarding the zero'th
order cepstral coefficient, cepstral post filtering and cepstral mean subtraction) were in-
corporated in our speaker recognition experiments. Implementation of all the robust tech-
niques will take some time, but if they are available the HF speaker recognition experi-
ments can be repeated to evaluate all the techniques.
• Only the LP cepstrum is used as a feature in all the experiments. An investigation that
also include the Mel-warped cepstrum, PLP cepstrum and RAS mel-scale cepstrum will
be useful. RAS-MFCC feature might prove to be very effective, due to the fact that it is
designed to be more resistant against additive noise.
• This project did not conduct a study to determine the relative extent to which the vari-
ous effects introduced by the HF channel and the SSB modulation system are present in
typical HF transmitted speech. Such a study would complement the work presented in
Chapter 6. With the investigation of HF specific solutions, such a project will be a large
undertaking.
• The hidden Markov models used in the speech enhancement experiments were con-
structed from a fixed parameter set. This is largely due to the fact that the construction of
these models take a considerable amount of time. Here is a list of parameter variations
that we would like to investigate:
- The initial number of quantisation levels was chosen to be 256. The effect of more
or fewer levels can be investigated. Working with more quantisation levels will
decrease the quantisation noise, but since the number states of the HMMs are deter-
mined by the number of quantisation levels, this can lead to even larger HMMs than
was used in this study. By choosing fewer quantisation levels it could be possible to
create higher order HMMs and study their performance.
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- The number of speech samples in the feature vector were set to 5. The effect of
a feature vector using 3, 7, etc. samples can be investigated. The fewer samples
in the vector, the fewer training data will be required to train the models, since the
possible patterns will be less. However, for more samples more complex patterns
can be recognised, thus providing the capability to learn even more context sensitive
constraints.
- The feature vector data associated with each quantisation level was clustered into
eight subsections. This figure can be modified dynamically by increasing the num-
ber of clusters if enough data are available, and decreasing the number of clusters
when the data are sparse.
- To obtain a smoother signal we can rather over sample the speech data instead of
low pass filtering it. This way no information is discarded.
• The training of the speech models and application of the speech enhancement algorithms
require a significant amount of memory and computational power to execute. Optimi-
sation of the code can help to increase development time. Optimisation can facilitate a
faster development cycle and allow for increase in model complexity. We have already
incorporated a number of optimisation techniques of which the Viterbi beam algorithm
offered the most advantages.
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Appendix A
The Hilbert transform
The Hilbert transform (HT) is an all-pass filter that shifts the phase of all positive frequency
components of its input by - ~7r radians (90°). The transfer function of the ideal HT is specified
by [96, p.94][75, p.657]
H(w) = -j sgn(w), (A. I)
where sgn is the signum function
sgn(w) = 0, w = O· (A.2)
1, w > °
-1, w < °
The unit impulse response of the HT is given by
{
2. sin2(O.511"n)
h(n) = 11" n '
0,
(A.3)
n=O
The ideal impulse response is noneausal and infinite in duration. We note that the magnitude of
the HT is
IH(w)1 = 1 (AA)
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and that the autocorrelation of the RT is
Thh(n) =h(n) * h( -n)
Shh(W) =H(w) . H( -w)
=H(w) . H*(w)
= IH(w)12
=12 = 1
Thh(n) =Ó(n),
(A.5)
where Shh(W) is the power spectrum of the RT.
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Vector Quantisation
Vector quantisation is part of a larger family of clustering algorithms. In [97, p.508-563] a
whole chapter is devoted to clustering algorithms. Vector quantisation is often used in data
compression and coding applications [94]. The two algorithms used in our system are the K-
means [7, p.71] and the non-uniform binary split [7, p.432].
K-means VQ (KMVQ)
For a K vector codebook we start by choosing K arbitrary initial codebook vectors, cbk for
k = 1,2, ... ,K. We then follow the next three steps:
• For each feature vector x we calculate the distance d to all the codebook vectors. The fea-
ture vector is then associated (quantised) with the nearest codebook vector. This process
creates K clusters.
• For each cluster the centroids are computed. These centroids are now the new codebook
vectors, cbk•
• These steps are repeated for a predefined number of times or until a minimum distortion
for the feature vectors are reached.
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Non-uniform binary split VQ (NUBSVQ)
Non-uniform binary split VQ starts with one cluster (all the data) which is split into two new
clusters using the K-means algorithm as described. The cluster with the largest total distortion,
where distortion is the sum of the distances of all the vectors in the clusters from the cluster
centroid, is then split into two new clusters. This process is repeated i times to produce 2i
codebooks. The process is described as follows:
• Select the cluster with the largest total distortion.
• Split this cluster into two new clusters using the K-means algorithm.
• Repeat this process i times.
Non-uniform binary split VQ repeatedly splits the cluster with the largest total distortion. This
process is faster than the full K-means algorithm and provides better clustering of the data.
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Expectation Maximisation (EM) algorithm
The EM algorithm is frequently used to estimate parameters in situations where the data nec-
essary for estimation are not directly accessible or where some of the data are missing. The
EM algorithm provides a maximum likelihood (ML) estimate of parameters where there is a
many-to-one mapping between the underlying distribution and the distribution governing the
observation data.
The EM algorithm consists of two steps, an expectation step and a maximisation step. The
expectation step uses the current parameter set and observations to estimate the unobserved
data. The maximisation step estimates a new parameter set from the estimated unobserved data.
These two steps are iterated until some convergence criterium is satisfied.
The underlying principle of the EM algorithm has been developed by a number of independent
researchers, but Dempster [23] brought all the ideas together and proved convergence of the
algorithm. The EM algorithm has a wide range of applications in the signal processing as
well as numerous other fields [98]. Our interest in the EM algorithm is in its application in
the training of Gaussian mixture models [11] and hidden Markov models [99, p.148-164][7,
p.677-744].
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General statement of the EM algorithm
The general statement of the EM algorithm, as found in [98], will now be described.
Lets denote the observation sample space by Y, and let y E Rm be an observation of Y. Let
x ERn, for tri < ti, be an outcome in the underlying space X. We refer to x as the complete
data. However, the complete data are not observed directly, only indirectly via y. There is a
many-to-one mapping between x and y, given by
y = g(x). (Cl)
This means that a subset of X can be mapped to the observation y. This subset is denoted by
x(y).
The PDF of the complete data is f(xIO), where 0 E 8 C RT is the set of parameters of the
density. The PDF is assumed to be a continuous function of 0 and is approximately differential.
Furthermore, the ML estimate of 0 is assumed to lie within the region 8. The PDF of the
incomplete data is
f(yIO) = j f(xIO)dx.
x(y)
The likelihood function is denoted by
(C2)
ly(O) = f(yIO), (C.3)
and the log-likelihood function as
Ly(O) = log f(yIO). (C.4)
We want to find the 0 that maximises log f(xIO), but we do not have direct access to x. Instead
we maximise the expectation of log f(xIO), given the current estimate of 0 and the observed data
y. This process is expressed in two steps. The first step is the expectation or E-step, while the
second is the maximisation or M-step. These steps are iterated until some convergence criteria
is satisfied. The estimate of the parameters at the k'th iteration is denoted by O[k].
During the E-step we compute a Q function, given by:
(C.5)
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During the M-step the next estimate of the parameters is obtained by finding the e that max-
imises the Q function. This is written as:
e[k+1] = arg max Q(ele[k]).
f)
(C.6)
These two steps are iterated until Ile[k] - e[k-I]11 < E, where 11·11 is the distance measure and E is
a small constant value. The algorithm is repeated until the models are closer than a predefined
distance from each other. In other words, the new parameters only differ slightly from each
other. The EM algorithm is guaranteed to converge.
The EM algorithm is conceptually very simple, but computing the expectation and performing
the maximisation can be quite complex and time consuming.
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HMM mixture PDF expansion algorithm
void hmm_mixture_expand(const HMM& oldMod, HMM& newMod) const
{
cout « "Enter the largest number of PDFs allowed per mixture PDF"
« " after expansion: ";
int largestMixSize;
Cln » largestMixSize;
if (largestMixSize < 1)
{
cerr « "ERROR: largest size the new mixture must be one or "
« "larger" « endl;
return true;
} II largestMixSize
II Obtain the PDF classifier from the old model.
pdfClassifier* pdfClsPtr = oldMod.copyClassifier();
II Used to store the number of old and new states.
int numberOfOldStates = oldMod.states();
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int numberOfNewStates = Oi
II Store old class indexes (Mapping between states and PDFs).
Vector<int> oldClassIndexes = oldMod.classIndexes{) i
II Create vectors to store the old links and their weights
Vector<Vector<int> > oldDest{numberOfOldStates) i
Vector<Vector<REAL> > oldDestWeight{numberOfOldStates) i
for (int state = Oi state < numberOfOldStatesi state++)
{
II Get the pdf id that the old state points to
int oldPdfId = oldClassIndexes[state]i
II Determine old destination and weights
oldDest[state] .resize{oldMod.state{state) .noOfLinks{) ) i
oldDestWeight[state] .resize{oldMod.state{state) .noOfLinks{) ) i
for (int j = Oi j < oldDest[state] .size{) i j++)
{
oldDest[state] [jl = oldMod.state{state) .1inkDest{j) i
oldDestWeight[state] [jl =
EXP_B {oldMod. state (state) .1inkStrength{j) )i
} Ilfor j
II Count how many new states we will need
if (oldPdfId == -9999) II Null state
{
numberOfNewStates++i
}II if oldClassIndexes
else
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{
II Extract underlying pdf
Pdf_N* pdfPtr;
pdfPtr = pdfClsPtr->pdf(oldPdfld);
const MixturePDF_N* mixPdfptr;
mixPdfPtr = dynamic_cast<const MixturePDF_N*> (pdfPtr);
if (mixPdfPtr)
{
numberOfNewStates +=
( (mixPdfPtr->noOfPdfs() - 1) I largestMixSize) + 1;
} II if mixPdfptr
else
{
numberOfNewStates++;
}II else mixPdfptr
}II else oldOdfld
}II state
cout « "The old model had" « oldMod.states()
« " states, the new model will have" « numberOfNewStates
« " states." « endl;
II Determine how many Pdf_Ns we will need
int numberOfNewPdfs = 0;
for (int pdf = 0; pdf < pdfClsPtr->noOfClasses(); pdf++)
{
const MixturePDF_N* mixPdfptr;
mixPdfPtr = dynamic_cast<const MixturePDF_N*>
(pdfClsPtr->pdf(pdf) );
if (mixPdfPtr)
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numberOfNewPdfs +=
( (mixPdfPtr->noOfPdfs() - 1) I largestMixSize) + li
} II if mixPdfPtr
else
{
numberOfNewPdfs++i
}II else mixPdfPtr
}II pdf
cout « "The old pdf classifier had" « pdfClsPtr->noOfClasses()
« " pdfs, the new pdf classifier will have"
« numberOfNewPdfs
« " pdfs." « endli
II Variables needed for the new model
Vector<int> newClasslndexes(numberOfNewStates) i
Vector<RCPtr<Pdf_N> > newPdfs(numberOfNewPdfs) i
string modlld = oldMod.modelld() i
modlld += "_ExpandeMixture"i
cout « "Expansion will now start." « endli
int newStateldx = Oi
int newPdfldx = Oi
Vector<Vector<int> > old2new(numberOfOldStates) i
Vector<int> new2old(numberOfNewStates) i
Vector<float> tmpWeights(numberOfNewStates) i
1* The new20ldPdfld associative map is used to keep track of the
* relationship between the old pdf indexes and the new ones
*1
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map<int,int> new2oldPdfld;
for (int state = 0; state < numberOfOldStates; state++)
{
II Get the pdf id that the old state points to
int oldPdfld = oldClasslndexes[state];
if (oldPdfld == -9999) II Null state
{
II Not assosiated with a pdf
newClasslndexes[newStateldx] = -9999;
tmpWeights[newStateldx] = 1.0;
old2new[state] .resize(l);
old2new[state] [0] = newStateldx;
new2old[newStateldx++] = state;
}II if oldClasslndexes
else
{
II See if the pdf have occured before
bool repeatPdf = false;
map<int,int>: :iterator p = new2oldPdfld.find(oldPdfld);
if (p == new2oldPdfld.end() ) II new pdf id
{
II Save the first new id In the map
new2oldPdfld[oldPdfld] = newPdfldx;
} II if p
else
{
repeat Pdf = true;
} II else p
II Extract underlying pdf
Pdf_N* pdfPtr;
pdfPtr = pdfClsPtr->pdf(oldPdfld);
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const MixturePDF_N* mixPdfptr;
mixPdfPtr = dynamic_cast<const MixturePDF_N*> (pdfPtr);
if (mixPdfPtr)
{
II Create new pdfs
if (largestMixSize -- 1)
{
II Split mixtures into single pdfs
old2new[state] .resize(mixPdfPtr->noOfPdfs() );
II Only use when pdf is repeated
int repeatMixOffset = 0;
for (int i = 0; i < mixPdfPtr->noOfPdfs(); i++)
{
if (!repeatPdf) II first occurence of this pdf
{
newPdfs[newPdfldx] = mixPdfPtr->pdf(i);
newClasslndexes[newStateldx] = newPdfldx++;
} II if !repeatPdf
else II repeated occurence of this pdf
{
newClasslndexes[newStateldx] =
new201dPdfld[oldPdfld] + repeatMixOffset++;
} II else !repeatPdf
tmpWeights[newStateldx] = mixPdfPtr->w(i);
old2new[state] [i] = newStateldx;
new201d[newStateldx++] = state;
}II for i
}II if largestMixSize
else
{
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II Split mixtures into a number of smaller mixtures
int totalPdfs = mixPdfPtr->noOfPdfs() i
int pdfsPerNewState =
( (totalPdfs - 1) I largestMixSize) + li
int mixPdfldx = ai
old2new[state] .resize(pdfsPerNewState) i
II Only use when pdf is repeated
int repeatMixOffset = ai
for (int np = ai np < pdfsPerNewStatei np++)
{
if ( (totalPdfs = largestMixSize) >= 0)
{
Vector<RCPtr<PDF_N> > tmpPdfs(largestMixSize) i
Vector<REAL> weights(largestMixSize)i
for (int i = ai i < largestMixSizei i++)
{
tmpPdfs[i] = mixPdfPtr->pdf(mixPdfldx)i
weights[i] = mixPdfPtr->w(mixPdfldx++) i
}II for i
tmpWeights[newStateldx] = weights.sum() i
II Normalize weights
weights 1= weights.sum() i
if (!repeatPdf) II first occurence of this pdf
{
newPdfs[newPdfldx] =
new MixturePDF_N(tmpPdfs,weights) i
newClasslndexes[newStateldx] = newPdfldx++i
} II if !repeatPdf
else II repeated occurence of this pdf
{
newClasslndexes[newStateldx] =
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new2oldPdfId[oldPdfId] + repeatMixOffset++;
} II else !repeatPdf
old2new[state] [np] = newStateIdx;
new2old[newStateIdx++] = state;
}II if totalPdfs
else
Appendix D: HMM mixture PDF expansion algorithm
{
if ( (totalPdfs += largestMixSize) > 1)
{
II Mixture
Vector<RCPtr<PDF_N> > tmpPdfs(totalPdfs);
Vector<REAL> weights (totalPdfs) ;
for (int i = 0; i < totalPdfs; i++)
{
tmpPdfs[i] = mixPdfPtr->pdf(mixPdfIdx);
weights[i] = mixPdfPtr->w(mixPdfIdx++);
}II for i
tmpWeights[newStateIdx] = weights.sum();
II Normalize weights
weights 1= weights.sum();
if (!repeatPdf) II first occurence of this pdf
{
newPdfs[newPdfIdx] =
new MixturePDF_N (tmpPdfs ,weights) ;
newClassIndexes[newStateIdx] = newPdfIdx++;
} II if !repeatPdf
else II repeated occurence of this pdf
{
newClassIndexes[newStateIdx] =
new2oldPdfId[oldPdfId] + repeatMixOffset++;
} II else !repeatPdf
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old2new[state] [np] = newStateldx;
new2old[newStateldx++] = state;
}II if totalPdfs
else II single pdf
{
if (!repeatPdf) II first occurence of this pdf
{
newPdfs[newPdfldx] = mixPdfPtr->pdf(mixPdfldx);
newClasslndexes[newStateldx] = newPdfldx++;
} II if !repeatPdf
else II repeated occurence of this pdf
{
newClasslndexes[newStateldx] =
new2oldPdfld[oldPdfld] + repeatMixOffset++;
} II else !repeatPdf
tmpWeights[newStateldx] = mixPdfPtr->w(mixPdfldx++);
old2new[state] [np] = newStateldx;
new2old[newStateldx++] = state;
}II totalPdfs
}II else totalPdfs
}II for np
}II else largestMixSize
} II if mixPdfptr
else II Single pdf
{
1*
* First search the new20ldPdfld map to see if the old pdf
* id had occured before if not, create a new pdf using
* the new pdf id and store this information in map
* otherwise extract the new pdf id corresponding to the
* old pdf id and assign new class index.
161
Stellenbosch University http://scholar.sun.ac.za
*1
II map<int,int>: :iterator p = new2o1dPdfId.find(oldPdfId);
if (!repeatPdf) II the old pdf id has not occured before
{
Appendix D: HMM mixture PDF expansion algorithm
II create a new pdf by extracting it from the old pdf
II classifier
newPdfs[newPdfIdx] = pdfPtr;
II assign the new pdf id to the new class index
newClassIndexes[newStateIdx] = newPdfIdx++;
II add the key-value pair to the new201dPdfId map
II new201dPdfId[oldPdfId] = newPdfIdx++;
} II if p == new201dPdfId.end()
else II the old pdf id occured before
{
1*
* No need to create a new pdf, just extract the id from
* new201dPdfId map and assing to the value to the new
* class index
*1
newClassIndexes[newStateIdx] = new201dPdfId[oldPdfId];
} II else p != new201dPdfId.end()
tmpWeights[newStateIdx] = 1.0;
old2new[state] .resize(l);
old2new[state] [0] = newStateIdx;
new201d[newStateIdx++] = state;
}II else mixPdfPtr
}II else oldClassIndexes
}II for state
II Create new pdf Classifier
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cout « "Create new pdfClassifier." « endl;
BankOfSimilarities_TxN* tmpClassPtr = new pdfClassifier (newPdfs) ;
1*
* Count the number of new Destination links and link weights
* Use the new to old mapping I old to new mapping and the old
* destination links to count them
*1
Vector<Vector<int> > newDest(numberOfNewStates);
Vector<Vector<REAL> > newDestWeight(numberOfNewStates);
for (int count = 0; count < newDest.size(); count++)
{
int newCount = 0;
for (int oldCount = 0;
oldCount < oldDest[new2old[count]] .size();
oldCount++)
{
newCount += old2new[oldDest[new2old[count]] [oldCount]] .size();
}II oldCount
newDest[count] .resize(newCount);
newDestWeight[count] .resize(newCount);
}II for count
1*
* Calculate the new Destination links
* Use the old to new mapping and the old destination links
* to create the new destination links
*1
for (int count = 0; count < newDest.size(); count++)
{
int newCount = 0;
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for (int oldCount = Oi
oldCount < oldDest[new2old[count]] .size() i
oldCount++)
{
int oldSize =
old2new[oldDest[new2old[count]] [oldCount]] .size() i
for (int numOld = Oi numOld < oldSizei numOld++)
{
newDest[count] [newCount] =
old2new[oldDest[new2old[count]] [oldCount]] [numOld] i
newDestWeight[count] [newCount] =
oldDestWeight[new2old[count]] [oldCount] *
tmpWeights[newDest[count] [newCount]] i
newCount++i
}II numOld
}II oldCount
II normalize the weights
if (newDest[count] .size() > 0)
{
newDestWeight[count] 1= newDestWeight[count] .sum() i
}II newDest
}II for count
II Create new HMM model
cout « "Create the new HMM model." « endli
newMod.-HMM() i lidestroy existing
new( (void*) &newMod) HMM(newDest,
newDestWeight,
modIId,
newClasslndexes,
tmpClassPtr) i
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cout « "Expansion complete!" « endl;
} II hmm_mixture_expand
Appendix D: HMM mixture PDF expansion algorithm
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