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Biichi a montre qu’un ensemble infini d’entiers Ctait k-reconnaissable siet seulement s’il etait 
k”-reconnaissable (Pour k entier stictement sup&ieur a 1 et n entier sup&ieur ou egaf al) (B&hi, 
1960). Nous demontrons un resultat analogue pour des systemes de numeration associes & des 
nombres de Pisot qui possedent une proprieti a~thm~tique supplementaire. 
Abstract 
A classical result of Bushi that a set is k-recognizable if and only if it’s /?-recognizable. We 
establish a similar result for number-systems associated to Pisot-Vijaya~~avan numbers 
which satisfy some additional condition. 
The $-expansion of 1 (noted De{ 1)) is the infinite sequence of positive integers (LX,),,~ defined 
as follows (Bertrand, 1986; Parry, 1960): Let a0 = [tl], r. = {0}, and for every integer n, 
a.+1 = CBr.l,r,+i = {or.} (where [x] denotes the integral part and {x} the fractional part of 
4. 
It’s known (Parry, 1960) that P.V.-numbers are “p-numbers” i.e.: either the &expansion of 
1 is finite (Do(l)=ao... c(,), or the @-expansion of 1 is eventually periodic (De(l) = 
a0 . . . a,A+l... a,+,Y”). W e d fi e ne a polynomial Qe by Q&x) = x”+i - a0x” - aIx“-l - 
... -a, in the first case, and by Qe(x) = (xDCm+i - aox”+” - alxn+m-l - .a* - a.+,) - 
(x”+l- aOx” - alx”-l - . . . - a.) in the latter case. 0 is a root of QB; when Qe is the minimal 
polynomial of 0, we say that 0 has the n-property (that is always the case for quadratic 
P.V.-numbers). 
To 0 is associated a “e-num~r-system” of the some type as the well-known Fibonacci 
n~ber-system (Knuth, 1968). A subset of integers S is UB-recognizable if the language of all 
finite words given by the Ue-coding of integers in S is recognizable by a finite automaton. 
Our main result: “Let 0 be a P.V.-number. If 0 and e”(n > 1) have the n-property, then 
a subset of integers is UB-recognizable if it’s UBn-recognizable”, 
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1. Notations, rappels 
Dans ce paragraphe, nous rappelons les definitions et les principaux resultats 
contenus dans [3], puis nous presentons notre probleme par un exemple. 
1 .I. Notations 
Nous ne travaillons qu’avec des alphabets finis C = (0, 1, . . . , k - l}, avec k 2 2, 
dont les elements sont appeles les lettres. L’ensemble C* designe le monoide libre 
engendre par Z: un Clement u de Z* est une suite finie de lettres de C appele un mot, le 
mot vide est note E. Si pour quatre mots u, v, s et t de C* nous avons u = vst, v est un 
prefixe de u, t un suffixe de u et s un facteur de w. 
Nous notons (ul la longueur dun mot u, en particulier 1~1 = 0. 
Le mot de longueur n ne comportant que la lettre a est not6 a”. 
1.2. Nombre de Pisot, thy&me de numhation 
Un nombre de Pisot est un entier algebrique strictement plus grand que 1 dont tous 
les conjugues (i.e. les autres racines de son polynome minimal) ont un module 
strictement plus petit que 1. Dans toute la suite 8 designera toujours un nombre de 
Pisot. 
Nous definissons le 0-developpement de 1 (note De(l)) comme la suite infinie 
suivante d’entiers positifs (a,), E N [7, 11: a0 = [e], r. = {e} ([x] designant la partie 
entiere de x et (x} la partie fractionnaire de x), pour tout entier n, a,+ I = 
ChJ, h+l = w,}. 
Un nombre de Pisot est [7]: 
_ soit un /?-nombre si son B-developpement est ultimement periodique (i.e. 
DO(~) = a0 . . . a&,+1 . . . a,+,Y); 
- soit un j?-nombre simple si son 8-dtveloppement est fini (i.e. De( 1) = a0 . . . a,). 
A tout nombre de Pisot 8, on peut associer un polynome Qo(x) de Z[X] dtfini 
a partir du 8-dheloppement de 1 [l]: 
0 Si De(l) = a0 . . . a,, alors Q@(x) = x”+l - aox” - arx”-l - ... - a,. 
0 Si De(l) = x0... a,(a,+, . . . an+m)o, 
alors Q@(x) = (x n+m+l _ aoxn+m _ alx”+m-l _ . . . _ an+m) _ (xn+l _ aOx” _ 
alx”-’ - ..a - a,). 
Le reel 0 est toujours racine du polynbme Qe(x), mais si de plus Qe(x) est le 
polynome minimal de 8, nous disons que 8 posside la proprieti Z7. 
Un sysdme de numeration est un couple ((V,), E N; C), oti (U,), E hl est une suite 
strictement croissante d’entiers (appelee la base) et Z un ensemble fini (l’alphabet ou 
ensemble des chiffres). Dans le systeme ((U,), E N; Z) un entier m admet le mot a0 . . . a, 
de C* comme representant, si on a l’egaliti: m = aoU, + ..a + a,Uo. 
Nous Ccrivons toujours les mots reprbentant un entier dans le sens d&croissant de 
la suite (Un)nP~. 
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Avec A. Bertrand introduisons les /?-systkmes de numkration d&finis a partir dun 
/I-nombre quelconque ([l], voir aussi [4]): 
0 Si&(l) = a0 . . . a,, alors 
uo= 1, 
Ui = cCoUi_1 + cClUi_2 + *.* +Cri_iUo+l pourl<iGn; 
Ui = CcoUi-i + a1 Ui-2 + **a + %Ui-(,+l, pour i 2 n + 1. 
0 Si De(l) = a0 . . . a,(a,+l . . . a,+,)w, alors 
uo = 1, 
Ui=aoUi_1+i%lUi_2+ *** + Cri-1Uo + 1 pour tout i > 1. 
l Dans les deux cas C = (0, l,..., [tl]}. Pour toute la suite et s’il n’y a pas 
d’ambigui’te, C designe toujours l’alphabet (0, 1, . . . , [O]}. 
Dans de tels systemes, tout entier non nul admet un represenrtant unique ne 
comportant aucun facteur superieur ou &gal a De(l) pour l’ordre lexicographique 
[l, 43, et ne debutant pas par la lettre 0: nous l’appelons le reprksentant normalisb de 
l’entier. 
Exemples. Nous notons C#J = (1 + ,/%)/2 le “nombre d’or”. Nous trouvons 
D,(l) = 11, ce qui implique que la base du systeme de numeration associt a 4 est la 
suite de Fibonacci (soit 1,2,3, 5, etc.), et l’alphabet Z = (0, l}. Nous trouvons le 
systeme de numeration de Fibonacci dans lequel le nombre 8 admet trois representa- 
nts ne dtbutant pas par un 0: les mots 10000, 1011 et 1100, le premier &ant le 
reprtsentant normalise de 8. 
- Pour 4’ = (3 + &/2,0,,(l) = 21”. Ici, la base du systeme st la suite des entiers 
apparaissant a des rangs impairs dams la suite de Fibonacci (soit 1,3,8 etc), 
l’alphabet etant C = (0, 1,2}. L e nombre 8 admet deux reprbentants: les mots 100 
et 22, le premier est le representant normalise de 8. 
- Dans les deux cas, Q&C) est le polynome minimal de 8. 
- Soit p le nombre de Pisot dont le polynbme minimal est: P&X) = x3 - x - 1. Par le 
calcul, nous trouvons D&C) # P,(x), et p n’a pas la propriite lI. 
Par analogie avec la notion de k-reconnaissabilite, nous disons qu’une partie de 
f+J est UO-reconnaissable si,en base 13, l’ensemble des reprbentants normalists de ses 
elements forme un langage reconnaissable par automate. 
1.3. Conjugaison de substitutions, suites thautomaciques 
Dbfinition. Pour nous, une substitution est un triplet o = (0, A, ao) ok A est un 
alphabet fini, o une application de A dans A*(prolongeable n un morphisme de A* 
dans A*) et a0 une lettre de A, telle que w(ao) = aou (u un mot different du mot vide de 
A*) (pour des precisions voir [8]). 
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On peut alors dkfinir dans AM le point fixe de la substitution X, = lim,,, (~(a,,))“. 
Nous notons a(n) la (n + 1)-i&me lettre de X,, et u(n, n + p) le mot a(n) . . . a(n + p). 
Si un mot u de A* apparait au rang n et au rang m dans X,, nous notons: 
u(n, n + p) = u(m, m + p). 
La matrice d’occurrences M de la substitution o est la matrice positive telle que 
M(i, j) = n si o(ai) contient n lettres Uj. 
Nous rappelons maintenant les notions introduites dans [3], ainsi que certaines de 
leurs propri&Cs. 
- Soient w = (0, A, ao) et z = (7, B, b,) deux substitutions, nous disons que h est un 
morphisme de o dans z si h est une application de A dans B telle que: 
1 - h(a,,) = b,,; 
2 - pour toute lettre a de A, h(o(u)) = z(h(u)). Nous notons o + 7. 
- Les substitutions o = (0, A, uo) et z = (z, B, b,) sont conjugukes ’il existe une 
substitution 0 = (0, C, cO) telle que CT + w et cr + z. 
Propriiteh. (1) 0 let z sont conjugukes si et seulement si pour tout entier n, 
Iw(a @))I = I@(n)l. 
(2) La conjugaison est une relation d’kquivalence, t nous notons C(o) la classe de 
la substitution w. 
Nous dkfinissons une substitution, not&e og, A partir de De(l) de la faGon suivante: 
0 si De(l) = a0 . . . cl”, alors we = (wO, (0, 1, . . . . n}, 0): 
0 + O”Ol. 9 1 + O”‘2; . . . . n - 1 + O”“_‘n; n + O@n_ 
0 siD,#) = (aoal . . . a,)(a.+la,+2 . . . an+nt)w, alors we = (og, {O,l,..., n + m>, 0): 
O+Wl; 1+0”‘2. 9 . . .; n + m - 1 + O”n+--l (n + m); n + m + O”n+-(n + 1). 
PropriSs. (1) Le polynBme caractkristique associk $ la matrice d’occurrences de 
we est &gal B un signe prks $ Q@(x). 
(2) La suite (14(0)l)nE~ est Cgale $ la base du sysdme de numkation associi ?I 8. 
Quelle que soit la substitution we dkfinie comme prkckdemment, les substitutions 
appartenant A la classe de C(o,) seront appelkes &substitutions. 
Par extension de la dkfinition des suites k-automatiques, nous dirons que la suite 
b(n),, N appartenant A BN (B un alphabet fini) est &automatique s’il existe une 
&substitution o = (w, A, uo) et une application littkrale h: A + B telle que 
WX,) = W),, N. 
Nous obtenons alors le thborkme suivant: 
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Thkdme 0. Une partie in$nie de N est UB-reconnaissable si et seulement si sa fonction 
caract~~stique (suite injnie appartennat ci (0, 11”) est ~-automat~que. 
Biichi a dCmontr& le thtorkme suivant [2]: 
Thixrdme. Une partie injhie de N est k-reconnaissable si et seulement si elle est 
k~-reconnaissable (k > 1 et n 2 1). 
Now dkmontrons ici un thkorbme analogue pour les B-syst&mes de numkration: 
Thkdme. Soit 8 un nombre de Pisot tel que 6 et 8” (n 2 1) aient la proprikt6 II. Une 
partie injinie de IV est ~~-reconnaissable si et seulement si elle est bin-re~onnaissab~e. 
Remarque. Nous savons que si 8 est un nombre de Pisot de degrk n, il en est de meme 
de toutes ses puissances (voir [l] par exemple). G&e aux rksultats de C. Frougny [S] 
sur les mombres de Pisot quadratiques, nous pouvons affirmer que tout nombre de 
Pisot quadratique 5 le propriCtC n. Notre thiorkme est done valable pour ces 
nombres, et en particulier, pour le “nombre d’or” et ses puissances. 
1.4. L’exemple des ensembles reconnaissables en base de Fibonacci 
(1) Pour “le nombre d’or” 4, D6(1) = 11 et par, dbfinition, la substitution 
@A# = (wi#zt (0, I>, 0): 
o-,01, 1-o. 
Ecrivons le point fixe de cette substitution X: 0100101001 . . . 
Si x(n) dksigne la (n + l)-i&me lettre de X (attention on dbbute par x(O)), alors 
x(n) = 1 si et seulement si Ie reprksentant normalid de n dans le #-systtme de 
numeration se termine par 1 fvoir [6] par exemple). 11 est clair alors que S = {n 
entier/x(n) = l> est un ensemble U+-reconnaissable. Est-ce que l’ensemble S est 
U,z-reconnaissable? 
(2) Pour $?, D&z(l) = 21”, et la substitution 0~2 = (w,+,z, (0, l>,O) est: 
0 --) 001, 1 + 01. 
L.‘galit& suivante est classique (Y point fixe de ~+a): Y = OX (*). I1 suffit de 
remarquer que pour tout entier n on a que O(W,)‘~(O) = (cu92)n(0)0 et 0(~0,)‘~(10) = 
(w,+~)n(Ol)O. ConsidCrons la substitution z = (0, { (00), (Ol)}, (00)) opkrant sur les mots 
de 2 lettres apparaissant dans Yet dkfinie (pour a et b E (0, l}) par (mithode utiliske 
dans [S]): 
t(ab) = (a0al)(ala2)... (a,bo) si o&a) = aoal . . . a,, et co&b) = bob1 . . . b,. 
On a r: 
(00) --* (OO)(Ol) UO), (01) + (OO)(Ol)(lO), (10) -+ (Ol)(lO). 
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11 est facile de montrer que r est une $‘-substitution. Considerons l’application 
prolongeable h suivante: 
{W, (W, (lo)} -+ (0, 11, (ab) + b. 
Si Z definit le point fixe de la substitution T, on obtient grace a l’egalite (*): X = h(Z). 
En utilisant le theoreme 0, on peut alors conclure que S est un ensemble U,+Z- 
reconnaissable. 
(3) Dans [3], nous considerons l’ensemble T des entiers dont l’ecriture en base de 
Fibonacci comporte un nombre impair de 1. Sa fonction caracttristique st obtenue 
par codage litteral du point fixe de la +-substitution IT = (a, (A, B, C, O}, A) suivante: 
A+AB, B-C, C-rCD, D-rA. 
Le codage est alors: g(A) = g(D) = 0 et g(B) = g(C) = 1. 
Placons le point fixe V de cr au-dessus de Y, d&coup&s en mots de la longueur de 
O+Z (0) ou de e+(l): 
V: ABC CDC DA CDA ABC DA ABA BC... 
Y: 001 001 01 001 001 01 001 01 . . . 
Nous savons que pour toute lettre a de (0, l} et pour tout entier n les mots (~~)‘“(a) et 
(c+)“(a) contiennet le mCme nombre de 0 et de 1 (car les substitutions (04)’ et (~~2) 
ont la m&me matrice d’occurrences). Nous pouvons alors considtrer une substitution 
qui A un mot 
V 0 u 
associe 
f12(4 ( > ap2 (4 
06 v est un mot de {A, B, C, D}* et u un mot de (0, l}* tels que g(v) et u ont le m&me 
nombre de 1 et de 0. Cette substitution qui a pour point fixe (F), est la suivante: 
S. Fabre / Theoretical Computer Science 158 (19%) 65-79 71 
A partir de cette substitution nos construisons la +2-substitution v suivante: 
- v = (v, {A(O), ...) D(C), A(O)): 
40) + A(O)NC)C(l), C(0) -+ C(O)wt)N), A(1) + B(C)C(l), 
B(C) + C(O)WC)C(l), D(C) + 4O)S(C)C(l), B(A) * C(O)WC)‘w)9 
C(1) + %441), D(A) + A(O)B(A)A(l). 
- Soit I’application h: {A(O), .. . . D(C)} -+ {A ,..., II}. 
a(b) + a. 
Si W definit le point fixe de la substitution v, le mot infini h(W) correspond a la 
fonction caracteristique de T. Par le Theoreme 0, on conclut que Test U,+z -reconnaiss- 
able. 
Remarque. La methode utilisie ici est valable pour montrer que tout ensemble 
U4-reconnaissable st U+z-reconnaissable. Son principe decoule de la methode gen- 
kale, mais il est simplifie grbce aux proprietes combinatoires des substitutions Q, et 
O&2. 
2. Cas g&n&al 
Nous donnas une condition necessaire t suffisante pour qu’un mot infini quelcon- 
que soit obtenu par codage litteral du point fixe dune substitution appartenant a une 
classe C(o) donnie. 
Difinitions. Soient o = (0, A, ao) une substitution et V un mot infini defini sur un 
alphabet B. Definissons l’application suivante: 
@,:BxN-+ B*xNxN, 
b(n) + V(m, m + p), si o(a(n)) = a(m) . . . a(m + p). 
Rematques. (1) V(m, m + p) sera aussi consider6 comme un element de B* (par 
exemple quand nous utiliserons la relation x). 
(2) Dans ce qui suit, quand il n’y aura aucune ambigu’iti, nous &irons @,,, au lieu 
de @. 
(3) On a, pour tout entier k, @i@(n)) = d+,e,(b(n)). 
(4) Definissons maintenant sur V la relation d’equivalence R suivante: 
b(n) Rb’(m) si pout tout entier k, les mots de B* correspondant a @(b(n)) et 
Gk(b'(m)) sont identiques (i.e. @k(b(n)) z Gk(b’(m))). En particulier nous aurons b = b 
pour k = 0. 
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Proposition 1. Soient w = (w, A, a,,) une substitution et V un mot injni d&jni SW un 
alphabet B. Le mot Vest obtenu par codage littCIra1 du point jxe d’une substitution de 
C(w) si et seulement si le nombre de classes modulo R sur V est jini. 
Preuve. (a) Montrons que si V est obtenu par codage lit&al du point fixe d’une 
substitution de C(w) alors le nombre de classes modulo R su Vest fini. 
11 existe une substitution (r = (0, C, c,,) appartenant A C(w) et une appliction h de 
C dans B telle que h(X,) = V, done pour tout entier k on a que h(ok(c(n))) = Qk(b(n)), 
ce qui implique le rksultat. 
(b) Montrons maintenant que si le nombre de classes modulo R sur Vest fini alors 
Vest obtenu par codage lit&al du point fixe d’une substitution de C(w). - - 
Soit {b(O), . . . . b(n)} l’ensemble des classes modulo R sur V. Nous allons construire 
une substitution 0 = (6, C, co) de C(w) et une application h de C dans B telle que 
- - 
h(X,) = V. Posons C = {b(O), . . . . b(n)}, c(0) = b(O), et dkfinissons d de la man&e 
suivante: 
-- 
b(n) + a(b(n)) = bI(m) . . . b,(m + p) si @(b(n)) = bI(m) . . . b,(m + p). 
Grhe aux propritth de V, a(b(n)) ne dtpend pas du reprksentant de b(n) et cette 
substitution appartient A C(w) (car la(b(n))l = I@(b(n)l = Iw(a(n)I pour tout entier n). 
Nous dkfinissons alors l’application h comme suit: h(b(n)) = b, et on a bien 
h(X,) = V. La proposition 1 est ainsi d6montrCe. 0 
Proposition 2. Soient w = (w, A, ao) une substitution, V un mot injni d@ini sur un 
alphabet B et k un entier non nul. Le mot Vest obtenu par codage litttral du point jixe 
d’une substitution de C(w) si et seulement s’il est obtenu par codage litttral du point jixe 
d’une substitution de C(wk). 
Preuve. (a) Si le mot Vest obtenu par codage littCra1 du point fixe d’une substitution 
0 de C(w), il sera tvidemment obtenu par codage littkral du point fixe d’une substitu- 
tion de C(wk) (en prenant la puissance k-i&me de la substitution a) 
(b) Montrons maintenant la rhiproque. Supposons que V soit obtenu par codage 
lit&al d’une substitution B = (0, C, co) de C(wk). 
ConsidCrons les k-uplets de mots de V (b(n), @(b)(n)) . . . Qk-l (b(n))) dCfinis pour 
toute lettre b(n) de V. Nous avons: 
pouri=qk+j, j~{0,..., k - l}, @‘(b(n)) = @&~,(@j(b(n))). 
Soient b(n) et b(m) deux lettres de V telles que: 
(b(n), @(b(n)), . . ., Qk-‘(b(n))) z (b(m), @(b)(m)), . . . . ak-‘(b(m))). 
Nous avons alors que: pour tout entier i, @‘(b(n)) x @‘(b(m)) (et done b(n) Rb(m)) car: 
@(b(n)) = @&+,(@(b((m))) w @&,(@j(b(m))) = @‘(b(m)). 
S. Fabre / Theoretical Computer Science 158 (1996) 65-79 13 
Le nombre de classes modulo R,k est fini, ainsi le nombre de k-uplets (b(n), 
~(~~~)), **a, ~-l(~(~))) est fini (car le nombre de lettres de B est fini, et pour tout 
jE(O,..., k - 1) l’ensemble des mots Qfi(b(n)) est lui aussi fini). Le nombre de classes 
modulo R est fini SW V qui est done obtenu par codage dune substitution de C(w) 
(Proposition 1). 0 
Exemple. Soit G = (c, (a, b, c), a) la substitution suivante de C((w,)’ j: 
a --) abc, b 4 ab, c + cbc. 
(1) Par la premiere partie de la demonstration de la Proposition 1, on a que 
b(n) z b(m) si et seulement si b(n) R (w,jz b(m). Done il y a exactement trois classes, celle 
de a, celle de b et celle de c. 
(2) De la deuxieme partie de la demonstration de la Proposition 2 on a que 
b(n) R, b(m) si et seulement si (b(n), @(b(n))) R,+,z(b(m), ~(b(m))). Done les (b(n), 
@(b(n)) peuvent Ctre consider& comme les representants des classes modulo R,,. 
(3) Par la deuxibme partie de la demonstration de la proposition 1 nous sommes 
amenis a considirer la #-substitution z = (z, ((a, ab), . . . , (c, ab)), (a, ab)) suivante (les 
fettres sont de la forme (x, ~~~~~(~))) f car il suffit de voir od est envoye un representant 
de chaque classe): 
(a, a@ -, (a, ab) (b, 4, (b, 4 --f (c, a@, 
(G a@ --, (a, cb) (b, 4 (a, cb) --f (G a4 (6 4. 
Soit h ~application prolongeable qui a (x, ~~~~~(~)) associe x, alors h(X,) = X,. Le 
point fixe de 0 peut done Etre obtenu par codage litteral du point fixe dune 
&substitution. 
Corollaire 1. Soit k et j deux entiers non nuls. Si le mot Vest obtenu par codage litthal 
du point jixe tune substitution de C(wk), il est obtenu par coduge littoral du point fixe 
d’une substitution de C(wj). 
3. Substitutions We et of 
Nous allons montrer dans ce paragraphe, que si me et wek (definies dans 0 1) sont les 
substitutions associees aux nombres de Pisot 0 et tIk ayant la propriete I!, alors X,, est 
Bk-automatique, t inversement, Xwek est &automatique. 
Lemme 1. Soient o = (u, A, aO) et z = (7, B, b,) dew substitutions de point fixe 
respect@ u et 25, telles que M, et M, (les matrices ~occurrences de co et r respectiuement) 
aient le m&me polynsme caructhistique, le polyncime minimal d’un nombre de Pisot 3. I1 
existe alors une constante rtelle K telle que pout tout entier N on a que 
IMu(O, N))I - IWO, N)ll < K. 
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Preuve. D’aprbs les rksultats de Rauzy [9] sur les systimes de numbration associks 
aux substitutions nous avons: 
u(0, N) = w”(ucJo”-l(ul) . . . 24, 
Oti les mots Ui (pour i E (0, . . . , n}) sont des prkfixes propres de mots w(aJ pour une 
certaine lettre Ui de A. De m&me: 
o(0, iv) = Orn(UO) Zm-l(ul) . . . u, 
Oii les mots Vi (pour i E (0,. .., m}) sont des prkfixes propres de mots 7(bi) pout une 
certaine lettre bi de B. De plus: 
N = Io”(u,,)I + Io”-~(u~)[ + .a* + Iu,,I = Iz~(Q,)~ + 17m-‘(u1)I + *.a + Iu,I. 
Mais quel que soit le mot Ui de A* et l’entier p nous avons [S]: 
lOp( = i a(i, j) ejp9 
j=O 
OLi les cl(i, j) sont des constantes rkelles dtpendant de Ui, B. = 8, et les 0, sont les autres 
racines du polynbme caractkristique de M,. On a done: 
N = i$‘o a(i,o)enmi + f_ i a(i,j) tImi. 
i=CJ j=l 
Comme les mots ui sont en nombre fini, on peut trouver une constante qui majore les 
ati,j) (pour i variant de 1 A n et j variant de 1 A d) et une constante qui les minore. Mais 
de plus, comme tous les conjuguks de 8 ont un module plus petit que 1, la strie 
gkomttrique de raison ej converge. On peut done trouver indtpendamment de N une 
constante rCelle positive K1 telle que: 
i a(i,o) e(+) - Kl < N < i qi,o) p-i) + K~. 
i=O i=O 
Comme lo"(u(O,N))( = ICIIJ"+~ (uo)l + Id( + .e. + Iw(u,,)l,onadelam&mefa~on 
que: 
i a(i, 0 ) fp+l-i) _ Kl < Iw(u(O,N))I < i ati,0jf3(n+1-i) + K1. 
i=O j=O 
En considkrant cette fois la substitution 7, on peut trouver une constante Ll vhifiant 
le m&me type d’inCgalitts, et nous avons: 
0 < I lo(u(O,N)) I - N81 -c K1(B + 1) et 0 < 1 ~z(u(O,N))I - N81 -c L1(8 + 1). 
11 existe done une constante rkelle K( = (K, + L, ) (0 + 1)) telle que: 
pour tout entier N, I Iw(u(O,N))J - Iz(u(O,N))( I < K. 0 
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Lemma 2. Auec les hypotheses du Lemme 1 SW les substitutions o et z, soit o = 
(6, C, c,,) une substitution de C(z). I1 existe une constante K telle que pour tout entier N, 
on ait 1 Iw(u(0, N) 1 - la(w(0, N))I I -C K, oli w est le point fixe de o. 
Preuve. Comme 0 est une substitution de C(T) on a que Iz(u(0, N)I = I a(w(0, N))I, 
done en appliquant le Lemme 1 on a rhltat. 0 
Lemme 3. Auec les hypotheses du Lemme 1 SW les substitutions w et z, soit un mot 
o(m, m + p) de X,. Pour tout entier k, le mot @,(u(m, m + p)) est contenu dans un mot 
zk(u(m - J, m + p + J)), oti J est une constante jixbe ne dtpendant que de co let z. 
Preuve. Nous &irons @ $ la place de a0 pour ne pas alourdir la notation. 
(a) Pour k = 1, montrons que @(u(m, m + p)) est contenu dans r(u(m - i, 
m + p + i)), avec i constante fixie. 
Nous avons par dkfinition de @, que I@(u(m, m + p))l = Io(u(m, m + p))l. Nous 
savons (Lemme 1) qu’il existe un rkel K tel que, pour tout entier N I lo(u(0, N)I - 
IWO, WI I < K. 
Soit b’une lettre de B vkrifiant: Vb E B I +‘)I < Iz(b)l. 
Soit i l’entier vbrifiant: (i - 1) Iz(b’) I < K < ilz(b’)l. 
On a que pour tout entier n, Iz(u(n, n + i - 1))1 2 K. 
Comme Ilo-440, @)I - IMQ @)I I < K et I lM40, m + P))I - IMO, m + p))l I 
< K, le mot 9 [u(m, m + p)) est contenu dans le mot u [ Iz(u[O, m))l - K, 
Iz(u(0, m + p))l + K] de X,, et done @(u(m, m + p)) est contenu dans T(u(m - i, 
m + p + i)). 
(b) Pour k = 2. Par ce qui prCdde le mot a2 (u(m, m + p)) = @(@(u(m, m + p))) est 
contenu dans le mot z(u(m’ - i, m’ + p + i)), od u(m’, m’ + p’) = @(u(m, m + p). En 
appliquant encore une fois le cas k = 1 mais cette fois-ci au mot @(u(m, m + p)), on 
obtient que @(u(m, m + p)) est contenu dans z(m’ - i, m’)) z’(u(m - i, m + p 
+ i))z(u(m’ + p’, m’ + p’ + i)). 
Remarque. Les mots z(u(m’ - i, m’)) et z’(u(m - i, m + p + i)) ont les lettres z(u(m’) 
en commun, ils peuvent en avoir d’autres. Similairement les mot.9 T (u(m’ + p’, 
m’ + p’ + i)) et z2(u(m - i, m + p + i)) ont au moins les lettres de r(u(m’ + p) en 
commun. 
Pour k quelconque n kitkant le mCme pro&d6 on trouve que @‘(u(m, m + p)) est 
contenu dans 7(+k_1 - i, mk-I))72(u(mk_2 - i, mk-2)) . . . rk-‘(u(m’ - i, m’) 
zk(u(m - i, m + p + i))zk-l(u(m’ + p’, m’ + p’ + i)) . . . ddmk-1 +Pk-l?mk-l+ 
pk_ 1 + i)) (avec des possibilitks de chevauchement pour deux mots condcutifs) oti 
m’=ml etm= mo. De plus on a: 
k-l 
r(u(mk-1 - i, mk_l)) . . . zk-‘(u(m’ - i, m’) < c I7I’-j(U(mj - i, mj)) . 
j=l 
Or nous savons que: IT’-j(U(mj - i, mj))l = Ujetk-j) + O(pi) Oti Vej est une constante 
r&Ale dkpendant de u(mj - i, mj) et, 0 < pj < 1 lim,+oo O(pf) = 0. Mais comme les 
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mots u(mj - i, mj) sent en nombre fini (car de longueur fix&e), on peut trouver a et 
1 tels que: 
k-l 
Ir(v(mk-2 - i, mk_l) . . . yk-’ (u(m’ - i, m’))l 6 1 (a@ + 1) = E(k). 
j=O 
Or pour toute lettre b de B, Irk(b)1 = abek + O(pk) od ab une con&ante reelle depend- 
ant de b et, 0 < p < 1 et lim,, m O(pk) = 0. On peut done trouver un entier r tel que 
pour toute lettre b et tout entier k on ait: I Irk(b)1 2 E(k). 
Dans X,, pour tout entier k et tout mot v(m, m + p), le mot ek((v(m, m + p)) est 
contenu dans le mot z”(u(m - i - r, m + p + i + I)). En posant J = i + r, on obtient 
la constante recherchte. 
Lemme 4. Avec les hypotheses des Lemmes 1 et 2 SW les substitution co, z et o, soit un 
mot w(m, m + p) de X,. Pour tout entier k, let mot @L(w(m, m + p)) est contenu dans un 
mot ak(w(m - J’, m + p + J’), oti J’ est une constante jxke ne dependant que de co et cr. 
Preuve. M&me preuve que le Lemme 3, en remplacant l’usage du Lemme 1 par celui 
de Lemme 2. q 
Lemme 5. Avec les hypotheses du Lemme 1 sur les substitutions w et r, soit d le degre du 
polynsme minimal de 8. 
Pour n 6 m, si pour tout k < d - 1 on a que ]wk(u(O, m))l - [ok(u(O, n))l = 
f zk(v(O, m))l - Iz’@(O, n))l, alors cette egalite est v&@iiSe pour tout entier k. 
Preuve. Comme par hypothese les polynomes caractiristiques des matrices d’occur- 
rence M, et M, sont Bgales an polynome minimal de 8, le rtsultat est immediat. 
En effet lwk(u(O, m))] - Iwk(u(O, n))l = Iwk(u(n + 1, m))j 
oh ff est un vecteur dont la i-ime composante st le nombre de fois que la i-eme lettre 
de A apparait dans u(n + 1, m). Done les suites (lok(u(O, m))l - Iwk(u(O, n))l)koN et 
(Irk(40, m))l - I~kW4 nM)kapl verifient la relation de recurrence induite par le poly- 
&me minimal de 8. 
Lemme 6. Avec les hypothPses des lemme 1 et 2 sur les substitutions co, T et o, soit d le 
degrt du polynsme minimal de 0. 
Pour n < m si pour k < d - 1 on Q que l~k(u(O,m))l - Icok(u(O, n))l = 
laVw(O, Nl - IQWO~ $)I, a ors cette ~gafit~ est ~~ri~~e pour tout entier k. 1 
Preuve. Comme Irk(u(O, n))l = lok(w(O, n))l, le Lemme 6 est consequence directe du 
Lemme 5. •1 
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Proposition 3. Avec les hypotheses du Lemme 1 SW les substitutions o et T et d comme 
darts l’tnnonct du Lemme 3, le point jixe X, de T peut &tre obtenu par codage litteral du 
point jixe dune substitution de C(w). 
Preuve. Soient b(n) et b(m) deux lettres de X, telles que: 
(1) v(n - J, n + J) x v(m - J, m + .Z) oti .Z est la constante du Lemme 3. 
(2) les mots ~(0, n - 1) et ~(0, m - 1) de X, et les mots ~(0, n - 1) et ~(0, m - 1) de 
X, verifient les hypotheses du Lemme 5. 
On a: pour tout entier k, lok(u(O, m - 1))l - (rk(v(O, m - 1))l = Iwk(u(O,n - 1))l 
- lzk(v(O, n - 1))l (Lemme 5). 
Dans X,, nous en deduisons que pour tout entier k, le nombre de lettres entre la 
premiere lettre de Qk(b(n)) et le premiere lettre de zk(b(n)) est Cgal au nombre de lettres 
entre la premiere lettre de Qk(b(m)) et la premiere lettre de rk(b(m)). De plus d’apres la 
premiere hypothtse, les mots @(b(n)) et ak(b(m)) sont contenus dans le m&me mot 
zk(v(n - J, n + J)) de B* qui contient zk(b(n)) (Lemme 3). Nous dtduisons de ces deux 
remarques que pour tout entier k les mots Qk(b(n)) et Gk(b(m)) sont identiques, et done 
b(n) et b(m) appartiennent a la m&me classe modulo R. 
11 faut montrer maintenant qu’avec nos deux hypotheses nous obtenons un nombre 
fini de classes modulo R sur X,. 
- Comme le cardinal de B est fini X, contient un nombre fini de mots de longueur 
(25 + 1). 
- 11 existe une constante K telle que 1 lw(u(0, n)j - Iz(v(0, n)l I < K pour tout 
n (Lemme 1). 
Pour tout entier k les mots ok(u(O, n - 1)) (respectivement rk(v(O, n - 1))) sont des 
prefixes du mot infini X, (respectivement X,). On a: pour tout k < d, I lwk(u(O, 
n - 1))l - Jzk(v(O, n - 1))l I < IS, 06 K’ est une constante indipendante de n (ne 
dependant que de K et d). 
Aussi pour tout entier n, les (d - l)-uplets (lo(u(0, n - 1))l - lr(v(0, n - l))], 
Im2(u(0, n - 1))l - Ir’(v(O, n - l)l, . . . . Iwd-‘(u(0, n - 1))l - Ird-‘(v(0, n - 1)))l) ne 
peuvent prendre qu’un nombre fini de valeurs. 
On deduit de ces deux points que l’appartenance d’ueu lettre b(n) $ une classe 
modulo R resulte de paramktres qui ne peuvent prendre qu’un nombre fini de valeurs: 
il y a done un nombre fini de classes. 
Nous concluons en utilisant la Proposition 1 que le mot infini X, peut &tre obtenu 
par codage du point fixe dune substitution de C(o). 
Corollaire 2. Soient les substitutions we et w$ (dejinies dans 9 1) assocites des nombres de 
Pisot 8 et gk ayant la propritte Z7, alors XUI, est @-automatique, et inversement, X,,, est 
g-automatique. 
Preuve. (a) Montrons que X, est Bk-automatique. Le point fixe de la substitution 
(u@)~ est X,,. Comm 8 a la propriete Z7, lA4, - 111 est le polynome minimal de 8. 
Done ~M,I, - AZ Iest le polynome minimal de tIk car M, - II divise MUr - I’Z. Done 
8’ est une racine de M g~ - II et par la remarque de la page 4, c’est le polynome 
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minimal car du bon degre. Done la matrice d’occurrences de la substitution (o~)~ 
admet comme polynome carcttristique le polynome minimal de ok. En accord avec la 
Proposition 3, XwO est gk-automatique. 
(b) Montrons que X,, est t?-automtique. Le mot infini X& peut ttre obtenu 
comme codage litteral du point fixe dune substitution 0 de C((W,)~) (avec les 
remarques ci-dessus et la Proposition 3). Mais de plus le point fixe de g peut ttre, a son 
tour, obtenu comme codage litteral du point fixe dune substitution de C(w,) (Prop- 
OSitiOn 2). On en deduit que X@ e.St 8-aUtOrIKitiCp3. 
Exemple. Reprenons la substitution (r = (0, {a, b, c}, a) de C((o,)‘): 
a + ubc, b + ub, c + cbc. 
Appelons u = bc, alors: r_r(u) = au, et Q(U) = o(bc) = ubcbc = uuu. 
Soit maintenant la substitution ~$2 = (o+z, (0, l}, 0), appelons u le mot 01 
alors:w+z (0) = OV, et 0~2 (u) = 0~. Ces remarques nous permettent de dire que si, dans 
X,, on code a et b par 0 et c par 1, alors nous obtenons XW+2. Le mot Xwgz est done 
f#+automatique. 
Proposition 4. Avec les hypotheses des Lemmes 1 et 2 SW les substitutions 0,~ et CJ et 
d comme duns l’honct du Lemme 5, le point jxe X, de o peut &tre obtenu par coduge 
litttrul du point fixe dune substitution de C(o). 
Preuve. Mdme preuve que dans la Proposition 3, en remplacant l’utilisation des 
Lemme 1,3 et 5 par celle des Lemmes 2,4 et 6 et en remplacant B par C et J par J’. 
0 
4. Un thCor&me de diqendance 
Thborkme. Soit 8 un nombre dePisot tel que g et 8” (n 2 1) uient la propriefe l7. Une 
purtie injinie de N est UO-reconnuissuble si et seulement si elle est UOm-reconnaissuble. 
Preuve. En utilisant le resultat du ThCoreme 0, pour demontrer notre theoreme, il 
suffit de montrer que le point fixe dune &substitution est Bk-automatique, tinverse- 
ment, que le point fixe dune Bk-substitution est 8-automatique. 
- Soit c une &substitution. Nous avons montre dans la preuve de Corollaire 2 que 
(uI~)~ etogk satisfont les hypotheses du Lemme 1. Comme X, est obtenu par codage 
litteral dune substitution de C(o,) (done de C((o,)‘) par la Proposition 2), en 
appliquant la Proposition 4 (avec (wOr et o,+ et (r) nous obtenons que X, peut Ctre 
obtenu par codage litteral dune substitution de C(u$). Done X, est p-auto- 
matique. 
L’autre direction se demontre de facon similaire. 0 
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Corollaire 3. Soit 0 un nombre de Pisot tel que l3,8” et Om(n et m 2 1) aient la prop&e 
II. Une partie i~~nie de N est Ups-reconna~ssa~le si et s~lement si elle est UBm- 
reconnaissance. 
Question. Si 8 est un nombre de Pisot ayant la propriCt6 17, en est-il de mCme de 
toutes ses puissances? 
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