Plugin de monitorización de datos de una base de datos en el sistema de monitorización by Molina Centelles, Justo
Grado en Ingenier´ıa Informa´tica
Trabajo Final de Grado
Plugin de monitorizacio´n de datos de una
base de datos en el sistema de
monitorizacio´n
Autor:
Justo Molina Centelles
Tutor acade´mico:
Oscar Belmonte Ferna´ndez
Fecha de lectura: 19 de julio de 2019
Curso acade´mico 2018/2019
Resumen
Plugin de monitorizacio´n de datos de una base de datos en un sistema de monitorizacio´n,
es el t´ıtulo que se le da al presente documento, el cual registra y describe el Trabajo de Final de
Grado, realizado en el Instituto de Tecnolog´ıa Cera´mica, en torno a un proyecto que consiste, tal
y como se refleja en el t´ıtulo, en desarrollar un plugin que permita recopilar datos de diferentes
sistemas gestores de bases de datos en la plataforma de IIoT (Internet Industrial para las Cosas)
y Big Data, denominada Nexus Integra.
La aplicacio´n se desarrolla como un servicio Ciente-Servidor, en la que los usuarios introdu-
cen las consultas que obtienen los datos a monitorizar en el cliente, en lenguaje SQL. A su vez,
el servidor ejecuta las consultas introducidas c´ıclicamente y almacena los resultados obtenidos
en la plataforma anteriormente mencionada. El proyecto ha sido desarrollado en entorno .NET
Framework 4.5, siendo implementado en lenguaje C# y almacenando sus datos en un sistema
gestor de bases de datos tipo MySQL.
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Cap´ıtulo 1
Introduccio´n
1.1. Contexto y motivacio´n del proyecto
Para abordar la memoria que registra el presente proyecto, se comenzara´ por describir el
contexto en el que se ha generado, que en este caso es el Instituto de Tecnolog´ıa Cera´mica (ITC )
y, a su vez, se definira´n los objetivos y motivaciones que lo han impulsado.
El proyecto se ha realizado en el A´rea de Procesos Industriales del Instituto de Tecnolog´ıa
Cera´mica (ITC ). El ITC es un centro de investigacio´n cera´mico, nacido de un convenio entre
la Universitat Jaume I y la Asociacio´n de Investigacio´n de las Industrias Cera´micas (AICE ).
Su fundacio´n se llevo´ a cabo con el objetivo de dar respuesta a las necesidades y requisitos de
la industria del a´mbito cera´mico [3].
El a´rea de Procesos Industriales donde ha sido realizado el proyecto, es un a´rea multidiscipli-
nar formada por Ingenieros Qu´ımicos, Te´cnicos en Instrumentacio´n e Ingenieros Informa´ticos,
dedicados a desarrollar proyectos de automatizacio´n, control y optimizacio´n de procesos indus-
triales en general y, de forma ma´s concreta, especializa´ndose en el a´mbito cera´mico.
Con la aparicio´n de la conocida como Industria 4.0 [2], en el ITC se esta´n llevando a ca-
bo diversos proyectos que promueven la transformacio´n de la industria cera´mica, integrando el
conocido como Internet de las cosas (IoT) al nivel industrial, llamado IIoT. El proyecto que
abarca este Trabajo de Final de Grado se encuentra dentro de uno de estos proyectos, denomi-
nado CEBRA+, centrado en el desarrollo de acciones de transformacio´n hacia la Industria 4.0
en la cadena de valor del sector de fabricacio´n de baldosas cera´micas, el cual es financiado por
el Instituto Valenciano de Competitividad Empresarial (IVACE ).
Este proyecto, enmarcado dentro del proyecto CEBRA+, se centra en el desarrollo de una
aplicacio´n de software que permita la monitorizacio´n e historizacio´n de valores almacenados en
diferentes bases de datos, en la plataforma de integracio´n de informacio´n industrial, denomina-
da Nexus Integra. El proyecto CEBRA+, mencionado anteriormente, hace uso de la planta de
fabricacio´n de baldosas cera´micas de la empresa Colorker , ubicada en Xilxes, como piloto de-
mostrativo de Industria Cera´mica 4.0. En esta misma fa´brica ya se ha desplegado la plataforma
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Nexus Integra; en ella se esta´n monitorizando los datos de parte de los equipos de produccio´n,
los cuales se comunican con el protocolo Modbus.
Ya que la plataforma Nexus Integra no esta´ implementada para tener como origen de datos
una base de datos Structured Query Language (SQL), se necesita un plugin para la plataforma,
que permita la recoleccio´n y el almacenado de datos, provenientes de bases de datos con lenguaje
SQL. Esto es debido a que numerosos equipos y sensores de la planta no utilizan el protocolo
Modbus. No obstante, s´ı que almacenan su informacio´n en diversas bases de datos, por lo que es
necesario desarrollar un plugin que pueda monitorizar estos equipos de produccio´n y sensores
dispuestos en las l´ıneas de produccio´n.
Hasta aqu´ı un resumen de los aspectos fundamentales que contextualizan el proyecto llevado
a cabo y su funcio´n en la empresa. A continuacio´n se destacara´n los objetivos en los que se centra
este trabajo.
1.2. Objetivos del proyecto
Con este proyecto se pretende, como objetivo principal, dar una solucio´n a la necesidad de
poder monitorizar e historizar los datos almacenados en: bases de datos, equipos industriales u
otras fuentes (por ejemplo, el coste del material), en la plataforma Nexus Integra. Para llevarlo
a cabo, se ha desarrollado la presente aplicacio´n, en la que se podra´ especificar el origen de los
datos, la consulta que se va a realizar y el tag (o nombre de las variables de los datos) que se le
va a asignar en la plataforma Nexus Integra.
La aplicacio´n debera´ cumplir los siguientes objetivos:
Una interfaz gra´fica o formulario para que los usuarios administren la aplicacio´n de forma
sencilla.
Que la misma interfaz gra´fica almacene los datos, que indican co´mo obtener los datos a
monitorizar y almacenar.
La curva de aprendizaje de la aplicacio´n debera´ ser sencilla para usuarios con conocimien-
tos del lenguaje de bases de datos y el entorno de Microsoft Windows.
Tener un servicio que monitorizara´ e historizara´ los datos especificados en la interfaz
gra´fica en tiempo y forma deseados.
Que el servicio de monitorizacio´n e historizacio´n sea ejecutado en segundo plano en un
servidor con disponibilidad plena, es decir, que se mantenga en continuo funcionamiento.
Una vez finalizado el proyecto, la monitorizacio´n e historizacio´n de los datos permitira´, entre
otras cosas:
Visualizar a tiempo real el funcionamiento, rendimiento, eficiencia y consumo de las l´ıneas
de produccio´n.
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Realizar informes de costes de produccio´n.
Encontrar correlaciones entre datos de la produccio´n que ayuden a la optimizacio´n del
proceso.
Por u´ltimo, a nivel personal, con este Proyecto de Final de Grado se pretende demostrar las
habilidades adquiridas durante el grado de Ingenier´ıa Informa´tica.
1.3. Estado del Arte
En la actualidad existen numerosas plataformas que permiten la gestio´n de Industrial In-
ternet of Things (IIoT ) y Big Data, obteniendo los datos de mu´ltiples or´ıgenes. No obstante,
la plataforma con la que se ha trabajado (por cuestiones externas a este proyecto), al comienzo
del proyecto, no integra como origen de datos bases de datos SQL y planean desarrollar esta
funcionalidad, a largo plazo, para obtener datos de este origen.
1.4. Estructura de la memoria
Tras esta introduccio´n, el cuerpo de esta memoria se organiza, tal y como viene reflejado
en el ı´ndice de contenidos, con un apartado en primer lugar, en el que se describe el proyecto,
se especifican la funcionalidad y el alcance, se valoran los riesgos y las restricciones, y se men-
cionan los recursos necesarios para llevarlo a cabo. A continuacio´n, le sigue un apartado en el
que se detalla la metodolog´ıa y la planificacio´n que se han utilizado, incluyendo tambie´n una
estimacio´n de los recursos y costes, y el seguimiento del proyecto. Seguidamente, se ha elabora-
do un apartado de ana´lisis del sistema y de la interfaz que, junto con el apartado continuo de
implementacio´n y pruebas, constituyen el grueso de esta memoria. Finalmente, se han incluido,
a modo de reflexio´n, unas conclusiones junto a una reflexio´n personal y, tras ello, las referencias
bibliogra´ficas. Paralelamente, el apartado de los anexos, colocado al final de la memoria, incluye
una documentacio´n detallada del Proyecto Biblioteca, y algunas figuras que se han considerado
relevantes para completar la explicacio´n del proyecto.
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Cap´ıtulo 2
Descripcio´n del proyecto
2.1. Descripcio´n General
A continuacio´n se describe el proyecto en sus principales rasgos y caracter´ısticas.
La finalidad de este proyecto es desarrollar un servicio que permita monitorizar e historizar
datos obtenidos de diferentes Sistemas Gestores de Bases de Datos (SGBD), con una programa-
cio´n previa. La programacio´n de los datos a obtener, se realizara´ desde una aplicacio´n, que en un
principio se desarrollara´ para escritorio, pudiendo en un futuro, transformarse a una aplicacio´n
web. Para programar los datos a monitorizar, sera´ necesario escribir la consulta en lenguaje
SQL e indicar el per´ıodo1 y el lapso2 de tiempo en el que se ejecutara´.
El proyecto se ha realizado en C#[7] con el framework .NET[5], tal y como la empresa
Colorker lo demanda. Esto es debido a que en la empresa prefieren utilizar servidores con el
sistema operativo Microsoft Windows y, a su vez, todo el resto de programas de gestio´n lo han
disen˜ado con dicho entorno, .NET. Adema´s, uno de los requisitos que se especifico´ cuando se
eligio´ la plataforma Nexus Integra para realizar el proyecto, fue que la plataforma empleada
para la monitorizacio´n e historizacio´n de los datos, estuviera construida en entorno .NET.
Los SGBD a los que se desea conectar son de diferentes tipos: MySQL[21] y Microsoft SQL
Server[8], adema´s, se planea en el futuro tener una Oracle SQL[20]. Por lo que la aplicacio´n debe
poder operar con todos estos SGBD.
Con el fin de abordar este proyecto, se ha decidido crear una aplicacio´n Cliente-Servidor,
dado que es un servicio que debe proporcionarse con la mayor disponibilidad posible, adema´s
de ser utilizado por diferentes clientes, desde diferentes estaciones de trabajo. A continuacio´n
se detallan algunos rasgos de la parte cliente y de la parte servidor del proyecto.
1El intervalo de tiempo entre cada ejecucio´n de monitorizacio´n e historizacio´n de los datos.
2Instantes de inicio y fin de ejecucio´n de monitorizacio´n e historizacio´n de los datos.
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2.1.1. Cliente
Respecto a la interfaz gra´fica del cliente, se planea realizarla inicialmente con Windows Forms,
siendo tambie´n posible que, ma´s adelante, se cambie a una interfaz web.
As´ı mismo, el cliente sera´ una aplicacio´n ejecutable compilada como .exe que se podra´
ejecutar desde cualquier equipo que tenga acceso al servidor de almacenaje de consultas y a los
servidores a los que se realizan las consultas.
2.1.2. Servidor
El servidor estara´ instalado como servicio en uno de los servidores de la empresa. Se deci-
dio´, por tanto, que el servicio se instalar´ıa en el servidor donde la empresa tiene instalada la
plataforma Nexus Integra y el SGBD MySQL, ya que es el que se adquirio´ y se esta´ utilizando
para el proyecto CEBRA+.
La parte servidor de esta aplicacio´n almacenara´ sus datos en un SGBD MySQL que es el
que se encuentra en el mismo servidor donde se desplegara´ el servicio.
2.2. Funcionalidad
En este apartado se especifican las funcionalidades que debe cumplir cada parte de la apli-
cacio´n.
Cliente
 La parte cliente de la aplicacio´n permitira´: por un lado, crear, modificar y eliminar
consultas programadas para recolectar datos; por otro lado, crear y eliminar las
variables en las que se monitorizan e historizan los datos.
Servidor
 La parte servidor de la aplicacio´n debe monitorizar las consultas programadas y
almacenar sus datos en la plataforma Nexus Integra.
2.3. Alcance
Se puede abordar el alcance de este proyecto desde diversas perspectivas. En primer lugar,
hay que tener en cuenta que para el ITC, que aborda el proyecto CEBRA+, se pretende conseguir
recopilar datos para analizarlos, con la finalidad de mejorar la productividad en las l´ıneas de
produccio´n en la industria cera´mica. La informacio´n obtenida de la recopilacio´n y al ana´lisis
debe ser actualizada, ı´ntegra, coherente, relevante, exacta, accesible y de confianza.
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Por otro lado, el alcance funcional, sera´ poseer una interfaz amigable que permitira´ a los
usuarios recopilar datos de las BD en la plataforma Nexus Integra. Adema´s, debera´ ejecutarse
como un servicio con la ma´xima disponibilidad posible.
En cuanto al alcance organizativo, la aplicacio´n sera´ utilizada por trabajadores de distintas
a´reas, as´ı como jefes de seccio´n o algunos miembros del departamento comercial; sera´ adminis-
trado por los administradores del departamento informa´tico de la empresa y mantenido por los
desarrolladores del ITC.
Respecto al alcance informa´tico, se trata de una aplicacio´n muy espec´ıfica, u´nicamente
utilizada para este proyecto por el momento; no se ha encontrado otra aplicacio´n que cubra
la necesidad requerida.
Por u´ltimo, cabr´ıa destacar que, pese a que este proyecto vaya orientado a la industria
cera´mica, ello no excluye que pueda ser empleado en otras industrias o en distintos sectores.
2.4. Restricciones y Riesgos
Como restriccio´n te´cnica, puede destacarse que los recursos utilizados por la aplicacio´n no
deben de ser excesivos, para as´ı no bloquear el resto de servicios que se ejecutan en el servidor
de Colorker, como el SGDB MySQL o la plataforma Nexus Integra.
Por otro lado, como restriccio´n podra´ tenerse en cuenta que, por un lado, el proyecto se
ha desarrollado principalmente de manera individual, bajo la supervisio´n del u´nico ingeniero
informa´tico del A´rea de Procesos Industriales del ITC, cuya especializacio´n no es el lenguaje
C# ni la gestio´n de BD. Asimismo, tampoco se ha contado con la supervisio´n de un tutor
universitario durante el periodo de desarrollo de la aplicacio´n.
En cuanto a los riesgos que har´ıan que este proyecto no se completase ser´ıan: que el software
requiera demasiados recursos o que no recopile los datos con fiabilidad; pues ello implicar´ıa que
no se podr´ıan obtener los datos necesarios para el proyecto CEBRA+. Por otro lado, tambie´n
ser´ıa un riesgo que que la plataforma Nexus Integra incorporara en su plataforma la obtencio´n
de datos de or´ıgenes SQL, de modo que el proyecto ya no ser´ıa necesario.
2.5. Tecnolog´ıas y herramientas utilizadas
Durante la realizacio´n de este proyecto se han utilizado las siguientes tecnolog´ıas y herra-
mientas para su desarrollo:
.NET Framework 4.5: Utilizado para obtener soluciones pre-codificadas para requerimientos
comunes, como la creacio´n de un servicio.
Lenguaje C#: Utilizado en la implementacio´n del proyecto.
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Lenguaje SQL: Se ha utilizado para implementar partes del proyecto y probar su funcio-
namiento.
Softwares utilizados:
 MySQL: SGBD ha sido u´til para el almacenaje de la informacio´n de la aplicacio´n y
ejecucio´n de pruebas.
 Microsoft SQL Server : SGBD empleado en la ejecucio´n de pruebas.
 Oracle SQL Developer : SGBD usado para la ejecucio´n de pruebas.
 Microsoft Visual Studio 2017 Professional : Utilizado para implementar la aplicacio´n
[6].
 Visual Paradigm 15.2 CE : Utilizado para generar los diagramas de: casos de uso,
clases y entidad relacio´n 3.
 Team Foundation Server : Se ha empleado con el fin de realizar la gestio´n de versiones
y parte de su planificacio´n futura.
 Microsoft Project : Utilizado en la planificacio´n del proyecto y generar los diagramas
de Gantt.
3Las dimensiones de algunas de las ima´genes que se incluyen en los anexos, tienen un taman˜o demasiado
reducido de letra, por lo que no las permite leer correctamente; esto es debido a que la aplicacio´n donde se
disen˜an, las muestra con ese formato.
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Cap´ıtulo 3
Planificacio´n del proyecto
3.1. Metodolog´ıa
A continuacio´n, se expondra´ la metodolog´ıa usada para desarrollar el proyecto. Cabe desta-
car, que la empresa donde se desarrolla el proyecto y al comienzo del mismo, no posee ninguna
pol´ıtica metodolo´gica ni gestor de versiones. Por tanto, la metodolog´ıa a usar queda en manos
del desarrollador.
Debido a la urgencia de una primera versio´n funcional del proyecto y, tras valorar diferentes
metodolog´ıas para aplicar en el mismo se determina que la opcio´n ma´s adecuada para la planifi-
cacio´n, es una metodolog´ıa predictiva, haciendo uso de diagramas de Gantt. Esto se debe a que
no hay un gran nu´mero de tareas que se deben llevar a cabo para hacer una versio´n funcional
y, al mismo tiempo, permite programar fa´cilmente nuevas tareas de mejoras y optimizaciones.
3.2. Planificacio´n
Para realizar la planificacio´n se ha hecho una lista que compile las tareas primordiales para
llevar el proyecto a un punto funcional. Se tiene en cuenta que tras la realizacio´n de estas tareas,
sera´ necesario realizar ma´s para la mejora del proyecto.
En la planificacio´n se han estimado una duracio´n del coste de cada tarea. Las fechas de
comienzo y fin de cada tarea, se han calculado con la duracio´n estimada y teniendo en cuenta
que el proyecto se inicio´ el 18/06/2018. Paralelamente, se tiene en cuenta que el horario laboral
en el que se desarrolla es de 5 horas de lunes a viernes, a excepcio´n de los meses de julio y agosto
que el horario se reduce a 4 horas y 22 minutos y hay un periodo vacacional de tres semanas en
agosto. Al finalizar el proyecto, tambie´n se analizara´ la desviacio´n de la fecha de finalizacio´n de
cada tarea.
Teniendo en cuenta que se utiliza una metodolog´ıa predictiva, en la siguiente tabla, 3.1, se
detallan las tareas a realizar, las fases que las engloban, los hitos, las dependencias entre ellas,
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sus estimaciones de duracio´n y las fechas de realizacio´n. Cabe aclarar que las filas marcadas en
negrita hacen referencia a las diferentes fases del proyecto, mientras que las tareas que estas
engloban, aparecen a continuacio´n tabuladas, dentro de la segunda columna (Nombre de Tarea).
Respecto a los hitos, estos aparecen indicados con su propio nombre, dentro de la cuarta columna
(Trabajo Previsto). En la tercera columna (Predeceroras) aparece el identificador de la tarea
(indicado en la primera columna) que se debe ejecutar previamente, separado por el caracter
”;”.
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1 Disen˜o y planificacio´n del proyecto 90 horas 18/06/18 19/09/18
2 Disen˜o del proyecto DBNexusBiblioteca 50 horas 18/06/18 02/07/18
3 Disen˜o de la Interfaz 2 10 horas 02/07/18 05/07/18
4 Disen˜o de la Base de Datos 2 10 horas 03/07/18 06/07/18
5 Disen˜o del proyecto DBNexusCliente 3 10 horas 17/09/18 19/09/18
6 Disen˜o del proyecto DBNexusServicio 4 10 horas 04/09/18 06/09/18
7 Implementacio´n del proyecto DBNexusBiblioteca 55 horas 06/07/18 31/07/18
8
Implementacio´n de los Modelos de
DBNexusBiblioteca
2;3 15 horas 06/07/18 12/07/18
9
Implementacio´n de los Conectores con las DB de
DBNexusBiblioteca
2;8 15 horas 16/07/18 19/07/18
10
Implementacio´n del Conector con la DB de
almacenamiento de datos del proyecto
9;4 25 horas 24/07/18 31/07/18
11 Completada la implementacio´n de DBNexusBibliotea 7 Hito 31/07/18
12 Implementacio´n de la Base de Datos 4 15 horas 03/08/18 29/08/18
13 Implementacio´n del proyecto DBNexusCliente 35 horas 29/08/18 26/09/18
14 Prototipado de la interfaz 3 10 horas 29/08/18 31/08/18
15 Implementacio´n de DBNexusCliente 7;5 25 horas 19/09/18 26/09/18
16 Completada la implementacio´n de DBNexusCliente 13 Hito 26/09/18
17 Implementacio´n del proyecto DBNexusServicio 25 horas 06/09/18 13/09/18
18 Implementacio´n de DBNexusServicio 7;6 25 horas 06/09/18 13/09/18
19 Completada la implementacio´n de DBNexusCliente 17 Hito 13/09/18
20
Pruebas y documentacio´n del proyecto
DBNexusBiblioteca
90 horas 12/07/18 12/10/18
21
Implementacio´n de Pruebas Unitarias de los
Modelos de DBNexusBiblioteca
8 10 horas 12/07/18 16/07/18
22
Implementacio´n de Pruebas Unitarias de los
Conectores de DBNexusBiblioteca
9 10 horas 19/07/18 24/07/18
23
Implementacio´n de Pruebas Unitarias del Conector
con la DB de almacenamiento de datos del proyecto
10 10 horas 31/07/18 03/08/18
24
Realizacio´n de pruebas manuales del Conector con
la DB de almacenamiento de datos del proyecto
10;23 10 horas 31/08/18 04/09/18
25 Documentacio´n del proyecto DBNexusBibliteca 7 50 horas 28/09/18 12/10/18
26
Pruebas y documentacio´n del proyecto
DBNeusCliente
10 horas 26/09/18 28/09/18
27 Prueba manual del proyecto DBNeusCliente 24;13 10 horas 26/09/18 28/09/18
28
Pruebas y documentacio´n del proyecto
DBNeusServicio
10 horas 13/09/18 17/09/18
29 Prueba manual del proyecto DBNeusServicio 17;24 10 horas 13/09/18 17/09/18
Cuadro 3.1: Tabla con las tareas planificadas y sus detalles
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Una vez planificadas todas las tareas y sus costes de ejecucio´n, se puede ver en las figuras 3.1
y 3.2 el diagrama de Gantt correspondiente a la planificacio´n, donde aparecen todas las tareas
a realizar. En la figura B.1 de los anexos, se muestra el diagrama de planificacio´n en una u´nica
figura.
Como se puede observar en el diagrama de Gantt, se ha planificado cada proyecto secuen-
cialmente, es decir, se inicia disen˜ando, implementando y realizando las pruebas del proyecto
DBNexusBiblioteca, se continua con la base de datos antes de realizar el DBNexusCliente y se
finaliza con el DBNexusServicio. Respecto los proyectos DBNexusCliente y DBNexusServicio, al
ser independientes, es irrelevante cua´l de ellos se desarrolle primero pero, ya que el cliente eje-
cuta tareas ma´s sencillas sobre la base de datos, se ha decidido implementar este primero y
cerciorarse que los conectores con la base de datos funcionan como se espera. Adema´s, a pesar
que la documentacio´n del co´digo este´ programada como u´ltima tarea, durante la ejecucio´n del
proyecto se ira´n documentando las partes ma´s confusas o criticas del desarrollo y, durante esa
tarea se ampliara´ y corregira´ esta documentacio´n.
Figura 3.1: Diagrama de Gantt de la planificacio´n del Proyecto del 18/06/2018 al 15/08/18
21
Figura 3.2: Diagrama de Gantt de la planificacio´n del Proyecto del 15/08/18 al 12/10/2018
Con la planificacio´n propuesta, se han estimado unas 330 horas de trabajo, por lo que,
teniendo en cuenta que el proyecto inicio´ el 18/06/2018 y el periodo laboral anteriormente
mencionado, se estima tener una versio´n funcional del proyecto para el 12/10/2018. Cabe des-
tacar, que esta versio´n funcional no cumplira´ todos los requisitos de la aplicacio´n, no obstante
permitira´ iniciar la recoleccio´n de datos.
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3.3. Estimacio´n de recursos y costes del proyecto
En esta seccio´n se hara´ una estimacio´n en la que se especificara´n que´ recursos y herramientas
sera´n necesarios para realizar el proyecto. Para conocer los costes temporales, nos basaremos en
la planificacio´n, desarrollada en el apartado anterior, para su estimacio´n.
Como en todo proyecto profesional, hay que prever que pueden darse ciertos retrasos, debido
a causas internas (error en el disen˜o en la planificacio´n) o externas (por ejemplo, una baja
laboral) del proyecto. Por ello, a las horas totales estimadas del proyecto, se le an˜adira´ un
incremento del 10 %. Por otro lado, hay que tener en cuenta que la planificacio´n del apartado
anterior no tiene en cuenta las mejoras que se aplicara´n una vez realizada la versio´n funcional
del proyecto. Para ello, se estima que sera´n necesarias otras 300 horas aproximadamente. De este
modo, el coste total de las horas del proyecto es el resultado de las 330 planificadas inicialmente,
sumadas a las 300 estimadas para las mejoras, ma´s el incremento del 5 %; todo ello suma
exactamente 661,5 horas, las cuales se redondean a un total de 660.
Teniendo este ca´lculo en cuenta, si se estima que el coste de un desarrollador es de aproxi-
madamente de 20e/hora, el coste econo´mico del proyecto sumar´ıa 13.200e.
3.4. Seguimiento del proyecto
Durante el desarrollo de este proyecto, la ejecucio´n de las tareas ha variado respecto a la
planificacio´n, pues se han retrasado algunas tares y otras se han priorizado. En este apartado,
se expondra´n las principales desviaciones respecto a la planificacio´n y co´mo ha afectado esto al
desarrollo del proyecto.
Para estimar de forma apropiada el transcurso de las tareas, se han compilado el coste
de trabajo y las fechas de comienzo y fin de las tareas, junto con su variacio´n respecto a lo
planificado. Estos datos se encuentran en la tabla 3.2. Cabe destacar que las distintas fases del
proyecto se marcan en negrita; a su vez, las tareas que estas engloban, se indican a continuacio´n,
tabuladas, dentro de la segunda columna (Nombre de Tarea). Los hitos aparecen indicados con
su propio nombre, en la cuarta columna (Trabajo). En la tercera columna (Predeceroras) aparece
el identificador de la tarea (indicado en la primera columna) que se debe ejecutar previamente,
separado por el caracter ”;”. Las tres columnas de variacio´n (Variacio´n de trabajo, Variacio´n de
comienzo y Variacio´n de fin), indican el retraso de los valores de esta tabla, respecto a la tabla
3.1 de planificacio´n.
Al llevar, durante la realizacio´n del proyecto, un seguimiento de la realizacio´n de las tareas,
es posible conocer el retraso respecto a la planificacio´n en el d´ıa a d´ıa. En el diagrama obtenido
de las planificaciones y el desarrollo real de las tareas, es posible hacerse una idea de en cuales
la planificacio´n ha fallado realmente. Este diagrama se encuentra en las figuras 3.3, 3.4, 3.5 y
3.6. En la figura B.2 de los anexos, se muestra el diagrama en una u´nica figura.
Es necesario tener en cuenta que, en este diagrama de Gantt, las fechas en las que estaban
planificadas la tareas se marcan con una linea gris en la misma fila que la tarea, mientras que,
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1 Disen˜o y planificacio´n del proyecto 92 horas 2 horas 18/06/18 0 d´ıas 20/09/18 0,5 d´ıas
2 Disen˜o del proyecto DBNexusBiblioteca 48 horas -2 horas 18/06/18 0 d´ıas 29/06/18 -0,25 d´ıas
3 Disen˜o de la Interfaz 2 8 horas -2 horas 29/06/18 -0,25 d´ıas 03/07/18 -1,29 d´ıas
4 Disen˜o de la Base de Datos 2 15 horas 5 horas 03/07/18 -0,25 d´ıas 06/07/18 0,13 d´ıas
5 Disen˜o del proyecto DBNexusCliente 3 6 horas -4 horas 06/09/18 -4,38 d´ıas 07/09/18 -4,88 d´ıas
6 Disen˜o del proyecto DBNexusServicio 4 15 horas 5 horas 17/09/18 5,5 d´ıas 20/09/18 6,13 d´ıas
7 Implementacio´n del proyecto DBNexusBiblioteca 63 horas 8 horas 06/07/18 0,13 d´ıas 02/08/18 1,13 d´ıas
8
Implementacio´n de los Modelos de
DBNexusBiblioteca
2;3 18 horas 3 horas 06/07/18 0,13 d´ıas 13/07/18 0,5 d´ıas
9
Implementacio´n de los Conectores con las DB de
DBNexusBiblioteca
2;8 13 horas -2 horas 17/07/18 0,75 d´ıas 20/07/18 0,5 d´ıas
10
Implementacio´n del Conector con la DB de
almacenamiento de datos del proyecto
9;4 32 horas 7 horas 24/07/18 0,25 d´ıas 02/08/18 1,13 d´ıas
11 Completada la implementacio´n de DBNexusBibliotea 7 Hito 02/08/18 1,13 d´ıas
12 Implementacio´n de la Base de Datos 4 19 horas 4 horas 31/08/18 3,25 d´ıas 06/09/18 3,75 d´ıas
13 Implementacio´n del proyecto DBNexusCliente 42 horas 7 horas 28/08/18 -0,38 d´ıas 17/09/18 -4,5 d´ıas
14 Prototipado de la interfaz 3 14 horas 4 horas 28/08/18 -0,38 d´ıas 31/08/18 0,13 d´ıas
15 Implementacio´n de DBNexusCliente 7;5 28 horas 3 horas 07/09/18 -4,88 d´ıas 17/09/18 -4,5 d´ıas
16 Completada la implementacio´n de DBNexusCliente 13 Hito 17/09/18 -4,5 d´ıas
17 Implementacio´n del proyecto DBNexusServicio 22 horas -3 horas 20/09/18 6,13 d´ıas 26/09/18 5,75 d´ıas
18 Implementacio´n de DBNexusServicio 7;6 22 horas -3 horas 20/09/18 6,13 d´ıas 26/09/18 5,75 d´ıas
19 Completada la implementacio´n de DBNexusCliente 17 Hito 26/09/18 5,75 d´ıas
20
Pruebas y documentacio´n del proyecto
DBNexusBiblioteca
121 horas 31 horas 13/07/18 0,5 d´ıas 28/11/18 21,08 d´ıas
21
Implementacio´n de Pruebas Unitarias de los
Modelos de DBNexusBiblioteca
8 12 horas 2 horas 13/07/18 0,5 d´ıas 17/07/18 0,75 d´ıas
22
Implementacio´n de Pruebas Unitarias de los
Conectores de DBNexusBiblioteca
9 8 horas -2 horas 20/07/18 0,5 d´ıas 24/07/18 0,25 d´ıas
23
Implementacio´n de Pruebas Unitarias del Conector
con la DB de almacenamiento de datos del proyecto
10 13 horas 3 horas 02/08/18 1,13 d´ıas 28/08/18 1,5 d´ıas
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Realizacio´n de pruebas manuales del Conector con
la DB de almacenamiento de datos del proyecto
10;23 18 horas 8 horas 26/09/18 11,38 d´ıas 02/10/18 12,38 d´ıas
25 Documentacio´n del proyecto DBNexusBibliteca 7 70 horas 20 horas 09/11/18 18,58 d´ıas 28/11/18 21,08 d´ıas
26
Pruebas y documentacio´n del proyecto
DBNeusCliente
4 horas -6 horas 02/10/18 2,38 d´ıas 02/10/18 1,63 d´ıas
27 Prueba manual del proyecto DBNeusCliente 24;13 4 horas -6 horas 02/10/18 2,38 d´ıas 02/10/18 1,63 d´ıas
28
Pruebas y documentacio´n del proyecto
DBNeusServicio
6 horas -4 horas 02/10/18 8,5 d´ıas 04/10/18 8 d´ıas
29 Prueba manual del proyecto DBNeusServicio 17;24 6 horas -4 horas 02/10/18 8,5 d´ıas 04/10/18 8 d´ıas
30 Mejoras de la aplicacio´n 256 horas 256 horas 04/10/18 17/01/19
31
Mejora en DBNexusServicio - An˜adida hora de
u´ltima ejecucio´n
17 8 horas 8 horas 04/10/18 05/10/18
32
Mejora en DBNexusBiblioteca - Consultas para
obtener las consultas y variables mejoradas
31 16 horas 16 horas 05/10/18 10/10/18
33
Mejora en DBNexusBiblioteca - Consulta obtencio´n
de consultas por ciclo mejorada
32 16 horas 16 horas 10/10/18 16/10/18
34
Mejora Disen˜o de Base de Datos - BDs de
consulta, an˜adidas a la BD
33 24 horas 24 horas 16/10/18 22/10/18
35
Mejora DBNexusBiblioteca - Adaptacio´n a la nueva
DB
34 24 horas 24 horas 22/10/18 29/10/18
36
Mejora DBNexusBiblioteca - An˜adida Funcionalidad
de Parametrizacio´n
32 horas 32 horas 29/11/18 07/12/18
37
Mejora DBNexusBiblioteca - Conectores se obtiene
de una mochila
36 40 horas 40 horas 07/12/18 19/12/18
38
Mejora DBNexusBiblioteca - Usuario y contrasen˜a
an˜adia a la BD
37 32 horas 32 horas 19/12/18 27/12/18
39
Mejora DBNexusBiblioteca - Errores recurrentes
detienen la consulta y almacenan el error en la BD
38 16 horas 16 horas 27/12/18 03/01/19
40
Documentacio´n del proyecto DBNexusBibliteca
actualizada
39 48 horas 48 horas 04/01/19 17/01/19
Cuadro 3.2: Tabla con los costes y los periodos de ejecucio´n de las tareas, contiene tambie´n la
variacio´n respecto a la planificacio´n
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las fechas donde realmente se realizo´ la tarea esta´n marcadas con una linea azul.
Como se puede observar en el diagrama, las primeras semanas, a pesar de no cumplirse la
planificacio´n completamente, el retraso se encuentra dentro de lo esperado; de hecho, hasta la
vuelta de las vacaciones de agosto no empieza a hacerse evidente el retraso en la planificacio´n.
La primera medida que se toma para evitar retrasar ma´s la entrega de la primera versio´n
funcional, es implementar so´lo las pruebas ma´s criticas, adema´s de generar u´nicamente las prue-
bas automa´ticas y retrasar las manuales hasta despue´s de implementar el cliente y el servicio.
Del mismo modo, tambie´n se descuida la documentacio´n que, al no urgir para el funcionamiento
de la aplicacio´n, se desplaza hasta tener el cliente y el servicio desarrollados.
Pese a los retrasos acumulados, gracias a las decisiones tomadas, el retraso de la primera
versio´n es so´lo de seis d´ıas ha´biles; por ello, se considera que, para ser una planificacio´n disen˜ada
por el programador, se ha ajustado suficientemente a lo planificado. No obstante, hay que tener
en cuenta que la realizacio´n de la documentacio´n s´ı que ha sufrido cambios severos, ya que no
u´nicamente ha excedido en 20 horas a lo planificado, sino que, al comenzarse con un retraso de
19 d´ıas, no ha sido finalizada hasta 21 d´ıas despue´s de lo planificado, cosa que supone un gran
error de planificacio´n.
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Figura 3.3: Diagrama de Gantt del transcurso del Proyecto del 18/06/18 al 12/07/18
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Figura 3.4: Diagrama de Gantt del transcurso del Proyecto del 12/07/18 al 07/10/18
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Figura 3.5: Diagrama de Gantt del transcurso del Proyecto del 07/08/18 al 02/12/18
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Figura 3.6: Diagrama de Gantt del transcurso del Proyecto del 24/11/18 al 19/01/19
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En cuanto a las horas dedicadas al proyecto, las tareas que se hab´ıan planificado, en las
que se pretend´ıan realizar en 330 horas, han sido necesarias 369 en total (dos semanas ma´s)
para realizarse. Asimismo, se han incorporado 256 horas ma´s para realizar mejoras, por tanto,
finalmente se han empleado 625 horas para finalizar el proyecto.
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Cap´ıtulo 4
Ana´lisis y disen˜o del sistema
4.1. Ana´lisis del sistema
Para comenzar el ana´lisis del sistema, se empieza buscando los actores que participan y los
casos de uso de la aplicacio´n.
En la aplicacio´n se pueden diferenciar dos actores:
Usuario: El usuario sera´ el encargado de crear y administrar las consultas del sistema
y sus variables. Tambie´n podra´ probar las consultas y se realizara´ una verificacio´n de su
funcionamiento antes de almacenarlas y de que sean ejecutadas por el servicio. Para poder
probar y comprobar las consultas, el cliente debera´ tener conexio´n al servidor donde se
realizara´ la consulta.
Servicio: El servicio obtendra´ las consultas que se deban ejecutar del SGBD MySQL, las
ejecutara´ cuando corresponda y almacenara´ sus datos en los tags correspondientes del
sistema Nexus Integra.
A continuacio´n se exponen todos los casos de uso:
Crear Consulta: Este sera´ utilizado por el usuario para crear una consulta. Ma´s ade-
lante, en el apartado 4.2, se definira´n las propiedades de cada consulta. Adema´s, antes
de almacenarla, se realizara´ un prueba de su ejecucio´n en la que se comprobara´ que la
consulta devuelva resultados va´lidos.
Ver Variables: Mostrara´ todos los nombres de variables de la aplicacio´n que sera´n igual
a los tags del sistema Nexus Integra y permitira´ borrar aquellas que no tengan consulta.
Cada nombre de variable o tag se obtendra´ del nombre de la columna de su consulta y en
estos se almacenara´n los valores obtenidos por la consulta.
Eliminar Variable sin consulta: Se puede borrar una consulta y no su nombre de
variable, para que otra consulta no escriba en los datos almacenados. Del mismo mo-
do, tambie´n se puede querer borrar una variable del sistema Nexus Integra para que no
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aparezca en el sistema, o para poder reutilizar su nombre sin los datos anteriores. U´nica-
mente se permitira´ borrar variables sin consulta o cuya consulta actual no este´ utilizando
la variable.
Ver Consultas: Tanto el usuario como el servicio podra´n listar las consultas almacenadas
en el sistema para sus diferentes usos.
Modificar Consulta: El usuario podra´ modificar las propiedades de la consulta.
Eliminar Consulta: El usuario podra´ eliminar la consulta y sus variables.
Monitorizar Consulta: El servicio podra´ ejecutar la consulta, acorde a las restricciones
de sus para´metros y realizar los pasos necesarios para la monitorizacion y/o historizacio´n,
los cuales se describen a continuacio´n:
 Buscar/Crear Tags: Se encarga de buscar si los nombres de tags o variables exis-
ten en el plataforma Nexus Integra y, si existen, devuelve su identificador, en la
plataforma; si no existen, los crea y devuelve su identificador.
 Monitorizar RealTime: Si los para´metros de la consulta lo indican, se almacenara´
en el servicio de tiempo real (temporal) de la plataforma Nexus Integra, lo cual
permitira´ que aparezca en gra´ficas a tiempo real en el sistema; esta opcio´n se podra´
desactivar para minimizar el consumo en casos donde no se requiera.
 Monitorizar Historico: En este caso, el valor obtenido por la consulta se almace-
nara´ siempre y, de forma permanente, en la plataforma Nexus Integra.
Para representar los diferentes actores de la aplicacio´n, as´ı como los casos de uso que nece-
sitan realizar, se ha creado un diagrama de casos de uso, el cual se puede visualizar en la figura
4.1.
Figura 4.1: Diagrama de Casos de Uso del Proyecto
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Al comenzar con el disen˜o de la aplicacio´n, se ha decidido dividir en tres subproyectos, puesto
que los dos actores necesitan aplicaciones diferentes. Para el usuario, una interfaz gra´fica que le
permita interactuar con las consultas almacenadas; para el servicio, sin embargo, no es necesario
interfaz ni consola, u´nicamente un proceso ejecuta´ndose en segundo plano. No obstante, ambos
emplean los mismos objetos para trabajar con las consultas.
Los tres proyectos en los que se dividira´ la aplicacio´n sera´n:
DBNexusBiblioteca: Este proyecto contendra´, por un lado, las variables de configuracio´n
que usara´n los otros dos proyectos para su funcionamiento; por otro lado, los modelos, y
por u´ltimo, los conectores, para los diferentes SGBD que permitira´n conectarse a las bases
de datos en las que se realizara´n, y en la que se almacenaran las consultas.
DBNexusCliente: Este proyecto, que incluira´ el proyecto DBNexusBiblioteca, tambie´n con-
tendra´ las ventanas de Windows Forms utilizadas por el cliente, para probar, an˜adir, modi-
ficar y eliminar consultas (a realizar por el servicio) y variables registradas en el sistema.
DBNexusServicio: Este proyecto, que incluira´ el proyecto DBNexusBiblioteca, tambie´n
contendra´ los procesos necesarios para realizar las consultas que correspondan perio´di-
camente y almacenar sus resultados en la plataforma Nexus Integra conecta´ndose a ella
como un plugin.
En la figura 4.2 se puede visualizar co´mo interaccionan estos tres proyectos y co´mo almacenan
o se nutren de los datos con la base de datos.
Figura 4.2: Interaccio´n entre los proyectos que componen la aplicacio´n y las bases de datos
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4.2. Disen˜o de la arquitectura del sistema
4.2.1. Disen˜o de la arquitectura del sistema: DBNexusBiblioteca
En esta seccio´n se explican los diferentes paquetes y clases que componen esta biblioteca y
para que´ sera´n utilizados posteriormente en los otros dos proyectos. Hay una explicacio´n ma´s
detallada de cada clase de este paquete en la seccio´n A.1 de los anexos.
En primer lugar, cabe destacar, dos clases utilizados por la mayor´ıa de clases del proyecto:
la clase Constantes y la clase Log. La clase Constantes, como su propio nombre indica, contiene
valores constantes de propiedades de la aplicacio´n (cargadas desde un fichero de configuracio´n)
o los conectores para conectarse a las bases de datos. Paralelamente, la clase Log, es usada para
almacenar todos los mensajes de registro de la aplicacio´n; esta clase utiliza una librer´ıa llamada
log4net que permite filtrar, almacenar y/o enviar los mensajes de registro.
Por otro lado, los paquetes que engloban el resto de la biblioteca son dos: el paquete Model
y el paquete Conectors. El paquete Model contiene los modelos necesarios para las otras dos
aplicaciones. Con los requisitos de la aplicacio´n, se ha determinado necesario crear las siguientes
clases:
Consulta: Contendra´ los atributos de las consultas a ejecutar en las bases de datos y las
variables propias de la consulta.
Variable: Contendra´ los atributos y el u´ltimo valor de las variables de las consultas;
adema´s, un requisito para versiones posteriores del proyecto es poder realizar operaciones
con la variable antes de almacenarla, por lo que posee una Operacion.
Operacion: Esta clase contiene la forma de operar los datos y tambie´n la posibilidad de
encolar otra operacio´n para ejecutar varias sobre un dato. Asimismo, se ha creado un
enumerado para indicar el tipo de operacio´n de la que se trata.
En el paquete Conectors se pueden encontrar los diferentes conectores que usara´n las apli-
caciones para conectarse con las bases de datos y la plataforma de monitorizacio´n. Para ello, se
crean, en este paquete, otros tres paquetes:
DB: Este paquete contendra´ los conectores para conectarse a los tres tipos de bases de
datos requeridos, as´ı como para conectarse a la base de datos donde la aplicacio´n almace-
nara´ las consultas programadas. Para facilitar la creacio´n de los conectores, este paquete
cuenta con una clase fa´brica utilizada para crear las conexiones. A fin de optimizar las
conexiones, cada clase DBConector, al crearse, genera una coleccio´n ato´mica de un ma´xi-
mo definido en las Constantes y la llena de los conectores que utilizara´ para realizar sus
consultas. En el momento de realizar una consulta, esta clase:
1. Extrae un conector de la coleccio´n.
2. Abre la conexio´n.
3. Usa el conector.
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4. Cierra la conexio´n.
5. Vuelve a introducir el conector en la coleccio´n.
DAO: Este paquete contendra´ la clase con las funciones necesarias para leer, an˜adir, editar
y borrar las consultas que debe realizar la aplicacio´n en la base de datos. Esta conexio´n
sera´ heredada del conector oportuno (en este caso, por requisitos, es el de MySQL), del
paquete DB.
Nexus: Este paquete contiene una u´nica clase que utilizara´ las bibliotecas CoreDataCon-
tracts y CoreServicesInterfaces, proporcionadas por Nexus Integra, para crear tags (varia-
bles) en su plataforma y encapsular y enviar datos a su servicio de monitorizacio´n o de
historizacio´n.
En la figura 4.3 se puede observar un diagrama minimizado de todas las clases del proyecto
DBNexusBiblioteca; en la figura A.1 de los anexos aparece mas detallado.
Figura 4.3: Diagrama de Clases de la Biblioteca
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4.2.2. Disen˜o de la arquitectura del sistema: DBNexusCliente
En esta seccio´n se detalla co´mo se ha abordado el disen˜o de la arquitectura, de la parte
del proyecto correspondiente al cliente, que lleva por nombre DBNexusCliente. Este proyecto
incluye, como una de sus bibliotecas, el proyecto DBNexusBiblioteca que se expone en el apartado
anterior, 4.2.1.
Para disen˜ar las interfaces de este proyecto, se hara´ uso de las bibliotecas que provee Mi-
crosoft Windows para crear formularios en sus ventanas, System.Windows.Forms. El presente
proyecto incluye las interfaces que visualizara´ el cliente y que se desarrollan, ma´s adelante, en
la seccio´n 4.3.
Se ha concluido que se pueden llevar a cabo todos los casos de uso del cliente con dos
ventanas: una en la que muestre la lista de consultas almacenadas en el servidor, y otra en la
que aparezcan los detalles de cada consulta; adema´s, se hara´ uso de las ventanas de mensajes
de alerta y confirmacio´n, que se encuentran en la biblioteca System.Windows.Forms.
Lista de las Consultas
En la ventana de la lista de consultas almacenadas, se planea incluir dos botones con las
funciones de actualizar la lista de consultas almacenadas y de crear nuevas consultas. El boto´n
de crear una nueva consulta, abrira´ la ventana de edicio´n de consultas sin cumplimentar.
Paralelamente, al lado de cada fila, en la lista de consultas, se dispondra´ de dos botones:
uno para ejecutar la consulta una u´nica vez, de forma inmediata y otro, para editar la consulta
que abrira´ la ventana de edicio´n de consultas. La lista de las consultas aparecera´ en una tabla,
la cual se podra´ ordenar por columnas con los siguientes campos a vista:
ID Sentencia: Aqu´ı se puede leer el nombre o identificador de la consulta.
Variables: En esta columna se muestra la lista de variables que contiene la consulta, en
una u´nica l´ınea y separadas por comas.
Base de Datos: El identificador de la base de datos donde se ejecuta la consulta.
TActualizacio´n: Periodo de ejecucio´n de la consulta.
Realtime?: Si la consulta es almacenada en el sistema de tiempo real de Nexus Integra.
Activo?: Si la consulta esta´ programada para ejecutarse en el servicio.
Ultima Ejecucio´n: La marca de tiempo de la u´ltima ejecucio´n de la consulta.
Tambie´n se considera que, para aquellas variables sin consulta asignada, se determino´ necesa-
rio un desplegable y un boto´n para borrar la variable seleccionada. Por cuestiones de seguridad,
al ejecutar esta accio´n aparece en pantalla una ventana de confirmacio´n con un dia´logo ex-
plicativo. Dicha ventana explica las consecuencias de esta accio´n y pregunta si se desea o no
continuar, o si se desea borrar la variable, tanto del almacenamiento como del sistema Nexus
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Integra, con el fin de reiniciar el nombre de variable. Si se selecciona esta u´ltima opcio´n, aparece
un nuevo mensaje de confirmacio´n para asegurarnos, puesto que es la eleccio´n ma´s cr´ıtica.
Por otro lado, hay que tener en cuenta que la interfaz no se debe bloquear mientras se realizan
acciones en la interfaz, como la actualizacio´n de la lista de consultas o el borrado de las variables.
Para estos casos, se utiliza el objeto backgroundWorker, proporcionado por las bibliotecas de
formularios de Microsoft Windows, el cual permite ejecutar una funcio´n predefinida, en segundo
plano.
Las u´nicas acciones en segundo plano en la ventana de listar las consultas son: actualizar la
lista de consultas y borrar variables sin consulta asignada.
Creacio´n, edicio´n y borrado de una Consulta
En la ventana de la consulta almacenada, es posible crear una nueva consulta, editar una
existente o borrarla. Al abrirse, la ventana recibira´ como dato, o bien el identificador de la
consulta que se va a editar o nada, en caso de que se desee crear una nueva consulta.
En esta ventana hay un formulario con todas las propiedades de la consulta modificable por
el usuario: el identificador de la consulta (que tan so´lo sera´ modificable antes de crear la consul-
ta), un desplegable con los servidores de datos disponibles, otro desplegable con las opciones de
per´ıodo de actualizacio´n (todas las opciones son mu´ltiplos del tiempo de actualizacio´n almace-
nado como constante en el proyecto DBNexusBiblioteca), dos botones activables para indicar si
se ejecuta la consulta en el servicio y si se almacena en el sistema de tiempo real, dos conjuntos
de boto´n y selector de fecha para indicar las fechas de inicio y fin de la consulta y si se van a
utilizar y, por u´ltimo, un espacio para introducir texto donde se introducira´ la sentencia SQL
de la consulta que se desea almacenar.
Una vez introducidos los datos en una nueva consulta o editados algunos en una ya existente,
no se permitira´ guardar la consulta directamente, sino que es necesario probarla para as´ı validar
los datos que devuelve la consulta. El validador comprobara´ que:
Todos los datos devueltos son en punto flotante (double) o transformables a punto flotante.
Ninguno de los nombres de las columnas, que sera´n los nombres de variable o tag, se repita
o se encuentre en uso como identificador de variable en otra consulta.
El tiempo de ejecucio´n de la consulta sea menor al periodo de ejecucio´n de la consulta en
el servicio. Si no, la consulta se acumulara´ en la cola de ejecucio´n del servicio una y otra
vez, siendo ma´s lenta su ejecucio´n que su encolamiento y pudiendo producir fallos.
Tambie´n verifica que la sentencia so´lo responda una fila o, en caso de que haya ma´s de una
fila, comprueba si tiene un campo de marca de tiempo o si tiene campos de identificador
de variable y ninguno de los nombres de variable generados es repetido.
Adema´s de los campos indicados anteriormente, se utilizara´n otros dos para controlar los
datos que devolvera´ la sentencia introducida: una tabla con los resultados de la sentencia y una
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lista con las variables de la consulta, tanto las utilizadas como las que se encuentran en desuso.
Las variables en desuso de la lista, ira´n acompan˜adas de un boto´n que las permita borrar. Este
boto´n de borrado creara´ los mismos mensajes de confirmacio´n que al borrar una variable desde
la ventana de lista de las consultas, expuesta en el apartado anterior.
En esta ventana se dispondra´ de un boto´n para salir sin almacenar los cambios, el cual
tendra´ el mismo efecto que cerrar la ventana desde la cruceta. Tambie´n se dispondra´ de un
boto´n para almacenar la consulta y, cuando se este´ editando la consulta, tambie´n se dispondra´
de uno para eliminarla. El boto´n de borrado hara´ que aparezca un dia´logo de confirmacio´n antes
de su eliminacio´n, dando tambie´n la opcio´n de borrar todas las variables de la consulta, tanto
del almacenamiento como de la plataforma Nexus Integra o de mantener las variables.
Para poder ejecutar todas estas funciones sin bloquear la interfaz, se crean dos disparadores
de trabajos en segundo plano: uno para la ejecucio´n de las pruebas, el cual cancela su ejecucio´n
si se realiza cualquier modificacio´n mientras se ejecuta y otro para el borrado de las variables
desde la lista.
Las tareas de almacenaje y borrado de la consulta se ejecutan en primer plano, ya que son
cr´ıticas y cerrara´n la ventana tras ejecutarse correctamente.
El diagrama de clases que describe este proyecto se muestra en la figura 4.4 y ma´s detalla-
damente en la figura B.18 de los anexos.
Figura 4.4: Diagrama de Clases del proyecto DBNexusCliente
4.2.3. Disen˜o de la arquitectura del sistema: DBNexusServicio
El servicio de monitorizacio´n sera´ un programa compilado como .exe que se instalara´ en
el servidor Microsoft Windows como servicio. Como medida de seguridad, este servicio sera´
dependiente del servicio de base de datos MySQL y de varios servicios de la plataforma Nexus
Integra, para que arranque despue´s de ellos y se detenga si cualquiera se detiene.
Para este proyecto se ha hecho uso la plantilla de Servicio de Windows (.NET Framework)
que incluye, entre otras, la biblioteca System.ServiceProcess, adema´s de an˜adir posteriormente
la biblioteca DBNexusBiblioteca del primer proyecto expuesto.
La plantilla crea por defecto dos clases: una denominada Program, para el arranque y otra,
donde se indica co´mo arrancar y parar el servicio, denominada ServiceDBNexus. Adema´s, se
38
incluye otra clase MonitorConsultas en la que se definen los me´todos del servicio.
La clase Program contiene la funcio´n de arranque Main, que arranca los servicios del proyec-
to, en este caso ServiceDBNexus. Del mismo modo, la clase ServiceDBNexus invoca el me´todo
OnStart() de la clase MonitorConsultas.
La clase MonitorConsultas contiene un diccionario de datos concurrente, que contiene una
clave para cada ciclo (periodo mı´nimo entre ejecuciones de la misma consulta) pendiente de
ejecucio´n y, como valor, la coleccio´n de consultas que se deben ejecutar en ese ciclo. En este
diccionario se ira´n encolando las consultas obtenidas por el me´todo GetConsultasCiclos, de
la clase Conectors.DAO.ConsultaMySQLDAO del proyecto DBNexusBiblioteca. Este me´todo
sera´ llamado por el me´todo ProductorConsultas, que borrara´ los ciclos ya pasados (en caso de
error o embotellamiento), comparara´ que las consultas encoladas pendientes coincidan con las
proporcionadas por la base de datos y sustituira´ o encolara´ las nuevas colecciones de consultas.
Este me´todo sera´ ejecutado de forma repetitiva por un temporizador de la clase Sys-
tem.Threading.Timer, hasta que reciba la orden de detencio´n. La obtencio´n de consultas a
ejecutar de la base de datos, se ejecutara´ cada Constantes.TsActulizaConsultas segundos (se
ha considerado que 10 minutos es un tiempo adecuado). Puesto que la clase Timer no es
muy exacta a la hora de repetir sus ejecuciones o se puede producir fallos de comunicacio´n
al obtener las consultas de la base de datos, se obtiene las consultas de los pro´ximos Cons-
tantes.TsActulizaConsultas∗2,2 segundos, dando la posibilidad de obtener dos veces la misma
consulta.
La clase MonitorConsultas tambie´n es la que contiene el me´todo consumidor de las consul-
tas, ConsumConsDoWork. Como en este caso es necesario que la ejecucio´n sea lo ma´s cercana
al inicio del ciclo, se usa un System.ComponentModel.BackgroundWorker con un bucle activo
cuya primera tarea sea dormir tantos milisegundos como quedan, hasta el inicio del siguiente ci-
clo. Al despertarse, comprueba el ciclo actual, intenta obtener y borrar la coleccio´n de consultas
del diccionario concurrente. Si la coleccio´n extra´ıda tiene alguna consulta por ejecutar, crea otro
BackgroundWorker encargado de ejecutar la coleccio´n de consultas. Tras delegar la ejecucio´n
de las consultas, si no se ha detenido la ejecucio´n del servicio vuelve a ejecutar el bucle desde
el comienzo, por lo que se duerme hasta el inicio del siguiente ciclo. Asimismo, para corroborar
el buen funcionamiento de este me´todo, se utiliza uno de los me´todos de la clase Background-
Worker, que permite indicar el progreso del hilo y, antes de finalizar el bucle, se indica que el
progreso a avanzado al ciclo actual. El me´todo que se ejecutara´, en un hilo diferente, al cambiar
el progreso, u´nicamente escribe en el registro que ha finalizado el ciclo indicado.
Para la toma de datos y su muestreo, es necesario tomar la muestra en el instante requerido
y ser lo ma´s preciso posible. Por ello, el inicio de la toma de datos se ha programado, con
un hilo en segundo plano, con un bucle infinito (hasta que otro hilo lo detiene), cuyo u´nico
objetivo es crear otros hilos, encargados de obtener los datos y almacenarlos en la plataforma
de monitorizacio´n. Para que el proceso despierte en el periodo exacto en el que se tratan de
monitor´ızar los datos, al principio del bucle, se pone a dormir al proceso el tiempo restante hasta
el inicio del siguiente ciclo y, antes de finalizar el bucle, tambie´n se le duermen 10 milisegundos
(si no, puede llegar a ejecutar el bucle ma´s de una vez por ciclo). Para la ejecucio´n del me´todo
ProductorConsultas, no es necesaria tanta precisio´n, por esa razo´n se utiliza la clase Timer, que
tiene un error de desfase entre sus periodos de ejecucio´n.
39
Los dos me´todos que esta´n ejecuta´ndose repetidamente en el servicio ProductorConsultas y
ConsumConsDoWork, inician su ejecucio´n con el me´todo OnStart y, del mismo modo, cesan su
ejecucio´n con el me´todo OnStop.
Para obtener los valores de las consultas y almacenarlos en la plataforma de monitorizacio´n,
el hilo consumidor que ejecuta el me´todo ConsumConsDoWork, contiene un bucle as´ıncrono
definido con me´todo ForEach de la clase System.Threading.Tasks.Parallel que permite, dada
una coleccio´n (en este caso de consultas), crear un hilo para cada elemento de la coleccio´n y
ejecutar una funcio´n para cada uno. El me´todo ForEach tambie´n permite indicar un nu´mero
de hilos simulta´neos ma´ximos; como ma´ximo de hilos simulta´neos, se ha utilizado el para´metro
Constantes.ConexNexusSimult, ya que as´ı se limita el nu´mero de hilos que intentara´n estable-
cer conexio´n con la plataforma simulta´neamente al nu´mero definido en los para´metros y no es
necesaria ninguna otra medida de control. Cada hilo creado por el bucle, ejecutara´ el me´to-
do EjecutarConsulta y esperara´ a que finalice, pues como respuesta, este me´todo indica si la
ejecucio´n ha tenido e´xito o si se ha producido algu´n error.
El me´todo EjecutarConsulta se encarga de ejecutar las consultas y almacenarlas segu´n su
configuracio´n, adema´s de controlar errores, grabar el estado de ejecucio´n en los registros y, en
caso de un error recurrente en una consulta, detenerla y registrar el motivo de error en una
tabla espec´ıfica de la base de datos.
Para ilustrar el funcionamiento de este fragmento del proyecto, se hace referencia a la figu-
ra 4.5 donde se encuentra su diagrama de clases. Para un diagrama ma´s detallado, se puede
consultar la figura B.19 de los anexos.
Figura 4.5: Diagrama de Clases del proyecto DBNexusServicio
4.2.4. Disen˜o de la base de datos
Este disen˜o de base de datos esta´ enfocado a minimizar los datos almacenados, que sera´n los
descritos en el modelo y el coste de las consultas. En un principio se determinaron tres tablas:
plug conexdb: Almacena las bases de datos en las que se realizara´n las consultas, as´ı como
sus cadenas de conexio´n y la autentificacio´n necesaria para conectarse.
plug consulta: Almacena todos los datos de las consultas, a excepcio´n de las variables que
40
contienen; la columna conexDbId hace referencia a la clave primaria de una fila de la tabla
plug conexdb.
plug variables: Almacena las variables de las consultas y sus datos, ; la columna plugCon-
sID puede ser nula (en el caso de que la consulta haya sido borrada y se desee mantener
la variable) o hacer referencia a una clave primaria de la tabla plug consulta.
Tanto en la tabla de consultas como en la de variables, se ha incluido el AgentID que sirve
para identificar el origen de datos dentro de la plataforma Nexus. Incluyendo este identificador en
la tabla, se puede separar, en la misma base de datos, consultas que en la plataforma provengan
de or´ıgenes diferentes. Si, por ejemplo, se tienen unas consultas disen˜adas por el departamento
de contabilidad y no se desea que sean visibles por otro departamento, se crea un origen de
datos diferente en la plataforma y se indica su AgentID en el fichero de configuracio´n de la
interfaz gra´fica. Cabe tener en cuenta que los tags o nombres de variables son u´nicos por origen
de datos, por tanto, para mantener la integridad del sistema, se determina que la combinacio´n
de AgentID y nomTag de la tabla de variables debe ser u´nica. Del mismo modo, tambie´n se ha
aplicado a los campos AgentID y nomCons de la tabla de las consultas, ya que, como en cada
interfaz gra´fica so´lo se listan las consultas del agente para el que esta´ configurado, no llevara´ a
confusio´n.
Para identificar cada fila se ha determinado una clave primaria nume´rica, ya que a la hora
de relacionarlas son menos costosas. Adema´s, se han incluido ı´ndices u´nicos de tipo a´rbol, en
las columnas por las que el proyecto filtra al consultar. Los ı´ndices creados son de un conjunto
de dos valores AgentID y nomCons en la tabla de las consultas (plug consulta), y AgentID y
nomTag en la tabla de las variables (plug variables).
Asimismo, posteriormente, para llevar un registro a largo plazo de los fallos, se incluyo´ otra
tabla llamada plug errores consulta que almacena errores en la ejecucio´n de la consulta y posee
una columna que hace referencia a la consulta que produce el error de la tabla plug consulta.
Por otro lado, para reducir la cantidad de co´digo SQL en el proyecto, se crean dos vistas
con los datos que se esperan para cumplimentar los modelos. Las vistas son:
plug cons var: Con los datos de las consultas.
plug var: Con los datos de las variables.
Tambie´n se han incluido reglas de integridad para los campos que as´ı lo requieran, como doble
medida de seguridad, ya que el proyecto cliente tambie´n verifica que los campos introducidos
sean va´lidos. Por nombrar algunas de las validaciones de integridad de la tabla plug consulta,
se comprueba que el tAct (tiempo de actualizado) sea mayor a cero y que la fechFin (instante
en el que se detiene la ejecucio´n de la consulta) no sea menor a fechaIni (fecha en la que la
consulta inicia su ejecucio´n).
Por u´ltimo, por motivos de seguridad, se ha decidido crear un usuario en la base de datos de
almacenamiento, espec´ıfico para la aplicacio´n, que u´nicamente tenga acceso a las tablas y vistas
descritas. Tendra´ permisos de lectura, adicio´n, edicio´n y borrado en todas ellas a excepcio´n de
la tabla plug conexdb, donde so´lo tendra´ permisos de lectura.
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En la figura 4.6, se muestra el diagrama entidad relacio´n de la base de datos del proyecto.
Asimismo se puede encontrar el disen˜o lo´gico de la aplicacio´n en la seccio´n A.2 de los anexos.
Figura 4.6: Diagrama Entidad Relacio´n de la Base de Datos donde se almacenara´n los datos del
Proyecto
4.3. Disen˜o de la interfaz
Para el proyecto actual, so´lo se han necesitado disen˜ar dos interfaces gra´ficas para el proyecto
DBNexusCliente, a continuacio´n se presentara´n las interfaces.
Dado que Microfort Visual Studio posee una interfaz amigable para el disen˜o de formularios
en ventanas (se selecciona el elemento y se arrastra a la ventana para incluirlo y posicionarlo) se
ha decidido realizar el prototipado de la interfaz en el mismo programa, sin darle funcionalidad
a los elementos hasta confirmar el prototipo [6].
Los prototipos se han disen˜ando con el objetivo de ser claros y de ayudar al usuario al
manejo de la aplicacio´n. Finalmente, los prototipos aceptados son los que se pueden observar
en las figuras 4.7 y 4.8.
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Figura 4.7: Disen˜o de la interfaz de la ventana de la lista de consultas
Figura 4.8: Disen˜o de la interfaz de la ventana para an˜adir o editar consultas
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Una vez implementados los prototipos e introducidas consultas en la aplicacio´n, las interfaces
disen˜adas lucir´ıan como se muestra en las figuras 4.9 y 4.10.
Figura 4.9: Muestra co´mo se ven los datos de las consultas en la ventana de la lista de consultas
Figura 4.10: Muestra co´mo se ven los datos de una consulta en la ventana para an˜adir o editar
consultas
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Adema´s de estos prototipos, tambie´n se dispondra´n de mensajes de confirmacio´n, alerta y
error, mostrados en las cla´sicas ventanas de Microsoft Windows. Para este fin, se puede visualizar
un ejemplo de estas en las figuras 4.11 y 4.12.
Figura 4.11: Ventana de alerta de Microsoft Windows que aparece al pulsar el boto´n ’Borrar
Variable’ sin seleccionar una del desplegable
Figura 4.12: Ventana de confirmacio´n de Microsoft Windows que aparece al intentar borrar una
variable
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Cap´ıtulo 5
Implementacio´n y pruebas
Al comienzo de este proyecto, en la empresa donde se contextualiza, el ITC, no se dispon´ıa
de un servicio de control de versiones de co´digo fuente, como Team Foundation Server (TFS )
o GIT. Sin embargo, durante el desarrollo del proyecto, se ha desplegado un servicio TFS con
el fin de tener un control de versiones para los diferentes softwares que se desarrollan en la
empresa.
Desde la implementacio´n del servicio TFS, este proyecto ha hecho uso de e´l. Por tanto,
u´nicamente se dispone de un control de versiones desde el final de las pruebas del servicio, una
vez se finalizadas las pruebas de la biblioteca y del cliente. De todos modos, al incorporar el
proyecto al TFS, se ha configurado para que, en cada actualizacio´n de versio´n, se comprueben
las pruebas unitarias realizadas sobre el proyecto biblioteca. Adema´s, se han creado las ramas
que se consideran oportunas para el proyecto: para versiones desarrollo (llamada develop), para
versiones pruebas de usuarios (llamada user) y para produccio´n (llamada master).
5.1. Detalles de implementacio´n
5.1.1. Implementacio´n de la base de datos
Como se expuso anteriormente, en el apartado 2 (Descripcio´n del proyecto), la aplicacio´n
almacenara´ sus consultas programadas en una base de datos que, por requisito del cliente, debe
ser MySQL. MySQL es el sistema gestor de bases de datos relacional ma´s popular de co´digo
abierto; fue desarrollado por Oracle Corporation y se distribuye bajo dos tipos de licencias:
licencia pu´blica general (GNU ) y licencia comercial [21]. En este proyecto se usara´ una licencia
GNU en el MySQL. Los softwares utilizados para conectarse y editar la base de datos son
MySQL Workbench y SQLyog.
Como ya se ha mencionado en el apartado 4.2.4 (Disen˜o de la base de datos), los campos
que relaciona las tablas entre s´ı son campos nume´ricos. Tambie´n se han an˜adido ı´ndices en los
campos ma´s utilizados por la aplicacio´n para realizar bu´squedas.
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Asimismo, para mantener la integridad de la base de datos, se ha considerado oportuno
crear disparadores para controlar todos los casos posibles (los ejecutados por la aplicacio´n y
tambie´n la edicio´n directa en la base de datos). Se han creado disparadores para las siguientes
situaciones:
Antes de cada insercio´n en la tabla plug variables.
Antes de cada actualizacio´n en la tabla plug variables.
Despue´s de la actualizacio´n de la tabla plug consulta.
Como medida de seguridad, al almacenar las contrasen˜as de las bases de datos a las que la
aplicacio´n se conecta, en la tabla plug conexdb, se codifica la contrasen˜a con una encriptacio´n
AES 1. Como clave para la encriptacio´n AES, se usa el MD5 2, de la cadena resultante de
concatenar las cadenas: de conexio´n, el nombre de usuario y una clave precompartida con la
aplicacio´n (la cual, no se encuentra en la base de datos). De este modo, so´lo la aplicacio´n debe
poder desencriptar la contrasen˜a para conectarse a la base de datos y, si se modifica la cadena
de conexio´n sin recodificar la contrasen˜a, no es posible obtenerla.
Para facilitar la insercio´n de consultas y variables en la base de datos de la aplicacio´n y
no tener que incluir largas transacciones SQL, se crearon seis procedimientos que utilizara´ la
aplicacio´n. Se han determinado necesarios los siguientes procedimientos:
plug insert plug cons var: Inserta una consulta, con sus variables y operaciones.
plug update plug cons var: Edita una consulta, con sus variables y operaciones.
plug delete plug cons var: Borra una consulta y, dependiendo de sus para´metros, tambie´n
sus variables (so´lo de la aplicacio´n o tambie´n de la plataforma de monitorizacio´n). Ser´ıa
ma´s recomendable borrar la variable de la plataforma desde la biblioteca que Nexus ha
proporcionado pero, al no disponer de esta funcio´n, se tiene que hacer directamente sobre
la base de datos.
plug delete plug var: Borra una variable, so´lo de la aplicacio´n o tambie´n de la plataforma
de monitorizacio´n.
plug update plug cons fejec: Modifica la fecha de u´ltima ejecucio´n de todas las consultas
pasadas por para´metro.
plug reg err plug cons: Registra un error recurrente y para la consulta.
Por u´ltimo, con el fin de obtener las consultas, junto a su pro´ximo ciclo de ejecucio´n y su
periodicidad, se ejecuta la siguiente consulta que, en su primer campo, obtiene el pro´ximo ciclo
de ejecucio´n y en el segundo, el nu´mero de ciclos en volver a ejecutarse. La consulta es:
1AES : El Advanced Encryption Standard es un algoritmo de cifrado por bloques que utiliza una clave para
encriptar los datos y u´nicamente es desencriptable con la misma clave [4].
2MD5 : El Message-Digest Algorithm 5 es un algoritmo de reduccio´n criptogra´fico de 128 bits utilizado para
determinar la autenticidad de los datos, ya que un mismo bloque de datos siempre obtendra´ la misma firma u´nica
[23].
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1 SELECT CAST(IF(pcv.FechInicio ,
2 ROUND(
3 UNIX_TIMESTAMP(NOW ()) / @tAct +
4 MOD(pcv.nCicRep -
5 ROUND(pcv.nCicRep -
6 MOD(cicloIni , pcv.nCicRep )) +
7 ROUND(pcv.nCicRep -
8 MOD(ROUND(UNIX_TIMESTAMP(NOW ()) / @tAct),
9 pcv.nCicRep)),
10 pcv.nCicRep)
11 ),
12 ROUND(
13 UNIX_TIMESTAMP(NOW ()) / @tAct +
14 MOD(pcv.nCicRep -
15 MOD(ROUND(UNIX_TIMESTAMP(NOW()) / @tAct),
16 pcv.nCicRep),
17 pcv.nCicRep)
18 )
19 ) AS UNSIGNED) AS 'ciclo ',
20 pcv.nCicRep ,
21 pcv.AgentID ,
22 pcv.NomConsulta ,
23 pcv.NomDB ,
24 pcv.Consulta ,
25 pcv.TActulizacion ,
26 pcv.Realtime ,
27 pcv.Forzado ,
28 pcv.FechInicio ,
29 pcv.FechFin ,
30 pcv.FechUltimaEjec ,
31 pcv.TieneTS ,
32 pcv.TieneID ,
33 pcv.Tags
34 FROM (
35 SELECT pcv.*,
36 CAST(ROUND(pcv.TActulizacion / @tAct) AS UNSIGNED) AS 'nCicRep ',
37 CAST(
38 ROUND(UNIX_TIMESTAMP(pcv.FechInicio) / @tAct)
39 AS UNSIGNED) AS 'cicloIni '
40 FROM plug_cons_var pcv
41 WHERE @AgentID = pcv.AgentID AND
42 pcv.Forzado = 0 AND
43 IF(pcv.FechInicio , pcv.FechInicio <= NOW(), true) AND
44 IF(pcv.FechFin , pcv.FechFin >= NOW(), true)
45 ) pcv
46 HAVING ciclo <= @fin
47 ORDER BY ciclo , nCicRep;
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Donde los para´metros con una @ son variables locales que contienen:
@AgentID: Identificador del origen de datos de la plataforma de monitorizacio´n.
@tAct: Tiempo de un ciclo en segundos.
@fin: Ciclo hasta el que se va a obtener.
5.1.2. Lenguaje y te´cnicas utilizadas para implementar la aplicacio´n
Como ya se menciono´, en el apartado 2 (Descripcio´n del proyecto), el lenguaje utilizado
para la implementacio´n de la aplicacio´n desarrollada en este proyecto, por requisito del cliente,
sera´ C#[7] del el framework .NET[5]. .NET es un framework desarrollado por Microsoft, que
au´na una gran cantidad de bibliotecas, con el fin de ser una herramienta de desarrollo para
todo tipo de productos y que utiliza C# como lenguaje de programacio´n. C# es un lenguaje de
programacio´n orientado a objetos desarrollado por Microsoft derivado del C/C++.
Como software para el desarrollo, se ha utilizado Visual Studio, ya que, por un lado, es el
programa que posee la empresa y, a su vez, , es el recomendado por Microsoft ; por otro lado,
integra un administrador de paquetes (NuGet) y tambie´n posee integrados sistemas de control
de versiones como el GIT o Team Foundation Server (TFS ).
Como te´cnicas de programacio´n a destacar en la implementacio´n de cada proyecto de esta
aplicacio´n, cabe nombrar los siguientes:
Proyecto DBNexusBiblioteca
 Los conectores para cada tipo de base de datos heredan de una clase abstracta donde
se definen todos los me´todos y variables comunes.
 Cada clase conector posee una mochila de conexiones, de la que extrae la conexio´n
al utilizarla y la devuelve cuando ya no la necesita.
 Para obtener los diferentes tipos de conectores existe una clase fa´brica, a la que se le
indica el tipo de base de datos, junto con la cadena de conexio´n, usuario y contrasen˜a;
esta fa´brica devuelve el conector espec´ıfico para cada tipo de base de datos.
 El conector para almacenar los datos de la ejecucio´n de las consultas, hereda del
conector espec´ıfico de la base de datos usada (MySQL), e implementa una interfaz
donde se especifican todos los me´todos utilizados por la aplicacio´n para administrar
las consultas a ejecutar, en la base de datos. Esto es as´ı para que, en un futuro, si se
emplea otra clase de gestos de base de datos, sea ma´s sencillo implementar.
Proyecto DBNexusCliente
 Posee hilos en segundo plano para evitar que las funciones en ejecucio´n bloqueen la
interfaz.
Proyecto DBNexusServicio
 Utiliza un sistema productor-consumidor para almacenar las consultas a ejecutar.
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 El productor se ejecuta cada cierto tiempo y consulta las consultas que se ejecu-
tara´n a continuacio´n, las coloca en colecciones por ciclo y, por u´ltimo, introduce las
colecciones en un diccionario compartido, utilizando en el ciclo de ejecucio´n como
clave.
 El consumidor, cada ciclo consulta el diccionario compartido, obtiene las consultas
del ciclo y ejecuta cada consulta en un hilo diferente.
 Con el fin de no crear excesivos hilos ejecuta´ndose simulta´neamente, los hilos que
crea el consumidor para ejecutar cada ciclo, se introducen en una misma bolsa de
hilos, que u´nicamente permite un ma´ximo de hilos en ejecucio´n simulta´neamente;
cuando uno de ellos finaliza, inicia la ejecucio´n de otro hilo aleatorio de la bolsa.
Para implementar los diferentes proyectos, se ha hecho uso de los siguientes paquetes a
destacar:
Proyecto DBNexusBiblioteca
 System.Collections.Concurrent: Posee colecciones concurrentes para ser utilizadas si-
multa´neamente por diferentes hilos [9].
 log4net: Es una herramienta para registrar mensajes en varios destinos de salida,
configurados en un fichero de configuracio´n. El fichero de configuracio´n es modificable
una vez compilada la aplicacio´n [1].
 System.Data.SqlClient, MySQL.Data y Oracle.ManagedDataAccess: Los conectores uti-
lizados para conectar con las diferentes bases de datos, MicrosoftSQL, MySQL y
OracleSQL [11] [19] [22].
 CoreDataContracts y CoreServicesInterfaces: Proporcionadas por Nexus Integra, para
interactuar con su plataforma de monitorizacio´n e historizacio´n.
Proyecto DBNexusCliente
 System.Windows.Forms y System.Windows.Forms.DataVisualization: Paquetes que con-
tienen todas las clases necesarias para crear la interfaz de formularios en ventanas de
Windows [15].
 System.ComponentModel: Paquete utilizado para crear los hilos en segundo plano que
ejecutara´n tareas de la aplicacio´n sin bloquear la interfaz [10].
Proyecto DBNexusServicio
 System.ServiceProcess y System.ServiceModel: Contienen las clases necesarias para
compilar un servicio de Windows [13] [12].
 System.Timers.Timer: Usado para ejecutar el productor cada cierto tiempo [17].
 System.Threading y System.Threading.Tasks: Paquetes que contienen las clases utili-
zadas para administrar los hilos, tanto el consumidor que se ejecuta cada ciclo, como
las bolsas de hilos que este crea [14] [16].
A excepcio´n de los paquetes proporcionadas por Nexus Integra, todos se encuentran en el
administrador de paquetes NuGet de Windows o forman parte del paquete System [18].
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5.2. Verificacio´n y validacio´n
En esta seccio´n se exponen las diferentes pruebas que se han llevado a cabo, a fin de verificar
y validar el buen funcionamiento del proyecto.
Debido a que la empresa no se dedica exclusivamente al desarrollo de software, sino que so´lo
se dedica una seccio´n de un a´rea, no existe ninguna pol´ıtica que especifique las pruebas a realizar
para la verificacio´n y validacio´n de los proyectos. Por ello, se han ido realizando las pruebas
que el programador ha considerado oportunas durante la realizacio´n del proyecto, teniendo en
cuenta el poco tiempo que se ha destinado para la realizacio´n de las mismas, por necesidades
de la empresa.
Como el software de compilacio´n Visual Studio permite marcar partes del co´digo con marcas
como TRACE o DEBUG para que, durante su compilacio´n, se incluyan o ignoren, se ha utilizado
de la siguiente forma:
Cuando la marca DEBUG se encuentra activa, no se env´ıan los datos recopilados a la
plataforma nexus.
Cuando la marca TRACE se encuentra activa, de forma independiente a la marca DEBUG,
se escriben en el registro (con ayuda de la clase Log del proyecto biblioteca) todos los pasos
que realiza la aplicacio´n, como la ejecucio´n de las consultas a las bases de datos o el inicio
de un ciclo en el servicio.
Ya que estos fragmentos de co´digo no son compilados en la aplicacio´n de produccio´n, no restaran
rendimiento a la aplicacio´n.
Al constar este proyecto de tres subproyectos, se expondra´n las pruebas de verificacio´n y
validacio´n realizadas en cada uno, de forma individual.
5.2.1. Pruebas realizadas en el proyecto DBNexusBiblioteca
Ya que el proyecto no es posible ejecutarlo por s´ı mismo e interactuar con e´l mediante consola
o interfaz, se han desarrollado pruebas automatizadas. Para ello, se ha creado un proyecto
paralelo con un conjunto de pruebas unitarias y de integracio´n.
En las pruebas unitarias se ha probado que todas las clases del paquete modelo actu´an e
interactuan como se espera de ellas. Es decir, cuando se crea una clase con un conjunto de datos,
se comprueba que esos datos son los que componen la clase.
Por otro lado, como pruebas de integracio´n, se han programado: por un lado, pruebas simples
de lectura de datos de diferentes bases de datos, sabiendo el resultado que se deb´ıa obtener;
por otro lado, la creacio´n, lectura, edicio´n y borrado de consultas y sus variables en la base de
datos de almacenamiento del proyecto.
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5.2.2. Pruebas realizadas en el proyecto DBNexusCliente
Independientemente de las pruebas de la biblioteca DBNexusBiblioteca, incluida en este pro-
yecto, al tratarse de una interfaz gra´fica, so´lo ha sido posible realizar pruebas manuales, ya que
las pruebas automatizadas sobre una interfaz gra´fica, sin experiencia previa, requieren de una
cantidad de tiempo de la que no se dispon´ıa.
Las pruebas realizadas han sido de aceptacio´n, para comprobar, tanto que los requisitos
demandados por el cliente se cumpl´ıan, como que la interfaz fuese comprensible para los usuarios.
Estas pruebas han sido realizadas principalmente por el propio programador del proyecto, siendo
algunas otras realizadas por otros compan˜eros del a´rea de trabajo y con el visto bueno del cliente.
5.2.3. Pruebas realizadas en el proyecto DBNexusServicio
Ya que este servicio so´lo interactua con los datos de la base de datos y, anteriormente, se ha
verificado en las pruebas de DBNexusBiblioteca que los datos son le´ıdos correctamente, la u´nica
prueba que queda por realizar, es verificar que las consultas son ejecutadas en tiempo y forma
adecuados.
Para ello, se utilizara´ un proyecto compilado con la marca TRACE activada; con e´l se
comprobara´ que las consultas ejecutas en cada ciclo, son las configuradas en la base de da-
tos. Adema´s, comprobara´ que los valores resultantes de la ejecucio´n de las consultas, son los
esperados para esos instantes.
Para la realizacio´n de esta prueba se han creado dos tablas: una con datos en permanente
cambio y otra, que con ayuda de un disparador, guarda cada modificacio´n de los datos. Para
finalizar se comprueba manualmente que los datos y ejecuciones del registro coincidan con los
esperados.
Tambie´n se ha cre´ıdo oportuno someter el servicio a una prueba de estre´s. Esta, se ha llevado
a cabo en el equipo donde se ha desarrollado el proyecto, con las siguientes especificaciones: una
CPU Intel Core i5-7500 @ 3.4GHz, 8GB de RAM y Windows 10 como sistema operativo. Para
la prueba de estre´s, se han creado 1000 consultas de forma aleatoria, de las cuales se ejecutan
entre 20 y 60 por ciclo, a bases de datos de tipo MySQL y MicrosoftSQL. Se han incluido
consultas con el campo SLEEP, con el objetivo de que la base de datos tarde ma´s de un ciclo
en responder y ver co´mo reacciona el servicio. Como ma´ximo, la consulta permanecera´ dormida
un ciclo.
Ya que el servicio crea en paralelo los procesos de ejecucio´n de consultas en cada ciclo y
la ejecucio´n de las consultas del ciclo, no se ha detectado ningu´n retraso en las consultas que
deb´ıan ejecutarse en menos de un ciclo. Esto es debido a que no se asigna cada ejecucio´n a un
hilo fijo, sino que las ejecuciones se van llevando a cabo en hilos independientes, igual que la
forma de obtener las conexiones a las bases de datos. Por ello, a pesar de que varias consultas
tarden varios ciclos en ejecutarse, las consultas ma´s ra´pidas se ejecutan sin retraso antes de los
2 segundos del ciclo.
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Gracias a esta prueba de estre´s, se ha concluido que, con 25 conexiones para cada base de
datos, son suficientes para una media de 40 ejecuciones por ciclo. Bajo estas circunstancias, la
aplicacio´n, tiene un consumo de CPU que se encuentra por debajo del 0, 8 % en sus picos y que
nunca llega a tener ma´s de 60 subprocesos simulta´neos.
En la figura 5.1 se pueden visualizar los resultados obtenidos del muestreo del servicio en
ejecucio´n, durante 5 minutos [6].
Figura 5.1: Informe generado por el Visual Studio resultante del muestreo del servicio en ejecu-
cio´n
54
Cap´ıtulo 6
Conclusiones
Haber realizado este proyecto en un entorno laboral independiente de la universidad, cuando
ten´ıa claro, durante su desarrollo, que iba a ser el proyecto para realizar el Trabajo de Fin de
Grado, ha supuesto un reto, a la par que una oportunidad de aprendizaje. Previamente a cursar
los estudios del grado y durante los mismos, he ido acumulando varias experiencias laborales en
diversos a´mbitos de la informa´tica. No obstante, esta ha sido la experiencia en la que he tenido
la oportunidad de administrar, de forma mucho ma´s auto´noma, un proyecto por mı´ mismo.
Gracias a ello y a los estudios realizados, creo haber obtenido un mayor conocimiento sobre
co´mo plantear y dimensionar proyectos de estas caracter´ısticas.
Haber tenido que prever todos los posibles problemas en el desarrollo de la aplicacio´n, ha sido
un objetivo ambicioso. Sin embargo, considero que, esto en particular, me ha ayudado a ser ma´s
consciente de lo necesaria que es una buena organizacio´n. Valora´ndolo desde cierta perspectiva,
hay algunos aspectos durante el desarrollo de la aplicacio´n que, de cara a la realizacio´n de
futuros proyectos, habr´ıa que reconsiderar, a fin de mejorar y no cometer los mismos errores.
En el apartado 6.1 de continuidad del proyecto, se comentara´ alguno.
Por otro lado, en comparacio´n de las expectativas iniciales con los resultados obtenidos, estos
las superan considerablemente, de forma positiva. Por las demandas que le urg´ıan a la empresa
de recopilar los datos, fue requerido que el proyecto fuera funcional, con agilidad y eficacia, en
el menor tiempo posible. Por ello, la primera versio´n (implantada en produccio´n) del proyecto,
fue completada, a falta de muchas mejoras, durante las once primeras semanas de trabajo.
Valora´ndolo en retrospectiva, cuando inicie´ el proyecto, la mayor preocupacio´n que ten´ıa en
mente era que la aplicacio´n no consumiera excesivos recursos; considero que ese objetivo ha sido
realmente alcanzado. Asimismo, cumple los objetivos especificados al inicio del proyecto.
Finalmente, considero oportuno an˜adir que la experiencia que ha supuesto cursar el Grado
de Ingenier´ıa informa´tica, desde un punto de vista personal, ha sido grata. Mayoritariamente
he focalizado un intere´s ma´s notable hacia los campos de la seguridad informa´tica, los sistemas
inteligentes y las tecnolog´ıas emergentes. Tanto la organizacio´n general del plan de estudios, la
imparticio´n de algunas materias en ingle´s, la experiencia de colaborar en una empresa durante
la realizacio´n de las pra´cticas y la opcio´n que ofrece la universidad de realizarlas con una beca
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Erasmus Plus en el extranjero, constituyen las bases de un programa so´lido y actualizado, con
el objetivo de formar a futuros trabajadores competentes.
6.1. Continuidad del proyecto
Uno de los planes ma´s ambiciosos a la hora de continuar este proyecto, es el cambio de la
interfaz del cliente a un servicio web.
Como mejora ma´s inmediata, se resalta la necesidad de que el servicio tenga un canal de
comunicacio´n, con el fin de indicarle cua´ndo han sido modificadas las consultas y las obtenga
nuevamente del almacenamiento.
Otra de las mejoras que se pretende realizar, a nivel global, en todos los proyectos de software
de la empresa, es implementar actualizaciones automa´ticas con la gestio´n de versiones de TFS.
Como error de sobredimensionamiento del proyecto, se ha determinado que la parte para
realizar ca´lculos con los valores obtenidos antes de almacenarlos en la plataforma, no es necesario
que se desarrolle, puesto que estas operaciones se pueden realizar en el co´digo SQL escrito en
la aplicacio´n o en la propia plataforma Nexus Integra.
Por u´ltimo, destacar que tambie´n queda pendiente finalizar el desarrollo de la historizacio´n
de un conjunto de valores, con marcas de tiempo, desde las bases de datos.
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Anexo A
Descripcio´n detallada del proyecto
A.1. DBNexusBiblioteca
En esta seccio´n se detallara´ todas las clases del proyecto biblioteca que se incluira´ en los
otros dos proyectos.
En la figura A.1 podemos observar un diagrama minimizado de todas las clases del proyecto
DBNexusBiblioteca.
Clase Constantes
En esta clase esta´tica se almacenara´n para´metros de funcionamiento para las otras dos
aplicaciones.
Algunos de los para´metros obtenidos se extraen directamente del fichero de configuracio´n
del proyecto, situado en su misma carpeta, denominado App.config. En este fichero con formato
XML 1.0 se define una seccio´n appSetings donde se encuentran los valores de algunas de las
variables que se pueden obtener utilizando el comando de C#:
ConfigurationManager.AppSettings[”nombre de la variable”].toString()
Otras sera´n obtenidas por el constructor esta´tico de esta clase en el momento de iniciar la
aplicacio´n.
Las variables que contiene la clase son:
TimeStamp: Cadena de caracteres que identifica una columna resultante de una Consulta
como la marca de tiempo.
IdentificadorVariable: Cadena de caracteres que identifica una columna de una Consulta
como identificador de variable.
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Figura A.1: Diagrama de Clases Minimizado de la Biblioteca
60
TActualizado: Nu´mero entero que indica el tiempo(seg) mı´nimo entre monitorizaciones
en cada Consulta.
AgenteId: Nu´mero entero que indica el identificador del agente de Nexus Integra donde
almacenar los valores.
DriverId: Nu´mero entero que indica el identificador del driver de Nexus Integra con el
que almacenar los valores.
InstallationId: Nu´mero entero que indica el identificador de la instalacio´n de Nexus In-
tegra donde almacenar los valores.
ConexionDBSimult: Nu´mero entero que indica el nu´mero ma´ximo de conexiones si-
multa´neas con cada base de datos.
ConexNexusSimult: Nu´mero entero que indica el nu´mero ma´ximo de conexiones si-
multa´neas con el servicio de sistema y monitorizacio´n a tiempo real e histo´rico de Nexus
Integra.
TsActulizaConsultas: Nu´mero entero que indica el intervalo de tiempo(seg) entre recar-
gas de las Consultas a monitorizar por el servicio.
TsRespuestaAdminDB: Nu´mero entero que indica el intervalo de tiempo(seg), que la
aplicacio´n se mantendra´ esperando la respuesta del servidor de almacenamiento de con-
sultas, para funciones de administracio´n.
TsRespuestaWebDB: Nu´mero entero que indica el intervalo de tiempo(seg) que la apli-
cacio´n se mantendra´ esperando la respuesta del servidor de almacenamiento de consultas,
para funciones web. Esta variable, actualmente, se encuentra en desuso y se utilizara´ cuan-
do se realice la implementacio´n web como tiempo ma´ximo de respuesta para las peticiones
de la web.
NCharsConcat: Nu´mero entero que indica el nu´mero de caracteres por columna ma´ximo,
necesario para el servidor de datos en el que se almacenan las consultas. Esta variable
es necesaria porque, cuando se obtiene una consulta en el servidor de almacenamiento,
tambie´n devuelve en una columna (tipo cadena de caracteres) sus variables separadas por
comas. Se utiliza esto en sustitucio´n a un tipo Array, ya que, en el SGDB MySQL, no exis-
ten; ello nos permitir´ıa cadenas de datos ma´s grandes. Tras haber realizado unas pruebas,
se ha concluido que, con 40960 caracteres son suficientes y, ya que esta configuracio´n u´ni-
camentese realiza en las conexiones de almacenamiento de la aplicacio´n, no supondra´ una
sobrecarga excesiva para la base de datos ni para el taman˜o de la comunicacio´n.
FechaEpoch: Marca de tiempo en el d´ıa 01/01/1970, valor muy utilizado para calcular el
ciclo en el que se ejecuta cada Consulta.
DatosPlugin: Objeto utilizado para almacenar/recuperar cada Consulta y Variable que
el plugin ejecutara´.
FechaArranque: Almacena la fecha de arranque del servicio. Ma´s adelante, se utilizara´pa-
ra saber si una consulta que no se esta´ ejecutando correctamente esta fallando desde su
u´ltima ejecucio´n o desde que se inicio´ el servicio; para detenerla cuando lleve cierto tiempo
de ejecucio´n, ejecuta´ndose erro´neamente.
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ServersDB: Esta variable contendra´ un diccionario con un nombre identificador como
clave y, como valor, una clase heredada de la clase abstracta Connectors.DB.DBConnector,
que contendra´ los conectores a la base de datos identificada.
Cuando se ejecuta cualquier aplicacio´n que contenga esta biblioteca, al ser esta una clase
esta´tica con un constructor esta´tico, se construira´ antes de lanzar el hilo principal de la apli-
cacio´n. En este constructor se utilizara´ la conexio´n con la base de datos de almacenamiento
de la variable DatosPlugin, para obtener las cadenas de conexio´n, as´ı como los usuarios y las
contrasen˜as de las bases de datos a las que se va a conectar y almacenarlas en el diccionario
privado ServersDB, ya como conectores, junto con su nombre de conexio´n.
Para obtener los conectores almacenados en el diccionario ServersDB, se llamara´ a la fun-
cio´n ServersDB(nameDB : String) indicando como para´metro del nombre identificador de la
conexio´n, cosa que devolvera´ una copia de la conexio´n del diccionario.
Para obtener la lista de los identificadores disponibles se utilizara´ la funcio´n NamesDB()
que devolvera´ la lista de las claves del diccionario ServersDB.
Se puede visualizar el diagrama de esta clase en la figura B.3 situada en el Anexo B.
Clase Log
Esta es un clase esta´tica con me´todos encargados de registrar los mensajes de la aplicacio´n
y, a su vez, registrarlos en la biblioteca log4net con diferente nivel de alerta. En el apartado
log4net del fichero de configuracio´n App.config se encuentra la definicio´n de co´mo tratar los
diferentes niveles de mensaje que se emiten desde la aplicacio´n.
Se utiliza esta biblioteca porque´ el sistema Nexus Integra tambie´n la incorpora, por tanto,
ser´ıa ma´s sencillo en caso de realizar un registro de eventos comu´n. Tambie´n cabe destacar
la versatilidad de configuraciones que se pueden realizar con esta biblioteca. Esta biblioteca
permite tratar cada tipo de alerta (informacion, debug, alerta, error,...) de una forma diferente,
pudiendo: almacenarse en un fichero, escribirlo por consola o enviarlo a un servidor de registros.
Para facilitar el uso de esta biblioteca se definen cinco funciones esta´ticas para el registro
de eventos, que u´nicamente tendra´n como para´metro el mensaje emitido por el evento. Las
funciones son:
Error: Me´todo para indicar un mensaje de error en el registro.
Info: Me´todo para indicar un mensaje informativo en el registro.
Fatal: Me´todo para indicar un mensaje de error fatal en el registro.
Debug : Me´todo para indicar un mensaje de desarrollo en el registro.
Warn: Me´todo para indicar un mensaje de alerta en el registro.
El diagrama de esta clase se puede visualizar en la figura B.4 situada en el Anexo B.
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Paquete Modelo
El paquete Modelo contendra´ los modelos de las consultas y variables utilizados por la
aplicacio´n.
Para tener una idea general del paquete Modelo se puede visualizar su diagrama de clases
en la figura A.2.
Figura A.2: Diagrama de Clases Minimizado del paquete Modelo de la Biblioteca
Clase Modelo.Consulta
La clase Consulta forma parte del Modelo del programa y se utiliza para gestionar y alma-
cenar todos los valores y funcionalidades que puede tener cada consulta de las que se quiera
tratar, para monitorizar sus valores o cualquier otra opcio´n de las que permite la aplicacio´n.
Los para´metros que se necesitan para definir una consulta son:
tiposAdmitidos: Es una coleccio´n esta´tica y de so´lo lectura, que contiene los tipos de datos
que puede devolver una consulta SQL, ya que el sistema Nexus Integra u´nicamente permite
almacenar Doubles y la devolucio´n de las consultas so´lamente deben permitir valores
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transformables a Double para almacenar en Nexus Integra. Los tipos son: Boolean, Byte,
Char, DateTime, Decimal, Double, Int16, Int32, Int64, SByte, Single, UInt16, UInt32 y
UInt64.
NameID: Es en nombre identificador con el que se almacena la consulta.
NameDB: Es el nombre del identificador de la base de datos donde se ejecutara´ la consulta.
Query : Es la cadena de la consulta de la que se desea leer los datos, escrita en SQL.
TActulizacion: Es el periodo de tiempo en segundos que indica cada cuanto se almace-
nan los datos de la consulta en Nexus Integra. Este valor debe ser mu´ltiplo de Constan-
tes.TActualizado, ya que el ejecutor de consultas se ejecutara´ con esa frecuencia.
Realtime: Este booleano indica si esta consulta debe ser almacenada en el RealTime de
Nexus Integra. En caso de true, cuando se almacene la consulta en tiempo real tambie´n
se almacenara´ en el servicio de RealTime de Nexus Integra. En caso de false nunca se
almacena el valor de la consulta en el RealTime de Nexus Integra.
Forzado: Este booleano indica si la consulta debe almacenarse perio´dicamente en el
tiempo indicado en Consulta.TActulizacion. En caso de true la consulta se almacena
so´lo bajo demanda. En caso de false la consulta se ejecuta perio´dicamente cada Consul-
ta.TActulizacion segundos.
FechaInicio: Fecha desde la que se inicia la consulta, sirve tanto para indicar cua´ndo
se desea que inicie una consulta, como para indicar a que´ hora se desea que inicie una
consulta perio´dica. En caso de introducir null, significa que no hay fecha de inicio.
FechaFin: Fecha a partir de la cual no se almacenara´ la consulta. En caso de introducir
null significa que no hay fecha de finalizacio´n.
FechaUltimaEjecucion: Fecha de la u´ltima vez que la consulta fue ejecutada. En caso de
obtener null significa que no ha sido ejecutada.
variables: Diccionario donde se almacenan las variables con el tipo Variable que compo-
nen la consulta con su nombre identificador como clave.
Variables: Copia del diccionario donde se almacenan las variables de el tipo Variable de
las que se compone la consulta, con su nombre identificador como clave.
Valores: Diccionario con los nombres de las variables de la consulta que no han sido
borradas y su valor.
GetVariables: Devuelve un String con las variables y sus atributos concatenados, en
el formato necesario para almacenarlo en la base de datos de almacenamiento de las
consultas.
TieneTS: Indica si la consulta tiene alguna columna con el identificador de marca de
tiempo.
TieneID: Indica si la consulta tiene alguna columna con el identificador de marca de
identificador de variable, se utiliza para saber si la consulta esta´ parametrizada.
Para esta clase se han definido cinco constructores para diferentes necesidades:
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Consulta(): Constructor vac´ıo donde se inicializan los valores que no dependen del usuario
y los diccionarios.
Consulta(string nameID, string nameDB, string query, uint tActulizacion = 60, bool
realtime = true, bool forzado = false, DateTime? fechaInicio = null, DateTime?
fechaFin = null): Constructor de la clase Consulta, utilizado para almacenar los datos
de una consulta antes de ser comprobada o almacenada. Todos los para´metros de esta
funcio´n son los necesarios para definir una nueva consulta por el usuario; algunos de estos
para´metros tambie´n tienen, como valores por defecto, los ma´s comunes (como fechaInicio
y fechaFin a null).
Consulta(string nameID, string nameDB, string query, uint tActulizacion, bool
realtime, bool forzado, DateTime? fechaInicio, DateTime? fechaFin, DateTime? fe-
chaUltimaEjecucion, bool tieneTS, bool tieneID, Dictionary<string, Variable> va-
riables): Constructor utilizado para almacenar los datos de una consulta obtenida de la
base de datos donde se almacenan y, que aparte de los para´metros que definen la consulta,
esta´n los para´metros de control: fechaUltimaEjecucion, tieneTS, tieneID y variables.
Consulta(Consulta con): Constructor de la clase Consulta, utilizado para copiar una
consulta de otra.
Consulta(Consulta con, string nameDB, string query, uint tActulizacion, bool real-
time, bool forzado, DateTime? fechaInicio, DateTime? fechaFin, bool tieneTS =
false, bool tieneID = false): Constructor de la clase Consulta, utilizado para copiar una
consulta de otra realizando cambios sobre esta.
Los me´todos definidos para esta clase sera´n:
Dictionary<string, Double?> Ejecutar(out bool resultado, out string error): Me´todo
empleado para ejecutar la consulta que acumula los valores en las respectivas variables
tipo Variable en variables. Adema´s de devolver un diccionario con el nombre de la variable
como clave y como valor, el valor de esta variable en la consulta de tipo Double?, tambie´n
tiene dos para´metros de salida donde indica si ha podido obtener resultado y la cadena
de error en caso de que ocurra un error.
void SetVariables(List<Variable> variables): Me´todo usado para an˜adir una lista de
variables tipo Variable a la consulta.
DataTable EjecPrueba(out Dictionary<string, bool> variables, out bool TieneTS,
out bool TieneID): Me´todo utilizadopara probar la consulta. Devuelve la tabla produ-
cida por la ejecucio´n de la consulta para poder ver un ejemplo de salida, adema´s nos
proporciona ma´s informacio´n con sus para´metros de salida, como: un boleano que indica
si la consulta tiene una columna marcada como marca de tiempo, un boleano que indica si
la consulta tiene una columna marcada como identificador y un diccionario que contiene
como clave los nombres de las variables de la consulta y, como valor contiene True para
las variables utilizadas en la ejecucio´n y False en caso contrario. Asimismo, en caso de
que TieneTS o TieneID sea cierto tambie´n ejecuta las pruebas de su buen funcionamiento
(EjecPruebaID y EjecPruebaHistorico).
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void EjecPruebaID(DataTable data): Me´todo que se utiliza para probar que la consulta,
almacenada en este objeto tipo Consulta, es va´lida cuando tiene columnas de identifica-
cio´n. Las columnas de identificacio´n son para´metros que se encolara´n al tag de la variable
de identificacio´n. Este me´todo no ejecuta la consulta ya que se le pasa la tabla de datos
de la ejecucio´n resultante de EjecPrueba.
Dictionary<DateTime,Dictionary<string, Double?>> EjecutarHistorico(DateTime?
fI = null, DateTime? fF = null): Me´todo que se utiliza para ejecutar la consulta
de forma histo´rica. Aquellas consultas que tengan una marca de tiempo definida con
Constantes.TimeStamp pueden utilizar este me´todo para devolver resultados de consultas
agrupa´ndolos en periodos de tiempo. Para agrupar los distintos valores se hara´ uso dela
operacio´n definida en sus Variable. Este me´todo pertenece a una funcionalidad que se
planteo´ en el disen˜o, pero que no se implementara´ hasta futuras versiones.
Podemos ver el diagrama de clases en la figura B.5 situada en el Anexo B.
Clase Modelo.Variable
La clase Variable forma parte del Modelo del programa; sirvepara almacenar todos los valores
y funcionalidades de cada uno de los valores de la consulta.
Sus para´metros son:
Nombre: Nombre del tag de la variable.
Borrada: Define si la variable ha pertenecido a esta consulta, pero no esta´ en uso en este
momento.
Operaciones: Define las operaciones que se realizara´n sobre la variable, definidas como
clase Operacion.
Valor: Almacena el valor de la variable la u´ltima vez que se realizo´ la consulta.
Consulta: Almacena la consulta a la que pertenece la variable para poder recuperar la
consulta en base a una de sus variables.
Para inicializar la clase se han definido los siguientes constructores:
Variable(): Constructor vac´ıo para utilizar si se necesita crear una variable y an˜adirle los
valores a los para´metros ma´s adelante.
Variable(string nombre, bool borrada = false, string operaciones = null): constructor
de la variable con sus para´metros donde no se indica la consulta a la que pertenece.
Variable(Consulta consulta, string nombre, bool borrada = false, string operaciones
= “”): constructor de la variable donde se le indica la consulta a la que pertenece, adema´s
de sus para´metros.
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Variable(Consulta consulta, Variable var): constructor de la variable donde se indica
la consulta a la que pertenece y se extraen los valores de los para´metros de la variable
facilitada.
Esta clase tambie´n incluye otros dos me´todos para trabajar con ella:
new string ToString(): Cadena que define la variable actual y sus para´metros, utilizada
para almacenar la definicio´n de la variable en el sistema de almacenamiento; tambie´n se
lee en este formato.
void SetOperaciones (string operaciones): Me´todo que se utilizapara definir las opera-
ciones en una variable mediante una cadena que define la operacio´n.
Se puede visualizar el diagrama de clases en la figura B.6 situada en el Anexo B.
Clase Modelo.Operacion
Esta clase es creada por una peticio´n posterior, en la quese solicitaba que se pudieran operar
los valores obtenidos, antes de almacenarse en el sistema Nexus Integra. Pese a que no se ha
acabado de implementar para este proyecto, aun as´ı se explica su funcionamiento.
Esta clase se le asignara´ a cada clase Variable que se desee operar. Asimismo, se puede anidar
en ella misma para asignar mu´ltiples operaciones a una u´nica variable. En esta clase tambie´n
se asignara´ el tipo de operacio´n que estara´ definida en la enumeracio´n Modelo.TipoOperacion
y los para´metros que se utilizan para operar, pudiendo ser valores de otras variables o valores
esta´ticos.
Las variables de esta clase son:
TipoOperacion Tipo: Valor del enumerado Modelo.TipoOperacion que indica que ope-
racio´n realizara´.
List<Double> Argumentos: Lista de argumentos a aplicar a la operacio´n (var´ıa su
numero dependiendo de la operacio´n).
Operacion NextOperacion: Siguiente operacio´n anidada, hay que tener en cuenta que
las operaciones se ejecutan antes de pasar el valor a la siguiente operacio´n, por lo que la
primera operacio´n en calcularse sera´ la que se encuentra en la Variable.
Para esta clase se tendra´ un u´nico constructor que recibira´ un string, en el que estara´n
definidas la propia operacio´n y todas las que se encuentren anidadas dentro de la misma.
Como operaciones para esta clase se definenlas siguientes:
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string Escribir(Func<string, TipoOperacion, string> func, string cadena): Me´todo
que devuelve una cadena de caracteres que define la operacio´n actual con sus argumentos
y sus anidadas.
double[] Calcular(double[] v): Me´todo que aplica las operaciones definidas a un conjunto
de valores y retorna el resultado.
new string ToString(): Me´todo que devuelve una cadena de caracteres que define a la
operacio´n actual.
Puede visualizarse el diagrama de clases en la figura B.7 situada en el Anexo B.
Enumeracio´n Modelo.TipoOperacion
Este enumerado es utilizado para indicar el tipo de operacio´n que se aplicara´ en cada opera-
cio´n, cosa que afectara´ al valor o valores de la Variable. La lista de operaciones que se plantean
inicialmente son: Last, First, Count, CountDist, Max, Min, Dif , Sum, Avg , StDev , StDevP,
Var, VarP, BitAnd, BitOr y BitXor.
Puede consultarse el diagrama de clases en la figura B.8 situada en el Anexo B.
Paquete Connectors
Con el fin de diferenciar los tipos de conexiones, se crean 3 sub paquetes:
DB: Donde se incluira´n los conectores para conectarse a los diferentes tipos de SGDB.
Estos conectores se utilizara´n tanto para ejecutar las Consultas como para almacenarlas.
DAO: Aqu´ı se encuentran las clases utilizadas para almacenar las Consultas y Variables
en el servicio MySQL, para conectarse a este servicio de almacenamiento se utilizara´n los
conectores del paquete Connectors.DB.
Nexus: En este paquete se incluira´ la clase proporcionada por los te´cnicos de Nexus Integra
para la creacio´n y obtencio´n de los identificadores de los tags y tambie´n para almacenar
los valores obtenidos en sus diferentes servicios (realtime y historico).
Para hacerse a una idea general del paquete Connectors se puede visualizarsu diagrama de
clases en la figura A.3.
Clase Connectors.DB.DBConnectorFactory y Connectors.DB.DBConnect-
orFactory.TipoDB
La clase Connectors.DB.DBConnectorFactory implementa una fabrica encargada de proveer
el conector que corresponda segu´n los datos proporcionados. Y todas sus funciones son esta´ticas.
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Figura A.3: Diagrama de Clases Minimizado del paquete Connectors de la Biblioteca
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Para devolver los conectores utilizatres funciones, las cuales se describen a continuacio´n:
DBConnector Conectar(TipoDB tipo, string conn, string userId = null, SecureString
password = null): Encargada de seleccionar el tipo de SGBD entre los del enumerado
TipoDB y, a su vez, de pasar el resto de para´metros al constructor de las clases SQLCon-
nector, MySQLConnector y OracleConnector que corresponda y retornar el conector.
DBConnector Conectar(string tipo, string conn, string userId, SecureString pass-
word): Esta funcio´n es muy similar a la anterior pero, en este caso, el tipo es una cadena
de caracteres que pasara´ por la funcio´n findTipoDB donde se seleccionara´ el TipoDB que
le corresponde y llamara´ a la primera funcio´n (Conectar) para retornar el conector.
TipoDB findTipoDB(string tipo): Funcio´n encargada de seleccionar que´ valor del enu-
merado TipoDB coincide con la cadena de valores para saber cual es el conector que se
debe utilizar.
Los valores del enumerado TipoDB son los tipos de SGDB soportados por la aplicacio´n y,
en caso de incluir otro conector, habr´ıa que an˜adirlo a esta fa´brica. Los tipos de SGBD son:
SQL, MySQL y Oracle.
Se puede observar el diagrama de clases de la clase DBConnectorFactory en la figura B.9 y
del enumerado TipoDB en la figura B.10, ambas situadas en el Anexo B.
Clase Connectors.DB.DBConnector
Esta clase abstracta define los me´todos que van a tener que implementar todos los conectores
para establecer las conexiones y realizar las diferentes funciones que requiere la aplicacio´n.
Los para´metros comunes para todos los conectores que hereden de esta clase son los siguien-
tes:
BlockingCollection<DbConnection> conexiones: Cada conector tendra´ una coleccio´n
concurrente de so´lo lectura, donde almacenara´ para cada DbConnection un nu´mero de
copias de s´ı mismo, igual a Constantes.ConexDBSimult. Esta coleccio´n necesita ser creada
porque´ se requiere que, cuando se ejecuten las consultas, se realicen en paralelo y no se
puede utilizar el mismo objeto DbConnection simulta´neamente por ma´s de un hilo, ya
que aparecen problemas de concurrencia. Por ello, se crea una mochila que se llenara´ de
conectores y cada vez que se necesite realizar una consulta, se extraera´ un conector de la
mochila. Una vez se acabe de utilizar el conector, se devolvera´ a la mochila. Tambie´n se
limitara´ el nu´mero de conexiones simulta´neas con cada servidor para no sobrecargarlos.
El nu´mero de conexiones simulta´neas con cada base de datos se especifica el el fichero
App.config.
string[] WarningWords: Este vector de cadenas de caracteres esta´tico y de so´lo lectura,
almacena cadenas de caracteres que no pueden estar en las consultas que va a ejecutar
la aplicacio´n. Se utilizara´ como medida de seguridad extra para que las consultas de esta
aplicacio´n no puedan editar las bases de datos a las que se conectan.
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En esta clase hay dos me´todos ya definidos para que sean heredados por los hijos de esta
clase:
DataTable Ejecutar(out bool resultado, string query, Dictionary<string, Variable>
variables = null, long? tAct = null, DateTime? fI = null, DateTime? fF = null, int
timeout = 5): Me´todo utilizado por los objetos de la clase Consulta para ejecutar las
consultas en los conectores. Este me´todo comprueba que la consulta no contenga ninguna
cadena de caracteres prohibida, que la conexio´n se cierre al cerrar el objeto DateTable
que devuelve y que el timeout de la consulta sean 5 segundos. Este me´todo empleauno de
los me´todos abstractos que sera´n definidos posteriormente para ejecutar la sentencia en
la base de datos.
string VariableOperacion(string var, Variable.Operacion.TipoOperacion op): Es un
me´todo no implementado que, junto con la clase Modelo.Operacion, permite aplicar una
funcio´n a una variable de una consulta, antes de ejecutarse (ya que en operaciones como
la suma de todos los elementos, hallar el ma´ximo o el mı´nimo se puede delegar a la base
de datos).
void Close(): Me´todo empleado para cerrar todas las conexiones almacenadas en la co-
leccio´n conexiones.
Asimismo, tambie´n se definen los me´todos abstractos que se van a necesitar implementar en
todos los conectores heredados:
DataTable Leer(out bool resultado, string query, Dictionary<string, Variable> va-
riables, long tAct, DateTime? fI = null, DateTime? fF = null, CommandBehavior cb
= CommandBehavior.CloseConnection, int timeout = 5): Tal y como sugiere su nom-
bre, esta funcio´n y las del mismo nombre que la siguen, son utilizadas para ejecutar una
sentencia en la base de datos de la conexio´n. Los para´metros se explican a continuacio´n.
DataTable Leer(out bool resultado, string query, CommandBehavior cb = Com-
mandBehavior.CloseConnection, int timeout = 5)
DataTable Leer(out bool resultado, DbCommand select, CommandBehavior cb =
CommandBehavior.CloseConnection, int timeout = 5)
DataTable Leer(string query, Dictionary¡<string, Variable> variables, long tAct,
DateTime? fI = null, DateTime? fF = null, CommandBehavior cb = Command-
Behavior.CloseConnection, int timeout = 5)
DataTable Leer(string query, CommandBehavior cb = CommandBehavior.Close-
Connection, int timeout = 5)
DataTable Leer(DbCommand select, CommandBehavior cb = CommandBehavior.
CloseConnection, int timeout = 5)
DataTable Leer(DbCommand select, CommandBehavior cb = CommandBehavior.
CloseConnection, int timeout = 5)
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Entre los me´todos anteriores, existen dos que no se utilizara´n en la actual implementacio´n
del proyecto, puesto que se preve´en usar para la historizacio´n de datos almacenados en la base
de datos y no de datos nuevos que se generan. Los me´todos DataTable Leer(out bool resultado,
string query, Dictionary<string, Variable> variables, long tAct, DateTime? fI = null, DateTi-
me? fF = null, CommandBehavior cb = CommandBehavior.CloseConnection, int timeout = 5)
y DataTable Leer(string query, Dictionary¡<string, Variable> variables, long tAct, DateTime?
fI = null, DateTime? fF = null, CommandBehavior cb = CommandBehavior.CloseConnection,
int timeout = 5) permiten obtener ma´s de una fila por consulta; para ello se especifica que´ colum-
na indica la marca de tiempo de su fila. Esta marca de tiempo se define llamando a la columna
como se ha indicado en Constantes.TimeStamp (en esta aplicacio´n es ”TS”por defecto).
Todas las funciones Leer retornan un objeto tipo DataTable que contiene, en formato tabla,
la respuesta de la base de datos a la sentencia ejecutada. Los para´metros utilizadospor las
funciones son pra´cticamente los mismos en todas las funciones, por lo que se explican todos
juntos a continuacio´n:
out bool resultado: Es un valor boleano de salida que indica si la sentencia se ha ejecutado
con e´xito o si ha fallado por cualquier razo´n.
string query : La cadena de caracteres que se ejecutara´ como sentencia en la base de datos.
DbCommand select: Objeto que contiene una instruccio´n SQL o un procedimiento al-
macenado en la base de datos para ser ejecutado.
CommandBehavior cb: Objeto que proporciona una descripcio´n de los resultados espe-
rados de la consulta y sus efectos en la base de datos. Por defecto, se le asigna Command-
Behavior.CloseConnection, el cual cierra la conexio´n automa´ticamente cuando se cierra el
objeto DataReader devuelto por la consulta.
int timeout: Indica el tiempo que espera el servicio a obtener la respuesta de la base
de datos. Por defecto es 5 segundos, dado que es la frecuencia mı´nima de ejecucio´n de
consultas, no obstante, este tiempo se adapta a cada consulta y es igual a la frecuencia de
ejecucio´n de la consulta; de este modo, una consulta que tarde ma´s tiempo en responder
que su frecuencia, no se acumulara´ creando un cuello de botella, porque se descartara´
como error.
int tAct: Cuando se va a realizar la historizacio´n de diferentes resultados en el tiempo; el
valor de tAct indica la frecuencia o tiempo de muestreo con que se historizan los resultados.
DateTime? fI : Cuando se va a realizar la historizacio´n de una lista de resultados en
el tiempo; el valor de fI indica el instante desde la que se historizan los resultados, si
este valor es nulo se almacenara´n todos los valores anteriores al instante de finalizacio´n
indicado.
DateTime? fF: Cuando se va a realizar la historizacio´n de diferentes resultados en el
tiempo; el valor de fF indica el instante hasta el que se historizan los resultados; si este
valor es nulo, se almacenara´n todos los valores posteriores al instante de inicio indicado.
Se puede visualizar el diagrama de clases de la clase Connectors.DB.DBConnector en la
figura B.11 situada en el Anexo B.
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Clases Connectors.DB.MySQLConnector, Connectors.DB.SQLConnector y
Connectors.DB.OracleConnector
Estas clases son heredadas de la clase Connectors.DB.DBConnector e implementan los me´to-
dos abstractos, anteriormente mencionados, con las particularidades de cada clase de conectores.
En estas clases tambie´n se implementan los constructores a los que se les facilitan los siguientes
para´metros:
string conn: Cadena de caracteres utilizadapara conectarse a la base de datos.
string userId: Cadena de caracteres con el nombre de usuario necesario para conectarse
a la base de datos.
SecureString password: Cadena de caracteres encriptada que contiene la contrasen˜a del
usuario que se utilizara´para realizar la conexio´n.
As´ı mismo, los constructores no crean una u´nica conexio´n con la base de datos, sino que
crean y almacenan tantas como quepan en su coleccio´n conexiones, cuya capacidad es igual
a el nu´mero de conexiones ma´ximas con cada base de datos, indicado en la variable Contan-
tes.ConexDBSimult.
Se pueden consultarr los diagramas de clases, de las clases Connectors.DB.MySQLConnector,
Connectors.DB.SQLConnector y Connectors.DB.OracleConnector en las figuras B.12, B.12 y
B.13 sucesivamente situadas en el Anexo B.
Interfaz Connectors.DAO.IConsultaDAO
Esta interfaz declara todos los me´todos necesarios para que la aplicacio´n pueda gestionar la
obtencio´n, el almacenamiento y la administracio´n de consultas, variables y conexiones a bases
de datos. Dicha interfaz se crea para facilitar el cambio de base de datos, en caso de que fuese
necesaria en un futuro.
Para ello, declara los siguientes me´todos que debera´n ser implementados en un conector de
MySQL ya que, en este proyecto, la base de datos donde se almacenara´n los datos es del tipo
MySQL:
Dictionary<string, DBConnector> GetServersDB(string dBPass, int timeout = 30):
Me´todo utilizado por el constructor de la clase Constantes para obtener el diccionario de
conectores almacenado en ServersDB. Como para´metros necesita dBPass, la cadena con
la que esta´n codificadas las contrasen˜as en la base de datos.
Dictionary<string, Consulta> GetConsultas(out Dictionary<string, Variable> va-
riables, bool soloRealtime = false, uint ciclo = 0, uint numPag = 0, uint? cantRow
= null, List<string> orden = null, int timeout = 30): Me´todo utilizado por el cliente
para obtener la lista de consultas, pudiendo ser filtrada, ordenada y paginada con los
para´metros del me´todo. Tambie´n devuelve un diccionario con las variables de todas las
consultas devueltas por el me´todo.
73
Consulta GetConsulta(string nameID, int timeout = 30): Me´todo que obtiene una
consulta mediante su identificador; si el tiempo de espera supera el del para´metro timeout
en segundos, el me´todo falla y devuelve null.
bool AddConsulta(Consulta consulta, out string error, int timeout = 30): Este me´to-
do almacena una consulta en la base de datos y retorna verdadero en caso de que se alma-
cene con e´xito, en caso contrario, devuelve el error en el para´metro de salida error. Si el
tiempo de espera supera el del para´metro timeout en segundos, el me´todo falla y devuelve
falso.
bool ModificaConsulta(Consulta consulta, out string error, int timeout = 30): Este
me´todo modifica una consulta almacenada en la base de datos y retorna verdadero en
caso de que se modifique con e´xito, en caso contrario, devuelve el error en el para´metro
de salida error. Si el tiempo de espera supera el del para´metro timeout en segundos, el
me´todo falla y devuelve falso.
bool BorraConsulta(string nameIDConsulta, out string error, bool borrarVar = fal-
se, bool borrarNexus = false, int timeout = 30);: Me´todo que borra una consulta del
almacenamiento y permite tambie´n borrar las variable asociadas a la consulta, del alma-
cenamiento y del servicio Nexus Integra indistintamente. Retorna verdadero si ha tenido
e´xito, y falso, indicando el error en el para´metro error, en caso de que se de algu´n error.
bool BorrarVariable(List<string> nameTags, out string error, bool borrarNexus =
false, int timeout = 30): Me´todo que permite borrar una variable que no tenga consulta
asociada o no se encuentre en uso en su consulta asociada; tambie´n permite indicar si se
borrara´ tambie´n del servicio Nexus Integra.
Dictionary<string, Variable> GetVariables(string nomConsulta = null, bool noBo-
rrada = false, int timeout = 30): Me´todo que permite obtener todas las variables de
una consulta, pudiendo filtrar por la que se encuentran en uso indicando verdadero en el
para´metro borrarNexus.
Variable GetVariable(string nomTag, int timeout = 30): Me´todo que obtiene una
variable indicando su nombre.
bool ConsultasEjecutadas(HashSet<Consulta> consultas, DateTime? ultiEjec =
null, int timeout = 30): Me´todo que actualiza el valor del u´ltimo instante de ejecu-
cio´n satisfactoria de las consultas pasadas en el para´metro consultas. Si no se le especifica
ultiEjec utiliza la hora del sistema como instante de ejecucio´n.
bool ConsultaFallida(Consulta consulta, uint ciclo, string error, out bool parar, int
timeout = 30): Me´todo que se ejecuta cada vez que una consulta falla, para detenerla
en caso de que tenga demasiados errores acumulados. El me´todo devuelve verdadero si no
ha tenido ningu´n fallo y en el para´metro parar indica si se debe parar la consulta. Se ha
determinado que la consulta se parara´ si falla 50 ejecuciones consecutivas.
Dictionary<uint, HashSet<Consulta>> GetConsultasCiclos(out bool resultado, int
segHasta = 300, int timeout = 30): Me´todo utilizadopor el servicio para obtener la
consultas que se deben ejecutar los pro´ximos n segundos, determinados en el para´metro
segHasta. Este me´todo devuelve un diccionario donde la clave es el ciclo de ejecucio´n y el
valor es una lista de las consultas que se van a ejecutar en ese ciclo.
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Un ciclo se determina como el periodo de tiempo mı´nimo entre el que se va a ejecutar la
misma consulta, que esta´ definido en la constante que es TActualizado (5 segundos por defecto).
Como ciclo 0, se define el que inicia el 01-01-1970 a las 00:00:00.000. Teniendo esto en cuenta,
se puede saber en que´ ciclo nos encontramos, contando los segundos hasta la fecha del ciclo 0 y
dividie´ndolo entre el TActualizado. Tambie´n se puede saber cada cuantos ciclos se debe ejecutar
una consulta, dividiendo el TActulizacion de la consulta por el TActualizado constante.
Se puede visualizar el diagrama de clases de la interfaz Connectors.DAO.IConsultaDAO en
la figura B.15 situada en el Anexo B.
Clase Connectors.DAO.ConsultaMySQLDAO
Esta clase implementa la interfaz, Connectors.DAO.IConsultaDAO, definida en el apartado
anterior. Dado que la base de datos donde se almacenan las consultas es del tipo MySQL, esta
clase heredada de Connectors.DB.MySQLConnector e implementa los me´todos de la interfaz,
ayuda´ndose de los me´todos existentes en el conector.
Se puede consultar el diagrama de clases de la clase Connectors.DAO.ConsultaMySQLDAO
en la figura B.16 situada en el Anexo B.
Paquete Connectors.Nexus y clase ProxyFactory
Este paquete incluye u´nicamente la clase Clase ProxyFactory que ha sido proporcionada por
Nexus Integra junto con las bibliotecas CoreDataContracts y CoreServicesInterfaces, que nece-
sita para su funcionamiento. Esta clase tambie´n obtiene su configuracio´n del fichero App.config,
exactamente del apartado system.serviceModel.
Para conectarse a su servicio y guardar los datos, esta clase posee las operaciones:
ServiceClient<ICoreAdminService> GetAdminServiceProxy(): Me´todo para obtener
el ServiceClient que permite crear nuevos tags y/u obtener su identificador; permite in-
dicarle como para´metro una lista de nombres de variables y devuelve una lista con sus
identificadores.
ServiceClient<ICoreRealTimeService>GetRealtimeServiceProxy(): Me´todo para ob-
tener el ServiceClient que permite enviar el valor actual de una variable, indicando el
identificador de la variable y su valor para almacenarlo en el sistema de tiempo real, del
servicio Nexus Integra.
ServiceClient<ICoreDataFlowService>GetDataFlowServiceProxy(): Me´todo para ob-
tener el ServiceClient que permite enviar los valores de las variables al almacenamiento
permanente del servicio Nexus Integra, acompan˜a´ndolos del identificador de la variable,
del instante de obtencio´n del valor y del valor a almacenar.
El diagrama de clases la clase ProxyFactory se puede consultar en la figura B.17 situada en
el Anexo B.
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A.2. Disen˜o Lo´gico de la base de datos
El disen˜o lo´gico de la base de datos es el siguiente. Los valores en negrita son claves prima-
rias, mientras que los valores en cursiva son no nulos y los que poseen un subrayado son ı´ndices.
Plug ConexDB ( conexDbId, nomDB, tipoDB, connectionString, userDB, passDB )
Plug Consulta ( plugConsID, AgentID, nomCons, conexDbId, consulta, tAct, realtime,
forzado, fechIni, fechFin, fechUltimEjec, tieneTS, tieneID )
Nulos Borrado Edicio´n
Plug Consulta → conexDbId⇒ Plug ConexDB No Restringido Propagado
Plug Variables ( plugVarID, plugConsID, AgentID, nomTag , borrado, operadores )
Nulos Borrado Edicio´n
Plug Variables → plugConsID ⇒ Plug Consulta Si Restringido Propagado
Plug Errores Consulta ( plugErrConsID, plugConsID, fechaError, ciclo, error )
Nulos Borrado Edicio´n
Plug Errores Consulta → plugConsID ⇒ Plug Consulta Si Restringido Propagado
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Anexo B
Figuras
B.1. Diagramas de Gantt
Figura B.1: Diagrama de Gantt de la planificacio´n del Proyecto completo
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Figura B.2: Diagrama de Gantt del transcurso del Proyecto completo
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B.2. Diagramas de Clases de la Biblioteca
Figura B.3: Diagrama de Clases Extendido de la clase Constantes de la Biblioteca
Figura B.4: Diagrama de Clases Extendido de la clase Log de la Biblioteca
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Figura B.5: Diagrama de Clases Extendido de la clase Consulta del paquete Modelo de la
Biblioteca
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Figura B.6: Diagrama de Clases Extendido de la clase Variable del paquete Modelo de la Bi-
blioteca
Figura B.7: Diagrama de Clases Extendido de la clase Operacion del paquete Modelo de la
Biblioteca
81
Figura B.8: Diagrama de Clases Extendido de la enumeracio´n TipoOperacion del paquete Mo-
delo de la Biblioteca
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Figura B.9: Diagrama de Clases Extendido de la clase DBConnectorFactory del paquete Con-
nectors.Nexus de la Biblioteca
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Figura B.10: Diagrama de Clases Extendido de la enumeracio´n TipoDB del paquete Connec-
tors.DB de la Biblioteca
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Figura B.11: Diagrama de Clases Extendido de la clase DBConnector del paquete Connec-
tors.DB de la Biblioteca
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Figura B.12: Diagrama de Clases Extendido de la clase MySQLConnector del paquete Connec-
tors.DB de la Biblioteca
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Figura B.13: Diagrama de Clases Extendido de la clase OracleConnector del paquete Connec-
tors.DB de la Biblioteca
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Figura B.14: Diagrama de Clases Extendido de la clase SQLConnector del paquete Connec-
tors.DB de la Biblioteca
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Figura B.15: Diagrama de Clases Extendido de la interfaz IConsultaDAO del paquete Connec-
tors.DAO de la Biblioteca
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Figura B.16: Diagrama de Clases Extendido de la clase ConsultaMySQLDAO del paquete Con-
nectors.DAO de la Biblioteca
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Figura B.17: Diagrama de Clases Extendido de la clase ProxyFactory del paquete Connec-
tors.Nexus de la Biblioteca
B.3. Diagramas de Clases del Cliente
Figura B.18: Diagrama de Clases Extendido del proyecto DBNexusCliente
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B.4. Diagramas de Clases del Servicio
Figura B.19: Diagrama de Clases Extendido del proyecto DBNexusServicio
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