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ERGODICITY OF APPROXIMATE MCMC CHAINS WITH
APPLICATIONS TO LARGE DATA SETS
NATESH S. PILLAI‡ AND AARON SMITH♯
Abstract. In many modern applications, difficulty in evaluating the posterior density
makes performing even a single MCMC step slow. This difficulty can be caused by in-
tractable likelihood functions, but also appears for routine problems with large data sets.
Many researchers have responded by running approximate versions of MCMC algorithms.
In this note, we develop quantitative bounds for showing the ergodicity of these approxi-
mate samplers. We then use these bounds to study the bias-variance trade-off of approximate
MCMC algorithms. We apply our results to simple versions of recently proposed algorithms,
including a variant of the “austerity” framework of Korratikara et al.
1. Introduction
Markov chain Monte Carlo (MCMC) sampling is an indispensable tool for Bayesian com-
putation. Most Metropolis-Hastings samplers require full evaluation of the posterior at two
points at every step; some MCMC samplers require even more information, such as gradients
of the likelihood function. In many modern applications, the computational cost of this full
evaluation of the likelihood function can be prohibitively large. For instance, a full likelihood
evaluation might involve processing a massive amount data, or computing the solution of a
partial differential equation representing an underlying physical phenomenon. The result is
that the inferential performance of naive implementations of MCMC algorithms can actually
deteriorate as the amount of data grows, unless available computational resources grow even
more quickly. The same problem has been noted for other techniques that are popular in
computational statistics (see e.g., [Jor13, SVA15] for broader discussions of this problem in
a similar spirit, outside of the context of MCMC). As mentioned in those papers, it might be
possible to avoid actual loss of performance if we are aware that it is a possibility. However,
it is much harder to ensure that data is being used efficiently under severe computational
constraints.
Simulating a Markov chain that merely approximates the desired MCMC dynamics is an
increasingly common approach to circumvent this difficulty. These approximations often
rely on estimating, rather than evaluating, the posterior distribution of interest - for exam-
ple, doing so based on a subsample of the available data [Bea03, OBB+00, WT11, KCW13,
BDH14, QVK14, AFEB14, MFA15]. While many approximate MCMC methods seem to
be very successful in practice, they do not have the same convergence guarantees as stan-
dard MCMC samplers. In this paper, we present some general convergence results for such
‘approximate’ MCMC algorithms and discuss their applications to some recently proposed
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algorithms. Our results give quantitative bounds on the convergence in distribution of the
Markov chain as well as convergence of finite samples drawn from the Markov chain. These
bounds allow us to provide advice on how to choose parameters for various approximation
schemes. As a consequence, they also give modest conditions under which certain approxi-
mation schemes are more efficient than their underlying MCMC algorithms. This result is
unsurprising, but it is quite hard to prove for many existing approximation schemes for rea-
sons discussed at the start of Section 4. While our applications focus on the problems posed
by large data sets, our theoretical bounds are also relevant to MCMC samplers targetting
intractable likelihoods; see [PM+] for applications of related ideas in that context.
1.1. Our Contribution. Our paper has three main contributions. The first is providing
a variety of robust ergodicity results for perturbed Markov chains, comparing the mixing
properties and Monte Carlo errors of a perturbed chain to its base chain. The second is
an application of these bounds to certain ‘interpolating’ chains in order to obtain a bias-
variance tradeoff inequality. This inequality provides some advice on how to choose the
best approximate sampler for a given computational budget. In particular, it gives sufficient
conditions under which particular approximate MCMC samplers give smaller Monte Carlo
errors than the ‘correct’ Metropolis-Hastings dynamics. The third is a discussion of the
limits of our perturbation-based analysis for studying the tradeoff between computational
and statistical efficiency for Markov chains, with a focus on some ‘obvious’ facts that cannot
be proved in this framework.
In the first part of the paper, we are especially interested in how approximations perform
outside of the simplest setting of uniformly good approximations of uniformly ergodic Markov
chains (see e.g., [Mit05] for very good bounds in that setting; heuristic arguments presented
in [KCW13] and [WT11] implicitly make such assumptions). It is well known that some
approximation schemes that have been proposed in the past can fail badly even in innocuous
settings when the approximations are not uniformly good (see Example 17 in [PM+] for a
sampler that fails to converge to a two-valued density on [0, 1] and Theorem 1 of [LL12] for one
that has difficulty sampling from a Gaussian). Similarly, even uniformly good approximations
of chains without uniform ergodicity can fail to inherit good convergence properties. To see
this, fix ǫ > 0 and consider simple random walk on N as a uniformly good approximation of
simple random walk on N with drift | ǫ
log(n)
| towards 0 at point n ≥ 2. The latter chain has
reasonable convergence properties; the former does not even have a stationary measure.
1.2. Guide to the Paper. We begin by setting up some notation in Section 2, and prove our
general perturbation bounds in Section 3. We apply our bounds to the austerity framework
of [KCW13] in Section 4. This application begins with an introduction to the austerity frame-
work and some definitions related to the idea of ‘computational complexity’ of MCMC. We
continue by providing a general bias-variance tradeoff result in this framework. This bound
provides sufficient conditions under which an approximate MCMC kernel is better than the
true Metropolis-Hastings kernel. In Sections 4.4 and 4.5 we note that the perturbation re-
sults in Section 3 give very poor bounds if applied directly to the true Metropolis-Hastings
dynamics, and introduce interpolating chains and new perturbation bounds that allow us to
avoid this problem. In Section 5, we discuss the sharpness of our results and point out some
interesting phenomena that seem difficult to study via perturbation analysis.
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1.3. Related Literature. The earlier papers [KCW13, Mit05, FHL13] also give abstract
convergence results for perturbations of Markov chains, though the first two primarily re-
strict their attention to uniformly ergodic chains and the latter does not give the required
quantitative bounds for the types of comparisons we do in this paper.
Since writing our first version of this paper, a number of other preprints and articles study-
ing the perturbation theory of Markov chains and applications to ‘big data’ have been re-
leased. This includes [BDH14, AFEB14, QVK14, ZCH14, FMO+15, RS15, MFA15, BDH15,
CMG14, CG15, G LPR15, JMMD15], the latter 9 of which refer to our earlier draft. We
briefly discuss some relationships between these papers and our work.
In [BDH14, AFEB14], the authors discuss or introduce various approximate MCMC al-
gorithms and prove that they are in fact small perturbations of the ‘true’ MCMC dynamics
under various conditions. This justifies the use of perturbation analysis to bound the bias of
these approximate MCMC samplers. However, when applied to subsampling MCMC algo-
rithms, the bounds in both papers typically apply only when the average subsample size n is
on the same order as the total amount of data N . [QVK14] introduces another subsampling
MCMC algorithm and gives the first bounds on the decay rate of the bias of their algorithm
that depends only on the subsample size n, not the total amount of data N . However, these
bounds do not give an explicit decay rate in terms of n. The excellent survey article on
approximate MCMC [BDH15] also provides arguments on the convergence of subsampling
MCMC algorithms when n≪ N , among many other results.
The recent article [JMMD15] introduces several new approximate MCMC algorithms, and
also has some focus on testing when their approximate MCMC algorithms are ‘better’ than
the default MCMC methods. This is an important aspect that we do not address in our
paper. Understanding this issue for a wide class of algorithms in the key next step. The
authors in [JMMD15] provide a criterion that is very similar to the criterion introduced in
Section 4.2 of this paper; but their criteria makes sense even in the regime n≪ N .
[RS15] gives bounds on convergence of perturbed Markov chains under very general con-
ditions, the main subject of our Section 3. Some of their bounds, like some of ours, are
based on the ‘curvature’ of the original Markov chain. However, they consider many more
technical conditions than we do.The other papers cited are also about approximate MCMC,
but have core messages that do not greatly overlap with ours. We emphasize that some of
these subsampling algorithms (e.g., [MFA15, CMG14]) do not obviously require n ≈ N in
order to be useful.
Of these papers, we feel that results in [QVK14] are closest in spirit to our conclusions. Our
main purpose in writing this note was to show that subsampling MCMC schemes can give
much smaller Monte Carlo errors than ‘correct’ Metropolis-Hastings schemes, even when the
amount of data N is very large to the total computational resources available. Among other
contributions, [QVK14] showed that this was plausible by bounding the bias of subsampling
MCMC in a way that depended only on the subsample size n, not the total amount of data
available N . They also discussed notions of computational complexity that are similar to
ours. Our analysis differs from theirs in a number of ways. Most obviously, the bias bounds
in [QVK14] were based on the pseudomarginal algorithm; our bounds apply to approximate
chains that are not pseudomarginal. Technically, our bounds are obtained via perturbation
theory, and we introduce new ‘interpolating’ chains that allow the powerful perturbation
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techniques to be applied to the small-n, large-N regime. Finally, we bound both the bias
and the mixing properties of approximate chains, while [QVK14] focuses on the bias.
Finally, we compare and contrast our results to that of [AFEB14]. Most of the perturbation
bounds in [AFEB14] are closely related to those in [Mit05]. Although our general bounds
are similar in spirit to [AFEB14], our arguments are quite different and there are situations
where our bounds apply and theirs do not (and vice versa). See Remark 3.4 for a longer
discussion on the relationship between our results and that of [Mit05].
2. Notation
For a random variable X and measure µ, we write X ∼ µ or L(X) = µ to mean that X is
distributed according to µ. Unif(A) denotes the uniform or Haar distribution on the set A
as appropriate. We will write f = O(g) to mean that there exists a constant C > 0 so that
f(x) ≤ Cg(x). We also write f = o(g) if limx→∞ f(x)g(x) = 0. Throughout the paper, the letter
C will denote a generic positive constant.
Our convergence results, like many in the Markov chain literature, are described in terms
of the Wasserstein distance. For a pair of measures µ, ν on a Polish space (Ω, d), let Π(µ, ν)
be the set of all couplings of µ and ν. Then the Wasserstein distance between µ, ν is given
by
Wd(µ, ν) = inf
ζ∈Π(µ,ν)
∫
x,y∈Ω
d(x, y)ζ(dx, dy). (2.1)
The Total Variation distance between two measures µ, ν on a probability space (Ω,F ,P)
is given by
‖µ− ν‖TV = sup
A∈F
|µ(A)− ν(A)|.
This can be viewed as a special case of the Wasserstein distance, obtained by setting d(x, y) =
1x 6=y.
We study the convergence of Markov chains through the notions of mixing times, curvature
and drift functions. Recall that the mixing time of a Markov chain {Xt}t≥0 with kernel K
and stationary distribution π on state space Ω is given by
τmix = sup
X0=x∈Ω
inf{t ≥ 0 : ‖L(Xt)− π‖TV < 1
4
}.
We follow [Oll09] in defining the Ricci curvature of a transition kernel K on (Ω, d) by
κ(x, y) = 1− Wd(K(x, ·), K(y, ·))
d(x, y)
,
and the curvature of the entire chain is defined to be
κ = inf
x,y∈Ω
κ(x, y).
A positive curvature for a power Ks of K implies that K has good mixing properties.
For example, if the curvature of Ks with respect to the metric d(x, y) = 1x 6=y is κ, it is
straightforward to check that the mixing time of K is at most ⌈ s log(4)
log((1−κ)−1)⌉ ≈ sκ log(4). It
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is worth noting that in many cases of interest, it is sufficient to calculate κ(x, y) for d(x, y)
‘small’; see, e.g., Prop 19 of [Oll09].
Following [JO10], we also define the eccentricity of a point x ∈ Ω by:
E(x) =
∫
Ω
d(x, y)π(dy).
Finally, we say that a Markov chain {Xt}t≥0 with kernel K satisfies a drift condition with
Lyapunov function V and constants a, b, ℓ if
E[V (Xt+ℓ)|Xt] ≤ (1− a)V (Xt) + b. (2.2)
Most of the proofs are given in an Appendix.
3. Technical Results
Throughout this section, we study pairs of Markov chains {Xt}t≥0, {X˜t}t≥0 with transition
kernels K, K˜ and stationary distributions π, π˜ on a Polish space (Ω, d). Throughout this
section and the rest of the paper, K will generally refer to a generic transition kernel that
we would like to simulate from, and K˜ will generally refer to an approximation of K.
3.1. Convergence of Chains. We begin with a general mixing estimate that most of our
bounds will follow from. First, an assumption:
Assumption 3.1 (Drift-Like Condition). Let K be a kernel on a Polish space (Ω, d) with
stationary distribution π, let X ⊂ Ω and let p ∈ X . Let {Zt}t≥0 be a Markov chain that
evolves according to K. Say that K satisfies a drift-like condition with respect to (X , p) if
there exist constants 0 < β < 1 and B, C,D, cp <∞ and a positive function L : Ω 7→ R+ so
that
E[L(Zt+1)|Zt] ≤ (1− β)L(Zt) + B (3.1)
sup
x∈X
E[L(Zt+1)|Zt = x, Zt+1 /∈ X ] ≤ C.
Eπ[L(X)|X /∈ X ] ≤ D.
and
d(x, p) ≤ L(x) + cp
for all x ∈ Ω.
Remark 3.2. This assumption is generally easy to check using the same calculations that
one uses to establish a drift condition in the usual sense (see inequality (2.2)). Indeed, as
long as the Lyapunov function is not pathological, this assumption will be implied by the
usual drift condition.
Lemma 3.3. Assume that K has eccentricity E(x) < ∞ with respect to π. Assume that
there exists some set X ⊂ Ω so that
sup
x,y∈X
Wd(K(x, ·), K(y, ·))
d(x, y)
≤ (1− α) (3.2)
and that there exists some 0 < δ <∞ so that
sup
x∈X
Wd(K˜(x, ·), K(x, ·)) < δ. (3.3)
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Assume that K, K˜ satisfy assumption 3.1 with respect to the same (X , p), and with the same
constants. Then, for any initial point X˜0 = x ∈ Ω,
Wd(L(X˜T ),π) ≤ δ
α
+ (1− α)TE(x) +
(
2
B
β
+ (1− β)T (L(x) +D) + 2cp
)
π(X c) (3.4)
+ 2
(
1− P[{Xt}T−1t=1 ∪ {X˜t}T−1t=1 ⊂ X ]
)(
C + B
β
+ cp
)
.
In the common situation that a contraction bound holds uniformly, this gives:
Corollary 1. Assume that K has eccentricity E(x) <∞ with respect to π. Assume that
sup
x,y∈Ω
Wd(K(x, ·), K(y, ·))
d(x, y)
≤ (1− α) (3.5)
and that inequality (3.3) is satisfied for some 0 < δ <∞.
Then, for any initial point X˜0 = x ∈ Ω,
Wd(L(X˜T ), π) ≤ δ
α
+ (1− α)TE(x) (3.6)
and
Wd(π˜, π) ≤ δ
α
. (3.7)
Taking powers of K and noting that all kernels are contractive in Total Variation distance,
Lemma 3.3 has the immediate corollary:
Corollary 2. Denote by τmix, τ˜mix the mixing times of K and K˜, and assume that
sup
x∈Ω
‖K˜(x, ·)−K(x, ·)‖TV < δ (3.8)
for some δ > 0. Then
‖L(X˜T )− π‖TV ≤ 4δ
3
τmix + 4
−⌊ T
τmix
⌋
(3.9)
and
‖π˜ − π‖TV ≤ 4δ
3
τmix. (3.10)
Under the additional assumption that δ < 9
128τmix
,
τ˜mix ≤ 2τmix. (3.11)
Remark 3.4. We mention that a result very similar to Corollaries 1, 2 is also immediately
implied by Corollary 3.1 of [Mit05]; the constants are also very similar in our regime of
interest. Although our Lemma 3.3 and the results in [Mit05] both imply the same result
in this restricted setting, they have different emphases. Their result is based on linear
algebra; ours is purely probabilistic. Our results also apply to chains that are not uniformly
ergodic, as chains can have Wasserstein contraction (or Total Variation contraction on small
sets) without being uniformly ergodic. Finally, their result only applies for convergence in
Total Variation, while our results explicitly allow the use of many other Wasserstein metrics;
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this flexibility can lead to bounds that are effectively much sharper if the metric is chosen
carefully.
This last difference is most easily seen when the Markov chain K satisfies inequality (3.2)
for some fixed α > 0 throughout a non-compact state space, and for which the eccentric-
ity satisfies E(x) < ∞ for each x ∈ Ω but supx∈ΩE(x) = ∞. These chains are generally
geometrically ergodic but not uniformly ergodic. Lemma 3.3 can provide direct bounds on
their finite-time bias while Corollary 3.1 of [Mit05] does not apply. This class of Markov
chains contains many Markov chains of interest. For example, it includes the Metropolis-
Hastings chain with proposal distribution L(x, ·) = N (x, σ1) and target stationary distribu-
tion π = N (µ, σ2) as long as σ1 < σ2.
3.2. Convergence of Monte Carlo Estimates. The main bounds in subsection 3.1 are
most useful when some power Kℓ of the transition kernel K of interest has positive curvature.
This is a (strictly) weaker condition than uniform ergodicity ofK, but it fails to hold for many
Markov chains of statistical interest. In this section, we weaken the requirement of global
positive curvature for some power Kℓ of K to the requirement of local positive curvature on
a small set and a drift condition.
We weaken the requirements by showing that, if K and K˜ both satisfy a drift condition
and K˜ is close to K on a small set, then
(1) The bias π˜(f)− π(f) is small, and
(2) The Monte Carlo errors | 1
T
∑T
t=1 f(X˜t)− π˜(f)| and | 1T
∑T
t=1 f(Xt)− π(f)| are small
with high probability.
Thus, they allow us to estimate the total error of a Monte Carlo estimate obtained from K˜,
based only on a drift condition and on a good approximation within a small set.
We begin by showing that the bias is small. To state our result, we recall the definition
of the trace {X(S)t } of a Markov chain {Xt}t≥0 onto a set S. Let T (S) = {t ≥ 0 : Xt ∈ S}
be an ordered set. When |T (S)| =∞, we define
{X(S)t }t≥0 = {Xt}t∈T (S),
again viewed as an ordered set. We have:
Theorem 3 (Bias for Geometrically Ergodic Chains). Let {Xt}t≥0, {X˜t}t≥0 be two Markov
chains with kernel K, K˜. Assume that the chains satisfy
E[V (Xt+ℓ)|Xt] ≤ (1− a)V (Xt) + b
E[V˜ (X˜t+ℓ)|X˜t] ≤ (1− a˜)V (X˜t) + b˜
for some ℓ ∈ N and some 0 < a, a˜ ≤ 1 and some 0 ≤ b, b˜ <∞. Fix a constant max(4b
a
, 4b˜
a˜
) <
C <∞ and let X = {x ∈ Ω : V (x) < C, V˜ (x) < C}. Assume that the trace of {Xt}t≥0 on
X has mixing time τmix and that
max
x : V (x)≤C, V˜ (x)≤C
‖K(x, ·)− K˜(x, ·)‖ ≤ δ.
Then the stationary distributions π, π˜ of K and K˜ satisfy
‖π − π˜‖TV ≤ 4δ
3
τmix +
2b
aC
+
2b˜
a˜C
.
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Remark 3.5. In applications, where K˜ = Kn is a Markov chain based on subsampling
roughly n of N points, we expect roughly δ ∼ log(C)√
n
. Optimizing this leads to bias that goes
to 0 a little more quickly than O( log(n)√
n
). This is comparable to the O( 1√
n
) rate expected for
uniformly ergodic chains.
The second point, that the Monte Carlo errors | 1
T
∑T
t=1 f(X˜t)− π˜(f)| and | 1T
∑T
t=1 f(Xt)−
π(f)| are small with high probability, follows from existing bounds. In particular, it follows by
combining existing concentration inequalities for Markov chains (e.g. Theorem 2 of [DG14]
or various bounds in [Pau12]) with the bound on the mixing time τ˜mix of K˜ on small sets
given in Corollary 2.
The bounds in this section assume that K˜ satisfies a drift condition. We find that, when
a drift condition can be proved for K by hand, it is often not hard to check by hand that
K˜ also satisfies a drift condition. However, the general question of when K˜ inherits a drift
condition from K seems to be quite difficult. We find that the following simple bound is
often useful for ‘nice’ chains K, K˜:
Lemma 3.6 (Drift and Minorization of Approximate Chains). Let K, K˜ be transition kernels
associated with proposal kernel L and acceptance functions α, α˜. Assume that K satisfies
inequality (2.2) Also assume that K, K˜ satisfy
sup
x∈Ω
‖K(x, ·)− K˜(x, ·)‖TV ≤ δ
|α(x, y)− α˜(x, y)| ≤ δf(x, y) ≤ δ
for some f, δ > 0, where ∫
y
f(x, y)V (y)L(x, dy) ≤ V (x). (3.12)
Then a chain Xt evolving according to K˜ satisfies a drift condition of the form
E[V (Xt+1)|Xt = x] ≤ (1− a + 2δ)V (x) + b.
For further study of this question, see e.g. [RS15, FHL13].
Remark 3.7. Lemma 3.6 is our first result that specifies a relationship between the proposal
kernels associated with the two chains K and K˜. We force the two kernels to have the same
proposal distribution, which may be surprising: it is well-known that a subsampling MCMC
algorithm should not use the same proposal kernel as the original MCMC dynamics (see
Remark 4.1 below for more on this choice).
This choice is not an accident. Perturbation bounds are only effective when the original
kernel K and the approximate kernel K˜ are ‘close’ to each other, and in general the true
MCMC dynamics are not ‘close’ to the dynamics of subsampling MCMC. As a consequence,
Lemma 3.6 and the other bounds in this section often give very poor bounds when applied
directly to these two chains. Instead, they will generally be applied to a collection of in-
terpolating chains. This is discussed in further detail starting in Section 4.4, where our
interpolating chains are defined.
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4. Bias-Variance Tradeoff and Applications to Austerity Framework
In this section, we recall various ‘approximate’ MCMC chains, introduce measures of
computational and statistical efficiency, give a general tradeoff result for these measures,
and apply the tradeoff result to certain examples.
4.1. Approximate Metropolis-Hastings Algorithms. We consider a data set X =
{x1, . . . , xN} and are interested in sampling from a posterior distribution
π(θ) ≡ π(θ|{xi}Ni=1) = p(θ)
N∏
i=1
p(θ|xi). (4.1)
One standard tool is the Metropolis-Hastings algorithm. Fix a reversible transition kernel
L on state space Ω. We recall the following form of the Metropolis-Hastings algorithm from
[BDH14]:
Algorithm 1 Metropolis-Hastings Algorithm
Initialize X1 = x.
for t = 1 to T do
Generate ℓt+1 ∼ L(Xt, ·), ut ∼ U[0, 1].
Set ψ(ut, Xt, ℓt+1) =
1
N
log(ut
p(Xt)L(Xt,ℓt+1)
p(ℓt+1)L(ℓt+1,Xt)
), Λ(Xt, ℓt+1) =
1
N
∑N
i=1 log(
p(xi|ℓt+1)
p(xi|Xt) ).
if Λ(Xt, ℓt+1) > ψ(ut, Xt, ℓt+1) then
Set Xt+1 = ℓt+1.
else
Set Xt+1 = Xt.
end if
end for
Throughout the rest of the paper, the kernel K(MH) will refer to the kernel associated with
Algorithm 1. The goal of all approximate algorithms [BDH14, AFEB14, QVK14, RS15] is
to make the decision in step 5 of this algorithm without doing the complete computation in
step 4.
Algorithm 2, first suggested in [BDH14], is a representative approximate MCMC algo-
rithm. The associated constants are
f ∗t =
t− 1
N
Cθ,θ′ = max
1≤i≤N
| log(p(xi|θ′))− log(p(xi|θ))|
ct = Cθ,θ′
√
2(1− f ∗t ) log(2/δt)
t
and any number 0 < γ <∞.
Algorithm 3 provides a very simple subsampling algorithm, with parameter 1 ≤ n ≤ N
representing the amount of subsampling. For the remainder of the paper, K
(Simp−MH)
n will
refer to the kernel associated with Algorithm 3.
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Algorithm 2 Subsampling MCMC
Initialize X1 = x.
for t = 1 to T do
Generate ℓt+1 ∼ L(Xt, ·), ut ∼ U[0, 1].
Set ψ(ut, Xt, ℓt+1) =
1
N
log(ut
p(Xt)L(Xt,ℓt+1)
p(ℓt+1)L(ℓt+1,Xt)
).
Set s = 0, slook = 0, Λ
∗ = 0, X ∗ = ∅, b = 1, DONE = FALSE.
while DONE == FALSE do
Sample x∗s+1, . . . , x
∗
b ∼w/o repl X\X ∗.
Set X ∗ = X ∗ ∪ {x∗s+1, . . . , x∗b}, Λ∗ = 1b (tΛ∗ +
∑b
i=s+1 log(
p(x∗
i
|ℓt+1)
p(x∗
i
|Xt) )), and s = b.
Set c = 2CXt,ℓt+1
√
(1−f∗s ) log( 2δslook )
2s
, slook = slook + 1, b = min(N, ⌈γs⌉).
if |Λ∗ − ψ(u,Xt, ℓt+1)| ≥ c or b > N then
Set DONE = TRUE.
end if
end while
if Λ∗ > ψ(ut, Xt, ℓt+1) then
Set Xt+1 = ℓt+1.
else
Set Xt+1 = Xt.
end if
end for
Algorithm 3 Simple Approximate Metropolis-Hastings Algorithm; Narrow Tails
Initialize X1 = x.
for t = 1 to T do
Generate ℓt+1 ∼ L(Xt, ·) and ut ∼ U[0, 1].
sample x∗1, . . . , x
∗
n without replacement from X , set ψ(ut, Xt, ℓt+1) =
1
N
log(ut
p(Xt)L(Xt,ℓt+1)
p(ℓt+1)L(ℓt+1,Xt)
), and set Λ∗(Xt, ℓt+1) = 1n
∑n
i=1 log(
p(x∗
i
|ℓt+1)
p(x∗
i
|Xt) ).
if Λ∗(Xt, ℓt+1) > ψ(ut, Xt, ℓt+1) then
Set Xt+1 = ℓt+1.
else
Set Xt+1 = Xt.
end if
end for
Remark 4.1. All of the algorithms stated in this section, and in later sections, are defined
for any reversible kernel L. In practice, we are most interested in proposal kernels of the
form
L(x, y) ≡ Lσ(x, y) = fσ(x− y), (4.2)
where fσ is a density with variance σ. Both in practice and all our theorems, the choice of
σ will be adapted to the variance of the stationary distribution of the underlying Markov
chain - the variance of the proposal distribution should increase with the variance of the
stationary distribution. In particular, a subsampling MCMC algorithm should generally
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have a proposal distribution fσ with a larger variance than the optimal variance of the
original Metropolis-Hastings dynamics. See e.g. [Ros11] for a survey on the optimization of
proposal distributions.
4.2. Measures of Computational and Statistical Efficiency. We introduce measures
of computational efficiency for approximate MCMC, in the same tradition as earlier work
such as [STRR14, DPDK15, BPSW14, QVK14].
Recall that the goal of MCMC is often to estimate the mean π(f) of some function f with
respect to a distribution π of interest. This estimator is generally of the form
πˆT (f) =
1
T + 1
T∑
t=0
f(Xt). (4.3)
For an estimator of the form (4.3) started at point X0 = x and driven by the ‘approximate’
Markov kernel K˜ with stationary distribution π˜, we denote by vT (f, K˜, x) the mean-squared
error of (4.3):
vT (f, K˜, x) = Ex[(πˆT (f)− π(f))2].
We associate with every Markov kernel K˜ the computational cost c(K˜) of taking a single
step. In our setting, this will be the average number of likelihoods that must be evaluated
at every step; for example, we assign to the kernel K
(simple)
n defined in Algorithm 3 the cost
c(K
(simple)
n ) = n.
We then assume that we have a limited total computational budget M and define the
standardized error of an algorithm K˜ to be
EM(f, K˜, x) = v⌊ M
c(K˜)
⌋(f, K˜, x),
the smallest error obtainable by running K˜ for ⌊ M
c(K˜)
⌋ steps.
EM(f, K˜, x) is difficult to compute, and so for the remainder of the paper we replace it
with a pessimistic estimate. Let τ˜mix be the mixing time of K˜. Let {Xt}t≥0, {Yt}t≥0 be
Markov chains evolving according to K˜ and started at points X0 = x ∈ Ω and L(Y0) = π˜
respectively. Couple these chains to satisfy
P[X(k+1)τ˜mix = Y(k+1)τ˜mix|Xkτ˜mix 6= Ykτ˜mix] ≥
3
4
(4.4)
for all integers k ≥ 0 and
{Xt = Yt} ⇒ {Xs = Ys}
for all pairs of integers s > t ≥ 0. The fact that at least one such coupling exists follows
from the definition of the mixing time. We note that, for all f : Ω 7→ [0, 1],
vT (f, K˜, x) = Ex[(πˆT (f)− π(f))2] ≤ 3(Ex[( 1
T + 1
T∑
t=0
(f(Xt)− f(Yt)))2] + Ex[( 1
T + 1
T∑
t=0
f(Yt)− π˜(f))2]
+ (π˜(f)− π(f))2)
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We then define
E (1)M (K˜, f) = sup
x∈Ω
Ex[(
1
T + 1
T∑
t=0
(f(Xt)− f(Yt)))2]
E (2)M (K˜, f) = E[(
1
T + 1
T∑
t=0
f(Yt)− π˜(f))2]
E (3)M (K˜, f) = (π˜(f)− π(f))2
and set
EM(K˜, f) = (E (1)M (K˜, f) + E (2)M (K˜, f) + E (3)M (K˜, f)). (4.5)
Note that the three error terms E (1)M , E (2)M and E (3)M represent, respectively,
(1) Bias due to the chain not starting at stationarity (so-called ‘burn-in’ bias). By
inequality (4.4), this generally decays like
E (1)M = O(
τ˜ 2mix
T 2
). (4.6)
(2) The asymptotic variance of any MCMC estimate coming from K˜. By Equation 11.4
of [AF02] and following discussion, this generally decays like
E (2)M = O(
τ˜mix
T
Varπ˜(f)).
(3) The asymptotic bias due to the fact that K˜ and K don’t have the same stationary
measure. By Corollary 2, this generally decays like
E (3)M = O(δ2τ˜ 2mix),
where δ = supx∈Ω ‖K˜(x, ·)−K(x, ·)‖TV.
Let K denote all kernels within some parameterized family (for example, all kernels defined
by Algorithm 3 as the parameter n is allowed to vary from 1 to N). In our framework, the
main questions about the efficiency of approximate MCMC algorithms may be written as:
(1) For a given computational budgetM and function f , what is K˜∗ = argminK˜∈K(EM(K˜, f))?
(2) How much smaller is EM(K˜∗, f) than the error EM(K, f) of the reference kernel K?
(3) We also add: are perturbation-based analyses sufficient to find good answers to these
questions?
4.3. General Tradeoff Theorem. In this section, we begin to answer these questions
by giving a simple ‘tradeoff’ theorem for approximate MCMC algorithms. This will give
bounds on the possible values of the ‘best’ approximate chain K∗. In particular, it will
give sufficient conditions under which approximate MCMC algorithms do better than the
underlying MCMC algorithm (that is, K∗ 6= K). The theorem has many assumptions, and
we will spend the rest of the paper giving conditions under which these assumptions hold.
Before giving the result, we state some simple technical lemmas:
12
Lemma 4.2 (Burn-In Error). Fix a kernel K with computational cost c(K) and mixing time
τmix. Then for all f : Ω 7→ [0, 1], the error E (1)M (K) satisfies
E (1)M (K, f) ≤ 2τ 2mix
⌊ M
c(K)
⌋−2
.
Lemma 4.3 (Asymptotic Variance). Fix a kernel K with computational cost c(K) and
mixing time τmix. Then for all f : Ω 7→ [0, 1], the error E (2)M (K, f) satisfies
E (2)M (K, f) ≤ 2τmixVarπ(f)
⌊ M
c(K)
⌋−1
.
Proof. This follows immediately from Lemma 4.23 and Proposition 4.29 of [AF02]. 
Lemma 4.4 (Asymptotic Bias). Fix a pair of kernels K, K˜ with mixing times τmix, τ˜mix.
Assume that
sup
x∈Ω
‖K(x, ·)− K˜(x, ·)‖TV ≤ δ
for some 0 < δ < 1. Then for all f : Ω 7→ [0, 1], the error E (3)M (K, f) satisfies
E (3)M (K, f) ≤
16δ2
9
min(τmix, τ˜mix)
2.
Proof. This follows immediately from Corollary 2. 
We now give our main result. For reasons discussed in Section 4.4, the result uses two
familiees of approximate kernels:
Theorem 4 (Convergence Rates for Approximate MCMC). Let K be a kernel with station-
ary distribution π and mixing time τmix.
Fix N ∈ N. For 1 ≤ n ≤ N and 0 < c1 <∞, let K˜(n) be an approximate kernel with cost
c(K˜(n)) = n1+c1, and let τ˜
(n)
mix, π˜
(n) be the stationary distribution and mixing time of K˜(n).
Also let K(n) be a reference kernel associated with parameter n, with stationary measure π(n)
and mixing time τ
(n)
mix.
Assume that there exists 0 < C,C ′ <∞ so that
Cτmix ≤ min
1≤n≤N
τ
(n)
mix ≤ max
1≤n≤N
τ
(n)
mix ≤ C ′τmix. (4.7)
Fix a function f : Ω 7→ [0, 1], and assume that there exists 0 < c2, C ′′, C ′′′ <∞ so that
Varπ(n)[f ] ≤
C ′′
n
, (4.8)
sup
x∈Ω
‖K˜(n)(x, ·)−K(n)(c, ·)‖TV ≤ C ′′′ n−c2, (4.9)
and
|π(f)− π(n)(f)| ≤ C ′′′n−c2. (4.10)
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Fix a computational budget M . Then there exists a constant n0 = n0(C
′, C ′′′, c2, τmix) so
that for all n0 ≤ n ≤ N ,
EM(K˜(n), f) ≤ 2(C ′τmix)2
⌊ M
n1+c1
⌋−2
+ 2C ′C ′′
τmix
n
⌊ M
n1+c1
⌋−1
+
16
9
(C ′τmix)2n−2c2 + C ′′′n−c2,(4.11)
where the error EM given in equation (4.5) is defined relative to the true kernel K.
Thus, if n0 ≤M
1
2+c1 ,
min
1≤n≤N
(EM(K˜(n)f)) ≤ 2(C ′τmix)2
⌊
M
1
2+c1 − 1⌋−2 + 2C ′C ′′τmixM− 12+c1 ⌊M 12+c1 − 1⌋−1(4.12)
+ (C ′′′ +
16
9
(C ′τmix)2)(M
− 2c2
2+c1 + 2).
Remark 4.5. We explain how Theorem 4 can be applied. For sufficiently nice Markov
chains, we expect the constants C,C ′, C ′′, C ′′′ in the assumptions in Theorem 4 to be uniform
in N , or change only like log(N). The constants c1, c2 are more complicated, and will be
analyzed in later sections. For small N , the bounds in Section 4.5 (and particularly Lemma
4.6) gives conditions under which the assumptions of Theorem 4 hold with c1 < 1 + ǫ for all
ǫ > 0 and with c2 =
1
2
. On the other hand, Lemma 5.1 says that they hold with c1 = o(1),
c−12 = o(1) as N goes to infinity for any fixed M . In the regime where Lemma 5.1 applies,
this indicates that the optimal number of subsamples n∗ = nA to use per step satisfies
n∗ = O(
√
M). When the bounds in Section 4.5 hold, this indicates that the optimal number
of subsamples satisfies n∗ = O(M
2
3polylog(M)).
In both situations, the decay rate obtained in Theorem 4 cannot be obtained by using a
subsample of size proportional to N . In particular, due to the term E (1), it is impossible to
get a convergence bound better than O(⌊M
n
⌋−2). Thus, when Lemma 5.1 applies, we find
that n∗ ≈ √M . In either case, we have n∗ ≪ min(M,N) in many situations. This provides
a partial answer to the first part of question 4.2, showing that under our assumptions
K˜∗ 6= K
for N sufficiently large.
We believe that, in general, n∗ ≈ √M in both regimes. However, our existing bounds
sometimes only allow us to show that n∗ ≪ min(M,N).
4.4. Choice of Comparison Chain. To use Theorem 4, we need candidate kernels for K˜(n)
and K(n). Before giving these candidates later in this section, it is worth explaining why
Theorem 4 can’t be applied directly to subsampling MCMC algorithms such as Algorithm
3. The problem is simple: when the subsample size n is small, the dynamics of Algorithm 3
are not actually a small perturbation of the true dynamics K in the sense required by the
bounds in Section 3. This means that it is hopeless to try to apply perturbation bounds
directly.
This problem is not limited to Algorithm 3. For example, a similar problem occurs with
Algorithm 2. Roughly speaking, the number of points b that must be sampled per step must
generally be on the order of N as N goes to infinity if the error ‖K˜(x, ·)−K(x, ·)‖TV is to be
small. Our observation is also not new; the requirement that b ≈ N is discussed in Section
3.2 of [BDH14] in the context of upper bounds on b, but it is clear that the upper bounds
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are often tight (see e.g. the anti-concentration bounds in [LS01] for a way to make this
rigorous). [QVK14] discusses a similar phenomenon for other subsampling MCMC chains.
Thus, existing approximate MCMC algorithms for which perturbation bounds apply often
can’t even take a single step in the regime N ≫ M , and the ‘burn-in’ error E (1) is O(1) in
the regime N ≈M (see equation (4.6)).
This problem means that, if we wish to use the powerful tool of perturbation theory to
analyze approximate transition kernels outside of the regime M ≫ N , it is necessary to
construct a sequence of interpolating kernels for the purpose of comparison.
Our candidates for K(n) and K˜(n) will be ‘wide-tailed’ versions of the algorithms in Section
4.1. The first is Algorithm 4; we will write K
(MH−Wide)
n for the kernel of this algorithm.
Algorithm 4 is a wide-tailed version of Algorithm 1 - it differs only in that the stationary
distribution is ‘flattened’ by the change in the fourth line of the algorithm. See Lemma 4.12
for some relationships between Algorithms 4 and 1.
Algorithm 4 Metropolis-Hastings Algorithm; Wide Tails
Initialize X1 = x.
for t = 1 to T do
Generate ℓt+1 ∼ L(Xt, ·), ut ∼ U[0, 1].
Set ψ(ut, Xt, ℓt+1) =
1
n
log(ut
p(Xt)L(Xt,ℓt+1)
p(ℓt+1)L(ℓt+1,Xt)
), Λ(Xt, ℓt+1) =
1
N
∑N
i=1 log(
p(xi|ℓt+1)
p(xi|Xt) ).
if Λ(Xt, ℓt+1) > ψ(ut, Xt, ℓt+1) then
set Xt+1 = ℓt+1.
else
set Xt+1 = Xt.
end if
end for
The analogous ‘wide-tailed’ version of Algorithm 3 is given by Algorithm 5 below. We
writeK
(Simp−Wide)
C,n for the kernel associated with Algorithm 5. It is generally not hard to write
down ‘wide-tailed’ versions of other approximate-MCMC algorithms, such as Algorithm 2.
Algorithm 5 Simpler Approximate Metropolis-Hastings Algorithm; Wide Tails
Initialize X1 = x.
for t = 1 to T do
Generate ℓt+1 ∼ L(Xt, ·) and ut ∼ U[0, 1].
sample x∗1, . . . , x
∗
Cn without replacement from X , set ψ(ut, Xt, ℓt+1) =
1
n
log(ut
p(Xt)L(Xt,ℓt+1)
p(ℓt+1)L(ℓt+1,Xt)
), and set Λ∗(Xt, ℓt+1) = 1Cn
∑Cn
i=1 log(
p(x∗
i
|ℓt+1)
p(x∗
i
|Xt) ).
if Λ∗(Xt, ℓt+1) > ψ(ut, Xt, ℓt+1) then
set Xt+1 = ℓt+1.
else
set Xt+1 = Xt.
end if
end for
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4.5. Justification for Tradeoff Bounds. We give bounds on the main quantities that
appear in the assumptions of Theorem 4, providing bounds of the form (4.7), (4.8), (4.9)
and (4.10). In particular, we show that the approximate wide-tailed Metropolis-Hastings
kernelK
(Simp−Wide)
A,n is often a small perturbation of the wide-tailed Metropolis-Hastings kernel
K
(MH−Wide)
n , and we show that the wide-tailed Metropolis-Hastings kernel K
(MH−Wide)
n can
inherit good properties from the usual Metropolis-Hastings kernel K(MH) (even though it is
generally not a small perturbation).
We first show that K
(Simp−Wide)
A,n is close to K
(MH−Wide)
n , which can be used to obtain a
bound of the form (4.9):
Lemma 4.6. Fix N,A, n ∈ N with 1 ≤ A ≤ N and 1 ≤ n ≤ N
A
. Let K
(Simp−Wide)
A,n and
K
(MH−Wide)
n be the kernels associated with Algorithms 5 and 4 respectively. Assume that
max
1≤i≤n
sup
θ∈Ω
| log(p(θ|xi))| ≤ C
for some 0 < C <∞. Then for A = A(n) ≥ 4C2n log(n),
sup
x∈Ω
‖K(Simp−Wide)A,n (x, ·)−K(MH−Wide)n (x, ·)‖TV ≤
2√
n
.
Remark 4.7. This gives a bound of the form (4.9).
Our next bound will let us show that K
(MH−Wide)
n inherits good properties From K(MH),
allowing us to prove bounds of the form (4.7). We need some additional technical assump-
tions:
Assumption 4.8 (Convergence of Log-Concave Distributions). Let {φn}n∈N be a sequence
of density functions on Rd and {sn}n∈N a sequence of positive numbers. Assume:
(1) Each density function φn is log-concave.
(2) limn→∞ sn =∞.
(3) There exists a density φ so that φn(sn ·)→n φ(·) in distribution.
(4) φ is a continuous function on its support.
(5) For any compact set X ⊂ Θ, c(X ) ≡ infx∈X φ(x) > 0.
Remark 4.9. This assumption will be applied to the stationary distribution of the kernels
K
(MH−Wide)
n , which are of the form φn(·) = p(·|(x1, . . . , xn))
1
m(n) , where {m(n)}n∈N is some
sequence of integers.
This assumption holds with probability 1 for many sequences of this form. The log-
concavity condition is strong but easy to check (it holds, e.g., if the model p(θ|x) and the
prior p(θ) are both Gaussian). The remainder of the assumption follows from an application
of the Bernstein-Von Mises theorem, whenever the Bernstein-Von Mises theorem holds and
{m(n)}n∈N satisfies limn→∞ m(n)n = 0. Note that stating our assumption in this way means
that it applies to models with posteriors that are not asymptotically Gaussian.
We can now state our convergence result (we suspect that this result is known, but could
not find it in the literature):
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Theorem 4.10 (Convergence of Markov Chain Paths). Let {φn}n∈N, {sn}n∈N and φ satisfy
assumption 4.8. Fix a symmetric proposal kernel L on Θ and define the kernel Ln(x,A) =
L(snx, snA) for all x ∈ Θ, A ⊂ Θ. Let K be the Metropolis-Hastings kernel with proposal
distribution L and target distribution φ. Let Kn be the Metropolis-Hastings kernel with
proposal distribution Ln and target distribution φn. Finally, fix T ∈ N and let {Xt}Tt=0,
{Yt}Tt=0 be Markov chains drawn from kernels Kn and K respectively, started at points xsn
and x respectively. Then
lim
N0→∞
sup
N0≤n
|P[(snX0, . . . , snXT ) ∈ A]− P[(Y0, . . . , Y0) ∈ A]| = 0
for any A ∈ ΘT+1.
Corollary 5. Set notation as in Theorem 4.10. Let τn be the mixing time of Kn and let τ
be the mixing time of K. For fixed A ⊂ Θ, let τn(A) be the mixing time of the trace of Kn
on A
sn
and let τ(A) be the mixing time of the trace of K on A. Then
lim
n→∞
τn = τ
lim
n→∞
τn(A) = τ(A).
Remark 4.11. This corollary can be applied for chains Kn = K
(MH−Wide)
n to obtain a bound
of the form (4.7). In the common situation that the mixing time τ in this corollary is infinite
but τ(A) is finite for all compact sets A, this corollary gives a useful bound of the form (4.7)
for a truncated copy of K
(MH−Wide)
n .
It is often easy to obtain bounds of the form (4.8), (4.10) directly based on the form of
the posterior:
Lemma 4.12. Let K(MH) and K
(MH−Wide)
n be the kernels associated with Algorithms 1 and
4, and let π(MH) and π
(MH−Wide)
n be their stationary distributions.
π(MH−Wide)n (θ) ∝ p(θ)
N∏
i=1
p(θ|xi) nN . (4.13)
Proof. This is clear from the definition of the Metropolis-Hastings chain K
(MH−Wide)
n . 
5. Other Analyses and Future Work
We discuss the sharpness of our bounds and mention some area for future work.
5.1. Large-Data Limit. We introduce an algorithm that serves as a ‘large-data limit’ of
the kernel K
(Simp−Wide)
1,n defined by Algorithm 5, and discuss how this algorithm is related to
our convergence bounds in Theorem 4 as well as a popular observation in the approximate
MCMC community.
Fix the ‘true’ parameter value θ∗ ∈ Θ and define the algorithm:
Denote by K
(Lim)
n the kernel associated with Algorithm 6. Under modest assumptions,
this kernel is the limit as N goes to infinity of the Kernel K
(Simp−Wide)
1,n defined by Algorithm
5:
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Algorithm 6 Infinite-Data Resampling MCMC
Initialize X1 = x.
for t = 1 to T do
Generate ℓt+1 ∼ L(Xt, ·) and ut ∼ U[0, 1].
sample x∗1, . . . , x
∗
n from p(·|θ∗), set ψ(ut, Xt, ℓt+1) = 1n log(ut p(Xt)L(Xt,ℓt+1)p(ℓt+1)L(ℓt+1,Xt)), and set
Λ∗(Xt, ℓt+1) = 1n
∑n
i=1 log(
p(x∗
i
|ℓt+1)
p(x∗
i
|Xt) ).
if Λ∗(Xt, ℓt+1) > ψ(ut, Xt, ℓt+1) then
set Xt+1 = ℓt+1.
else
set Xt+1 = Xt.
end if
end for
Lemma 5.1 (Limit of K
(Simp−Wide)
1,n ). Let data points x1, x2, . . . be an i.i.d. sequence drawn
from p(x|θ∗). For n ≤ N ∈ N, let {Xt}t≥0 be a Markov chain driven from the kernel
K
(Simp−Wide)
1,n and associated with the ordered sequence of data points {xi}Ni=1. Let {Yt}t≥0 be
a Markov chain driven by the kernel K
(Lim)
n . Assume that {Xt}t≥0, {Yt}t≥0 have the same
starting point X0 = Y0 = x ∈ Ω. Then for fixed T ∈ N and any measurable A ⊂ ΩT+1,
lim
N→∞
P[(X0, . . . , XT ) ∈ A] = P[(Y0, . . . , YT ) ∈ A].
Lemma 5.1 implies that K
(Simp−Wide)
1,n is a small perturbation of K
(Lim)
n for all N sufficiently
large, while Lemma 4.6 allowed us to conclude that K
(Simp−Wide)
A,n is a small perturbation of
K
(MH−Wide)
n only for A ≫ n. We point out that this means Lemma 5.1 can be used with
Theorem 4 to obtain better convergence rates for approximate MCMC algorithms in the
large-N limit.
Recall that the purpose of Lemma 4.6 was to obtain a bound of the form (4.9), to be
used in an application of Theorem 4. When it applies, Lemma 5.1 gives a bound of the
form (4.9) for kernel K˜(n) = K
(Simp−Wide)
1,n , rather than the more computationally expensive
kernel K
(Simp−Wide)
A,n studied in Lemma 4.6. This means that, in the large-N limit under which
Lemma 5.1 applies, it can be used to give a bound of the form (4.9) for a computationally
cheaper kernel, which in turn gives a better final convergence rate for Theorem 4.
Remark 5.2 (Open Question). We have proposed two families of ‘interpolating’ chains,
K
(Simp−Wide)
1,n and K
(Lim)
n , to be used in Theorem 4. Can we construct a sequence of interpo-
lating chains that gives better convergence rates, or are useful in a wider set of circumstances?
In addition to these theoretical considerations, Lemma 5.1 raises some practical questions.
The convergence rates given in Theorem 4 are, at best, the same as would be obtained by
simply picking a fixed subsample of size n ≈ √M and running the usual Metropolis-Hastings
algorithm for that subsample. We might ask: in the ‘big-data’ limit that N → ∞ and M
is large but fixed, why not simply pick a single subsample of the data and run the usual
Metropolis-Hastings algorithm for that subsample? The fact that changing the subsample
at every step is popular suggests that many practitioners believe it is a good idea, but to
our knowledge there have been no attempts to justify it.
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The following example suggests that the answer to this question is not completely straight-
forward:
Example 5.3 (Does Resampling Help?). Fix n ∈ N. Let p(θ) = N (0, σ2), let p(x|θ) =
N (x, 1) and let L(x, ·)N (x, 1
n
). Let x1, . . . , xn be an i.i.d. sample from N (0, 1), and let Kss
be the (random) kernel associated with Algorithm 1 and these parameters and data. Let
K
(Lim)
n be the kernel associated with Algorithm 6 and these parameters and data. Let πss
and π
(Lim)
n be their stationary distributions. Define f(x) = x2. It is easy to calculate πss:
πss = N ((σ−2 + n)−1(
n∑
i=1
xi), (σ
−2 + n)−1).
Integrating over x1, . . . , xn ∼ N (0, 1) gives
E[πss(f)] = n(σ
−2 + n)−2 + (σ−2 + n)−2 =
n + 1
(σ−2 + n)−2
.
It is harder to compute π
(Lim)
n directly. By simulation, we found that for σ = 1,
nπ(Lim)n (f) ≥ 1.4
for n large, while nE[πss(f)] ≈ 1. This suggests that, at least for this example, repeated
resampling hurts performance.
Remark 5.4 (Open Question). In what sense does repeat resampling help MCMC perfor-
mance, relative to picking a single subsample at the start of the run?
5.2. Sharpness of Perturbation Bounds. We point out that the bounds in Section 3 are
essentially sharp, but can be misleading for statistical examples. To emphasize our interest
in our perturbation bounds rather than the details of specific chains, both of our examples
deal only with Markov chains that give i.i.d. samples from their target distributions. In both
cases, we can calculate the approximation error exactly, rather than using approximations.
Example 5.5 (Improved Convergence Rates). Consider the target π(θ|{xi}Ni=1) = N
(∑
N
i=1 xi
N
, 1
N
)
with approximation πS(θ) = N
(∑
x∈S
x
|S| ,
1
N
)
for any subset (possibly with repetition) S of
{xi}Ni=1.
For any given computational budget M and subsample size n ≤ M,N , we drawn ⌊M
n
⌋
Monte Carlo samples to approximate θ as follows. Choose n points S = {x∗1, . . . , x∗n} uni-
formly at random with replacement from {xi}Ni=1. For 1 ≤ t ≤ Mn , then draw θt ∼ πS(θ). By
the usual decomposition of variance formula,
Var
( n
M
M
n∑
t=0
θt
)
= E
(
Var
( n
M
M
n∑
t=0
θt
∣∣∣S))+Var(( n
M
M
n∑
t=0
θt
∣∣∣St))
=
n
MN
+
1
n
.
In this setting, choosing n = min(M,N,
√
MN ) is optimal, giving the usual O
(
1√
M
)
con-
vergence rate as the computational resources M becomes large much more slowly than the
amount of data N . Although the details change, similar conclusions hold if the set S is
resampled at each time t, and also if sampling is done without replacement.
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Example 5.6 (Sharpness of Perturbation Bounds). To find simple examples for which the
M−
1
4 rate of convergence for estimates is correct, fix again a computational budget M .
Also fix a constant 0 ≤ n ≤ M,N that will stand in for the subsample size. For now, we
assume that M
n
is an integer, as this does not affect our conclusions. We define the measure
µn =
(
1− 1√
n
)
U[0, 1] + 1√
n
δ0, and view µn as an approximation of µ∞ = Unif[0, 1]. We
then consider a sequence of i.i.d. samples θ1, . . . , θM
n
from µn. We can exactly calculate the
mean-square error obtained by using the Monte Carlo samples {θt}
M
n
t=1 from µn to estimate
the mean of µ∞:
E
(( n
M
M
n∑
t=1
θt − 1
2
)2)
=
1
4n
+
n
3M
.
The optimal choice is n ≈
√
3
4
M , giving a decay rate of O
(
M−
1
4
)
. We can see here that
the cancellation that occurs in the previous example does not occur here.
This pair of examples shows that perturbation-theoretic bounds of the form given in
Section 3 cannot give a convergence rate that is much better than M−
1
4 , but that certain
(very simple) statistical examples seem to have much faster convergence rates.
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Appendix A: Proofs of Technical Results
5.3. Proofs for Section 3.
Proof of Lemma 3.3. By the triangle inequality and inequalities (3.2), (3.3),
Wd(K(x, ·), K˜(y, ·)) ≤Wd(K(x, ·), K(y, ·)) +Wd(K(y, ·), K˜(y, ·)) (5.1)
≤ (1− α)d(x, y) + δ
for any x, y ∈ X . Next, fix γ > 0 and assume that {Xt}t≥0 is started according to the
stationary distribution (that is, X0 ∼ π). By the definition of the Wasserstein distance, for
any 0 ≤ s < T it is possible to couple Xs+1, X˜s+1 given Xs, X˜s so that
E[d(Xs+1, X˜s+1)|Xs, X˜s] ≤ γ +Wd(K(Xs, ·), K˜(X˜s, ·)).
Combining this bound with inequality (5.1) and (3.1), it is possible to couple Xs+1, X˜s+1
given Xs, X˜s so that
E[d(Xs+1, X˜s+1)|Xs, X˜s] ≤ γ + (1− α)d(Xs, X˜s) + δ (5.2)
if Xs, X˜s ∈ X and so that
E[L(Xs+1)|Xs] ≤ (1− β)L(Xs) + B (5.3)
E[L(X˜s+1)|X˜s] ≤ (1− β)L(X˜s) + B
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otherwise. Define τ = sup{t ≥ 0 : Xt, X˜t ∈ X}. By the definition of the function L,
Wd(L(X˜T ), π) = E[d(XT , X˜T )1τ≥T ] + E[d(XT , X˜T )(1− 1τ≥T )] (5.4)
≤ E[d(XT , X˜T )1τ≥T ] + E[(L(XT ) + L(X˜T ) + 2cp)(1− 1τ≥T )]
To deal with the first term of inequality (5.4), inequality (5.2) implies
E[d(XT , X˜T )1τ≥T ] ≤ E[δ + γ + (1− α)E[d(XT−1, X˜T−1)1τ≥T ]] (5.5)
≤ . . .
≤ δ + γ
α
+ (1− α)TE(x).
To deal with the second term of inequality (5.4), we have by inequality (3.1) (and eliding
repeated use of the computation in inequality (5.5)):
E[(L(XT ) + L(X˜T ) + 2cp)(1− 1τ≥T )] (5.6)
≤ P[1 ≤ τ ≤ T − 1] sup
1≤t≤T−1
E[(L(XT ) + L(X˜T ) + 2cp)|τ = t] + E[(L(XT ) + L(X˜T ) + 2cp)1X0 /∈X ]
≤ 2P[1 ≤ τ < T − 1] sup
1≤t≤T
(
C(1− β)T−t + B
β
+ cp
)
+
(
2
B
β
+ (1− β)T (L(x) +D) + 2cp
)
P[X0 /∈ X ]
= 2P[1 ≤ τ < T − 1]
(
C + B
β
+ cp
)
+
(
2
B
β
+ (1− β)T (L(x) +D) + 2cp
)
P[X0 /∈ X ]
Applying bounds (5.5), (5.6) to inequality (5.4) gives
Wd(L(X˜T ), π) ≤ δ + γ
α
+ (1− α)TE(x) + 2
(
1− P[{Xt}T−1t=1 ∪ {X˜t}T−1t=1 ⊂ X ]
)(
C + B
β
+ cp
)
+
(
2
B
β
+ (1− β)T (L(x) +D) + 2cp
)
π(X c).
Letting γ go to 0 completes the proof of inequality (3.4). 
Proof of Corollary 1. Inequality (3.6) follows immediately from inequality (3.4). Inequality
follows from (3.6) by noting that
Wd(π˜, π) = lim
T→∞
Wd(L(X˜T ), π) ≤ lim
T→∞
(
δ
α
+ (1− α)TE(x)) = δ
α
.

Proof of Corollary 2. Applying the triangle inequality to inequality (3.8) τmix times, we have
sup
x∈Ω
‖K˜τmix(x, ·)−Kτmix(x, ·)‖TV < τmix δ.
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Thus, applying Corollary 1 to the thinned chains {Xk τmix}k≥0, {X˜k τmix}k≥0 yields
‖L(X˜k τmix)− π‖TV ≤
4δ
3
τmix + 4
−k, (5.7)
which immediately implies inequality (3.9). To prove inequality (3.10) from inequality (3.9),
note
‖π˜ − π‖ = lim
T→∞
‖L(X˜T )− π‖ ≤ lim
T→∞
(
4δ
3
τmix + 4
−⌊ T
τmix
⌋
) =
4δ
3
τmix.
Finally, we prove inequality (3.11). By inequalities (5.7) and (3.10), we have
‖L(X˜2τmix)− π˜‖TV ≤ ‖L(X˜2τmix)− π‖TV + ‖π − π˜‖TV
≤ 4δ
3
τmix + 4
−k +
4δ
3
τmix
<
1
4
.

We need the following bound for the proof of Theorem 3:
Lemma 5.7 (Drift Implies Concentration). Let K be the transition kernel of a Markov chain
satisfying inequality (2.2) and define M(C) = {x ∈ Ω : V (x) ≤ C}. Then
π(M(C)) ≥ 1− b
aC
.
Proof. Let {Xt}tgeq0 be a Markov chain with transition kernel K, started at stationarity, i.e.,
X0 ∼ π. Since Xℓ then has distribution π as well,
π(V ) = E[E[V (Xℓ)|X0]]
≤ E[(1− a)V (X0) + b]
= (1− a)π(V ) + b.
Thus, π(V ) ≤ b
a
and so by Markov’s inequality,
π(M(C)) ≥ 1− b
aC
.

We then apply this:
Proof of Theorem 3. Let πX and π˜X be the stationary distributions of the traces of {Xt}t≥0
and {X˜t}t≥0 on X ; they are given by πX (A) = π(A∩X )π(X ) and π˜X (A) = π˜(A∩X )π˜(X ) . We have
‖π − π˜‖TV = sup
A⊂Ω
|π(A)− π˜(A)| (5.8)
= sup
A⊂Ω
|π(A ∩ X ) + π(A ∩ X c)− π˜(A ∩ X )− π˜(A ∩ X c)|
≤ sup
A⊂Ω
(|π(A ∩ X )− π˜(A ∩ X )|+ π(A ∩ X c) + π˜(A ∩ X c))
≤ sup
A⊂Ω
|πX (A ∩ X )π(X )− π˜X (A ∩ X )π˜(X )|+ π(X c) + π˜(X c)
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≤ sup
A⊂Ω
|πX (A ∩ X )− π˜X (A ∩ X )|+ 2π(X c) + 2π˜(X c)
= ‖πX − π˜X‖TV + 2π(X c) + 2π˜(X c).
We now bound these three terms. By Corollary 2,
‖πX − π˜X‖TV ≤ 4δ
3
τmix. (5.9)
By Lemma 5.7,
π(X c) ≤ b
aC
, π˜(X c) ≤ b˜
a˜C
. (5.10)
Applying bounds (5.9) and (5.10) to inequality (5.8) completes the proof. 
Proof of Lemma 3.6. Let {Xt}t∈N be a chain evolving according to K˜. Then
E[V (Xt+1)|Xt = x] =
∫
z
(α˜(x, z)V (z) + (1− α˜(x, z))V (x))L(x, dz)
≤
∫
z
(α(x, z)V (z) + (1− α(x, z))V (x))L(x, dz)
+ δ
∫
z
(f(x, z)V (z) + f(x, z)V (x))L(x, dz)
≤ (1− a)V (x) + b+ δV (x) + δV (x)
= (1− a+ 2δ)V (x) + b.

5.4. Proofs from Section 4.
Proof of Lemma 4.2. Let τcoup = inf{t ≥ 0 : Xt = Yt} and let T = ⌊ Mc(K)⌋. By the construc-
tion of the chains {Xt}t≥0, {Yt}t≥0, we have
E (1)M (K, f) ≤ sup
g : Ω 7→[0,1]
sup
x∈Ω
Ex[(
1
T + 1
T∑
t=0
(g(Xt)− g(Yt)))2]
≤ sup
x∈Ω
Ex[(
1
T + 1
T∑
t=0
1Xt 6=Yt)
2]
= sup
x∈Ω
Ex[(
τcoup
T + 1
)2]
≤ 1
(T + 1)2
⌈ T+1
τmix
⌉∑
k=0
τ 2mix sup
x∈Ω
τmixP[τcoup > kτmix]
≤ 1
(T + 1)2
∞∑
k=0
τ 2mix(sup
x∈Ω
P[τcoup > τmix])
k ≤
(
τmix
T + 1
)2 ∞∑
k=0
2−k ≤ 2
(
τmix
T + 1
)2
.

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Proof of Theorem 4. Set n0 = min{n : C ′′′ n−c2 ≤ 9128C′τmix} and fix n0 ≤ n ≤ N . We
calculate:
EM(K˜(n), f) = E (1)M (K˜(n), f) + E (2)M (K˜(n), f) + E (3)M (K˜(n), f)
≤ 2(τ˜ (n)mix)2
⌊ M
n1+c1
⌋−2
+ 2τ˜
(n)
mixVarπ(n)(f)
⌊ M
n1+c1
⌋−1
+
16
9
(τ˜
(n)
mix)
2 sup
x∈Ω
‖K˜(n)(x, ·)−K(n)(x, ·)‖2TV + |π(f)− π(n)(f)|
≤ 2(C ′τmix)2
⌊ M
n1+c1
⌋−2
+ 2C ′τmixVarπ˜(n)(f)
⌊ M
n1+c1
⌋−1
+
16
9
(C ′τmix)
2n−2c2 + C ′′′n−c2
≤ 2(C ′τmix)2
⌊ M
n1+c1
⌋−2
+ 2C ′C ′′
τmix
n
⌊ M
n1+c1
⌋−1
+
16
9
(C ′τmix)2n−2c2 + C ′′′n−c2,
where the first inequality comes from Lemmas 4.2, 4.3 and 4.4, the second inequality comes
from Corollary 2 and assumptions (4.9), (4.7) and (4.10), and the last inequality comes from
assumptions (4.7) and (4.8).
Choosing n = ⌈M 12+c1 ⌈ to approximately optimize this bound gives inequality (4.12).

We need the following in the proof of Lemma 4.6:
Lemma 5.8. Let U ∼ Unif[0, 1]. Then for any −∞ < a < b ≤ 1 with |a− b| ≤ 1,
P[log(U) ∈ [a, b]] ≤ 3e
2
(b− a).
Proof. We have
P[log(U) ∈ [a, b]] = P[U ∈ [ea, eb]]
= (eb − ea) = eb(1− ea−b)
≤ eb((b− a) + 1
2
(a− b)2) ≤ 3e
2
(b− a).

We now apply it:
Proof of Lemma 4.6 . Fix x ∈ Ω. We will construct a coupling of θ1 ∼ K(MH−Wide)n (x, ·) and
θ2 ∼ K(Simp−Wide)A,n (x, ·) and show that P[θ1 6= θ2] ≤ 2√n .
To construct θ1, let ℓ ∼ L(x, ·) and u ∼ Unif[0, 1]. Then define the functions
ψ(x, y; v) =
1
n
log(v
p(x)L(x, y)
p(y)L(y, x)
) (5.11)
Λ(x, y; (z1, . . . , zk)) =
1
k
k∑
i=1
log(
p(zi|y)
p(zi|x))
Finally, we set
θ1 = ℓ, Λ(x, ℓ; (x1, . . . , xN)) > ψ(x, ℓ; u) (5.12)
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θ1 = x, otherwise.
Next, let x∗1, . . . , x
∗
An be a size-An sample without replacement from x1, . . . , xN . Using the
same variables ℓ, u as in equation (5.12), set
θ2 = ℓ, Λ(x, ℓ; (x
∗
1, . . . , x
∗
An)) > ψ(x, ℓ; u) (5.13)
θ2 = x, otherwise.
Let Λ1 = Λ(x, ℓ; (x
∗
1, . . . , x
∗
An)), Λ2 = Λ(x, ℓ; (x1, . . . , xN)) and ∆ =
1
n
log(p(x)L(x,y)
p(y)L(y,x)
). Under
the coupling given by equations (5.11) and (5.13),
P[θ1 6= θ2] = E[P[θ1 6= θ2|ℓ]]
= E[
∫ 1
0
P[({Λ(x, ℓ; (x∗1, . . . , x∗An)) > ψ(x, ℓ;λ)} ∩ {Λ(x, ℓ; (x1, . . . , xN)) < ψ(x, ℓ;λ)})
∪ ({Λ(x, ℓ; (x∗1, . . . , x∗An)) < ψ(x, ℓ;λ)} ∩ {Λ(x, ℓ; (x1, . . . , xN)) > ψ(x, ℓ;λ)})|ℓ]dλ]
≤ E[
∫ 1
0
P[|Λ1 − Λ2| ≥ |Λ2 − ψ(x, ℓ;λ)| |ℓ]dλ]
= E[
∫ 1
0
P[|Λ1 − Λ2| ≥ |Λ2 −∆− 1
n
log(λ)| |ℓ]dλ].
Using Theorem 1 of [BM+15], this gives
P[θ1 6= θ2] ≤ E[
∫ 1
0
P[|Λ1 − Λ2| ≥ |Λ2 −∆− 1
n
log(λ)| |ℓ]dλ]
≤ E[
∫ 1
0
exp(−C−2An|Λ2 −∆− 1
n
log(λ)|2)dλ]
≤ E[
∫
λ : |Λ2−∆− 1n log(λ)|2>
C2 log(n)
An
exp(−4C−2AnC
2 log(n)
An
)dλ] + P[|Λ2 −∆− 1
n
log(u)|2 ≤ C
2 log(n)
An
]
≤ exp(−4 log(n)) + P[|Λ2 −∆− 1
n
log(u)|2 ≤ C
2 log(n)
An
]
≤ n−4 + 1√
n
,
where the last line follows from Lemma 5.8. Since
‖K(Simp−Wide)A,n (x, ·)−K(MH−Wide)n (x, ·)‖TV ≤ P[θ1 6= θ2],
this completes the proof. 
Proof of Theorem 4.10. Define
α(x, y) = min(1,
φ(y)
φ(x)
)
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αn(x, y) = min(1,
φn(
y
sn
)
φn(
x
sn
)
),
the (rescaled) acceptance probabilities of Kn and K.
Fix a compact set C ⊂ Θ. We calculate
lim
n→∞
sup
x,y∈C
|α(x, y)− αn(x, y)| = lim
n→∞
sup
x,y∈C
|min(1, φ(y)
φ(x)
)−min(1, φn(
y
sn
)
φn(
x
sn
)
)|
≤ lim
n→∞
sup
x,y∈C
|φ(y)
φ(x)
− φ(y) + (φn(
y
sn
)− φ(y))
φ(x) + (φn(
x
sn
)− φ(x)) |
= lim
n→∞
sup
x,y∈C
(|φ(y)
φ(x)
− φ(y)
φ(x)
|+O((φn(
y
sn
)− φ(y))
c(X ) ) +O(
(φn(
x
sn
)− φ(x))
c(X ) ))
= 0,
where line 3 follows from part 5 of assumption 4.8 and line 4 follows from an application
of Theorem 2 of [CS+10] (whose assumptions are satisfied by parts 1-4 of assumption 4.8).
This limit implies
lim
n→∞
sup
x∈C,A⊂C
|Kn( x
sn
,
A
sn
)−K(x,A)| = 0. (5.14)
For M > 0, let B(M) = {x ∈ Θ : ‖x‖ ≤ M} and let τ(M) = inf{t ≥ 0 : Yt /∈ B(M)}.
Equation (5.14) implies that, for any fixed M > 0, there exists a coupling of {Xt}t≥0, {Yt}t≥0
that satisfies
lim
n→∞
P[(snX0, . . . , snXmin(T,τ(M)−1)) = (Y0, . . . , Ymin(T,τ(M)−1))] = 1. (5.15)
Since T is finite, we have
lim
M→∞
P[τ(M) ≤ T ] = 0.
Combining this with equality (5.15) gives
lim
n→∞
P[(snX0, . . . , snXT ) = (Y0, . . . , YT )] = 1,
completing the proof. 
5.4.1. Proofs from Section 5.2.
Remark 5.9. The following proof shows convergence of sample paths whenever n2T 2 =
o(N), under essentially no assumptions. Under the stronger assumption that, for each fixed
θ, p(θ|x) is bounded away from 0 and infinity uniformly in x, it is possible to show convergence
of sample paths under much weaker conditions (e.g. nT = o( N
log(N)
)).
Proof of Lemma 5.1. Fix N, T . Let x1, x2, . . . xN be the sequence of data points used as
parameters in K
(Simp−Wide)
1,n . For t ≥ 0 and 1 ≤ i ≤ n, let x∗t,i be the subsample chosen in
step 4 of Algorithm 5 and define x′nt+i = x
∗
t,i. Let σnt+i ∈ {1, 2, . . . , N} satisfy x′nt+i = xσnt+i .
Without loss of generality, we can assume that the points x1, . . . , xN are ordered so that
σ1 = 1 and
σj+1 ≤ max
1≤i≤j
σi (5.16)
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for all j ≥ 1.
Next, for t ≥ 0 and 1 ≤ i ≤ n, let yt,i be the n random variables chosen in step 4
of Algorithm 6 and define y′tn+i = yt,i. Finally, we couple the sequences x1, x2, . . . xN and
y′1, y
′
2, . . . so that xi = y
′
i for 1 ≤ i ≤ N . This is possible, since both sequences are i.i.d.
sequences drawn from the same distribution.
Next, we note that if σn(T+1) = n(T + 1), then by inequality (5.16) we also have σj = j
for all 1 ≤ j ≤ n(T + 1). However, if σj = j for all 1 ≤ j ≤ n(T + 1), we also have x∗t,i = yt,i
for all 0 ≤ t ≤ T and 1 ≤ i ≤ n. Finally, conditional on x∗t,i = yt,i for all 0 ≤ t ≤ T and
1 ≤ i ≤ n, it is clear that L(X0, . . . , XT ) = L(Y0, . . . , YT ). Thus, we have
|P[(X0, . . . , XT ) ∈ A]− P[(Y0, . . . , YT ) ∈ A]| ≤ 2P[σn(T+1) 6= n(T + 1)]
≤
n(T+1)∑
t=0
t
N
≤ n
2(T + 1)2
N
,
and so
lim
N→∞
|P[(X0, . . . , XT ) ∈ A]− P[(Y0, . . . , YT ) ∈ A]| ≤ lim
N→∞
n2(T + 1)2
N
= 0,
completing the proof. 
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