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Abstract
Let Q ∈ K[x1, . . . , xn] = S be a homogeneous polynomial of de-
gree d. The freeness of the logarithmic derivation module, D(Q), and
of its natural generalizations, has been widely studied. In the free case,
D(Q) ≃ ⊕n
i=1
S(−di) where the di’s are the exponents of the module;
and as a direct consequence of the Saito-Ziegler criterion, the formula
d =
∑
i
di holds. In this paper we give a generalization of this formula in
the non-free case. Moreover, we show that an equivalent formula is also
true in the quasi-homogeneous case, and show to what extent it can be
generalized for arbitrary polynomials.
MSC 2000: 13N15, 32S25.
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Introduction
Let K be a field of characteristic zero. Let us denote by S := K[x1, . . . , xn]
the ring of polynomials in n variables with coefficients in K. This ring is also
an infinite dimensional vector space over K. Let DerK(S) := {θ : S → S |
θ(ab) = aθ(b) + bθ(a)} be the module of the K-linear derivations of S. It
can be shown that DerK(S) is a free S-module with basis {∂1, . . . , ∂n}, where
∂i(g) :=
∂g
∂xi
. In other words, every derivation in S can be written in a unique
way in the form δ =
∑n
i=1 ai∂i with ai ∈ S.
Given a polynomial f ∈ S, a derivation δ ∈ DerK(S) is said to be a
logarithmic derivation with respect to f if δ(f) = hf for some h ∈ S. The set
of logarithmic derivations with respect to f is denoted by Der(−log f). It is
∗Partially supported by ERC Starting Grant TGASS, MTM2007-67908-C02-01 and “E15
Grupo Consolidado Geometr´ıa”.
†Partially supported by MTM2007-67908-C02-01, FQM-333 and “E15 Grupo Consolidado
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easy to check that Der(−log f) is a submodule of DerK(S). If f = gh, then
one has that
Der(−log f) = Der(−log g) ∩Der(−log h),
even if g and h do have common factors.
The previous definition does not distinguish between a polynomial and its
reduced. For this reason, it is convenient to define a slightly different module
as follows: let f = f e11 f
e2
2 · · · f err with fi irreducible for each i. Consider
D(f) :=
r⋂
i=1
D(fi; ei),
where D(g; k) = {δ ∈ DerK(S) | ∃h ∈ S, δ(g) = hgk}. This definition
coincides with the logarithmic derivation module when f is reduced, since
D(g, 1) := Der(−log g). We will call this module the (generalized) logarithmic
derivation module of f .
It is easy to prove that, when D(f) is free, its rank is n. The so-called
Saito criterion characterizes the bases of the module Der(−logf) when free.
Theorem 0.1 (Saito criterion [5, Th. 4.19]). Let f ∈ S be an arbitrary poly-
nomial, and let δ1, . . . , δn be derivations in D(f). The following statements
are equivalent:
1) {δ1, . . . , δn} is a basis of D(f).
2) det[δ1| · · · |δn] = c · f , for some c ∈ K∗.
Ziegler studied the module D(Q) for arrangements and gave a generaliza-
tion of the previous result in [8, p. 351].
The case when the module is free has been widely studied; particularly in
the setting of arrangements (see [4],[5],[6] among others) and in relation with
the logarithmic comparison theorem (a survey can be found in [7]).
When the polynomial Q is homogeneous of degree d the Saito-Ziegler crite-
rion allows us to decide algorithmically whether D(Q) is free as S-module. In
that case D(Q) ≃⊕ni=1 S(−di) where the numbers di are called the exponents
of the module and are precisely the degrees of a homogeneous basis. As a
consequence, we have that d =
∑n
i=1 di.
In this paper we will study the relationship between d and the graded betti
numbers when the module is not necessarily free, giving a general formula that
particularizes to the previous one in the free case. More precisely, the following
result will be proved (see notation in Section 3).
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Theorem 0.2. Let Q ∈ Su be a u-homogeneous polynomial with u ∈ Zn>0,
and v ∈ Zn a vector such that u+ v = (k, . . . , k) =: k · 1. Then D(u,v)(Q) is
a graded Su-submodule of D(u,v) = Der
(u,v)
K
(Su). Moreover, if
0←− D(u,v)(Q)←−
r0⊕
i=1
Su(−d0i )←− · · · ←−
rℓ⊕
i=1
Su(−dℓi)←− 0
is a (u,v)-homogeneous free resolution of D(u,v)(Q), then degu(Q) + |v| is
the alternating sum of the exponents that appear in the resolution. That is,
degu(Q) + |v| =∑ℓp=0(−1)p∑rpi=1 dpi .
In particular, taking a minimal free resolution, one has that
degu(Q) + |v| =
ℓ∑
p=0
(−1)p
∑
j∈Z
(j + p) bj,p,
where bj,p = bj,p(D
(u,v)(Q)) are the betti numbers of D(u,v)(Q) as (u,v)-
graded module.
The key step in the proof of this theorem is the interpretation of the
exponents that appear in a homogeneous free resolution of a graded module
in terms of its Hilbert-Poincare´ series.
The paper is organized as follows. In Section 1, we recall some notions
of graded modules, homogeneous free resolutions and graded betti numbers.
Section 2 contains the definition of the Hilbert-Poincare´ series and some ex-
amples that ilustrate how to compute it for the modules we are studying. In
section 3 we stablish conditions for the moduleD(Q) to be quasi-homogeneous
(and equivalenty, for the betti numbers to be well defined). The relationship
between the Hilbert-Poincare´ series and the betti numbers is discused in Sec-
tion 4. This relationship is used in Section 5 to prove the main result. Finally,
in Section 6 we show to what extent this result can be generalized for the
non-graded case.
1 Minimal Resolutions and Betti Numbers
The following two sections contain the definitions of some classical objects
that will be used later. Details can be found, for instance, in [1] or [3].
Definition 1.1. Let K be a field, and R a K-algebra. A graded structure on
R is a decomposition as K-vector space R =
⊕
n∈NRn such that Ri ·Rj ⊆ Ri+j .
An algebra is said to be graded when it admits a graded structure. In that
case, the subspaces Ri are called the homogeneous parts of R.
In particular, the following two cases of graded algebras will be used.
3
Example 1.2. The ring of polynomials S = K[x1, . . . , xn] is graded, being its
i-th homogeneous part precisely the space of the homogeneous polynomials of
degree i.
Example 1.3. The same ring S = K[x1, . . . , xn] admits different graded
structures by choosing a weight vector u = (u1, . . . , un) ∈ Zn>0, and choos-
ing as Si the vector space spanned by the monomials x
a1
1 · · · xann such that
a1u1 + · · · + anun = i. This structure reflects the idea that the variable xi
has degree ui. In this case, the polynomials that lie in Si are called quasi-
homogeneous with respect to u. We will use the notation Su to emphasize
that we are using this graded structure if necesary.
Let us recall the definition of graded module.
Definition 1.4. Let R =
⊕
n∈NRn be a graded K-algebra, and let M be a R-
module. A graded structure on M is a decomposition as K-vector space M =⊕
i∈ZMi such that Ri ·Mj ⊆Mi+j . As above, we call a module with a graded
structure a graded module, and the Mi will be called the homogeneous
parts of M .
A submodule N of a graded module M inherits the graded structure if
the homogeneous parts of each element of N are also in N . In that case, the
quotient M/N also inherits the graded structure.
Definition 1.5. Given two graded modules, M and N , a morphism ϕ :M →
N is said to be homogeneous of degree d if ϕ(Mi) ⊆ Ni+d.
Example 1.6. Given a graded module M and an integer number d, one can
define a new graded structure (denoted by M(d)) just by shifting the degrees
of M by d, that is M(d)i := Mi+d. In particular, if we consider S as module
over itself, the identity map S → S(−d) is a homogeneous morphism of degree
d.
Definition 1.7. Let R be a graded K-algebra and let M be a finitely generated
graded R-module. A homogeneous free resolution of M is a resolution
0←−M ←− F0 ϕ1←− F1 ←− · · · ←− Fk−1 ϕk←− Fk ←− · · ·
such that each Fk is a finitely generated free R-module,
Fk =
⊕
j∈Z
R(−j − k)bj,k ,
and each ϕk is a homogeneous morphism of degree 0.
Such a resolution is said to be minimal if ϕk(Fk) ⊂ mFk−1, being m the
ideal of R generated by homogeneous parts of positive degree. In this situation,
the numbers bj,k(M) are called the graded betti numbers of M and bk(M) =∑
j bj,k(M) = rank(Fk) is called k-th betti number of M .
A minimal resolution always exists, and the graded betti numbers are
independent of the chosen minimal homogeneous free resolution.
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2 Hilbert-Poincare´ Series
Definition 2.1. Let R be a graded K-algebra and let M be a graded R-module.
The formal series in t ∑
i∈Z
(dimKMi) · ti
is called the Hilbert-Poincare´ series of M , and will be denoted by HPM (t).
Example 2.2. If R = K[x] with the natural grading and we consider R as a
module over itself, we have that Ri = K · xi. In this case,
HPK[x](t) = 1 + t+ t
2 + · · · = 1
1− t .
Analogously, it can be proved that
HPK[x1,...,xn](t) =
1
(1− t)n .
The previous formula can be generalized to the quasi-homogeneous case as
follows.
Example 2.3. If Su = K[x1, . . . , xn] is endowed with the graded structure of
Example 1.3 (with a weight vector u = (u1, . . . , un) ∈ Zn>0), it is readily that
HPSu(t) =
1∏n
i=1(1− tui)
.
Note that t−dHPM (t) = HPM(d)(t). This fact, together with the well-
known fact that the Hilbert-Poincare´ series is an additive functor, allows us
to compute it for every module by looking at a graded free resolution.
The Hilbert-Poincare´ Series is related to the exponents as follows.
Remark 2.4. Let M =
⊕r
i=1 S
u(−di) be a free graded module. Then
HPM (t) =
∑r
i=1 t
di∏
i(1− tui)
.
In particular
[∏
i(1 − tui)HPM (t)
]′
(1) =
∑r
i=1 di.
The following result is due to Hilbert and can be found in the standard
literature (cf. [1], [3]).
Lemma 2.5. Let Su be as in Example 2.3, and I a u-homogeneous ideal of
Su. The order of the pole of HPSu/I(t) at t = 1 coincides with the Krull
dimension of the ring Su/I.
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3 Homogeneity of D(Q)
Throughout this section Q ∈ S will be a quasi-homogeneous polynomial with
respect to a vector u ∈ Zn>0 as in Example 1.3. We can give a graded structure
on DerK(S) in such a way that D(Q) is a graded S
u-submodule as follows.
The degree of a derivation is given by deg(ai∂i) = deg
u(ai) + vi where ai ∈
Su. That is, the partial derivatives ∂i have degree vi, and hence DerK(S) ≃⊕n
i=1 S
u(−vi) as a graded Su-module. We will denote this graded structure by
Der
(u,v)
K
(Su), or simplyD(u,v), where v = (v1, . . . , vn). If the graded structure
is not relevant, the vectors u,v will be omited.
In what follows we will see for which values of u and v the module D(Q)
turns out to be a graded Su-submodule of D(u,v).
Example 3.1. Let Q = x2 + y2 ∈ K[x, y] = S. It is u-homogeneous with
u = (u, u). Consider the Euler derivation E = x∂x + y∂y. Clearly E ∈ D(Q),
so if D(Q) is a graded submodule of D(u,v), the homogeneous parts of E must
also be in D(Q). Since x∂x, y∂y /∈ D(Q), the only way D(Q) can be graded is
if the Euler derivation is homogeneous, and hence the vector v must have the
form v = (v, v).
Example 3.2. Let Q = xe1ye2 ∈ K[x, y] = Su for some u ∈ Z2>0 and consider
the derivations δ1 = x
e1∂x, δ2 = y
e2∂y. Clearly δ1 and δ2 are derivations that
lie in D(Q). By Saito’s criterion, we can see that, in fact, {δ1, δ2} form a
basis of D(Q). Now for every v = (v1, v2) ∈ Z2 the module D(u,v)(Q) is a
graded submodule of Der
(u,v)
K
(Su).
Lemma 3.3. For all f ∈ S, one has AnnS(D/D(f)) = S〈f〉.
Proof. One of the inclusions is obvious since f · D ⊆ D(f). Let us consider
f = f e11 · · · f err the decomposition of f into irreducible factors and let g ∈
AnnS(D/D(f)). Then g ·D ⊆ D(f) and thus f eii divides gδ(fi) for all δ ∈ D
and for all i. To finish the proof it is enough to show that there exists δ ∈ D
such that δ(fi) and f
ei
i do not have common components for all i.
If f is x1-general then so is fi for all i and δ =
∂
∂x1
= ∂x1 can be chosen.
Otherwise there exists ϕ : S → S a change of coordinate such that ϕ(f) = g
where g is now x1-general. Let us denote gi = ϕ(fi) and ψ = ϕ
−1. Thus the
polynomials ∂gi∂x1 and g
ei
i do not have common factors and therefore ψ(
∂gi
∂x1
)
and ψ(geii ) = f
ei
i do not either. Note that
ψ
(
∂gi
∂x1
)
=
n∑
k=1
ψ
(
∂ϕ(xk)
∂x1
)
· ∂fi
∂xk
.
Hence δ =
∑
k ψ
(
∂ϕ(xk)
∂x1
)
∂xk verifies the aforementioned condition and the
claim follows.
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Recall that the dimension of a module is related to the dimension of its
annihilator. Specifically, the above result shows that the logarithmic derivation
module D(Q) always has dimension n− 1.
Lemma 3.4. Let Q ∈ (Su)d be a homogeneous polynomial of degree d and
δ ∈ (D(u,v))j a homogeneous derivation of degree j with u+ v = k · 1. Then
δ(Q) ∈ (Su)d+j−k, i.e. it is homogeneous of degree d+ j − k.
Proof. Assume Q = xα11 · · · xαnn = xα is a monomial with α ·u :=
∑
i αiui = d.
The general case follows obviously from this one. The derivation δ can be
written in the form δ =
∑
i hi∂xi where hi ∈ (Su)j−vi has degree j − vi. The
degree of hix
α−ei in Su is j − vi + (α − ei) · u = j − vi + d− ui = d+ j − k.
Hence δ(Q) =
∑
i αihix
α−ei ∈ (Su)d+j−k.
Proposition 3.5. Let Q ∈ S and u ∈ Zn. The following conditions are
equivalent:
1) The polynomial Q is quasi-homogeneous with respect to the weight vec-
tor u.
2) The module D(Q) is a graded Su-submodule of D(u,v) for all v ∈ Zn
with u + v = k · 1. That is D(Q) is homogeneous with respect to the
weight vector (u,v).
Proof. Assume Q is u-homogeneous of degree d and consider δ ∈ D(Q) ⊆
D(u,v). Let δ =
∑
j δj be the decomposition of δ into homogeneous parts, that
is δj ∈ (D(u,v))j . Let us consider Q = Qe11 · · ·Qerr the decomposition of Q into
irreducible factors and denote by di the degree of Qi. Then for each i there
exists hi with δ(Qi) = hiQ
ei
i . Every hi can be written as hi =
∑
j hij where
hij has degree j. Taking the homogeneous parts in the expression∑
j
hijQ
ei
i = hiQ
ei
i = δ(Qi) =
∑
j
δj(Qi) ∈ Su,
we have that δj(Qi) = hi,j−di(ei−1)−k · Qeii . In particular δj ∈ D(Q) for all j
and hence D(Q) is (u,v)-homogeneous.
Assume now that the condition (2) is satisfied. The u-homogeneity of
Q can be easily deduced from Lemma 3.4, since the annihilator of a graded
module is always a homogeneous ideal with the inherited graduation.
When these conditions hold, we will use the notation D(u,v)(Q) to empha-
size the graded structure.
Remark 3.6. Note that D(Q) can be computed using Gro¨bner bases in the
ring of polynomials S. If Q is quasi-homogeneous, all operations required in the
computation of D(Q) preserve the quasi-homogeneity. This actually provides
another proof for the first implication of Proposition 3.5.
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4 Interpretation in terms of Hilbert-Poincare´ series
Given a graded submodule M ⊆ D(u,v) = Der(u,v)
K
(Su), consider HPM (t) the
Hilbert-Poincare´ series of M . Now define χ(M) :=
[∏
(1− tui)HPM (t)
]′
(1) ∈
Z. The following properties of χ are a direct consequence of the properties
verified by the Hilbert-Poincare´ series.
Lemma 4.1. The invariant χ has the following properties:
• χ is additive,
• χ(Su(−d)) = d,
• χ(D(u,v)) = |v| := v1 + · · ·+ vn.
From now on, u = (u1, . . . , un) ∈ Zn>0 and v = (v1, . . . , vn) ∈ Zn will be
vectors such that D(u,v)(Q) is a graded Su-submodule of D(u,v). The purpose
of this section is to reduce Theorem 0.2 to the computation of χ(D(u,v)(Q)).
The following two results achieve this.
Proposition 4.2. Let Q ∈ Su be a quasi-homogeneous polynomial and con-
sider D(u,v)(Q) ⊆ D(u,v) its module of logarithmic derivations. Suppose that
0←− D(u,v)(Q)←−
r0⊕
i=1
S(−d0i )←− · · · ←−
rℓ⊕
i=1
S(−dℓi)←− 0 (1)
is a free homogeneous resolution of D(u,v)(Q). Then χ(D(u,v)(Q)) is the al-
ternating sum of the exponents that appear in (1). That is, χ(D(u,v)(Q)) =∑ℓ
p=1(−1)p
∑rp
i=1 d
p
i .
Proof. Take Fp =
⊕rp
i=1 S(−dpi ) for 0 ≤ p ≤ ℓ. Since χ is additive, it is readily
seen that χ(D(Q)) =
∑l
p=0(−1)p χ(Fp). On the other hand,
χ(Fp) = χ
( rp⊕
i=1
S(−dpi )
)
=
rp∑
i=1
χ
(
S(−dpi )
)
=
rp∑
i=1
dpi
and the claim follows.
Corollary 4.3. Let bj,p = bj,p(D(Q)) be the graded betti numbers of D
(u,v)(Q)
with respect to the grading given by (u,v). Then
χ(D(u,v)(Q)) =
ℓ∑
p=0
(−1)p
∑
j∈Z
(j + p) bj,p,
Proof. If the resolution of Proposition 4.2 is minimal, then, by definition of
betti numbers, Fp =
⊕rp
i=1 S(−dpi ) =
⊕
j∈Z S(−j − p)bj,p . Applying χ to the
previous equality one obtains that
∑
i d
p
i =
∑
j(j + p) bj,p.
In the next section we will see that χ(D(u,v)(Q)) = deg(Q) + |v|.
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5 Computation of the invariant χ(D(u,v)(Q))
The following lemma is key for the computation of χ(D(u,v)(Q)).
Lemma 5.1. Let I ⊆ Su be a homogeneous ideal. If I contains two poly-
nomials with no common factors, then there exists H(t) ∈ Z[t] such that∏
i(1− tui)HPSu/I(t) = (1− t)2H(t). In particular χ((Su/I)(−d)) = 0.
Proof. The Hilbert-Poincare´ series of Su/I can always be written asHPSu/I(t) =
(1 − t)(n−s) · G(t)/∏(1 − tui) where G(1) 6= 0 and s = dim(Su/I). We want
to prove that n− s ≥ 2. Since √I contains two polynomials without common
components n− 2 ≥ dim(Su/√I) = dim(Su/I) = s.
For the last statement, note that
∏
i
(1− tui)HP(Su/I)(−d)(t) = td(1− t)2H(t),
and [td(1− t)2H(t)]′(1) = 0.
Lemma 5.2. Let M be a graded submodule of D(u,v) and consider Mi =
M + Su〈∂1, . . . , ∂i〉 for i = 0, . . . , n. (M0 =M, Mn = D(u,v)). Then
χ(D(u,v)/M) =
n∑
i=1
χ(Mi/Mi−1).
Proof. Recall that, given three modules, N ⊂M ⊂ L we can define the short
exact sequence 0 → M/N → L/N → L/M → 0 given by inclusion and
projection respectively. Since Mi−1 ⊂Mi ⊂ D(u,v) we get that
0 −→Mi/Mi−1 −→ D(u,v)/Mi−1 −→ D(u,v)/Mi −→ 0, i = 1, . . . , n.
Moreover, all the morphisms are homogeneous of degree 0. Now we can use
these exact sequences and the additivity of χ to obtain the required expression
(recall that M0 =M , Mn = D
(u,v)).
χ(D(u,v)/M) = χ(M1/M0) + χ(D
(u,v)/M1) =
= χ(M1/M0) + χ(M2/M1) + χ(D
(u,v)/M2) =
...
= χ(M1/M0) + · · ·+ χ(Mn/Mn−1) + χ(D(u,v)/Mn) =
=
n∑
i=1
χ(Mi/Mi−1)
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Proposition 5.3. Let Q1 and Q2 ∈ S be two quasi-homogeneous polynomials.
If Qred1 and Q
red
2 have no common factors, then χ(D
(u,v)(Q1)+D
(u,v)(Q2)) =
|v|.
Proof. Let M = D(u,v)(Q1) + D
(u,v)(Q2); consider the modules Mi = M +
Su〈∂1, . . . , ∂i〉, i = 0, . . . , n. We will prove that χ(Mi/Mi−1) = 0, i = 1, . . . , n.
Using Lemma 5.2 and the additivity of χ we get that χ(M) = χ(D(u,v)) =∑
χ(Su(−vi)) = |v|.
Now observe that
Mi
Mi−1
=
Mi−1 + S
u〈∂i〉
Mi−1
∼= S
u〈∂i〉
Su〈∂i〉 ∩Mi−1
∼= S
u
Ii
(−vi), i = 1, . . . , n.
The first isomorphism comes from the (Second) Isomorphism Theorem, and
the second one is induced by the identification Su〈∂i〉 ∼= Su(−vi). Particularly
Ii is the image of S
u〈∂i〉 ∩Mi−1 by the morphism Su〈∂i〉 → Su(−vi) given
by h∂x 7→ h for h ∈ Su. These two morphisms are homogeneous of degree 0
because ∂i has degree vi.
The derivation Q1∂i is clearly in D
(u,v)(Q1) ⊆ M ⊆ Mi−1. Therefore
Q1∂i ∈ Su〈∂i〉∩Mi−1 and hence Q1 ∈ Ii. For the same reason Q2 is also in Ii.
We have just proved that Ii is a homogeneous ideal that contains two polyno-
mials without common factors. By Lemma 5.1 and the previous isomorphisms
χ(Mi/Mi−1) = χ((S
u/Ii)(−vi)) = 0.
Theorem 5.4. χ(D(u,v)(Q)) = degu(Q) + |v|.
Proof. If Q is a constant polynomial, then D(u,v)(Q) = D(u,v) and the result
is a direct consequence of Lemma 4.1.
Now assume that Q has a positive degree, and let Q = Qe11 · · ·Qerr its
irreducible factor decomposition. We shall complete the proof by induction
on r.
r = 1 . Let M = D(u,v)(Q) = D(u,v)(Qe11 ) and consider the modules
Mi = M + S
u〈∂1, . . . , ∂i〉, i = 0, . . . , n. We will prove that χ(Mi/Mi−1) = 0,
for i = 2, . . . , n and that χ(M1/M) = −d. By Lemma 5.2, this would prove
that χ(D(u,v)/M) = −d and, by Lemma 4.1, χ(M) = d+ |v|.
Without loss of generality, we may assume that Q1 is x1-general of order
deg(Q1).
Take i ∈ {2, . . . , n}. As in the proof of Proposition 5.3 we have the follow-
ing graded isomorphisms:
Mi
Mi−1
=
Mi−1 + S
u〈∂i〉
Mi−1
∼= S
u〈∂i〉
Su〈∂i〉 ∩Mi−1
∼= S
u
Ii
(−vi), i = 1, . . . , n,
where Ii is the image of S
u〈∂i〉 ∩Mi−1 by the graded morphism Su〈∂i〉 →
Su(−vi) given by h∂i → h. It is clear that Qe11 ∂i ∈ D(u,v)(Qe11 ) =M ⊆Mi−1.
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This implies Qe11 ∂i ∈ Su〈∂i〉 ∩Mi−1 and hence Qe11 ∈ Ii. On the other hand,
the derivation ∂Q1∂xi ∂1−
∂Q1
∂x1
∂i ∈M . Since ∂1 ∈Mi−1 one obtains that ∂Q1∂x1 ∂i ∈
Mi−1 and thus
∂Q1
∂x1
∈ Ii. (Note that this last statement is not necessarily true
for i = 1, since in general ∂1 /∈ M = M0). From the assumption that Q1 is
x1-general of order deg(Q1), one obtains that Q
e1
1 and
∂Q1
∂x1
have no common
factors. By Lemma 5.1 it follows that χ(Mi/Mi−1)) = χ((S
u/Ii)(−vi)) = 0.
Let us now study the case i = 1, that is, we are interested in the module
M1/M . Analogously M1/M ∼= Su〈∂1〉/Su〈∂1〉 ∩M . Let us see that Su〈∂1〉 ∩
M = Su〈Q∂1〉. It is clear that Q∂1 ∈ M = D(u,v)(Q). Let us suppose that
δ = h∂1 ∈ M with h ∈ Su. Then there exists h1 ∈ Su such that h∂Q1∂x1 =
h∂1(Q1) = h1Q
e1
1 . Since Q
e1
1 and
∂Q1
∂x1
have no common factors, it follows
that Qe11 divides h. So χ(M1/M) = χ(S
u〈∂1〉/Su〈∂1〉 ∩M) = χ(Su〈∂1〉) −
χ(Su〈∂1〉 ∩M) = χ(Su〈∂1〉)− χ(Su〈Q∂1〉) = v1 − (v1 + d) = −d.
< r → r . Suppose Q = Qe11 Q2 where Q1 y Q2 have no common fac-
tors, and by induction hypothesis, suppose the result is true for Q2. Clearly
D(u,v)(Q) = D(u,v)(Qe11 ) ∩D(u,v)(Q2). The additivity of χ implies
χ(D(u,v)(Q)) = χ(D(u,v)(Qe11 ))+χ(D
(u,v)(Q2))−χ(D(u,v)(Qe11 )+D(u,v)(Q2)).
The first term of the sum is deg(Qe11 ) + |v| for the case r = 1, the second
one is deg(Q2)+ |v| by induction hypothesis and the last one is |v| because of
Lemma 5.3.
Remark 5.5. One always has that ∂Q∂xi∂x1−
∂Q
∂x1
∂xi ∈ D(Q) and hence ∂Q∂x1 , Q ∈
Ii, i = 2, . . . , n. Therefore when Q is reduced, since D(Q) and Der(−log Q)
coincide, no induction is needed.
We have proved the main result of this paper. Now assume that Q is a
u-homogeneous polynomial and D(u,v)(Q) is a graded module. From Propo-
sition 3.5, D(u,v+1)(Q) is also graded. Applying Theorem 5.4 to these two
modules, we obtain:
χ(D(u,v+1)(Q))− χ(D(u,v)(Q)) = |v + 1| − |v| = n.
Let us compute χ(D(u,v)(Q)) using a free resolution 0 ← D(u,v)(Q) ←
F• ← 0 . On the other hand, the resolution 0 ← D(u,v+1)(Q) ← F•(−1) ← 0
can be used to compute χ(D(u,v+1)(Q)). The difference between both resolu-
tions is that the Su(−i) of the first one appear as Su(−i−1) in the second one.
So, when computing the alternating sum we obtain that
∑
p≥0(−1)prk(Fp) =
n. That is, the alternating sum of the ranks of a free homogeneous resolution
must be equal to the number of variables.
Remark 5.6. The previous statement can also be proved as follows:
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Since K(S) the fraction field of S is a flat S-module, the rank of a finitely
generated S-module M defined as rk(M) = K(S)⊗SM is an additive function.
If M = D(u,v)(Q) and we take a free homogeneous resolution
0←M ← F• ← 0
then rk(M) =
∑
p≥0(−1)prk(Fp). Using the inclusion QD(u,v) ⊂ D(u,v)(Q) ⊂
D(u,v) and the flatness of the S-module K(S) one can verify that
n = rk(D(u,v)(Q)) =
∑
p≥0
(−1)prk(Fp).
Note that when the weight vector u contains both positive and negative
entries, the graded parts of the module have infinite dimension, and hence the
Hilbert-Poincare´ series is not well defined. That is why the proof of Theo-
rem 0.2 cannot be generalized. Nevertheless, computational evidence suggests
that the result is also true in this case. There are some infinite families of
polynomials (such as the free ones, and those of the form F = G · H where
G satisfies the theorem and H defines a hyperplane arrangement) for which
alternative proofs exist. This justifies the following conjecture.
Conjecture 5.7. Theorem 0.2 also holds for aribtrary weight vector u ∈ Zn.
6 Towards the General Case
When f ∈ S is not quasi-homogeneous, the module of logarithmic derivations
is not graded and thus the exponents and the graded betti numbers of D(f)
are not well defined. In this section we show what can be expected in this
general setting. Let us start with an example in dimension 3.
Example 6.1. Consider f = x2z+ y3+ z4 ∈ K[x, y, z] = S. A free resolution
of D(f) can be efficiently computed with, for instance, the computer algebra
system Singular [2].
0←− D(f) ϕ0←− S(−1)⊕ S(−2)⊕ S(−3)⊕ S(−3) ϕ1←− S(−5)←− 0 (2)
Although D(f) is not graded and therefore the resolution is not homoge-
neous, the notion of degree makes sense. Thus we write ϕ0 : S(−1)⊕S(−2)⊕
S(−3)⊕S(−3) −→ D(f) to emphasize that D(f) is generated by four elements
of degrees 1, 2, 3, 3. In other words, ϕi is compatible with the usual filtration
given by the degree of a polynomial, that is, ϕi(m) has degree ≤ k if m has
degree ≤ k, in the corresponding free graded S-module.
Note that the alternating sum of the degrees that appear in the above res-
olution is the degree of f . However, replacing the basis {e1, e2, e3, e4} of the
12
first free module by {e1 + e2, e2, e3, e4}, one obtains a new free resolution of
D(f) where the first free module is S(−2) ⊕ S(−2)⊕ S(−3)⊕ S(−3) and the
rest being the same. Now the alternating sum is different from the degree of
the polynomial.
The previous example tells us that Theorem 0.2 can not be stated for any
resolution of D(f) when f is not quasi-homogeneous. We shall show that it
is always possible to find a resolution such that the alternating sum of some
“exponents” equals the degree of the polynomial and also we will see how to
compute such a resolution starting from a system of generators of D(f).
6.1 Some Well-known Results on Homogenization
Let us denote by Sh = K[x1, . . . , xn, h] = S[h] the ring of polynomials in n+1
variables. Here we consider on Sh the classical graded structure given by the
degree of a polynomial, see Example 1.2. On (Sh)k the graded structure is the
one induced by Sh considering that the elements in the canonical basis have
degree zero.
Given M a S-submodule of Sk and m ∈M , we denote by mh ∈ (Sh)k the
homogenization of m with respect to h. The homogenization of a module is
given by Mh := Sh〈mh | m ∈ M〉. Note that if {m1, . . . ,mr} is a system of
generators of M , then 〈mh1 , . . . ,mhr 〉 is in general strictly contained in Mh.
Lemma 6.2. The following properties about homogenization are satisfied.
1) (mh)|h=1 = m.
2) Given ξ ∈ (Sh)k homogeneous, ∃ℓ ∈ N such that hℓ(ξ|h=1)h = ξ.
3) (M ∩N)h =Mh ∩Nh.
4) Let {m1, . . . ,mr} be a Gro¨bner basis of M with respect to a graded mono-
mial ordering. Then Mh = Sh〈mh1 , . . . ,mhr 〉.
In the sequel we will make use of this lemma without an explicit reference.
6.2 Computing χ(D(f)h)
Lemma 6.3. D(fh) ∩ Sh〈∂x1 , . . . , ∂xn〉 = D(f)h.
Proof. Let f = f e11 · · · f err be the decomposition of f into irreducible factors.
Let us denote F = fh and Fi = f
h
i . Consider δ =
∑n
i=1Ai∂xi ∈ D(fh) with
Ai ∈ Sh homogeneous of the same degree. There exist G1, . . . , Gr ∈ Sh such
that
∑n
i=1Ai
∂Fj
∂xi
= Gj · F ejj , for all j = 1, . . . , r. Substituting h = 1, one
deduces that δ|h=1 belongs to D(f) and hence δ = h
ℓ(δ|h=1)
h ∈ D(f)h.
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Now take δ ∈ D(f). Then δ(fj) = gj ·f ejj for some gj ∈ S, j = 1, . . . , r. We
have that δh(Fi) = h
ℓiδ(fi)
h = hℓighi F
ei
i ∈ 〈F eii 〉. This means that δh ∈ D(F )
and the proof is complete.
Theorem 6.4. χ(D(f)h) = d.
Proof. Let us first assume that f = f e11 is x1-general of order d, the degree
of the polynomial. Thus F = fh is also x1-general. From Theorem 5.4,
χ(D(F )) = d. The invariant χ of Sh〈∂x1 , . . . , ∂xn〉 is zero, since the module is
isomorphic to Sh(0)n. We have already seen in the proof of Theorem 5.4 that
χ
(
DerK(S)/(D(F ) + S
h〈∂x1 , . . . , ∂xn〉)
)
= 0. Hence we have,
χ(D(f)h) =χ(D(fh) ∩ Sh〈∂x1 , . . . , ∂xn〉) = χ(D(F )) + χ(Sh〈∂x1 , . . . , ∂xn〉)−
− χ(D(F ) + Sh〈∂x1 , . . . , ∂xn〉) = d+ 0− 0 = d.
Suppose the result is true for f and g with no common factors. Then
χ(D(fg)h) =χ(D(f)h ∩D(g)h) = χ(D(f)h) + χ(D(g)h)−
− χ(D(f)h +D(g)h) = deg(f) + deg(g) − 0.
6.3 The Homogenization of a Resolution
Let M be an S-submodule of D ≃ Sn and consider a free resolution 0 ←
M ← F• ← 0. As in Example 6.1, each free module can be written as
Fp =
⊕rp
i=1 S(−dpi ) in such a way that ϕp : Fp → Fp−1 respects the filtration
given by the degree. Consider F hp =
⊕rp
i=1 S
h(−dpi ) for p ≥ 0, F h−1 = Mh and
define
ϕhp : F
h
p −→ F hp−1 : ei 7→ ϕhp(ei) := ϕp(ei)h ,
where ϕp(ei)
h is the homogenization of ϕp(ei) in the free module F
h
p−1 =⊕rp−1
i=1 S
h(−dp−1i ). Thus one can obtain a new sequence of homogeneous mor-
phisms of degree zero
0←−Mh ϕ
h
0←− F h0
ϕh
1←− · · · ϕ
h
ℓ←− F hℓ ←− 0
which a priori does not define a resolution of Mh.
Proposition 6.5. Using the above notation, we have that (kerϕp)
h = kerϕhp
and imϕhp ⊆ (imϕp)h, that is, the homogenization of the given resolution
becomes a complex. Moreover if imϕhp ⊇ (imϕp)h holds, then this complex is
a homogeneous free resolution of Mh.
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Proof. Consider a ∈ kerϕp, then ϕp(a) = 0. Thus ϕhp(ah) is a homogeneous
element in F hp−1 which is zero after making the substitution h = 1 and therefore
is zero. Conversely, let ξ ∈ F hp a homogeneous element such that ϕhp(ξ) = 0.
Then ϕp(ξ|h=1) = ϕ
h
p(ξ)|h=1 = 0. Hence ξ = h
ℓ(ξ|h=1)
h ∈ (kerϕp)h.
The second part of the statement is obvious.
As a conclusion of the previous discussion we can algorithmically obtain a
resolution of D(f) which satisfies Theorem 0.2 without any assumption on f .
Compute a resolution of D(f) with respect to a degree monomial ordering and
homogenized the resolution in order to obtain a resolution of D(f)h following
Proposition 6.5. Finally, apply Theorem 6.4 and the additivity of χ.
Example 6.6. Here we continue with Example 6.1. The following is the
matrix expression of the morphisms in the resolution (2).
ϕ0 =

 9x 3y
2 9z3 0
8y −2xz −2xy 4z3 + x2
6z 0 −6xz −3y2

 ; ϕ1 =


xy2
−12z3 − 3x2
4y2
−6xz


It can be checked that D(f)h = (imϕ0)
h = imϕh0 and thus the resolu-
tion verifies the conditions in Proposition 6.5 and thus Theorem 0.2 holds.
However, replacing the basis {e1, e2, e3, e4} of the first free module by {e1 +
e2, e2, e3, e4}, one obtains a new free resolution of D(f) whose matrix expres-
sion becomes
ψ0 =

 9x+ 3y
2 3y2 9z3 0
8y − 2xz −2xz −2xy 4z3 + x2
6z 0 −6xz −3y2

 ; ψ1 =


−xy2
xy2 + 12z3 + 3x2
−4y2
6xz

 .
Now imψh0 + (imψ0)
h and Proposition 6.5 does not apply.
Acknowledgements
We would like to thank Enrique Artal for their constant support and motiva-
tion in our work over the years. Also we wish to express our gratitude to Jose´
Ignacio Cogolludo for his proofreading and constant advise.
The authors are partially supported by the Spanish project MTM2007-
67908-C02-01 and “E15 Grupo Consolidado Geometr´ıa” from the government
of Arago´n. Also first author is partially supported by the ERC Starting Grant
TGASS and second author is partially supported by FQM-333.
15
References
[1] David Eisenbud. Commutative algebra, volume 150 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 1995. With a view toward alge-
braic geometry.
[2] G.-M. Greuel, G. Pfister, and H. Scho¨nemann. Singular 3.1.0
— A computer algebra system for polynomial computations. 2009.
http://www.singular.uni-kl.de.
[3] Gert-Martin Greuel and Gerhard Pfister. A Singular introduction to com-
mutative algebra. Springer-Verlag, Berlin, 2002.
[4] Peter Orlik and Hiroaki Terao. Arrangements of hyperplanes, volume 300
of Grundlehren der Mathematischen Wissenschaften [Fundamental Prin-
ciples of Mathematical Sciences]. Springer-Verlag, Berlin, 1992.
[5] Kyoji Saito. Theory of logarithmic differential forms and logarithmic vector
fields. J. Fac. Sci. Univ. Tokyo Sect. IA Math., 27(2):265–291, 1980.
[6] Hal Schenck and Stefan O. Tohaneanu. Freeness of conic-line arrangements
in P2. Comment. Math. Helv., 84(2):235–258, 2009.
[7] Tristan Torrelli. Logarithmic comparison theorem and D-modules: an
overview. In Singularity theory, pages 995–1009. World Sci. Publ., Hack-
ensack, NJ, 2007.
[8] Gu¨nter M. Ziegler. Multiarrangements of hyperplanes and their freeness. In
Singularities (Iowa City, IA, 1986), volume 90 of Contemp. Math., pages
345–359. Amer. Math. Soc., Providence, RI, 1989.
16
