Abstract. Total variation (TV) regularization is popular in image restoration and reconstruction due to its ability to preserve image edges. To date, most research activities on TV models concentrate on image restoration from blurry and noisy observations, while discussions on image reconstruction from random projections are relatively fewer. In this paper, we propose, analyze, and test a fast alternating minimization algorithm for image reconstruction from random projections via solving a TV regularized least-squares problem. The per-iteration cost of the proposed algorithm involves a linear time shrinkage operation, two matrix-vector multiplications and two fast Fourier transforms. Convergence, certain finite convergence and q-linear convergence results are established, which indicate that the asymptotic convergence speed of the proposed algorithm depends on the spectral radii of certain submatrix. Moreover, to speed up convergence and enhance robustness, we suggest an accelerated scheme based on an inexact alternating direction method. We present experimental results to compare with an existing algorithm, which indicate that the proposed algorithm is stable, efficient and competitive with TwIST [3] -a state-of-the art algorithm for solving TV regularization problems.
1. Introduction. Image restoration and reconstruction play important roles in medical and astronomical imaging, image and video coding, file restoration, and many other applications. Letū ∈ R n 2 be an original n × n image, A ∈ R m×n 2 be a linear operator, and f ∈ R m be an observation which satisfies the relationship f = N(Aū) ∈ R m , ( 1) where N(·) represents a noise contamination or corruption procedure. Given A, image restoration and reconstruction extractū from f , which is either under-determined (m < n 2 ) or ill-possed (e.g., deconvolution/deblurring), making classical least-squares approximation alone not suitable. To stabilize recovery, regularization technique is frequently used, giving a general reconstruction model of the form min u Φ reg (u) + µΦ fid (Au − f ), (1.2) where Φ reg (u) promotes solution regularity such as smoothness and sparseness, Φ fid (Au − f ) fits the observed data by penalizing the difference between Au and f , and µ > 0 balances the two terms for minimization. The choice of Φ fid (·) depends on different noise, e.g., the squared ℓ 2 penalty is usually used for Gaussian additive noise, while the ℓ 1 penalty is more appropriate for certain non-Gaussian noise, e.g., salt-and-pepper noise. Throughout this paper, we assume that N(·) represents an additive Gaussian noise contamination and thus set Φ fid (·) = · to its linear penalty on differences between adjacent pixels. The most widely studied TV model for image deconvolution (in which case A ∈ R n 2 ×n 2 is a convolution matrix) is
where D i ∈ R 2×n 2 denotes the local finite difference operator (with ceratin boundary conditions) at pixel i, and i D i u 2 is a discretization of the TV of u. In this paper, we propose, analyze and test a fast alternating minimization algorithm for solving (1.3) , in which A is a compressive sensing encoding matrix (m < n 2 ) and does not have structures.
In the following of this section, we review briefly compressive sensing ideas and algorithms, which provide theoretical guarantee for image reconstruction via solving (1.3), examine some existing algorithms for relevant TV problems, and describe the contributions and organization of this paper. Throughout this paper, we refer to (1.3) as TV/L 2 .
Compressive sensing -ideas and algorithms. Compressive sensing (CS)
is an emerging methodology in digital signal processing brought to the research forefront by Donoho [11] , Candès, Romberg and Tao [6, 7] , and has attracted intensive research activities in the past few years. In a nutshell, CS first encodes a sparse signal (possibly under certain sparsifying basis) through hardware devices into a relatively small number of linear projections and then reconstructs it from the limited measurements. Letx ∈ R n be the sparse signal that we wish to capture, i.e., the number of nonzeros inx is much less than its length n, and b = Ax represent a set of m (usually much smaller than n) linear projections ofx. Under certain desirable conditions, it is shown that with high probability the basis pursuit problem
yields the sparsest solution of the linear system Ax = b, see [12] . More often than not, b contains noise, in which case certain relaxation is desirable. For white Gaussian noise, the most widely used models are the basis pursuit denoising problem 5) where, roughly speaking, µ > 0 is inversely proportional to the noise level, and its variants. Since most signals of interests are sparse or nearly sparse (called compressible) under certain basis, the CS idea has extremely wide applications. Recent results show that stable reconstruction can be obtained provided that A possesses certain randomness. It has been clear from [41] that for almost all random matrices the exact recoverability is approximatively identical. Moreover, exact recoverability is attainable when A contains randomly taken rows from orthonormal matrices, e.g., partial Fourier which arises from magnetic resonance imaging [22] .
In the application of CS, matrix A is large and dense. Furthermore, in certain applications A contains structures that allow fast matrix-vector multiplication, e.g., A is a partial Fourier matrix as in MRI. These features make traditional powerful optimization approaches such as interior point methods not suitable. In comparison, first-order algorithms that depend on merely matrix-vector multiplications are more desirable.
Therefore, in the last few years numerous algorithms have been proposed for recovering sparse signals via solving certain ℓ 1 -norm regularized problems including (1.4), (1.5) and thier variants. Several well-known approaches in this area include the gradient projection method [15] , the fixed-point continuation method [19] , the spectral projected gradient method [30] , and the Bregman iterative method [24, 40, 25, 4, 5] . More recent algorithms can be found in [2, 8, 35 , 37].
Some existing algorithms for TV/L
2 . The advantage of TV regularization compared with
Tikhonov-like [29] regularization in recovering high quality image is not without a price. The nondifferentiability of TV causes the main difficulty. In addition, problems arising from signal and image reconstruction are usually large scale and ill-possed, which further make TV models difficult to be solved efficiently. Since the introduction of TV regularization, many algorithms have been proposed for solving (1.3) and its variants.
In the pioneer work [27] , a time-marching scheme was used to solve a partial differential equation system, which in optimization point of view is equivalent to a constant step-length gradient descent method. This time-marching scheme suffers slow convergence especially when the iterate point approaches the solution set. Another well-known method is the linearized gradient method proposed in [31] for denoising and in [32] for deblurring, which solves the Euler-Lagrangian equation via a fixed-point iteration. At each iteration of the linearized gradient method, a linear system needs to be solved, which makes the per-iteration cost extremely expensive especially when the problem becomes more ill-conditioned. To overcome the linear convergence of first-order methods, the authors of [31] incorporated Newton method to solve (1.3), which achieved superlinear convergence at the cost of solving a large linear system at each iteration. Another important approach for TV problems is the iterative shrinkage/thresholding (IST) method [13, 14, 28] . In [3] , Bioucas-Dias and Figueiredo introduced a two-step IST (TwIST) algorithm, which exhibits much faster convergence than the primary IST algorithm for ill-conditioned problems. We note that IST-based algorithms require to solve a TV denoising subproblem at each iteration which requires its own iterations.
Despite the progress have been achieved, algorithms for solving (1.3) are still much slower than those for Tikhonov regularization problems. Recently, a fast TV deconvolution (FTVd) method is proposed in [33] , which makes full use of problem structures (both A and finite difference operators have circulant structures under proper boundary conditions) and thus converges very fast. FTVd solves a penalty approximation of
where, for each i, w i ∈ R 2 is an auxiliary variable and β > 0 is a penalty parameter. The advantage of considering (1.6) is that it leads to fast and efficient alternating minimizations for deconvolution problems.
The numerical results given in [33] indicates that FTVd is much faster than the lagged diffusivity method in [31] , which is known to be efficient previously. For more details on the FTVd algorithm and its performance, see [33] . Given the practical efficiency of FTVd, this split and penalty idea has been extended to multichannel image restoration in [36] , impulsive noise elimination in [38] and medical reconstruction from partial Fourier coefficients in [39] . More algorithms for TV/L 2 problem can be found in [9, 10, 21, 23, 26, 34] and references therein.
1.3. Contributions. The purpose of this paper is to develop a fast algorithm for solving (1.3), where A is a general linear operator. Specifically, we are interested in compressive sensing encoding matrices in which case A contains smaller or even much smaller number of rows than columns. As is stated above, problem (1.6) admits fast alternating minimization when A is a convolution matrix. As a matter of fact, the minimization of (1.6) with respect to w i , i = 1, 2, . . . , n 2 , reduces to n 2 two-dimensional problems (no matter what A is), which can be solved easily and exactly in linear time. However, different from deconvolution problems, A does not have structures in our stated case. Consequently, the solution of u-subproblems can not utilize any fast transforms. In this paper, we first introduce a fast alternating minimization scheme for solving (1.6), which recurs to linearization and proximal techniques when solving the u-subproblems. Under quite reasonable technical assumptions, we show that the proposed algorithm converges globally to a solution of (1.6). Moreover, we establish q-linear convergence results which indicate that the q-linear factor depends on the spectral radius of certain submatrix. Clearly, the solution of (1.6) well approximates that of (1.3) only when β is sufficiently large, which causes numerical difficulties in computation. To overcome this drawback, we introduce an inexact alternating direction method, which accelerates the convergence of the alternating minimization approach and converges to a solution of (1.3) without driving β to infinity. Since the proposed algorithms solve (1.6) and (1.3) with a CS encoding matrix, we name the resulting algorithms FTVCS. We present experimental results and compare with TwIST [3] . The comparison results indicate that FTVCS is fast and efficient and performs comparable with the state-of-the art algorithm TwIST.
1.4. Notation and organization. Now, we define our notation. For scalars α i , vectors v i , and matrices M i of appropriate sizes, i = 1, 2, we let α = (
and
and D (2) be the two first-order finite difference matrices in horizontal and vertical directions, respectively. As is used before,
2 is a two-row matrix formed by stacking the ith row of D (1) on that of D (2) . Throughout this paper, we let
ρ(T ) be the spectral radius of matrix T , and P(·) be the projection operator under Euclidean norm. The inner product of two vectors will be denoted by u, v . In the rest of this paper, we let · = · 2 , and without misleading we abbreviate
as i . Additional notation will be introduced when it occurs. The paper is organized as follows. In Section 2.1, we introduce our alternating minimization algorithm FTVCS and study its convergence properties. An accelerated scheme of FTVCS is proposed in Section 2.2 by incorporating an inexact alternating direction technique. Numerical results in comparison with TwIST are presented in Section 3. Finally, we conclude the paper in Section 4.
2. Proposed algorithms. The task of this section is to construct our algorithm for solving (1.3). As is stated above, our interest in this paper concentrates on CS encoding matrices, i.e., A ∈ R m×n 2 with m ≪ n.
The non-smoothness of TV causes the main difficulty. Similar as in [33] , we first consider the approximation problem (1.6) and then propose an inexact alternating direction method for the solution of (1.3).
Alternating minimization.
The introduction of auxiliary variables w in (1.6) makes it easy to apply alternating minimization. It is easy to see that, for fixed u, the minimization of (1.6) with respect to w reduces to the following two-dimensional problems min wi∈R 2
for which the unique minimizers are given by the two-dimensional shrinkage formula
where the convention 0 · (0/0) = 0 is followed. On the other hand, for fixed w, the minimization of (1.6) with respect to u is a least squares problem, and the corresponding normal equations are given by
or equivalently, 
where 
For fixed w (or w), the minimization of (2.5) with respect to u is equivalent to
where we recall that D = (D (1) ; D (2) ). Under the periodic boundary conditions for u, the coefficient matrix in (2.6) can be diagonalized easily by FFT. Consequently, the solution of (2.6) can be accomplished by two FFTs (including one inverse FFT). To sum up, our alternating minimization algorithm, named fast total variation decoding from compressive sensing measurements or FTVCS, is described below.
Algorithm 1 (FTVCS).
Input f , A and µ, β, τ > 0. Initialize u 0 = f and k = 0.
While "not converged", Do 1) Compute w k+1 according to (2.2) for fixed u = u k .
2) Compute u k+1 according to (2.6) for fixed w = w k+1 .
3) k = k + 1.
End Do To establish the convergence of FTVCS, we need the following technical assumption.
, where N (·) represents the null space of a matrix. Assumption 1 is a quite loose condition and commonly used in the convergence analyses of similar studies, see e.g., [33] . Under Assumption 1, we have the following convergence results. 
denotes the spectral radius of A ⊤ A, the sequence {(w k , u k )} generated by Algorithm 1 from any starting point
Theorem 2.2. Suppose the sequence {(w k , u k )} generated by Algorithm 1 converges to (w * , u * ). Then, we have w
Theorem 2.3. Under the conditions of Theorem 2.1, the sequence {u k } generated by Algorithm 1 converges to {u * } q-linearly.
The proofs of Theorems 2.1, 2.2 and 2.3 are given in Appendix A.
2.
2. An accelerated scheme based on inexact alternating direction method. It is well-known that problem (1.6) well approximates (1.3) only when β is sufficiently large. However, it is generally difficult to determine theoretically how large a β value must be to attain a given accuracy. In this section, we present an inexact alternating direction method (ADM), which converges to a solution of (1.3) without requiring β goes to infinity.
First, we review briefly the idea of ADM pioneered in [17, 18] . The classical ADM is designed to solve the following structure optimization problem:
where θ 1 : R s → R and θ 2 : R t → R are functions, and H is a s × t matrix. Given z k ∈ R t and p k ∈ R s , the ADM iterates as follows 10) where σ > 0 is a parameter. In (2.8), p k is the Lagrangian multiplier and σ severs as a penalty parameter.
It can be shown that, under quite reasonable assumption, (2.8) converges to a solution of (2.7) for any fixed σ > 0, see [17, 18] .
We now consider the model (1.3) in its equivalent form min u,w i
The augmented Lagrangian problem of (2.11) is given by min u,w i 12) where, for each i, λ i ∈ R 2 is the Lagrangian multiplier attached to w i = D i u. Inspired by the ADM iterations, for given (u k , w k , λ k ), we obtain the next triplet (u k+1 , w k+1 , λ k+1 ) as follows. First, for fixed u k and λ k , the minimization of (2.12) with respect to w is equivalent to min wi∈R 2
the solutions of which are given by
Second, for fixed w k+1 , u k and λ k , the minimization of (2.12) with respect to u is approximated by linearizing 14) where g k is defined in (2.4). It is easy to show that the normal equations of (2.14) are of the form
Under the periodic boundary conditions, the exact solution of (2.15) can be attained by two FFTs. Finally, λ is updated via
We note that the linearization technique makes the u-subproblem of (2.12) is solved inexactly. Therefore, we name the above iterative framework as an inexact ADM or IADM, which is summarized below.
Algorithm 2 (IADM).
While "not converged", Do 1) Compute w k+1 according to (2.13) for fixed λ = λ k and u = u k .
2) Compute u k+1 according to (2.15) for fixed λ = λ k and w = w k+1 .
3) Update λ via (2.16) and set k = k + 1.
End Do
We have the following convergence results for Algorithm 2.
Theorem 2.4. Under Assumption 1, the sequence {(w k , u k )} generated by Algorithm 2 from any starting point (w 0 , u 0 ) converges to a solution of (2.11).
A closer examination shows that Algorithm 2 is related to the proximal ADM of He et al. [20] for solving monotone variational inequalities. Hence, the global convergence is followed directly, see Appendix B for details.
Numerical experiments.
In this section, we present numerical results to illustrate the feasibility and efficiency of FTVCS and its accelerated variant IAMD. All experiments were accomplished in Matlab 2009a running on a PC (Intel Pentium(R) 4, 1.6 GHz, 1.0GB SDRAM) with Windows XP operating system. As usual, we measure the quality of reconstruction by relative error to the original imageū, i.e.,
In the following, we first present primary experimental results to show the feasibility of both algorithms, and then compare both algorithms with TwIST -a state-of-the-art algorithm for solving (1.
3), to demonstrate their efficiency.
Test on FTVCS and IADM.
In the first experiment, we present reconstruction results of both algorithms to illustrate their feasibility for solving (1.3). We used a random matrix with independent identical distributed Gaussian entries as CS encoding matrix and tested the Shepp-Logan phantom image, which has been widely used in simulations for TV models. Due to storage limitations, we tested the image size 64 × 64. The sample ratio in this test is 30%, which are selected uniformly at random. Besides, we added Gaussian noise of zero mean and standard deviation σ = 0.001. Similar as in FTVd [33] , we implemented FTVCS with a continuation scheme on β to speed up convergence. Specifically, we tested the β-sequence {2 4 , 2 5 , 2 6 , 2 7 } and used the warm-start technique. In IADM, the value of β is fixed to be 8. In both algorithms, the weighting parameter µ was set to be 200. Both algorithms were terminated when the relative change between successive iterates fell below 10 −3 , i.e.,
The original image, the initial guess, and the reconstructed ones by both algorithms are listed in Figure 3 .1.
As is shown in Figure 3 .1, both algorithms perform favorably and produce faithful recovery results in a few seconds. We note that the per-iteration cost of both algorithms is one shrinkage operation, two matrixvector multiplications and two FFTs. The results also indicate that the inexact ADM approach described in Algorithm 2 is indeed more efficient than the penalty approach FTVCS described in Algorithm 1 in the sense that better recovery results were obtained in less CUP seconds. To closely examine the convergence behavior of both algorithms, we present in Figure 3 . TwIST is designed to solve
where J (·) is a general regularizer, which can be either the ℓ 1 -norm or the TV semi-norm, as well as others.
In the comparison, we used partial discrete cosine transform (DCT) matrix as CS encoder, i.e., the m rows of A were chosen uniformly at random from the n × n DCT matrix. Since the DCT matrix is implicity stored as fast transforms, this enables us to test larger images. We used the default parametric settings for TwIST and terminated it as the relative change in objective function values fell below tol = 10 −3 . The parameters in IADM were set as follows: τ = 1.9 and β = 2 6 . To obtain higher quality images, we used more stringent stopping tolerance and terminated IADM when u k − u k−1 ≤ 5 × 10 −5 u k−1 was satisfied.
We first compared IADM with TwIST using the Shepp-Logan phantom benchmark image of size 128 × 128. We randomly selected 30% DCT coefficients and added Gaussian noise of mean zero and standard deviation 0.001. Table 3 .2 reports the detailed results of both algorithms for different values of µ, where RE, Obj, Iter and Time represent, respectively, the relative error of the reconstructed image to the original one, the final objective function value, the number of iterations, and the consumed CPU time in seconds.
It can be seen from Table 3 .2 that, for both algorithms, the number of iterations becomes larger and larger as µ increases, and as a result longer CPU time is consumed. For larger µ, the performance of both algorithms deteriorates, while the resulting relative errors were not improved. For µ between 500 and 7000, IADM always obtained comparable or higher recovery quality than TwIST. For µ between 500 and 1000, IADM is also faster than TwIST. In terms of final function values, IADM obtained slightly smaller ones than those of TwIST.
Besides the Shepp-Logan phantom image, we also tested Cameraman, Lena, Boat, Sailboat, as well as two brain images. In this experiment, we simply set µ = 500 and keep all other parameters unchanged. The original and the recovered images by TwIST and IADM are given in Given the promising performance of IADM and the wide applications of TV models, we believe that it is worthwhile to further accelerate IADM via certain line search strategy. In both FTVCS and IADM, we used a linearization technique and FFTs to obtain a new point. A possible improvement is to solve the usubproblem of (2.12) by using certain gradient methods, e.g., gradient descent method with BB steplengths [1] and non-monotone line search. This should be interesting for further investigations.
i.e., S applies 2D shrinkage to each pair (u i ; v i ), for i = 1, 2, . . . , N . From the definition of s(·), it is easy to see that (2.1) or (2.2) can be rewritten as w i = s(D i u). The following result shows that the operator s is non-expansive.
Lemma A.1 ([33] ). For any a, b ∈ R 2 , it holds that
Since the objective function in (1.6) is convex, bounded below, and coercive (i.e., its goes to infinity as (w, u) → ∞), it has at least one minimizer (w * , u * ) that cannot be decreased by the alternating minimization scheme (2.2)-(2.3) and thus must satisfy
By using the shrinkage operator, we can rewrite the iteration of Algorithm 1 as
In the following, we show that (A.3) converges to (A.2). The following matrices will be used in our analysis:
Assumption 1 ensures the non-singularity of M , while H −1 is always well defined under the circumstance.
Simple manipulation shows that H − M = η 2 T , where η µ βτ . With these definitions, (A.2) and (A.3) can be, respectively, simplified as
To further simplify the above equations, we define
Hence, the solution and iteration systems can be, respectively, rewritten as
where "•" denotes operator composition. Furthermore, we define
Then (A.4) and (A.5) become
Proof. Given (w 1 ; v 1 ) and (w 2 ; v 2 ), it holds that
where "≤" comes from the non-expansive of s(·) and
It is easy to verify that
Recall that we require 0 < τ < 2/λ max (A ⊤ A), which ensures the positive semi-definiteness of
Therefore,
which shows that q(w; v) is non-expansive.
Lemma A.3. Equality holds in (A.6) if and only if
Proof. We note that in the proof of Lemma A.2 there exist three "≤". Thus, equality holds in (A.6) only when all the three inequalities become "=". For simplicity, we let dw = w 1 − w 2 and dv = v 1 − v 2 .
1. The first "≤" becomes "=" if and only if 
where the first equality is from the definition of q(·; ·); the second one is from (A.8), the definition of p and (A.7); the third one is from the definition of T ; and the final one is from A ⊤ dv = 0. This completes the proof.
Corollary A.4. Suppose (w * ; v * ) is a fixed point of q, i.e., (w * ; v * ) = q(w * ; v * ). Then for any (w; v) it holds q(w; v) − q(w * ; v * ) < (w; v) − (w * ; v * )
unless (w; v) is also a fixed point of q(·; ·). Based on the above lemmas, now we are ready to give the proofs of Theorems 2.1, 2.2 and 2.3.
Proof. (Theorem 2.2) First, the convergence of (w k , u k ) to (w * , u * ) can be established using exactly the same arguments as in Theorem 3.4 in [33] . The convergence of u k to u * follows from the convergence of w k to w * and v k to v * . Therefore, we omit the details. 
