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RESUMO
Este trabalho foca em potenciais melhorias de aproximações numéricas e eficiência para a si-
mulação de sistemas com materiais complexos, tais como tecidos biológicos. Estes materiais
possuem comportamento visco-elasto-plástico sujeito a grandes deformações e dano. Nesse
sentido, foca-se no desenvolvimento de modelos visco-elasto-plásticos fracionários com incor-
poração de dano. Derivadas fracionárias são operadores integro-diferenciais que possuem um
núcleo de convolução seguindo uma lei da potência (power-law), e naturalmente descrevem o
comportamento associado de relaxação/fluência observados em um grande quantidade de mate-
riais denominados materiais moles. O sistema resultante de equações diferenciais fracionárias
no tempo é discretizado implicitamente, e algoritmos de mapeamento de retorno fracionários
são propostos, que generalizam as versões clássicas quando a ordem fracionária tende à ordem
inteira. Os algoritmos são incorporados em códigos de elementos finitos de maneira simples.
Também foca-se no uso de elementos finitos de alta ordem, e para obter melhor eficiência, bases
de mínima energia foram desenvolvidas, juntamente com diagonalização simultânea das matri-
zes de massa e rigidez. Este procedimento permite obter números de condição praticamente
constantes para as matrizes dos elementos usando polinômios de interpolação de alta ordem.
Os mesmos são de simples implementação em códigos de elementos finitos, e neste trabalho
faz-se o uso da plataforma (hp)2-FEM, nas versões serial e paralela. O uso de bases de mínima
energia permitiu uma redução significativa do tempo de solução do sistema linear de equações
para problemas estruturais transientes, lineares e não-lineares, utilizando integrações temporais
explícita e implícita.
Palavras-chaves: Equações diferenciais fracionárias; Viscoplasticidade; Método dos elementos
finitos.
ABSTRACT
This work focuses on the potential improvement of the numerical approximation and efficiency
to simulate systems with complex materials, such as biological tissues. Such materials have
visco-elasto-plastic behavior, subject to large strains, and undergo damage. In this sense, we fo-
cus on the development of fractional-order visco-elasto-plastic models, incorporating damage
effects. Fractional-order derivatives are integro-differential operators that consider a power-law
convolution kernel, and naturally describe the power-law behavior observed in the viscous re-
laxation/creep of soft materials, as well as the power-law hardening. The resulting system of
time-fractional differential equations is discretized in a fully implicit fashion, and we develop
generalized, fractional-order return mapping algorithms that recover their classical counterparts
as the fractional orders approach integer values. The algorithms are incorporated in finite ele-
ment codes in a straightforward way. We also make use of high-order finite element schemes,
and develop efficient, high-order, minimum energy bases in conjunction with simultaneous di-
agonalization procedures for mass and stiffness matrices, in order to obtain almost constant
condition numbers for the element mass and stiffness matrices, when using high-order interpo-
lating polynomials. This scheme is straightforward to implemented in finite element codes, and
we incorporated it in the high-order finite element framework (hp)2-FEM in serial and parallel
versions. The minimum energy procedure allowed a significant reduction in the linear system
solution times for transient, linear and nonlinear structural problems, using explicit and implicit
time integration.
Keywords: Fractional differential equations; Viscoplasticity; Finite element method.
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1 INTRODUCTION
The overall course of this PhD thesis is motivated by the use of more accurate and
efficient procedures for modeling the behavior of structures with complex material behavior and
geometry. Our interest in particular regards the simulation of degenerative myopia in the human
eye.
1.1 Motivation: Simulation of degenerative myopia
Myopia is a medical condition resulting from the elongation of the eyeball, trans-
lating the focal point to the front of the retina, which results in a blurred image (GENEST,
2010). This is the most common eye condition, affecting around one billion people worldwide
(XIAOJUN et al., 2008). Degenerative myopia is mostly associated to myopic eyes with more
than −6.00 diopters and axial lengths of the eye greater than 26mm (WARD, 2013). Among
the observed cases of myopia, there is a correlation between the excessive axial length and an
enlarged vitreous chamber (MCBRIEN; ADAMS, 1997). On the other hand, it is less common
to occur as consequence of complications involving the cornea or lens (MCBRIEN; GENTLE,
2003). Moreover, degenerative myopia is associated with the development of other disorders,
such as posterior staphylomas, retinal detachment, schisis and macular degeneration. An illus-
tration of the structures of the human eye with description of the separate structures is presented
in Fig.1.1.
Figure 1.1 – Schematics of the human eye (DAVSON, 2017).
The exact mechanisms for the axial elongation of the eye are still unknown, but
some theories have been proposed. Of particular interest is the mechanical theory, which sug-
gests that the eyeball deforms significantly due to stresses induced by the intraocular pressure
(IOP) and the ocular muscles, resulting in higher scleral deformations (GREENE, 1980). Stud-
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ies also suggest that it is correlated with reduced scleral thickness, particularly at the posterior
pole of the eye (CURTIN; KARLIN, 1971). In this sense, if loads acting in the eyeball are suffi-
ciently high, combined with a thinner corneal-scleral layer, which makes it geometrically softer
than usual, there may be a higher probability of permanent deformations (JOHNSTON, 1991).
Among the several usual complications of myopia, retinal detachment is character-
ized by the separation between the retina and choroid (Figure 1.2a), which compromises the
vascularization of the retinal tissue, leads to cell degeneration and may results in blindness if
untreated (LIU et al., 2013). The most common type is rhegmatogenous (JOHNSTON, 1991),
characterized by a rupture in the retina being pulled by the vitreous, with liquid from the vit-
reous filling the subretinal space, detaching it from the choroid (BRINTON; WILKINSON,
2009). Clinical studies indicate that approximately 40% to 55% of patients with retinal detach-
ment also have myopia. Moreover, patients with higher degrees of myopia are under increased
risk (LIU et al., 2013). However, the retinal detachment diagnosis is not always effective im-
mediately after the trauma and it is usual to detect it several months after the occurrence (COX
et al., 1966).
Another effect caused by the eyeball elongation is the formation of posterior staphy-
loma at the macular region, which is a protrusion of the sclera due to the local weakening in
the elongation process. In this sense, the neurosensory retina, retinal pigment epithelium and
choroid get thinner to accommodate the expanding area (YANOFF; DUKER, 2011). The in-
teraction of forces between the vitreous, retinal layers and sclera splits the retina in two parts,
characterizing the schisis (GALVEIA et al., 2013). This phenomenon is observed in CT scans
as a thickening of the retina followed by the retinal layer separation (Figure 1.2b). This disease
can be congenital, acquired or secondary to conditions such as myopia, trauma and vascular
disorders. The retinal schisis has a considerably high prevalence on myopic individuals, and is
one of the causes of vision loss on these patients since the portion of sensory retinal is separated
from the ganglion (VILELA; COLOSSI, 2011). The mechanism proposed for retinal schisis in
high myopia involves the following factors: the inner retinal layers have plastic behavior with
hardening, resulting in increased stiffness compared to the external ones and the sclera at the
posterior pole of high myopic individuals is more prone to protrusion, forming a staphyloma
(GALVEIA et al., 2013) (Figure 1.2b).
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(a) Human eye. (b) Retinal schisis
Figure 1.2 – (a) Retinal detachment (BRINTON; WILKINSON, 2009) (b) Staphiloma and reti-
nal schisis as a consequence of myopia (Image provided by Dr. Alexandre Souto).
In this sense, we believe that the simulation of the progress of myopia is an inter-
esting problem, given its global incidence and the several possible outcomes of the disease over
extended periods of time. Having precise numerical models and the history of patient-specific
data would allow simulating a seamless transition from the beginning of the myopia (with close
to normal axial length) to the development of pathological myopia (significant increase in ax-
ial length), until a possible aggravated outcome, such as a detachment, or schisis. Therefore,
such accurate simulations would be useful for predicting such pathologies, and important in the
decision-making process of performing a surgical intervention ahead of time.
In the course of this PhD work, in a joint project with Tatiana Thompson (under-
graduate student at the time), and Alexandre Souto, M.D. (Retinal Diagnostic Center, Campinas
- SP), simulations of the axial length growth induced by myopia were conducted (MELLO et
al., 2016), based on a validated eye geometry from the literature (LIU et al., 2013) and material
parameters identified for hyperelastic material models, also from the available literature (LIU
et al., 2013; WOLLENSAK; SPOERL, 2004a; UCHIO et al., 1999). The idea of the simulation
was to assign material models with distinct properties to each structure of an axisymmetric,
finite element model in ABAQUS, and impose prescribed displacements in the axial direction,
based on axial lengths available from patient specific data from the Retinal Diagnostic Center.
Figure 1.3 illustrates the geometry of the eye discretized with quadrilateral ele-
ments in the undeformed and deformed configurations. The finite elements in this case use
second-order interpolating functions for the displacements and linear functions for the pressure
interpolation. In this case, the deformed shape corresponds to the application of prescribed dis-
placement of 2mm along the front part (cornea), and the posterior part (sclera). The region of
interest for the analysis is the effect over the retina and the sclera in the posterior part of the eye.
The strains and retinal thickness are analyzed (Figure 1.4), in order to verify if the strain levels
are close to rupture (WOLLENSAK; SPOERL, 2004a), and if the variation in retinal thickness
is similar to the experimentally observed in patient-specific data with the same axial length.
23
(a) Emmetropic eye. (b) Myopic eye.
Figure 1.3 – Eye geometry before (emmetropic) (a) and after (myopic) (b) the application of
prescribed displacements (2mm). The red dots are demarcating the limits between
the retina and the cilliary body. We observe a significant change of shape in the
















Figure 1.4 – Logarithmic strains in the posterior part of the retina (MELLO et al., 2016). The
strain peaks are in the range of plastic strains, compared to the experimental results
obtained from tensile tests (WOLLENSAK; SPOERL, 2004a)
Table 1.1 presents the variation of retinal thickness for three different patients, cor-
responding to different prescribed displacements to simulate three different cases of myopia.
Two of the patients are diagnosed with retinal schisis, and the obtained variation in thickness









1 0.281 0.295 4.98
2 0.295 0.303 2.71
3 0.307 0.323 5.21
Table 1.1 – Relative error for the simulated retinal thickness (MELLO et al., 2016). We observe
that the obtained relative errors for computing the variation in thickness in the end
of the simulation were as small as 2.71%, for a patient with myopia and diagnosed
with retina schisis.
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Although we believe good results were achieved in the simulations, many assump-
tions on the model limit its usage to other applications. The main assumptions are the consider-
ation of a quasi-static process, since myopia takes years to develop. However, transient effects
could be taken into account, for instance, to simulate the mechanical impact on myopic eyes, to
assess how the disease affects the structure under sudden loads. The motivation for this relies
on the fact that individuals with myopia are more prone to complications resulting from blunt
trauma compared to individuals with healthy eyes (BRINTON; WILKINSON, 2009). In that
setting, the time-dependent nature of the tissues must be considered, adding to the top of the
computational cost on simulating the dynamic process. Another important fact is that several
structures of the eye, such as the vitreous are affected by aging (BRINTON; WILKINSON,
2009), and change their mechanical properties over the time and course of myopia. Further-
more, biological cells and soft matter in general are known to show memory-dependent viscous
effects, also experiencing time-dependent plastic behavior (visco-plasticity) (CRAIEM; AR-
MENTANO, 2007; CRAIEM et al., 2008; DOEHRING et al., 2005). Some of the requirements
and challenges related to the aforementioned discussion are presented in the next section.
1.2 Requirements for the numerical simulations
Some of the main requirements for conducting accurate and efficient simulations of
pathological myopia, and in a more general setting, bio-mechanical systems, are illustrated in
Figure 1.5 and described below:
Figure 1.5 – Some requirements for the simulation of myopia.
∙ Accurate material modeling Use of constitutive laws ensuring that the time-dependent,
memory, and non-linear effects occurring at large strains, as well as softening and near-
incompressibility are captured, and the material response is well characterized by the
identification of material parameters. The experimental data is mostly available in the
literature for post-mortem samples, since it is very hard to conduct in-vivo experiments.
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∙ Efficient numerical methods Appropriate and accurate numerical methods are required
in order to capture the nearly-incompressible behavior with very good resolution, such
as High-Order Finite Element Methods (HO-FEM). In this sense, the efficient solution
of the linear system of equations is desired to be implemented in a parallel and robust
software framework.
∙ Appropriate kinematic assumptions The simulation of myopia involves imposing a
significant growth of the eye induced by displacements or applied forces/pressures in
the structures, which leads to the treatments of large displacements and strains; also,
specific formulations for displacements and pressure must be taken into account when in
the context of finite element schemes.
∙ Precise geometrical description Obtaining patient-specific geometry with enough reso-
lution, in order to perform the simulations in a case-by-case fashion.
1.3 Scope of this work
This PhD work specifically focuses on two of the aforementioned aspects: on pro-
viding original contributions in the context of material modeling and more efficient numerical
schemes. For the material modeling, we focus on the use of fractional-order constitutive equa-
tions for the proper description of of biological tissues. In the context of numerical methods, we
focus on using minimum energy interpolation bases for the high-order finite element method
with the purpose of faster solution of the resulting system of equations. In the following, we
provide a brief description of both topics, with additional details and specific literature surveys
in the subsequent chapters.
1.3.1 Fractional-order modeling of materials
In order to develop a potential model to describe the complex behavior of biologi-
cal tissues, several effects must be taken into account, since such soft materials present viscous
behavior, coupled with the occurrence of permanent deformations and material softening (dam-
age). Furthermore, the creep and relaxation response of such materials present memory effects
in time that usually follows a power law (CRAIEM; ARMENTANO, 2007; CRAIEM et al.,
2008; DOEHRING et al., 2005), meaning that the stress/strain state at a given time depends on
all states from the past until the beginning of the process, or at least a significant number of the
previous states.
Fractional-order constitutive laws in time make use of the so called fractional-order
differential equations (FODEs), that are generalizations of the integer-order, ordinary differen-
tial equations (ODEs) via the introduction of a fractional derivative of order α . In this context,
α is usually defined in the range 0 < α < 1, such that the fractional-order operator seamlessly
interpolates between purely elastic behavior (α → 0) and purely viscous behavior (α → 1). As
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will be presented in Chapters 2 and 3, such interpolation will allow the development of flexi-
ble models with a small number of material parameters, implemented in an efficient, fractional
return-mapping algorithm.
1.3.2 Minimum energy bases for high-order finite element methods
The use of high-order finite element methods is convenient for these simulations,
especially the hp version. It allows us to discretize the domain with sufficiently small elements
in order to capture the geometry with sufficient resolution, and also uses of higher-order interpo-
lation bases to provide better approximation with spectral convergence rates to large displace-
ments and strains, especially with nearly-incompressible material behavior, when volumetric
locking could occur (YU et al., 2012; SUZUKI; BITTENCOURT, 2016).
In the context of high-order finite element methods, we focus on the development
of orthogonal, simultaneously diagonal, minimum energy bases. That allows the internal part
of the one-dimensional mass and stiffness matrices to be simultaneously diagonal, which leads
to smaller condition numbers and allows a significant reduction in the number of iterations and
time for iterative solvers, along with the use of convenient preconditioners (RODRIGUES et
al., 2016; ZHENG; DONG, 2011). We implemented such schemes in several solvers involving
linear, and nonlinear, quasi-static and transient, parallel solvers, in the (hp)2−FEM framework.
1.4 Organization of the chapters and their contributions
We remark that this PhD dissertation is a sequence of chapters related to individual
publications. Therefore, some definitions may be repeated, and although we tried to make the
notation as uniform as possible, it is best to consider it independent for each chapter.
The chapters of this work are organized in the following way: Chapter 2 regards the
fractional-order visco-elasto-plastic model, with the purpose of modeling complex materials
(SUZUKI et al., 2016). An extension of one of the presented models in the context of damage
mechanics is presented in Chapter 3. Both chapters provide original contributions regarding
the use of fractional-order return-mapping algorithms. In the context of improved interpolating
bases for the high-order FEM, Chapter 4 provides an original contribution on extending the
use of minimum-energy high-order bases for Helmholz problems, involving transient structural
applications with small strains (RODRIGUES et al., 2016). We applied the same ideas for
transient structural problems involving large strains and a parallel version of the software (hp)2-
FEM, which is presented in Chapter 5. Chapter 6 presents the conclusions of this work.
1.5 Publications, events attended and awards in the course of this PhD
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2 FRACTIONAL-ORDER UNIAXIAL VISCO-ELASTO-PLASTIC
MODELS FOR STRUCTURAL ANALYSIS
2.1 Abstract
We propose two fractional-order models for uniaxial large strains and visco-elasto-
plastic behavior of materials in structural analysis. Fractional modeling seamlessly interpolates
between the standard elasto-plastic and visco-elasto-plastic models, taking into account the his-
tory (memory) effects of the accumulated plastic strain to specify the state of stress. To this end,
we develop two models, namely M1 and M2, corresponding to visco-elasto-plasticity consider-
ing a rate-dependent yield function and visco-plastic regularization, respectively. Specifically,
we employ a fractional-order constitutive law that relates the Kirchhoff stress to the Caputo
time-fractional derivative of the strain with order β ∈ (0,1). When β → 0 the standard rate-
independent elasto-plastic model with linear isotropic hardening is recovered by the models for
general loading, and when β → 1, the corresponding classical visco-plastic model of Duvaut-
Lions (Perzyna) type is recovered by the model M2 for monotonic loading. Since the material
behavior is path-dependent, the evolution of the plastic strain is achieved by fractional-order
time integration of the plastic strain rate with respect to time. The plastic strain rate is then
obtained by means of the corresponding plastic slip and proper consistency conditions. Finally,
we develop the so called fractional return-mapping algorithm for solving the nonlinear system
of the equilibrium equations developed for each model. This algorithm seamlessly generalizes
the standard return-mapping algorithm to its fractional counterpart. We test both models for
convergence subject to prescribed strain rates, and subsequently we implement the models in
a finite element truss code and solve for a two-dimensional snap-through instability problem.
The simulation results demonstrate the flexibility of fractional-order modeling using the Caputo
derivative to account for rate-dependent hardening and viscous dissipation, and its potential to
effectively describe complex constitutive laws of engineering materials and especially biologi-
cal tissues.
2.2 Introduction
Fractional differential operators appear in many systems in science and engineer-
ing such as visco-elastic materials (MAINARDI, 2010; WEST et al., 2003; NAGHIBOLHOS-
SEINI, 2015), electrochemical processes (ICHISE et al., 1971) and porous or fractured me-
dia (BENSON et al., 2000). For instance, it has been found that the transport dynamics in
complex and/or disordered systems is governed by non-exponential relaxation patterns (MET-
ZLER; KLAFTER, 2000; KLAGES et al., 2008). For such processes, a time-fractional equa-
tion, in which the time-derivative emerges as Dνt u(t), appears in the continuous limit. One
interesting application of fractional calculus is to model complex elasto-plastic behavior of
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engineering materials (e.g. (BONET; WOOD, 2008; SIMO; HUGHES, 1998)). Recently, frac-
tional calculus has been employed as an effective tool for modelling materials accounting for
heterogeneity/multi-scale effects to the constitutive model (SUMELKA, 2012a; SUMELKA,
2012b; SUMELKA, 2014b), where the fractional visco-plasticity was introduced as a general-
ization of classical visco-plasticity of Perzyna type (PERZYNA, 1962). The fundamental role of
the formulation is the definition of the flow rule by introducing a fractional gradient of the yield
function. Also, a constitutive model for rate-independent plasticity based on a fractional contin-
uum mechanics framework accounting for nonlocality in space was developed in (SUMELKA,
2014a).
Formulating fast and accurate numerical methods for solving the resulting system
of fractional ODEs/PDEs in such problems is the key to incorporating such nonlocal/history-
dependent models in engineering applications. Efficient discretization of the fractional opera-
tors is crucial. Lubich (LUBICH, 1983; LUBICH, 1986) pioneered the idea of discretized frac-
tional calculus within the spirit of finite difference method (FDM). Later, Sanz-Serna (SANZ-
SERNA, 1988) adopted the idea of Lubich and presented a temporal semi-discrete algorithm for
partial integro-differential equations, which was first order accurate. Sugimoto (SUGIMOTO,
1991) also employed a FDM for approximating the fractional derivative emerging in Burg-
ers’ equation. Later on, Gorenflo et. al. (GORENFLO et al., 2002) adopted a finite-difference
scheme by which they could generate discrete models of random walk in such anomalous
diffusion. Diethelm et al. proposed a predictor-corrector scheme in addition to a fractional
Adams method (DIETHELM; FORD, 2002; DIETHELM et al., 2004). After that, Langlands
and Henry (LANGLANDS; HENRY, 2005) considered the fractional diffusion equation, and
analyzed the L1 scheme for the time-fractional derivative. Sun and Wu (SUN; WU, 2006) also
constructed a difference scheme with L∞ approximation of the time-fractional derivative. Of
particular interest, Lin and Xu (LIN; XU, 2007) analyzed a FDM for the discretization of the
time-fractional diffusion equation with order (2−α). However, there are other classes of global
methods (spectral and spectral element methods) for discretizing fractional ODEs/PDEs (e.g.,
(ZAYERNOURI et al., 2014; ZAYERNOURI; KARNIADAKIS, 2014; ZAYERNOURI et al.,
2015; ZAYERNOURI; KARNIADAKIS, 2015)), which are efficient for low-to-high dimen-
sional problems. Furthermore, Zayernouri and Matzavinos developed a fractional family of
schemes, called fractional Adams-Bashforth and fractional Adams-Moulton method for high-
order explicit and implicit treatment of nonlinear problems (ZAYERNOURI; MATZAVINOS,
2016). There were recent developments on meshless approaches applied to fractional-diffusion
and space-fractional advection-dispersion problems (FU et al., 2013; PANG et al., 2015). Also,
Chen (CHEN; PANG, 2016) developed a new definition of fractional Laplacian and applied to
three-dimensional, nonlocal heat conduction.
The main contribution of the present work is to propose and solve two fractional-
order models, namely M1 and M2, for uniaxial large strains and visco-elasto-plastic behavior of
materials. Both models account for fractional visco-elastic modeling by defining a stress-strain
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relationship involving the Caputo time derivative of fractional-order, but have distinct formu-
lations to model the fractional visco-plasticity. For the model M1, visco-plasticity is achieved
by including history effects in time for the internal hardening parameter in the yield function,
making it rate-dependent. Differently from some works found in the literature (SUMELKA,
2012a; SUMELKA, 2012b; SUMELKA, 2014b), we do not modify the flow rule. The model
M2 accounts for a rate-independent yield function without an internal hardening parameter, and
the visco-plastic effect is achieved based on the approach of visco-plastic regularization used
in the classical visco-plastic model of Duvaut-Lions type (which is equivalent to Perzyna’s
model). Furthermore, the models consider different memory effects for visco-elasticity and
visco-plasticity. Both models are used within the framework of a time-fractional backward-
Euler integration procedure with a fractional return-mapping algorithm, based on the classical
models in the literature (SIMO; HUGHES, 1998; BONET; WOOD, 2008). The developed al-
gorithm seamlessly generalizes the standard return-mapping algorithm to its fractional counter-
part, making it amenable for path-dependent visco-elasto-plastic analyses in engineering and
bio-engineering applications. We also present the standard nonlinear finite element formulation
for trusses and show that the only required modifications are in the stress update procedure,
which will be described in constitutive boxes for each model.
Several numerical analyses are performed to investigate the behavior of the mod-
els. We test the algorithms presented in terms of convergence using a benchmark solution, then
we perform tests with cyclic strains to account for hysteresis behavior. Both models are imple-
mented in the context of finite element method (FEM) using an updated Lagrangean approach
to solve a two-bar snap-through problem. Because no analytical solutions are derived, we im-
plemented the classical one-dimensional models for elasto-plasticity with linear hardening and
visco-plasticity of Duvaut-Lions type, and we recover these limit cases for verification. We ver-
ify that both fractional-order models recover the classical rate-independent elasto-plastic model
for general loading/unloading conditions, and also interpolate between plastic/visco-plastic be-
havior with the variation of the fractional-order parameters. The obtained results show the flexi-
bility of the fractional-order models to describe the rate-dependent hardening and viscous dissi-
pation. This motivates the application of the models developed in this work to identify material
parameters of complex constitutive laws of engineering materials and biological tissues.
2.3 Definitions of fractional calculus
We start with some preliminary definitions of fractional calculus (PODLUBNY,
1999). The left-sided Riemann-Liouville integrals of order µ , when 0 < µ < 1, is defined, as
(RLxLI
µ






(x− s)1−µ ds, x > xL, (2.1)
where Γ represents the Euler gamma function and xL denotes the lower integration limit. The
corresponding inverse operator, i.e., the left-sided fractional derivatives of order µ , is then de-
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fined based on Eq.2.1 as
(RLxLD
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(x− s)µ ds, x > xL. (2.2)
Furthermore, the corresponding left-sided Caputo derivatives of order µ ∈ (0,1) is obtained as
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(x− s)µ ds, x > xL. (2.3)
The definitions of Riemann-Liouville and Caputo derivatives are linked by the following rela-
tionship, which can be derived by a direct calculation
(RLxLD
µ





x f )(x), (2.4)
which denotes that the definition of the aforementioned derivatives coincide when dealing with
homogeneous Dirichlet initial/boundary conditions.
2.4 Kinematics of large visco-elasto-plastic deformations
Consider the truss element with nodes 1, 2 illustrated in Figure 2.1a for the initial
configuration at time t = 0, with coordinates vectors X1, X2, length L, area A and volume V . The
updated configuration at time t is denoted with the current coordinates x1, x2, area a, volume
v and normal vector n. The terms u1, u2 represent the nodal displacement vectors from the
updated configuration at time t to a new configuration taking place at time t + dt. Figure 2.1b
shows the multiplicative decomposition of the stretch λ into visco-elastic λ ve and visco-plastic
λ vp parts, with the latter accounting for a visco-plastic updated length lvp.
(a) Truss element in 2D space. (b) Stretch decomposition.
Figure 2.1 – (a) Kinematics of the truss in terms of initial and updated configurations; (b) Mul-
tiplicative decomposition of the stretch into visco-elastic and visco-plastic parts,
taking place from the initial to the updated configuration.





















We consider the decomposition of the stretch illustrated in Figure 2.1b for the truss










The total stretch is given by




Applying the natural logarithm to the above equation, we obtain an additive decomposition
given by (BONET; WOOD, 2008)
ln(λ ) = ln(λ ve)+ ln(λ vp), (2.9)
which is called logarithmic strain and is usually denoted as
ε = εve + εvp. (2.10)
The logarithmic strain measure defined in Eq.2.9 is thermodynamically conjugate to the Kirch-
hoff stress τ (BONET; WOOD, 2008), which will be addressed in the next section, along with
the constitutive equations for the visco-elasto-plastic models.
2.5 Fractional-order visco-elasto-plastic models
We consider two visco-elasto-plastic models, called M1 and M2. The developed
framework for both models incorporates memory effects for the evaluation of visco-elasto-
plastic large strains. We present the mathematical formulation for each model and an efficient
algorithm to solve the nonlinear system of fractional-order differential equations, and remark
on how the models recover the classical local models.
To account for the memory effects in time, we modify the classical models presented
in the literature (BONET; WOOD, 2008; SIMO; HUGHES, 1998). The model M1 is a modifi-
cation of classical elasto-plasticity with linear hardening and the model M2 is a modification of
visco-plasticity of Duvaut-Lions type. For this purpose, we introduce Scott-Blair elements with
fractional-order β , which interpolate between linear spring when β → 0 and viscous Newton
element when β → 1 (MAINARDI, 2010).
The memory effects for both models will be presented in the stress-strain relation-
ship regarding the visco-elastic part, which is evaluated for the entire time domain. To account
for memory effects in visco-plasticity, we will consider the Caputo time-fractional derivative in
the yield function for the model M1, while for the model M2 we will incorporate the memory
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effects via a separate equation that describes the visco-plastic regularization. The memory for
the fractional derivatives describing visco-plasticity will be considered starting from the last
attained yield stress.
2.5.1 Model M1
The model M1 is illustrated in Figure 2.2a, consisting of a Scott-Blair element with
constant E [Pa.sβE ] and a fractional-order βE for the visco-elastic part with corresponding visco-
elastic strain εve. The visco-plastic device consists of a parallel combination of a Coulomb
frictional element with yield stress τY [Pa], a linear hardening spring with constant H [Pa], a
Scott-Blair element with constant K [Pa.sβK ] and fractional-order βK . The corresponding visco-
plastic strain is denoted by εvp. The term τ [Pa] stands for the Kirchhoff stress. We start by
(a) Diagram with rheological elements. (b) Stress versus strain response.
Figure 2.2 – Visco-elasto-plastic model M1. (a) Constitutive diagram with the rheological ele-
ments for visco-elasticity and visco-plasticity. (b) Stress versus strain response de-
scribed by the yield function (Eq.2.16), showing the expansion of the visco-elastic
boundary from ∂Eτ (point A) to ∂E*τ (point B) after exceeding the yield stress.
rewriting Eq.2.10 in terms of the visco-elastic strain component:
ε
ve = ε − εvp. (2.11)
The history-dependent constitutive law for this model is assumed to be of the form:
τ = E C0D
βE
t (ε
ve) = E C0D
βE
t (ε − εvp), 0 < βE < 1. (2.12)
To satisfy the homogeneous initial conditions for the Caputo time derivative, we
assume the given point of the material to have no initial strains, that is, ε(t = 0) = εve(t =
0) = εvp(t = 0) = 0. In this sense, we observe that the Riemann-Liouville definition (Eq.2.2)
could also be employed, since we consider homogeneous initial conditions. To designate a set
of admissible stresses, we define the following closed convex stress space:
Eτ = {τ ∈ R | f (τ,α)≤ 0}, (2.13)
where f : R×R+ → R represents the yield condition, defined by









y′ = τy +K CtpD
βK
t (α), 0 < βK < 1, (2.15)
with α representing an internal hardening variable with initial condition α(t = 0) = 0, that is,
we assume no initial hardening. The term τy denotes a yield stress which is updated according to
unloading conditions (τy = τY in the beginning of the process) and tp denotes the time of onset
of plasticity. The term τy′ in Eq.2.15 can be interpreted as an updated yield stress accounting for
memory effects in visco-plasticity, while the term Hα represents a local hardening parameter.
The time tp for plasticity is reset when we unload the material from a visco-plastic
state, and the yield stress is updated to a new value τy′. Substituting Eq.2.15 into Eq.2.16, we
obtain








We do not consider different time derivative limits for Eq.2.12 because plastic
strains inevitably take place in the visco-elastic range. Notice that we included the Caputo
derivative of order βK inside f (τ,α), thus making the yield condition rate-dependent. The cor-
responding boundary of Eτ is the convex set denoted by ∂Eτ , given as
∂Eτ = {τ ∈ R | f (τ,α) = 0}, (2.17)
where f (τ,α) = 0 is the so-called consistency condition in the classical elasto-plastic models.
In the present model, we assume that the hardening is isotropic in the sense that at any state of
loading the center of Eτ remains at the origin of the stress-strain domain. The expected stress
versus strain response based on Eqs.2.16 and 2.17 is presented in Figure 2.2b. The consistency
condition (Eq.2.17) will be addressed in incremental form in time to derive the visco-plastic
solutions. Moreover, similar to classical elasto-plasticity, the evolution of hardening is assumed
to be linear in terms of the visco-plastic strain rate. Therefore
α̇ = |ε̇vp|, (2.18)
and the flow rule is not modified, and is given by
ε̇
vp = γ sign(τ), (2.19)
where γ denotes the amount of plastic slip, also with initial condition γ(t = 0) = 0, and the term
sign(τ) represents the direction of the plastic flow. Recalling Eq.2.16 and the definition of the
fractional derivative, when βK → 0, we recover the limit case without rate effects (spring) and
the constant K accounts for the standard plastic modulus of rate-independent plasticity, with
units of [Pa]. On the other hand, if βK → 1 we recover the limit case of a local integer-order
derivative (dashpot), where K would be equivalent to the material viscosity η , with correspond-
ing units of [Pa.s].
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2.5.2 Model M2
The schematic diagram of the model M2 is illustrated in Figure 2.3a, which consists
of the same elements as the model M1, except that we remove the linear hardening spring with
constant H in the visco-plastic part.
(a) Diagram with rheological elements. (b) Stress versus strain response.
Figure 2.3 – Visco-elasto-plastic model M2 considering visco-plastic regularization. (a) Con-
stitutive diagram with the rheological elements for visco-elasticity and visco-
plasticity. (b) Stress versus strain response: path A-B described by the yield func-
tion (Eq.2.20), which is visco-elastic perfectly plastic; path A-B’ with the stress
response after the visco-plastic regularization (V-P-R) procedure (Eq.2.22). The
relaxation path B’-B occurs at constant strain levels and t → ∞ (compared to the
relaxation time of the material).
The stress-strain relation for this model is the same as Eq.2.12. We consider the
yield function of perfect plasticity given by
f (τ) := |τ|− τy′, (2.20)
where we consider the yield stress τy′ = τY when t = 0 and update it when the material is
unloaded from visco-plastic behavior (more details will be addressed in Section 2.7). Because
the model is based on visco-plasticity of Duvaut-Lions type, we use the idea of visco-plastic
regularization in (SIMO; HUGHES, 1998) to take into account the memory effect of the visco-




vp) = τ − τ∞, (2.21)
where τ∞ is the relaxed stress when t → ∞ (compared to the natural relaxation time of the
material). Substituting the stress-strain relation from Eq.2.12 into Eq.2.21, and rearranging the







vp) = E C0D
βE
t (ε)− τ∞. (2.22)
The solution for this model involves determination of the rate-independent stress τ∞ by applying
the consistency condition to Eq.2.20 and substituting the result into Eq.2.22 to determine the
visco-plastic strains εvp. After that, the time-dependent stress can be determined from the con-
stitutive relation (Eq.2.12). Figure 2.3b presents the stress versus strain response in the relaxed
state (path O-A-B) described by the yield function (Eq.2.20) and the regularized state (path O-
A-B’) achieved with Eq.2.22. More details about this procedure will be presented after the time
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discretization scheme. We note that when βK → 1 in Eq.2.22 we recover the local first-order
derivatives and therefore the classical Duvaut-Lions formulation.
2.5.2.1 Remark about parameter H
We note that when we set the linear hardening parameter H = 0 in the model M1, we
obtain the same diagram for both models. However, the approaches are still different, since the
model M1 considers the Caputo-time fractional derivative in the yield function (Eq.2.16) while
the model M2 uses a yield function of visco-elastic perfectly plastic behavior and accounts for
visco-plastic regularization with relaxation effects described by Eq.2.21.
2.5.2.2 Remark about visco-elastic/plastic memory effects
The initial study of the presented models considered the entire time domain for the
visco-plastic equations (2.16, 2.22) without updating the yield stress τy. However, for model
M1 it was observed that due to long memory effects and no update in the yield stress, the visco-
elastic range did not expand in a isotropic way when cyclic loads were applied. Furthermore, for
the model M2, we obtained non-physical results for the visco-plastic part without updating the
yield stress τy′ due to lack of internal hardening combined with long memory on visco-plastic
strains.
We consider the distinction between "visco-elastic time" and "visco-plastic time" a
more natural way of treating the memory effects, since in a general problem the material will not
be in a visco-plastic state (Eqs.2.17 and 2.22) at all times. On the other hand, the stress-strain
relation (Eq.2.12) is used regardless of the stress state.
2.6 Time integration and discretization in space
For notation purposes, we denote variables at times tn, tn+1 by the lower-scripts
n, n+1, respectively. The governing equations on the equilibrium of a truss are discretized in
time and space to obtain (e.g., see (WRIGGERS, 2008))
ψn+1 = M [b1 (un+1 −un)−b2vn −b3an]+Rn+1 −Pn+1 = 0, (2.23)
where we denote ψn+1 as the residual force vector, M as the global mass matrix for all nodes,
Rn+1 as the global internal force vector dependent of the updated configuration with coordinates
xn+1, which in turn depend on the displacements un+1. The term Pn+1 represents the global
external nodal force vector. The terms an and vn, respectively, denote the global acceleration
and velocity vectors. More details regarding the Newmark scheme are presented in C with the
description of the approximation coefficients bi. We do not consider a linear damping matrix
in Eq.3.25 because the constitutive law will naturally introduce damping effects for both visco-
elastic/plastic contributions.
37
We note that our approach can be employed in the context of any standard numerical
method e.g., finite element method (FEM), spectral element methods, etc. This is particularly
true because our history-dependent modeling results in a system of time-fractional equations.
Hence, the spatial domain can be always treated using available standard discretizations. How-
ever, the computation of the incremental stresses needs special care as shown in the sequel.
The equilibrium system (Eq.3.25) is linearized by employing Newton’s method us-




Accordingly, the updated global coordinates are given by
xk+1n+1 = xn +u
k+1
n+1, (2.25)
where the superscript k+1 refers to the current iteration of the Newton’s method. The linearized









The terms un, vn, an are obtained from the last converged time step n. The term KT is the
tangent stiffness matrix and is updated at each iteration k along with the internal force vector.
In the linear finite element spatial discretization, the element tangent stiffness for the current










(x2 − x1)2 (x2 − x1)(y2 − y1)










where the superscript (e) denotes the local elemental operation associated with the e-th ele-
ment, and K22 = K11, K12 = K21 = −K11. The term l denotes the current element length,
x1, x2, y1, y2 denote the element updated coordinates, σ denotes the Cauchy stress at the ele-







The relation between the Kirchhoff and Cauchy stresses is given by τ = vV σ . We note that there
is no assumption in the constitutive behavior, therefore the formulation presented in this section
is general. The local stress derivative in terms of strain in Eq.2.28 is known as tangent modulus,
and its computation will be addressed in the next section. Notice that this derivative is local in
nature, and comes from the linearized kinematics of the problem. The elemental internal force









 , M(e) = ρAL6

2 0 1 0
0 2 0 1
1 0 2 0
0 1 0 2
 , (2.29)
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for the fractional-order models.
2.7 Fractional return-mapping algorithms
We present the time-fractional backward-Euler integration procedure for both frac-
tional models, where a trial state is defined by freezing the internal variables and a fractional
return-mapping algorithm is obtained enforcing the proper conditions. For the model M1, the
solution for the plastic slip is given by a fractional-order differential equation. For the model
M2 we solve a fractional-order differential equation for the visco-plastic strain instead, using
the idea of visco-plastic regularization.
The backward-Euler procedure is implicit in time, unconditionally stable and is
first-order accurate. We assume that at time tn+1, with t ∈ [0, T ] all variables for the previous
time step tn are known. We consider a strain increment ∆εn, which in the context of the standard
finite element method, can be obtained using Eqs.2.8 and 2.9 from an increase in element length
∆l, calculated from the displacement increments ∆u (Eq.2.26). From the constitutive model
point of view, we just consider this increment to be known, regardless of being prescribed or
obtained by the equilibrium of the system. The strain for time tn+1 is given by
εn+1 = εn +∆εn. (2.30)
The stress-strain relation is given by
τn+1 = E C0D
βE









n +∆γ sign(τn+1) , (2.32)
αn+1 = αn +∆γ, (2.33)
where ∆γ denotes the plastic slip for the time interval [tn, tn+1] under consideration. In our
fractional return-mapping algorithm, we make use of the so called trial state, where we freeze







n+1 = αn. (2.34)













where we will keep the term εvp
trial
instead of εvpn for notation purposes, since the time-fractional
Caputo derivative is evaluated at time tn+1. The trial state defined in Eq.2.34 will be substituted
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in the discrete form of the fractional Caputo derivatives, which is presented in Section 2.7.1.
The result of Eq.2.35 is applied in a trial yield function f trialn+1 in order to check if the stress state
lies within the visco-elastic or over the visco-plastic ranges, and perform the return-mapping
procedure if necessary.
The current visco-plastic reference time is denoted here as tpn+1 , and is updated
when a new yield stress is achieved from cyclic behavior. We introduce an auxiliary notation to
track this visco-plastic time by using an incremental variable pn+1. The initial value is consid-
ered to be p0 = 0. In the incremental procedure, we account for the current time step pn+1 = 0
if the state is visco-elastic. The value pn+1 = n+1 is set when the stress state exceeds the yield
stress, coming from a visco-elastic state. When the stress state is an increasing visco-plastic
state (without change of load direction), the visco-plastic time reference is the same as the
previous step, that is, pn+1 = pn.
2.7.1 Algorithm for the model M1











Considering the definition of the trial state, we obtain
f trialn+1 = |τ trialn+1 |−
[
τ










where the Caputo time-fractional derivative of α trial is taken starting from time tpn , because
it is the available information about the last known yield stress τy. If f trialn+1 ≤ 0 we are within
the visco-elastic range. Otherwise, we have an inadmissible stress indicating the onset of visco-
plasticity. We enforce the discrete consistency condition fn+1 = 0 to obtain the solution for ∆γ
and then to perform a projection of the trial stress onto the yield surface, as illustrated in Figure
2.4. Substituting Eq.2.32 into Eq.2.31, and recalling Eq.2.35, we obtain
τn+1 = τ
trial




We can rewrite the above equation as









sign(τn+1) = |τ trialn+1 |sign(τ trialn+1 ). (2.40)
The terms inside the brackets must be positive since ∆γ > 0 and E > 0, and therefore
sign(τn+1) = sign(τ trialn+1 ). (2.41)
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Substituting Eqs. 2.38 and 2.33 into Eq.2.36 and recalling Eqs. 2.37 and 2.41, yields









Applying the discrete consistency condition ( fn+1 = 0), we obtain the following fractional-











+H ∆γ = f trialn+1 , (2.43)
which is a Volterra integral equation of second kind. The fractional return-mapping algorithm
is summarized in Box 1 for this model.
Figure 2.4 – Schematic of stress update in the fractional return-mapping algorithm. The trial
stress τ trialn+1 is projected to τn+1. When unloading is performed from τn+1, the new
yield stress is τy instead of τY .
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i - Database at x ∈ Ω : {ε, εvp, α, ∆γ,τy, τy′, pn}
ii - Enforce a strain increment ∆εn:
εn+1 = εn +∆εn
iii - Trial state (freezing the visco-plastic state):









If pn > 0 Then last step was visco-plastic








f trialn+1 = |τ trialn+1 |− [τy′+Hαn]





n , αn+1 = αn, τn+1 = τ
trial
n+1 , pn+1 = 0
Else visco-plastic step: (return-mapping)
If pn > 0 Then increasing visco-plasticity
pn+1 = pn




































αn+1 = αn +∆γ
End
Box 1 – Fractional return-mapping algorithm for the model M1.
The fractional derivatives present in the fractional return-mapping procedure are
computed implicitly using the finite difference method (FDM) developed in (LIN; XU, 2007),
where 0D
ν




















∆t ≤ Cu(∆t)2−ν and b j := ( j+ 1)1−ν − j1−ν , j = 0,1, · · · ,n. The term ∆t denotes the
time increment size ∆t = T/N, where T represents the total time and N denotes the number of
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Therefore, the use of the above equations allows us to write explicit expressions for u(tn+1).
The use of this scheme does not cause any loss of accuracy for this framework, because the
backward-Euler procedure is already first-order accurate. The discretization for the variables


























Therefore, only the history term Hνu is taken into account. For the time-fractional derivatives

























where only the n− pn+1 terms from the beginning of the current visco-plastic time reference are
taken into consideration. The trial state for this derivative is considered with the visco-plastic





















leading to a complexity of mathematical operations of O(N2).
2.7.1.1 Remark
Although Eq.2.16 indicates that when βK → 1 we recover a local derivative operator,
this is not what happens due to the adopted algorithmic procedure. Applying Eq.2.51 for the trial
















Recalling Eq.2.50, when the fractional-order ν → 1, the associated weights b j → 0, and there-
fore the above equation for the fractional derivative of αn vanishes. This asymptotic case, in
fact, leads to the following trial yield function:
f trialn+1 = |τ trialn+1 |− [τy +Hαn] . (2.54)
Therefore, the only remaining hardening effect relies on the rate-independent linear hardening
term Hαn. If we combine both effects βK → 1 and H = 0, we obtain a limit case of asymptotic
perfect visco-plasticity, which will be observed in results of Section 2.8.2.
The above discussion shows that due to the employment of a trial state, there is
no reason in using a local first order derivative of the hardening parameter α in the definition
of f (τ,α), since the term would vanish regardless of the material parameters. However, the
inclusion of a fractional derivative introduces memory effects that do not vanish, except when
βK → 1.
2.7.2 Algorithm for the model M2
We consider the same stress-strain relationship as the model M1, given by Eq.2.31.
The incremental yield function is given by
fn+1 = |τn+1|− τy′, (2.55)
with the corresponding trial function
f trialn+1 = |τ trialn+1 |− τy′. (2.56)
Substituting Eq.2.31 into Eq.2.55, and recalling Eqs.2.32 and 2.56, we obtain











= f trialn+1 . (2.58)
To calculate the rate-independent solution for stress, we use Eq.2.38 replacing τn+1 with τ∞:
τ∞ = τ
trial










Comparing Eqs.2.59 and 2.58, we can rewrite Eq.2.59 as
τ∞ = τ
trial
n+1 − sign(τ trialn+1 ) f trialn+1 = sign(τ trialn+1 )τy′. (2.60)
Therefore, the expression for τ∞ is given in a closed form. The algorithm to be used is of same
type as the model M1, but we consider an additional equation when solving for the visco-plastic


















− sign(τ trialn+1 )τy′. (2.61)
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Also, we use an auxiliary incremental loading function denoted by f *n+1 to check for unloading
conditions in the visco-plastic range, in order to perform an update in the yield stress in case of
unloading:
f *n+1 = |τ trialn+1 |− τn, (2.62)
where τn is the stress from the previous time step n. The fractional return-mapping algorithm
for the model M2 is summarized in Box 2, and the solution for the incremental fractional-order
equations for both models are presented in A.
i - Database at x ∈ Ω : {ε, εvp, τy, τy′, τn, pn}
ii - Enforce a strain increment ∆εn:
εn+1 = εn +∆εn
iii - Trial state (freezing the visco-plastic state):









f trialn+1 = |τ trialn+1 |− τy′





n , τn+1 = τ
trial
n+1 pn+1 = 0
Else visco-plastic step: (return-mapping)
If pn > 0 Then increasing visco-plasticity
pn+1 = pn
Else reset visco-plastic time reference
pn+1 = n+1
End
f *n+1 = |τ trialn+1 |− τn
If f * < 0 Then unloading during visco-plastic step, update:
τy′ = |τn|
End





















τn+1 = E C0D
βE





Box 2 – Fractional return-mapping algorithm with visco-plastic regularization for the model
M2.
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2.7.3 Incremental tangent modulus
The computation of the tangent modulus present in the tangent stiffness matrix
shown in Eq.2.28 is fundamental to achieve quadratic convergence for Newton’s method. In
classical local models it is obtained by differentiating the incremental equations of Boxes 1 and
2 in terms of εn+1 to achieve an expression in closed form (SIMO; HUGHES, 1998). However,
we did not obtain explicit expressions for such derivatives of the fractional-order equations
presented for the models. Moreover, the tangent modulus is local in nature, and therefore we









where τn+1 is obtained from the fractional return-mapping procedure of Boxes 1 and 2. We
note that the first-order accuracy of such finite-difference approximation does not affect the
overall accuracy since our algorithm, in which the backward-Euler method is employed, is also
first-order accurate.
Regarding the stability of the proposed algorithms, we have employed an uncon-
ditionally stable finite-difference method, developed in (LIN; XU, 2007), for the discretization
of time-fractional ODEs in the fractional return-mapping algorithms. Moreover, the governing
equations of motion are integrated using a stable Newmark scheme, where the tangent modulus
is computed using an implicit backward-Euler method, see e.g., (SIMO; HUGHES, 1998).
2.8 Results and discussion
Three different analyses were performed to examine the developed models and al-
gorithms. The first one consists of a convergence analysis using a benchmark solution, since
there exist no available analytical solutions. The second test investigates the stress versus strain
response of the models for prescribed monotonic and cyclic strains at constant rates. The last
one solves a two-member truss with a snap-through instability with large strains and high strain
rates.
2.8.1 Convergence analysis
A convergence analysis is performed for both models considering a reference bench-
mark solution for the stress, denoted by τb. We consider the solution of Boxes 1 and 2 using






The material properties used are E = 50Pa.sβE , K = 50Pa.sβK , βE = 0.5, βK = {0.3,0.7},
H = 0Pa and τY = 1Pa. The material parameters are chosen to give a nonlinear response for
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both visco-elastic/plastic ranges for the given strain rate, as shown in Figure 2.5. The final time
considered is T = 0.08s with total monotonic strain ε = 0.015, which gives a strain rate of
ε̇ = 0.1875s−1. The benchmark solution uses N = 40960 time steps, which is equivalent to a
time increment size ∆t = 1.95×10−6 s.































Figure 2.5 – Stress versus total strain curves for the benchmark solutions. The number of data
points for the model M2 is truncated for better visualization, since the results over-
lap with the model M1. Both models provide the same qualitative results for mono-
tonic strains for the considered values of βE , βK .
Figure 2.6 shows the L∞-norm error of the approximate stress versus the time incre-
ment size ∆t. The error levels obtained for the model M2 are significantly smaller because this
model does not account for the integration of the internal variables α and ∆γ , as presented in
Box 2. This also impacts the convergence rate, which is approximately linear for the model M1













































 = 0.3, slope = 1.05
M1, β
K
 = 0.7, slope = 0.93
M2, β
K
 = 0.3, slope = 1.24
M2, β
K
 = 0.7, slope = 1.25
Figure 2.6 – L∞-norm errors in τap versus time step size ∆t in both models M1 and M2, where,
βE = 0.5.
2.8.2 Stress vs. strain response for prescribed strains
In order to show the influence of the fractional-order parameters βE and βK over
the stress response, we performed monotonic and cyclic tests for both models. The purpose
is to show the rate-dependency of the models according to the choice of the fractional-order
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parameters. For validation purposes, we also show the expected recovery to the limit case of
rate-independent linear elasto-plasticity when βE and βK are close to zero (e.g. β = βE = βK =
0.01), as well as the behavior when β → 1.
2.8.2.1 Monotonic strains
The first step of this test consists of showing the recovery of the classical models of
linear elasto-plasticity and visco-plasticity of Duvaut-Lions type. We consider the application of
strain increments up to ε = 0.4 with rate ε̇ = 0.05s−1, where T = 8s, and N = 500. The material
properties used are E = 50Pa.sβE , K = 5Pa.sβK . For classical linear elasto-plasticity we use H =
5Pa and for the classical Duvaut-Lions model we use η = 5Pa.s. Figure 2.7 shows the obtained
results. We observe that the classical elasto-plasticity with linear hardening is recovered when
βE , βK → 0. The consideration of βK → 1 did not recover the classical visco-plasticity for the
model M1, as expected from the algorithmic discussion presented in Section 2.7.1.1.


























EP, H = 5 Pa
EVP−DL
(a) Model M1


























EP, H = 5 Pa
EVP−DL
(b) Model M2
Figure 2.7 – Stress versus strain responses for both models using βE = 0.01. We observe that
both models recover the limit case of rate-independent elasto-plasticity (EP) when
βK → 0. However, the classical visco-plasticity of Duvaut-Lions type (EVP-DL) is
not recovered for the model M1 when βK → 1. An asymptotic perfect visco-plastic
solution is obtained instead.
The results for intermediate values of the fractional derivatives are shown in Figure
2.8.
48












































































Figure 2.8 – Stress versus strain response for both models with βE = βK . We observe the same
response for monotonic strains. The variation of the fractional-orders affects the
rate-dependent behavior for both visco-elastic and visco-plastic ranges. In this
case, the increase of the fractional-order led to higher stress levels in the visco-
elastic range and also more hardening.
The effect of the linear hardening parameter H for constant values of K, βK is pre-
sented in Figure 2.9 for the model M1. Generally, this parameter H contributes to less nonlin-
earity in this example, but may be used in conjunction with higher values of βK to provide more
hardening when convenient.




















M1, H = 0 Pa
M1, H = 1 Pa
M1, H = 2.5 Pa
M1, H = 5 Pa
Figure 2.9 – Stress versus total strain curves for the model M1 with βE = βK = 0.5, K =
5Pa/sβK and different values of H. We observe less nonlinearity and more domi-
nant linear hardening as the numerical value of H approaches K.
2.8.2.2 Cyclic strains
To compute the loading/unloading response of the models and analyse the cyclic
hardening behavior, we performed a cyclic test comprising three loading cycles. We start with
a traction cycle from ε = 0 to ε = 0.4, followed by unloading and compression cycle until
ε = −0.4, from where we increment the strains again up to ε = 0.4. We consider the material
parameters E = 100Pa.sβE , K = 50Pa.sβK , H = 0Pa. The prescribed strain rate is ε̇ = 0.005s−1,
with time parameters T = 400s and N = 10000.
The results for the cyclic tests are presented in Figure 2.10. We observe that both
models give the same qualitative results for the entire process for the considered material prop-
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Figure 2.10 – Cyclic stress versus strain response for the models. We observe that due to the
lack of internal hardening for the model M2, the stress amplitudes are smaller.
Also, the response of the models after the first loading cycle is distinct.
Figure 2.11 shows the cyclic stress response considering two different relaxation
times by setting different ratios E/K, βK = 0.8 and distinct strain rates. We observe that the
stress response becomes more different between the models as we increase the ratio E/K and
strain rate as well. This distinct behavior is expected since for the model M1 we enforce the
consistency condition fn+1 = 0, which provides a fast visco-plastic relaxation for the time in-
terval [tn, tn+1]. On the other hand, the visco-plastic regularization procedure of the model M2























M1, ε̇ = 5× 10−3s−1
M1, ε̇ = 5× 10−2s−1
M2, ε̇ = 5× 10−3s−1
M2, ε̇ = 5× 10−2s−1




















M1, ε̇ = 5× 10−3s−1
M1, ε̇ = 5× 10−2s−1
M2, ε̇ = 5× 10−3s−1
M2, ε̇ = 5× 10−2s−1
(b) K/E = 0.5s0.799
Figure 2.11 – Cyclic stress versus strain response for the models considering different ratios
K/E, βE = 1.0×10−3, βK = 0.8. We observe higher stress values for the model
M2 as we increase K/E, which become more pronounced with higher strain rates.
2.8.3 Two-member truss with snap-through effect
We consider the solution of the two-member truss presented in Figure 2.12a. The
material properties are E = 2.1× 1011 Pa.sβE , K = 1.0× 1011 Pa.sβK , τY = 7.0× 108 Pa, ρ =
7.85×10−6 kg/mm3, ν = 0.5 and A = 7.0mm2. A vertical force P(t) is applied at node 2, with
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the behavior over time illustrated in Figure 2.12b. We consider total time T = {0.3,1.0}s and
we analyze the recovery of classical elasto-plasticity for the models. Then, we will present the
behavior for both models considering the variation of intermediate values of the fractional-
orders.
(a) Truss.
(b) Applied load over
time at node 2.
Figure 2.12 – (a) Two-member truss. The snap-through phenomenon occurs when the vertical
displacement of node 2 is −127mm. (b) Applied negative vertical force over time.
2.8.3.1 Behavior of the models when β → 0
Figure 2.13 shows the recovery of rate-independent elasto-plasticity with linear
hardening for the models, by setting small values of βE = 1.0× 10−5 and βK = 1.0× 10−4,
so that both Scott-Blair elements in the visco-elastic/plastic devices recover linear springs. We
do not try the recovery of Duvaut-Lions elasto-visco-plasticity in this test for the models be-
cause of the previous observations in Section 2.7.1.1, when βK → 1 for the model M1, and the
fact that the model M2 only recovers the classical model for monotonic loading (because of the
update of the yield stress when unloading).




































(a) Displacement versus time




































(b) Stress versus strain
Figure 2.13 – Recovery of the models to rate-independent elasto-plasticity, ∆t = 6.0× 10−5 s.
The snap-through effect occurs at t = 0.089s.
2.8.3.2 Variation of fractional-orders for the model M1
We consider a constant value of βE = 1.0× 10−4 with variations of βK (fractional
elasto-visco-plasticity order) to investigate the strain-herdening effect due to the Scott-Blair
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element in the visco-plastic device. Figure 2.14 shows the results for displacement, stress and
internal force. The increasing hardening with the increase of βK is observed from Figure 2.14a
with the late occurrence of the snap-through for βK = 0.9 and larger amplitudes in displacement.
The late snap-through can be justified by the higher peak in the internal force in Figure 2.14c at
approximately 60mm of vertical displacement. The hardening is also seen in Figure 2.14b with
the larger visco-elastic range.






































 = 1e−4, β
K
 = 0.9
(a) Displacement versus time.






































 = 1e−4, β
K
 = 0.9
(b) Stress versus strain.






































 = 1e−4, β
K
 = 0.9
(c) Internal force versus displace-
ment.
Figure 2.14 – Results for the model M1 considering βE = 1.0× 10−4 and variation of βK . We
observe the increased visco-plastic hardening and damping with the increase of
βK .
The results for longer time integration T = 1s using βE = 1.0 × 10−4 and time
increment ∆t = 1.0×10−4 s are presented in Figure 2.15. We observe that due to the high strain
rates, the elastic domain expands significantly more with higher values of βK , and no dissipation
is observed for the oscillations because the value of βE is sufficiently small.






































 = 1e−4, β
K
 = 0.1
(a) Displacement versus time.






































 = 1e−4, β
K
 = 0.1
(b) Stress versus strain.
Figure 2.15 – Displacement versus time and stress versus strain for the model M1, T = 1s,
βE = 1.0×10−4 and variation of βK .
We also considered the use of βE = 0.1 to account for visco-elastic dissipation,
with ∆t = 1.0× 10−5 s. Figure 2.16a shows a very significant reduction in the displacement
amplitudes for the short time interval, where increasing the value of βK led to more hardening.
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However, the use of a fractional-order value βE = 0.1 is high enough to suppress the oscillations
for the considered time domain. Figures 2.16b and 2.16c also show a more pronounced visco-
elastic relaxation behavior for βK = 0.5, 0.9.
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K
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(a) Displacement versus time.



































 = 0.1, β
K
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(b) Stress versus strain.






































 = 0.1, β
K
 = 0.9
(c) Internal force versus displace-
ment.
Figure 2.16 – Displacement versus time, stress versus strain and internal force versus displace-
ment for the model M1, βE = 0.1 and different values for βK .
2.8.3.3 Variation of fractional-orders for the model M2
In the same way as the previous section, we tested the response of the truss for
the model M2 using variation of the fractional-order parameters. Figure 2.17 shows the results
obtained for βE = 1.0× 10−4 and variation of βK . We observe the same strain-hardening be-
havior as in the model M1 before the snap-through. Moreover, the snap-through phenomenon
for βK = 0.9 occurs at t ≈ 0.2s, which is later than observed for the model M1 (Figure 2.14a).
This is compatible with the cyclic results presented in Section 2.8.2.2 with more rate-dependent
hardening for the model M2 when using higher relaxation times and strain rates combined with
higher values for βK .






































 = 1e−4, β
K
 = 0.9
(a) Displacement versus time.







































 = 1e−4, β
K
 = 0.9
(b) Stress versus strain.







































 = 1e−4, β
K
 = 0.9
(c) Internal force versus displace-
ment.
Figure 2.17 – Displacement versus time, stress versus strain and internal force versus displace-
ment for the model M2, βE = 1.0×10−4 and variation of βK .
The behavior for T = 1s with ∆t = 1.0× 10−4 s is shown in Figure 2.18, which is
qualitatively similar to the model M1, except for βK = 0.9, where more hardening is observed
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for this case.






































 = 1e−4, β
K
 = 0.1
(a) Displacement versus time.



































 = 1e−4, β
K
 = 0.1
(b) Stress versus strain.
Figure 2.18 – Displacement versus time and stress versus strain for the model M2, βK = 0.1.
Figure 2.19 shows that the use of a fractional-order βE = 0.1 increased the visco-
elastic dissipation similarly to the model M1. The time increment considered for this test was
∆t = 1.0×10−4 s. We observe that the combination of this fractional-order for visco-elasticity
with βK = 0.9 for the model M2 increased even more the hardening before the snap-through,
occurring at t ≈ 0.23s (Figure 2.19a), compared to t ≈ 0.2s (Figure 2.16a) for the model M1.
The behavior of the presented models for the snap-through problem is qualitatively
similar to another application in the literature for integer order visco-elasto-plastic formulation
(CARNIEL et al., 2015). Also, the frequency response of the structure observed in Figures 2.14a
and 2.17a due to higher effective stiffness when using lower fractional-order β (Scott-Blair el-
ement with lower viscosity) is also observed for linear single and multiple degree-of-freedom
oscillators using fractional derivatives (INGMAN; SUZDALNITSKY, 2001; INGMAN; SUZ-
DALNITSKY, 2004; SHEN et al., 2012).





































 = 0.1, β
K
 = 0.9
(a) Displacement versus time.



































 = 0.1, β
K
 = 0.9
(b) Stress versus strain.








































 = 0.1, β
K
 = 0.9
(c) Internal force versus displace-
ment.
Figure 2.19 – Displacement versus time, stress versus strain and internal force versus displace-
ment for the model M2, βE = 0.1 and different values for βK .
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2.9 Conclusions
The main contribution of the present work is the development of two new fractional-
order models for uniaxial large strains and visco-elasto-plastic behavior of materials in struc-
tural analysis. This generalized framework is amenable to modeling nonlinear and more com-
plex effects namely visco-elasto-plastic response of materials. Two models, namely M1 and
M2, were introduced with the following approaches for visco-plastic behavior:
∙ The model M1 was developed by modifying the classical rate-independent elasto-plasticity,
with a rate-dependent yield function via the application of the time-fractional Caputo
derivative on the accumulated plastic strain.
∙ The model M2 was developed as a fractional-order extension of the classical Duvaut-
Lions elasto-visco-plastic model. In this sense, the time-fractional Caputo derivative was
introduced in a visco-plastic regularization equation that solved for the visco-plastic strain
when an over-stress level was achieved.
Based on the adopted yield stress update procedure, both models assumed a fast transition from
visco-plastic to visco-elastic regime when unloading the material. Nevertheless we performed
cyclic strain tests with different relaxation times and strain rates for both models and determined
that:
∙ The model M2 showed more rate-dependency in the visco-plastic range, and is suitable
for materials with general relaxation times and strain rates, since it was naturally defined
based on the classical Duvaut-Lions formulation.
∙ The model M1 proved to be more suitable for materials with lower relaxation times (less
dissipative) and lower strain rates, since the enforcement of the consistency condition
assumed a fast relaxation occurring during the time interval ∆t under consideration.
An algorithm, called fractional return-mapping, was proposed to solve the non-
linear system of equilibrium equations resulted from the models. This algorithm seamlessly
generalizes the standard return-mapping algorithm to its fractional counterpart, leading to an
efficient framework for treating engineering applications involving visco-elasto-plastic mate-
rials. Most of the existing numerical methods for standard (integer-order) cases are not better
than first-order accurate in time. Therefore, in our future work, we will also focus on developing
further efficient numerical methods in terms of accuracy and computational costs.
A benchmark test performed with prescribed strains verified a linear convergence
rate for the model M1. We observed a superlinear convergence rate for the model M2, since
this model had no time integration of the plastic slip. We implemented the classical models of
rate-independent elasto-plasticity and elasto-visco-plasticity of Duvaut-Lions type and verified
that:
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∙ Both models recover the classical elasto-plastic model with the choice of βE → 0 and
βK → 0, even for the snap-through problem where a large number of tension/compression
cycles was observed.
∙ The model M2 recovered the classical Duvaut-Lions model for monotonic strains by set-
ting βE → 0 and βK → 1. We did not obtain the same result for the model M1 due to the
adopted algorithmic procedure.
The application to a two-member truss showed the influence of dissipation and strain hardening
effects on the structure according to the value of the fractional-orders for the visco-elastic and
visco-plastic parts.
The developed models can be fitted to experimental data from uniaxial stress/strain
tests at constant or varying strain rates, as well as creep and relaxation tests, in order to identify
the corresponding material coefficients and fractional-orders. Although the visco-elastic portion
of the models consisted of a single Scott-Blair element, a more sophisticated fractional-order
model can be incorporated (e.g. Kelvin-Voigt, Zener (NäSHOLM; HOLM, 2013)).
In the case of very large visco-elastic strains (e.g. rubber), a hyper-visco-elastic be-
havior should be incorporated to the models to provide an accurate description. Moreover, the
accuracy of the developed models can be improved by using a higher-order time integration
method (e.g. fast convolution (LUBICH; SCHADLE, 2002)). However, more theoretical devel-
opments would be necessary to derive the constitutive equations in convolution form. Also, a
higher-order method to estimate the algorithmic tangent modulus would also be required (e.g.
complex-step derivative (TANAKA et al., 2014)), since the finite-difference method adopted
here was first-order accurate. Moreover, an extension of the developed models can be done in a
straightforward way to account for kinematic hardening effects, as well as a continuum damage
model (e.g. Lemaitre’s model (LEMAITRE, 1985)).
Therefore, fractional-order constitutive relations like the models developed in this
work may be suitable to describe the constitutive behavior of a range of applications like: poly-
mers, glass, metal alloys at higher temperatures (NGAI, 2011), biological tissues (e.g. skin,
bone, respiratory tissue, tendons (QUERLEUX, 2014; WEICKENMEIER; JABAREEN, 2014;
SCHWIEDRZIK; ZYSSET, 2013; SUN et al., 1995; ROMERO et al., 1998)), as well as other
relaxation phenomena in chemistry, electronics, magnetic systems (MAINARDI; GORENFLO,
2007; NGAI, 2011; MONJE et al., 2010) and social sciences (e.g. memory phenomena in psy-
chology (DU et al., 2013)).
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3 A FRACTIONAL-ORDER UNIAXIAL VISCO-ELASTO-PLASTIC
MODEL WITH DAMAGE FOR STRUCTURAL ANALYSIS
3.1 Abstract
We incorporate a damage formulation to a fractional-order visco-elasto-plastic model
considering uniaxial large strains, to describe material degradation. The fractional-order model-
ing takes into account memory effects for the plastic strains and damage, in order to determine
the internal plastic variables, damage and stress. In the context of Lemaitre’s ductile damage
theory, we introduce a scalar damage variable to describe the stress softening, along with a dif-
ferential equation in time that describes the evolution of damage coupled with the plastic strains.
The model uses two fractional-orders, respectively, βE , βK ∈ (0,1), for visco-elasticity and
visco-plasticity. A nonlinear system of equations results from the damage evolution and consis-
tency condition, and is solved for the plastic strains and damage using Steffensen’s method and
fractional-order time integration in the framework of a fractional-order return-mapping algo-
rithm with damage. We test the model for convergence, prescribed monotonic and cyclic strains,
and subsequently implement the model in a finite element space truss code to solve a two-bar
and a star-dome problem, that account with snap-through instability and dynamic plasticity
with high strain rates. The simulation results demonstrate the flexibility of the fractional-orders
βE and βK when using the Caputo derivative to describe the rate-dependent hardening, soft-
ening and viscous dissipation of the model, with promising potential for complex constitutive
laws with rate-dependent behavior with damage, such as engineering materials and biological
tissues involving low-cycle fatigue, dynamic plasticity and creep damage.
3.2 Introduction
Material softening is a relevant problem in engineering, which arises in many me-
chanical and biological systems as a consequence of internal mechanical damage, that implies in
stiffness reduction and ultimately leads to material failure. Mechanical damage is characterized
by the presence and growth of microvoids or microcracks, that are regarded as discontinuities in
the microscale, but treated as continuous in the macroscale by means of a representative volume
element (RVE) (LEMAITRE; DESMORAT, 2005). In plastic materials, these micro-defects
grow and coalesce in processes that involve increasing plastic strains. Several classical contin-
uum damage models were proposed in the past decades to describe the mechanical degradation,
among others, of ductile, brittle, and rubber-like materials undergoing different mechanical pro-
cesses (KACHANOV, 1958; GURSON, 1977; LEMAITRE, 1985; SIMO, 1987). Of particular
interest, Lemaitre’s ductile damage model (LEMAITRE, 1985) has been widely used in con-
junction with plasticity and visco-plasticity to simulate, for instance, the behavior of ductile
metals and polymers.
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The use of fractional-order differential operators for the development of time-frac-
tional constitutive laws increased significantly in the past two decades, with several develop-
ments to model rate-dependent effects in visco-elasticity (MAINARDI, 2010; PERDIKARIS;
KARNIADAKIS, 2014), visco-plasticity and visco-elasto-plasticity (SUMELKA, 2014b; SUZUKI
et al., 2016) and hyper-visco-elasticity (LIBERTIAUX; PASCON, 2010). In this sense, it was
found that the combination of the power law memory kernel in fractional-order derivatives with
specific time-dependent models allowed better fitting of material parameters by experiment
compared to the classical models (PERDIKARIS; KARNIADAKIS, 2014). Other useful appli-
cations for fractional-calculus were also discovered, such as transport dynamics (METZLER;
KLAFTER, 2000; KLAGES et al., 2008) and electrochemical processes (ICHISE et al., 1971).
Efficient numerical methods were developed to account for the time/space discretization to con-
sider the memory/nonlocal effects in such models. Lubich pioneered the idea of discretized frac-
tional calculus (LUBICH, 1983; LUBICH, 1986) using a finite-difference scheme, followed by
several developments for discretization of the Burger’s equation (SUGIMOTO, 1991), anoma-
lous diffusion (GORENFLO et al., 2002), fractional Adams method (DIETHELM; FORD,
2002; DIETHELM et al., 2004), and fractional diffusion (LIN; XU, 2007). Also, other classes
of global methods were developed, such as spectral methods (ZAYERNOURI et al., 2014;
ZAYERNOURI; KARNIADAKIS, 2014; ZAYERNOURI et al., 2015; ZAYERNOURI; KAR-
NIADAKIS, 2015), which are efficient for low-to-high dimensional problems.
So far, very few works attempted to couple fractional-order constitutive laws with
a continuum damage mechanics (CDM) framework. In terms of visco-elastic behavior with
damage, Caputo considered the description of damage and fatigue by taking a constitutive law
using a time-fractional Caputo derivative with a variable-order β , also considered as a nonlocal
damage and phase-field variable, that evolves according to an integer-order Ginzburg-Landau
equation (CAPUTO; FABRIZIO, 2015). A fractional-order visco-elasto-plastic constitutive law
with creep damage was considered to accurately describe full creep behavior for porous rocks
(ZHOU et al., 2013). Another work considered the study of creep damage in rocks by con-
sidering a variable-order Maxwell visco-elastic model, which characterized rock creep without
the introduction of a damage variable, but considering a fractional derivative of variable-order.
However, no governing equation was derived for the variable-order, which instead was consid-
ered as a step function with two possible distinct values corresponding to two stages of creep,
and fitted with experimental data (WU et al., 2015).
We incorporate Lemaitre’s damage formulation (LEMAITRE, 1985; LEMAITRE;
DESMORAT, 2005) to a fractional-order visco-elasto-plastic model (SUZUKI et al., 2016).
The damage is coupled with the visco-plastic slip rate, and the corresponding nonlinear evolu-
tion equation is of integer-order. Two fractional-orders βE , βK are considered, respectively, for
visco-elastic and visco-plastic parts using Scott-Blair elements. These fractional-orders affect
the evolution of plastic strains and hardening, and consequently affect the damage evolution.
Memory effects for the damage and plastic slip naturally appear in the time-fractional consti-
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tutive equation with order βE after the application of the flow rule. A yield function is used to
describe the visco-plastic behavior, which accounts for hardening by means of a time-fractional
Caputo derivative applied on the accumulated plastic strains (SUZUKI et al., 2016), and soften-
ing, with the introduction of a damage variable following the effective stress concept. Moreover,
a fractional-order return-mapping algorithm with damage is presented.
Numerical tests were done for convergence of the model using monotonic strains.
The softening effect is analyzed by monotonic and cyclic strain tests considering a single ma-
terial point and prescribed strains. The model is then implemented in a the context of the finite
element method (FEM) in an updated Lagrangian approach to solve two snap-through prob-
lems: a two-bar truss and a space star dome truss. The obtained results show that the effect
of the fractional-order parameters βE and βK in the damage evolution is complex and depends
on the strain rates. Despite the introduction of damping in the system, the fractional-order βE
influences the stiffness in the visco-elastic range, and consequently the amount of time spent in
the visco-plastic range in the strain-driven process. Therefore, for very high strain rates, higher
values of βE increase the amount of damage over time. On the other hand, the increase of βK
showed an overall reduction of damage over time for the test cases.
3.3 Definitions of fractional calculus
We present some definitions of fractional calculus (PODLUBNY, 1999). The left-
sided Riemann-Liouville integrals of order β , when 0 < β < 1, is defined, as
(RLxLI
β






(x− s)1−β ds, x > xL, (3.1)
where Γ denotes the Euler gamma function and xL represents the lower integration limit. The
corresponding inverse operator, i.e., the left-sided fractional derivatives of order µ , is then de-
fined based on Eq.3.1 as
(RLxLD
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(x− s)β ds, x > xL. (3.2)

















(x− s)β ds, x > xL. (3.3)
The definitions of Riemann-Liouville and Caputo derivatives coincide when we consider homo-
geneous Dirichlet initial/boundary conditions, and they are linked by the following relationship:
(RLxLD
β





x f )(x). (3.4)
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3.4 Kinematics of space trusses with large visco-elasto-plastic strains
We consider the space truss element with nodes 1, 2 illustrated in Figure 3.1a. The
element has an initial configuration at time t = 0, with nodal coordinates X1, X2, length L, area
A and volume V . An updated configuration is considered for time t, and is denoted with the
current nodal coordinates x1, x2, area a, volume v and normal vector n. The vectors u1 and
u2 represent the nodal displacements occurring from the updated configuration at time t to a
new configuration taking place at time t +dt. The multiplicative decomposition of stretch λ is













(a) Space truss element. (b) Stretch decomposition.
Figure 3.1 – (a) Kinematics of the space truss in terms of initial and updated configurations;
(b) Multiplicative decomposition of the stretch into visco-elastic and visco-plastic
parts, taking place from the initial to the updated configuration.
From the nodal coordinates, we can calculate the updated l and normal unit vector
n as (BITTENCOURT, 2014a)
l =
√














We consider the decomposition of the stretch illustrated in Figure 3.1b for the truss
element when subject to a change in configuration. The visco-elastic and visco-plastic stretches









where lvp represents the updated visco-plastic length. The total stretch is given by




We can use the definition of logarithmic strains, and apply the natural logarithm to the above
equation and obtain an additive decomposition given by (BONET; WOOD, 2008)
ln(λ ) = ln(λ ve)+ ln(λ vp), (3.9)
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and the above equation is usually denoted as
ε = εve + εvp. (3.10)
3.5 Fractional-order visco-elasto-plastic model with damage
We consider the incorporation of Lemaitre’s ductile damage model (LEMAITRE;
DESMORAT, 2005) to a fractional-order visco-elasto-plastic model, refered as "M1" in (SUZUKI
et al., 2015; SUZUKI et al., 2016). The mathematical formulation is presented, along with the
time discretization and a fractional return-mapping algorithm with damage to solve the nonlin-
ear, coupled system of equations for the plastic slip and damage.
The visco-elasto-plastic model is based on a modification of classical isotropic
elasto-plasticity with linear hardening (without kinematic hardening), with the introduction of a
Scott-Blair element in the elastic part with fractional order βE and a Scott-Blair element in the
plastic part, with fractional order βK . These elements interpolate between linear springs when
β → 0 and viscous Newton elements when β → 1. The undamaged model incorporates memory
for the plastic slip in the visco-elastic and visco-plastic parts, and the coupling with damage, as
will be seen in the next sections, naturally incorporates memory for damage in the constitutive
relation.
3.5.1 Damage variable definition
The approach to material damage is given by the definition of a local variable D at
time t, that describes internal material degradation and stress softening, and evolves according
to an equation coupled with visco-plasticity. The damage D is defined in the following range:
0 ≤ D ≤ 1, (3.11)
with initial condition D(t = 0) = 0, which represents an undamaged configuration. The range
0 < D < 1 denotes a damaged configuration, and D = 1 represents a fully damaged configu-
ration when the accumulation of cracks and voids in the RVE is such that there is no effective
resistant area, representing an idealized material failure. In a practical sense, a critical damage
is usually considered, and it is assumed that the material suffers a brittle failure beyond such
value. Following the effective stress concept (KACHANOV, 1958), we consider the following
relation:
τ = (1−D)τ̄, (3.12)
where τ̄ represents the effective Kirchhoff stress and τ denotes the "working", or damaged
stress. The effective stress is considered to be the real stress value taking place at the material.
We consider the following assumptions for the model:
∙ The damage variable is a scalar accounting for isotropic damage;
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∙ The damage accumulation starts at the moment that visco-plastic behavior is achieved,
therefore there is no damage threshold;
∙ As in the standard Lemaitre’s model, the ordinary differential equation governing damage
evolution uses integer-order derivatives in time;
∙ There is no crack-closure effect, meaning that damage energy is released even for com-
pressive states.
3.5.2 Constitutive equations
The diagram for the visco-elasto-plastic model is illustrated in Figure 3.2a. It con-
sists of a visco-elastic part with strain denoted by εve, a Scott-Blair element with constant
E [Pa.sβE ] and fractional-order βE . The visco-plastic part has a corresponding strain denoted
by εvp, and consists of a parallel combination of a Coulomb frictional element with yield stress
τY [Pa], a linear hardening spring with constant H [Pa], a Scott-Blair element with constant
K [Pa.sβK ] and fractional-order βK . The entire illustrated device is subjected to a Kirchhoff
stress τ [Pa]. Figure 3.2b illustrates the respective stress vs. strain curve, with hardening and
softening effects.
(a) Diagram with rheological elements. (b) Stress versus strain response.
Figure 3.2 – Visco-elasto-plastic model with damage. (a) Constitutive diagram with the rhe-
ological elements for visco-elasticity and visco-plasticity. (b) Stress versus strain
diagram described by the yield function, showing the expansion of the visco-elastic
boundary from ∂Eτ (point A) to ∂E*τ (point B) after exceeding the yield stress. The
damage starts at point A, accumulates and attains a value high enough to describe
the softening behavior B-C, where the yield surface contracts, and the visco-elastic
boundary ∂E**τ (point C).
Following the definition of effective stress in Eq.(3.12), we define the constitutive
relation as
τ = (1−D)E C0DβEt (εve) = (1−D)E C0DβEt (ε − εvp), 0 < βE < 1, (3.13)
τ = E C0D
β (t)
t (ε
ve), 0 < β (t)< 1, (3.14)
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where we observe that the softening term (1−D) is outside the time-fractional Caputo deriva-
tive, since it is applied on the effective stress, according to Eq.(3.12). To satisfy the homoge-
neous initial conditions for the Caputo time derivative, we assume the given point of the material
to have zero initial strains, that is, ε(t = 0) = εve(t = 0) = εvp(t = 0) = 0. To designate a set of
admissible stresses, we define the following closed convex stress space:
Eτ = {τ ∈ R | f (τ,α,D)≤ 0}, (3.15)
where f : R×R+×R+ → R represents the yield condition, which is defined as








y′ = τy +K CtpD
βK
t (α), 0 < βK < 1, (3.17)
where α is an internal hardening variable that physically represents the accumulated plastic
strain, with initial condition α(t = 0) = 0. The term τy denotes the yield stress which is updated
according to unloading conditions (τy = τY in the beginning of the process) and tp represents
the time when plasticity takes place (SUZUKI et al., 2016).
3.5.2.1 Remark










which means that the yield function is computed using the effective stress τ̄ and the effective
yield stress [τy′+Hα]. In our approach (Eq. 3.16), we make use of the working stress τ along
with the working yield stress, denoted by (1−D) [τy′+Hα]. Furthermore, the adopted defini-
tion for the yield function will not change the consistency condition, but will lead to distinct
equations for the visco-plastic strains and also a simpler framework to solve the coupling be-
tween the visco-plastic strains and damage.
The corresponding boundary of Eτ is the convex set denoted by ∂Eτ , given as
∂Eτ = {τ ∈ R | f (τ,α,D) = 0}, (3.19)
where f (τ,α,D) = 0 is the so-called consistency condition in the classical elasto-plastic mod-
els. The evolution of α is given by (SIMO; HUGHES, 1998)
α̇ = |ε̇vp|, (3.20)







Therefore, taking the derivative of the yield function (Eq.3.16) in terms of τ , we obtain
ε̇
vp = γ̇ sign(τ), (3.22)
where γ̇ denotes the plastic slip rate and sign(τ) represents the direction of the plastic flow. We
observe that the above result for the flow rule is the same as in classical elasto-plasticity (SIMO;
HUGHES, 1998) and the undamaged, fractional-order, visco-elasto-plastic model presented in
(SUZUKI et al., 2016).
We consider the evolution of damage from Lemaitre’s ductile damage theory, con-









where R [Pa.s−βE ] and S are real numbers representing material parameters. The term Y [Pa.s−βE ]




We observe that the approach in this work uses the Scott-Blair constant E instead
of the Young’s modulus used in Lemaitre’s theory for an elastic dissipation potential. Although
there is no definition of any thermodynamic potential for the adopted fractional-order material,
the fact that E is a positive constant ensures that the damage rates will be positive and guarantees
that the process is irreversible. Furthermore, the units and definitions fully recover the classical
elastic damage dissipation when βE → 0.
3.5.3 Discretization in time and space
We use an implicit Newmark integration scheme, and we denote the time variables
tn, tn+1 by the lower-scripts n, n+1, respectively. We consider the following equation of equilib-
rium of a truss in discretized form (WRIGGERS, 2008):
ψn+1 = M [b1 (un+1 −un)−b2vn −b3an]+Rn+1 −Pn+1 = 0, (3.25)
where we represent ψn+1 as the residual, or out-of-balance force vector, M as the global mass
matrix for all nodes, Rn+1 as the global internal force vector dependent of the updated configura-
tion with coordinates xn+1. The term Pn+1 represents the global external nodal force vector and
an, vn, respectively, denote the global acceleration and velocity vectors. More details regarding
the Newmark scheme are presented in Appendix C with the description of the approximation
coefficients bi. The damping in the system is considered from the fractional-order model acting
in the internal force instead of the introduction of a damping matrix in Eq.(3.25).
The equilibrium system (Eq.3.25) is linearized by employing Newton’s method us-





Accordingly, the updated global coordinates are given by
xk+1n+1 = xn +u
k+1
n+1, (3.27)
where the superscript k+1 refers to the current iteration of the Newton’s method. The linearized









The terms un, vn, an are obtained from the last converged time step n. The term KT is the
tangent stiffness matrix and is updated at each iteration k along with the internal force vector.
In the linear finite element spatial discretization, the element tangent stiffness for the current











 (x2 − x1)
2 (x2 − x1)(y2 − y1) (x2 − x1)(z2 − z1)
(x2 − x1)(y2 − y1) (y2 − y1)2 (y2 − y1)(z2 − z1)
(x2 − x1)(z2 − z1) (y2 − y1)(z2 − z1) (z2 − z1)2
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where the superscript (e) denotes the local elemental operation associated with the e-th ele-
ment, and K22 = K11, K12 = K21 = −K11. The term l denotes the current element length,
x1, x2, y1, y2 denote the element updated coordinates, σ denotes the Cauchy stress at the ele-







The relation between the Kirchhoff and Cauchy stresses is given by τ = vV σ . We note that there
is no assumption in the constitutive behavior, therefore the formulation presented in this section
is general. The local stress derivative in terms of strain in Eq.(3.31) is known as tangent modu-
lus, which we compute using a backward, finite-difference scheme. Notice that this derivative is
local in nature, and comes from the linearized kinematics of the problem. The elemental internal
















2 0 0 1 0 0
0 2 0 0 1 0
0 0 2 0 0 1
1 0 0 2 0 0
0 1 0 0 2 0
0 0 1 0 0 2

, (3.32)
where ρ is the material density.
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3.5.4 Fractional return-mapping algorithm with damage
Following the formulation for the undamaged model (SUZUKI et al., 2016), we use
an implicit backward-Euler scheme, which is first-order accurate. We use the stress prediction
called trial state (SIMO; HUGHES, 1998; NETO et al., 2008), which freezes the internal vari-
ables α, εvp, γ, D, and then perform the fractional return-mapping procedure in the correction
phase in case of a visco-plastic step.
Let tn+1 be the current time step, with t ∈ [0, T ], and assume that all variables for
the previous time step tn are known. We also assume that a strain increment ∆εn from Newton’s
method is known, regardless of being obtained from equilibrium (Eq.5.47) or prescribed. The
strain for the current time is given by
εn+1 = εn +∆εn. (3.33)
The discretized form of the stress-strain relation (Eq.3.14) is given by




where Dn+1 represents the damage at time tn+1. The discrete form of the yield function is given
by:
fn+1 = |τn+1|− (1−Dn+1)
[
τ







where tpn+1 denotes the current visco-plastic time reference, which is updated when a new yield
stress is achieved from cyclic behavior. This visco-plastic time is tracked by introducing an aux-
iliary incremental variable pn+1 (SUZUKI et al., 2016). The incremental visco-plastic strains
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n + sign(τn+1)∆γn+1. (3.37)
The hardening evolution law for the accumulated plastic strain α is given by
αn+1 = αn +∆γn+1. (3.38)








n+1 = αn, D
trial
n+1 = Dn. (3.39)
The corresponding trial stress state with damage is given by:
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trial







Substituting Eq.3.37 into Eq.3.34, we obtain
τn+1 = (1−Dn+1)E C0DβEt
(




Recalling Eq.3.40 and sign(τn+1) = sign(τ trialn+1 ) (see (SUZUKI et al., 2016)), we










The trial yield function is represented by
f trialn+1 = |τ trialn+1 |− (1−Dn)
[
τ






































We observe that the above fractional-order diferential equation equation, similar to
the undamaged model (SUZUKI et al., 2016), has the plastic slip ∆γn+1 as the only unknown.
The solution for the damage Dn+1 is obtained from the discrete form of Lemaitre’s damage
evolution equation (LEMAITRE; DESMORAT, 2005), given by













Therefore, we only need to solve Eq.(3.46) for Dn+1, since the plastic slip ∆γn+1
can be obtained using Eq.(3.45). We observe that the presented approach obtains an uncoupled
system of equations for the plastic slip and damage, which is not the case in the classical damage
literature. Regardless of that, we still need to solve a non-linear equation to determine Dn+1.
Since the model does not consider kinematic hardening (Bauschinger effect), we
can rewrite Eq.(3.47) by making use of the consistency condition applied on Eq.3.16 and obtain
















The above equation for Yn+1 only depends on the plastic slip ∆γn+1, which can
be calculated separately using Eq.(3.45). Therefore, since we can also compute Yn+1 from the
calculated ∆γn+1, we can solve for Dn+1 using a single equation. Since the yield stress τy
′
depends on visco-plastic constitutive terms, we assume that the rate of evolution of damage in
terms of the plastic slip rate depends only on βK , and the only effect from the visco-elastic part
on the evolution of damage is by means of the coefficient E. Using Eq.(3.46), we can define the
following residual in terms of Dn+1:








Expanding Eq.(3.50) with Taylor series, and introducing the superscript m for the iterative pro-







Since Eq.(3.50) only depends on Dn+1, it is straightforward to calculate its algorith-
mic derivative r′(Dn+1) =
dr(Dn+1)
dDn+1









We observe that since we can solve for ∆γn+1 separately, and there is no fractional-order deriva-
tive applied on Dn+1, the obtained derivative for the residual r′(Dn+1) is much simpler when
compared to classical elasto-plastic models with damage (ESMAEILI; ÖCHSNER, 2011).
3.5.4.1 Remark
Since the iterative scheme to determine Dn+1 is only applied to the iteration vari-
ables at time tn+1, we don’t need to recalculate any history term for each iteration m. There-
fore, the requirement of an iterative process at the constitutive level when considering damage
increases the computational complexity of the method, since iterations k are already consid-
ered for the solution of the equilibrium equation. However, the history terms arising from the
fractional-order derivatives are computed at the beginning of the time step and remain constant
until the convergence, since they belong to already converged time steps.
The Newton’s method requires an initial guess for the damage variable to begin the
iterative process, and its effectiveness depends on how far the guess is from the actual root.
It is known that for Lemaitre’s model, better initial estimates for the root are required when
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the process involves higher values of damage. Therefore, instead of starting the guess with the
previous converged value Dn, we consider a linear extrapolation in the following way:
Dmn+1 = 2Dn −Dn−1. (3.53)
Then, the above estimate can be improved considerably by doing one or more fixed-
point iterations as








and the result for Dm+1n+1 is used to start Newton’s method. With this scheme, we can converge
the solution for damage with tolerance up to 10−14 for most times, and 10−10 for D > 0.8 for
moderate to high strain rates. However, for tests with extreme accelerations and strain rates
(e.g. snap-through problems), even the use of 3 fixed-point iterations as a starting point for
Newton’s method requires tolerances of 10−5 for r(Dn+1) when D > 0.8. The corresponding
return-mapping algorithm with damage is presented in Box 3.
69
i - Database at x ∈ Ω : {εvpn , αn, ∆γn,τy, τy′,Dn, pn}
ii - Enforce a strain increment ∆εn:
εn+1 = εn +∆εn
iii - Trial state (freezing the visco-plastic state):







If pn > 0 Then last step was visco-plastic








f trialn+1 = |τ trialn+1 |− (1−Dn) [τy′+Hαn]





n , αn+1 = αn, Dn+1 = Dn, τn+1 = τ trialn+1 , pn+1 = 0
Else visco-plastic step: (return-mapping)
If pn > 0 Then increasing visco-plasticity
pn+1 = pn
Else update yield stress, reset visco-plastic time reference
























, αn+1 = αn +∆γn+1
Calculate Yn+1.
Initial guess Dmn+1 = 2Dn −Dn−1.





















Box 3 – Fractional return-mapping algorithm for the visco-elasto-plastic model with damage.
The fractional derivatives present in the fractional return-mapping procedure are
computed implicitly using the finite difference method (FDM) developed in (LIN; XU, 2007)
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and also adopted in (SUZUKI et al., 2016), where 0D
β




















∆t ≤Cu(∆t)2−β and b j := ( j+1)1−β − j1−β , j = 0,1, · · · ,n. The term ∆t denotes the
time increment size ∆t = T/N, where T represents the total time and N denotes the number of

























Therefore, the use of the above equations allows us to write explicit expressions for u(tn+1).
As reported in (SUZUKI et al., 2016), the use of this scheme does not cause any loss of accu-
racy for this framework, because the backward-Euler procedure is already first-order accurate.
Following (SUZUKI et al., 2016), the discretization for the variables subject to the trial state










(∆t)β Γ(2−β ) . (3.58)





























where only the n− pn+1 terms from the beginning of the current visco-plastic time reference are
taken into consideration (SUZUKI et al., 2016). The trial state for this derivative is considered

























3.6 Results and discussion
We performed four tests to analyze the developed model. The first one is a conver-
gence analysis using a benchmark solution, since there is no available analytical solution. The
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second test investigates the stress versus strain response of the models for prescribed monotonic
and cyclic strains at constant rates. The third one solves a two-member truss with a snap-through
instability with large strains and high strain rates, and the last one solves a star dome truss with
more computational and physical complexity, involving several snap-through points.
3.6.1 Convergence analysis
A convergence analysis using prescribed strains is performed for the model con-
sidering a reference benchmark solution for the stress and damage, denoted, respectively, by
τb and Db. We consider the approximation errors for stress, denoted by τap and for damage,








The material properties used are E = 50Pa.sβE , K = 50Pa.sβK , βE = 0.5, βK = {0.3, 0.5, 0.7},
H = 0Pa, τY = 1Pa, R = 0.001Pa.s−βE and S = 1.5. The final time considered is T = 0.08s
with total monotonic strain ε = 0.015, which corresponds to a strain rate of ε̇ = 0.1875s−1.
The benchmark solution uses N = 40960 time steps, which is equivalent to a time increment
size ∆t = 1.95×10−6 s. We use a tolerance of 10−8 for Steffensen’s method in order to achieve
convergence for the smallest number of steps considered (N = 20). The material parameters are
chosen to give a nonlinear response for both visco-elastic/plastic ranges with very pronounced
softening for the strain rate considered, as shown in Figure 3.3.


























































Figure 3.3 – (a) Stress versus total strain and (b) Damage versus accumulated plastic strain α
for the benchmark solutions with βE = 0.5. We observed a pronounced softening
even for small values of plastic strains. Furthermore, we observe that higher values
of damage in (b) for higher βK are achieved with smaller values of α . This happens
because of the adopted values for R and S. We use S = 1.5, since the accumulated
plastic strains are small, and therefore using S = 1 would lead to almost identical
damage curves for all values of βK .
Figure 3.4 shows the L∞-norm error of the approximate stress and damage versus
the time increment size ∆t. The error levels obtained for both variables are similar, and the
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Figure 3.4 – L∞-norm errors for (a) τap and (b) Dap, versus time step size ∆t for the damaged
model, using βE = 0.5. The convergence rates in time are linear for both variables,
which is expected from the backward-Euler integration scheme.
3.6.2 Stress vs. strain response for prescribed strains
The influence of parameters βE and βK on the strain hardening response was tested
for the undamaged, visco-elasto-plastic model, as well as the validation to the classical elasto-
plastic case with linear, isotropic hardening when the parameters are close to zero (e.g. β =
βE = βK = 0.01), and also to asymptotic, perfect visco-plasticity when βK → 1 (SUZUKI et
al., 2016). In this work, we analyze their influence on the softening response occurring after a
certain amount of hardening, and how they affect the damage.
3.6.2.1 Monotonic strains
We consider the following adapted material properties from (ESMAEILI; ÖCH-
SNER, 2011),
E = 210GPa.sβE , K = 1155MPa.sβK , H = 0MPa, τY = 620MPa, R = 3.5MPa, S = 1,
with the value of K chosen for a similar behavior for the yield stress function used in (ES-
MAEILI; ÖCHSNER, 2011) for the same range of plastic strains. We consider a total strain of
ε = 1 with strain rate ε̇ = 0.25s−1 and N = 4000 time steps, with βE = 0.01 and different val-
ues of βK . We analyze the stress versus strain behavior and damage versus accumulated plastic
strain α . The results are illustrated in Figure 3.5, and show that the increase of βK with constant
βE decreases the accumulation of damage, leading to less softening. Also, as βE gets closer to
zero, we observe that the model recovers the classical, rate-independent plasticity with damage.
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Figure 3.5 – We observe from (a) that there is an increased hardening in the beggining of the
visco-plastic range for increasing values of βK . This reflects in slightly more dam-
age accumulation in (b) comparing to the classical elasto-plastic case for ε < 0.2.
Beyond this point, the effect of rate-dependent hardening for the visco-plastic
model is not as significant as the elasto-plastic case, and therefore the damage rate
in (b) doesn’t increase as much. In the end of the process for constant ε̇ = 0.25,
we observed that higher values of βK reduced the total damage comparing the the
classical, rate independent elasto-plastic case. When the fractional-order βK → 1,
the model recovers asymptotic perfect visco-plasticity, leading to a linear evolution
of damage.
3.6.2.2 Cyclic strains
We consider the study of the hysteresis behavior applying cyclic strains and varying
both fractional-orders βE and βK , damage parameter R and strain rates ε̇ , to analyze how they
affect the damage evolution. The material properties considered are:
E = 50Pa.sβE , K = 5Pa.sβK , H = 0Pa, τY = 1Pa, R = 2Pa.s−βE , S = 1.
The tests consist of total time T = {200, 100, 50}s with respective strain rates of
ε̇ = {0.05, 0.1, 0.2}s−1 and time increments ∆t = {0.02, 0.005, 0.00125}s.
Figures 3.6-3.8 compare stresses vs. strains when changing βE , βK , and the strain
rates. The respective damage behaviors are illustrated in Figures 3.9-3.11. We observe that
there is a quite complex interaction between the fractional-orders. For all cases, the increase
of the fractional-order βE leads to more time in the visco-plastic range, and it is visible by the
"widening" of the stress loops. This happens because the fractional Scott-Blair element stress
response is very sensitive to changes in strain rates. When the strain rates are high enough, the
yield surface starts to contract, characterizing the pronounced softening of the material and also
reducing the stiffness (slope) in the visco-elastic range, as can be observed in Figure 3.8. The
damage rates in terms of time in general reduce with the increase of βK , except in the case with
ε̇ = 0.2s−1, but this effect can be due to a high strain rate combined with higher βE .
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Figure 3.6 – Stress versus strain for cyclic loading, variation of βE , βK , ε̇ = 0.05s−1. We ob-
serve that, for all cases, there is increased hardening that slowly reaches a limit in
the expansion of the yield surface.







































































Figure 3.7 – Stress versus strain for cyclic loading, variation of βE , βK , ε̇ = 0.1s−1. We observe
a similar behavior compared to Figure 3.6.









































































Figure 3.8 – Stress versus strain for cyclic loading, variation of βE , βK , ε̇ = 0.2s−1. We ob-
serve that the increased strain rate led to more visco-elastic stiffness, expanding
the visco-plastic range along the strain axis. More softening is observed for all
cases, with a significant contraction of the yield surface.
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Figure 3.9 – (a) damage versus accumulated plastic strain; (b) damage versus time. Variation of
βE , βK , ε̇ = 0.05s−1. We observe how increased values of the fractional-orders led
to more accumulated plastic strains, but decreased damage rate.




































































Figure 3.10 – (a) Damage versus accumulated plastic strain; (b) damage versus time. Variation
of βE , βK , ε̇ = 0.1s−1. We observed increased accumulation of damage due to
the increased strain rate.
































































Figure 3.11 – (a) damage versus accumulated plastic strain; (b) damage versus time. Varia-
tion of βE , βK , ε̇ = 0.2s−1. We observe that the accumulated damage for the
fractional-order values of 0.7 surpassed the values obtained by fractional-orders
of 0.5. In general, all fractional-order values led to close final values of damage.
3.6.3 Two-bar truss
We consider the solution of the two-member truss presented in Figure 3.12a, which
was analyzed for the undamaged case in (SUZUKI et al., 2016) and tested for an integer-order
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visco-elasto-plastic model by (CARNIEL et al., 2015). The material properties are E = 2.1×
1011 Pa.sβE , K = 1.0× 1011 Pa.sβK , τY = 7.0× 108 Pa, R = 300MPa.s−βE , S = 1, ρ = 7.85×
10−6 kg/mm3, ν = 0.5 and A = 7.0mm2. A vertical force P(t) is applied at node 2, with the
behavior over time illustrated in Figure 3.12b. We consider total time T = 0.3s with ∆t =
2.5×10−5 s. Due to the very high strain rates and consequently jumps of damage, we consider
the use of three fixed-point iterations as initial guess for the Steffensen’s method in Box.3.
(a) Truss.
(b) Applied load over
time at node 2.
Figure 3.12 – (a) Two-member truss. The snap-through phenomenon occurs when the displace-
ment in y of node 2 is −127mm. (b) Applied negative vertical force over time at
node 2.
The displacement versus time behavior for the undamaged case is presented in Fig-
ure 3.13, and illustrates how the increase of βK leads to more hardening, in the sense that it
delays the snap-through occurrence and leads to higher amplitudes of displacement as a conse-
quence of the expansion of the yield surface. We observe that this increase in hardening does
not necessarily mean that the accumulated plastic strains α will increase with βK , since rate
effects are involved when the time-fractional Caputo derivative is applied to α in Eq.3.17. Also,
the increase of βE leads to more damping (SUZUKI et al., 2016). The behavior with damage is
presented in Figures 3.14 and 3.15. We observe a complex interaction between the fractional-
orders βE , βK and the damage evolution. In general, higher values of βK reduce the evolution
of damage over time, with βK = 0.1 leading to material failure. The use of higher values for βK
decrease the amount of damage the material suffers at the occurrence of the snap-through and
prevents failure with the set of chosen material parameters. The use of βE = 0.1 led to a late
rupture for βK = 0.1, but increases the rate of damage at the snap-through instant, due to the
high sensitivity of the single Scott-Blair element in the visco-elastic part.
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Figure 3.13 – Undamaged case. Displacement in z versus time for node 2 with variation of
fractional-orders. (a) βE = 1× 10−4 (b) βE = 0.1. The increase of βK increases
the rate-dependent strain hardening and the increase of βE increases the damping
(SUZUKI et al., 2016).



































































































Figure 3.14 – Damaged case, with βE = 1× 10−4 and variation of βK (a) Displacement in y
versus time for node 2. (b) Damage versus accumulated plastic strain, (c) Damage
versus time. Only the use of βK = 0.1 led to material failure, and also presents a
clear reduction in the natural frequency, comparing to Figure 3.13a. The increase
of the fractional-order βK in this case increased the rates of damage in terms of the
accumulated plastic strain, however it decreases the rates in time and ultimately
leads to less damage. The sudden change in load direction when snap-through
occurs leads to a sudden jump in damage, as observed in (c), which amplitude
decreases with the increase of βK .
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Figure 3.15 – Damaged case, with βE = 0.1 and variation of βK (a) Displacement in y versus
time for node 2. (b) Damage versus accumulated plastic strain, (c) Damage versus
time. We observe that using βE = 0.1 allowed the material to last for a longer time
with βK = 0.1, however material failure still occured since the load increased un-
til t = 0.25s. On the other hand, the damage rates increased at the snap-through
instant, which is visible with the higher jumps in (c). This happens due to the sen-
sitivity of the single Scott-Blair element in the visco-elastic part. The abscence of
oscilations in damage in (c) after the snap-through is due to sudden high expan-
sion of the yield surface, as a large visco-plastic step instead of a small increment.
3.6.4 Three-dimensional shallow dome
We solve the structure illustrated in Figure 3.16, which was previously considered
in several works involving different material behaviors (CARNIEL et al., 2015; DRIEMEIER et
al., 2005; BONET; WOOD, 2008). The material properties considered are E = 2.0×1011 Pa.sβE ,
K = 1.0×1011 Pa.sβK , τY = 2.5×108 Pa, R= 2.0×105 Pa.s−βE , S= 1, ρ = 7.85×10−6 kg/mm3,
ν = 0.5 and A = 20.0mm2. We consider a total time T = 0.6s with ∆t = 5×10−5 s. A force in
direction z is applied at node 1, which causes the entire dome to snap-through and oscillate in
the negative z axis. This problem is more complex than the two-bar truss, since it involves two
snap-through occurrences for the node 1 to reach z < 0, and a more complex interaction with
three geometrically distinct elements.
The analysis without damage is illustrated in Figure 3.17. We observe very signifi-
cant damping, even for βE = 0.05. The instant when the snap-through occurs is barely affected
by the use of different fractional-orders βK . In general, the increase of the fractional-order βK
increases the hardening and amplitudes of the displacements, but not as pronounced as the two-
bar example when we compare between βK = 0.5 and βK = 0.9. Also, since the frequency of
oscillations for nodes 1 and 2 is different, the vibration pattern is non-uniform. Figures 3.18
and 3.19 illustrate the results with damage and variation of fractional-orders βE , βK . We ob-
serve that, similar to the two-bar problem, the increase of βK reduced the maximum achieved
damage. The use of βE = 0.05 introduced sufficient damping, leading the material rupture to




















Figure 3.16 – (a) Upper view of the shallow dome. The element numbers are represented
in boxes. Nodes 1, 2 and 3 are located, respectively, at coordinates z =
0, 42.16, 72.16mm. A load P = (0,0,−Pz) is applied at node 1, with intensity
over time illustrated in (b). This problem is characterized by two snap-through
occurances, characterized by the passage of node 1 at the z coordinates of nodes
2 and 3.








































































Figure 3.17 – Shallow dome, Undamaged case. Displacement in z versus time for node 1 with
variation of fractional-orders. (a) βE = 1×10−4 (b) βE = 0.05. The snap-through
is caracterized by the two first oscillations, that occur at times t ≈ 0.09, 0.12s.
The effects of hardening with increasing fractional-order βK is observed with the
larger amplitudes of the displacements.
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Figure 3.18 – Shallow dome, damaged case with βE = 1× 10−4 and variation of βK (a) Dis-
placement in z versus time for node 1. (b) Damage versus accumulated plastic
strain for element 1, (c) Damage versus time for element 1. We observe that the
increase of βK reduces the maximum attained damage for the element. In this
case, the use of βK = 0.9 prevented the material failure.
































































































Figure 3.19 – Shallow dome, damaged case with βE = 0.05 and variation of βK (a) Displace-
ment in z versus time for node 1. (b) Damage versus accumulated plastic strain for
element 3, (c) Damage versus time for element 3. We observe that the damping
introduced with βE led the element 3 to achieve material failure before element 1.
Regardless of that, the increase of βK also reduced the maximum attained dam-
age, where in this case, only the case with βK = 0.1 failed.
3.7 Conclusions
The main contribution of the present work is the incorporation of a continuum
isotropic damage model to a uniaxial, fractional-order visco-elasto-plastic model involving
large strains. The visco-elasto-plastic model is a modification of the classical rate-independent
elasto-plasticity, with a rate-dependent yield function via the application of the time-fractional
Caputo derivative on the accumulated plastic strain (SUZUKI et al., 2016). The damage is in-
troduced as an additional internal variable that contracts the yield function, accounts for stress
softening in the constitutive relation and evolves coupled with the accumulated plastic strain.
The evolution of damage is described by an integer-order differential equation according to
Lemaitre’s model. Memory effects for damage and plastic slip naturally appear at the stress-
strain relation with the use of the flow rule and the time-fractional Caputo derivative.
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The model described the rate-dependent behavior of damage evolution and fast in-
crease with higher plastic strain rates. We did not consider crack closure effects, which led
to damage accumulation for compressive loads, neither a damage threshold, assuming that the
damage starts with the first accumulation of plastic strains and competes with the hardening
effects.
We developed a fractional return-mapping algorithm accounting for damage that
solves the nonlinear system of equations that resulted from the model using Steffensen’s method.
A benchmark test was performed using prescribed strains, and proved that the convergence for
stress and damage are linear, as expected from the backward-Euler integration scheme, and
from the undamaged model (SUZUKI et al., 2016). Moreover, we observed from the prescribed
monotonic strains that:
∙ When we enforce βE → 0 with βK → 0, we recover the classical, rate-independent elasto-
plastic model with isotropic hardening and damage.
∙ When setting βE → 0 with βK → 1, we recover asymptotic perfect elasto-visco-plasticity
with damage, characterized by a linear damage evolution in terms of the accumulated
plastic strain.
The enforcement of prescribed cyclic strains and application to two-member and
shallow-dome trusses showed a complex interaction between the fractional-orders βE , βK and
the evolution of damage, and we observed the following:
∙ The use of higher values of βK leads to increased hardening and damage rate at the begin-
ning of the plastic range, but significantly reduces afterwards. Therefore, smaller values
of damage are achieved at the end of processes with high visco-plastic strains.
∙ There is a competition between the damping (dissipation) introduced by βE and the rate-
dependent behavior of the visco-elastic Scott-Blair element. Although the damping is
significant for both low and high strain rates, the use of higher values of βE combined with
high strain rates leads to more damage accumulation because, in this case, the material
remains mostly in the visco-plastic range.
Several aspects can be improved in the model, such as the use of higher-order in-
tegration methods that account for less computational complexity (e.g. fast convolution (LU-
BICH; SCHADLE, 2002)), but with significant theoretical developments and the use of non-
uniform time grids. The computation of the tangent modulus can be improved with the ap-
plication of the complex-step derivative, by considering all variables in the fractional return-
mapping algorithm to be complex (TANAKA et al., 2014). Physical and computational aspects
of damage can be improved with the consideration of a critical damage Dc used for mesocrack
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initiation (to account for softening after some damage threshold), crack-closure effects to avoid
damage energy release for compressive loads (Sá et al., 2010) and inclusion of non-local ef-
fects of damage (by weighted averaging or gradient-enhanced models (Sá et al., 2010; Sá et al.,
2006)) to avoid mesh dependency problems that to not arise in truss-like structures.
The material parameters can be identified through fitting with experimental uniax-
ial stress/strain tests. We believe that the flexibility of the fractional-orders in determining the
rate-dependent behavior and effects on damage allows constitutive relations like the model pre-
sented in this work to have potential applications involving low-cycle fatigue, dynamic plasticity
and creep damage (LEMAITRE; DESMORAT, 2005). Some examples are metal-forming pro-
cesses (Sá et al., 2006), polymers (CARNIEL et al., 2015), and biological tissues such as retina,
bones, skin, tendons and respiratory tissue (WOLLENSAK; SPOERL, 2004b; WOLLENSAK,
2006; QUERLEUX, 2014; WEICKENMEIER; JABAREEN, 2014; SCHWIEDRZIK; ZYS-
SET, 2013; SUN et al., 1995; ROMERO et al., 1998).
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4 CONSTRUCTION OF MINIMUM ENERGY HIGH-ORDER
HELMHOLTZ BASES FOR STRUCTURED ELEMENTS
4.1 Abstract
We present a construction procedure for high-order expansion bases for structured
finite elements specific for the operator under consideration. The procedure aims to obtain bases
in such way that the condition numbers for the element matrices are almost constant or have a
moderate increase in terms of the polynomial order. The internal modes of the mass and stiffness
matrices are made simultaneously diagonal and the minimum energy concept is used to make
the boundary modes orthogonal to the internal modes. The performance of the proposed bases is
compared to the standard basis using Jacobi polynomials. This is performed through numerical
examples for Helmholtz problem and transient linear elasticity employing explicit and implicit
time integration algorithms and the conjugate gradient method with diagonal, SSOR and Gauss-
Seidel pre-conditioners. The sparsity patterns, conditioning and solution costs are investigated.
A significant speed-up and reduction in the number of iterations is obtained when compared to
the standard basis.
4.2 Introduction
In high-order finite element methods, the convergence of the approximate solution
is obtained by increasing the polynomial order of the basis functions. The combination of this
feature with geometrical complexity and the required discretization order fully demands effi-
cient algorithms to solve the corresponding large systems. The choice of basis influences the
accuracy and efficiency of the method. This comes from the fact that the basis influences the
numerical conditioning and sparsity of the system matrices obtained after discretization. If the
matrix associated with the system of equations is ill-conditioned, rounding and truncation oper-
ations can lead to very large errors in the approximate solution (KARNIADAKIS; SHERWIN,
2005).
Tensor-based hierarchical functions constructed with orthogonal Legendre polyno-
mials were used in (BABUSKA et al., 1981) to improve the sparsity and conditioning of the
matrix systems. In this case, the stiffness matrix obtained for structured elements is block diag-
onal. However, for unstructured elements, these functions exhibit an exponential increase in the
condition number with the increase of the polynomial order (ABDUL-RAHMAN; KASPER,
2007).
Hierarchical shape functions for triangles and tetrahedra were presented in (CARNEVALI
et al., 1993). Orthogonality properties of the polynomial basis were used to obtain local ma-
trices with better conditioning and sparsity compared to the functions defined in (SZABÓ;
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BABUSKA, 1991).
In (KARNIADAKIS; SHERWIN, 2005), tensor product of one-dimensional Jacobi
orthogonal polynomials was considered to build hierarchical shape functions for structured and
non-structured elements. The advantages of using Jacobi polynomials to improve the compu-
tational efficiency of high-order FEM expansion bases were also discussed in (Nogueira Jr.;
BITTENCOURT, 2001). Modal bases have been used very often in high-order applications not
only in fluid dynamics, but also in structural mechanics (JR; BITTENCOURT, 2007; DONG;
YOSIBASH, 2009).
The appropriate choice of the weights of Jacobi polynomials improves the sparsity
of mass and stiffness matrices (KARNIADAKIS; SHERWIN, 2005; BITTENCOURT et al.,
2007). Furthermore, the choice of polynomials weights for Gauss-Jacobi, Gauss-Radau-Jacobi,
and Gauss-Lobatto-Jacobi quadratures also decreases the number of points required for the con-
sistent numerical integration of the mass and stiffness matrices (BITTENCOURT; VAZQUEZ,
2009).
The sparsity of element matrices influences the conditioning of the resulting alge-
braic system (ABDUL-RAHMAN; KASPER, 2007). Techniques for simultaneous diagonaliza-
tion of matrices were used to improve the conditioning and sparsity of the matrix systems in
(SHEN; WANG, 2007). In this case, one-dimensional mass and Laplace stiffness matrices are
made simultaneously diagonal. This technique was used in (ŠOLÍN; VEJCHODSKỲ, 2008) to
build internal bubble functions for the high-order FEM.
Schur complement, also referred to as static condensation, significantly improves
the conditioning properties and performance of iterative methods for solving systems of equa-
tions (KARNIADAKIS; SHERWIN, 2005). It has been used as an efficient way to condense the
terms related to the internal modes of elements (BABUSKA; GUO, 1989) and to define recur-
sive substructuring procedures to reduce the number of unknowns in the final system of equa-
tions. Preconditioners based on the element topology and domain decomposition techniques
were developed in (CASARIN, 1997). In (VEJCHODSKỲ, 2010), the concept of minimum en-
ergy was presented as a simple way to construct boundary modes orthogonal to internal modes.
This technique is applied directly to the construction of one-dimensional basis functions.
Simultaneous diagonalization techniques for the internal modes were employed in
(ZHENG; DONG, 2011) to build high-order expansion bases for structured elements. The algo-
rithm results in one-dimensional local internal mass and stiffness matrices simultaneously di-
agonal and with the same condition number. It is also known that the boundary modes strongly
influence the performance and numerical conditioning of the system matrices after the Schur
complement. The modification of the interior modes does not affect the numerical performance
of the Schur-complemented system (ZHENG; DONG, 2011). An algorithm, based on Gram-
Schmidt orthogonalization, was used to obtain one-dimensional boundary modes orthogonal
to the internal modes. The obtained bases have large efficiency in terms of conditioning and
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number of iterations for convergence for mass, Poisson stiffness and Helmholtz matrices using
the conjugate gradient method, when compared to the standard basis proposed in (SHERWIN;
KARNIADAKIS, 1995; KARNIADAKIS; SHERWIN, 2005).
In this paper, we present a novel methodology for constructing high-order expan-
sion bases for structured elements, which are more suited for the considered operator in terms
of numerical conditioning. We propose to combine the good results in terms of sparsity and
conditioning obtained from the simultaneous diagonalization procedure of internal modes with
the minimum energy orthogonalization of the one-dimensional boundary modes. The influence
of parameter k of the simultaneous diagonalization on the conditioning is presented. The pro-
cedure is suited to different problems and will be applied to projection, Poisson, Helmholtz and
transient linear elasticity problems with explicit and implicit time integration procedures. The
performance of the proposed bases are investigated through numerical experiments using the
conjugate gradient method with diagonal, SSOR and GS pre-conditioners. The results show a
reduction up to 89% in the number of iterations for convergence when compared to the standard
bases given in (KARNIADAKIS; SHERWIN, 2005). In D, we propose a procedure to calcu-
late the coefficients of the mass and Poisson stiffness matrices for two- and three-dimensional
elements in terms of the coefficients of the one-dimensional mass and stiffness matrices. This
procedure only requires one-dimensional quadrature and is an alternative to sum-factorization.
4.3 Construction of One-dimensional Bases with Simultaneously Diagonalization and
Minimum Energy
This work considers the one-dimensional modal basis, referred here to as the stan-
dard basis (ST) and defined in terms of Jacobi orthogonal polynomials Pα,βp (ξ1) (BITTEN-
COURT et al., 2007; KARNIADAKIS; SHERWIN, 2005). In general, the modal shape func-
tions are related to the elemental topological entities: vertices, edges, faces and volumes.
The one-dimensional standard bases of polynomial order until P are defined in the




2(1−ξ1), p = 0,
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p−2(ξ1), 2 ≤ p ≤ P,
. (4.1)
which are hierarchical because the set of functions of order P is included in the set of functions
of order P+ 1. The vertex functions correspond to the indices p = 0 and p = 1; the internal
functions are obtained for 2 ≤ p ≤ P.













where 0 ≤ p,q ≤ P and ψp,ξ1 is the derivative of ψp with respect to ξ1.
The mass and stiffness matrices are symmetric and their submatrices of internal
modes are positive-definite. The weights (α,β ) of the Jacobi polynomials can be chosen in such
way to obtain sparser matrices (KARNIADAKIS; SHERWIN, 2005). Figure 4.1 illustrates the
sparsity patterns of the local mass and stiffness matrices for α = β = 1 and P = 10. The mass
matrix is pentadiagonal and the vertex and internal blocks of the stiffness matrix are decoupled.




















Figure 4.1 – Sparsity patterns of the one-dimensional local mass (a) and stiffness (b) matrices
obtained with the standard basis (α = β = 1) and polynomial order P = 10 (nz is
the number of non-zero coefficients).
We can partition the element system of equations related to the mass matrix
[M]{a}= { f}, (4.4)














The L2-inner product of functions f and g in the interval [−1,1] is defined as ⟨ f ,g⟩L2 =∫ 1
−1 f (ξ )g(ξ )dξ . Therefore, the coefficients of the vertex block are given by (Mvv)pq = ⟨ψp,ψq⟩L2 (p,q=
0,1); for the coupling block, (Mvi)pq = ⟨ψp,ψq⟩L2 (p = 0,1;q = 2, . . . ,P); and for the internal
block, (Mii)pq = ⟨ψp,ψq⟩L2 (p,q = 2, . . . ,P).
It is possible to write Eq.(4.4) only in terms of the vertex coefficients using the
Schur complement (KARNIADAKIS; SHERWIN, 2005) as
[Ms]{av}= { fs} , (4.6)
where
[Ms] = [Mvv]− [Mvi][Mii]−1[Mvi]T and { fs}= { fv}− [Mvi][Mii]−1 { fi} . (4.7)
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The internal coefficients are calculated as
{ai}= [Mii]−1
(
{ fi}− [Mvi]T {av}
)
. (4.8)
The Schur complement has the advantage of reducing the number of equations to
obtain the coefficients of the approximated solution and decrease the condition number of the
associated matrix (AXELSSON, 1994; KARNIADAKIS; SHERWIN, 2005).
4.3.1 Diagonalization of Internal Modes
We consider the following transformation of the internal modes for the bases given
































= [Y ] [Kii] [Y ]
T . (4.10)
Given the symmetric and positive-definite internal mass matrix [Mii], we can diagonalize it as
[X ]T [Mii] [X ] = [ΛM] , (4.11)
where [X ] is the eigenvector matrix of [Mii] and [ΛM] is the diagonal matrix with the eigenvalues


















which is also symmetric and positive-definite and can be diagonalized analogously to [Mii] as
[Z]T [L] [Z] = [ΛS] , (4.13)
in which [Z] denotes the matrix of the eigenvectors and [ΛS] represents the diagonal matrix with
















where k ∈ [0,1] is a parameter that influences the condition number of the matrices related to


























For k = 0, the internal block of the mass matrix is the identity matrix and the condition num-
ber is 1 for any polynomial order. Analogously for the stiffness matrix with k = 1. The same
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condition number of the internal mass and stiffness matrices is obtained for k = 1/2 and this
value was taken in (ZHENG; DONG, 2011). For [Kii], the smallest condition number is also 1
but obtained for k = 1. From Eq.(4.15), it is observed that the simultaneous diagonalization pro-
cedure for k = 0 is equivalent to solving the generalized eigenvalue problem for [Mii] and [Kii].
Figure 4.2 illustrates the condition numbers of the internal one-dimensional mass and stiffness
matrices obtained with the standard basis and the bases after the application of the simultaneous
diagonalization procedure for k = 0, k = 1 and k = 1/2.


























SD k = 0
SD k = 1/2
SD k = 1
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SD k = 1/2
SD k = 1
(b)
Figure 4.2 – Comparison of the condition numbers of the one-dimensional internal mass (a) and
stiffness (b) matrices for the standard basis (ST) and the simultaneous diagonaliza-
tion (SD) bases for different values of the parameter k.
The different choices for the parameter k in Eq.(4.15) do not change the order of the
functions associated with the internal modes but just their amplitudes. Figure 4.3 illustrates the
one-dimensional functions for different values of k and P = 3. Note that the internal functions
with polynomial order P include the basis functions with polynomial order P−1. Therefore the
transformation applied to the internal modes preserves the hierarchy of the basis.







































Figure 4.3 – One-dimensional interior basis functions after simultaneous diagonalization for
different values of the parameter k = 0 (a), k = 1/2 (b) and k = 1 (c) for poly-
nomial order P = 3.
The internal modes defines a linear space and the one-dimensional linear vertex
modes have the best approximation in the space of the interior modes with respect to some
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norm. One way to calculate this approximation is to determine an orthogonal basis for the inter-
nal modes and then make the projection of the linear vertex modes on that basis. The difference
between the vertex modes and the best approximation is basically the application of the Gram-
Schimdt procedure. This procedure was used to construct vertex modes orthogonal to the inter-
nal modes in (ZHENG; DONG, 2011). Figure 4.4 shows the behaviour of the one-dimensional
vertex and internal modes for the standard basis and the ZD-basis given in (ZHENG; DONG,
2011) for P = 3. The transformed vertex modes have polynomial order P.






























Figure 4.4 – One-dimensional Zheng-Dong’s basis with k = 1/2 and polynomial order P = 3 to
vertex (a) and interior modes (b).
In the next section, we will apply the minimum energy orthogonalization to the
boundary modes. This formulation is used to construct the one-dimensional vertex modes.
When compared to (ZHENG; DONG, 2011), the most convenient norm for the considered oper-
ator is used in the orthogonalization procedure. The same bases obtained in (ZHENG; DONG,
2011) are recovered for k = 1/2 for the mass (L2) and Poisson (energy) norms.
4.3.2 Minimum Energy Bases
Consider the splitting of the approximation space V into the direct sum V =V v⊕V i,
where V v and V i are nontrivial subspaces associated respectively to the boundary and internal
modes (VEJCHODSKỲ, 2010). The basis ψ ∈V is defined as
ψ = ψv ⊕ψ i, (4.16)
where ψv denotes the boundary modes in V v and ψ i represents the internal modes in V i. The
minimum energy extension ψme ∈V of ψv ∈V v with respect to V i is uniquely defined as (VE-
JCHODSKỲ, 2010)
ψ
me := ψv −ψ*, (4.17)
where ψ* is the projection of ψv into ψ i such that
⟨ψme,ψ i⟩= 0, ∀ψ i ∈V i. (4.18)
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Equation (4.18) implies that ψme is orthogonal to the subspace V i. It is possi-
ble to show that ‖ψme‖E ≤ ‖ψv‖E , where ‖u‖2E = ⟨u,u⟩E stands for the energy norm (VEJ-
CHODSKỲ, 2010), and ψme is called minimum energy basis. Let ψv = {ψ0,ψ1} and ψ i =











j, k = 0,1. (4.19)
From Eqs.(4.18) and (4.19), the coefficients αMk j for the L2 or mass norm are uniquely
determined as






k j⟨ψ ij,ψ il ⟩L2 = 0, ∀ψ il ∈V i. (4.20)
Using the partitioning given in Eq.(4.5), the previous condition can be rewritten in
matrix form as [
α
M]= [Mvi] [Mii]−1 . (4.21)
The modes ψme can be used as boundary modes in V and the submatrix [Mmevv ]
corresponds to the Schur complement of the local mass matrix. Therefore,
[Mmevv ] = [Mvv]− [Mvi] [Mii]−1 [Mvi]T . (4.22)
We consider the simultaneous diagonalization (SD) of the internal blocks of the
mass and stiffness matrices to construct the one-dimensional internal modes and the minimum
energy (ME) orthogonalization for the boundary modes. This allows to generalize the orthog-
onalization procedure for the boundary modes based on the choice of the appropriate norm
according to the considered problem. The obtained bases are labelled SDME.
Assuming linear vertex functions, the orthogonalization of the vertex and internal
modes using the L2-norm results in the same basis proposed in (ZHENG; DONG, 2011) for
k = 1/2. Therefore, for αk j = αMk j , the minimum energy procedure is equivalent to the Gram-
Schimidt orthogonalization.
Figure 4.5 shows the sparsity patterns of the local one-dimensional mass and stiff-
ness matrices after the application of the SD and ME procedures. The boundary and internal
blocks of the mass matrix are decoupled and the same blocks of the stiffness matrix become
coupled. In this case, the Schur complement is obtained directly from the construction of the
one-dimensional basis.
Figure 4.6 shows the comparison of the condition numbers of the one-dimensional





values of k according to the polynomial order. Notice that the condition numbers obtained using
the SDME bases are better than those obtained with the standard basis. For k = 1/2, the values
are equal to those determined with the basis presented in (ZHENG; DONG, 2011). Basis-LV
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Figure 4.5 – Sparsity patterns of the one-dimensional mass (a) and stiffness matrices (b) with





was also described in (ZHENG; DONG, 2011), in which the basis functions are obtained by the
tensor product of the 1D interior modes from Eq.(5.5) and the same linear vertex modes of the
standard basis from Eq.(4.1).




























SDME k = 0
SDME k = 1/2
SDME k = 1
ZD−Basis
Basis−LV
Figure 4.6 – Numerical conditioning of the 1D local mass matrices using the ST, ZD, Basis-LV
and SDME bases, for different values of the parameter k, in terms of the polynomial
order.
Equation (4.20) may be expressed in terms of the energy norm as






k j⟨ψ ij,ψ il ⟩E = 0, ∀ψ il ∈V i. (4.23)
The element local stiffness matrix for the Poisson problem can be partitioned in terms of bound-









where (Kvv)pq = ⟨ψp,ξ1 ,ψq,ξ1 ⟩E (p,q = 0,1); (Kvi)pq = ⟨ψp,ξ1 ,ψq,ξ1 ⟩E (p = 0,1 and q = 2, . . . ,P);
(Kii)pq = ⟨ψp,ξ1 ,ψq,ξ1 ⟩E (p,q = 2, . . . ,P).
Condition (4.23) can be expressed in matrix form as[
α
K]= [Kvi] [Kii]−1 . (4.25)
The submatrix [Kvi] = [0] for the standard Jacobi basis. Thus, the previous procedure does not
alter the linear modes of the standard basis (ST). Figure 4.7 shows the vertex and internal modes




, P = 3 and k = 1/2. These modes corresponds to the Basis-LV
presented in (ZHENG; DONG, 2011).


































, k = 1/2 and polynomial order P = 3 to
vertex (a) and interior modes (b).
Note that the choice of coefficient matrix [α] allows to recover the bases proposed in
the literature considering the simultaneous diagonalization procedure for the internal modes and
the minimum enegy orthogonalization for the vertex modes. Matrix [α] influences the coupling




, the basis does not decouple internal and
boundary modes of the one-dimensional stiffness matrix. However, the one-dimensional mass
matrix has the internal and boundary blocks uncoupled.
Figure 4.8 illustrates the condition number of the one-dimensional local stiffness
matrices using the standard (ST) basis and the SDME bases for different values of k in terms
of the polynomial order. Note that for P > 4, the condition numbers are larger with the SDME
basis with k = 1/2. For k = 1, the condition number is smaller than those ones obtained with
the other bases.
4.4 SDME Basis for Helmholtz Problem
The general equation for the one-dimensional Helmholtz problem is given by (KAR-
NIADAKIS; SHERWIN, 2005)
u′′(x)−λu(x)+ f (x) = 0, x ∈ Ω
u(x) = u0, x ∈ ∂ΩD
, (4.26)
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SDME k = 1/2
SDME k = 1
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Basis−LV
Figure 4.8 – Numerical conditioning of the 1D local stiffness matrix using the ST, ZD, Basis-LV
and SDME bases, for different values of the parameter k, in terms of the polynomial
order.
where u(x) is a continuous and smooth function in the domain Ω = {x |0 ≤ x ≤ l}, λ is a
positive real constant, f (x) a known function and u0 a non-homogeneous Dirichlet boundary
condition. Multiplying Eq.(4.26) by an arbitrary smooth test function v(x), which satisfies the
homogeneous Dirichlet conditions on the boundary ∂ΩD, and applying integration by parts, we












where ∂ΩN is the Neumann boundary.
Applying the Galerkin approximations u(x)=∑ni=1 aiψ
i(x) and v(x)=∑nj=1 b jψ j(x),



















[H] = [K]+λ [M] , (4.30)
where [M] and [K] are the mass and stiffness matrices, respectively, and [H] is the Helmholtz
matrix.
We consider now the use of the minimum energy procedure for the Helmholtz ma-
trix. In this case, the energy norm for a function u ∈V is ‖u‖2E = ⟨u,u⟩E = ⟨u′,u′⟩L2 +λ ⟨u,u⟩L2 .
We can also partition the element local Helmholtz matrix as















H]= [Hvi] [Hii]−1 . (4.32)
This choice for the coefficients [α] obtains a one-dimensional Helmholtz matrix
with orthogonal vertex and internal modes as shown in Fig.4.9. In this case, the local stiffness
and mass matrices have vertex and internal blocks coupled and the orthogonalization of bound-
ary modes and their derivatives cannot be made independently. However, when we add them to
obtain the Helmholtz matrix, boundary and internal blocks are uncoupled.




























































Figure 4.9 – Sparsity patterns of the mass (a), stiffness (b), and Helmholtz (c) one-dimensional
local matrices for P = 10 using the standard basis (ST). Sparsity patterns of the
mass (d), stiffness (e), and Helmholtz (f) one-dimensional local matrices for P= 10
using the simultaneous diagonalization and minimum energy basis (SDME) with
λ = 1.
The construction of the vertex modes of the Helmholtz SDME basis depends on
the parameter λ . Figure 4.10 shows the boundary and internal modes for different λ values




. For smaller λ ,





shows the boundary modes for λ = 100 and P = 10. For high-order polynomial functions, the
vertex modes are similar to the step function.
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, k = 1/2 and polynomial
order P = 3. Vertex (a) and internal (b) modes for λ = 100. Vertex and internal
modes for λ = 1 in (c) and (d). Vertex and internal modes for λ = 0.1 in (e) and
(f).





















1/2, λ = 100 and polynomial order P = 10.
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Figure 4.12 shows the condition numbers of the one-dimensional local Helmholtz




for different values of k and λ = 1,
in terms of the polynomial order. The choice of k in Eq.(4.14) affects for the condition number
of the one-dimensional Helmholtz matrix. For k = 1/2, the condition numbers of the [H] matrix
obtained with the SDME basis are larger than the those calculated using the standard basis for
P > 4. For k = 1, the condition numbers are equal to 1 for any polynomial order and smaller
than the values given in (ZHENG; DONG, 2011). For P= 2, the condition number for Basis-LV
and SDME with k = 1/2 are not equal. This difference is observed because for λ = 1 the vertex
modes are different. For smaller values of λ and larger values of P, the results are similar.


























SDME k = 0
SDME k = 1/2
SDME k = 1
ZD−Basis
Basis−LV
Figure 4.12 – Numerical conditioning of the one-dimensional Helmholtz matrices using the ST,




in terms of the polynomial order for λ = 1.
Figure 4.13 shows the the condition numbers of the one-dimensional local Helmholtz
matrix, using the standard (ST) basis and the SDME bases for different values of k and λ and
P = 10. Note that for larger values of λ , the condition numbers of the SDME basis with k = 1/2
are similar to those presented in (ZHENG; DONG, 2011). For smaller values of λ , the condi-
tion number is similar to those of the Basis-LV. However, for the given range of λ , the condition
numbers of the SDME bases are better than the other bases. This fact indicates that the λ values
influences strongly the conditioning of the Helmholtz matrix.
4.5 SDME Basis for the Newmark Method
Consider the discrete equation of motion for a linear structural body given by
[M]{Ü t}+[C]{U̇ t}+[K]{U t}= {Rt}, (4.33)
where [M], [C] and [K] are the global mass, damping and stiffness matrices. The terms {Ü t},
{U̇ t} and {U t} are the acceleration, velocity and displacement vectors for a given time t. The





































SDME k = 0
SDME k = 1/2
SDME k = 1
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Figure 4.13 – Numerical conditioning of the one-dimensional Helmholtz matrices using ST,




in terms of λ for polynomial order
P = 10.
In the Newmark method, the displacement at time t +△t can be approximated by
(BATHE, 1996)
[K̂]{U t+∆t}= {R̂t+∆t}, (4.34)
where the effective stiffness matrix [K̂] is given by












The constants used for the Newmark method are a0 = 1α∆t2 , a1 =
δ
α∆t , a2 =
1
α∆t , a3 =
1
2α − 1,






, a6 = ∆t (1−δ ), a7 = δ∆t, with δ ≥ 0.50 and α ≥ 0.25(0.5+δ )2.
For our analyses, we adopt α = 0.25 and δ = 0.50.
For an undamped system, the effective stiffness matrix resumes to
[K̂] = [K]+a0 [M] . (4.37)
In this case, the parameter λ of the Helmholtz problem can be associated with coefficient a0
in Eq.(4.37). For convenience, we take λ = 1 and later analyze the effect of the choice of
this parameter in the construction of the one-dimensional shape functions for the SDME basis.
Using the coefficient matrix
[
α
H]= [K̂vi][K̂ii]−1 . (4.38)
the boundary and internal blocks are uncoupled of [K̂] as illustrated in Fig.4.9 for the Helmholtz
problem.
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4.6 Construction of Basis for Quadrilaterals and Hexahedra and Sparsity Patterns
We discuss the extension of the proposed one-dimensional bases to quadrilaterals
(2D) and hexahedra (3D) structured elements using the tensor product of one-dimensional func-
tions in the local coordinate systems ξ1 ×ξ2 and ξ1 ×ξ2 ×ξ3.
The shape functions for quadrilaterals and hexahedra are respectively given by
(KARNIADAKIS; SHERWIN, 2005; BITTENCOURT et al., 2007; BITTENCOURT, 2014b)
Ni(ξ1,ξ2) = ϕp(ξ1)ϕq(ξ2) (0 ≤ p,q ≤ P), (4.39)
Ni(ξ1,ξ2,ξ3) = ϕp(ξ1)ϕq(ξ2)ϕr(ξ3) (0 ≤ p,q,r ≤ P), (4.40)
where p, q and r are tensor product indices associated with the topological entities of the el-
ement; P the polynomial order in directions ξ1, ξ2 and ξ3; i = 1, . . . ,(P+ 1)2 for squares and
i = 1, . . . ,(P+1)3 for hexahedra. The SDME bases are conforming and continuous on the ele-
ment boundaries.
We present the sparsity patterns for the mass, Poisson stiffness and Helmholtz matri-
ces obtained with the ST and SDME bases for hexahedra. The degrees of freedom are numbered
beginning with boundary modes followed by the internal modes of the elements. The sparsity
patterns for the undistorted element Ωe = [0,1]× [0,1]× [0,1] and the distorted element illus-
trated in Fig.4.14 are plotted in Fig.4.15.
(0, 0, 0)
(0.5, 0, 0)
(0.5, 0.5, 0)(0, 0.5, 0)
(0, 0, 0.5) (0.5, 0, 0.5)
(0.693, 0.531, 0.694)
(0, 0.5, 0.5)
Figure 4.14 – Distorted 3D element.
Figure 4.15 shows the sparsity patterns of the mass matrices obtained using the ST




and polynomial order P = 10. Note that the mass matrix obtained
with the SDME basis is very sparse. Moreover, the boundary and internal modes are decou-
pled as shown in Fig.4.15b. The distortion of the element generates coupling of boundary and
internal coefficients of the mass matrix.
Figure 4.16 illustrates the sparsity patterns of the Poisson stiffness matrices. As dis-
cussed in the previous section, the stiffness matrices for two and three-dimensional elements





ary and internal blocks of the one-dimensional mass matrices are coupled. Consequently, the 3D
stiffness matrices have coupled internal and boundary modes as seen in Fig.4.16b. For the dis-




Figure 4.15 – Sparsity patterns of the 3D mass matrices with ST (a) and SDME bases (b) for
undistorted element and polynomial order P = 10. Sparsity patterns of the 3D
mass matrices with standard (c) and SDME bases (d) for distorted element and





that using the SDME basis, the block of internal modes of the stiffness matrices maintains a
diagonal profile for the undistorted elements, which makes simpler the calculation of the Schur
complement.
The sparsity patterns for Helmholtz matrices obtained for the undistorted and dis-
torted elements are shown in Fig.4.17. In this case, the SDME basis is constructed such that the
one-dimensional mass and stiffness matrices have coupled boundary and internal modes. How-
ever, when added to the construction of the one-dimensional Helmholtz matrices, the boundary
and internal modes are uncoupled. As shown in Fig.4.17b, the boundary and internal modes are
coupled.
4.7 Numerical results
In this section, we present results of the application of the standard and SDME bases
to the 3D Helmholtz and transient linear elasticity problems. The following energy norms are
100
(a) (b) (c)
Figure 4.16 – Sparsity patterns of the 3D Poisson stiffness matrices with standard (a) and
SDME bases (b) for undistorted element and polynomial order P = 10. Sparsity
pattern of the 3D stiffness matrices with standard basis (c) for distorted element
and polynomial order P = 10.
(a) (b) (c)
Figure 4.17 – Sparsity patterns of the 3D Helmholtz matrices with standard (a) and SDME bases
(b) for undistorted element and polynomial order P = 10. Sparsity pattern of the
3D Helmholtz matrices with standard basis (c) for distorted element and polyno-
mial order P = 10.











E(ut) : T(ut)dΩ, (4.42)
where ut is the analytic solution for time t, E is the infinitesimal strain tensor and T is the





The energy norm of the approximate solution utapp at time t is calculated for the Newmark
method as






We used the conjugate gradient method to solve the linear systems of equations
with tolerance 10−11 for the Schur complemented matrices. The numerical conditioning of the
system matrices, the number of iterations and solution time are analyzed.
The standard basis (ST), standard basis with diagonal preconditioner (DP-ST), the
simultaneously diagonal and minimum energy basis (SDME), and the simultaneously diagonal
and minimum energy basis with diagonal precontitioner (DP-SDME) were considered. The
SSOR and GS pre-conditioners are also used.
4.7.1 Helmholtz problem
We consider the fabricated solution u(x,y) = sin(πx)sin(πy) with λ = 1 and the
mesh with 8 hexahedra illustrated in Fig.4.18 for the analysis of the Helmholtz problem. The
Dirichlet boundary conditions were imposed on the faces with x = 0, x = 1, y = 0 and y = 1.




and k = 1/2.
Figure 4.18 – Distorted mesh with 8 hexahedra for the study of the Helmholtz problem.
The approximation errors in the energy norm in terms of the polynomial order are
shown in Fig.4.19a. By increasing the polynomial order, the error decreases exponentially until
P= 8 and the machine accuracy is achieved using the SDME basis with diagonal preconditioner
(DP-SDME). Figure 4.19b illustrates the number of iterations for λ = 1. The proposed SDME
basis reduced the number of iterations with the diagonal preconditioner by 40% for polynomial
order P = 8 when compared to the ST basis.
The sparsity patterns of the global matrices obtained for the 3D Helmholtz problems
are shown in Fig.4.20. There is a larger number of non-zero coefficients for the Helmholtz
matrices using the SDME basis.
We now examine different λ values for the construction of the basis and solved for
the fabricated solution u(x,y) = sin(πx)sin(πy). Figure 4.21 shows the number of iterations




and ST basis using





(SDME-M). Note that for small λ values, the number of iterations using the SDME
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Figure 4.19 – Approximation error in the energy norm for the SDME and ST bases (a) and
number of iterations with and without diagonal preconditioner (b) in terms of the
polynomial order for the 3D Helmholtz problem.
(a) (b)
Figure 4.20 – Sparsity patterns for the 3D Helmholtz matrices using the ST (a) and SDME (b)
bases with distorted mesh and polynomial order P = 10.
basis is smaller when compared with the ST basis but still larger than SDME-M as shown
in Fig.4.21a. For larger λ values, the difference is even more remarkable when comparing to





and large λ values. For P = 10, the reduction in the number of iterations




was 28% when compared to the SDME-M basis as
shown in Fig.4.21c.
4.7.2 Effective stiffness matrix of the Newmark method
In this section we apply the SDME bases to transient three-dimensional linear elas-
tic problems using implicit Newmark time integration.
Consider the domain Ω = [0,1]× [0,1]× [0,1] discretized with 8 elements as shown
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Figure 4.21 – Number of iterations in terms of the polynomial order for the 3D Helmholtz prob-
lem with distorted mesh and different values of λ .
in Fig.4.22, with material properties E = 1 [UF ]/[UL]2, ρ = 1 [UM]/[UL]3 and ν = 0.3, where
UF , UL and UM respectively indicate units of force, units of length and units of mass. We use
the following fabricated solution for the displacement field:
ux(x, t) = 10−4x4 sin(2πt),
uy(x, t) = 0, (4.44)
uz(x, t) = 0.
Figure 4.22 – Mesh for 3D transient linear elasticity solved with the Newmark method.
The face at x = 0 is clamped and the following surface tractions are applied on the
other faces













where n = [nx,ny,nz]T is the normal vector field. The respective body force field is given by










fy(x, t) = 0, (4.46)
fz(x, t) = 0.








Figure 4.23 shows the sparsity patterns of the Schur-complemented global effective
stiffness matrices with element order P = 4 obtained with the standard, minimum energy basis
with [αH ] and minimum energy basis with [αM]. The sparsity pattern of the SDME basis with
[αH ] is slightly different from that of the standard basis. Note that the pattern with the SDME
basis contains a smaller number of non-zeros (nz) coefficients than the ST basis. The number
of non-zeros was smaller when using the SDME basis with [αM].
(a) (b) (c)
Figure 4.23 – Sparsity patterns of the global effective stiffness matrices for P = 4 using the
standard basis (a), SDME basis with [αH ] with λ = 1 (b), SDME basis with [αM]
(c).
We consider the condition number and number of iterations in terms of the polyno-
mial order for 30 time steps and the following possibilities: the standard basis with diagonal pre-
conditioner (DP-ST), the minimum energy basis with diagonal precontitioner (DP-SDME), the
standard basis with symmetric successive over relaxation preconditioner (SSOR-ST) and min-
imum energy basis with symmetric successive over relaxation preconditioner (SSOR-SDME)
(AXELSSON, 1994). Figure 4.24a illustrates the condition number of the effective stiffness
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matrices. Notice that the condition numbers for the ST basis are larger than using the SDME
basis by two orders of magnitude for both diagonal and SSOR preconditioners. Also notice
that the condition number with the diagonal preconditioner for the SDME basis was lower even
when compared to the standard basis using the SSOR preconditioner.






























































Figure 4.24 – Condition number of the effective stiffness matrix (a) and number of iterations
(b) using the ST and SDME bases with [αH ] and λ = 1 in terms of the element
order with diagonal and SSOR preconditioners and 30 time steps.
Figure 4.24b shows the number of iterations in terms of the element order. Notice
that the SDME basis required less iterations than the ST basis for all element orders. For P = 4,
there was an average of 369 iterations using the diagonal preconditioner for the ST basis. This
number decreased to 202 when using the same preconditioner for the SDME basis, representing
a reduction of about 45%. The same behavior is observed when comparing both bases with the
SSOR preconditioner. In this case, the reduction in the number of iterations was about 39%.
4.7.3 Analysis of the λ -parameter
The construction of the SDME basis with [αH ] involves the choice of the parameter
λ and we have used λ = 1 in the previous test. Now we investigate the influence of λ on
the numerical conditioning of the effective stiffness matrix and the number of iterations for
convergence. For that purpose, we consider the same previous problem with P = 4 and 30 time
steps and calculate the condition numbers of the effective stiffness matrices using the diagonal
preconditioner. Notice in Fig.4.25a that λ close to 100 resulted in a better conditioned matrix.
This value decreased the number of iterations required for convergence as shown in Fig.4.25b.
The reduction in the number of interations for λ = 100 was nearly 88% when compared to
λ = 0.1. Note also that the further increase of λ resulted in the increase of the condition number
and number of iterations. For λ = 1000, we observed an increase in the number of iterations of
nearly 25% when compared to λ = 100.
Consider λ = {0.1,1,100,1000} and different polynomial orders. Figure 4.26a
shows that λ = 100 and λ = 1000 make the condition number of the effective stiffness ma-

































































Figure 4.25 – Condition number (a) and number of iterations (b) of the effective stiffness matrix
in terms of λ for P = 4 and 30 time steps using the SDME basis with the diagonal
preconditioner.
choice of the λ = 100 is better than λ = 1 even for the SDME basis with [αH ]. This result in-
fluences the number of iterations as shown in Fig.4.26b. For λ = 1000 and P = 4, we observed
that the reduction in the number of iterations is approximately 86% compared to the standard
basis. For λ = 100 this reduction is even larger, nearly 89%. These results suggest a stronger
influence of the mass matrix on the condition number reduction of the effective stiffness matrix
when constructing the SDME basis. In fact, the higher the value of λ , the greater the contribu-
tion of the mass matrix. The number of iterations obtained with the SDME basis with [αH ] and
λ = 100 is smaller than obtained using SDME basis with [αM] for the considered range of P.
This reduction reaches 28% for P = 5.













































DP−SDME (λ = 0.1)
DP−SDME (λ = 1)
DP−SDME (λ = 100)
DP−SDME (λ = 1000)
DP−SDME−M
(b)
Figure 4.26 – Condition number of the effective stiffness matrix (a) and number of iterations
(b) for the SDME basis with [αH ] and [αM] in terms of P. 30 time steps and
λ = {0.1,1,100,1000} solved with diagonal preconditioner.
A transient implicit analysis of a cube discretized with a mesh of 64 distorted hexa-
hedra was also considered. A sinusoidal loading function dependent on x was applied over one
of the faces. We considered k = 0.5 for the SDME-M and SDME-H bases with λ = 100 for
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the latter. The polynomial orders considered were P = {2, 4, 6, 8} and the conjugate gradient
method was used with diagonal preconditioner. Table 4.1 shows the average number of itera-
tions per time step and the ratio of the results between the SDME-M and SDME-H bases. We
notice that depending on the polynomial order, the SDME-M basis requires from 5% (P = 2)
up to 24% (P = 8) more iterations than the SDME-H. These results show that the proposed








2 1944 347 329 1.05
4 13872 369 313 1.18
6 45000 390 319 1.22
8 104544 393 316 1.24
Table 4.1 – Average number of iterations per time step for 64 hexahedra elements using the
SDME-M and SDME-H bases and diagonal preconditioner.
4.7.4 Conrod example
We consider now a conrod of an internal combustion engine discretized with a mesh
of 768 hexahedra as shown in Fig.4.27. All degrees of freedom of the internal nodes of the small
end are fixed. A distributed loading is applied on the big end in directions x and y. This loading
corresponds to a complete cycle of a combustion engine, which is obtained using a dynamic
rigid body model for a piston-conrod-crankshaft system (CARBONARA et al., 2009). The time
integration is performed using explicit central difference and Newmark implicit procedures.













. We use k = 0.5 for
both algorithms.
Figure 4.27 – Mesh used for the conrod.
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. For the explicit
scheme we used a time increment ∆t = 6.06× 10−7 for P = 2, 3 and ∆t = 1.212× 10−7 for
P = 4. For the implicit scheme we use ∆t = 1.21×10−6 for all polynomial orders. We use the
conjugate gradient method with diagonal and Gauss-Seidel preconditioners to solve the Schur
complemented linear system of equations with tolerance of 10−8. We measured the average
number of iterations for convergence of the conjugate gradient method per time step. We also
considered the the speedup t̄ST/t̄SDME , where t̄ is the average computational time per time in-
crement ∆t.
Table 5.19 shows the average number of iterations per time step for the explicit





. The ST basis requires up to 52.6 times more iterations using the diag-
onal preconditioner with P = 4. When using the GS preconditioner, the highest ratio between
the number of iterations is 14.7 for P = 4.
Degree Number Average number of iterations per time step
of DOFs DP-ST DP-SDME GS-ST GS-SDME
2 24651 393 31 69 10
3 75984 405 22 52 7
4 171753 948 18 103 7
Table 4.2 – Average number of iterations per time step for the conrod with explicit time inte-





Table 5.20 shows the speedup t̄ST/t̄SDME , with the highest value of 40 for the SDME
basis using the diagonal preconditioner. The results for the Gauss-Seidel preconditioner are less
pronounced, since it reduced the number of iterations with a higher rate for the ST basis.
Degree Number Speedup t̄ST/t̄SDME
of DOFs DP GS
2 24651 12.00 4.84
3 75984 16.24 5.14
4 171753 40.00 5.15
Table 4.3 – Computational speedup per time step for the conrod with explicit time integration.
The number of iterations for the implicit scheme using the GS preconditioner is




there is a significant reduction in
the number of iterations between the use of λ = 1 and λ = 100, 1000, 10000. The latter values
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, which attains up to 26








λ = 1 λ = 102 λ = 103 λ = 104
2 24651 71 32 9 9 9 9
3 75984 66 33 6 6 6 6
4 171753 182 62 8 7 7 7
Table 4.4 – Average number of iterations per time step using the GS preconditioner for the
conrod using implicit time integration.
Table 4.5 shows the computational speed-up between the ST and SDME bases. Re-
gardless of the same number of iterations shown in Table 5.21 between the SDME-M basis and
SDME-H with λ = 100, 1000, 10000, the performance is still dependent on λ . We notice that
the best speed-up results were obtained for the SDME-H basis with λ = 104 for all polynomial
orders. These are slightly better than those obtained for the SDME-M basis. The increase of
λ beyond 104 showed no further improvement in computational performance. The very close
performance results between the SDME bases in terms of number of iterations and time hap-
pens because the energy norm of the solution is already converged for P = 4. Therefore, the
significant difference in computational performance between both bases seen in the example







λ = 1 λ = 102 λ = 103 λ = 104
2 24651 2.08 5.58 6.07 6.07 5.23
3 75984 1.87 5.82 5.65 5.98 5.85
4 171753 2.06 9.93 9.82 10.76 10.55
Table 4.5 – Computational speedup per time step using the GS preconditioner for the conrod
with implicit time integration.
We also analyzed the number of iterations for the SDME basis using k = 1 using
the implicit scheme. Comparing with k = 0.5, we obtained 2 to 12 more iterations for SDME-H
using λ = 1, and one additional iteration for all other cases shown in Table 5.21. In addition,
to compare the performance for the SDME bases between the explicit and implicit schemes,
we calculated the ratio between the average computational time per time step t̄ExpSDME/t̄
Imp
SDME .




using the explicit scheme and
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for the implicit scheme. Table 4.6 shows














presented results are given per time increment, we point out that in general explicit schemes
will be more expensive, because in addition to the better performance for a single time step









λ = 1 λ = 102 λ = 103 λ = 104
2 24651 0.41 1.11 1.21 1.21 1.04
3 75984 0.35 1.09 1.05 1.12 1.09
4 171753 0.21 1.00 0.99 1.08 1.06
Table 4.6 – Computational speedup between time increments of explicit and implicit time inte-
gration schemes for the conrod using the SDME basis.
4.8 Conclusions
In this paper, we presented the construction of operator specific high-order bases
for structured elements considering the procedures of simultaneous diagonalization for internal
modes and minimum energy orthogonalization to boundary modes. The choice of the appropri-
ate norm was used to generalize the minimum energy orthogonalization procedure. We showed
that, in accordance with the norm, high-order bases proposed in the literature can be constructed
considering the simultaneously diagonal of internal modes and orthogonalization of the bound-
ary modes procedure. In addition, we proposed the use of the Helmholtz norm for construction
of boundary modes with minimum energy orthogonalization. This particular basis for the one-
dimensional Helmholtz problem uncoupled vertex and internal matrix blocks and is dependent
on the parameter λ . For a given choice of this parameter, smaller condition numbers are ob-
tained when comparing with the standard and Zheng-Dong’s basis (ZHENG; DONG, 2011).
Similar results are obtained for the 3D Helmholtz problems and better efficiency in terms of
the number of iterations and numerical conditioning of the global matrices compared to the
standard basis.
We also showed that this special construction for the one-dimensional basis func-




, is suitable for application to three-dimensional linear
elastic dynamic problems integrated with the Newmark method.





is convenient due to dependence of the algorithm on the mass matrix. The diagonal
preconditioner was used to improved the performance of the bases. We observed in the example
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has a significantly better performance for
higher polynomial degrees. In the conrod example, the convergence of the energy norm of the
solution for polynomial degree P = 4 led to a very close computational performance between
both bases, being the SDME-H basis with λ = 104 slightly better than SDME-M.
We observed that the use of the diagonal and SSOR preconditioners improved the







is an alternative as preconditioner for the SDME bases. The extension of the proposed
bases to non-structured elements have also been developed. These subjects will be the focus of
a subsequent paper as well the application of the proposed bases to transient non-linear elasticity
problems.
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5 APPLICATION OF HIGH-ORDER MINIMUM ENERGY BASES
FOR TRANSIENT NON-LINEAR STRUCTURAL PROBLEMS
5.1 Abstract
We present the application of high-order finite element bases for transient non-linear
structural problems. The bases are constructed using procedures for simultaneous diagonaliza-
tion of the internal modes and Schur complement of the boundary modes. The bases are ob-
tained from nodal or modal bases constructed with Lagrange or Jacobi polynomials. Transient
structural problems with large deformation and hyperelastic materials are solved using the ob-
tained bases. The considered problems are based on fabricated solutions to test the convergence
and performance of the bases, and a hyperelastic conrod mesh. Explicit and implicit time inte-
gration schemes are used. The performance of the proposed bases are compared with the results
for standard nodal or modal bases. In the case of the conrod problem, we obtained speedups
up to 41.71 using the minimum energy bases, compared to the standard ones. We believe these
bases are an interesting alternative to obtain faster linear system solution times for transient
nonlinear structural problems, when using modal bases. Furthermore, the computational effort
to implement these bases in a high-order finite element code is small, since the procedure is
applied only to the one-dimensional expansion bases.
5.2 Introduction
The high-order finite element method (HOFEM) corresponds to the p-version of
the standard finite elements and the convergence of the approximate solution is achieved by
increasing the polynomial order of the basis functions (KARNIADAKIS; SHERWIN, 2005;
BITTENCOURT, 2014c). Its application to structural analysis makes possible, for instance, to
bypass problems related to mesh locking due to geometric properties and incompressibility only
by increasing the polynomial order of the mesh elements (BITTENCOURT, 2014c).
The construction of appropriate basis functions is critical for the HOFEM due to the
higher condition numbers of the element matrices and increasing number of non-zeros coeffi-
cients as the polynomial order increases. The use of tensor-product bases is also very important
to improve the performance to calculate the element matrices and save memory space. Basis
functions for structured and non-structured high-order elements are presented in (BABUSKA
et al., 1981; CARNEVALI et al., 1993; KARNIADAKIS; SHERWIN, 2005; BITTENCOURT
et al., 2007).
Hierarchical bases using Jacobi polynomials have been used in structural mechanics
(JR; BITTENCOURT, 2007; DONG; YOSIBASH, 2009; RODRIGUES et al., 2016). Particu-
larly, simultaneous diagonalization for the internal modes and minimum energy techniques for
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the vertex modes were used in (RODRIGUES et al., 2016) to construct high-order bases for
squares and hexahedra and applied to linear transient elastic problem. In this paper, we apply
the obtained bases for transient non-linear elastic problems.
5.3 Construction of high-order bases
The one-dimensional modal standard basis (ST) of order P is defined in the local




2(1−ξ1), p = 0,
1




p−2(ξ1), 2 ≤ p ≤ P,
. (5.1)
where Pα,βp (ξ1) indicates the Jacobi orthogonal polynomials of order p and weights (α,β ). This
is a hierarchical basis because the set of functions of order P is included in the set of functions
of order P+ 1. The vertex or boundary functions correspond to the indices p = 0 and p = 1;
the internal functions are obtained for 2 ≤ p ≤ P. The modal shape functions are related to the
elemental topological entities: vertices, edges, faces and volumes.












where 0 ≤ p,q ≤ P and ψp,ξ1 is the derivative of ψp with respect to ξ1. Fig. 5.1 illustrates the
sparsity profiles of the mass and stiffness matrices for P = 10 and α = β = 1.
We can partition the previous mass and stiffness element matrices in terms of the














The internal modes for the basis given in Eq.(5.1) will be transformed according to






























= [Y ] [Kii] [Y ]
T . (5.6)
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The standard internal mass matrix [Mii] can be made diagonal using
[X ]T [Mii] [X ] = [ΛM] , (5.7)
where [X ] is the eigenvector matrix of [Mii] and [ΛM] is the diagonal matrix with the eigenvalues


















which is also symmetric and positive-definite and can be diagonalized as
[Z]T [L] [Z] = [ΛS] , (5.9)
in which [Z] denotes the matrix of the eigenvectors and [ΛS] represents the diagonal matrix with
















where k ∈ [0,1] is a parameter that influences the condition number of the matrices related to
the internal modes.


























For k = 0, the internal block of the mass matrix is the identity matrix and the condition number is
1 for any polynomial order. Analogously for the stiffness matrix with k = 1. The same condition
number of the internal mass and stiffness matrices is obtained for k = 12 .
The construction of minimum energy bases is equivalent to apply the Schur com-










j, k = 0,1, (5.12)
where the coefficients αk j are defined according to an appropriate norm. For instance, αMk j de-
notes the coefficients using for the L2 (or mass) norm, which are uniquely determined as (RO-
DRIGUES et al., 2016)






k j⟨ψ ij,ψ il ⟩L2 = 0, ∀ψ il ∈V i, (5.13)
which results in the following matrix for the coefficients αMk j :[
α
M]= [Mvi] [Mii]−1 . (5.14)
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We consider the simultaneous diagonalization (SD) of the internal blocks of the mass and stiff-
ness matrices to construct the one-dimensional internal modes and the minimum energy (ME)
orthogonalization for the boundary modes. This allows us to generalize the orthogonalization
procedure for the boundary modes based on the choice of the appropriate norm according to the





denote the basis as SDME-M.
Figure 5.1 shows the sparsity patterns of the local one-dimensional mass and stiff-





We can also write Eq.(5.13) in terms of the energy norm as:






k j⟨ψ ij,ψ il ⟩E = 0, ∀ψ il ∈V i, (5.15)
which results in the following matrix for the coefficients αKk j (RODRIGUES et al., 2016):[
α
K]= [Kvi] [Kii]−1 . (5.16)





, the basis does not decouple internal and boundary modes of the one-
dimensional stiffness matrix. However, the one-dimensional mass matrix has the internal and
boundary blocks uncoupled.
When using an implicit Newmark scheme for time integration, an effective stiffness
matrix [K̂] of the following form arises:
[K̂] = [K]+a0 [M] , (5.17)
where a0 = 14∆t2 and ∆t is the time increment. For the construction of the one-dimensional basis,
we can associate the coefficient a0 with a parameter λ , such that:
[K̂] = [K]+λ [M] , (5.18)
The matrix [K̂] can be expressed in terms of vertex and internal modes. Considering
the minimum energy procedure for the energy norm of function u given by ‖u‖2E = ⟨u′,u′⟩L2 +











The boundary and internal blocks are uncoupled for [K̂] as illustrated in Fig.5.1. The obtained
basis is labeled as SDME-H.
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(a) [M], ST basis.









(b) [K], ST basis.























(d) [M], SDME basis.









(e) [K], SDME basis.














Figure 5.1 – Sparsity patterns of the mass, stiffness and effective stiffness one-dimensional local
matrices for P = 10 using the standard basis (ST) and the SDME basis with λ = 1.
5.4 SDME bases for quadrilaterals and hexahedra
The shape functions for quadrilaterals and hexahedra are obtained using the tensor
product of the previous one-dimensional functions respectively in the local coordinate systems
ξ1 × ξ2 and ξ1 × ξ2 × ξ3 (KARNIADAKIS; SHERWIN, 2005; BITTENCOURT et al., 2007;
BITTENCOURT, 2014c):
Ni(ξ1,ξ2) = ϕp(ξ1)ϕq(ξ2) (0 ≤ p,q ≤ P), (5.20)
Ni(ξ1,ξ2,ξ3) = ϕp(ξ1)ϕq(ξ2)ϕr(ξ3) (0 ≤ p,q,r ≤ P), (5.21)
where p, q and r are tensor product indices associated with the topological entities of the el-
ement; P the polynomial order in directions ξ1, ξ2 and ξ3; i = 1, . . . ,(P+ 1)2 for squares and
i = 1, . . . ,(P+1)3 for hexahedra. The SDME bases are conforming and continuous on the ele-
ment boundaries.
One important aspect to achieve CPU performance and reduce memory require-
ments is to take advantage of the tensor product nature of the shape functions and integration
points. Therefore, we use only the values of the shape functions calculated at the coordinates
of one-dimensional integration points when calculating higher dimensional operators. This fea-
ture will be illustrated for the tangent stiffness matrix of quadrilaterals for non-linear elastic
problems.
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In Einstein’s notation, the tangent stiffness matrix in a total Lagrangian formulation
for a given two-dimensional element is given by:
















with i, j = 1,2 and s, t = 1, ...,(P+ 1)2, where P is the polynomial order. The terms Ns,p and
Nt,p are the global derivatives of the shape functions in terms of the initial coordinates Xp.
The term F is the deformation gradient, Cpqkl is the fourth-order constitutive tensor and Spq is
the second-order stress tensor. Therefore, the implementation of the tangent matrix consists on
expanding the above expression after the substitution of Eq.(5.20) and its partial derivatives.
The computation of the global derivatives is performed the same way as the stiffness matrix for
linear problems, where the terms involving the one-dimensional mass, stiffness and combines
matrices arise (RODRIGUES et al., 2016).













Although the representation in Einstein’s notation is more compact, to derive the




[BL,s]T [D][BL,t ]dΩe +
∫
Ωe
[Bσ ,s]T [T][Bσ ,t ]dΩe, (5.22)
with [D] being the constitutive matrix in Voigt notation and [T] = S⊗S. The term of the tangent
stiffness for i = j = 1 after some algebraic manipulation is given by
(KeT )st(1,1) = [C1111 F11F11 +2C1112 F11F12 +C1212 F12F12] Ns,1Nt,1
+ [C1212 F11F11 +2C1222 F11F12 +C1212 F12F12] Ns,2Nt,2
+ [C1112 F11F11 +(C1122 +C1212)F11F12 +C1222 F12F12] (Ns,1Nt,2 +Ns,2Nt,1) .
A final expression in terms of the one-dimensional mass, stiffness and combined matrices can
be obtained by replacing the global derivatives in the above equation.
This procedure is labeled 1D matrices and more details may be found in (RO-
DRIGUES et al., 2016).
5.5 Non-linear transient problems
In this section we introduce the equation for conservation of linear momentum in
discrete form, and show the explicit central difference and implicit Newmark time-integration
schemes employed, with the respective forms after applying the Schur complement to condense
the internal modes.
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5.5.1 Explicit time integration
We consider the equation of motion in discrete form for the current time tn, neglect-
ing damping effects, for non-linear elastic problems as:
Man +R(un) = Pn, (5.23)
with M denoting the global mass matrix in the reference configuration, an the global accelera-
tion vector, R(un) the global internal force vector, and Pn the global external load vector. The









where ∆t represents the time increment. Substituting the accelerations an from Eq.(5.24) into
Eq.(5.40), and rearranging the terms, we obtain






ψn = Pn −R(un) . (5.27)
Therefore, we must solve Eq.(5.25) to determine the displacements at time tn+1. Considering
initial conditions for the displacements and velocities (u0, v0 known), the initial condition for
the acceleration can be obtained by setting t = t0 in Eq .(5.40), thus
a0 = M−1ψ0. (5.28)
The displacement for time t = t−1 can be obtained with Eq.(5.24), and is given by













































Expanding Eq.(5.30) in terms of the boundary, and dropping the subscripts for time
(but keeping in mind that our unknowns are ub and ui), we obtain the following equations:













Multiplying Eq.(5.33) by M̂−1ii and solving for ui, we obtain




ψ i −M̂Tbiub +M̂Tbiu*b
)
. (5.34)
Substituting the above equation into Eq.(5.32), and rearranging the terms, we have(
M̂bb −M̂biM̂−1i M̂Tbi
)





We can represent the above equation as








M̂scb = M̂bb −M̂biM̂−1i M̂Tbi, (5.37)
ψ
sc
b = ψb −M̂biM̂−1i ψ i. (5.38)








Therefore, we perform the Schur complement on M̂b and ψb, calculate the boundary modes
from Eq.(5.39) and recover the internal modes using Eq.(5.34).
5.5.2 Implicit time integration (Newmark)
We consider the equilibrium equation for the current time step n+1:
Man+1 +Rn+1 = Pn+1, (5.40)
where we denote M as the global mass matrix, Rn+1 as the global internal force vector depen-
dent of the updated configuration with coordinates xn+1, which in turn depend on the displace-
ments un+1. The term Pn+1 represents the global external nodal force vector. The terms an+1
and vn+1 respectively denote the global acceleration and velocity vectors.
We define the following residual force vector ψn+1, which assumes zero value when
the system is at equilibrium at time step n+1:
ψn+1 = Man+1 +Rn+1 −Pn+1 = 0. (5.41)
The following approximations for the velocity and accelerations are used by the Newmark
scheme:
an+1 = b1 (un+1 −un)−b2vn −b3an, (5.42)
vn+1 = b4 (un+1 −un)−b5vn −b6an, (5.43)
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with the following coefficients,



















It is usual to choose g1 = 0.5 to obtain quadratic convergence in time and g2 = 0.25 for uncon-
ditional stability. Substituting Eq.C.3 in Eq.5.41, we obtain:
ψn+1 = M [b1 (un+1 −un)−b2vn −b3an]+Rn+1 −Pn+1 = 0, (5.44)
The equilibrium system, Eq.(5.44) is linearized for the employment of Newton-




Accordingly, the updated global coordinates are given by
xk+1n+1 = xn +u
k+1
n+1, (5.46)
where the superscript k+1 refers to the current iteration of the Newton’s method.
The linearized form of Eq.5.44 in the direction of a displacement increment ∆u is








The terms un, vn, an are obtained from the last converged time step n. The term KT is the tangent
stiffness matrix and is updated at each iteration k along with the internal force vector.
Now we consider the application of the Schur complement for the system described
by Eq.(5.47). We will drop the scripts n+ 1 and k for simplicity. Consider Eq.(5.47) rewritten
in the following form:
K̂∆u = ψ, (5.48)
where K̂ denotes the effective tangent stiffness matrix
K̂ = b1M+KT , (5.49)
and ψ represents the residual force vector
ψ =−Ma−Rkn+1 +Pn+1. (5.50)
Different from the explicit method, we apply the Schur complement directly on
the equivalent system Eq.(5.48), since we work with an equivalent global matrix in this case.














where, after applying the Schur complement, we have(









ψ i − K̂Tbi∆ub
)
. (5.53)
5.6 Developed software and implementation aspects
The simultaneous diagonalization of the mass and stiffness matrices and minimum
energy procedures were implemented in the object-oriented, high-order finite element soft-
ware hp2−FEM, developed in C++. The software is developed by the research group under
supervision of Dr. Marco Bittencourt, which is available at www.hp2fem.org (VALENTE; BIT-
TENCOURT, 2017), with a more detailed description of the different classes and the software
architecture (VALENTE; BITTENCOURT, 2012; VALENTE et al., 2013; VALENTE et al.,
2014; VALENTE et al., 2016). In the scope of the work developed in this chapter, the following
contributions were implemented in the software, in two- and three-dimensions (in very close
collaboration with Gilberto L. Valente da Costa):
∙ Minimum-energy bases in the class ShapeFunctions, which constructs the one-dimensional
shape functions, which are later tensorized according to the finite element topology. Due
to the procedure and software architecture, this procedure needs no special implementa-
tion for parallel computing, and the same class is used in the parallel code with no further
modifications;
∙ Development and implementation of the discrete element operators from the one-dimensional
matrices, e.g., mass, linear and nonlinear stiffness matrices, force terms;
∙ Implementation of a parallel, conjugate gradient solver for the resulting linear system of
equations, following the procedure in (WRIGGERS, 2008), in the context of OpenMPI;
∙ Enforcing the global C0 continuity for the finite element model for modal, hierarquical
bases in the serial version; For Lagrange bases in the parallel version (to ensure that the
mode superposition is consistent in the boundary between different mesh partitions); And
for modal (Jacobi and minimum-energy) bases in the parallel version, where a set of cases
regarding different orientations of the local systems between elements in neighboring
partitions need to be thoroughly considered, and is described in the next section;
∙ Implementation of transient, linear and non-linear solvers using explicit (Central finite-
difference) and implicit (Newmark) time-integration schemes.
∙ Implementation of a Schur decomposition of the element matrices, in order to solve the
linear system of equations only in terms of the modes lying on the boundaries of each
element;
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∙ Implementation of an element-by-element linear system solution procedure, in order to
avoid assembling a global matrix in the left-hand-side of the linear system; and only
working with global solution and force vectors;
∙ Extension of the post-processing schemes in the serial code to the parallel version.
5.7 Global C0 continuity for modal bases
A quite cumbersome stage of the project regards the global C0 continuity of the
bases. We remark that even the developed minimum-energy, and already well-known Jacobi and
Lagrange bases being C0 continuous (thus not having the additional difficulties encountered in
C1- continuous bases, such as using Hermite polynomials), enforcing such continuity always
poses some implementation difficulties when dealing with high-order polynomials, especially
with hierarchical bases in a parallel framework.
In the case of nodal bases, given the incidence of the element, a numbering scheme
for the collocation points (for vertices, edges, faces, and interior), they share the same coordi-
nates in the Euclidean space as the adjacent collocation points of the neighbor element (KAR-
NIADAKIS; SHERWIN, 1999). However, for hierarchical bases, the requirement is that the
modes associated to some shape function φi of degree pi in some topological entity (e.g. vertex,
edge, face) of the element match a mode with the same polynomial order in the neighboring
element (KARNIADAKIS; SHERWIN, 1999).
Since the structure of the software hp2-FEM was initially implemented for the pro-
cedure using nodal bases, some modifications were required to ensure the continuity for modal
bases. In this sense, we follow the node numbering in (KARNIADAKIS; SHERWIN, 1999)
exactly for quadrilaterals and hexahedra, which is based on the local system, centered at the
first node of the element incidence (Fig.5.2):
Figure 5.2 – Numbering directions scheme for quadrilaterala and hexahedra. In the case of
modal bases, the order of the shape functions increase in the direction of the ar-
rows. For instance, for a quadrilateral with polynomial order P = 3, the edges have
two interior modes, respectively with shape functions of order 2 and 3 in the direc-
tion of the arrows.
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In that sense, since there is no guarantee that a mesh will be generated with aligned
local systems for all elements, the idea is to compute the relative orientation between the neigh-
boring element topologies (edges for quadrilaterals and edges/faces for hexahedra), and modify
the incidence of the high-order nodes when necessary. Furthermore, as observed in (KARNI-
ADAKIS; SHERWIN, 1999), it might also be necessary to multiply the odd modes by (−1)
(since such modes are associated to non-symmetric shape functions) to guarantee the enforce-
ment of continuity.
5.7.1 Modal C0 continuity for quadrilaterals
Following the numbering scheme presented in Fig.5.2 for quadrilaterals, only two
different cases for two neighboring edges might happen due to different local system orienta-
tions, as illustrated in Figs.5.3 and 5.4:
Figure 5.3 – Two quadrilaterals with neighboring edges that match the index numbering.
Figure 5.4 – Two quadrilaterals with inverse numbering due to rotated local systems. In this
case, we revert the incidence of the interior edge modes and invert the sign of the
related odd modes.
∙ Neighboring edge modes match the polynomial orders: the mode numbering of both
edges follow the same direction. Let ∆xe1, ∆xe2 ∈ R2 computed using the vertex nodes
(indexed by the incidence of the element) of the corresponding neighbor edges. Then, the
scalar product applied to them yield a positive number, and no action is necessary;
∙ Neighboring edge modes are reversed: One of the local reference systems is reversed
with respect to the neighbor element, and the scalar product between the two vectors is
negative. In this case, the incidence of one of the edges modes is reversed, as well as the
sign of the odd modes. The criteria of choice in hp2−FEM is to reverse the incidence in
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the edge of the element with smaller global numbering, and change the sign of the odd
modes directly in the discrete element operators.
5.7.2 Modal C0 continuity for hexahedra
For hexahedra, since the continuity needs to be enforced for vertex, edge and face
modes, we need to discern between a larger number of different possible orientations. For in-
stance, Figs.5.5 and 5.6 illustrates two cases, where we denote local reference system in the
faces with coordinate vectors a and b.
Figure 5.5 – Two hexahedra with neighbor faces, where both local face systems with coordinate
vectors a and b aligned and in the same direction. In this case, we don’t need to
perform any correction on the incidences to guarantee the global C0 continuity
between elements e1 and e2.
Figure 5.6 – Two hexahedra with neighbor faces, where the local face systems with coordinate
vectors a and b are transposed, and reversed with respect to each other. In this case,
we need to change the incidence of the face and edges along directions a and b,
and invert the sign of the odd modes.
Some other cases are described and illustrated in (KARNIADAKIS; SHERWIN,
1999), and the total list that we observed for hexahedra, according to different local system ori-
entations, implying in different orientations of the face vectors a and b from the two neighboring
elements is:
1. Both face vectors are parallel and in the same direction between the two elements. In this
case, no action is necessary;
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2. The a direction is reversed. In this case, the incidence of the face modes in the a direction
are reversed and the corresponding odd modes have the sign inverted. The criteria is again
to apply on the element with the smaller global numbering;
3. The b direction is reversed. We follow the same procedure as in 2), applied to direction
b;
4. Both directions are reversed. We apply the same procedure as in 2) and 3);
5. The two reference systems are transposed to each other. In this case, no action is nec-
essary, since the transposition still preserves the hierarchy of the shape functions in the
interior modes of the face;
6. The two reference systems are transposed, and the a direction is reversed. We follow the
same procedure as in 2);
7. The two reference systems are transposed, and the b direction is reversed. We follow the
same procedure as in 3);
8. The two reference systems are transposed, and both directions are reversed. We follow
the same procedure as in 4).
In addition for checking the continuity for the face modes, we also apply the same
procedure for the edges, where we follow the same procedure as Section 5.7.1. However, the
criterion for changing the incidence/sign of the modes is changed in all element edges with
respect to the element with the lowest global number (e.g. if the global elements sharing the
same edge are respectively 1, 2, 3, 4, 5, then, if necessary, we change the modes in elements 2,
3, 4, 5).
5.7.3 Remarks on the parallel case
The procedure for performing the continuity between different partitions is similar
to the serial case. Each partition of the whole domain performs the continuity independently,
and a specific class (PartitionData) contains a function that does the following two steps:
1. Resets any modifications performed in edges that belong to a boundary between other
partition (since they usually share elements in the same partition);
2. Perform the procedure described in the previous sections, checking the orientations of the
local element systems between elements in the neighboring partitions. The orientations




In this section we analyze the performance of the presented SDME bases compared
to the standard (ST) Jacobi basis in terms of number of iterations for linear system solution
using conjugate gradient scheme, and the computational time for solution of each time step.
For this purpose, we use fabricated solutions that correspond to large displacements and strains.
Static and transient simulations are performed, considering a hyperelastic Neo-Hooke material.
We also measure the performance of the 1D matrices procedure to calculate the tangent stiffness
for the static and implicit dynamic cases.
5.8.1 Static non-linear problems with large strains
To verify the performance of the standard and minimum energy bases, we consider
the cube domain with coordinates 0≤ x,y,z≤ 1 discretized using 8 hexahedra and the fabricated
solution:
ux = 1.9sin(x)− x, uy = 0, uz = 0. (5.54)
The Young’s modulus and Poisson ratio are E = 1000Pa and ν = 0.3.
We consider the ST, SDME-M and SDME-H (λ = 100) bases with k = 0.5. We
consider the average number of iterations of the conjugate gradient method with diagonal pre-
conditioner (CGD) and time (for linear system solution) per Newton-Raphson iteration. The
CGD tolerance is 10−12 and Newton solver tolerance of 10−8. We perform the Schur com-
plement on the tangent stiffness matrix and residual (out-of-balance) force vector. We are also
considering isoparametric mapping.
From Table 5.1, we observe that the standard basis require 7.85 times more iter-
ations when compared to the SDME-M basis for P = 8. The same ratio is obtained for the
average time in Table 5.2. The use of the SDME-H basis provided better performance than the





Average number of CGD iterations
ST SDME-M SDME-H
2 300 75.8 43.2 41.2
4 1944 249.4 67.2 57
6 6084 444.4 81.8 64
8 13872 660 84 95
Table 5.1 – Average number of CGD iterations per Newton iteration, total of 5 Newton itera-
tions for convergence. We observe for this case, that the best results are achieved





Average time for CGD solution [s]
ST SDME-M SDME-H
2 300 0.0042 0.0024 0.0023
4 1944 0.2230 0.0598 0.0501
6 6084 2.0236 0.3760 0.2464
8 13872 9.7028 1.2363 1.4031
Table 5.2 – Average time for CGD solution.
The same analysis was performed using the conjugate gradient method with the
Gauss-Seidel preconditioner (CGGS). The results are presented in Tables 5.3 and 5.4, showing
a better performance of the SDME-H basis for all polynomial orders. The L2-error norm for




Average number of CGGS iterations
ST SDME-M SDME-H
2 300 61.2 49.6 47.8
4 1944 132.0 60.4 52.6
6 6084 218.2 66.4 51.6
8 13872 313.0 65.4 56.6
Table 5.3 – Average number of CGGS iterations per Newton iteration, total of 5 Newton itera-
tions for convergence. Notice that using this preconditioner for the CG scheme, we




Average time for CGGS solution [s]
ST SDME-M SDME-H
2 300 0.0031 0.0026 0.0023
4 1944 0.1037 0.0496 0.0419
6 6084 0.8952 0.2856 0.2389
8 13872 4.2829 0.9190 0.7569







2 300 1.10e-3 1.98e-4 1.98e-4
4 1944 7.23e-7 1.12e-7 1.12e-7
6 6084 5.69e-9 7.18e-10 7.18e-10
8 13872 1.00e-10 1.06e-11 1.06e-11
10 26460 1.94e-12 1.79e-13 1.79e-13
Table 5.5 – L2 error using all bases.
5.8.2 Calculation of element matrices
We also computed the time to calculate the element matrices from the tests in the
previous section, as well as the error of the analysis.
For quadrilateral elements, we computed the element tangent matrix time and per-
formed the convergence analysis using a mesh with 4 quadrilaterals. Table 5.6 shows the speedup
obtained by the use of the tensor product of the one-dimensional matrices compared to the stan-
dard procedure. An approximate speedup of 2 is observed for the entire range of polynomial
degrees used.
Degree Standard 1D matrices Speedup
2 0.00004 0.00001 2.10526
4 0.00039 0.00018 2.20000
6 0.00265 0.00130 2.03678
8 0.00947 0.00511 1.85183
10 0.03220 0.01595 2.01880
12 0.08662 0.04295 2.01678
14 0.22325 0.09956 2.24217
Table 5.6 – Speedup to calculate the element tangent stiffness matrices for quadrilaterals.




L2 error - standard L2 error - 1D matrices
ux uy ux uy
2 40 1.07E-003 2.28E-004 1.19E-003 2.57E-004
4 144 7.13E-007 1.20E-007 7.52E-007 1.55E-007
6 312 5.57E-009 7.49E-010 5.27E-009 1.02E-009
8 544 9.87E-011 1.09E-011 9.24E-011 1.55E-011
10 840 1.92E-012 1.83E-013 1.78E-012 2.73E-013
12 1200 3.93E-014 3.50E-015 3.62E-014 5.36E-015
14 1624 1.14E-015 4.09E-016 1.53E-015 5.03E-016
Table 5.7 – L2 error using all bases with the 1D matrices procedure, quadrilaterals.
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For hexahedra, we computed the element tangent matrix time using a single element
mesh, and the convergence analysis was performed using a mesh with 8 hexahedra. Table 5.8
shows the speedup obtained by the use of the tensor product of the one-dimensional matrices
compared to the standard procedure. An approximate speedup of 2 was also observed for the
entire range of polynomial degrees used.
Degree Standard 1D matrices Speedup
2 0.0021 0.0008 2.345
4 0.1390 0.0741 1.874
6 3.1163 1.5123 2.061
8 29.570 14.208 2.081
10 179.09 86.603 2.068
12 849.35 378.48 2.244
14 3013.45 1433.03 2.103
Table 5.8 – Speedup to calculate the element tangent stiffness matrices for hexahedra.






2 300 1.10e-3 1.68e-4 1.83e-4
4 1944 6.95e-7 1.33e-7 1.22e-7
6 6084 4.51e-9 7.99e-10 8.51e-10
8 13872 8.16e-11 1.21e-11 1.22e-11
10 26460 1.60e-12 2.56e-13 2.32e-13
12 45000 3.16e-14 4.22e-15 4.59e-15
Table 5.9 – L2 error using all bases with the 1D matrices procedure, hexahedra.
5.8.3 Transient nonlinear problems with large strains
5.8.3.1 Explicit time integration
We consider a solid with a compressible Neo-Hookean material and the cubic spa-
tial domain 0 ≤ x,y,x ≤ 1 discretized using 8 hexahedra. The time domain is t = [0, 0.25]s. We







sin(2πt), uy = 0, uz = 0, (5.55)
which gives ux = 1.0 for x = 1.0 and t = 0.25s. The material properties considered are E =
1000Pa, ν = 0.3 and ρ = 1kg/m3. We applied homogeneous Dirichlet boundary conditions in
all directions of the face with coordinate x = 0.
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We used a rough estimate of the number of time steps using the CFL condition as
(??):
∆t ≤ δ h
cL
, (5.56)
where h represents the element length (considered as the edge length in the initial configuration







Considering the given material properties and δ = 0.85, we obtained ∆t = 3.33× 10−4 and
N ≈ 800 times steps for the analysis for a single load step.
We used the 1D matrices procedure of Section 5.4 to calculate the element opera-
tors, Schur complement on the effective mass matrix and performed a convergence analysis in
space by increasing the polynomial order. The results are given in Table 5.10 for the ST basis
and in Table 5.11 for the SDME-M basis. From Table 5.11, we observe a spectral convergence
rate for polynomial order up to 6 and then a linear decay to order 8. We remark that the loss of






2 276 2.08e-3 2.45e-4 2.26e-4
4 1246 3.38e-6 5.16e-7 5.61e-7
6 3084 4.21e-8 6.09e-9 5.76e-9






2 276 2.09e-3 2.53e-4 2.34e-4
4 1246 3.36e-6 5.06e-7 5.51e-7
6 3084 4.21e-8 6.08e-9 5.76e-9
8 5640 2.64e-8 2.01e-9 2.01e-9
Table 5.11 – L2 error using the 1D-Matrices procedure, SDME-M basis, hexahedra.
We also compared the performance of the SDME-M and ST bases, with the average
time and average number of iterations using the conjugate gradient method with Gauss-Seidel
preconditioner with tolerance of 10−12 to solve the linear system of equations. The results
for the number of iterations are presented in Table 5.12. The performance results in terms of
computational time per time step ∆t are presented in Table 5.13.
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Degree ST SDME-M Ratio ST/SDME
2 68.37 9.99 6.84
4 172.19 7.97 21.60
6 297.48 16.48 18.05
Table 5.12 – Average number of iterations for convergence using the conjugate gradient method
with a GS preconditioner for the ST and SDME-M bases. We observe a very sig-
nificant ratio, up to 21.6 using the SDME-M basis.
Degree ST (s) SDME-M (s) Speedup
2 0.0153 0.0026 5.88
4 0.6279 0.0363 17.30
6 5.7101 0.3537 16.43
Table 5.13 – Average time per time step using the conjugate gradient method with a GS precon-
ditioner for the ST and SDME-M bases. We observe that the speedup obtained is
similar to the ratio between the number of iterations.
Next, we present the same performance results using the element-by-element conju-
gate gradient solver with tolerance of 10−12 using a diagonal preconditioner, with results shown
in Table 5.14. In this case, we used the optimization flag -O3 for compilation, which affects the
total computational time, but not the number of iterations for convergence. The performance
results in terms of speedup are presented in Table 5.15.
Degree ST SDME-M Ratio ST/SDME
2 89.24 17.95 4.97
4 333.70 12.06 27.7
6 467.40 26.16 17.86
Table 5.14 – Average number of iterations for convergence using the conjugate gradient method
with a diagonal preconditioner for the ST and SDME-M bases.
Degree ST (s) SDME-M (s) Speedup
2 0.0093 0.0053 1.75
4 0.3129 0.0408 7.67
6 2.2516 0.2905 7.75
Table 5.15 – Average time per time step using the conjugate gradient method with a diagonal
preconditioner for the ST and SDME-M bases.
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5.8.3.2 Implicit time integration
For the implicit Newmark integration scheme, we first consider the following fabri-
cated solution for u(x, t):
ux = X4 sin(2πt), uy = 0, uz = 0. (5.58)
We considered the total time T = 0.025s in this case, and therefore the solution gives ux = 0.157
for x = 1.0 and t = 0.025s. The material properties and boundary conditions are the same as
the previous tests. We considered the tolerance of 1× 10−12 for the norm of the residual ψ in
the Newton method.
We considered the spatial convergence analysis using a fixed ∆t = 3.90× 10−4 s
and increasing the polynomial order. The convergence in time is analysed with fixed P = 5 and
decreasing the time increments ∆t. The results for both cases are shown in Fig.5.7.



























































Figure 5.7 – Spatial convergence using ∆t = 3.90×10−4 s and increasing the polynomial order
P (a); Convergence in time with P = 5 and decreasing the time increment ∆t (b).
We tested the performance of bases ST, SDME-M, SDME-H with k = 0.5 and λ =
100 in terms of the average number of iterations, average time and speedup. The results are
presented in Figures 5.8 and 5.9. In these cases, we used a conjugate gradient solver with GS
preconditioner. We observe that in general, the SDME-M performs better than the SDME-H
basis, with a speedup up to 19 with polynomial order P = 4. Nevertheless, the SDME-H basis
with the chosen parameters achieved at least a speedup ration of 3 compared to the ST basis, as
illustrated in Fig. 5.9.
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(a) Average number of iterations.



























Figure 5.8 – Average number of iterations for linear system solution using CGGS in terms of the
polynomial order, ∆t = 3.90×10−4 s (a); Average time for linear system solution
in terms of the polynomial order (b).






















Figure 5.9 – Speedup ratio for the computation time to solve the linear system of equations
between the standard Jacobi basis and the minimum energy bases SDME-M, with
k = 0.5, and SDME-H, with k = 0.5 and λ = 100.
We also considered the solution using the conjugate gradient solver with a diagonal
preconditioner (CGD). The results are presented in Figures 5.10 and 5.11. We observe that
similar to using a GS preconditioner, both minimum energy bases performed much better than
the ST, with speedups up to 26 for the SDME-M basis. In general, the speedup achieved by the
SDME-M basis was also higher than the SDME-H basis.
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(a) Average number of iterations.

























Figure 5.10 – Average number os iterations for linear system solution using CGD in terms of the
polynomial order, ∆t = 3.90×10−4 s (a); Average time for linear system solution
in terms of the polynomial order (b).























Figure 5.11 – Speedup ratio for the computation time to solve the linear system of equations
between the standard Jacobi basis and the minimum energy bases SDME-M, with
k = 0.5, and SDME-H, with k = 0.5λ = 100.
The sinusoidal solution in space and time (Eq.5.55) was also considered. The results
for convergence and performance of the bases are presented in Tables 5.16, 5.17 and 5.18. We
observe that the performance for the SDME-H basis is slightly better than the SDME-M until
degree P = 4. Beyond this polynomial degree, the SDME-M basis has a better performance.
5.8.3.3 Remark
We observe that the present results for the performance of the SDME bases with
the Newmark scheme are distinct from those obtained for the linear transient problems solved
in (RODRIGUES et al., 2016). In the linear transient problem, the SDME-H basis performed
better than the SDME-M basis for the implicit Newmark scheme. One possible reason for the
observed results in this work is that the SDME-H basis was originally developed for the tran-
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for the whole time





SDME-H basis had the same form as the operator of the problem. However, in the nonlinear
case, the discrete operator contains a tangent stiffness matrix [KT ] that constantly changes ac-
cording to the kinematics of the simulation.
We would also like to notice that in the case of the static nonlinear problem, al-
though the tangent stiffness matrix changes in every Newton iteration until convergence, the
stiffness matrix is more similar to the tangent operator than the mass matrix is. This could






2 276 2.09e-3 2.54e-4 2.35e-4
4 1246 3.40e-6 5.09e-7 5.54e-7
6 3084 9.17e-8 2.23e-8 2.22e-8
Table 5.16 – L2 error using Newmark integration, Schur complement, SDME-H basis, 8 hexa-
hedra, ∆t = 2×10−3 s.
Degree ST SDME-M SDME-H Ratio ST/SDME-M Ratio ST/SDME-H
2 119.65 21.40 20.86 5.59 5.74
4 352.05 19.45 17.94 18.10 19.62
6 610.83 32.28 42.01 18.92 14.54
Table 5.17 – Average number of iterations for convergence using the conjugate gradient method
with a diagonal preconditioner for the ST, SDME-M (k = 0.5), and SDME-H (k =
0.5, λ = 100) bases, Newmark integration, ∆t = 2×10−3 s. We observe a smaller
number of iterations for the SDME-H basis until P = 4. The presented ratios are
comparable to the results presented in Table 5.14, except for P = 4.
Degree ST (s) SDME-M (s) SDME-H (s) Speedup ST/SDME-M Speedup ST/SDME-H
2 0.0066 0.0011 0.0012 6.000 5.500
4 0.3167 0.0185 0.0176 17.119 17.994
6 2.8062 0.1561 0.1963 17.977 14.295
Table 5.18 – Average time per linear system solution using the conjugate gradient method
with a diagonal preconditioner for the ST, SDME-M (k = 0.5), and SDME-H
(k = 0.5, λ = 100) bases, Newmark integration, ∆t = 2× 10−3 s. The speedup is
higher than the results presented in Table 5.15, but in this case we are only mea-
suring the time for linear system solution instead of the entire time step.
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5.8.4 Neo-Hookean conrod example
We also consider a dynamical analysis of the conrod illustrated in Figure 5.12,
which is discretized using 768 hexahedra. Homogeneous Dirichlet boundary conditions are ap-
plied at the small end, and a distributed loading is applied on the big end in directions x and y,
which changes over time. The considered material is of compressible Neo-Hookean type, with
E = 500, ν = 0.3, ρ = 9.5×10−7. For the SDME basis, we used [αM], and [αH ] with λ = 100,
and k = 0.5 for both.
The total simulation time is T = 5.454×10−3 s. In the explicit case, we use a time
step ∆t = 6.06×10−6 for polynomial orders P = 2, 3; ∆t = 3.03×10−6 for P = 4; ∆t = 1.51×
10−6 for P = 5, 6, 7; and ∆t = 7.58×10−7 for P = 8. For the implicit scheme, we consider ∆t =
1.515×10−5 for all polynomial orders. We solve the linear system of equations using a parallel,
element-by-element preconditioned conjugate gradient method (PCG), with tolerance of 10−8
for the explicit scheme, and 10−4 for the implicit scheme. We also considered a tolerance of
10−4 for the convergence of the Newton sub-iterations in the implicit case.
Figure 5.12 – Conrod discretized with 768 hexahedra.
The linear system of equations is solved using a parallel PCG solver, where we
computed the average number of PCG iterations per time step, and the speedup when using the
SDME bases compared to the ST basis. The simulations were run on the Center for Computa-
tional Engineering & Sciences (CCES) at the University of Campinas (UNICAMP).
Table 5.19 presents the average number of PCG iterations per time step for the
explicit time integration. We observe that the best results are achieved using the SDME-M basis,
which is expected, since in the explicit time integration the resultant operator in the left-hand-
side is solely mass matrix (Eq.5.36). However, we remark that such behavior can be recovered
by the SDME-H basis when we set higher values for λ (RODRIGUES et al., 2016). The results
for the speedup ratios are presented in Table 5.20. Similarly to the number of iterations, we
obtained the highest speedups (up to 41.71) for the SDME-M basis, when compared to the ST
basis.
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Degree Number Average number of iterations per time step
of DOFs ST SDME-M SDME-H
2 24 651 283.60 22.90 30.80
3 75 984 205.90 15.70 17.20
4 171 753 688.85 13.70 20.80
5 325 782 403.57 11.88 26.48
6 551 895 1 145.08 12.22 40.65
7 863 916 759.30 11.57 54.23
8 1 275 669 1 706.09 11.99 72.55
Table 5.19 – Average number of iterations per time step for the conrod with explicit time inte-
gration using the ST and SDME bases. We observe that the SDME-M basis has
the best performance, with a ratio (ST/SDME-M) up to 142.3. The SDME-H basis
increases the number of iterations with the polynomial order with the choice of
λ = 100. We remark that, as observed in (RODRIGUES et al., 2016), the number
of iterations using the SDME-H basis recovers the SDME-M by increasing the
values of λ .
Degree Number Speedup t̄ST/t̄SDME
of DOFs SDME-M SDME-H
2 24651 6.48 2.43
3 75984 16.40 14.97
4 171753 25.59 17.02
5 325 782 27.13 16.42
6 551 895 41.71 16.28
7 863 916 35.43 14.90
8 1 275 669 34.34 16.28
Table 5.20 – Computational speedup per time step for the conrod with explicit time integration.
We observe that the highest speedup obtained is 41.71 for the SDME-M basis
using polynomial order P = 6.
Table 5.21 presents the average number of PCG iterations per time step for the
implicit time integration. We observe that the SDME-H basis obtained a smaller number of
iterations for P ≤ 4. However, for the higher polynomial orders tested, the SDME-M basis
provided the best results, with ratio up to 39.20 when compared to the ST basis.
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Degree Number Average number of iterations per time step
of DOFs ST SDME-M SDME-H
2 24 651 122.75 10.17 9.75
3 75 984 90.25 7.25 6.92
4 171 753 269.33 8.33 7.42
5 325 782 211.75 8.83 9.00
6 551 895 401.17 10.67 13.08
7 863 916 383.00 12.08 16.50
8 1 275 669 539.08 13.75 21.08
Table 5.21 – Average number of iterations per time step for the conrod with implicit time inte-
gration using the ST and SDME bases. Similar to the explicit case, the SDME-M
basis has the best performance, and all bases had a smaller number of iterations
compared to the explicit case. However, we observe that although we use higher
values of ∆t for the implicit time integration, we need to perform Newton sub-
iterations and recalculate the tangent stiffness matrix at every iteration, which is
still more time-consuming than the explicit case.
The solution for the displacements over time for the entire conrod is shown in
Fig.5.13. We observe that most of the deformation occurs at the bigger end, where the loads
are applied.
Figure 5.13 – Solution for the displacements and deformed geometry of the conrod over time.
5.9 Conclusions
In this work we applied high-order finite element bases to solve transient, nonlinear
elastic structural problems in 2D and 3D. The bases were constructed by performing a simul-
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taneous diagonalization of the internal modes and Schur complement of the boundary modes
in the 1D basis. The multi-dimensional operators were constructed with tensor products of
the one-dimensional mass and linear stiffness matrices. Fabricated smooth solutions involving
large displacements and strains were used to test the bases in static and transient (explicit and
implicit) formulations. Also, we tested the parallel implementations solving a Neo-Hookean
conrod example. From the obtained results of the fabricated problems, we observed that:
∙ The SDME bases performed significantly better than the standard Jacobi basis for all
nonlinear problems tested (static, transient with explicit and implicit time integration).
∙ For the static nonlinear tests, the SDME-H basis had a better performance than the SDME-
M basis for all polynomial orders when using a Gauss-Seidel preconditioner for linear
system solution. The same was observed when using the diagonal preconditioner until
P = 6.
∙ In the case of transient nonlinear problems, with explicit time integration, the SDME-M
basis had a speedup up to 27.7 when compared to the standard Jacobi basis.
∙ For the implicit time integration, the best results for speedup were achieved by the SDME-
M basis as well, with speedup up to 26.
∙ The use of the 1D matrices procedure obtained a speedup of 2 compared to the standard
calculation procedure, for 2D and 3D tangent stiffness matrices. We observe that this
speedup is relevant, since the calculation of high-order matrices at every Newton iteration
for every time step is a costly process.
For the conrod simulations, we observed that the SDME-H basis with the chosen set
of parameters had a much better performance compared to the ST basis. Moreover, in the case
of implicit time integration, it obtained less PCG iterations compared to the SDME-M basis for
lower polynomial orders (P < 5). However, for higher polynomial orders, the number of PCG
iterations significantly increase for the SDME-H basis, and the lowest number of iterations is
achieved with the SDME-M basis.
140
6 CLOSING REMARKS AND FUTURE WORK
In the course of the works developed , we believe several new contributions in the
sense of numerical modeling could be achieved. All works could be helpful when simulating
mechanical systems with complex material response, motivated by the simulation of myopia
occurring in the human eye. In this sense, we close the discussion with the following highlights
of this project:
∙ A new contribution in fractional-order modeling was developed, with two time-fractional
visco-elasto-plastic models for simulation of the so-called power-law materials. The mod-
els provide an interesting flexibility for the stress-strain response according to different
values of fractional-orders, regarded as material parameters;
∙ A fractional return-mapping algorithm, applied for time-fractional visco-elasto-plastic
materials;
∙ The incorporation of the classical, Lemaitre damage model for a time-fractional visco-
elasto-plastic constitutive model;
∙ The development a minimum-energy basis well-suited for Helmholz equations, which
appear when implicit time-integration is used in transient elasticity problems;
∙ Application of the obtained minimum-energy bases to nonlinear structural problems, in
the context of parallel computing in a suitable, high-order finite element software.
∙ Meaningful contributions to the development of the high-order finite element software
hp2−FEM, from a range of classes regarding interpolation, construction of the finite el-
ement operators, implementation of solvers for specific PDEs and linear system solution
in the context of serial and parallel applications.
The following aspects could be extended from this project:
∙ Extension of the fractional-order constitutive models for two- and three-dimensions.
∙ Identification of material parameters for the fractional-order models for the structures of
the human eye.
∙ Application of minimum energy bases for contact mechanics.
∙ Solution of massively parallel problems using the extension of the fractional-order models
for higher dimensions, combined with the use of the minimum energy bases.
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APPENDIX A – SOLUTION OF VISCO-ELASTO-PLASTIC
FRACTIONAL-ORDER DIFFERENTIAL EQUATIONS IN
INCREMENTAL FORM
In this section we present the explicit expressions for the variables at time tn+1 after
applying the finite-difference scheme for the Caputo time-fractional derivatives for both models.




























εn+1 − εn +HβE ε −HβE εvp
)
. (A.3)
The associated trial yield function for the model M1 is explicitly given by
f trialn+1 = |τ trialn+1 |−
[
τ
Y +Hα trialn+1 +K








where K* has units of [Pa]. Recalling that α trialn+1 = αn, we obtain








Now we consider the solution for the plastic slip ∆γn+1. Applying Eqs.2.44 and 2.49 to Eq.2.43









∆γn+1 −∆γn +HβKtpn+1 ∆γ
)
(A.7)
+H∆γn+1 = f trialn+1 .
















































































APPENDIX B – SOLUTION OF VISCO-ELASTO-PLASTIC
FRACTIONAL-ORDER DIFFERENTIAL EQUATIONS WITH
DAMAGE IN INCREMENTAL FORM
We present the explicit, discretized expressions for the model at time tn+1 after













































Now we consider the coupled expressions between the plastic slip ∆γn+1 and damage Dn+1,
used for the Steffensen’s method. Applying Eqs.3.55 and 3.59 to Eq.3.45, and recalling that
∆γ̄n+1 =
∆γn+1









∆γn+1 −∆γn +HβKtpn+1 ∆γ
)
+H∆γn+1 = f trialn+1 , (B.6)


























−H∆γn+1 + f trialn+1
. (B.8)







n+1 − sign(τ trialn+1 )(1−Dn+1)E*
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APPENDIX C – NEWMARK INTEGRATION SCHEME
We consider the equation of conservation of linear momentum in the discrete im-
plicit form using a Newmark integration scheme without damping effects (WRIGGERS, 2008),
Man+1 +Rn+1 = Pn+1, (C.1)
with the above terms already described in Section 2.6. The initial conditions at t = 0 are given
by
u0 = ū, v0 = v̄. (C.2)
The global accelerations and velocities are approximated as
an+1 = b1 (un+1 −un)−b2vn −b3an (C.3)
vn+1 = b4 (un+1 −un)−b5vn −b6an, (C.4)
with the following Newmark coefficients


















where it is usual to choose g1 = 0.5, g2 = 0.25 for unconditional stability.
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APPENDIX D – TENSOR PRODUCT OF ONE-DIMENSIONAL
MATRICES FOR QUADRILATERALS AND HEXAHEDRA
We present a procedure for the calculation of the coefficients of the 2D and 3D
elemental operators as a combination of the coefficients of the 1D mass and stiffness matrices
and the Jacobian matrix for quadrilateral and hexahedral elements in distorted domains. This
procedure is interesting because consumes less memory, since we only need to store the one-
dimensional shape functions and their derivatives calculated on one-dimensional integration
points. The use of the 1D matrices procedure allowed a significant speed-up ratio compared to
the standard procedure for distorted and undistorted meshes.













. Their coefficients are defined by












The coefficients of the mass and Poisson stiffness matrices for quadrilateral ele-












[Ni,xN j,x +N j,yNi,y]|J|dξ1dξ2, (D.5)
where |J| is the Jacobian of the mapping between the local and global reference coordinate sys-
tems; Ni,x and Ni,y denote the derivatives of the shape functions related to the global coordinates













where j11, j12, j21 and j22 are coefficients of the inverse Jacobian matrix.
Substituting Eq.(5.20) in Eq.(D.4), we obtain the coefficients of the two-dimensional


















where n1, n2, Wk and Wl are, respectively, the number of integration points and weights in local
directions ξ1 and ξ2.
Analogously, we obtain the coefficients of the two-dimensional Poisson stiffness
matrix for quadrilaterals in terms of the coefficients of the one-dimensional matrices replacing
Eqs. (5.20) and (D.6) in Eq.(D.5). Therefore,






























For undistorted elements, the terms of the Jacobian are constant and can be factored
from the integral sign. Thus, Eqs. (D.7) and (D.8) can be rewritten as














= |J|M1Dap (ξ1)M1Dbq (ξ2), (D.9)
K2Di j = |J|
[




















































Similarly, the coefficients of the mass and stiffness matrices for hexahedra can be
obtained from the coefficients of the one-dimensional matrices. The coefficients of the mass
















(Ni,xN j,x +Ni,yN j,y +Ni,zN j,z)|J|dξ1dξ2dξ3. (D.12)














Substituting Eq.(5.21) in Eq.(D.11), the three-dimensional mass matrix can be writ-


























where n1, n2, n3, Wk, Wl , and Wm are respectively the number of integration points and weights
in the local directions ξ1, ξ2 and ξ3.
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Analogously, we obtain the coefficients of the three-dimensional Poisson stiffness
matrix in terms of the one-dimensional coefficients replacing Eqs. (5.21) and (D.13) in Eq.(D.12).
Therefore,













































































J1klm = ( j11 j12 + j21 j22 + j31 j32),
J2klm = ( j11 j13 + j21 j23 + j31 j33), (D.16)
J3klm = ( j12 j13 + j22 j23 + j32 j33).
The terms of the Jacobian matrix for undistorted elements are constant and can be factored from
the integral sign. Thus, Eqs. (D.14) and (D.16) can be rewritten as























K3Di j = |J|
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For straight-sided elements, the mapping is calculated using only the vertex shape functions of
the standard basis.
