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1. Introduction
Travelling waves are important structures that arise in many partial differential equations (PDEs)
that are posed on the real line. In this paper we are interested in localized travelling waves that we
refer to as pulses. Once a pulse solution has been found, it is often desirable to see whether the
equation supports multi-hump pulses, i.e., pulses that resemble several well-separated concatenated
copies of the primary pulse. This problem is tractable because travelling waves satisfy an ordinary dif-
ferential equation (ODE): Pulses correspond to homoclinic orbits of this ODE, and multi-hump pulses
can therefore be sought as N-homoclinic orbits that follow the primary homoclinic orbits N times.
Suppose now that the PDE admits multi-hump pulses; then it is natural to ask whether we can
determine the stability properties of the bifurcating multi-hump pulses given that the primary single-
hump pulse is stable. In general, when going from a single-hump pulse to an N-pulse, which consists
of N well-separated copies of the primary 1-pulse, there will be N eigenvalues in the PDE spectrum
of the N-pulse near each eigenvalue in the PDE spectrum of the 1-pulse [4,20]. The issue is that each
continuous symmetry of the original PDE generates a PDE eigenvalue at the origin for each pulse:
one example of such a symmetry is the translation group that moves the pulse long the real line.
* Corresponding author.
E-mail address:manukian@math.ku.edu (V. Manukian).
1 Partially supported under NSF grants DMS-9971703 and DMS-0203854.
2 Partially supported by a Royal Society-Wolfson Research Merit Award.0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.06.010
V. Manukian, B. Sandstede / J. Differential Equations 247 (2009) 1866–1898 1867Other possible continuous symmetries are the gauge or phase invariance of certain complex-valued
PDEs such as the nonlinear Schrödinger equation and the complex Ginzburg–Landau equation. Thus,
stable pulses will have a certain number, say m, of neutral eigenvalues at the origin that are enforced
by the m continuous symmetries of the underlying system. If we now consider the PDE spectrum of
an N-pulse, it will have mN eigenvalues near the origin, of which m are known to remain at zero.
The other m(N − 1) may move into the right half-plane, thus rendering the multi-pulse unstable. It is
therefore necessary to determine the location of the remaining m(N − 1) critical eigenvalues near the
origin: For m = 1, i.e. for a system with translation symmetry only, a general theory was developed
in [20] for calculating the critical eigenvalues for N-pulses. The mN critical eigenvalues near the origin
reﬂect the interaction of well-separated pulse trains through their weakly interacting tails [8,9,17,23].
In this paper we focus on systems that have two continuous symmetries, namely translation and
phase invariance. The paradigm for such systems is the cubic-quintic complex Ginzburg–Landau equa-
tion given by
iφt + φyy + 4|φ|2φ = i
(
d1φyy + d2φ + d3|φ|2φ + d4|φ|4φ
)
, (1.1)
where y, t ∈ R and φ(y, t) ∈ C, and the coeﬃcients ,d j ∈ R are real for j = 1, . . . ,4 with d1,  > 0.
This equation is invariant under translations in y, under the reﬂection
R :φ(y, t) → φ(−y, t), (1.2)
and under the phase symmetry
Sρ :φ(y, t) → eiρφ(y, t), (1.3)
where ρ ∈ R. Nonlinear waves of (1.1) are solutions of the form
φ(y, t) = e−iωtU (y + ct),
where the frequency ω and the wave speed c are real. Using the travelling-wave coordinate x = y+ct ,
nonlinear waves of the above form satisfy the differential equation
−Uxx − icUx + ωU − 4|U |2U + i
(
d1Uxx + d2U + d3|U |2U + d4|U |4U
)= 0, (1.4)
which is a second-order complex ODE that we can write as a ﬁrst-order real system
u′ = f (u;ω, c), u = (ReU , ImU ,ReUx, ImUx) ∈ R4. (1.5)
Note that (1.4) respects the phase symmetry SρU = eiρU for all (ω, c). The reﬂection operator
R :U (x) → U (−x), however, is only respected when c = 0: thus, we can think of c as breaking the
reverser R . We remark that (1.4) does not respect the operation U → U¯ unless  = 0 and c = 0: in
this case, (1.1) is the nonlinear Schrödinger equation to which our results do not apply (see Section 6).
If U∗ is a pulse with frequency ω∗ and speed c∗ , then its stability with respect to (1.1) is deter-
mined by the eigenvalue problem
λφ = L∗φ,
where L∗ is the linearization of the left-hand side of (1.4) about the wave U∗ at (ω∗, c∗). This eigen-
value problem can again be cast as a ﬁrst-order system given by
u′ = [ fu(u∗;ω∗, c∗) + λB]u
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in y and the gauge invariance (1.3), the eigenvalue of the primary pulse at the origin has multiplicity
two. N-pulses will therefore have 2N critical eigenvalues near the origin that we would need to
compute.
It has been shown in [10,13,14] that (1.4) admits stable standing pulses with c = 0 for 0 <   1
under appropriate assumptions on the coeﬃcients d1, . . . ,d4. These pulses have oscillatory tails, which
reﬂects the fact that the equilibrium u = 0 of the ODE (1.5) is a bi-focus. It is then a consequence of
the results in [1,12], see also [2], that (1.4) has inﬁnitely many standing N-pulses for each N > 1 with
frequencies close to the one of the primary pulse. Stable travelling 2-pulses were found in numerical
simulations of (1.1) in [3]; similar solutions were observed in coupled Ginzburg–Landau equations in
[5,6]. Using formal methods, it was shown in [22] that an equation similar to (1.1) with the same sym-
metries (1.2) and (1.3) admits travelling 2-pulses; the stability of these pulses was also investigated,
again using formal methods.
In this paper we discuss the existence and stability of standing and travelling N-waves for N = 2
and N = 3. We have to repeat the existence proof even for standing N-pulses as the proofs given
in [10,13] give not enough information about the relative phase between consecutive pulses in a
pulse train, which proves crucial for their stability properties. In particular, for N = 2, our analysis
corroborates the formal results in [22].
This paper is organized as follows. In Section 2, we describe the setup that we consider. In Sec-
tion 3, we use Lyapunov–Schmidt reduction to relate the existence and stability properties of N-pulses
to the solutions of a reduced set of equations; this analysis extends the techniques in [15,18,20] from
equations with just translation symmetry to systems with translation and phase symmetries. The re-
duced equations are then solved for 2- and 3-pulses in Sections 4 and 5, respectively. In Section 6, we
apply our results to the complex cubic-quintic Ginzburg–Landau equation near the limit  = 0 that
corresponds to the nonlinear Schrödinger equation.
2. Setup
We consider a general ordinary differential equation
u′ = f (u,ω, c), (2.1)
not necessarily related to (1.4), with u ∈ R4 and μ = (ω, c) ∈ R2. We assume that Eq. (2.1) is reversible
for c = 0 and equivariant with respect to an S1-action for all values of (ω, c).
Hypothesis (H1). There exists a linear operator R :R4 → R4 such that R2 = 1, dimFix(R) = 2, and
f (Ru,ω,0) = −R f (u,ω,0)
for all u ∈ R4 and all ω ∈ R.
Hypothesis (H2). There is a one-parameter group of orthogonal matrices Sρ :R4 → R4 , deﬁned for ρ ∈ S1 :=
R/2πZ, such that Sρ1 Sρ2 = Sρ1+ρ2 for all ρ1,ρ2 and dimFix(Sρ) = {0} for ρ = 0. We assume that the
nonlinearity f is equivariant with respect to the S1-action deﬁned by Sρ , that is,
f (Sρu,ω, c) = Sρ f (u,ω, c)
for all (u,ω, c) ∈ R4 × R × R. Furthermore, we assume that RSρ = Sρ R for all ρ ∈ S1 .
Next, we introduce the assumptions on the dynamics of (2.1). We assume that u = 0 is a hyperbolic
equilibrium with non-real eigenvalues for all values of (ω, c).
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fu(0,0,0) of (2.1) about u = 0 are given by ν = ±α ± iβ for some positive numbers α,β > 0.
We argue brieﬂy why the preceding assumption on the eigenvalues of fu(0,0,0) is generic. If u = 0
is hyperbolic, then our assumptions on the phase symmetries Sρ imply that the matrices Sρ leave
the unstable eigenspace invariant and act as rotations on this space: thus, the unstable eigenvalue
is of the form α ± iβ for some β ∈ R, and the assumption that β = 0 is generic unless there is an
additional reﬂection symmetry present. Reversibility implies that ν is an eigenvalue of fu(0,0,0) if,
and only if, −ν is: hence, the stable eigenvalue is −α ± iβ . Next, we assume that (2.1) admits a
reversible homoclinic orbit for (ω, c) = 0.
Hypothesis (H4). For (ω, c) = 0, there exists a homoclinic solution h(x) of (2.1) such that limx→±∞ h(x) = 0
and Rh(0) = h(0).
The presence of the S1-equivariance and the reversibility has several implications. First, Hypothe-
ses (H1) and (H4) imply that Rh(x) = h(−x) for x ∈ R. Furthermore, Hypothesis (H2) implies that
Sρh(x) is a (different) homoclinic orbit to u = 0 for each ρ ∈ S1. Each of these homoclinic orbits is
reversible, since R and Sρ commute for each ρ , and the orbits corresponding to different values of
ρ differ. Formulated slightly differently, if we denote the stable and unstable manifolds of the equi-
librium u = 0 by W s(ω,c)(0) and W u(ω,c)(0), respectively, then these manifolds actually coincide for
(ω, c) = 0, that is, we have W s0(0) = W u0 (0) with both manifolds being generated by u = 0 together
with the solutions Sρh(x) where x varies in R and ρ ∈ S1. From this discussion, we conclude that the
variational equation
v ′ = fu
(
h(x),0,0
)
v
about the homoclinic orbit has two bounded, linearly independent solutions given by
vtr(x) = h′(x), vrot(x) = S ′0h(x),
where
S ′0 :=
d
dρ
Sρ
∣∣∣
ρ=0
is the generator of the S1-action. As a consequence, the adjoint variational equation
w ′ = − fu
(
h(x),0,0
)∗
w (2.2)
about the homoclinic orbit h(x) also has two bounded, linearly independent solutions, where we use
the notation A∗ to denote the transpose of a matrix A. Indeed, any vector ψ0 that satisﬁes
ψ0 ⊥ Th(0)W s(0,0)(0) = Th(0)W u(0,0)(0)
is the initial condition of a bounded solution to (2.2), and vice versa. In particular, we can choose the
two bounded, linearly independent solutions ψ1(x) and ψ2(x) of (2.2) such that
ψ1(0) ∈ Fix(R∗), ψ2(0) ∈ Fix(−R∗). (2.3)
Note that this implies
R∗ψ1(x) = ψ1(−x) and R∗ψ2(x) = −ψ2(−x) (2.4)
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varying the parameters ω and c.
Hypothesis (H5).We assume that
M1 :=
∞∫
−∞
〈
ψ1(x), fc
(
h(x),0,0
)〉
dx = 0,
M2 :=
∞∫
−∞
〈
ψ2(x), fω
(
h(x),0,0
)〉
dx = 0.
Note that the reversibility of (2.1) for each ω implies that
∞∫
−∞
〈
ψ1(x), fω
(
h(x),0,0
)〉
dx = 0 (2.5)
since
∞∫
−∞
〈
ψ1(x), fω
(
h(x),0,0
)〉
dx =
∞∫
−∞
〈
R∗ψ1(x), R fω
(
h(x),0,0
)〉
dx
=
∞∫
−∞
〈
ψ1(−x),− fω
(
h(−x),0,0)〉dx
= −
∞∫
−∞
〈
ψ1(x), fω
(
h(x),0,0
)〉
dx,
where we used the identity f (Ru,ω,0) = −R f (u,ω,0). Without loss of generality, we may also as-
sume that
∞∫
−∞
〈
ψ2(x), fc
(
h(x),0,0
)〉
dx = 0. (2.6)
Indeed, if the preceding integral is equal to M = 0, then we change parameters according to (c˜, ω˜) =
(c,ω − cM/M2), and the corresponding integral for c˜ vanishes. Since c˜ = 0 corresponds to c = 0, our
preceding assumptions hold for the new parameters.
Next, we consider the linear variational equation
v ′ = [ fu(u,ω, c) + λB]v
about a given solution u of (2.1), where v ∈ C4, and λ ∈ C is close to zero.
Hypothesis (H6).We assume that B is a real 4× 4 matrix that commutes with Sρ and R and that
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∞∫
−∞
〈
ψ1(s), Bh′(s)
〉
ds = 0,
N2 :=
∞∫
−∞
〈
ψ2(s), BS ′0h(s)
〉
ds = 0.
In preparation for the bifurcation analysis, we record that it follows from [7, Theorem III.8.1] that
there are constants γ ∈ R and δ > 0 so that
ψ1(x) = Sγ ψ2(x) +O
(
e(α+δ)x
)
(2.7)
as x → −∞. In fact, we know that γ ∈ R \πZ: otherwise, an appropriate nonzero linear combination
of ψ1(x) and ψ2(x) would converge to zero as x → −∞ with an exponential rate larger than α, which
is not possible due to [7, Theorem III.8.1] and the fact that our system has no eigenvalues with real
part larger than α. The constant γ will play an important role in distinguishing stable and unstable
N-pulses.
Next, it follows from Hypothesis (H3) and [7, Theorem III.8.1] that there are constants K and δ > 0
such that
〈
ψ2(−x), Sθh(x)
〉= Ke−2αx cos(2βx− θ) + O(e−(2α+δ)x),〈
ψ2(−x), Sθh′(x)
〉= Ke−2αx(−α cos(2βx− θ) + β sin(2βx− θ))+ O(e−(2α+δ)x) (2.8)
for all θ ∈ R uniformly as x → ∞, possibly after shifting the x-variable. Using (2.7) and that Sγ are
orthogonal matrices, we also have
〈
ψ1(−x), Sθh(x)
〉= 〈ψ2(−x), Sθ−γ h(x)〉+ O(e−(2α+δ)x),〈
ψ1(−x), Sθh′(x)
〉= 〈ψ2(−x), Sθ−γ h′(x)〉+ O(e−(2α+δ)x)
as x→ ∞.
3. Homoclinic Lyapunov–Schmidt reduction
We use homoclinic Lyapunov–Schmidt reduction to investigate existence and stability properties of
multi-hump pulses. The underlying idea was introduced by Lin [15] and was then further developed
in [18,19].
3.1. Exponential dichotomies
Recall that μ = (ω, c). We denote the stable and unstable eigenspaces of the matrix fu(0,μ) by
Es0 and E
u
0, respectively, and the associated spectral projections by P
s
0 and P
u
0 . We can assume that
the eigenspaces, and therefore the associated projections, are independent of μ.
First, we consider the stable and unstable manifolds of the equilibrium u = 0 for μ = (ω, c) near 0.
We deﬁne the two-dimensional section
Σ = h(0) + span{ψ1(0),ψ2(0)}= h(0) + (Th(0)W s0(0))⊥ = h(0) + (Th(0)W u0 (0))⊥
that is transverse to both ﬂow and group action. In particular, we have Σ  W s0(0) and Σ  W u0 (0)
at u = h(0). Thus, for any value of μ = (ω, c) close to zero, the stable and unstable manifolds of the
equilibrium u = 0 intersect the section Σ in unique points, which we denote by h+(0;μ) ∈ W sμ(0)
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manifolds of u = 0 are, in fact, parametrized by Sρh+(x;μ) and Sρh−(x;μ), where ρ ∈ S1 and x ∈ R.
Next, we consider the variational equation
v ′ = fu
(
h±(x;μ),μ)v (3.1)
evaluated about the solutions h±(x;μ) for x ∈ R± . We denote the solution operators associated with
(3.1) by Φ±(x, y;μ).
Lemma 3.1. For any ﬁxed αˆ with 0 < αˆ < α, there exist constants  > 0 and C  1 with the following prop-
erties. There exist complementary projections P s±(x;μ) and Pu±(x;μ), deﬁned for x ∈ R± and |μ| <  , such
that
∣∣Φ+(x, y;μ)P s+(y;μ)∣∣ Ce−αˆ|x−y|, x y  0,∣∣Φ+(x, y;μ)Pu+(y;μ)∣∣ Ce−αˆ|x−y|, y  x 0,∣∣Φ−(x, y;μ)P s−(y;μ)∣∣ Ce−αˆ|x−y|, y  x 0,∣∣Φ−(x, y;μ)Pu−(y;μ)∣∣ Ce−αˆ|x−y|, x y  0.
Furthermore, the projections P s±(x;μ) and Pu±(x;μ) are differentiable in μ, and the above estimates are also
true for derivatives of the left-hand side with respect to μ. We have
Φ±(x, y;μ)P s±(y;μ) = P s±(x;μ)Φ±(x, y;μ),
Φ±(x, y;μ)Pu±(y;μ) = Pu±(x;μ)Φ±(x, y;μ).
The ranges of the projections at x= 0 are given by
Rg
(
Pu+(0;μ)
)= Rg(P s−(0;μ))= span{ψ1(0),ψ2(0)},
Rg
(
P s+(0;μ)
)= Th+(0;μ)W sμ(0), Rg(Pu−(0;μ))= Th−(0;μ)W uμ(0), (3.2)
where |μ| <  . Lastly, we have
∣∣Pu±(x;μ) − Pu0 ∣∣+ ∣∣P s±(x;μ) − P s0∣∣ Ce−αˆ|x|
for x ∈ R± .
Proof. The lemma is a consequence of [18, Lemma 1.1] or [19, Lemma 5.1]; see also [16]. 
Using the lemma, we can introduce the notation
Φs±(x, y;μ) := Φ±(x, y;μ)P s±(y;μ), Φu±(x, y;μ) := Φ±(x, y;μ)Pu±(y;μ).
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As a preparation for studying the existence and stability properties of multi-hump pulses, we
consider the linear boundary-value problem
w−′ = fu
(
h−(x;μ),μ)w− + G−(x), x ∈ (−L,0),
w+′ = fu
(
h+(x;μ),μ)w+ + G+(x), x ∈ (0, L),
w±(0) ∈ span{ψ1(0),ψ2(0)},
w+(L) − Sθ w−(−L) = D, (3.3)
where θ ∈ R, D ∈ C4 and G = (G+,G−) ∈ Vw := C0([0, L],C4) × C0([−L,0],C4) are given. It is con-
venient to use to different norms on the Vw . Fix α˜ with 0 < α˜ < αˆ. For given w = (w+,w−) ∈ Vw ,
we set
|w| = |w+| + |w−| := sup
x∈[0,L]
∣∣w+(x)∣∣+ sup
x∈[−L,0]
∣∣w−(x)∣∣,
‖w‖ = ‖w+‖ + ‖w−‖ := sup
x∈[0,L]
eα˜|L−x|
∣∣w+(x)∣∣+ sup
x∈[−L,0]
eα˜|L+x|
∣∣w−(x)∣∣.
We claim that the general solution to the ﬁrst three equations in (3.3) is given by
w−(x) = Φs−(x,−L;μ)a− +
x∫
0
Φu−(x, y;μ)G−(y)dy +
x∫
−L
Φs−(x, y;μ)G−(y)dy,
w+(x) = Φu+(x, L;μ)a+ +
x∫
0
Φs+(x, y;μ)G+(y)dy +
x∫
L
Φu+(x, y;μ)G+(y)dy, (3.4)
where a = (a+,a−) ∈ Va := Eu0 × Es0 is arbitrary. To prove the claim, note that the functions in (3.4)
are indeed solutions to the ODEs appearing in (3.3). Furthermore, w+(0) is contained in the range
of Pu+(0;μ), while w−(0) lies in the range of P s−(0;μ). Eq. (3.2) in Lemma 3.1 shows that w±(0) is
therefore contained in span{ψ1(0),ψ2(0)}. Thus, (3.4) is the general solution to (3.3).
Lemma 3.2. There are numbers  > 0 and C > 0 such that Eq. (3.3) has a unique solution w for given data
(D,G) for |μ| <  and L > 1/ . More precisely, for each L > 1/ , there is an operator A(μ) :C4 × Vw → Va,
deﬁned and differentiable for |μ| <  , such that w = (w+,w−) as given in (3.4) satisﬁes (3.3) if, and only if,
a = (a+,a−) =
(
Pu0D,−S−θ P s0D
)+ A(μ)(D,G). (3.5)
Moreover, A(μ), and its derivatives with respect to μ, satisfy the estimate
∣∣A(μ)(D,G)∣∣ C(e−αˆL |D| + |G|).
The operator W (μ) :C4 × Vw → V2 , deﬁned by the right-hand side of (3.4) with a given by (3.5), satisﬁes∥∥W (μ)(D,G)∥∥ C(|D| + ‖G‖), ∣∣W (μ)(D,G)∣∣ C(|D| + |G|).
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Evaluating w−(0) and w+(0) in (3.4), we obtain
w−(0) = Φs−(0,−L;μ)a− +
0∫
−L
Φs−(0, y;μ)G−(y)dy
= −Φs+(0,−L;μ)S−θ P s0D +
0∫
−L
Φs−(0, y;μ)G−(y)dy + O
(
e−αˆL
(
e−αˆL |D| + |G|)),
w+(0) = Φu+(0, L;μ)a+ +
0∫
L
Φu+(0, y;μ)G+(y)dy
= Φu+(0, L;μ)Pu0D +
0∫
L
Φu+(0, y;μ)G+(y)dy + O
(
e−αˆL
(
e−αˆL |D| + |G|)).
3.3. Reduction for the existence of multi-hump pulses
Fix N  2. For each sequence ρi ∈ S1 for i = 1, . . . ,N and each sequence Li  1 with i = 1, . . . ,N−
1 and L0 = LN = ∞, we are interested in ﬁnding solutions u−i and u+i of
u−i
′ = f (u−i ,μ), x ∈ (−Li−1,0),
u+i
′ = f (u+i ,μ), x ∈ (0, Li),
u±i (0) ∈ SρiΣ,
u+i (Li) = u−i+1(−Li)
so that u±i (x) is close to h
±(x). Writing u±i (x) as
u−i (x) = Sρi
[
h−(x;μ) + w−i (x)
]
, x ∈ (−Li−1,0),
u+i (x) = Sρi
[
h+(x;μ) + w+i (x)
]
, x ∈ (0, Li),
we ﬁnd that the functions w±i need to satisfy
w−i
′ = fu
(
h−(x;μ),μ)w−i + N−(x,w−i ;μ), x ∈ (−Li−1,0),
w+i
′ = fu
(
h+(x;μ),μ)w+i + N+(x,w+i ;μ), x ∈ (0, Li),
w±i (0) ∈ span
{
ψ1(0),ψ2(0)
}
,
w+i (Li) − Sθi w−i+1(−Li) = Sθi h−(−Li;μ) − h+(Li;μ) =: Di, (3.6)
where θi := ρi+1 − ρi and
N±
(
x,w±i ;μ
)= f (h±(x;μ) + w±i ,μ)− f (h±(x;μ),μ)− fu(h±(x;μ),μ)w±i = O(∣∣w±i ∣∣2).
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+
i ) is of the form (3.3) that we discussed in the previous section.
Since
|Di| =
∣∣Sρi+1h−(−Li;μ) − Sρi h+(Li;μ)∣∣ Ce−αˆLi
for some C > 0, we can therefore apply Lemma 3.2 together with an implicit-function theorem to
see that (3.6) has a unique solution w±i for each Li  1, θi ∈ R, and μ suﬃciently close to zero.
Furthermore, this solution is smooth in (μ, θi, Li) and satisﬁes the estimate (Lemma 3.2 and [19, §5])
w−i (0) = Φs−(0,−Li−1;μ)S−θi−1h+(Li−1;μ) + O
(
e−3αˆLi−1
)
,
w+i (0) = Φu+(0, Li;μ)Sθi h−(−Li;μ) + O
(
e−3αˆLi
)
.
The piecewise deﬁned solutions u±i form a global smooth solution of (2.1) provided we have continu-
ity at x= 0, that is, provided
h+(0;μ) + w+i (0) = h−(0;μ) + w−i (0), i = 1, . . . ,N. (3.7)
By construction, the left- and right-hand sides of (3.7) are contained in span {ψ1(0),ψ2(0)}. We can
therefore take the scalar products with ψ1(0) and ψ2(0) to see that (3.7) is equivalent to the 2N
scalar equations
〈
ψ1,2(0),h+(0;μ) − h−(0;μ) + w+i (0) − w−i (0)
〉= 0. (3.8)
For j = 1,2, we deﬁne
ψ j,+(x;μ) = Φu+(0, x;μ)∗ψ j(0), ψ j,−(x;μ) = Φs−(0, x;μ)∗ψ j(0)
and record that ψ j,+(x;μ) and ψ j,−(x;μ) satisfy the adjoint variational equation about h+(x;μ) and
h−(x;μ) for t > 0 and t < 0, respectively. Substituting these expressions and (3.7) into (3.8), we obtain
the equation
0 = 〈ψ j(Li;μ), Sθi h−(−Li;μ)〉− 〈ψ j(−Li−1;μ), S−θi−1h+(Li−1;μ)〉
− 〈ψ j(0),h−(0;μ) − h+(0;μ)〉+ O(e−3αˆmink Lk)
for the matching conditions (3.7). Melnikov theory together with Hypothesis (H5) and (2.5)–(2.6)
implies that
〈
ψ1(0),h−(0;μ) − h+(0;μ)〉= cM1 + O(μ2),〈
ψ2(0),h−(0;μ) − h+(0;μ)〉= ωM2 + O(μ2).
Thus, we arrive at the system
0= 〈ψ1(Li;μ), Sθi h−(−Li;μ)〉− 〈ψ1(−Li−1;μ), S−θi−1h+(Li−1;μ)〉− cM1
+ O(μ2 + e−3αˆmink Lk),
0= 〈ψ2(Li;μ), Sθi h−(−Li;μ)〉− 〈ψ2(−Li−1;μ), S−θi−1h+(Li−1;μ)〉− ωM2
+ O(μ2 + e−3αˆmink Lk),
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0= 〈ψ1(−Li;μ), Sθi h−(Li;μ)〉− 〈ψ1(−Li−1;μ), S−θi−1h+(Li−1;μ)〉− cM1
+ O(μ2 + e−3αˆmink Lk),
0= 〈ψ2(−Li;μ), Sθi h−(Li;μ)〉+ 〈ψ2(−Li−1;μ), S−θi−1h+(Li−1;μ)〉+ ωM2
+ O(μ2 + e−3αˆmink Lk) (3.9)
with i = 1, . . . ,N , where L = (L1, . . . , LN−1) satisﬁes Li  1, θ = (θ1, . . . , θN−1) consists of arbitrary
real numbers, and μ = (ω, c) is close to zero. Each solution of (3.9) corresponds to an N-pulse with
separation distances 2Li and phase differences θi between consecutive pulses, and vice versa.
3.4. Reduction for the stability of multi-hump pulses
We have shown in Section 3.3 that N-pulses hN(x;μN ) can be written as
hN
(
x+ 2
i−1∑
k=1
Lk;μN
)
=
{
Sρi (h
−(x;μN ) + w−i (x)) for x ∈ (−Li−1,0),
Sρi (h
+(x;μN ) + w+i (x)) for x ∈ (0, Li),
(3.10)
where i = 1, . . . ,N and L0 = LN = ∞. We are interested in ﬁnding all nontrivial solutions of the linear
system
v ′ = ( fu(hN(x;μN ),μN)+ λB)v
for λ ∈ C close to zero. Exploiting the representation (3.10) and the variational equation about the
primary homoclinic orbit h(x) has two bounded solutions, namely h′(x) and S ′0h(x), we ﬁrst seek
solutions of
v±i
′ = ( fu(Sρi (h+(x;μN ) + w+i (x)),μN)+ λB)v±i
via the ansatz
v±i (x) = Sρi
(
d1i
(
h±(x;μN ) + w±i (x)
)′ + d2i S ′0(h±(x;μN ) + w±i (x))+ w˜±i (x))
and normalize w˜±i (x) so that
w˜±i (0) ∈ span
{
ψ1(0),ψ2(0)
}
for all i. Using equivariance of f and B with respect to the phase invariance Sρ , and proceeding as in
the preceding section, we ﬁnd that w˜i needs to satisfy the system
w˜−′i = Du f
(
h−(x;μN ),μN
)
w˜−i
+ λB(d1i (h−(x;μN ) + w−i (x))′ + d2i S ′0(h−(x;μN ) + w−i (x)))
+ (Du f (h−(x;μN ) + w−i (x),μN)− Du f (h−(x;μN ),μN)+ λB)w−i , x ∈ (−Li−1,0),
w˜+′i = Du f
(
h+(x;μN ),μN
)
w˜+i
+ λB(d1i (h+(x;μN ) + w+i (x))′ + d2i S ′0(h+(x;μN ) + w+i (x)))
+ (Du f (h+(x;μN ) + w+i (x),μN)− Du f (h+(x;μ),μN)+ λB)w˜+i , x ∈ (0, Li),
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w˜+i (0) − w˜−i (0) ∈ Y⊥,
Di = Sρi w˜+i (Li) − Sρi+1 w˜−i+1(−Li), (3.11)
where
Di = Sρi+1
(
d1i+1
(
h−(−Li,μN) + w−i+1(−Li)
)′ + d2i+1S ′0(h−(−Li;μN) + w−i+1(−Li)))
− Sρi
(
d1i
(
h+(Li;μN) + w+i (Li)
)′ + d2i S ′0(h+(Li;μN) + w+i (Li))). (3.12)
Let
Y c = span{h′(0), S ′0h(0)}, Y⊥ = span{ψ1(0),ψ2(0)},
then we can choose spaces Y s and Y u such that Rn = Y c ⊕ Y+ ⊕ Y− ⊕ Y⊥ and
Rg
(
P s+(0)
)= Y c ⊕ Y+, Rg(Pu+(0))= Y− ⊕ Y⊥,
Rg
(
Pu−(0)
)= Y c ⊕ Y−, Rg(P s−(0))= Y+ ⊕ Y⊥.
Note that
Rg
(
P s+(0)
)= Th(0)W s(0), Rg(Pu−(0))= Th(0)W u(0), Y c = Th(0)W s(0) ∩ Th(0)W u(0).
We can now write (3.11) as (3.3)
w˜−′i = fu
(
h−(x;μ),μ)w˜−i + G−i (x), x ∈ (−Li−1,0),
w˜+′i = fu
(
h+(x;μ),μ)w˜+i + G+i (x), x ∈ (0, Li),
w˜±i (0) ∈ span
{
ψ1(0),ψ2(0)
}
,
Di = Sρi w˜+i (Li) − Sρi+1 w˜−i+1(−Li), (3.13)
where
G±i = G˜±i (x)w˜±i + g±i (x),
G˜±i (x) = fu
(
h(x;μN),μN
)− fu(h−(x;μN ),μN)+ λB,
g±i (x) = λB
(
h±′(x;μN )d1i + S ′0h±(x;μN )d2i
)
. (3.14)
From lemma [20, Lemma 3.1], we obtain the expression
Di =
(
Sρi+1h
−(−Li,μN ) + Sρi h+(Li,μN )
)′(
d1i − d1i+1
)
+ S ′0
(
Sρi+1h
−(−Li,μN) + Sρi h+(Li,μN)
)(
d2i − d2i+1
)+ O(e−2αˆmink Lk |d|) (3.15)
for Di from (3.12). Before we solve (3.13), we introduce the following spaces
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N⊕
i=1
(
C0
([−Li−1,0],CN)⊕ C0([0, Li],CN)),
Va =
N⊕
i=1
(
Es ⊕ Eu),
Vλ = Uδ(0) ⊂ C
over the complex ﬁeld equipped with the supremum norm. Let
w˜ = (w˜−i , w˜+i ) ∈ V w˜ , a = (a−i ,a+i ) ∈ Va, λ ∈ Vλ,
where i = 1, . . . ,N . If w˜±i (x) satisﬁes the ﬁxed-point equations
w˜−i (x) = Φ−,s(x, Li−1;μN)S−ρi a−i−1 +
x∫
0
Φ−,u(x, y;μN )G−i (y)dy
+
x∫
−Li−1
Φ−,s(x, y;μN )G−i (y)dy,
w˜+i (x) = Φ+,u(x, Li;μN)S−ρi a+i +
x∫
0
Φ+,s(x, y;μN )G+i (y)dy
+
x∫
Li
Φ+,u(x, y;μN )G+i (y)dy, (3.16)
then the functions w˜i satisfy the system (3.13) if, and only if,
〈
ψ j(0), w˜+i (0) − w˜−i (0)
〉= 0 (3.17)
vanishes for i = 1, . . . ,N and j = 1,2. Lemma 3.2 tells us that (3.16) has a unique solution for each
given (Gi, Di). Since the functions G˜ i from (3.14) satisfy
|G˜ i| C
(|λ| + e−αˆmink Lk),
we infer from Lemma 3.2 that the right-hand side of (3.16) obeys the estimate
r.h.s. of (3.16) C
(|D| + |G˜ i| |w˜| + |g| |d|)
so that we can solve (3.16) uniquely for w˜ with
|w˜i | C
(|D| + |g| |d|) C |d|(|λ| + e−αˆmink Lk)
and consequently
|G| C |d|(|λ| + e−2αˆmink Lk).
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∣∣∣∣∣
L∫
0
Φu(0, x)G˜(x)w˜(x)dx
∣∣∣∣∣
(3.16)
 C
L∫
0
e−(αˆ+δ)x|G˜|(e−αˆ(L−x)|a| + |G˜| |w˜| + |λ| |d|)dx
 C |G˜|(e−αˆL |a| + |G˜| |w˜| + |λ| |d|)
 C
(|λ| + e−αˆmink Lk)(e−2αˆmink Lk + (|λ| + e−αˆmink Lk)2 + |λ|)|d|
 C
(
e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))|d|,
where we applied Lemma 3.1 with αˆ replaced by αˆ + δ < α to estimate Φu(0, x) and used the es-
timates for a, G˜ and w˜ that we obtained in Lemma 3.2 and in the derivations in the preceding
paragraphs. The bifurcation equations (3.17) then become
0 = 〈ψ j(0), w˜+i (0) − w˜−i (0)〉
= 〈ψ j(Li;μN), S−ρi a+i 〉− 〈ψ j(−Li−1;μN), S−ρi a−i−1〉
−
Li∫
0
〈
ψ j(0),Φ+,u(0, y;μN )G+i (y)
〉
dy −
0∫
−Li−1
〈
ψ j(0),Φ−,s(0, y;μN )G−i (y)
〉
dy, (3.18)
where the integrals can be written as
Li∫
0
〈
ψ j(0),Φ+,u(0, y;μN )G+i (y)
〉
dy +
0∫
−Li−1
〈
ψ j(0),Φs,−(0, y;μN )G−i (y)
〉
dy
=
Li∫
0
〈
ψ j(0),Φ+,u(0, y;μN )
(
G˜+i (y)w˜
+
i (y) + g+i (y)
)〉
dy
+
0∫
−Li−1
〈
ψ j(0),Φs,−(0, y;μN )
(
G˜−i (y)w˜
−
i (y) + g−i (y)
)〉
dy
=
Li∫
0
〈
ψ j(y;μN ), g+i (y)
〉
dy +
0∫
−Li−1
〈
ψ j(y;μN), g−i (y)
〉
dy
+O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))|d|
=
∞∫
−∞
〈
ψ j(y;μN), gi(y)
〉
dy −
∞∫
Li
〈
ψ j(y;μN ), g+i (y)
〉
dy
−
−Li−1∫ 〈
ψ j(y;μN ), g−i (y)
〉
dy +O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))|d|−∞
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∞∫
−∞
〈
ψ j(y;μN ), gi(y)
〉
dy +O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))|d|.
Using the estimates above along with (3.15), Eq. (3.18) with j = 1,2 becomes
0= 〈ψ j(Li;μN), S−ρi a+i 〉− 〈ψ j(−Li−1;μN), S−ρi a−i−1〉
−
∞∫
−∞
〈
ψ j(y;μN ), g(y)
〉
dy + O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))|d|
= 〈ψ j(Li;μN), S−ρi PuDi 〉− 〈ψ j(−Li−1;μN), S−ρi P sDi 〉
−
∞∫
−∞
〈
ψ j(y;μN ), g(y)
〉
dy + O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))|d|.
Thus, writing these equations separately for j = 1,2, we obtain the system
0 = 〈ψ1(Li;μN), Sθi h−′(−Li;μN)〉(d1i+1 − d1i )+ 〈ψ1(Li;μN), Sθi S ′0h−(−Li;μN)〉(d2i+1 − d2i )
+ 〈ψ1(−Li−1;μN), Sθi h+′(Li−1;μN)〉(d1i − d1i−1)
+ 〈ψ1(−Li−1;μN), Sθi S ′1h+(Li−1;μN )〉(d2i − d2i−1)
−
∞∫
−∞
〈
ψ1(y;μN), g(y)
〉
dy +O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))d,
0 = 〈ψ2(Li;μN), Sθi h−′(−Li;μN)〉(d1i+2 − d1i )+ 〈ψ2(Li;μN), Sθi S ′0h−(−Li;μN)〉(d2i+1 − d2i )
+ 〈ψ2(−Li−1;μN), Sθi h+′(Li−1;μN)〉(d1i − d1i−1)
+ 〈ψ1(−Li−1;μN), Sθi S ′0h+(Li−1;μN)〉(d2i − d2i−1)
−
∞∫
−∞
〈
ψ2(y;μN), g(y)
〉
dy +O(e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))d, (3.19)
where θi = ρi+1 − ρi . Now we use the relationship (2.4)
R∗ψ1(x) = ψ1(−x), R∗ψ2(x) = −ψ2(−x)
along with
Rh(x) = h(−x), Rh′(x) = −h′(−x)
in (3.19) to ﬁnd
0= −〈ψ1(−Li), Sθi h′(Li)〉(d1i+1 − d1i )+ 〈ψ1(−Li), Sθi S ′0h(Li)〉(d2i+1 − d2i )
+ 〈ψ1(−Li−1), S−θi−1h′(Li−1)〉(d1i − d1i−1)+ 〈ψ1(−Li−1), S−θi−1 S ′0h(Li−1)〉(d2i − d2i−1)
− λN1d1i +O
(
e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))d,
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+ 〈ψ2(−Li−1), S−θi−1h′(Li−1)〉(d1i − d1i−1)+ 〈ψ2(−Li−1), S−θi−1 S ′0h(Li−1)〉(d2i − d2i−1)
− λN2d2i +O
(
e−3αˆmink Lk + |λ|(|λ| + e−αˆmink Lk))d. (3.20)
Let
ai =
〈
ψ1(−Li), Sθi h′(Li)
〉
, aˆi =
〈
ψ1(−Li), Sθi S ′0h(Li)
〉
,
li =
〈
ψ1(−Li), S−θi h′(Li)
〉
, lˆi =
〈
ψ1(−Li), S−θi S ′0h(Li)
〉
(3.21)
be the terms present in the ﬁrst equation in (3.20), and
bi =
〈
ψ2(−Li), Sθi h′(Li)
〉
, bˆi =
〈
ψ2(−Li), Sθi S ′0h(Li)
〉
,
pi =
〈
ψ2(−Li), S−θi h′(Li)
〉
, pˆi =
〈
ψ2(−Li), S−θi S ′0h(Li)
〉
(3.22)
be the terms that appear in the second equation in (3.20), then the bifurcation equations (3.20) can
be written in a matrix form as (
A2N×2N − λC2N×2N + R(λ)
)
d = 0,
where A2N×2N is a 2N × 2N matrix with entries (3.21) and (3.22), and
C2N×2N =
(
N1 IN 0N×N
0N×N N2 IN
)
, (3.23)
where IN is N × N identity matrix. To ﬁnd the location of the eigenvalues of N-pulses to leading
order, we need to solve
det(A2N×2N − λC2N×2N) = 0.
4. Existence and stability of 2-pulses
Recall the deﬁnitions of the constants γ and K from (2.7) and (2.8) in Section 2. The following
theorem describes standing and travelling 2-pulses of (2.1) which correspond, respectively, to c = 0 or
c = 0; see also Fig. 1 for an illustration of their proﬁles.
Theorem 1 (Existence of 2-pulses). Suppose that Hypotheses (H1)–(H5) are satisﬁed and assume furthermore
that the constant γ from (2.7) satisﬁes cosγ = 0, then there are positive numbers L∗  1 and n∗ such that
the following is true:
(i) Eq. (2.1) supports two families of symmetric standing 2-pulses which are parametrized by integers n > n∗:
one family corresponds to up–up pulses with θ1 = 0, the other one to up–down pulses with θ1 = π . To
leading order, the distance between the two pulses is given by 2L1 = L∗ + (πn + π/2 − γ )/β , and the
2-pulses have frequency ω ≈ 0.
(ii) Eq. (2.1) supports two families of travelling 2-pulses which are parametrized by integers n > n∗: these
families correspond to θ1 = ±π/2. To leading order, the distance between the two pulses is given by
2L1 = L∗ + πn/β , and the 2-pulses have frequency ω ≈ 0 and wave speed c = KM1 cos(θ1 + γ )e−απn/β .
Next, we consider the stability of the 2-pulses found in the preceding theorem and refer to Fig. 2
for an illustration of the anticipated dynamics of 2-pulses.
1882 V. Manukian, B. Sandstede / J. Differential Equations 247 (2009) 1866–1898Fig. 1. The proﬁles of standing 2-pulses with relative phases θ1 = 0,π and travelling 2-pulses with θ1 = π2 , 3π2 are shown,
where we plot x horizontally and think of u = u1 + iu2 ∈ C in the two transverse directions to illustrate the relative phase θ1
that reﬂects the phase symmetry Sρ . The integer n ∈ N from Theorem 1, which parametrizes these proﬁles further, corresponds
to the number of extrema (maxima and minima) of the small oscillations between the primary pulses.
Fig. 2. The 2-pulses and their associated nonzero PDE eigenvalues are illustrated in the (L1, θ1)-plane of distance and rela-
tive phase under the assumption that N1,N2 > 0: ﬁlled and open circles indicate respectively attractors and repellers, crosses
correspond to saddles, and arrows indicate the anticipated dynamics on the interaction manifold whose existence has been
established in [23]. The vector ﬁelds extend approximately periodically in the L1-direction, and we remark that θ1 = 0,2π cor-
respond to the same solutions. The dynamics in the right diagram is not structurally stable, and we expect that the eigenvalues
of the travelling 2-pulses on the imaginary axis move alternately to the left and right, yielding weak attractors and repellers;
this will likely also break the saddle–saddle connections between the standing 2-pulses.
Theorem 2 (Stability of 2-pulses). Assume that the hypotheses in Theorem 3 and Hypothesis (H6) are satisﬁed,
then each 2-pulse has two eigenvalues at the origin, corresponding to translation and phase invariance, and
the remaining two eigenvalues near the origin are as follows3:
• If K N1 and KN2 cosγ have the same sign, then standing 2-pulses with θ1 = 0 and θ1 = π are alternately
attractors and repellers as functions of n, while the travelling 2-pulses with θ1 = ±π/2 are saddles.
• If K N1 and KN2 cosγ have opposite signs, then the travelling 2-pulses with θ1 = ±π/2 have, to leading
order, a pair of simple eigenvalues on the imaginary axis, while the standing 2-pulses with θ1 = 0 and
θ1 = π are saddles.
In the remainder of this section, we prove these theorems. Exploiting the relations (2.3), (2.7) and
(2.8), we ﬁnd after some tedious computations that the bifurcation equations (3.9) for ﬁnding 2-pulses
become
3 The precise location of these eigenvalues is given in (4.6).
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(
c2 + ω2 + e−(2α+δ)L1),
M2ω = −Ke−2αL1 cos(2βL1 − θ1) + O
(
c2 + ω2 + e−(2α+δ)L1),
M1c = −Ke−2αL1 cos(2βL1 + θ1 + γ ) + O
(
c2 + ω2 + e−(2α+δ)L1),
M2ω = −Ke−2αL1 cos(2βL1 + θ1) +O
(
c2 + ω2 + e−(2α+δ)L1). (4.1)
We can solve the ﬁrst two equations for (ω, c) by the implicit-function theorem (recall that M1 and
M2 are assumed to be nonzero). Substituting the resulting solutions into the remaining two equations,
and dividing by the common factor e−2αL1 , we arrive at the reduced system
− cos(2βL1 + θ1 + γ ) = cos(2βL1 − θ1 + γ ) + O
(
e−δL1
)
,
cos(2βL1 − θ1) = cos(2βL1 + θ1) + O
(
e−δL1
)
.
We can set L1 = (1 + nπ)/β with 1 in some bounded interval and ﬁnd
− cos(1 + θ1 + γ ) = cos(1 − θ1 + γ ) + O
(
e−δn
)
,
cos(1 − θ1) = cos(1 + θ1) + O
(
e−δn
)
. (4.2)
Setting n = ∞, we get
− cos(1 + θ1 + γ ) = cos(1 − θ1 + γ ),
cos(1 − θ1) = cos(1 + θ1)
which we wish to solve for (θ1, 1). Two sets of solutions are given by (θ1, 1) = (0, 1β (π2 − γ )),
(π, 1
β
(π2 − γ )) and (θ1, 1) = (±π2 ,0). When cosγ = 0, we can use the implicit-function theorem
to continue these solutions as solutions to (4.2) for all suﬃciently large n. Substituting the resulting
expressions into the ﬁrst two equations in (4.1), we then obtain leading-order expansions of (c,ω). Up
to remainder terms of order O(e−2α(1+δ)L1 ), we therefore found the following two sets of solutions,
whose existence we claimed in Theorem 1:
Standing 2-pulses.
θ1 = 0,π,
2L1(n) = 1
β
(
π
2
− γ
)
+ πn
β
, n ∈ N,
c = 0,
ω = (−1)n+1 K
M2
e−2αL1 sin(γ + θ1). (4.3)
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θ1 = ±π
2
,
2L1(n) = πn
β
, n ∈ N,
c = (−1)n K
M1
e−2αL1 cos(θ1 − γ ),
ω = O(e−(2α+δ)L1). (4.4)
To ﬁnd the approximate location of the critical PDE eigenvalues of these solutions, we need to solve
the algebraic equation
det
(
A4×4 − λC4×4 + O
(
e−(2α+δ)L1
))= 0, (4.5)
where C4×4 is given in (3.23) and
A4×4 =
⎛
⎜⎝
a1 −a1 −aˆ1 aˆ1
−l1 l1 −lˆ1 lˆ1
−b1 b1 bˆ1 −bˆ1
−p1 p1 −pˆ1 pˆ1
⎞
⎟⎠
with entries given in (3.21) and (3.22). Using (2.8) and (4.3), the roots of (4.5) can be readily com-
puted. We ﬁnd that standing 2-pulses have the eigenvalues λ1, . . . , λ4 given by
θ = 0:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
λ1,2 = 0,
λ3 = (−1)n 2Kβ
N1
e−2αL1(n),
λ4 = (−1)n 2K cosγ
N2
e−2αL1(n),
θ = π :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
λ1,2 = 0,
λ3 = (−1)n+1 2Kβ
N1
e−2αL1(n),
λ4 = (−1)n+1 2K cosγ
N2
e−2αL1(n)
(4.6)
near the origin, with L1(n) as in (4.3). Similarly, we ﬁnd the critical eigenvalues
λ1,2 = 0,
λ3,4 = ±2
√
K 2β
cosγ
N1N2
e−2αL1(n)
of travelling 2-pulses upon using (2.8) and (4.4). This proves Theorem 2.
5. Existence and stability of 3-pulses
We have the following existence and stability results for 3-pulses.
Theorem 3 (Existence of 3-pulses). Suppose that Hypotheses (H1)–(H5) are satisﬁed and assume furthermore
that the constant γ from (2.7) satisﬁes cosγ = 0,± 1√
5
, then there are positive numbers L∗  1 and n∗ such
that the following is true:
(i) Eq. (2.1) supports two families of symmetric standing 3-pulses that are parametrized by integers n > n∗:
these 3-pulses have frequency ω ≈ 0, the relative angle between the ﬁrst and the second pulse is
θ1 = 12 (γ − sin−1( sinγ2 )) (note that there are two possible values for θ1; see Fig. 3), and the distance
between consecutive pulses is, to leading order, given by 2L1 = 2L∗ + (πn + π/2+ θ1 − γ )/β .
V. Manukian, B. Sandstede / J. Differential Equations 247 (2009) 1866–1898 1885Fig. 3. The left panel shows our naming convention for the two possible values θ±1 of the arcsin function in the expressions for
the relative phases in Theorem 3. In the right panel, symmetric standing 3-pulses and their associated nonzero PDE eigenvalues
are illustrated in the (L1, θ1)-plane of distance and relative phase under the assumption that N1N2 > 0: ﬁlled and open circles
indicate respectively attractors and repellers, crosses correspond to saddles, and arrows indicate the anticipated dynamics on
the interaction manifold associated with symmetric solutions, whose existence has been established in [23]. The vector ﬁeld
extends approximately periodically in the L1-direction, and θ
+
1 and 2π + θ+1 correspond to the same solutions. The same
dynamics holds for N1N2 < 0 upon interchanging the labels θ
+
1 and θ
−
1 .
(ii) Eq. (2.1) supports two families of travelling 3-pulses that are parametrized by integers n > n∗: these 3-
pulses have frequency ω ≈ 0 and wave speed c = KM1 sin(γ )e−απn/β , the relative angle between the
ﬁrst and the second pulse is θ1 = − 12 (γ + sin−1( sinγ2 )) (note again that there are two possible values
for θ1), the relative angle between the ﬁrst and third pulse is π (θ2 = −θ1 +π ), and the distance between
consecutive pulses is, to leading order, given by 2L1 = 2L∗ + (θ1 − π2 + πn)/β .
In order to simplify the formulation of the next theorem, we deﬁne the quantities
tr± = K
2
N21N
2
2
(
±
√
3+ cos2 γ
2
(
2N22βα sinγ +
(
2N22β
2 + 2N21
)
cosγ − 4N1N2β
)
+ (N22β2 + N21) cos2 γ + (6N1N2β + N22βα sinγ ) cosγ − 3N1N2α sinγ
)
,
det± = 4β
2K 4
N21N
2
2
√
3+ cos2 γ cos(γ )(√3+ cos2 γ cosγ ± (−1+ cos2 γ )).
We can now state the stability properties of the 3-pulses described in Theorem 3.
Theorem 4 (Stability of 3-pulses). Assume that the hypotheses in Theorem 3 and Hypothesis (H6) are satisﬁed,
then we have the following cases:
(i) Stable standing 3-pulses exist if, and only if, either N1N2 > 0 and cosγ /∈ (−1√5 ,0), or N1N2 < 0 and
cosγ /∈ (0, 1√
5
).
(ii) If tr± < 0 and tr2± > 4det± , and either cosγ /∈ (0, 1√5 ) for the phase θ
+
1 or cosγ /∈ (−1√5 ,0) for the
phase θ−1 , then the travelling 3-pulses with relative phase θ
±
1 have, to leading order, four simple eigenval-
ues on the imaginary axis; otherwise, they are linearly unstable.
In the remainder of this section, we prove the preceding two theorems. To ﬁnd 3-pulses, we write
the bifurcation equations (3.9) as
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(
c2 + ω2 + e−(2α+δ)L1), (5.1)
M2ω = −Ke−2αL1 cos(2βL1 − θ1) + O
(
c2 + ω2 + e−(2α+δ)L1), (5.2)
M1c = K
(
e−2αL2 cos(2βL2 − θ2 + γ ) − e−2αL1 cos(2βL1 + θ1 + γ )
)
+ O(c2 + ω2 + e−(2α+δ)L1 + e−(2α+δ)L2), (5.3)
M2ω = K
(−e−2αL2 cos(2βL2 − θ2) − e−2αL1 cos(2βL1 + θ1))
+ O(c2 + ω2 + e−(2α+δ)L1 + e−(2α+δ)L2), (5.4)
M1c = −Ke−2αL2 cos(2βL2 + θ2 + γ ) + O
(
c2 + ω2 + e−(2α+δ)L2), (5.5)
M2ω = −Ke−2αL2 cos(2βL2 + θ2) + O
(
c2 + ω2 + e−(2α+δ)L1). (5.6)
Since M j = 0 by assumption, we can always solve (5.1)–(5.2) for (c,ω). To solve the remaining four
equations (5.3)–(5.6), we set 2βL j =  j + πn for n ∈ N with n  1 and  j  0 bounded. Taking the
difference of (5.1) and (5.3) and of (5.1) and (5.5), we obtain the equations
e−
α
β
1
(
cos(1 − θ1 + γ ) + cos(1 + θ1 + γ )
)= e− αβ 2 cos(2 − θ2 + γ ) +O(e−δn/2β),
e−
α
β
1 cos(1 − θ1 + γ ) = −e−
α
β
2 cos(2 + θ2 + γ ) + O
(
e−δn/2β
)
, (5.7)
while the difference of (5.2) and (5.4) and of (5.2) and (5.6) gives
e−
α
β
1
(
cos(1 + θ1) − cos(1 − θ1)
)= −e− αβ 2 cos(2 − θ2) +O(e−δn/2β),
e−
α
β
1 cos(1 − θ1) = e−
α
β
2 cos(2 + θ2) +O
(
e−δn/2β
)
. (5.8)
Setting n = ∞ in (5.7) and (5.8) gives
e−
α
β
1
(
cos(1 − θ1 + γ ) + cos(1 + θ1 + γ )
)= e− αβ 2 cos(2 − θ2 + γ ), (5.9)
e−
α
β
1 cos(1 − θ1 + γ ) = −e−
α
β
2 cos(2 + θ2 + γ ), (5.10)
e−
α
β
1
(
cos(1 + θ1) − cos(1 − θ1)
)= −e− αβ 2 cos(2 − θ2), (5.11)
e−
α
β
1 cos(1 − θ1) = e−
α
β
2 cos(2 + θ2). (5.12)
To solve these four equations, we keep the fourth equation (5.12) but multiply the left- and right-hand
sides of the ﬁrst three equations (5.9)–(5.11) by the right- and left-hand sides of the fourth equation
to obtain the three new equations
cos(2 + θ2)
(
cos(1 − θ1 + γ ) + cos(1 + θ1 + γ )
)= cos(1 − θ1) cos(2 − θ2 + γ ), (5.13)
cos(2 + θ2) cos(1 − θ1 + γ ) = − cos(1 − θ1) cos(2 + θ2 + γ ), (5.14)
cos(2 + θ2)
(
cos(1 + θ1) − cos(1 − θ1)
)= − cos(1 − θ1) cos(2 − θ2) (5.15)
in place of (5.9)–(5.11). Using elementary trigonometric identities, we rewrite Eqs. (5.13)–(5.15) as
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[
tan(θ1) tan(γ ) + 2 tan(θ2) tan(γ ) − tan(θ1) tan(θ2)
]
− tan(1)
[
tan(θ1) + 2 tan(γ )
]− tan(θ2)[3 tan(2) + tan(γ )]
+ tan(γ )[tan(2) − tan(θ1) tan(θ2) tan(1)], (5.16)
0= 2+ tan(1) tan(2)
[
tan(γ ) tan(θ2) − 2 tan(θ1) tan(θ2) − tan(γ ) tan(θ1)
]
− tan(θ1) tan(θ2)
[
tan(γ ) tan(1) + tan(γ ) tan(2)
]
− tan(γ )[tan(1) + tan(2) − tan(θ1) + tan(θ2)]
+ 2[tan(1) tan(θ1) − tan(2) tan(θ2)], (5.17)
0= 1− tan(1) tan(θ1)
(
1− 3 tan(2) tan(θ2)
)+ tan(2) tan(θ2) = 0. (5.18)
Eq. (5.16) has the solution
tan(θ1)
= −1+ tan(γ )(2 tan(1) tan(2) tan(θ2) − 2 tan(1) + tan(2) − tan(θ2)) − 3 tan(2) tan(θ2)
tan(1)(tan(2) tan(γ ) − tan(2) tan(θ2) − tan(θ2) tan(γ ) − 1) .
(5.19)
When we substitute this expression for tan(θ1) into (5.17), the latter equation factors into the product
of two terms: the ﬁrst factor is zero provided
tan(2) =
[(
1− tan2(1)
)
tan2(γ ) tan(θ2) − 4 tan(1) − tan(γ )
+ tan(1) tan(γ )
(
2 tan(θ2) + 5 tan(1) + 2 tan(γ )
)]
/
[−3 tan(θ2) tan(γ ) − 2 tan(1) tan(γ ) + tan2(γ )(3 tan2(1) + 1)
+ tan(θ2) tan(1)
(
2 tan2(γ ) + 3 tan(1) tan(γ ) − 4
)]
, (5.20)
while the second factor vanishes provided
tan(2) = 1
tan θ2
. (5.21)
As we shall now see, the two solutions of (5.17) given by tanh(2) in, respectively, (5.20) and (5.21)
correspond to standing and travelling 3-pulses.
Existence of standing 3-pulses. We choose tanh(2) as in (5.20), and it remains to solve (5.12) and
(5.18). Substituting (5.20) into (5.18) and writing the resulting equation as a fraction using the com-
mon denominator, we ﬁnd that the numerator of the resulting fraction factors into a product of two
terms:
[
tan(γ ) tan2(θ2) − 4 tan(θ2) + tan(γ )
]× [3 tan2(1) tan(γ ) − tan(γ ) − 4 tan(1)]= 0. (5.22)
When tan(1) is a solution of the second factor
3 tan2(1) tan(γ ) − tan(γ ) − 4 tan(1) = 0 (5.23)
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tan(2) = tan(1) or equivalently 2 = 1 + πr. (5.24)
Substitution into (5.20) gives
tan(θ2) = 1− tan(1) tan(γ )
tan(1) + tan(γ ) (5.25)
so that
1 = −θ2 − γ + π
2
+ πm. (5.26)
We then rewrite (5.23) as
sin(21 + γ ) = sinγ
2
and simplify (5.19) to
θ1 = −θ2 + πn.
We use (5.24), (5.25) and (5.26) in (5.12)
e−
α
β
1 cos(1 − θ1) = e−
α
β
2 cos(2 + θ2)
to obtain r = 0 and n = 0. Therefore, the solution of the bifurcation equations that corresponds to the
standing 3-pulse solution is
sin(2θ1 − γ ) = − sinγ
2
,
L1 = L2 = 1
2β
(
θ1 − γ + π
2
+ πn
)
, n ∈ N,
θ2 = −θ1. (5.27)
The Jacobian of the system of equations (5.9)–(5.12) evaluated at (5.27) does not vanish when
cos(γ ) = 0,± 1√
5
. Therefore, due to the differentiability properties of (5.7) and (5.8) we can use the
implicit-function theorem to conclude that Theorem 3(i) is fulﬁlled. Moreover, using (5.27) and the
reversibility Hypothesis (H1) in (5.1)–(5.2), we obtain
c = 0,
ω = (−1)n+1 K
M2
e−2αL1 sinγ +O(e−2αL1(1+δ)).
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2 = −θ2 + π
2
+ πr (5.28)
be the solutions of (5.21). Using (5.28), we see that (5.19) reduces to
tan1 = − cot θ1
or, equivalently,
1 = θ1 + π
2
+ π s. (5.29)
It turns out that these solutions satisfy (5.12), which we used to modify (5.9)–(5.10). Thus, we solve
(5.12)–(5.10) instead and ﬁnd that (5.28) and (5.29) satisfy (5.10) provided r − s is odd. In this case
θ2 = −θ1 + π.
From (5.9), we then obtain
sin(2θ1 + γ ) = −1
2
sinγ .
Thus, we have the following solution:
sin(2θ1 + γ ) = −1
2
sinγ ,
θ2 = −θ1 + π,
L1 = L2 = 1
2β
(
θ1 − π
2
+ πn
)
, n ∈ N. (5.30)
The Jacobian related to the system of equations (5.9)–(5.12) evaluated at (5.30) does not vanish when
cosγ = 0,± 1√
5
. Therefore, we can use the implicit-function theorem to conclude that Theorem 3(ii)
is fulﬁlled. Moreover, using (5.30) in (5.16), (5.17) we obtain
c = e−2αL1 K
M1
(−1)n sin(γ ) + O(e−2αL1(1+δ)),
ω = O(e−2αL1(1+δ)).
In summary, we obtained symmetric standing 3-pulses and asymmetric travelling 3-pulses. In [1]
and [12], standing multi-pulses were considered, and our results agree with their results.
Remark 5.1. There is potentially another family of travelling 3-pulses which would correspond to the
roots
sin(2θ2) = 1
2
tanγ , tan(θ1) = tan(θ2) − 4
tanγ
of the ﬁrst factor in (5.22). This possible set of 3-pulse solutions is subject to further investigation.
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solve
det(A6×6 − λC6×6) = 0 (5.31)
for λ, where C6×6 is given in (3.23) and
A6×6 =
⎛
⎜⎜⎜⎜⎜⎝
a1 −a1 0 −aˆ1 aˆ1 0
−l1 a2 + l1 −a2 −lˆ1 −(−lˆ1 + aˆ2) aˆ2
0 −l2 l2 0 −lˆ2 lˆ2
−b1 b1 0 bˆ1 −bˆ1 0
−p1 −(−p1 + b2) b2 −pˆ1 (pˆ1 + bˆ2) −bˆ2
0 −p2 p2 0 −pˆ2 pˆ2
⎞
⎟⎟⎟⎟⎟⎠ .
Stability of standing 3-pulses. For symmetric 3-pulses, we have
θ2 = −θ1, L1 = L2
which, after some calculations, gives
l2 = a1, lˆ2 = aˆ1, p2 = b1, pˆ2 = bˆ1, a2 = l1, aˆ2 = lˆ1, b2 = p1, bˆ2 = pˆ1.
Upon calculating the determinant in (5.31), we obtain
λ2
(
λ2 − trsym λ + detsym
)(
λ2 − trasym λ + detasym
)= 0
with
detsym = e−4αL1(n) K
2 cos(2θ1 − γ )
N1N2
,
trsym = (−1)nKe−2αL1(n)
(
β
N1
+ cosγ + 2cos(2θ1 − γ )
N2
)
,
detasym = e−4αL1(n) K
2 cos(2θ1) cosγ
N1N2
,
trasym = (−1)nKe−2αL1(n)
(
β + 2(α sin(2θ1) + β cos(2θ1))
N1
+ cosγ
N2
)
,
where L1(n) is the distance which depends on the index n. The subscripts indicate that these fac-
tors correspond, respectively, to symmetric and asymmetric eigenfunctions. Substituting the values
θ1 = θ±1 from Theorem 3, we ﬁnd that
detsym = ±K
2e−4αL1(n)
N1N2
√
1− sin
2 γ
4
,
detasym = K
2e−4αL1(n)
N1N2
cos(γ )
(
sin2 γ
2
± cos(γ )
√
1− sin
2 γ
4
)
,
and the term inside the parentheses for detasym vanishes precisely when cosγ = ±1/
√
5. Similarly,
the traces simplify to the expressions
V. Manukian, B. Sandstede / J. Differential Equations 247 (2009) 1866–1898 1891trsym = (−1)nKe−2αL1(n)
(
β
N1
+ cosγ ±
√
3+ cos2 γ
N2
)
,
trasym = (−1)nKe−2αL1(n)
(
(±√3+ cos2 γ − cosγ )(α sinγ + β cosγ ) + 2β
N1
+ cosγ
N2
)
.
It is now straightforward to check the statements made about standing 3-pulses in Theorem 4, and
we omit the tedious details.
Stability of travelling 3-pulses. For asymmetric 3-pulses, we have
θ2 = −θ1 + π, L1 = L2
which, after some calculations, gives
l2 = −a1, lˆ2 = −aˆ1, p2 = −b1, pˆ2 = −bˆ1, a2 = −l1, aˆ2 = −lˆ1, b2 = −p1, bˆ2 = −pˆ1.
The determinant in (5.31) then factors to leading order in the form
λ2
(
λ4 − trλ2 + det)= 0, (5.32)
where, upon substituting the two values θ1 = θ±1 for the relative phase between the ﬁrst two pulses
from Theorem 3, we have
tr= K
2
N21N
2
2
e−4αL1(n)
(
±
√
3+ cos2 γ
2
(
2N22βα sinγ +
(
2N22β
2 + 2N21
)
cosγ − 4N1N2β
)
+ (N22β2 + N21) cos2 γ + (6N1N2β + N22βα sinγ ) cosγ − 3N1N2α sinγ
)
,
det= 4β
2K 4
N21N
2
2
e−8αL1(n)
√
3+ cos2 γ cos(γ )(√3+ cos2 γ cosγ ± (−1+ cos2 γ )).
Since λ is a root of (5.32) if, and only if, −λ is a root, we see that travelling 3-pulses are unstable
unless all roots lie on the imaginary axis. This occurs precisely when tr < 0 and tr2 > 4det > 0, which
coincide with the conditions given in Theorem 4.
6. An application to the complex cubic-quintic Ginzburg–Landau equation
Consider the complex cubic-quintic Ginzburg–Landau equation (1.1)
iUt + Uxx + icUx − ωU + 4|U |2U = i
(
d1Uxx + d2U + d3|U |2U + d4|U |4U
)= 0 (6.1)
in travelling-wave coordinates x = y + ct , where x ∈ R. We consider this equation for 0 <   1, that
is, near the limit  = 0 that corresponds to the nonlinear Schrödinger equation. In the context of
optical ﬁbers, the nonnegative parameter d1 describes spectral ﬁltering, d2 < 0 captures the linear
loss inside the ﬁber, and d3 > 0 and d4 < 0 describe respectively the nonlinear gain and loss in the
ﬁber. For  = 0 and c = 0, Eq. (6.1) becomes the nonlinear Schrödinger equation, which admits the
solitons
φ(x) =
√
ω
sech(
√
ωx)2
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results cannot be applied to the integrable nonlinear Schrödinger equation. For d3 > d1, the soliton
corresponding to ω = ω+ given by
ω+ = 5
4|d4|
(
d3 − d1 +
√
(d3 − d1)2 − 24
5
d2d4
)
> 0 (6.2)
persists for all small  > 0 provided the parameter d3 in (6.1) is chosen according to
d3() = d1 − 3
ω+
d2 − 2
5
ω+d4 + O(),
while ω+ is kept ﬁxed [11]. The perturbed solitary wave solution φ(x, ) admits the expansion
φ(x, ) = φ(x) + iφ(x)
x∫
0
φ(s)ds + O
(
2
)
, (6.3)
where
φ(x) = − 1
2
√
ω+
(d2 + ω+d1) tanh(√ω+x) + 1
20
ω
3
2+d4 tanh(
√
ω+x) sech2(
√
ω+x).
It was shown in [10,13] that the wave (6.3) is stable for 0<   1; see also [21] for earlier numerical
work. In the remainder of this section, we apply the theory developed in the previous sections to
prove the following theorem:
Theorem 5. Under the above sign conditions on the coeﬃcients d j and with 0 <   1 and ω = ω+ ﬁxed as
in (6.2), Eq. (6.1) supports inﬁnitely many stable standing 2- and 3-pulses. Eq. (6.1) also admits travelling 2-
and 3-pulses, but these are all unstable.
To prove the theorem we need to verify conditions of Theorems 1–2 and 3–4: For the stability
conditions, we will show that N1,N2 > 0 and 0 < cosγ  1 for 0 <   1. We begin by writing the
steady state equation associated with (6.1) as a ﬁrst-order system
u′ = f (u, c,ω) =
⎛
⎜⎜⎜⎜⎜⎝
u3
u4
ω−2d1d2
1+2d21
u1 −  d2+d1ω1+2d21 u2 +
F1(u,c,)−d1 F2(u,c,)
1+2d21
 d2+d1ω
1+2d21
u1 + ω−2d1d21+2d21 u2 +
F2(u,c,)+d1 F1(u,c,)
1+2d21
⎞
⎟⎟⎟⎟⎟⎠ (6.4)
by taking u = (u1,u2,u3,u4) = (ReU , ImU ,ReU ′, ImU ′), where
F1(u, c, ) = −4
(
u21 + u22
)
u1 + 
(−d3(u21 + u22)u2 − d4(u21 + u22)2u2)+ cu4,
F2(u, c, ) = −4
(
u21 + u22
)
u2 + 
(
d3
(
u21 + u22
)
u1 + d4
(
u21 + u22
)2
u1
)− cu3.
We now proceed to verify the hypotheses introduced in Section 2. When c = 0, the vector ﬁeld gen-
erated by the ﬁrst-order system (6.4) is reversible, and the reverser R acts according to
R : (u1,u2,u3,u4) → (u1,u2,−u3,−u4).
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invariant with respect to the rotations
Sρ : (u1,u2,u3,u4)
→ (u1 cosρ − u2 sinρ,u1 sinρ + u2 cosρ,u3 cosρ − u4 sinρ,u3 sinρ + u4 cosρ)
which means that Hypothesis (H2) is also satisﬁed.
To verify Hypothesis (H3), we ﬁnd that the linearization of (6.4) at the equilibrium O = (0,0,0,0)
is the following system
u′1 = u3,
u′2 = u4,
u′3 = ωu1 − (d2 + d1ω)u2 + O
(
2
)
,
u′4 = (d2 + d1ω)u1 + ωu2 + O
(
2
)
,
which admits the eigenvalues
λ2 = ω ± i(d2 + ωd1) +O
(
2
)
.
For (c,ω) = (0,ω+), the pulse solution φ(x, ) of (6.1) given in (6.3) corresponds to the homoclinic
orbit
h(x, ) =
(
φ(x), φ(x)
x∫
0
φ(s)ds, φ
′(x), 
[
φ(x)
x∫
0
φ(s)ds
]′)
+ O(2)
of (6.4). Since Rh(0, ) = h(0, ), Hypothesis (H4) is met.
To verify the remaining two Hypotheses (H5)–(H6), we need to construct bounded solutions of the
adjoint variational equation about the homoclinic orbit h(x, ) for (c,ω) = (0,ω+). It is convenient to
work with the linearization of the steady state equation of (6.1) around h(x, ), which gives
(
d1 −1
1 d1
)(
u1xx
u2xx
)
= −
(
A(x) ω+ − 4φ2(x)
−ω+ + 12φ2(x) B(x)
)(
u1
u2
)
+ O (2)(u1
u2
)
, (6.5)
where
A(x) = d2 + 3d3φ2(x) + 5d4φ4(x) − 8φ2(x)
x∫
0
φ(s)ds,
B(x) = d2 + d3φ2(x) + d4φ4(x) + 8φ2(x)
x∫
0
φ(s)ds.
Since for small 
(
d1 −1
1 d
)−1
=
(
d1 1
−1 d
)
+ O(2),1 1
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(
u1xx
u2xx
)
= −
(
d1 1
−1 d1
)(
A(x) ω+ − 4φ2(x)
−ω+ + 12φ2(x) B(x)
)(
u1
u2
)
+ O(2)(u1
u2
)
.
Thus, written as a ﬁrst-order system, we obtain the variational equation
u′ =
⎛
⎜⎝
0 0 1 0
0 0 0 1
ω+ − 12φ2(x) −d1(ω+ − 4φ2(x)) − B(x) 0 0
A(x) + d1(ω+ − 12φ2(x)) ω+ − 4φ2(x) 0 0
⎞
⎟⎠u + O(2)u.
Hence, the adjoint variational equation is given by
ψ ′ =
⎛
⎜⎝
0 0 −ω+ + 12φ2(x) −A(x) − d1(ω+ − 12φ2(x))
0 0 d1(ω+ − 4φ2(x)) + B(x) −ω+ + 4φ2(x)
−1 0 0 0
0 −1 0 0
⎞
⎟⎠ψ + O(2)ψ.
It follows from this derivation that (ψ3,ψ4) satisﬁes the system
ψ ′′3 −
(
ω+ − 12φ2(x)
)
ψ3 −
(
A(x) + d1
(
ω+ − 12φ2(x)
))
ψ4 + O
(
2
)
(ψ3,ψ4) = 0,
ψ ′′4 −
(
ω+ − 4φ2(x)
)
ψ4 +
(
B(x) + d1
(
ω+ − 4φ2(x)
))
ψ3 + O
(
2
)
(ψ3,ψ4) = 0.
Writing
ψ = ψ(x, ) = ψ(x,0) + ψ¯(x) + O(2), (6.6)
we ﬁnd that
ψ1(x,0) =
⎛
⎜⎝
−φ′′(x)
0
φ′(x)
0
⎞
⎟⎠ and ψ2(x,0) =
⎛
⎜⎝
0
φ′(x)
0
−φ(x)
⎞
⎟⎠
are two linearly independent solutions of the adjoint variational equation when  = 0. The next order
term ψ¯2(x) in the expansion of ψ2(x, ) satisﬁes the system
Lrψ¯
2
3 :=
[
∂xx − ω+ + 12φ2(x)
]
ψ¯23 = −
(
A(x) + d1
(
ω+ − 12φ2(x)
))
φ(x), (6.7)
while the next order term ψ¯1(x) in the expansion of ψ1(x, ) satisﬁes
Liψ¯
1
4 :=
[
∂xx − ω+ + 4φ2(x)
]
ψ¯14 = −
(
B(x) + d1
(
ω+ − 4φ2(x)
))
φ′(x). (6.8)
Two linearly independent solutions of the homogeneous equation Lrψ¯23 = 0 are given by
u1(x) = φ′(x), u2(x) = 1√
2ω
cosh(
√
ω+x) − 3
ω
(
φ(x) + xφ′(x)),+ +
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ψ¯23 (x) =
1
ω+
(
φ′(x)
x∫
0
u2(s)A(s)ds + u2(x)
∞∫
x
φ′(s)A(s)ds
)
of (6.7), where
A(x) = −(A(x) + d1(ω+ − 12φ2(x)))φ(x)
= −(d2 + ω+d1)φ(x) − (3d3 − 12d1)φ3(x) − 5d4φ5(x) + 8φ3(x)
x∫
0
φ(s)ds.
Similarly, two independent solutions of Liψ¯14 = 0 are given by
v1(x) = φ(x), v2(x) = 1√
2
sinh(
√
ω+x) + xφ(x),
which yields the solution ψ¯14 (x)
ψ¯14 (x) = −
1
ω+
(
φ(x)
x∫
0
v2(s)B(s)ds + v2(x)
∞∫
x
φ(s)B(s)ds
)
of (6.8), where
B(x) = −(B(x) − d1(−ω+ + 4φ2(x)))φ′(x)
= −(d2 + ω+d1)φ′(x) − (d3 − 4d1)φ2(x)φ′(x)
− d4φ4(x)φ′(x) − 8φ2(x)φ′(x)
x∫
0
φ(s)ds.
Using that
x∫
0
φ(s)ds = d2 + ω+d1
2ω+
ln sech(
√
ω+x) − 1
20
φ2(x)d4 + ω+
40
d4,
we can now compute the integrals that appear in Hypotheses (H5)–(H6) to leading order in  . The
integrals M1 and M2 are equal to
M1 =
∞∫
−∞
〈
ψ1(x, ), fc
(
h(x, ),0,ω+
)〉
dx
= 2
∞∫ [
d1φ
′2(x) − φ′′(x)φ(x)
x∫
φ(s)ds − φ′(x)ψ¯14 (x)
]
dx+O(2)0 0
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√
ω+
120
(
2d4ω
2+ + (5d3 − 45d1)ω+ + 15d2
)+ O(2)
= 
3
ω
3
2+d1 + O
(
2
)
and
M2 =
∞∫
−∞
〈
ψ2(x, ), fω
(
h(x, ),0,ω+
)〉
dx
= 
∞∫
−∞
[
−φ(x)2
x∫
0
φ(s)ds − d1φ(x)2 + φ(x)ψ¯23 (x)
]
dx+ O(2)
= − 1
120ω+
(
34d4ω
2+ + 45(d3 − d1)ω+ + 15d2
)+ O(2)
= 
3
√
(d3 − d1)2 − 24
5
d2d4 + O
(
2
)
.
In particular, M j > 0 for j = 1,2 provided 0<   1. It is also straightforward to check that
∞∫
−∞
〈
ψ2(x, ), fc
(
h(x, ),0,ω+
)〉
dx = 0,
which establishes Hypothesis (H5). To verify Hypothesis (H6) we need to show that
N1 =
∞∫
−∞
〈
ψ1(x, ), Bh′(x, )
〉
dx = 0, N2 =
∞∫
−∞
〈
ψ2(x, ), BS ′0h(x, )
〉
dx = 0,
where
B =
⎛
⎜⎝
0 0 0 0
0 0 0 0
d1 1 0 0
−1 d1 0 0
⎞
⎟⎠
and
h′(x, ) =
⎛
⎜⎝
φ′(x)
(φ(x)
∫ x
0 φ(s)ds)
′
φ′′(x)
(φ(x)
∫ x
0 φ(s)ds)
′′
⎞
⎟⎠+ O(2),
S ′0h(x, ) =
⎛
⎜⎝
−φ(x) ∫ x0 φ(s)ds
φ(x)
−(φ(x) ∫ x0 φ(s)ds)′
φ′(x)
⎞
⎟⎠+O(2).
Thus, we ﬁnd
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∞∫
−∞
[
d1φ
′2(x) + φ′(x)
(
φ(x)
x∫
0
φ(s)ds
)′
− φ′(x)ψ¯14 (x)
]
dx+ O(2)
= 
3
ω
3
2+d1 +O
(
2
)
> 0,
N2 = 
∞∫
−∞
[
−φ(x)2
x∫
0
φ(s)ds − d1φ(x)2 + φ(x)ψ¯23 (x)
]
dx+O(2)
= 
3
√
(d3 − d1)2 − 24
5
d2d4 + O
(
2
)
> 0.
To ﬁnd the asymptotic angle γ between the two solutions (6.6) of the adjoint variational equation
that we deﬁned in (2.7), we evaluate
cosγ = − lim
x→∞
〈ψ1(x),ψ2(x)〉
|ψ1(x)| · |ψ2(x)| .
From (6.6) it follows that
cosγ = − lim
x→∞
φ′′(x)∂xψ¯23 (x) + φ′(x)ψ¯23 (x) − φ′(x)∂xψ¯14 (x) − φ(x)ψ¯14 (x)√
φ′′2(x) + φ′2(x)√φ′2(x) + φ2(x) +O
(
2
)
.
Since
∂xψ¯
2
3 (x) =
1
ω+
(
φ′′(x)
x∫
0
u2(s)A(s)ds + u′2(x)
∞∫
x
φ′(s)A(s)ds
)
,
∂xψ¯
1
4 (x) = −
1
ω+
(
φ′(x)
x∫
0
v2(s)B(s)ds + v ′2(x)
∞∫
x
φ(s)B(s)ds
)
,
we obtain
cosγ = − lim
x→∞
1
ω+
(√
φ′′2(x) + φ′2(x)
φ′2(x) + φ2(x)
x∫
0
u2(s)A(s)ds
+
√
φ′2(x) + φ2(x)
φ′′2(x) + φ′2(x)
x∫
0
v2(s)B(s)ds
)
+ O(2)
= − lim
x→∞
1
ω
3
2+
(
ω+
x∫
0
u2(s)A(s)ds +
x∫
0
v2(s)B(s)ds
)
+ O(2)
= −
(
7
15
ω+d4 + 1
2
d3 − 2d1 + O()
)
.
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cosγ = 
(
1
12
d3 + 17
12
d1 + 7
12
√
(d3 − d1)2 − 24
5
d2d4 + O()
)
,
which shows that cosγ > 0 for 0 <   1.
The assertion of Theorem 5 about the existence of 2- and 3-pulses follows from Theorems 1 and 3,
while the stability of these pulses follows from Theorems 2 and 4.
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