Designing object models for a robot's detection-system can be very time-consuming since many object classes exist.
Introduction
Robots need a certain amount of knowledge in order to be able to interact with the environment in a safe manner. The type and amount of knowledge thereby depends on the kind of environment. The more complex the environment gets the more complex the knowledge-base grows. For controlled factory settings on the one hand predefined trajectories are often sufficient. Uncontrolled outdoor scenarios on the other hand usually require knowledge about objects, their physical and semantic relationships, a road-map, and even more. Whereas predefined trajectories can be specified manually, the vast amount of knowledge needed for highly unstructured environments is impossible to completely design by hand.
This work targets at the problem of generating knowledge about object classes. The term "object class" thereby refers to an object category (e.g. cars, trees), whereas "object" is seen as one specific instance (e.g. the pine tree in front of my house). Input to the knowledge generation algorithm is in this work a raw 3D point cloud. In contrast to images, point clouds provide full 3D geometry where scale ambiguity is not a problem. This allows to identify objects based on their geometry alone and to ignore highly varying intensity information. We focus on unlabeled data, which is easy to obtain, hence no a-priori knowledge exists over possible object classes. Thus, the algorithm is only capable of discovering geometric structures that occur frequently. All similar structures then represent instances of the same object class. This discovery and grouping of structures is the output of the algorithm. In the ideal case, a human could afterwards simply attach semantic labels (as e.g. cars, trees) to the discovered groups. This knowledge can be used for many applications (like online object detection, scene understanding, object grasping etc.) although this is not within the focus of this work.
The main problem during object class discovery is that numerous classes exist and that the geometry of object instances might vary heavily within the respective object class. Some objects might even change appearance over time, like e.g. walking pedestrians. Furthermore, objects are usually not fully visible. All this makes it hard to find a suitable representation and to automatically learn these representations from data.
Despite these challenges, some researchers already tackled this problem: Ruhnke et al. [8] take single range images from indoor scans and subtract the floor, walls, and the ceiling. The remaining point clouds are then grouped by comparing all candidates, and finally verified by registering them with ICP against a virtually merged range image. This method was improved in [3] by replacing the grouping and verification with a probabilistic technique also used in text analysis. The main disadvantage of these two methods is their restriction to scenes where objects can be easily segmented by removing walls etc. Shin et al. [11] do not rely on such simple segmentation but build a neighborhoodgraph on segmented planes instead. Subsequently, they search segment-combinations that occur multiple times and verify them by ICP. However, the segmentation is still assumed to be perfect. Moreover, the method works only well for objects consisting of planes ( [13] ). A different approach was presented in [10] , where a grammar of cuboids is used. But again, the problem of a required perfect segmentation remains. This is not the case for [9] , where a hierarchical segmentation is used. However, this approach is restricted to completely observed objects.
All these approaches work on 3D indoor-data which usually simplifies segmentation and the type of object classes. One of the first works on 3D outdoor data is [6] . But since a user must click on objects (which then initiates segmentation, feature calculation and storage of the model) this approach cannot be seen as fully unsupervised.
A different, but related research area focuses upon images instead of 3D data. As an image is not a metric representation of the world scale ambiguity must be taken care of. Additional challenges as varying lighting conditions and viewing perspectives complicate the task even further. A good overview of unsupervised learning approaches for images can be found in [14] . Interesting are in particular the works of Todorovic et al. [12, 1] . They do not rely on a single error-free segmentation, but employ a segmentation tree which is evaluated by the learning algorithm. Rabinovich et al. [7] on the contrary consider several "stable" segmentations in parallel.
This work focuses on 3D data from outdoor scenarios. To the best of our knowledge, this is the first fullyunsupervised approach for learning object classes from this kind of data. To overcome imperfect segmentation, a novel hierarchical segmentation method is introduced. A specific combination of features combined with two novel inference strategies thereafter conduct the final object class discovery.
The work is organized as follows: The following section describes the proposed approach in detail. Sec. 3 shows preliminary results on collected data. Sec. 4 concludes and gives an outlook to future research.
Proposed Method
As mentioned in Sec. 1, the proposed method is based on the assumption that multiple observed objects, characterized by a similar geometric structure, can be interpreted as instances of an object class. The final goal is to identify these classes from unlabelled data. Critical steps, putting this assumption into action, are isolating objects from the complete scene and defining a similarity measurement, able to handle arbitrary objects. We propose to solve these challenges with the algorithm illustrated in Fig. 2 . Input is a 3D point cloud (usually obtained with a laser scanner) containing several instances of various object classes. In the first step (Sec. 2.1), objects are segmented by a Region Growing algorithm. A specific property of the proposed approach is that not a single perfect segmentation is considered, but a set of segmentation parameters is chosen and the results are organized in a hierarchical segmentation tree (ST). The corresponding 3D points of each node are thereby contained in the set of 3D points of the parent node. In the second step (Sec. 2.2), one feature vector is calculated for each segment node which enables comparison of segments (depicted by different colors in Fig. 2 ). These features are used within the third step (Sec. 2.3), where simi-lar feature vectors are clustered. This forms groups of segments with similar geometric properties. In the final step (Sec. 2.4), these clusters are analyzed in order to define object classes. Two variants, strategy A and B, were developed to perform this inference. All of these steps are detailed in the following.
Segmentation
Segmentation starts from a set of 3D point measurements {p i } derived by sampling from the surfaces of an outdoor scene. Assuming that the Nyquist-Shannon sampling theorem holds, local surface geometry at a point p i can be reconstructed by looking at the distribution of neighboring point measurements N i . A local plane is fitted to N i p i using principal component analysis (PCA) as described in [4] . The plane is represented by its normal vector n i .
The same neighborhood is then used for segmentation. For each point p j ∈ N i a cost function c(i, j) is evaluated. p i and p j belong to the same segment iff c(i, j) < θ. Basing segmentation on pair-wise connections enables to implement it as efficient Region-Growing (see e.g. [5] ).
In this work the cost function
is a linear combination of three cost functions which are defined on the basis of the 3D coordinates p i/j , the distance vector d ij = p i − p j = −d ji , and the normal vectors n i/j :
c 1 (i, j) rates the convexity and penalizes concave normal arrangement between n i and n j (for further information refer to [5] ). c 2 (i, j) rates the relative normal direction, so similar normal vectors tend to be grouped together. c 3 (i, j) is sensitive to changes in point densities, where
Unfortunately, in 3D point clouds there often exist regions where the formerly stated assumption about the sampling theorem does not hold. Thus, there are two types of regions:
1. Over-sampled regions (e.g. building facades) : a subset of 3D points, describing an object that can be entirely reconstructed according to the sampling theorem.
2. Under-sampled regions (e.g. vegetation) : the density of 3D points can't resolve the details of the corresponding original object, spatial information is lost.
Segmentation using the previously introduced c(i, j) only works well in regions of over-sampling. To adapt the segmentation to both cases, we start by determining for each region in the data, if the underlying real-world object was over-or under-sampled. In principle this is impossible, because no knowledge about the real-world object is available. One way out is to look at the arrangement of the points in N i . A locally planar arrangement indicates low spatial frequencies which leads to over-sampling.
So given two points, p i and p j , four cases are possible: both are over-sampled, both are under-sampled, i is overand j is under-sampled, and vice versa. We linearly blend these cases using the mean planarity factor s i = Ni s i .
The last two situations are thereby penalized with high costs (= 1) as a border between over-and under-sampled regions is a desired border for segmentation. Fig. 4 shows a result of the proposed segmentation method for various thresholds.
As mentioned in Sec. 1, many works in the field of unsupervised discovery of object classes assume segmentation to be perfect. This limitation can be overcome by performing the segmentation several times with varying cost thresholds. In our case, a set of thresholds Θ = {θ 1 , . . . , θ k } can be used. If θ i > θ i+1 is valid for all i, this results in recursive splits of the data set, which allows to arrange the results in a segmentation tree (ST), see Fig. 3 . The depth of the ST is determined by the number of segmentation thresholds (in our case 13 equidistant thresholds were chosen). A ST not only returns alternative segmentations, but even allows to extract additional information about the assembly of objects (see [1] ). However, this additional information is only partly used within this work. Absolute scale is a very descriptive feature, but there are various ways to measure the scale of a point cloud, especially when it comes to the two cases of over-and under-sampling. In the first case, the 3D points describe a smooth surface. Under-sampling instead can cause volumelike point distributions. Counting occupied volume elements V (cells of a 3D grid) is a suitable measurement for both cases. With the Manhattan-Distance as similarity measurement in mind, the scale feature is designed as f 1 = f scale := log a (|V |). Hence, scaling an object by factor a results in distance 1 in feature space, independent of the absolute size.
Feature space
The other features characterize enlargement (4 features), normal distribution (8 features) and cost distribution (8 features) of the corresponding point cloud. To achieve rotation invariance around the vertical axis z, PCA is carried out leading to three principal directions 1, 2, 3. Enlargement characterizes the extent of the object ∆ dir = p max − p min 2 , measured in the three PCA main directions and in the vertical direction.
The normal distribution is based on a 2D histogram of the angles of the normal vectors N = {n i }. To achieve rotation invariance, the histogram is characterized by counting the minimally necessary bins b to contain at least a certain percentage p of the normals.
For the three most occupied bins the exact percentage is calculated.
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The last normal feature determines the percentage of vertical components in the normals, thus describing the horizontal orientation of the underlying point cloud.
The geometry is further described by the segmentation costs c 1 , c 2 , c 3 together with the planarity factor s. The distribution of the costs and planarity factor within the segment are described by the mean µ and the standard deviation σ.
⊤ describing a segment in 21 dimensions.
Clustering
Each feature vector describes the geometric characteristic of a point cloud by a simple point in feature space. Grouping close points together means to group similar geometric structures. It was already mentioned that the Manhattan-Distance induces a meaningful similarity measure in feature space. With this metric a simplification of the iterative clustering algorithm Mean-Shift [2] is used. Our Mean-Shift algorithm is controlled by one parameter d, describing the diameter of a local hyper sphere, in which the mean is calculated. Every iteration step, the sphere center is moved to the mean of all feature vectors inside the sphere. In the case of convergence, all feature vectors are removed from the solution set and the mean is stored as center for cluster c i . By doing so, the diameter d can be interpreted as the maximum allowed dissimilarity between two feature vectors in one cluster. Note that every cluster represents a potential object class, containing point clouds with similar geometric structures. According to the main idea, clusters with only one member can be ignored.
Inference strategy
Inference from repetitive objects to an object class is sometimes ambiguous. In Fig. 2 you see e. g. a ST of a scene containing two instances of the object class "tree". However, possible object classes are also "foliage", "branches" and "stems". Thus, defining all clusters from Sec. 2.3 as an object class is not the ideal solution.
The most obvious inference strategy to resolve the ambiguity takes always the class with the largest instances (stategy A). Therefore, a cluster gets assigned the averaged scale value f scale of its members. After sorting the clusters in descending order, the following iterative process is carried out. Define the largest cluster as object class and delete the subtrees of every instance. Take the next largest cluster until every cluster is deleted or defined as object class. The upside of this strategy is that ambiguity is fully resolved in a way that a 3D point can occur only in one object class. The downside is that large classes dominate the results and information about subclasses isn't used.
Another approach, denoted as strategy B, calculates a plausibility value ρ(c i ) as a function of the number of cluster members and their distribution in the ST tree. A 3D point will often occur in several clusters, but these clusters can be put in order according to their plausibility value (c.f . Fig. 5 ). Two steps are necessary to calculate the plausibility value. First, the node positions in the ST are set in relation to their longest paths (root to leave), which yields the "relative position" η = node level longest path . Second, the position of a cluster c i in the ST can be specified by the relative positions of all cluster members. Thus every cluster has a mean relative position η c i with respective standard deviation σ ηc i . The plausibility value is finally defined as 
Experiments
We carried out experiments on a publicly available dataset recorded in the city of Beijing [15] , see Fig. 1 . The scene comprises objects like building facades, trees, bushes, cars, and street lamps. Unfortunately, as with other outdoor datasets, there is no ground-truth labeling available and obtaining such a labeling would be very hard (especially as compared to indoor datasets or images). This leaves us to stick to a qualitative evaluation.
The first focus of evaluation lies on the proposed segmentation. As mentioned in Sec. 2, it is difficult to design a method capable of segmenting both man-made structures and vegetation. Additionally, parameters must often be adapted for different kind of objects. The method proposed in this work reduces all adaption to one single segmentation threshold θ. Some segmentation outcomes for various choices of θ are depicted in Fig. 4 . It can be seen that the proposed method is able to deliver the requested outcome -although the optimal value of θ depends on the local scene. Hence, segmentation is carried out for various values of θ and the segments are arranged within a segmen-tation tree, as in Fig. 3 . This delays the choice of an appropriate value for θ to the inference stage and allows for different values at different local scenes.
After segmentation, feature extraction and clustering are performed to discover similar segments. The final inference algorithm then defines object classes based on the clusters. The two proposed inference algorithm versions are analyzed in the following. Please note that the algorithms have no notion of semantics, so the specified meanings of the object classes were manually attached to the results. Fig . 6 shows the first four classes discovered by both algorithms from a small subsection of the dataset. Using the complete data set, more classes are discovered. Statistics of the first twenty classes are listed in Tab. 1 which comprise the classes floor, building facade, tree-tops, trees, bushes, cars, and foliage. Street lamps are the only occurring objects that were not among the first 20 discovered classes. Some selected object classes are depicted in Fig. 7 .
Both algorithms are able to discover relevant object classes. Because algorithm A focuses on spatially bigger objects, periodic object arrangements like trees in an avenue cause merged instances (picture 1 in Fig. 7(a) ). Algorithm B seems to focus more on frequently occurring classes, which is why objects are preferred that fractionize a lot during segmentation (e.g. foliage, depicted in picture 1 in Fig. 7(b) ). An advantage of the latter is that each object class has associated a plausibility value which might be used as an objective measure to limit the number of discovered classes.
Altogether, there is no clear preference for either of the two algorithms. Selection will depend on the application area.
Conclusion and Future Work
This work presented a first approach to discover object classes in outdoor scenarios in an unsupervised manner. The focus on pure 3D point cloud data thereby makes the approach independent from texture variations and enables the use of a wide range of sensors. A novel segmentation algorithm was developed that is able to deal with man-made structures as well as with vegetation. Two inference algorithms were presented that both deliver good but different results. Nevertheless, there remain areas to improve. Segmentation might be improved to yield the same sub-parts for similar objects. Additional features might be developed to describe the segments. Finally, the inference algorithms might be extended. Especially with an improved segmentation the inference algorithm can be altered to match subtrees which might in the end be more robust. 
