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Introduction
Overestimation of electricity demand will cause the wasting of resources as electricity cannot be stored, while underestimation will lead to higher operation cost [1] . Reliable and accurate prediction of electricity consumption is therefore vital for Utilities Company to plan for future power generation and distribution. Load forecasting can be classified into short-term load forecasting (STLF), medium-term load forecasting (MTLF) and long-term load forecasting (LTLF). STLF forecasts load from one day or one week at most, MTF forecasts load one day to several months while LTF predicts more than a year ahead [2] . STLF plays role for scheduling the generation and transmission of electricity, MTLF tries to plan the fuel purchases, whereas LTLF is aimed to develop the power supply and delivery system (generation units, transmission system, and distribution system) [3] .
Universiti Tun Hussein Onn Malaysia (UTHM) is a developing Malaysian Technical university which is located in Johor state in south Peninsular Malaysia. UTHM has two campuses. The main campus is in Parit Raja, Batu Pahat, Johor, while another campus is in Pagoh, Johor.
UTHM electricity consumption forecasting has been forecasted by using time series models [4] , first-order fuzzy time series [5] and multiple linear regression [6] with MAPE of 11.14%, 5.74% and 10.62% respectively. We believe the prediction accuracy of the studies [4] [5] [6] still can be improved by employing other techniques such as autoregressive integrated moving average (ARIMA) [7] , seasonal ARIMA (SARIMA) [8] , artificial neural network (ANN) [8] [9] [10] [11] [12] , support vector machine (SVM) [12] , Least-square SVM (LSSVM) [1] , support vector regression [9] , ANFIS [13] [14] [15] , ARIMA-ANFIS [16] etc.
Research in [13] applied pre-processing to improve noisy and missing data. They then considered the time of day, the day of the week, the heating degree of the day (HDD) and cooling degree of the day (CDD) as ANFIS inputs, whereas historical electricity load was target and output was the forecasted load to predict STLF.
Mordjaoui [14] forecasted STL using half-hour weekly load data rearranged in multi-input single output by ANFIS. Their ANFIS input and output structures are shown in However, it is not clearly written what is their variable ( ). Tiwari [15] forecasted electric load and price using input variables such as date, time, humidity and previous data sets taken from the various power corporation and obtained overall accuracy of 76.8%. Barak [16] employed population, GDP, export and import data to predict the annual energy consumption in Iran using 3 patterns of hybrid ARIMA-ANFIS model.
Most of the data structures of load forecasting using ANFIS are multivariate as seen in [13, [15] [16] , even data structure of research [16] is univariate but it is unclear how they made it multivariate. Our data only consists of monthly electricity consumption which is univariate similar to [16] , but we will make it multivariate as shown in Table 1 . ANFIS was chosen to forecast UTHM future electricity consumption because it has the potential to capture the benefits of both ANN and FIS (Fuzzy Inference System) in a single framework.
Adaptive Neuro-Fuzzy Inference System (ANFIS)
ANFIS is a multilayered feedforward Artificial Neural Network (ANN) which applies NN learning algorithms and fuzzy reasoning. ANFIS uses Takagi-Sugeno fuzzy inference system (FIS) to map from input space to output space. Sugeno output membership functions are either linear or constant as given below:
Rule 1: If ( 1 is 1 ) and ( 2 is 1 ) then ( 1 = 1 1 + 1 2 + 1 ) Rule 2: If ( 1 is 2 ) and ( 2 is 2 ) then ( 2 = 2 1 + 2 2 + 2 ) Where , , for = 1, 2 are coefficients and intercept of the linear function.
In another word, ANFIS is a combination of both ANN and FIS which has benefits of both ANN and FIS. Figure 2 shows ANFIS architecture with two inputs and an output. The two inputs x 1 and x 2 will be fuzzified as fuzzy membership function in layer 1 as follows: Where 1 is the output of layer 1, ( ) and ( ) are fuzzy membership functions. Layer 2 is corresponding fuzzy rules as given below:
While layer 3 is normalization layer denoted as Lastly, layer 4 is defuzzification of the output membership function given as:
So, FIS is from fuzzification, fuzzy rules till defuzzification. The summation of all incoming signals will be passed to an activation function to be evaluated as an output. 
Material and Methods
The monthly UTHM electricity consumption data from January 2009 to December 2018 was used to forecast UTHM monthly electricity consumption for the year 2019.
Data Structure
The 120 data was arranged in Table 1 such that the input is 108 rows by 12 columns, while the output is the last column of dimension 108 rows by 1 column starting from month 13 to month 120 as given in Table 1 . Here M i is the month i of UTHM electricity consumption data from January 2009 to December 2018. 
Methodology
In this study, Neuro-Fuzzy Designer Apps as seen in Figure 3 from Matlab R2018b was used to do forecasting.
Basically, there are 4 stages in ANFIS. The first in data input, followed by FIS generation, training, and testing as seen in Figure 3 .
The input data structure is given in Table 1 which has been save in Text (Tab delimited) format in Microfost Excel that will be loaded by clicking Load Data command button in Figure 3 . The loaded data for training will be displayed in the graph in Figure 4 Later, Sub clustering option from Generate FIS portion followed by Generate FIS button will be used to generate FIS as it gives reasonable results and it is fast if compared to Grid partition option. The default parameter of Sub clustering will be used as seen in Figure 5 . Next, the OK button will be clicked followed by Train Now button. The FIS will be trained with a hybrid method with 0 error tolerance using 3 Epochs. Figure 6 depicts the root mean square (RMSE) for 3 Epochs used. The RMSE is 19.067665 Figure 6 . RMSE Finally, once the Test Now button is clicked, Figure 7 will be obtained. It is noticed that blue color represents the training data, while red colour represents testing data, hence it can see that both training and testing data quite match. By clicking Edit menu, FIS properties option, we can see the ANFIS structure of this study consists of 12 inputs (the first 12 columns of Table 1 ) and 1 output (the last column of Table 1 ) as displayed in Figure 8 . A Sugeno FIS is applied in ANFIS. It causes an output of either linear or constant value.
To obtain the structure of ANFIS in neural network (NN) form, the Structure button is clicked to obtain its NN structure as shown in Figure 9 . The NN structure of this ANFIS reveals there are 12 inputs (the first twelve columns consists of 108 rows in Table 1 ) in the input layer and 1 output (the last column consists of 108 rows in Table 1 ). Each input neuron is fuzzified with Gaussian (refer Figure  10 ) membership function (first hidden layer) and its associated Fuzzy rule (second hidden layer). The fuzzified membership function is defuzzified (third hidden layer) by using Sugeno membership function to get the output neurons and lastly one output. The fuzzification, fizzy rules and defuzzification in the hidden layer are associated with the Fuzzy Inference System (FIS) in Matlab. ANFIS is actually embedded FIS in a hidden layer of ANN. To view the rule of the membership function as given in Figure 11 , Edit menu and Rules option are clicked. By clicking the View menu, Rules option, the rule for forecasting is shown as given in Figure 12 . To do forecasting, copy each row of Table 1 from the first column till twelve columns and paste it on the Input box at the end of Figure 12 one by one. Figure 12 . Rule Viewer for forecasting Alternatively, the forecast value can be performed faster using the following steps:
Step 1: Click File menu, Export To Workspace option and Save as Forecast as seen in Figure 13 . Step 2: Type data_in =1 and data_out=1 in workspace.
Step 3: Double click data_in variable in the workspace and copy the first twelve columns of Table 1 from Excel and paste in data_in.
Step 4:Repeat Step 3 for data_out using the last column of Table 1 in Excel.
Step5: Then forecast the month 13 to month 120 by using the following command: Y = evalfis(data_in, forecast). Figure 14 shows the variables in the workspace, whereas Figure 15 gives the forecasted values from months 13 to 120. Figure 16 indicates the blue colour (the first 12 columns) of the 108 th of data is input, while the green colour is output data (the thirteen columns) and the last column is predicted values as obtained from Y. To get the future forecast, we may select the 109 th row consisting of 12 columns as seen in Figure 14 to the Input box in Figure 12 or using evalfis() command to get forecasted value for month 121. To predict for the rest of months 122-132 we may refer the data structure in Figure 16 , then using Input box in Figure 12 one by one manually using Input box or can code in Matlab by using evalfis() command. 
Performance
The performance of the NARX was measured in terms of mean absolute percentage error as given below:
where n is the number of data, i y and ˆi y are real and predicted values correspondingly. The UTHM monthly electricity consumption plotted in time sequence is shown in Figure 18 . It shows the consumption time series is fluctuating and not stationary. The real UTHM monthly electricity consumption (month 1-120) is shown in blue colour, while predicted (month 13-132) is shown in red colour in Figure 19 . It is clearly seen that most of the points are exactly overlapped. The MAPE between actual and predicted electricity consumption from month 13 to month 120 is 0.4002% which is quite small if compared to Holt-Winters [4] , MLR [6] and FTS [5] which are 11.14%, 10.62%, and 5.74% respectively. Therefore ANFIS will be introduced to the Development and Maintenance Office, UTHM as a reliable tool for forecasting.
Results and Discussions

Conclusions
Univariate monthly UTHM electricity consumption from January 2009 to December 2018 was transformed to multivariate data. This multivariate data was later inputted to ANFIS to forecast January 2009 to December 2019 electricity consumption. It is shown that ANFIS can predict electricity consumption pretty well with a small MAPE of 0.4002% if compared to [4] [5] [6] .
