Let H be a finite dimensional Hilbert space. The aim of this short note is to prove that every bijective map on the space S͑H͒ of all density operators on H which preserves the relative entropy is of the form ͑͒ = UU * with some unitary or antiunitary operator U on H. In what follows, let H be a finite dimensional Hilbert space. Denote by S͑H͒ the space of all density operators ͑i.e., positive semidefinite operators with unit trace͒ on H. The elements of S͑H͒ represent the states of the quantum systems to which the Hilbert space H corresponds.
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In what follows, let H be a finite dimensional Hilbert space. Denote by S͑H͒ the space of all density operators ͑i.e., positive semidefinite operators with unit trace͒ on H. The elements of S͑H͒ represent the states of the quantum systems to which the Hilbert space H corresponds.
The relative entropy between the states represented by the density operators , S͑H͒ is defined by S͑ʈ͒ = tr ͑log − log ͒.
Here, tr stands for the usual trace functional. It is well known that the quantity S͑ ʈ ͒ is always non-negative; it is finite if and only if supp ʚ supp ͑supp standing for the orthogonal complement of the kernel of density operators͒, and it is zero if and only if = .
It is apparent that the unitary and antiunitary transformations leave the relative entropy invariant ͑see, e.g., Ref. It is easy to see that the rank of an operator S͑H͒ is n if and only if there is a chain supp 1 supp 2 ¯ supp n ʚ supp of supports of length n and there does not exist another such chain of length strictly larger than n. By the properties ͑2͒ and ͑3͒ of , it now follows that preserves the rank of the elements of S͑H͒. In particular, S͑H͒ is a rank-1 projection if and only if so is ͑͒.
Let S͑H͒ be a rank-2 operator of the form = p + q, where p , q S͑H͒ are mutually orthogonal rank-1 projections and 0 ϽϽ Ͻ 1 with + = 1. For any rank-1 projection r on H, we easily have S͑rʈ͒ = ͭ − ͓log tr rp + log tr rq͔ if supp r ʚ supp , ϱ otherwise.
ͮ ͑4͒
As r varies, the quantities tr rp ,tr rq run through the set of all pairs of non-negative real numbers with sum 1. Consequently, the relative entropy S͑r ʈ ͒ runs through the closed interval ͓−log , −log ͔ plus the possible value ϱ. This shows that from that set of entropies, we can recover the eigenvalues of the operator . Using this observation and the facts that preserves the relative entropy and ͑r͒ runs through the whole set of rank-1 projections, we deduce that the rank-2 operator ͑͒ is of the form
with some mutually orthogonal rank-1 projections pЈ , qЈ on H. Clearly, any element of a nontrivial compact real interval is a unique convex combination of the endpoints. Therefore, we have S͑r ʈ ͒ = −log if and only if tr rp = 1. It follows, for example, from the criterion of equality in the Cauchy-Schwarz inequality that tr rp = 1 holds if and only if r = p. We now have the following chain of equivalences:
yielding ͑p͒ = pЈ. We similarly have ͑q͒ = qЈ. Therefore, we obtain
In particular, it follows that preserves the mutual orthogonality between rank-1 projections. Let now p , r be different rank-1 projections which are not orthogonal to each other. Pick a rank-1 projection q which is orthogonal to p and has the property that supp r ʚ supp p + supp q. Choose 0 ϽϽ Ͻ 1 with + = 1 as above. By ͑4͒ and ͑5͒, we obtain that − ͓log tr rp + log tr rq͔ = S͑rʈp + q͒ = S͑͑r͒ʈ͑p͒ + ͑q͒͒ = − ͓log tr ͑r͒͑p͒ + log tr ͑r͒͑q͔͒. ͑6͒
We know that the rank-1 projections ͑p͒ , ͑q͒ are mutually orthogonal and supp ͑r͒ ʚ supp ͑p + q͒ = supp͑͑p͒ + ͑q͒͒ = supp ͑p͒ + supp ͑q͒.
It follows that tr ͑r͒͑p͒ ,tr ͑r͒͑q͒ are non-negative real numbers with sum 1. Referring again to the easy fact that any element of a nontrivial compact real interval is a unique convex combination of the endpoints, we deduce from ͑6͒ that tr ͑r͒͑p͒ = tr rp.
This shows that when is restricted to the set of all rank-1 projections on H, it gives rise to a bijective transformation preserving the transition probability, i.e., a symmetry transformation. By Wigner's fundamental theorem, we infer that there is a unitary or antiunitary operator U on H such that ͑p͒ = UpU * for every rank-1 projection p on H. Now, consider the transformation : ‫ۋ‬ U * ͑͒U. Clearly, this is a bijective map on S͑H͒ which preserves the relative entropy and has the additional property that ͑p͒ = p holds for every rank-1 projection p. In what follows, we prove that ͑͒ = holds for every S͑H͒.
Let S͑H͒ be arbitrary. As preserves the relative entropy, similarly to ͑2͒, for any rank-1 projection p on H, we have supp p ʚ supp ⇔ supp p = supp ͑p͒ ʚ supp ͑͒, which gives us that supp = supp ͑͒. Moreover, for every such rank-1 projection p on H, we have − tr p log = S͑pʈ͒ = S͑͑p͒ʈ͑͒͒ = S͑pʈ͑͒͒ = − tr p log ͑͒. ͑7͒
Let p x denote the projection onto the one-dimensional subspace of H generated by the unit vector x H. For any unit vector x supp = supp ͑͒, inserting p x into equality ͑7͒, we see that ͗x͉log ͉x͘ = ͗x͉log ͉͑͒x͘.
From this, we deduce that log = log ͑͒. This implies = ͑͒ = U * ͑͒U and hence we have ͑͒ = UU * , completing the proof of the theorem. ᮀ
