Abstract. We are concerned with application of the semigroup theory to the higher order nonlinear evolution equations. First, we show some necessary conditions for the accretivity of matrices of nonlinear operators in Banach spaces in relation to the underlying phase spaces and domains of operators. Then, we obtain a condition for a matrix of linear operators to generate an analytic semigroup. These results are, finally, applied to Cauchy problems of nonlinear and quasilinear evolution equations of higher order.
Introduction.
Linear abstract evolution equations have been studied widely (cf. [10] , [12] , [13] , [16] , [19] , [20] , [22] , [27] , [28] , [29] ), while nonlinear evolution equations are considered mainly within the scope of the 2-nd order (cf. [1] , [3] , [4] , [7] , [15] , [18] , [23] ) and in some papers nonexistence of solution for higher order semilinear evolution equations was studied (cf. [2] and the references therein).
One of the conventional approach to the higher order equations is to reduce them to the first order systems in suitable phase spaces and then to use the operator semigroup theory (cf. the references in [12] ). In [5] and [8] , a wave equation and a linear parabolic equation of higher order in time, respectively, were reduced to the systems of order one and the analytic semigroup theory was applied for the obtained systems. However, it is generally difficult to find an ideal underlying phase space and the structure of the phase space may be complicated (see preface in [29] ). Therefore, for the case of linear equations other techniques are widely used (cf. [29] and the references therein). But, many techniques utilized for linear equations are not applicable for nonlinear equations.
In this paper, we are concerned with the application of the semigroup theory to the higher order nonlinear evolution equations. To this end, we first show some necessary conditions on the phase spaces and operators acting on derivatives of unknown function for accretivity of the matrices of operators in the systems reduced from a simple higher order equations (1.1) u (n) + A n−1 u (n−1) + · · · + A 0 u = f (t), n ≥ 2.
And we get some sufficient conditions for matrices of operators to generate nonlinear one-parameter groups or semigroups. Also, we get a sufficient condition for a matrix of operators to generate an analytic semigroup, which is different from one in [5] and [8] . The results are applied to Cauchy problems of higher order nonlinear evolution equations. The results of this paper were published in 1990 as preprints of the Institute of Mathematics of the Academy of Sciences in DPR of Korea, but seem to be known to only a few. The main results of this paper are Theorems 2.1∼2.5 and 4.1. This paper consists of four sections. In Section 2 we study the equation (1.1) in a Banach space E, where A i , i = 0 ∼ n − 1, are usually nonlinear and the derivatives are with respect to t. Long ago it was known that when a linear equation of order 2 in E is reduced to a system of order one, for well-posedness the product space V × E is useful instead of E × E, where the norm of V is stronger than one of E (cf. [13] ). On the other hand, the derivatives of function usually are in spaces weaker than one where the function belongs to.
Thus, concerning with u (n) in E, we naturally assume Assumption 1.1. The Banach spaces V i , i = 1 ∼ n − 1, and E satisfy the following condition
where → denotes dense and continuous embedding. And D(A i ), i = 1 ∼ n − 1, and D(A 0 ) are dense subsets of Banach spaces V i and V 1 , respectively.
Our first interest is to get necessary conditions for accretivity of the matrices of operators in the system reduced from (1.1). Our result shows that V i , i = 1 ∼ n − 1, must be same (Theorem 2.1) and the operators A n−1 and A n−2 must satisfy some estimations (Theorems 2.3 ∼ 2.7).
In Section 3 considering the results in Section 2 and relying on the nonlinear semigroup theory and monotone operator theory, we study three kinds of Cauchy problems for higher order nonlinear evolution equations, which are equations with the perturbation operators of the main part A n−1 and A n−2 . To this end, we obtain some sufficient conditions for the matrices of operators to generate nonlinear semigroups or groups.
In Section 4 the semilinear and quasilinear equations which are not included in the scope of Section 3 are studied. To this end, first, a condition for a matrix of linear operators on Hilbert spaces to generate an analytic semigroup is obtained. Paying attention to role of the operator A n−1 and structure of the matrix, and using the space V n−1 × V * as a representation of the dual space of V n , we obtain the result without assumptions of self-adjoint property and positive-definiteness of operators (Theorem 4.1). Combining this result with results in [21] and [24] , we study Cauchy problems of semilinear and quasilinear evolution equations of higher order. To compare with previous results, we apply our abstract results to the systems of pseudo-hyperbolic partial differential equations. Owing to Theorem 4.1, unlike [25] in study of the systems of pseudo-hyperbolic partial differential equations, symmetry of coefficient matrices is removed out.
We use the following notation. When X is a space and X * is its dual space, (· , ·) X is inner product in X, ·, · X is duality product between X and its dual space X * and · X is the norm in X. Sometimes ·, · i means duality product when X = V i , and so is it for norms. For u
is its domain and R(A) its range.
2.
Necessary conditions for accretivity of operator matrices. Let V i , i = 1, . . . , n − 1, and E be real Banach spaces and (1.2) hold. Let nonlinear operators A i , i = 1, . . . , n − 1, in the Banach space E have domains D(A i ) and D(A 0 ) which are dense in V i and V 1 , respectively.
We consider the matrix of operators
in the Banach space
Note that by the introduction of the matrix of operators A the abstract higher order evolution equation
is reduced to the first order system with a new unknown function U = (u, u 1 , . . . , u n−1 ) T :
where
Definition 2.1. (cf. 13.2 in [9] ) Let X be a real Banach space and J : X → 2 X * its duality map. The operator F : D(F ) ⊂ X → X is said to be accretive if
If X * is strictly convex, then J is one-value, and so it is said to be duality operator. (cf. Lemma 5.5, ch. 1 in [7] ) Theorem 2.1. Let Assumption 1.1 be valid, V k , k = 1, 2, · · · , n − 2, be reflexive and V * k be strictly convex. If the operator A+ ω is accretive in X for some real number ω ∈ R, then the spaces V i , i = 1, 2, · · · , n − 1, are the same with equivalent norms, that is, X = V n−1 × E, with a real Banach space V .
} is the duality operator from X to X * , where u 0 = u. Then, we have
Let us prove the equivalence of the norms of V k , k = 1, . . . , n−1, by contradiction argument. Assume that for some k ∈ {1, . . . , n − 2} the norms of V k and V k+1 are not equivalent. Then, putting u
3), we have that
By the assumption, we have
and, hence, u k − w k ≤ ε, which together with (2.4) implies
By Assumption 1.1 we get that
which together with (2.4) implies
On the other hand,
The map j k is demicontinuous, d-monotone and coercive (cf. Lemma 5.6, ch. 1 and Remark 1.4, ch. 3 in [7] ). Therefore, there exists j
Using (2.9) we have (2.10)
Consequently, (2.5)∼(2.10) imply (2.11)
In (2.11) r is a constant and for the fixed ε and ω arbitrarily large integer N can be taken, which is contradictory to accretivity of A + ω. Therefore, the spaces V k , k = 1 ∼ n − 1, are equivalent each other.
Remark 2.1. Every reflexive Banach space V and its dual V * may be strictly convex by changing the norm of V with a proper equivalent norm. However, since the duality map is variable according to the norms, we assume the strict convexity of V * in Theorem 2.1. Remark 2.2. Accretivity of operator is not a necessary condition to generate a linear one-parameter semigroup and is a part of the sufficient conditions to generate a nonlinear semigroup by Crandall-Liggett (cf. [6] ). Thus, in fact, there exists an example of linear semigroup in which under Assumption 1.1 the spaces V i , i = 1 ∼ n − 1, are not equivalent (cf. Proposition 1.6 in [8] ).
Under consideration of the result above, in Sections 2 and 3 we take the following Assumption 2.1. Banach spaces V and E are real and V → E. The sets
Theorem 2.2. Let the space V be reflexive and V * be strictly convex. Assume the following inequalities:
where j E is the duality operator from E to E * . Then, the equivalence of the spaces V and E, that is, X = E n is a necessary condition for the existence of a real number ω such that the operator A + ω is accretive in the space X = V n−1 × E.
3) and taking into account the conditions of theorem, we have
where j V is the duality operator from V to V * . Thus, as before we come to the asserted conclusion. Theorem 2.3. Assume that the space E is reflexive, E * is strictly convex and formula (2.13) holds.
If the operator A + ω is accretive in X = V n−1 × E for some ω ∈ R, then we have the followings:
2) Linear operators among A k , k = 0, 1, · · · , n−3, are the restrictions of operators belonging to BL(V, E);
3) If the set D(A n−1 ) is linear, then
where a > 0 and b is a real number.
Proof of 1). If the dual space of a reflexive Banach space Y is strictly convex, then it is easy to prove that j Y is homogeneous, i.e., ∀λ :
Putting
3) and using accretivity of A + ω, we have
Putting u i n−1 = u i k in the inequality above, in view of that V → E which means w E ≤ r w V ∀w ∈ V , we have
On the other hand, putting u
Above two estimates imply the asserted conclusion.
Proof of 2). Suppose that the conclusion is not true. Then, since
Putting (2.3) and using the fact that A k are linear, we get
Then by (2.13) and (2.14), (2.15)
On the other hand, there exists f ∈ E * such that
As mentioned in the proof of Theorem 2.1, there exists j −1 E , and so there exists v ∈ E such that j E v = f, v E = 1. Since D(A n−1 ) is dense in E and j E is demicontinuous, using (2.16) and arguing as the proof of Theorem 2.1, we have
From (2.14), (2.15) and (2.17) we have
This shows contradiction to accretivity of A + ω, and so we come to the asserted conclusion.
Proof of 3). Let u
Then, the accretivity of A + ω implies that
Using homogeneity of j E and (2.13), we have
Now, taking λ > 0 such that | ω λ | < 1, we come to the asserted conclusion. Theorem 2.4. Let E be a Hilbert space. Assume that
If A + ω is accretive in X = V n−1 × E with some ω ∈ R, then linear operators among A k , k = 0, 1, · · · , n − 3, are the restrictions of bounded linear operators from V to V * .
Proof. Suppose that the conclusion is not true. Then, since D(A k ) is dense in V and A k is linear, it follows that
Setting u
3) we have
On the other hand, since D(A n−1 ) is dense in V , arguing as the proof of Theorem 2.1, we have (2.20) ∀ε > 0, ∃u
Then, by (2.18), (2.20) and Assumption 2.1, from (2.19) we have that
where r is the number in the proof of 1) of Theorem 2.3. Therefore, we come to a contradiction to accretivity of A + ω, and so the asserted conclusion is proved.
Theorem 2.5. Let the space V be reflexive, V * be strictly convex and A n−2 ∈ Lip (V, E). If the operator A + ω is accretive in X = V n−1 × E with some ω ∈ R, then An−1u
where a > 0 and b is a real number. 
By virtue of homogeneity of j E and the condition of theorem, from (2.21) it follows that for ε > 0
which shows the asserted conclusion.
Similarly, we have the following two Theorems.
Theorem 2.6. If the operator A + ω is accretive in X = V n−1 × E with some ω ∈ R, then the following inequality is valid.
Define the operators A n−1 and A n−2 , respectively, by
be Lipschitz continuous with respect to y j , j = 0, · · · , n. Then, the operators A n−1 and A n−2 satisfy (2.22).
Theorem 2.7. For the existence of a real number ω ∈ R such that both A + ω and A − ω are accretive in X = V n−1 × E it is necessary that the following inequalities (2.24)
If (2.23) is valid, then (2.24) is sufficient for the existence of such an ω.
where b(x, y 0 ), c(x, y 0 , · · · , y n ) are Lipschitz continuous with respect to y j , j = 0, · · · , n. Then, the operators A n−1 and A n−2 satisfy (2.24).
3. Cauchy problems of some nonlinear equations.
The results above show that accretivity of A + ω depends mainly on characters of the operators acting on u (n−1) and u (n−2) . Therefore, we will consider three kinds of equations in view of the operators acting on u (n−1) and u (n−2) .
First, we study a Cauchy problem
Lemma 3.1. Let E be a real Hilbert space and V be a real reflexive Banach space. Suppose that 1) A ∈ Lip (V n−1 × E, E); 2) A n−1 ∈ Lip (V, E) and
Then,
where I is the unit operator on X and (3.4)
Proof. The asserted conclusion is equivalent to the existence of a solution to the following problem
where λ 0 is a constant. Equation (3.5) is equivalent to the following system (3.6)
If there exists a solution u n−2 to the last equation of (3.6), substituting it into other we have a solution to (3.5).
Let us prove the existence of a solution to the last equation of (3.6). Replacing A n−2 with A n−2 and denoting the left-hand side of the last one in (3.6) by A λ , we have the equation
A λ u = f n−1 .
Since an arbitrarily large λ 0 can be taken, we can assume that |λ| > 1 without loss of generality. Using the conditions of theorem and the fact that v, u V = (v, u) E for u ∈ V, v ∈ E, we have
Taking ε = a 2M , we can see that A λ is strongly monotone for all λ(|λ| > λ 0 ) provided λ 0 is large enough. On the other hand, by the conditions of theorem the operator A λ ∈ (V → V * ) is radially continuous. Hence, there exists a solution u ∈ V to equation (3.7). (cf. Theorem 2.1 of ch. 3 in [7] ) From (3.7) we get
Since f 0 , · · · , f n−2 ∈ V, f n−1 ∈ E and u ∈ V , the right hand side of (3.8) is an element of E. Thus, A n−2 u ∈ E, which shows that u ∈ D(A n−2 ). Thus, we proved the existence of a solution to the last equation of (3.6).
Lemma 3.2. Suppose that in a Banach space for some ω ∈ R both operators B + ω and −B + ω are accretive and both B and −B generate, respectively, nonlinear semigroups T + (t) and T − (t), t ∈ [0, ∞), on D(B). If T + (t)x 0 and T − (t)x 0 for x 0 ∈ D(B) are, respectively, unique strong solutions to the equationsẋ + Bx = 0 anḋ x − Bx = 0, t ∈ [0, ∞), then the operator B generates one-parameter nonlinear group on D(B) U (t), t ∈ (−∞, ∞), and
Proof. Under consideration of the uniqueness of a strong solution toẋ + Bx = 0, t ∈ (−∞, ∞), we can prove it. Theorem 3.3. Let V and E be real Hilbert spaces such that V → E. Assume that the conditions 1) and 2) in Lemma 3.1 hold.
If A n−2 is the restriction on E of a self-adjoint and strongly monotone operator A n−2 ∈ BL(V, V * ), then the operator A in (3.4) generates a nonlinear group on X = V n−1 × E. And so, when U 0 ≡ (u 0 , u 0 , · · · , u Proof. A new inner product in V can be introduced by A n−2 u, v V . Denote by V the new Hilbert space with this inner product. Then,
. Let us prove that the operator A + ω for an ω ∈ R is accretive in the space X = V n−1 × E. Taking into account (3.9) and the fact that A ∈ Lip ( V n−1 × E, E), we have that
where as before u 0 = u. Thus, putting ω =
2 , we see that A + ω is accretive in the space X = V n−1 × E. In the same way we can prove that −A + ω is also accretive in X.
By Lemma 3.1, we obtain that R(I + λA) = X, R(I − λA) = X for any λ small enough. We can see that D(A) = D(−A) is dense in X. Thus, A and −A generate, respectively, nonlinear semigroups on X, and so by Lemma 3.2 the operator A generates a nonlinear group. Existence of a unique strong solution to (3.1) follows by the semigroup theory (cf. [14] ).
Second, we study the following Cauchy problem (3.10)
For (3.10) Definition 3.1 is used with V ≡ E.
is dense in E, formula (2.13) holds and
Then, both A and −A generate nonlinear semigroups on X = E n , where
If E is reflexive, then A generates a nonlinear group. If E is reflexive, U 0 ∈ D(A) and f (t) ∈ BV([−T, T ]; E), then there exists a unique strong solution to (3.10) on
The proof is similar to the case of Theorem 3.3 and is omitted.
Remark 3.
1. An example of linear partial differential operator satisfying the conditions (2.13) and (3.11) is shown in 3.5 in [26] .
Finally, we consider the following Cauchy problem
Theorem 3.5. Let V and E be real Hilbert spaces such that V → E. Suppose that A ∈ Lip(V n , V * ) and
where a > 0 and b is real number. Then, the restriction of A to X = V n−1 × E generates a nonlinear semigroup, where
and so there exists a unique strong solution to (3.12)
Proof. Let Y = V n . According to Riesz theorem, let us identify every component of (V * ) n with the exception of the last one, with V . Then, we can regard Y * = V n−1 × V * as a representation of the dual space of Y, and A is an operator from
If the space X = V n−1 × E is identified with X * , then we get
Thus, we have
where ε > 0, M is the Lipschitz constant of A, U = U 1 − U 2 and u 0 = u. Let ε = a M(n−1)+1 , ω = max{ M+1 2ε + 1, −b} + δ, δ > 0. Then A + ωI is a strongly monotone Lipschitz operator, where I is embedding operator from Y into Y * by (3.13). Therefore, by the semigroup theory (cf. [14] ), the operator A generates a nonlinear semigroup on X. Also, by Theorem 1.3, ch. 6 in [7] , we come to the last conclusion.
Relying on Theorem 1.1 of ch. 6 in [7] , in the same way we have Theorem 3.6. Let A be a Volterra operator such that A ∈ Lip L 2 (0, T ; V ) n → L 2 (0, T ; V * ) , and
where a > 0 and b is a real number. Also, let U 0 ∈ V n−1 × E and f ∈ L 2 (0, T ; V * ).
Then, there exists a unique solution to (3.12) such that u
Remark 3.2. Theorems 3.3 and 3.4 have applications in semilinear hyperbolic differential equations, and Theorems 3.5 and 3.6 do it in pseudo-hyperbolic differential equations. But here we omit the concrete examples for application .
The assertion of generation of nonlinear group in Theorems 3.3 and 3.4 may be obtained by perturbation of a generator of linear operator semigroup with a Lipschitz operator.
Theorem 3.5 can not be applied to PDE with coefficients variable in time t, but Theorem 3.6 is useful for such cases.
Analytic semigroup and semilinear and quasilinear equations.
In this section, first, we get a sufficient condition for a matrix of operators to generate an analytic semigroup.
Theorem 4.1. Let V and E be Hilbert spaces such that V → E. Suppose that A i ∈ BL(V, V * ), i = 0, 1, · · · , n − 1, and there exists a constant m > 0 and a real number k such that
where V * is the space of all antilinear continuous functionals on V .
Then, the operator A generates an analytic semigroups on V n−1 × V * and so does the restriction of A on V n−1 × E, where
Then, as the proof of Theorem 3.5 we can write
where ω is a real number determined later.
Let ε > 0 and M = max 0≤i≤n−2 { A i V →V * }. Then, we have Re a(U, U)
On the other hand, from the condition of theorem it follows that
Therefore, when V and E are complex Hilbert spaces, by Theorem 3.6.1 in [26] the operator A − ωI and its restriction generate analytic semigroups, respectively, on the space V n−1 × V * and V n−1 × E. Thus, in the case of complex spaces the theorem is proved, because the value of ω is no mater. (cf. Remark 3.3.2 of ch. 3 in [26] ) When V and E are real Hilbert spaces, the theorem is proved by complexification.
Remark 4.1. For the pseudo-hyperbolic systems, the condition in Theorem 4.1 is more useful than one in [5] , because it is not required that A i are self-adjoint and positive-definite.
Let us study an initial value problem
where V and E are Hilbert spaces such that [17] ). Lemma 4.2. Suppose that the conditions of Theorem 4.1 are satisfied and D (−A + ωI) θ , 0 < θ ≤ 1, is the Banach space with a norm equivalent to the graph norm of (−A + ωI) θ , where ω is the number in (4.1). Then, the space D (−A+ωI) θ is continuously imbedded into the space
On the other hand, by (4.2) we have
By virtue of (4.5) and (4.6), we get
By Theorem 4.1, the operator A − ωI is a generator of an analytic semigroup in Y * , and so −A + ωI is sectorial. Thus, by (4.7) (cf. Exercise 11, section 4, ch.1, in [11] )
which means
Theorem 4.3. Suppose the following conditions are satisfied: 1) A ∈ BL(V, V * ) and there exists m > 0 and a real number k such that
where O r is the r-neighborhood of zero element of
θ . Then, the initial value problem (4.3), (4.4) has a unique local solution
where t 0 > 0. If, in addition, K(r) is independent of r and T = ∞, then there exists a unique solution on [0, ∞).
Proof. The first conclusion is equivalent to the existence of a unique solution U ∈ C([0, t 0 );
and ω is the number in (4.1) with A i = 0 (i = 0 ∼ n − 1), A n−1 = A. From the condition 2) of theorem, we have (4.9)
From ( 
Consequently, by Theorem 3.1 of ch. 6 in [21] , there exists a unique local solution to problem (4.8) .
Let us prove the second conclusion. By (4.2) the number 0 belongs to the resolvent set ρ((A − ωI)) and the analytic semigroup T (t) generated by the operator A − ωI is bounded on [0, ∞). And if t ∈ [0, ∞) and U ∈ D((−A + ωI) θ ), 0 ≤ θ < θ < 1, then
which is a continuous nondecreasing function. Then, taking into account Lemma 4.2, we have
Thus, by Theorem 3.3 of ch. 6 in [21] , we come to the second conclusion.
Let us study another initial value problem (4.10)
First, we study an equation
Theorem 4.4. Suppose that 1) There exists m > 0 and a real number k such that
O r is the same as in Theorem 4.2 and · V →V * means the norm of the space BL(V, V * ),
) ∈ V n . Then, the initial value problem (4.11),(4.12) has a unique local solution on [0, t 0 ), t 0 > 0.
Proof. The conclusion is equivalent to the existence of a unique solution
and ω is the number in (4.8) with A = A n−1 (0, U 0 ). Using (3.51) of Lemma 3.6.1 in [26] , we obtain
On the other hand, from (4.2) it follows that there exists δ 1 > 0 such that (4.14)
where Y * is the same as in Theorem 4.1. Inequality (4.14) implies that the number 0 belongs to the resolvent set ρ(A 1 (0, U 0 )). This fact together with (4.13) implies that
In view of (4.14) and the condition 2) of theorem, we know that
Moreover, as the proof of Theorem 4.3 we have that
Let us take θ such that 0 ≤ θ < θ < 1. Since U 0 ∈ Y and A 1 (0, U 0 ) ∈ BL(Y, Y * ), there exists a number r 1 > 0 such that (4.16) and applying Lemma 4.2, we have that if
On the other hand, by Lemma 4.2 we have
Consequently, by Theorem 7 of [24] , from (4.17), (4.18) we get the conclusion. Applying the abstract results above, we can get unique existence of the solutions to systems of pseudo-hyperbolic equations, which are given below in Theorems 4.6 and 4.7.
Let Ω be a bounded domain of R n of class C ∞ and α = (α 1 , · · · , α n ), where α i are nonnegative integers, |α| = α i and 2) A β ∈ ([0, ∞) × Ω × R N → R l ) and
3) B α ∈ ([0, ∞) × Ω × R N1 → R l ) and
Then, problem 2) As a function of (t, x, ξ) ∈ [0, T ] × Ω × R N , every component a(t, x, ξ) of A α , A αδ , B αρ and F α is bounded and measurable with respect to x at every fixed (t, ξ), and continuous with respect to (t, ξ) at a.a. x ∈ Ω;
3) |a(t, x, ξ) − a(τ, x, ξ 1 )| ≤ K(r)(|t − τ | ε + N n=1 |ξ i − ξ Remark 4.3. For equation (2) of [25] , it was assumed that B α are independent of u t and their derivatives with respect to x, l = 1, B α (|α| = m) are linear and matrices A α , B α (|α| = m) are symmetric. For linear equation (7) of [25] , it was assumed that A α , B α (|α| = m) are symmetric and l = 1.
