The environmental concerns are having a significant impact on the operation of power systems. The traditional Unit Commitment problem, which to minimizes the fuel cost is inadequate when environmental emissions are also considered in the operation of power plants. This paper presents a Biased Random Key Genetic Algorithm (BRKGA) approach combined with non-dominated sorting procedure to find solutions for the unit commitment multiobjective optimization problem. In the first stage, the BRKGA solutions are encoded by using random keys, which are represented as vectors of real numbers in the interval [0, 1]. In the subsequent stage, a nondominated sorting procedure similar to NSGA II is employed to approximate the set of Pareto solution through an evolutionary optimization process. The GA proposed is a variant of the random key genetic algorithm, since bias is introduced in the parent selection procedure, as well as, in the crossover strategy. Test results with the existent benchmark systems of 10 units and 24 hours scheduling horizon are presented. The comparison of the obtained results with those of other Unit Commitment (UC) multiobjective optimization methods reveal the effectiveness of the proposed method.
INTRODUCTION
The power system generation scheduling is composed of two tasks: On the one hand, the traditional unit commitment (UC) that involves scheduling the turnon and turn-off of the thermal generating units; on the other hand, the economic dispatch (ED), which assigns, the amount of power that should be produced by each on-line unit in order to minimize the total operating costs for a specific time generation horizon. The traditional configuration of this problem was modified when environmental concerns arised due to the goals imposed by Kyoto protocol. The carbon emissions produced by fossil-fueled thermal power plants should also be minimized. Hence, it is necessary to consider the emission as another objective. Therefore, we are in the presence of problem with two, usually conflicting, objectives.
Several methods have been reported in the literature concerning to the environmental/economic dispatch problem. However, to obtain an optimal solution, it is important to consider not only the output generation level of each generating unit but also the turn on/off schedule, due to start-up costs/emissions that have significant influence in the problem solution.
In (Granelli et al., 1992) the problem is formulated as single objective with an emission limit constraint. The disadvantage of such an approach is that it does not allow for obtaining solutions with a tradeoff between costs and emissions. In addition, this type of approach leads to solutions maximizing the profit but disregarding possible solutions with CO2 reduction.
The ε-constraint method for multiobjective optimization was presented in (Hsiao et al., 1994) . This method is based on preferences of the objectives. The most important objectives are considered while the other objectives are treated as constraints bounded by some allowable levels. The main disadvantage of this approach is to find weakly non-dominated solutions.
Some of the previous studies of unit commitment problems including emission constraints have been solved using lagrange relaxation methods (Wang et al., 1995; Yamin et al., 2007) . In (Wang et al., 1995) an augmented lagrange relaxation is used to solve a unit commitment considering the typical system constraints such as power balance, min-imum up/down time and ramp rate constraints and adding transmission and environmental constrains. In (Yamin et al., 2007) lagrange relaxation is combined with evolutionary programming.
Current research is directed to handle both objectives simultaneously as competing objectives instead of simplifying the multiobjective problem to a single objective problem. Three multiobjective evolutionary algorithms (MOEAs) have been applied to the Economic Dispatch (ED) problem with meaningful success (Abido, 2003c; Abido, 2003b; Abido, 2003a) . Since they use a population of solutions in their search, multiple Pareto-optimal solutions can, in principle, be found in one single run. Different MOEAs like Niched Pareto Genetic Algorithm (NPGA) (Horn et al., 1994) , Strength Pareto Evolutionary Algorithm (SPEA) (Zitzler and Thiele, 1998) and Non-dominated Sorting Genetic Algorithm (NSGA) (Srinivas and Deb, 1994) have been applied to this problem. These models can be efficiently used to eliminate most of the difficulties of classical methods. However, the quality and diversity of the nondominated solutions presented in (Abido, 2003c; Abido, 2003b; Abido, 2003a) have not been measured and assessed quantitively. In (Abido, 2006 ) a comparative study among MOEA techniques was developed to evaluate their potential to solve the multiobjective ED problem. The potential of MOEA to handle this problem is investigated and their effectiveness to solve the ED multiobjective problem was shown. It is important to refer that new versions of MOEAs were presented such as NSGA-II (Deb et al., 2002) , and SPEA2 (Zitzler et al., 2001) . The NSGA-II algorithm was also applied to the ED multiobjective problem in (Basu, 2008) . Gonçalves and Resende (2010) introduce the tutorial on the implementation and use of Biased Random Key Genetic Algorithm (BRKGA) for solving combinatorial optimization methods. More recently, in (Roque et al., 2011) the BRKGA approach is used to find solutions for single objective Unit Commitment problem.
In this paper the BRKGA algorithm combined with nondominated sorted procedure and MOEA techniques is applied to the two standard 10-unit 24hour test systems presented in (Winter et al., 2003) and (Sawaragi et al., 1985) . The proposed approach BRKGA is combined with a ranking selection method, that is used to focus on different levels of the nondominated solutions, and a sharing fitness procedure as in NSGA.
The paper is organized as follows: Following the description of the problem formulation, which is given in section 2, an explanation on the BRKGA and its implementation to the UC bi-objective problem, is given in section 3. Section 4 provides test results and finally in Section 5 some conclusions are drawn.
UC MULTIOBJECTIVE PROBLEM FORMULATION
In the multiobjective UC problem one needs to determine an optimal schedule, which minimizes the production cost and emission of atmospheric pollutants over the scheduled time horizon subject to system and operational constraints. Due to its combinatorial nature, multi-period characteristics, and nonlinearities, the UC problem is a hard optimization problem, which involves both integer and continuous variables and a large set of constraints.
Let us now introduce the parameters and variables notation. 
Objective Functions
As already said, in the multi-objective problem formulation, two important objectives in electrical thermal power system are considered. These are economy and environmental impacts.
On the one hand, the first objective is to minimize the system operation costs composed by generation and start-up costs. The generation costs, i.e. the fuel costs, are conventionally given by a quadratic cost function as in equation (1),
(1) where a j , b j , c j are the cost coefficients of unit j. Therefore, the cost incurred with an optimal scheduling is given by the minimization of the total costs for the whole planning period, as in equation (2).
(2)
where S t, j and SD t, j are the start-up and shut-down costs of unit j at time period t, respectively. On the other hand, the second objective is to minimize the total quantity of atmospheric pollutants emission. The emissions are generally expressed as a quadratic function:
where α j , β j , γ j are the emission coefficients of unit j.
So, the total emission of atmospheric pollutants is expressed as follows:
where Se j is the start-up atmospheric pollutant emissions of unit j at time period t.
Constraints
The constraints can be divided into two sets: the demand constraints and the technical constraints. Regarding the first set of constraints it can be further divided into load requirements and spinning reserve requirements, which can be written as follows:
1) Power Balance Constraints
The total power generated must cover the total load demand, for each time period.
2) Spinning Reserve Constraints
The spinning reserve is the total amount of real power generation available from on-line units net of their current production level.
The second set of constrains includes unit output range, minimum number of time periods that the unit must be in each status (on-line and off-line), and the maximum output variation allowed for each unit.
3) Unit Output Range Constraints
For each time period t and unit j, the real power output of each generator is restricted by maximum and minimum production limits.
4) Ramp rate Constraints
Due to the thermal stress limitations and mechanical characteristics, the output variation levels of each online unit in two consecutive periods are restricted by ramp rate limits.
5) Minimum Uptime/Downtime Constraints
If the unit has already turned on or off, there will be a minimum uptime/downtime time before it is shutdown or started-up, respectively.
MULTIOBJECTIVE UC OPTIMIZATION

Decoding procedure
The decoding procedure is commonly used in all four multiobjective optimization algorithms. For each chromosome, the corresponding solution is performed in two main stages, as it can be seen in Figure  2 in (Roque et al., 2011) . Firstly, the output generation level matrix for each unit and period is computed from random key value. In this solution, the units production is proportional to their priority, which is given by the random key value. By doing so, each element of the output generation matrix, Y t, j is given as the product of the percentage vectors by the periods demand D t . Here each component of the percentage vectors are given by corresponding random key entrie divided by the sum of the all random key values as illustrated in algorithm 1 (Roque et al., 2011) . Then, these solutions are checked for constraints satisfaction using a repair algorithm presented in (Roque et al., 2011) .
Repair algorithm
The idea of this technique is to convert any infeasible individuals to a feasible solution by repairing the sequential possible violations constraints in the UC problem. The repair algorithm is composed by several steps. Firstly, the output levels are adjusted in order to satisfy the output range constraints. Next, we have the adjustment of output levels to satisfy ramp rate limits. It follows the repairing of the minimum uptime/downtime constraints violation. Afterwards, the output levels are adjusted in order to satisfy spinning reserve requirements. Finally, the output levels are adjusted for demand requirements satisfaction at each time period. For details about the repairing mechanisms, the reader is refered to (Roque et al., 2011) .
NSGA
A fast and elitist non-dominated sorted genetic algorithm (NSGA II) (Deb et al., 2002) is used to approximate the set of Pareto solution. In this approach, the ranking selection method is used to focus on nondominated solutions while the crowding distance is computed to ensure diversity along the nondominated front. The population of size N p is used for selection, crossover, and mutation to create a new offspring population of equal size. The rank procedure is employed by different levels of domination until all individuals in the intermediate combined population, of size 2N p , are ranked. Firstly, the nondominated solutions are assigned with same rank value and thereafter the crowding distance is computed. The nondominated solutions must be emphasized more than any other solution. In order to find individuals of the next front, the solutions of the first front are temporarily ignored, and the above procedure is repeated to find subsequent fronts. The individuals of the new population are selected from the intermediate population, they are chosen from subsequent nondominated fronts in the order of their ranking. To choose exactly the population members, the solutions of the last front are sorted considering the crowding distance by descending order. The NSGA-II approach proposed by (Deb et al., 2002) was implementated as follows:
• Generate random population, decoding the individuals and evaluate the solutions;
• Sort the population using non-domination-sort. For each individual, rank and crowding distance are assigned;
• For each generation the follows steps are given: Select the parents, which are fit for reproduction by using the binary tournament selection based on the rank and crowding distance; genetic operators copy, simulated binary crossover and mutation are applied under selected parents; the offspring population is combined with parents (the size of intermediate population is the double); selection is performed to set the individuals of the next generation; after sorting the intermediate population , only the best individuals are selected based on its rank and crowding distance; a new generation is then obtained mantaining the population size fixed; the algorithm stop criterium is the maximum number of generations previously established.
NPGA
A Niched pareto genetic algorithm was presented in (Horn et al., 1994) . This thecnique involves the addition of two specialized genetic operators: Pareto domination tournaments and fitness sharing. These operators allow for selection based on partial ordering of the population, as well as, to preserve diversity in the population.
Tournament selection is used to adjust selection pressure by changing the tournament size. Two candidates are chosen at random from the current population. A comparison set of tdom individuals is also chosen randomly. Each of the candidates are compared to each individual in the comparison set. If a candidate is dominated by the comparison set, and other is not, it loses the competition. If there are tournament ties, i.e. neither or both are dominated by the comparison set, the decision is based on the fitness sharing of individuals, using niche counts as calculated for the objective space in (Horn et al., 1994) . Each canditate niche count is computed in the objective space, using its evaluated objective values. The candidate with lowest niche count wins the tournament. Tournaments are held until the next generation is filled. Then crossover and mutation operators are applied to the new population. As already said, in the case of a tie, the population density around each candidate is computed within a specified distance, known as the niche radius σ share . The niche count for candidate i is given by:
The winner of the tied tournament is the competitor with the lowest niche count. As in (Horn et al., 1994) , the fitness sharing is updated continuously, once the niche counts are calculated using individuals in the partially filled population of the next generation, rather than that of the current generation.
SPEA
The Strenght Pareto Evolutionary Algorithms (SPEAs) was introduced in (Zitzler and Thiele, 1998) and an improve version, known as SPEA II is given in (Zitzler et al., 2001) . In this algorithm, nondominated solutions are stored in an external set. The individuals are assigned according to the Pareto dominance concept. When the nondominated solutions exceds a previously fixed size for the external set, the number of individuals in the external set is reduced by means of a truncation thecnique, as in (Zitzler et al., 2001) . If the number of nondominated individuals is less than the predefined external set size, the external set is filled up by dominated individuals. The fitness assignment occurs in two different stages. The individuals are assigned by the strengths of its dominators in both the external set and the population. Strenght represents the number of individuals in the population and in the external set covered by individual considered. The fitness of each individual is given by the sum of the strenghts of its dominators in the external set and in the population. If individuals have equal fitness value, the density estimation technique, as given in SPEA2 (Zitzler et al., 2001) , is used. This technique results from an adaptation of the k −th nearest neighbor method. The basic idea of the truncation procedure is to remove the individual which has the minimum distance to another individual. If there are several individuals with minimum distance, the individuals with second smallest distances to another individual are removed and so on. The SPEA-II approach proposed by (Zitzler et al., 2001) implementates the following steps:
• Generate the initial population, decoding the individuals and evaluate the solutions and create the empty external pareto-optimal; • Compute fitness values of individuals in the population and in the external set; • Copy nondominated individuals of the population to the external set; • For each generation: Update the external set keeping only the nondominated solutions. When the number of nondominated solutions is higher than the specified size for the external set, it is reduced by applying the truncation thecnique. If the number of nondominated individuals is less than the external set size, the external set is filled up by dominated individuals; • The mating pool is filled using binary tournament selection with replacement on the updated external set;
• After the recombination, of the mating pool, the crossover and mutation operators are applied and a new population is created; • The algorithm stops when the maximum number of generations is reached.
BRKGA adapted to multiobjective UC optimization
We also use the ranking selection method for ordering the nondominated solutions according to the Pareto domination concept while the crowding distance is used to break ties by chosing the best indiduals to be included in new population. For details about the BRKGA approach, the reader is refered to (Gonçalves and Resende, 2010; Roque et al., 2011) . The initial population with size N p is criated by generating the random keys. Given population of chromosomes (random keys) a decoding procedure is applied such that at each chromosome corresponds a feasible UC solution, that is an output generation level matrix and the corresponding unit status matrix both satisfying the UC constraints. The fitness function used to evaluate the solutions includes both the total operational costs and CO2 emissions. We adopt a fitness procedure similar to that of NSGA-II, given in (Deb et al., 2002) . Therefore, the population is sorted based on the nondomination. Each solution is assigned a fitness (rank) equal to its nondomination level. The biased selection and biased crossover operators and the introduction of mutants are used to create a offspring population, also of size N p . On the one hand, the biased selection ensures that one of the parents used for mating comes from a subset containing the best solutions of the current population. On the other hand, the biased crossover chooses with higher probability an allele from the best parent. Mutants are generated as the initially population and are introduced directely on the next generation. We start by combining the current population with the newly obtained one. The combined population size is the double (2N p ) of the current population and it is sorted by the nondomination criterium (Fast Nondominated Sorting Approach).
The nondomination criterium leads to several levels of nondominated fronts. For the first level, the nondominated individuals of the combined population are chosen. Second level, corresponds to a front containing individuals only dominated by the individuals of the first level front. All other levels are defined in a similar way, that is, in each level a front containing individuals dominated by all previous nondominated fronts is obtained. In order to obtain the new population we go through the generated fronts, in as-cending order of level, and include all its individuals until we reach N p . At the last nondominated front level to be included if only some of the individuals are to be chosen, the descending order of crowding distance is used as a selection criterium.
The multiobjective BRKGA flowchart is illustrated in Figure 1 . 
Genetic operators in BRKGA
Biased Selection: Pair of parents are selected from parent population. The parent population is divided into two sets: The elit set, comprising the best individuals, and the non-elit set, comprising the remaining individuals. One parent is selected from the elit set, while the other parent is chosen from the remaining, non-elite, individuals.
Biased Crossover: Given two parents and a specified probability of crossover, the crossover interchanges the genes or alleles to produce a new individual. As already mentioned, genes are chosen by using a biased uniform crossover, that is, for each gene a biased coin is tossed to decide on which parent the gene is taken from. This way, the offspring inherits the genes from the elite parent with higher probability (0.7 in our case).
Mutants: To ensure diversity and to avoid premature convergence, we introduce a percentage of new individuals, called mutants, in the population. These individuals are randomly generated as was the case for the initial population.
COMPUTATIONAL EXPERIMENTS AND RESULTS
GA parameters
BRKGA Configuration
The BRKGA final parameter values were decided after some empirical experiments have been performed. The experimented values were chosen using the guidelines provided by (Gonçalves and Resende, 2010; Deb et al., 2002) , as well as, the computational experiments in (Roque et al., 2011) . The current population of solutions is evolved by the GA operators onto a new population as follows: Elit set is formed by 20% of best solutions; 40% of the new population is obtained by introducing mutants; Finally, the remaining 60% of the population is obtained by biased reproduction, which is accomplished by having both a biased selection and a biased crossover. Moreover, we set the number of generations to 100 (10N), the population size to 40(4N) and the crossover probability to 0.7.
SPEA, NSGA, and NPGA Configurations
The algorithms are implemented according to their description in the literature. The other operators (recombination, mutation, sampling) remain identical. To ensure the same conditions of application of the method BRKGA, identical population size of 40 and number of generations of 100 to BRKGA are used for each algorithm.
The NPGA, NSGA II, and SPEA2 parameters values are choosen using the guidelines proposed in (Deb et al., 2002) . Some complementary computational experiments are performed, where other appropriate values of the GA parameters are arrived at based on the satisfactory performance of trials conducted for this application with different range of values. For NPGA, the niche radius σ share = 0.1 was choosed as in (Horn et al., 1994) and several computational experiments were made in order to choose the size of the comparison set t dom . The parameter ranges between 5% and 30%. The results obtained have shown a favorable value of t dom to be 10%.
For NPGA and NSGA II real coding an intermediate crossover similar to Matlab crossover operator has been employed. The childs are obtained as Child 1 = Parent 1 + rand.ratio.(Parent 2 − Parent 1 ) and Child 2 = Parent 2 − rand.ratio.(Parent 2 − Parent 1 ) where rand is random number in the interval [0, 1], the ratio crossover was set 1.2 and the crossover probability to 0.8. The Gaussian mutation is used as in Matlab Toolbox Opimization with scale = 0.1,shrink = 0.5. The mutation rates has been set to 0.2.
For SPEA2, we use a population of size 40 and an external population of size 40, so that overall population size becomes 80. The uniform crossover and simulated binary crossover operators are applied with probability 0.7 and 0.9, respectively. For real-coded crossover, the probability distribution used in the simulated binary crossover operator has been set up distribution indice η c of 5. Like in (Deb and Agrawal, 1995) , we use the polynomial mutation described as follows: if x i is the decision variable selected for mutation with a probability p m , the result of the mutation is the new value x i obtained by a polynomial probability distribution P(δ) = 1 2 . (η m + 1)(1 − |δ|). x L i and x U i are the lower and upper bound of x i , respectively, and r i is a random number in the interval [0, 1]. Hence, we have
The distribution index η m was set to 15 and the mutation probability to 0.1. Table 1 has the population size, the crossover and mutation probabilities, and the number of generations used in each approach. 
Case 1 results
Here, we present the results obtained for case study 1. The problem data is provided in Appendix A. The BRKGA has the most widely spread front, as it can be seen in Figure 2 , and the average values of the coverage metric measure (Zitzler and Thiele, 1999) , over 10 optimization runs, as shown in Table 2 . We can oberve that the nondominated solutions of BRKGA covers relatively higher percentages of the other solutions.
On the one hand, as can be seen in Table 2 , on average the nondominated set achieved by BRKGA dominates about 67.3 % of the nondominated solutions found by NSGA II. However, the front obtained by NSGA II only dominates in less than 13.9 % of the nondominated solutions produced by BRKGA.
6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9 7 7.1 7.2 Figure 2 : Pareto-optimal fronts obtained from different algorithms in a single run. 
Case 2 results
In this section, we provide the results obtained for case study 2. For problem details see Appendix B and the reference therein. The BRKGA average values of the coverage metric measure over 10 optimization runs are showed in Table 3 . We can oberve that the nondominated solutions of SPEA2 and BRKGA covers relatively higher percentages of the other solutions. 
CONCLUSIONS
In this paper a new approach is used to find Pareto sets for multiobjective unit commitment problem. The proposed algorithm combines the biased selection and biased crossover of the BRKGA approach with nondominated sorting procedure and crowded comparison operator used in NSGA II technique. The algorithm maintains a finite-sized archive of nondominated solutions which gets iteratively updated in the presence of new solutions based on the concept of pareto dominance. The multiple Pareto optimal solutions can be found in one simulation run such as in other multiobjective techniques.
The proposed approach has been assessed through a comparative study, for two case study problems, with other multiobjective optimization techniques. The best results are obtained for SPEA2 and BRKGA approachs. The results shows that BRKGA can be an effective method for producing tradeoff curves. Tradeoff curves such as those presented here may give decision makers the capability of making better decisions. Given that the approachs have similar decode procedures, the improvement in performance is most likely due to elitism. Elitism also guarantees that no good solutions are lost.
APPENDIX A: DATA OF THE CASE STUDY 1
For more details see (Sawaragi et al., 1985; Yamashita et al., 2010) . 
