University of New Mexico

UNM Digital Repository
Electrical and Computer Engineering ETDs

Engineering ETDs

8-27-2009

Distributed load balancing over directed network
topologies
Alejandro Gonzalez Ruiz

Follow this and additional works at: https://digitalrepository.unm.edu/ece_etds
Recommended Citation
Gonzalez Ruiz, Alejandro. "Distributed load balancing over directed network topologies." (2009). https://digitalrepository.unm.edu/
ece_etds/103

This Thesis is brought to you for free and open access by the Engineering ETDs at UNM Digital Repository. It has been accepted for inclusion in
Electrical and Computer Engineering ETDs by an authorized administrator of UNM Digital Repository. For more information, please contact
disc@unm.edu.

Distributed Load Balancing over
Directed Network Topologies

by

Alejandro González Ruiz
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ABSTRACT OF THESIS
Submitted in Partial Fulfillment of the
Requirements for the Degree of

Master of Science
Electrical Engineering
The University of New Mexico
Albuquerque, New Mexico
August, 2009

Distributed Load Balancing over
Directed Network Topologies
by

Alejandro González Ruiz
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Abstract
Due to the increasing demand for high performance computing and the increasing availability of high speed networks, it has become possible to interconnect various geographically distributed computational elements (nodes) so that they can work cooperatively and
obtain a performance not attainable by individual nodes. In the literature, distributing the
total computation load across available processors is referred to as load balancing.
This thesis considers the problem of distributed load balancing over directed graphs
that are not fully connected. The impact of network topology on the stability and balance
of distributed computing is studied. Furthermore, Informed Load Balancing (I-LB) is proposed. This is an approach in which the nodes first reach an agreement over the balanced
state, by using a consensus-seeking protocol, before proceeding to redistribute their tasks.
The performance of I-LB is compared with the performance of the Original Load Balancing approach (O-LB) in terms of speed of convergence and bandwidth usage. A proof is
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given that shows that the O-LB approach can guarantee convergence to a balanced state if
the underlying graph is strongly connected while I-LB may not converge. However, I-LB
can increase the speed of convergence and/or reduce the bandwidth usage especially for
low-connectivity graphs. Finally, a third protocol called Consensus-Based Load Balancing
(C-LB) is studied and its convergence characteristics and tradeoffs are discussed.
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Chapter 1
Introduction

1.1

Problem Description and Motivation

Everyday there is an increasing demand for high performance computing. High speed
networks have become more common, allowing for interconnecting various geographically distributed Computational Elements (CEs). This has enabled cooperative operation
among the nodes, which can result in obtaining an overall better performance than the one
achieved by a single CE. Grid-computing is an example of a system that can benefit from
cooperative computing [1].
Distributing the total computational load across available processors is referred to as
load balancing in the literature. The goal of a load balancing policy is to ensure an optimal
use of the available resources so that each CE ends up with a “fair” share of the overall
job, thus allowing the overall load to be completed as fast as possible. Load balancing
can be implemented in a centralized [2] or a distributed manner [1]. In this work, we
are interested in distributed load balancing, where each node polls other processors in its
neighborhood and uses this information to decide on a load transfer.
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There has been extensive research in the development of effective load balancing
policies. In [3–7] various distributed load balancing schemes that use concepts such as
queuing- and regeneration-theory have been proposed and analyzed. A common factor in
these approaches is that the amount of load to be exchanged is based on the weighted averages of the loads of the neighboring nodes. In [8–10] the proposed policies use concepts
such as graph coloring and gossip algorithms. These algorithms do pairwise balancing of
loads, i.e., two adjacent nodes are randomly chosen to exchange their loads at a given time
step.

In the load balancing literature, a common assumption is to take the topology of the
underlying graph to be undirected. However, most realistic wireless networks will have
asymmetric uplink and downlink, resulting in directed graphs. This is due to the fact that
wireless transmissions in uplink and downlink typically occur in two different and uncorrelated pieces of bandwidth [11], resulting in different and uncorrelated link qualities.
Furthermore, different nodes may have different transmission powers resulting in different reception qualities (even if the links were the same) and as a result directed graphs.
Another scenario where the network topology is directed occurs when there are firewalls
between certain nodes that allow incoming connections but block outgoing ones. Therefore, in this thesis we mainly focus on directed graphs. We study the impact of network
topology on the stability and balance of distributed computing. For the case of a onetime arrival of the loads, we show that a proposed load balancing scheme (O-LB) over a
strongly connected graph reaches a balanced state, independent of the initial load distribution, while having a spanning tree is not a sufficient condition for reaching a balanced
state. We furthermore propose Informed Load Balancing (I-LB), an approach in which the
nodes first reach an agreement over the global balanced state before starting the actual load
balancing process. We show that while I-LB lacks asymptotic performance guarantees, it
has the potential of increasing the speed of convergence and/or reducing the bandwidth
usage, especially for low-connectivity graphs.
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Finally, we study Consensus-Based Load Balancing (C-LB) where at every time step
each node keeps a fixed fraction of its load while the rest of the load gets equally partitioned among all of its neighbors. The advantage of this approach is that its convergence
can be analyzed in the same manner as the convergence of a discrete-time consensus protocol to average consensus.

1.2

Objective of this Thesis

The main goal of this thesis is to study the effect that the underlying graph topology of a
network has on the dynamics and stability of load balancing. In the existing literature, balancing policies have been developed where the network is assumed to be fully connected
and/or undirected. However, there are real-world scenarios where this is not true due to,
for example, power constraints or link asymmetries. Therefore, there is a need to study
the conditions where stability of load balancing over these networks can be guaranteed for
any initial condition.
We propose a protocol where each node compares its load with the load of the nodes
in its neighborhood, then it determines whether it is overloaded and if it is, it sends a
fraction of its excess load only to those nodes that are underloaded with respect to its local
average. For that protocol, we show the sufficient conditions to reach a balanced state,
independent of the initial distribution. We furthermore propose a novel modification to
this protocol whose main objective is to reduce the bandwidth usage and the time required
for the system to reach the balanced state. This modification is based on the theory of
consensus and consists in allowing the nodes to reach a consensus over the global average
before starting the task redistribution. We study the performance and tradeoffs of this
modification with respect to the original load balancing scheme.
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1.3

Overview of Thesis

This thesis is organized as follows: in Chapter 2 we present an overview of load balancing
and several of the approaches and models that have been presented in the literature. In
Chapter 3 we do a brief survey of the main results of the discrete-time consensus problem.
Specifically, we focus on the approaches based on the Laplacian of the underlying graph.
We list the theorems regarding the conditions to reach average-consensus. In Chapter 4
we present our system model and proposed load balancing strategy, we explore the impact
of graph topology on distributed computing and show the asymptotic convergence of the
distributed load balancing algorithm to the balanced state. Chapter 5 introduces I-LB, an
alternative load balancing approach. We explore the underling tradeoffs between I-LB and
the original load balancing approach and compare both approaches in terms of bandwidth
usage and time steps required to reach the balanced state. Finally, we also study C-LB,
whose convergence analysis can be done in the same way as the convergence analysis of
the discrete-time consensus protocol to average consensus.
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Chapter 2
Overview of Load Balancing Policies
and Previous Work
This chapter presents an overview of the different types of load balancing, followed by a
brief review of the related work in this area.

2.1

Types of Load Balancing Policies

The load balancing policies can be categorized according to whether they are centralized
or distributed, local or global, static or dynamic, and sender-initiated or receiver-initiated
[12]. Next, we provide a brief explanation of each category.

2.1.1

Centralized or Distributed Load Balancing

In centralized load balancing, there is a designated node that controls if or how much load
balancing should be done as discussed in [2]. All sender nodes (or receiver nodes) access
the designated node to calculate the amount of load to be transfered as well as to identify
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where tasks are to be sent to (or received from). The main drawback of this type of policy
is that it is paralyzed if the central node fails.
On the other hand, if every node executes balancing autonomously, then load balancing
is said to be distributed [1,3,4,6,13]. In this case each node makes the decisions regarding
the amount of load (if any) to be sent to other nodes as well as the nodes that will receive
that load. The policies that will be proposed and analyzed in this thesis belong to the
category of distributed local load balancing, which are more robust and less susceptible to
failure.

2.1.2

Local or Global Load Balancing

In a local load balancing scheme, each processor polls other processors in its small neighborhood and uses this local information to decide upon a load transfer, thereby minimizing
remote communications. At every step a processor communicates with its nearest neighbors in order to achieve a local balance. The primary objective is to efficiently balance the
load on the processors as well as to minimize remote communications. In contrast, for a
global balancing scheme, a certain amount of global information is used to initiate the load
balancing [14]. The schemes proposed in this thesis are all local schemes since they only
use information of the processors in their neighborhood. However, in one of the schemes
(I-LB) the nodes first try to estimate some global knowledge based on local information.

2.1.3

Static or Dynamic Load Balancing

In a static load balancing policy, load is assigned to nodes without consideration of runtime
events. This scheme has a limited application in realistic distributed systems since it is
generally impossible to make predictions of arrival times of loads and processing times
required for future loads, as indicated in [4]. Static load balancing policies can also be
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affected by the existence of communication delays.
In dynamic load balancing, the scheduling decisions are made at runtime according
to the current status of the system [3]. A dynamic load balancing policy can be made
adaptive to changes in system parameters, such as traffic and delays in the channel and the
unknown characteristics of the incoming loads. State information exchange is a necessary
part of this approach. Dynamic methods generally react better to changes in the system
state compared to the static methods and as a result, have better performance.

2.1.4

Sender-initiated and Receiver-initiated Load Balancing

In a sender-initiated load balancing policy, the overloaded nodes transfer one or more
of their tasks to the under-loaded nodes [6], while in a receiver-initiated load balancing
policy, the lightly loaded nodes request loads from the overloaded nodes as shown in [15].
All the policies proposed and studied in this thesis belong to the class of sender-initiated
load balancing.

2.1.5

When to do Load Balancing?

Load balancing can be done continuously, periodically, at one time, or at a limited number
of times. In [6], the authors suggest that for realistic distributed systems, it is better to
perform load balancing more than once or periodically during run-time such that there is a
closer match to the available computational resources. In [3] the authors study a one-shot
load balancing policy, where load balancing is done only once at run-time. They find that
if the distributed system has random communication delays, limiting the number of balancing instants and optimizing the performance over the choice of the balancing times as
well as the load balancing gain can result in significant improvement in the computing efficiency. They also propose a policy where at every external load arrival, the receiver node
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is triggered to perform load balancing. The authors show experimentally that the proposed
policy minimizes the average completion time per task when the delays are random. In
this thesis we will consider load balancing that is performed continuously.

2.2

Related Work

In this section, we describe some of the previous work on load balancing that is relevant
to the problem that we will study in this thesis.

2.2.1

Load Balancing in a Computer Network

In [16], the authors study load balancing over a network of n processors with an underlying connected undirected graph G = (N, E). Load exchange takes place among the
processors asynchronously and the load can be described by a continuous variable. The
load handled by processor i at time t is denoted by xi (t) ≥ 0. The total load in the network is L and E(i) is the set of neighbors of the ith processor. Each processor i makes
an estimate of the load of its neighbor(s) j: xij (t). Since there is a communication delay,
this estimate can be outdated so that xij (t) = xj (τji (t)) where τji (t) is an integer variable
satisfying 0 ≤ τji (t) ≤ t. At certain load balancing times, which are not necessarily periodic, a processor compares its load to its neighbors and if it is overloaded it transfers a
nonnegative amount of its load (sij (t)) to node j.
The authors focus on proving that, given certain assumptions and following a given
algorithm, a balance will be reached i.e. limt→∞ xi (t) =

L
.
n

They start by listing a set of

assumptions that are sufficient for the load balancing algorithm to converge for any initial
distribution. The first three assumptions are related to the frequency in which load balancing has to be done, the maximum allowable information delay and the time it takes for the
load sent from node i to reach node j. The next assumption states that when a processor i
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detects a load imbalance, it will transfer a nonnegligible portion of its excess load to some
lightest loaded processor in its neighborhood, and possibly to other neighbors, as long as
these processors are not carrying a larger load. The final assumption prevents a processor i
from transferring a very large amount of load and creating a load imbalance in the opposite
direction.
Their main result is the proof showing that any algorithm that satisfies the given assumptions will converge to a balanced state i.e., limt→∞ xi (t) = L/n for any initial distribution. The authors however, consider undirected graphs only. In Chapter 4 we will extend
these results to consider directed graphs and find the sufficient condition on the topology
that guarantees convergence of distributed load balancing for any initial distribution.

2.2.2

Load Balancing in the Presence of Delays

In [6], the authors consider an arbitrary number of distributed nodes with different queue
sizes. Initially, each node broadcasts its queue-size information, which will be delayed
by some time (referred to as communication delay) while reaching other nodes. All the
nodes execute load balancing together at common balancing instants (called load balancing
instants). At the load balancing instant, each node calculates its excess load by comparing
its load to the total load of the system and partitions its positive excess load among other
nodes. Then, each partition is scaled by multiplying with a common balancing gain K ∈
[0; 1] before transferring it to the receiving node. In [17], performance of this protocol
is demonstrated through simulation. The authors show that a large value of K (closer to
one) produces a high degree of fluctuations in the tails of the queues. Furthermore, they
show how to optimize balancing times and load balancing gain. In [4], the authors study
a one-shot load balancing policy. In particular, once nodes are initially assigned certain
number of tasks, all nodes execute load balancing together only at one instant, using a
common load balancing gain K. The authors verified theoretically and by simulation that
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for a given initial load and average processing rates, there exists an optimal load balancing
gain and an optimal balancing instant associated with the one-shot load balancing policy,
which together minimize the average overall completion time.

2.2.3

Load Balancing using Regeneration Theory

In [1] and [3] a queuing approach to load balancing, based on stochastic regeneration, is
formulated to analyze the joint evolution of the queues. The model specifically considers
the randomness and heterogeneity in processing times of the nodes, randomness in delays
in the communication network, and uncertainty in the number of functional nodes. Coupled renewal equations are derived for certain classes of static and dynamic load balancing
policies. The performance of the proposed load balancing policies are evaluated using
analytical, experimental and Monte-Carlo simulation methods. In particular, the interplay
between the optimal amount of load-transfers between nodes, node-failure/recovery rates,
and the average load-transfer delays are rigorously investigated. The performance of the
proposed dynamic load balancing policy is compared to that of existing static and dynamic
load balancing policies. Additionally, the theory is applied to a distributed wireless-sensor
network and the interplay between the total service time and the energy consumption of
each sensor is shown.

2.2.4

Agent-Based Load Balancing

In [18], a load balancing algorithm inspired by the study of ants is analyzed. Agents are
used to “carry” tasks. Immediately after a task is submitted to a node, an agent will be
automatically dispatched to the task. The agent carries the task to search for appropriate
agent teams to queue. An agent team is a group of agents queuing at a certain node. An
agent can decide to leave a node, wander on the network or join a team in a visited node.
The collection of neighbors is highly dynamic and the strategies are determined from own
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experience and communication from other agents. The scheduling mechanism is decentralized. The following assumptions are made: processors can be added or removed from
the system at runtime and all tasks can be divided into independent pieces with the same
size. Furthermore, the network is homogeneous, i.e. all nodes have the same processing
speed, memory size, etc and it is undirected. The authors show that load balancing with
different initial distributions will converge to the same distribution finally. However, it is
proven that the final distribution does not always correspond to perfect balancing. However, if agents have complete information about nodes on the system, then the steady state
corresponds to perfect balancing.
In [19] and [20], the authors study a multiagent system whose agents move across a
network of discrete locations (in a load balancing context, processing nodes) competing
for resources they obtain from such locations (processing power for load balancing). The
resources they compete for are continuous while the movements of agents in the network
are discrete. The environment is modeled as a graph where the nodes represent the discrete
locations and the edges represent the paths that the agents use to obtain information about
other nodes and to move between locations. The ultimate objective is to be able to control
agents and nodes such that their interacting dynamics converge to a point that optimizes
the usage of the resources of the network (a balanced state in load balancing context).
The authors propose a hybrid optimization framework that can guarantee stability for all
possible configurations of agents and nodes.

2.3

Differences Between this Work and Previous
Load Balancing Approaches

The class of load balancing schemes that we study and propose belong to the category of
distributed, local, sender-initiated, dynamic load balancing. As the previous sections have
shown, a common practice in the load balancing literature has been to assume that the
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underlying graphs are undirected. In this work, however, we study a more general case
of networks whose underlying graph is directed. We show the impact that directed graphs
have on the convergence characteristics of distributed load balancing. We also show the
conditions on the topology that guarantee convergence to a balanced state for any initial
distribution.
Furthermore, we also propose a novel approach (I-LB) that makes use of consensus
protocols to improve the speed of convergence and bandwidth usage. To the best of
our knowledge, the underlying tradeoffs between I-LB and traditional load balancing approaches are not characterized, which is one of the goals of this thesis. To emphasize on
the impact of the network topology, we will assume that the communication delays are
negligible and that no new tasks arrive or leave the system after the time 0.
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Chapter 3
Overview of Discrete-Time Distributed
Consensus Approaches

This chapter provides an overview of the basics of distributed consensus, which will serve
as a basis for the Informed Load Balancing (I-LB) and Consensus-Based Load Balancing
(C-LB) techniques, discussed in chapter 5.

In consensus problems, a group of agents such as mobile robots, unmanned air vehicles, satellites or possessors try to reach an agreement over a certain value. They exchange
information with their neighboring agents and update their values according to a given update protocol. The goal is to ensure that as time progresses, all agents converge to the same
value [21]. Average consensus seeking protocols aim to make the final value (the group
decision) the average of the initial values of the agents. In [21–26] distributed consensus
has been studied using concepts from algebraic graph theory, for which we will provide a
brief overview in this section.
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3.1

Algebraic Graph Theory

It is common to model the information exchange between agents of a cooperative network
as a graph. A directed graph G consists of a pair (N, E), where N is finite nonempty set of
nodes and E ∈ N 2 is the set of edges. An edge of G will be denoted by eij = (i, j). The
adjacency matrix A = [aij ] of a graph is then defined as aii = 0 and aij > 0 if (j, i) ∈ E
where i 6= j.1 The Laplacian of the graph is then defined as L = [lij ] with:

 Pn
lij =

k=1,k6=i

aik , , j = i

 −aij ,

(3.1)

, j 6= i

Then a neighborhood set Ni of node i is given by all the nodes j ∈ N such that
there is a directed link from i to j. In other words, Ni = {j ∈ N |(i, j) ∈ E} with |Ni |
representing its cardinality. The in-degree and out-degree of node i are then defined as
follows:
degin (i) =

Pn
j=1

aij

and

degout (i) =

Pn
j=1

aji .

For a graph with 0-1 adjacency elements, degout (i) = |Ni |. A graph is undirected if
(i, j) ∈ E implies that (j, i) ∈ E for all i, j ∈ N . In terms of connectivity, we will classify
graphs as in [21]:
• Fully connected graph: A graph where each node has a direct connection to all other
nodes in the network.
• Strongly connected graph: A graph where there exists a directed path from any
node to any other node of the network. A direct connection to all other nodes is not
necessary, but information flow from any node must reach the others.
1 It

should be noted that some authors e.g. [23, 27], define A as the transpose of the matrix
defined here. This means that aij > 0 if and only if there is a directed edge from node i to node j.
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• Spanning tree: A directed graph contains a spanning tree if there exists a node that
has a directed path to all the other nodes.

• Balanced graph: A directed graph where the out-degree of each node equals its indegree, i.e., the number of directed edges coming into a node is the same as the
number of edges leaving that node for all nodes in the graph.

3.1.1

Properties of the Laplacian Matrix

Graph Laplacian and its spectral properties play a key role in the convergence behavior of
consensus algorithms. Let λi (L) represent the ith smallest eigenvalue of the Lapalacian
matrix with 1 ≤ i. The second smallest eigenvalue of a graph Laplacian (λ2 (L)) is called
the algebraic connectivity or Fiedler eigenvalue of L. In [28], it is shown that λ2 (L) is
a good measure of the speed of convergence of consensus algorithms. Every Laplacian
P
has row sum equal to zero, i.e., j lij = 0 ∀i. As a result, L always has zero as its
eigenvalue: λ1 = 0. This zero eigenvalue corresponds to the eigenvector 1 = [1, 1, ..., 1]T :
L1 = 0. Therefore, x∗ = (α, ..., α)T = α1 is an equilibrium of a system of the form
ẋ = −Lx, which is a consensus state [28]. This also means that rank(L) ≤ n − 1. In [23]
it is shown that if G is a strongly connected directed graph, then rank(L) = n − 1, i.e.
x∗ = (α, ..., α)T = α1 is the only equilibrium state, which guarantees consensus.
Spectral properties of the Laplacian are instrumental in the convergence analysis of
linear consensus algorithms. According to Gershgorin’s disc theorem, all the eigenvalues
of L are located in a closed disc centered at maxi di +0j in the complex plane with a radius
of maxi di , where di represents the maximum in-degree of a graph [28]. For undirected
graphs, L is symmetric with real eigenvalues. For connected graphs, λ2 > 0, in other
words, the zero eigenvalue is isolated.
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3.2

Discrete-Time Consensus

In the discrete-time consensus problem, each node has an associated value yi ∈ R representing the information on which the team must come to an agreement. The set of nodes
{1, ..., n} is said to be in consensus if yi = yj for all i, j. When the final value of each yi is
P
yi = n1 j yj [0], the team is said to have reached average consensus [21]. Consensus protocols define how a node should update its value (yi ) based on the values of its neighbors.
In [29] the authors propose the following discrete-time consensus protocol:
yi [k + 1] =

X

βij [k]yj [k],

j∈Ni ∪{i}

where Ni [k] represents the set of agents whose information is available to agent i at time
P
step k, j∈Ni [k]∪{i} βij [k] = 1, and βij [k] > 0 for j ∈ Ni [k] ∪ {i}. In other words, the
next state of each agent is updated as a weighted average of its current state and the current
states of its neighbors. This protocol can be written in matrix form as y[k + 1] = D[k]y[k].
In [21] and [23] the following discrete-time protocol in terms of the Laplacian is proposed
and analyzed:
y[k + 1] = (I − ²L)y[k],

(3.2)

where ² ∈ (0, max1i lii ). Larger values of ² can furthermore increase the convergence rate.
The matrix P = I − ²L is referred to as the Perron matrix of a graph G with parameter ².
Since the row sums of L are all zero by construction, the row sums of A = I − ²L are all
one. In [28], the following properties of the Perron matrix are proved:
1. P is a row stochastic nonnegative matrix with an eigenvalue equal to 1. This is due
to the fact that P = I − ²L, so P 1 = 1 − ²L1 = 1.
2. All eigenvalues of P are on or inside the unit circle;
3. If G is a balanced graph, then P is a doubly stochastic matrix;
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4. If G is strongly connected and 0 < ² <

1
,
maxi lii

then P is a primitive matrix.

In [28], the authors show that running the update protocol of Eq. (3.2) over a strongly
connected topology guarantees achieving consensus, for any initial condition. The proof
makes use of Perron-Frobenius theorem [30] which states that if P is a primitive nonnegative matrix with left and right eigenvectors w and v respectively, satisfying P v = v,
wT P = wT , and v T w = 1, then limk→∞ P k = vwT . It should however, be noted that
average consensus may not be reached. In [21] and [23] it is then shown that averageconsensus can be reached if and only if the graph is balanced and strongly connected.
This result is justified by noticing that when the graph is balanced, then the matrix P
becomes doubly stochastic with left eigenvector w = (1/n)1.

3.3

Quantized Consensus

In [9], the authors study the problem of discrete-time consensus over undirected graphs.
They propose a randomized distributed algorithm based on quantized gossip. The bounds
on the convergence time of these algorithms are also derived. Furthermore, they suggest
load balancing as one possible application of quantized consensus.
Each node is assigned a value (or in terms of load balancing, a load) at a time t given
by x[t]i . The algorithms are devised so that: the value at each node is always an integer,
the sum of the values in the network does not change with time (i.e., there is no incoming
or outgoing load) and that for any x[0] there is a convergence time such that for any time
t greater than or equal to that convergence time, x[t]i ∈ {L, L + 1} for all i and L integer.
Notice that since the values of x[t]i are quantized, the algorithms do not exactly converge to
consensus. It is proved that for any two nodes, their values end up within a step size of each
other for undirected connected graphs. The step size is assumed to be equal to one. Finally,
the bounds on the expected convergence time to a quantized-consensus distribution are
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found for fully connected networks and linear networks. However, these bounds are not
tight.
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Chapter 4
Analysis of Load Balancing over
Directed Network Topologies

4.1

Problem Formulation

Consider a distributed computing system of n nodes connected over a wireless network
with a directed topology that can be described by a graph G = (N, E), where N is the set
of nodes N = {1, ..., n} and E is the set of edges connecting the processors. Let xi (k)
represent the load on processor i at time k ≥ 0. The goal is to spread the subtasks among
all n processors as evenly as possible such that no node is overburdened while other nodes
are idle. At every time step the nodes assess how overburdened they are and exchange
loads in order to increase the overall computational efficiency.
For the purpose of mathematical analysis, we take the load of each processor to be
infinitely divisible such that xi (k) can be described by a continuous nonnegative real number. We furthermore assume that: (i) tasks are independent so that they can be executed
by any processor; (ii) processors are homogeneous, i.e. they have the same processing
speed and (iii) the link-level delay in the exchange of loads between nodes is negligible.
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This last assumption is justified when the product of the queue length and the service time
(execution time per task) is considerably greater than the time it takes to transfer a group
of tasks from one node to the other. We also assume that processors are synchronized i.e.,
all the processors perform load balancing at the same time. As indicated in [14], assuming
synchrony yields similar results, in terms of the final load distribution, to the ones obtained
by working with asynchronous algorithms.

4.1.1

Link Symmetry and the Need for Considering Directed Graphs

Consider the wireless link from node j to node i and that from node i to node j. In wireless
communication, these two transmissions typically occur at two different and uncorrelated
pieces of bandwidth [11]. As a result, the link quality in the transmission from node i
to node j can be considerably different from that of the transmission from node j to i,
resulting in an asymmetry. Therefore, in this work we take G to be a directed graph. Then
a neighborhood set Ni of node i is defined as in Section 3.1, i.e., all the nodes j ∈ N
such that there is a directed link from i to j and |Ni | represents the cardinality of the
neighborhood.
The nodes furthermore exchange their queue lengths with their neighbors continuously
in order to assess how overloaded their local neighborhood is. Since this information has
a considerably lower volume than the actual loads, it can be transmitted over a separate
lower bandwidth channel or with higher transmission power. As a result, it can experience
better reception quality and higher probability of symmetry. Therefore, in this work we
assume that the queue length information is transmitted over an undirected version of
graph G.
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4.2

Description of the Distributed Load Balancing Algorithm

Let sij (k) denote the load that node i sends to node j at time k. Let Ji (k) and Ci (k)
represent the number of external tasks arriving to node i and the number of tasks serviced
by node i respectively at time k. We will have the following for the dynamics of the queue
length of node i:
xi (k + 1) = xi (k) −

X

sij (k) +

j∈Ni

X

sji (k)

j∈{l|i∈Nl }

+ Ji (k) − Ci (k).

(4.1)

Using an approach similar to the one presented in [1] and [3], the amount of load to be
transferred from node i to node j can be calculated based on the excess load of node
i. Define avei (k) as the local average of node i, i.e. the average load of node i and its
neighbors:
1
avei (k) =
|Ni | + 1

Ã
xi (k) +

X

!
xj (k) .

(4.2)

j∈Ni

Note that although the graph for the exchange of loads is directed, we assumed an undirected graph for the exchange of queue length information. Therefore the ith node has
access to the value of xj (k) for all j ∈ Ni and can therefore calculate its local average.
The excess load of node i at time k (Lex
i (k)) is then given by the difference between
its load and local average:
Lex
i (k) = xi (k) − avei (k)

P
xi (k) + j∈Ni xj (k)
= xi (k) −
.
|Ni | + 1
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This quantity represents how overloaded node i is with respect to its own neighborhood.
Next, node i evaluates how overloaded its neighbors are with respect to its local average.
Let Lex
j(i) (k) be the excess load of node j with respect to the neighborhood average of node
i, namely:
Lex
j(i) (k) = xj (k) − avei (k) for j ∈ Ni .

(4.4)

Lex
j(i) (k) represents how overloaded the jth node “appears” to the ith one, based on the
partial information available at the ith node. It can be easily verified that
X

Lex
j(i) (k) = 0,

(4.5)

j∈{Ni ∪ i}
ex
ex
with the convention that Lex
i(i) (k) = Li (k). Define pij (k) as the fraction of Li (k) to be

sent from node i to node j. Then we will have the following for sij (k), the amount of load
that the ith node sends to the jth one at the kth time step [3]:
+
sij (k) = pij (k) (Lex
i (k)) ,

(4.6)

where (x)+ = max(x, 0) and:


pij (k) =

P

 0

Lex
(k)
j(i)

l∈Mi (k)

Lex
(k)
l(i)

j ∈ Mi (k)

(4.7)

otherwise

with
Mi (k) = {j|j ∈ Ni , avei (k) > xj (k)}.

(4.8)

In other words, node i will send part of its excess load to node j at time k only if xj (k) is
below avei (k).
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4.3

Impact of Network Topology on Distributed Load Balancing

In order to motivate the mathematical derivations of the next section, we first consider the
impact of different network topologies on distributed load balancing through simulations.
Two concepts that are frequently used throughout the thesis are that of spanning trees and
strongly connected graphs. As indicated in Section 3.1, a directed graph has a spanning
tree if there exists a node that has a directed path to all the other nodes [22]. Furthermore,
a strongly connected graph is a directed graph that has a directed path from every node to
every other one.
Consider the directed graph of Fig. 4.1, which has no underlying spanning tree. The
processing speed of each node is 20 tasks per time step (i.e. Ci (k) = 20, ∀i). Let J(k) =
[Ji (k)] = [5 60 8 2], where the ith element represents the incoming rate of loads at the ith
node. Note that the overall incoming load rate of the whole system is less than the overall
P
P
system’s processing rate i Ci (k) > i Ji (k), a necessary condition for successful load
balancing.

Figure 4.1: An example of a directed network topology that contains no spanning tree.

Figure 4.2 shows the dynamics of the queues in the distributed system. As expected from
the topology, the system becomes unstable, i.e. as k → ∞ nodes 1 and 4 become idle with
queue lengths of 0, while x3 (k) → ∞. This example highlights the importance of under-

23

Chapter 4. Analysis of Load Balancing over Directed Network Topologies

Queue length (x(k))

1500

1000
Node 1
Node 2
Node 3
Node 4
500

0
0

10

20
30
Time step (k)

40

50

Figure 4.2: Queue dynamics for distributed load balancing over the network of Fig. 4.1.

standing and characterizing the impact of graph topology on distributed load balancing,
one of the goals of this thesis.
Since a mathematical analysis of the impact of graph topology on load balancing is
considerably challenging, we make a number of simplifying assumptions for the sake of
mathematical derivations. We assume a one-time arrival of loads, i.e. Ji (k) = 0 for k 6= 0
and ∀i. We also assume that no tasks will leave the system, i.e. Ci (k) = 0, ∀i. These
assumptions allow us to solely analyze the impact of the underlying graph topology on
distributed load balancing. In other words, given the initial loads of the nodes, we seek
to understand the conditions under which all the nodes will have a “fair” share of the
overall load after a number of load balancing instants. Let L represent the total load of the
P
network, which is given by: L = ni=1 xi (0). Since all the nodes are assumed to have the
same processing speed, the optimum load balancing should result in the load of each node
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Figure 4.3: An example of a network topology with an underlying spanning tree (solid
arrows only) and a network topology with an underlying strongly-connected graph (dashed
and solid arrows).

approaching the average of the system φ given by:
n

1X
L
φ=
xi (0) = .
n i=1
n

(4.9)

We say that the load balancing algorithm converges if limk→∞ xi (k) = fi for all i,
where fi is a nonnegative constant. Similarly, we define balanced state as the state in
which all the queue lengths converge to the same value φ.
Consider the graph topology that is formed by only considering the solid arrows of
Fig. 4.3. This corresponds to a directed network of ten nodes with an underlying spanning
tree. The distributed load balancing algorithm is executed according to (4.1)-(4.8) with
Ji (k) = 0 for k 6= 0 and Ci (k) = 0. Initially, there is a total of 5000 tasks, all located at
node 1. Fig. 4.4 shows the dynamics of the queues. It can be seen that a balanced state is
not reached since the leaf nodes have no way of distributing their excess loads.
By adding the additional links, represented by the dashed lines in Fig. 4.3, a strongly
connected graph is formed. Figure 4.5 shows the dynamics of the queues for load balancing over this graph. It can be seen that a balanced state of φ = 500 is reached. In the
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next section, we show that having an underlying strongly connected graph is a sufficient
condition for reaching a balanced state asymptotically.

5000

Node 1
Node 2
Node 3
Node 4
Node 5
Node 6
Node 7
Node 8
Node 9
Node 10
Ideal

4500

Queue length (x(k))

4000
3500
3000

Ideal load per node

2500
2000
1500
1000
500
0
0

2

4

6

8

10

12

Time step (k)

Figure 4.4: Queue dynamics for distributed load balancing over the graph topology of Fig.
4.3 (considering only the solid arrows). The queues cannot reach a balanced state even
though there is an underlying spanning tree.

The initial distribution of the loads also plays a key role in reaching the balanced state.
Consider the topology shown in Fig. 4.6, which has a spanning tree. It can be confirmed
that for the initial distribution x(0) = [332 486 707 951]T , there will be no convergence to
a balanced state as the final values are [332 596.5 596.5 951]T . Consider the same graph
but with the following initial distribution x(0) = [951 707 486 332]T . As seen from Fig.
4.7, the system reaches the balanced state. This example shows the impact of the initial
load distribution on the convergence to the balanced state. In the next section, we will
formally prove that for any initial load distribution, having a strongly connected topology
is a sufficient condition to guarantee that distributed load balancing according to Eq. (4.1)
will reach the balanced state.
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Figure 4.5: Queue dynamics for distributed load balancing over the strongly connected
graph of Fig. 4.3 (considering both solid and dashed arrows). The queues reach a balanced
state.

4.4

Convergence to a Balanced State

In [16] it was shown that a distributed load balancing algorithm converges to a balanced
state if it complies with a number of conditions. While those conditions were described
with an undirected graph in mind, they can be easily extended to distributed load balancing

Figure 4.6: An example of a directed network topology that contains a spanning tree.
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Figure 4.7: Queue dynamics for distributed load balancing over the network of Fig. 4.6,
which is not strongly connected but has a spanning tree. The distributed system reaches
the balanced state for the initial distribution of x(0) = [951 707 486 332]T .

over directed graphs. In this part we show, following a similar approach to [16], that
distributed load balancing according to (4.1)-(4.8) converges to the balanced state. First,
note that our load balancing policy satisfies the following properties:
Property 1: If xi (k) > avei (k), there exists some j ∗ ∈ Ni such that avei (k) > xj ∗ (k)
and sij ∗ (k) > 0.
Property 2: For any j ∈ Ni and any i such that xi (k) > xj (k) and avei (k) > xj (k),
the following can be easily confirmed:
xi (k) −

X

sil (k) ≥ xj (k) + sij (k).

(4.10)

l∈Ni

If xi (k) ≤ avei (k), Eq. (4.10) is obvious. If xi (k) > avei (k), the validity of this property
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is based on the fact that: Lex
i (k)/
Lex
i (k) +

X

P
l∈Mi (k)

Lex
l(i) (k) ∈ [−1, 0]. To see this, note that,

Lex
j(i) (k) = 0.

j∈Ni

Therefore,
X

Lex
i (k) ≤ −

Lex
j(i) (k),

j∈Mi (k)

and since

P
j∈Mi (k)

ex
Lex
j(i) (k) < 0, then Li (k)/

P
l∈Mi (k)

Lex
l(i) (k) ∈ [−1, 0].

Therefore,
xi (k) − Lex
i (k) − xj (k) − sij (k)
Lex
j(i) (k)
ex
Lex
= −Lj(i) (k) − P
i (k) ≥ 0,
ex
L
(k)
l∈Mi (k) l(i)
which is equivalent to
xi (k) −

X

sil (k) ≥ xj (k) + sij (k).

l∈Ni

This property implies that load balancing of node i cannot create a load imbalance in the
receiving nodes j ∈ Ni , i.e. the load sent from i cannot make a receiving node j become
overloaded with respect to the neighborhood average of i. Notice, however, that a node
j ∈ Ni can still become overloaded with respect to the local average of node i, since node
i does not necessarily have the information of or control over the loads that other nodes
may send to j.
Let m(k) be defined as: m(k) , mini xi (k).
Lemma 1: There exists some β ∈ (0, 1) such that
xi (k + 1) ≥ m(k) + β(xi (k) − m(k)), ∀i ∈ N.
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Proof. We will follow an approach similar to the one in [16]. Without loss of generality, fix
a processor i and a time step k. Also consider the set Wi (k) = {j|j ∈ Ni , xi (k) > xj (k)}
and denote its cardinality as: |Wi (k)|. From (4.1) and (4.10), we have:
xi (k + 1) ≥ xj (k) + sij (k) ∀j ∈ Wi (k).
Adding over all j ∈ Wi (k):
|Wi (k)| xi (k + 1) ≥

X

xj (k) +

j∈Wi (k)

X

sij (k).

(4.12)

j∈Wi (k)

By noting that sij (k) = 0 if j ∈
/ Wi (k), we will have:
X

X

sij (k) =

sij (k) ≥ xi (k) − xi (k + 1).

(4.13)

j∈Ni

j∈Wi (k)

Combining (4.12) and (4.13) will then result in:
|Wi (k)| xi (k + 1) ≥

X

xj (k) + xi (k) − xi (k + 1),

j∈Wi (k)

which is equivalent to:
|Wi (k)|
1
m(k) +
xi (k)
|Wi (k)| + 1
|Wi (k)| + 1
1
= m(k) +
(xi (k) − m(k))
|Wi (k)| + 1
1
≥ m(k) + (xi (k) − m(k)),
n

xi (k + 1) ≥

which proves the inequality with β = n1 .
Consequently, we will have the following lemma:
Lemma 2: The sequence m(k) is upper bounded by L and is nondecreasing. Therefore
it converges.
Proof. From (4.11) we can easily see that xi (k+1) ≥ m(k), resulting in m(k+1) ≥ m(k).
Since Ji (k) = 0 for k 6= 0, m(k) ≤ L. Therefore it converges.
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In [16], the following lemma is proved which establishes a lower bound on the queue
length of any node j that can be reached from node i by traversing l edges. Since our load
balancing algorithm satisfies properties 1 and 2, we will have the following lemma:
Lemma 3: Consider node i. For any node j that can be reached from i by traversing l
edges, and for any k ≥ k0 + 3ln, we have
xj (k) ≥ m(k0 ) + (ηβ k−k0 )l (xi (k0 ) − m(k0 )),

(4.14)

where η is a nonnegative real number and β is as defined in Lemma 1.

Proof. See [16].

Using the previous lemmas, we can extend the convergence proof of [16] to the following:
Theorem 1: (Convergence of the load balancing policy to the balanced state) Consider
the algorithm described in Eq. (4.1). If the graph G is strongly connected, then
lim xi (k) = L/n.

k→∞

∀i ∈ N

(4.15)

Proof. Consider a strongly connected graph. Then for a given node i, every other node is
at a distance of at most (n − 1) from i. We can apply (4.14) and follow the proof in [16] to
conclude that the difference between the highest load and the minimum load of the system
(maxi xi (k) − m(k)) has to converge to 0. From Lemma 2 we have that m(k) converges
P
to a constant c. Therefore, limk→∞ xj (k) = c for all j. Since ni=1 xi (k) = L, we have
c = L/n.
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4.5

On the Necessity of Having a Strongly Connected
Graph for Achieving a Balanced State

In this section we will give a brief qualitative discussion regarding how necessary it is
for the underlying graph of the network to be strongly connected to achieve the balanced
state for any initial distribution. For illustrative purposes, consider the topology in Fig.
4.3 (solid arrows only). As we saw in the previous sections, distributed load balancing
over this topology does not converge to the balanced state. However, when adding the
links represented by dashed arrows, the graph becomes strongly connected and hence it
converges.
The effect of having a strongly connected graph is that it guarantees that when a node
is overloaded, there will be a directed path to every other node in the system to which it
can send its excess load. It may appear that, to reach the balanced state, it is sufficient to
let the leaf nodes (7, 8, 9 and 10) have a directed link to some other nodes in the system,
without having to make the graph strongly connected. However, this is not sufficient
because a node that is not a leaf node can still become overloaded during the load balancing
process since load balancing is done in a distributed manner. On the other hand, for some
distributions, it is possible to reach a balanced state over graphs that are not strongly
connected. However, as it is required to achieve a balanced state for any initial distribution,
having a strongly connected graph becomes more crucial.
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A Consensus Approach to Load
Balancing
In this chapter we propose two new load balancing strategies that make use of consensus
approaches. We first propose Informed Load Balancing (I-LB), which allows the nodes to
agree on the global fair load before starting to do the actual load balancing. We then study
Consensus-Based Load Balancing (C-LB) in which the nodes follow a typical consensus
algorithm to do load balancing.

5.1

Distributed Load Balancing with a priori knowledge
of the Balanced State (I-LB)

In the distributed load balancing algorithm of the previous chapters, the nodes have to
constantly distribute their “perceived” extra loads in order to reach a balanced state. Since
the loads can have very large sizes, this can result in a considerable use of the available
bandwidth. If the nodes could first reach an agreement over the global balanced state, it can
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potentially reduce the overall time to reach the balanced state and the overall bandwidth
usage. In this section we propose Informed Load Balancing (I-LB), a modification to the
Original LB algorithm (O-LB) of the previous sections. The main idea of I-LB is to let the
nodes exchange information about their queue lengths and reach an agreement over the
global average before starting the redistribution of actual tasks. After reaching consensus
over the global average, the nodes start exchanging tasks by comparing their own load
with the global average (φ) instead of the local average (avei (k)). I-LB has the potential
of reducing unnecessary transmissions and as a result the overall bandwidth usage. In
this part, we compare the performance of I-LB with the O-LB approach and explore the
underlying tradeoffs.

5.1.1

Discrete-Time Consensus Problem

In consensus problems, a group of nodes try to reach an agreement over a certain value
(average of the initial queue lengths in our case). They exchange information with their
neighboring agents and update their values according to a given update protocol. Define
yi (k) as the status of node i at the kth instant of the consensus process. We have yi (0) =
xi (0), ∀i ∈ N . The network is said to be in consensus if yi = yj for all i, j. When each
yi = n1 Σj yj (0), the team has reached average consensus [21].

5.1.2

Consensus over the Global Average and Informed
Load Balancing

Let A and L represent the adjacency matrix of the underlying graph and its Laplacian
respectively, as defined in Section 3.1. Furthermore, let y(k) be the information vector
y(k) = [y1 (k)...yn (k)]T . The discrete-time consensus protocol will then be [21]:
y(k + 1) = (I − ²L)y(k),

(5.1)
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1
where ² ∈ (0, max
) and I represents the identity matrix.
i lii

In our case, it is desirable that the network reaches average consensus which corresponds to the system average (φ). As explained in Chapter 3, the authors in [21] and [23],
proved that (5.1) can achieve average consensus if the graph is balanced and strongly
connected. Larger values of ² can furthermore increase the convergence rate. Since we
assumed that queue lengths were exchanged over undirected graphs in the previous section, we assume the same here for fair comparison. Once the nodes reach consensus and
switch to redistributing the tasks, we take the graph over which they exchange the tasks to
be directed.
Once consensus is reached, the redistribution of tasks starts. The original algorithm
proposed in Chapter 4 needs to be modified to allow comparisons with the global estimated
average φ, instead of the local average avei . The modifications to the original algorithm
ex
are as follows: Lex
i (k) = xi (k) − φ, Lj(i) (k) = xj (k) − φ and, Mi (k) = {j|j ∈ Ni , φ >

xj (k)}. Eqs. (4.6) and (4.7) remain unchanged. In practice, each node has to switch
to exchanging loads after it senses that consensus is reached. In order to do so, it could
monitor its value (yi (k)) and those of its neighbors and declare that consensus is reached
if those values do not change over a given time. Furthermore, the estimate of a node of φ
may not be exact after it determines that consensus is reached.

5.1.3

Underlying Tradeoffs Between O-LB and I-LB

In this section we explore the underlying tradeoffs between O-LB and I-LB in terms of
speed of convergence, bandwidth usage and performance guarantees. For I-LB, we take
² =

1
,
1.1 maxi lii

which will guarantee convergence. We also assume that the nodes can

detect accurately when the consensus state is reached in order to proceed to redistributing
loads. Consider the undirected path network of Fig. 5.1, with an initial load distribution of
x(0) = [707 486 332 951]T . If no information exchange is done, 49 load balancing steps

35

Chapter 5. A Consensus Approach to Load Balancing
are required to reach the balanced state whereas for I-LB, 23 time steps are first required
to reach consensus followed by 2 load balancing steps.

Figure 5.1: Network topology of a path network. I-LB reaches a balanced state considerably faster for an initial load distribution x(0) = [707 486 332 951]T .

I-LB, however, does not always take fewer iterations than O-LB. As an example, consider the graph of Fig. 4.1 with the directed links replaced by undirected ones. Let the
initial load distribution be x(0) = [707 486 332 951]T . If O-LB is used, the system
reaches the balanced state at time k = 15. For I-LB however, it takes 21 time steps to
reach average consensus and 2 load balancing steps afterwards to reach the balanced state.
Figures 5.3 and 5.4 show a comparison of O-LB and I-LB for various configurations
of an undirected network with 4 nodes and initial load x(0) = [707 486 332 951]T . The
studied configurations are shown in Fig. 5.2. The two approaches (O-LB and I-LB) are
compared in terms of speed of convergence (number of time steps required to reach the
balanced state) as well as bandwidth usage. The figures also indicate the second smallest
eigenvalue of the underlying graph Laplacian as an indicator of the connectivity of each
graph. The larger the second smallest eigenvalue is, the higher the graph connectivity will
be. In Fig. 5.3, the bars representing I-LB include the time steps required to reach average
consensus plus the actual load balancing steps required to get to the balanced state. By
comparing the last two rows, it can be seen that for graphs with lower connectivity, I-LB
can perform considerably better than O-LB in terms of the total time steps required to reach
the balanced state. However, as the graph connectivity increases, O-LB can outperform
I-LB.
Next, we compare the bandwidth usage of O-LB and I-LB. By bandwidth usage we
mean the total number of packets that are transmitted in the network. We assume that each
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unit of task requires 10 times the number of packets required for transmitting the queue
length information of a node. Figure 5.4 shows the corresponding bandwidth usage of I-LB
and O-LB for the initial distribution x(0) = [707 486 332 951]T and various configurations
of an undirected network with 4 nodes. In most cases I-LB results in a better bandwidth
usage. The difference will be more notable as the ratio of the size of task packets to
information packets becomes larger. It should be noted that the second column of Fig. 5.3
and 5.4 corresponds to the graph of Fig. 5.1 while the first column is for the same graph
but with a different ordering of the nodes. As a result, the nodes experience different loads
in their neighborhood. It can be seen that this results in different performances, which
highlights the impact of the initial distribution of the loads over the network on the overall
behavior.

5.1.4

Lack of Asymptotic Performance Guarantee for I-LB

While I-LB has the potential of reducing the time and/or bandwidth required for reaching
the balanced state, it lacks asymptotic performance guarantee. In Section 4.4, we showed
that load balancing according to (4.1)-(4.8) and over a strongly connected graph can guarantee convergence to the balanced state. For I-LB, however, this is not the case. We show
this with a counterexample. Consider the path network of Fig. 5.1, but with a different
initial distribution x(0) = [20 19 20 17]T . If no information exchange is done, i.e. O-LB
is performed, the system reaches the balanced state, as proved by Theorem 1 (see Fig.
5.5). However, for I-LB, although the system reaches consensus, it is not able to reach the
balanced state as seen in Fig. 5.6. To understand this, consider node 1 and 2. At k = 0,
node 2 is already balanced but node 1 is still overloaded and can only balance itself with
node 2. Since node 2 already reached the global average φ, it is not a candidate to receive
any load, which results in the system not reaching the balanced state. Intuitively, we can
see that as long as an overloaded node has a neighbor whose queue is below the global
average, it can still reach the balanced state. The initial distribution of the loads, therefore,
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plays a key role in the asymptotic behavior of I-LB.

5.2

Consensus-Based Load Balancing over Directed
Graphs (C-LB)

In this section we consider Consensus-Based Load Balancing (C-LB), which is a protocol
where at every time step each node i keeps the same fraction (1 − lii ²) of its total load,
1
where lii is the ith diagonal element of the graph Laplacian and ² ∈ (0, max
). The rest
i lii
of the load of the node gets equally partitioned among all of its neighbors. The queue

dynamics for the ith node will then be:
xi (k + 1) = (1 − lii ²)xi (k) + ²

X

xj (k).

(5.2)

j∈{l|i∈Nl }

It can be easily verified that the matrix form for the system is given by:
x(k + 1) = (I − ²L)x(k).

(5.3)

A similar protocol was proposed in [26] for undirected graphs. We are interested in
the nodes reaching the balanced state, which is equivalent to the consensus protocol of
Eq. (5.3) achieving average-consensus. As indicated in the previous section, the necessary
and sufficient condition for this is for the underlying graph to be strongly connected and
balanced.

5.2.1

Underlying Tradeoffs Between O-LB and C-LB

One of the motivations for considering C-LB is its ease of analysis. As shown above, the
consensus protocol can be written in matrix form, for which the convergence properties
are well known, as shown in Chapter 3. As Eq. (5.2) shows, C-LB does not take into
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account the queue lengths of its neighbors when doing load balancing. Hence, it also does
not take into account whether a neighboring node is already locally overloaded or not. As
a result, it is expected that C-LB will perform worse than O-LB. C-LB has the advantage
that the nodes only need to know the number their of neighbors. It should also be noted
that the graph conditions for reaching the balanced state are more restrictive in C-LB than
in O-LB. To reach the balanced state in C-LB, the graph should be balanced in addition to
strongly connected.
Figures 5.7 shows a comparison of O-LB and C-LB for the same configurations of
an undirected network with 4 nodes used for Figs. (5.3) and (5.4). The initial load is
x(0) = [707 486 332 951]T . The two approaches are compared in terms of speed of
convergence (number of time steps required to reach the balanced state). As the graph
connectivity increases, O-LB performs better than C-LB. This is due to the fact that the
higher the connectivity, the closer the local averages (avei ) will be to the real average
(φ) and as a result, less exchanges of load will be necessary before the balanced state
is reached. There are cases in which C-LB performs considerably worse than O-LB for
example, for the seventh pair of columns C-LB required more than 100 steps to reach the
balanced state whereas O-LB only required 9. For graphs with lower connectivity, C-LB
can outperform O-LB in terms of the total time steps required to reach the balanced state.
However, it should be noted that in all cases O-LB reaches a small ball of size δ around the
balanced state very quickly, but extra steps are required where only a very small amount
of tasks are exchanged until the exact value of the balanced is reached.
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Figure 5.2: Graph configurations studied for the comparison of O-LB and I-LB.
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Figure 5.3: Comparison of the time steps required to reach the balanced state for various
undirected network topologies using O-LB and I-LB with 4 nodes (see Fig. 5.1).
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Figure 5.4: Comparison of the bandwidth usage (total number of transmitted packets)
required to reach the balanced state for various undirected network topologies with 4 nodes
(see Fig. 5.1).
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Figure 5.5: Queue dynamics for O-LB over the network of Fig. 5.1 and with x(0) =
[20 19 20 17]T . The queues reach a balanced state.
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Figure 5.6: Queue dynamics for I-LB over the network of Fig. 5.1 and with x(0) =
[20 19 20 17]T . The queues cannot reach the balanced state.

43

Chapter 5. A Consensus Approach to Load Balancing

Figure 5.7: Comparison of the time steps required to reach the balanced state for various
network topologies using O-LB and C-LB with 4 nodes.
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Chapter 6
Conclusions and Further Extensions
In this thesis we considered the problem of distributed load balancing over a directed
graph that is not fully connected. We studied the impact of network topology on the
stability and balance of distributed computing. For the case of a one-time arrival of the
loads, we showed that load balancing over a strongly connected graph reaches a balanced
state, independent of the initial load distribution, while having a spanning tree is not a
sufficient condition for reaching a balanced state. We furthermore proposed Informed
Load Balancing (I-LB), an approach in which the nodes first reach an agreement over
the global balanced state before proceeding to redistribute their tasks. We explored the
underlying tradeoffs between I-LB and the Original Load Balancing (O-LB) approach.
While I-LB lacks asymptotic performance guarantees of O-LB, it can increase the speed
of convergence and/or reduce the bandwidth usage especially for low-connectivity graphs.
Furthermore, we compared the performance of the proposed framework with that of a
purely consensus-based approach (C-LB) with that of O-LB. C-LB is more restrictive
than O-LB in terms of the connectivity requirements for reaching the balanced state. In
addition to strong connectivity of the graph, C-LB requires the graph to be balanced. We
also observed that O-LB can outperform C-LB in graphs with high connectivity. Even for
low connectivity graphs, O-LB can reach a small ball of size δ around the balanced state
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very quickly.
Further extensions could include considering incoming and outgoing loads as well as
communication delays and heterogeneous processing speeds. Characterizing the speed of
convergence is also a possible future extension. Furthermore, a switched linear system
approach to the load balancing dynamics of Eq. (4.1) could be beneficial for analyzing
convergence rate and stability.
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