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Abstract:- 
For practical applications of any allocations, integer values of the sample sizes are required. This could 
be done by simply rounding off the non-integer sample sizes to the nearest integral values. When the sample 
sizes are large enough or the measurement cost in various strata are not too high, the rounded off sample 
allocation may work well. However for small samples in some situations the rounding off allocations may 
become infeasible and non-optimal. This means that rounded off values may violate some of the constraints of 
the problem or there may exist other sets of integer sample allocations with a lesser value of the objective 
function. In such situations we have to use some integer programming technique to obtain an optimum integer 
solution. 
Keywords:  Stratified sampling, Non-linear Integer Programming, Allocation Problem,  Langrangian Multiplier, 
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1. Introduction 
Optimization is the science of selecting the best of many possible decisions in a complex real life 
situation. The ultimate target of all such decisions is to either maximize the desired benefit or to minimize the 
effort required, incurred in a certain course of action. The  development of the concepts of linear and non-linear 
optimization model presumes that all of the data for the optimization model are known with certainty. However, 
uncertainty and inexactness of data and outcomes pervade many aspects of most optimization problem. As it 
turns out, when the uncertainty in the problem is of a particular (fairly general) form, it is relatively easy to 
incorporate the uncertainty into the optimization model  
 
 The precision of an estimator of the population parameters depends on the size of the sample and the 
variability or heterogeneity among the units of the population. If the population is very heterogeneous and 
considerations of the cost limit the size of the sample, it may be found impossible to get a sufficiently precise 
estimate by taking a simple random sample from the entire population. In stratified sampling the population of 
size N is divided into none overlapping and exhaustive groups called strata each of which is relatively more 
homogeneous as compared to the population as a whole. Independent simple random samples of predetermined 
sizes from each stratum are drawn and the required estimators of the population parameters are constructed. 
 
2. Review of literature 
Optimum allocation of sample sizes to various strata in univariate stratified random sampling is well 
defined in the literature. But usually in real life situations more than one population characteristics are to be 
estimated which may be of conflicting nature. There are situations where the cost of measurement varies from 
stratum to stratum. Also the cost of enumerating varies characters is generally much different. What is therefore 
optimum for one characteristic may not be optimum for the others. 
 
The author to give a convex programming (CP) formulation to the allocation problem in multivariate 
stratified sampling was Kokan (1963). An analytical solution through this CPP model was provided by Kokan 
and Khan (1967). They also showed how the sample allocation problem in other designs, such as two-stage 
sampling or double sampling can be viewed as a CPP. In the presence of prior information and an overhead cost 
in each stratum, the cost function to be minimized becomes concave. A solution to this allocation problem in this 
situation was provided by Ahsan and Khan  (1977). The problem of determining strata boundaries in multivariate 
surveys was considered by Ahsan et al. (1983).  
        
Chadha et al. (1971) used dynamic programming technique to find the optimum allocation in univariate 
case. Later Omule (1985) used the same technique for the multivariate sampling. Khan (1995) and Khan (1997) 
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have also minimized the weighted sum of the variances of the estimates of different characteristics using 
dynamic programming. 
 
Bethal (1989) expresses the optimal multi-character stratified sample allocation as a closed expression 
in terms of normalized Lagrangian multipliers whereas Rahim (1994) proposed an alternative procedure based 
on distance function of the sampling errors of all the estimates. Various authors like Armstrong and Mu (1992),  
Kreienbrock (1993), Nandi and Aich (1995), Chernyak and Starytskyy (1998), Chernyak (1999), Chernyak and 
Chornous (2000) either suggested new criteria or explored further the already existing criteria.  
 
Garcia Diaz et al. (2005) give a detailed study of the problem under a number of stochastic optimization 
techniques. Javid  et al. (2009), considered the case of random costs and used modified E-model for solving this 
problem. Bakhshi et.al. (2010) find the optimal sample number in Multivariate Stratified Sampling with 
probabilistic cost constraints. Khan et al. (2011, 2012) gave thorough study on Chebyshev approximate solution 
to allocation Problem in multivariate objective surveys with random costs and allocation in multivariate stratified 
survey with non-linear random cost function. Gupta et.al (2013) studied on optimal chance constraint 
multivariate stratified sampling design and also Fuzzy Goal Programming approach in stochastic multivariate 
stratified sampling surveys. 
 
3. Integer Programming Problem 
The enumeration techniques are designed in such a way that all the integer feasible points are 
enumerated either explicitly or implicitly in systematic manner so as to get finally the optimal integer point. The 
enumeration of integer points is possible as the feasible region of a bounded integer program always contains a 
finite set of feasible points. The enumeration techniques such as branch-and-bound enumeration and implicit 
enumeration which require to enumerate only a small subset of feasible integer points to arrive at the optimal 
solution. This technique Quasi-enumerative approach to problem solving that has been applied to a wide variety 
of combinatorial. It is fairly efficient for modest size problems and the general methodology forms an important 
part of the set of (exact) solution methods for the general class of integer linear programming problems (LPP’s). 
 
Any decision problem (with an objective to be maximized or minimized) in which the decision 
variables must assume non-fractional or discrete values may be classified as an inter optimization problem. In 
general, an integer problem may be constrained or un-constrained and the functions representing the objective 
and constraints may be linear or non-linear. An integer problem is classified as linear if by relaxing the integer 
restrictions on the variables, the resulting functions are strictly linear.   
 
The general mathematical model of an integer programming problem can be stated as: 
Maximize (or Minimize)  xf  
Subject to  
    m,....,,i,bororXg
ii
21  
  n,.....,,j,x
j
210   
  
j
x  is an integer  
where  
n,
x.....,x,xX
21
  is the n–component vector of dimension variables an           N = {1, 2, 
………, n}. 
 
If I = N that is, all variables are restricted to be integer, we have an all (or pure) integer programming 
problem, otherwise 
 
If I  N i.e. not all variables are restricted to be integer, we have a mixed integer programming problem 
(MIPP) 
 
In this paper, we consider the allocation problem in stratified sampling with linear sampling costs. We 
use the branch and bound technique for obtaining the integer solution to the formulated non-linear integer 
programming problem. The basic idea of branch and bound is to partition a given problem into a number of sub 
problems. This process of partitioning is usually called branching and its purpose is to establish sub problems 
that are easier to solve than the original problem because of their smaller size or amenable structure. Numerical 
illustrations is presented here to support the theoretical results.  
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4. Problem Formulation 
The following notations will be used to define the sample allocation problem. The decision variable of 
interest is the sample size of each stratum. The suffix  j  stands for  
thj   stratum,  j = 1, 2,…, L, where  L  
denotes the total number of strata into which the population has been divided. 
j
N = Total number of units in the stratum  j,  j = 1,2, …, L 
j
n = Number of units selected in the sample from the stratum  j   
j
W = 
N
j
N
= Proportion of population units falling in the stratum j   
jy =  j
th
 Stratum mean 
2
j
S = jth Stratum variance 
j
C = Cost of surveying one unit in stratum  j, (C j > 0, j = 1, 2,…, L) 
sty  =  j
L
j
j
y
N
N

1
  Stratified sample mean 
The variance of the y st is given by 
 )y(V st = 


L
j
j
jj
L
j
j
jj
N
SW
n
SW
1
22
1
22
 
For large strata sizes the second term on the right may be ignored and we get 
 )y(V st 

L
j
j
jj
n
SW
1
22
 
The problem of optimal sample allocation involves determining the sample size     
j
n,......,n,n
21
 that 
minimize the variance )y(V st  subject to a given sampling budget C, or determining jn,........,n,n 21   that 
minimizes sampling cost subject to an upper bound on the variance. The simplest cost function is of the form 
j
L
j
j
nC
1
. Within any stratum the cost is proportional to the size of sample, but the cost per unit 
j
C  may 
vary from stratum to stratum. This cost function is appropriate when the major item of cost is that of taking the 
measurements on each unit. 
We consider the integer allocation problems for linear cost function and fixed budget. 
 For linear cost function and fixed budget the problem is formulated as  
   Minimize 

L
j
j
jj
n
SW
1
22
     (4. 1) 
   Subject  to    CnC
L
j
jj

1
                (4. 2)  
     
jj
Nn 1       (4. 3) 
     
j
n  integers,                (4. 4) 
5. Solution Procedure 
The solution of problem (4.1) to (4.2) ignoring the upper and lower bound restricting and the integer 
requirements.  
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Differentiation with respect to 
j
n and  , we get 
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which on simplification gives the initial solution as  
 
 L.......,,j,
CSW
CSWC
n
L
j
jjj
jJj
j
21
1



               (5.1) 
 
Now the Land and Doig approach of the branch and bound technique will require the solution of sub-problems in 
which some of the 
j
n  are fixed. Suppose that at thK  node, the fixed values of 
j
n  are for 
k
Ij . Then the 
corresponding lagrangian is  
   
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Equating to zero the differentials of   with respect to 
j
n and  , we obtain the solution at node K as   
 L,......,j,
CSW
C
SW
nCC
n
L
K
Ij
jjj
j
jj
K
Ii
ii
j
21




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








                                         (5.2) 
 
For branching from each node of the tree, we will choose an 
j
n at the current node which either 
violates the integer requirements or which violates the upper and lower bounds. Whenever the branching is done 
on the bounds then one branch will fix the corresponding 
j
n  on the violated bound and the other on the next 
feasible integer value. 
 
 
6. Numerical Illustration 
The data in table below is related to the farmers of 64 villages in the south Kashmir of J&K (in 
thousands) for the year 2012. The villages are grouped into three strata. There are 16, 20 and 28 villages 
respectively in the first, second and third stratum and the data is condensed in the tabular form as below: 
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Table - 6.1 
Stratum 
j
N  2
j
S  j
W  
j
C  
1. 16 540.0625 0.25 04 
2. 20 14.6737 0.3125 1.5 
3. 28 7.2540 0.4375 01 
 
For the above data, the allocation problem may be stated as follows: 
   Minimize           
321
3885143301753933
n
.
n
.
n
.
  
   Subject to  
     70514
321
 nn.n  
     
281
201
161
3
2
1



n
n
n
 
    
321
n,n,n  integers 
Using (5.1), we get the optimal values 
321
nandn,n as 
25314
1
.n    8094
2
.n    7835
3
.n 
  
Figure 6.1: The various nodes of branch and bound method while solving the problem 
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7. Conclusions  
In this paper, we use branch and bound techniques for obtaining the integer solution to the allocation 
problem in stratified sampling with linear cost function. The integer solution obtained by using branch and 
bound comes out to be at node. 7 as n1=14, n2=5 and n3=6 with Z*=2.92.  This solution happens to be our 
optimal solution. The main advantage of using the branch and bound to allocation problem is that, we can easily 
tackle the situation of over sampling – i.e. the optimal allocation requires sampling more than 100% in certain 
strata. 
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