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ON THE PROJECTIVE DESCRIPTION OF SPACES OF
ULTRADIFFERENTIABLE FUNCTIONS OF ROUMIEU TYPE
ANDREAS DEBROUWERE, BOJAN PRANGOSKI, AND JASSON VINDAS
Abstract. We provide a projective description of the space E{M}(Ω) of ultradiffer-
entiable functions of Roumieu type, where Ω is an arbitrary open set in Rd and M is
a weight matrix satisfying the analogue of Komatsu’s condition (M.2)′. In particular,
we obtain in a unified way projective descriptions of ultradifferentiable classes defined
via a single weight sequence (Denjoy-Carleman approach) and via a weight function
(Braun-Meise-Taylor approach) under considerably weaker assumptions than in ear-
lier versions of these results.
1. Introduction
In his seminal work [8], Komatsu gave an explicit system of seminorms generating
the topology of the space E{M}(Ω) of ultradifferentiable functions of Roumieu type
(for short, a projective description of E{M}(Ω)), where Ω is an arbitrary open set of
R
d and M is a non-quasianalytic weight sequence satisfying the conditions (M.1) and
(M.2)′ [8, Proposition 3.5]. In [4, Proposition 4.8], the first and the third authors
relaxed the non-quasianalyticity assumption on M to supp∈N pM
−1/p
p < ∞. Similarly,
a projective description of the space E{ω}(Ω) was implicitly given in [6, Section 3],
where ω is a weight function in the sense of Braun, Meise and Taylor [2] that satisfies
ω(t) = O(t). Projective descriptions are indispensable in the study of spaces of vector-
valued ultradifferentiable functions of Roumieu type [8, 4], e.g., for achieving completed
tensor product representations of such spaces.
The goal of this article is to provide a projective description of spaces of ultradif-
ferentiable functions of Roumieu type defined via a weight matrix [11]. This approach
leads to a unified treatment of ultradifferentiable classes defined via a single weight
sequence and via a weight function, but also comprises other spaces, e.g., the union
of all Gevrey spaces. For the two standard classes we obtain projective descriptions
under much weaker assumptions than in the above mentioned works; see Corollary 1
and Corollary 2.
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2. Spaces of ultradifferentiable functions of Roumieu type
Let M = (Mp)p∈N be a sequence of positive numbers (a weight sequence). We
consider the following three conditions on M :
(M.0) Mp ≥ ch
p, p ∈ N, for some c, h > 0;
(M.1) M2p ≤ Mp−1Mp+1, p ∈ Z+;
(M.2)′ Mp+1 ≤ CH
pMp, p ∈ N, for some C,H > 0.
The conditions (M.1) and (M.2)′ are denoted by (Mlc) and (Mdc), respectively, in [11].
We use here the standard notation from [7]. The relation M ⊂ N between two weight
sequences means that there are C, h > 0 such that Mp ≤ Ch
pNp for all p ∈ N. The
stronger relationM ≺ N means that the latter inequality remains valid for every h > 0
and a suitable C = Ch > 0. We set Mα =M|α|, α ∈ N
d.
For h > 0 and a regular compact set K ⋐ Rd (i.e., K = intK) we write EM,h(K) for
the Banach space consisting of all ϕ ∈ C∞(K)1 such that
‖ϕ‖EM,h(K) := sup
α∈Nd
h|α|‖∂αϕ‖L∞(K)
Mα
<∞.
We set
E{M}(K) := lim
−→
h→0+
EM,h(K).
Given an open set Ω ⊆ Rd, we define the space of ultradifferentiable functions of
Roumieu type (of class {M}) on Ω as
E{M}(Ω) := lim
←−
K⋐Ω
E{M}(K).
Next, we introduce weight matrices and the associated spaces of ultradifferentiable
functions [11]. A weight matrix is a sequence M = (Mn)n∈N consisting of weight
sequencesMn such thatMn ≤Mn+1 for all n ∈ N. We consider the following condition
on M:
{M.2}′ ∀n ∈ N ∃m ∈ N ∃C,H > 0 ∀p ∈ N : Mnp+1 ≤ CH
pMmp .
The condition {M.2}′ is denoted by (M{dc}) in [11]. Given a regular compact set
K ⋐ Rd, we denote
E{M}(K) := lim
−→
n∈N
E{Mn}(K).
Given an open set Ω ⊆ Rd, we define the space of ultradifferentiable functions of
Roumieu type (of class {M}) on Ω as
E{M}(Ω) := lim
←−
K⋐Ω
E{M}(K).
Finally, we introduce spaces of ultradifferentiable functions defined via a weight
function in the sense of Braun, Meise and Taylor [2] and explain how they fit into
the weight matrix approach; see [11, Section 5] for more details. By a weight function
1We define C∞(K) as the space consisting of all ϕ ∈ C∞(intK) such that ∂αϕ extends to a
continuous function on K for each α ∈ Nd.
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we mean a continuous increasing function ω : [0,∞) → [0,∞) with ω|[0,1] ≡ 0 and
satisfying the following three properties:
(α) ω(2t) = O(ω(t));
(γ0) log t = o(ω(t));
(δ) φ = φω : [0,∞)→ [0,∞), given by φ(x) = ω(e
x), is convex.
Note that φ∗ is increasing and convex, φ∗(0) = 0, (φ∗)∗ = φ, φ∗(y)/y is increasing on
[0,∞) and φ∗(y)/y →∞ as y →∞. For ρ > 0 and a regular compact set K ⋐ Rd we
write Eω,ρ(K) for the Banach space consisting of all ϕ ∈ C∞(K) such that
‖ϕ‖Eω,ρ(K) := sup
α∈Nd
‖∂αϕ‖L∞(K) exp
(
−
1
ρ
φ∗(ρ|α|)
)
<∞.
Given an open set Ω ⊆ Rd, we define the space of ultradifferentiable functions of
Roumieu type (of class {ω}) on Ω as
E{ω}(Ω) := lim
←−
K⋐Ω
lim
−→
ρ→∞
Eω,ρ(K).
We associate to ω to the weight matrix Mω = (M
n
ω )n∈N, where the weight sequence
Mnω is defined as
Mnω,p := exp
(
1
n
φ∗(np)
)
, p ∈ N.
Note that each Mnω satisfies (M.0) and (M.1). Furthermore, Mω satisfies {M.2}
′ and
E{ω}(Ω) = E{Mω}(Ω) as locally convex spaces [11, Corollary 5.15].
3. Projective description of E{M}(Ω)
Given a weight matrix M, we define V (M) as the set of all those weight sequences
N such thatMn ≺ N for all n ∈ N. The next theorem is the main result of this article.
Theorem 1. Let Ω ⊆ Rd be open and let M be a weight matrix satisfying {M.2}′. A
function ϕ ∈ C∞(Ω) belongs to E{M}(Ω) if and only if
‖ϕ‖EN,1(K) = sup
α∈Nd
‖∂αϕ‖L∞(K)
Nα
<∞
for all K ⋐ Ω and N ∈ V (M). Moreover, the locally convex topology of E{M}(Ω) is
generated by the system of seminorms {‖ · ‖EN,1(K) |K ⋐ Ω, N ∈ V (M)}.
Remark 1. Let M be a weight matrix satisfying {M.2}′ and suppose that each weight
sequence Mn satisfies (M.0) and (M.1). Obviously, every element of V (M) automati-
cally satisfies (M.0). Define V ∗(M) as the set of all N ∈ V (M) for which (M.1) holds.
Then, Theorem 1 still holds true if we replace V (M) by V ∗(M). This follows from
the fact that for each N ∈ V (M) its log-convex minorant N c belongs to V ∗(M) and
satisfies N c ≤ N .
Before we prove Theorem 1, let us show how it entails the projective description of
the spaces E{M}(Ω) and E{ω}(Ω). Following Komatsu [8], we denote by R the family
of all non-decreasing sequences r = (rj)j∈N of positive numbers such that rj → ∞ as
j →∞. The next result generalizes [8, Proposition 3.5] and [4, Proposition 4.8].
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Corollary 1. Let Ω ⊆ Rd be open and let M be a weight sequence satisfying (M.2)′.
A function ϕ ∈ C∞(Ω) belongs to E{M}(Ω) if and only if
‖ϕ‖EM,r(K) := sup
α∈Nd
‖∂αϕ‖L∞(K)
Mα
∏|α|
j=0 rj
<∞
for all K ⋐ Ω and r ∈ R. Moreover, the locally convex topology of E{M}(Ω) is generated
by the system of seminorms {‖ · ‖EM,r(K) |K ⋐ Ω, r ∈ R}.
Proof. This follows from Theorem 1 (applied to the constant weight matrix M =
(M)n∈N) and [8, Lemma 3.4]. 
Given a weight function ω, we define V (ω) as the set consisting of all weight functions
σ such that σ = o(ω).
Corollary 2. Let Ω ⊆ Rd be open and let ω be a weight function. A function ϕ ∈
C∞(Ω) belongs to E{ω}(Ω) if and only if
‖ϕ‖Eσ,1(K) = sup
α∈Nd
‖∂αϕ‖L∞(K)e
−φ∗σ(|α|) <∞
for all K ⋐ Ω and σ ∈ V (ω). Moreover, the locally convex topology of E{ω}(Ω) is
generated by the system of seminorms {‖ · ‖Eσ,1(K) |K ⋐ Ω, σ ∈ V (ω)}.
Proof. By Theorem 1 and Remark 1 (applied to the weight matrix Mω) it suffices to
show that
(i) ∀σ ∈ V (ω) : M1σ ∈ V (Mω).
(ii) ∀N ∈ V ∗(Mω) ∃σ ∈ V (ω) : M
1
σ ⊂ N .
The first statement is obvious. We now show the second one. Let N ∈ V ∗(Mω) be
arbitrary. Consider the associated function of N
ωN(t) = sup
p∈N
log
tpN0
Np
, t ≥ 0.
Then, ωN = o(ω). By [2, Lemma 1.7 and Remark 1.8], there is a weight function
σ ∈ V (ω) such that ωN = o(σ). Since ωM1σ ≍ σ [11, Lemma 5.7], we obtain that
ωN(t) ≤ ωM1σ(t) + C, t ≥ 0.
Since bothN andM1σ satisfy (M.0) and (M.1), the latter inequality yields thatM
1
σ ⊂ N
[7, Lemma 3.8]. 
We now turn to the proof of Theorem 1. We use the same idea as in Komatsu’s
proof of [8, Proposition 3.5]. Fix a weight matrix M satisfying {M.2}′. Since any open
set Ω ⊆ Rd admits an exhaustion by compact sets that are finite unions of regular
connected compact sets K with smooth boundary2 (in particular, intK is a Lipschitz
domain), Theorem 1 follows from the next result.
2This follows from the existence of a positive smooth exhausting function on Ω [9, Proposition 2.28]
and Sard’s theorem [9, Theorem 6.10].
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Theorem 2. Let K ⋐ Rd be a regular compact set such that intK is a Lipschitz domain
and let M be a weight matrix satisfying {M.2}′. A function ϕ ∈ C∞(K) belongs to
E{M}(K) if and only if ‖ϕ‖EN,1(K) <∞ for all N ∈ V (M). Moreover, the locally convex
topology of E{M}(K) is generated by the system of seminorms {‖ · ‖EN,1(K) |N ∈ V (M)}.
The rest of this article is devoted to the proof of Theorem 2. We start with the
following technical lemma (cf. [7, Lemma 3.4]).
Lemma 1. Let (ap)p∈N be a sequence of positive numbers.
(i) sup
p∈N
hpap
Mnp
< ∞ for some h > 0 and n ∈ N if and only if sup
p∈N
ap
Np
< ∞ for all
N ∈ V (M).
(ii) sup
p∈N
apNp <∞ for some N ∈ V (M) if and only if sup
p∈N
apM
n
p
hp
<∞ for all h > 0
and n ∈ N.
Proof. The direct implications are clear. We now show the converse ones.
(i) Suppose that supp∈N ap/(n
pMnp ) =∞ for all n ∈ N. Choose a strictly increasing
sequence (pn)n∈N of natural numbers with p0 = 0 and
apn
npnMnpn
≥ n, n ∈ Z+.
Define Np = n
pMnp if pn ≤ p < pn+1. Then, N = (Np)p∈N belongs to V (M) but
supp∈N ap/Np =∞, a contradiction.
(ii) For each n ∈ N there is Cn > 0 such that
npMnp ≤
Cn
ap
, p ∈ N.
Define
Np = sup
n∈N
npMnp
Cn
, p ∈ N.
Then, N = (Np)p∈N belongs to V (M) and supp∈N apNp <∞. 
A set A ⊆ Rd is said to be quasiconvex if there exists C > 0 such that any two
points x, y ∈ A can be joined by a curve in A with length at most C|x − y|. This
notion was introduced by Whitney [13] under the name property (P ). The closure of
a quasiconvex open set is again quasiconvex [13, Lemma 2]. Moreover, every bounded
Lipschitz domain is quasiconvex [3, Section 2.5].
Let K ⋐ Rd be a regular compact set such that intK is quasiconvex. For n ∈ N
we denote by Cn(K) the vector space of all ϕ ∈ Cn(intK) such that ∂αϕ extends to a
continuous function on K for each |α| ≤ n; it is a Banach space when endowed with the
norm sup|α|≤n ‖∂
αϕ‖L∞(K). By [13, Theorem, p. 485], the space C
n(K) is topologically
isomorphic to the Banach space of Whitney jets of order n on K [12]. Let R > 0
be such that K ⋐ B(0, R). Whitney’s extension theorem [14, Theorem I] yields the
existence of a continuous linear extension operator Cn(K) → Cn(B(0, R)), that is, a
continuous linear right inverse of the restriction mapping Cn(B(0, R))→ Cn(K). The
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latter implies that the inclusion mapping Cn+1(K)→ Cn(K) is compact. A standard
argument (cf. [7, Proposition 2.2]) therefore gives the following result.
Lemma 2. Let K ⋐ Rd be a regular compact set such that intK is quasiconvex. Then,
E{M}(K) is a (DFS)-space.
Next, we show a structural result for the dual of E{M}(K); this is the crux of the
proof of Theorem 2. We need some preparation. Given a Banach space E, a weight
sequence M = (Mp)p∈N and h > 0, we define Λ
M,h(E) as the Banach space consisting
of all multi-indexed sequences e = (eα)α∈Nd ∈ E
Nd such that
‖e‖ΛM,h(E) := sup
α∈Nd
h|α|‖eα‖E
Mα
<∞.
We define the (LB)-space
Λ{M}(E) := lim
−→
n∈N
lim
−→
h→0+
ΛMn,h(E)
and the Fre´chet space
Λ
′{M}(E) := lim
←−
n∈N
lim
←−
h→0+
Λ1/Mn,1/h(E).
The dual of Λ
′{M}(E) may be identified with Λ{M}(E ′); the dual pairing under this
identification is given by
〈e′, e〉 =
∑
α∈Nd
〈e′α, eα〉, e
′ ∈ Λ{M}(E ′), e ∈ Λ
′{M}(E).
Proposition 1. Let K ⋐ Rd be a regular compact set such that intK is a Lipschitz
domain and let M be a weight matrix satisfying {M.2}′. Let B be an equicontinuous
subset of (E{M}(K))′. There exist N ∈ V (M) and C > 0 such that for each T ∈ B
there is a family {Fα,T ∈ L
2(K)|α ∈ Nd} satisfying
sup
α∈Nd
‖Fα,T‖L2(K)Nα ≤ C(1)
and
〈T, ϕ〉 =
∑
α∈Nd
∫
K
Fα,T (x)∂
αϕ(x)dx, ϕ ∈ E{M}(K).(2)
Proof. We claim that the continuous linear mapping
S : Λ
′{M}(L2(K))→ (E{M}(K))′β, (Fα)α∈Nd 7→
∑
α∈Nd
(−1)|α|∂αFα
is surjective. Before we prove the claim, let us show how it implies the result. By
Lemma 1(ii), it suffices to show that for every bounded subset B of (E{M}(K))′β (in
particular, for every equicontinuous subset B of (E{M}(K))′) there is a bounded subset
A of Λ
′{M}(L2(K)) such that S(A) = B. Since (E{M}(K))′β is a Fre´chet-Montel space
(Lemma 2), this follows from the following general fact [10, Corollary 26.22]: Let
T : E → F be a surjective continuous linear mapping between a Fre´chet space E and
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a Fre´chet-Montel space F . Then, for every bounded subset B of F there is a bounded
subset A of E such that S(A) = B. We now prove the claim. To this end, it suffices to
show that the transpose of S is injective and has weak-∗ closed range. By the remarks
preceding this proposition and the fact that E{M}(K) is reflexive (Lemma 2), we may
identify the transpose of S with the mapping
St : E{M}(K)→ Λ{M}(L2(K)), ϕ→ (∂αϕ)α∈Nd .
This mapping is clearly injective. We now show that it has weak-∗ closed range. Let
(ϕj)j be a net in E
{M}(K) and F = (Fα)α∈Nd ∈ Λ
{M}(L2(K)) such that St(ϕj)→ F in
the weak-∗ topology on Λ{M}(L2(K)). In particular, ∂αϕj → Fα in L
1
loc(intK) for all
α ∈ Nd. Consequently, ∂αF0 = Fα ∈ L
2(intK) (the derivatives should be interpreted
in the sense of distributions). By the Sobolev embedding theorem [1, Theorem 4.12
Part II], there is k ∈ N such that the continuous embedding Hk(intK)→ C(K) hodls,
where Hk(intK) denotes the Sobolev space of order k. Since ∂αF0 ∈ H
k(intK) for all
α ∈ Nd, we obtain that F0 ∈ C
∞(K) and
‖∂αF0‖L∞(K) ≤ Dmax
|β|≤k
‖∂α+βF0‖L2(intK) = Dmax
|β|≤k
‖Fα+β‖L2(intK), α ∈ N
d,
for some D > 0. Pick 0 < h ≤ 1 and n ∈ N such that F ∈ ΛMn,h(L2(K)). Condition
{M.2}′ implies that there are m ∈ N and C,H > 0 such that max0≤j≤kM
n
p+j ≤
CHpMmp for all p ∈ N. Hence,
‖F0‖EMm,h/H (K) ≤ DCh
−k‖F‖ΛMn,h(L2(K)).
This shows that F0 ∈ E
{M}(K) and thus F = (Fα)α∈Nd = (∂
αF0)α∈Nd ∈ ImS
t. 
Remark 2. One can also use the dual Mittag-Leffler lemma [7, Lemma 1.4] in the same
way as in the proof of [5, Theorem 3.2(ii)] (see also the proof of [7, Proposition 8.6])
to show Proposition 1.
Proof of Theorem 2. The first statement is a consequence of Lemma 1(i). Moreover, it
is clear that for each N ∈ V (M) the seminorm ‖ · ‖EN,1(K) is continuous on E
{M}(K).
We now show that for every seminorm q on E{M}(K) there are N ∈ V (M) and C > 0
such that
q(ϕ) ≤ C‖ϕ‖EN,1(K), ϕ ∈ E
{M}(K).
Choose an equicontinuous subset B of E ′{M}(K) such that
q(ϕ) = sup
T∈B
|〈T, ϕ〉|, ϕ ∈ E{M}(K).
By Proposition 1, there exist N ∈ V (M) and C > 0 such that for each T ∈ B there is
a family {Fα,T ∈ L
2(K)|α ∈ Nd} satisfying (1) and (2). Set L = (Np/2
p)p∈N ∈ V (M).
For all ϕ ∈ E{M}(K) it holds that
q(ϕ) ≤ sup
T∈B
∑
α∈Nd
∫
K
|Fα,T (x)‖∂
αϕ(x)|dx ≤ sup
T∈B
∑
α∈Nd
‖Fα,T‖L2(K)‖∂
αϕ‖L2(K)
≤ C|K|1/2
∑
α∈Nd
‖∂αϕ‖L∞(K)
Nα
≤ 2dC|K|1/2‖ϕ‖EL,1(K). 
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