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Time-dependent density functional theory (TDDFT) has been applied to the calculation of absorp-
tion spectra for two-dimensional atomic layer materials. We reveal that the character of the first
bright exciton state of bi-layer hexagonal boron nitride (h-BN) is dependent on the layer stacking
type through the use of many-body perturbation theory (MBPT) calculations, i.e., the electron and
hole in the AA′ stacking are present in the same layer (intralayer exciton) while the A′B stacking
exhibits an interlayer exciton. We demonstrate that the TDDFT approach with the meta-generalized
gradient approximation to the exchange-correlation (XC) potential, and the Bootstrap XC kernel can
capture the absorption peaks that correspond to these excitons without computationally heavy GW
and Bethe-Salpeter equation calculations. We also show that the TDDFT method provides the absorp-
tion spectra for mono-layer transition metal dichalcogenides, MoS2 and MoSe2. This study confirms
the validity of the TDDFT approach for the first investigation of the optical properties of complex
two-dimensional atomic layer materials to which the MBPT calculation can not be readily applied.
INTRODUCTION
Two-dimensional (2D) atomic layer materials have
been gathering more and more attention since an effi-
cient production method for the representative 2D ma-
terial, graphene, was discovered in 2004 [1]. Many novel
properties and physics that appear in these 2D materials
due to their distinct electronic structures and the quan-
tum confinement effect have been experimentally and
theoretically discovered, such as the quantum Hall ef-
fect [2, 3], tightly bound trions [4–6], and the valley de-
grees of freedom [7–9], just to name a few. Various 2D
materials have been synthesized, including metals (e.g.,
graphene [1]), semiconductors (e.g., mono- and few-
layer transition metal dichalcogenides (TMDCs) [10–
12]), and insulators (e.g., mono- and few-layer hexag-
onal boron nitride (h-BN) [13]). These materials have
been extensively studied towards their application to
nanoscale-thermoelectronic [14–17] and optoelectronic
devices [18–20], such as light-harvesting devices [21–
24], photo-detectors [25, 26], and light-emitting de-
vices [27–30]. These 2D materials can be combined
by van der Waals (vdW) forces as building blocks
to produce the vdW heterostructures [31, 32], which
can be high-performance optoelectronic devices [33–42].
Atoms or molecules can also be intercalated or adsorbed
into these 2D materials as chemical dopants to modify
the number of carriers, and to control the absorbance
and photoluminescence properties [43–45].
When considering the application of these 2D ma-
terials to nano-optoelectronic devices, a first-principles
analysis of their optical properties plays a crucial role.
If the absorption spectrum (i.e., the imaginary part of
macroscopic dielectric function) of the materials could
be simulated, then it would be possible to design the
best combination of materials that most efficiently ab-
sorb a specific wavelength of light, for example. How-
ever, the dielectric screening of the Coulomb interac-
tion in many 2D materials is significantly reduced due
to their atomically thin structures when compared to
the bulk, and the electron and hole are strongly bound
after the absorption of light, i.e., the excitonic effect is
enhanced [46]. Consequently, the independent-particle
transition picture is considered to break down, and cal-
culation based on Fermi’s golden rule, or the random
phase approximation (RPA) [47–49] is not adequate to
calculate the absorption spectrum of these 2D materi-
als accurately [46]. The method based on the many-
body perturbation theory (MBPT) [49, 50], i.e., solving
the Bethe-Salpeter equation (BSE) with the GW approx-
imation has generally been used to calculate the elec-
tron self-energy (quasiparticle effect) and the excitonic
states and the macroscopic dielectric function of these
materials [30, 37, 46, 51–61]. However, it is known that
both the GW calculation and the BSE calculation require
huge computational costs, and thus the application of
the MBPT approach to these complex 2D systems, such
as heterostructures and molecule-adsorbed systems, re-
mains a challenge, even with the current supercomput-
ers [40, 41, 62–64].
In this study, we investigate the possibility of calcu-
lating the absorption spectra of 2D materials using the
method based on time-dependent density functional the-
ory (TDDFT) [65–67]. TDDFT is a formally exact ap-
proach to the time-dependent many-body problem, and
in principle it can capture the quasiparticle and exci-
tonic effects, and give the correct spectra [66], as we
briefly review these in the next section. The TDDFT ap-
proach in the linear response regime can significantly
reduce the computational cost compared to the MBPT
approach. This is because TDDFT relies on the electron
density instead of the Green’s function, and only two-
point response functions are involved in the formalism,
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while the MBPT approach requires the four-point re-
sponse functions [66, 68–70]. In practice, the exchange-
correlation (XC) term that incorporates all many-body
effects in the theory must be approximated, and the ac-
curacy of the calculation depends on the quality of the
approximation. There has been a long time effort to
improve the XC term to capture the excitonic effect in
a material [66, 68–81]. Among these efforts, the Boot-
strap XC kernel developed by Sharma et al. [73, 82] has
been reported to be effective to provide a description
of the excitonic peaks in the absorption spectra with-
out a requirement for material-dependent parameters.
On the other hand, the meta-generalized gradient ap-
proximation to the XC potential developed by Tran and
Blaha (TB-mBJ potential) [83–85] is known to give cor-
rect band gaps of materials, i.e., effectively capture the
quasiparticle effect. Nevertheless, the application of the
TDDFT approach to 2D materials has been limited to
date [86–93], and there have been no studies that ap-
plied TDDFT to calculation of the excitonic peaks in the
absorption spectra of 2D materials, to the best of our
knowledge. Therefore, it is unclear whether the TDDFT
approach can describe the absorption peaks that corre-
spond to the interlayer excitons where the electron and
hole sit on different layers, which can emerge in multi-
layer 2D systems and is important for application in
nano-optoelectronics [34, 37, 40–42, 60, 61, 64].
Here we calculate the absorption spectra of 2D mate-
rials, mono-layer and bi-layer hexagonal boron nitride
(h-BN) and mono-layer TMDCs (MoS2 and MoSe2), us-
ing the TDDFT approach with the TB-mBJ potential [83–
85] and the Bootstrap kernel [73, 82]. A recent study [94]
reported that the character of excitons in bulk h-BN is
governed by the layer stacking arrangement. Here we
show that the excitons in bi-layer h-BN also have a de-
pendence on the layer stacking by the MBPT calcula-
tion, and then demonstrate that the TDDFT approach
qualitatively well describes the absorption peaks that
correspond to these excitons. We also show that the
TDDFT approach well captures the difference in the ab-
sorption spectra between mono-layer MoS2 and MoSe2
as reported from experimental measurements [95].
METHODS
Formalism
In this section we describe the TDDFT approach used
in this study. We first review how TDDFT is connected
with MBPT and the rigorous form of the XC kernel [66]
to remind the reader that TDDFT in principle can de-
scribe the excitonic peak energies. We then show those
features of the exact XC kernel that are captured by the
Bootstrap kernel [73, 82] with the aim to represent the
question whether or not these features are effective to
describe the excitonic peaks of 2D materials.
In the linear response TDDFT regime, the response
function χ is given by the following Dyson-like equa-
tion [66] (atomic units are used unless stated otherwise):
χ(1, 2) = χs(1, 2)
+
∫
d3d4χs(1, 3)[v(3, 4) + fxc(3, 4)]χ(4, 2),
(1)
where χs is the response function of the non-interacting
Kohn-Sham system, v is the bare Coulomb potential,
and fxc is the XC kernel (the numbers represent space-
time arguments, e.g., 1 = (r1, t1)). The dielectric
function is obtained from χ through ε−1(q, ω) = 1 +
v(q)χ(q, ω).
Next we present the connection between TDDFT
and MBPT. Defining the proper response function χ˜ as
χ = χ˜ + χ˜vχ (integration is implied in the appropriate
places) [66], the following expression for fxc is derived:
χ˜(1, 2) = χs(1, 2) +
∫
d3d4χs(1, 3)fxc(3, 4)χ˜(4, 2). (2)
In MBPT, the propagation of an electron-hole pair is de-
scribed by the two-particle Green’s function, or the four-
point polarization function L(1, 2, 3, 4), which satisfies
the BSE [49, 50]:
L(1, 2, 3, 4) = L0(1, 2, 3, 4)
+
∫
d5d6d7d8L0(1, 7, 3, 5)Γ(5, 6, 7, 8)L(8, 2, 6, 4).
(3)
L0 is the non-interacting four-point polarization and Γ
is the two-particle scattering amplitude. In the equal
time limit, L(1, 2, 1, 2) reduces to χ(1, 2), and thus the
dielectric function that takes account of excitons is ob-
tained once the BSE is solved. Now with the defini-
tion of the proper four-point polarization L˜ as L =
L˜ + L˜wL and L˜ = Ls + LsΓxcL˜ (where w(1, 2, 3, 4) =
δ(1, 3)δ(2, 4)v(1, 2), Ls is the four-point polarization of
the Kohn-Sham system, and Γxc is the XC scattering
amplitude), the XC kernel that gives the same response
function as that from the BSE is given by the following
equation [66]:∫
d3d4χs(1, 3)fxc(3, 4)χ˜(4, 2)
=
∫
d3d4d5d6Ls(1, 5, 1, 3)Γxc(3, 4, 5, 6)L˜(6, 2, 4, 2),
(4)
which is represented diagrammatically in Fig. 1.
Equation (4) connects the XC kernel in TDDFT with
the four-point function in MBPT, and this equation
should be the starting point to develop the approxima-
tion to the XC kernel. The Bootstrap kernel [73, 82] does
capture certain features of the exact XC kernel (4). To
observe this, the partition of the XC kernel as a sum
2
𝑓xc = Γxc
FIG. 1. Diagrammatic representation of Eq. (4) that connects
the XC kernel in TDDFT with the four-point function in MBPT.
of a quasiparticle part fqpxc and an excitonic part f exxc ,
fxc = f
qp
xc + f
ex
xc , is first introduced with the following
relations [96]:
χ˜ = χqp + χqpf
ex
xc χ˜, (5)
χqp = χs + χsf
qp
xc χqp, (6)
where χqp is the response function of non-interacting
quasiparticles, i.e., fqpxc and f exxc bear the quasiparticle
and excitonic effect, respectively. The equation that con-
nects f exxc with the four-point polarization of the quasi-
particle system can now be approximated. Replacement
of the scattering amplitude with the screened Coulomb
interaction W [49, 50], and the replacement of χ˜ and L˜
with the corresponding quasiparticle expressions leads
to the so-called “nanoquanta” kernel [66, 68–70]:∫
d3d4χqp(1, 3)f
ex
xc (3, 4)χqp(4, 2)
=
∫
d3d4Gqp(1, 3)Gqp(4, 1)W (3, 4)Gqp(3, 2)Gqp(2, 4),
(7)
where Gqp is the one-particle Green’s function. The
nanoquanta kernel captures the excitonic effect through
Eq. (7), but is computationally as expensive as the BSE.
One of the important features of the nanoquanta kernel
is that it has the form of f exxc ∼ ε
−1(0)
q 2 α in the optical
limit (q → 0) [72]. It has been reported that this q−2-
divergence [97, 98] in the XC kernel is crucial to take
account of the excitonic effect [66, 71, 72, 78].
And from this aspect, the Bootstrap kernel proposed
by Sharma et al. [73, 82],
fbootxc =
ε−1(q, ω = 0)
χs(q, ω = 0)
, (8)
does capture the feature of the nanoquanta kernel be-
cause χs(q→ 0) = x0q2 [78, 97, 98], without the require-
ment of material-dependent parameters or heavy com-
putational cost. In this study we investigate whether
these features of the Bootstrap kernel are effective to
capture the excitonic effect in 2D materials. We also ex-
plore whether the fully density-functional approach can
be used to predict the absorption spectra of 2D materi-
als. For this purpose, χqp must also be calculated with-
out performing heavy GW calculations [49, 50]. Here we
do not solve Eq. (6) with fqpxc , but instead χqp is approx-
imated by the Kohn-Sham response function obtained
with the TB-mBJ potential functional [83, 84], which is
known to yield correct band gaps and thus is expected
to take account of the quasiparticle effect.
Computational details
The TDDFT and MBPT calculations have been per-
formed using the full-potential linearized augmented
plane wave codes Elk [99] and exciting [100–102],
respectively. In the ground-state calculation and the
TDDFT calculation, a basis-set cutoff RMTGmax = 7 is
used, while in the BSE calculation, RMTGmax = 6 is
used. A muffin-tin radius RMT = 1.3 bohr is adopted
for all atomic species involved in the simulation. In the
MBPT calculation, the ground-state electron densities
are computed in the framework of density functional
theory using the PBE XC potential functional [103].
Sampling of the Brillouin zone is 18 × 18 × 1 k-points
for the ground-state calculation, 10 × 10 × 1 shifted k-
points for calculation of the quasiparticle correction to
the Kohn-Sham eigenvalue within the G0W0 approxi-
mation, and 24 × 24 × 1 shifted k-points for the BSE
calculation. 60 empty states are included in all G0W0
and BSE calculations. In the construction of the BSE
Hamiltonian, two occupied and two unoccupied bands
are considered for mono-layer h-BN, and four occupied
and four unoccupied bands are considered for bi-layer
h-BN. In the TDDFT calculation, the TB-mBJ potential
functional [83] is used to obtain the approximate quasi-
particle response function χqp, as explained in the pre-
vious section, and the Bootstrap kernel [73] is used to
solve the Dyson-like equation (1). Brillouin zone sam-
pling is 24 × 24 × 1 k-points. These parameters ensure
the results that are sufficiently converged for our discus-
sion below.
RESULTS
Excitons in bi-layer h-BN from the MBPT approach
We first discuss the absorption spectra of bi-layer h-
BN calculated with the MBPT approach. Both bulk and
a few-layer h-BNs are insulators that exhibit large ex-
citonic peaks in the absorption spectra [57–61, 94, 104,
105]. A recent study [94] has reported that the character-
istics of excitons in bulk h-BN are largely influenced by
the layer stacking; for example, the 3D exciton, where
the electron distribution overlaps with the hole distri-
bution and also extends to the adjacent layers, appears
only in the layer configuration where inversion symme-
try is present. The dependence of the exciton character-
istics on the layer stacking arises from the difference in
3
the electronic structure of the bands that contribute to
the excitonic states [94].
In this subsection, we investigate whether the depen-
dence of excitons on the layer stacking appear also in bi-
layer h-BN using the MBPT calculation, and those char-
acteristics of excitons that dominate the onset of absorp-
tion. Our purpose in this study is to confirm whether or
not the TDDFT method can be used to simulate the ab-
sorption spectra of 2D materials, in particular whether
it can describe the first absorption peaks that may corre-
spond to interlayer or intralayer excitons. Therefore, we
must first clarify in which layer configuration the inter-
layer and intralayer excitons appear as the first peak in
the absorption spectra of bi-layer h-BN.
To this end, we focus on two types of layer stacking:
AA’ and A’B configurations. In the AA’ stacking config-
uration, B and N atoms of the first layer lie on top of dif-
ferent atoms in the second layer, while in A’B stacking,
the N atoms occupy the hollow position and the B atoms
are aligned on top of each other [94]. These two configu-
rations are selected because they are reported to exhibit
totally different excitonic characters in bulk-hBN [94],
and it is expected that the difference between these con-
figurations will also appear in the bi-layer case.
Figure 2(a) shows the unit cells (repeated four times
for the sake of clarity) for AA’ stacking (left) and A’B
stacking (right) bi-layer h-BN. We set the in-plane lat-
tice parameter as 2.50 A˚ for both stacking arrangements,
while the interlayer distances are set as 3.30 A˚ for AA’
stacking and as 3.24 A˚ for A’B stacking, so that these
parameters are the same as those of their bulk counter-
parts [94]. To model the 2D bi-layer system, the unit cell
must have a vacuum region in the out-of-plane direction
(c-direction in Fig. 2(a)) that should be sufficiently large
to avoid interaction between replica images due to the
periodic boundary conditions and to correctly take ac-
count of the reduction of screening. We set the length of
the vacuum region as 18 bohr (≈ 9.5 A˚) for both stacking
arrangements because in the previous study on mono-
layer h-BN [57], it was demonstrated that the impact
of the vacuum region length on the absorption spec-
trum starts to converge when the length exceeds approx-
imately 18 bohr. Thus, we consider that 18 bohr vacuum
region is sufficient for at least a primary discussion that
focuses on the difference in the characteristics of exci-
tonic peaks between different stacking systems.
Quasiparticle band structures calculated for these two
systems by the MBPT approach (with G0W0 approxima-
tion) are shown in Fig. 2(b). The overall band structures
are similar between AA’ (red) and A’B (blue) stacking.
However, the two lowest conduction bands are degen-
erate at the K point in the Brillouin zone for AA’ stack-
ing, while they are energetically split for A’B stacking.
Similar degeneracy and splitting of the bands were re-
ported for bulk h-BN case (along the K-H path) [94, 104,
106, 107], and the mechanism should also be the same;
(a)
(b) (c)
(d)
A’BAA’
AA’ A’B
FIG. 2. (a) Two types of layer-stacking configuration that were
examined for bi-layer h-BN: AA’ stacking (left) and A’B stack-
ing (right). For the sake of clarity, the figures show the unit cell
repeated four times. B atoms are green and N atoms are gray.
(b) Quasiparticle band structures of two considered stacking
arrangements (AA’: red and A’B: blue). (c) Optical absorption
spectra for the two considered stacking arrangements (AA’:
red and A’B: blue) calculated by the MBPT (G0W0+BSE) ap-
proach. (d) Real-space distribution of the electron component
(red isosurface) of the exciton wavefunction that gives rise to
the first peak of the absorption spectrum (left: AA’ stacking,
right: A’B stacking). Isovalues of 12% of the maximum values
are adopted. The position of the fixed hole is indicated by a
blue dot.
the degeneracy of the two lowest conduction bands and
the degeneracy of the two highest valence bands oc-
cur when the atoms of the same species do not lie on
top of each other (such as AA’ stacking), while they are
split when they are on top of each other (such as A’B
stacking) because of the weak electrostatic interaction
between atoms of the same species.
The optical absorption spectra (the imaginary part of
the macroscopic dielectric function) of these two sys-
tems calculated by solving the BSE are presented in
Fig. 2(c) to show how the differences in the electronic
states result in the excitonic peaks. It is evident that
there is a considerable difference between the two ab-
sorption spectra, i.e., the first intense excitonic peak ap-
pears at a lower energy in the spectrum for A’B stack-
ing (blue) than that for AA’ stacking (red); the onset of
absorption is red-shifted with A’B stacking. Similar dif-
ferences in the absorption spectra between AA’ and A’B
stacking have been reported for bulk h-BN [94], and here
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we have shown that there is also dependence of the ab-
sorption spectra on the layer stacking in 2D bi-layer h-
BN.
To understand the difference in the excitonic charac-
teristics between these two different layer-stacking bi-
layer h-BNs, the real-space distribution of the electron
component of the exciton wavefunction that gives rise
to the first peak of each absorption spectrum is plot-
ted in Fig. 2 (d) as red isosurfaces (isovalues of 12% of
the maximum values are adopted). The position of the
fixed hole is indicated by a blue dot in the figure. For
AA’ stacking (left), it is clear that the electron and hole
exist in the same layer, i.e., the intralayer exciton is re-
sponsible for the first absorption peak, while for the A’B
exciton case (right), a major portion of the electron and
hole are located on different layers, and thus it can be
regarded as an interlayer exciton. Therefore, these two
different layer-stacking bi-layer h-BNs exhibit different
absorption peaks that have different excitonic character-
istics. Bi-layer h-BNs thus represent ideal systems to in-
vestigate the effectiveness of the TDDFT approach to the
study of the optical properties of 2D materials, which
will be clarified by TDDFT calculations for these two dif-
ferent excitonic peaks.
TDDFT calculation of the absorption spectra of 2D
materials
The results of TDDFT calculations of the absorp-
tion spectra of 2D materials are presented here. Be-
fore the results for the bi-layer h-BNs are discussed, we
first present the results for mono-layer h-BN, for which
many reference data are available from previous stud-
ies [57–59].
FIG. 3. Absorption spectra for mono-layer h-BN calculated
by the MBPT approach (left panel) and the TDDFT approach
(right panel, solid line). The RPA result is also shown as a
dotted line in the right panel. The unit cell is shown in the
inset of the left panel.
The left panel of Fig. 3 shows the absorption spectrum
of mono-layer h-BN calculated by the MBPT approach
(G0W0+BSE) together with the unit cell employed (in-
set). The length of the vacuum region is again set as
18 bohr. The spectrum shows two characteristic peaks.
These structures are in good agreement with those cal-
culated in previous studies [57–59]. A slight red-shift
of the peaks is evident in the spectrum compared to
those from previous reports [57–59], which could be at-
tributed to the small vacuum region used in the present
calculation.
The spectrum calculated by the TDDFT approach
(equipped with the Bootstrap XC kernel and TB-mBJ XC
potential) is plotted as a solid line in the right panel of
Fig. 3. The result of RPA calculation (i.e., setting f exxc = 0
in the TDDFT equations) is also plotted as a dotted line
in the right panel. A comparison of these spectra in-
dicates that the spectrum calculated by the TDDFT ap-
proach is qualitatively in good agreement with that from
the MBPT calculation, i.e., the TDDFT spectrum also
shows the intense first peak and the relatively weak sec-
ond peak, which are completely missed in the RPA re-
sult. The positions of these peaks in terms of energy
are also in agreement with those in the MBPT result,
although the TDDFT peaks are slightly blue-shifted.
Therefore, the present strategy to model χqp using the
TB-mBJ potential and incorporate the excitonic effect
through the use of the Bootstrap kernel were effective to
simulate the excitonic peaks in the absorption spectrum
of 2D mono-layer h-BN.
Having demonstrated a successful example of the
TDDFT approach to simulate the absorption spectrum
of mono-layer h-BN, we now present the results for the
bi-layer h-BNs. The optical absorption spectra for the
 0
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 3  4  5  6  7  8
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Energy [eV]
G0W0+BSE
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TDDFT
FIG. 4. Absorption spectra for two different layer-stacking bi-
layer h-BNs calculated by the MBPT approach (left panel, the
same as Fig. 2(c)) and the TDDFT approach (right panel, solid
lines). Red lines are for AA’ stacking and blue lines are for A’B
stacking. The RPA results are also shown as a dotted line in
the right panel.
AA’ (red line) and A’B (blue line) stacking bi-layer h-
BNs calculated by the TDDFT approach are shown as
solid lines in the right panel of Fig. 4. For comparison,
the MBPT results (Fig. 2 (c)) are again shown in the left
panel. The RPA results are also plotted as dotted lines
in the right panel. From a comparison of these results, it
is evident that the TDDFT approach with the Bootstrap
kernel does qualitatively well describe the difference in
the excitonic peaks between the AA’ and A’B stacking
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arrangements, i.e., the difference between the position
and intensity of the first peak for AA’ stacking (which
corresponds to the intralayer exciton) and those of the
first peak for A’B stacking (which corresponds to the in-
terlayer exciton). The other excitonic peaks shown in
the MBPT results are also qualitatively captured by the
TDDFT calculations. On the other hand, the RPA cal-
culation does not describe the peak structures correctly.
These results indicate that the TDDFT approach with the
Bootstrap kernel and TB-mBJ potential are useful to sim-
ulate the difference in the absorption spectra between
the different layer-stacking bi-layer h-BNs. The calcu-
lated spectra can be used for qualitative discussions, for
example, prediction of the difference in the onset of ab-
sorption. It is also demonstrated that the TDDFT ap-
proach can capture the excitonic peaks that correspond
to the interlayer exciton, which is important when con-
sidering the application to photovoltaics, for example.
Finally, we present the results of TDDFT calculations
for other 2D materials, i.e., mono-layer MoS2 and mono-
layer MoSe2, to show the validity of the TDDFT ap-
proach to the study of the optical properties of general
2D materials. The few-layer TMDCs have been con-
siderably remarked as post-graphene materials and the
building blocks of vdW heterostructures [4–6, 10–12, 18–
29, 33–38, 40, 42–45, 95], and their application to nano-
optoelectronic devices is highly expected. The absorp-
FIG. 5. Absorption spectra of mono-layer MoS2 (red) and
mono-layer MoSe2 (green) calculated by the TDDFT approach
(left panel). The right panel shows the experimental re-
sults [95].
tion spectra of mono-layer MoS2 (red) and mono-layer
MoSe2 (green) calculated by the TDDFT approach are
shown in the left panel of Fig. 5. It should be noted
that the spin-orbit coupling is explicitly taken into ac-
count in these calculations because the heavy element
molybdenum is included in the system. As a result the
TB-mBJ potential functional cannot be used [83, 84, 99];
therefore, the LDA XC potential [108] is used for these
calculations and only the effect of the Bootstrap kernel
is studied. The right panel of Fig. 5 shows the experi-
mental results [95]. A comparison of the left and right
panels indicates that the TDDFT approach again cap-
tures the overall features of the absorption peaks. The
excessive splitting of the excitonic peaks is attributed to
the spin-orbit coupling, which can be eliminated by tak-
ing account of the lifetime effect due to electron-phonon
coupling [53]. It should also be noted that in these sys-
tems (mono-layer MoS2 and mono-layer MoSe2), the
RPA calculation (not shown here) also gives similar
peak structures as the experimental measurement, al-
though the peak intensities are considerably underesti-
mated. Therefore, these results for mono-layer TMDCs
also support the usefulness of the TDDFT approach for
the study of the optical properties of 2D materials.
SUMMARY
We have applied the TDDFT approach with the TB-
mBJ potential functional and the Bootstrap kernel to the
calculation of absorption spectra for 2D atomic layer
materials, mono-layer h-BN, bi-layer h-BNs, and mono-
layer MoS2 and MoSe2. The TDDFT approach well cap-
tures the excitonic peaks of these materials. In partic-
ular, for the bi-layer h-BNs, the TDDFT approach can
describe the excitonic peaks that correspond to the in-
terlayer exciton and intralayer exciton, and captures the
difference in the absorption spectra between the differ-
ent layer stacking arrangements. These results indicate
that the TDDFT approach with the Bootstrap kernel and
TB-mBJ potential successfully captures the features of
the exact XC kernel (described in the Formalism sec-
tion above) that are essential to describe the quasipar-
ticle and excitonic effects in these 2D materials.
This study demonstrates the validity of the TDDFT
approach for the primary study of the optical properties
of 2D materials. The TDDFT approach has advantages
over the MBPT approach in terms of computational ef-
ficiency. Improving the XC terms will improve the ac-
curacy of the TDDFT approach, so that it will become
one of the key simulation tools in the development of
2D material science.
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