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A uniﬁcation of some factorization results regarding products of
positive-deﬁnite matrices, commutators, and products of involu-
tions is presented. This topic was ﬁrst presented by Sourour for
ﬁelds with, in the latter two classes, sufﬁciently many elements in
terms of the order of thematrix being factored. The current presen-
tation is valid formatrices over any ﬁeldwith at least four elements,
and is independent of the order of the matrix being factored.
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1. Introduction
The purpose of this paper is to present a uniﬁed treatment of matrix factorization results by
Ballantine [1,2], on products of positive-deﬁnite matrices, Shoda [10] and Thompson [13,14], on com-
mutators, and Gustafson et al. [8], on products of involutions.

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This topic was ﬁrst presented by Sourour [11] who based his uniﬁed treatment on a factoriza-
tion, A = BC, for nonsingular, nonscalar matrices A, in which the eigenvalues β1,β2, . . . ,βn of B
and γ1, γ2, . . . , γn of C are arbitrary subject to the determinantal condition det A = ∏ni=1 βiγi. This
treatment is based on the assumption that the underlying ﬁeld has sufﬁciently many elements in
terms of the order of the matrix being factored.
Anotherpaper on this topic [5], basedona factorization theorem for companionmatrices, presents a
uniﬁed treatment for some of these resultswhich is valid over any ﬁeldwith at least four elements, and
is independent of the order of thematrix being factored. However, it excludes the results by Ballantine
on products of positive-deﬁnite matrices as well as some results on commutators, namely, those by
Thompson dealing with commutators with prescribed determinants. (On the other hand, it includes
the results in [3,4] on products of, singular and nonsingular, diagonable matrices.)
The uniﬁed treatment presented here is based on an extension, for ﬁelds of order at least four, of the
factorization theorembySourour [11], and involves the factorization of a nonsingular, nonscalarmatrix
A as a product of twomatrices in which both factors are nonderogatory, in addition to having arbitrary
eigenvalues, subject to the determinantal condition. This type of factorization was ﬁrst presented by
Johnson and Zhang [9], for matrices over the complex ﬁeld, and later generalized to ﬁelds with at least
four elements in [6].
2. Preliminary results
2.1. Notation and terminology
In what follows, F will denote a ﬁeld with at least four elements, ei the ith column vector of the
identitymatrix (the order ofwhichwill be clear from the context), [v]i = ci the ith entry of the column
vector v =
⎡
⎣c1..
.
cn
⎤
⎦ ∈ Fn, and Cn(v) ∈ Mn(F) the companion matrix with last column equal to v, i.e.
Cn(v) =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 c1
In−1
c2
...
cn
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The diagonal matrix of order n with diagonal entries α1, . . . ,αn (in that order) will be denoted by
Diag(α1, . . . ,αn), and thebasic Jordanblockof ordern associatedwith the eigenvalue1will bedenoted
by Jn, i.e.
Diag(α1, . . . ,αn) =
⎡
⎢⎢⎣
α1
. . .
αn
⎤
⎥⎥⎦ , and Jn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
. . .
1
. . .
1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
A lower (upper) triangular matrix L (U) is called special if all its subdiagonal (superdiagonal) entries
li+1,i (ui,i+1), 1≤ i≤ n − 1 are nonzero. By a special LU factorization A = LU is therefore meant one
in which both L and U are special. A special LT factorization is such that L is lower triangular, T lower
or upper triangular, and both are special.
GL(n, F) denotes the multiplicative group of nonsingular n × nmatrices over a ﬁeld F , and SL(n, F)
the subgroup of GL(n, F) of matrices with determinant 1. A matrix A ∈ GL(n, F) is unipotent if A − I is
nilpotent; it is an involution if A2 = I; and it is a commutator if it can be expressed as A = BCB−1C−1
with B, C ∈ GL(n, F). Similarity of A, B ∈ Mn(F) is denoted by A ∼ B.
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2.2. LT factorization
The uniﬁcation that follows will be based on the following factorization theorem, which is a
modiﬁcation of a special case of the result treated in [6].
Theorem 1. SupposeA ∈ Mn(F) is anonsingular,nonscalarmatrixoveraﬁeldF withat least four elements.
Let d = det A.
(a) If rank(A − dI) > 1 or rank(A − I) = 1, then A is similar to a special LT factorization, in which all
the diagonal entries of L and T are 1, except possibly the last entry of T , which is d.
(b) If rank(A − dI) = 1 and d /= 1, then A ∼ L
[
U 0
∗ d
]
, where L and U are special lower and upper
triangular matrices, respectively, with all diagonal entries equal to 1.
Proof. (a) If rank(A − dI) > 1 and rank(A − I) > 1, then it follows from [6, Theorem 1] that A is
similar to a special LT factorization with T upper triangular, by choosing γn = d and all the βi’s and
remaining γi’s equal to 1.
If rank(A − I) = 1, then
A ∼
[
In−1 0
teTn−1 d
]
, where 0 /= t ∈ F.
Choosing t /= 0, 1 ensures that the following factorization of the previous matrix
A ∼
[
J
−1
n−1 0
eTn−1 1
] [
Jn−1 0
eTn−1(tIn−1 − Jn−1) d
]
,
yields the desired factorization, since
J−1n =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
∑1
k=1(−1)1+keTk
...∑i
k=1(−1)i+keTk
...∑n
k=1(−1)n+keTk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎣
1 0 0 . . . 0
−1 1 0 . . . 0
1 −1 1 . . . 0
. . . . . . . . . . . . . . .
(−1)n+1 . . . 1 −1 1
⎤
⎥⎥⎥⎥⎦
is special, and
[eTn−1(tIn−1 − Jn−1)]n−1 = t − 1 /= 0.
(b) In this case
A ∼
[
d2−n 0
1 d
]
⊕ dIn−2.
If n = 2, then d2−n = 1, and
A ∼
[
1 0
1 d
]
=
[
1 0
d 1
] [
1 0
1 − d d
]
yields the desired factorization.
If n 3, let
A′ =
[
d2−n 0
1 d
]
⊕ dIn−3.
Since det A′ = 1 and rank(A′ − I) > 1 (if n = 3, then d2−n = d−1 /= 1), it follows from [6, Theorem
1] that A′ ∼ LU, where L and U are special and all the diagonal entries of L and U are 1. Hence
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A ∼
[
LU 0
0 d
]
=
[
L 0
eTn−1 1
] [
U 0
−uTn−1 d
]
,
where uTn−1 is the last row of U, yields the desired factorization. 
It is known that [11, Corollary, p. 144] an n × n matrix A, over an arbitrary ﬁeld F , with det A = 1,
may be expressed as a product of at most three unipotent matrices. The following shows that, in
addition, the factors may be chosen to be nonderogatory, if F has at least four elements.
Corollary 2. Suppose A ∈ Mn(F) such that det A = 1, where F is a ﬁeld with at least four elements. Then
A is a product of three nonderogatory unipotent matrices. If A is nonscalar, then it is a product of two
nonderogatory unipotent matrices.
Proof. If A is nonscalar, then, since det A = 1, it follows from Theorem 1(a) that A ∼ LT , where all
the diagonal entries of L and T are 1 (hence L and T are unipotent), and L and T are special (hence
nonderogatory).
If A = αI,αn = 1, write A = (αJ−1n )Jn, and apply the previous argument to the ﬁrst factor. 
3. Products of positive-deﬁnite matrices
Theorem 3 [1,2]. Let A be a real or complex n × n matrix. Then
(a) A is a product of four positive-deﬁnite matrices if and only if det A > 0 and A is not a scalarαI where
α is not positive.
(b) A is a product of ﬁve positive-deﬁnite matrices if and only if det A > 0.
Proof. (a) The caseA = αI,α > 0, follows readily. Assume therefore d = det A > 0 andA is nonscalar.
By Theorem 1, A ∼ LX , where L is lower triangular and either X = T , a triangular matrix, or it is of
the form
[
U 0
∗ d
]
, where U is upper triangular, and all the diagonal entries of L, U and T are 1, except
possibly the last entry of T , which is d. Choose distinct positive numbers a1, a2, . . . , an such that an = 1
and a1, a2, . . . , an−1, d are distinct, and let D = Diag (a1, a2, . . . , an). Since A ∼ (D−1L)(XD), we may
write A = BC, where
B ∼ D−1L ∼ D−1 and C ∼ XD ∼ Diag (a1, a2, . . . , an−1, d) = D′ (say).
Since D−1 and D′ are positive deﬁnite, it follows from an observation by Taussky [12] that both B and
C may be expressed as a product of two positive-deﬁnite matrices. The converse is as in [11, Theorem
2(a)].
(b) See [11, Theorem 2(b)]. 
4. Commutators
Theorem 4 [10,13,14]. Let A ∈ SL(n, F), where F is a ﬁeld with at least four elements.
(a) Then A is a commutator of matrices in GL(n, F).
(b) If A is nonscalar, thenA is a commutator ofmatriceswitharbitrarily prescribednonzerodeterminants.
Proof. (a) If A is nonscalar, then, by Theorem 1(a), A ∼ LT , where L and T are special and all the
diagonal entries of L and T are 1 (since det A = 1). Thus, we may express A = BC, where B and C are
nonderogatory and all their eigenvalues are 1. It follows that C ∼ B ∼ B−1, so that C = XB−1X−1 for
some X ∈ GL(n, F). Thus, A = BXB−1X−1.
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In the case where A = αI,αn = 1, take
B = Diag (α,α2, . . . ,αn) and C = Diag (αn,αn−1, . . . ,α),
so that C ∼ B ∼ B−1, and apply the previous argument.
(b) For given β /= 0 and γ /= 0 in F , we want to express A = BCB−1C−1 such that det B = β and
det C = γ .
Let
D =
{
Diag (1, 1, . . . , 1,β), if β /= 1;
Diag (1, 1, . . . , 1,α−1,α), if β = γ = 1,
where 0, 1,α−1,α are distinct in F (which is possible, since |F| 4).
According to Theorem 1(a), A ∼ LT , where L and T are special and all the diagonal entries of L
and T are 1 (since det A = 1). Thus, A ∼ (DL)(TD−1), so we may express A = BE, where E ∼ B−1 (i.e.
E = XB−1X−1), det B = β , and
B ∼ Jn−1 ⊕ [β] or B ∼ Jn−2 ⊕ [α−1] ⊕ [α].
In both cases, there exists a matrix K , with det K = γ det X−1, commuting with B, so that
A = BXB−1X−1 = B(XK)B−1(XK)−1 = BCB−1C−1,
where C = XK , and det C = γ . The result follows similarly if β = 1 and γ /= 1. 
Remark. Regarding part (b) of the theorem, the case where A is scalar is also treated by Thompson, in
[14, Section 2], and is independent of the rest of his paper.
5. Products of involutions
Lemma 5. Jn is a product of two involutions.
Proof. Since
(x − 1)n =
(
n
0
)
xn +
(
n
1
)
xn−1(−1) +
(
n
2
)
xn−2(−1)2 + · · · +
(
n
n
)
(−1)n,
Jn ∼ Cn(v), where v = −
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
n
n
)
(−1)n
(
n
n − 1
)
(−1)n−1
...
(
n
1
)
(−1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Write Cn(v) = BKn, where
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
(
n
n
)
(−1)n+1 0
v′
1
q
1
⎤
⎥⎥⎥⎥⎥⎥⎦
, Kn =
⎡
⎣ 1q
1
⎤
⎦
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and v′ = −
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
n
n − 1
)
(−1)n−1
(
n
n − 2
)
(−1)n−2
...
(
n
1
)
(−1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Kn is an involution, and
B2 =
⎡
⎣
(
n
n
)
(−1)n+1 0
v′ Kn−1
⎤
⎦
⎡
⎣
(
n
n
)
(−1)n+1 0
v′ Kn−1
⎤
⎦
=
[
1 0
(−1)n+1v′ + Kn−1v′ In−1
]
= In,
since, for 1 i n − 1,
[(−1)n+1 v′ + Kn−1v′]i = −
[
(−1)n+1
(
n
n − i
)
(−1)n−i +
(
n
i
)
(−1)i
]
= −
[(
n
i
)
(−1)2n−i+1 +
(
n
i
)
(−1)i
]
= 0.
Thus, B is an involution too. 
Remark. Since Jn ∼ J−1n , instead of the above direct proof, this result may also be deduced from [7,
Theorem 1], which states that an n × n nonsingular matrix, over an arbitrary ﬁeld F , is a product of
two involutions if and only if A ∼ A−1. This particular result was ﬁrst proved in [15, Theorem 1], for
ﬁelds with characteristic different from 2.
Theorem 6 [8]. Let A be an n × n matrix over a ﬁeld with at least four elements. If det A = ±1, then A is
a product of at most four involutions.
Proof. Suppose A is nonscalar. By Theorem 1, A ∼ LX , where L is a special lower triangular matrix
and either X = T , a special triangular matrix, or it is of the form
[
U 0
∗ d
]
, where U is a special upper
triangular matrix, and all the diagonal entries of L,U and T are 1, except possibly the last entry of T ,
which is det A = ±1. Thus, we may express A = BC, where B ∼ Jn, and C ∼ Jn or C ∼ Jn−1 ⊕ [−1],
depending on whether det A = 1 or −1, respectively. Since [−1] is an involution, and since the
involutory property is preserved under similarity, it follows from Lemma 5 that both B and C may
be expressed as a product of two involutions.
If A = αI,αn = ±1, write A = BC, where
B = Diag
(
α2,α4, . . . ,α2n
)
and C = Diag
(
α2n−1,α2n−3, . . . ,α
)
.
Note that, for 1 i 2n − 1,[
αi 0
0 α2n−i
]
=
[
0 1
1 0
] [
0 α2n−i
αi 0
]
,
and both factors are involutions.
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If n is even, then C will be, after a permutation of its diagonal elements, a direct sum of matrices of
the form
[
αi 0
0 α2n−i
]
, and the same for B, except that one summand will be
[
αn 0
0 α2n
]
, (∗)
which is an involution. Hence both B and C may be expressed as a product of two involutions.
The same applies if n is odd, except that now, instead of (∗), B will have a summand [α2n], and C
will have a summand [αn]. 
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