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Abstract
A simple undirected graph is said to be semisymmetric if it is regular and
edge-transitive but not vertex-transitive. Every semisymmetric graph is a bipar-
tite graph with two parts of equal size. It was proved in [J. Combin. Theory Ser.
B 3(1967), 215-232] that there exist no semisymmetric graphs of order 2p and
2p2, where p is a prime. The classification of semisymmetric graphs of order 2pq
was given in [Comm. in Algebra 28(2000), 2685-2715], for any distinct primes
p and q. Our long term goal is to determine all the semisymmetric graphs of
order 2p3, for any prime p. All these graphs Γ are divided into two subclasses: (I)
Aut(Γ) acts unfaithfully on at least one bipart; and (II) Aut(Γ) acts faithfully on
both biparts. This paper gives a group theoretical characterization for Subclass
(I) and based on this characterization, we shall give a complete classification for
this subclass in our further research.
Keywords: permutation group, vertex-transitive graph, semisymmetric graph
1 Introduction
All graphs considered in this paper are finite, undirected and simple. For a graph Γ
with the vertex set V and edge set E, by {u, v} and (u, v) we denote an edge and arc
of Γ, respectively, by Aut(Γ) to denote its full automorphism group. Set A = Aut(Γ).
If Γ is bipartite with the bipartition V = W ∪ U , then we let A+ be a subgroup of
A preserving both W and U . Clearly if Γ is connected, then either |A : A+| = 2 or
A = A+, depending on whether or not there exists an automorphism which interchanges
the two biparts. For G ≤ A+, the graph Γ is said to be G-semitransitive if G acts
transitively on both W and U , while an A+-semitransitive graph is simply said to be
semitransitive.
A graph is said to be semisymmetric if it is regular and edge-transitive but not
vertex-transitive. It is easy to see that every semisymmetric graph is a semitransitive
bipartite graph with two biparts of equal size.
The first person who studied semisymmetric graphs was Folkman. In 1967 he con-
structed several infinite families of such graphs and proposed eight open problems (see
[14]). Afterwards, Bouwer, Titov, Klin, I.V. Ivanov, A.A. Ivanov and others did much
work on semisymmetric graphs (see [2, 3, 17, 18, 19, 25]). They gave new construc-
tions of such graphs and nearly solved all of Folkman’s open problems. In particular,
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by using group-theoretical methods, Iofinova and Ivanov [17] in 1985 classified cubic
semisymmetric graphs whose automorphism group acts primitively on both biparts,
which was the first classification theorem for semisymmetric graphs. More recently,
following some deep results in group theory which depend on the classification of finite
simple groups and some methods from graph coverings, some new results of semisym-
metric graphs have appeared. For instance, in [12] the second author and Xu classified
semisymmetric graphs of order 2pq for two distinct primes p and q. For more results
on semisymmetric graphs, see ([4, 8, 9, 10, 11, 12, 13, 20, 21, 22, 23, 24, 26] and so on).
In [14], Folkman proved that there are no semisymmetric graphs of order 2p and
2p2 where p is a prime. Then we are interested in determining semisymmetric graphs
of order 2p3, where p is a prime. Since the smallest semisymmetric graphs have order
20 (see [14]), we let p ≥ 3. It was proved in [22] that the Gray graph of order 54 is
the only cubic semisymmetric graph of order 2p3. To classify all the semisymmetric
graphs of order 2p3 is still one of attractive and difficult problems. These graphs Γ are
naturally divided into two subclasses:
Subclass (I): Aut(Γ) acts unfaithfully on at least one bipart;
Subclass (II): Aut(Γ) acts faithfully on both biparts.
The aim of this paper is to give a group theoretical characterization for Subclass (I).
Based on this characterization, we shall give a complete classification for this subclass
in our further research.
In the following two paragraphs, we first introduce two definitions used later.
Let P be a partition of the vertex set V . Then we let ΓP be the quotient graph of Γ
relative to P, that is, the graph with the vertex set P, where two subsets V1 and V2 in
P are adjacent if there exist two vertices v1 ∈ V1 and v2 ∈ V2 such that v1 and v2 are
adjacent in Γ. In particular, when P is the set of orbits of a subgroup N of Aut(Γ),
we denote ΓP by ΓN .
Let Σ = (V, E) be a connected semitransitive and edge-transitive graph with bipar-
tition V =W ∪ U , where |W| = p3 and |U| = p2 for an odd prime p. Now we define a
bipartite graph Γ = (V,E) with bipartition V =W ∪ U , where
W =W, U = U × Zp = {(u, i) | u ∈ U , i ∈ Zp},
E = {{w, (u, i)} | {w,u} ∈ E , i ∈ Zp}.
Then we shall call that Γ is the graph expanded from Σ. Clearly Γ is edge-transitive
and regular. By the definion, we see that for any u ∈ U , the p vertices {(u, i) | i ∈ Zp}
in U have the same neighborhood in Γ. Therefore, Γ is semisymmetric, provided there
exist no two vertices in W which have the same neighborhood in Σ.
To state our main theorem, we first define four graphs: Σ(3), Σ(9), Γ(9) and Γ(18).
Example 1.1 Let V = V(3, 3) be the 3-dimensional vector space over GF(3). Take
three 2-dimensional subspaces of V :
V0 = {(0, b, c) | b, c ∈ GF(3)}, V1 = {(a, 0, c) | a, c ∈ GF(3)},
V2 = {(a, b, 0) | a, b ∈ GF(3)}.
Let W = V and let U = {α + Vi | α ∈ V, i ∈ Z3}, the set of nine 2-dimensional
subspaces (not all) in the 3-dimensional affine geometry AG(3, 3) over GF(3).
Define a bipartite graph Σ(3) with biparts W and U , whose edge-set is
{{α, α+ Vi} | α ∈ V, i ∈ Z3}.
Define Σ(6) to be the bi-complement of Σ(3).
Define Γ(9) and Γ(18) to be the graphs expanded from Σ(3) and Σ(6), respectively.
Lemma 1.2 Both Γ(9) and Γ(18) are semisymmetric graphs of order 54, with valency
9 and 18, respectively.
Proof Let N be the translation group of the affine group AGL(3, 3) and let L be the
subgroup of GL(3, 3) consisting of all those 3×3 matrices with only one nonzero entry
in each row and column. Then it is easy to verify that N ⋊L preserves the edge-set of
both graphs Σ(3) and Σ(6) and acts edge-transitively on them.
Clearly, Γ(9) and Γ(18) are edge-transitive graphs of 54, with valency 9 and 18,
respectively. Since there exist no two vertices in W having the same neighborhood in
Σ and since for each i, three vertices {(α+Vi, j) | j ∈ Z3} have the same neighborhood
in Γ, they are not vertex-transitive and then semisymmetric.
The main results of this paper are the following Theorem 1.3 and Theorem 1.4.
Theorem 1.3 For any odd prime p, let Γ = (V,E) be a semisymmetric graph of order
2p3 with the partition V =W ∪ U and full automorphism group A = Aut(Γ). Suppose
that A acts unfaithfully on at least one bipart, say W , with the kernel A(W ). Let
W =W and U the set of orbits of A(W ) on U . Set Σ = ΓA(W ) , the quotient graph of Γ
induced by A(W ), with the partition W ∪ U . Then the following hold.
(1) Every orbit of A(W ) on U has length p, A(W ) ∼= (Sp)
p2 and Γ is expanded from Σ.
(2) A/A(W ) acts faithfully on U and so on W ∪U , and A/A(W ) ∼= Aut(Σ).
(3) A acts faithfully on U and there exist no two vertices in W having the same
neighborhood in Γ.
By Theorem 1.3, we know that the graph Γ is uniquely determined by its quotient
graph Σ. Now we turn to focus on the graph Σ, see the following theorem.
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Theorem 1.4 Adopting the notation in Theorem 1.3 and setting F = Aut(Σ), we
have
(1) F acts imprimitively on U .
(2) Suppose that F acts primitively on W. Then p = 3, and Σ ∼= Σ(3) or Σ(6);
Γ ∼= Γ(9) or Γ(18), see Example 1.1.
(3) Suppose that F acts imprimitively on W, with a block (of length p) system U and
the kernel F(U). Then either
(3.1) F(U) is solvable and acts transitively on W and F is an affine group; or
(3.2) F(U) induces blocks of length p
2 on W. Take any w in W. Then either
(3.2.1) w is exactly adjacent to two blocks in U; or
(3.2.2) w is adjacent to at least three blocks in U, p ≥ 5, F contains the non-
abelian normal p-subgroup acting regularly on W, F(U) is solvable, and
F/F(U) ∼= Zp ⋊ Zr, where r | (p− 1) and r ≥ 3.
Remark 1.5 To classify all the graphs Γ in Subclass (I), it suffices to determine the
graphs Σ in Theorem 1.4.(3.1), (3.2.1) and (3.2.2). However, the determination of
these graphs is still quite complicated. In this paper, we just construct the respective
examples, see Section 5, and by using the group structures obtained in Theorem 1.4,
we shall give a complete classification for them in our further research.
After this introductory section, some preliminary results will be given in Section 2;
Theorem 1.3 and Theorem 1.4 will be proved in Section 3 and 4, respectively. Finally,
the related graphs will be constructed in Section 5.
2 Preliminaries
First we introduce some notation: by Kn and Km,n we denote the complete graph of
order n and the complete bipartite graph with two biparts of size m and n, respectively.
For a graph Γ, by d(v) we denote the degree of a vertex v ∈ V . For a prime p, by pi || n
we mean pi | n but pi+1 ∤ n. By Zn, D2n and Sn, we denote the cyclic group of order
n, the dihedral group of order 2n and the symmetric group of degree n, respectively.
By GF(p), we denote the field of p elements. For a ring S, let S∗ be the multiplicative
group of all the units in S. For a transitive group G on Ω and a subset Ω1 of Ω, by GΩ1
and G(Ω1) we denote the setwise stabilizer and pointwise stabilizer of G relative to Ω1,
respectively. A m-block of G means a block with length m.
For a group G and a subgroup H of G, use Z(G), CG(H) and NG(H) to denote
the center of G, the centralizer and normalizer of H in G, respectively. A semidirect
product of the group N by the group H is denoted by N ⋊H, where N is normal. A
wreath product of N by H is denoted by N ≀H , that is Nn ⋊ H , where H ≤ Sn. By
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[G : H ] we denote the set of right cosets of H in G. The action of G on [G : H ] is
always assumed to be the right multiplication action.
For any α in the n-dimensional vector space V =V(n, p) over GF(P ), we denote
by tα the translation corresponding to α in the affine geometry AG(V) and by T the
translation subgroup of the affine group AGL(n, p). Then AGL(n, p) ∼= T ⋊GL(n, p).
We adopt matrix notation for GL(n, p) and so we have g−1tαg = (tα)
g = tαg for any
tα ∈ T ≤ AGL(n, p) and g ∈ GL(n, p).
For group-theoretic concepts and notation not defined here the reader is refereed
to [5, 16].
To constructed graphs, we need to introduce the definition of bi-coset graphs and
two properties.
Definition 2.1 [12] Let G be a group, L and R subgroups of G and let D = RdL be
a double coset of R and L in G. Let [G : L] and [G : R] denote the set of right cosets
of G relative to L and R respectively. Define a bipartite graph Γ = B(G,L,R;D) with
bipartition V = [G : L] ∪ [G : R] and edge set E = {{Lg,Rdg} | g ∈ G, d ∈ D}. This
graph is called the bi-coset graph of G with respect to L, R and D.
Proposition 2.2 [12] The graph Γ = B(G,L,R;D) is a well-defined bipartite graph.
Under the right multiplication action on V of G, the graph Γ is G-semitransitive. The
kernel of the action of G on V is CoreG(L) ∩ CoreG(R), the intersection of the cores
of the subgroups L and R in G. Furthermore, we have
(i) Γ is G-edge-transitive;
(ii) the degree of any vertex in [G : L] (resp. [G : R]) is equal to the number of right
cosets of R (resp. L) in D (resp. D−1), so Γ is regular if and only if |L| = |R|;
(iii) Γ is connected if and only if G is generated by elements of D−1D.
Proposition 2.3 [12] Suppose Γ′ is a G-semitransitive and edge-transitive graph with
bipartition V = U ∪W . Take u ∈ U and w ∈ W . Set D = {g ∈ G | wg ∈ Γ′1(u)}.
Then D = GwgGu and Γ
′ ∼= B(G,Gu, Gw;D).
Finally, several group theoretical results are given.
Proposition 2.4 [15] Let T be a nonabelian simple group with a subgroup H < T
satisfying |T : H| = pa, for p a prime. Then one of the following holds:
(i) T = An and H = An−1 with n = p
a;
(ii) T = PSL(n, q), H is the stabilizer of a projective point or a hyperplane in PG(n−
1, q) and |T : H| = (qn − 1)/(q − 1) = pa;
(iii) T = PSL(2, 11) and H = A5;
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(iv) T =M11 and H =M10;
(v) T =M23 and H =M22;
(vi) T = PSU(4, 2) and H is a subgroup of index 27.
Proposition 2.5 [1] For an odd prime p, let G = PSL(3, p) and H a proper subgroup
of G. Then one of the following holds:
(I) If H has no nontrivial normal elementary abelian subgroup, then H is conjugate
in GL(3, p)/Z(SL(3, p)) to one of the following groups:
(i) PSL(2, 7), with p3 ≡ 1(mod 7);
(ii) A6, with p ≡ 1, 19(mod 30);
(iii) PSL(2, 5), with p ≡ ±1(mod 10);
(iv) PSL(2, p) or PGL(2, p) for p ≥ 5.
(II) If H has a nontrivial normal elementary abelian subgroup, then H is conjugate
to a subgroup of one of the following subgroups:
(i) Z(p2+p+1)/(3,p−1) ⋊ Z3;
(ii) the subgroup F of all matrices with only one nonzero entry in each row and
column, and F contains the subgroup D of all diagonal matrices as a normal
subgroup such that F/D ∼= S3;
(iii) the point- or line-stabilizer of a given point 〈(1, 0, 0)T 〉 or the line 〈(0, α, β)T |
α, β ∈ Fp〉;
(iv) the group M such that M contains a normal subgroup N ∼= Z23 and M/N
is isomorphic to SL(2, 3) if p ≡ 1(mod 9) or to Q8 if p ≡ 4, 7(mod 9).
Proposition 2.6 [6] For an odd prime p, let H be a maximal subgroup of G = GL(2, p)
and H 6= SL(2, p). Then up to conjugacy, H is isomorphic to one of the following
subgroups:
(i) D ⋊ 〈b〉; where D is the subgroup of diagonal matrices and b =
(
0 1
1 0
)
;
(ii) 〈a〉 ⋊ 〈b〉, where b =
(
1 0
0 −1
)
and 〈a〉 is the Singer subgroup of G, defined by
a=
(
γ δθ
δ γ
)
∈ G, where F ∗p = 〈θ〉, Fp2 = Fp(t) for t
2 = θ, and F ∗p2 = 〈γ + δt〉;
(iii) 〈a〉⋊D, where a =
(
1 1
0 1
)
;
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(iv) H/〈z〉 is isomorphic to A4×Z p−1
2
, for p ≡ 5(mod 8); S4×Z p−1
2
for p ≡ 1, 3, 7(mod 8);
or A5 × Z p−1
2
for p ≡ ±1(mod 10), where z =
(
−1 0
0 −1
)
, Z p−1
2
= Z(G)/〈z〉;
(v) H/〈z〉 = A4 ⋊ 〈s〉, 〈s2〉 ≤ Z(G)/〈z〉, if p ≡ 1(mod 4).
The following theorem can be extracted from [7].
Proposition 2.7 Let G be a transitive permutation group of degree p2, where p ≥ 5
a prime and let P be a Sylow p-subgroup of G. Suppose that G is imprimitive and
|P | = p3. Then P ✁G.
3 Proof of Theorem 1.3
From now on, we assume that Γ is a semisymmetric graph of order 2p3 with the
bipartition V = W ∪ U , where p is a prime, and A = Aut(Γ) acts unfaithfully on at
least one part, say W .
For avoiding confusions, we need to emphasis the following notation:
u : a vertex in U ; u: a block induced by A(W ) on U ;
U : the set of such blocks u;
u: a block contained in U ; U: the set of all such blocks u.
Symmetrically, for other bipart W , we let w, w,W, w and W have the same meaning.
Moreover, when emphasizing on the set U , we prefer to call u a vertex in U but not a
block in U .
Proof of Theorem 1.3: Now A(W ) induces a complete m-block system
U = {u0,u1, · · · ,up3
m
−1
},
on U, where m | p3. Let A(U) be the kernel of A on U . Then we divide the proof into
the following six steps.
Step 1: Show that p ≥ 3, Γ 6∼= Kp3,p3 and Γ is connected.
By [14], there exists no semisymmetric graph of order less than 20. Hence p ≥ 3.
Since the complete bipartite graph Kp3,p3 is a symmetric graph, Γ 6∼= Kp3,p3.
Suppose that Γ is disconnected. From the edge-transitivity of Γ, we get that Γ
is isomorphic to either p3K2 or
p3
m
Φ2m where Φ2m (for m ∈ {p, p
2}) is a regular edge-
transitive bipartite graph of order 2m. However, by [14], there exist no semisymmetric
graphs of order p and 2p, that is, Φ2m is vertex-transitive, which implies Γ is vertex-
transitive, a contradiction. Therefore, Γ is connected.
Step 2: Show that m 6= 1, p3.
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Since A acts unfaithfully on W , we get m 6= 1. Suppose that m = p3. Take w ∈ W .
Since A(W ) fixes w and acts transitively on U , it follows that w is adjacent to all the
vertices in U , which implies Γ ∼= Kp3,p3, a contradiction.
Step 3: Show that A(U) acts intransitively on W .
Suppose that A(U) acts transitively on W . Then we shall show that for any w ∈ W ,
we have Γ1(w) = U , which implies Γ ∼= Kp3,p3, a contradiction.
For any block uj in U , take an edge {w1, uj} where w1 ∈ W and uj ∈ uj . Since A(U)
fixes uj setwise and acts transitively on W , there exists a g ∈ A(U) sending {w1, uj}
to {w, ugj}, which means that w is adjacent to a vertex u
g
j in uj . Moreover, since
{w, ugj} ∈ E and since A(W ) fixes w and acts transitively on uj , it follows that w is
adjacent to all the vertices in uj . Therefore, Γ1(w) = U .
Step 4: Show Theorem 1.3.(1).
For the contrary, suppose m = p2. Then |U| = p and A/A(U) / Sp. Moreover, since
A/A(W ) acts transitively on W , we get p
3 | |A/A(W )|. Therefore, A(W )  A(U). Now
A(U) induces a complete n-block system W = {w1, · · · ,wp3/n} on W. Since A/A(U) is
transitive on W and A/A(U) ≤ Sp , we get that |W| = p. Then n = p
2.
Consider the quotient graph ΓA(U) induced by A(U) with the bipartition U
⋃
W.
Take the edge {ui,wj} in ΓA(U). A same argument as in the proof of Step 1 shows that
the induced subgraph Γ(ui
⋃
wj) ∼= Kp2,p2. Therefore, for any ui1 ∈ U and wj1 ∈ W,
the induced subgraph Γ(ui1
⋃
wj1) is either an empty graph or a complete bipartite
graph, which implies Γ ∼= ΓA(U)[p
2K1]. Since the graph ΓA(U) of order 2p is symmetric
by [14], we get Γ is vertex-transitive, a contradiction again.
Since A(W ) fixes W pointwise and acts transitively on each ui in U , it follows that
p vertices in each ui have the same neighborhood in Γ. Therefore, Γ is expanded from
Σ. Moreover, A(W ) ∼= S
p2
p .
Step 5: Show Theorem 1.3.(2).
From Step 4, we getm = p and then |U| = p2. Assume the contrary, that is, A/A(W )
acts unfaithfully on U . Then A(W )  A(U). As before, let W = {w1, · · · ,wp3/n} be a
complete n−block system of A(U) on W.
If n = p, then |W| = p2 and as in Step 4 again, one may easily see Γ ∼= ΓA(U)[pK1],
a contradiction.
Suppose that n = p2. Then |W| = p. Then A/A(W) / Sp and A(U) ≤ A(W).
Moreover, since A/A(U) acts transitively on U , it follows that p
2 | |A/A(U)|. Then
A(U)  A(W). Naturally, we consider two cases:
(i) A(W) is transitive on U .
On the one hand, since A(W) fixesW pointwise and acts transitively on U and since
|W| = p 6= |U| = p2, the quotient graph of Γ with partition W ∪ U is isomorphic to
Kp,p2. On the other hand, for any block ui ∈ U and wj ∈ W, by considering the
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actions of A(W ) and A(U) we know that the induced subgraph Γ(ui ∪wj) is complete
bipartite. Therefore, Γ ∼= Kp3,p3 a contradiction.
(ii) A(W) has the blocks of length p on U .
Suppose that A(W) has blocks of length p on U . Then A(W) has blocks of length p
2
on U . Then the quotient graph ΓA(W) induced by A(W) is an edge-transitive graph of
order 2p and then it is symmetric by [14] again.
Similarly, by considering the actions of A(W ), A(U) and A(W), we may show that
the induced subgraph Γ(ui ∪wj) is either complete bipartite or empty. Therefore, the
graph Γ is vertex-transitive, a contradiction.
This proves that A/A(W ) acts faithfully on U .
Finally we show that Aut(Σ) ∼= A/A(W ). Since A/A(W ) acts faithfully on U , it
induces a faithful and edge-transitive action on Σ, that is A/A(W ) . Aut(Σ). Clearly,
the graph Γ is uniquely determined by its the graph Σ. Then one may see that every
automorphism of Σ can be extended to an automorphism of Γ which preserves W, that
means |Aut(Σ)| ≤ |A/A(W )|. Therefore, Aut(Σ) ∼= A/A(W ).
Step 6: Show Theorem 1.3.(3).
Since A/A(W ) acts faithfully on U by Step 5, it follows that A(U) = A(W ) and so
A(U) ≤ A(W ). Since A(U) ∩ A(W ) = 1, we get A(U) = 1, equivalently, A acts faithfully
on U .
Suppose that there exist two vertices w1 and w2 in W having the same neighbor-
hood in Σ. Then the permutation τ exchanging w1 and w2 and fixing other vertices
of Σ is clearly an automorphism of Σ, which forces that A/A(W ) acts unfaithfully on
U , a contradiction. Therefore, there exist no two vertices w1 and w2 in W having the
same neighborhood in Σ.
4 Proof of Theorem 1.4
By Theorem 1.3, from now on we focus on the quotient graph Σ induced by A(W ) with
biparts W ∪ U , where |W| = p3 and |U| = p2. Since w = {w} for some w ∈ W , we
shall identify w with w, and W with W as well. Moreover, Σ is edge-transitive and
there exist no two vertices in W having the same neighborhood in Σ.
To prove Theorem 1.4, we shall prove that F = Aut(Σ) acts imprimitively on U
in Subsection 4.1, that is Theorem 1.4.(1); and deal with the cases when Aut(Σ) acts
primitively on W in Subsection 4.2, that is Theorem 1.4.(2), and imprimitively on W
in Subsection 4.3, that is Theorem 1.4.(3), respectively.
4.1 Proof of Theorem 1.4.(1)
First we prove a group theoretical result.
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Lemma 4.1 For an odd prime p, let G be a primitive group on Ω, where |Ω| = p2.
Suppose that G has a faithful transitive representation of degree p3. Then G is isomor-
phic to one of the following groups:
(1) PΓL(2, 8), for p = 3;
(2) Z23 ⋊H, where H = SL(2, 3) or GL(2, 3), for p = 3;
(3) Z25 ⋊H, where H = SL(2, 5) or GL(2, 5), for p = 5;
(4) Z27 ⋊ SL(2, 7), for p = 7;
(5) Z211 ⋊ SL(2, 11), for p = 11.
All these representations are imprimitive.
Proof By the well-known O’Nan-Scott Theorem [5], every primitive groupG of degree
p2 is almost simple type, product type or affine type. Let T = soc(G). Suppose G has
a faithful transitive representation on Ω′, where |Ω′| = p3. Then we divided the proof
into the following three cases.
Case 1: G is almost simple type.
In this case, T = soc(G) is either Ap2 or PSL(n, q), where
qn−1
q−1
= p2, by checking
Proposition 2.4. First suppose that G is primitive on Ω′. Then by checking Proposi-
tion 2.4 again, the almost simple groups of degree p3 are: Ap3, PSU(4, 2) or PSL(n, q),
where q
n−1
q−1
= p3. Clearly, our group G now cannot have any faithful primitive repre-
sentation of degree p3.
In what follows, suppose that G acts imprimitively on Ω′. Let B be an imprimitive
complete m−block system. Then T acts transitively on B with the kernel K. Since T
is the unique minimal normal subgroup of G, it follows that either T ≤ K or K = 1.
In other words, if T acts transitively on Ω′, then K = 1; if T is intransitive on Ω′, then
T ≤ K and p||G : T |.
(i) Firstly, suppose that T = Ap2. Since |G : T | ≤ 2, we can get that T is impritim-
itive and transitive on Ω′. In this case, K = 1. Then |B| = p2 and m = p. Take a block
b in B. Then Tb = Ap2−1, which should be transitive on b. However, Ap2−1 has no
subgroup of index p, a contradiction.
(ii) Secondly, suppose that T = PSL(n, q), where q
n−1
q−1
= p2. Then T ≤ G ≤
PΓL(n, q), where q = pk1 for a prime p1. It is known that |PΓL(n, q) : T | | (q − 1)k. If
n = 2, then p2 − 1 = q = pk1. From this equation, we can get p = 3 and q = 8, that is
T = PSL(2, 8) and PΓL(2, 8) = T ⋊ 〈f〉, where f is the field automorphism of order 3
of T . This is a case in (1) of the lemma.
Suppose that n ≥ 3. Then p2 = q
n−1
q−1
≥ q2 + q + 1 and so we get p > q = pk1, which
implies p ∤ (q − 1) and p ∤ k, and then p ∤ |G : T |, that is, T  K and thus T acts
transitively on Ω′. However, in what follows we shall show that p3 ∤ |T |.
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Since
|PSL(n, q)| =
(qn − 1)(qn − q) · · · (qn − qn−1)
(q − 1)(n, q − 1)
= p2
(qn − q) · · · (qn − qn−1)
(n, q − 1)
and since p ∤ q and p ∤ (q − 1), it suffices to show p ∤ (ql + ql−1 + · · · + 1) for any
1 ≤ l < n− 1.
Suppose that k is the minimal positive integer such that p | (qk + qk−1 + · · ·+ 1).
Write
p2 = qn−1 + qn−2 + · · ·+ 1
= (1 + q + q2 + · · ·+ qk) + qk+1(1 + q + q2 + · · ·+ qk)
+ · · ·+ qn−i(1 + q + q2 + · · ·+ qi).
Then it follows p | (1 + q + q2 + · · ·+ qi). From the minimality of k, we get i = k so
that
p2 = (1 + q + q2 + · · ·+ qk)(1 + qk+1 + q2(k+1) + · · ·+ qn−k),
and so
1 + q + q2 + · · ·+ qk = 1 + qk+1 + q2(k+1) + · · ·+ qn−k,
that is
q(1 + q + · · ·+ qk−1 − qk − q(2k−1) − · · · − qn−k−1) = 1,
a contradiction.
Case 2: G is product type.
In this case, G = (M ×M)⋊Z2, where M is an irregular primitive group of degree
p. Clearly, p3 ∤ |G|, a contradiction.
Case 3: G is affine type.
Now G = N ⋊ H, where N ∼= Z2p and H is an irreducible subgroup of GL(2, p).
Clearly, G acts imprimitively on Ω′. Since |GL(2, p)| = p(p− 1)2(p+ 1), we know that
p3 || |G| and then N induces a p2−block system, say B, on Ω′. Take b ∈ B and b ∈ b.
Considering the action of H on B, we know that |H : Hb| = p and then Hb = Hb, that
is, H has a subgroup of index p. Checking Proposition 2.6, we get that H = SL(2, p)
for p = 3, 5, 7 and 11; or H = GL(2, p) for p = 3, 5. This completes the proof of the
lemma.
Proof of Theorem 1.4.(1): For the contrary, suppose that F acts primitively on U .
Then F has a faithful primitive representation of degree p2. Since |W| = p3 , F has
a faithful transitive representation of degree p3 and so p3 | |F |. Then F is one of the
groups in Lemma 4.1 and we divide the proof into two cases according to F = PΓL(2, 8)
or F is an affine group.
(i) F = PΓL(2, 8)
11
Let F = T ⋊ 〈f〉 and let H ∼= Z32 ⋊ Z7 be a point stabilizer of T on the projective
line. Then Fw = H for some w ∈ W and Fu = H ⋊ 〈f〉 for some u ∈ U . Since each
of Fw, F
f
w
and F f
2
w
fixes u and is transitive on other 8 vertices on U , three vertices
w, wf and wf
2
have the same neighborhood in the graph Σ, a contradiction (see
Theorem 1.3.(3)).
(ii) F is an affine group.
Now F = N ⋊ H, where N ∼= Z2p and either H = SL(2, p) where p = 3, 5, 7, 11 or
GL(2, p) where p = 3, 5. First letH = SL(2, p). Let Z be the center of SL(2, p). Clearly,
Z ≤ Hw. If p = 3 then
Hw
Z
∼= Z22 ; if p = 5 then
Hw
Z
∼= A4; if p = 7 then
Hw
Z
∼= S4; and
if p = 11 then Hw
Z
∼= A5 where Hw ∼= SL(2, 5). Let P be a Sylow p-subgroup of group
H . Then H = HwP where Hw ∩P = 1 and F = N ⋊ (PHw). Now we may identify U
with vector space V = V(2, p). Let α = (1, 0). Then Hα = {
(
1 0
c 1
)
| c ∈ Fp} ∼= Zp.
Since for any h ∈ H , we have
((Hw)
h)α = (Hw)
h ∩Hα = 1 and |α
(Hw)h | = p2 − 1 = |(Hw)
h|.
This implies that acting on U , (Hw)
h fixes 0 and is transitive on V \ {0}. Therefore, p
vertices {wh | h ∈ H} have the same neighborhood in Σ, a contradiction.
For H = GL(2, p) where p = 3, 5, we have completely same argument as last
paragraph and get a contradiction again.
4.2 Proof of Theorem 1.4.(2)
The proof of Theorem 1.4.(2) consists of the following two lemmas.
Lemma 4.2 Suppose that Aut(Σ) acts primitively on W. Then p = 3.
Proof. Again set F = Aut(Σ). By Theorem 1.3.(1), F acts imprimitively on U . Let
U be a p-block system of F on U with the kernel F(U). Then F(U) ≤ (Sp)
p. Suppose
that F is primitive on W. Then F(U) is transitive on W.
Clearly, F is neither a diagonal type or twisted wreath product type. So we only
need to deal with three cases separately: F is almost simple type, product type or
affine type.
(i) F is almost simple type.
Let T = soc(F ). Then T is transitive on W. Since T is the unique minimal normal
subgroup of F , it follows that T ≤ F(U), which implies that T is transitive on each
block in U. Thus T has two faithful representations with respective degree p and p3,
which is impossible.
(ii) F is product type.
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In this case, F = (M ×M ×M)⋊H , where M is a primitive and irregular group
of degree p, where p ≥ 5. Since p3 || |F | and F(U) is transitive on W, we have p
3 | |F(U)|
and so p ∤ |F/F(U)|, a contradiction.
(iii) F is affine type.
In this case, F = N ⋊ H, where N ∼= Z3p and H is an irreducible subgroup of
GL(3, p). Clearly, N ≤ F(U) and thus H must be transitive on U. Therefore, H has a
subgroup M of index p. Let P be a Sylow p-subgroup of H . Suppose that there exists
an element h of order p in H ∩ F(U). Since N〈h〉 is a p-subgroup in F(U), it is abelian,
and then [h,N ] = 1, a contradiction, noting F is an affine group. Therefore, |P | = p
and then H = PM . Set H1 = H ∩ SL(3, p). Noting P ≤ SL(3, p), we get H1 = PM1,
where M1 = H1 ∩M. Set Z = Z(SL(3, p)). Then Z ∼= Zk for k = (3, p− 1). Therefore,
in PSL(3, p), |H1 : M1| = |P | = p. Since H1 is an irreducible subgroup which has a
subgroup of index p, by checking Proposition 2.5, the possible candidates are PSL(2, 5)
or PGL(2, 5) for p = 5; PSL(2, 7) for p = 7; PSL(2, 11) for p = 11; and Z13 ⋊ Z3, A4
or S4 for p = 3. Moreover, if p = 3, 5, 11, then H1 ∼= H1; if p = 7, the H1 ∼= H1 or
H1 ∼= H1 × Z3. In what follows, we shall show p 6= 5, 7, 11 and then p = 3, the lemma
is proved.
For the contrary, suppose that p ∈ {5, 7, 11}. Since H = PM , we get that Hu = M
and Fu = NM , for some u ∈ U. Then Fu = Fu/F(u) = NM ≤ Sp. Since Fu contains a
normal regular subgroup N , it is an affine group, which implies that M/(M ∩ F(u)) ∼=
M ∼= Zl for l | (p − 1). In particular, M1/(M1 ∩ F(u)) ∼= Zl′ for l
′ | (p− 1). Note that
our group M1 = A4 or S4 for p = 5; S4 or S4 × Z3 for p = 7; and A5 for p = 11. In
all the cases, three exists a subgroup M2 ∼= A4 which is contained in F(u), that is, M2
fixes u pointwise. For any u ∈ u, we have that Nu ∼= Z
2
p and NuM2 fixes u pointwise.
Now let’s consider the subgroup NuM2. Let K0 be the kernel of M2 acting on Nu
by conjugacy. Then K0 fixes a 2-dimensional subspace pointwise. It is easy to see
that the subgroup of SL(3, p) fixing a 2-dimensional subspace pointwise is isomorphic
to Z2p ⋊ Zp−1. Since p ∤ |M2|, we know that K0 is cyclic. But A4 contains only one
cyclic normal subgroup, that is 1, and thus K0 = 1 and then M2 acts faithfully on
Nu, or equivalently, M2 . GL(2, p). However, GL(2, p) does not contain any subgroup
isomorphic to A4, a contradiction.
Lemma 4.3 Aut(Σ) ∼= S3 ≀ S3, Σ ∼= Σ(3) or Σ(6); and Γ ∼= Γ(9) or Γ(18) defined in
Example 1.1.
Proof Suppose p = 3. Continue the proof of (iii) in last paragraph. Then |U| = 9,
F = N ⋊H , H1 = H ∩ SL(3, p), and H1 = Z13⋊Z3 A4 or S4. Clearly, H1 6= Z13⋊Z3.
Hence, we let A4 ≤ H1 ≤ H ≤ L, where L is the same group in Lemma 1.2, that is
the subgroup of GL(3, 3) consisting of all those 3 × 3 matrices with only one nonzero
entry in each row and column and actually, L ∼= Z32 ⋊ S3, of order 48.
13
(i) First, suppose that H = L. Then |F | = |N ||H| = 3424. Considering the
imprimitive action of F on U , we know that F . S3 ≀ S3. Since |S3 ≀ S3| = 3424,
we get F ∼= S3 ≀ S3. In fact, N ⋊ L is really isomorphic to S3 ≀ S3.
Since F = N × L, an affine group, we may identify W with the 3-dimensional
space V = V(3, 3). Let w be zero vector. Then Fw = L. Take a vertex u ∈ U . Then
Nu = Z
2
p , and Lu is a Sylow 2-subgroup of L. Therefore, Fu = Nu ⋊ Lu. Consider Nu
as a 2-dimensional subspace, Lu must preserve it. As in Example 1.1, set
V0 = {(0, b, c) | b, c ∈ GF(3)}, V1 = {(a, 0, c) | a, c ∈ GF(3)},
V2 = {(a, b, 0) | a, b ∈ GF(3)}.
Without loss of generality, set Nu = V0. Take an element x =
(
0 1 0
0 0 1
1 0 0
)
∈ L. Then
〈x〉 permutes V0, V1 and V2. Now, U may be identified with the set of nine lines:
U = {α + Vi | α ∈ V, i ∈ Z3}.
It is easy to check that Fw(= L) has two orbits on U of length 3 and 6, respectively.
Therefore, we just get two graphs, which are exactly Σ(3) and Σ(6), with d(w) = 3
and 6.
Set Σ = Σ(3) or Σ(6). From the argument of last section, we know that there
exist no graphs whose automorphism group acts primitively on U and so Aut(Σ) acts
primitively on W and imprimitively on U . Since S3 ≀ S3 is the maximal imprimitive
group of degree 9, Aut(Σ) ≤ S3 ≀ S3 ∼= F , and then Aut(Σ) = S3 ≀ S3.
Correspondingly, we get Γ ∼= Γ(9) or Γ(18).
(ii) Secondly, suppose that A4 ≤ H   L. Then |Aut(Σ)|   3423 and A4 ≤ Fw.
Consider the action of A4 on U . Clearly, each subgroup Z3 of A4 is transitive on U and
the normal subgroup Z22 of A4 fixes each block setwise. If Z
2
2 fixes pointwise in a block,
then Z22 fixes U pointwise, which forces that F acts unfaithfully on U . Therefore, acting
in each block, Z22 fixes one vertex and exchange other two vertices, which implies that
Fw has two orbits on U with respective length 3 and 6. Hence, we get two graphs as
same as in (i), that is Σ = Σ(3) and Σ(6), contradicting to |Aut(Σ)| = 3424.
4.3 Proof of Theorem 1.4.(3)
Before proving Theorem 1.4.(3), we first prove two group theoretical results.
Lemma 4.4 Let V = V(3, p) and G = GL(3, p). Take x =
(
1 2 2
0 1 2
0 0 1
)
∈ G. Then
(1) x fixes setwise only one 1-dimensional subspace 〈α〉 for α = (0, 0, 1) ∈ V and
only one 2-dimensional subspace S′ = {(0, a2, a3) | a2, a3 ∈ GF(p)}.
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(2) For any 2-dimensional subspace S not including α, we have Sx
i
∩Sx
j
∩Sx
k
= {0},
where i, j, k ∈ GF(p) are distinct.
Proof (1) Checking directly.
(2) Let S be a 2-dimensional subspace and α 6∈ S. Suppose that 0 6= β ∈ Sx
i
∩Sx
j
∩
Sx
k
, where i, j, k are distinct. Then βx
−i
, βx
−j
, βx
−k
∈ S. Since x does not fix 〈β〉, the
subspace 〈βx
−i
, βx
−j
, βx
−k
〉 can not be 1-dimensional and so it is S. Set β = (a1, a2, a3).
Note that for any l ∈ Fp,
xl =
(
1 2l 2l2
0 1 2l
0 0 1
)
.
Let
D =
∣∣∣∣∣∣
βx
−i
βx
−j
βx
−k
∣∣∣∣∣∣ =
∣∣∣∣∣∣
a1 −2ia1 + a2 2i
2a1 − 2ia2 + a3
a1 −2ja1 + a2 2j
2a1 − 2ja2 + a3
a1 −2ka1 + a2 2k
2a1 − 2ka2 + a3
∣∣∣∣∣∣ .
Since α 6∈ S, we get a1 6= 0. By computing we get
D = 4a31(i− j)(k − i)(k − j) 6= 0,
forcing dim(S)=3, a contradiction.
Lemma 4.5 Let G be an imprimitive transitive group of degree p2 on Ω, where p ≥ 3
and p3 | |G| and let B be an imprimitive p-block system of G. Let P be a Sylow
p-subgroup of G. Then
(1) Exp (P ) ≤ p2, |Z(P )| = p and P = (P ∩ G(B))〈t〉, for some t ∈ P such that
tp ∈ Z(P );
(2) Suppose that provided either p = 3 or p ≥ 5 and |P ∩G(B)| ≤ p
p−1. Then G(B) is
solvable, P ∩G(B) is a characteristic subgroup of G(B) and so P ∩G(B) ✁G.
Proof (1) Check easily.
(2) If p = 3, then the conclusion is clearly true.
Suppose p ≥ 5 and |P ∩G(B)| ≤ p
p−1. Set
K = G(B), N = P ∩G(B), B = {b0,b1, · · · ,bp−1}.
For any g ∈ K \ {1}, let ℓ(g) be the number of blocks bi in B such that the induced
action gbi is nontrivial and set
ℓ = min{ℓ(g) | g ∈ K \ {1}}.
Since p3 | |G| and |N | ≤ pp−1, we get ℓ 6= p, 1. Hence, 2 ≤ ℓ ≤ p− 1.
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Take g ∈ K such that ℓ(g) = ℓ. Without loss of generality, say gbi is nontrivial for
0 ≤ i ≤ ℓ− 1 and trivial for ℓ ≤ i ≤ p− 1. Set L = ∩ℓ≤i≤p−1K(bi). Then L✁K. Since
g ∈ L, we get Lbi is nontrivial for 0 ≤ i ≤ ℓ − 1. Since L ✁ K, it follows that L is
transitive on each such bi. By the definition of ℓ, we know that L is faithful on bi and
so N ∩ L ∼= Zp.
Take an element x ∈ P \ N such that bx0 = b1. Since 〈x〉 is transitive on B, we
have that x cannot fix setwise any proper subset of B. Therefore,
1 ≤ |{b0,b1, · · ·bℓ−1} ∩ {b
x
0 ,b
x
1, · · · ,b
x
ℓ−1}| ≤ ℓ− 1.
For any h = h0h1 · · ·hℓ−1 ∈ L, where 1 6= hi ∈ S
bi , we have that hx = hx0h
x
1 · · ·h
x
ℓ−1.
Noting that 1 6= hx0 ∈ S
b1 , we know that both L and Lx are nontrivial on b1. For any
h = h0h1 · · ·hℓ−1 and h
′ = h′0h
′
1 · · ·h
′
ℓ−1 in L, we have ℓ([h, (h
′)x]) ≤ ℓ−1. It follows the
minimality of the value ℓ that [h, (h′)x] = 1, equivalently, [L, Lx] = 1. In particular,
[Lb1 , (Lx)b1 ] = 1. Since Lb1 ≤ CSb1 ((L
x)b1) and (Lx)b1 is transitive on b1, it follows
from a well-known theorem in permutation group theory that Lb1 is regular, that is,
Lb1 ∼= Zp. Moreover, since L is faithful on each bi for 0 ≤ i ≤ ℓ− 1 by the arguments
in last paragraph, we get L ∼= Zp. It has been proved that K
b1 contains a regular
normal subgroup Lb1 , and so Kb1 is solvable. This in turn implies K is solvable.
Let N1 and N2 be two Sylow p-subgroups of K. Since K
bi has the unique subgroup
Zp for each block bi, we get [N1, N2] = 1. Now N1N2 is a p-subgroup of K, which forces
that N1 = N2. Therefore, Nchar K and then N ✁G, as desired.
Proof of Theorem 1.4.(3): Suppose that F = Aut(Σ) acts imprimitively on W.
By Theorem 1.4.(1), F also acts imprimitively on U , with an imprimitive complete
p−block system U. Clearly, F(U) 6= 1. Considering the imprimitive action of F on U ,
we find that F . Sp ≀ Sp = (Sp)p ⋊ Sp, and F(U) . (Sp)p. Let P ∈ Sylp(F ). Then
P . (Zp)p ⋊ Zp. Set N = P
⋂
F(U). Then N . (Zp)p.
In what follows, we divide our proof into two cases depending on whether or not
F(U) acts transitively on W.
(1) F(U) acts transitively on W.
Suppose that F(U) acts transitively on W. Then N is also transitive on W. Since
N is abelian, N acts regularly on W, that is N ∼= Z3p and then |P | = p
4. Take w ∈ W.
Then P = N ⋊ Pw ∼= Z3p ⋊ Zp. Considering the action of P on U , for u ∈ U we have
that Pu = Nu ∼= Z
2
p .
By Lemma 4.5, F(U) is solvable and N ✁F . Therefore, F is an affine group, that is
F = N ⋊Fw, where N is identified with the translation normal subgroup of AGL(3, p)
and Fw with a reducible subgroup of GL(3, p). That is the case (3.1) in Theorem 1.4.
(2) F(U) acts intransitively on W.
Suppose that F(U) acts intransitively onW. Since F/F(U) ≤ Sp, we get p || |F/F(U)|.
Hence |N | ≥ p2 and so F(U) induces p
2-blocks on W. Therefore, the first conclusion of
Theorem 1.4.(3.2) holds.
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Let w be any vertex in W. Then we deal with two cases separately.
(2.1) Suppose that w is exactly adjacent to two blocks in U. Then we are in case
Theorem 1.4.(3.2.1).
(2.2) Suppose that w is adjacent to at least three blocks in U. Then in what follows
we shall prove the conclusions of Theorem 1.4.(3.2.2).
Since F/F(U) . Sp, it acts faithfully on both W and U. Thus, we get p 6= 3 and so
p ≥ 5. Since |P | ≥ p3 and P acts faithfully on U , it follows that P is nonabelian.
Now we show |N | = p2. For the contrary, suppose that |N | ≥ p3. Let N1 be
a normal subgroup of P such that |N1| = p
3 and N1 ≤ N. Let x0 ∈ P \ N and
P1 = N1〈x0〉. Then by Lemma 4.5.(1), |Z(P )| = p, x
p
0 ∈ Z(P ) and then |P1| = p
4.
Clearly, for any w ∈ W, we have that |(P1)w| = |(N1)w| ≥ p; and for any u ∈ U , we
have that (P1)u = (N1)u ∼= Z
2
p and N1 is transitive on every block in U . As the same
reason as in (1), the conjugacy action of x0 on N1 can be identified with the action of x
on V(3, p), where x is define as in Lemma 4.4. Suppose that w is adjacent to p vertices
in a block u ∈ U. Since the edge-transitivity of Σ, we get thatw is adjacent to p vertices
in any block such that one of whose vertex is adjacent to w. Considering the actions
N1 on W and U , we know that the vertices in w
N1 have the same neighborhood, a
contradiction. Therefore, if w is adjacent to a block u ∈ U, then (N1)w fixes pointwise
u, equivalently (N1)w ≤ (N1)u, otherwise, w is adjacent to p vertices in u. By the
hypothesis, we assume that w is adjacent to at least three blocks ux
i
, ux
j
and ux
k
, where
i, j, k are distinct in Zp. Then (N1)w ≤ ((N1)u)
xi ∩ ((N1)u)
xj ∩ ((N1)u)
xk . Identifying
(N1)w, ((N1)u)
xi, ((N1)u)
xj and ((N1)u)
xk with the subspaces of V(3, p), we get from
Lemma 4.4 that (N1)w = 1, a contradiction.
Since |N | = p2, we get |P | = p3. Since p ≥ 5, we get from Proposition 2.7 that
P ✁ F, namely, P is a normal subgroup of F acting regularly on W. By Lemma 4.5,
F(U) is solvable. Moreover, since Zp ∼= PF(U)/F(U)✁F/F(U) ≤ Sp, it follows that F/F(U)
contains a normal regular subgroup on U and so it is affine group. In other words,
F/F(U) ∼= Zp ⋊ Zr, where r | (p− 1).
5 Examples of graphs
In this section, by defining three bi-coset graphs we show the existences of the graphs
in the three cases of Theorem 1.4.(3).
Graph Σ1(p) : For p ≥ 5, let F = N⋊(〈x〉⋊H) ≤ AGL(3, p) where N is the translation
subgroup of AGL(3, p), where
x =
(
1 2 2
0 1 2
0 0 1
)
, H = 〈
(
s2t−1 0 0
0 s 0
0 0 t
)
| s, t ∈ GF(p)∗〉 ≤ NGL(3,p)(〈x〉).
Let N0 = 〈t(1,0,0), t(0,1,0)〉 ≤ N. With the notation of Definition 2.1, set
L = 〈x〉H, R = N0H, D = RL.
17
Then |F : L| = p3 and |F : R| = p2. Since R and L are nonmaximal subgroups of F ,
we get that F acts imprimitively on both [F : L] and [F : R].
Let Σ1(p) = B(F ;L,R,D), a double coset graph. Since |D|/|R| = |L|/|L∩R| = p,
the degree of any vertex in [F : L] is p. Moreover, one may easily see that there exist
no two vertices in [F : L] having the same neighborhood. Now F acts edge-transitively
on Σ. Since the proof of Aut(Σ) ∼= F depends on several lemmas and take a long
argument, we do not try to write it in this paper but shall put it in our further paper.
This graph satisfies the condition of Theorem 1.4.(3.1). Finally, let Γ1(p) be the graph
expanded from Σ1(p).
Graph Σ2(p) : For any prime p ≥ 5, let
σ = (0, 1, · · · , p− 1), τ = (0)(1,−1) · · · (
p− 1
2
,
p+ 1
2
) ∈ Sp.
Then 〈σ, τ〉 ∼= D2p. Let M ∼= Sp, H ≤M and H ∼= Sp−1. Set
F = M ≀ 〈σ, τ〉 = (
p times︷ ︸︸ ︷
M × · · · ×M)⋊ 〈σ, τ〉,
L = (
p−1
2
−1 times︷ ︸︸ ︷
M × · · · ×M ×H ×H ×
p+1
2
−1 times︷ ︸︸ ︷
M × · · · ×M)⋊ 〈τ〉,
R = (H ×
p−1 times︷ ︸︸ ︷
M × · · · ×M)⋊ 〈τ〉, D = Rσ
p−1
2 L.
Then |F : L| = p3 and |F : R| = p2. Clearly, F acts imprimitively on both [F : L] and
[F : R].
Let Σ2(p) = B(F ;L,R,D). Since |D|/|R| = |L|/|L ∩ R| = 2, the degree of any
vertex in [G : L] is 2. Moreover, we shall show Aut(Σ) ∼= F in our further paper.
Clearly, Mp induces a p-block system on [F : R] and the vertex L is exactly adjacent
to two blocks, corresponding to the double coset Rσ
p−1
2 L. This graph satisfies the
condition of Theorem 1.4.(3.2.1). Finally, let Γ2(p) be the graph expanded from Σ1(p).
Graph Σ3(p) : For any prime p ≥ 5, suppose that
P = 〈a, b | ap
2
= bp = 1, [b, a] = c, ap = c, ab = a1+p〉.
Pick up an element s of order p− 1 in Z∗p2. Let
F = P ⋊ 〈x〉, where xp−1 = 1, ax = as
Set
L = 〈x〉, R = 〈b〉〈x〉, D = RaL.
Then |F : L| = p3, |F : R| = p2. Clearly, F acts imprimitively on both [F : L] and
[F : R].
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Let Σ3(p) = B(F ;L,R,D). Since |D|/|R| = |L|/|L∩R| = p− 1, the degree of any
vertex in [F : L] is p − 1. Moreover, we shall show Aut(Σ) ∼= F in our further paper.
Clearly, 〈ap〉 induces a p-block system on [F : R] and the vertex L is adjacent to p− 1
blocks. This graph satisfies the condition of Theorem 1.4.(3.2.2). Finally, let Γ3(p) be
the graph expanded from Σ3(p).
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