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RANDOM SECTIONS OF ELLIPSOIDS AND THE POWER OF
RANDOM INFORMATION
AICKE HINRICHS, DAVID KRIEG, ERICH NOVAK, JOSCHA PROCHNO, AND MARIO ULLRICH
Abstract. We study the circumradius of the intersection of an m-dimensional ellip-
soid E with half axes σ1 ≥ · · · ≥ σm with random subspaces of codimension n. We find
that, under certain assumptions on σ, this random radius Rn = Rn(σ) is of the same
order as the minimal such radius σn+1 with high probability. In other situations Rn is
close to the maximum σ1. The random variable Rn naturally corresponds to the worst-
case error of the best algorithm based on random information for L2-approximation of
functions from a compactly embedded Hilbert space H with unit ball E . In particular,
σk is the kth largest singular value of the embedding H →֒ L2. In this formulation, one
can also consider the case m = ∞, and we prove that random information behaves very
differently depending on whether σ ∈ ℓ2 or not. For σ /∈ ℓ2 random information is com-
pletely useless, i.e., E[Rn] = σ1. For σ ∈ ℓ2 the expected radius of random information
tends to zero at least at rate o(1/
√
n) as n→∞. In the important case
σk ≍ k−α ln−β(k + 1),
where α > 0 and β ∈ R, we prove
E[Rn(σ)] ≍

σ1 if α < 1/2 or β ≤ α = 1/2,
σn
√
ln(n+ 1) if β > α = 1/2,
σn+1 if α > 1/2.
In the proofs we use a comparison result for Gaussian processes à la Gordon, exponen-
tial estimates for sums of chi-squared random variables, and estimates for the extreme
singular values of (structured) Gaussian random matrices.
1. Introduction
We are interested in the circumradius of the intersection of a centered ellipsoid E in
Rm with a random subspace En of codimension n, where n can be much smaller than m.
While the maximal radius is the length of the largest semi-axis σ1, the minimal radius is
the length of the (n+1)-st largest semi-axis σn+1. But how large is the radius of a typical
intersection? Is it comparable to the minimal or the maximal radius or does it behave
completely different?
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We prove that the radius of a random intersection satisfies
rad(E ∩ En) ≤ c√
n
( ∑
j≥n/4
σ2j
)1/2
with overwhelming probability, where c ∈ (0,∞) is an absolute constant. For many
sequences σ of semi-axes the right-hand side is of the same order as σn+1. This means
that a typical intersection has radius comparable to the smallest one. One example are
semi-axes of length σj = j
−α of polynomial decay α > 1/2.
If the sequence σ decays too slowly, this is no longer true and we find that a typical
intersection often has radius comparable to the largest one. Indeed, if the ellipsoid is ‘fat’
in the sense that the semi-axes satisfy ‖σ‖2 ≥ c
√
nσ1, then we show that
rad(E ∩ En) ≥ σ1/2
with overwhelming probability, where c ∈ (0,∞) is an absolute constant. An example are
semi-axes of length σj = j
−α of polynomial decay α ≤ 1/2. Altogether, we obtain
E[rad(E ∩ En)] ≍
 σ1 if α ≤ 1/2,σn+1 if α > 1/2,
where ≍ denotes equivalence up to positive constants not depending on n and m.
The study of diameters of sections of symmetric convex bodies with a lower-dimensional
subspace has been initiated by Giannopoulos and Milman [6, 8] and further advanced in
the subsequent works of Litvak and Tomczak-Jaegermann [19], Giannopoulos, Milman,
and Tsolomitis [7], or Litvak, Pajor, and Tomczak-Jaegermann [18]. However, as has
already been pointed out in [6, 8], one cannot expect these bounds to be sharp for the
whole class of symmetric convex bodies as is indicated by ellipsoids with highly incom-
parable semi-axes for which the diameter of sections of proportional dimension does not
concentrate around some value [8, Example 2.2]. Moreover, the focus in these papers was
on subspaces of proportional codimension, whereas we are also interested in subspaces
with small codimension such as m = n2 or m = 2n.
Our initial motivation leading us to this geometric problem has been completely differ-
ent. Its origin lies in the theory of information-based complexity (IBC), where one often
wants to approximate the solution of a linear problem based on n pieces of information
about the unknown problem instance. We refer to [21, 22, 23] for a detailed exposition.
Here, one usually assumes that some kind of oracle is available which grants us this in-
formation at our request. We call this oracle n times to get n pieces of information and
try to choose clever questions such that the answers of the oracle are most meaningful
in order to obtain optimal information about the problem instance. Often, however, this
model does not match reality. There is no such oracle at our disposal and the information
comes in randomly. We simply have to work with the information at hand. This is in fact
a standard assumption in learning theory and uncertainty quantification, see [28]. It may
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also happen that an oracle is available but we simply do not know what to ask in order to
obtain optimal information. In such a case, it immediately suggests itself to ask random
questions. What we obtain is random information. This is why we want to compare the
power or quality of optimal information with the (average) power of random information.
More precisely, we want to recover x ∈ E from the data Nn(x) ∈ Rn with information
mapping Nn ∈ Rn×m and measure the error in the Euclidean norm. The power of the
information mapping is measured by its radius, which is the worst case error of the best
recovery algorithm based on Nn, that is,
rad(Nn, E) = inf
ϕ:Rn→Rm
sup
x∈E
‖ϕ(Nn(x))− x‖2 .
It is known that, for linear problems in Hilbert spaces, the worst data is the zero data
resulting in
rad(Nn, E) = sup
x∈E∩En
‖x‖2 ,
where En is the kernel of Nn, see [4, 21, 32]. Thus, we indeed arrive at the same problem
as above. The radius of a random intersection is the worst case error of the best algorithm
based on random information, whereas the radius of the minimal intersection is the worst
case error of the best algorithm based on optimal information. So the geometric questions
above translate as follows: How good is random information? Is it comparable to the
optimal information or is it much worse?
The geometric statements from above also hold for the radius rad(Nn, E) of random
information instead of rad(E ∩En). For instance, for polynomial decay σj = j−α, we have
E[rad(Nn, E)] ≍
 σ1 if α ≤ 1/2,σn+1 if α > 1/2.
As a matter of fact, those results even hold when m = ∞, where our geometric inter-
pretation fails. For σ /∈ ℓ2 we obtain that random information is completely useless, i.e.,
E[rad(Nn, E)] = σ1. For σ ∈ ℓ2 the expected radius of random information tends to zero
at least at rate o(1/
√
n) as n→∞.
Remark 1. a) Instead of ℓ2 we may also take a separable L2 space since both spaces are
isometrically isomorphic. Then we may study a compact embedding H →֒ L2 of a Hilbert
space H and denote the unit ball of H by E .
b) An important case, often needed in approximation theory and complexity studies,
are Sobolev embeddings, i.e., H is a Sobolev space of functions that are defined on a
bounded domain in Rd. It is well known that then the singular values behave as σk ≍
k−α ln−β(k + 1), where α and β depend on the smoothness and the dimension d.
Remark 2. The phenomenon, that the results very much depend on whether σ is square
summable or not, is known from a related problem that was studied earlier in several
papers. There E is the unit ball of a reproducing kernel Hilbert space H , i.e., H ⊆ L2(D)
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consists of functions on a common domain D and function evaluation f 7→ f(x) is a
continuous functional on H for every x ∈ D. Again, the optimal linear information Nn
for the L2 approximation problem is given by the singular value decomposition and has
radius σn+1. This information might be difficult to implement and hence one might allow
only information Nn of the form
Nn(f) =
(
f(x1), . . . , f(xn)
)
, xi ∈ D.
The goal is to relate the power of function evaluations to the power of all continuous
linear functionals. Ideally one would like to prove that their power is roughly the same.
Unfortunately, in general this is not true. In the case σ /∈ ℓ2 the convergence of optimal
algorithms that may only use function values can be arbitrarily slow [11]. The situation
is much better if we assume that σ ∈ ℓ2. It was shown in [34] and [12] that function
values are almost as good as general linear information. We refer to [23, Chapter 26] for
a presentation of these results. We must say that we do not fully understand the analogy
of the two different problems.
The rest of the paper is organized as follows. In Section 2 we discuss the relation
between the geometric problem and the IBC problem in more detail. We give three
equivalent versions of the problem. The version involving Gaussian information easily
generalizes to the infinite dimensional setting. We give general upper bounds (Theorem
3) and lower bounds (Theorem 4) for the radius of random information in terms of the
sequence σ which hold with high probability. We derive the ℓ2-dichotomy discussed above
(Corollary 5) and apply the general theorems to sequences of polynomial decay (Corollary
6) and of exponential decay (Corollary 8). The proofs of these results are contained in
Section 3, which is partitioned into the subsections containing the proof of the upper
bound, the proof of the lower bound, and the proof of the corollaries. We add a final
section about alternative approaches. In particular, we show an upper bound via the M∗-
estimate of Gordon and an elementary lower bound. Although these bounds are not as
sharp and general as those presented before, they highlight other aspects of the problem.
2. Problem and results
We consider the ellipsoid
Emσ =
{
x ∈ Rm :
m∑
j=1
x2j
σ2j
≤ 1
}
with semi-axes of lengths σ1 ≥ σ2 ≥ · · · ≥ σm > 0. Note that the alignment of the
ellipsoid with the standard axes of Rm and the order of the semi-axes is no essential
assumption. We shall present three equivalent versions of our problem.
Version 1. Let En be uniformly distributed on the Grassmannian manifold Gm,m−n
of n-codimensional subspaces in Rm equipped with the Haar probability measure. The
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intersection of En and Emσ is an (m−n)-dimensional ellipsoid. We study its circumradius
rad (Emσ ∩ En) = sup
{‖x‖2 : x ∈ Emσ ∩ En},
where ‖x‖2 denotes the standard Euclidean norm of x ∈ Rm. This is the radius of the
smallest Euclidean ball that contains the intersection ellipsoid, or equivalently the length
of its largest semi-axis. Observe that rad (Emσ ∩ En) ∈ [σn+1, σ1].
Version 2. We study the problem of recovering x ∈ Emσ from n pieces of information,
where we want to guarantee a small error in the Euclidean norm. The information about
x ∈ Emσ is given by coordinates in n directions y(i) ∈ Sm−1, where Sm−1 is the unit sphere
in Rm. This is a linear problem over Hilbert spaces as described in [21, Section 4.2.3].
Indeed, Emσ is the unit ball of the Hilbert space H(σ) = Rm equipped with the scalar
product
〈x, y〉σ =
m∑
j=1
xjyj
σ2j
.
The numbers σj are the singular values of the embedding ofH(σ) into ℓ
m
2 . The information
is described by the information mapping
Nn,m : Emσ → Rn, Nn,m(x) =
(〈x, y(i)〉)n
i=1
.
The quality of the information mapping is measured by its radius, which is the worst case
error of the best recovery algorithm based on the information Nn,m, i.e.,
rad(Nn,m, Emσ ) = inf
ϕ : Rn→Rm
sup
x∈Emσ
‖ϕ(Nn,m(x))− x‖2 = sup
x∈E∩En
‖x‖2 ,
where En is the kernel of Nn,m and the second equality can be found in [4, 21, 32].
It is well known that the information is optimal (its radius is minimal) if the directions
y(i) coincide with the n largest semi-axes of the ellipsoid. The power or quality of optimal
information is given by
min
y(1),..., y(n)∈Sm−1
rad(Nn,m, Emσ ) = σn+1.
Here we study the typical quality of random information in comparison to optimal infor-
mation and ask for the radius rad(Nn,m, Emσ ) of the random information mapping Nn,m,
where the points y(i) are independent and uniformly distributed on Sm−1.
Version 3. Like in the previous version, we study the radius of a random information
mapping. This time we consider Gaussian information which is given by a random matrix
Gn,m ∈ Rn×m with independent standard Gaussian entries gij , 1 ≤ i ≤ n, 1 ≤ j ≤ m. We
denote the radius of information by
(1) rad(Gn,m, Emσ ) = inf
ϕ : Rn→Rm
sup
x∈Emσ
‖ϕ(Gn,m(x))− x‖2 = sup
x∈Emσ ∩En
‖x‖2 ,
where En is the kernel of Gn,m.
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Indeed, these three versions are merely variants of the same question. The random
variables rad (Emσ ∩ En), rad(Nn,m, Emσ ), and rad(Gn,m, Emσ ) have the same distribution,
which is invariant if Emσ is replaced by QEmσ for some orthogonal matrix Q ∈ O(m). The
corresponding measure on [σn+1, σ1] shall be denoted by µn,m(σ). Let us briefly present
the argument. The orthogonal invariance immediately follows from the fact that the
distributions of the hyperplane En, the matrix Nn,m and the matrix Gn,m are invariant
under orthogonal transformations. To see that the three random variables have the same
distribution, we need the fact that
rad(A, Emσ ) = rad (Emσ ∩ En)
for any matrix A ∈ Rn×m, where En is the kernel of A. It is left to notice that the kernels
of Nn,m and Gn,m are uniformly distributed on the Grassmannian which follows from the
orthogonal invariance of both distributions and the uniqueness of the normalized Haar
measure on compact groups.
Definition. We denote by Rn,m(σ) a random variable distributed according to µn,m(σ).
The Gaussian setting in Version 3 can be considered for m = ∞ as well, where we
consider the ellipsoid
Eσ =
{
x ∈ ℓ2 :
∑
j∈N
x2j
σ2j
≤ 1
}
.
We allow semi-axes of length 0 by omitting the corresponding terms in the definition of
the inner product. We write Gn for the matrix (gij)1≤i≤n,j∈N with independent standard
Gaussian entries and consider the random variable
Rn(σ) = sup
x∈Eσ∩En
‖x‖2 ,
where En is the kernel of Gn. The quantity Rn(σ) can be interpreted as the radius of
Gaussian information for the problem of ℓ2-approximation on Eσ (see Remark 10 below).
Omitting semi-axes allows us to consider the finite-dimensional case as a special case of the
infinite-dimensional one. In the case that σj = 0 for j > m, the random variables Rn(σ)
and Rn,m(σ(m)) have the same distribution, where σ(m) = (σj)j≤m. We slightly abuse
notation writing Rn,m(σ) = Rn,m(σ(m)) and Rn,∞(σ) = Rn(σ). We choose to present
the main results in the infinite-dimensional setting. In the formulation of the following
theorems, we assume that σ is non-increasing to avoid non-increasing rearrangements.
Theorem 3. Let σ ∈ ℓ2 be non-increasing. Then, for all n ∈ N and c, s ∈ [1,∞), we
have
P
Rn(σ) ≥ 221√
n
( ∑
j≥⌊n/4⌋
σ2j
)1/2  ≤ 2e−n/100
RANDOM SECTION OF ELLIPSOIDS AND RANDOM INFORMATION 7
and
P
[
Rn(σ) ≥ 14sn
(∑
j>n
σ2j
)1/2 ]
≤ e−c2n + c
√
2e
s
.
The first estimate will turn out to be useful when we treat polynomially decaying
sequences σ, while the second part is better for exponentially decaying σ.
Theorem 4. Let σ ∈ ℓ2 be non-increasing, ε ∈ (0, 1), and n, k ∈ N be such that σk 6= 0
and ∑
j>k
σ2j ≥
3nσ2k
ε2
.
Then
P
[
Rn(σ) ≤ σk(1− ε)
]
≤ 5 exp (−n/64) .
As will become apparent in the proof, the lower bound of Theorem 4 already holds for
the easier problem of recovering just the k-th coordinate of x ∈ Eσ. In our proofs we shall
use a variety of ideas and tools, among others these include
• exponential estimates for sums of chi-squared random variables,
• Gordon’s min-max theorem for Gaussian processes,
• estimates for the extreme singular values of (structured) Gaussian matrices.
As a consequence of the previous theorems, we obtain that random information is
useful if and only if σ ∈ ℓ2.
Corollary 5. If σ 6∈ ℓ2, then Rn(σ) = ‖σ‖∞ holds almost surely for all n ∈ N. If σ ∈ ℓ2,
then
lim
n→∞
√
nE[Rn(σ)] = 0.
Before we present the proofs of our main results, let us provide some of the results on
the expected radius that follow from our main results for special sequences. For sequences
(an,m) and (bn,m), we write 4 to indicate that there exists a constant C ∈ (0,∞) such
that an,m ≤ C bn,m for all n,m. We shall write ≍ in the case that there are two constants
C1, C2 ∈ (0,∞) such that C1 an,m ≤ bn,m ≤ C2 an,m for all n,m. We start with the case
of polynomial decay.
Corollary 6. Let m ∈ N ∪ {∞}. Assume that σ is non-increasing and
σn ≍ n−α ln−β(n+ 1)
for some α ≥ 0 and β ∈ R (with β ≥ 0 for α = 0). Then
E[Rn,m(σ)] ≍

σ1 for n < cm, if α < 1/2 or β ≤ α = 1/2,
σn+1
√
ln(n + 1) for n <
√
m, if β > α = 1/2,
σn+1 for n < m, if α > 1/2,
with
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cm =

cm1−2α ln−max{2β,0}m for α < 1/2,
c ln1−max{2β,0}m for β < α = 1/2,
c ln lnm for β = α = 1/2,
where c ∈ (0,∞) is an absolute constant.
This means that random information is just as good as optimal information if the
singular values decay with a polynomial rate greater than 1/2. The size of a typical
intersection ellipsoid is comparable to the size of the smallest intersection. On the other
hand, if the singular values decay too slowly, random information is rather useless. A
typical intersection ellipsoid is almost as large as the largest. There is also an intermediate
case where random information is worse than optimal information, but only slightly.
Remark 7. The case σn ≍ n−α ln−β(n+1) with α > 1/2 can be extended to σn ≍ n−αϕ(n)
for any slowly varying function ϕ. In this case, random information is up to a constant
as powerful as optimal information, i.e., E[Rn,m(σ)] ≍ σn+1.
Moreover, we discuss sequences of exponential decay.
Corollary 8. Let m ∈ N ∪ {∞}. Assume that σn ≍ an for some a ∈ (0, 1). Then
an 4 E[Rn,m(σ)] 4 n2 an for n < m.
Remark 9. We have seen that E[Rn(σ)] ≍ σn+1 holds for sequences with sufficiently fast
polynomial decay. It remains open whether the same holds for sequences of exponential
decay. We note that, despite the gap, the result of Corollary 8 is even stronger than the
result of Corollary 6 if considered from the complexity point of view. Corollary 6 states
that there is a constant c ∈ (0,∞) such that cn pieces of random information are at least
as good as n pieces of optimal information. Corollary 8 states that there is a constant
c ∈ (0,∞) such that n + c lnn pieces of random information are at least as good as n
pieces of optimal information.
Remark 10. The quantity Rn(σ) can be interpreted as the radius of the information
mapping Gn = (gij)i≤n,j∈N on H(σ):
• If σ ∈ ℓ2, the matrix Gn almost surely defines a bounded operator from H(σ) to
ℓn2 . This follows for example from [3, Theorem 3.1], see also Lemma 12, since
‖Gn : H(σ)→ ℓn2‖ = ‖(σjgij)i≤n,j∈N : ℓ2 → ℓn2‖ .
Since H(σ) is a Hilbert space and Eσ its unit ball, we almost surely have
Rn(σ) = rad(Gn, Eσ).
• If σ 6∈ ℓ2, then the matrix Gn almost surely defines an unbounded operator from
H(σ) to ℓn2 . This follows for example from [14, Corollary 4.1], see also Lemma 18.
The mapping Gn need not even be defined for all x ∈ Eσ. Thus, the definition
of the radius rad(Gn, Eσ) according to equation (1) makes no sense. However, we
RANDOM SECTION OF ELLIPSOIDS AND RANDOM INFORMATION 9
note that the zero algorithm has the worst case error σ1. On the other hand,
any algorithm based on Gn cannot distinguish the elements x ∈ Eσ for which
Gn(x) = 0. Since the radius is supposed to reflect the worst case error of the best
recovery algorithm based on Gn, we must have
Rn(σ) ≤ rad(Gn, Eσ) ≤ σ1
for any reasonable definition of the radius. Since we will show that Rn(σ) = σ1
almost surely, the precise definition of the radius does not matter.
3. The Proofs
Before we enter the proofs, we recall and extend some of our notation. Let σ = (σj)
∞
j=1
be a non-increasing sequence of non-negative numbers. We consider the Hilbert space
H(σ) =
{
x ∈ ℓ2 : xj = 0 if σj = 0,
∞∑
j=1
x2j
σ2j
<∞
}
with inner product
〈x, y〉σ =
∞∑
j=1
xjyj
σ2j
.
Note that we write
∑∞
j=1 but only take the sum over all j ∈ N for which σj is positive.
The unit ball of H(σ) is denoted by Eσ. The matrix Gn = (gij)1≤i≤n,j∈N for n ∈ N has
independent standard Gaussian entries. We want to study the distribution of the random
variable
Rn(σ) = sup {‖x‖2 : x ∈ Eσ, Gn(x) = 0} .
Of course, the equation Gn(x) = 0 requires that the series
∑∞
j=1 gijxj converges for all
i ≤ n.
For index sets I ⊆ N and J ⊆ N, we consider the (structured) Gaussian I×J-matrices
GI,J = (gij)i∈I,j∈J and ΣI,J = (σjgij)i∈I,j∈J .
Note that Gn = G[n],N and Gn,m = G[n],[m], where [n] denotes the set of integers from 1 to
n. We consider
HJ(σ) = {x ∈ H(σ) : xj = 0 for all j ∈ N \ J}
as a closed subspace of the Hilbert space H(σ) and denote its unit ball by EJσ . The
projection of x ∈ H(σ) onto HJ is denoted by xJ .
A crucial role in our proofs is played by estimates for the extreme singular values of
random matrices. We recall some basic facts about singular values. Let A be a real
r× k-matrix, where we allow that r = ∞ or k =∞ provided that A describes a compact
operator from ℓk2 to ℓ
r
2. For every j ≤ k, the jth singular value sj(A) of this matrix
can be defined as the square-root of the jth largest eigenvalue of the symmetric matrix
A⊤A, which describes a positive operator on ℓk2. Note that sj(A) = sj(A
⊤) if we have
j ≤ min{r, k}. Our interest lies in the extreme singular values of A. The largest singular
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value of A is given by
s1(A) = sup
x∈ℓk2\{0}
‖Ax‖2
‖x‖2 =
∥∥A : ℓk2 → ℓr2∥∥ .
This number is also called the spectral norm of A. The smallest singular value is given
by
sk(A) = inf
x∈ℓk2\{0}
‖Ax‖2
‖x‖2 .
Clearly, we have sk(A) = 0 whenever k > r. If r ≤ k, it also makes sense to talk about
the rth singular value of A. This number equals the radius of the largest Euclidean ball
that is contained in the image of the unit ball of ℓk2 under A, that is
sr(A) = sup
{
̺ ≥ 0: ̺Br2 ⊆ A(Bk2)
}
,
where Bk2 denotes the unit ball in k-dimensional Euclidean space. These extreme singular
values are also defined for noncompact operators A, where A is restricted to its domain
if necessary. We now turn to the proofs of our results.
3.1. The Upper Bound. We start with a pointwise upper bound for Rn(σ) in terms
of the extreme singular values of the corresponding (structured) Gaussian matrices. The
spectral statistics of random matrices, in particular the behavior of the least and largest
singular value, attracted considerable attention over the years and we refer the reader to,
e.g., [1, 3, 5, 17, 25, 26, 30, 33] and the references cited therein.
Proposition 11. Let σ ∈ ℓ2 be non-increasing and let k ≤ n. If Gn,k ∈ Rn×k has full
rank, then
Rn(σ) ≤ σk+1 +
s1
(
Σ[n],N\[k]
)
sk (Gn,k)
.
Proof. We first note that sk(Gn,k) is positive if Gn,k has full rank. Moreover, we may
assume without loss of generality that Rn(σ) > 0. Let ̺ > 0 be such that ̺ < Rn(σ). By
the very definition of Rn(σ) there exists some y ∈ Eσ such that ‖y‖2 = ̺ and Gn(y) = 0.
The triangle inequality yields
(2) ̺ = ‖y‖2 ≤
∥∥y − y[k]∥∥2 + ∥∥y[k]∥∥2 .
The first summand in (2) can be bounded by σk+1 since∥∥y − y[k]∥∥22 =∑
j>k
y2j =
∑
j>k
σ2j
(yj
σj
)2
≤ σ2k+1 ‖y‖2σ ≤ σ2k+1.
On the other hand, the definition of sk(Gn,k) yields
sk(Gn,k) ·
∥∥y[k]∥∥2 ≤ ∥∥Gn,k (y[k])∥∥2 = ∥∥Gn (y − y[k])∥∥2
≤ ∥∥Gn : HN\[k](σ) → ℓn2∥∥ · ∥∥y − y[k]∥∥σ ≤ ∥∥Gn : HN\[k](σ)→ ℓn2∥∥ .
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Note that we have Gn = Σ[n],N\[k]Dk as mappings on HN\[k](σ), where
Dk : HN\[k](σ) → ℓ2, (xj)∞j=1 7→ (xk+j/σk+j)∞j=1 .
Since Dk is an isometry, we get∥∥Gn : HN\[k](σ)→ ℓn2∥∥ = ∥∥Σ[n],N\[k] : ℓ2 → ℓn2∥∥ = s1(Σ[n],N\[k]).
This means that the second summand in (2) can be bounded by∥∥y[k]∥∥2 ≤ s1(Σ[n],N\[k])sk(Gn,k) .
Since these bounds hold for all ̺ < Rn(σ), we obtain the stated inequality. 
The task now is to bound the k-th singular value of the Gaussian matrix Gn,k from
below and the largest singular value of the structured Gaussian matrix Σ[n],N\[k] from
above. We start with the largest singular value of the latter. Let us remark that the
question for the order of the expected value of the largest singular value of a structured
Gaussian random matrix has recently been settled by Latała, Van Handel, and Youssef
[14] (see also [3, 10, 13, 33] for earlier work in this direction). The result we shall use here
is due to Bandeira and Van Handel [3].
Lemma 12. Let σ ∈ ℓ2 be non-increasing. For every c ∈ [1,∞) and n, k ∈ N, we have
P
[
s1
(
Σ[n],N\[k]
) ≥ 3
2
√∑
j>k
σ2j + 11c σk+1
√
n
]
≤ e−c2n.
Proof. Without loss of generality, we may assume that σk+1 6= 0. Let us first consider the
finite matrix
Am = Σ[n],[m+k]\[k] ∈ Rn×m for m ∈ N.
and set
Cm =
3
2
( k+m∑
j=k+1
σ2j
)1/2
+
103 c
10
σk+1
√
n,
where A and C denote their infinite dimensional variants. It is proven in [3, Corollary
3.11] that, for every t ≥ 0 (and ε = 1/2), we have
P
[
s1(Am) ≥ 3
2
(( k+m∑
j=k+1
σ2j
)1/2
+ σk+1
√
n+
5
√
ln(n)√
ln(3/2)
σk+1
)
+ t
]
≤ e−t2/2σ2k+1 .
By setting t =
√
2cσk+1
√
n, it follows that
P[s1(Am) ≥ Cm] ≤ e−c2n.
Turning to the infinite dimensional case, we note that we have s1(A) > C if and only if
there is some m ∈ N such that s1(Am) > C. This yields
P[s1(A) > C] = P [∃m ∈ N : s1(Am) > C] = lim
m→∞
P[s1(Am) > C] ≤ e−c2n
since s1(Am) is increasing in m and C ≥ Cm. 
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Together with Proposition 11 this yields that the estimate
(3) Rn(σ) ≤ σk+1 +
3
2
√∑
j>k σ
2
j + 11c σk+1
√
n
sk (Gn,k)
holds with probability at least 1 − e−c2n for all k ≤ n and c ≥ 1. It remains to bound
the k-th singular value of the Gaussian matrix Gn,k from below. It is known from [27,
Theorem 1.1] that this number typically is of order
√
n − √k − 1 for all n ∈ N and
k ≤ n. To exploit our upper bound to full extend, the number k ≤ n may be chosen such
that the right-hand side of (3) becomes minimal. We realize that the term 1/sk(Gn,k)
increases with k, whereas all remaining terms decrease with k. However, the inverse
singular number achieves its minimal order n−1/2 already for k = cn with some c ∈ (0, 1).
If σ does not decay extremely fast, this does not lead to a loss regarding the other terms
of (3). For instance, we may choose k = ⌊n/2⌋ and use the following special case of [5,
Theorem II.13].
Lemma 13. Let n ∈ N and k = ⌊n/2⌋. Then
P
[
sk (Gn,k) ≤
√
n/7
]
≤ e−n/100.
Proof. It is shown in [5, Theorem II.13] that, for all k ≤ n and t > 0, we have
P
[
sk (Gn,k) ≤
√
n
(
1−
√
k/n− t
)]
≤ e−nt2/2.
The statement follows by putting k = ⌊n/2⌋ and t−1 = √50. 
If σ decays very fast, k = ⌊n/2⌋ might not be the best choice. The term σk+1 in
estimate (3) may be much smaller for k = n than for k = ⌊n/2⌋. It is better to choose
k = n. In this case, the inverse singular number is of order
√
n. We state a result of [29,
Theorem 1.2].
Lemma 14. Let n ∈ N and t ≥ 0. Then
P
[
sn
(
G[n],[n]
) ≤ t√
n
]
≤ t
√
2e.
This leads to the proof of Theorem 3 as presented in the introduction.
Proof of Theorem 3. To prove the first statement, let k = ⌊n/2⌋. We combine Lemma 13
and Lemma 12 for c = 1 with Proposition 11 and obtain that
Rn(σ) ≤ 78 σk+1 + 21
2
√
n
( ∑
j>⌊n/2⌋
σ2j
)1/2
with probability at least 1− e−n − e−n/100. The statement follows if we take into account
that
σ2k+1 ≤
4
n
⌊n/2⌋∑
j=⌊n/4⌋
σ2j .
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To prove the second statement, we set t = c/s. We combine Lemma 14 and Lemma 12
with Proposition 11 and obtain that
Rn(σ) ≤ σn+1 + 1
t
(
3
√
n
2
(∑
j>n
σ2j
)1/2
+ 11c n σn+1
)
with probability at least 1 − e−c2n − t√2e. The rough estimates σ2n+1 ≤
∑
j>n σ
2
j and
3
√
n/2 ≤ 2cn and 1 ≤ sn yield the statement. 
3.2. The Lower Bound. We want to give lower bounds on the radius of information
Rn(σ) = sup
{ ‖x‖2 : x ∈ Eσ, Gn(x) = 0}
which corresponds to the difficulty of recovering an unknown element x ∈ Eσ from the
information Gn(x) in ℓ2. In fact, our lower bounds already hold for the smaller quantity
R(k)n (σ) = sup
{ |xk| : x ∈ Eσ, Gn(x) = 0}
which corresponds to the difficulty of recovering just the kth coordinate of x. Again, we
start with a pointwise estimate.
Proposition 15. Let σ ∈ ℓ2 be non-increasing. For all n, k ∈ N with σk 6= 0 we have
almost surely
R(k)n (σ) ≥ σk
(
1− ‖(gik)
n
i=1‖2
σ−1k sn
(
Σ[n],N\{k}
)
+ ‖(gik)ni=1‖
)
.
Proof. We may assume that the operator Gn : HN\{k}(σ) → Rn is onto and that g =
(gik)
n
i=1 is nonzero since these events occur with probability 1. Observe that
Gn
(EN\{k}σ ) = Σ[n],N\{k} (B2) ,
where B2 is the unit ball of ℓ2. In particular, this implies
sn := sn
(
Σ[n],N\{k}
)
= sup
{
̺ ≥ 0: ̺Bn2 ⊆ Σ[n],N\{k} (B2)
}
> 0.
Let e(k) be the k-th standard unit vector in ℓ2. Then we have
‖e(k)‖2 = 1 and
∥∥e(k)∥∥
σ
= σ−1k .
Since the image of EN\{k}σ under Gn contains a Euclidean ball of radius sn, we find an
element y¯ of EN\{k}σ such that
Gny¯ =
sn ·Gne(k)
‖Gne(k)‖2 .
For y = s−1n ‖Gne(k)‖2 · y¯, we obtain Gny = Gne(k) = g and
‖y‖σ = s−1n ‖Gne(k)‖2 ‖y¯‖σ ≤ s−1n ‖g‖2.
Then the vector z := e(k) − y satisfies Gnz = 0 and zk = 1 as well as
‖z‖σ ≤
∥∥e(k)∥∥
σ
+ ‖y‖σ ≤ σ−1k + s−1n ‖g‖2.
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The statement is obtained by
R(k)n (σ) ≥
|zk|
‖z‖σ
=
1
‖z‖σ
.

It remains to bound the nth singular value of Σ[n],N\{k} and the norm of the Gaussian
vector (gik)
n
i=1 with high probability. For both estimates, we use the following concen-
tration result for chi-square random variables going back to Laurent and Massart [15,
Lemma 1]. Alternatively, one could use the concentration of Gaussian random vectors in
Banach spaces (see, e.g., [16, Proposition 2.18]).
Lemma 16. For 1 ≤ j ≤ m, let uj be independent centered Gaussian variables with
variance aj. Then, for any δ ∈ (0, 1], we have
P
[ m∑
j=1
u2j ≤ (1− δ)
m∑
j=1
aj
]
≤ exp
(
−δ
2 ‖a‖1
4 ‖a‖∞
)
,
P
[ m∑
j=1
u2j ≥ (1 + δ)
m∑
j=1
aj
]
≤ exp
(
− δ
2 ‖a‖1
16 ‖a‖∞
)
.
Proof. The lemma [15, Lemma 1] states that, for all t > 0, we have
P
[
m∑
j=1
u2j ≤ ‖a‖1 − 2 ‖a‖2 t
]
≤ e−t2 ,
P
[
m∑
j=1
u2j ≥ ‖a‖1 + 2 ‖a‖2 t+ 2 ‖a‖∞ t2
]
≤ e−t2 .
The formulation of Lemma 16 follows if we put
t =
δ ‖a‖1
2 ‖a‖2
, respectively t = min
{
δ ‖a‖1
4 ‖a‖2
,
√
δ ‖a‖1
4 ‖a‖∞
}
.
The desired probability estimate then follows by using ‖a‖22 ≤ ‖a‖1‖a‖∞. 
In particular, the norm of the Gaussian vector (gik)
n
i=1 concentrates around
√
n. To
bound the nth singular value of Σ[n],N\{k} we shall use Gordon’s min-max theorem. Let
us state Gordon’s theorem [9, Lemma 3.1] in a form which can be found in [31].
Lemma 17 (Gordon’s min-max theorem). Let n,m ∈ N and let S1 ⊆ Rn, S2 ⊆ Rm be
compact sets. Assume that ψ : S1 × S2 → R is a continuous mapping. Let G ∈ Rm×n,
u ∈ Rm, and v ∈ Rn be independent random objects with independent standard Gaussian
entries. Moreover, define
Φ1(G) := min
x∈S1
max
y∈S2
(
〈y,Gx〉+ ψ(x, y)
)
,
Φ2(u, v) := min
x∈S1
max
y∈S2
(
‖x‖2〈u, y〉+ ‖y‖2〈v, x〉+ ψ(x, y)
)
.
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Then, for all c ∈ R, we have
P
[
Φ1(G) < c
] ≤ 2P[Φ2(u, v) ≤ c].
This yields the following lower bound on the smallest singular value of structured
Gaussian matrices. Note that this is a generalization of Lemma 13.
Lemma 18. Let A ∈ Rm×n be a random matrix whose entries aij are centered Gaussian
variables with variance ai for all i ≤ m and j ≤ n. Then, for all δ ∈ (0, 1), we have
(4) P
[
sn(A) ≤
√
(1− δ) ‖a‖1 −
√
(1 + δ)n ‖a‖∞
]
≤ 4 exp
(
− δ
2
16
min
{
n,
‖a‖1
‖a‖∞
})
.
Proof. Note that the statement is trivial ifm ≤ n. We may assume that the ai are positive
since an additional row of zeros does neither change sn(A) nor the norms of the vector
a. We have the identity A = DG where G ∈ Rm×n is a random matrix with independent
standard Gaussian entries and D ∈ Rm×m is the diagonal matrix
D = diag (
√
a1, . . . ,
√
am) .
We want to apply Gordon’s theorem for the matrix G and ψ = 0, where S1 is the sphere
in ℓn2 and S2 is the image of the sphere in ℓ
m
2 under D. Then we have
Φ1(G) = min
x∈S1
max
y∈S2
〈y,Gx〉 = min
‖x‖2=1
max
‖z‖2=1
〈Dz,Gx〉
= min
‖x‖2=1
max
‖z‖2=1
〈z, Ax〉 = min
‖x‖2=1
‖Ax‖2 = sn(A).
On the other hand, if u ∈ Rn and v ∈ Rm are standard Gaussian vectors, the choice of
z = Du/‖Du‖2 yields
Φ2(u, v) = min
x∈S1
max
y∈S2
(
〈u, y〉+ ‖y‖2 〈v, x〉
)
= min
‖x‖2=1
max
‖z‖2=1
(
〈u,Dz〉+ ‖Dz‖2 〈v, x〉
)
≥ min
‖x‖2=1
(
‖Du‖2 +
‖D2u‖2
‖Du‖2
〈v, x〉
)
= ‖Du‖2 −
‖D2u‖2
‖Du‖2
‖v‖2 ≥ ‖Du‖2 −
√
‖a‖∞ ‖v‖2 .
Theorem 17 implies for all c ∈ R that
P
[
sn(A) < c
]
≤ 2P
[
Φ2(u, v) ≤ c
]
≤ 2P
[
‖Du‖2 −
√
‖a‖∞ ‖v‖2 ≤ c
]
.
To obtain the statement of our lemma, we set c =
√
(1− δ)‖a‖1 −
√
(1 + δ)n‖a‖∞. By
Lemma 16, we have
P
[
‖Du‖2 ≤
√
(1− δ) ‖a‖1
]
≤ exp
(
−δ
2 ‖a‖1
4 ‖a‖∞
)
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and
P
[
‖v‖2 ≥
√
(1 + δ)n
]
≤ exp
(
−δ
2n
16
)
.
Now the statement is obtained from a union bound. 
We need the statement of Lemma 18 for matrices with infinitely many rows, which is
obtained from a simple limit argument.
Lemma 19. Formula (4) also holds for m =∞ provided that a ∈ ℓ1.
Proof. Again, we may assume that a is strictly positive. For m ∈ N let Am be the sub-
matrix consisting of the first m rows of A and let a(m) be the sub-vector consisting of the
first m entries of a. We use the notation
cm(δ) =
√
(1− δ)‖a(m)‖1 −
√
(1 + δ)n‖a(m)‖∞,
pm(δ) = 4 exp
(
− δ
2
16
min
{
n,
∥∥a(m)∥∥
1
‖a(m)‖∞
})
,
where c(δ) and p(δ) correspond to the case m = ∞. For any ε > 0 with ε < δ/2 we can
choose m ≥ n such that c(δ) ≤ cm(δ − ε) and pm(δ − ε) ≤ p(δ − 2ε). Note that we have
sn(A) ≥ sn(Am) and thus
P [sn(A) ≤ c(δ)] ≤ P [sn(Am) ≤ c(δ)] ≤ P [sn(Am) ≤ cm(δ − ε)] ≤ pm(δ−ε) ≤ p(δ−2ε).
Letting ε tend to zero yields the statement. 
We arrive at our main lower bound.
Lemma 20. Let σ ∈ ℓ2 be non-increasing and let n, k ∈ N be such that σk 6= 0. Define
Ck := Ck(σ) = σ
−2
k
∑
j>k
σ2j .
Then, for all δ ∈ (0, 1), we have
P
[
R(k)n (σ) ≤ σk
(
1 −
√
(1 + δ)n
(1− δ)Ck
)]
≤ 5 exp (−(δ/4)2 min {n, Ck}) .
Proof. First note that, in the setting of Proposition 15, the matrix Σ⊤[n],N\[k] and the vector
(gik)
n
i=1 are independent. Lemma 16 and Lemma 19 yield
‖(gik)ni=1‖2 ≤
√
1 + δ
√
n and
sn
(
Σ⊤[n],N\[k]
) ≥ √1− δ σk√Ck − √1 + δ σk+1√n
with probability at least 1− 5 exp(−(δ/4)2 min{n, Ck}). Note that we have
sn
(
Σ[n],N\{k}
)
= sn
(
Σ⊤[n],N\{k}
) ≥ sn (Σ⊤[n],N\[k])
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since erasing rows can only shrink the smallest singular value. In this case, we have
‖(gik)ni=1‖2
σ−1k sn
(
Σ[n],N\{k}
)
+ ‖(gik)ni=1‖
≤
√
1 + δ
√
n√
1− δ√Ck − (σk+1/σk)
√
1 + δ
√
n+
√
1 + δ
√
n
≤
√
1 + δ
√
n√
1− δ√Ck
.
Now the statement is obtained from Proposition 15. 
This also proves Theorem 4 as stated in the previous section.
Proof of Theorem 4. We simply apply Lemma 20 and choose δ = 1/2. 
3.3. Corollaries. In order to optimize the lower bound of Theorem 4, we may choose
k ∈ N such that the right-hand side of our lower bound becomes maximal. If the Euclidean
norm of σ is large, we simply choose k = 1. Taking into account that Rn(σ) is decreasing
in n, we immediately arrive at the following result.
Lemma 21. Let σ ∈ ℓ2 be a nonincreasing sequence of nonnegative numbers and let
n0 =
⌊
ε2
3σ21
∞∑
j=2
σ2j
⌋
, ε ∈ (0, 1).
Then Rn(σ) ≥ σ1(1− ε) for all n ≤ n0 with probability at least 1− 5e−n0/64.
This leads to a proof of Corollary 5 which states that random information is useful if
and only if σ ∈ ℓ2.
Proof of Corollary 5. We first consider the case that σ ∈ ℓ2. Since Rn(σ) ≤ σ1, Theo-
rem 3 yields
E[Rn(σ)] ≤ 2e−n/100 · σ1 + 156√
n
( ∑
j≥⌊n/4⌋
σ2j
)1/2
.
The statement is now implied by the fact that σ ∈ ℓ2.
For the case that σ 6∈ ℓ2, let 0 < ε < 1. For m ∈ N let σ(m) be the sequence obtained
from σ by replacing the jth element with zero for all j > m. For any N ≥ n, we can
choose m ∈ N such that
ε2
3σ21
m∑
j=2
σ2j ≥ N
since σ 6∈ ℓ2. The first part of this corollary yields that
P [Rn(σ) ≥ σ1(1− ε)] ≥ P
[Rn(σ(m)) ≥ σ1(1− ε)]
≥ P [RN (σ(m)) ≥ σ1(1− ε)] ≥ 1− 5 exp (−N/64) .
Since this holds for any N ≥ n, we get that the event Rn(σ) ≥ σ1(1 − ε) happens with
probability 1 for any ε ∈ (0, 1). This yields the statement since the event Rn(σ) ≥ σ1 is
the intersection of countably many such events. 
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We now apply our general estimates for Rn(σ) to specific sequences σ to prove the
statements of Corollaries 6 and 8.
Proof of Corollary 6. Part 1. We start with the first equivalence of Corollary 6. The
upper bound is trivial since Rn,m(σ) ≤ σ1 almost surely. To prove the lower bound it is
enough to consider the case m ∈ N and the finite sequence
σ′j = min
{
1, j−α (1 + ln j)−β
}
, for j ≤ m,
where 0 ≤ α ≤ 1/2 and β ∈ R with β ≤ 1/2 for α = 1/2, and β ≥ 0 for α = 0. The
general case follows from the fact that σ ≥ Cσ′ implies Rn(σ) ≥ CRn(σ′) for all n.
Lemma 21 for ε = 1/2 yields that we have Rn(σ) ≥ 1/2 for all n ≤ n0 with probability
at least 1− 5 exp(−n0/64) if we put
n0 =

⌊
(m− 2)m−2α
12(1 + lnm)max{2β,0}
⌋
for α < 1/2,⌊
(lnm− 1)
12(1 + lnm)max{2β,0}
⌋
for α = 1/2, β < 1/2,⌊
(ln lnm− 1)
12
⌋
for α = β = 1/2.
This yields the statement on the expected value since Rn,m(σ) ≥ 0 almost surely.
Part 2. We now prove the second equivalence of Corollary 6. Again, it is enough to
consider a specific sequence. Given β > 1/2 and m ∈ N ∪ {∞}, we set
σj = j
−1/2(1 + ln j)−β for j ≤ m.
Note that we have for any 1 < k < m <∞ that
m∑
j=k+1
σ2j =
m∑
j=k+1
j−1(1 + ln j)−2β ≍ ln1−2β(k)− ln1−2β(m),
where the implied constants depend only on β. Now it follows from the first part of
Theorem 3 and from Theorem 4 for k = ⌈c′βn/(1 + lnn)⌉ with some c′β > 0 that
Rn,m(σ) ≍ n−1/2(1 + lnn)1/2−β
with probability at least 1−7e−n/100, where the implied constants depend only on β. The
statement for the expected value follows from 0 ≤ Rn,m(σ) ≤ 1.
Part 3. We now prove the third equivalence of Corollary 6. The lower bound is trivial
since Rn,m(σ) ≥ σn+1 almost surely. To prove the upper bound, it is enough to consider
the case m =∞ and the sequence
σj = min
{
1, j−α(1 + ln j)−β
}
for j ∈ N,
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where α > 1/2 and β ∈ R. Theorem 3 yields for large n that
Rn(σ) 4 1√
n
∑
j≥⌊n/4⌋
σ2j 4 n
−2α(1 + lnn)−2β
with probability at least 1−2e−n/100 and implied constants only depending only on α and
β. This yields the statement since Rn(σ) ≤ 1 almost surely. 
Proof of Corollary 8. The lower bound follows from the trivial estimate Rn,m(σ) ≥
σn+1. To prove the upper bound, we consider the case m = ∞ and σj = aj−1 for all
j ∈ N. The general case follows from the monotonicity and homogenity of Rn(σ) with
respect to σ. We use the second part of Theorem 3. We choose c ∈ [1,∞) such that
e−c
2 ≤ a. Note that there is some b ∈ (0,∞) such that(∑
j>n
σ2j
)1/2
=
b an
14
for all n ∈ N. Theorem 3 yields for all t ≥ bnan that
P[Rn(σ) ≥ t] ≤ an + b n a
n c
√
2e
t
.
This yields that
E[Rn(σ)] =
∫ 1
0
P[Rn(σ) ≥ t] dt ≤ an + bnan + nan
∫ 1
bnan
bc
√
2e
t
dt 4 n2an,
as it was to be proven. 
4. Alternative approaches
In this section we shall present other possibilities to approach the problem of estimating
the radius of random information. We choose to do this, because these approaches are of
a slightly different flavor, thereby highlighting other aspects of the problem.
4.1. Geometric upper bound via Gordon’s M∗-estimate. We shall present here
an alternative way of bounding from above the radius of random information, which is
of a more geometric nature. We have already explained in the introduction that, from
a geometric point of view, this quantity can be equivalently expressed as the expected
radius of an ellipsoid that is obtained by slicing the m-dimensional ellipsoid Emσ with
a hyperplane of codimension n. In order to estimate the radius of such a random n-
codimensional section of the ellipsoid Emσ ⊆ Rm from above, we use a deep and powerful
result of Y. Gordon from [9] on estimates of the Euclidean norm against a norm induced by
a symmetric convex body K on large subsets of Grassmannians. The essential quantity
that appears is the M∗-estimate of K, which can be easily handled for the ellipsoid
K = Emσ .
Convex bodies and the M∗-estimate of Gordon. We start with some notation and back-
ground information. Let K ⊆ Rm be an origin symmetric convex body, i.e., a compact
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and convex set with non-empty interior such that x ∈ K implies −x ∈ K. We define the
quantity
M∗(K) =
∫
Sm−1
hK(x)µ(dx),
where Sm−1 is the unit Euclidean sphere in ℓm2 , integration is with respect to the normalized
surface measure µ on Sm−1, and hK : Sm−1 → R is the support function of K given by
hK(x) = sup
y∈K
〈x, y〉.
Obviously, the support function is just the dual norm to the norm ‖ · ‖K induced by
K, i.e., if K◦ = {y ∈ Rm : 〈y, x〉 ≤ 1 ∀x ∈ K} is the so-called polar body of K, then
hK(x) = ‖x‖K◦. Since for x ∈ Sm−1 the support function quantifies the distance from the
origin to the supporting hyperplane orthogonal to x, the quantity M∗(K) is simply (half)
the mean width of the body K.
Remark 22. In the theory of asymptotic geometric analysis, the quantities M∗(K) to-
gether with
M(K) :=
∫
Sm−1
‖x‖K µ(dx)
play an important rôle since the work of V.D. Milman on a quantitative version of Dvoret-
zky’s theorem on almost Euclidean subspaces of a Banach space. Using Jensen’s inequality
together with polar integration and Urysohn’s inequality, it is not hard to see that
M(K)−1 ≤ vrad(K) ≤M∗(K) = M(K◦),
where vrad(K) := (|K|/|Bm2 |)1/m is the volume radius of K (here | · | stands for the m-
dimensional Lebesgue measure). For isotropic convex bodies in Rm (i.e., convex bodies
of volume 1 with centroid at the origin satisfying the isotropic condition – we refer to [2]
for details), this immediately yields
M∗(K) ≥ vrad(K) ≥ c√m,
for some absolute constant c ∈ (0,∞). The question about upper bounds forM∗(K) with
K in isotropic position has been essentially settled by E. Milman in [20, Theorem 1.1]
who proved that
M∗(K) ≤ CLK
√
m log2m,
with absolute constant C ∈ (0,∞). In fact, the √m-term is optimal and also the loga-
rithmic part (up to the power). The optimality of the LK-term is intimately related to
the famous hyperplane conjecture. For a detailed exposition, we refer the reader to [2]
and the references cited therein.
We now continue with the so-called lower M∗-estimate of Gordon [9]. For the formu-
lation used here see [2, Theorem 7.3.5]. Note that this is an improvement in the sense
of constants for an asymptotically optimal result that had been obtained before by Pajor
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and Tomczak-Jaegermann in [24]. The first estimate of this type was proved by V.D.
Milman in [14].
Proposition 23. For n ∈ N, define
an =
√
2Γ
(
n+1
2
)
Γ
(
n
2
) = √n(1− 1
4n
+O(n−2)
)
Let K be the unit ball of a norm ‖ · ‖K on Rm. For any γ ∈ (0, 1) and 1 ≤ n < m there
exists a subset B in the Grassmannian Gm,m−n of n-codimensional linear subspaces of Rm
with Haar measure at least
1− 7
2
exp
(
− 1
18
(1− γ)2a2n
)
such that for any En ∈ B and all x ∈ En we have
γan
amM∗(K)
‖x‖2 ≤ ‖x‖K .
We should observe here that the distribution of the kernels of the Gaussian matrices
Gn is the uniform distribution, i.e., the distribution of the Haar measure, on the Grass-
mann manifold Gm,m−n. This follows immediately from the rotational invariance of both
measures on Gm,m−n. Hence, the probability estimate in Gordon’s theorem is exactly with
respect to the probability on the kernels we use elsewhere.
Bounding the radius of information via Gordon’sM∗-estimate. In this subsection we apply
Gordon’s lower M∗-estimate to prove the following bounds for the radius of information
in the finite dimensional setting.
Proposition 24. There exists a constant C ∈ (0,∞) such that for all m,n ∈ N with
n < m, all σ ∈ ℓm2 and every γ ∈ (0, 1), we have
rad(Gn,m, Emσ ) ≥ C ‖σ‖2γ−1n−1/2
with probability less than or equal to 7
2
e−(1−γ)
2n/18. In particular, there exists a constant
C ∈ (0,∞) such that for all m,n ∈ N with n < m and all σ ∈ ℓm2
E
[
rad(Gn,m, Emσ )
] ≤ C ‖σ‖2√
n
.
Proof. For the ellipsoid Emσ , we know that (Emσ )◦ =
{
x ∈ Rm : ∑mj=1 σ2jx2i ≤ 1}, i.e.,
hEmσ (x) = ‖x‖(Emσ )◦ =
m∑
j=1
σ2jx
2
j .
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In particular, we obtain
M∗(Emσ ) =
∫
Sm−1
hEmσ (x)µ(dx) ≤
(∫
Sm−1
hEmσ (x)
2 µ(dx)
)1/2
=
(
m∑
j=1
σ2j
∫
Sm−1
x2j µ(dx)
)1/2
= m−1/2‖σ‖2.
Then Proposition 23 tells us that, for any γ ∈ (0, 1) there exists a subset B of Gm,m−n
with measure at least 1− 7
2
e−(1−γ)
2n/18 such that
γan
amM∗(Emσ )
‖x‖2 ≤ ‖x‖F for any En ∈ B and x ∈ En,
where an is essentially
√
n. Hence, the ellipsoid obtained by slicing Emσ with an n-
codimensional random subspace from B has a radius at most
amM
∗(Emσ )
γan
≤ C ‖σ‖2
γ
√
n
,
for some absolute constant C ∈ (0,∞). So the radius r(Gn) is bounded by C ‖σ‖2γ√n with
probability at least 1 − 7
2
e−(1−γ)
2n/18 for any γ ∈ (0, 1) and m > n. This proves the first
part of the proposition.
The derivation of the estimate for the expectation from this exponential probability
estimate is standard. Choose a special γ ∈ (0, 1), say with (1 − γ)2/18 = 1/20, and use
that r(Gn) is always at most σ1 and ‖σ‖2 is at least σ1 to conclude that
E
[
rad(Gn,m, Emσ )
] ≤ C ‖σ‖2
γ
√
n
+
7
2
e−n/20 ≤ C ′ ‖σ‖2√
n
for a suitable constant C ′ ∈ (0,∞) and all n,m ∈ N with n ≤ m. 
4.2. Elementary lower bound. In this section we prove the following lower bound.
Proposition 25. Let m ∈ N, α ∈ (0, 1/2) and assume that σm ≥ cm−α with an absolute
constant c > 0. Then, for any ε ∈ (0, 1), there exists a constant c′ > 0 only dependent on
c and ε such that for all n < m1−2α the bound rad(Nn,m, Emσ ) ≥ c′ holds with probability
at least 1− ε.
To obtain this lower bound, we first consider the problem of just recovering the first
coordinate x1 of x in the unit ball B
m
2 of ℓ
m
2 . The corresponding radius of information is
given by
r˜ad(Nn,m,B
m
2 )
2 = sup {x1 : ‖x‖2 = 1 with Nn,mx = 0} .
Lemma 26. For n < m, we have
(5) E
[
r˜ad(Nn,m,B
m
2 )
2
]
=
m− n
m
.
In particular, for any ε ∈ (0, 1), we have
(6) r˜ad(Nn,m,B
m
2 )
2 ≥ 1− n
εm
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with probability at least 1− ε.
Proof. Let k = m−n. To prove (5), we observe that we want to compute the expectation
of the random variable
r˜ad(Nn,m,B
m
2 )
2 = max {〈x, y〉 : x ∈ E, ‖x‖2 = 1} ,
where E is uniformly distributed on Gm,k and y = e
(1) is fixed. Involving an orthogonal
transformation of the coordinate system, we may also fix the subspace
E =
〈
e(1), . . . , e(k)
〉
and assume that y is uniformly distributed on the sphere. This does not change the dis-
tribution of r˜ad(Nn,m,B
m
2 )
2. By the Cauchy-Schwarz inequality, the maximum is attained
for
x =
PE(y)
‖PE(y)‖2
,
where PE denotes the orthogonal projection on E. We obtain
r˜ad(Nn,m,B
m
2 )
2 = ‖PE(y)‖22 =
k∑
j=1
y2j .
We observe that E(y2j ) = 1/m for all j ≤ m, since these terms are equal and sum up to
1. This shows (5). Estimate (6) is a direct consequence of (5) taking into account that
0 ≤ r˜ad(Nn,m,Bm2 ) ≤ 1. 
Proof of Proposition 25. If we choose anNn,m satisfying (6), by definition of r˜ad(Nn,m,B
m
2 )
and compactness of the unit sphere of ℓm2 , we find x ∈ ℓm2 with ‖x‖2 = 1 and Nn,mx = 0
satisfying
x21 ≥ 1−
n
εm
.
Thus x1 is already rather close to 1 which implies that the other coordinates can not be
too big. Indeed we find
‖x‖2σ ≤ x21 +
1
σ2m
(1− x21) ≤ 1 +
1
σ2m
n
εm
≤ 1 + 1
εm2ασ2m
≤ 1 + 1
εc2
.
Rescaling x yields
rad(Nn,m, Emσ )2 ≥
εc2
1 + εc2
and finishes the proof. 
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