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Abstract
We study the second best constant problem for logarithmic Sobolev inequalities on complete
Riemannian manifolds and investigate its relationship with optimal heat kernel bounds and the
existence of extremal functions.
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Résumé
Nous étudions le problème de seconde meilleure constante pour les inégalités de Sobolev
logarithmiques sur les variétés riemanniennes complètes et examinons sa relation avec les bornes
optimales du noyaux de la chaleur et l’existence de fonctions extrémales.
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1. Introduction
The logarithmic Sobolev inequality for the canonical Gaussian measure
dγ (x)= (2π)−n/2e−|x|2/2 dx
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Rn
g2 lng2 dγ  2
∫
Rn
|∇g|2 dγ (1.1)
for every compactly supported smooth function g on Rn with
∫
Rn
g2 dγ = 1. It has first
been introduced by Gross in [13]. Following [7], the logarithmic Sobolev inequality (1.1)
may be written equivalently with respect to Lebesgue measure. Set indeed
f 2(x)= (2π)−n/2e−|x|2/2g2(x), x ∈Rn.
Then
∫
Rn
f 2 dx = 1 and∫
Rn
f 2 ln
(
f 2(2π)n/2e|x|2/2
)
dx  2
∫
Rn
∣∣∣∣∇f + x2f
∣∣∣∣2 dx.
An integration by parts easily yields∫
Rn
f 2 lnf 2 dx  2
∫
Rn
|∇f |2 dx − n
2
ln(2π)− n.
Changing f into λn/2f (λx), λ > 0, shows that, for all λ > 0,∫
Rn
f 2 lnf 2 dx  2λ2
∫
Rn
|∇f |2 dx − n
2
ln(2π)− n− n lnλ.
Optimizing in λ, one gets∫
Rn
f 2 lnf 2 dx  n
2
ln
(
2
nπe
∫
Rn
|∇f |2 dx
)
. (1.2)
Since (1.1) is optimal and exponential functions are extremal, it is an easy matter to check
that the constant 2
nπe
is the best constant in (1.2). Indeed, set Φ :R+ → R+ the best
function such that, for every smooth function f on Rn with
∫
Rn
f 2 dx = 1,∫
Rn
f 2 lnf 2 dx Φ
( ∫
Rn
|∇f |2 dx
)
.
Applying (1.2) to f 2(x)= λn(2π)−n/2e−λ2|x|2/2, we get
n
2
ln
(
λ2
2πe
)
Φ
(
nλ2
4
)
.
It yields our claim.
The logarithmic Sobolev inequality (1.2) gives rise to a similar inequality on compact
Riemannian manifolds. Let (M,g) be such a n-manifold and let s > 0. There exist real
constants A and B such that for all u ∈H 21 (M), ‖u‖2 = 1,∫
u2 lnu2 dvg 
n
2
ln
(
A
∫
|∇u|2g dvg +B
)
. LS(A,B)M M
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Gagliardo–Nirenberg inequalities. These state that, for all s > 0, there exist A,B  0 such
that, for all f ∈H 21 (M),(∫
M
f 2 dvg
)1+ 2s
n(2−s)

(
A
∫
M
|∇f |2g dvg +B
∫
M
f 2 dvg
)(∫
M
|f |s dvg
) 4
n(2−s)
. Is(A,B)
As s → 2, one gets LS(A,B) (more details may be found in [6]). When n  3, these
inequalities follows from the combination of the classical H 21 -Sobolev inequality and
Hölder’s inequality. However, these can actually be proved for all n  1. A very good
reference for the Euclidean case is [4]. An important property is the equivalence, up to the
constants, between all these inequalities, also described in [4]. For the Riemannian case,
one may see [12] in which the authors use a partition of unity argument to prove a modified
Nash inequality.
Many famous particular cases in the Gagliardo–Nirenberg family have been indepen-
dently studied. One may cite the Sobolev inequality (which is defined when n 3)(∫
M
|f | 2nn−2 dvg
)(n−2)/n
A
∫
M
|∇f |2g dvg +B
∫
M
f 2 dvg,
the Moser inequality∫
M
|f |2+4/n dvg 
(
A
∫
M
|∇f |2g dvg +B
∫
M
f 2 dvg
)(∫
M
f 2 dvg
)2/n
,
and the Nash inequality(∫
M
f 2 dvg
)1+2/n

(
A
∫
M
|∇f |2g dvg +B
∫
M
f 2 dvg
)(∫
M
|f |dvg
)4/n
,
which corresponds to the inequality I1(A,B). Each of these inequalities has its proper
applications. The Sobolev inequality is well known for its important role in many problems
in analysis. The Nash inequality was introduced by Nash in [20] and is famous in analysis
of Hölder continuity of second order parabolic equations. In the subsequent paper [19],
Moser’s inequality is used instead.
For all these inequalities, the following questions naturally arise:
1. Which are the infima for constants A and B?
2. Do these inequalities hold with these infima?
3. What is the influence of geometry on the optimal inequalities?
4. Are there extremal functions?
Such problems have been studied for the Sobolev and Nash inequalities by Druet,
Hebey, Humbert and Vaugon (see for instance [9,12,15,17]). These works show the
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constants and extremal functions (see [1,8]) for these two inequalities, it is then natural that
they had been studied first. One has previously seen that all these informations were known
for LS(A,B). Consequently, sharp estimates are made possible and it seems relevant
to generalize the preceding works to this case. However, a new difficulty appears since
LS(A,B) is a limiting case of Is(A,B). One may notice that Del Pino and Dolbeault
recently computed Euclidean optimal constants and extremal functions for another family
of Gagliardo–Nirenberg inequalities.
Set
A= {A ∈R such that LS(A,B) holds with some B ∈R}, A0 = infA,
B = {B ∈R such that LS(A0,B) holds}, B0 = infB.
As we have seen, in the Euclidean case, (A0,B0)= ( 2nπe ,0). Moreover, it has been proven
in [6] that A0 = 2nπe as soon as A 	= ∅ and that A is closed when M is compact. More
generally, one may actually prove that A is closed when M is complete with |Rmg|g and
|∇Rmg|g bounded, Rmg standing for the Riemman tensor curvature of (M,g). On the
other hand, almost nothing is known about the second constant. Some studies exist for the
Sobolev and Nash inequalities [11,16], and this work mainly generalizes these results to
our case. First, one has the following.
Proposition 1. Let (M,g) be a smooth complete Riemannian n-manifold with n  2.
Assume there exists B ∈R such that LS( 2
nπe
,B) holds. Then
B0 max
(
maxM Scalg
2nπe
,Volg(M)−2/n
)
.
This may be proven by following the idea developed by Humbert in [17] for the Nash
inequality but a more simple proof shall be given below using heat kernel estimates. More
precise results may be obtained when LS(A,B) is restricted to a sufficiently small ball.
This is the content of the next statement.
Theorem 1. Let (M,g) be a smooth complete Riemannian n-manifold with n  2 and
let x0 ∈M . For any ε > 0, there exists δε > 0 such that for all u ∈ C∞c (Bg(x0, δε)) with
‖u‖2 = 1,∫
Bg(x0,δε)
u2 lnu2 dvg 
n
2
ln
[
2
nπe
( ∫
Bg(x0,δε)
|∇u|2g dvg +
Scalg(x0)
4
+ ε
)]
. (1.3)
This theorem is inspired by a work of Druet [10] in case of the H 11 -Sobolev inequality
on BV(M). Our proof follows the same idea. In his paper, he uses that the optimal H 11 -
Sobolev inequality is the limit as p→ 1 of the optimal Hp1 -Sobolev inequalities. In our
proof, one uses the similar fact that the optimal LS(A,B) is the limit as s → 2 of the
optimal Is(A,B).
Let us notice that we do not know the explicit value of B0 except for the standard
circle (S1, h). To get this value, one remarks the second best constant for Is(A,B) (as
296 C. Brouttelande / Bull. Sci. math. 127 (2003) 292–312defined for LS(A,B)) decreases as s increases (see [6]). Since this constant is equal to
Volh(S1)−2 = (2π)−2 when s = 1 (see [17]), one gets from (1.6) that B0 = (2π)−2.
An important property of LS(A,B) is its close relationship with heat kernel upper
bounds. According to a result from Bakry [3], such an inequality gives an explicit bound.
It can be written as follows.
Theorem 2 (Bakry). Let Ω be a regular open subset of M . Let 1 p < q +∞. Assume
that, for all u ∈C∞c (Ω) such that ‖u‖2 = 1,∫
Ω
u2 lnu2 dvg  φ
(∫
Ω
|∇u|2g dvg
)
where φ :R+ →R+ is concave, increasing and of class C1. Assume also that there exists
a function v  0 such that
t (p, q)=
q∫
p
φ′
(
v(s)
) ds
4(s − 1) and m(p,q)=
q∫
p
(
φ
(
v(s)
)− v(s)φ′(v(s)))ds
s2
are both finite. One then has
‖Pt(p,q)‖p,q  em(p,q)
where (Pt )t>0 is the Dirichlet heat semigroup on Ω .
As described in [6], using the optimal inequality LS( 2
nπe
,B0) and the function v(s) =
λs2
s−1 − nπeB02 , λ nπeB08 being a parameter, leads to
sup
x,y∈M
p(t, x, y) 1
(4πt)n/2
e
nπeB0
3 t for all 0 < t  (πeB0)−1. (1.4)
In the Euclidean case, it is well known that the equality occurs. One may then ask if the
optimality of LS( 2
nπe ,B0) brings some information on the heat kernel upper bound. Let
x ∈M . One can find in [5] the following small time expansion
p(t, x, x)= 1
(4πt)n/2
(
1+ Scalg(x)
6
t + o(t)
)
.
Let us notice that it implies Proposition 1. Actually, from this expansion and (1.4), one
deduces that
B0 
maxM Scalg
2nπe
. (1.5)
By setting u=Volg(M)−1/2 in LS( 2nπe ,B0), one also gets
B0 Vol−2/ng , (1.6)
which yields the result. One may first remark that there is no reason allowing us to say that
(1.4) is optimal. One actually does not know if the function
Φ(x)= n
2
ln
(
2
nπe
x +B0
)
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M
f 2 lnf 2 dvg Φ
(∫
M
|∇f |2g dvg
)
.
However, the local inequality (1.3) is optimal in the following sense. Combining Theorem 1
and Theorem 2 implies that for all x ∈M and ε > 0, there exists T > 0 such that
p(t, x, x) 1
(4πt)n/2
e(Scalg(x)/6+ε)t for all 0 < t < T .
One then gets
p(t, x, x) 1
(4πt)n/2
(
1+ Scalg(x)
6
t + o(t)
)
,
which is optimal in the sense that the constant Scalg(x)/6 is the best possible.
One may now ask about the existence of extremal functions for the optimal inequality
(LS( 2
nπe
,B0)). The following theorem has been established for the H 21 -Sobolev and Nash
inequalities (see for instance [11,16]).
Theorem 3. Let (M,g) be a smooth compact Riemannian n-manifold with n 2. Then, at
least one of the following occurs:
(i) There exist extremal functions for the inequality LS( 2
nπe ,B0),
(ii) B0 = maxM Scalg2nπe .
One may notice that, on the n-dimensional standard sphere (Sn,h),
Volh
(
Sn
)−2/n
>
maxSn Scalh
2nπe
. (1.7)
It follows that there exist extremal functions on (Sn,h) for all n 2.
2. Proof of Theorem 1
The proof consists of four steps. First, one assumes Theorem 1 is false to obtain a
sequence of minimizers for a family of variational problems. To get this family, one uses
the fact that the inequality LS(A,B) is the limit of Is(A,B) as s → 2 and ideas of [9].
Once elementary properties on this sequence are shown, one projects the minimizers on the
Euclidean space through the exponential map such that the projected sequence converges
to an extremal function of the Euclidean logarithmic Sobolev inequality. Thereafter, one
proves some sharp estimates involving the maximum principle and the Cartan expansion
of the metric. The conclusion will then follow.
We shall denote by A0 the constant 2nπe . For any ε, δ > 0 and 1 < s < 2, set
µs,δ = inf
u∈Hδ
( ∫
Bg(x0,δ)
|∇u|2g dvg + αε
)( ∫
Bg(x0,δ)
|u|s dvg
) 4
n(2−s)
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Hδ =
{
u ∈C∞c
(
Bg(x0, δ)
)
such that
∫
Bg(x0,δ)
|u|2 dvg = 1
}
.
We proceed by contradiction. Assume that there exists ε0 such that for all δ > 0 there exists
u ∈ C∞c (Bg(x0, δ)) with ‖u‖2 = 1 and∫
Bg(x0,δε)
u2 lnu2 dvg >
n
2
ln
[
A0
( ∫
Bg(x0,δε)
|∇u|2g dvg + αε0
)]
.
The latter is easily seen to be equivalent to the existence of sδ > 1 such that
∀s ∈ [sδ,2), 1>A0
( ∫
Bg(x0,δ)
|∇u|2g dvg + αε
)( ∫
Bg(x0,δ)
|u|s dvg
) 4
n(2−s)
.
Since
lim
s→2
( ∫
Bg(x0,δ)
|u|s dvg
)− 4
n(2−s) = exp 2
n
∫
Bg(x0,δε)
u2 lnu2 dvg.
Hence
µδ = µsδ,δ < A−10 .
One may clearly choose sδ such that sδ → 2 as δ goes to 0. To simplify notations, we shall
denote by s the constant sδ . It is an easy matter to check (see for instance [12]) that there
exists a minimizer uδ ∈H 20,1(Bg(x0, δ)) satisfying
Aδ*guδ + 2s
n(2− s)Bδu
s−1
δ = kδuδ on Bg(x0, δ) (2.1)
in the sense of distributions with
uδ ∈ C∞
(
Bg(x0, δ)
)
,
uδ > 0 on Bg(x0, δ) and uδ = 0 on M \Bg(x0, δ),
and where
Aδ =
( ∫
Bg(x0,δ)
usδ dvg
) 4
n(2−s)
,
Bδ =
( ∫
Bg(x0,δ)
|∇uδ|2g dvg + αε
)( ∫
Bg(x0,δ)
usδ dvg
) 4
n(2−s)−1
,
kδ = 2s
n(2− s)µδ +
( ∫
Bg(x0,δ)
|∇uδ|2g dvg
)( ∫
Bg(x0,δ)
usδ dvg
) 4
n(2−s)
.
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assume that they all exist (they may be finite or infinite). Since
1=
∫
Bg(x0,δ)
u2δ dvg Volg
(
Bg(x0, δ)
)‖uδ‖2∞,
one has lim‖uδ‖∞ =+∞. Similarly, from Hölder’s inequality,∫
Bg(x0,δ)
u
p
δ dvg Volg
(
Bg(x0, δ)
)1− p2
for all p < 2. As a consequence, it follows that limAδ = 0. Moreover, one can easily check
that
µδ →A−10 , (2.2)
Aδ
∫
Bg(x0,δ)
|∇uδ|2g dvg →A−10 , (2.3)
BδA
n(2−s)
4
δ →A−10 . (2.4)
This completes the first step of the proof.
Set aδ =A1/2δ and let xδ ∈Bg(x0, δ) be such that uδ(xδ)= ‖uδ‖∞. We denote below by
C > 0 a positive constant independent of δ which may change from line to line.
In the next step, we are going to project the sequence (uδ)δ on the Euclidean space such
that the obtained sequence converges to an extremal function of the Euclidean logarithmic
Sobolev inequality (1.2).
Set
Ωδ = a−1δ exp−1xδ
(
Bg(x0, δ)
)
and for all x ∈Ωδ ,
gδ(x)= exp∗xδ g(aδx),
ϕδ(x)= ‖uδ‖−1∞ uδ
(
expxδ (aδx)
)
.
Moreover, for all x ∈Rn \Ωδ , set ϕδ(x)= 0. Clearly,
*gδϕδ +
2s
n(2− s)‖uδ‖
s−2∞ Bδϕs−1δ = kδϕδ on Ωδ (2.5)
with ϕδ ∈C∞(Ωδ). One gets from the definition of ϕδ that∫
Ωδ
ϕsδ dvgδ =
(‖uδ‖∞An/4δ )−s, (2.6)
∫
Ω
ϕ2δ dvgδ =
(‖uδ‖∞An/4δ )−2. (2.7)δ
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Ωδ
|∇ϕδ|2gδ dvgδ +
2s
n(2− s)‖uδ‖
s−2∞ Bδ
∫
Ωδ
ϕsδ dvgδ = kδ
∫
Ωδ
ϕ2δ dvgδ .
It is then an easy matter to check that
(
∫
Ωδ
|∇ϕδ|2gδ dvgδ )(
∫
Ωδ
ϕsδ dvgδ )
4
n(2−s)
(
∫
Ωδ
ϕ2δ dvgδ )
1+ 2s
n(2−s)
→A−10 .
Hence, from (2.6) and (2.7),∫
Ωδ
|∇ϕδ|2gδ dvgδ∫
Ωδ
ϕ2δ dvgδ
→A−10 .
Now set Φδ = ϕδ/‖ϕδ‖gδ,2 with ‖ϕδ‖2gδ,2 =
∫
Ωδ
ϕ2δ dvgδ . From now on, one denotes
‖u‖pm,p =
∫
Rn
up dvm for any measurable function u, real number p and metric m. One
has from (2.5) that
*gδΦδ +
2s
n(2− s)µδΦ
s−1
δ = kδΦδ on Ωδ (2.8)
and that∫
Ωδ
|∇Φδ|2gδ dvgδ →A−10 . (2.9)
As a consequence of (2.8),
*gδΦδ − (µδ − αε0Aα)Φδ =
2s
n(2− s)µδΦδ
(
1−Φs−2δ
)
on Ωδ,
which leads to
2s
n
µδΦ
s−1
δ lnΦδ *gδΦδ −µδΦδ 
2s
n
µδΦδ lnΦδ on Ωδ. (2.10)
In particular,
*gδΦδ A−10 Φ
1+ 4n
δ on Ωδ (2.11)
and
*gδΦδ +µδΦδ  2µδΦ1+
s
n
δ on Ωδ. (2.12)
Let us now prove the convergence of the sequence (Φδ)δ in C2(B(0,1)). The Cartan
expansion of the metric gδ in the exponential chart implies that
dvgδ 
(
1+Ca2δ
)
dvξ ,
|∇Φδ|2gδ dvgδ 
(
1+Ca2δ
)|∇Φδ|2ξ dvξ ,
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(Φδ)δ is bounded in H 21 (R
n). Therefore, there exists Φ ∈H 21 (Rn) such that
Φδ →Φ weakly in H 21
(
R
n
)
. (2.13)
Applying Moser’s iterative scheme to (2.11) (see for instance [14]), one gets that
sup
Ωδ
Φδ C‖Φδ‖gδ,2. (2.14)
One may notice that it is equivalent to
C 
∫
Ωδ
ϕ2δ dvgδ .
Moreover, Jensen’s inequality and Cartan’s expansion of the metric gδ leads to
0= lim− 2
(2− s) ln
∫
Ωδ
Φsδ dvgδ  lim
∫
Ωδ
Φ2δ lnΦ
2
δ dvgδ  lim
∫
Ωδ
Φ2δ lnΦ
2
δ dvξ .
Since ϕδ  1, one may apply Fatou lemma. It follows that
0
∫
Rn
Φ2 lnΦ2 dvξ
where, if it is necessary, one sets 0 ln 0 = 0. Therefore, from the Euclidean logarithmic
Sobolev inequality, it follows that
0 n
2
lnA0
∫
Rn
|∇Φ|2ξ dvξ .
Hence
A−10 
∫
Rn
|∇Φ|2ξ dvξ .
Since ‖∇Φ‖H 21  lim inf‖∇Φδ‖H 21 , it follows from (2.9) that
Φδ →Φ strongly in H 21
(
R
n
)
. (2.15)
One also clearly has that∫
Rn
Φ2 lnΦ2 dvξ = n2 lnA0
∫
Rn
|∇Φ|2ξ dvξ .
Consequently, Φ is an extremal function for the Euclidean logarithmic Sobolev inequality.
E. Carlen proved in [7] that
Φ(x)= ae−b|x|2
where a and b are positive real numbers. One now wants to compute the exact value of b.
It is easy to check from (2.10) and (2.14) that ‖*gδΦδ‖C0(Bξ (0,1))  C. Hence, by classical
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implies that
Φδ →Φ in C0
(
Bξ (0,1)
)
.
Moreover, C−1 Φδ  C on Bξ (0,1). Let α ∈ (0,1). One then has from (2.10)
‖*gδΦδ‖C0,α(B(0,1)) = max
x,y∈B(0,1)
x 	=y
|*gδΦδ(x)−*gδΦδ(y)|
|x − y|α
 max
x,y∈B(0,1)
x 	=y
|Φδ(x)−Φδ(y)|
|x − y|α
(
C +C | lnΦδ(x)− lnΦδ(y)||Φδ(x)−Φδ(y)|
)
 C.
Hence, it follows from [14] that ‖Φδ‖C2,α(B(0,1)) C. Ascoli’s theorem then gives
Φδ →Φ in C2
(
B(0,1)
)
.
Since ‖Φ‖2ξ,2 = 1 and ‖∇Φ‖2ξ,2 =A−10 , one has a = ( 2bπ )n/4 and e= a2( π2b )n/2−1. Hence,
b= πe/2 and
Φ(x)= en/4e−πe|x|2/2.
This ends the second step of the proof.
For our purpose, the convergence in C2(B(0,1)) is not yet sufficient. In order to prove
the relations (2.21) and (2.22), one needs a pointwise estimate for Φδ .
First, let us show that
Φδ(x) C|x|−n/2. (2.16)
One proceeds by contradiction and assumes that ‖Φδ |.|n/2‖∞ →∞. Let yδ ∈ Rn be such
that ‖Φδ |.|n/2‖∞ =Φδ(yδ)|yδ|n/2. Set
Ω˜δ = ν−1δ êxp−1yδ (Ωδ),
ν
−n/2
δ =Φδ(yδ),
hδ(x)= êxp∗yδgδ(νδx),
vδ(x)=Φδ(yδ)−1Φδ
(
êxpyδ (νδx)
)
,
where êxpyδ is the exponential map associated to gδ at yδ . It is clear that
|yδ|
νδ
→∞, (2.17)
|yδ| →∞. (2.18)
It is also an easy matter to check with (2.11) that
*hδvδ A−10 v
1+4/n
δ on Ω˜δ. (2.19)
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|x| = dgδ (0, x) dgδ (0, yδ)− dgδ (yδ, x) dgδ (0, yδ)−Φδ(yδ)−2/n  |yδ| −
1
2
|yδ|
and by definition of yδ ,
Φδ(yδ)|yδ|n/2 Φδ(x)|x|n/2.
Hence, ‖Φδ‖L∞(Bgδ (yδ,νδ))  CΦδ(yδ). One can then apply again Moser’s iterative scheme
to (2.19) (see [14]) and get that
C 
∫
Bξ (0,1)∩Ω˜δ
v2δ dvhδ =
∫
Bgδ (yδ,νδ)∩Ωδ
Φ2δ dvgδ .
This however contradicts (2.15), (2.17) and (2.18). Hence, Φδ(x)  C|x|−n/2 for all
x ∈Rn.
Define then the operator Lδ as
Lδu=*gδu+µδ
(
1− 2Φs/nδ
)
u.
Set
H(x)=
(
R
|x|
)ω
where ω,R > 0. A direct computation using local maps leads to
|x|2LδH(x)
H(x)
 ω(n− 2−ω)−Ca2δ |x|2 +µδ|x|2 − 2µδΦs/nδ (x)|x|2.
Therefore, by (2.16), for δ small enough and R large enough,
LδH  0 on Ωδ −Bξ (0,R).
Since LδΦδ  0 by (2.12), one may apply the maximum principle as stated in [2]
lemma 3.4. It follows
Φδ  C
(
R
|x|
)ω
on Ωδ −Bξ (0,R). (2.20)
Since this is obviously true on Bξ (0,R), it holds on Ωδ . One ends here the third step.
Before concluding, we need an asymptotic expansion for the quantities
∫
Ωδ
|∇Φδ|2ξ dvξ
and
∫
Ωδ
Φσδ dvξ with 1 < σ  2 as δ goes to 0. To find these expansions, one needs the
following results.∫
Ωδ
|∇Φδ|2gδRicg(xδ)ij xixj dvgδ∫
Ωδ
|∇Φδ|2gδ dvgδ
→
∫
Rn
|∇Φ|2ξRicg(x0)ij xixj dvξ∫
Rn
|∇Φ|2ξ dvξ
, (2.21)
∫
Ω
Φσδ Ricg(xδ)ij x
ixj dvgδ →
∫
Rn
ΦσRicg(x0)ij xixj dvξ (2.22)
δ
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first one, it is sufficient to have∫
Ωδ−Bξ (0,cδ)
|∇Φδ|2gδ |x|2 dvgδ → 0
where (cδ)δ is a sequence of real numbers verifying cδ →∞. In order to prove it, one
multiplies (2.11) by Φδ|x|2 and integrates over Ωδ − Bξ (0, cδ). A direct computation
using (2.20) and (2.22) gives the result.
Noticing that for any radial function f∫
Rn
f xixj dvξ = δ
ij
n
∫
Rn
f |x|2 dvξ ,
one then gets that∫
Ωδ
|∇Φδ|2gδRicg(xδ)ij xixj dvgδ∫
Ωδ
|∇Φδ|2gδ dvgδ
→ Scalg(x0)
n
∫
Rn
|∇Φ|2ξ |x|2 dvξ∫
Rn
|∇Φ|2ξ dvξ
, (2.23)
∫
Ωδ
Φσδ Ricg(xδ)ij x
ixj dvgδ →
Scalg(x0)
n
∫
Rn
Φσ |x|2 dvξ . (2.24)
Let us notice that some easy computations leads to∫
Rn
|∇Φ|2ξ |x|2 dvξ∫
Rn
|∇Φ|2ξ dvξ
= n+ 2
2πe
, (2.25)
∫
Rn
Φσ |x|2 dvξ = n
σπe
(
2
σ
e
σ
2
)n/2
. (2.26)
We now have all the tools required to conclude. The Euclidean Gagliardo–Nirenberg
inequalities state that( ∫
Rn
Φ2δ dvξ
)1+ 2σ
n(2−σ)
A0
∫
Rn
|∇Φδ|2ξ dvξ
( ∫
Rn
Φσδ dvξ
) 4
n(2−σ)
(2.27)
for all σ ∈ (1,2). To see why the constant A0 is fitting, one may refer for instance to [6] or
[18]. The Cartan expansion of the metric gδ at 0 gives
dvξ =
(
1+ a
2
δ
6
Ricg(xδ)ij xixj + o
(
a2δ |x|2
))
dvgδ ,
|∇Φδ|2ξ = |∇Φδ|2gδ +
a2δ
6
Rmg(xδ)(∇Φδ,x, x,∇Φδ)+ o
(|∇Φδ|2gδa2δ |x|2).
Hence, one gets with (2.23) and (2.24) that
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Ωδ
|∇Φδ|2ξ dvξ =
∫
Ωδ
|∇Φδ|2gδ dvgδ
(
1+ a
2
δScalg(x0)
6n
∫
Rn
|∇Φ|2ξ |x|2 dvξ∫
Rn
|∇Φ|2ξ dvξ
+ a
2
δ
6
∫
Ωδ
Rmg(xδ)(∇Φδ,x, x,∇Φδ) dvgδ∫
Ωδ
|∇Φδ|2gδ dvgδ
+ o(a2δ )
)
,
∫
Ωδ
Φσδ dvξ = 1+
a2δScalg(x0)
6n
∫
Rn
Φσ |x|2dvξ + o
(
a2δ
)
. (2.28)
Since Φ is radial, ∇Φ and x are pointwise colinear vector fields and one has∫
Ωδ
Rmg(xδ)(∇Φδ,x, x,∇Φδ) dvgδ → 0.
Hence,∫
Ωδ
|∇Φδ|2ξ dvξ =
∫
Ωδ
|∇Φδ|2gδ dvgδ
(
1+ a
2
δScalg(x0)
6n
∫
Rn
|∇Φ|2ξ |x|2 dvξ∫
Rn
|∇Φ|2ξ dvξ
+ o(a2δ )
)
.
(2.29)
Moreover, relations (2.6), (2.7) and the definitions of Aδ , Bδ and kδ lead to∫
Ωδ
|∇Φδ|2gδ dvgδ =
∫
Ωδ
|∇ϕδ|2gδ dvgδ (
∫
Ωδ
ϕsδ dvgδ )
4
n(2−s)
(
∫
Ωδ
ϕ2δ dvgδ )
1+ 2s
n(2−s)
 µδ − αε0a2δ . (2.30)
Therefore, one may easily get from relations (2.27) to (2.30) that for all σ ∈ (1,2),(
αε0A0 −
Scalg(x0)
6n
(
4
n(2− σ)
∫
Rn
Φσ |x|2 dvξ
−
(
1+ 2σ
n(2− σ)
)∫
Rn
Φ2|x|2 dvξ +
∫
Rn
|∇Φ|2ξ |x|2 dvξ∫
Rn
|∇Φ|2ξ dvξ
))
a2δ + o
(
a2δ
)
 0.
Consequently, for all σ ∈ (1,2),
αε0A0 −
Scalg(x0)
6n
(
4
n(2− σ)
∫
Rn
Φσ |x|2 dvξ
−
(
1+ 2σ
n(2− σ)
)∫
Rn
Φ2|x|2 dvξ +
∫
Rn
|∇Φ|2ξ |x|2 dvξ∫
Rn
|∇Φ|2ξ dvξ
)
 0.
Using (2.25) and (2.26) and letting σ go to 2, one finally gets that
αε0A0 −
Scalg(x0)  0,2nπe
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ε0  0.
This contradiction proves the theorem.
3. Proof of Theorem 3
This section has many similarities with the previous one. However, the first step shall
be well detailled to make the comprehension easier. Again, we shall denote by A0 the
constant 2
nπe . In order to prove the theorem, we will show that the non-existence of
extremal functions for LS(A0,B0) implies that B0  maxM Scalg2nπe . For any 1 < s < 2 and
α > 0, set
Is,α(u)=
(
∫
M
|∇u|2g dvg + (α0 − α)
∫
M
u2 dvg)(
∫
M
|u|s dvg)
4
n(2−s)
(
∫
M |u|2 dvg)1+
2s
n(2−s)
and
µs,α = inf
u∈H
Is,α(u),
where α0 = B0A−10 and
H=
{
u ∈C∞(M) such that
∫
M
|u|2 dvg = 1
}
.
Let (sα)α be such that sα < 2 and sα → 2 as α goes to 0. To simplify notations, one shall
denote by s, µα and Iα(u) the real numbers sα , µs,α and Is,α(u). It is clear that µα <A−10
(see [6]). It is classical (see for instance [12]) that there exists a minimizer uα ∈ H 21 (M)
satisfying
Aα*guα + 2s
n(2− s)Bαu
s−1
α = kαuα (3.1)
in the sense of distributions with uα ∈H, u > 0 and where
Aα =
(∫
M
usα dvg
) 4
n(2−s)
,
Bα =
(∫
M
|∇uα|2g dvg + (α0 − α)
)(∫
M
usα dvg
) 4
n(2−s)−1
,
kα = 2s
n(2− s)µα +
(∫
|∇uα|2g dvg
)(∫
usα dvg
) 4
n(2−s)
.M M
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may assume that they all exist (they may be finite or infinite). One denotes below by C a
constant independent of α which may change from line to line. If we had(∫
M
usαdvg
) 4
n(2−s)
 C,
then we would have∫
M
|∇uα|2g dvg  C
and it would then be easy to prove the existence of extremal functions. Since we assume
there is no extremal functions,(∫
M
usα dvg
) 4
n(2−s) → 0.
As a consequence, limAα = 0. Moreover, one can then easily check that
µα →A−10 ,
Aα
∫
M
|∇uα|2g dvg →A−10 ,
BαA
n(2−s)
4
α →A−10 .
Set aα =A1/2α and let xα ∈M be such that uα(xα)= ‖uα‖∞.
As previously, one projects the minimizers on the Euclidean space such to obtain a
sequence converging to an extremal function of the optimal Euclidean logarithmic Sobolev
inequality. Set
Ωα = a−1α exp−1xα
(
M \Cut(xα)
)
,
gα(x)= exp∗xα g(aαx),
ϕα(x)= ‖uα‖−1∞ uα
(
expxα (aαx)
)
,
ϕα ≡ 0 on Rn \Ωα.
Most of the results of the previous section hold here. Actually, one has
*gαϕα +
2s
n(2− s)‖uα‖
s−2∞ Bαϕs−1α = kαϕα on Ωα (3.2)
with ϕα ∈C∞(Ωα). One also has∫
Ωα
ϕsα dvgα =
(‖uα‖∞An/4α )−s,
∫
Ω
ϕ2α dvgα =
(‖uα‖∞An/4α )−2, (3.3)α
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ϕα → ϕ in H 21 (Rn) and in C1(K),
ϕα  C|x|ω for all ω > 0, C depending on ω,
where
ϕ(x)= e− πe2 |x|2,
K is a compact subset of Rn.
Moreover,∫
Ωα
|∇ϕα|2gαRicg(xα)ij xixj dvgα∫
Ωα
|∇ϕα|2gα dvgα
→ (n+ 2)Scalg(x0)
2πen
, (3.4)
∫
Ωα
ϕ2αRicg(xα)ij xixj dvgα∫
Ωα
ϕσα dvgα
→ Scalg(x0)
2πe
. (3.5)
It is very easy to see that
uα(x)Ca
ω− n2
α dg(x, xα)
ω for all ω > 0. (3.6)
Set then for all positive u ∈H 21 (M)
Ig,α(u)=
∫
M |∇u|2g dvg(
∫
M u
s dvg)
4
n(2−s)
(
∫
M u
2 dvg)
1+ 2sn(2−s)
.
Let us first remark that
A−10 − Ig,α(uα)
Aα
→ α0. (3.7)
From the definition of Ig,α and the relation Iα(uα) < A−10 , it follows that
lim
α→0
A−10 − Ig,α(uα)
Aα
 α0.
One has
A−10 − Ig,α(uα)
Aα
= A
−1
0 − (Ig,α(uα)+ α0Aα)+ α0Aα
Aα
.
Since, by definition of α0, Ig,α(uα)+ α0Aα A−10 , one gets
lim
α→0
A−10 − Ig,α(uα)
Aα
 α0.
Hence (3.7) follows.
Let us now show that
lim
Iξ,α(uα)− Ig,α(uα)  Scalg(x0) (3.8)α→0 Aα 4
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Iξ,α(uα)− Ig,α(uα)
= Ig,α(uα)
∫
M |∇uα |2ξ dvξ∫
M |∇uα |2g dvg
( ∫
M u
s
α dvξ∫
M u
s
α dvg
) 4
n(2−s)
( ∫
M u
2
α dvξ∫
M u
2
α dvg
)1+ 2sn(2−s) − Ig,α(uα)
= Ig,α(uα)
∫
M |∇uα |2ξ dvξ∫
M |∇uα |2g dvg
( ∫
M u
s
α dvξ∫
M u
s
α dvg
∫
M u
2
α dvg∫
M u
2
α dvξ
) 4
n(2−s)
( ∫
M u
2
α dvξ∫
M u
2
α dvg
)1− 2n − Ig,α(uα). (3.9)
The Cartan expansion of the metric g in the exponential map yields
dvξ =
(
1+ 1
6
Ricij (xα)xixj +O
(
r3α
))
dvg,
|∇uα|2ξ = |∇uα|2g +
1
6
Rmg(xα)(∇uα, x, x,∇uα)+ |∇uα|2gO
(
r3α
)
,
where rα = dg(x, xα). These relations implies∫
M
|∇uα|2ξ dvξ =
∫
M
|∇uα|2g dvg +
1
6
∫
M
|∇uα|2gRicij (xα)xixj dvg
+O(1)
∫
M
|∇uα|2gr3α dvg,
∫
M
u2α dvξ =
∫
M
u2α dvg +
1
6
∫
M
u2αRicij (xα)x
ixj dvg +O(1)
∫
M
u2αr
3
α dvg,
where xi is the ith coordonate in the exponential map on x0. Hence, with the definition
of ϕα , one gets that∫
M |∇uα|2ξ dvξ∫
M
|∇uα|2g dvg
= 1+ a
2
α
6
∫
Ωα
|∇ϕα|2gαRicij (xα)xixj dvgα∫
Ωα
|∇ϕα|2gα dvgα
+ o(a2α),∫
M
u2α dvξ∫
M
u2α dvg
= 1+ a
2
α
6
∫
Ωα
ϕ2αRicij (xα)xixj dvgα∫
Ωα
ϕ2α dvgα
+ o(a2α).
Now, (∫
M
usα dvξ∫
M
usα dvg
∫
M
u2α dvg∫
M
u2α dvξ
) 4
n(2−s)
=
(
1+
∫
M u
2
α dvg∫
M u
2
α dvξ
(∫
M u
s
α dvξ∫
M u
s
α dvg
−
∫
M u
2
α dvξ∫
M u
2
α dvg
)) 4
n(2−s)
 exp
(
4
n(2− s)
∫
M u
2
α dvg∫
u2 dv
(∫
M u
s
α dvξ∫
us dv
−
∫
M u
2
α dvξ∫
u2 dv
))
M α ξ M α g M α g
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(∫
M
u2α dvg∫
M u
2
α dvξ
4
n(2− s)
∫
M
((
uα
A
−n/4
α
)s
−
(
uα
A
−n/4
α
)2)
A−n/2α dvξ
)
.
From the relation (3.6), one gets∣∣∣∣ 12− s
∫
Ωα
(
φsα − φ2α
)|x|3 dvgα
∣∣∣∣<C,
∣∣∣∣ 12− s
∫
Ωα
(
φsα − φ2α
)
Ricij (xα)xixj dvgα
∣∣∣∣<C.
Hence
4
n(2− s)
∫
M
((
uα
A
−n/4
α
)s
−
(
uα
A
−n/4
α
)2)
A−n/2α dvξ
= 4
n(2− s)
∫
M
((
uα
A
−n/4
α
)s
−
(
uα
A
−n/4
α
)2)
×A−n/2α
(
1+ 1
6
Ricij (xα)xixj +O
(
r3α
))
dvg
= 4
n(2− s)
∫
Ωα
(
φsα − φ2α
)(
1+ a
2
α
6
Ricij (xα)xixj +O
(
a3δ |x|3
))
dvgα
= 4a
2
α
n6(2− s)
∫
Ωα
(
φsα − φ2α
)
Ricij (xα)xixj dvgα + o
(
a2α
)
and (∫
M u
s
α dvξ∫
M
usα dvg
∫
M u
2
α dvg∫
M
u2α dvξ
) 4
n(2−s)
 exp
(
4a2α
n6(2− s)
∫
Ωα
(
φsα − φ2α
)
Ricij (xα)xixj dvgα + o
(
a2α
))
 1+ 4a
2
α
n6(2− s)
∫
Ωα
(
φsα − φ2α
)
Ricij (xα)xixj dvgα + o
(
a2α
)
+
+∞∑
k=2
1
k!
(
4a2α
n6(2− s)
∫
Ωα
(
φsα − φ2α
)
Ricij (xα)xixj dvgα + o
(
a2α
))k
 1+ 4a
2
α
n6(2− s)
∫
Ω
(
φsα − φ2α
)
Ricij (xα)xixj dvgα + o
(
a2α
)
.α
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M |∇uα |2ξ dvξ∫
M |∇uα |2g dvg
( ∫
M u
s
α dvξ∫
M u
s
α dvg
∫
M u
2
α dvg∫
M u
2
α dvξ
) 4
n(2−s)
( ∫
M u
2
α dvξ∫
M u
2
α dvg
)1− 2n  1+
a2α
6
Xα + o
(
a2α
)
, (3.10)
where
Xα =
∫
Ωα
|∇ϕα|2gαRicij (xα)xixj dvgα∫
Ωα
|∇ϕα|2gα dvgα
−
(
1− 2
n
)∫
Ωα
ϕ2αRicij (xα)xixj dvgα∫
Ωα
ϕ2α dvgα
+ 4
n(2− s)
∫
Ωα
(
φsα − φ2α
)
Ricij (xα)xixj dvgα .
One has∣∣∣∣ 22− s
∫
Ωα
(
φ2α − φsα
)
Ricij (xα)xixj dvgα −
∫
Ωα
(
lnφ2α
)
φ2αRicij (xα)x
ixj dvgα
∣∣∣∣
 C(2− s)
∫
Ωα
(lnφα)2
(
max
β∈[s,2]φ
β
α
)|x|2 dvgα .
Hence,
lim
2
2− s
∫
Ωα
(
φ2α − φsα
)
Ricij (xα)xixj dvgα = lim
∫
Ωα
(
lnφ2α
)
φ2αRicij (xα)x
ixj dvgα .
Clearly,
lim
∫
Ωα
(
lnφ2α
)
φ2αRicij (xα)x
ixj dvgα =
Scalg(x0)
n
∫
Rn
(
lnφ2
)
φ2|x|2 dx =− n
2πe
.
One may now easily check with (3.4) and (3.5) that
lim
Xα
6
= Scalg(x0)
2nπe
.
Hence, by (3.9) and (3.10), it leads to (3.8). On has (see [6]) Iξ,α(uα)A−10 . Therefore
Iξ,α(uα)− Is,α(uα)
Aα

A−10 − Is,α(uα)
Aα
.
Letting α goes to 0, one gets from (3.7) and (3.8) that
α0 
Scalg(x0)
4
.
This ends the proof of Theorem 3.
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