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In this paper we consider the existence and uniqueness of weak
energy solutions to a stochastic 2-dimensional non-Lipschitz
Navier–Stokes equation perturbed by the cylindrical Wiener pro-
cess W (t) in a bounded or unbounded domain D with the smooth
boundary ∂D or D = R2:
dX(t)= [−νAX(t)+ B(X(t))]dt
+ f (t, X(t))dt + g(t, X(t))dW (t),
where A is the Stokes operator and f , g satisfy the non-Lipschitz
condition.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let D be an unbounded domain of the 2-dimensional Euclidean space R2 with smooth bound-
ary ∂D or let D = R2. We consider the following 2-dimensional stochastic Navier–Stokes equation:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩









dt + g(t, X(t))dW (t),
X(0) = X0, div X = 0 in [0,∞)× D,
X(t, x) = 0 on [0,∞)× ∂D (omitted if D = R2),
(1.1)
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3330 T. Taniguchi / J. Differential Equations 251 (2011) 3329–3362where X is the velocity ﬁeld of the ﬂuid, p the pressure, ν > 0 the kinematic viscosity, X0 the initial
velocity ﬁeld, g the external noise.
Recently many authors considered the mild solutions, weak solutions and martingale solutions
to stochastic Navier–Stokes equations (e.g. Bensoussan and Temam [3], Capinsky and Gatarek [8],
Flandoli and Gatarek [9], Flandoli and Maslowski [10]). Under some conditions Breckner [4] inves-
tigated the existence and uniqueness of strong solutions to the following stochastic Navier–Stokes
equation:





















where |C(u) − C(v)|2  L|u − v|2, u, v ∈ V , L > 0, the embedding operator V ⊂ H is compact,
E|u0|4 < ∞ and f ∈ L4([0, T ] × Ω; H). On the other hand Pardoux [13] initialized the studies for
the existence of the solutions by the monotone method for stochastic evolution equations. Very re-
cently Menaldi and Sritharan [12] considered the existence of strong solutions to a stochastic 2d
Navier–Stokes equation with additive noise by local monotonicity method. Then by the same method
Sritharan and Sundar [14] considered the existence and uniqueness of strong solutions to a stochastic
2d Navier–Stokes equation with multiplicative noise:
duε(t) = [−νAuε(t)+ B(uε(t))]dt + f (t)+ εσ (t,uε(t))dW (t), ν > 0,
where the coeﬃcient function σ satisﬁes the linear growth condition and the Lipschitz condi-
tion:
∣∣σ(t,u)∣∣2LQ  a(1+ ‖u‖2), a> 0, u ∈ V ,∣∣σ(t,u)− σ(t, v)∣∣2LQ  b‖u − v‖2, b > 0, u, v ∈ V ,
and proved that if ε > 0 is suﬃciently small and E|uε(0)|4 < ∞, then there exists a unique strong
solution uε(t) under the condition f ∈ L4([0, T ]; V ∗).
In this paper we use the functional spaces H := L20,σ (D), V := W 1,20,σ (D) (the deﬁnitions are given
in Section 2). Using the same monotone method we prove the following theorem.
Theorem 1. Let X0 be an 0-random variable. Assume that E|X0|4 < ∞. Assume that the following conditions
are satisﬁed: For u, v ∈ H, it holds that
∣∣ f1(t,u)∣∣2V ∗ + ∣∣ f2(t,u)∣∣2 + ∣∣g(s,u)∣∣2L02  b2(1+ |u|2), b2 > 0, (1.2)⎧⎨
⎩
∣∣ f1(t,u)− f1(t, v)∣∣2V ∗ + ∣∣ f2(t,u)− f2(t, v)∣∣2
+ ∣∣g(t,u)− g(t, v)∣∣2L02  L|u − v|2, L > 0.
(1.3)
Then there exists a weak energy solution X ∈ L2(Ω; L∞(0, T ; H)) ∩ L2(Ω; L2(0, T ; V )) to Eq. (1.1).
On the other hand, the non-Lipschitz stochastic evolution equations have been considered by
many authors. In this paper we impose the non-Lipschitz condition (see Conditions 1 and 2) for the
coeﬃcient functions f and g to (1.1). This was proposed ﬁrst for stochastic ordinary differential equa-
tions by the author in [16]. Then recently Barbu and Bocs¸an [1] and [2] discussed the existence and
uniqueness of solutions to non-Lipschitz stochastic evolution equations of this type. Cao and He [6]
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lution equations of this type perturbed by jump processes. See also [5] and [17].
In this paper we consider the existence and uniqueness of weak energy solutions (for the deﬁnition
see Deﬁnition 1) to a non-Lipschitz 2d-stochastic Navier–Stokes equation of this type perturbed by the
cylindrical Wiener process W (t) and deﬁned on unbounded domain.
The contents of this paper are as follows: In Section 2 we give preliminaries and we have the
2d-stochastic Navier–Stokes equation (2.1) in functional analysis setting by using the Stokes opera-
tor A [15]. In Section 3 by the Galerkin method we prove existence and uniqueness of energy weak
solutions to a simple type of stochastic Navier–Stokes equations driven by a Wiener process using
Lemma 1. In Section 4 using the result of Section 3 we prove the existence and uniqueness of the
energy weak solution to the non-Lipschitz 2d-stochastic Navier–Stokes equation (2.1) in unbounded
domains D by Lemma 1. In Section 5 we consider the global existence of an energy weak solution
and in Section 6 we give an example. In this paper positive constants c and c∗ are changed from line
to line if confusion.
2. Preliminaries
In this section we give the function spaces, a notation, a deﬁnition, conditions, a remark and
a lemma which are needed in this paper. Set
C∞0,σ (D) :=
{
u ∈ C∞0 (D): div u = 0
}
.
In this paper we use the Hilbert spaces L20,σ (D) and W
1,2
0,σ (D) deﬁned as follows:
L20,σ (D) := the closure of the set C∞0,σ (D) in L2(D)







W 1,20,σ (D) := the closure of the set C∞0,σ (D) in W 1,2(D)
with the norm |u|W 1,20,σ (D) = (|u|














Let D(A) be the space of all those u ∈ W 1,20,σ (D) for which there exists some ξ ∈ L20,σ (D) satisfying
〈ξ, v〉 = (∇u,∇v), v ∈ C∞0,σ (D).
The notation 〈·,·〉 means the duality. For all u ∈ D(A), let Au ∈ L20,σ (D) be deﬁned by the relation
〈Au, v〉 = (∇u,∇v), v ∈ C∞0,σ (D).
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tion [15, p. 128]). The operator A is a positive and self-adjoint operator. For any domain D ⊂ R2,
L2(D) = L20,σ (D)⊕
{
ξ ∈ L2(D); ∃p ∈ L2loc(D): ξ = ∇p
}
.
The projection P : L2(D) → L20,σ (D) is called a Helmholtz projection. By Theorem 2.1.1 [15, p. 128] if
D is a uniform C2-domain or D = R2, then it holds that
D(A) = W 2,2(D)∩ W 1,20,σ (D), Au = −Pu for u ∈ D(A).
If D is a bounded smooth domain, then
D(A) = W 2,2(D)∩ W 1,20 (D)∩ L20,σ (D).
For simplicity we often use the following notations for the function spaces.
Notation 1. H := L20,σ (D) and V := W 1,20,σ (D).










We deﬁne the operator B : V × V → V ∗ by〈
B(u, v),w
〉= b(u, v,w), ∀u, v,w ∈ V .
We also set
B(u) := B(u,u), ∀u ∈ V .
Since it holds that b(u, v,w) = −b(u,w, v), it follows that b(u, v, v) = 0. Set w = u − v . Then we
have that
〈
B(u)− B(v),w〉= b(u,u,−v)− b(v, v,u)
= −b(w,w, v)







q for any u ∈ W 1,20 (D), 1 q p < ∞
and the Young inequality to get c > 0 and λ > 0 such that for any v, v ∈ W 1,2(D)
∣∣2〈B(u)− B(v),u − v〉∣∣− 2〈νA(u − v),u − v〉
 2|u − v|4
∣∣∇(u − v)∣∣|v|4 − 2〈νA(u − v),u − v〉
 c|u − v| 12 ∣∣∇(u − v)∣∣ 32 |v|4 − 2ν∣∣∇(u − v)∣∣2
 λ|v|44|u − v|2 − ν
∣∣∇(u − v)∣∣2.
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following form of inequality is essentially needed later.
Lemma 1. There exists a λ > 0 such that for any u, v ∈ W 1,2(D),
2
〈
B(u)− B(v),u − v〉+ 〈−νA(u − v),u − v〉 λ|v|44|u − v|2.
Let K be another separable Hilbert space with the inner product (·,·)K . Let L(K ; H) denote the
space of all bounded linear operators from K to H . Let Q ∈ L(K ; K ) be a positive self-adjoint operator.
Furthermore, L02(K ; H) denotes the space of all ξ ∈ L(K ; H) such that ξ
√
Q is a Hilbert–Schmidt
operator and so tr(ξ Q ξ∗) < ∞. The norm is given by |ξ |2
L02
:= |ξ√Q |2HS = tr(ξ Q ξ∗).
Let (Ω, P ,) be a complete probability space on which an increasing and right continuous family
(t)t∈[0,∞] of complete sub-σ -algebra of  is deﬁned. 0 contains all the null sets of . Let βn(t)
(n = 1,2,3, . . .) be a sequence of real valued 1-dimensional standard Brownian motions mutually in-
dependent on (Ω, P ,). Let {en} (n = 1,2,3, . . .) be a complete orthonormal basis in K . We consider






Q en, t  0, Q ∈ L(K ; K ).
See [7] for the deﬁnition of stochastic integral by cylindrical Wiener process.
Throughout this paper let X0 be an 0-random variable. The stochastic 2d Navier–Stokes equation
can be rewritten in the abstract mathematical setting with an initial value X(0) = X0 as follows:
{





dt + g(t, X(t))dW (t), (2.1)
where A is the Stokes operator and the functions f1 : [0,∞) × V → V ∗ is progressively measurable,
f2 : [0,∞)× H → H is progressively measurable and g : [0,∞)× H → L02(K ; H) is progressively mea-
surable and the following conditions for a time T > 0 are satisﬁed:
f1 ∈ L2
([0, T ] × V ; V ∗),
f2 ∈ L2
([0, T ] × H; H),
g ∈ L2([0, T ] × H; L02(K ; H)).
In this paper we use the following conditions (for example see [16] and [17]).
Condition 1. There exist the functions Fk(t,u) : R+ × R+ → R+ (k = 1,2) which are locally integrable
in t  0 for any ﬁxed u  0 and are continuous, monotone nondecreasing in u for any ﬁxed t  0.
And the functions Fk (k = 1,2) satisfy the following inequalities, respectively:
{
E
∣∣ f1(t, X)∣∣2V ∗ + E∣∣ f2(t, X)∣∣2 + E∣∣g(t, X)∣∣2L02
 F1
(
t, E|X |2), X ∈ L2(Ω; H), (2.2){
E
∣∣ f1(t, X)∣∣4V ∗ + E∣∣ f2(t, X)∣∣4 + E∣∣g(t, X)∣∣4L02
 F2
(
t, E|X |4), X ∈ L4(Ω; H). (2.3)
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any ﬁxed u  0, and is continuous, monotone nondecreasing in u for any ﬁxed t  0 with Gk(t,0) = 0,
k = 1,2. Furthermore, the functions Gk , k = 1,2, satisfy the following inequalities:
{
E
∣∣ f1(t, X)− f1(t, Y )∣∣2V ∗ + E∣∣ f2(t, X)− f2(t, Y )∣∣2 + E∣∣g(t, X)− g(t, Y )∣∣2L02
 G1
(
t, E|X − Y |2), X, Y ∈ L2(Ω, H), (2.4){
E
∣∣ f1(t, X)− f1(t, Y )∣∣4V ∗ + E∣∣ f2(t, X)− f2(t, Y )∣∣4 + E∣∣g(t, X)− g(t, Y )∣∣4L02
 G2
(
t, E|X − Y |4), X, Y ∈ L4(Ω, H). (2.5)








ds, k = 1,2, (2.6)
for all t ∈ R+ , then zk(t) ≡ 0 on R+ .
Remark 1. Let G(t,u) = a(t)φ(u), t  0, u ∈ R+ , φ(0) = 0, where φ : R+ → R+ is a concave, continuous






Then the function G(t,u) satisﬁes Condition 2.




u log( 1u ), 0 u  δ,
ρ1(δ)+ ρ ′1(δ−)(u − δ), u > δ,
ρ2(u) =
{
u log( 1u ) log log(
1
u ), 0 u  δ,
ρ2(δ)+ ρ ′2(δ−)(u − δ), u > δ.
Deﬁnition 1. A predictable H-valued process X such that
∫ T
0 |X(s)|V ds< ∞ is called the weak energy
solution to (2.1) if the following condition is satisﬁed: for any v ∈ V and t ∈ [0, T ],
〈
X(t), v
〉= 〈X0, v〉 + 2
t∫
0




















and the following energy equality holds:




























3. Existence of energy solutions by Galerkin method
Let 0 t  T  1. In this section we consider by the Galerkin method the existence of an energy
weak solution to the following stochastic differential equation:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

























dW (s), t  0,
(3.1)
with an initial 0-random variable X0 and ξ(s) is a stochastic process, where f∗ : [0,∞)×W 1,20,σ (D) →
W 1,20,σ (D)
∗ , f# : [0,∞)×L20,σ (D) → L20,σ (D) are measurable and g∗ : [0,∞)×L20,σ (D) → L02(K ; L20,σ (D))
is progressively measurable. The uniqueness of the energy weak solution is proved by the following
lemma.
Lemma 2. Let X0 be an 0-random variable which is an initial value of (3.1) with E|X0|4 < ∞ and
E‖X0‖2 < ∞. If Condition 1 is satisﬁed, then there exists at least one energy weak solution to (3.1).
Consider the Galerkin approximation and the following stochastic differential equation:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩




























where the process ξ(t) satisﬁes the following condition.




) ∈ L4([0, T )×Ω,W 1,20,σ (D)∗),
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(
t, ξ(t)




) ∈ L4([0, T )×Ω, L02(K ; L20,σ (D))).
Then we have the following lemmas.
Lemma 3. Let X0 be an 0-random variable with E|X0|2 < ∞. Assume that Condition 3 is satisﬁed. Then for










uniformly in all n 1.









uniformly for all n 1.
Since the proofs of Lemmas 3 and 4 are similar as in the proofs of Lemmas 6 and 7, we omit them.
For proving the proposition, we need the following condition. Let a process z(t) be a ﬁxed Ft -adapted
process. Then:





∣∣z(s)∣∣44 ds, t  0.
We are in position to prove the following proposition.
Proposition 1. Assume that Condition 3 is satisﬁed. Let X0 be an 0-random variable which is an initial
value of (3.1) with E|X0|4 < ∞ and E‖X0‖2 < ∞. Then Eq. (3.1) has a unique weak energy solution X(t) in
L4(Ω; L∞(0, T ; H)) ∩ L2(Ω × [0, T ];W 1,20,σ (D)) satisfying the energy equality:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩














































∥∥X(s)∥∥2 ds< Bγ , 0 t  T . (3.4)
Proof. Since the proof of the proposition is similar as in the proof of Theorem 2, we give only the
sketch proof. By Lemmas 3 and 4 we obtain an X(t) ∈ L2(Ω; L∞(0, T ; L20,σ (D))) ∩ L2(Ω × [0, T ];
W 1,20,σ (D)) such that the subsequence Xn(t) converges weakly to X(t) in L
2(Ω; L∞(0, T ; L20,σ (D))) ∩
L2(Ω × [0, T ];W 1,20,σ (D)) (we use the same symbol Xn(t) for subsequence without any confusion).
Furthermore since {A(Xn)}, {B(Xn)} are uniformly bounded in L2(Ω × [0, T ];W 1,20,σ (D)∗), there exists
a χ ∈ L2(Ω × [0, T ];W 1,20,σ (D)∗) such that as n → ∞,
−νA(Xn)+ B(Xn)⇀ χ weakly in L2
(
Ω × [0, T ];W 1,20,σ (D)∗
)
. (3.5)




























































Then we have that
E
t∫ ∣∣z(s)∣∣44 ds E
t∫ ∣∣z(s)∣∣2W 1,20,σ (D) ds< ∞.0 0



























































































































































αn(t) = βn(t)+ γn(t) (3.12)








Therefore by (3.13) and (3.12), it follows that
0 lim inf











χ(s)− (−νAz(s)+ B(z(s))), X(s)− z(s)〉ds.
Let z(t) = X(t) − θu for any ﬁxed u ∈ C∞0,σ (D). Since C∞0,σ (D) is dense in W 1,20,σ (D) and u is any, it
holds that in W 1,20,σ (D)
∗





−νAX(s)+ B(X(s))ds, a.e. ω ∈ Ω.
Therefore from (3.6) we have that in W 1,20,σ (D)
∗

























dW (s), a.e. ω ∈ Ω.
Furthermore, the solution X(t) satisﬁes the energy equality (3.3) by Metivier [11, p. 127] or Par-
doux [13]. This completes the proof of the proposition. 
4. The proof of the main theorem















) ∈ L4([0, T )×Ω, L02(K ; L20,σ (D))).
(4.1)
By using Proposition 1 for a given process Xn(t), we have the unique energy weak solution Xn+1(t)
to the following stochastic equation
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩



























First we consider the moment estimates of the process Xn+1(t). Then we have the existence of the
sequence {Xn(t)}, n = 1,2,3, . . . .
Lemma 5. Assume that Conditions 1 and 2 are satisﬁed and let E|X0|2 < ∞. Then the sequence {Xn(t)},












for t ∈ (0, tδ], uniformly for all n 1.






































































∣∣Xn+1(s)∣∣2 + νE∥∥Xn+1(s)∥∥2 + 1
ν
E

















∣∣ f2(s, Xn(s))∣∣2V ∗ ds.





























































Since the case where n = 1 holds, by the mathematical induction the proof of the lemma is com-
plete. 
Lemma 6. Assume that Conditions 1 and 2 are satisﬁed and let E|X0|4 < ∞. Then there exist a time tγ ∈ (0,1]





∣∣Xn+1(s)∣∣4]< 16E|X0|4 and E
t∫
0
∣∣Xn+1(s)∣∣44 ds< Bα, 0< t  tγ .
Proof. Let 0 < t  1. Assume that E[sup0st |Xn(s)|4] < 16E|X0|4 for any ﬁxed n  1. Applying the









































∣∣Xn+1(s)∣∣2(Xn+1(s), g(s, Xn(s))dW (s))
∣∣∣∣∣
]















































∣∣Xn+1(τ )∣∣4]+ 6 34 E
t∫
0



























































where γ6 := 2((243 + 32ν2 )+ 6
3














∣∣Xn+1(τ )∣∣4]< 16E|X0|4, 0 t  tγ  1.
Furthermore, by the Gagliardo–Nirenberg inequality we have a δ > 0 such that
∣∣Xn+1(s)∣∣  δ∣∣Xn+1(s)∣∣ 12 ∣∣∇Xn+1(s)∣∣ 12 for all n 0.4








Consequently, since the case where n = 1 holds, by the mathematical induction the proof of the
lemma is complete. 
By Lemma 6, we have that E[sup0stγ |Xn+1(s)|4] < 16E|X0|4. Thus set Tε :=min{tδ, tγ }. By Con-














) ∈ L4([0, Tε] ×Ω, L02(K ; L20,σ (D))).
(4.3)
Set X1(s) := X0. Since X0 satisﬁes (4.1), by Lemma 6 we have the sequence {Xn+1(t)}, n  0,
0 t  Tε .
Lemma 7. Assume that Conditions 1 and 2 are satisﬁed and let E|X0|4 < ∞. Then the sequence {Xn(t)} which
is deﬁned by (4.2), t ∈ [0, Tε], n = 1,2,3, . . . , is a Cauchy sequence in L2(Ω; L∞(0, Tε; L20,σ (D)))∩ L2(Ω ×
[0, Tε];W 1,20,σ (D)).











































, n 1, 0 t  T ,0
T. Taniguchi / J. Differential Equations 251 (2011) 3329–3362 3345where λ > 0 is the same one as in Lemma 1. Thanks to Lemma 6, ηn(t) is well deﬁned. Let
Γ (u) = −νAu + B(u) for u ∈ V .










































Xn+m(s)− Xn(s), (g(s, Xn+m−1(s))− g(s, Xn−1(s)))dW (s)).
















Deﬁne the stopping time τnN as follows:
τnN := inf
{






Then it follows that





























































Xn+m(s)− Xn(s), (g(s, Xn+m−1(s))− g(s, Xn−1(s)))dW (s))
∣∣∣∣∣
]
:= J1 + J2 + J3 + J4.





∣∣Xn+m(s)− Xn(s)∣∣W 1,20,σ (D)





(∣∣Xn+m(s)− Xn(s)∣∣+ ∥∥Xn+m(s)− Xn(s)∥∥)


























∣∣ f1(s, Xn+m−1(s))− f1(s, Xn−1(s))∣∣2W 1,20,σ (D)∗ ds,
0

















∣∣ f2(s, Xn+m−1(s))− f2(s, Xn−1(s))∣∣2 ds.














∣∣g(s, Xn+m−1(s))− g(s, Xn−1(s))∣∣2L02 ds.



























∣∣Xn+m(s ∧ τnN)− Xn(s ∧ τnN)∣∣2]+ 2νE
[ t∫
0













where Π(τ) := Xn+m−1(τ ∧ τnN )− Xn−1(τ ∧ τnN ). For any ﬁxed N > 0, let




















∣∣Xn+m(s ∧ Tε)− Xn(s ∧ Tε)∣∣2]
+ νE
[ t∫ ∣∣∇(Xn+m(s ∧ Tε)− Xn(s ∧ Tε))∣∣2 ds
])
,0
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follows by Fatou lemma that





















it follows that as N → ∞, P (τnN  t) → 0 and so kN (t) → k(t). Consequently we obtain that k(t) ≡ 0
for 0  t  Tε and so {Xn(t)} is a Cauchy sequence in L2(Ω, L∞(0, Tε; L20,σ (D))) ∩ L2(Ω × [0, Tε];
W 1,20,σ (D)). Thus the proof of the lemma is complete. 
By the same method we have the following lemma.
Lemma 8. Assume that Conditions 1 and 2 are satisﬁed and let E|X0|4 < ∞. Then the sequence {Xn(t)} which










, n 1, 0 t  T ,
where λ > 0 is the same one as in Lemma 1. Thanks to Lemma 6, ηn(t) is well deﬁned. By applying





















∣∣Xn+m(s)− Xn(s)∣∣2 × (Xn+m(s)− Xn(s), f2(s, Xn+m−1(s))− f2(s, Xn−1(s)))ds
0










× (Xn+m(s)− Xn(s), (g(s, Xn+m−1(s))− g(s, Xn−1(s)))dW (s)).















∣∣Xn+m(s)− Xn(s)∣∣2∥∥Xn+m(s)− Xn(s)∥∥2 ds.











































× (Xn+m(s)− Xn(s), f2(s, Xn+m−1(s))− f2(s, Xn−1(s)))ds
∣∣∣∣∣
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× (Xn+m(s)− Xn(s), (g(s, Xn+m−1(s))− g(s, Xn−1(s)))dW (s))
∣∣∣∣∣
]
:= J11 + J21 + J31 + J41.





∣∣Xn+m(t)− Xn(t)∣∣2∣∣Xn+m(s)− Xn(s)∣∣W 1,20,σ (D)





∣∣Xn+m(t)− Xn(t)∣∣2 × (∣∣Xn+m(s)− Xn(s)∣∣+ ∥∥Xn+m(s)− Xn(s)∥∥)































× ∣∣ f2(s, Xn+m−1(s))− f2(s, Xn−1(s))∣∣ds






























∣∣g(s, Xn+m−1(s))− g(s, Xn−1(s))∣∣4L02 ds.














∣∣g(s, Xn+m−1(s))− g(s, Xn−1(s))∣∣4L02 ds.
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∣∣Xn+m(s ∧ Tε)− Xn(s ∧ Tε)∣∣44 ds
])
,
where 0 < t  Tε . Then since G2(t,u) is continuous, monotone nondecreasing in u, from (4.5) it
follows by Fatou lemma that





















it follows that as N → ∞, P (τnN  t) → 0 and so LN(t) → L(t). Consequently we obtain that L(t) ≡ 0
for 0  t  Tε and so {Xn(t)} is a Cauchy sequence in L4(Ω, L∞(0, Tε; L20,σ (D))) ∩ L4(Ω × [0, Tε];
L4(D)). Thus the proof of the lemma is complete. 
Using Lemmas 7 and 8 we have the following local existence theorem of energy weak solu-
tions.
Theorem 2. Let X0 be an 0-random variable which is an initial value of (2.1). Assume that Conditions 1 and 2
are satisﬁed and let E|X0|4 < ∞. Then there exists a time Tε > 0 and a weak energy solution X(t) to (2.1)
satisfying
X ∈ L2(Ω; L∞(0, Tε; L20,σ (D)))∩ L2(Ω; L2(0, Tε;W 1,20,σ (D)))∩ L4(Ω × [0, Tε]; L4(D))
and the solution X(t) is unique in this space.
Proof. Since {Xn(t)} is a Cauchy sequence in L2(Ω; L∞(0, Tε; L20,σ (D))) ∩ L2(Ω × [0, Tε];W 1,20,σ (D)) ∩
L4(Ω × [0, Tε]; L4(D)) by Lemmas 7 and 8, we have an X such that as n → ∞
T. Taniguchi / J. Differential Equations 251 (2011) 3329–3362 3353Xn → X strongly in L2(Ω; L∞(0, Tε; L20,σ (D)))∩ L2(Ω × [0, Tε];W 1,20,σ (D))
∩ L4(Ω × [0, Tε]; L4(D)).












)→ g(t, X(t)) strongly in L2(Ω × [0, Tε]; L02(K ; L20,σ (D))).
Furthermore there exists a χ ∈ L2(Ω × [0, Tε];W 1,20,σ (D)∗) such that as n → ∞
−νAXn + B(Xn)⇀χ weakly in L2(Ω × [0, Tε];W 1,20,σ (D)∗).
Therefore letting n → ∞ for (4.2) it holds that in W 1,20,σ (D)∗





































































On the other hand, it holds by the deﬁnition (4.2) of Xn(t) that in W 1,20,σ (D)
∗

























dW (s), n 2.














































































































































































































































Furthermore let M  1 be any ﬁxed integer and let σM := inf{t  Tε; |z(t)|44  M}. Then we have that
lim








































Then letting M → ∞, we have that t ∧ σM → t . Thus limM→∞ limn→∞ λn(t ∧ σM) = limn→∞ λn(t).







































χ(s)− (−νAz(s)+ B(z(s))), X(s)− z(s)〉ds
and hence we obtain that


















Therefore for any ﬁxed ψ ∈ C∞0,σ (D), set z(t) = X(t) − θψ , θ > 0. Then since
∫ Tε






















)−χ(s),ψ 〉ds = 0, 0< t < Tε.
The space W 1,20,σ (D) is the closure of the set C
∞
0,σ (D) in W
1,2(D). And since ψ ∈ C∞0,σ (D) is any, this
means that in W 1,20,σ (D)






−νAX(s)+ B(X(s))ds, a.e. ω ∈ Ω.
Therefore it holds that in W 1,20,σ (D)
∗

























We have that X(t) is a weak energy solution to (2.1) on [0, Tε].
Finally we show the uniqueness of the solution to (2.1). Let X(t) and Y (t) be two solutions to (2.1)
with the same initial value X0 = Y0. Then we may have that E
∫ t













t∫ ∣∣Y (s)∣∣44 ds
)
.0
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η(t ∧ τN) exp(−λN).
By applying the energy equality to the function η(t)|X(t)− Y (t)|2 we have that
η(t)
















X(s)− Y (s), f1
(
s, X(s)






X(s)− Y (s), f2
(
s, X(s)











X(s)− Y (s), (g(s, X(s))− g(s, Y (s)))dW (s)).




















X(s)− Y (s), f1
(
s, X(s)












X(s)− Y (s), f2
(
s, X(s)


























By the Burkholder–Davis–Gundy lemma, there exists a k> 0 such that



















∣∣X(τ )− Y (τ )∣∣2]+ kE
t∧τN∫
0
∣∣g(s, X(s))− g(s, Y (s))∣∣2L02 ds.





∣∣X(s ∧ τN)− Y (s ∧ τN)∣∣2]+ 2νE
t∫
0










∣∣X(τ ∧ τN)− Y (τ ∧ τN)∣∣2])ds.









∥∥X(s ∧ τN)− Y (s ∧ τN)∥∥2 ds = 0.
Since τN → Tε as N → ∞, we have that X = Y in L2(Ω; L∞(0, Tε; L20,σ (D))) ∩ L2(Ω × [0, Tε];
W 1,20,σ (D)). Consequently the proof of the theorem is complete. 
5. Global existence of energy weak solutions
In this section we consider the existence of a global weak energy solution to (2.1). We impose the
following condition (see [16,17]).
Condition 5. Let the functions Fk(t,u), k = 1,2, be the same as given in Condition 1. Then for any
given constant Ck > 0, the differential equations
duk(t)
dt = Ck Fk(t,uk(t)), k = 1,2, have unique solutions
u1(t), u2(t), 0 t  T , for any initial values u01, u02, respectively (T = ∞ means [0, T ] = [0,∞)).
Theorem 3. Assume that Conditions 1, 2 and 5 are satisﬁed. If E|X0|4 < ∞, then the solution X(t) to (2.1)
exists on [0, T ] satisfying X ∈ L2(Ω; L∞(0, T ; L20,σ (D)))∩ L4(Ω; L2(0, T ;W 1,20,σ (D))).
Proof. Since Conditions 1 and 2 are satisﬁed, thanks to Theorem 2 there exists a solution X(t) in
local time to (2.1) with the initial value X0. On the other hand by the same method as in the proof


















































































∣∣X(τ )∣∣2] and u2(t) > E[ sup
0τt












ds, 0 t  T .
Since u1(t) and u2(t) are continuous on [0, T ], this completes the proof of the theorem. 
We have the following theorem as a corollary of Theorem 3 under the condition where D is
a uniform C2-domain in R2 or R2. See [4] and see [15] for the deﬁnition of a uniform C2-domain.
Theorem 4. Let X0 be an 0-random variable with E|X0|4 < ∞. Let the functions f1 : [0, T ] × W 1,20,σ (D) →
W 1,20,σ (D)
∗ , f2 : [0, T ] × L20,σ (D) → L20,σ (D) and g : [0, T ] × L20,σ (D) → L02 be continuous and assume that
the following conditions are satisﬁed:
∣∣ f1(t,u)− f1(t, v)∣∣kW 1,20,σ (D)∗ +
∣∣ f2(t,u)− f2(t, v)∣∣k + ∣∣g(t,u)− g(t, v)∣∣kL02
 ak(t)φk
(|u − v|k), k = 2,4,
where φk, ak are the same as in Remark 1. If (5.1) is satisﬁed, then there exists a unique weak energy solu-
tion X(t) to Eq. (2.1) satisfying
X ∈ L2(Ω; L∞(0, T ; L20,σ (D)))∩ L2(Ω; L2(0, T ;W 1,20,σ (D)))∩ L4(Ω × [0, T ]; L4(D)).
Proof. Since Conditions 1, 2 and 5 are satisﬁed, by Theorem 3 the proof of the theorem is com-
plete. 
Proof of Theorem 1. From (1.2)–(1.3) it is clear that
∣∣ f1(t,u)∣∣4V ∗ + ∣∣ f2(t,u)∣∣4 + ∣∣g(s,u)∣∣4L02  6b22(1+ |u|4), b2 > 0, (5.1)⎧⎨
⎩
∣∣ f1(t,u)− f1(t, v)∣∣4V ∗ + ∣∣ f2(t,u)− f2(t, v)∣∣4
+ ∣∣g(t,u)− g(t, v)∣∣4L02  3L2|u − v|4, L > 0.
(5.2)
Since Conditions 1, 2 and 5 are satisﬁed, the proof of the theorem is complete. 
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In this section we present an example which illustrates the main theorem. Our example is fol-
lowing the example of Cao and He [6]. Let x ∈ H and let φi be an orthonormal basis of L02(K , H). Let
f2(t, x) = ax, a> 0. Assume that q > 0, a2i = O (k−(q+ 12 )), a2i+1 = O (k−(q+ 12 )) and λ2(t) 0 is a locally
integrable function. Deﬁne g : [0, T ] × H → L02(K , H) by
g(t, x) =√λ(t)∑ gi(t, x)φi,
where
g2i(t, x) = a2i cos
(
iq|x|), g2i+1(t, x) = a2i+1 sin(iq|x|).
Then by [6] for x, y ∈ H
∣∣g(t, x)− g(t, y)∣∣2L02  G(t, |x− y|2) for |x− y|2 suﬃciently small,
where
G(t, x) = λ(t)ρ2(x 12 )
with ρ(0) = 0 and for 0< δ < 1,
ρ(u) =
{
cu log( 1u )
1





2 , u > δ.
Furthermore, since G(t,u) is concave in u, we have an M > 0 and b > 0 such that
G(t,u) λ(t)Mu + λ(t)b.
Thus, since |g(t, x)|L02  G(t, |x|
2)
1
2 + |g(t,0)|L02 ,
∣∣g(t, x)∣∣4L02  8G(t, |x|2)2 + 8
∣∣g(t,0)∣∣4L02
 16λ2(t)M2|x|4 + 16λ2(t)b2 + 8∣∣g(t,0)∣∣4L02 .
Let X0 be 0-measurable. Assume that E|X0|4 < ∞. Then since all the conditions of Theorem 2 are
satisﬁed, the unique energy solution to (2.1) exists globally.
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