Abstract-Our ever-increasing reliance on electricity coupled with inefficient consumption has resulted in several economical and environmental threats. To curb these threats, smart grids are emerging. These improved power systems could potentially reduce the peak consumption and better match demand to supply, to produce both economical and environmental advantages. In this work, we consider two pricing problems in the smart grid, under a dynamic pricing model, where consumers follow threshold policies to schedule their power consumption. The first problem is to set the prices during the different time periods such that the peak demand is minimized. The second problem is to set the prices such that the power demand matches the supply. Firstly, we propose generic heuristics called GREEDY and SLIDING-WINDOW that are able to solve the two studied problems in addition to any other optimization problem, under the same model. Secondly, we provide theoretical analysis for the uniform-pricing approach in the context of peak-demand minimization. In addition, we propose optimal algorithms for the two optimization problems that can be used when the maximum deadline period of the power jobs is relatively small. Moreover, we conduct several experiments to evaluate the proposed algorithms and the uniform pricing approach on real data. Our experimental results showed that our proposed heuristics have a relatively low approximation ratio, and have the potential to provide a significant energy saving in many cases compared to the Time-of-Use (ToU) pricing. Furthermore, the experiments showed that while the uniform pricing has an acceptable approximation ratio in the average case, it leads to energy loss compared to the ToU pricing. Finally, the experiments demonstrated a tradeoff between optimality and speed.
NOMENCLATURE

K
The number of periods. k
The kth period. n
The deadline constraint or the number of periods within which the demand of an individual consumer must be fulfilled.
N
The maximum among all deadline constraints n. A n (k)
The number of consumers that arrive at period k with deadline n.
A n max
The maximum among A n (k).
A n min
The minimum among A n (k). d j The demand of consumer j. t
The time-to-go until an individual consumer's deadline.
The threshold policy of consumers who have time-to-go t. s
The number of periods for which an individual consumer has been in the system. s j The number of periods for which a consumer j has been in the system f j (s)
The cost of user j in terms of user-experience who has been in the system since s time periods.
G s,t (k)
The group of consumers at time k who have time-to-go t that have been in the system for s time periods, and have not yet been consumed.
λ(k)
The price at time period k.
← − λ (k)
The price history from time k − N + 1 to time k − 1, at time period k. B s,t ( 
← − λ (k)) The backlog accumulation duration of G s,t (k). u(k, λ)
The total power consumption at time k when the price is set to λ(k).
c(k, λ)
The total users cost in terms of user-experience at time k when the price is λ.
S(k)
The power supply at time k.
The mean of the number of consumers arriving with deadline period of n, following a Poisson process.
W
The window size of the Sliding-Window heuristic. PDM Peak Demand Minimization Problem. MDS Matching Demand to Supply Problem.
I. INTRODUCTION
T HE INTERNATIONAL Energy Agency reported in 2016 that power consumption has dramatically increased over the last 25 years [1] . Importantly, buildings account for about 40% of the total energy consumption [2] . This everincreasing reliance on electricity, with inefficient consumption patterns, has led to serious economical and environmental threats. Demand response (also known as demand-side management) [3] has been known as a smart and sustainable solution to optimize power consumption and minimize electricity loads, and thus played an important role in helping to counteract these trends.
One efficient mechanism for enabling demand response actions is to use dynamic pricing (also called real-time pricing). Through a dynamic pricing scheme, the energy provider (or company, retailer) can adjust the price on the fly in response to user demands. Various types of dynamic pricing have been investigated in [4] - [8] . For example, Jiang et al. [5] developed a novel load shaping strategy based on dynamic pricing to maximize the welfare for consumers and minimize the difference between the base-load generation and the overall consumer demands. In [6] , an incentive-based dynamic pricing was proposed to encourage users to shift their appliances usage from peak hours to off-peak hours. Kim et al. [8] studied a reinforcement learning-based dynamic pricing algorithm which allows the energy provider to obtain an optimal pricing decision by learning the behaviors of customers. Qian et al. [7] introduced a real-time pricing scheme through solving an optimization problem which involves two steps: users respond to the price and maximize their utilities, whilst the provider computes the price to react to the predicted user responses to optimize its profit. Li et al. [4] studied a particular type of dynamic pricing based on utility maximization: the energy provider sets the price at the beginning of the day and the users optimally schedule the power consumption by settling an optimization problem that maximizes their own benefit. In recent years, a considerable literature has grown up around the theme of gametheoretic approach for demand side management in smart grids (see [9] - [13] ). These works have demonstrated the effectiveness of the proposed game theory based dynamic pricing strategy to implement demand response, using various real-world data sets.
Recently, several works has considered the model in which the price is set based on an estimation of consumers' demand as a function of price [14] - [16] . In this paper we focus on the model introduced by Ohannessian et al. [15] , where time is discrete and each consumer has a demand to be consumed at time periods between her arrival and deadline. Furthermore, consumers are assumed to be strategic in the sense that they are likely to shift consumption to periods with low prices, by the use of threshold policies. More specifically, the threshold policy can be defined as the maximum price that the consumer is willing to pay for a unit of power consumption at each time period. The threshold policy of a consumer normally changes at each time period and tends to increase as the consumer approaches her deadline. Ohannessian et al. presented a formula for computing the aggregate consumption as a function of the price when the arrivals and their demands are known beforehand. The authors additionally presented an averaged model that can be used when the exact knowledge about the number of arrivals and their demands are unknown. The model assumes knowledge about the arrival and demand rates, and uses them to estimate the expected consumption. When the consumers' composition is unknown beforehand, the authors proposed an estimator that uses the history of the price and the total consumption to estimate the arrival and demand rates. Ohannessian et al. showed that when the number of time periods in the history is sufficiently large, the proposed estimator is consistent and unbiased.
In general, smart grid can be defined as an electrical grid which can intelligently integrate the actions of all users connected to the energy provider, in order to influence user consumption patterns and thereby achieve desired objectives. Minimizing the peak power consumption and matching demand to supply are two of such objectives in smart grids, which can help significantly reduce the cost of power generation and distribution incurred by power generators, reduce emission of greenhouse gas and other air pollutants, and help users to avoid consuming power at very expensive costs at peak hours. Towards these goals, in this paper, we consider the model of Ohannessian et al. [15] , and aim at using a threshold policy-based dynamic pricing to solve two optimization problems: (1) peak demand minimization (PDM), and (2) matching demand to supply (MDS). The contribution of this paper can be summarized as the following.
• We prove that the problem MDS is NP-hard.
• We Propose a generic heuristic called GREEDY to solve the problems PDM and MDS under the dynamic pricing model proposed in [15] .
• We propose a generic heuristic called SLIDING-WINDOW to solve the same problems mentioned above.
• The two proposed heuristics are generic and can solve any other optimization problem under the same model. • We provide theoretical guarantees for the performance of the uniform pricing approach in peak demand minimization under the considered model, and when the demand is homogeneous.
• We propose an optimal algorithm for each of the two problems, which can be used when the maximum deadline period of the power jobs is relatively small. • We conduct several experiments to evaluate the performance of the proposed algorithms and the uniform pricing approach in terms of approximation ratio, energy saving, and runtime. The experiments are validated by the use of real appliances data available on Pecan Street's Dataport website [17] . The proofs of the mathematical statements in this paper are provided in the Appendix.
II. LITERATURE REVIEW
In the past decade, a number of approaches have been developed for solving both PDM and MDS problems, such as load shaping strategy based on energy storage and dynamic pricing [5] , multiunit auction based approach [18] , real-time pricing algorithm based on the idea of simulated annealing [7] , etc. Several reseachers have studied the PDM problem under a simple model without pricing incentives [19] - [22] . This model concerns with specific power demands and the goal is to schedule them within a given finite time duration in such a way that minimizes the peak consumption of users at every time period. Unfortunately, solving the PDM problem in this simple model is computationally hard [19] . Hence, the existing works have attempted to derive heuristic algorithms that provide in polynomial time approximate solutions to the problem [19] - [22] . On the contrary, in this paper, we consider the scenario where the thresholding policy-based dynamic pricing is adopted to schedule the energy consumption in a more efficient way.
Finally, we note that there is a growing body of literature on algorithmic pricing, see [7] , [23] , [24] , but most of these results focus on revenue maximization rather than peak demand reduction or matching supply to demand.
III. SYSTEM MODEL
A. Previous Model
In this section, we briefly describe the model presented in [15] . The time is denoted by k ∈ Z + . Let A n (k) denote the number of arrivals at time k with deadline n ∈ [N] = {1, . . . , N}. Let λ(k) denote the price per unit of consumption at time k. Let τ t denote the threshold policy of consumers who have time to go t, where t ∈ [N] (i.e., t is the number of periods within which the consumer's demands must be fulfilled). Let G s,t (k) denote the group of consumers at time k who have time to go t that have been in the system for s time periods, where s ∈ {0, . . . , N − t}. Note that all such consumers use the same threshold policy. Let d j (k) denote the demand of consumer j at time k. Consequently, the consumer can have a demand at any time period between her arrival and deadline (multiple demands are possible for the same consumer). If the consumer's demand is not fulfilled at a time period because of her threshold policy, her demand will be accumulated with the future demands, by the use of a backlog demand. Since the maximum deadline is N, the backlog accumulation duration at time k is completely determined by the price history from time
) denote the number of time periods that elapsed since the last time the price has fallen below the threshold policy of G s,t (k). Let u(k, λ) denote the total power consumption at time k when the price is λ. Ohannessian et al. [15] presented the following formula for computing the aggregate consumption at time k
B. Modified Model & Problem Formulation
In this section, we present our mathematical formulation for the problems PDM and MDS, under the model of [15] presented in the previous section, with slight modifications as follows. We denote the time by k ∈ [K] = {1, . . . , K}. Without loss of generality, we assume that each consumer has a single amount of demand to be consumed at a time period between her arrival and deadline. Therefore, we ignore the backlog demand notation used in [15] , which keeps track of how many time units at which the consumer has a demand in the system. Instead, the consumer in our model has a single time unit of consumption, and any additional time units to be consumed by the same consumer is alternatively represented by another consumer. This is an equivalent model that includes a less number of variables for the sake of easier analysis and experimentation. Consequently, the demand of consumer j is independent of time, and denoted by d j . Also, it follows that G s,t (k) denote the group of consumers at time k who have time to go t that have been in the system for s time periods, and have not yet been consumed (since the consumer is expected to leave as soon as she consumes her single-time-unit demand). The rest of notations remain unchanged.
In the problem PDM, the objective is to set the prices at the different time periods such that the peak demand is minimized, while ensuring that the consumption at time k accounts for all consumers with threshold policies that accept the chosen price at time k.
The problem MDS is defined similarly, with the same constraints but a different objective function. In fact, the objective is to set the price such that the Mean Square Error (MSE) between the total power consumption and the power supply is minimized. Formally, we would like to minimize
where S(k) denote the power supply at time k. Both PDM and MDS are discrete optimization problems, as the demand function u(k, λ) changes only when the price λ(k) changes from τ t to τ t+1 , for some t = 0, 1, . . . , N − 1. In fact, it can be shown that they are NP-hard, meaning that these problems belong to a class of problems for which a polynomial time algorithm is unlikely to exist.
Theorem 1: The MDS problem is NP-complete.
C. Extended Problem Formulation
In this section, we provide an extension for the problem formulation to account for the user experience which decreases as the consumption of her demand is delayed. We represent this in a monotonically increasing cost function f j (s) that increases with time to represent the decrease in the user experience. More formally, let c(k, λ) be the total users cost (in terms of user-experience) at time k when the price is λ. The extended PDM problem formulation is,
Constraint (2) should be also satisfied as previously. We choose the value of f j (s) to be the number of periods that the consumer has been in the system. That is f j (s) = s j . For example, a consumer who has just arrived to the system has a value of s j = 0, and hence will not pay until she is delayed.
The problem MDS can be similarly extended using constraints (2) and (5), while having the following optimization function
D. Assumptions
We assume that the consumers' arrival follows a Poisson process that is independent of the deadlines and demand process, and that is independent and identically distributed (i.i.d.) across time with a mean of α n , where n ∈ [N]. This assumption is consistent with the load model presented in [15] . We note, however, that the algorithms presented in the paper are independent of the load model; only the performance guarantees of the algorithms in terms of approximation ratio and running time can change with the load model. We also assume that the maximum deadline period N is constant, since in the typical scenario, consumers would not choose their deadline period to be long. Additionally, we assume that the threshold policy τ t is monotonically increasing with the decrease of t, and that the price to be chosen at any time period is less than or equal to τ 1 (the threshold policy of the consumers during their deadline time period), in order to guarantee the consumption of all consumers by their deadline. Finally, we assume that the value of τ 1 should be initially agreed on by the utility company, in order to prevent any revenue loss (e.g., it is unreasonable that consumers choose τ 1 to be zero).
IV. HEURISTIC ALGORITHMS
As argued earlier, PDM and MDS are computationally intractable, it is therefore natural to solve the problems in terms of heuristic algorithms. In this section, we propose two such algorithms which we call GREEDY and SLIDING-WINDOW. These two heuristics are generic in the sense that they can adapt to any optimization objective, given that the load model does not change. In addition, we provide theoretical analysis for the performance of the uniform pricing approach in the context of peak demand minimization. We remark that the proposed heuristics belong to the more general class of local search heuristics which have been applied successfully to obtain good approximate solutions to many NP-hard combinatorial optimization problems, such as the traveling salesman problem and facility location and clustering problems (see [25] ). The general idea behind this approach is to restrict the exponentially large search space into a smaller set of candidate solutions over which optimization can be done more efficiently. Typically, the restricted space is searched one by one by performing local changes, and in some cases, the
, that achieves Obj locally at time period k 3 return λ candidate set can be chosen to yield near-optimal solutions of the problem at hand.
A. The Greedy Heuristic 1) Algorithm Description:
GREEDY is presented in Algorithm 1. Given an optimization objective Obj, at each time period, the heuristic chooses a price among the threshold policies, such that the objective is locally achieved. Achieving the optimization objective locally is defined as optimizing the consumption at time period k without considering the other time periods. That is, the algorithm iterates over the values of τ t , computing in each iteration the value of the objective obtained using this price, and selects the value that optimizes the local objective. For example, in the case when Obj is set to (1), GREEDY would always select τ 1 as the price, as this would minimize the peak at the current time period k. The chosen prices at the different time periods are finally returned as an output. More formally, let T be the set of all threshold policies, T = {τ 1 , τ 2 , . . . , τ N }. Let Obj [a,b] be an objective function to be achieved in the time periods between a and b. The calculation of the price at each time period k by GREEDY can be expressed by the following formula,
The term Obj [k,k] above can be any objective function to be achieved at time k. For example, if the optimization objective is to minimize the peak demand -Objective (1), the value of the term
Similarly, if the optimization objective is to match demand to supply -Objective (3), the value of the term Obj [k,k] is, 
An example for the term Obj [k,k+W−1] could be minimizing the peak demand -Objective (1), locally at the time window
2) Improvement Over the Greedy Heuristic:
The lookahead feature of SLIDING-WINDOW (when setting the price at each time period) is expected to provide a better approximation to the optimal solution over GREEDY, since GREEDY does not take the future time periods into account. The improvement in the approximation ratio is subject to the window size W. The increase in the window size should naturally reduce the approximation ratio of the heuristic. This is due to the fact that a larger window size means a larger number of look-ahead time periods to be considered, leading to a larger optimization coverage. However, increasing the window size comes with the drawback of reducing the heuristic efficiency in terms of runtime, since the required computations increase exponentially with the increase of the window size. Therefore, the window size produces a trade-off between computational efficiency and approximation to the optimal solution. Finally, it is worth mentioning that GREEDY is a special case of SLIDING-WINDOW, where W = 1. Also, when W = K, SLIDING-WINDOW is optimal.
C. Heuristics Genericity
As shown in the previous sections, the heuristics GREEDY and SLIDING-WINDOW are generic, due to the fact that they receive the optimization objective as a parameter, and consider achieving this objective, regardless its nature. Given that the dynamic pricing model did not change, our heuristics are obviously able to provide a solution to any optimization objective.
D. The Uniform-Pricing Approach -Theoretical Analysis
The idea of using the uniform-pricing approach for solving the problem PDM is to fix the price λ to a threshold policy τ t during all time periods. We provide theoretical analysis to show that, in the typical configuration of the system in which K is fixed, the approximation ratio of the uniformpricing approach is constant on average. Our analysis assumes homogeneous demands, in the sense that all consumers in the system have the same amount of demand, denoted by d. We first show upper and lower bounds on the peak demand of uniform pricing in the following lemmas. Recall that A n (k) denotes the number of consumers that arrive at period k with deadline n.
Lemma 3: The peak demand of uniform pricing is no more
{A n (k)} if demand is homogeneous.
Lemma 4:
The peak demand of the optimal algorithm is no
Next, we provide an average-case analysis for the approximation ratio of the uniform pricing approach. More specifically, we are interested in computing the following ratio:
consider the following simplification for R:
The following theorem follows.
Theorem 2: The ratio of the expected peak demand of the uniform-pricing approach over the expected peak demand of the optimal algorithm is no more than max
The expected value of A n max and A n min can be computed as ] to show that in the typical configuration of the system, where K is fixed, the ratio R is constant. It can be observed in Fig. 1b that the ratio is a constant less than 2, and decreases with the increase of α n . Further, we observe that the decrease in the ratio becomes slower with the increase of α n . We can therefore conclude that in the typical configuration of the system, the ratio R is constant. However, despite this constant ratio, we will show experimentally that the uniform pricing is not promising to provide energy saving in practice, compared to the traditional method, and can lead to energy loss in terms of both PDM and MDS. 
V. OPTIMAL ALGORITHMS
Note that, at any point in time k, the local state of the system (determined by the total power consumption at time k) can be determined by the initial power consumption at time k − N + 2 and the prices in the last N − 1 time steps. When N is relatively small, we can afford to enumerate all the possible local states of the system. Such enumeration can be represented as a graph whose vetrices represent the possible local states and each edge represents a local move from one state to a neighboring one. Given such a graph, the minimization problem to be solved (either PDM or MDS) amounts to solving a shortest path computation on this graph.
A. Peak-Demand Minimization − Dijkstra's Algorithm
In this section, we propose an optimal algorithm that can be used when N is relatively small, to solve the PDM problem -Objective (1). Prior to describing the algorithm, we present a graph representation of the problem. Then, the algorithm is described, which is a modification of Dijkstra's Shortest Path (SP) algorithm. Finally, we discuss the algorithm's drawbacks compared to the heuristic algorithms presented earlier.
1) Graph Representation:
We represent the problem as a weighted directed graph G = (V, E), where V is the set of vertices, and E is the set of edges with positive weights. The graph representation is depicted in Fig. 2 sequence τ a , τ b , . . . , τ y , τ z . In addition, the source vertex is connected to all vertices in stage 1, with a weight equal to the maximum consumption in the time interval [1, N − 1] when the prices in that time interval are set to the prices in the adjacent vertex's label. Finally, the vertices in the last stage are connected to the destination vertex, with a weight of 0.
2) Algorithm Description: Using the graph model, the problem PDM is equivalent to the minimax path problem, which has been well studied in the literature (see [26] ), and can be solved by modifying the relaxation condition of Dijkstra's SP algorithm. The modification is as follows. Let d(v) denote the current estimate of the cost of vertex v, and let w(u, v) denote the weight of the edge connecting the vertices u and v. The modified relaxation step we use instead is:
Dijkstra's algorithm uses dynamic programming to update the current estimates d(v) iteratively until the optimal costs are obtained. In each iteration, the algorithm expands the set S at which the optimal costs are known, by including the vertex with "shortest" distance from S and updating the cost estimates of its neighbors using the relaxation step above. A full description of the algorithm can be found in any textbook on Design and analysis of Algorithms, see [27, Ch. 24] . After running Dijkstra's algorithm with the above modification, the solution will be stored in the destination vertex, which is a path from the source vertex to the destination vertex. The vertices along this path contains the sequence of prices that minimizes the peak demand, while excluding the repeated prices. The repeated prices are the first N − 2 prices in the label of the vertices that belong to a stage > 1.
Theorem 3: The modified Dijkstra's algorithm returns the correct and optimal solution of the problem PDM, with an expected runtime of O(K N t=1
The main drawback of the modified Dijkstra's algorithm is the high memory requirement, since the total number of required vertices to be stored is 2 + (N N−1 )(K − N + 2) . In addition, the total number of edges in the graph is 2N N−1 + (N N )(K − N + 1). Since both of these values are exponential in N, we expect a fast growth in the memory requirement, when N increases. Table I illustrates the memory requirement for a fixed time horizon K = 24. Another drawback of the modified Dijkstra's algorithm is related to its runtime. Although the expected runtime of the algorithm is O(K N t=1 N−t s=0 α s+t + K log K), the total number of operations performed by the algorithm is exponential in N. This causes the run-time of the algorithm to increase rapidly with increases in N. Unlike the modified Dijkstra's algorithm, the exponential term W in the runtime of SLIDING-WINDOW can be tuned to avoid slowing down the heuristic. In addition, GREEDY and the uniform-pricing approach do not perform exponential numbers of operations, as shown by our early analysis. Therefore, the methods presented earlier are obviously faster than the modified Dijkstra's algorithm.
It follows from the drawbacks discussed in this section that the modified Dijkstra's algorithm achieves optimality at the expense of high runtime and high memory usage. Consequently, we conclude that the modified Dijkstra's algorithm is only suitable in practice when the parameter N is relatively small. On the other hand, the heuristics presented earlier sacrifice optimality for less memory requirements and lower runtime.
B. Matching Demand to Supply − Dijkstra's Shortest Path
In this section, we propose an optimal algorithm, which is similar to the modified Dijkstra's algorithm presented in the previous section, and can be used when N is relatively small, to solve the problem of MDS -Objective (3).
1) Graph Representation:
We present a modification for the directed graph presented in the previous section to represent the problem MDS. The modification is in the weighting of the edges as follows. Let MSE [i,j] 2) Algorithm Description: Using the graph model, the problem MDS can be solved using the standard Dijkstra's SP algorithm. After running Dijkstra's algorithm, the solution will be stored in the destination vertex, which is a path from the source vertex to the destination vertex. The vertices along this path contains the sequence of prices that best matches demand to supply, while excluding the repeated prices. We recall that the repeated prices are the first N − 2 prices in the label of the vertices that belong to a stage i > 1.
Theorem 4: Dijkstra's Shortest Path algorithm returns the correct and optimal solution of the problem MDS.
3) Drawbacks: The SP algorithm has the same expected runtime as the modified Dijkstra's algorithm. Both algorithms have the same memory requirements.
VI. EXPERIMENTS
In this section, we present our experimental work for the proposed algorithms. We examine the approximation ratio of the proposed heuristics and the uniform pricing approach, in the cases of peak demand minimization -Objective (1), and matching demand to supply -Objective (3). In addition, we study the potential energy saving of these approaches, compared to the ToU pricing approach. Moreover, we compare the runtime of Dijkstra's algorithm with that of the proposed heuristics. Throughout the experimental work, we vary the parameters K and N while recording the average of 30 experiments for each parameter value.
A. Algorithms Implementation and Experimental Data
We implemented our heuristics using Java along with the CPLEX API to compute the heuristics approximation ratio. We also implemented Dijkstra's algorithm in Java, with a Fibonacci heap data structure as the priority queue. For some of the experiments (when N is small), we used our implementation for Dijkstra's algorithm to verify the heuristics approximation ratio computed by CPLEX.
We used real appliances data available on Pecan Street's Dataport website [17] . This data consists of the power demand of 64 appliances' jobs (e.g., washing dishes or using microwave) during 100 time periods. The appliances include clothes-washer, dishwasher, oven, microwave, vent-hood, furnace, Electric Vehicle charger, and others. The data was recorded every 15 minutes. Each of these appliances demand corresponds to a single consumer's demand. Also, because each appliance can have a demand in multiple time periods, we consider the appliance demand at different time periods as a different consumer (different arrival), in order to maintain a consistency with our modified model. Moreover, Letα denote the average number of arrivals at each time period (not all the 64 appliances have a demand at all time periods), it follows that the value ofα in the data is 44. Using this data while randomly generating the deadline of the jobs, we evaluated the performance of the proposed algorithms in terms of approximation ratio, energy saving and runtime. Also, in the case of matching demand to supply, we generated a random supply curve in the range between the average demand and the maximum demand.
B. Approximation Ratio -Average Case
We conducted separate experiments for the problems PDM and MDS when the consumers' composition was both known and unknown a priori. We used a constant value of N = 3. In each experiment, we considered three versions of the SLIDING-WINDOW. These versions use window sizes of N, 2N, and N 2 , respectively. We ran our simulations for time horizons in the range K = [3, 100]. For each time horizon, we recorded the average approximation ratio of each heuristic.
Experiment 1 (Known Consumer Composition): the number of arrivals and their demands are known at all times. We ran the experiment for various time horizons, and recorded the average approximation ratio of the heuristics.
Experiment 2 (Unknown Consumer Composition):
The number of future arrivals and their demands were unknown, meaning the number of arrivals and their demands were known only when the consumers arrive. We ran GREEDY and the uniform-pricing approach for the case when no estimation for the future arrivals and demands was made, as they optimize each time period without considering the future demands. Then, we used the estimator proposed in [15] to estimate the future arrival and demand rates. These rates were then used by SLIDING-WINDOW for future time periods.
The results of Experiment 1 and 2 are illustrated in Fig. 3 . For both experiments and for both problem, SLIDING-WINDOW outperformed GREEDY and the uniform pricing approach. For the problem PDM, SLIDING-WINDOW recorded in the first experiment an overall average approximation ratio of 1.13 when using a window size of N, 1.04 when using a window size of 2N, and 1.01 when using a window size of N 2 . In the second experiment, SLIDING-WINDOW recorded an overall average approximation ratio of 1.14 when using a window size of N, 1.06 when using a window size of 2N, and 1.02 when using a window size of N 2 . On the other hand, GREEDY had an overall average approximation ratio of 1.2, and the uniform-pricing approach had an overall average approximation ratio of 1.15, in both experiments. It follows that with the increase of the window size, the approximation ratio of SLIDING-WINDOW is approaching 1.0. This is consistent with our early predictions that a larger window size means larger optimization coverage, which consequently leads to a lower approximation ratio. Nevertheless, with the heterogeneity of demands, the performance of the estimator decreases as highlighted in [15] , which explains the slight increase in the approximation ratio of SLIDING-WINDOW in the second experiment.
For the problem MDS, in the first experiment, SLIDING-WINDOW recorded an overall average approximation ratio of 1.08 when using a window size of N, 1.01 when using a window size of 2N, and 1.001 when using a window size of N 2 . In the second experiment, SLIDING-WINDOW recorded an overall average approximation ratio of 1.17 when using a window size of N, 1.19 when using a window size of 2N, and 1.21 when using a window size of N 2 . On the other hand, GREEDY had an overall average approximation ratio of 1.42 in both experiments. Also, the uniform pricing approach had the highest overall average approximation ratio of 2.33 in both experiments. These results are consistent with the results for the PDM problem, as they show that with the increase of the window size, the approximation ratio of SLIDING-WINDOW approaches 1.0. Yet, when the consumers' composition includes heterogeneous demands and is estimated, the estimator's performance drops. This leads to an increase in the approximation ratio of SLIDING-WINDOW.
C. Approximation Ratio -Worst-Case Scenario
The worst-case approximation ratios of the proposed heuristics have been recorded from the experiments in Section VI-B. Table II illustrates the worst-case approximation ratio of the heuristics and the uniform pricing approach, for solving the Fig. 3 . Heuristic approximation ratios for PDM given (a) known a priori and (b) unknown consumer composition. Heuristic approximation ratios for MDS given (c) known a priori and (d) unknown consumer composition. SLIDING-WINDOW uses the estimator proposed in [15] , to estimate arrival and demand rates given unknown consumer composition. problems PDM and MDS. It can be observed from the tables that the uniform pricing approach has the highest worstcase approximation ratio compared to the proposed heuristics. Also, GREEDY has a higher worst-case approximation ratio than SLIDING-WINDOW. In fact, SLIDING-WINDOW with W = N 2 has the lowest worst-case approximation ratio among all. Despite these differences, we observe that GREEDY and SLIDING-WINDOW have a relatively low approximation ratio (below 4) in the worst-case scenario, for both problems. On the other hand, the uniform pricing approach has an acceptable worst-case approximation ratio of 2.3 when solving the problem PDM, while a noticeably high worst-case approximation ratio of 13.5 when solving the problem MDS, which makes it a less attractive choice in practice.
D. Energy Saving -Peak-Demand Minimization
We recorded the peak demand saving percentage of the heuristics and the uniform pricing approach compared to the ToU pricing, which is the traditional pricing scheme. The results are illustrated in Fig. 4a . With the increase of the window size, we observe an increase in the peak demand saving of SLIDING-WINDOW, from 1.3% when W = N to 9% when W = N 2 . On the other hand, the uniform pricing approach obviously leads to a loss (an increase in the peak demand) compared to ToU. Also, because GREEDY is a special case of the uniform pricing approach in the case of peak demand minimization (always sets the price to the highest threshold policy to reduce the peak demand), it also resulted in a loss compared to ToU.
E. Energy Saving -Matching Demand to Supply
The saving in the case of matching demand to supply is similarly illustrated in Fig. 4b . In this case, the uniform pricing still leads to a loss compared to ToU pricing. However, GREEDY exhibits a saving of approximately 40%. Also, SLIDING-WINDOW recorded a saving of 59% when W = N, 63% when W = 2N, and 64% when W = N 2 .
F. Runtime -Peak-Demand Minimization
We examine the runtime of the modified Dijkstra's algorithm compared to the heuristics proposed earlier for solving the problem PDM. In addition to the runtime of the heuristics, we keep track of the heuristics approximation ratio, to show how the heuristics improve runtimes at the expense of losing optimality. We conducted an experiment, where we recorded the average runtime of the algorithms and the average approximation ratio of the heuristics for various values of N in the range N = [3, 7] . Throughout the experiment, we fixed the value of K to 24 time periods. For SLIDING-WINDOW, we used a window size of W = 3. The experimental results are shown in Figs. 5a and 5b. Fig. 5a shows the sharp growth in the runtime of the modified Dijkstra's algorithm, reaching an average of 890 seconds when N = 7. This is caused by the exponential term N in the number of operations performed by the algorithm. GREEDY and SLIDING-WINDOW had significantly lower runtimes than the modified Dijkstra's algorithm for larger N. SLIDING-WINDOW had a higher overall average runtime than GREEDY, which was 0.1 seconds. At the same time, SLIDING-WINDOW had a lower overall average approximation ratio than GREEDY, which was 1.2. GREEDY had an overall average runtime of 0.0005 seconds, and an overall average approximation ratio of 1.28. These results are consistent with our early analysis that the heuristics sacrifice optimality for speed, though the heuristics still produced very effective solutions. Additionally, based on the above results, the modified Dijkstra's algorithm is only suitable when N is relatively small.
G. Runtime -Matching Demand to Supply
The experimental results are illustrated in Fig. 5c and 5d. Fig. 5c illustrates the sharp increase in runtime of the Dijkstra's SP algorithm, reaching an average of 944 seconds when N = 7. As in the previous section, this result can be justified by the exponential term N in the number of operations performed by the algorithm. GREEDY and SLIDING-WINDOW had significantly lower runtimes than the Dijkstra's SP algorithm. SLIDING-WINDOW had an overall average runtime of 0.1 seconds, while GREEDY had an overall average runtime of 0.002 seconds. At the same time, SLIDING-WINDOW had an overall average approximation ratio of 1.18, compared to the GREEDY's overall average approximation ratio of 1.75. These results show that the heuristics obviously sacrifice optimality for speed (though SLIDING-WINDOW maintained performance), and the Dijkstra's SP algorithm is only suitable when N is relatively small. Table III shows the worst-case runtime of the algorithms, for solving the problems PDM and MDS for several scenarios. It can be observed from the tables that the worst-case runtime of GREEDY is acceptable even with the increase of the parameter N. This is due to the fact that the GREEDY has a linear running time, as shown earlier. On the other hand, the running time of SLIDING-WINDOW increases rapidly with the increase of the window size W, especially for large values of N (e.g., N > 5). This is justified by the exponential term N W in the running time of SLIDING-WINDOW, as previously mentioned. Nevertheless, the term W can be always tuned to speed up the heuristic's performance. Finally, since the runtime of Dijkstra's algorithm is exponential in N (see proof of Theorem 3 in the Appendix), the algorithm becomes obviously slow when N is larger than 5.
H. Runtime -Worst-Case Scenario
VII. CONCLUSION
In this paper, we studied the problems of peak-demand minimization and matching demand to supply in the smart grid, when customers follow thresholding policies under a dynamic pricing model. First, we presented generic heuristics called GREEDY and SLIDING-WINDOW, to minimize the peak load and match demand to supply. In addition, we provided theoretical analysis for the uniform-pricing approach in the context of peak-demand minimization. Our theoretical analysis provides a guarantee that, when the demand is homogeneous, the approximation ratio of the uniform-pricing approach for the average case is constant. Nevertheless, our experimental results showed that the uniform pricing approach is a bad option in practice that would lead to energy loss compared to the traditional pricing scheme and has a high worst-case approximation ratio in matching demand to supply. Also, because GREEDY is a special case of the uniform pricing approach in the case of peak demand minimization, it would lead to a similar energy loss. However, in the context of matching demand to supply, GREEDY has a relatively low approximation ratio, and leads to energy saving. Additionally, for both of the studied problems, the experiments showed that SLIDING-WINDOW has a noticeably low approximation ratio that approaches 1.0, and has the potential to provide a significant energy saving that reaches 64%. In addition to the heuristics, optimal algorithms that are based on Dijkstra's shortest path have been proposed for the problems. Despite their optimality, these algorithms have an exponential running time, which makes them only suitable when the maximum deadline period of the power jobs is relatively small.
APPENDIX MISSING PROOFS
Proof of Lemma 1: GREEDY performs K iterations to set the prices at the different time periods. In each iteration, the heuristic loops over N threshold policies to select the optimal one. For each threshold policy, the heuristic accumulates the consumers' demand that would result when setting the price to that threshold policy. To identify the number of consumers whose demands to be accumulated at each time period, we recall the notation G s,t (k), which denotes the group of consumers at time k, who have time to go t, and have been in the system for s time periods. Based on our early assumptions, it is obvious that the expected number of consumers in G s,t (k) is α s+t . Therefore, the expected number of consumers at each time period is no more than
Proof of Lemma 2: SLIDING-WINDOW heuristic performs K − W + 1 iterations to set the prices at the different time periods. At each time period k, where k ≤ K − W + 1, the heuristic finds the optimal sequence of prices in the window between the time periods k, and k + W − 1, by brute force. This is done by iterating over all the possible sequence of prices in the window, which are in total N W sequences. In addition, for each sequence of prices, the heuristic accumulates the demand response to these prices in the window which is of size W. The expected number of operations to accumulate the demands at each time period is no more than 
given that the demand is d for all consumers. In addition, there are other groups of consumers who could be present at time period k, proceeding from the previous time periods. We note that among these consumers, no consumer is present with time to go v, where v < t, since she would have consumed her demand at an earlier time period, when her time to go was equal to t. Also, among the consumers proceeding from the previous time periods, the consumers with time to go w, where w > t, will obviously delay their consumption, since τ w > τ t . We are left with the groups of consumers who have time to go t, proceeding from the previous time periods. We denote these groups by a third set, namely g 3 
Since the threshold policy of these groups is τ t , the consumers in these groups will consume their demands at time period k. This accumulates an additional consumption of 
Proof of Lemma 4:
We prove this lemma by contradiction as follows. Assume that the peak demand is less than d
there is a set of groups of consumers, namely g 4 = {G N−1,1 (N), G N−2,1 (N), . . . , G 0,1 (N) }, who will not consume their demands by their deadline, which is the current time period N. This is true, since if they ever consumed their demands, then the peak demand should be at least d N−1 (2) ). Since both G N−1,1 (N), and G N−2,1 (N) have time to go N − 1 at time period 2, if any of them consumed at time period 2, then
One can obviously proceed with this argument until time period N, where none of the groups in g 4 would have or will consume their demands. Having groups of consumers not consuming their demands by their deadline, contradicts with our early assumption that the threshold policies guarantee the consumption of all consumers by their deadline.
Proof of Theorem 3: First, we prove the correctness and the optimality of the algorithm as follows. The consumption at any time period t can be completely determined by the prices chosen in the time interval [t − N + 1, t], since no consumer arriving at a time period ≤ t −N can contribute any demand in period t, as her deadline would expire earlier. This fact is the reason behind labeling the vertices with a sequence of N − 1 prices. The combined prices of two adjacent vertices, defined as the prices in the label of the first vertex followed by the last price in the label of the second vertex, are in total N prices that can determine the consumption of the time period that corresponds to the N-th price. This proves that any edge connecting stage i to stage i+1 can be weighted with the correct consumption at time period i + N − 1, given only the prices of the two adjacent vertices. In addition, recall that the edges connecting the source node to stage 1 are weighted with the maximum consumption in the time interval [1, N − 1] . This weighting is due to the fact that only the maximum consumption (peak demand) is what matters along the optimal path. Additionally, this weighting can be obviously determined given the N − 1 prices in stage 1. To show that a total of K − N + 2 stages is needed in the graph, recall that the vertices in stage 1 hold N − 1 prices that correspond to the first N − 1 time periods. The remaining K − N + 1 time periods are represented by the remaining stages. Since each of these stages adds one price that corresponds to one time period, the total number of the remaining stages is K − N + 1. Adding the first stage to these stages, the total number of stages in the graph is indeed K − N + 2. This fact also justifies the 0 weighting of the edges between the last stage and the destination vertex, since no more consumption is to be determined.
Given the above proof, it is obvious that the paths in the graph between the source and destination vertices represent all the possible sequences of prices and their consequent consumption, in the time interval [1, K] . We are interested in the sequence of prices that minimizes the peak demand. In other words, the problem is to find a path from the source vertex to the destination vertex such that the maximum weight along the path is minimized. To show that the modified Dijkstra's algorithm solves this problem optimally, we refer to the book by Even [26] .
Next, we prove that the algorithm has an expected runtime of O(K N t=1 N−t s=0 α s+t +K log K) as follows. The total number of combinations of N −1 threshold policies is N N−1 , since there are N threshold policies, and the size of each combination is N − 1. Therefore, the algorithm creates N N−1 vertices at each layer. The total number of layers is K − N + 2 layers. In addition, the algorithm creates a source and destination vertices. Therefore, the total number of vertices to be created is 2 + (N N−1 )(K − N + 2) . In addition to the vertices, the algorithm connects the source vertex to every vertex in layer 1, which is a total of N N−1 vertices. Also, every vertex in layer i, where i < K − N + 2, is connected to N vertices in layer i + 1, resulting in a total of N N total of edges for each layer i. Moreover, every vertex in layer K − N + 2 is connected to the distention vertex, resulting in N N−1 additional edges. Therefore, the total number of edges to be created is 2N N−1 + (N N )(K − N + 1) edges. Furthermore, the weighting of each edge (while ignoring the edges to the destination vertex) requires the accumulation of demands in N time periods that correspond to the prices in the adjacent vertices. We recall that the expected number of operations to accumulate the demands at each time period is no more than So far, we calculated the expected runtime required for constructing the graph. Once the graph is constructed, the modified Dijkstra's algorithm is run on the graph. According to [28] , the most efficient Dijkstra's algorithm on a directed graph with positive weight edges, is the one where the priority queue is a Fibonacci heap, and has a time complexity of O(|E| + |V| log |V|). By substituting our early calculations, and assuming that N is constant, the time complexity of the modified Dijkstra's algorithm is O(K log K). Consequently, It follows that the overall expected runtime required for constructing the graph and running the modified Dijkstra's algorithm is O(K N t=1
Proof of Theorem 4:
Recall that the consumption at any time period t can be completely determined by the prices chosen in the time interval [t − N + 1, t]. Therefore, the combined prices of two adjacent vertices, are in total N prices that can determine the consumption of the time period that corresponds to the N-th price. This proves that any edge connecting stage i to stage i + 1 can be weighted with the correct value of MSE [i+N−1,i+N−1] , given only the prices of the two adjacent vertices. In addition, recall that the edges connecting the source vertex to stage 1 are weighted with MSE [1,N−1] . This weighting can be obviously determined given the N − 1 prices in stage 1. To show that a total of K − N + 2 stages is needed, and justify the 0 weighting of the edges connected to the destination vertex, we refer to the proof of correctness provided in the previous section.
In order to seek for the sequence of prices that minimizes MSE, it amounts to computing a shortest path from the source vertex to the destination vertex in the graph, which can be done by the Dijkstra's SP algorithm [26] .
Proof of Theorem 1: In the following we will show that the following MDS problem is NP-hard.
Given: The number of periods K ∈ N + , n consumers with demand d i for i ∈ [n]; threshold policies τ 1 , . . . , τ n ; supplies S(k) ∈ N + , k ∈ [K]; and a number > 0. Question: Is there a price vector λ = (λ(1), λ(2), . . . , λ(K) )
The problem MDS is in NP since given a price vector λ, one can check in polynomial time if ≥ . To prove the hardness part, we use a reduction from the SUBSET-SUM problem: Given a set of positive integer numbers S = (a 1 , a 2 , . . . , a K ) , and a positive integer B, the question is of whether or not there is a subset V of {1, . . . , K} such that i∈V a i = B?
Let (S, B) be an instance of SUBSET-SUM. We assume without loss of generality that a 1 ≥ a 2 ≥ · · · ≥ a K . We construct a corresponding instance I of the MDS problem with K consumers {c 1 , c 2 , . . . , c K } and 2K periods. Consumer c i arrives at period i and departures at period 2K − i + 1, and has a single demand d i = a i . Note that in this setting, the consumers' time-to-go of consumers at every period are different from each other, and thus their threshold policies are different. Let τ 1 < τ 2 < · · · < τ 2K be the threshold policies of consumers. The targeted power supply of the period k, denoted by S(k), is a k /2 for k ∈ [K], and is S(k) = B for k = K + 1, and is zero for the last K − 1 periods. Let λ = (λ(1), λ(2), . . . , λ(2K)) be the optimal price vector that minimizes = 1 2K 2 , where u(k, λ(k)) denotes the total power consumption at the period k, given the price λ(k).
We call I a yes-instance of MDS if and only if there is a price vector λ such that the value of is at most .
It is not hard to see that it does not matter how the price at the period k, k ∈ [K], is placed, the squared difference between the power consumed u(k, λ(k)) and the supply S(k) at this period is at least a 2 k /4. Indeed, let's consider an arbitrary period k ∈ [K]. The claim is obviously true if c k does consume her power at this period. Now assume that c k shifts the demand a k to the next periods. We consider following two cases. The first case when no one consumes power at this period, the different between the supply and demand is still a k /2. In the second case, there is some consumer, say c k , k < k, moves her demand a k from period k to period k, it follows that u(k, λ(k)) − S(k) ≥ a k − a k /2 ≥ a k − a k /2 = a k /2 as a k ≥ a k for any k ≥ k . Now, suppose that (S, B) be a yes-instance of SUBSET-SUM. We can set a price vector λ, that matches the demand and supply at the period K + 1, i.e., u(K + 1, λ ( K + 1)) = B, while ensuring that all the consumers will either consume their demand right at the first period they arrive, or shift their demand to the period K + 1. In fact, the square error will be shown to be equals to 1 2K K k=1 a 2 k /4. To this end, let V be a subset of {1, . . . , K} such that i∈V a i = B. At each period i ∈ [K], we want consumer a i to consume her demand if i ∈ V, and shift her demand to the period K + 1, otherwise. For this purpose, we place a price for each period k ∈ [K] as follows: we set λ(k) > τ 2K−k+1 (the threshold policy of consumer a i at period i) if i ∈ V, and set τ 2K−k+2 < λ(k) < τ 2K−k+1 , otherwise; and for the period K + 1, we set λ(K + 1) < τ 1 . This price setting guarantees that those consumers who did not consume the power at their arrival period, will do it only at the period k + 1, where the price provided is lower than their threshold policies. It follows that u(K + 1, λ ( K + 1)) = B. Hence, we have =
2K
K k=1 a 2 k /4 = . Conversely, if (S, B) be a no-instance of SUBSET-SUM, there is no subset of S for which the sum of its elements is exactly B. Hence, for any price vector λ, any shifting of the consumers' demands from the first K periods to the last K + 1 periods will not get rid of the different between the total power consumption and the targeted power supply at the period K+1. Moreover, as we argued earlier, (u(k, λ(k)) − S(k)) 2 
