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Point-wise localization of individual fluorophores is a critical step in super-resolution microscopy
and single particle tracking. Although the methods are limited by the accuracy in localizing in-
dividual flourophores, this point-wise accuracy has so far only been estimated by theoretical best
case approximations, disregarding for example motional blur, out of focus broadening of the point
spread function and time varying changes in the fluorescence background. Here, we show that
pointwise localization uncertainty can be accurately estimated directly from imaging data using a
Laplace approximation constrained by simple mircoscope properties. We further demonstrate that
the estimated localization uncertainty can be used to improve downstream quantitative analysis,
such as estimation of diffusion constants and detection of changes in molecular motion patterns.
Most importantly, the accuracy of actual point localizations in live cell super-resolution microscopy
can be improved beyond the information theoretic lower bound for localization errors in individual
images, by modeling the fluorophores’ movement and accounting for their point-wise localization
uncertainty.
Super-Resolution fluorescence microscopy and live cell
single particle tracking rely on computer intensive data
analysis to find and localize single fluorescent emitters in
noisy images. Much effort has been spent on develop-
ing and testing efficient spot localization algorithms [1]
and understanding the theoretical limits for localization
accuracy [2–5]. However, the problem of estimating and
using the actual accuracy is still unsolved.
PALM/STORM type super-resolution imaging [6, 7]
relies on the serial activation and localization of sparse
photo-switchable fluorophores. Knowledge about the lo-
calization accuracy is important to build up a high res-
olution image since uncertain points will only contribute
blur. Often, only the number of photons, pixel size, and
background noise for each emitter is used to estimate
the localization accuracy, assuming that it achieves its
theoretical limit. However, theoretical estimates neglect
many important factors, and are prone to systematic er-
FIG. 1. Simulated images of a diffusing fluorophore with
varying localization accuracy. (a) Fluorescent spots under
different imaging conditions, where N is the number of pho-
tons per spot and b is the background level of photons per
pixel; (b) Representative frames from a simulated movie with
b = 1, N = 150. Images were simulated using SMeagol [8].
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rors in particular when the background is variable and
the emitter is moving, which is the common situation for
live cell super-resolution imaging.
Knowledge of the localization uncertainty is also im-
portant in single particle tracking (SPT) [9], where it
can be used to improve estimators of diffusion constants
[10, 11]. It is common in live cell imaging that the local-
ization uncertainty varies throughout an experiment, for
example due to out-of-focus motion, drift, motion blur,
fluorophore intensity fluctuations, heterogeneous back-
ground, or gradual photobleaching of the background or
labeled molecule. Examples of heterogeneous and time-
varying spot quality are shown in Fig. 1.
Here, we investigate methods to extract and use local-
ization uncertainty of single dots in super-resolved single
particle tracking, using a combination of experimental
data and highly realistic simulated microscopy experi-
ments [8]. We propose and characterize an uncertainty
estimator based on the Laplace approximation, combined
with information about physical limitations in the detec-
tion system. This method outperforms the common prac-
tice of combining maximum-likelihood localization with
a Gaussian point-spread function (PSF) model, and the
Crame´r-Rao lower bound (CRLB), which systematically
underestimates the uncertainty in low light conditions
relevant for live cell applications.
Second, we demonstrate how estimated localization
uncertainties can be used to improve the estimation of
diffusion constants, particle positions, and state changes
in single- and multi-state diffusion SPT data. For
the multi-state case, we derive a variational Expecta-
tion Maximization (EM) algorithm for a diffusive Hid-
den Markov model (HMM) which extends previously de-
scribed algorithms [10–16] by accounting for both multi-
state diffusion, localization uncertainty, and motion blur.
2FIG. 2. Actual and estimated errors in simulated data. (a)
Root mean square (RMS) error
√
〈(µest. − µtrue)2〉 vs. root
mean estimated error variance
√
〈ε2〉 for MLE localization
from the CRLB and Laplace approximations. (b) PSF width
prior and fitted parameter distributions with (MAP) and
without (MLE) prior. (c) Actual and estimated errors for
MAP localization. (d) Probability plot of point-wise er-
rors normalized by point-wise Laplace uncertainty estimates,
(µest. − µtrue)/
√
ε2. The dashed line indicates the reference
standard Gaussian distribution.
RESULTS
Estimating point-wise uncertainty
Estimating uncertainty is closely related to estimat-
ing positions, where the maximum likelihood estimate
(MLE) is generally considered the optimal method. A
maximum likelihood method starts with a likelihood
function, i.e., the probability density function of a proba-
bilistic model for generating images of spots (pixel counts
in a small region around a spot) with the emitter posi-
tion among the adjustable parameters. The MLE are the
parameters that maximize the likelihood function for a
particular spot image. Following common practice, we
model EMCCD camera noise with the high-gain approx-
imation and Gaussian readout noise [4, 17], and the spot
shape by a symmetric Gaussian intensity profile plus a
constant background intensity. The fit parameters are
thus spot position (µx, µy), background intensity b, PSF
width σ, and spot amplitude N (see Methods, Eq. (1)),
while the camera noise is assumed known from calibra-
tion.
What is localization uncertainty? The localization er-
ror is the difference µest. − µtrue between estimated and
true positions. By localization uncertainty, we seek the
distribution of the error, either in a Bayesian posterior
sense, or in the sense of repeated localizations of spots
with the same uncertainty. The uncertainty of the local-
ization is related to the shape of the likelihood maximum:
a sharply peaked maximum means that only a narrow set
of parameters are likely, while a shallow maximum means
greater uncertainty.
The Crame´r-Rao lower bound (CRLB) is the small-
est possible variance of an unbiased estimator for a
given set of model parameters, and is related to the ex-
pected sharpness of the likelihood maximum (see Meth-
ods, Eq. (4)). While this is strictly speaking not a state-
ment about a single image, but rather about the average
information content of data generated by a model, it is of-
ten used to estimate localization uncertainty. A Bayesian
alternative is the Laplace approximation [18], which de-
rives an approximate Gaussian posterior distribution for
the fit parameters in terms of the sharpness of the likeli-
hood maximum for each particular image (see Methods,
Eq. (5)). Both estimators supply an estimated variance
ε2, but none of them are well characterized as estimators
of localization uncertainty.
To test these estimators, we analyzed a large set of
simulated movies of a fluorescent particle diffusing at
D=1 µm2 s−1 in an E. coli-like geometry. The movies
cover a broad range of experimentally relevant imag-
ing conditions (see Methods) and include realistic EM-
CCD noise, background fluorescence, a non-Gaussian and
space-dependent PSF [19], and motion blur [20].
A basic consistency check is that the average estimated
error variance,
〈
ε2
〉
, agrees with the variance of the ac-
tual errors,
〈
(µest. − µtrue)2
〉
. In Fig. 2a, we compare
the square root of these quantities for different imaging
conditions, based on MLE localizations combined with
either CRLB or Laplace uncertainty estimators. We ob-
tain consistency under good imaging conditions, where
the spots are bright and the average errors low. How-
ever, as conditions worsen and the errors increase, the
uncertainty is underestimated, especially by the CRLB.
There are several possible reasons for this behavior.
The Laplace approximation is based on a truncated Tay-
lor expansion of the log likelihood (see Methods). The
CRLB is strictly not a point-wise error estimator at all,
and is further defined in terms of the true parameter
values, although by necessity evaluated with the fitted
ones. The simplified Gaussian PSF model performs well
for localization [4], but this does not guarantee good un-
certainty estimates. Any of these approximations might
fail in noisy or low light conditions. Another possibility
is that localizations under poor imaging conditions are
corrupted by a sub-population of fits that converge to a
local minimum that does not reflect the underlying spot
shape, e.g., fitting a single bright pixel as a very narrow
spot, or misinterpreting the PSF shoulders as background
or vice versa.
To address the latter complication, we constrained the
localizations using prior distributions on selected param-
3eters, thus replacing MLE with maximum a aposteriori
estimation (MAP). Fixing parameter values is not suit-
able here, since both the size and shape of spots fluctuate
due to fluorophore motion and varying imaging condi-
tions. Furthermore, it is experimentally easier to obtain
independent information about the background and PSF
width than about the spot intensity. We therefore limit
our attention to background and PSF width, and found
the following priors to perform well: a log-normal prior
centered on the true value for the background intensity,
and a skewed log-normal [21] prior for the PSF width
to penalize fits with unphysical widths below that of an
in-focus spot.
The PSF width prior together with the distribution of
fitted PSF widths are shown in Fig. 2b. PSF widths be-
low 1 pixel (80 nm) are virtually eliminated in the MAP
fits. Background and spot amplitudes (see Fig. S1) are
shifted somewhat downwards and upwards, respectively.
As seen in Fig. 2c, this substantially improves the agree-
ment between true and estimated errors under all imag-
ing conditions. The Laplace estimator still outperforms
the CRLB by a small margin, and numerical experiments
on a wider range of priors (see SI Fig. S2) further confirm
that the Laplace estimator is more robust to non-optimal
priors than the CRLB.
How does the prior help? A direct comparison of the
true errors for the MLE and MAP fits (SI Fig. S3) reveals
very small differences, indicating that the improvement
is mainly due to improved uncertainty estimates. This
is consistent with the theoretical observation that the
Fisher information matrix for the localization problem
is nearly block-diagonal [4] with very weak coupling be-
tween two groups of fitting parameters: positions (µx, µy)
and shape parameters (N, b, σ). Thus, additional infor-
mation about one of these groups does not reduce the
errors of the other significantly. For uncertainty estima-
tion, this is not the case: information about the back-
ground and PSF shape does help in estimation position
uncertainty.
While mean-square errors are useful, we are ultimately
interested in the full distribution of errors. In particu-
lar, most [10–16, 22] (but not all [23]) statistical models
of SPT data assume Gaussian errors, but this assump-
tion has not been tested. The Laplace approximation
(Eq. (5)) is a Gaussian approximation. If it was exact,
the errors normalized by the estimated standard devi-
ation would be Gaussian with unit variance, and pro-
duce a straight line in the Gaussian probability plot of
Fig. 2d. The actual normalized errors based on MAP
localizations is more Gaussian than the MLE ones, and
follow the straight line for almost four standard devia-
tions. This shows that the improved consistency of the
MAP estimates also translates to more Gaussian error
distributions.
Overall, these results show that point-wise uncertainty
estimation using the Laplace approximation works well
in a wide range of experimentally relevant conditions,
but that experimentally accessible additional information
about background and PSF shape is necessary to get con-
sistent results in low light conditions. Moreover, we see
good support for the common assumption of Gaussian
errors.
Validation on real data
To test the above conclusions on real data, we im-
aged immobilized fluorescent beads, alternating strong
and weak excitation as shown in Fig. 3a. We used im-
ages under strong excitation conditions to extract a high
accuracy ground truth for testing the uncertainty esti-
mates in the dim images. We estimated the position
and uncertainty of spots using the MAP estimation de-
scribed above, with a background prior centered around
the mean background (0.8 photons/pixel) seen in dim
frames. A drift-corrected ground truth was estimated by
cubic spline interpolation between the mean positions ob-
tained from each block of 10 consecutive bright images.
Since the intensity differs by about a factor 10 between
bright and dim frames, the RMS errors of the ground
truth should be approximately 10-fold lower than that
of a single dim spot. Fig. 3c shows the resulting error-
uncertainty comparison, with every point corresponding
to a single bead. It reproduces the behavior on simu-
lated images in Fig. 2b, thus confirming our conclusion
that the Laplace approximation is preferable to CRLB for
uncertainty estimators, and that the good performance
of our proposed PSF width prior is not limited to that
particular simulated data set.
Diffusion constants
Next, we consider how estimated localization uncer-
tainties leads to better estimates of diffusion constants,
arguably the most common analysis of single particle
tracking data. We divided the synthetic data shown in
Fig. 1 into trajectories of length 10, estimated positions
and uncertainties with the MAP and Laplace estimators
described above, and estimated diffusion constants us-
ing the covariance-based estimators of Ref. [10] with and
without the use of uncertainty estimates. Fig. 4 shows
the mean value and 1% quantiles of the two estimators
applied to every imaging condition, plotted against the
signal-to-noise ratio. As expected, the use of estimated
uncertainties improves the variability of the diffusion es-
timates substantially. The covariance-based estimators
only use the average uncertainty in each trajectory (see
Methods). We also implemented a maximum likelihood
estimator for the diffusion constant [11] which makes ex-
plicit use of the point-wise uncertainties (see SI text S3),
but found no further improvement.
4FIG. 3. Validating estimators of localization uncertainty using real data. (a) Intensity in different frames for two different
beads and the background. Excitation intensity indicated by yellow background. (b) Image examples. Top: background in
high intensity frames. Middle: Bead 1 in a high intensity frame. Bottom: Bead 1 in a low intensity frame. (c) Actual and
estimated RMS errors for different beads.
FIG. 4. Estimated diffusion constants vs. signal-to-noise ratio
SNR =
√
D∆t/ 〈ε2〉 [10] in simulated 10-step trajectories,
mean value and 1% quantiles.
Analysis of multi-state data
We now turn to a more challenging problem where
point-wise errors do matter: data where both the diffu-
sion constant and localization error change significantly
on similar time scales. In single particle tracking, changes
in diffusion constant can be used as a non-invasive re-
porter on intracellular binding and unbinding events [24].
However, diffusive motion and localization errors con-
tribute additively to the observed step length statistics
(see Eq. 7), and thus changes in diffusion constants and
localization errors cannot be reliable distinguished.
As an example, we consider a protein that alternates
between free diffusion (D = 1 µm2 s−1) and a bound
state simulated by slow diffusion (D = 0.1 µm2 s−1). We
focus on a single trajectory with 4 binding/unbinding
events, two of which occur about 400 nm out of focus, and
thus are accompanied by substantial broadening of the
PSF and accompanying increases in localization errors.
This defocus matches roughly the radius of an E. coli
cell, and the scenario could model tracking experiments
with cytoplasmic proteins that can bind to the inner cell
membrane.
Using SMeagol [8], we simulated 12 000 replicas of the
above set of events, at a camera frame rate of 200 Hz, con-
tinuous illumination, and 300 photons/spot on average.
Fig. 5a shows the z coordinates in the input trajectory,
and the frame-wise RMS errors produced by the MAP lo-
calization algorithm described above. The input points
are sparse (tens of ms apart), which allows SMeagol to
produce simulated movies that contain the same bind-
ing events and defocus trends, but vary in the detailed
diffusion trajectory as well as in noise realizations. Ex-
amples of simulated spots along a trajectory are shown
in Fig. 5b.
To analyze this challenging data set, we extended the
maximum likelihood diffusion constant estimator with
explicit point-wise errors to include multiple diffusion
states governed by an hidden Markov model (HMM), for
which we derived a variational EM algorithm (see SI text
S4). We then analyzed each simulated trajectory with
three different 2-state HMMs: (i) vbSPT, which models
the observed positions as pure diffusion and neglects blur
and localization errors [24], (ii) the above-mention HMM
that explicitly models these effects, and (iii) the Kalman
filter limit of the HMM in (ii), which models localization
errors but not blur effects. Since multi-state Kalman-
type algorithms have been studied previously [13, 15, 16],
it is interesting to compare models with and without blur.
Fig. 5c shows the inferred average state from the three
different models. As expected, the HMMs that include
localization errors outperform vbSPT at detecting the
strongly defocused first and third binding events. The
full HMM does not give the best classification of the two
short binding events, but it does give the lowest overall
misclassification rate, 9% versus 9.6% and 17% for the
Kalman and vbSPT models, respectively, so the apparent
worse time resolution might reflect an overall tendency
to invent spurious transitions by the Kalman and vbSPT
models.
Next, we look at estimated diffusion constants. Here,
the Kalman and vbSPT models make systematic errors
as seen in the bare parameters in Fig. 5d. However, by
comparing the step length statistics between the full and
simplified models, one can derive heuristic correction fac-
5FIG. 5. Detecting binding events in and out of focus. (a)
Input z-coordinates and RMS errors, and (b) representative
spot images along simulated trajectories, from time points in-
dicated by + in (a). Gray areas indicate binding events. (d)
Average state occupancy for the different analysis algorithms
( “HMM n.b.” = no-blur HMM). (e) Distribution of esti-
mated diffusion constants for the two states, with true values
indicated by dashed lines. (f) Corrected diffusion constant
estimates. (g) Spot images and HMM occupancies for trajec-
tories simulated without defocus effects.
tors for these models (see Methods, Eq. (9)). As shown
in Fig. 5e, this reduces the bias substantially, especially
for the high diffusion constant.
To finally compare the different HMMs on more well-
behaved data, we reran the same experiment but with
all z coordinates rescaled by a factor 1/5 in the PSF
model, which essentially removes the z-dependent defo-
cus effects. On this less challenging data set, event de-
tection is much improved and the differences between the
three HMMs are much less pronounced. However, with
misclassification rates of 4.8%, 6.6%, and 7.6% for the
HMM, Kalman model, and vbSPT, respectively, the full
HMM still does overall better.
Position refinement
Since the new HMM includes the true trajectory as
a hidden variable and performs a global analysis, it can
be used to refine individual localized positions, and in
principle beat the Cramer-Rao lower bound for single
image localizations. Fig. 6a shows the true, measured,
FIG. 6. Improved localization accuracy by modeling particle
motion. (a) True, measured, and HMM-refined positions from
part of a 2-state trajectory. (b) Relative change of RMS lo-
calization error after HMM-based refinement, for every frame
in Fig. 5a.
and refined positions for part of a two-state trajectory,
and Fig. 6b the relative change of the RMS error for
each frame in Fig. 5a after refinement. The refinement
improves the RMS errors with up to 50%. Large local-
ization errors and small diffusion constant leads to larger
relative improvement, which is intuitive since those fac-
tors both make a single point less informative relative its
neighbors. A few points show a small error increase. On
closer inspection, these turn out to be situated near hard-
to-detect state-changes, and therefore tend to be refined
using an incorrect diffusion constant.
DISCUSSION
Fluorophore positions are not the only useful kind of
information in super-resolution microscopy images. Here,
we have shown that point-wise position uncertainty can
also be extracted and used to improve quantitative data
analysis. This is particularly important for live cell
data where dynamic phenomena can be studied, and
one may expect more heterogeneous imaging conditions
where many of the theoretical estimates of localization
errors, that may apply for cells with immobilized inter-
nal structure (“fixed”), will have little relevance.
In general, our results indicate that estimation of po-
sition uncertainty is more sensitive to the fit model than
estimation of position. For parctical use, we find that
an estimate based on the Laplace approximation com-
bined with external information about the fluorescent
background and PSF shape performs well in a wide range
of experimentally relevant conditions.
An intuitive reason why the CRLB performs worse may
be that it makes explicit use of the fit model twice, for
both fitting and predicting the model-dependent uncer-
tainty, while the Laplace approximation only requires the
first step. Theoretically, the posterior density formal-
ism of the Laplace approximation also fits more naturally
with model-based time-series analysis where the particle
trajectory is treated as a latent variable to be integrated
out.
6While we have focused on 2D localization using con-
ventional optics, the extension to e.g., three dimensions
using dual plane imaging [25] or engineered PSFs [26]
present no principal difficulties, as long as appropriate
PSF models for localization can be formulated. Note
however that even a perfect characterization of an exper-
imental PSF [25] does not constitute a perfect localiza-
tion model, since it does not describe random PSF shape
fluctuations due to motion blur [20]. Current techniques
for 3D localization are inherently asymmetric and yield
different in-plane and axial accuracy [5], which further
underscores the need for downstream analysis methods
to incorporate heterogeneous localization uncertainty.
Most super-resolution microscopy applications are
however not aimed at particle tracking, but imaging. For
PALM/STORM type imaging of fixed samples, the abil-
ity to estimate the uncertainty of individual spots does
not improve the localizations themselves, but it may still
improve the final resolution since uncertain points can
be omitted on a quantitative basis. However, the conse-
quences for live cell imaging are more interesting, since
the same fluorophore may be detected in different posi-
tions over different frames if the target is moving. For
this case, we have shown that the combination of estimat-
ing uncertainty and modeling the fluorophore motion can
produce refined position estimates, in principle pushing
the localization errors below the single-spot Cramer Rao
lower bound, by merging information from consecutive
frames in an optimal way.
METHODS
Synthetic data
We generated synthetic microscopy data using
SMeagol, a software for accurate simulations of dynamic
fluorescence microscopy at the single molecule level [8].
We modeled the optics using a Gibson-Lanni PSF model
with 584 nm wavelength and NA=1.4 [19], and an EM-
CCD camera with the high gain approximation [4, 17]
plus Gaussian readout noise.
For localization and diffusion estimation tests, we sim-
ulated simple diffusion (D = 1µm2 s−1) in a cylinder of
length 14.4 µm and diameter 2 µm, similar to long E. coli
cells, in order to avoid confinement artifacts in the longi-
tudinal direction. We generated 48 data sets spanning a
wide range of imaging conditions by varying frame dura-
tion (8 ms or 10 ms, exposure time 2 ms, 4 ms, 6 ms, and
3 ms, 5 ms, 8 ms respectively, background intensity (1
or 2 photons per pixel), average spot brightness (75-300
photons/spot), EM gain 20 or 30, and readout noise level
4 or 8. Each data set contained 104 individual spots.
For the simulated multi-state data, we hand-modified
a single SMeagol input trajectory from a simulated 2-
state model to contain 4 binding events with different
durations and z-coordinates as seen Fig. 5a, and also
thinned out the input trajectory to create more variabil-
ity in the particle paths between different realizations.
We then simulated many realizations from this input tra-
jectory, using the same PSF model as above, continuous
illumination with a sample time of 5 ms, EMCCD gain
90, an average spot intensity of 300 photons/spot, and
a time-dependent background that decays exponentially
from 0.95 to 0.75 background photons per pixel with a
time-constant of 0.75 s.
Real data
For estimating localization errors in the real imaging
conditions, we use immobilized fluorescent beads with
the diameter of 0.1 µm (TetraSpeck Fluorescent Micro-
spheres, ThermoFischer T7284). The beads where di-
luted in ethanol and then placed on a coverslip where
we let them dry in before adding water as a mounting
medium.
Imaging was done with a Nikon Ti-E microscope
which was configured for EPI-illumination with a 514
nm excitation laser (Coherent Genesis MX STM) to-
gether with matching filters (Semrock dichroic mirror
Di02-R514 with emission filter Chroma HQ545/50M-2P
70351). Intensity modulation was made possible by an
acousto-optic tunable filter (AOTF) (AA Opto Electron-
ics, AOTFnC) which was triggered by a waveform gen-
erator (Tektronix, AFG3021B). The waveform used was
a sequence of square pulses, high for 200 ms and low for
1800 ms. The two illumination intensities, high and low,
corresponds to 10.7 kWcm−2 and 0.63 kWcm−2, respec-
tively.
Fluorescent beads where viewed through a 100x (CFI
Apo TIRF 100x oil, Na=1.49) objective with a 2X (Di-
agnostic instruments DD20NLT) extension in front an
Andor Ultra 897 EMCCD camera (Andor Technology
Ltd.). This configuration puts the pixel size to 80 nm
which is the same pixel size set in the simulated data.
The data set constituted of 1000 frames (Fig. 3a) with
an exposure time of 30 ms. EMCCD noise characteristics
(gain, offset, readout noise) were determined by analyz-
ing a “dark” movie obtained with the shutter closed.
Localization
We perform maximum likelihood (MLE) localization
using a high-gain EMCCD noise model [4, 17], which
relates the probability q(ci|Ei) of the offset-subtracted
pixel count ci for a given pixel intensity Ei (expected
number of photons/frame) in pixel i. For the intensity
E(x, y), we model the PSF with a symmetric Gaussian,
E(x, y) =
b
a2
+
N√
2piσ2
exp
(
− (x− µx)
2 + (y − µy)2
2σ2
)
,
(1)
with pixel size a, background b (expected number of pho-
tons/pixel), spot width σ, amplitude N (expected num-
7ber of photons/spot), and spot position (µx, µy), and ap-
proximate the pixel intensity
Ei =
∫
px. i
E(x, y)dxdy (2)
by numerical quadrature [34]. The log likelihood of an
image containing a single spot is then given by
lnL(θ) = ln q0(θ) +
∑
i∈ROI
ln q(ci|Ei(θ)), (3)
where θ = (µx, µy, b, N, σ) are fit parameters, and q0 is
a prior distribution (we set ln q0 = 0 for MLE fitting).
To avoid the complications of spot identification, we use
known positions to determine the ROI and initial guess
for (µx, µy). All localizations are performed using a 9×9
ROI. Fits that failed to converge or estimated uncertain-
ties larger than 2 pixels where discarded.
Cramer-Rao lower bound
The CRLB is a lower bound on the variance of an
unbiased estimator [35, 36]. We use an accurate approxi-
mation to the CRLB for a symmetric Gaussian PSF from
Ref. [5],
ε2CRLB = 2
σ2a
N
(
1 + 4τ +
√
2τ
1 + 4τ
)
, (4)
with τ = 2piσ2ab/(Na
2), σ2a = σ
2 + a2/12, and the pref-
actor 2 accounts for EMCCD excess noise [4].
Laplace approximation
An alternative way to approximate the uncertainty of
the fit parameters is to Taylor expand the likelihood
around the maximum-likelihood parameters θ∗ to second
order, that is
lnL(θ) ≈ lnL(θ∗)+∂ lnL
∂θ
∣∣∣
θ∗
(θ−θ∗)+1
2
(θ−θ∗)T ∂
2 lnL
∂θ2
∣∣∣
θ∗
(θ−θ∗).
(5)
The first-order term is zero, since θ∗ is a local maxi-
mum. This approximates the likelihood by a Gaussian
with covariance matrix given by the inverse Hessian, i.e.,
Σ = [∂2 lnL/∂θ2]−1. In a Bayesian setting, this expresses
the (approximate) posterior uncertainty about the fit pa-
rameters. The estimated uncertainties (posterior vari-
ances) are given by the diagonal entries of the covari-
ance matrix, e.g., ε2Lap.(µx) = Σµx,µx . We compute the
Hessian numerically using Matlab’s built-in optimization
routines, and use the log of the scale parameters b,N, σ
for fitting, since they are likely to have a more Gaussian-
like posterior [37].
Prior distributions
The prior distributions for localization used in the
main text are: normal priors with mean value ln btrue
and std. 0.2 for the log background intensity, resulting
in the log-normal prior b ∈ lnN(ln btrue, 0.22). For the
PSF width σ, we use a skewed normal prior for lnσ to
penalize fits with σ below the minimum in-focus width
of the PSF. The skew normal density is given by [21]
f(x, x0, w, α) =
2
w
φ
(
x− x0
w
)
Φ
(
α
x− x0
w
)
, (6)
where φ is the probability distribution function and Φ is
the cumulative distribution function for the unit normal
distribution N(0, 1). We used x0 = log(1.5), w = 1,
and α = 5, as sketched in Fig. 2b, with the pixel width
a = 80 nm as the length unit. These priors are shown in
SI Fig. S1.
Covariance-based diffusion estimator
If xk (k = 0, 1, . . .) is the measured trajectory of
a freely diffusing particle with diffusion constant D,
the widely used model for camera-based tracking by
Berglund [22] predicts that the measured step lengths
∆k = xk+1 − xk are zero-mean Gaussian variables with
covariances given by〈
∆2k
〉
= 2D∆t(1−2R)+2ε2, 〈∆k∆k±1〉 = 2D∆tR−ε2,
(7)
and uncorrelated otherwise. Here, 0 ≤ R ≤ 1/4 is a
blur coefficient that depends on how the images are ac-
quired (e.g., R = 1/6 for continuous illumination), ∆t is
the measurement time-step, and ε2 is the variance of the
localization errors.
Substituting sample averages for
〈
∆2k
〉
and 〈∆k∆k+1〉
and solving for D yields a covariance-based estimator
(CVE) with good performance [10]. If ε2 is known or can
be estimated independently, the first relation in Eq. (7)
alone yields a further improved estimate of D. As we ar-
gue in Sec. S2 S2.3, these estimators apply also for vari-
able localization errors if ε2 is replaced by the average〈
ε2
〉
.
Maximum likelihood and multi-state diffusion
The Berglund model [22] can also be used directly for
maximum likelihood inference, which has the potential
advantage that point-wise errors can be modeled [11].
The basic assumption is to model the observed positions
xk as averages of the true diffusive particle path y(t)
during the camera exposure, plus a Gaussian localization
error, i.e.,
xk =
∫ ∆t
0
y(k∆t+ t)f(t)dt+ εkξk, (8)
8where f(t) is the normalized shutter function [22], εk is
the localization uncertainty (standard deviation) at time
k, and ξk are independent Gaussians random numbers
with unit variance. Continuous illumination is described
by a constant shutter function, f(t) = 1/∆t. The limit
where blur effects are neglected can be described by set-
ting f(t) to a delta function, which corresponds to in-
stantaneous position measurement. This reduces Eq. (8)
to a standard Kalman filter [12], and leads to R = 0 in
Eq. (7).
In SI text S3, we derive a maximum likelihood esti-
mator that learns both D and y(t). In SI Sec. S4, we
extend the model to multi-state diffusion, by letting the
diffusion constant switch randomly between different val-
ues corresponding to different hidden states in an HMM,
and derive a variational EM algorithm for maximum like-
lihood inference of model parameters, hidden states, and
refined estimates of the measured positions.
To interpret estimated diffusion constants from sim-
plified models, one may “derive” corrected diffusion es-
timates D∗ by equating expressions for the step length
variance
〈
∆2k
〉
from Eq. (7) with and without those ef-
fects present. For the Kalman (R = 0) and vbSPT
(R = ε = 0) models, we get
D∗ =
DKalman
1− 2R , and D
∗ =
DvbSPT −
〈
ε2
〉
/∆t
1− 2R , (9)
respectively, which is what we use in Fig. 5e.
Software
Matlab open source code for the EM
and localization algorithms are available at
github.com/bmelinden/uncertainSPT.
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SUPPLEMENTARY MATERIAL
Appendix S1: Localization error estimates with different priors
In this section we present how different prior functions assigned to the PSF width σ and the background b influence
the accuracy of the computed RMS errors and RMS uncertainties for the synthetic data set considered in this paper.
We considered log-normal priors for the background intensity, either centered around the true (simulated) back-
ground in each data set, or around the average background intensity in all data sets. For the PSF width we tested
two types of priors: (i) a log-normal prior around the expected value for the PSF width; (ii) a skew-normal prior on
ln(σ), which assigns very low probability to PSF widths below ≈ 0.8 pixels, as well as low probabilities for very wide
PSFs. We do not impose any prior on the spot amplitude N .
The probability density function for the log-normal prior, denoted as lnN(µ, σ2), is defined by
fln(x, σ, µ) =
1
x
√
2piσ2
e−
(lnx−µ)2
2σ2 , (S1)
where µ and σ are the mean and standard deviation parameters. The skew-normal distribution [21] has a density
function given by
fsn(x, x0, ω, α) =
2
ω
φ
(
x− x0
ω
)
Φ
(
α
x − x0
ω
)
, (S2)
where φ is the probability density function and Φ is the cumulative distribution function for the unit normal distri-
bution N(0, 1), and the parameter α determines the degree of asymmetry; with α positive (negative) increasing the
weight above (below) the mean value parameter x0.
For our investigations on the effects of different prior distributions, we used two background priors:
• Log-normal “correct” prior on b: lnN(ln btrue, 0.22), where btrue is either 1 or 2 photons/pixel, which is the
background level used for simulating that particular data set.
• Log-normal “average” prior on b: lnN(ln 1.5, 0.22), centered around the average background intensity in all data
sets, that is, 1.5 photons/pixel.
For the PSF width, we considered the two following priors:
• Log-normal prior on σ: lnN(ln 1.5, 0.22), since the half-width of the focused PSF width is around 1.5 pixels
wide.
• Skew-normal prior on ln(σ): fsn(x, x0, ω, α), where x0 = ln(1.5), α = 5 and ω = 1.
Error-uncertainty comparisons for various combinations of the above priors are shown in Fig. S2. As seen in Fig. S2a
(which reproduces Fig. 2a in the main text), imposing a flat prior (no prior) leads to estimated uncertainties that
FIG. S1. Prior distributions and fit parameter distributions corresponding to Fig. 2a,c in the main text. (a) MLE and MAP
background parameters, with b = 1 and b = 2 populations separated. Log-normal priors for the background are indicated by
dashed lines. Note how the population near b = 0 is eliminated in the MAP fits. (b) PSF width σ for all backgrounds with
(MAP) and without (MLE) priors, together with the skewed log-normal prior (dashed, reproduces Fig. 2b). (c) Spot amplitude
N distributions. Again, the population is shifted away from the very smallest amplitude values, even though no prior on N
was used in the MAP fit.
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FIG. S2. Error-uncertainty plots for different combinations of prior distributions on b and σ.
substantially underestimate the true errors, especially for points with low photon count. In comparison, all other
prior combinations present an average improvement. Overall, the Laplace estimator seems more consistent (RMS
uncertainty mostly closer to RMS error), and also less sensitive to the choice of priors. The latter trend is especially
clear in the examples using the “average” background prior, which is always either a systematic over- or underestimate,
which results in substantially larger variability or the CRLB results.
Appendix S2: Diffusion with time-varying localization errors
Here, we give a detailed derivation of the various estimators and models mentioned in the main text methods section,
starting from Eq. (8), the assumption that localizing a moving object amounts to detecting the time-averaged position
with some (independent) localization error, which we will assume to be Gaussian. Parts of these derivations have
been given elsewhere [11, 22], but are restated here in a different form that facilitates a generalization to multi-state
12
FIG. S3. Localization errors for MLE vs MAP localizations, using the prior described in the main text and Fig. S2f.
models.
S2.1. Diffusive camera-based tracking with blur and localization errors
To streamline the presentation, we will use units where ∆t = 1, use the subscript t = 0, 1, 2, . . . to denote discrete
time dependence, and use the step length and localization variances, λt = 2Dt∆t and vt = ε
2
t , respectively. We
allow both of them to be time-dependent, but assume them to be statistically independent and restrict the diffusion
constant to be constant throughout each frame. Then, Eq. (8) reads
xt =
∫ 1
0
f(t′)y(t+ t′)dt′ +
√
vtξt, (S1)
where ξt are independent identically distributed (iid) N(0,1) variables, and y(t) is the true trajectory of the particle
being localized. The shutter distribution f(t) is a probability density on [0, 1], which describes the image acquisition
process (e.g., f(t) = 1 for continuous acquisition), but neglects stochastic elements such as fluorophore blinking. It
has the distribution function
F (t) =
∫ t
0
f(t′)dt′. (S2)
We divide y(t) in two parts, the true positions yt at the beginning of each frame, which evolve according to
yt+1 = yt +
√
λtηt, (S3)
where ηt are again iid N(0,1), and a conditional interpolating process between them, described by Brownian bridges
[27]. Thus, for 0 ≤ t′ ≤ 1, we write
y(t+ t′) = yt + t
′(yt+1 − yt) +
√
λtBt(t
′), (S4)
where Bt are a set of iid standard Brownian bridges. These are Gaussian processes on the interval [0,1], defined by
Bt(0) = Bt(1) = 0, 〈Bt(t′)〉 = 0, 〈Bt(t′)Bt(t′′)〉 = t′(1 − t′′), for t′ ≤ t′′, (S5)
and also independent on different intervals, so that 〈Br(t′)Bv(t′′)〉 = 0 if r 6= v. Substituting the interpolation formula
Eq. (S4) in the localization model Eq. (S1), we get
xt = yt(1− τ) + yt+1τ +√vtξt +
√
λt
∫ 1
0
f(t′)Bt(t
′)dt′, (S6)
where we have introduced the shutter average, given by
τ =
∫ 1
0
tf(t)dt. (S7)
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Using the properties of Brownian bridges, Eq. (S5), one can show that the last integral in Eq. (S6) is a Gaussian
random variable with mean zero and variance
β ≡ Var
[∫ 1
0
f(t′)Bt(t
′)dt′
]
= τ(1 − τ) −R, (S8)
where R is the blur coefficient of Ref. [22], given by
R =
∫ 1
0
F (t)
(
1− F (t))dt. (S9)
By assumption, vt and Bt are statistically independent, and thus one can add up the noise in the measurement model
and arrive at
xt = yt(1− τ) + yt+1τ +
√
vt + βλtζt, (S10)
where ζt are again iid N(0,1).
S2.2. Constant exposure
An important class of shutter distribution are those that are constant during some fraction tE of the each frame,
and then zero, i.e.,
f(t) =
{
1
tE
, t ≤ tE ,
0, t > tE ,
(S11)
which leads to
τ =
tE
2
, R =
tE
6
, β =
1
4
tE(
4
3
− tE). (S12)
We see that R ≤ 16 and τ ≤ 12 , with maxima at continuous exposure (tE = 1).
On the other hand, β has a maximum of 19 at tE =
2
3 , and the value of
1
12 at continuous exposure can only be
further lowered when tE <
1
3 .
It is unclear if this is significant, since with non-constant exposure there is some freedom in how the shutter
distribution is defined, and one could also place it symmetrically in the interval and get τ = 0.5 for all exposure times.
We defer further investigations of this issue to future work.
S2.3. Covariance relations
The covariance matrix for the steps ∆t = xt+1 − xt can be found from Eqs. (S3,S10). With some manipulations,
we get 〈
∆2t
〉
=(1− τ)λt + τλt+1 − (λt+1 + λt)R+ vt + vt+1, (S13)
〈∆t∆t+1〉 =λt+1R− vt+1, (S14)
〈∆t∆t+t′〉 =0, if |t′| > 1, (S15)
where the expectations 〈·〉 are understood to be over the noise distributions only. If we further assume simple diffusion,
λt = 2D∆t = const., and average over time as well, we recover covariance relations of the same form as Eq. (7),〈
∆2t
〉
= 2D∆t(1− 2R) + 2 〈vt〉 , 〈∆t∆t±1〉 = 2D∆tR− 〈vt〉 , (S16)
where the averages are now over time as well, and ε2 is identified as the time-average 〈vt〉. Thus, the covariance-based
estimators of Ref. [10] should apply also to non-constant localization errors.
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Appendix S3: Maximum likelihood estimator
For the case of a single trajectory of simple diffusion in one dimension, the likelihood for the diffusion constant
follows from Eqs. S3 and S10,
p(x|λ) =
∫
dyp(x|y, λ)p(y|λ), (S1)
p(y|λ) =
T∏
t=1
(
2piλ
)− 12 exp [− (yt+1 − yt)2
2λ
]
, (S2)
p(x|y, λ) =
T∏
t=1
(
2pi(vt + βλ)
)− 12 exp [− 1
2
(vt + βλ)
−1
(
xt − (1− τ)yt − τyt+1
)2]
, (S3)
where we neglected to supply a starting density for y1, since the problem is translation invariant. The integral over
the hidden path in Eq. (S1) is a multivariate Gaussian and can be solved exactly in several ways [11]. Defining
y = [y1, y2, . . . , yT+1]
†, x = [x1, x2, . . . , xT ]
†, (S4)
where † denotes matrix transpose, we get
p(x|λ) =
∫
dy exp
[
− T ln(2pi)− T
2
ln(λ)− 1
2
T∑
t=1
ln(vt + βλ)− 1
2
(
y
†Λy − 2y†Wx+ x†V x
)]
= exp
[
− T ln(2pi)− T
2
ln(λ) − 1
2
T∑
t=1
ln(vt + βλ)
]
×
∫
dy exp
[
− 1
2
(
(y − Λ−1Wx)†Λ(y − Λ−1Wx) + x†(V −W †Λ−1W )x
)]
, (S5)
where Λ,W, V are matrices whose elements are found by comparing terms. This is a multivariate Gaussian in y, with
mean value µ = Λ−1Wx and covariance matrix Σ = Λ−1, and the marginalized likelihood is therefore given by
p(x|λ) = exp
[
− T − 1
2
ln(2pi)− T
2
ln(λ)− 1
2
T∑
t=1
ln(vt + βλ)− 1
2
x
†(V −W †Λ−1W )x− 1
2
ln |Λ|
]
. (S6)
By comparing terms, we see that Λ is symmetric tridiagonal and positive definite, V is diagonal, and W has only non-
zero elements on the diagonal and first upper diagonal, and so it is possible to compute the above matrix expression
in linear time. We minimize ln p(x|λ) by standard optimization routines in Matlab.
Repeating the analysis of Fig. 4 in the main text for this MLE estimator, see Fig. S4, we find almost no improvement
over the CVE that uses average estimated uncertainties. However, the fact that the MLE estimator is limited to
return positive estimated diffusion constants, and handles missing data points (by assigning them infinite or very
large uncertainties), may be useful in applications.
Appendix S4: Variational EM algorithm for diffusive HMM
Here, we extend the above diffusion model to include multiple diffusion constants. We start by writing down a
diffusive HMM, which includes both the hidden path of the above diffusion model, but also a set of hidden states with
different diffusion constants, that evolve as a discrete Markov process. Similar models (that however did not include
explicit motion blur effects), have previously been solved by stochastic EM algorithms [13, 23]. Here, we instead
describe a deterministic variational approach inspired by algorithms for factorial HMMs [28].
In the rest of this section, we proceed as follows: We start by specify the diffusive HMM model for a single
1-dimensional trajectory. We then outline the variational EM approach, derive high level update equations, and
describe the procedure for re-estimating localized positions. However, do not give a detailed derivation of all steps
in the algorithm, as large parts of it closely resembles previously published derivations of variational algorithms for
HMMs [24, 32].
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FIG. S4. Mean value and 1% quantiles of estimated diffusion constants using the CVE and MLE diffusion constant estimator,
both using estimated positions and uncertainties.
S4.1. Model
In addition to the measured (x) and true (y) positions, we include a hidden state trajectory s = [s1, s2, . . . , sT ],
such that st determines the diffusion constant on the interval [t, t + 1]. The hidden states are numbered from 1 to
N , and evolve according to a Markov process with transition matrix A and initial state probability pi. For a single
1-dimensional trajectory, this leads to a complete data likelihood of the form
p(x,y, s|λ,A,pi) = p(x|y, s, λ)p(y|s, λ)p(s|A,pi), (S1)
with factors
p(s|A,pi) =
N∏
m=1
pi
δm,s1
m
T∏
t=2
N∏
i,j=1
A
δistδjst+1
ij , (S2)
p(y|s, λ) =
T∏
t=1
N∏
j=1
(2piλj)
− 12 δjst exp
[
−δjst
(yt+1 − yt)2
2λj
]
, (S3)
p(x|y, s, λ) =
T∏
t=1
N∏
j=1
(
2pi(vt + βλj)
)− 12 δjst exp [−δjst (xt − (t− τ)yt − τyt+1)22(vt + βλj)
]
. (S4)
S4.2. Variational EM approach
We would like to perform maximum-likelihood inference of the model parameters, which means maximizing the
likelihood with latent variables s,y integrated out,
L(A,pi, λ) =
∫
dy
∑
s
p(x|y, s, λ)p(y|s, λ)p(s|A,pi). (S5)
Since this problem is intractable, we make a variational approximation, meaning we approximate lnL with a lower
bound
lnL = ln
∫
dy
∑
s
p(x|y, s, λ)p(y|s, λ)p(s|A,pi) ≥
∫
dy
∑
s
q(s)q(y) ln
p(x|y, s, λ)p(y|s, λ)p(s|A,pi)
q(s)q(y)
≡ F, (S6)
where the inequality follows from Jensen’s inequality. Here, q(s), q(y) are arbitrary variational distributions that
need to be optimized together with the model parameters to achieve the tightest lower bound, and can be used for
approximate inference about the latent variables. In particular, it turns out that the optimal variational distributions
approximate the posterior distribution of y, s in the sense of minimizing a Kullback-Leibler divergence [29]. We use
gradient descent for the optimization, i.e., we iteratively optimize each variational distribution and the parameters
with the others fixed, which leads to an EM-type algorithm.
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To optimize F w.r.t. the variational distributions, we set the functional derivatives of F to zero and use Lagrange
multipliers to enforce normalization. After some work, one arrives at
ln q(s) = − lnZs + 〈ln p(x|y, s, λ〉q(y) + 〈ln p(y|s, λ〉q(y) + ln p(s|A,pi), (S7)
ln q(y) = − lnZy + 〈ln p(x|y, s, λ〉q(s) + 〈ln p(y|s, λ〉q(s) + 〈ln p(s|A,pi)〉q(s)︸ ︷︷ ︸
independent of y
, (S8)
where Zs,y are normalization constants originating from the Lagrange multipliers, and 〈·〉f denotes an expectation
value computed with respect to the distribution f . As it turns out, these equations are individually tractable, and
results in q(y) being a multivariate Gaussian, and q(s) adopting the standard HMM form amenable to efficient
forward-backward iterations. For the initial state and transition probability parameters, the only dependence in F
comes from p(s|A, λ), and arrives at the classical Baum-Welch reestimation formulas [30]. However, optimizing F
w.r.t. step length variances does not lead to a tractable update equation, and we are instead forced to optimize the
λj-dependent parts of F numerically, i.e.,
λj = argmaxλj 〈ln p(x|ys, λ)〉q(y)q(s) 〈ln p(y|s, λ)〉q(y)q(s) , (S9)
S4.3. The lower bound
The lower bound can be computed as well, and gets a particularly simple form just after the update of q(s).
Substituting the update equation Eq. (S7) into the expression for F , Eq. (S6), we get
F =
∫
dy
∑
s
q(s)q(y) ln
[
ln p(x|y, s, λ) + ln p(y|s, λ) + ln p(s, A,pi)
+ lnZs − 〈ln p(x|y, s, λ) + ln p(y|s, λ) + ln p(s, A,pi)〉q(y) − ln q(y)
]
= lnZs − 〈ln q(y)〉q(y) . (S10)
Here, lnZs is the normalization constant of q(s) that can be computed as part of the forward-backward iteration, and
since (as we noted above) q(y) is a multivariate Gaussian with dimension T + 1, we get
− 〈ln q(y)〉q(y) =
d
2
(T + 1)
(
1 + ln(2pi)
)
+
1
2
ln |Σ|, (S11)
where Σ is the covariance matrix of q(y). The inverse of Σ is analogous to the matrix Λ appearing in the single-state
diffusion estimator, Eqs. (S5,S6), and in particular Σ−1 is also symmetric, tridiagonal, and positive definite, and thus
the determinant ln |Σ| = − ln |Σ−1| can be robustly computed in linear time. Since the EM algorithm approximates
the parameter likelihood, the lower bound cannot be used for model selection as in the case of variational maximum
evidence calculations [24, 31, 32]. However, it is still useful for numerical convergence control, and possibly for model
selection together with some complexity penalty such as the Bayesian or Akaike information criterion [33].
S4.4. Refined positions
An additional use for the HMM analysis is to use it to refine the localizations. Since the HMM pools information
about many spots, it is in principle possible to beat the Crame´r-Rao lower bound for single image localizations in
this way. To set up the refinment problem, we refer back to Eq. (S6) and the different contributions to the observed
position xt = zt +
√
vtξt, where
zt = yt(1− τ) + yt+1τ +
√
λst
∫ 1
0
f(t′)Bt(t
′)dt′ (S12)
is the motion-averaged position that the localization algorithm tries to estimate (according to this model). To refine
the localization, we need to compute the posterior density of zt, i.e., p(zt|x, θ).
We start by recalling that the Brownian bridge integral in Eq. (S12) is Gaussian with mean zero and variance βλst ,
and using the compact notation yt = (1 − τ)yt + τyt+1 and θ to denote all the model parameters, we therefore have
p(zt|y, s, θ) = p(zt|yt, st, θ) = N(yt, βλst), (S13)
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where N(a, b) denotes a Gaussian density with mean a and variance b. Furthermore, the localization uncertainty is
also assumed Gaussian and independent of the underlying kinetics:
p(xt|z,y, s, θ) = p(xt|zt) = N(zt, vt). (S14)
Applying Bayes theorem to these relations, we get
p(zt|xt,y, s, θ) = p(xt|zt)p(zt|y, s, θ)
p(xt|y, s, θ)) =
N(zt, vt)N(yt, βλst)
N(yt, βλst + vt)
= N
(vtyt + βλstxt
vt + βλst
,
βλstvt
vt + βλst
)
. (S15)
The predictive distribution is finally given by marginalizing p(zt|xt,y, s, θ) over the posterior for y, s. Using the
variational distribution, this means
p(zt|x, θ) ≈
〈
N
(vtyt + βλstxt
vt + βλst
,
βλstvt
vt + βλst
)〉
q(y)q(s)
. (S16)
In particular, the posterior mean of zt is then given by
〈zt|x, θ〉 ≈
〈
vtyt + βλstxt
vt + βλst
〉
q(y)q(s)
=
〈
(1− τ)µt + τµt+1 + βλstvt xt
1 +
βλst
vt
〉
q(s)
, (S17)
which we will use as our estimator for refining the localizations. Here, µt = 〈yt〉q(y) is the variational mean value.
The variational average over hidden states is done numerically.
