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0. Introduction
In some recent papers ([2], [3]) a broad class of differential equations, the relaxed
Dirichlet problems, was introduced by G. Dal Maso and U. Mosco. The solutions
of these problems describe the asymptotic behaviour of sequences of solutions to
perturbed Dirichlet problems with homogeneous boundary conditions on varying
domains as well as of Schro¨dinger equations with varying nonnegative potentials.
These equations have the following formal expression
Lu+ µu = ν in Ω (0.1)
where Ω is a bounded open subset of IRN , N ≥ 2, L is a uniformly elliptic op-
erator with bounded (Lebesgue) measurable coefficients in IRN , µ belongs to the
space M0(Ω) of all non-negative Borel measures on Ω, which vanish on sets of zero
capacity and ν is a Radon measure belonging to a suitable subspace KN (Ω) of
H−1(Ω).
A variational Wiener criterion for these problems has been formulated in [2];
this criterion is inspired by the classical one of potential theory ([18]). The main
result in [2] is the characterization of the regular Dirichlet points of µ (i.e., the
points x0 of Ω such that every local weak solution u of (0.1) is continuous at x0
with value u(x0) = 0) as the points where the Wiener modulus of µ, defined by
ω(r, R)
def
= exp
(
−
∫ R
r
Capµ(Bρ(x0), B2ρ(x0))
Cap(Bρ(x0), B2ρ(x0))
dρ
ρ
)
, (0.2)
vanishes as r → 0+, for some fixed positive R.
In the same paper the necessity of the Wiener condition is proved when the
dimension N of the space is greater or equal to 2.
The proof of the sufficient condition is given by means of a joint estimate of
the energy and the continuity modulus of local weak solutions for problem (0.1), in
terms of the Wiener modulus, by making use of tools which require the hypothesis
N ≥ 3. Indeed, the proof of this estimate needs the equivalence between the Wiener
criterion given in terms of annuli and in terms of balls.
This equivalence can be obtained directly when N ≥ 3 by using the fact that
the function γ(ρ) = Cap(Bρ, B2ρ) is homogeneous of degree N − 2. The purpose
of this paper is to give a proof of the previous estimate when N ≥ 2, having in
mind some techniques already used by M. Biroli and U. Mosco ([1]) in the case of
obstacle problems for degenerate elliptic operators.
As a first step we will define the function
V (r)
def
= sup
Br(x0)
u2 +
∫
Br
|Du|2Gx02r
q
dx+
∫
Br
u2Gx02r
q
dµ, (0.3)
where 0 < q < 1 and Gx02r
q
is the Green function, with singularity in x0, of the
Dirichlet problem for the operator L in the ball B 2r
q
(x0), and then we will establish
the following estimate
V (r) ≤ kω(r, R)βV (R) + k‖ν‖2KN (BR), (0.4)
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for any 0 < r < R (R such that B 2R
q
(x0) ⊂ Ω), where k and β are two positive
constants and the norm of ν is taken in the Kato space KN (BR).
We want to point out that the difference between our definition of V (r) and
the definition given in [2] is that in (0.3) we use the Green function relative to the
ball B 2r
q
(x0) instead of the fundamental solution in IR
N for the Laplace operator.
It is the presence of the Green function, together with the estimates connected with
the maximum principle, that will allow us to obtain estimate (0.4) avoiding the
comparison between the capacity of the balls and that of the annulus.
Then, as in [2], we obtain from (0.4) not only a proof of the sufficient Wiener
condition, but also an estimate of the continuity modulus of the local weak solution
of (0.1) in terms of the Wiener modulus. This estimate extends that one given by
Maz’ja ([13] and [14]) in the case of regular boundary points for Dirichlet problems.
In addition, we obtain also an estimate for the decay of the µ− energy
Eµ(r)
def
=
∫
Br
|Du|2 dx+
∫
Br
u2 dµ,
in the ball Br as r → 0
+.
Finally we specialize our result to the classical case, obtaining the continuity
modulus estimate proved by Maz’ja and finding an energy decay estimate, at a
point at the boundary, valid in dimension N ≥ 2.
Acknowledgments: we would like to thank professors U. Mosco and G. Dal
Maso for their kind help and useful suggestions.
This work is part of the Research Project ”Problemi Variazionali Irregolari” of
the Italian National Research Council.
1. Notation and preliminary results
In this paper Ω will be a bounded open subset of IRN , N ≥ 2, Ω¯ its closure
and ∂Ω its boundary.
1.1. Sobolev spaces
We denote by H1,p(Ω), 1 ≤ p < +∞, the Sobolev space of all functions u ∈
Lp(Ω) with distribution derivatives Diu ∈ L
p(Ω), i = 1, . . . , N . The space H1,p(Ω)
is endowed with the norm
‖ u ‖H1,p(Ω)=
(
‖ u ‖p
Lp(Ω) + ‖ Du ‖
p
Lp(Ω)
) 1
p
,
where Du = (D1u, . . . , DNu) is the gradient of u. By H
1,p
loc (Ω) we denote the set of
functions belonging to H1,p(Ω′) for every open set Ω′ ⊂⊂ Ω. By H1,p0 (Ω) we denote
the closure of C10 (Ω) in H
1,p(Ω). As usual, for the space H1,2(Ω), H1,2loc (Ω) and
H
1,2
0 (Ω) we use the notations H
1(Ω), H1loc(Ω) and H
1
0 (Ω). Moreover by H
−1(Ω) we
denote the dual space of H10 (Ω) and by < ·, · > the dual pairing between H
−1(Ω)
and H10 (Ω).
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Finally, for every u ∈ H1(Ω) and for every E open subset of Ω, we denote by
oscE u = supE u − infE u the (essential) oscillation of u in E (i.e. the difference
between the essential sup and the essential inf of u on E).
We will say that u is (essentially) continuous at x0 ∈ Ω if
lim
ρ→0+
(
osc
Bρ(x0)
u
)
= 0,
where Bρ(x0) (or B(ρ, x0)) is the ball of radius ρ and center x0.
1.2. The harmonic capacity
Let A be an open subset of Ω. The harmonic capacity of A with respect to Ω
is defined by
Cap(A,Ω)
def
= inf
{∫
Ω
|Du|2 dx : u ∈ H10 (Ω), u ≥ χA a.e. onΩ
}
,
where χ
A
is the characteristic function ofA. If the set {u ∈ H10 (Ω), u ≥ χA a.e. onΩ}
is empty, we define Cap(A,Ω) = +∞. This definition can be extended to any subset
E of Ω in the following way:
Cap(E,Ω)
def
= inf {Cap(A,Ω) : Aopen; A ⊆ E} .
We say that a set E of IRN has zero capacity if Cap(E∩Ω,Ω) = 0 for every bounded
open set Ω of IRN . Then, we say that a property holds quasi-everywhere in a set S
(q.e. in S), if it holds in S − E0, where E0 is subset of S with capacity zero.
We recall that for every function u of H1loc(Ω), it is possible to find a quasi-
continuous representative. Then the limit
lim
ρ→0+
1
|Bρ|
∫
Bρ(x0)
u(x) dx
exists and is finite quasi-everywhere in Ω (|Bρ| is the Lebesgue measure of Bρ(x0)).
Therefore we can determine the pointwise value of u ∈ H1(Ω) using, for every
x0 ∈ Ω, the following convention:
lim inf
ρ→0+
1
|Bρ|
∫
Bρ(X0)
u(x) dx ≤ u(x0) ≤ lim sup
ρ→0+
1
|Bρ|
∫
Bρ(x0)
u(x) dx. (1.1)
If Ω is bounded it is possible to prove that
Cap(E,Ω) = inf
{∫
Ω
|Du|2 dx : u ∈ H10 (Ω), u ≥ 1 q.e. onE
}
,
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for any set E ⊂⊂ Ω. The function u ∈ H10 (Ω) that realizes the minimum is said
the capacitary potential of E in Ω. It is easy to prove that u = 1 q.e. in E and
−∆u = 0 in Ω−E.
1.3. The Green function
Let us consider a second order elliptic differential operator in divergence form
Lu = −
N∑
i,j=1
Dj (aijDiu), (1.2)
where aij , i, j = 1, . . . , N , are measurable, real valued functions such that
∃Λ > 0 : |aij(x)| ≤ Λ a.e. inΩ, (1.3)
and that the following uniformly elliptic condition
N∑
i,j=1
aij(x)ξiξj ≥ λ|ξ|
2 a.e. in Ω, ∀ ξ ∈ IRN , (1.4)
holds for some λ > 0. The bilinear form on H1(Ω) associated to L is denoted by
a(u, v) =
N∑
i,j=1
∫
Ω
aij(x)DiuDjv dx.
We define the Green function G(x, y) (or Gy(x)) for the Dirichlet problem in
Ω relative to the operator L as the unique solution in H1,p0 (Ω), with 1 < p <
N
N−1
,
for the equation
a(φ,Gy) = φ(y), ∀φ ∈ H10 (Ω) ∩ C(Ω) with Lφ ∈ C(Ω).
It is well known that G(x, y) ∈ H1(Ω − Br(y)) for every r > 0, that it is Ho¨lder
continuous on every compact subset of Ω× Ω− {(y, y) : y ∈ Ω} and that vanishes
q.e. on ∂Ω. Moreover, for every measure µ ∈ H−1(Ω), the function
u(y) =
∫
Ω
G(x, y) dµ(x)
is the unique solution in H10 (Ω) of the equation
a(u, φ) =
∫
Ω
φ dµ, ∀φ ∈ C10 (Ω).
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We also recall that, if Ω is a ball, say Ω = BR(x0), for every 0 < q < 1 there exists
a constant K > 0, depending only on q and N , such that for every y ∈ BR(x0) and
r > 0, with B r
q
(y) ⊂ BR(x0), and for every x ∈ ∂Br(y) the following estimate holds
Λ−1K−1
Cap(Br(y), BR(x0)
≤ G(x, y) ≤
λ−1K
Cap(Br(y), BR(x0)
, (1.5)
where λ and Λ are the ellipticity constants of L. Moreover there exists a positive
constant α, depending only on Λ
λ
and N , such that, for every x, y ∈ BR(x0),
G(x, y) ≤
α
λ
|x− y|2−N (1.6)
if N ≥ 3, and
G(x, y) ≤
α
λ
log
4R
|x− y|
(1.7)
if N = 2. For the main properties of the Green function and for a proof of estimate
(1.5) see [16], [12] and [5].
Let us return to an arbitrary bounded open set Ω. For every y ∈ Ω and
ρ > 0 such that B(x, ρ) ⊂ Ω, we define the approximate Green function Gρ(x, y)
(or Gyρ(x)) as the unique solution in H
1
0 (Ω) of the equation
a(v,Gyρ) =
1
|Bρ(y)|
∫
Bρ(y)
v(x) dx, ∀ v ∈ H10 (Ω).
Thanks to De Giorgi-Nash theorem, Gyρ is Ho¨lder continuous for every ρ > 0 and G
y
ρ
converges uniformly to Gy , as ρ tends to zero, on every compact subset of Ω−{y}.
1.4. Kato measures
The Kato space KN (Ω) is the set of all Radon measures ν on Ω such that
lim
r→0+
sup
x∈Ω
∫
Ω∩Br(x)
|y − x|2−N d|ν|(y) = 0
if N ≥ 3, and
lim
r→0+
sup
x∈Ω
∫
Ω∩Br(x)
log
1
|y − x|
d|ν|(y) = 0
if N = 2, where |ν| is the total variation of ν. With KlocN (Ω) we denote the set of
Radon measures ν on Ω such that ν ∈ KN (Ω
′) for every open set Ω′ ⊂⊂ Ω.
In KN (Ω) we can define the following norms
‖ ν ‖KN (Ω)
def
= sup
x∈Ω
∫
Ω
|y − x|2−N d|ν|(y),
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‖ ν ‖K2(Ω)
def
= sup
x∈Ω
∫
Ω
log
1
|y − x|
d|ν|(y),
the former when N ≥ 3 and the latter when N = 2. With this norm KN (Ω) is a
Banach space (see. [2], Proposition 4.6). From the definition of KN (Ω) it follows
that
lim
r→0+
‖ ν ‖KN (Br(x))= 0,
for every ν ∈ KN (Ω) and x ∈ Ω. Moreover if ν ∈ KN (Ω), then ν ∈ H
−1(Ω) and
‖ ν ‖H−1(Ω)≤ k ‖ ν ‖KN (Ω),
where k is a positive constant depending only on the dimension of the space, i.e.
KN (Ω) ⊂ H
−1(Ω) with continuous imbedding.
1.5. Relaxed Dirichlet problems
By M0(Ω) we denote the set of non-negative Borel measures µ on Ω such that
µ(E) = 0 for every Borel subset E of Ω of capacity zero.
The problem we consider have the following formal expression
Lu+ µu = f in Ω,
where µ ∈ M0(Ω), f ∈ H
−1
loc (Ω) and L is the operator defined in 1.3. These are
called relaxed Dirichlet problems.
Definition 1.1. We say that u is a local weak solution of the relaxed problem
Lu+ µu = f in Ω (1.8)
if
u ∈ H1loc(Ω) ∩ L
2
loc(Ω, µ)
and it satisfies the following variational equation
a(u, v) +
∫
Ω
uv dµ = 〈v, f〉 (1.9)
for every v ∈ H1(Ω) ∩ L2(Ω, µ) with compact support in Ω.
In (1.9) and in all other expressions of this kind we always choose the quasi-
continuous representatives for u and v. So, since µ ∈M0(Ω) (i.e. it vanishes on set
of zero capacity), the integral with respect to µ is well defined and does not depend
on the choice of such representative.
Definition 1.2. Given g ∈ H1(Ω) and f ∈ H−1loc (Ω), we will say that u is a
weak solution of the relaxed Dirichlet problem{
Lu+ µu = f in Ω
u = g on ∂Ω
(1.10)
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if u is a local weak solution of (1.8) and u− g ∈ H10 (Ω).
Theorem 1.1. Suppose that f ∈ H−1(Ω) and that there exists a function
w ∈ H1(Ω) ∩ L2(Ω, µ) such that w− g ∈ H10 (Ω). Then problem (1.10) has one and
only one weak solution u. Moreover we have u ∈ H1(Ω) ∩ L2(Ω, µ) and
a(u, v) +
∫
Ω
uv dµ =< v, f >
for every v ∈ H10 (Ω) ∩ L
2(Ω, µ).
If L is a symmetric operator, the solution u is the unique minimum point of
the functional
F (v) = a(v, v) +
∫
Ω
v2 dµ− 2 < f, v >
in the set V (g) = {v ∈ H1(Ω) : v − g ∈ H10 (Ω)}.
Proof. See [2], Theorem 2.4 and Proposition 2.5.
1.6. The µ-capacity
Let µ belong M0(Ω) and let L be the elliptic operator defined in 1.3. Let
E ⊂ Ω be a Borel set and let µE be a Borel measure in Ω such that, for every Borel
set B ⊆ Ω, µE(B) = µ(B ∩ E). If µ ∈ M0(Ω), then µE ∈ M0(Ω) for every Borel
subset E of Ω.
Definition 1.3. For every Borel set E ⊆ Ω, the µ-capacity of E in Ω is defined
by
Capµ(E,Ω)
def
= min
{∫
Ω
|Du|2 dx+
∫
Ω
u2 dµE : u− 1 ∈ H
1
0 (Ω)
}
.
We recall the main properties of the µ-capacity.
Proposition 1.1. Let u, v ∈ M0(Ω), let E and F be Borel subsets of Ω and
let Ω′ be an open subset of Ω. Then
(a) 0 = Capµ(∅,Ω) ≤ Capµ(E,Ω) ≤ Cap(E,Ω);
(b) if E ⊆ F then Capµ(E,Ω) ≤ Capµ(F,Ω);
(c) Capµ(E ∪ F,Ω) + Capµ(E ∩ F,Ω) ≤ Capµ(E,Ω) + Capµ(F,Ω);
(d) if E ⊆ Ω′ ⊆ Ω then Capµ(E,Ω) ≤ Capµ(E,Ω
′);
(e) if µ ≤ ν then Capµ(E,Ω) ≤ Capν(E,Ω).
Finally we recall a Poincare´ inequality, involving µ-capacity, that will be useful
in the following.
Theorem 1.2. There exists a constant k > 0, depending only on N , such
that, given x0 ∈ IR
N and r > 0, the following inequality holds for every u ∈
H1(Br(x0)) ∫
Br
u2 dx ≤
krN
Capµ(Br, B2r)
[∫
Br
|Du|2 dx+
∫
Br
u2 dµ
]
.
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For a complete treatment of the arguments in 1.4, 1.5 and 1.6 see [2] and [3].
2. Wiener Criterion for relaxed problem
We are going to study the behaviour of the local weak solution of a given
relaxed problem in some special points: the regular Dirichlet points.
Let Ω be an open bounded set of IRN . Let L be the second order elliptic
operator in divergence form defined by (1.2) with bounded coefficients satisfying
conditions (1.3) and (1.4).
Let µ ∈ M0(Ω), x0 ∈ Ω and R0 > 0 such that BR0(x0) ⊂ Ω.
Definition 2.1. We say that x0 ∈ Ω is a regular Dirichlet point for the
measure µ in Ω if every local weak solution u, in a arbitrary neighbourhood of x0,
of the equation
Lu+ µu = 0, (2.1)
is continuous in x0 and u(x0) = 0.
We recall that for the definition of the pointwise value of u we use the convention
(1.1).
Definition 2.2. For every 0 < r ≤ R ≤ R0, we define the Wiener modulus
of µ in x0 by
ω(r, R) = exp
(
−
∫ R
r
δ(ρ)
dρ
ρ
)
,
where
δ(ρ) =
Capµ(Bρ, B2ρ)
Cap(Bρ, B2ρ)
for every 0 < ρ < R0.
Remark 2.1. It is easy to verify that 0 ≤ δ(ρ) ≤ 1 for every ρ > 0 and that
r
R
≤ ω(r, R) ≤ 1 for every 0 < r < R.
Definition 2.3. We say that x0 ∈ Ω is a Wiener point for the measure µ if
lim
r→0+
ω(r, R) = 0, (2.2)
for some R > 0 or, equivalently, if the following Wiener condition for the measure
µ in x0 holds ∫ R
0
δ(ρ)
dρ
ρ
= +∞. (2.3)
The following Wiener Criterion characterizes the regular Dirichlet points in
terms of ω(r, R).
Theorem 2.1. The point x0 is a regular Dirichlet point for the measure µ
and the operator L if and only if x0 is a Wiener point for µ.
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As mentioned in the introduction, the proof of Theorem 2.1 was given in [2].
The proof of the necessity of the Wiener condition is valid for N ≥ 2, but the proof
of the sufficiency given in [2] holds only for N ≥ 3. In the next section we shall
prove an energy estimate (Thm 3.1) which is valid in the general case N ≥ 2, and
from which the sufficiency of the Wiener condition can be obtained immediately
(Thm 3.2).
We want to point out that the notion of Wiener point for the measure µ does
not depend on the operator L. Therefore, Theorem 2.1 implies that the notion of
regular Dirichlet point is independent of L.
3. Energy estimate
In this section an energy estimate, similar to that one given in [2], is proved
under the general hypothesis N ≥ 2.
Let u be a local weak solution of the problem
Lu+ µu = ν in Ω, (3.1)
where Ω is a bounded open set of IRN , L is the elliptic operator defined by (1.2),
(1.3) and (1.4), µ ∈ M0(Ω) and ν ∈ K
loc
N (Ω). We fix a point x0 ∈ Ω and a radius
R0 > 0 such that BR0 ⊆ Ω. For every ρ > 0 we denote Bρ(x0) by Bρ; the Green
function for the Dirichlet problem relative to the operator L in the ball Bρ(x0) with
singularity at x will be denoted by GxBρ(y) (or G
x
B(x0 ,ρ)
) .
Definition 3.1. Let q ∈
(
0, 15m
)
be fixed with m ≥ 1. For every r such that
0 < 2r
q
< R0, we define the function
V (r)
def
= sup
Br(x0)
u2 +
∫
Br
|Du|2Gx02r
q
dx+
∫
Br
u2Gx02r
q
dµ.
Theorem 3.1. There exist two constants k > 0 and β > 0, depending only
on q, λ, Λ and N , such that
V (r) ≤ kω(r, R)βV (R) + k ‖ ν ‖2KN (BR),
for every 0 < r < R < 2R
q
≤ R0.
Before proving this theorem we note that as a consequence of Theorem 3.1 and
of Lemma 3.2 we obtain the following result, with the same proof as in [2].
Theorem 3.2. If x0 is a Wiener point for the measure µ, then
lim
r→0+
V (r) = lim
x→x0
u(x) = u(x0) = 0.
If x0 is a Wiener point for the measure µ, then u is continuous at x0 and
u(x0) = 0. This result holds in particular for solutions of (3.1) with ν = 0. Then
Theorem 3.1 proves also the sufficient condition in the Wiener Criterion.
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In this section k will denote a positive constant, independent of r and R, that
can assume different values. We state some lemmas that will be useful in the proof
of Theorem 3.1.
Lemma 3.1. For every 0 < q < 1 there exists a constant k > 0, depending
only on q, λ, Λ and N , such that
sup
x∈BqR(x0)
|u| ≤ k
(
1
R2
∫
BR−BqR
u2 dx
) 1
2
+ k ‖ ν ‖KN (BR),
for every 0 < R ≤ R0.
Lemma 3.2. For every fixed 0 < R < 2R0 and for every q such that 0 < q < 1
there exists a constant k > 0, depending only on q, λ, Λ and N , such that
V (qR) ≤ k
1
RN
∫
BR−BqR
u2 dx+ k ‖ ν ‖2KN (BR) .
For the proofs of Lemmas 3.1 and 3.2 see [2]. We give here, for the sake of
completeness, the proof of the following lemma given in [1] for the case of obstacle
problems with elliptic degenerate operators.
Lemma 3.3. For quasi every z in Ω and R > 0 such that BR(z) ⊆ Ω, for
every γ > 0 we have
2λ
∫
BpR(z)
|Du|2GzB(tR,z) dx+ (u(z))
2 ≤ (2 + γ) sup
BtR(z)
u2+
+
A
γ
∫
BtR(z)−BpR(z)
|Du|2GzB(tR,z) dx+
α2
λ2
‖ ν ‖2KN (BR(z)), (3.2)
with t ∈
(
1, 12
)
, p < 23 t, A is a positive constant depending only on λ, Λ and N and
α is the constant appearing in (1.6) and (1.7).
Proof. Let Gyρ be the approximate Green function for G
y
B(tR,z). Consider
v = uGzρϕ with ρ <
1
2
pR and ϕ the capacitary potential of B(pR, z) in B(tR, z) for
the operator L, i. e., ϕ ∈ H10 (BtR(z)), ϕ ≥ 1 q.e. on BpR(z), and
a(ϕ, ψ − ϕ) ≥ 0 ∀ψ ∈ H10 (BtR(z)) withψ ≥ 1 q.e. onBpR(z).
It turns out that ϕ = 1 q.e. on BpR(z) and that ϕ ≥ 0 q.e. on BtR(z) (see
[16]). Since u ∈ H10 (BtR(z)) ∩ L
2(BtR(z), µ) ∩ L
∞(BtR(z), µ) (Lemma 3.1) and
Gzρ ∈ H
1
0 (BtR(z))∩L
∞(BtR(z), µ), then v ∈ H
1
0 (BtR(z))∩L
2(BtR(z), µ) and v has
compact support in Ω provided that we extend it to all IRN in the trivial way. We
can use v as test function in the variational equation verified by u, obtaining
N∑
i,j=1
∫
BtR(z)
aijDiuDjuϕG
z
ρ dx+
N∑
i,j=1
∫
BtR(z)
aijDiuDjG
z
ρϕu dx =
10
=∫
BtR(z)
uGzρϕdν −
∫
BtR(z)
u2Gzρϕdµ−
N∑
i,j=1
∫
BtR(z)
aijDiuDjϕuG
z
ρ dx ≤
≤
∫
BtR(z)
uGzρϕdν −
N∑
i,j=1
∫
BtR(z)
aijDiuDjϕuG
z
ρ dx. (3.3)
By the definition of Gzρ, we have
1
|Bρ|
∫
Bρ(z)
u2 dx =
1
|Bρ|
∫
Bρ(z)
u2ϕdx =
N∑
i,j=1
∫
BtR(z)
aijDi
(
u2ϕ
)
DjG
z
ρ dx =
= 2
N∑
i,j=1
∫
BtR(z)
aijDiuDjG
z
ρϕu dx+
N∑
i,j=1
∫
BtR(z)
aijDiϕDjG
z
ρu
2 dx. (3.4)
From (1.4), (3.3), and (3.4) it follows
λ
∫
BtR(z)
|Du|2ϕGzρ dx+
1
2
1
|Bρ|
∫
Bρ(z)
u2 dx ≤
1
2
N∑
i,j=1
∫
BtR(z)
aijDiϕDj
(
Gzρu
2
)
dx+
−
N∑
i,j=1
∫
BtR(z)
(aij + aji)DiuDjϕuG
z
ρ dx+
∫
BtR(z)
uGzρϕdν =
=
1
2
a(ϕ, u2Gzρ) +
∫
BtR(z)
uGzρϕdν −
N∑
i,j=1
∫
BtR(z)
(aij + aji)DiuDjϕuG
z
ρ dx. (3.5)
Now we know that u2Gzρ ∈ H
1
0 (BtR(z)), Lϕ ≥ 0, G
z
ρ ≥ 0, ϕ = 1 q.e. in BpR(z);
thus, using the definition of Gzρ, we obtain
a(ϕ, u2Gzρ) ≤ a(ϕ,G
z
ρ) sup
BtR(z)
u2 = sup
BtR(z)
u2
1
|Bρ|
∫
Bρ
ϕdx = sup
BtR(z)
u2. (3.6)
Therefore from (3.5) and (3.6) we have
2λ
∫
BtR(z)
|Du|2ϕGzρ dx+
1
|Bρ|
∫
Bρ(z)
u2 dx ≤
≤ sup
BtR(z)
u2 + 2
∫
BtR(z)
uGzρϕdν − 2
N∑
i,j=1
∫
BtR(z)
(aij + aji)DiuDjϕuG
z
ρ dx. (3.7)
We can estimate from above the absolute value of the second term on the
right-hand side of (3.7) as follows∣∣∣∣∣
∫
BtR(z)
uGzρϕdν
∣∣∣∣∣ ≤ supBtR(z) |u|
∫
BtR(z)
Gzρ d|ν|. (3.8)
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Now we define
w(y) =
∫
BtR(z)
GR(x, y) d|ν|(x),
where GR is the Green function for the Dirichlet problem in BR(z) with the oper-
ator L. The function w is the solution in BR(z) of the equation Lw = |νtR|, where
νtR(E)
def
= ν(E ∩ BtR(z)) for every Borel set E ⊆ BtR(z). Then, using (1.6) and
(1.7), we get
0 ≤ w(x) ≤
α
λ
‖ ν ‖KN (BR(z)) q.e. inBtR(z).
From (3.8) we obtain∣∣∣∣∣
∫
BtR(z)
uGzρϕdν
∣∣∣∣∣ ≤ supBtR(z) |u|
N∑
i,j=1
∫
BR
aijDiwDjG
z
ρ dx =
= sup
BtR(z)
|u|
1
|Bρ|
∫
Bρ(z)
w dx ≤ sup
BtR(z)
|u|
α
λ
‖ ν ‖KN (BR(z)) .
Finally, we estimate the last term of (3.7) using the Young inequality, the
boundedness of the coefficients of L, and the fact that |Dϕ| = 0 q.e. in BpR(z):
−2
N∑
i,j=1
∫
BtR(z)
(aij + aji)DiuDjϕuG
z
ρ dx ≤
≤ 4NΛ
∫
BtR(z)−BpR(z)
|Du||Dϕ||u|Gzρ dx ≤
≤ 2NΛη
∫
BtR(z)−BpR(z)
|Dϕ|2u2Gzρ dx+
2NΛ
η
∫
BtR(z)−BpR(z)
|Du|2Gzρ dx,
where η > 0 is an arbitrary positive constant. As ϕ is the L-capacitary potential of
BpR(z) in BtR(z), there exists a constant k, depending only on N , λ, Λ such that
∫
BtR(z)−BpR(z)
|Dϕ|2 dx ≤
1
λ
N∑
i,j=1
∫
BtR(z)
aijDiϕDjϕdx ≤ kCap(BpR, BtR)
(see [16]). In the estimates obtained up to now we can pass to the limit as ρ→ 0+.
From (3.7), applying the maximum principle to GzB(tR,z), that is L-harmonic in the
annulus BtR(z)−BpR(z), we obtain
2λ
∫
BpR(z)
|Du|2GzB(tR,z) dx+ u
2(z) ≤
≤ sup
BtR(z)
u2 + 2NΛη sup
BtR(z)
u2 sup
∂BpR(z)
GzB(tR,z)Cap(BpR, BtR)+
12
+
2NΛ
η
∫
BtR(z)−BpR(z)
|Du|2GzB(tR,z) dx+ 2 sup
BtR(z)
|u|
α
λ
‖ ν ‖KN (BR(z)), (3.9)
where for the pointwise value of u we use convention (1.1). Then it follows by (1.5)
2λ
∫
BpR(z)
|Du|2GzB(tR,z) dx+ u
2(z) ≤
≤ (2 + γ) sup
BtR(z)
u2 +
A
γ
∫
BtR(z)−BpR(z)
|Du|2GzB(tR,z) dx+
α2
λ2
‖ ν ‖2KN (BR(z)),
where γ = 2NΛλ−1αη and A = 4N2Λ2λ−1α.
Since η > 0 is arbitrary this concludes the proof of the lemma.
Finally we recall the following integration lemma. For the proof see e.g. [15].
Lemma 3.4. Let V (ρ) be a non-decreasing function of ρ ∈ (0, R], R > 0
and δ(ρ) be a function such that 0 ≤ δ(ρ) ≤ 1. Let q and k be two constants such
that 0 < q < 1, k > 0 and let 0 < r < qR. Suppose that
V (qρ) ≤
1
1 + kδ(ρ)
V (ρ), (3.10)
for every ρ ∈
[
r
q
, R
]
. Then we have
V (r) ≤ k0 exp
(
−β| log q|−1
∫ R
r
δ(ρ)
dρ
ρ
)
V (R),
where β = k1+k and k0 = exp(β).
Proof of Theorem 3.1. We choose in (3.2) t = 1
m
− q, p = 2q, with q ∈(
0, 15m
)
and m ≥ 1 so that q < p < t and t+ q ≤ 1. Then for every z ∈ BqR(x0) we
have BtR(z) ⊂ BR(x0) and
sup
z∈BqR(x0)
sup
BtR(z)
u2 ≤ sup
BR(x0)
u2.
We take in (3.2) the supremum for z ∈ BqR(x0) and obtain:
sup
z∈BqR(x0)
u2 ≤ (2 + γ) sup
BR(x0)
u2+
+
A
γ
sup
z∈BqR(x0)
sup
∂BpR(z)
GzBtR(z)
∫
BtR(z)−BpR(z)
|Du|2 dx+
α2
λ2
‖ ν ‖2KN (BR)≤
≤ (2 + γ) sup
BR(x0)
u2 +
Aλ−1KR2−N
γCap(Bp, Bt)
∫
BR(x0)−BqR(x0)
|Du|2 dx+
13
+
α2
λ2
‖ ν ‖2KN (BR) . (3.11)
For the last inequality we used the estimate (1.5) for the Green function and
the fact that BpR(z) ⊃ BqR(x0) for every z ∈ BqR(x0). Moreover, we have by (1.5)
Gx0
B2R(x0)
≥
Λ−1K−1R2−N
Cap(B1, B2)
,
for every x ∈ BR(x0)−BqR(x0); from (3.11) it follows that
sup
BqR(x0)
u2 ≤ (2 + γ) sup
BR(x0)
u2 +
C1
γ
∫
BR(x0)−BqR(x0)
|Du|2Gx0
B2R(x0)
dx+
+
C1
γ
∫
BR(x0)−BqR(x0)
u2Gx0
B2R(x0)
dµ+
A
N4Λ2
‖ ν ‖2KN (BR), (3.12)
where C1 = 4AK
2Λ2λ−1 Cap(B1,B2)
Cap(Bp,Bt)
and in the right-hand side we added the integral
with respect to the non-negative measure µ. In the sequel we will use the notation
Gρ for G
x0
B(ρ,x0)
.
By Lemma 3.2 we have
∫
BqR
|Du|2G2R dx+
∫
BqR
u2G2R dµ ≤ V (qR) ≤
≤ k
1
RN
∫
BR−BqR
u2 dx+ k ‖ ν ‖2KN (BR)≤ k
′ sup
BR
u2 + k′ ‖ ν ‖2KN (BR),
where we can choose k′ > 1 arbitrarily large. Therefore
sup
BR
u2+ ‖ ν ‖2KN (BR)≥ C2
[∫
BqR
|Du|2G2R dx+
∫
BqR
u2G2R dµ
]
, (3.13)
where C2 =
1
k′
can be fixed arbitrarily small; this fact will be useful later. Now
from (3.12) and (3.13) we obtain
C2
[∫
BqR
|Du|2G2R dx+
∫
BqR
u2G2R dµ
]
+ sup
BqR
u2 ≤
≤ (3 + γ) sup
BR
u2 +
C1
γ
[∫
BR−BqR
|Du|2G2R dx+
∫
BR−BqR
u2G2R dµ
]
+
+
(
1 +
α2
λ2
)
‖ ν ‖2KN (BR) . (3.14)
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All the relations we established up to now hold for every R such that 0 < R ≤
qR0
2
. In particular if we fix R ≤ qR0
2
, then they hold for every ρ such that 0 < ρ ≤ R.
Fixed 0 < r < qR, we want to start from (3.14), in order to arrive to a relation like
V (qρ) ≤ V (ρ)
1+kδ(ρ)
for every r
q
< ρ < R and then apply the integration lemma. To
obtain this we have to distinguish different cases.
Consider first the case of fixed r and R such that r ≤ qR and
C2
[∫
Br
|Du|2G 2r
q
dx+
∫
Br
u2G 2r
q
dµ
]
+ sup
Br
u2 ≥ 2M ‖ ν ‖2KN (BR), (3.15)
with M a positive constant greater than all the constants appearing as factors of
‖ ν ‖2KN (BR) in Lemma 3.1, in Lemma 3.2 and in (3.14). Therefore, for every
r
q
< ρ < R, we have
M ‖ ν ‖2KN (Bρ)≤
C2
2
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
1
2
sup
Bqρ
u2, (3.16)
where we took into account that, thanks to the maximum principle, G 2r
q
≤ G2ρ.
As 1 + α
2
λ2
≤M , by (3.14) and (3.16) it follows that
C2
2
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
1
2
sup
Bqρ
u2 ≤
≤ (3 + γ) sup
Bρ
u2 +
C1
γ
[∫
Bρ−Bqρ
|Du|2G2ρ dx+
∫
Bρ−Bqρ
u2G2ρ dµ
]
,
for every r
q
< ρ < R. Now, after multiplication by γ, we ‘fill the hole” of the annulus
adding the term
C1
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
to both sides and we obtain
1
2
(C2γ + 2C1)
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
γ
2
sup
Bqρ
u2 ≤
≤ γ(3 + γ) sup
Bρ
u2 + C1
[∫
Bρ
|Du|2G2ρ dx+
∫
Bρ
u2G2ρ dµ
]
. (3.17)
Now we want to replace G2ρ with G 2ρ
q
in the right-hand side of (3.17). We
consider F = G 2ρ
q
−G2ρ and thus G2ρ = G 2ρ
q
−F . From the definition of the Green
function, F is L-harmonic in B2ρ and F = G 2ρ
q
q.e. on ∂B2ρ. It follows that
min
Bρ
F ≥ min
B2ρ
F ≥ min
∂B2ρ
F = min
∂B2ρ
G 2ρ
q
≥
Λ−1K−1
Cap(B2, B 2
q
)
ρ2−N . (3.18)
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Then by (3.17) and (3.18) we obtain
1
2
(C2γ + 2C1)
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
γ
2
sup
Bqρ
u2 ≤
≤ γ(3 + γ) sup
Bρ
u2 + C1
[∫
Bρ
|Du|2G 2ρ
q
dx+
∫
Bρ
u2G 2ρ
q
dµ
]
−
−
C1Λ
−1K−1
Cap(B2, B 2
q
)
ρ2−N
[∫
Bρ
|Du|2 dx+
∫
Bρ
u2 dµ
]
. (3.19)
Therefore, applying Poincare´ inequality (see Theorem 1.2) to the last term of
(3.19), we have
−
C1Λ
−1K−1
Cap(B2, B 2
q
)
ρ2−N
[∫
Bρ
|Du|2 dx+
∫
Bρ
u2 dµ
]
≤ −κδ(ρ)
1
ρN
∫
Bρ
u2 dx, (3.20)
where κ is a positive constant depending only on q, λ, Λ and N . Choosing C2 < 1,
by (3.16) it follows that
M ‖ ν ‖2KN (Bρ)≤
1
2
V (qρ),
for every r
q
< ρ < R. Since the constant k which appears in Lemma 3.2 satisfies
k ≤M , from Lemma 3.2 we obtain
1
2
sup
Bqρ
u2 ≤
1
2
V (qρ) ≤ k
1
ρN
∫
Bρ
u2 dx,
with k > 1 arbitrarily large. Then from (3.20) we get
−
C1Λ
−1K−1
Cap(B2, B 2
q
)
ρ2−N
[∫
Bρ
|Du|2 dx+
∫
Bρ
u2 dµ
]
≤ −C3δ(ρ) sup
Bqρ
u2, (3.21)
with r
q
< ρ < R, where C3 (as well as C2) is a constant that can be chosen arbitrarily
small. Then we can take, without loss of generality, C3 =
15
2 C2. Therefore, by (3.19)
and (3.21) it follows that
1
2
(C2γ + 2C1)
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
1
2
[γ + 15C2δ(ρ)] sup
Bqρ
u2 ≤
≤ γ(3 + γ) sup
Bρ
u2 + C1
[∫
Bρ
|Du|2G 2ρ
q
dx+
∫
Bρ
u2G 2ρ
q
dµ
]
. (3.22)
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By adding 16C1
C2
supBqρ u
2 to both sides of (3.22) we obtain
(C2γ + 2C1)
[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
+
16
C2
[
2C1 +
C2
16
(γ + 15C2δ(ρ))
]
sup
Bqρ
u2 ≤
≤ 2
16
C2
[
C1 +
C2
16
γ(3 + γ)
]
sup
Bρ
u2 + 2C1
[∫
Bρ
|Du|2G 2ρ
q
dx+
∫
Bρ
u2G 2ρ
q
dµ
]
.
Then, since γ is an arbitrary constant, we can choose γ = C2δ(ρ) < 1 and we
get(
2C1 + C
2
2δ(ρ)
)[∫
Bqρ
|Du|2G2ρ dx+
∫
Bqρ
u2G2ρ dµ
]
+
+
16
C2
(
2C1 + C
2
2δ(ρ)
)
sup
Bqρ
u2 ≤
16
C2
(
2C1 +
1
2
C22δ(ρ)
)
sup
Bρ
u2 + 2C1
[∫
Bρ
|Du|2G 2ρ
q
dx+
∫
Bρ
u2G 2ρ
q
dµ
]
. (3.23)
We now introduce the non-decreasing function U(ρ) defined by
U(ρ)
def
=
∫
Bρ
|Du|2G 2ρ
q
dx+
∫
Bρ
u2G 2ρ
q
dµ+
16
C2
sup
Bρ
u2.
From (3.23) we have
U(qρ) ≤
2C1 +
1
2
C22δ(ρ)
2C1 + C
2
2δ(ρ)
U(ρ), (3.24)
for every r
q
< ρ < R. Since we can choose C2 such that
C22
2C1
< 1 holds, then from
(3.24) we obtain
U(qρ) ≤
1
1 + kδ(ρ)
U(ρ),
for every r
q
< ρ < R, with k =
C22
6C1
. Therefore by Lemma 3.4 we have
U(r) ≤ k0 exp
(
−β
∫ R
r
δ(ρ)
dρ
ρ
)
U(R).
Then, choosing C2 < 16, we get
V (r) ≤
16
C2
k0 exp
(
−β
∫ R
r
δ(ρ)
dρ
ρ
)
V (R), (3.25)
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for every r and R with r < qR such that (3.15) holds.
Trivially, if r < qR and (3.15) does not hold, i.e.,
C2
[∫
Br
|Du|2G 2r
q
dx+
∫
Br
u2G 2r
q
dµ
]
+ sup
Br
u2 < 2M ‖ ν ‖2KN (BR),
then we have
V (r) ≤
2M
C2
‖ ν ‖2KN (BR) . (3.26)
If qR ≤ r ≤ R, then
∫ R
r
δ(ρ)
dρ
ρ
≤
∫ R
qR
δ(ρ)
dρ
ρ
≤ log
1
q
;
hence
exp
(
−β
∫ R
r
δ(ρ)
dρ
ρ
)
≥ qβ .
Therefore from V (r) ≤ V (R) it follows that
V (r) ≤ q−β exp
(
−β
∫ R
r
δ(ρ)
dρ
ρ
)
V (R). (3.27)
Finally from (3.25), (3.26) and (3.27) it follows that, for every 0 < r ≤ R ≤ 2R0
q
,
we have
V (r) ≤ k exp
(
−β
∫ R
r
δ(ρ)
dρ
ρ
)
V (R) + k ‖ ν ‖2KN (BR),
where k = max
{
16
C2
k0,
2M
C2
, q−β
}
.
As a consequence of Theorem 3.1 we have the following estimate of the µ-energy
Eµ(r)
def
=
∫
Br
|Du|2 dx+
∫
Br
u2 dµ, 0 < r ≤ R0
Theorem 3.3. There exist two constants k > 0 and β > 0, depending only
on λ, Λ and N , such that
Eµ(r) ≤ kω(r, R)
β r
N−2
Capµ(B2R, B4R)
Eµ(2R) + kr
N−2 ‖ ν ‖KN (B2R)
for every 0 < r ≤ R ≤ qR02 .
Proof. We proceed as in Theorem 6.5 of [2], having in mind that when in [2] it
is used the estimate of the fundamental solution for the Laplace operator, we must
use the estimate of the Green function.
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4. Classical case
Choosing a suitable µ inM0(Ω) it is possible to obtain from a relaxed problem
of the type (3.1) a problem equivalent to the following variational Dirichlet problem{
Lu = f in Ω
u ∈ H10 (Ω)
(4.1)
where f ∈ H−1(Ω).
Let E be a subset of IRN . We denote with ∞E the measure of M0(Ω) defined
by
∞E(B)
def
=
{
0 if Cap (E ∩B) = 0
+∞ otherwise
and we consider the equation
Lu+∞Eu = f in Ω. (4.2)
First of all we remark that if v ∈ L2loc(Ω,∞E), then v = 0 q.e. in Ω ∩E. Thus
u is a local weak solution of (4.2) if and only if
u ∈ H1(Ω)
u = 0 q.e. in Ω ∩ E∫
Ω
DuDv dx =
∫
Ω
fv dx
for every v ∈ H10 (Ω) with compact support in Ω and such that v = 0 q.e. in Ω∩E.
In particular if E is a closed set, u is a weak solution of problem{
Lu+∞Eu = f in Ω
u = 0 on ∂Ω
if and only if u = 0 q.e. in Ω ∩E and u|Ω∩E is a solution of{
Lu = f in Ω−E
u ∈ H10 (Ω− E).
Let Ω′ be a bounded open set such that Ω′ ⊃⊃ Ω. Consider the equation (4.2)
in Ω′, choosing E = Ω′ − Ω. In this case u is a local weak solution of (4.2) in Ω′ if
and only if it is a solution of (4.1).
If we consider the Wiener Criterion (Theorem 2.1) for this special case, we
obtain exactly the classical Wiener Criterion for the variational Dirichlet problem
(4.1). Actually it is easy to see that Cap∞Ω′−Ω(Bρ, B2ρ) = Cap(Bρ ∩ CΩ, B2ρ), for
ρ small enough, and then the Wiener modulus at a point x0 on the boundary of Ω
is given by
ω(r, R) = exp
(
−
∫ R
r
Cap(Bρ(x0) ∩ CΩ, B2ρ(x0))
Cap(Bρ(x0), B2ρ(x0))
dρ
ρ
)
,
19
for every 0 < ρ < R0 (with R0 such that BR0(x0) ⊂ Ω
′), where CΩ = IRN − Ω.
Moreover, if we consider problem (4.1) with f = ν ∈ KN (Ω), by the estimate
of Theorem 3.1 we obtain a continuity modulus estimate already proved by Maz’ja
in [13]; by Theorem 3.2 we have the following estimate of the energy decay in terms
of the Wiener modulus
∫
Br
|Du|2 dx ≤ k
rN−2
Cap(B2R ∩ CΩ, B4R)
exp
(
−β
∫ R
r
Cap(Bρ ∩ CΩ, B2ρ)
ρN−1
dρ
)
×
∫
B2R
|Du|2 dx+ krN−2 ‖ ν ‖KN (B2R)
(ν is extended out of Ω in the trivial way), that holds for every 0 < r ≤ R and in
dimension N ≥ 2.
References
[1] M. Biroli, U. Mosco: Wiener and potential estimates for obstacle problems
relative to degenerate elliptic operators, Annali Mat. Pura Appl. (IV), 159,
1991, p. 255–281.
[2] G. Dal Maso, U. Mosco: Wiener criteria and energy decay for relaxed Dirichlet
problems, Arch. Rat. Mech. Anal., 95, n. 4, 1986, p. 345–387.
[3] G. Dal Maso, U. Mosco: Wiener criterion and Γ-convergence, Appl. Math.
Opt, 15, 1987, p. 15–63.
[4] G. Dal Maso, U. Mosco, M. A. Vivaldi: A pointwise regularity theory for the
two-obstacle problem, Acta Mathematica, 163, 1989, p. 57–107.
[5] E. Fabes, D. Jerison, C. Kenig: The Wiener test for degenerate equations, Ann.
Inst. Fourier, Grenoble, 32, n. 3, 1982, p. 151–182.
[6] E. Fabes, C. Kenig, R. Serapioni: The local regularity of solution of degenerate
elliptic equations, Comm. in Partial Differential Equations, 7, n.1 1982, p. 77–
116.
[7] J. Frehse: Capacity methods in the theory of partial differential equations,
Jber. d. Dt. Math.-Verein, 84, 1982, p. 1–44.
[8] L.L. Helms: Introduction to potential theory, J. Wiley & Sons, New York,
1969.
[9] O.D. Kellog, M. Vasilesco: A contribution to potential theory of capacity,
Amer. Journ. of Math., 51, 1929, p. 515–526.
20
[10] Ch. de La Valle´e Poussin: Points irregulier. Determitation de masses par le
potentiel, Acade´mie Royale de Belgique. Bull. Classes des Sciences s. 5, 24,
1938, p. 368–384; 672-689.
[11] N.S. Landkof: Foundations of modern potential theory, Springer-Verlag, Ber-
lin, Heidelberg, New York, 1972.
[12] W. Littman, G. Stampacchia, H.F. Weinberger: Regular points for elliptic
equations with discontinuous coefficients, Ann. Scuola Normale Sup. Pisa, 17,
1963, p. 45–79.
[13] V.G. Maz’ja: Behaviour, near the boundary, of solutions of the Dirichlet prob-
lem for a second-order elliptic equation in divergent form, Math. Notes, 2,
1967, p. 610–617.
[14] V.G. Maz’ja: On the continuity at a boundary point of solutions of quasi-linear
elliptic equations, Vestnik Leningrad Univ. Math., 3, 1976, p. 224–241.
[15] U. Mosco: Wiener criterion and potential estimates for the obstacle problem,
Indiana University Mathematical Journal, 36, n. 3, 1987, p. 455–494.
[16] G. Stampacchia: Le proble`me de Dirichlet pour les e´quations elliptiques du
second ordre a` coefficients discontinus, Ann. Inst. Fourier (Grenoble), 15,
1965, p. 189–258.
[17] N. Wiener: Certain notions in potential theory, J. Math. and Phys., 3, 1924,
p. 24–51.
[18] N. Wiener: The Dirichlet problem, J. Math. and Phys., 3, 1924, p. 127–146.
21
