A shooting method for two{point{boundary value problems for fully implicit index{ 1 and {2 di erential{algebraic equations is presented. A combination of the shooting equations with a method of the calculation of consistent initial values leads to a system of nonlinear algebraic equations with nonsingular Jacobian. Examples are given.
Introduction
In this paper we consider the fully implicit index{2 system f(x 0 (t); x(t); t) = 0; t 2 a; b];
(1.1) with the boundary condition g(x(a); x(b)) = 0:
(1.2) Such problems arise as models of electrical networks, chemical reactions or index{reduced systems of mechanical motions. The possibility of the direct solution of given index{2 problems is very useful because the index reduction changes the stability behaviour of the DAE it is easier to reduce an index{3 system by only one step than by two steps. The realization of the shooting method is strongly connected with an integration method that integrates index{2 problems well. This is given if ker(f 0 y ) = N = const, e.g. for the BDF{method. The presented shooting method links a procedure for the calculation of consistent initial values (this procedure alone is very useful) with the shooting equations, and the Jacobian of the whole method becomes nonsingular. In Chapter 2 we introduce some projectors which are useful for the description of index{2 DAE's. We de ne a Green function for the explicit representation of of the solution of a linear index{2 DAE (Chapter 3). The numerical solution of (1.1),(1.2) by a shooting method is presented in Chapter 4 and some remarks to the numerical realization you can nd in Chapter 5. Numerical examples complete the paper (Chapter 6).
Index determination and projectors
We investigate the nonlinear DAE f(x 0 (t); x(t); t) = 0 (2.1) as an IVP or BVP. For the numerical approximation of (2.1) it is necessary to know which index the DAE has. Let x ? be a solution of the considered problem (2.1) and A(t) := f 0 y (x 0 ? (t); x ? (t); t) B(t) := f 0 x (x 0 ? (t); x ? (t); t): Q i is de ned to be a projector onto N i := ker(A i (t)); P i := I ? Q i for i 0 and P 0 =: P.
Then the following de nition is given.
Definition.
M a91] The ordered pair fA; Bg of continuous matrix functions is said to be index{ {tractable if all matrices A j (t); j = 0; : : :; ? 1, within the chain (2.3) are singular with smooth nullspaces, and A (t) remains nonsingular. The nonlinear DAE (2.1) is said to be index{1{tractable locally around x ? if the pair of the linearization (2.2) is so, too.
The nonlinear DAE (2.1) is said to be index{ {tractable locally around x ? for > 1 if the pair of the linearization (2.2) is so in a neighbourhood of the solution. We are interested in the index{2{tractable case under the assumption that ker(f 0 y ) = N = const, i.e. P 0 = 0:
The following situation is given where Q 1 represents the canonical projector given in (2.9).
3 Representation of the solution for a linear index{2 BVP In this chapter we present a solution of the linear system A(t)x 0 (t) + B(t)x(t) = q(t) First we consider the IVP (3.1) with the initial condition P(s)P 1 (s)(x(s) ? ) = 0:
For the projector P 1 := I ? Q 1 we prefer now the canonical projector Q 1 given in (2.9). Proof. The unique solution of (3.1), (3.2) is related to the solution of the IVP (3.1), (3.3).
Then it becomes clear that only PP 1 in uences the solution. Hence, we require for = PP 1 :
(3.14)
We are looking for solutions of (3.11) in the set P := fzjz 2 im(PP 1 )g: The right{hand side of (3.11) ful ls 2 im(D a ; D b ). This means that (3.13) is a necessary condition for the solvability of (3.11). The structure of X(t; s) provides S = SP(a)P 1 (a) or ker(S) im(I ? P(a)P 1 (a)):
(3.15) ! Let 2 P be a solution of (3.11), then also + 2 P solves (3.11) with 2 ker(S). The uniqueness requires that P \ ker(S) = f0g ) ker(S) im(I ? PP 1 ). With (3.15) formulae (3.12) follows.
Let (3.12) be valid, and 1 and 2 2 P denote two solutions of (3.11). Then 1 ? 2 2 ker(S), but ker(S) \ P = f0g and 1 = 2 . 2 S ? denotes the generalized re exive inverse of S with S ? SS ? = S ? ; SS ? S = S and S ? S = P(a)P 1 (a):
This representation of S ? is possible if (3.12) is valid. We multiply (3.11) by S ? : P(a)P 1 (a) = S ?~ :
With (3.10) we have
Using ( 4 Numerical solution by shooting method We use a general approach taking advantage of the given subspaces by using special projectors. A further disadvantage of shooting methods for DAE's is the singularity of the Jacobian. This problem we overcome as in the index 1 case (cf 
Consistent initial values
We consider the nonlinear DAE f(x 0 (t); x(t); t) = 0:
(4.1) For a better understanding of the index{2 case let us consider the transferable or index{1 case. The assumption ker(f 0 y ) = N(t) allows us to transform (4.1) into f((Px) 0 (t) ? P 0 x(t); x(t); t) = 0 Proof. The Jacobian is given by The accuracy of the numerical solution depends essentially on the condition of the matrix .
We investigate the condition of the matrix . Using Lemma 2.1 and PQ 1 (P ? Q 1 ) = 0; the inverse of is given by Remark 3 The essential part of the estimation shows that cond( ) O(h ?2 ) in the worst case. This is not surprising because of the numerical di erentiation.
The shooting method
We consider now a boundary value problem f(x 0 (t); x(t); t) = 0; t 2 a; b]; 
Numerical realization
The application of a shooting method means that at least the integration of the given problem over an (sub)interval is possible. In the case of DAE's this implies that consistent initial values in the shooting points are available. The rough algorithm for the solution of a TPBVP for DAE's is given as follows:
1 
The calculation of K
In contrast to the ODE's, n additional conditions are not possible in DAE's. Only dim(im(S)) (see Th.3.1) conditions are allowed and, moreover, we know that dim(im(S)) = dim(im(PP) 0 ) =: r: We organize our method in such a way that the rst r components of g contain the r conditions, i.e. we have to look for a matrix K so that K ?1 (I ? PP 1 ) 0 projects onto the last r+1; :::; n{th components only. We know that there exists a nonsingular matrix T with That means, we ask for the inital point from which the pendulum needs the time 0.55 to reach the lowest point. (6.1) represents an index{3 DAE so that we have to reduce the index (e.g. by di erentiation). The index{2 version is given by 
