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Abstract:  Construction contract auctions are characterised by (1) a heavy emphasis on the 
lowest bid as it is that which usually determines the winner of the auction, (2) anticipated high 
outliers due to the presence of non-competitive bids, (3) very small samples, and (4) uncertainty 
of the appropriate underlying density function model of the bids.  This paper describes a method 
for simultaneously identifying outliers and density function by systematically identifying and 
removing candidate (high) outliers and examining the composite goodness-of-fit of the resulting 
reduced samples with censored normal and lognormal density function.  The special importance 
of the lowest bid value in this context is utilised in the goodness-of-fit test by the probability of 
the lowest bid recorded for each auction as a lowest order statistic.  Six different identification 
strategies are tested empirically by application, both independently and in pooled form, to eight 
sets of auction data gathered from around the world.  The results indicate the most conservative 
identification strategy to be a multiple of the auction standard deviation assuming a lognormal 
composite density.  Surprisingly, the normal density alternative was the second most 
conservative solution.  The method is also used to evaluate some methods used in practice and to 
identify potential improvements. 
 
Keywords: Construction, contract, auctions, outliers, goodness-of-fit, censored samples, small 
samples. 
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INTRODUCTION 
 
The overwhelming majority of contracts for construction work are let by sealed-bid auctions, in 
which the criterion for award is the lowest bid (Merna and Smith, 1990).  Increasingly, the 
participants (tenderers) of construction contract auctions, are chosen by the auctioneer (client, 
owner, principal, consultant) in advance of the auction in order to restrict those tendering bids to 
the ones favoured by the auctioneer because of their known or conjectured ability to perform the 
work satisfactorily, as well as minimising the abortive tendering costs of those not so favoured.  
Preselection of tenderers in this way is fine when all the tenderers are keen to obtain the work 
and tender competitive bids.  However, there are a variety of reasons (eg, full order books, the 
strength of the competition, low projected profit levels, cost of bidding and short period allowed 
for bid preparation) why tenderers sometimes would prefer not to bid for a particular contract.  
Rather than abstain in such situations, invited tenderers often bid anyway in order to stay in 
favour with the auctioneer by appearing to be interested in obtaining the contract.  By their very 
nature, such bids are not intended to be competitive.  They must also be inexpensive to produce 
and, to achieve their purpose, be undetectable by the auctioneer. 
 
One means of achieving this is through what is known as ‘cover’ pricing, by which a 
competitor’s bona fide bid is used with the addition of a few percent to ensure non-
competitiveness.  In some countries, cover pricing is illegal per se as it necessarily involves the 
pre-auction collusion of two of the tenderers.  In most other countries, it is at least regarded as 
unethical.  The Institute of Quantity Surveyors Sussex Branch (1979), however, in an opinion 
survey involving “a few hundred individuals earning their living by preparing bills of quantities, 
estimates, managing contracts and business”, found that cover prices are taken notwithstanding 
attempts to prevent the practice, the responses showing “a marked unanimity”.  Also, Daniels 
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(1978), in describing the work of the UK Builders’ Conference, revealed that tenderers admitted 
to the use of cover prices.  Indeed, discussions at a 1979 conference entitled “Estimating, the 
Way Ahead’, organised by the Building Trades Journal, openly admitted the practice of taking 
cover prices, discussing alternative methods of acquiring such prices. 
 
Another possible means of non-competitive bidding, reported by Moyles (1973), is for tenderers 
to give detailed attention to desirable contracts only, the remaining bids being prepared in a 
more approximate manner with a risk allowance to cover unforeseen circumstances and for the 
less accurate method of estimating - a method seemingly fraught with the possibility of either 
winning the auction with an underestimated cost or bidding so high as to be detectable by the 
auctioneer. 
 
Whichever method is used, the result is likely to be a suboptimal competition for the auctioneer, 
whose ignorance of the non-competitive nature of the bid precludes the possibility of selecting a 
replacement tenderer.  It is clearly in the auctioneer’s interest, therefore, to be able to identify 
non-competitive bids for remedial action to be instigated.  One arbitrary approach to this is the 
Hong Kong Government’s criterion by which all bids greater than 25% of the lowest bid are 
deemed non-competitive and the relevant tenderers thus rendered ineligible for future auctions. 
 
The presence of non-competitive bids is also a complicating factor in competitor analysis and 
strategic bidding, where statistical models of bids are required.  Here the task is to remove the 
non-competitive bids before modelling.  The methods used by researchers to do this have been 
inconsistent and largely arbitrary.  Southwell (1971), in attempting to model construction 
contract auction bids, simply excludes non-competitive bids by pure intuition without further 
comment.  Franks (1970), in comparing the variability of students’ price forecasts with bids 
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obtained for several ‘live’ construction contract auctions, excludes the upper 20 percent of bids 
as being “probably non-competitive”.  Morrison and Stevens (1980), on the other hand, have 
considered excluding the highest two bids for each auction, while Whittaker’s (1970) analysis of 
153 UK construction contract auctions excluded all bids exceeding the average bid by a factor of 
6. 
 
In contrast with this, Pim (1974), along with the majority of bidding strategists (eg, Friedman, 
1956; Gates, 1967; Carr, 1982; Skitmore and Pemberton, 1994), does not advocate rejecting bids 
that look ‘wrong’, although he suggests excluding bids his own firm know to be wrong because 
of arithmetical or judgement errors.  In another study, Johnston (1978), far from eliminating 
suspect bids, considered them to be of great importance and, in examining the degree of 
skewness, suggested a possible correlation with industry workload – a conclusion, incidentally, 
not supported by Skitmore’s (1981) later similar study. 
 
The least arbitrary of approaches to date is McCaffer’s (1976) study of Belgian construction 
contract auction data and in which outliers were identified, in the form of unexpectedly long 
tails, as a result of applying the Anderson-Darling test for distribution shape.  On the assumption 
that the bids for each auction are drawn from a composite normal distribution, McCaffer 
recommended the use of Grubbs' (1950) test.  The use of this test, however, has subsequently 
been criticised as inappropriate in this application, as the sample sizes for each auction are too 
small and that the presence of outliers is more likely to be indicative of a wrongly assumed 
shape parameter than non-competitive bids (Skitmore, 1981). 
 
In short then, the analysts of the distribution of construction contract auction bids fall into two 
camps – those who prefer non-competitive bids to be included in their models and those who 
 5
wish to exclude them from their models, by far the larger of which is the former group.  What is 
undisputed is that non-competitive bids DO exist.  The cause of the differences between the two 
groups is, of course, not so much one of philosophy, but of the practical difficulties in 
identifying non-competitive bids that are, by their very nature, designed to look competitive (to 
avoid detection by the auctioneer) even though they are not, and the lack of objective tests to 
judge the performance of detection methods (data identifying which bids are ACTUALLY 
deliberately non-competitive is extremely scarce due to the associated legal and ethical issues 
involved). 
 
Skitmore et al’s (1999) recent analysis of bid-spread (ie, the difference between lowest and 
second lowest bid values) seems to suggest a way forward.  In analysing seven construction 
contract auction datasets gathered from around the world they found that by far the best 
predictor variable of the percentage difference between the lowest and second lowest bid (which 
they term % bid-spread) was the percentage difference between the expected value of the lowest 
order statistic and expected value of the second lowest order statistic (which they term, %λ) of 
the lognormal distribution.  The first point of interest in this is that the %λ variable, being 
derived from the properties of a random variable, supports (or at least does not refute) the 
underlying statistical (random) nature of the data.  The second point is that, when compared to 
the %λ equivalent for the uniform distribution, the lognormal model was the better predictor – 
suggesting the lognormal model to be a more appropriate model for the data.  The final aspect of 
the work was to show that %λ generally over-predicts % bid-spread, suggesting that either a 
better model than lognormal distribution needs to be found or that the sample variance used to 
calculate the order statistics is overestimating the true variance.  If the latter is true, then the most 
likely source of such systematic overestimating is that of non-competitive bids in the form of 
high outliers. 
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This, then, suggests a method for the indirect identification of high outliers, and therefore non-
competitive bids, by a process of elimination, ie, by systematically removing the highest, second 
highest, etc bids, until the % bid-spread ceases to be over-predicted.  In fact, it provides the 
opportunity to test an entire range of high-outlier identification strategies, including those 
already mentioned in the literature. Of course, it is equally valid to use the expected value of the 
lowest order statistic to predict the actual value of the lowest bid as it is to use %λ to predict % 
bid-spread, and the distribution of the error of this prediction provides more information than the 
mere correlation coefficient as used by Skitmore et al.  The work described in this paper extends 
this idea further by using the probability of the actual value of the lowest bid as a lowest order 
statistic. 
 
 
ANALYSIS AND IDENTIFICATION OF HIGH OUTLIERS 
 
Background 
 
Tietjen (1986) has summarised the major considerations involved in outlier analysis and 
identification.  These involve the distinction between discordant observations, which appear 
surprising or discrepant to the investigator, and contaminant observations, which do not come 
from the target population.  To distinguish between the two types of outliers hinges on the model 
of the data used which, in turn, is said to depend on the investigators knowledge of the data 
generating process.  In some cases, the data may be genuinely highly skewed; in other cases the 
data arise from a mixture of distributions.  Another issue is the purpose for which outliers are 
sought.  As Tietjen notes, if all that is intended is an accurate estimate of the mean and variance 
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of the population, “it may be more dangerous to do nothing” (p496) quoting Anscombe’s (1960) 
comment that “one sufficiently erroneous reading can wreck the whole of a statistical analysis”.  
Another issue concerns the treatment of outliers, ie, whether they are to be omitted or 
accommodated in some way.  A further issue is whether we are interested in outliers only on the 
high side or on the low side.  Finally, is the question of whether we are concerned with single or 
multiple outliers, as the analysis and identification of multiple outliers is very much more 
complicated, relying very much on the subjective estimate, k, of the number of outliers, involved 
by “looking at the data” (p504) there being “no objective way of deciding upon a value of k” 
(p506) (source emphasis). 
 
For construction contract auctions, the uncontested view is that non-competitive bids do occur 
and that these are invariably produced by a different mechanism than competitive bids.  It is 
clear, therefore that we are concerned with contaminant observations.  The data generating 
process is more problematic.  The text book description of the compilation of competitive bids is 
that of the summation of the product of unit quantity and unit cost components followed by the 
application of a strategic mark-up multiplier in the form of a percentage addition.  Researchers 
have sometimes treated the unit cost component as a normally distributed (eg, Ranasinghe, 
1994) but with little regard to the statistical nature of the unit quantities and mark-up values.  
Most commonly, the total bid price for each tenderer has been treated as a random variable from 
some well-known density function such as uniform (eg, Cauwelaert and Heynig, 1978; Fine and 
Hackemar, 1970; Grinyer and Whittaker, 1973; Whittaker, 1970), normal (Cauwelaert and 
Heynig, 1978; McCaffer, 1976; Mitchell, 1977; Morrison and Stevens, 1980; Skitmore 1986), 
lognormal (Brown, 1966; Klein, 1976; Skitmore, 1986; Weverbergh, 1982); gamma (Friedman, 
1956), Weibull (Oren and Rothkopf, 1975) or just “positively skewed” (Beeston, 1974; 
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McCaffer and Pettitt, 1976; Park, 1966).  Often, the assumption of iid is made for each tenderer 
and with coefficients of variation in most cases ranging between 5 and 8.5%. 
 
The purpose of the analysis and identification of construction contract auction outliers is 
essentially to provide a better, or at least alternative, models for the identification of non-
competitive bids and bidders for possibly minimising their frequency, improved auctioneers and 
tenderers analysis and prediction of competitive behaviour, and analysis and prediction of 
changing distribution parameters, particularly in response to market conditions (after Johnston, 
1978; Skitmore, 1981; Rowlinson and Raftery, 1997) and construction contract characteristics 
(after Skitmore, 1981).  Once identified, the aim is therefore to omit the outliers and treat the 
reduced sample either as a new or censored sample. 
 
Although there is interest in low outliers, mainly as a means of identifying unreasonable, or 
suicidally low bids (eg, Cauweleart and Heynig, 1978; Drew and Skitmore, 1993), the purpose 
at this point is to concentrate exclusively on high outliers for the reasons described above.  As 
such, therefore, this work can be regarded as a special case, with the analysis and identification 
of high AND low outliers being in prospect for future research.  There is also no reason to 
assume the existence of only one high outlier for each auction - the users of the previous 
arbitrary high outlier criteria used in practice suggesting that multiple outliers are to be 
anticipated. 
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Analysis 
 
In the analysis of construction contract auctions, the value of the lowest bid assumes supreme 
importance.  In the vast majority of cases, it is the lowest bid that determines not only the 
identity of the winning tenderer but also the legally binding value of the contract (Merna and 
Smith, 1990).  In addition, it is the prediction of the value of the lowest bid that is the ultimate 
purpose of most bidding models.  It is natural, therefore, to judge the adequacy of a bidding 
model by its ability to accurately predict the value of the lowest bid.  In recent research by 
Skitmore et al (1999), involving the analysis of seven sets of construction contract auction data 
from around the world, the percentage difference between the expected value of the lowest order 
statistic and the expected value of the second lowest order statistic, termed %λ, was found to be 
easily the best predictor of the percentage difference between the actual lowest and second 
lowest bid, termed %bid-spread.  Table 1 provides some relevant details of this analysis and 
summary statistics of six of the datasets involved (datasets 1-6 only).  Each of the six datasets 
comprised the values of all the bids entered for each contract auction, updated to the first quarter 
1980 sterling equivalent by the relevant price indexes and exchange rate series’.  Table 2 
summarises Skitmore et al’s results for accuracy achieved, in terms of mean and standard 
deviation of errors recorded in predicting the %bid-spread by this means together with the 
accuracy achieved in predicting the lowest bid (by the expected value of the lowest lognormal 
order statistic) and second lowest bid alone (by the expected value of the second lowest 
lognormal order statistic). 
 
As Table 2 shows, the %bid-spread is generally overestimated, the reason seemingly being 
because the lowest bid is underestimated.  There are several possible explanations for this.  One 
is that the wrong distribution function was used.  Another is that the bids have no statistical 
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basis.  Yet another is that the presence of high outliers is distorting the variance estimates needed 
to calculate the expected value of the lowest order statistic.  The second of these explanations is 
dismissed by Skitmore et al, who argue that if the best predictions come from the expected value 
of the order statistics then, as these are derived from the properties of statistical distributions, it is 
likely that the bids also are from a statistical distribution.  The first possibility is also partly 
covered by Skitmore et al who demonstrate that the same analysis under the assumption of a 
uniform distribution produces inferior predictions.  This leaves the presence of outliers the most 
likely explanation1. 
 
The final issue to resolve is the outlier identification strategies to test.  Clearly, the arbitrary 
strategies described above that were used in previous work with construction contract auction 
data are candidates.  These, in fact, reduce to special cases from four types of general strategies: 
(1) highest k bids, (2) highest x1% bids, (3) bids x2% higher than the average bid and (4) bids 
higher than x3% of the lowest bid. 
 
As far as the general statistical literature is concerned, it has been pointed out that there is a long 
history associated with the identification of a single outlier (Beckham and Cook, 1983, referred 
to in Tietjen).  For applications where multiple outliers are anticipated, Tietjen and Moore 
(1972) have produced a table of critical values for testing the hypothesis that there are up to k 
outliers, where k=10, present in a normal sample.  The test is, however, based on the assumption 
that k is known.  In ordinary circumstances, k is not known.  Several methods have been 
suggested for estimating k, but all have their weaknesses.  Rosner (1975) has overcome some of 
the problems involved but still relies on k to be decided subjectively by visual inspection of the 
                                                 
1 There is, of course, a fourth possibility and that is that the actual lowest bid is systematically abnormally high.  If 
this were true, it would have much to say about the perspicacity of construction contract tenderers, who would no 
doubt be very pleased with the achievement.  The best that can be said right now on this is that it seems to be a 
highly unlikely prospect.  However, a later analysis of possible low outliers should help to resolve the point. 
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data – a clearly impossible undertaking with a large database.  What is possible here, however, is 
to use one of the above general strategies to decide the value of k for each auction and thence to 
apply Tietjen and Moore’s (T&M) method to decide whether the k values are to be regarded as 
normal distribution outliers or not.  No T&M-like method, however, is available for non-normal 
or censored distributions. 
 
 
Summary of the method used 
 
1. The basic outlier identification strategies comprised the four types of general strategies 
and two others considered to be appropriate: (1) highest k bids, (2) highest n-q bids 
(where n is the number of bids in the auction), (3) bids higher than the average bid plus 
x3 times the standard deviation, (4) bids x4 times higher than the mean bid, (5) bids 
higher than x5 times the lowest bid, and (6) highest x6% bids. 
2. The T&M outlier identification strategy comprised the application of T&M’s method to 
the candidates provided by each of the six methods in 1. above. 
3. Outlier treatment comprised the removal of outliers from the original auction size, n, 
down to a reduced size, n’ (n’≥3) from which the sample is further reduced to size n” 
(n”≥3) so that the sample size n’ is regarded as a sample in which the highest n’-n” 
observations are censored.  For computational ease, n”=n’ was analysed first to establish 
the lower limit of n”. 
4. The densities to be tested for the n’-size auctions comprise the normal and (two 
parameter) lognormal censored distributions. 
5. The test statistic comprises the χ2 goodness of fit test for uniformity on the frequency the 
standardised actual lowest bid falls into the estimated lowest order statistic decile (for 
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each distribution in 4. above) for each auction once the suspected outliers are identified 
(by each strategy in 1. and 2.above) and accommodated (by 3. above).  As is usual in 
goodness-of-fit tests in general, the term significance is used to denote that an 
observation is, or set of observations are, likely to be as assumed.  Hence, by 
significance is meant that the probability of the assumption being correct is greater than 
0.05.  Further details are provided in Appendix A. 
6. The datasets used are those of Skitmore et al (1999) extended by one further set.  Tests 
were carried out on the individual and pooled datasets.  The result of individual set 
producing the worst result was recorded together with the results for the pooled set. 
 
 
RESULTS 
 
n”=n’ 
 
The first stage of the analysis was to investigate the special case, n”=n’≥3, which is simply 
testing the goodness of fit of the normal and lognormal models on non-censored reduced 
samples.  High valued bids for each auction were progressively removed and the reduced 
samples analysed for goodness-of-fit accordingly.  This involved setting k=n-n’=0(1)22, 
n’=3(1)25, x3=-3(.01)3, x4=0.5(0.01)3, x5=0(.01)3 and x6=0(0.01)100 for methods 1 to 6 
respectively.  Figs1a-f provide step-plots of the effect of these removals on the significance 
(probability) of the goodness of model fit for those remaining.  Eight plots are shown on each 
Figure, representing the normal (N) and lognormal (L) models, if T&M adjusted (T), and 
whether pooled data (P) or worst-case results (M).  Thus, the NP plot shows the probability of 
the pooled data being normally distributed, the NM plot shows the minimum (worst-case) 
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probability recorded for each dataset, NP(T) and NM(T) shows the equivalent probabilities 
when adjusted by Tietjen and Moore’s method, and LP, LM, LP(T) and LM(T) show the 
equivalent results for the lognormal model.  Fig1a, for example, provides the results when 
method 1 is used to identify the bids to remove (ie., highest, second highest, etc., for all 
auctions).  In this case, the goodness of fit for the normal model on the pooled data (NP) 
becomes significant (at the conventional 5% level) only after over 1000 bids have been 
removed.  The same applies to the NM, LM and LP results.  The only other significant result for 
method 1 is that of the lognormal fit on the pooled data after using Tietjen and Moore’s 
adjustment (LP(T)), reached with approximately 250 bids removed.    
 
Table 3 summarises all the significant results in terms of the number of outliers identified and 
the range of associated values of the identification methods.  For example, both the pooled and 
worst-case results for the method 1 basic (non-T&M) normal and lognormal tests at k=1 were 
significant – involving the removal of a total of exactly 1138 bids.  For the method 1 T&M 
adjusted results, only the pooled data lognormal test at k=2 was significant, involving the 
removal of a total of exactly 230 bids. 
 
For some of the methods used, multiple solutions were found.  The worst-case results for the 
method 3 normal tests, for example, produced significant results at x3=1.15, 1.22-1.49, and 1.55-
1.64, with corresponding 1008, 911-532 and 482-365 bids removed.  However, it would be 
difficult to argue in practice that 1008 outliers had been detected by this method when the same 
method can be used to detect 911 outliers and, for the same reason, it cannot be argued that 911 
outliers had been detected when the same method detects 532 outliers.  Thus, although it is 
interesting to find that there are several ways samples can be reduced to apparent normal or 
lognormality, the main goal here is to find the minimum number of bid removals such that the 
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normal or lognormal model provides a reasonable fit.  As an aid to their identification, Table 3 
boldly highlights the minimum number of outliers and associated cut-off values.  From this it 
can be seen that all six methods are able to reduce the datasets to ones consistent with normally 
or lognormally distributed bids or both, with the T&M adjustments generally producing the least 
number of outliers (136 and 138 for the pooled lognormal tests of methods 3 and 6 respectively 
and 278 and 303 for the pooled normal tests of method 6 and 3 respectively). 
 
As Table 3 also indicates, the tests on pooled data tend to produce more significant results than 
the worst-case results.  There are several possible reasons for this.  The most obvious is that, 
with eight results (one for each dataset), there would seem to be a greater likelihood of getting 
one non-significant result than with a single, pooled, set.  Another possibility is that the datasets 
are genuinely lacking in homogeneity and which is revealed in the worst-case results but 
concealed due to aggregation in the pooled set.  In view of the intended nature of the work, 
which is to develop a method for use with any dataset, it would seem prudent to adopt the 
conservative line and give the worst-case results priority.  This indicates the most satisfactory 
methods to be the lognormal and normal versions of method 3, with 236 and 365 outliers 
respectively, all other methods producing at least 1137 outliers. 
 
 
n”≤n’ 
 
The n”≤n’ analysis promises to be much more laborious than n”=n’ analysis above, as this 
involves the analysis of trial values for both n’ and n”.  However, the minimum outlier criterion 
used above had already identified the minimum n’ values and therefore the starting point of the 
series.  Hence, having already established k=1 as the cut-off for method 1, no further analysis 
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was possible as k cannot be reduced further.  Similarly, method 6, with a cut-off of x6=.01, 
pointed to the same result, ie., the single highest bid in each auction.  For the remaining 
methods, however, progress was possible, the cut-offs (bold values) in Table 3 being used as the 
starting points for determining the trial values of both n’ and n”.  Thus, for example, for the 
method 3 normal worst-case results, the trial values were x3’=1.64(0.01)3 to determine n’ and 
x3”=x3’ (0.01)3 to determine n”.  The T&M adjustments, of course, not being designed for 
censored data, were not appropriate for use. 
 
Figs 2a-d show the NM, NP, LM and LP results of the 3≤n”≤n’ analyses for methods 2-5.  The 
minimum number of outliers and associated cut-off values as given in Table 4.  The colon (:) is 
used to separate the n” and n’ values or their derivations.  Thus, for method 2 normal worst-case 
results, the lowest number of outliers found was 4184 at n”=2 and n’=4, and for the method 3 
normal worst-case results, the lowest number of outliers found was 635 at x3”=1.64 and 
x3’=1.64 (offering no improvement on the n”=n’ analysis).  Again some multiple solutions were 
found, for example, the method 3 normal pooled results, with a cut-off of x3”=1.70 and 1.70≥ 
x3’≥1.76.  In this case, the range of x3’ values can be ignored as it is the x3” value that 
determines the ultimate sample size being sought – the x3’ value simply providing the 
justification needed, ie., the samples cut-off at x3”=1.70 are consistent with composite censored 
normal samples of full-size not exceeding 1.70≥ x3’≥1.76. 
 
In contrast with Table 3, solutions were found for all the analyses, suggesting the data to be 
more consistent with censored than uncensored samples.  Method 2 in particular seems to 
benefit from this approach, with all four analyses producing significant results instead of the 
single previous significant result.  Similarly, method 4 has improved from two significant results 
and method five has improved from three significant results.  The best results, however, in terms 
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of the minimum number of outliers identified, have changed little.  Only the pooled lognormal 
results of method 4 and 5 have improved from 412 and 804 in Table 3 to 345 and 764 in Table 
4. 
 
Method 3 remains unchanged, with the same significant results irrespective of the censoring 
assumption.  Invoking the lowest number of outliers criterion, method 3 also provides four out 
of the best five results with 173, 236, 297 and 365 outliers identified for the pooled lognormal, 
worst-case lognormal, pooled normal and worst-case normal results respectively with cut-offs of 
1.86, 1.77, 1.70 and 1.64 respectively. 
 
 
Comparison with earlier strategies 
 
In comparison with the four practices identified earlier, Morrison & Stevens’ method (method 1, 
k”=2) results in censored normal distributions at k’=1 and censored lognormal distributions at 
k’=0 and 1.  Franks’ method (method 6, x6”=20%) results in censored normal distributions at 
20≥x6’≥1 and lognormal distributions for worst-case and pooled tests at 5≥x6’≥0 and 7≥x6’≥1  
respectively.  The Hong Kong Government method (method 3, x3”=1.25) produced one only 
significant result – for the pooled lognormal test at 1.35≥x3’≥1.25.  Whittaker’s method (method 
2, x2”=6) produces no significant results.  Table 5 shows the number of outliers that each of 
these methods would have identified.  By the minimum number of outliers criterion, The Hong 
Kong method is the best with 898 outliers, followed by the Franks method, with 1686 outliers 
and the Morrison and Stevens’ method, with 2115 outliers.  Comparison with Table 4 indicates 
that the Hong Kong Government could, with ample justification, increase their cut off value to at 
least x3”=1.64 to give a maximum of 365 outliers.  Likewise, Franks could equally have applied 
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x4”=0.1% to give 1137 outliers and Morrison and Stevens could have applied k”=1 to also give 
1137 outliers – suggesting that the cut-off values for all these three methods are overly stringent.  
For Whittaker’s method, on the other hand, the indications are that, instead of the impossibly 
conservative x5=6, as advocated by Whittaker, a more appropriate figure would be 
1.28≥x3”≥1.18, producing between 764 and 1430 outliers. 
 
 
CONCLUSIONS 
 
Construction contract auctions are characterised by (1) a heavy emphasis on the lowest bid as 
that usually determines the winner of the auction, (2) anticipated high outliers due to the 
presence of non-competitive bids, (3) very small samples (average of between 4 and 9 bids per 
auction). 
 
The nature of construction contract auctions is such that high outliers are anticipated on most 
occasions and their identification and accommodation is of both theoretical and practical 
interest.  The absence of any theory which predicts the true underlying density function, 
precludes any simple treatment – the type of function being an empirical issue in its own right.  
In addition, that there are small sample sizes involved means the analysis has to be concerned 
with behaviour of multiple, rather than single, samples.  Furthermore, the heavy emphasis on the 
lowest bid in auctions of this kind suggests that a goodness-of-fit test for function type be based 
on the distribution of the lowest order statistics of the function type.  The approach adopted, 
therefore, was to attempt to simultaneously identify outliers and function type by first removing 
candidate (high) outliers and then examining the goodness-of-fit of the resulting reduced 
samples. 
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Also to be resolved is whether the outliers are to be regarded as contaminant (ie not coming 
from the target population) or discordant (ie. coming from the same population but inflated and 
distorted in some way.  In practice, the distinction is not particularly useful, as the intention is to 
penalise the source of the outliers on the grounds of (intended or even unintended) non-
competitive behaviour. From an analysis point of view, however, the distinction is necessary as 
contaminants involve the analysis of reduced samples (size n’) and the discordants involve the 
analysis of censored samples (size n’ censored beyond size n”), the reduced sample (n”=n’) 
simply being a special case of censored sample. 
 
A further issue is that, with multiple small size auctions, it is necessary for the proposition of 
candidate outliers to be made strategically by formulae, as visual inspection of many auctions is 
literally impossible.  Four of these strategies were found in the domain literature, with two 
obvious extra alternatives added. 
 
Applying the analysis to six sets of construction contract auction data gathered from around the 
world, a complete set of significant results were obtained, for both lognormal and normal 
distributions, pooled and unpooled data.  These were compared with four specific 
practices/recommendations in the domain literature (Table 5), three of which were found to be 
demonstrably over-stringent and one impossibly conservative.  Accordingly, a range of 
improved parameter values was identified for each rationale based on the minimum outlier 
criterion. 
 
The lack of any theory to date in this area precludes the possibility of deciding conclusively on 
the best outlier identification strategy, this research providing support for a wide range of 
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methods.  However, the arguments in favour of the minimum number of bidders criterion are 
compelling.  Consider the position of a bidder whose bid is adjudged by method A to be a high 
outlier and therefore non-competitive (and perhaps subject to penalty) and, at the same time, the 
same bid is adjudged by method B not to be a high outlier and therefore competitive (and not 
subject to penalty).  The existence of such double standards is clearly not equitable from the 
bidder’s viewpoint.  Of course, both methods cannot be correct - only one method, if any, can 
be.  One possible approach to this problem is to seek a von Neuman-type resolution to decide 
between the different levels of pain of making the wrong decision.  In this case the bidder would 
therefore be expected to argue in favour of method B, on the grounds that if method A is chosen 
and is wrong he is penalised unnecessarily and if method B is right and method A is wrong 
nothing is lost (the auctioneer might argue differently though!).  However, this is not the only 
approach available and indeed has been sharply criticised.  A better approach may be to tackle 
the theory instead as the development of an acceptable theory should at least help identify a 
single most appropriate model. 
 
Whilst there is universal acceptance that construction contract auction data is positively skewed, 
there is equal acceptance of the regular occurrence of non-competitive bids in the form of high 
outliers.  Nowhere has it been suggested that, once the high outliers are removed, the remaining 
data will continue to be skewed in this way.  The results of the empirical analyses described here 
support both notions, as it is shown that the removal of a selected few high bids results in 
reduced samples that are reasonably consistent with the lognormal model but not the normal 
model; but then the removal of a few more selected high bids results in reduced samples that are 
reasonably consistent with the lognormal model AND the normal model.  Again, in the absence 
of suitable theory, it is hard to interpret this result with confidence.  The most obvious 
conclusion is that the distributions are intrinsically normal, with the addition of non-competitive 
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bids in the form of high outliers being responsible for the subsequent positively skewed 
appearance.  This being the case, it is easy enough to construct a theoretical supporting argument 
on the grounds that, as none of the bidders can be sure of the market price of the contract under 
auction, the bids they enter are homogeneously genuine unbiased estimates of that market price 
and therefore, collectively, normally distributed. 
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APPENDIX A: THE USE OF TABLES A1 AND A2 
 
 
Let Y(1), Y(2), …, Y(n”) , …, Y(n’), …, Y(n) be n ordered random variables. It is assumed that the 
(n-n’) largest observations are contaminants coming from other distributions. They are removed 
leaving behind the observations Y(1), Y(2), …, Y(n”) , …, Y(n’) . These observations form the 
reduced sample and they are assumed to be ordered observations from a distribution N(μn,  
σn2). Furthermore, the (n’-n’’) largest observations in the reduced sample are believed to be 
disconcordants and are removed. the remaining sub-sample Y(1), Y(2), …, Y(n”) is called the 
censored sample.  
 
 
 
Table A1: Moment conversions 
 
This table provides the moment conversion factors for the first two moments of the reduced 
sample of size n’ based on the values of the first two moments of the censored sample of size n” 
when additionally (n’-n”) largest observations are censored. 
 
The idea is to simulate 50,000 sets (reduced samples) of standard normal variates N(0,1). Each 
set contains n’ observations: 
  
 Z(1), Z(2), …, Z(n”) , …, Z(n’) (1) 
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In each set (reduced sample), the first two sample moments are found. The average values of 
these sample moments over the 50,000 samples are called mn’ and Vn’. They are the estimates of 
the population moments of the reduced sample. From each reduced sample, (n’-n”) largest 
observations are removed to form the censored sample. The first two sample moments of the 
censored samples are found. The average values of these sample moments over the 50,000 
censored samples are called mn” and Vn”. They are the estimates of the population moments of 
the censored sample.           
 
The mean and variance adjustments, called m1 and m2, are given by  
 
  m1 = (mn” – mn’)   and        (2) 
  m2 = Vn”/Vn’.         (3) 
 
Table A1 gives the values of m1 and m2 for n’=3(1)25 and n”=2(1)n’-1, together with their 
sampling standard deviations.  
 
For any normal distribution, N(μn,  σn2), given the estimated moments for the censored sample, 
the conversion required for the moments of the reduced sample is: 
 
  Vn’ = Vn”/m2 
mn’ = mn” –m1√ Vn’ 
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Proof: 
 
Let Y(1), Y(2), …, Y(n”) , …, Y(n’) be n’ ordered random variables from a distribution N(μn,  σn2). 
 
Suppose only the censored sample is available. We can find the first two moments  m*n” and 
V*n” of this censored sample. They are related to the first two moments of the corresponding 
censored sample of standard normal variates as follows:  
 
m*n” = mn”σn + μn and V*n” = σn2 Vn”. 
 
From (3), we have V*n” = σn2 Vn” = σn2 m2Vn’  =  m2V*n’, 
    where V*n’=σn2Vn’ 
 
Hence, V*n’ = V*n”/m2.        (4) 
 
From (2), we have m*n” = mn”σn + μn = (m1 + mn’ )σn + μn = m1σn.+ m*n’ 
    where  m*n’=mn’σn + μn 
Hence,  m*n’ = m*n” – m1σn.        (5) 
 
Since σn is unknown, it is estimated by √V*n’ and this completes the proof. 
 
 
Table A2 Probability Deciles 
 
The probability deciles are constructed in a similar way as in Table A1.  
 29
 
50,000 sets of standard normal variates are simulated. Each set contains n’ observations:  
Z(1), Z(2), …, Z(n”) , …, Z(n’). 
 
From each of these reduced samples of n’ observations, the lowest value Z(1) is observed. Based 
on 50,000 sets, the distribution function and hence the probability deciles can be constructed. 
They are reproduced in Table A2 for n’=3(1)25 and n”=2(1)n’.  
 
Theoretically, the observed probability deciles can be obtained from the following formula for 
the distribution function: 
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The results in Table A2 can be applied to the general normal distribution.  
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Proof: 
 
Let Y(1), Y(2), …, Y(n”) , …, Y(n’) be n’ ordered random variables from a distribution N(μn,  σn2).  
 
The distribution function of the lowest value Y(1) is: 
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If we let  z1 = (y1-μn)/σn, z = (y-μn)/σn,  z* = (t-μn)/σn,  
 
F(y1) dz*dze
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Compare the expression in equations (8) and (10), it is clear that the results in Table A2 can be 
applied to general normal distributions. 
 
Thus the computed F(x) can be allocated its appropriate decile. For example, if the computed 
F(x) for n’=n”=3 is 0.3400, reference to Table A2 shows that this falls between the first decile, 
where F(x)=0.33101 and the second decile, where F(x)=0.34010. 
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Now, if i=1,2,…,c samples are drawn from composite censored normal distributions of size ni’ 
and cut-off ni” as specified above, the resulting computed F(xi) values will be uniformly 
distributed over the deciles, asymptotically with equal frequencies allocated to each decile. 
The conventional χ2 test is used to test this where c is not large. 
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Table 2:  Accuracy of the expected value of lognormal order statistics 
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Fig  Caption 
 
Fig 1a:  n”=n’ (method 1) 
Fig 1b:  n”=n’ (method 2) 
Fig 1c:  n”=n’ (method 3) 
Fig 1d:  n”=n’ (method 4) 
Fig 1e:  n”=n’ (method 5) 
Fig 1f:   n”=n’ (method 6) 
Fig 2a:  n”=n’ (method 2) 
Fig 2b:  n”=n’ (method 3) 
Fig 2c:  n”=n’ (method 4) 
Fig 2d:  n”=n’ (method 5)
 
 
 
Data 
set 
Source Type Period No of 
auctions 
Average 
no. bidders 
Average 
low-bid 
Average 
Std Devn 
Average 
cv 
1 Skitmore (1986) London building contracts 1981-2 51 6.24 1.58m 82k 5.52 
2 Skitmore (1986) London building contracts 1976-7 373 5.13 0.81m 47k 6.35 
3 Brown (1986) USA Govt agency building 
contracts 
1976-84 64 6.73 1.41m 122k 19.14 
4 Runeson (1987) Australian PWD contracts 1972-82 152 8.66 1.51m 103k 6.98 
5 Runeson (1987) Australian PWD specialist 
contracts 
1972-82 161 6.27 0.21m 29k 16.21 
6 Skitmore (1981) UK building contracts 1969-78 272 6.14 0.81m 48k 6.03 
7 Skitmore (1986) North England PWD 
building contracts 
1979-82 218 5.67 0.14m 11k 11.99 
8 Shaffer & 
Micheau (1971) 
USA building contracts 1965-9 50 4.70 0.91m 67k 7.30 
All 1341 6.06 0.77m 51k 9.07 
Table 1: Data sets 
 
 
Dataset %bid-spread 
prediction error 
Lowest bid prediction 
error 
Second lowest bid 
prediction error 
 mean Standard 
deviation 
mean Standard 
deviation 
mean Standard 
deviation 
1  1.086  3.023 -0.562 2.002  0.487 1.649 
2 -0.860  5.372  0.177 2.154 -0.467 2.876 
3  4.516 13.088 -3.497 9.070 -0.291 4.688 
4 1.002  3.388 -1.050 2.853 -0.090 2.005 
5  0.667 11.865 -0.363 5.191  0.431 6.693 
6 -0.316  4.383  0.252 2.190  0.034 2.149 
All  0.177  7.033 -0.307 3.703 -0.096 3.578 
Table 2: Accuracy of the expected value of lognormal order statistics 
Method 
1 2 3 4 5 6 
 
Basic T&M Basic T&M Basic T&M Basic T&M Basic T&M Basic T&M 
R
a
n
g
e
 
k=1 - - - x3=1.15, 1.22-1.49, 1.55-1.64 - - - x5=1.18 - 
x6=0.1-17.7, 19.5-29.2, 31.1-
32.4, 33.0-38.8 - 
W
o
r
s
t
-
c
a
s
e
 
O
u
t
l
i
e
r
s
 
1138 - - - 1008, 911-532, 462-365 - - - 1430 - 
1137-1602, 1674-1987, 
2063-2180, 2128-2340 - 
R
a
n
g
e
 
k=1 - q=5 - x3=1.07, 1.09-1.70 
x3=0.58-0.64, 
0.66-0.67 x4=1.07-1.12 - x5=1.17-1.19 - x6=0.1-27.7 
x6=39.2-39.4, 
39.8-43.7 
n
o
r
m
a
l
 
P
o
o
l
e
d
 
O
u
t
l
i
e
r
s
 
1138 - 2069 - 1119, 1091-297 324-310, 306-303 1139-543 - 1540-1338 - 1137-1935 
278-277, 283-
307 
R
a
n
g
e
 
k=1 - - - x3=1.58-1.77 - - - - - 
x6=0.1-4.2, 5.2-6.6, 7.4-8.9, 
14.2-14.8, 34.8-35.0 - 
W
o
r
s
t
-
c
a
s
e
 
O
u
t
l
i
e
r
s
 
1138 - - - 419-236 - - - - - 1137-1243, 1270-1439, 1494-1508, 2185-2194 - 
R
a
n
g
e
 
k=1 k=2 - - x3=1.56-1.86 x3=0.90-1.47 x4=1.11-1.14 x4=1.09 x5=1.25-1.27 
x5=1.09-
1.16 
x6=0.1-2.2, 2.5-2.6, 5.2-5.3, 
7.7-8.5  x6=9.9-35.7 
l
o
g
n
o
r
m
a
l
 
P
o
o
l
e
d
 
O
u
t
l
i
e
r
s
 
1138 230 - - 446-173 194-136 617-412 171 898-804 275-204 1137-1184, 1198-1200, 1270-1326, 1329-1339 138-189 
 
Table 3: Results of n”=n’  tests
 
 
 
 
Method 
 
2 3 4 5 
Ra
ng
e 
2:4 1.64:1.64 1.07:1.08-1.19 1.18:1.18 
W
or
st-
ca
se
 
O
ut
lie
rs
 
4184 365 1139 1430 
Ra
ng
e 
5:5 1.70:1.70-1.76 1.12:1.12-1.15 1.19:1.19-1.24 
no
rm
al
 
Po
ol
ed
 
O
ut
lie
rs
 
2069 297 543 1338 
Ra
ng
e 
5:6 1.77:1.77-1.81 1.10:1.11-1.18 1.20:1.29 
W
or
st-
ca
se
 
O
ut
lie
rs
 
2069 236 732 1246 
Ra
ng
e 
4:6 1.86:1.86 1.16:1.19-1.22 1.28:1.29 
lo
gn
or
m
al
 
Po
ol
ed
 
O
ut
lie
rs
 
3046 173 345 764 
Table 4: Results of n”≤n’ tests 
 2
 
Method 
 
M&S 
(method 1) 
Whit 
(method 4) 
HK 
(method 5) 
Franks 
(method 6) 
W
or
st-
ca
se
 
Ra
ng
e 
2:1 - - 20:20-1 
no
rm
al
 
Po
ol
ed
 
Ra
ng
e 
2:1 - - 20:20-1 
W
or
st-
ca
se
 
Ra
ng
e 
2:0-1 - - 20:5-0 
lo
gn
or
m
al
 
Po
ol
ed
 
Ra
ng
e 
2:0-1 - 1.25:1.25-1.35 20:7-1 
Outliers 2115 0 898 1686 
Table 5: Results of practice
n’ n” m1 Std dev m2 Std dev 
3 2 -0.41793 0.62081 0.58675 0.88919 
4 2 -0.66413 0.57928 0.45411 0.72360 
4 3 -0.34061 0.52791 0.62998 0.66847 
5 2 -0.82734 0.55097 0.38169 0.62027 
5 3 -0.55334 0.49636 0.49313 0.54776 
5 4 -0.29420 0.46383 0.66663 0.58177 
6 2 -0.95807 0.52669 0.33405 0.55128 
6 3 -0.70293 0.47226 0.41944 0.48344 
6 4 -0.48017 0.44103 0.53414 0.48548 
6 5 -0.25327 0.41836 0.69516 0.52011 
7 2 -1.05772 0.51179 0.30662 0.51282 
7 3 -0.82120 0.45650 0.37363 0.43829 
7 4 -0.61343 0.42420 0.45438 0.42462 
7 5 -0.42323 0.40041 0.56233 0.43932 
7 6 -0.22609 0.38879 0.71444 0.47348 
8 2 -1.13806 0.49673 0.28103 0.47310 
8 3 -0.91763 0.44277 0.34053 0.40711 
8 4 -0.72016 0.41147 0.40734 0.38946 
8 5 -0.55093 0.38815 0.48781 0.39012 
8 6 -0.37711 0.37094 0.58777 0.40690 
8 7 -0.20400 0.36066 0.73434 0.44359 
9 2 -1.21087 0.48564 0.26538 0.44736 
9 3 -0.99737 0.42957 0.31466 0.37646 
9 4 -0.81469 0.40018 0.37365 0.36198 
9 5 -0.65062 0.37729 0.43680 0.35910 
9 6 -0.49646 0.36036 0.51332 0.36806 
9 7 -0.34340 0.34770 0.60798 0.38096 
9 8 -0.18652 0.34191 0.74794 0.41670 
10 2 -1.26652 0.47295 0.25124 0.43008 
10 3 -1.06451 0.42218 0.29521 0.36226 
10 4 -0.89459 0.38911 0.34777 0.34487 
10 5 -0.74003 0.36770 0.40049 0.33321 
10 6 -0.59441 0.35088 0.46205 0.33898 
10 7 -0.45417 0.33732 0.53323 0.34420 
10 8 -0.31459 0.33069 0.62605 0.36078 
10 9 -0.17134 0.32186 0.76221 0.39786 
11 2 -1.31869 0.46500 0.24172 0.41410 
11 3 -1.12813 0.41389 0.28598 0.35613 
11 4 -0.95801 0.38181 0.32432 0.32238 
11 5 -0.81323 0.35881 0.36930 0.31346 
11 6 -0.67683 0.34092 0.41991 0.31178 
11 7 -0.55017 0.33128 0.48204 0.31750 
11 8 -0.42250 0.31977 0.55525 0.33079 
11 9 -0.29238 0.31032 0.64464 0.34738 
11 10 -0.16015 0.30638 0.77603 0.37652 
12 2 -1.37158 0.45489 0.23033 0.39779 
12 3 -1.17541 0.40675 0.26893 0.33273 
12 4 -1.01855 0.37453 0.30883 0.31161 
12 5 -0.87693 0.35060 0.34997 0.29896 
12 6 -0.74863 0.33812 0.39262 0.29520 
12 7 -0.62561 0.32263 0.44463 0.30033 
12 8 -0.50873 0.31241 0.50163 0.30392 
12 9 -0.39049 0.30464 0.57058 0.31427 
12 10 -0.27517 0.29804 0.66375 0.33516 
12 11 -0.14655 0.29210 0.78376 0.36041 
13 2 -1.41638 0.45222 0.22171 0.37988 
13 3 -1.22680 0.39750 0.25956 0.32571 
13 4 -1.07364 0.36594 0.29293 0.29583 
13 5 -0.93703 0.34672 0.33231 0.28986 
13 6 -0.80849 0.32895 0.37123 0.28692 
13 7 -0.69390 0.31642 0.41387 0.28355 
13 8 -0.58507 0.30708 0.46223 0.28903 
13 9 -0.47673 0.29634 0.51871 0.29455 
13 10 -0.36877 0.29028 0.58708 0.30659 
13 11 -0.25613 0.28542 0.67354 0.32218 
13 12 -0.13929 0.28215 0.79216 0.34863 
14 2 -1.45436 0.44602 0.21769 0.38153 
14 3 -1.27177 0.39528 0.24909 0.31520 
14 4 -1.11854 0.36276 0.28159 0.28903 
14 5 -0.98556 0.33862 0.31472 0.27790 
14 6 -0.86580 0.32299 0.35011 0.27148 
14 7 -0.75670 0.30984 0.38956 0.27017 
14 8 -0.65211 0.29912 0.43119 0.26954 
14 9 -0.54785 0.29238 0.48042 0.27670 
14 10 -0.44787 0.28482 0.53449 0.28301 
14 11 -0.34506 0.27884 0.60052 0.29365 
14 12 -0.24029 0.27323 0.68620 0.31157 
14 13 -0.13346 0.26943 0.80199 0.33821 
15 2 -1.49275 0.44279 0.21497 0.37539 
15 3 -1.30478 0.39045 0.24183 0.30796 
15 4 -1.16220 0.35904 0.26956 0.27869 
15 5 -1.03094 0.33601 0.30254 0.26810 
15 6 -0.91744 0.31993 0.33547 0.26278 
15 7 -0.80672 0.30662 0.36665 0.25927 
15 8 -0.70662 0.29475 0.40544 0.25899 
15 9 -0.61005 0.28565 0.44858 0.26382 
15 10 -0.51684 0.27936 0.49449 0.26744 
15 11 -0.42228 0.27321 0.54747 0.27453 
15 12 -0.32780 0.26910 0.61667 0.28779 
15 13 -0.22751 0.26291 0.69365 0.30180 
15 14 -0.12301 0.25944 0.81042 0.32751 
16 2 -1.52717 0.43582 0.20540 0.35881 
16 3 -1.34498 0.38345 0.23381 0.29838 
16 4 -1.20015 0.35097 0.26279 0.27339 
16 5 -1.07714 0.32942 0.29112 0.25940 
16 6 -0.96216 0.31358 0.31996 0.25122 
16 7 -0.85739 0.30118 0.35203 0.24915 
16 8 -0.75846 0.28957 0.38624 0.24848 
16 9 -0.66738 0.28226 0.41817 0.24597 
16 10 -0.57801 0.27499 0.46363 0.25392 
16 11 -0.48785 0.26869 0.50929 0.26066 
16 12 -0.40112 0.26353 0.56443 0.26748 
16 13 -0.30970 0.25996 0.62379 0.27729 
16 14 -0.21710 0.25565 0.70576 0.29370 
16 15 -0.11625 0.25072 0.81588 0.31660 
17 2 -1.55786 0.43254 0.20069 0.34925 
17 3 -1.38128 0.38017 0.22822 0.29375 
17 4 -1.23892 0.34836 0.25661 0.26830 
17 5 -1.11278 0.32562 0.27918 0.25018 
17 6 -1.00430 0.30989 0.30994 0.24537 
17 7 -0.90044 0.29783 0.33686 0.24340 
17 8 -0.80924 0.28627 0.36828 0.24058 
17 9 -0.71931 0.27825 0.40137 0.24026 
17 10 -0.63127 0.27108 0.43709 0.24367 
17 11 -0.54659 0.26471 0.47795 0.24705 
17 12 -0.46417 0.25922 0.52318 0.25292 
17 13 -0.38159 0.25454 0.57445 0.26090 
17 14 -0.29593 0.24981 0.63863 0.26979 
17 15 -0.20494 0.24713 0.71459 0.28723 
17 16 -0.11149 0.24261 0.82358 0.30924 
18 2 -1.58600 0.42817 0.19624 0.34714 
18 3 -1.41087 0.37533 0.22404 0.29198 
18 4 -1.26799 0.34579 0.24816 0.26113 
18 5 -1.15098 0.32546 0.27314 0.24903 
18 6 -1.04202 0.30649 0.29937 0.23825 
18 7 -0.94126 0.29293 0.32549 0.23571 
18 8 -0.85008 0.28371 0.35486 0.23457 
18 9 -0.76539 0.27382 0.38279 0.23220 
18 10 -0.68240 0.26625 0.41628 0.23268 
18 11 -0.59907 0.25969 0.45029 0.23622 
18 12 -0.52378 0.25365 0.49127 0.24119 
18 13 -0.44324 0.25067 0.53412 0.24812 
18 14 -0.36325 0.24579 0.58690 0.25564 
18 15 -0.28165 0.24291 0.64845 0.26449 
18 16 -0.19760 0.24055 0.72411 0.27932 
18 17 -0.10777 0.23746 0.82808 0.30046 
19 2 -1.60964 0.42320 0.19123 0.34082 
19 3 -1.44418 0.37199 0.21918 0.28187 
 2
19 4 -1.30274 0.34151 0.24086 0.25418 
19 5 -1.18185 0.31983 0.26553 0.24072 
19 6 -1.08028 0.30401 0.28750 0.22995 
19 7 -0.98184 0.28978 0.31588 0.23037 
19 8 -0.89303 0.27967 0.34071 0.22528 
19 9 -0.80975 0.27106 0.36767 0.22609 
19 10 -0.72603 0.26272 0.39935 0.22824 
19 11 -0.64741 0.25835 0.42804 0.22774 
19 12 -0.57211 0.25144 0.46428 0.23257 
19 13 -0.49810 0.24547 0.50156 0.23419 
19 14 -0.42408 0.24123 0.54581 0.24212 
19 15 -0.34642 0.23852 0.59625 0.24906 
19 16 -0.26930 0.23607 0.65744 0.26049 
19 17 -0.19056 0.23251 0.73474 0.27297 
19 18 -0.10225 0.23087 0.83376 0.29437 
20 2 -1.63839 0.41903 0.19199 0.34168 
20 3 -1.46882 0.36978 0.21163 0.27523 
20 4 -1.33312 0.33870 0.23518 0.24799 
20 5 -1.21574 0.31657 0.25744 0.23512 
20 6 -1.11125 0.29905 0.28012 0.22721 
20 7 -1.01489 0.28564 0.30214 0.22291 
20 8 -0.92936 0.27679 0.32879 0.21977 
20 9 -0.84497 0.26839 0.35337 0.21958 
20 10 -0.76768 0.26109 0.38229 0.22024 
20 11 -0.69220 0.25416 0.40924 0.22098 
20 12 -0.61721 0.24743 0.44297 0.22311 
20 13 -0.54644 0.24326 0.47597 0.22518 
20 14 -0.47386 0.23891 0.51343 0.22984 
20 15 -0.40481 0.23458 0.55652 0.23642 
20 16 -0.33249 0.23268 0.60613 0.24377 
20 17 -0.25902 0.22993 0.66683 0.25350 
20 18 -0.18302 0.22739 0.74010 0.26739 
20 19 -0.09888 0.22578 0.83811 0.28615 
21 2 -1.65850 0.41547 0.18719 0.33446 
21 3 -1.49418 0.36601 0.20635 0.26719 
21 4 -1.35914 0.33534 0.22950 0.24238 
21 5 -1.24001 0.31400 0.25201 0.23430 
21 6 -1.14141 0.29674 0.27512 0.22374 
21 7 -1.04877 0.28414 0.29575 0.21614 
21 8 -0.96087 0.27301 0.31841 0.21502 
21 9 -0.88141 0.26420 0.34144 0.21374 
21 10 -0.80509 0.25765 0.36829 0.21354 
21 11 -0.72978 0.25011 0.39272 0.21263 
21 12 -0.66015 0.24482 0.42064 0.21492 
21 13 -0.59254 0.24121 0.45446 0.21732 
21 14 -0.52578 0.23600 0.48970 0.22319 
21 15 -0.45832 0.23357 0.52436 0.22412 
21 16 -0.38752 0.22937 0.56618 0.22988 
21 17 -0.31988 0.22690 0.61685 0.23804 
21 18 -0.24760 0.22333 0.67407 0.24641 
21 19 -0.17334 0.22215 0.74852 0.26212 
21 20 -0.09331 0.21921 0.84310 0.28027 
22 2 -1.68296 0.41343 0.18397 0.32424 
22 3 -1.51998 0.36364 0.20563 0.27026 
22 4 -1.38392 0.33210 0.22715 0.24583 
22 5 -1.27357 0.31015 0.24786 0.22787 
22 6 -1.16919 0.29381 0.26756 0.21869 
22 7 -1.07991 0.28091 0.28882 0.21417 
22 8 -0.99468 0.27264 0.31103 0.21101 
22 9 -0.91595 0.26391 0.33140 0.20788 
22 10 -0.84148 0.25625 0.35578 0.20691 
22 11 -0.77048 0.24935 0.37738 0.20565 
22 12 -0.70432 0.24310 0.40739 0.20914 
22 13 -0.63437 0.23693 0.43267 0.20974 
22 14 -0.56878 0.23292 0.46370 0.21272 
22 15 -0.50381 0.22941 0.49792 0.21669 
22 16 -0.43732 0.22721 0.53404 0.22170 
22 17 -0.37374 0.22430 0.57676 0.22686 
22 18 -0.30818 0.22047 0.62470 0.23470 
22 19 -0.23928 0.21840 0.68131 0.24349 
22 20 -0.16863 0.21501 0.75446 0.25805 
22 21 -0.09118 0.21412 0.84605 0.27198 
23 2 -1.70898 0.41086 0.18217 0.32988 
23 3 -1.54146 0.35926 0.20115 0.26373 
23 4 -1.41033 0.32948 0.22002 0.23767 
23 5 -1.29616 0.30800 0.24171 0.22392 
23 6 -1.19895 0.29061 0.26178 0.21481 
23 7 -1.11015 0.27819 0.28272 0.20931 
23 8 -1.02437 0.26778 0.30119 0.20649 
23 9 -0.94862 0.25917 0.32187 0.20393 
23 10 -0.87580 0.25297 0.34573 0.20439 
23 11 -0.80790 0.24626 0.36671 0.20074 
23 12 -0.73753 0.24044 0.39029 0.20222 
23 13 -0.67178 0.23603 0.41790 0.20542 
23 14 -0.61027 0.23079 0.44599 0.20632 
23 15 -0.54713 0.22636 0.47600 0.21040 
23 16 -0.48366 0.22278 0.50725 0.21373 
23 17 -0.42260 0.21982 0.54371 0.21656 
23 18 -0.35959 0.21846 0.58464 0.22231 
23 19 -0.29713 0.21559 0.63336 0.22965 
23 20 -0.23340 0.21351 0.68973 0.23900 
23 21 -0.16205 0.21028 0.75979 0.25315 
23 22 -0.08851 0.21052 0.85279 0.26933 
24 2 -1.72693 0.40646 0.17606 0.31573 
24 3 -1.56093 0.35654 0.19614 0.25841 
24 4 -1.43248 0.32430 0.21825 0.23371 
24 5 -1.31947 0.30535 0.23753 0.21997 
24 6 -1.22331 0.28767 0.25557 0.21331 
24 7 -1.13582 0.27547 0.27437 0.20656 
24 8 -1.05454 0.26533 0.29442 0.20257 
24 9 -0.97655 0.25662 0.31380 0.19999 
24 10 -0.90527 0.25018 0.33324 0.19671 
24 11 -0.83903 0.24466 0.35625 0.19740 
24 12 -0.77331 0.23716 0.38149 0.19857 
24 13 -0.71052 0.23145 0.40366 0.19897 
24 14 -0.64638 0.22832 0.42794 0.20150 
24 15 -0.58775 0.22379 0.45512 0.20253 
24 16 -0.52637 0.22080 0.48594 0.20377 
24 17 -0.46589 0.21848 0.51880 0.20989 
24 18 -0.40893 0.21478 0.55442 0.21381 
24 19 -0.34741 0.21421 0.59389 0.22012 
24 20 -0.28574 0.21042 0.64090 0.22645 
24 21 -0.22281 0.20873 0.69685 0.23488 
24 22 -0.15703 0.20715 0.76557 0.24750 
24 23 -0.08459 0.20502 0.85522 0.26329 
25 2 -1.74217 0.40427 0.17246 0.30976 
25 3 -1.58390 0.35451 0.19598 0.25652 
25 4 -1.45317 0.32521 0.21241 0.22914 
25 5 -1.34437 0.30212 0.23163 0.21674 
25 6 -1.24696 0.28839 0.25249 0.20983 
25 7 -1.16149 0.27127 0.26803 0.20180 
25 8 -1.07914 0.26469 0.28807 0.19928 
25 9 -1.00629 0.25531 0.30633 0.19542 
25 10 -0.93429 0.24830 0.32428 0.19330 
25 11 -0.86890 0.24123 0.34613 0.19240 
25 12 -0.80668 0.23583 0.36688 0.19304 
25 13 -0.74173 0.23068 0.39022 0.19400 
25 14 -0.68271 0.22659 0.41244 0.19519 
25 15 -0.62413 0.22206 0.43710 0.19514 
25 16 -0.56574 0.21921 0.46538 0.19804 
25 17 -0.50887 0.21543 0.49433 0.20097 
25 18 -0.45109 0.21258 0.52831 0.20513 
25 19 -0.39351 0.20988 0.56274 0.20967 
25 20 -0.33644 0.20822 0.60176 0.21443 
25 21 -0.27754 0.20587 0.64716 0.22227 
25 22 -0.21509 0.20430 0.70177 0.23057 
25 23 -0.15184 0.20222 0.76953 0.24304 
25 24 -0.08089 0.20191 0.85581 0.25867 
Table A1: Moment conversions
n’ n’ dec prob 
3 3 0.1 0.33101 
3 3 0.2 0.34010 
3 3 0.3 0.35490 
3 3 0.4 0.37629 
3 3 0.5 0.40391 
3 3 0.6 0.43816 
3 3 0.7 0.47851 
3 3 0.8 0.52443 
3 3 0.9 0.57497 
3 2 0.1 0.42539 
3 2 0.2 0.42539 
3 2 0.3 0.42539 
3 2 0.4 0.42539 
3 2 0.5 0.42539 
3 2 0.6 0.42539 
3 2 0.7 0.42539 
3 2 0.8 0.42539 
3 2 0.9 0.42539 
4 4 0.1 0.27424 
4 4 0.2 0.31019 
4 4 0.3 0.34722 
4 4 0.4 0.38690 
4 4 0.5 0.42745 
4 4 0.6 0.46899 
4 4 0.7 0.51241 
4 4 0.8 0.55544 
4 4 0.9 0.60818 
4 3 0.1 0.35804 
4 3 0.2 0.36309 
4 3 0.3 0.37258 
4 3 0.4 0.38672 
4 3 0.5 0.40720 
4 3 0.6 0.43428 
4 3 0.7 0.46876 
4 3 0.8 0.51189 
4 3 0.9 0.56070 
4 2 0.1 0.41919 
4 2 0.2 0.41919 
4 2 0.3 0.41919 
4 2 0.4 0.41919 
4 2 0.5 0.41919 
4 2 0.6 0.41919 
4 2 0.7 0.41919 
4 2 0.8 0.41919 
4 2 0.9 0.41919 
5 5 0.1 0.24455 
5 5 0.2 0.29799 
5 5 0.3 0.34629 
5 5 0.4 0.39281 
5 5 0.5 0.43835 
5 5 0.6 0.48341 
5 5 0.7 0.52659 
5 5 0.8 0.57642 
5 5 0.9 0.64080 
5 4 0.1 0.30399 
5 4 0.2 0.32877 
5 4 0.3 0.35693 
5 4 0.4 0.38912 
5 4 0.5 0.42361 
5 4 0.6 0.46164 
5 4 0.7 0.50127 
5 4 0.8 0.54191 
5 4 0.9 0.58519 
5 3 0.1 0.36416 
5 3 0.2 0.36819 
5 3 0.3 0.37581 
5 3 0.4 0.38786 
5 3 0.5 0.40554 
5 3 0.6 0.43075 
5 3 0.7 0.46252 
5 3 0.8 0.50233 
5 3 0.9 0.54943 
5 2 0.1 0.41954 
5 2 0.2 0.41954 
5 2 0.3 0.41954 
5 2 0.4 0.41954 
5 2 0.5 0.41954 
5 2 0.6 0.41954 
5 2 0.7 0.41954 
5 2 0.8 0.41954 
5 2 0.9 0.41954 
6 6 0.1 0.22765 
6 6 0.2 0.29206 
6 6 0.3 0.34739 
6 6 0.4 0.39886 
6 6 0.5 0.44686 
6 6 0.6 0.49352 
6 6 0.7 0.54326 
6 6 0.8 0.59889 
6 6 0.9 0.66527 
6 5 0.1 0.27421 
6 5 0.2 0.31702 
6 5 0.3 0.35836 
6 5 0.4 0.40018 
6 5 0.5 0.44070 
6 5 0.6 0.48067 
6 5 0.7 0.52121 
6 5 0.8 0.56289 
6 5 0.9 0.62144 
6 4 0.1 0.31476 
6 4 0.2 0.33580 
6 4 0.3 0.36056 
6 4 0.4 0.38832 
6 4 0.5 0.41986 
6 4 0.6 0.45464 
6 4 0.7 0.49265 
6 4 0.8 0.53324 
6 4 0.9 0.57402 
6 3 0.1 0.36815 
6 3 0.2 0.37155 
6 3 0.3 0.37828 
6 3 0.4 0.38921 
6 3 0.5 0.40486 
6 3 0.6 0.42766 
6 3 0.7 0.45750 
6 3 0.8 0.49732 
6 3 0.9 0.54448 
6 2 0.1 0.41642 
6 2 0.2 0.41642 
6 2 0.3 0.41642 
6 2 0.4 0.41642 
6 2 0.5 0.41642 
6 2 0.6 0.41642 
6 2 0.7 0.41642 
6 2 0.8 0.41642 
6 2 0.9 0.41642 
7 7 0.1 0.21575 
7 7 0.2 0.28551 
7 7 0.3 0.34545 
7 7 0.4 0.40165 
7 7 0.5 0.45304 
7 7 0.6 0.50377 
7 7 0.7 0.55608 
7 7 0.8 0.61468 
7 7 0.9 0.68641 
7 6 0.1 0.25369 
7 6 0.2 0.30798 
7 6 0.3 0.35614 
7 6 0.4 0.40327 
7 6 0.5 0.44838 
7 6 0.6 0.49096 
7 6 0.7 0.53484 
7 6 0.8 0.58336 
7 6 0.9 0.64693 
7 5 0.1 0.28536 
7 5 0.2 0.32250 
7 5 0.3 0.35984 
7 5 0.4 0.39743 
7 5 0.5 0.43527 
7 5 0.6 0.47386 
7 5 0.7 0.51440 
7 5 0.8 0.55359 
7 5 0.9 0.60667 
7 4 0.1 0.32647 
7 4 0.2 0.34518 
7 4 0.3 0.36810 
7 4 0.4 0.39394 
7 4 0.5 0.42394 
7 4 0.6 0.45793 
7 4 0.7 0.49479 
7 4 0.8 0.53315 
7 4 0.9 0.57376 
7 3 0.1 0.36854 
7 3 0.2 0.37163 
7 3 0.3 0.37766 
7 3 0.4 0.38737 
7 3 0.5 0.40219 
7 3 0.6 0.42359 
7 3 0.7 0.45311 
7 3 0.8 0.49126 
7 3 0.9 0.53688 
7 2 0.1 0.41455 
7 2 0.2 0.41455 
7 2 0.3 0.41455 
7 2 0.4 0.41455 
7 2 0.5 0.41455 
7 2 0.6 0.41455 
7 2 0.7 0.41455 
7 2 0.8 0.41455 
7 2 0.9 0.41455 
8 8 0.1 0.20388 
8 8 0.2 0.27899 
8 8 0.3 0.34291 
8 8 0.4 0.40006 
8 8 0.5 0.45450 
8 8 0.6 0.50925 
8 8 0.7 0.56511 
8 8 0.8 0.62586 
8 8 0.9 0.69974 
8 7 0.1 0.23795 
8 7 0.2 0.29974 
8 7 0.3 0.35332 
8 7 0.4 0.40239 
8 7 0.5 0.44921 
8 7 0.6 0.49561 
8 7 0.7 0.54306 
8 7 0.8 0.59736 
8 7 0.9 0.66511 
8 6 0.1 0.26723 
8 6 0.2 0.31516 
8 6 0.3 0.36033 
8 6 0.4 0.40407 
8 6 0.5 0.44789 
8 6 0.6 0.48977 
8 6 0.7 0.52958 
8 6 0.8 0.57554 
8 6 0.9 0.63517 
8 5 0.1 0.29338 
8 5 0.2 0.32718 
8 5 0.3 0.36149 
8 5 0.4 0.39766 
8 5 0.5 0.43384 
8 5 0.6 0.47165 
8 5 0.7 0.50988 
8 5 0.8 0.54824 
8 5 0.9 0.59938 
8 4 0.1 0.33076 
8 4 0.2 0.34779 
8 4 0.3 0.36826 
8 4 0.4 0.39265 
8 4 0.5 0.42209 
8 4 0.6 0.45496 
8 4 0.7 0.49086 
8 4 0.8 0.52904 
8 4 0.9 0.56988 
8 3 0.1 0.36885 
8 3 0.2 0.37168 
8 3 0.3 0.37720 
8 3 0.4 0.38678 
8 3 0.5 0.40109 
8 3 0.6 0.42139 
8 3 0.7 0.44952 
8 3 0.8 0.48693 
8 3 0.9 0.53377 
8 2 0.1 0.41665 
8 2 0.2 0.41665 
8 2 0.3 0.41665 
8 2 0.4 0.41665 
8 2 0.5 0.41665 
8 2 0.6 0.41665 
8 2 0.7 0.41665 
8 2 0.8 0.41665 
8 2 0.9 0.41665 
9 9 0.1 0.19675 
9 9 0.2 0.27659 
9 9 0.3 0.34152 
9 9 0.4 0.40042 
9 9 0.5 0.45711 
9 9 0.6 0.51324 
9 9 0.7 0.57133 
9 9 0.8 0.63476 
9 9 0.9 0.71214 
9 8 0.1 0.22823 
9 8 0.2 0.29484 
9 8 0.3 0.35271 
9 8 0.4 0.40612 
9 8 0.5 0.45535 
9 8 0.6 0.50378 
9 8 0.7 0.55373 
9 8 0.8 0.61033 
9 8 0.9 0.68002 
9 7 0.1 0.25290 
9 7 0.2 0.31013 
9 7 0.3 0.36188 
9 7 0.4 0.40975 
9 7 0.5 0.45393 
9 7 0.6 0.49676 
9 7 0.7 0.54101 
9 7 0.8 0.59251 
9 7 0.9 0.65514 
9 6 0.1 0.27311 
9 6 0.2 0.31785 
9 6 0.3 0.36165 
9 6 0.4 0.40283 
9 6 0.5 0.44387 
9 6 0.6 0.48479 
9 6 0.7 0.52447 
9 6 0.8 0.56825 
9 6 0.9 0.62565 
9 5 0.1 0.29899 
9 5 0.2 0.33022 
9 5 0.3 0.36278 
9 5 0.4 0.39771 
9 5 0.5 0.43209 
9 5 0.6 0.46927 
9 5 0.7 0.50696 
9 5 0.8 0.54578 
9 5 0.9 0.59647 
9 4 0.1 0.33011 
9 4 0.2 0.34566 
9 4 0.3 0.36575 
9 4 0.4 0.38934 
9 4 0.5 0.41704 
9 4 0.6 0.44860 
9 4 0.7 0.48368 
9 4 0.8 0.52214 
9 4 0.9 0.56307 
9 3 0.1 0.37039 
9 3 0.2 0.37307 
9 3 0.3 0.37858 
9 3 0.4 0.38764 
9 3 0.5 0.40170 
9 3 0.6 0.42186 
9 3 0.7 0.44922 
9 3 0.8 0.48687 
9 3 0.9 0.53302 
9 2 0.1 0.41377 
9 2 0.2 0.41377 
9 2 0.3 0.41377 
9 2 0.4 0.41377 
9 2 0.5 0.41377 
9 2 0.6 0.41377 
9 2 0.7 0.41377 
9 2 0.8 0.41377 
9 2 0.9 0.41377 
10 10 0.1 0.18854 
10 10 0.2 0.26993 
10 10 0.3 0.34095 
10 10 0.4 0.40230 
10 10 0.5 0.46090 
10 10 0.6 0.52036 
10 10 0.7 0.58047 
10 10 0.8 0.64374 
10 10 0.9 0.72015 
10 9 0.1 0.21748 
10 9 0.2 0.29082 
10 9 0.3 0.35252 
10 9 0.4 0.40689 
10 9 0.5 0.46005 
10 9 0.6 0.51242 
10 9 0.7 0.56520 
10 9 0.8 0.62333 
10 9 0.9 0.69375 
10 8 0.1 0.24104 
10 8 0.2 0.30416 
10 8 0.3 0.35879 
10 8 0.4 0.41043 
10 8 0.5 0.45717 
10 8 0.6 0.50363 
10 8 0.7 0.55145 
10 8 0.8 0.60467 
10 8 0.9 0.67161 
10 7 0.1 0.25819 
10 7 0.2 0.31242 
10 7 0.3 0.36164 
10 7 0.4 0.40825 
10 7 0.5 0.45241 
10 7 0.6 0.49343 
10 7 0.7 0.53732 
10 7 0.8 0.58556 
10 7 0.9 0.64875 
10 6 0.1 0.27814 
10 6 0.2 0.32037 
10 6 0.3 0.36117 
10 6 0.4 0.40142 
10 6 0.5 0.44142 
10 6 0.6 0.48140 
10 6 0.7 0.52023 
10 6 0.8 0.56275 
10 6 0.9 0.62074 
10 5 0.1 0.30106 
10 5 0.2 0.33105 
10 5 0.3 0.36181 
10 5 0.4 0.39504 
10 5 0.5 0.42905 
10 5 0.6 0.46618 
10 5 0.7 0.50358 
10 5 0.8 0.54149 
10 5 0.9 0.58996 
10 4 0.1 0.32899 
10 4 0.2 0.34430 
10 4 0.3 0.36345 
10 4 0.4 0.38646 
10 4 0.5 0.41394 
10 4 0.6 0.44490 
10 4 0.7 0.47943 
10 4 0.8 0.51697 
10 4 0.9 0.55714 
10 3 0.1 0.37191 
10 3 0.2 0.37454 
10 3 0.3 0.37972 
10 3 0.4 0.38854 
10 3 0.5 0.40185 
 2 
10 3 0.6 0.42160 
10 3 0.7 0.44960 
10 3 0.8 0.48543 
10 3 0.9 0.53109 
10 2 0.1 0.41692 
10 2 0.2 0.41692 
10 2 0.3 0.41692 
10 2 0.4 0.41692 
10 2 0.5 0.41692 
10 2 0.6 0.41692 
10 2 0.7 0.41692 
10 2 0.8 0.41692 
10 2 0.9 0.41692 
11 11 0.1 0.18358 
11 11 0.2 0.26794 
11 11 0.3 0.33965 
11 11 0.4 0.40387 
11 11 0.5 0.46564 
11 11 0.6 0.52657 
11 11 0.7 0.58633 
11 11 0.8 0.65200 
11 11 0.9 0.73213 
11 10 0.1 0.20834 
11 10 0.2 0.28510 
11 10 0.3 0.34930 
11 10 0.4 0.40576 
11 10 0.5 0.46042 
11 10 0.6 0.51466 
11 10 0.7 0.57009 
11 10 0.8 0.62954 
11 10 0.9 0.70199 
11 9 0.1 0.22875 
11 9 0.2 0.29924 
11 9 0.3 0.35854 
11 9 0.4 0.41223 
11 9 0.5 0.46186 
11 9 0.6 0.51078 
11 9 0.7 0.56154 
11 9 0.8 0.61623 
11 9 0.9 0.68409 
11 8 0.1 0.24332 
11 8 0.2 0.30508 
11 8 0.3 0.35785 
11 8 0.4 0.40659 
11 8 0.5 0.45244 
11 8 0.6 0.49757 
11 8 0.7 0.54443 
11 8 0.8 0.59585 
11 8 0.9 0.65869 
11 7 0.1 0.25990 
11 7 0.2 0.31104 
11 7 0.3 0.35847 
11 7 0.4 0.40220 
11 7 0.5 0.44580 
11 7 0.6 0.48752 
11 7 0.7 0.52971 
11 7 0.8 0.57678 
11 7 0.9 0.63652 
11 6 0.1 0.28386 
11 6 0.2 0.32539 
11 6 0.3 0.36510 
11 6 0.4 0.40434 
11 6 0.5 0.44378 
11 6 0.6 0.48321 
11 6 0.7 0.52105 
11 6 0.8 0.56276 
11 6 0.9 0.61780 
11 5 0.1 0.30577 
11 5 0.2 0.33485 
11 5 0.3 0.36570 
11 5 0.4 0.39679 
11 5 0.5 0.43022 
11 5 0.6 0.46591 
11 5 0.7 0.50263 
11 5 0.8 0.54003 
11 5 0.9 0.58725 
11 4 0.1 0.33480 
11 4 0.2 0.34935 
11 4 0.3 0.36786 
11 4 0.4 0.39026 
11 4 0.5 0.41717 
11 4 0.6 0.44836 
11 4 0.7 0.48274 
11 4 0.8 0.51965 
11 4 0.9 0.55989 
11 3 0.1 0.36567 
11 3 0.2 0.36814 
11 3 0.3 0.37316 
11 3 0.4 0.38161 
11 3 0.5 0.39459 
11 3 0.6 0.41405 
11 3 0.7 0.44098 
11 3 0.8 0.47806 
11 3 0.9 0.52391 
11 2 0.1 0.41670 
11 2 0.2 0.41670 
11 2 0.3 0.41670 
11 2 0.4 0.41670 
11 2 0.5 0.41670 
11 2 0.6 0.41670 
11 2 0.7 0.41670 
11 2 0.8 0.41670 
11 2 0.9 0.41670 
12 12 0.1 0.17948 
12 12 0.2 0.26602 
12 12 0.3 0.33954 
12 12 0.4 0.40401 
12 12 0.5 0.46652 
12 12 0.6 0.52756 
12 12 0.7 0.58963 
12 12 0.8 0.65799 
12 12 0.9 0.73887 
12 11 0.1 0.20227 
12 11 0.2 0.28314 
12 11 0.3 0.35019 
12 11 0.4 0.40922 
12 11 0.5 0.46689 
12 11 0.6 0.52291 
12 11 0.7 0.57915 
12 11 0.8 0.64066 
12 11 0.9 0.71615 
12 10 0.1 0.21516 
12 10 0.2 0.28791 
12 10 0.3 0.35105 
12 10 0.4 0.40549 
12 10 0.5 0.45754 
12 10 0.6 0.50912 
12 10 0.7 0.56125 
12 10 0.8 0.61871 
12 10 0.9 0.69011 
12 9 0.1 0.23353 
12 9 0.2 0.30126 
12 9 0.3 0.35961 
12 9 0.4 0.41172 
12 9 0.5 0.46014 
12 9 0.6 0.50751 
12 9 0.7 0.55640 
12 9 0.8 0.60953 
12 9 0.9 0.67681 
12 8 0.1 0.24817 
12 8 0.2 0.30795 
12 8 0.3 0.36062 
12 8 0.4 0.40839 
12 8 0.5 0.45365 
12 8 0.6 0.49672 
12 8 0.7 0.54025 
12 8 0.8 0.59062 
12 8 0.9 0.65383 
12 7 0.1 0.26281 
12 7 0.2 0.31293 
12 7 0.3 0.35937 
12 7 0.4 0.40357 
12 7 0.5 0.44590 
12 7 0.6 0.48812 
12 7 0.7 0.52925 
12 7 0.8 0.57490 
12 7 0.9 0.63500 
12 6 0.1 0.28386 
12 6 0.2 0.32330 
12 6 0.3 0.36268 
12 6 0.4 0.40148 
12 6 0.5 0.43972 
12 6 0.6 0.47715 
12 6 0.7 0.51526 
12 6 0.8 0.55685 
12 6 0.9 0.61172 
12 5 0.1 0.30554 
12 5 0.2 0.33258 
12 5 0.3 0.36131 
12 5 0.4 0.39340 
12 5 0.5 0.42696 
12 5 0.6 0.46185 
12 5 0.7 0.49834 
12 5 0.8 0.53600 
12 5 0.9 0.58220 
12 4 0.1 0.33313 
12 4 0.2 0.34723 
12 4 0.3 0.36571 
12 4 0.4 0.38789 
12 4 0.5 0.41418 
12 4 0.6 0.44380 
12 4 0.7 0.47774 
12 4 0.8 0.51507 
12 4 0.9 0.55604 
12 3 0.1 0.37255 
12 3 0.2 0.37495 
12 3 0.3 0.37981 
12 3 0.4 0.38819 
12 3 0.5 0.40128 
12 3 0.6 0.42031 
12 3 0.7 0.44695 
12 3 0.8 0.48212 
12 3 0.9 0.52884 
12 2 0.1 0.41390 
12 2 0.2 0.41390 
12 2 0.3 0.41390 
12 2 0.4 0.41390 
12 2 0.5 0.41390 
12 2 0.6 0.41390 
12 2 0.7 0.41390 
12 2 0.8 0.41390 
12 2 0.9 0.41390 
13 13 0.1 0.17460 
13 13 0.2 0.26089 
13 13 0.3 0.33478 
13 13 0.4 0.40156 
13 13 0.5 0.46636 
13 13 0.6 0.53107 
13 13 0.7 0.59421 
13 13 0.8 0.66292 
13 13 0.9 0.74466 
13 12 0.1 0.19765 
13 12 0.2 0.28039 
13 12 0.3 0.34928 
13 12 0.4 0.41022 
13 12 0.5 0.46958 
13 12 0.6 0.52682 
13 12 0.7 0.58492 
13 12 0.8 0.64846 
13 12 0.9 0.72261 
13 11 0.1 0.21055 
13 11 0.2 0.28652 
13 11 0.3 0.35125 
13 11 0.4 0.40986 
13 11 0.5 0.46509 
13 11 0.6 0.51858 
13 11 0.7 0.57221 
13 11 0.8 0.63170 
13 11 0.9 0.70371 
13 10 0.1 0.22504 
13 10 0.2 0.29653 
13 10 0.3 0.35533 
13 10 0.4 0.40915 
13 10 0.5 0.45818 
13 10 0.6 0.50819 
13 10 0.7 0.56029 
13 10 0.8 0.61610 
13 10 0.9 0.68600 
13 9 0.1 0.23734 
13 9 0.2 0.30184 
13 9 0.3 0.35692 
13 9 0.4 0.40785 
13 9 0.5 0.45504 
13 9 0.6 0.50090 
13 9 0.7 0.54895 
13 9 0.8 0.60278 
13 9 0.9 0.66735 
13 8 0.1 0.25181 
13 8 0.2 0.30823 
13 8 0.3 0.35967 
13 8 0.4 0.40674 
13 8 0.5 0.45151 
13 8 0.6 0.49444 
13 8 0.7 0.53771 
13 8 0.8 0.58812 
13 8 0.9 0.65030 
13 7 0.1 0.26787 
13 7 0.2 0.31614 
13 7 0.3 0.36010 
13 7 0.4 0.40294 
13 7 0.5 0.44478 
13 7 0.6 0.48531 
13 7 0.7 0.52496 
13 7 0.8 0.56976 
13 7 0.9 0.62920 
13 6 0.1 0.28665 
13 6 0.2 0.32493 
13 6 0.3 0.36280 
13 6 0.4 0.40039 
13 6 0.5 0.43811 
13 6 0.6 0.47606 
13 6 0.7 0.51358 
13 6 0.8 0.55363 
13 6 0.9 0.60795 
13 5 0.1 0.30470 
13 5 0.2 0.33176 
13 5 0.3 0.36034 
13 5 0.4 0.39102 
13 5 0.5 0.42396 
13 5 0.6 0.45900 
13 5 0.7 0.49454 
13 5 0.8 0.53191 
13 5 0.9 0.57861 
13 4 0.1 0.33383 
13 4 0.2 0.34762 
13 4 0.3 0.36475 
13 4 0.4 0.38645 
13 4 0.5 0.41195 
13 4 0.6 0.44140 
13 4 0.7 0.47521 
13 4 0.8 0.51171 
13 4 0.9 0.55199 
13 3 0.1 0.36930 
13 3 0.2 0.37174 
13 3 0.3 0.37647 
13 3 0.4 0.38492 
13 3 0.5 0.39746 
13 3 0.6 0.41656 
13 3 0.7 0.44320 
13 3 0.8 0.47780 
13 3 0.9 0.52345 
13 2 0.1 0.41273 
13 2 0.2 0.41273 
13 2 0.3 0.41273 
13 2 0.4 0.41273 
13 2 0.5 0.41273 
13 2 0.6 0.41273 
13 2 0.7 0.41273 
13 2 0.8 0.41273 
13 2 0.9 0.41273 
14 14 0.1 0.17540 
14 14 0.2 0.26441 
14 14 0.3 0.33756 
14 14 0.4 0.40466 
14 14 0.5 0.46905 
14 14 0.6 0.53385 
14 14 0.7 0.59820 
14 14 0.8 0.66945 
14 14 0.9 0.75159 
14 13 0.1 0.18789 
14 13 0.2 0.27044 
14 13 0.3 0.34136 
14 13 0.4 0.40544 
14 13 0.5 0.46598 
14 13 0.6 0.52554 
14 13 0.7 0.58496 
14 13 0.8 0.65017 
14 13 0.9 0.72915 
14 12 0.1 0.20629 
14 12 0.2 0.28564 
14 12 0.3 0.35229 
14 12 0.4 0.41107 
14 12 0.5 0.46782 
14 12 0.6 0.52324 
14 12 0.7 0.58049 
14 12 0.8 0.64203 
14 12 0.9 0.71427 
14 11 0.1 0.21758 
14 11 0.2 0.29102 
14 11 0.3 0.35397 
14 11 0.4 0.40968 
14 11 0.5 0.46394 
14 11 0.6 0.51589 
14 11 0.7 0.56898 
14 11 0.8 0.62681 
14 11 0.9 0.69795 
14 10 0.1 0.22893 
14 10 0.2 0.29848 
14 10 0.3 0.35775 
14 10 0.4 0.41060 
14 10 0.5 0.46123 
14 10 0.6 0.50952 
14 10 0.7 0.55831 
14 10 0.8 0.61394 
14 10 0.9 0.68122 
14 9 0.1 0.24025 
14 9 0.2 0.30201 
14 9 0.3 0.35778 
14 9 0.4 0.40803 
14 9 0.5 0.45534 
14 9 0.6 0.49979 
14 9 0.7 0.54742 
14 9 0.8 0.59958 
14 9 0.9 0.66475 
14 8 0.1 0.25489 
14 8 0.2 0.31133 
14 8 0.3 0.36001 
14 8 0.4 0.40583 
14 8 0.5 0.44911 
14 8 0.6 0.49106 
14 8 0.7 0.53401 
14 8 0.8 0.58233 
14 8 0.9 0.64420 
14 7 0.1 0.26821 
14 7 0.2 0.31574 
14 7 0.3 0.35919 
14 7 0.4 0.40101 
14 7 0.5 0.44286 
 3 
14 7 0.6 0.48303 
14 7 0.7 0.52252 
14 7 0.8 0.56715 
14 7 0.9 0.62730 
14 6 0.1 0.28846 
14 6 0.2 0.32582 
14 6 0.3 0.36322 
14 6 0.4 0.39971 
14 6 0.5 0.43720 
14 6 0.6 0.47400 
14 6 0.7 0.51095 
14 6 0.8 0.55112 
14 6 0.9 0.60602 
14 5 0.1 0.30961 
14 5 0.2 0.33548 
14 5 0.3 0.36408 
14 5 0.4 0.39451 
14 5 0.5 0.42677 
14 5 0.6 0.46186 
14 5 0.7 0.49821 
14 5 0.8 0.53406 
14 5 0.9 0.57923 
14 4 0.1 0.33532 
14 4 0.2 0.34859 
14 4 0.3 0.36602 
14 4 0.4 0.38721 
14 4 0.5 0.41253 
14 4 0.6 0.44241 
14 4 0.7 0.47594 
14 4 0.8 0.51364 
14 4 0.9 0.55287 
14 3 0.1 0.36912 
14 3 0.2 0.37148 
14 3 0.3 0.37625 
14 3 0.4 0.38430 
14 3 0.5 0.39670 
14 3 0.6 0.41512 
14 3 0.7 0.44161 
14 3 0.8 0.47612 
14 3 0.9 0.52171 
14 2 0.1 0.41174 
14 2 0.2 0.41174 
14 2 0.3 0.41174 
14 2 0.4 0.41174 
14 2 0.5 0.41174 
14 2 0.6 0.41174 
14 2 0.7 0.41174 
14 2 0.8 0.41174 
14 2 0.9 0.41174 
15 15 0.1 0.16883 
15 15 0.2 0.25818 
15 15 0.3 0.33620 
15 15 0.4 0.40669 
15 15 0.5 0.47056 
15 15 0.6 0.53632 
15 15 0.7 0.60163 
15 15 0.8 0.67272 
15 15 0.9 0.75678 
15 14 0.1 0.18552 
15 14 0.2 0.27030 
15 14 0.3 0.34439 
15 14 0.4 0.40896 
15 14 0.5 0.47086 
15 14 0.6 0.53183 
15 14 0.7 0.59342 
15 14 0.8 0.65940 
15 14 0.9 0.73671 
15 13 0.1 0.20211 
15 13 0.2 0.28336 
15 13 0.3 0.35093 
15 13 0.4 0.41315 
15 13 0.5 0.47247 
15 13 0.6 0.52920 
15 13 0.7 0.58565 
15 13 0.8 0.64678 
15 13 0.9 0.72063 
15 12 0.1 0.20811 
15 12 0.2 0.28645 
15 12 0.3 0.35188 
15 12 0.4 0.40868 
15 12 0.5 0.46405 
15 12 0.6 0.51768 
15 12 0.7 0.57316 
15 12 0.8 0.63103 
15 12 0.9 0.70384 
15 11 0.1 0.22129 
15 11 0.2 0.29489 
15 11 0.3 0.35707 
15 11 0.4 0.41193 
15 11 0.5 0.46341 
15 11 0.6 0.51364 
15 11 0.7 0.56593 
15 11 0.8 0.62264 
15 11 0.9 0.69272 
15 10 0.1 0.22988 
15 10 0.2 0.29783 
15 10 0.3 0.35666 
15 10 0.4 0.40882 
15 10 0.5 0.45667 
15 10 0.6 0.50471 
15 10 0.7 0.55373 
15 10 0.8 0.60797 
15 10 0.9 0.67390 
15 9 0.1 0.24488 
15 9 0.2 0.30620 
15 9 0.3 0.36035 
15 9 0.4 0.40864 
15 9 0.5 0.45375 
15 9 0.6 0.49843 
15 9 0.7 0.54535 
15 9 0.8 0.59683 
15 9 0.9 0.66033 
15 8 0.1 0.25958 
15 8 0.2 0.31480 
15 8 0.3 0.36398 
15 8 0.4 0.40888 
15 8 0.5 0.45166 
15 8 0.6 0.49369 
15 8 0.7 0.53651 
15 8 0.8 0.58435 
15 8 0.9 0.64553 
15 7 0.1 0.27544 
15 7 0.2 0.32238 
15 7 0.3 0.36575 
15 7 0.4 0.40750 
15 7 0.5 0.44675 
15 7 0.6 0.48611 
15 7 0.7 0.52617 
15 7 0.8 0.57034 
15 7 0.9 0.62669 
15 6 0.1 0.28685 
15 6 0.2 0.32382 
15 6 0.3 0.36065 
15 6 0.4 0.39730 
15 6 0.5 0.43404 
15 6 0.6 0.47184 
15 6 0.7 0.50931 
15 6 0.8 0.54858 
15 6 0.9 0.60252 
15 5 0.1 0.31113 
15 5 0.2 0.33666 
15 5 0.3 0.36434 
15 5 0.4 0.39369 
15 5 0.5 0.42570 
15 5 0.6 0.45985 
15 5 0.7 0.49472 
15 5 0.8 0.53207 
15 5 0.9 0.57809 
15 4 0.1 0.33708 
15 4 0.2 0.35056 
15 4 0.3 0.36819 
15 4 0.4 0.38889 
15 4 0.5 0.41398 
15 4 0.6 0.44311 
15 4 0.7 0.47597 
15 4 0.8 0.51243 
15 4 0.9 0.55137 
15 3 0.1 0.37287 
15 3 0.2 0.37516 
15 3 0.3 0.37979 
15 3 0.4 0.38758 
15 3 0.5 0.39993 
15 3 0.6 0.41841 
15 3 0.7 0.44474 
15 3 0.8 0.47981 
15 3 0.9 0.52473 
15 2 0.1 0.40789 
15 2 0.2 0.40789 
15 2 0.3 0.40789 
15 2 0.4 0.40789 
15 2 0.5 0.40789 
15 2 0.6 0.40789 
15 2 0.7 0.40789 
15 2 0.8 0.40789 
15 2 0.9 0.40789 
16 16 0.1 0.16609 
16 16 0.2 0.25851 
16 16 0.3 0.33716 
16 16 0.4 0.40621 
16 16 0.5 0.47385 
16 16 0.6 0.53921 
16 16 0.7 0.60599 
16 16 0.8 0.67725 
16 16 0.9 0.76335 
16 15 0.1 0.18421 
16 15 0.2 0.27003 
16 15 0.3 0.34454 
16 15 0.4 0.41001 
16 15 0.5 0.47285 
16 15 0.6 0.53484 
16 15 0.7 0.59733 
16 15 0.8 0.66382 
16 15 0.9 0.74468 
16 14 0.1 0.19432 
16 14 0.2 0.27803 
16 14 0.3 0.34827 
16 14 0.4 0.41136 
16 14 0.5 0.47189 
16 14 0.6 0.53106 
16 14 0.7 0.59039 
16 14 0.8 0.65417 
16 14 0.9 0.72884 
16 13 0.1 0.20654 
16 13 0.2 0.28620 
16 13 0.3 0.35369 
16 13 0.4 0.41425 
16 13 0.5 0.47237 
16 13 0.6 0.52692 
16 13 0.7 0.58274 
16 13 0.8 0.64441 
16 13 0.9 0.71726 
16 12 0.1 0.21092 
16 12 0.2 0.28752 
16 12 0.3 0.35073 
16 12 0.4 0.40776 
16 12 0.5 0.46276 
16 12 0.6 0.51470 
16 12 0.7 0.56971 
16 12 0.8 0.62775 
16 12 0.9 0.69960 
16 11 0.1 0.22377 
16 11 0.2 0.29586 
16 11 0.3 0.35509 
16 11 0.4 0.40832 
16 11 0.5 0.45968 
16 11 0.6 0.51024 
16 11 0.7 0.56163 
16 11 0.8 0.61836 
16 11 0.9 0.68712 
16 10 0.1 0.23316 
16 10 0.2 0.29949 
16 10 0.3 0.35684 
16 10 0.4 0.40801 
16 10 0.5 0.45574 
16 10 0.6 0.50281 
16 10 0.7 0.55176 
16 10 0.8 0.60610 
16 10 0.9 0.67149 
16 9 0.1 0.24893 
16 9 0.2 0.30938 
16 9 0.3 0.36281 
16 9 0.4 0.41233 
16 9 0.5 0.45622 
16 9 0.6 0.49968 
16 9 0.7 0.54470 
16 9 0.8 0.59588 
16 9 0.9 0.65813 
16 8 0.1 0.25938 
16 8 0.2 0.31234 
16 8 0.3 0.36142 
16 8 0.4 0.40609 
16 8 0.5 0.44823 
16 8 0.6 0.48951 
16 8 0.7 0.53284 
16 8 0.8 0.58087 
16 8 0.9 0.64314 
16 7 0.1 0.27333 
16 7 0.2 0.31977 
16 7 0.3 0.36171 
16 7 0.4 0.40237 
16 7 0.5 0.44319 
16 7 0.6 0.48287 
16 7 0.7 0.52146 
16 7 0.8 0.56543 
16 7 0.9 0.62358 
16 6 0.1 0.29001 
16 6 0.2 0.32589 
16 6 0.3 0.36207 
16 6 0.4 0.39825 
16 6 0.5 0.43405 
16 6 0.6 0.47141 
16 6 0.7 0.50904 
16 6 0.8 0.54738 
16 6 0.9 0.60112 
16 5 0.1 0.30898 
16 5 0.2 0.33370 
16 5 0.3 0.36089 
16 5 0.4 0.39065 
16 5 0.5 0.42250 
16 5 0.6 0.45679 
16 5 0.7 0.49254 
16 5 0.8 0.52949 
16 5 0.9 0.57293 
16 4 0.1 0.33631 
16 4 0.2 0.34928 
16 4 0.3 0.36611 
16 4 0.4 0.38666 
16 4 0.5 0.41224 
16 4 0.6 0.44198 
16 4 0.7 0.47546 
16 4 0.8 0.51152 
16 4 0.9 0.55062 
16 3 0.1 0.37101 
16 3 0.2 0.37317 
16 3 0.3 0.37786 
16 3 0.4 0.38556 
16 3 0.5 0.39752 
16 3 0.6 0.41591 
16 3 0.7 0.44150 
16 3 0.8 0.47730 
16 3 0.9 0.52333 
16 2 0.1 0.40891 
16 2 0.2 0.40891 
16 2 0.3 0.40891 
16 2 0.4 0.40891 
16 2 0.5 0.40891 
16 2 0.6 0.40891 
16 2 0.7 0.40891 
16 2 0.8 0.40891 
16 2 0.9 0.40891 
17 17 0.1 0.16212 
17 17 0.2 0.25556 
17 17 0.3 0.33437 
17 17 0.4 0.40625 
17 17 0.5 0.47483 
17 17 0.6 0.54247 
17 17 0.7 0.61049 
17 17 0.8 0.68326 
17 17 0.9 0.76779 
17 16 0.1 0.17794 
17 16 0.2 0.26647 
17 16 0.3 0.34135 
17 16 0.4 0.40886 
17 16 0.5 0.47074 
17 16 0.6 0.53317 
17 16 0.7 0.59810 
17 16 0.8 0.66516 
17 16 0.9 0.74621 
17 15 0.1 0.19275 
17 15 0.2 0.27831 
17 15 0.3 0.34970 
17 15 0.4 0.41406 
17 15 0.5 0.47621 
17 15 0.6 0.53628 
17 15 0.7 0.59637 
17 15 0.8 0.66145 
17 15 0.9 0.73957 
17 14 0.1 0.19804 
17 14 0.2 0.27974 
17 14 0.3 0.34848 
17 14 0.4 0.40896 
17 14 0.5 0.46738 
17 14 0.6 0.52405 
17 14 0.7 0.58167 
17 14 0.8 0.64412 
17 14 0.9 0.71907 
17 13 0.1 0.20851 
17 13 0.2 0.28747 
17 13 0.3 0.35255 
17 13 0.4 0.41050 
17 13 0.5 0.46602 
17 13 0.6 0.52044 
17 13 0.7 0.57718 
17 13 0.8 0.63839 
17 13 0.9 0.71197 
17 12 0.1 0.21468 
17 12 0.2 0.28981 
17 12 0.3 0.35253 
17 12 0.4 0.40825 
17 12 0.5 0.46231 
17 12 0.6 0.51463 
17 12 0.7 0.56616 
17 12 0.8 0.62375 
17 12 0.9 0.69467 
17 11 0.1 0.22685 
17 11 0.2 0.29823 
17 11 0.3 0.35744 
17 11 0.4 0.41042 
17 11 0.5 0.46090 
17 11 0.6 0.50989 
17 11 0.7 0.55985 
17 11 0.8 0.61508 
17 11 0.9 0.68394 
17 10 0.1 0.23673 
17 10 0.2 0.30262 
17 10 0.3 0.35772 
17 10 0.4 0.40817 
17 10 0.5 0.45569 
 4 
17 10 0.6 0.50314 
17 10 0.7 0.55053 
17 10 0.8 0.60485 
17 10 0.9 0.67049 
17 9 0.1 0.24734 
17 9 0.2 0.30665 
17 9 0.3 0.35955 
17 9 0.4 0.40666 
17 9 0.5 0.45130 
17 9 0.6 0.49498 
17 9 0.7 0.54076 
17 9 0.8 0.58984 
17 9 0.9 0.65364 
17 8 0.1 0.26025 
17 8 0.2 0.31273 
17 8 0.3 0.36060 
17 8 0.4 0.40622 
17 8 0.5 0.44870 
17 8 0.6 0.48932 
17 8 0.7 0.53022 
17 8 0.8 0.57751 
17 8 0.9 0.63856 
17 7 0.1 0.27684 
17 7 0.2 0.32144 
17 7 0.3 0.36383 
17 7 0.4 0.40396 
17 7 0.5 0.44294 
17 7 0.6 0.48232 
17 7 0.7 0.52153 
17 7 0.8 0.56439 
17 7 0.9 0.62180 
17 6 0.1 0.29070 
17 6 0.2 0.32651 
17 6 0.3 0.36185 
17 6 0.4 0.39759 
17 6 0.5 0.43464 
17 6 0.6 0.47050 
17 6 0.7 0.50740 
17 6 0.8 0.54477 
17 6 0.9 0.59803 
17 5 0.1 0.31426 
17 5 0.2 0.33863 
17 5 0.3 0.36575 
17 5 0.4 0.39608 
17 5 0.5 0.42811 
17 5 0.6 0.46150 
17 5 0.7 0.49652 
17 5 0.8 0.53306 
17 5 0.9 0.57619 
17 4 0.1 0.33339 
17 4 0.2 0.34599 
17 4 0.3 0.36245 
17 4 0.4 0.38311 
17 4 0.5 0.40814 
17 4 0.6 0.43726 
17 4 0.7 0.46939 
17 4 0.8 0.50618 
17 4 0.9 0.54627 
17 3 0.1 0.36853 
17 3 0.2 0.37077 
17 3 0.3 0.37530 
17 3 0.4 0.38295 
17 3 0.5 0.39516 
17 3 0.6 0.41337 
17 3 0.7 0.43986 
17 3 0.8 0.47575 
17 3 0.9 0.51977 
17 2 0.1 0.40856 
17 2 0.2 0.40856 
17 2 0.3 0.40856 
17 2 0.4 0.40856 
17 2 0.5 0.40856 
17 2 0.6 0.40856 
17 2 0.7 0.40856 
17 2 0.8 0.40856 
17 2 0.9 0.40856 
18 18 0.1 0.16011 
18 18 0.2 0.25294 
18 18 0.3 0.33252 
18 18 0.4 0.40642 
18 18 0.5 0.47499 
18 18 0.6 0.54229 
18 18 0.7 0.61268 
18 18 0.8 0.68547 
18 18 0.9 0.77291 
18 17 0.1 0.17643 
18 17 0.2 0.26604 
18 17 0.3 0.34246 
18 17 0.4 0.41165 
18 17 0.5 0.47653 
18 17 0.6 0.53999 
18 17 0.7 0.60559 
18 17 0.8 0.67384 
18 17 0.9 0.75527 
18 16 0.1 0.18536 
18 16 0.2 0.27142 
18 16 0.3 0.34327 
18 16 0.4 0.40947 
18 16 0.5 0.47183 
18 16 0.6 0.53237 
18 16 0.7 0.59478 
18 16 0.8 0.66133 
18 16 0.9 0.74134 
18 15 0.1 0.19473 
18 15 0.2 0.27874 
18 15 0.3 0.34820 
18 15 0.4 0.41177 
18 15 0.5 0.47171 
18 15 0.6 0.52939 
18 15 0.7 0.58749 
18 15 0.8 0.65268 
18 15 0.9 0.73014 
18 14 0.1 0.20166 
18 14 0.2 0.28238 
18 14 0.3 0.35006 
18 14 0.4 0.40998 
18 14 0.5 0.46767 
18 14 0.6 0.52441 
18 14 0.7 0.58145 
18 14 0.8 0.64169 
18 14 0.9 0.71542 
18 13 0.1 0.21109 
18 13 0.2 0.28891 
18 13 0.3 0.35482 
18 13 0.4 0.41134 
18 13 0.5 0.46635 
18 13 0.6 0.51964 
18 13 0.7 0.57483 
18 13 0.8 0.63423 
18 13 0.9 0.70805 
18 12 0.1 0.21787 
18 12 0.2 0.29088 
18 12 0.3 0.35083 
18 12 0.4 0.40646 
18 12 0.5 0.45952 
18 12 0.6 0.51057 
18 12 0.7 0.56270 
18 12 0.8 0.61981 
18 12 0.9 0.68983 
18 11 0.1 0.22977 
18 11 0.2 0.29974 
18 11 0.3 0.35904 
18 11 0.4 0.41218 
18 11 0.5 0.46047 
18 11 0.6 0.50894 
18 11 0.7 0.55919 
18 11 0.8 0.61414 
18 11 0.9 0.67984 
18 10 0.1 0.23710 
18 10 0.2 0.30095 
18 10 0.3 0.35748 
18 10 0.4 0.40680 
18 10 0.5 0.45316 
18 10 0.6 0.49954 
18 10 0.7 0.54749 
18 10 0.8 0.60006 
18 10 0.9 0.66645 
18 9 0.1 0.24886 
18 9 0.2 0.30772 
18 9 0.3 0.35873 
18 9 0.4 0.40653 
18 9 0.5 0.45072 
18 9 0.6 0.49355 
18 9 0.7 0.53872 
18 9 0.8 0.58885 
18 9 0.9 0.65072 
18 8 0.1 0.26180 
18 8 0.2 0.31263 
18 8 0.3 0.35874 
18 8 0.4 0.40282 
18 8 0.5 0.44483 
18 8 0.6 0.48650 
18 8 0.7 0.52890 
18 8 0.8 0.57472 
18 8 0.9 0.63502 
18 7 0.1 0.27653 
18 7 0.2 0.32125 
18 7 0.3 0.36236 
18 7 0.4 0.40311 
18 7 0.5 0.44246 
18 7 0.6 0.48133 
18 7 0.7 0.51988 
18 7 0.8 0.56230 
18 7 0.9 0.61946 
18 6 0.1 0.29109 
18 6 0.2 0.32602 
18 6 0.3 0.36080 
18 6 0.4 0.39610 
18 6 0.5 0.43221 
18 6 0.6 0.46867 
18 6 0.7 0.50558 
18 6 0.8 0.54411 
18 6 0.9 0.59617 
18 5 0.1 0.31086 
18 5 0.2 0.33464 
18 5 0.3 0.36092 
18 5 0.4 0.38952 
18 5 0.5 0.42135 
18 5 0.6 0.45477 
18 5 0.7 0.49063 
18 5 0.8 0.52697 
18 5 0.9 0.57181 
18 4 0.1 0.33780 
18 4 0.2 0.35040 
18 4 0.3 0.36646 
18 4 0.4 0.38655 
18 4 0.5 0.41122 
18 4 0.6 0.44079 
18 4 0.7 0.47374 
18 4 0.8 0.51058 
18 4 0.9 0.54971 
18 3 0.1 0.36838 
18 3 0.2 0.37060 
18 3 0.3 0.37503 
18 3 0.4 0.38271 
18 3 0.5 0.39470 
18 3 0.6 0.41249 
18 3 0.7 0.43853 
18 3 0.8 0.47374 
18 3 0.9 0.51884 
18 2 0.1 0.40867 
18 2 0.2 0.40867 
18 2 0.3 0.40867 
18 2 0.4 0.40867 
18 2 0.5 0.40867 
18 2 0.6 0.40867 
18 2 0.7 0.40867 
18 2 0.8 0.40867 
18 2 0.9 0.40867 
19 19 0.1 0.15953 
19 19 0.2 0.25273 
19 19 0.3 0.33283 
19 19 0.4 0.40889 
19 19 0.5 0.47768 
19 19 0.6 0.54555 
19 19 0.7 0.61512 
19 19 0.8 0.68944 
19 19 0.9 0.77778 
19 18 0.1 0.17293 
19 18 0.2 0.26218 
19 18 0.3 0.33966 
19 18 0.4 0.40995 
19 18 0.5 0.47559 
19 18 0.6 0.53899 
19 18 0.7 0.60533 
19 18 0.8 0.67462 
19 18 0.9 0.75679 
19 17 0.1 0.18039 
19 17 0.2 0.26739 
19 17 0.3 0.34139 
19 17 0.4 0.40911 
19 17 0.5 0.47091 
19 17 0.6 0.53289 
19 17 0.7 0.59661 
19 17 0.8 0.66425 
19 17 0.9 0.74430 
19 16 0.1 0.19089 
19 16 0.2 0.27555 
19 16 0.3 0.34620 
19 16 0.4 0.41157 
19 16 0.5 0.47243 
19 16 0.6 0.53300 
19 16 0.7 0.59387 
19 16 0.8 0.65845 
19 16 0.9 0.73619 
19 15 0.1 0.19880 
19 15 0.2 0.28153 
19 15 0.3 0.35107 
19 15 0.4 0.41276 
19 15 0.5 0.47022 
19 15 0.6 0.52771 
19 15 0.7 0.58604 
19 15 0.8 0.64924 
19 15 0.9 0.72537 
19 14 0.1 0.20461 
19 14 0.2 0.28442 
19 14 0.3 0.35004 
19 14 0.4 0.41037 
19 14 0.5 0.46593 
19 14 0.6 0.52038 
19 14 0.7 0.57669 
19 14 0.8 0.63860 
19 14 0.9 0.71282 
19 13 0.1 0.21198 
19 13 0.2 0.28910 
19 13 0.3 0.35301 
19 13 0.4 0.41027 
19 13 0.5 0.46431 
19 13 0.6 0.51747 
19 13 0.7 0.57162 
19 13 0.8 0.63116 
19 13 0.9 0.70143 
19 12 0.1 0.22263 
19 12 0.2 0.29501 
19 12 0.3 0.35646 
19 12 0.4 0.41191 
19 12 0.5 0.46211 
19 12 0.6 0.51290 
19 12 0.7 0.56421 
19 12 0.8 0.62090 
19 12 0.9 0.69046 
19 11 0.1 0.23251 
19 11 0.2 0.29992 
19 11 0.3 0.35810 
19 11 0.4 0.40905 
19 11 0.5 0.45807 
19 11 0.6 0.50632 
19 11 0.7 0.55693 
19 11 0.8 0.61150 
19 11 0.9 0.67849 
19 10 0.1 0.23967 
19 10 0.2 0.30343 
19 10 0.3 0.35867 
19 10 0.4 0.40775 
19 10 0.5 0.45361 
19 10 0.6 0.49899 
19 10 0.7 0.54681 
19 10 0.8 0.59977 
19 10 0.9 0.66365 
19 9 0.1 0.24687 
19 9 0.2 0.30519 
19 9 0.3 0.35567 
19 9 0.4 0.40322 
19 9 0.5 0.44695 
19 9 0.6 0.48959 
19 9 0.7 0.53371 
19 9 0.8 0.58435 
19 9 0.9 0.64686 
19 8 0.1 0.26241 
19 8 0.2 0.31356 
19 8 0.3 0.35829 
19 8 0.4 0.40228 
19 8 0.5 0.44413 
19 8 0.6 0.48456 
19 8 0.7 0.52526 
19 8 0.8 0.57324 
19 8 0.9 0.63247 
19 7 0.1 0.27298 
19 7 0.2 0.31680 
19 7 0.3 0.35738 
19 7 0.4 0.39633 
19 7 0.5 0.43697 
19 7 0.6 0.47545 
19 7 0.7 0.51382 
19 7 0.8 0.55734 
19 7 0.9 0.61331 
19 6 0.1 0.29252 
19 6 0.2 0.32716 
19 6 0.3 0.36079 
19 6 0.4 0.39555 
19 6 0.5 0.43124 
19 6 0.6 0.46825 
19 6 0.7 0.50470 
19 6 0.8 0.54311 
19 6 0.9 0.59559 
19 5 0.1 0.31226 
19 5 0.2 0.33652 
19 5 0.3 0.36323 
19 5 0.4 0.39151 
19 5 0.5 0.42218 
19 5 0.6 0.45664 
19 5 0.7 0.49207 
19 5 0.8 0.52814 
19 5 0.9 0.57158 
19 4 0.1 0.33690 
19 4 0.2 0.34925 
19 4 0.3 0.36571 
19 4 0.4 0.38600 
19 4 0.5 0.41011 
19 4 0.6 0.43859 
19 4 0.7 0.47170 
19 4 0.8 0.50858 
19 4 0.9 0.54746 
19 3 0.1 0.36520 
19 3 0.2 0.36734 
19 3 0.3 0.37171 
19 3 0.4 0.37929 
19 3 0.5 0.39108 
 5 
19 3 0.6 0.40901 
19 3 0.7 0.43442 
19 3 0.8 0.46872 
19 3 0.9 0.51377 
19 2 0.1 0.41130 
19 2 0.2 0.41130 
19 2 0.3 0.41130 
19 2 0.4 0.41130 
19 2 0.5 0.41130 
19 2 0.6 0.41130 
19 2 0.7 0.41130 
19 2 0.8 0.41130 
19 2 0.9 0.41130 
20 20 0.1 0.15828 
20 20 0.2 0.25202 
20 20 0.3 0.33505 
20 20 0.4 0.41107 
20 20 0.5 0.48032 
20 20 0.6 0.54793 
20 20 0.7 0.61659 
20 20 0.8 0.69075 
20 20 0.9 0.77825 
20 19 0.1 0.16667 
20 19 0.2 0.25909 
20 19 0.3 0.33659 
20 19 0.4 0.40955 
20 19 0.5 0.47884 
20 19 0.6 0.54353 
20 19 0.7 0.60914 
20 19 0.8 0.68052 
20 19 0.9 0.76546 
20 18 0.1 0.17703 
20 18 0.2 0.26434 
20 18 0.3 0.34173 
20 18 0.4 0.40972 
20 18 0.5 0.47407 
20 18 0.6 0.53743 
20 18 0.7 0.60213 
20 18 0.8 0.66942 
20 18 0.9 0.75168 
20 17 0.1 0.18295 
20 17 0.2 0.27052 
20 17 0.3 0.34278 
20 17 0.4 0.40850 
20 17 0.5 0.47191 
20 17 0.6 0.53309 
20 17 0.7 0.59685 
20 17 0.8 0.66358 
20 17 0.9 0.74140 
20 16 0.1 0.19310 
20 16 0.2 0.28070 
20 16 0.3 0.35162 
20 16 0.4 0.41457 
20 16 0.5 0.47384 
20 16 0.6 0.53182 
20 16 0.7 0.59101 
20 16 0.8 0.65562 
20 16 0.9 0.73098 
20 15 0.1 0.20223 
20 15 0.2 0.28291 
20 15 0.3 0.35046 
20 15 0.4 0.41114 
20 15 0.5 0.46972 
20 15 0.6 0.52680 
20 15 0.7 0.58257 
20 15 0.8 0.64452 
20 15 0.9 0.71941 
20 14 0.1 0.21082 
20 14 0.2 0.28980 
20 14 0.3 0.35542 
20 14 0.4 0.41298 
20 14 0.5 0.46863 
20 14 0.6 0.52360 
20 14 0.7 0.57858 
20 14 0.8 0.63868 
20 14 0.9 0.71269 
20 13 0.1 0.21409 
20 13 0.2 0.28983 
20 13 0.3 0.35272 
20 13 0.4 0.40845 
20 13 0.5 0.46188 
20 13 0.6 0.51468 
20 13 0.7 0.56853 
20 13 0.8 0.62656 
20 13 0.9 0.69779 
20 12 0.1 0.22351 
20 12 0.2 0.29472 
20 12 0.3 0.35483 
20 12 0.4 0.40910 
20 12 0.5 0.45971 
20 12 0.6 0.51034 
20 12 0.7 0.56193 
20 12 0.8 0.61820 
20 12 0.9 0.68673 
20 11 0.1 0.23340 
20 11 0.2 0.29971 
20 11 0.3 0.35756 
20 11 0.4 0.40989 
20 11 0.5 0.45867 
20 11 0.6 0.50518 
20 11 0.7 0.55534 
20 11 0.8 0.60995 
20 11 0.9 0.67680 
20 10 0.1 0.24065 
20 10 0.2 0.30445 
20 10 0.3 0.35884 
20 10 0.4 0.40795 
20 10 0.5 0.45383 
20 10 0.6 0.49848 
20 10 0.7 0.54488 
20 10 0.8 0.59619 
20 10 0.9 0.65989 
20 9 0.1 0.25315 
20 9 0.2 0.31033 
20 9 0.3 0.36044 
20 9 0.4 0.40758 
20 9 0.5 0.45234 
20 9 0.6 0.49463 
20 9 0.7 0.53919 
20 9 0.8 0.58709 
20 9 0.9 0.64911 
20 8 0.1 0.26232 
20 8 0.2 0.31312 
20 8 0.3 0.35815 
20 8 0.4 0.40157 
20 8 0.5 0.44288 
20 8 0.6 0.48342 
20 8 0.7 0.52525 
20 8 0.8 0.57257 
20 8 0.9 0.63128 
20 7 0.1 0.28175 
20 7 0.2 0.32476 
20 7 0.3 0.36521 
20 7 0.4 0.40454 
20 7 0.5 0.44318 
20 7 0.6 0.48119 
20 7 0.7 0.51939 
20 7 0.8 0.56154 
20 7 0.9 0.61713 
20 6 0.1 0.29386 
20 6 0.2 0.32782 
20 6 0.3 0.36162 
20 6 0.4 0.39606 
20 6 0.5 0.43134 
20 6 0.6 0.46846 
20 6 0.7 0.50486 
20 6 0.8 0.54264 
20 6 0.9 0.59418 
20 5 0.1 0.31206 
20 5 0.2 0.33602 
20 5 0.3 0.36320 
20 5 0.4 0.39218 
20 5 0.5 0.42274 
20 5 0.6 0.45483 
20 5 0.7 0.49011 
20 5 0.8 0.52544 
20 5 0.9 0.57032 
20 4 0.1 0.33654 
20 4 0.2 0.34881 
20 4 0.3 0.36449 
20 4 0.4 0.38423 
20 4 0.5 0.40855 
20 4 0.6 0.43690 
20 4 0.7 0.46941 
20 4 0.8 0.50577 
20 4 0.9 0.54580 
20 3 0.1 0.36947 
20 3 0.2 0.37160 
20 3 0.3 0.37590 
20 3 0.4 0.38332 
20 3 0.5 0.39533 
20 3 0.6 0.41339 
20 3 0.7 0.43860 
20 3 0.8 0.47421 
20 3 0.9 0.51865 
20 2 0.1 0.40584 
20 2 0.2 0.40584 
20 2 0.3 0.40584 
20 2 0.4 0.40584 
20 2 0.5 0.40584 
20 2 0.6 0.40584 
20 2 0.7 0.40584 
20 2 0.8 0.40584 
20 2 0.9 0.40584 
21 21 0.1 0.15432 
21 21 0.2 0.24836 
21 21 0.3 0.32962 
21 21 0.4 0.40628 
21 21 0.5 0.47846 
21 21 0.6 0.54834 
21 21 0.7 0.61893 
21 21 0.8 0.69538 
21 21 0.9 0.78278 
21 20 0.1 0.16836 
21 20 0.2 0.26095 
21 20 0.3 0.33932 
21 20 0.4 0.41018 
21 20 0.5 0.47766 
21 20 0.6 0.54423 
21 20 0.7 0.61150 
21 20 0.8 0.68422 
21 20 0.9 0.76923 
21 19 0.1 0.17391 
21 19 0.2 0.26564 
21 19 0.3 0.34323 
21 19 0.4 0.41283 
21 19 0.5 0.47690 
21 19 0.6 0.54035 
21 19 0.7 0.60495 
21 19 0.8 0.67404 
21 19 0.9 0.75398 
21 18 0.1 0.18317 
21 18 0.2 0.27188 
21 18 0.3 0.34405 
21 18 0.4 0.41195 
21 18 0.5 0.47504 
21 18 0.6 0.53653 
21 18 0.7 0.59850 
21 18 0.8 0.66738 
21 18 0.9 0.74665 
21 17 0.1 0.19004 
21 17 0.2 0.27578 
21 17 0.3 0.34651 
21 17 0.4 0.41206 
21 17 0.5 0.47340 
21 17 0.6 0.53442 
21 17 0.7 0.59413 
21 17 0.8 0.65946 
21 17 0.9 0.73792 
21 16 0.1 0.19847 
21 16 0.2 0.28126 
21 16 0.3 0.35205 
21 16 0.4 0.41404 
21 16 0.5 0.47350 
21 16 0.6 0.53092 
21 16 0.7 0.58864 
21 16 0.8 0.65007 
21 16 0.9 0.72617 
21 15 0.1 0.20659 
21 15 0.2 0.28507 
21 15 0.3 0.35198 
21 15 0.4 0.41161 
21 15 0.5 0.46812 
21 15 0.6 0.52389 
21 15 0.7 0.58139 
21 15 0.8 0.64216 
21 15 0.9 0.71624 
21 14 0.1 0.20832 
21 14 0.2 0.28612 
21 14 0.3 0.34979 
21 14 0.4 0.40862 
21 14 0.5 0.46301 
21 14 0.6 0.51578 
21 14 0.7 0.57008 
21 14 0.8 0.62979 
21 14 0.9 0.70290 
21 13 0.1 0.21519 
21 13 0.2 0.29130 
21 13 0.3 0.35345 
21 13 0.4 0.40933 
21 13 0.5 0.46242 
21 13 0.6 0.51334 
21 13 0.7 0.56661 
21 13 0.8 0.62462 
21 13 0.9 0.69466 
21 12 0.1 0.22855 
21 12 0.2 0.30116 
21 12 0.3 0.36145 
21 12 0.4 0.41471 
21 12 0.5 0.46487 
21 12 0.6 0.51429 
21 12 0.7 0.56462 
21 12 0.8 0.61909 
21 12 0.9 0.68965 
21 11 0.1 0.23920 
21 11 0.2 0.30525 
21 11 0.3 0.36144 
21 11 0.4 0.41172 
21 11 0.5 0.46088 
21 11 0.6 0.50749 
21 11 0.7 0.55676 
21 11 0.8 0.61049 
21 11 0.9 0.67695 
21 10 0.1 0.24166 
21 10 0.2 0.30433 
21 10 0.3 0.35828 
21 10 0.4 0.40679 
21 10 0.5 0.45273 
21 10 0.6 0.49885 
21 10 0.7 0.54574 
21 10 0.8 0.59802 
21 10 0.9 0.66186 
21 9 0.1 0.25502 
21 9 0.2 0.31215 
21 9 0.3 0.36195 
21 9 0.4 0.40839 
21 9 0.5 0.45120 
21 9 0.6 0.49354 
21 9 0.7 0.53826 
21 9 0.8 0.58684 
21 9 0.9 0.64784 
21 8 0.1 0.26527 
21 8 0.2 0.31533 
21 8 0.3 0.36133 
21 8 0.4 0.40453 
21 8 0.5 0.44507 
21 8 0.6 0.48574 
21 8 0.7 0.52631 
21 8 0.8 0.57216 
21 8 0.9 0.63110 
21 7 0.1 0.27867 
21 7 0.2 0.32080 
21 7 0.3 0.36103 
21 7 0.4 0.40008 
21 7 0.5 0.43862 
21 7 0.6 0.47836 
21 7 0.7 0.51578 
21 7 0.8 0.55834 
21 7 0.9 0.61380 
21 6 0.1 0.29246 
21 6 0.2 0.32644 
21 6 0.3 0.36049 
21 6 0.4 0.39470 
21 6 0.5 0.43032 
21 6 0.6 0.46652 
21 6 0.7 0.50292 
21 6 0.8 0.53999 
21 6 0.9 0.59165 
21 5 0.1 0.31503 
21 5 0.2 0.33827 
21 5 0.3 0.36414 
21 5 0.4 0.39272 
21 5 0.5 0.42336 
21 5 0.6 0.45719 
21 5 0.7 0.49261 
21 5 0.8 0.52902 
21 5 0.9 0.57357 
21 4 0.1 0.33814 
21 4 0.2 0.35018 
21 4 0.3 0.36634 
21 4 0.4 0.38631 
21 4 0.5 0.41093 
21 4 0.6 0.43926 
21 4 0.7 0.47203 
21 4 0.8 0.50803 
21 4 0.9 0.54775 
21 3 0.1 0.37054 
21 3 0.2 0.37266 
21 3 0.3 0.37694 
21 3 0.4 0.38435 
21 3 0.5 0.39594 
21 3 0.6 0.41373 
21 3 0.7 0.43943 
21 3 0.8 0.47415 
21 3 0.9 0.51808 
21 2 0.1 0.40908 
21 2 0.2 0.40908 
21 2 0.3 0.40908 
21 2 0.4 0.40908 
21 2 0.5 0.40908 
21 2 0.6 0.40908 
21 2 0.7 0.40908 
21 2 0.8 0.40908 
21 2 0.9 0.40908 
22 22 0.1 0.15460 
22 22 0.2 0.24979 
22 22 0.3 0.33241 
22 22 0.4 0.40783 
22 22 0.5 0.48131 
22 22 0.6 0.55348 
22 22 0.7 0.62409 
22 22 0.8 0.69876 
22 22 0.9 0.78572 
22 21 0.1 0.16481 
22 21 0.2 0.25778 
22 21 0.3 0.33672 
22 21 0.4 0.40858 
22 21 0.5 0.47696 
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22 21 0.6 0.54514 
22 21 0.7 0.61425 
22 21 0.8 0.68800 
22 21 0.9 0.77350 
22 20 0.1 0.17090 
22 20 0.2 0.26217 
22 20 0.3 0.33897 
22 20 0.4 0.40936 
22 20 0.5 0.47645 
22 20 0.6 0.54176 
22 20 0.7 0.60576 
22 20 0.8 0.67696 
22 20 0.9 0.76065 
22 19 0.1 0.17826 
22 19 0.2 0.26820 
22 19 0.3 0.34291 
22 19 0.4 0.41268 
22 19 0.5 0.47845 
22 19 0.6 0.53997 
22 19 0.7 0.60327 
22 19 0.8 0.67169 
22 19 0.9 0.75325 
22 18 0.1 0.18441 
22 18 0.2 0.27215 
22 18 0.3 0.34483 
22 18 0.4 0.41012 
22 18 0.5 0.47245 
22 18 0.6 0.53322 
22 18 0.7 0.59549 
22 18 0.8 0.66209 
22 18 0.9 0.74088 
22 17 0.1 0.19173 
22 17 0.2 0.27646 
22 17 0.3 0.34803 
22 17 0.4 0.41335 
22 17 0.5 0.47285 
22 17 0.6 0.53242 
22 17 0.7 0.59124 
22 17 0.8 0.65425 
22 17 0.9 0.73369 
22 16 0.1 0.19971 
22 16 0.2 0.28325 
22 16 0.3 0.35181 
22 16 0.4 0.41436 
22 16 0.5 0.47253 
22 16 0.6 0.52939 
22 16 0.7 0.58748 
22 16 0.8 0.64923 
22 16 0.9 0.72456 
22 15 0.1 0.20493 
22 15 0.2 0.28633 
22 15 0.3 0.35207 
22 15 0.4 0.41270 
22 15 0.5 0.46888 
22 15 0.6 0.52438 
22 15 0.7 0.58079 
22 15 0.8 0.64168 
22 15 0.9 0.71427 
22 14 0.1 0.21166 
22 14 0.2 0.28893 
22 14 0.3 0.35264 
22 14 0.4 0.41080 
22 14 0.5 0.46560 
22 14 0.6 0.51865 
22 14 0.7 0.57334 
22 14 0.8 0.63181 
22 14 0.9 0.70410 
22 13 0.1 0.22073 
22 13 0.2 0.29279 
22 13 0.3 0.35593 
22 13 0.4 0.41078 
22 13 0.5 0.46380 
22 13 0.6 0.51483 
22 13 0.7 0.56688 
22 13 0.8 0.62388 
22 13 0.9 0.69309 
22 12 0.1 0.22398 
22 12 0.2 0.29449 
22 12 0.3 0.35434 
22 12 0.4 0.40713 
22 12 0.5 0.45674 
22 12 0.6 0.50494 
22 12 0.7 0.55502 
22 12 0.8 0.61081 
22 12 0.9 0.67891 
22 11 0.1 0.23833 
22 11 0.2 0.30444 
22 11 0.3 0.36160 
22 11 0.4 0.41258 
22 11 0.5 0.45930 
22 11 0.6 0.50647 
22 11 0.7 0.55537 
22 11 0.8 0.60876 
22 11 0.9 0.67330 
22 10 0.1 0.24364 
22 10 0.2 0.30466 
22 10 0.3 0.35881 
22 10 0.4 0.40848 
22 10 0.5 0.45302 
22 10 0.6 0.49804 
22 10 0.7 0.54444 
22 10 0.8 0.59475 
22 10 0.9 0.65843 
22 9 0.1 0.25291 
22 9 0.2 0.30916 
22 9 0.3 0.35924 
22 9 0.4 0.40571 
22 9 0.5 0.45008 
22 9 0.6 0.49159 
22 9 0.7 0.53563 
22 9 0.8 0.58453 
22 9 0.9 0.64744 
22 8 0.1 0.26438 
22 8 0.2 0.31442 
22 8 0.3 0.35830 
22 8 0.4 0.40140 
22 8 0.5 0.44201 
22 8 0.6 0.48284 
22 8 0.7 0.52339 
22 8 0.8 0.56948 
22 8 0.9 0.62858 
22 7 0.1 0.27710 
22 7 0.2 0.31896 
22 7 0.3 0.35928 
22 7 0.4 0.39803 
22 7 0.5 0.43695 
22 7 0.6 0.47517 
22 7 0.7 0.51392 
22 7 0.8 0.55634 
22 7 0.9 0.61167 
22 6 0.1 0.29465 
22 6 0.2 0.32840 
22 6 0.3 0.36210 
22 6 0.4 0.39617 
22 6 0.5 0.43143 
22 6 0.6 0.46759 
22 6 0.7 0.50411 
22 6 0.8 0.54113 
22 6 0.9 0.59375 
22 5 0.1 0.31027 
22 5 0.2 0.33324 
22 5 0.3 0.35852 
22 5 0.4 0.38614 
22 5 0.5 0.41694 
22 5 0.6 0.45029 
22 5 0.7 0.48562 
22 5 0.8 0.52186 
22 5 0.9 0.56522 
22 4 0.1 0.33641 
22 4 0.2 0.34831 
22 4 0.3 0.36364 
22 4 0.4 0.38336 
22 4 0.5 0.40725 
22 4 0.6 0.43499 
22 4 0.7 0.46776 
22 4 0.8 0.50475 
22 4 0.9 0.54448 
22 3 0.1 0.36651 
22 3 0.2 0.36860 
22 3 0.3 0.37292 
22 3 0.4 0.38032 
22 3 0.5 0.39178 
22 3 0.6 0.40883 
22 3 0.7 0.43481 
22 3 0.8 0.46963 
22 3 0.9 0.51416 
22 2 0.1 0.40740 
22 2 0.2 0.40740 
22 2 0.3 0.40740 
22 2 0.4 0.40740 
22 2 0.5 0.40740 
22 2 0.6 0.40740 
22 2 0.7 0.40740 
22 2 0.8 0.40740 
22 2 0.9 0.40740 
23 23 0.1 0.15228 
23 23 0.2 0.24595 
23 23 0.3 0.33016 
23 23 0.4 0.40792 
23 23 0.5 0.47960 
23 23 0.6 0.55140 
23 23 0.7 0.62505 
23 23 0.8 0.70050 
23 23 0.9 0.78828 
23 22 0.1 0.16270 
23 22 0.2 0.25679 
23 22 0.3 0.33501 
23 22 0.4 0.40831 
23 22 0.5 0.47765 
23 22 0.6 0.54518 
23 22 0.7 0.61410 
23 22 0.8 0.68772 
23 22 0.9 0.77452 
23 21 0.1 0.16825 
23 21 0.2 0.26123 
23 21 0.3 0.34059 
23 21 0.4 0.41279 
23 21 0.5 0.48028 
23 21 0.6 0.54668 
23 21 0.7 0.61301 
23 21 0.8 0.68367 
23 21 0.9 0.76714 
23 20 0.1 0.17474 
23 20 0.2 0.26347 
23 20 0.3 0.33831 
23 20 0.4 0.40648 
23 20 0.5 0.47269 
23 20 0.6 0.53699 
23 20 0.7 0.60333 
23 20 0.8 0.67291 
23 20 0.9 0.75480 
23 19 0.1 0.18198 
23 19 0.2 0.26989 
23 19 0.3 0.34402 
23 19 0.4 0.41140 
23 19 0.5 0.47506 
23 19 0.6 0.53717 
23 19 0.7 0.59993 
23 19 0.8 0.66705 
23 19 0.9 0.74649 
23 18 0.1 0.18853 
23 18 0.2 0.27381 
23 18 0.3 0.34706 
23 18 0.4 0.41293 
23 18 0.5 0.47539 
23 18 0.6 0.53524 
23 18 0.7 0.59587 
23 18 0.8 0.66108 
23 18 0.9 0.74075 
23 17 0.1 0.19796 
23 17 0.2 0.27988 
23 17 0.3 0.35169 
23 17 0.4 0.41374 
23 17 0.5 0.47290 
23 17 0.6 0.53051 
23 17 0.7 0.58941 
23 17 0.8 0.65312 
23 17 0.9 0.73146 
23 16 0.1 0.20136 
23 16 0.2 0.28230 
23 16 0.3 0.35299 
23 16 0.4 0.41448 
23 16 0.5 0.47190 
23 16 0.6 0.52760 
23 16 0.7 0.58587 
23 16 0.8 0.64742 
23 16 0.9 0.72242 
23 15 0.1 0.20907 
23 15 0.2 0.28714 
23 15 0.3 0.35325 
23 15 0.4 0.41313 
23 15 0.5 0.46752 
23 15 0.6 0.52237 
23 15 0.7 0.57926 
23 15 0.8 0.63833 
23 15 0.9 0.71235 
23 14 0.1 0.21334 
23 14 0.2 0.28837 
23 14 0.3 0.35260 
23 14 0.4 0.40858 
23 14 0.5 0.46268 
23 14 0.6 0.51587 
23 14 0.7 0.56904 
23 14 0.8 0.62658 
23 14 0.9 0.69901 
23 13 0.1 0.22058 
23 13 0.2 0.29390 
23 13 0.3 0.35514 
23 13 0.4 0.40983 
23 13 0.5 0.46103 
23 13 0.6 0.51231 
23 13 0.7 0.56603 
23 13 0.8 0.62308 
23 13 0.9 0.69308 
23 12 0.1 0.22949 
23 12 0.2 0.29893 
23 12 0.3 0.35801 
23 12 0.4 0.41086 
23 12 0.5 0.46047 
23 12 0.6 0.50855 
23 12 0.7 0.55843 
23 12 0.8 0.61168 
23 12 0.9 0.68046 
23 11 0.1 0.23442 
23 11 0.2 0.29973 
23 11 0.3 0.35596 
23 11 0.4 0.40659 
23 11 0.5 0.45324 
23 11 0.6 0.49992 
23 11 0.7 0.54892 
23 11 0.8 0.60070 
23 11 0.9 0.66597 
23 10 0.1 0.24127 
23 10 0.2 0.30163 
23 10 0.3 0.35470 
23 10 0.4 0.40371 
23 10 0.5 0.44965 
23 10 0.6 0.49366 
23 10 0.7 0.53949 
23 10 0.8 0.59010 
23 10 0.9 0.65418 
23 9 0.1 0.25617 
23 9 0.2 0.31073 
23 9 0.3 0.35925 
23 9 0.4 0.40575 
23 9 0.5 0.44832 
23 9 0.6 0.48932 
23 9 0.7 0.53268 
23 9 0.8 0.58095 
23 9 0.9 0.64270 
23 8 0.1 0.26770 
23 8 0.2 0.31585 
23 8 0.3 0.35971 
23 8 0.4 0.40283 
23 8 0.5 0.44320 
23 8 0.6 0.48272 
23 8 0.7 0.52411 
23 8 0.8 0.57051 
23 8 0.9 0.62867 
23 7 0.1 0.27624 
23 7 0.2 0.31792 
23 7 0.3 0.35653 
23 7 0.4 0.39512 
23 7 0.5 0.43442 
23 7 0.6 0.47247 
23 7 0.7 0.51091 
23 7 0.8 0.55228 
23 7 0.9 0.60780 
23 6 0.1 0.29349 
23 6 0.2 0.32619 
23 6 0.3 0.35994 
23 6 0.4 0.39375 
23 6 0.5 0.42847 
23 6 0.6 0.46449 
23 6 0.7 0.50113 
23 6 0.8 0.53821 
23 6 0.9 0.58942 
23 5 0.1 0.31390 
23 5 0.2 0.33660 
23 5 0.3 0.36207 
23 5 0.4 0.39097 
23 5 0.5 0.42131 
23 5 0.6 0.45407 
23 5 0.7 0.48854 
23 5 0.8 0.52482 
23 5 0.9 0.56760 
23 4 0.1 0.33786 
23 4 0.2 0.34935 
23 4 0.3 0.36469 
23 4 0.4 0.38412 
23 4 0.5 0.40755 
23 4 0.6 0.43570 
23 4 0.7 0.46855 
23 4 0.8 0.50528 
23 4 0.9 0.54509 
23 3 0.1 0.36825 
23 3 0.2 0.37028 
23 3 0.3 0.37446 
23 3 0.4 0.38161 
23 3 0.5 0.39291 
23 3 0.6 0.41000 
23 3 0.7 0.43514 
23 3 0.8 0.47016 
23 3 0.9 0.51564 
23 2 0.1 0.40294 
23 2 0.2 0.40294 
23 2 0.3 0.40294 
23 2 0.4 0.40294 
23 2 0.5 0.40294 
23 2 0.6 0.40294 
23 2 0.7 0.40294 
23 2 0.8 0.40294 
23 2 0.9 0.40294 
24 24 0.1 0.15320 
24 24 0.2 0.24926 
24 24 0.3 0.33152 
24 24 0.4 0.40907 
24 24 0.5 0.48174 
 7 
24 24 0.6 0.55386 
24 24 0.7 0.62659 
24 24 0.8 0.70262 
24 24 0.9 0.78950 
24 23 0.1 0.15938 
24 23 0.2 0.25409 
24 23 0.3 0.33680 
24 23 0.4 0.41042 
24 23 0.5 0.48082 
24 23 0.6 0.55061 
24 23 0.7 0.61901 
24 23 0.8 0.69206 
24 23 0.9 0.77778 
24 22 0.1 0.16555 
24 22 0.2 0.25639 
24 22 0.3 0.33653 
24 22 0.4 0.40988 
24 22 0.5 0.47801 
24 22 0.6 0.54447 
24 22 0.7 0.61318 
24 22 0.8 0.68450 
24 22 0.9 0.76828 
24 21 0.1 0.17076 
24 21 0.2 0.26411 
24 21 0.3 0.33875 
24 21 0.4 0.40968 
24 21 0.5 0.47568 
24 21 0.6 0.54204 
24 21 0.7 0.60759 
24 21 0.8 0.67690 
24 21 0.9 0.75887 
24 20 0.1 0.18007 
24 20 0.2 0.27031 
24 20 0.3 0.34443 
24 20 0.4 0.41368 
24 20 0.5 0.47868 
24 20 0.6 0.54278 
24 20 0.7 0.60575 
24 20 0.8 0.67385 
24 20 0.9 0.75399 
24 19 0.1 0.18484 
24 19 0.2 0.27288 
24 19 0.3 0.34566 
24 19 0.4 0.41113 
24 19 0.5 0.47371 
24 19 0.6 0.53425 
24 19 0.7 0.59999 
24 19 0.8 0.66711 
24 19 0.9 0.74689 
24 18 0.1 0.19004 
24 18 0.2 0.27452 
24 18 0.3 0.34705 
24 18 0.4 0.41144 
24 18 0.5 0.47200 
24 18 0.6 0.53150 
24 18 0.7 0.59097 
24 18 0.8 0.65574 
24 18 0.9 0.73264 
24 17 0.1 0.19402 
24 17 0.2 0.27533 
24 17 0.3 0.34597 
24 17 0.4 0.40930 
24 17 0.5 0.46980 
24 17 0.6 0.52856 
24 17 0.7 0.58744 
24 17 0.8 0.65127 
24 17 0.9 0.72677 
24 16 0.1 0.20082 
24 16 0.2 0.28304 
24 16 0.3 0.35029 
24 16 0.4 0.41009 
24 16 0.5 0.46759 
24 16 0.6 0.52291 
24 16 0.7 0.58007 
24 16 0.8 0.64220 
24 16 0.9 0.71688 
24 15 0.1 0.20727 
24 15 0.2 0.28688 
24 15 0.3 0.35274 
24 15 0.4 0.41299 
24 15 0.5 0.46806 
24 15 0.6 0.52308 
24 15 0.7 0.57855 
24 15 0.8 0.63760 
24 15 0.9 0.70829 
24 14 0.1 0.21460 
24 14 0.2 0.29001 
24 14 0.3 0.35531 
24 14 0.4 0.41112 
24 14 0.5 0.46557 
24 14 0.6 0.51796 
24 14 0.7 0.57236 
24 14 0.8 0.63139 
24 14 0.9 0.70217 
24 13 0.1 0.21982 
24 13 0.2 0.29058 
24 13 0.3 0.35237 
24 13 0.4 0.40745 
24 13 0.5 0.45810 
24 13 0.6 0.50821 
24 13 0.7 0.55935 
24 13 0.8 0.61621 
24 13 0.9 0.68590 
24 12 0.1 0.22603 
24 12 0.2 0.29546 
24 12 0.3 0.35348 
24 12 0.4 0.40573 
24 12 0.5 0.45463 
24 12 0.6 0.50240 
24 12 0.7 0.55167 
24 12 0.8 0.60690 
24 12 0.9 0.67506 
24 11 0.1 0.23783 
24 11 0.2 0.30159 
24 11 0.3 0.35687 
24 11 0.4 0.40738 
24 11 0.5 0.45402 
24 11 0.6 0.50033 
24 11 0.7 0.54724 
24 11 0.8 0.60011 
24 11 0.9 0.66554 
24 10 0.1 0.24826 
24 10 0.2 0.30856 
24 10 0.3 0.36123 
24 10 0.4 0.40919 
24 10 0.5 0.45435 
24 10 0.6 0.49777 
24 10 0.7 0.54194 
24 10 0.8 0.59301 
24 10 0.9 0.65439 
24 9 0.1 0.25604 
24 9 0.2 0.31163 
24 9 0.3 0.36079 
24 9 0.4 0.40667 
24 9 0.5 0.44946 
24 9 0.6 0.49047 
24 9 0.7 0.53263 
24 9 0.8 0.58169 
24 9 0.9 0.64446 
24 8 0.1 0.26550 
24 8 0.2 0.31422 
24 8 0.3 0.35831 
24 8 0.4 0.40042 
24 8 0.5 0.44148 
24 8 0.6 0.48193 
24 8 0.7 0.52111 
24 8 0.8 0.56702 
24 8 0.9 0.62545 
24 7 0.1 0.27930 
24 7 0.2 0.32148 
24 7 0.3 0.36085 
24 7 0.4 0.39955 
24 7 0.5 0.43722 
24 7 0.6 0.47414 
24 7 0.7 0.51213 
24 7 0.8 0.55457 
24 7 0.9 0.61004 
24 6 0.1 0.29494 
24 6 0.2 0.32764 
24 6 0.3 0.36019 
24 6 0.4 0.39417 
24 6 0.5 0.42958 
24 6 0.6 0.46539 
24 6 0.7 0.50215 
24 6 0.8 0.53916 
24 6 0.9 0.59101 
24 5 0.1 0.31352 
24 5 0.2 0.33692 
24 5 0.3 0.36253 
24 5 0.4 0.39012 
24 5 0.5 0.42101 
24 5 0.6 0.45363 
24 5 0.7 0.48860 
24 5 0.8 0.52501 
24 5 0.9 0.56717 
24 4 0.1 0.33635 
24 4 0.2 0.34815 
24 4 0.3 0.36383 
24 4 0.4 0.38281 
24 4 0.5 0.40641 
24 4 0.6 0.43388 
24 4 0.7 0.46689 
24 4 0.8 0.50328 
24 4 0.9 0.54322 
24 3 0.1 0.37134 
24 3 0.2 0.37343 
24 3 0.3 0.37770 
24 3 0.4 0.38513 
24 3 0.5 0.39679 
24 3 0.6 0.41403 
24 3 0.7 0.43925 
24 3 0.8 0.47293 
24 3 0.9 0.51674 
24 2 0.1 0.40651 
24 2 0.2 0.40651 
24 2 0.3 0.40651 
24 2 0.4 0.40651 
24 2 0.5 0.40651 
24 2 0.6 0.40651 
24 2 0.7 0.40651 
24 2 0.8 0.40651 
24 2 0.9 0.40651 
25 25 0.1 0.14778 
25 25 0.2 0.24408 
25 25 0.3 0.32672 
25 25 0.4 0.40393 
25 25 0.5 0.47849 
25 25 0.6 0.55094 
25 25 0.7 0.62588 
25 25 0.8 0.70357 
25 25 0.9 0.79450 
25 24 0.1 0.16360 
25 24 0.2 0.25804 
25 24 0.3 0.34156 
25 24 0.4 0.41552 
25 24 0.5 0.48530 
25 24 0.6 0.55479 
25 24 0.7 0.62550 
25 24 0.8 0.69919 
25 24 0.9 0.78376 
25 23 0.1 0.16571 
25 23 0.2 0.25945 
25 23 0.3 0.34014 
25 23 0.4 0.41307 
25 23 0.5 0.48266 
25 23 0.6 0.55149 
25 23 0.7 0.62019 
25 23 0.8 0.69133 
25 23 0.9 0.77393 
25 22 0.1 0.17307 
25 22 0.2 0.26588 
25 22 0.3 0.34354 
25 22 0.4 0.41437 
25 22 0.5 0.48257 
25 22 0.6 0.54817 
25 22 0.7 0.61332 
25 22 0.8 0.68309 
25 22 0.9 0.76330 
25 21 0.1 0.17655 
25 21 0.2 0.26839 
25 21 0.3 0.34542 
25 21 0.4 0.41367 
25 21 0.5 0.47976 
25 21 0.6 0.54277 
25 21 0.7 0.60841 
25 21 0.8 0.67697 
25 21 0.9 0.75721 
25 20 0.1 0.18152 
25 20 0.2 0.26804 
25 20 0.3 0.34267 
25 20 0.4 0.41134 
25 20 0.5 0.47617 
25 20 0.6 0.53657 
25 20 0.7 0.59988 
25 20 0.8 0.66877 
25 20 0.9 0.75065 
25 19 0.1 0.18645 
25 19 0.2 0.27438 
25 19 0.3 0.34669 
25 19 0.4 0.41180 
25 19 0.5 0.47479 
25 19 0.6 0.53365 
25 19 0.7 0.59519 
25 19 0.8 0.66105 
25 19 0.9 0.74229 
25 18 0.1 0.18924 
25 18 0.2 0.27518 
25 18 0.3 0.34753 
25 18 0.4 0.40973 
25 18 0.5 0.47016 
25 18 0.6 0.52898 
25 18 0.7 0.58925 
25 18 0.8 0.65324 
25 18 0.9 0.72855 
25 17 0.1 0.19828 
25 17 0.2 0.28158 
25 17 0.3 0.35006 
25 17 0.4 0.41058 
25 17 0.5 0.46883 
25 17 0.6 0.52728 
25 17 0.7 0.58593 
25 17 0.8 0.64968 
25 17 0.9 0.72689 
25 16 0.1 0.20205 
25 16 0.2 0.28345 
25 16 0.3 0.34972 
25 16 0.4 0.40877 
25 16 0.5 0.46527 
25 16 0.6 0.52228 
25 16 0.7 0.57958 
25 16 0.8 0.64183 
25 16 0.9 0.71733 
25 15 0.1 0.21095 
25 15 0.2 0.28888 
25 15 0.3 0.35601 
25 15 0.4 0.41354 
25 15 0.5 0.46863 
25 15 0.6 0.52187 
25 15 0.7 0.57647 
25 15 0.8 0.63519 
25 15 0.9 0.70818 
25 14 0.1 0.21669 
25 14 0.2 0.29318 
25 14 0.3 0.35577 
25 14 0.4 0.41215 
25 14 0.5 0.46389 
25 14 0.6 0.51549 
25 14 0.7 0.56811 
25 14 0.8 0.62688 
25 14 0.9 0.69717 
25 13 0.1 0.22398 
25 13 0.2 0.29502 
25 13 0.3 0.35511 
25 13 0.4 0.40974 
25 13 0.5 0.46248 
25 13 0.6 0.51140 
25 13 0.7 0.56375 
25 13 0.8 0.61926 
25 13 0.9 0.68898 
25 12 0.1 0.22843 
25 12 0.2 0.29783 
25 12 0.3 0.35533 
25 12 0.4 0.40752 
25 12 0.5 0.45652 
25 12 0.6 0.50441 
25 12 0.7 0.55463 
25 12 0.8 0.60886 
25 12 0.9 0.67651 
25 11 0.1 0.23671 
25 11 0.2 0.30301 
25 11 0.3 0.35811 
25 11 0.4 0.40763 
25 11 0.5 0.45511 
25 11 0.6 0.50115 
25 11 0.7 0.55033 
25 11 0.8 0.60245 
25 11 0.9 0.66684 
25 10 0.1 0.24944 
25 10 0.2 0.30968 
25 10 0.3 0.36166 
25 10 0.4 0.41004 
25 10 0.5 0.45486 
25 10 0.6 0.49915 
25 10 0.7 0.54438 
25 10 0.8 0.59441 
25 10 0.9 0.65638 
25 9 0.1 0.25548 
25 9 0.2 0.31031 
25 9 0.3 0.35862 
25 9 0.4 0.40368 
25 9 0.5 0.44617 
25 9 0.6 0.48684 
25 9 0.7 0.52996 
25 9 0.8 0.57843 
25 9 0.9 0.63882 
25 8 0.1 0.26699 
25 8 0.2 0.31452 
25 8 0.3 0.35821 
25 8 0.4 0.40187 
25 8 0.5 0.44237 
25 8 0.6 0.48326 
25 8 0.7 0.52302 
25 8 0.8 0.56694 
25 8 0.9 0.62626 
25 7 0.1 0.28067 
25 7 0.2 0.32200 
25 7 0.3 0.36147 
25 7 0.4 0.39917 
25 7 0.5 0.43698 
25 7 0.6 0.47465 
25 7 0.7 0.51170 
25 7 0.8 0.55284 
25 7 0.9 0.60818 
25 6 0.1 0.29304 
25 6 0.2 0.32564 
25 6 0.3 0.35845 
25 6 0.4 0.39275 
25 6 0.5 0.42802 
 8 
25 6 0.6 0.46412 
25 6 0.7 0.50035 
25 6 0.8 0.53765 
25 6 0.9 0.58924 
25 5 0.1 0.31441 
25 5 0.2 0.33733 
25 5 0.3 0.36151 
25 5 0.4 0.38902 
25 5 0.5 0.41937 
25 5 0.6 0.45134 
25 5 0.7 0.48585 
25 5 0.8 0.52294 
25 5 0.9 0.56503 
25 4 0.1 0.33965 
25 4 0.2 0.35106 
25 4 0.3 0.36595 
25 4 0.4 0.38507 
25 4 0.5 0.40852 
25 4 0.6 0.43555 
25 4 0.7 0.46766 
25 4 0.8 0.50386 
25 4 0.9 0.54406 
25 3 0.1 0.36686 
25 3 0.2 0.36888 
25 3 0.3 0.37313 
25 3 0.4 0.38031 
25 3 0.5 0.39190 
25 3 0.6 0.40871 
25 3 0.7 0.43406 
25 3 0.8 0.46857 
25 3 0.9 0.51275 
25 2 0.1 0.41000 
25 2 0.2 0.41000 
25 2 0.3 0.41000 
25 2 0.4 0.41000 
25 2 0.5 0.41000 
25 2 0.6 0.41000 
25 2 0.7 0.41000 
25 2 0.8 0.41000 
25 2 0.9 0.41000 
 
Table A2: Probability deciles
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