ABSTRACT The major challenges for accurate crowd counting stem from the large variations in the scale, shape, and perspective. In fact, dealing with such difficulties depends on the geometric transformation capabilities of the network. Thus, we propose the deformation aggregation network (DA-Net) that can incrementally incorporate adaptive receptive fields to capture the fine-grained density distribution. Our model starts from a fundamental diamond network based on the successive steps of rising and falling on the channels, which utilizes small-fixed kernels accounting for preserving spatial information. For sake of accommodating to scale variations, we further apply deformable convolutions to deliver precise localization by augmenting the spatial sampling locations with additional offsets, capable of transformation-invariant speciality on diverse scenes. In addition, we assign adjustable weights to supervise network to learn the fusion proportion adaptively and aggregate multiple levels of abstractions to get the final density map. DA-Net is a fully convolutional network that is able to take input of arbitrary size. The proposed method delivers the state-of-the-art performance on four benchmarks (ShanghaiTech, WorldExpo'10, UCSD, and UCF_CC_50). To further verify the generality of our model, we conduct an extended experiment on vehicle data set TRANCOS and achieve significant results.
I. INTRODUCTION
Automated counting of people aims at estimating the number of individuals in unconstrained scenes. It has become an increasingly critical application for its non-substitutability in traffic control, video surveillance and urban planning [1] , [2] . Under this premise, crowd analysis is being paid more attention. However, it is challenging to accurately obtain the pedestrian number in the scene because of severe occlusion, perspective distortion and diverse distributions.
Early methods are mainly divided into two categories: one performs the detection manner [3] , [4] which is limited by complex background and dense covering to a great extent; the other estimates the pedestrian number via feature-based regression [5] , [6] that is more efficient in densely populated area, but there are still significant hurdles in preserving the spatial information and adapting to scale variations, rendering these approaches practically antiquated. With the boosting of convolutional neural networks (CNN), numerous novel architectures [7] - [9] have mushroomed for addressing the difficulties of crowd counting. These methods tend to regress the whole image to retain the spatial information due to the fact that the same count may represent different population distributions. Despite the high accuracy they have achieved, existing works suffer from inherent algorithmic weaknesses.
First, some works extract multi-scale features with single column structure of small fixed receptive fields, such as SaCNN [10] . To adapt to the large variations in scale to some extent, SaCNN first establishes a two-scale model by concatenating conv5 and conv6, and then upsample the concatenated output to further concatenate it with conv4_3. Furthermore, there are more layers added after two-stage multi-layer feature fusions. However, we argue that it is undesirable to construct alleged multi-scale information in the middle of the network, which not only needs to design the middle fusion carefully because there are many options for the connection method, but also ignores the potentialities of later layers, such as conv7. Thus, we propose a more proper fusion strategy with only connections to the end, as shown in Fig. 1 Motivation 1. Second, some CNN-based works focus on multi-path architectures to settle the difficulties of scale variation. MCNN [11] uses different columns with various kernel sizes to regress the input images and concatenate feature maps from multi-scale paths to generate the final density maps while Switch-CNN [8] incorporates a switch classifier to relay a patch to a particular column. The essence of both methods lies in taking advantage of the characteristics of different receptive fields, but they are largely trapped in the reasonable design of the filter size and the number of columns. Even if we figure out a desirable multicolumn design, the convolution kernel in each column is still fixed, meaning that the column can only handle a specific set of density scenes. This is not in line with our robust requirements for multiple scenarios, which implies we need a more flexible component, shown in Fig. 1 Motivation 2. Last, regardless of the multi-layer or multi-column structure, the final results are generated in equivalence on all feature maps from multiple layers without taking the importance of each layer into consideration. Actually, the output per layer plays a different role in the final result so that they should be treated discriminatively, as shown in Fig. 1 Motivation 3.
Build upon these observations, we propose a deeper and more robust architecture named deformation aggregation network (DA-Net). Our model starts from a fundamental backbone, which is an ingenious design based on the successive steps of rising and falling on the channel numbers, we call this diamond network. It is composed of small fixed kernels which make for preserving spatial information. Then, we connect the outputs of layer {4,5,6,7} to the end to aggregate multi-layer abstractions. Besides, we introduce the deform block in our network, which makes use of learning additional offsets from the features to augment the spatial sampling locations. By applying this block in the multi-layer branches, our model naturally retains the localization correspondence between the input and output and thus adapt with the huge diversity inside the datasets. Further, adjustable weights are assigned to these branches, which will supervise the network to learn the proportion of fusion adaptively and then these information are integrated to obtain the final density map. DA-Net is a fully convolutional network to accept inputs of arbitrary sizes and can be optimized via an end-to-end training scheme. Taking advantage of such an innovative design, DA-Net achieves superior performance over the state-of-theart methods. Also, our model is of generality for the excellent performance on the vehicle dataset. The main contributions are summarized as follows: 1) To our best knowledge, it is the first attempt to use deformable convolutions for crowd counting. By incorporating deform blocks into the CNN, the proposed method is capable of learning additional offsets to augment the spatial sampling locations, therefore improving its robustness to scale variations. 2) We design a novel diamond architecture to capture high-level abstract information. Using the strategy of multi-layer extraction, the network achieves tremendous improvement in maintaining the spatial locations. 3) Adaptive weights are introduced to substitute direct aggregation to assess the reliability of multilevel outputs and regulate the proportion of outputs from multiple layers to the final density map.
The rest of this paper is organized as follows. Sec.2 briefly describe the previous works in crowd counting and some tasks about spatial transformation. Sec.3 introduce our whole structure in detail and Sec.4 present the experimental results. In final, Sec.5 summarize main work of the whole thesis.
II. RELATED WORK A. TRADITIONAL METHODS
A number of early researches focus on either partbased or body-based detection to estimate people counts. Typically, the features extracted from a full body such as Haar wavelets [12] , HOG (histogram oriented gradients) [13] and edgelet [14] are output by classifier [15] - [17] . However, counting by human detection in an extremely dense crowd image is always impractical and performs poorly. Thus, researchers have attempted to tackle the problem by proposal of part-based methods [18] - [20] . For instance, Li et al. [18] combine a foreground segmentation algorithm and a HOG based head-shoulder detection algorithm to detect heads thereby count the number of people.
Since detection-style frameworks are unable to work well on highly congested scenes, researchers make an effort to directly learn a mapping from extracted features to their counts [5] , [21] , [22] . In a recent method, Idrees et al. [22] FIGURE 2. The overview of our DA-Net. The whole architecture consists of two parts: one is the backbone which is made up of eight blocks, the other is multi-layer aggregation with deform blocks to learn the offset information and adjustable weights to perform adaptive fusion.
adopt a combination of multiple hand-crafted features such as HOG based detections, SIFT (Scale-invariant feature transform) [23] based counting and Fourier analysis. More recently, [24] employs much extensive and richer set of features. In addition, they inject random projection onto the tree nodes to induce dimensionality and to introduce randomness.
B. CNN-BASED METHODS
With great success of CNN based architecture in recognition [25] , [26] , especially segmentation tasks [27] , [28] , researchers shift towards the exploitation of them, which has shown superior performance in comparison to most of handcrafted feature based approaches and has been predominant among recent methods of crowd counting and density estimation [29] - [31] .
In order to address model scale invariance, multi-column CNN architectures are introduced in recent methods. In [11] , three columns with varied receptive fields are used to be adaptive to large variation in scale and perspective in crowd images. Instead of jointly training all columns of a multicolumn network, Sam et al. [8] incorporate a patch based switch to intelligently pick out an optimal regressor for current input patch, which necessitates multi-stage training process in nature. These methods have made great improvements on the progress of crowd counting. Although explicitly modeling scale invariance, their performance is largely stemmed by the number of columns and dataset-dependent filter sizes.
Regrettably, all models mentioned above neglect the quality of estimated density map, and only pursue the accuracy of predicted people counts. The latest works in [9] and [32] start to take the quality of density map into account. To be exact, CP-CNN [9] present a contextual Pyramid CNNs for incorporating global and local context by learning different density classes. The learned context is fused with the feature maps generated by a multi-column CNN by a Fusion-CNN consisting of a set of convolutional and fractionally-strided layers; ACSCP [32] proposed a patchto-density generation network supervised with an adversarial training loss and a scale-consistency regularizer enhancing the coherence between the estimated density maps from different scales.
C. DYNAMIC RECEPTIVE FIELD
A broad receptive field is usually desirable to capture global information which is always limited by the fixed kernel size. Luo et al. [33] propose the notion of effective receptive field (ERF) which only occupies a fraction of the full theoretical receptive field, but the ERF increases linearly with the square root of the number. Jia et al. [34] present Dynamic Filter Networks. It is able to provide more flexible parameters since the kernels are dynamically conditioned on inputs. However, only the filter learned greatly limits its capability of deform. By introducing holes in convolution filters, dilated convolution or atrous convolution [35] is capable of enlarging the receptive field without increasing the number of parameters. As an generalization of dilated convolution, Deformable Convolutional Nets [36] has been demonstrated its effectiveness on object detection [37] , [38] and various applications [39] , [40] . The architecture learns the spatial offsets at each position without prior knowledge based on the idea of augmenting the spatial sampling locations. It is feasible and effective to preserve the spatial correspondence between the input and the output, which is exact in line with the requirement of crowd counting. In addition, there is a work similar to the deformable convolutions named active convolution [41] . It also learns the offsets to augment the sampling locations in the convolution, but it suffers from sharing the offsets all over the different spatial locations and static model parameters. In conclusion, we use deformable convolutions [36] for our model. 
III. DEFORMATION AGGREGATION NETWORK
The proposed Deformation Aggregation Network (DA-Net) is illustrated in Fig. 2 . When the input image is fed to the model, it first passes through the diamond network to obtain the feature map of the last layer. Then we attach deform block to the layer {4,5,6,7} of the backbone to produce multiple abstractions. Finally, all these outputs are aggregated by adaptive weights to generated estimated density map. In the following subsections, we divide the entire network into three subsections and explain them in detail.
A. BACKBONE NETWORK
The architecture of the backbone network in the proposed DA-Net is shown in TABLE 1. Inspired by the VGG model proposed in [42] , our backbone network is composed of eight blocks, each of which consists of several sequential operations -convolution, ReLU and max-pooling. For the choice of the number of blocks, we make a tradeoff between accuracy and computing resources. After a lot of trials, we find that eight is a more appropriate number. Since the targeted density map is single channel, the backbone network is devised to be of diamond shape skillfully, which means the number of channels firstly increases and then decreases to one regularly, for the purpose of channel matching. According to [42] , when dealing with the same size of receptive field, the stack of small filters in a deep network outperforms a shallow network with large filters and spares computing resource in the meantime. Thus 3*3 kernels are adopted in the backbone network anywhere. In addition, such a dense design enables the network to be equipped with excellent characterization and strong transfer learning ability. Due to the employment of four max-pool layers with a stride of 2, the output is 1/16 times the input resolution. Therefore, downsampling with the factor of 1/16 is performed on ground truth to handle the size mismatch. The reason that we do not utilize more pooling layers consists in two aspects: one is the suppressing excessive negative effects caused by low resolution, the other is to keep the same resolution in the last five layers for the convenience of subsequent fusion operations. The backbone network is a fully convolutional structure so that it is able to take inputs of arbitrary sizes.
B. DEFORM BLOCK
In a deep network, the lower layers encode discriminative information and provide more precise localization while the upper layers encode the semantic information of targets with fragile spatial information. To preserve the correspondence between the input images and the estimated density map, we apply deformable convolution layers to the last few layers except the last one. As illustrated in Fig. 3 , the regular grid sample locations in standard convolution are transformed into deformed sampling locations via additional 2D offsets.
In general, the convolution operation can be regarded as the weighted sum of 2D spatial sampling. Assuming a kernel size of 3*3, the regular grid G is defined as G = {(−1, −1), (−1, 0), . . . , (0, 1), (1, 1)}. Given the input I , the standard convolution can be formulated as:
where (x t , y t ) is the pixel location on the output feature map O. (m, n) specify the locations in G and W indicates the weights for sampling locations. On the basis of the standard convolution, the deformable convolution augments the sampling locations with 2D offsets Since the offsets are learned from the convolutional layers, the values inside might be fractional. To settle the dilemma, bilinear interpolation is employed to obtain the fractional location between integer pixels. which is defined as:
where F consists of all integral spatial locations in the input image I , and (x t , y t ) stand for an arbitrary location in I . g(a, b) in two dimensions is characterized as:
The whole procedure of deformable convolution is illustrated in Fig. 4 . Firstly, the convolutional layer is implemented over the input to obtain the offset fields with the fixed height and width but 2N (N=9 in 3*3 kernel) channels. The convolutional layer is of the same parameter as those in our architecture. Since each two channels represents a 2D offsets, the offset field of 2N channels is transformed into N 2D offsets and interact with the standard convolution to produce the output. During training, both the convolutional layer and the offsets are updated synchronously.
C. ADAPTIVE FUSION
A straightforward method to combine the features of different layers is to sum them up to obtain a multi-scale density map, whose form can be described as:
where D i and B 8 represents the outputs from deform Block4 to Block7, and the feature map generated by Block 8, respectively. However, this naive strategy neglects the fact that the layers at different depths possess disparate semantic information in terms of abstract levels of the model, further impacting discriminatively on the generated density map. Therefore, it is not desirable to stiffly connect them in one forward propogation. There is a useful strategy named soft-attention, which assigns different weights to pixels according to their importance, has achieved numerous successes in all kinds of tasks including computer vision and natural language processing. For instance, some instance segmentation works discriminate the object (salient region) and background by gradually learning the weights for different locations conditioned on training dataset, and the words of a sentence are assigned different degrees of attention on the basis of their mutual influence in language modeling, to name but a few.
Naturally, an idea comes up, that is, generating the final density map by dynamic weighted sum of feature maps of different layers, which we call adaptive fusion. To be specific, with different input data fed to the network, these datadriven weights, with initialization value of one, are updated accordingly until convergence via back-propagation algorithm. Finally, these weights represent different contributions of different layers to the output, thus enhancing robust capabilities of network. The adaptive fusion can be formulated as:
where D i enumerates the feature maps generated by deform blocks at different depths, w i indicates the learnable weights (attention) for different deform blocks, and B 8 is the output from Block 8.
IV. EXPERIMENTS
We demonstrate the effectiveness of the proposed DA-Net in four popular crowd counting datasets, also, the vehicle dataset TRANCOS is evaluated to verify the generality of our model. In this section, we not only compare our method with the previous state-of-the-art methods, but also perform ablation study on ShanghaiTechA dataset to analyze the capability of each component in our network.
A. IMPLEMENTATION DETAILS 1) GROUND TRUTH
Using the head annotations of each person which is marked as a corresponding binary dot in the density map to train the fully convolutional network would be difficult. According to [43] , the ground truth is generated by blurring each head annotation using a Gaussian kernel normalized to sum to one, so that the sum of the density map is equivalent to the total number of the crowd. The ground truth G is defined as:
where N is the total number of the crowd and G σ indicates 2D Gaussian kernel. However, the accuracy is affected by perspective distortion to a great extent. Therefore, for those VOLUME 6, 2018 datasets lack of geometry information, we use geometryadaptive kernels following [11] , which is:
For each head x i in the input, d i j represents the distance to its k nearest neighbors and d i is the average distance. Thus, the spread of Gaussian is in proportion to d i and the ratio β is set to 0.3.
2) DATA AUGMENTATION
During training, we crop 100 patches from each image at random pixel which is 1/4 size of the original image. Such a quantity guarantee the adequacy at different location. For the test set, data augmentation is not performed.
3) TRAINING DETAILS
We choose the Euclidean distance to measure the difference between the estimated density map and the ground truth. The loss function is defined as:
where is a set of parameters in our structure. X i is the input and G i is the corresponding ground truth. O(X i , ) represents the output density map for X i and N is the number of training images. We initialize the parameters of DA-Net with the Gaussian distribution of 0.01 standard deviation. The architecture is trained by Stochastic Gradient Descent (SGD) with momentum of 0.9 and learning rate of 1e-6. Each mini-batch contains only one randomly selected image for the heavy computational burdens of the deform blocks. Based on the publicly available PyTorch platform [44] , DA-Net is applied on NVIDIA GeForce GTX 1080 with 8GB memory.
B. COMPARISON WITH STATE-OF-THE-ARTS 1) EVALUATION METRICS
We benchmark the DA-Net on four crowd counting datasets. For a test set with a total of N, the count error is measured by using Mean Absolute Error (MAE) and Mean Squared Error (MSE):
where C i is the estimated count and C GT i is the corresponding ground truth count. The MAE is the average over the verification sample of the absolute value of the differences between estimated count and corresponding ground truth count while MSE squares the errors before they are averaged and thus pays more attention to larger errors. 
2) SHANGHAITECH
The ShanghaiTech dataset [11] contains 1198 annotated images with a total amount of 330165 people. It is divided into two parts: Part_A downloaded from Internet and Part_B captured from crowd streets of metropolitan areas in Shanghai. Both parts are further divided into train and test datasets. Part_A has 482 images, of which 300 images are used for training and the rest for test while Part_B of 716 images are separated into 400 training and 316 test images. For the lack of perspective maps, the geometry-adaptive kernels are used to generate the ground truth. Table 2 shows the comparisons of the proposed DA-Net with the state-of-the-art methods, including Zhang et al. [7] , MCNN [11] , Switching-CNN [8] , SaCNN [10] , CP-CNN [9] , which indicates that our model outperforms these methods by a significant margin. Especially for Part_B, our model achieves 25.4% lower MAE compared to CP-CNN even if CP-CNN has already delivered the terrific result.
3) UCSD
The UCSD dataset [2] is made up of 2000 frames taken from one surveillance in the UCSD campus. Different from other datasets, the scenes are characterized by sparse crowd with an average of 25 persons in each frame. A region of interest (ROI) is provided for the dataset. Therefore, all frames and the corresponding ground truth are masked with ROI. The intensities of pixels out of ROI in the final feature map is also set to zero, so that errors are limited inside the ROI areas to backpropagate during training. Of the 2000 frames, we use frames 601 through 1400 for training while the remaining for testing. As the resolution of each frame is fixed and small, two corresponding measures are taken: (1) Fixed spread Gaussian kernels are used to generate ground truth density maps. (2) We resize each image to four times the original size before it is sent to the network. Table 3 shows the MAE and MSE results for DA-Net and other state-of-the-art approaches and our model achieves the best result. This indicates that our model can not only cope with images with extremely dense crowds but also handle relatively sparse scenes. Some example results are shown in Fig. 5. 
4) WORLDEXPO'10
WorldExpo'10 crowd counting dataset was first introduced by Zhang et al. [7] . This dataset contains 1132 annotated video sequences captured by 108 surveillance cameras all from Shanghai 2010 WorldExpo. There are 3980 frames with 199923 pedestrians at the centers of their heads labeled. Testing dataset consists of five different video sequences, each of which contains 120 labeled frames. Following the same strategy, only ROI regions are taken into consideration. In addition, this dataset provides perspective maps, which specify the number of pixels in the image covering one square meter at realistic location. Therefore, the spread of the Gaussian adaptively depends on the perspective values, which is σ = 0.2M (p) specifically. Table 4 enumerates the performance of all major methods. Our model achieves the best on several scenes and meanwhile remains the bestperforming in terms of average MAE. Some example results are shown in 6, five images are chosen from five scenes of WorldExpo'10 test set.
5) UCF_CC_50
UCF_CC_50 introduced by [22] was collected from publicly available web images. It is composed of 50 images with an average of 1280 individuals per image. Counting the number of people in this dataset is a hard challenge for the large variability of crowd density. For experiments, we randomly divide the dataset into set of 10 and perform 5-fold cross validation. As the perspective maps are not provided, the ground truth density maps are generated by geometry-adaptive kernels following [11] . In Table 5 , we compare our model with other state-of-the-art methods by MAE and MSE metrics. Apparently, DA-Net makes a great progress over other methods. For instance, DA-Net demonstrates a 17.3 improvement over Switch-CNN regarding MAE and also gets a huge boost in MSE. The visualization of our model on UCF_CC_50 is shown in 7.
6) TRANCOS
In addition to crowd counting, an extended experiment is conducted on vehicle dataset TRANCOS [48] to demonstrate the generality of our model. TRANCOS consists of 1244 images VOLUME 6, 2018 FIGURE 7. Visualization of the crowd density maps generated by DA-Net on UCF_CC_50 dataset. of different traffic scenes, which are acquired from a selection of public surveillance cameras. Different from crowd counting dataset, TRANCOS is made up of multiple scenes but the same scenes appear in the training and test sets. With the region of interest (ROI) provided, we could just focus on the important areas. Strictly following set up in [48] , we use the Grid Average Mean absolute Error (GAME) metric, which is:
where N is the total number of test images, C l n is the estimated count of image n within region l while C l GT n indicates the corresponding ground truth. The GMAE metric aims at subdividing the image into 4 L non-overlapping regions and compute the MAE in each of these regions. It is worth noting that the MAE is a special case of GAME when L=0.
We compare our model with four previous methods, as shown in Table 6 . It is obvious that we achieve the best results across all levels, which fully validates the robustness of DA-Net and the accuracy of capturing the crowd distribution. Density maps obtained using the proposed DA-Net on sample images are shown in Fig. 8 .
C. ABLATION STUDY
This subsection is devoted to probing the capability of each component of DA-Net, which specifically indicate the deform block and adaptive aggregation. Besides, we divide the dataset into four splits depending on the density level and test all models on these splits to verify the robustness of the DA-Net. All ablations are conducted on Part_A of ShanghaiTech dataset for its large variations in crowd density. As is shown in Table 7 , we divide two modules into five structures through permutation and combination:
1. Single-path: it is the backbone of our model that consists of eight blocks and generates the density map from the last block. 2. Multi-layer: 1*1 convolutional layers are applied on layer {4,5,6,7} to adapt each output to the same channel as the last block and add them directly to obtain the final density map. 3. Adaptive Multi-layer: on the basis of Multi-layer, adjustable weights are assigned to each output to supervise the network to learn adaptively and then all outputs are fused by these weights. 4. Multi-layer + Deform: the 1*1 convolutional layers are replaced by deformable convolution which is the same parameters as the former, based on Multi-layer. 5. Our model is equivalent to adding adaptive weights to the basis of 4.
With all these experiments conducted, we are able to dig deeper from three aspects.
1) DEFORM BLOCK
The differences of results between methods 2 and 4 (MAE 77.1 vs 72.0) or 3 and 5 (MAE 76.5 vs 71.6) illustrate the effectiveness of deformable convolution layers in Multilayer structure. In these two comparisons, we replace all four convolutional layers directly, which triggers our curiosity whether the promotion is related to the number of deformable convolutions. Thus, we design a progressive experiment layer-by-layer, as shown in Table 8 .
This experiment is on the basis of Adaptive Multi-layer (method 3). Starting from the fourth block, deformable convolutions are added gradually and the trend chart is illustrated in Fig. 9 . We can draw a conclusion that there is a positive correlation between the improvements of the network and the number of deform blocks. However, we do not stack the deform blocks mainly for two reasons: one is the figure reflects the trend of saturation which means more quantity makes little difference, the other is the expensive computing resources limits the deform block to the last few layers. The pure description of text is incapable of directly reflecting the effectiveness of the deform block, so we conduct extensive experiments of visualization to further illustrate its impact on final density map, as is shown in Fig. 10 . Firstly, we notice that the density maps generated by the structure without deform block recognize some noise while our model largely avoids such mistakes. It is because the deform block assists in preserving spatial features to capture the localization more precisely. Secondly, it is obvious that our model is able to produce smoother density maps. This capability lies in the flexible receptive fields provided by the deform block so the model can identify the edge of the object more accurately. 
2) ADAPTIVE AGGREGATION
To demonstrate the effectiveness of multi-layer aggregation, we conduct several sets of comparative experiments. On the one hand, comparisons of method 1 and 2 (MAE 79.2 vs 77.1) point out that the fusion of multiple layers of abstractions is more competitive than the output from single path. On the other hand, the difference between method 4 and 5 (MAE 72.0 vs 71.6) shows that it is necessary to make the weights of aggregation transform from fixed to learnable. For the sake of exploring the laws of adaptive weights, the changes of them are recorded in the learning process and visualized in Fig. 11 . The training process reaches convergence in the fortieth epoch and each weight tends to be stable. We can conclude the latter outputs account for a larger proportion for the fact that the upper layers are equipped with larger weights. However, we can see from the figure that this law is not strictly consistent. It is because our model is a weak VOLUME 6, 2018 supervision process, that is, we only calculate the loss of the final fusion rather than monitor the change of weights directly.
3) DENSITY LEVEL
In order to facilitate the comparison of the differences between the five methods illustrated in Table 7 , we divide Part_A of ShanghaiTech dataset into four splits according to the density level. Specifically, sorting the dataset from small to large based on ground truth count and splitting them into four folders: Level 1 (50-208), Level 2 (210-305), Level 3 (306-515), Level 4 (520-2200). We perform test experiments on these four levels with trained models from five different methods and visualize the results in Fig. 12 . From the figure, we can draw the conclusions as follows: 1) Single-path performs relatively weak in any of density level. 2) Adaptive multi-layer plays similar role with Multi-layer and works a litter better in some area. 3) DA-Net is slightly inferior in small density areas, but it turns to be more and more excellent as the density level grows. It is mainly because our model modifies adaptively with the addition of modules. For most of ShanghaiTech Part_A dataset are highly congested scenes, DA-Net sacrifices some precision in small populations to achieve an improvement in the overall accuracy.
V. CONCLUSION
In this work, we propose a novel architecture called deformation aggregation network (DA-Net) for crowd counting which is trained in an end-to-end manner. With the prior knowledge that deep networks possess the ability of good characteristics, we design a deep diamond network to encode the semantic information. In order to address the scale variation problem, deform block is introduced in our system which can be jointly optimized via back-propagation. In this way, the network could preserve precise localization of the last few layers and aggregate multiple abstractions to obtain the density map.
In addition, we also introduce adaptive weights to supervise the model to adaptively adjust the proportion of each layer. These metrics can help to generate high-quality density map, also, the introduction of deformable convolution is able to guide future research in crowd counting. 
