Continuing the work of a previous paper, the Glimm-Jaffe-Spencer cluster expansion from constructive quantum field theory is adapted to treat quantum statistical mechanical systems of particles interacting by potentials that fall off exponentially at large distance. The Hamiltonian H 0 + V need be stable in the extended sense that H o + 4 V + BN > 0 for some B. In this situation, with a mild technical condition on the potentials, the cluster expansion converges and the infinite volume limit of the correlation functions exists, at low enough density. These infinite volume correlation functions cluster exponentially. A natural system included in the present treatment is that of matter with the r-1 potential replaced by e-~r/r. The Hamiltonian is stable, but the system would collapse in the absence of the exclusion principle--the potential is unstable. Therefore this system cannot be handled by the classic work of Ginibre, which requires stable potentials.
Introduction
In a previous paper, [1] , we adapted the Glimm-Jaffe-Spencer cluster expansion [8] to treat quantum statistical mechanical systems with finite range potentials. We now extend this program to include potentials that fall off exponentially. Under very general conditions we will obtain the infinite volume limit of correlation functions (in the Euclidean region) and their exponential clustering, at low density. We will later remark on some extensions of the present work to even more general potentials.
Matter (positive charged particles and negative charged identical fermions interacting with a r-1 potential) with the r-1 modified to e-~"/r, one of our matterlike systems, has been our main motivational example. For this system the Hamiltonian is stable; proofs of stability for the matter system [4, 5, 10] may be modified to show this. But the potential is not stable, [11] and in fact the system would collapse in the absence of the exclusion principle [3] . The classic work of Ginibre [7] , does not apply, requiring stable potentials. For this system our method will yield, at any fixed temperature for low enough density, the infinite volume limit of expectations of products of spatially smeared Euclidean densities, and their exponential clustering.
In fact the cluster expansion we use in this paper is different from the one used in [t] and [8] , and is a slightly simplified form of the expansion developed by Glimm, Jaffe, and Spencer in [9] . We could have used the expansion from [1] and a scheme like that in [6] to interpolate potentials, but the route taken in the present paper leads to more general results. We are indebted to [9] for some conceptual ideas, and a numerical estimate, but the reader is only assumed to be familiar with [1] and [8] .
Notation
We follow the notation of [1] closely, but recall some of the equations for convenience. There are f species o f particles, each obeying either fermion or boson statistics, described by fields, q51, q52, ..., St-We set 
(2.8)
J
For a given i, each f j is supported in a single cube. The f j are real, measurable, and 0 fo < 1 ; this allows our estimates to be taken to depend on A only through s, the number of factors.
The objects of interest to us are expectations
The times correspond to imaginary real times--one is in the Euclidean region--of course if all the times in A are equal, the expectation (A)A is the same as a real time expectation value. A is the large box one works in, Tr A is the trace on the Fock space built on L2(A). For each ~ R 3, we denote the translation, in the obvious sense, of A by A¢ fl is fixed throughout our discussion, dependences on/~ are suppressed. All our constants, {c~}, satisfy 0 <c~ < oo. (2.t0)
Results and Discussion
We assume our system has the following properties a) There are a c 1, c 2, and c o such that
for Ixt >Co.
b) There is a B such that We choose the #0 in Theorem t and Theorem 2 to be the same, at the expense of possibly not using the best value of go in Theorem 1. Theorem 3.4 and Proposition 3.1 from [1] also hold but we do not restate them.
We carry out the proofs using unit cubes and barriers of width 2/10 as in [1] . We assume instead of a) above the following condition :
' and ' such that a') There are a c 1 c 2
A length scaling argument then shows this is sufficient to yield our general results. This is equivalent to using larger cubes.
Remarks. 1) In condition b) above it is sufficient to have (1 + e)V with e > 0 instead of 41/.
2) The technical condition c) may be weakened, to include infinitely repulsive hard cores, for example.
3) It is not difficult to accommodate many-body potentials that satisfy suitable substitutes for a) and c).
4) It should be possible to treat potentials that fall off as a suitably high power rather than exponentially, yielding a weaker cluster property. One may have to modify the cluster expansion to obtain the best results here.
5) Suitably smeared reduced density matrices are also tractable.
6) The Mayer expansion may be shown to converge. The ratio of Z's for complex z may be studied as in [8] ; the techniques of [1] are not sufficient here.
After we have developed the cluster expansion and proved convergence (Estimate 5.1), the proof of Theorem 1 proceeds as in [1] . In Theorem 2, (3.2) is deduced from the cluster expansion by a "doubling the measure" argument. See for example [8] . The statement c(#i)~c2 in Theorem 2 is a consequence of tracing the effects of # i~-c~ painfully through the convergence proof. Various remarks about this are inserted through the remainder of the paper.
In summary, the cluster expansion in statistical mechanics is a powerful tool in the study of low density systems. Some of the lines of possible development have been mentioned above. Constructive quantum field theory should continue to be a source of ideas for statistical mechanics.
The Cluster Expansion
Since, as mentioned above, the cluster expansion differs from that in [1] , we will redevelop the expansion, with a minimal change in notation. R 3 is filled with closed unit cubes, {Ai}, with disjoint interiors. The set of faces of these cubes, taken as closed, are called {S~}. The set of points within distance 1/10 of S~ is called t/~ (the barrier c~)
A, the large box we work in, is a union of cubes Ai. {A~ :jEJ 1 } is a distinguished set of cubes.
The expectation (A>a given in Equation (2.9) is rewritten in path space with the same notation as Equation (2.8) of [1] .
(!d#exp(-!V(z)dZ)al(tl)...as(t,))/(~d#exp(-!V(z)dv)) (4.2)
We refer to [1] for the definitions of the path space integrals. For simplicity we define a function U on path space where the sum is over pairs (X, F) that isolate J. Uc-df is the union of faces inX not in I'. The identity of functions on path space given by Equation (4.5) substituted into the numerator of Equation (4.2) is exactly the cluster expansion of [1] , for a correct choice of J. We now must discuss the interpolation of potentials. Given a union of cubes, X, in A, we interpolate the two body potential between its original form, and the potential with elimination of any interaction between a particle in X and a particle in A -X . This process introduces a parameter s. Specifically where the subscript indicates the localization of the interaction to A j,+l, this localization o f the term in parentheses then involves interaction between a particle in A j, +1 with a particle in X~.
We consider subsets of faces F~, F 1EFzC ... EF,, and define The n = 1 term in the sum is understood as
F(~,, J,) = ~ Hr Er~x"

.2) follows d# e x p ( -U)A/5 d# e x p ( -U) = ~K(X). ~ dpexp( -U)/S d# exp( -U) (4.12)
d#F(~l,J1) e x p ( -U). A. (4.t4) X
In the sum over 4, and J, in (4.13), the restrictions mentioned before Equation (4.9) hold, and X, =X.
The expansion [Eqs. (4.12) and (4.13)] has been developed by iterative applications of (4.5) and (4.8). We enter a casual discussion to help the reader get a feeling for how this has been done, and refer to Figures 1 through 7 . One desires the expectation of an operator A located at J1, schematically represented in Figure 1 . The use o f Equation (4.5) yields a sum of terms isolating J 1. Figure 2 shows a region X 1 containing J1 from this sum. There is a barrier of width 2/10 around the boundary of this region, along both sides of which particles obey Dirichlet data. If as in [1] the range of the potentials was less than 2/10 one could stop at this stage, as there would be no interaction between the interior and exterior regions. We rather interpolate the interaction between the interior and exterior regions, writing the result as a term with s 1 = 0 in which there is no mutual interaction, that contributes 
4~
Figs. I -7 to the n = 1 term in (4.13), and a differentiated term giving an interaction between particles at j2 and the interior ofX 1. This is illustrated in Figure 3 . (4.5) is used again to isolate j2 in a new component Ya ; Figure 4 illustrates the two regionsX, = 11i and Ya, together forming X 2. Now particles inside and outsideX 2 are separated by a barrier, but the potential still may reach across the barrier. Interpolating again yields a term with no mutual interaction between the interior and exterior of X 2, included in the n = 2 term in (4.13), and a differentiated term involving interaction between particles at Ja and particles inside X2. Figures 5 and 6 illustrate two different possibilities that will be important to distinguish in the estimates of the next sections. Figure 7 isolates j3 in a new region Y3, giving the three regions comprising X 3.
If one is familiar with the cluster expansion of [1] , the present expansion is thus quite straightforward, although the notation is complex. 2U(~,_ 1, a,,_ 1 
