This special issue focuses on evidence bearing on the specific ways in which linguistic differences across languages may affect what is learned early (or late) in language and to what extent language-specific structures interact with cognition. The ultimate question is whether or not development follows a universal course or is influenced by the linguistic system being acquired. Of particular interest in the linguistic realm are data exploring what governs the late development of linguistic forms; of particular interest in the cognitive realm are areas for which crosslinguistic data reveal linguistic influences on the timing of development of cognitive concepts or on attentional patterns in children. The combined research suggests that the morphosyntactic structure of the language, the semantic notions encoded in the language and the cognitive underpinnings related to those structures all play a role in the course of development.
Introduction to Special Issue: Languagespecific influences on acquisition and cognition
In recent years there has been a growing interest in the possible (interactive?) effects of language-specific structural properties on linguistic and cognitive development. This two-part Special Issue focuses on evidence bearing on the specific ways in which linguistic differences across languages may affect what is learned early (or late) in language and to what extent language-specific structures interact with cognition. For the most part, special attention is focused here on development in languages for which data are less well explored. The ultimate question is whether or not development follows a universal course or is influenced by the linguistic system being acquired. Of particular interest in the linguistic realm are data exploring what governs the late development of linguistic forms; of particular interest in the cognitive realm are areas for which crosslinguistic data reveal linguistic influences on the timing of development of cognitive concepts or on attentional patterns in children.
Previous research on these questions has taken several different positions. On the one hand, there are some researchers who have either implicitly or explicitly posited that specific linguistic advances in a particular language rest on universally developing cognitive or linguistic abilities. Among the research that has posited cognitive pacing of linguistic forms, for example, are studies in which observed late developments in a given linguistic structure have been attributed to the (presumed) cognitive complexity of the concepts underlying that linguistic structure. For example, children's late use of present perfect constructions in English has been attributed to the cognitive complexity underlying the meanings of these constructions (Cromer, 1968 (Cromer, , 1971 (Cromer, , 1976 but see, later, Cromer, 1988 ); children's difficulty with words for collections in English has been attributed to cognitive difficulty of collection concepts (Bloom, 1996; Bloom, Kelemen, Fountain & Courtney, 1995; Bloom & Veres, 1999 ); children's observed early use of past tense morphemes for perfective/recent past have been attributed to the cognitive inaccessibility of concepts related to remote past (e.g., Antinucci & Miller, 1976) . Among research that has posited that the development of linguistic forms hinges on the availability/emergence of linguistic principles are studies on the acquisition of passives (Borer & Wexler, 1987) , on the acquisition of person, number and tense (Grinstead, 2000) , on the development of word meaning (Golinkoff, Mervis & HirshPasek, 1994; Markman, 1991 Markman, , 1993 .
On the other hand, some researchers have challenged such positions positing cognitive or linguistic pace-setters for language development. Some have cited evidence from languages or dialects that show more precocious acquisition than had been claimed possible under theories positing underlying cognitive difficulties or universal linguistic principles; others have challenged the position that the cognitive or linguistic principle was present prior to the specific language developments. Thus, children learning English in a dialect other than American English have been shown to have little difficulty in acquiring the present perfect (Fletcher, 1981; Gathercole, 1986) ; children learning Welsh have had little difficulty in using words for collections (Gathercole, Thomas & Evans, 2000) ; children learning Polish have been observed to use past tense for remote past early on (Weist, 1986; Weist, Wysocka, WitkowskaStadnik, Buczowska & Konieczna, 1984) . Similarly, children learning passives in Inuktitut and Sesotho use passives much earlier than the posited maturational timing would allow (Allen & Crago, 1996; Demuth, 1989) ; children do not seem to follow a universal order in acquiring a productive command of tense versus agreement (Gathercole, Sebastián & Soto, 2002) ; children learning languages other than English show distinct first best attempts at the meanings of new nouns (Imai & Gentner, 1997) . In fact, some 'principles', e.g., word meaning biases, appear to be learned phenomena that emerge with, i.e., are a consequence of, the acquisition of words (Merriman, 1999; Smith, 1999) .
From early on, some researchers have recognized the important roles that the language being learned may play both in the timing of development of the linguistic structures in that language and in the development of cognitive concepts that run parallel to those structures. For example, Slobin (1973) was among the first to realize the importance of findings showing that a child bilingual in Hungarian and SerboCroatian was able to express locative notions early on in one language, but not in the other. He attributed this to the linguistic simplicity of the structure in one case relative to the complexity of the structure in the other. Subsequent work by Bowerman (e.g., 1989 Bowerman (e.g., , 1996 and her colleagues has demonstrated aptly that the linguistic structures of children learning a variety of structure types -e.g., expression of spatial relations, of Subject-Verb-Object relations, and the like -in distinct languages match the structures of the adults around them better than they do each other. Similarly, Slobin's recent work (e.g., 1996 Slobin's recent work (e.g., , 2003 has emphasized how one's language shapes 'thinking for speaking', which in turn has multiple ripple effects in the form that language takes and how it is used by speakers.
In a direct challenge to the notion that cognition sets the pace for linguistic development, Gopnik & Choi (1990) provided one of the earliest elegant demonstrations that what children were learning in language -English, French or Koreanmay have provided a guide for what cognitive abilities they developed and the order in which those cognitive skills emerged. Much work during the last decade has focused further on such effects of language on cognition, both in children and adults (see, e.g., works in Bowerman & Levinson, 2001; Gumperz & Levinson, 1996) .
The papers in this Special Issue examine such issues further, with a special focus on how crosslinguistic research in particular can help to clarify the roles of a variety of factors in the development of linguistic and cognitive abilities in children. The papers focus primarily on three types of linguistic construction: verb constructions, noun constructions and the expression of spatial relations. One additional paper focuses on the emergence of first words out of infants' preconceptual knowledge.
VERB CONSTRUCTIONS
The papers examining the development of verb constructions focus on the development of agreement, of tense marking, of modality and of motion verbs. Morgan, Barrière and Woll address the question of the acquisition of agreement, with a focus on what makes a particular agreement system difficult or easy for children. These researchers examine the development of agreement marking in British Sign Language (BSL) by a young native-learning speaker of BSL between 1;10 and 3;0, learning BSL naturally from native-speaking adults around him. These authors present a rich discussion of the structural similarities and differences, first, between BSL/signed languages and spoken languages, and also between different signed languages: BSL vs. ASL. BSL has the typological characteristics of (a) rich inflectional morphology, (b) polysynthetic linguistic structure, (c) use of pro-drop, and (d) syntactically and semantically constrained use of agreement morphology (restricted to only one type of verb, 'agreement verbs', and only if they are transitive and refer to an event). BSL also has the modality-specific characteristics of (e) agreement shown through the movement of signs between locations, and (f) extensive use of visually-specific portmanteau forms.
These researchers find that the child they studied used agreement morphology relatively late, compared with the presence of agreement in speaking children (he was just becoming productive at 2;11-3;0, using agreement inflections 75% of the time in obligatory contexts). They attribute this late acquisition to a number of factors: first, to the portmanteau nature of the forms and the resulting difficulty of segmenting signs into morphemes; second, to the difficulty of learning rules constrained by a combination of syntax and semantics (drawing a parallel with the acquisition of Georgian, which shows similarly late development of agreement morphology).
Morgan et al. also note an aspect of development in BSL that has not figured prominently in the acquisition of spoken languages: while it is known that early spoken language often refers to what is present in the child's environment, the distinction between what is present and non-present may be particularly important for children learning signed languages, and this is reflected in the earlier use of inflections with events that are present than with events that are non-present.
One complication with their data, which these authors themselves point out, is that this child's mother often signed verbs without agreement inflections. They interpret this as the mother's attempts at simplifying for the child forms that are difficult to segment. But it raises the question of whether the late signing of inflections is due to inherent difficulty with inflections in BSL or to the nature of the input.
While Morgan et al. focus on this case of late acquisition in BSL of a linguistic form that is often acquired early, Shirai and Miyata present a case of early acquisition of a linguistic form in Japanese. They examine the early acquisition of the past tense marker -ta in four children's speech, with the goal of establishing the timing of the productive use of this form relative to its appropriate use for deictic past meaning. Does productive use of the form necessarily imply conceptual grasp of the deictic time distinction it expresses?
These researchers apply a number of distinct criteria for the assessment of productivity for the -ta form to each child's linguistic production. In every case -for every child, and no matter what criteria one uses for productivity -the child achieves productive use of this morpheme long before appropriate use of the form for deictic past. The conclusion to be drawn is that a child's syntactically or morphologically 'correct' use of a form does not necessarily entail full understanding of the conceptual underpinnings associated with that form.
These researchers also raise the question of the role of the subtle semantic differences across languages in the evaluation of the use of forms such as the past tense (and the related issue that tense markers rarely encode clear-cut semantic distinctions related to time, in the absence of aspectual overlays in meaning; see Slobin, 1997) . In Japanese, -ta has evolved (is evolving!) from the perfect marker -tari, which is currently in the process of grammaticizing into the past tense marker -ta (Kinsui, 1997; Takahashi, 1976) . Shirai and Miyata rightly argue that research is often too simplistic in how it handles crosslinguistic comparisons of the development of such structures.
Deen and Hyams, working within the principles and parameters framework, are also concerned with the marking (or lack of marking) of tense, alongside mood. Their concern is more directly focused on the mapping between semantico-conceptual structure and morphosyntax in verb forms across languages. They propose a Semantic Opposition Hypothesis, which states that there is a universal principle observed by children across languages whereby children make a distinction between realis and irrealis mood (with irrealis mood expressing notions such as volition, direction and intention), and irrealis mood is assumed by default to be specified through non-finite forms. Deen's and Hyams' contention is that the child's initial assumption is that MoodP/TP is a unitary category, and thus mood and tense cannot be expressed within the same verb form.
Through an examination of Dutch, Greek, Italian and Swahili, Deen and Hyams propose that the particular form that gets mapped onto irrealis mood will differ from one language to another. Thus, in Dutch, children use root infinitives, in Greek bare perfectives, in Italian imperatives, and in Swahili subjunctives. But whatever form expresses irrealis mood, that form is in complementary distribution to the form used for the expression of realis mood.. Thus, the paper by Morgan et al. emphasizes that the expression of verb agreement can emerge late if the structure of the language makes its expression difficult to segment and if the rules governing agreement are constrained both syntactically and semantically; that by Shirai and Miyata suggests that children can have an early productive command of a verbal tense form without fully appreciating its semantic import; and that by Deen and Hyams suggests that children may have an early semantic distinction between realis and irrealis, the latter of which will get expressed in some non-finite verbal form -one available in the language being learned.
One final paper concerning verbs (and the last paper in Part 1), by Hickmann and Hendriks, focuses on potential language-specific influences in the development of the expression of locations and of caused motion. These researchers investigate French 3-to 5-year-olds' descriptions of static locations and caused motions, and compare the descriptions with those of French-speaking adults and of English-speaking adults.
French is in general a verb-framed language (Talmy, 2000) , English a satelliteframed language. Thus, French regularly encodes PATH of motion in the verb root (entrer 'to enter'), while English expresses PATH in satellites of verbs (go in). Hickmann and Hendriks found that in some ways French-speaking children were unlike either group of adults, in some ways like English-speaking adults, and in other ways like French-speaking adults in their descriptions.
French children overall used fewer specific verbs (like suspendre 'to hang', coller 'to stick', as opposed to neutral verbs like être 'to be') than either group of adults, although there was some increase across children's ages in the use of specific verbs. In addition, the youngest children overgeneralized the use of sur 'on' for UNDER and ABOVE locations.
The French children were like English-speaking adults in that they used many satellites in their descriptions of static locations (but they used fewer satellites in GATHERCOLE: LANGUAGE-SPECIFIC INFLUENCES: INTRODUCTION describing caused motion than either English adults or French adults). And French children were like French-speaking adults in the semantic content of the verbs used and in the distribution of specific verbs. With regard to semantics of verbs, Englishspeaking adults focused largely on posture (e.g., sit) in the specific verbs used, while French-speaking adults and children focused largely on attachment (e.g., coller 'to stick'). English-speaking adults used specific verbs more for 'doing' actions than for 'undoing' actions, while French-speaking adults and children used more specific verbs for undoing actions than for doing actions. Similarly, English-speaking adults used satellites to the same degree for doing and undoing actions, while French-speaking adults and children used more satellites for doing actions than for undoing actions.
These results suggest that, in a case such as this, children's similarity or dissimilarity to the adult language may depend to some extent on the acquisition of specific lexical items: at early stages, the French children show an over-reliance on the form sur and greater use of satellites than their adult counterparts. Becoming more like their adult counterparts seems to be a function of and dependent on the acquisition of more specific verbs. However, even with that, the French children show semantic patterns more like French adults than English adults, i.e., focusing on attachment rather than on posture, and using more specific verbs for undoing actions than for doing actions and more satellites for doing than for undoing.
NOUN CONSTRUCTIONS
In Part 2 of this Special Issue, two papers examine the acquisition of nouns. The first, by Subrahmanyam and Chen, addresses children's application of novel nouns to objects versus substances. These authors compare Chinese-and English-speaking children, aged 3 and 4, and adults. Chinese, like Japanese and Korean, has nouns that must occur with nominal measure words/noun classifiers for quantification. Thus, the nouns of Chinese encode no reference to individuability, unlike nouns in English.
Subrahmanyam and Chen presented preschool and adult participants with novel stimuli labelled with novel nouns in 'neutral' syntactic contexts and examined whether they extended the novel nouns to entities of the same shape (but distinct substance) and/or entities of the same substance (but distinct shape). Half the participants heard the novel nouns with the stimuli, and half were presented with the stimuli in a nolabel task. Their results show that, on the whole, Chinese speakers favoured material interpretations of the new nouns (i.e., they extended the nouns to referents of the same material, not the same shape), while English speakers favoured shape interpretations. The exceptions were the object/no label task for the Chinese, where they favoured shape extensions and the substance/label condition for English, where they favoured material extensions.
However, these researchers observed some developmental changes: the languagebased differences primarily applied to 4-year-olds and adults; 3-year-olds in both languages favoured shape-based extensions. Subrahmanyam and Chen speculate that the attention to shape found among both the English-and Chinese-speaking 3-yearolds may be attributable to early language-independent word learning processes or to general similarity mechanisms. Regardless of the best explanation for effects at 3 years of age, the results indicate that attentional mechanisms associated with word learning are influenced by language structure and may be in place by about 4 years of age.
The second paper on noun learning is that of Roberts and Gathercole on the development of nouns for collections in Welsh versus English. These researchers examined whether the structure of the language being learned can influence whether novel arrays are interpreted as many individual items or a few collections. Aspects of the Welsh linguistic structure highlight reference to collections, while the English linguistic system largely overlooks collections.
Roberts and Gathercole tested English-and Welsh-speaking 4-, 8-and 11-yearolds' interpretations of novel stimuli as involving collections or multiple individuals. Stimuli consisted of arrays that varied in number of collections and numbers of items within collections, and they were presented with novel nouns bearing singular, plural or unmarked number marking. Participants' responses were scored for collective/ individual interpretation. In addition, the study also examined response times for making such judgements, as well as children's later memory for the individual items in the arrays that had been presented.
The findings show that Welsh-speaking 11-year-olds tended to view novel stimuli as collections more than other groups, and Welsh children were less likely than English-speaking children to remember individuals in stimuli presented with unmarked or plural syntax. The most robust effect, however, was that Welsh children (aged 8 and 11) took longer than English children to respond in cases in which stimuli might be interpreted as either individuals or collections. (In cases in which stimuli could only be interpreted as individuals, Welsh response times matched those of English speakers.) The longer response times are interpreted as indicative of greater processing load in the Welsh children, due to having to consider two alternative interpretations of the stimuli.
These two studies on children's interpretations of novel nouns show an influence of the language being learned on children's categorization of referents as objects vs. substances, as multiple individuals vs. collections. Furthermore, they suggest that such influence grows with age, presumably as a consequence of children's increasing knowledge of noun characteristics in their language. They also point to the importance of examining not only overt responses to stimuli but also potential differences in processing of stimuli to gain a full picture of linguistic influences.
SPATIAL RELATIONS
Two additional studies look at children's early categorization of spatial relations. These are both based on the work indicating important differences in how English and Korean structure spatial relations (Bowerman & Choi, 1994 Choi & Bowerman, 1991) and on work showing that very young infants from both language groups are sensitive to tight-versus loose-fit situations (McDonough, Choi & Mandler, 2003) . In the first paper, Casasola, Wilbourn and Yang address the question of how early young infants can develop a new, linguistically relevant spatial category from limited input. These researchers exposed English-speaking infants (at 22-23 months of age) to tight-fit stimuli with a new term (in a Novel Word condition) and contrasted their GATHERCOLE: LANGUAGE-SPECIFIC INFLUENCES: INTRODUCTION generalization of this term with the interpretations of infants who had been exposed to the same stimuli in a No Word condition.
Indeed, the infants exposed to the novel word did show evidence of generalization of the category of tight-fit, even though this may have meant overriding knowledge they already had of the English categories expressed with in and on. Thus, with minimal exposure, infants at this age were still able to easily construct a new category for spatial relations that went outside the relations expressed in their native language.
In the next paper, Choi asks a complementary question: at what point does the linguistic system being learned affect (i.e., diminish) infants' sensitivity to potential spatial contrasts that are not encoded in their language? She exposed English-learning babies at 18, 24, 29 and 36 months (and Korean babies at 29 and 36 months) to the Korean-relevant category distinction of tight-IN versus loose-IN. She found that English babies at 18 and 24 months were sensitive to the relative fit dichotomy. However, at 29 and 36 months, this sensitivity was weakened: infants were still sensitive to a category of tight-IN, but not to one for loose-IN. (Korean children at 29 and 36 months, in contrast, retained attention to both tight fit and loose fit.) Importantly, the English-learning babies' sensitivity at the higher ages was related to whether or not they already used the English word in and to infants' vocabularies. Those who produced in or had a high vocabulary level showed much less sensitivity to the difference between tight-IN and loose-IN than those who did not yet produce in or had a low vocabulary level. Choi concludes that children's sensitivity to categories that are linguistically relevant to their language are maintained with age, but their sensitivity to categories that are not linguistically relevant diminish.
EMERGENCE OF LANGUAGE FROM PRE-CONCEPTUAL KNOWLEDGE
The final paper, by McCune, argues that one can observe the influence of children's early preconceptual cognition concerning dynamic events on their earliest language. Children's early cognition associated with the sensorimotor period is characterized by knowledge related to dynamic events, and this gets encoded in language-specific ways in the earliest utterances of children across languages. She argues in particular that a perceptual and motor understanding of the world, and understanding of the potential for reversibility of movements across time and space, are critical attainments of the sensorimotor period. She gives evidence from infants learning English, French, German, Estonian and Korean that these understandings show up in children's singleword repertoires, but in distinct manners in each language: these understandings include reference to path (vertical and deictic), to space (figures and grounds) and to time (reversible event sequences).
A critical component of McCune's theory is that the cognition associated with the sensorimotor period does not imply specific 'conceptual' categories. Children are dependent on language to mould this consistent early cognition toward concepts. Single dynamic event words comprise the same basic domains across languages, but vary and are shaped by the characteristics of the ambient language.
IMPLICATIONS AND INTEGRATION
Taken together, what can be gleaned from this set of studies? Several conclusions can be drawn:
1. The structure of the language can make learning some forms difficult (e.g., agreement in BSL, Morgan et al.), while in some languages, linguistic forms might be learnable without a full understanding of those forms (Japanese past tense, Shirai and Miyata). These together suggest the separability of the development of formal structures and the semantic or conceptual elements underpinning those in the adult language.
2. While it may be an obvious point, it bears making explicit that some concepts are accessible early on to children, and children seem to express these early on in their language. These 'accessible' notions might include a realis/irrealis distinction (Deen and Hyams), the cognitive understanding of dynamic events (McCune), salience of shape (Casasola et al.) , greater accessibility of present events than non-present (Morgan et al.).
3. However, the language being learned helps to 'shape' the concepts and categories related to those accessible notions. Thus, Japanese -ta is not just a tense marker (Shirai and Miyata) but takes on subtle aspectual meanings; the expression of irrealis mood varies from language to language (Deen and Hyams); French-speaking children favour use of verbs of attachment over verbs of posture (Hickmann and Hendriks); children's notions of spatial relations get shaped by their language (Casasola et al.; Choi) ; and children's concepts may not be fully formed except through the influence of language (McCune).
4. The way in which the language shapes those concepts and categories can affect children's attention and processing of the world. Young infants have accessible a variety of ways of interpreting spatial relations, but their attention to those categorizations that are not codified in their language get weakened as they learn their own linguistic system (Casasola et al.; Choi) . Furthermore, the options that get codified in a language affect processing: if there is a single dominant code, processing is faster than if there are two alternative ways of encoding referents (Roberts and Gathercole).
The picture of the relationship between language and cognition that these studies suggest is a complex one. One might look at this relationship as having three components, as in (1):
(1)
The process of language learning can be seen as one of learning the mapping from linguistic form to cognition via the intermediary of semantic form.
Clearly, children's development of linguistic forms and of cognitive understandings can occur separately, at least initially. Thus, Japanese children's use of -ta is morphosyntactically correct before they understand its full cognitive and semantic import. Similarly, children's development of spatial concepts and cognition related to dynamic events can take place in the absence of linguistic forms to label them (McCune, Casasola et al., Choi) .
In the development of linguistic forms themselves, there are factors that can facilitate or impede development: in the examples here, the form of agreement in BSL is opaque (expressed through portmanteau forms), so the segmentation of agreement from the verb root is difficult (Morgan et al.) .
But ultimately, the process of acquiring linguistic forms entails developing the semantic underpinnings of those forms. These forms can thus help to 'spotlight' certain aspects of cognition, according to what gets codified in the given language. Thus, Chinese structure spotlights material makeup more than individuation, while English structure spotlights individuation; Korean structure spotlights tight vs. loose fit, while English spotlights containment and support; Welsh spotlights individuals and collections, while English spotlights individuals; French spotlights manner of attachment, English spotlights posture. We might visualize this for any given language as in (2): (2) As children learn what aspects get codified semantically in their language, alternative possible ways of looking at the world around them begin to weaken in focus. Thus, English-speaking 29-and 36-month-olds, especially those who have learned spatial vocabulary in English, lose the ability to 're-interpret' spatial relations along patterns appropriate to Korean. Children learning English may find it hard to 'think' in terms of collections, since the English language does not systematically encode collections. And so forth. (The obvious parallels with phonological development -infants' early universal attentional abilities, and their later movement to language-specific abilities, with concomitant suppression of attention to distinctions not relevant to the language being learned -are explored in Gathercole, 2004.) In all likelihood, these processes are continually ongoing. First, children's acquisition of the forms used in their language is continually advancing, not always with an immediate concomitant understanding of those forms (see, for example, the use of comparative forms in young children's speech, e.g., Gathercole, 1983 Gathercole, , 1985 . At the same time, children's cognitive knowledge does not remain static, but continually develops (e.g., older children eventually develop conceptual understanding of number, of seriation, of conservation; even older children and adults develop conceptual understanding of more abstract concepts such as scientific theories, and so forth). The process whereby linguistic form and cognition meet via semantic form is likely to be iterative, with continual updating and complexification as each of the two realms of form and cognition become more and more complex.
Clearly these speculations go well beyond the results reported here, and there are 14 FIRST LANGUAGE VOLUME 26 ISSUE 1 linguistic morphosyntactic form semantic form cognition many questions that are raised and are left unanswered concerning the relationship between language and cognition or even concerning the particular structures examined here. Nevertheless, the reader will find much food for thought concerning these issues in these papers.
