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机器学习在座逾渗相变问题中的应用
徐荣幸，赵鸿
（厦门大学 物理系，福建 厦门３６１００５）
摘　要：机器学习理论区别于传统方法，因其在对于复杂的数据集识别、分类的准确性和高效性而被广泛应用
于各个领域．识别相变是机器学习和统计物理领域相结合的最有代表性的工作．到目前为止，机器学习完成的相变识
别几乎都是基于具有动力学演化过程的自旋模 型，如Ｉｓｉｎｇ模 型 等，而 其 在 另 一 类 不 具 有 动 力 学 演 化 过 程 而 完 全 由
系统结构特征决定的相变模型，如逾渗模型等，仍未有细致研究．本文结合现有的机 器 学 习 技 术，卷 积 神 经 网 络 和 一
般向量机，对二维方格子上的座逾渗问题进行 了 研 究，发 现 能 以 高 正 确 率 对 不 同 相 的 构 型 进 行 识 别，证 明 了 机 器 学
习在这类问题上研究的可行性．通过已完成训练的学习机对不同参数下构型预测的正确 率 计 算，发 现 正 确 率 在 相 变
点附近会出现急剧衰减，与系统参数呈幂律衰减．这与 传 统 相 变 理 论 一 致．通 过 定 量 计 算，还 发 现２种 学 习 机 的 正 确
率衰减规律都满足同一个幂律指数．这不仅进一步从全新的角度揭示了相变的普适性，而 且 为 找 寻 相 变 点 提 供 了 新
的方法．
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近年来，机器学习特别是深度学习飞速发展，给几乎所有的领域带来了一场巨大的变革．比如物体识别，
医疗诊断和自然语言处理等等．这些都归因于它在复杂的数据集上表现良好的识别，判断以及分类能力．特
别是其在预测晶体结构［１］，量子多体问题［２］以及分类相变［３－８］上取得了成功，使得机器学习逐渐成为了解决
物理问题的崭新工具．
在这个结合领域中，发展最为迅速和成熟的是机器学习和相变问题的结合．到目前为止，这类问题可按
机器学习的类型分为２类．１）无监督学习方法．Ｗａｎｇ等人绕开复杂的物理理论，直接从数据出发，利用主成
分分析的方法，发现Ｉｓｉｎｇ模型的高温相 和 低 温 相 可 以 直 接 被 分 开，并 且 发 现 降 维 投 影 的 过 程 正 是 同 求 解
Ｉｓｉｎｇ模型的序参量过程一致［７］．ｖａｎ　Ｎｉｅｕｗｅｎｂｕｒｇ等人提出了专门针对相变问题的无监督学习方法，并且证
明在自旋模型上，比如Ｉｓｉｎｇ模型、Ｋｉｔａｅｖ模型上该方法都能有效地寻找到相变点［５］．这两者的做法开创了只
用数据研究物理而绕开物理理论的先河．这是此前物理学领域本身没有出现过的思路．２）利用监督学习方法．
典型的工作是Ｃａｒｒａｓｑｕｉｌａ和 Ｍｅｌｋｏ利用单隐含层神经网络和卷积神经网络对Ｉｓｉｎｇ模 型、自 旋 冰 模 型 和
Ｉｓｉｎｇ规范模型进行的监督 学 习 方 法，体 现 了 神 经 网 络 强 大 的 特 征 提 取 能 力［３］．同 样 在２０１７年，被Ｐｈｙｓｉｃａｌ
Ｒｅｖｉｅｗ　Ｌｅｔｔｅｒｓ杂志评为２０１７年十大进展的工作也是关于相变问题的．他们提出了一种结合量子圈图方法
的预处理数据方法，为机器学习应用到一类特定的拓扑相变上的失败训练提供新的解决方案［８］．机器学习在
拓扑相变模型和经典Ｉｓｉｎｇ相变模型上的成功，为一些难以定出相变点的问题提供了新的解决方案［５］．
但到目前为止，现有的机器学习对相变问题的研究几乎都是基于自旋模型上的．这类自旋模型的共同特
征是，它们都由其各自的哈密顿量决定其性质，需通过一定的方式演化到达系统的平衡态后，在不同的参数
下才会出现不同的相．也就是说，这类模型在演化过程中，它们的不同相会根据演化方式逐渐在特征空间中发
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生自动聚类，使得不同的相对于学习而言变得比较容易区分．比如在Ｉｓｉｎｇ模型中，系统的序参量被定义为该
系统的平均磁化率 〈Ｍ〉，即单位格点上的平均自旋大小：〈Ｍ〉＝
１
Ｎ∑
Ｎ
ｉ＝１ｓｉ．在不同温度下，系统经过动力学
演化，将自发地达到２种不同的状态 中 的 一 种，即 所 有 自 旋 方 向 一 致（铁 磁 态）和 上 下 自 旋 数 目 接 近（顺 磁
态）．对于学习机来说，仅仅只需要学得如何统计上下自旋的数目即可轻易区分这２种相．但是另一类相变模
型，如逾渗相变，它们并没有动力学演化过程，而是随机结构上的自发产生的不同的相．与自旋类模型相比，
这类模型的相的定义有一些主观成分，因此不同的相之间的区分度不如自旋类的经过动力学演化的相那么
明显．对学习机而言，区分难度相对较大．最近也有使用不同于本文的神经网络来对这类问题进行研究的工
作，但未强调自旋模型与逾渗模型在动力学性质上的本质差异［６］．在这样的背景下，学习机究竟能否通过训
练来正确区分更为复杂的相，还需作更深一步的研究．
为回答 上 述 问 题，本 文 利 用 近 年 在 图 像 处 理 上 表 现 优 异 的 卷 积 神 经 网 络（Ｃｏｎｖｏｌｕｔｉｏｎａｌ　Ｎｅｕｒａｌ　Ｎｅｔ－
ｗｏｒｋ，ＣＮＮ）和一种基于 Ｍｏｎｔｅ－Ｃａｒｌｏ方法优化的单隐含层神经网络———一般向量机（Ｇｅｎｅｒａｌ　Ｖｅｃｔｏｒ　Ｍａ－
ｃｈｉｎｅ，ＧＶＭ），对二维方格子上的座逾渗相变问题做了细致的研究．首先用这２种网络作为监督学习机，以
二维方格子的座逾渗构型作为训练和测试集，成功训练学习机能够正确识别逾渗相和非逾渗相．以 此 为 基
础，还重现了逾渗模型的相变曲线．它能与传统方法模拟的相变曲线基本重合．更进一步，通过学习机对某些
参数点下的相的识别正确率的分析，发现正确率曲线会在相变点参数附近发生衰减，并且衰减随参数变化服
从幂律关系．基于传统相变理论的思想，定量地计算了这个幂律指数，发现其在２种网络中是几乎相等的．这
不仅验证了相变点的临界行为，进一步揭示了相变的普适性，而且还说明了学习机的正确率可以被用来作为
新的参量研究相变，为相变研究提供了全新的思路．
１　二维方格子上的座逾渗问题
逾渗模型是由Ｂｒｏａｄｂｅｎｔ和 Ｈａｍｍｅｒｓｌｅｙ最早为解决流体通过多孔介质而提出的［９－１１］．在一个二维方
格子Ｚ２ 上，每个格子都独立地以概率ｐ打开，１－ｐ关闭．问题是，当概率ｐ到达什么值的时候，系统存在一个
开放通路，使得在这条通路上的所有格子存在从一条边界连接到对边的情况．这种模型在逾渗问题中被称之
为座逾渗问题．而另一类更为常见的模型，也是定义在格点系统上．不同于前述在格子上的独立开关，该模型
是定义格点与格点之间的连接键是否以概率ｐ开关，最后问题也为是否存在一条从一条边界连接到对边的
格点与格点相连的大集团．这种模型在逾渗问题中被称为键逾渗问题．已有数学证明，所有的键逾渗结构都
可以通过某种方式等价于座逾渗结构，而存在一些座逾渗结构却无法转化为键逾渗结构［１３］．
不论是键逾渗问题还是座逾渗问题，其临界现象都是这类问题最明显的标志，即当系统尺寸无限大时，
存在一个阈值ｐｃ，ｐ＞ｐｃ 时，这样的通路才能被观察到．绝大多数逾渗问题可以通过上述的键座逾渗的相互
转换和对偶方式对问题进行简化，然后得出解析解，然而到目前为止二维方格子上的座逾渗问题在严格解析
上还没有被解决．逾渗模型的这种临界现象是非线性物理学中的难题之一．在实际的应用中，逾渗模型被成
功地用于无序系统上的输运问题，比如森林大火的蔓延［１２］，随机介质中的输运［１０］，随机网络中电路传导［１４］
等．逾渗模型的物理性质丰富，是一类重要的相变问题．
除了解析方法，人们还使 用 Ｍｏｎｔｅ－Ｃａｒｌｏ方 法 来 数 值 计 算 逾 渗 的 阈 值．在 二 维 方 格 子 上 的 座 逾 渗 问 题
中，数值计算的相变点的结果大约为０．５９２　７［１５］．通常描述逾渗临界现象的物理量主要有逾渗概率Ｐ∞、平均
集团大小Ｓ和关联长度ξ
［１３］．
定义逾渗概率Ｐ∞ 为构型中逾渗集团大小Ｎ∞ 占总开放格子Ｎｏｐｅｎ 的比例
Ｐ∞ ＝Ｎ∞／Ｎｏｐｅｎ．
接着是平均集团大小．假设有Ｎｓ 个大小为ｓ的集团存在于总格点数为Ｎ 的构型，那么该构型中的集团大小
分布ｎｓ 为Ｎｓ／Ｎ．在这里，统计集团大小时都没有将逾渗集团包含在内．因此，可以求得一个开放格点正好处
于大小为ｓ的集团的概率ｗｓ＝
Ｎｓｎｓ
Ｎ∑ｓｓｎｓ
＝
ｓｎｓ
∑ｓｓｎｓ
．故平均集团大小
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定义大小为ｓ的集团中第ｉ个格点的位置ｒｉ．可以得到格点的平均距离珔ｒ＝
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所以关联长度ξ可由下式得到：
ξ
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　　这３个参量中，关联长度在相变理论的有限尺寸标度方法中起决定性作用．根据临界点附近３个参量的
幂律逼近行为，可以定义３者分别对应的临界指数β，γ和ν．
Ｐ∞ ～ （ｐ－ｐｃ）β，（ｐ＞ｐｃ），Ｓ～｜ｐ－ｐｃ｜－γ，ξ～｜ｐ－ｐｃ｜－ν．
这些临界指数仅与格子的维度和拓扑结构有关，与是否是键逾渗还是座逾渗无关．因此二维方格子座逾渗问
题和键逾渗问题遵循同样一组临界指数，这表明它们属于同一种普适类．这组指数为：
β＝５／３６，γ＝４３／１８，ν＝４／３．
而在机器学习研究中，无法通过机器学习给出上述的几个物理量．因为在分类问题中机器学习仅仅能对已产
生的构型进行分类．故，在接下来的研究中，是定义在某参数点ｐ下，出现逾渗集团的构型数ｎ１ 占在该点产
生的所有构型数ｎ的比例Ｐ（ｐ）作为研究的物理量．其定义为：
Ｐ（ｐ）＝
ｎ１
ｎ．
　　每个构型都是在给定一个打开概率下随机地生成的．这些打开概率均匀分布在取值范围［０，１］内．产生
一个构型时，构型上的每个 格 点 都 使 用 同 一 个ｐ，并 且 每 个 格 点 都 是 相 互 独 立 地 被 设 置 为 打 开 或 者 关 闭．
打开的格子将被记作“１”，而 关 闭 的 格 子 会 记 作“０”，这 样 每 一 张 构 型 都 是 一 个 只 含 有０和１的 矩 阵．使 用
Ｔｗｏ－ｐａｓｓ连通域划分算法［１６］在每个构型中确认其是否逾渗，用０表示“逾渗”，用１表示“不逾渗”．
２　卷积神经网络和一般向量机
本文使用到的学习机为卷积神经网络和一般向量机．下面将分别简述２种学习机的结构和功能．卷积神
经网络是专门用于处理和识别图像的人工神经网络．区别于其他神经网络，隐含层中含有其特有的卷积层和
池化层．卷积层即是对输入作卷积操作的层，通过采用局部感受野的方法，可限制隐含层神经元和输入的连
接．这种局部连接的方式构成过滤器．再将过滤器与对应的图像像素区域作权值相加（即卷积操作），可以提
取这一小块区域在这一种过滤器下的某一个特征．池化层与卷积层的工作原理类似物理学上的粗粒化过程，
将图像的临近像素点，通过求过滤器内的平均值或者最大值等方式合并成一个点．这个结构是在处理大型图
片时为加快运算速度而设计的．另外，卷积神经网络还需引入权值共享．即，在假设图像的某个局部统计特性
都相同的前提下，将每一个过滤器的参数从局部共享到整张图像上．在这种情况下，不同的过滤器可以看作
不同的图像特征提取方式．在同一个卷积层中，采用不同数量和大小的过滤器，就可以提取到图像不同层面
的信息．将这些特征综合起来并进一步处理，即可完成识别．局部感受野和权值共享２种假设使得卷积神经
网络摆脱了冗杂的网络参数，使得计算速度进一步加快．并且局部感受野对于局部信息的提取和关联信息的
保护，使得学习机的准确性也有了极大提高［１７］．
本文采用的卷积神经网络如图１所示．输入层是一系列边长为Ｌ 的二值图像，因而实际输入过程中是
Ｌ×Ｌ 的矩阵．卷积层包含２个部分．上半部分使用了８个３×３的卷积核来对输入的局部特征进行提取，因
此对于每一个构型一共可以得到８个不同的局域特征．下半部分采用了Ｉｎｃｅｐｔｉｏｎ的 思 想．将２个 拥 有８个
３×３卷积核的小卷积层叠在一起，看作与上半部分同层的小结构．这种Ｎｅｔｗｏｒｋ－ｉｎ－Ｎｅｔｗｏｒｋ的思想［１８］可以
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加深网络隐含层数，使网络具有更强的非线性和特征提取能力．２个连续使用的３×３的卷积核可以看作直接
使用５×５的卷积核．但是前者相比后者，参数量有所减少，因此可以加快网络的训练速度．将所得的１６个经
卷积层处理的特征图像整合到一起．下一层是具有２５６个神经元的全连接神经网络，主要是对１６张特征图
片的信息进行综合整理．于是输入的构型图Ｌ２，经全连接网络后就都变成了一个长度为２５６的特征矢量．最
后用Ｓｏｆｔｍａｘ方法处理这些矢量，计算每种矢量属于逾渗还是非逾渗相的概率，选择概率大的作为对输入
的预测即可．在整个网络中，所有神经元的传输函数都是限制线性单元（ＲｅＬＵ）．并且为了防止出现过拟合的
现象，在全连接网络中使用了Ｄｒｏｐｏｕｔ正则化方法，让全连接网络中的神经元有５０％的概率处于静息状态．
训练过程中使用的是交叉熵作为代价函数，并使用Ａｄａｍ随机梯度下降法对网络进行整体训练．整个网络都
是在基于Ｐｙｔｈｏｎ语言下的Ｔｅｎｓｏｒｆｌｏｗ库进行编写的．
除了使用上述的卷积神经网络外，还建立了一个新的全连接网络ＧＶＭ［１９］．ＧＶＭ 是全连接的前馈神经
网络，如图２．若设输入层隐含层和输出层的神经元数目为：Ｎ，Ｍ 和Ｌ，则网络的演化遵循以下规律．
对于隐含层，
珔ｙｉ＝ｆｉ（βｉ珔ｈｉ），珔ｈｉ＝∑
Ｍ
ｊ＝１
珡ｗｉｊｘｊ－ｂｉ．
而对于输出层，
ｙｌ＝ｈｌ，ｈｌ＝∑
Ｎ
ｉ＝１
ｗｌｉ珔ｙｉ．
其中，珔ｙｉ，ｆｉ，珔ｈｉ，βｉ 和ｂｉ 分别表示隐含层第ｉ个神经元的
输出，传输函数，局域场，传输函数常数和偏置．珡ｗｉｊ 是输入
和隐含层之间的权重，而ｗｌｉ 则为隐含层和输出层之间的
权重．
对于神经网络参数的优化，ＧＶＭ采用Ｍｏｎｔｅ－Ｃａｒｌｏ算法．１）随机地设ｗｌｉ的值为±１．２）随机地选取其他
的参数．３）用这些参数计算出局域场珔ｈμｉ 和ｈμｌ 以及相应的损失函数．４）在参数中随机选取其中一类的某一
个，在有效范围内做微小改变ε．５）重新计算损失函数，如果新计算的损失函数与原先的损失函数相比更好
或者相等，则保留这次改变，否则放弃这次改变．参数在演化过程中虽是任意选取但是仍有限制范围：
βｉ ∈ ［－ｃβ，ｃβ］，珡ｗｉｊ ∈ ［－ｃｗ，ｃｗ］，ｂｉ ∈ ［－ｃｂ，ｃｂ］．
需要根据训练集中不同的实际情况对ｃβ，ｃｗ 和ｃｂ 进行调整．这样才能达到学习机最好的学习效果．本文使用
的ＧＶＭ结构大致可以看作，输入层有Ｌ×Ｌ个神经元，即把每个二维构型都展成一个长度为Ｌ×Ｌ的向量
作为输入．接着隐含层有１００个神经元，输出层为ＧＶＭ中定义的标准分类器［１９］．
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３　结果和讨论
用在打开概率ｐ的取值范围［０，１］上随机均匀采样产生的１０　０００个构型作为训练集分别训练２个不同
的学习机，再使用同样均匀采样的１０　０００个构型作为测试集，考察学习机的整体识别率．为重现逾渗概率曲
线，又在区间［０，１］等间距地取５００个参数ｐ，在每个ｐ下分别产生１０　０００个构型，构成测试集，用训练好的
学习机对这５００个测试集中的每个样本进行识别．得到了３组不同尺寸Ｌ＝３２，６４和１２８下机器预测的逾渗
概率曲线和正确率曲线．作为对比，在计算预测的逾渗概率曲线时，对测试集样本通过模拟得出的标签进行
统计，进而得到模拟曲线，如图３（ａ）和图４（ａ）的虚线所示．
图３（ａ）和图４（ａ）分别展示了ＣＮＮ和ＧＶＭ预测的逾渗概率曲线和模拟曲线．对于ＣＮＮ，预测的曲线和
模拟得出的曲线在非相变区重合得很好而在相变点附近出现了偏差，而对于ＧＶＭ 而言，２条曲线都重合得
很好．说明在预测逾渗问题上，ＣＮＮ的表现与ＧＶＭ相比略差一点．而且，２种网络的预测曲线随尺寸增大．它
们的转变区域也逐渐变窄．这是在有限尺寸效应的体现．另外，随着尺寸的增加，机器学习的表现也越来越好．
对应的整体正确率，在ＣＮＮ中分别为９６．２％，９８．３％和９９．１％，在ＧＶＭ 中分别为９６．２％，９８．３％，９８．７％．在
这种情况下，２种学习机确实能以高正确率对逾渗构型进行识别，为判断逾渗提供了新的方法．
图３（ｂ）和图４（ｂ）可进一步体现学习机对具体参数ｐ下的构型的识别正确率的差异．有趣的是，正确率
随着ｐ接近真实相变点ｐｃ越来越低，最低值在ｐｃ处取得，然后越过相变点后，它又以镜像对称的方式又逐渐
升高．不同尺寸下分别对应正确率为５６．２％，５３．２％ 和５１．６％，几乎是相当于随机猜测的正确率．这反映了相
变问题中的一个普遍性质：临界慢化．越接近相变点，学习机的学习效果越差，并且学习效果最差的地方就是
相变点ｐｃ 处．利 用 这 个 性 质，可 以 定 出 相 变 点 大 约 在０．５９２到０．５９４之 间．这 与 传 统 方 法 算 得 得 相 变 点
０．５９２　７相符．这是相变在机器学习角度的体现．另外，注意到在Ｉｓｉｎｇ模型中这样的正确率降低的显著性随着
９４第１期　　　　　　　　　　　　　徐荣幸，等：机器学习在座逾渗相变问题中的应用
尺寸增大而减小，逾渗模型正好与之相反［３］．这也从新的角度证明了逾渗模型在本质上同Ｉｓｉｎｇ模型的差异．
进一步地，对临界点附近的衰减行为做了定量的研究．传统的相变理论有一系列的关于临界行为的临界
指数理论．在这里，如果把正确率η当作一个新的描述这类逾渗相变的物理量，就可以利用传统的临界指数
理论来研究它．根据本文的结果，正确率关于相变点两侧对称，因此假定，正确率的临界行为也服从幂律：
η～｜ｐ－ｐｃ｜， （１）
就是正确率的临界指数．
为了计算的值，将正确率按照其关于相变点对称的性质分成２段：ｐ＞ｐｃ的部分和ｐ＜ｐｃ的部分．因
此对于每个尺寸上的数据，都有２段临界行为来定临界指数．并且，由于考虑到非常接近相变点时，正确率的
计算误差会增加，因此为了避免这些误差带来的影响，不将这一部分数据计算在内．而幂律关系又只在临近
相变点附近才会出现，所以离相变点非常远的那部分数据也不会被算在内．最终选取中间一段的数据点来定
正确率的临界指数．具体方案是，直接利用之前的ＣＮＮ和ＧＶＭ的测试正确率的数据，将其坐标转化为双对
数坐标，根据幂律关系式（１）可知，此时图像的斜率就是临界指数的值．只需要对数据点进行最小二乘法拟
合求斜率即可．最终结果如图５所示．
算得在ＣＮＮ的结果中，≈０．３７；在ＧＶＭ中≈０．３９．在计算误差允许的范围内，在这２种网络中的
可以认为是相等的．从图５中还可以看到，在不同尺寸下值也基本上相等，所以这个临界指数是一个与尺
寸无关的量．这也同临界指数的定义相符合．那么也就是说，使用不同的机器学习方法计算的正确率虽然在
数值上有所差异（这是不同的网络的表达能力的差异导致的），但是只要其正确完成了学习，那么它们的正确
率向临界点的趋近的定量行为是一致的．这与机器学习方法无关，是这个逾渗模型内禀性质，体现的是相变
点奇异的普适性．而且，通过将值与已有的逾渗临界指数作对比，并没有发现与其一致的参数．因而，可以
把机器学习上的正确率作为一个新的量，来描述这类相变．这也为研究这类逾渗问题提供了新的角度．
４　结　论
本文利用监督学习方法，通过训练卷积神经网络和一般向量机，对二维方格子上的座逾渗相变问题进行
了研究．首先证明了机器学习对于逾渗这类不存在哈密顿量控制的动力学演化的相变模型，也可以通过监督
学习的方式，正确被训练以及正确识别不同参数下对应的不同的相．区别于类Ｉｓｉｎｇ模型，机器学习在这类相
变模型上的成功更具有一般性的意义．为进一步使用机器学习研究这类相变提供了实践基础．在此基础上发
现，学习机的正确率会在相变点附近发生衰减，越过相变点后又会逐渐恢复．这个性质可以用于准确确定相
变点的位置．计算了相变点附近不同尺寸下正确率随开放概率ｐ的幂律衰减指数，发现在不同学习机中，该
指数是普适的．这个结果从全新的角度展现了相变点奇异的普适性，同时也为相变研究提供了正确率这一全
新参量．总之，本文研究为相变研究提供了新的角度，也为机器学习在物理上的应用提供了更加有力的证据．
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