A brain-computer interface (BCI) translates the brain activity into commands to control external devices. P300 speller based character recognition is an important kind of application system in BCI. In this paper, we propose a framework to integrate channel correlation analysis into P300 detection. This work is distinguished by two key contributions. First, a coefficient matrix is introduced and constructed for multiple channels with the elements indicating channel correlations. Agglomerative clustering is applied to group correlated channels. Second, the statistics of central tendency are used to fuse the information of correlated channels and generate virtual channels. The generated virtual channels can extend the EEG signals and lift up the signal-to-noise ratio. The correlated features from virtual channels are combined with original signals for classification and the outputs of discriminative classifier are used to determine the characters for spelling. Experimental results prove the effectiveness and efficiency of the channel correlation analysis based framework. Compared with the state-of-the-art, the recognition rate was increased by both 6% with 5 and 10 epochs by the proposed framework. key words: brain-computer interface (BCI), channel correlation analysis, virtual channels, P300 speller paradigm
Introduction
Some people suffer from diseases such as amyotrophic lateral sclerosis (ALS), which make them paralyzed and incapable of any motor activities. Brain-computer interface (BCI) aims to allow people directly to act on the environments via brain signals. The brain signals are translated into commands to control external devices in BCI systems. BCI is a fast growing field in biological engineering. The brain signal recording devices can be briefly divided into two kinds, referred to invasive and non-invasive ones. The invasive devices require injecting the electrodes under the skull or scalp, such as electrocorticogram (ECoG). The noninvasive ones place the electrodes on the surface of scalp, which are much more convenient and easily to set up. Electroencephalography (EEG) is a typical non-invasive way for brain signal recording. It is much preferred in applications for its portability. Besides, event-related potentials (ERP) have been discovered and researched for BCI. P300 is an ERP elicited by the presence of a rare target stimulus. It is a positive displacement occurring approximately 300ms after the rare stimulus. P300 speller paradigms are designed to translate brain signals into characters and words for spelling. Various P300 speller paradigms are developed. A classical P300 speller system based on oddball paradigm is proposed in [1] . The 6 × 6 character matrix is placed and the rows/columns of characters are intensified randomly. Besides of that, recently the statistics in language model [2] are used to construct a hierarchical set of flashing to stimulate P300 response. The steady-state visual evoked potential (SSVEP) is combined with P300 for the hybrid spelling system [3] . Generally, the BCI systems are challenged by low signal-to-noise ratio (SNR), which also presents bottleneck for P300 speller paradigm. Many efforts are devoted to reducing the noise effects, such as frequency-domain filtering and blind source separation techniques. The averaging of EEG signals with repeated sequences has been proven effective in increasing SNR and character recognition accuracy. Yet the recognition accuracy with few trials still needs improvement [4] . Despite the progress made, we note that the correlations among multiple EEG channels are far from being fully exploited. The brain signals recorded by EEG channels are the reflection of 3-dimensional brain activities. Considering that much cooperation exists in different brain regions during the fulfillment of brain activities, there are natural bondings in multiple EEG channels. Moreover, signals can be enhanced by co-analyzing multiple EEG channels.
This work motivates to introduce channel correlation analysis for P300 speller paradigm. A novel framework which integrates channel correlations to improve the character recognition accuracy and efficiency in P300 speller paradigm is proposed. First, we analyze the correlation coefficient matrix of multi-channel EEG signals. Agglomerative clustering is used to group correlated channels. After that, virtual channels based on the sets of grouped correlated channels are generated. Statistics of central tendency such as mean, median and midrange are used to extract correlated features. The generated virtual channels serve as the extended and enhanced channels. They are combined with original channel signals to feed into the support vector machines (SVM). The final character recognition is realized by the output of SVMs. Experimental results on existing BCI competition dataset show that the application of correlated features increased the recognition accuracy, especially with fewer epochs. The information transfer rate with 5 epochs was increased from 14.2bpm to 15.6bpm by integrating channel correlation analysis. Compared with the state-of-the-art, the recognition rates were increased by 2.5%, 6%, 6%, 1.5% with 1, 5, 10, 15 epochs, respectively.
The remainder of the paper is organized as follows. Section 2 presents the related work on P300 based BCI systems. In Sect. 3, we present the details of channel correlation analysis for P300 speller paradigm. Experiments are conducted and the results are given in Sect. 4. Based on the experiments, related discussions are given in Sect. 5. In Sect. 6, we present the conclusions and future work.
Related Work
A variety of P300 speller paradigms have been proposed for BCI. Besides, the signal processing and classification is important to improve the performance.
P300 Speller Paradigm
Classical P300 speller paradigm is proposed in [1] , by implementing the oddball paradigm. The rows and columns of a 6 × 6 character matrix are successively and randomly intensified. P300 ERP is elicited when the intensified row or column contains the predefined character for spelling. In single character paradigm, one character flashes at a time. Region based paradigm divides the characters in several sets. The regions are randomly intensified to elicit P300 ERP. A two-level region based paradigm is proposed in [5] . Comparative evaluation study shows that the human error caused by adjacent characters can be reduced with the region based paradigm [6] . Besides, language model is integrated into the P300 speller paradigm to improve recognition accuracy and efficiency. Markov theory is introduced to find the characters with relatively frequent use and assign them with more query intensifications [7] . Dynamic programming paradigm [2] presents a hierarchy of character sets in the sequential order, according to the character relations in natural languages. Recently, steady-state visual evoked potential (SSVEP) is combined with P300 ERP. The hybrid P300 and SSVEP paradigm is capable of producing the asynchronous control state [8] or increasing the speed [3] . Since EEG signals are much suffered from low SNR, multiple repeated trials are required to obtain a moderate character recognition accuracy. A Bayesian approach is introduced for dynamic data collection [9] .
Signal Processing and Classification
Signal processing is essential to improve the SNR of raw EEG signals. Band-pass filtering and down-sampling are widely used in EEG signal processing. The former is to remove the drifting components and reduce noise. The latter is employed after filtering to obtain compact signal representation, with the sampling frequency chosen by sampling theorem. Other algorithms are applied to separate useful components or meaningful patterns from spatial and temporal EEG signals. Independent component analysis (ICA) has persistently attracted interests. Single channel ICA [10] utilizes time embedded data from single channels to separate different source components. In particular, ICA can be used to remove artifacts caused by eye movements [11] - [14] . Principal component analysis (PCA) [15] is based on the singular value decomposition (SVD), to pursue components with maximum energy. Maximum noise fraction (MNF) [16] is to separate the noise component from signals. It can also be used to separate artifacts [17] , [18] . Comparison about the blind source separation techniques in P300 speller paradigm is presented in [19] , [20] . Common spatial patterns (CSP) [21] is a discriminative processing way, with the goal to maximize the difference in variance. A survey on signal processing algorithms in BCI is presented in [22] .
Signal classification is much related with processing. It discriminates the signals with P300 potentials. The processed signals are fed into classification algorithms and the P300 occurrence is determined by the outputs of classifiers.
Step-wise linear discriminant analysis (SWLDA) is a favored choice for P300 potential discrimination [3] , [9] , [18] . Bayesian linear discriminant analysis (BLDA) can achieve comparable performance in P300 detection [23] . Besides, support vector machine (SVM) based classification including linear SVM [4] , [24] and kernel SVM [19] are also widely applied. A recent review on classification techniques in EEG recording based BCI systems is presented in [25] . The ensemble of discriminant classifiers can improve the character recognition accuracy. Ensemble SWLDA for P300 speller is proposed in [26] . Ensemble regularized LDA classifier aims to tackle with the problem of little training data. Ensemble of SVM (ESVM) classifiers are constructed to reduce signal variability and improve classification performance. It achieves the top performance in BCI competition III for P300 speller paradigm [27] . Besides, random forest classification [20] and convolutional neural network (CNN) [28] have been applied in P300 speller paradigm.
The coherence analysis [29] , [30] is useful to integrate spectral channel correlations into EEG signal processing. It uses the normalized cross-spectrum to represent EEG channel correlations. The Fourier transform of the autocorrelation functions are firstly computed. Then the correlations of different EEG channels in frequency domains are denoted by averaged correlation coefficients. The coherence analysis is effective for BCI applications which have brain waves diverse in spectral domain, such as motor imagery [31] . We focus on the signal processing and classification for P300 speller paradigm in this work. Although there are various algorithms applied, the exploitation of EEG channel correlations is insufficient. Based on the consideration that P300 potentials exist in multiple EEG channels simultaneously and those channels are naturally bonded, we investigate the channel correlation analysis for P300 speller paradigm. The central tendency virtual channels are generated from the clustered sets of correlated channels. The virtual channels can be viewed as correlated features for P300 potential discrimination. Compared to coherence analysis, the investigation of channel correlations is mainly focused in temporal domains. Experiments show that by integrating channel correlation analysis, the character recognition accuracy and information transfer rate of P300 speller paradigm can be significantly improved.
Channel Correlation Analysis
Existing research has proven that averaging EEG signals from repeated trials is effective to lift up the character recognition accuracy in P300 speller paradigm [4] . However, the performance with few epochs still needs improvement. Considering that the human brain is a highly linked system and the interactions of multiple EEG channels exist, we introduce channel correlation analysis in this paper. The system pipeline is illustrated in Fig. 1 . First, raw EEG signals are band-pass filtered and down-sampled. After that, the correlation coefficients between pairwise channels are computed and a matrix is constructed with elements as the pairwise channel correlation coefficients. Agglomerative clustering based on the correlation distance is used to group channels. Further, virtual channels are generated from grouped correlated channels and central tendency statistics. The virtual channels are integrated for linear SVM classification. Finally, the P300 occurrence and spelling characters are determined by SVM outputs.
Dataset Description
We use the EEG data from P300 speller dataset of BCI competition III [32] . The dataset contains EEG signals from 2 subjects (referred to subject A, B) in classical P300 speller paradigm [1] . Each subject is presented with a 6 × 6 character matrix ( Fig. 2 (a) ). For each trial, the subject is asked to focus on a prescribed character. The rows/columns of character matrix are intensified in a successive and random order. EEG signals from a 64-channel electrodes are recorded. P300 potential can be evoked when the intensified row/column includes the prescribed character. Therefore, 2 of 12 intensifications has the evoked P300 potentials and are P300 waves (Fig. 2 (b) ). The 12 intensifications for each spelling character are repeated for 15 times. Raw EEG signals are band-pass filtered with cutoff frequencies 0.1-60Hz and digitized with a sample rate 240Hz. The processed data is provided in the dataset.
Further, the spelling character recognition is transformed into binary classification issue as to discriminate P300 waves. The character for spelling is predicted by the row and column with detected P300 ERPs. The dataset has the training set with 85 characters and the test set with 100 characters for each subject. Therefore 85 × 12 × 15 = 15300 training samples can be collected for binary classifier training. Among them 2550 signals contain P300 ERPs and the other 12750 are common waves without P300 ERPs. The character recognition rate on test set is used for evaluation. In order to produce practical features for classifiers, we follow the preprocessing procedure in [27] . The EEG signals from 0 to 667ms after visual stimuli are cut. The 8-order band-pass Chebyshev Type-I filter with cut-off frequencies as 0.1∼10 Hz is used to filter the signals. Down-sampling with the frequency 20 Hz is applied, which leads to a feature vector with length 14 for each channel. Therefore, each post-stimulus is converted into the feature denoted as x(t, c), where t is the time and c is the channel. The feature with the size 14 × 64 is used as the representation for brain signal processing and classification as follows.
Normalization
The mean value and variance can be used to normalize the EEG signal data. Since the signal data is represented as x(t, c), the mean value μ t,c and standard variance σ t,c can be computed from the training samples,
Then the normalized signal data is represented as
The normalization reduces the effects of amplitude at different sampled time, meanwhile enhances the differences between P300 and non-P300 samples. By normalization, the comparison of correlated channel signals can obtain more meaningful data. However the normalization also might cause information loss in the amplitude of EEG signals. We display the signals before and after normalization in Fig. 3 . Only the signals of eight prefixed channels are depicted: 4 and O z , since they are considered to be P300 related [33] . The average signals before normalization of eight channels are given in Fig. 3 (a)-(b) and those after normalization are given in Fig. 3 (c)-(d) . The blue solid line displays the average of P300 signals in eight prefixed channels. The red dotted line displays the average of non-P300 signals. It is noteworthy from the figure that the average of normalized signals at the prefixed channels exhibit more similarity and are more comparable in amplitude. In this proposed framework, we present normalization as a preferable step, to further investigate how normalization affects the P300 detection performance.
Correlated Channel Grouping
P300 potentials evoked by rare visual stimuli exist in distributed brain regions. Experiments have proven that P300 potentials can be detected in multiple EEG channels simultaneously. On the other hand, the correlations should also exist in signals of multiple EEG channels, since human brain is a complicated and highly connected system. Based on these considerations, we introduce the channel correlation analysis in P300 speller paradigm. First, we represent the correlations of multiple channels with correlation coefficients. Observed that the coefficients of pairwise channels change a little over time, the signal data after preprocessing (i.e., band-pass filtering and down-sampling) are concatenated in columns into a whole matrix. Then the channel signal data is the long vector from each column of the concatenated matrix. A symmetric correlation coefficient matrix is computed with channels as the indexes in rows/columns and correlation coefficients as the elements. For each channel, the correlations with the other channels are represented by the coefficients in the row and column with index equal to the channel index. Suppose there are N c channels, the channel correlation coefficients are composed into a N c ×N c symmetric matrix, with diagonal elements equal to 1. The correlation coefficient matrices for two subjects from the dataset are displayed in Fig. 4 . The lighter pixels in the correlation coefficient maps indicate stronger correlations. Nondiagonal elements with higher absolute values indicate that the two channels are highly correlated with each other. By comparing Fig. 4 (a) and (b), we can find that the channel correlations vary for subjects. In general the channel correlations of subject B are stronger than that of subject A.
Suppose X, Y are the concatenated column vectors denoting signal data of two channels, the correlation distance is defined as pairwise coefficient as
where cov(X, Y) is the covariance between X,Y. σ X and σ Y are the standard derivations of X and Y, respectively. Agglomerative clustering is applied to group the nearest correlated channels in a hierarchical way. The average distance is used to measure the distance between two sets of grouped channels. It is defined as
in which C i ,C j are two sets of grouped channels. n C i ,n C j are the number of channels contained in C i , C j , respectively. At the beginning, each signal channel is viewed as a singleton cluster and there are N c clusters in total. By successively finding and merging the two nearest sets of grouped channels, agglomerative clustering finds sets of correlated channels in a hierarchical manner. A cutoff threshold is defined to terminate the merging procedure and the final divisions of channels are obtained. The clustering based grouping procedure is implemented on P300 waves and non-P300 waves, respectively. The clustered results on P300 and non-P300 data are merged to remove the same sets of grouped correlated channels. We further extract correlated features from the grouped channels and increase the discriminative power of EEG signals.
Central Tendency Statistics Based Virtual Channels
The virtual channels are generated by spatial averaging. We apply the central tendency statistics for virtual channels generation. Central tendency statistics are the statistical values extracted from the probabilistic distribution of data to represent the central attributes. They can represent the spatial statistical properties of EEG signals from sets of correlated channels. Since P300 potentials exist in different EEG channels simultaneously, the central tendency statistics of correlated signals can help reduce the noise and preserve the P300 components. In our proposed framework, we use the following three types of typical central tendency statistics to produce virtual channels.
(1) Arithmetic mean is defined as the sum of all observations divided with the number in the data set. The arithmetic mean virtual channel of group C is defined as
where n C is the number of channels in the group C.
(2) Median is defined as the middle value which separates the higher half from the lower half. The median virtual channel of group C is defined as
n C is odd (6) where x C,s (t, k) is the kth observation in the sorted signals at time t in the group C. (3) Midrange is defined as the half of the sum of the maximum and minimum observations. The midrange virtual channel of group C is defined as
Given the measure of statistical dispersion, the arithmetic mean, median, midrange represent the data with minimum variation under different conditions. Arithmetic mean is the minimum variation under L 2 -norm condition. Median and midrange are the minimum variation under L 1 -norm and L ∞ -norm conditions, respectively. The central tendency based virtual channels can be viewed as robust mid-level EEG signal representations generated by exploiting the channel correlations. Suppose there are N g grouped sets of correlated channels, 3N g virtual channels are generated. We view the signal data from virtual channels as correlated features and combine them with the data from actual channels for classification. The linear SVM algorithm is used to learn the subject-dependent classifiers for P300 detection. The implementation of linear SVM is from the source code † provided in [34] . We use the outputs of SVM classifiers as the confidence scores which indicate P300 occurrence. The summing strategy is used in P300 detection with repeated trials. That is, for multiple trials, the outputs of SVM classifiers are summed as the confidence scores. The characters for spelling are determined by selecting the rows and columns with the highest confidence.
Experiments
In this section we present the experimental results. First the correlated channel analysis in P300 speller paradigm was presented. After that, the character recognition performance in P300 speller paradigm was given to validate the effectiveness and efficiency of the proposed framework.
Grouped Channels with Agglomerative Clustering
We depicted the grouped sets of correlated channels for positive data with P300 potentials and negative data without P300 potentials for different subjects in Fig. 5 . The channels circled with the same color belonged to a grouped set. The sets of correlated channels for subject A with P300 potentials were shown in Fig. 5 (a) and those without P300 potentials were shown in Fig. 5 (b) , respectively. The grouped sets of channels for subject B with and without P300 potentials were shown in Fig. 5 (c) and (d) , respectively. The divisions of channels by clustering were stable and slightly changed with cutoff threshold. It indicated the grouping was natural rather than manually forced. Combined with the normalized signals displayed in Fig. 4 , it was safe to conclude that the correlation of EEG channels was much determined by the frequencies of signals. The channel correlations were subject-dependent, but changed a little when P300 ERPs were elicited. We chose the cutoff threshold for agglomerative clustering as 1.1 and 1.15 under Matlab implementation for subject A and B, respectively. With the fixed cutoff threshold, both subjects had 23 divisions of grouped channels. It could be observed from Fig. 5 that the agglomerative clustering with correlation distance was prior to group neighboring and symmetric channels. For subject A, the centering channels and the symmetric channels along the vertical center line were grouped as correlated channels. For example, {FT 7 , FT 8 , T 7 , T 8 , T 9 , T 10 } followed the symmetric rule. For subject B, the channels distributed near forehead were grouped. The channels distributed in the same horizontal lines were also grouped. For instance, {P 3 , P 1 , P z , P 2 } channels were assigned as correlated channels in the same group. For both subjects, the channels near left and right ears were grouped as correlated channels. The divisions for EEG channels of subject B were more disperse than that of subject A. By removing the equal sets of correlated channels, 23 different groups of signals were obtained for both subject A and B. We used these grouped correlated channels to generate the robust signals of virtual channels. Table 1 Character recognition rates (%) for different methods. Subject  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  without normalization   Baseline   A  14  37  56  57  69  75  82  81  83  89  91  95  98  97  99  B  43  57  64  71  79  84  88  92  92  96  96  97  96  96 Fig. 6 Comparison of character recognition accuracy for different subjects.
Methods

Character Recognition Performance in P300 Speller
The channel correlation analysis (CCA) was integrated into P300 detection and character recognition by the proposed framework. We evaluated the performance of proposed CCA based framework on P300 dataset from BCI competition III. Following the preprocessing procedure in Sect. 3, the raw EEG signals were first band-pass filtered and downsampled. There were 85 spelling characters in the training set and 100 spelling characters in the test set, which led to 15300 post-stimulus labeled signals for training and 18000 ones for testing. Central tendency based virtual channels were generated based on CCA. They were combined with the actual channels to learn the subject-dependent linear SVM classifiers. The data in test set was processed with the same procedure and P300 occurrence was determined by the outputs from SVM classification. The outputs of SVM were converted into the character recognition results by choosing the maximums in rows and columns. We used the character recognition rate as the measurement for evaluation. The character recognition rates of different methods were presented in Table 1 . We presented the results with and without normalization for comparison. And the method based on linear SVM classification without CCA was chosen as the baseline. From Table 1 , we could find that the character recognition rates increased with epochs. It was consistent with the conclusion that averaging of repeated trials helped lift up the recognition rates [4] . We could also find that the CCA could improve the recognition accuracy regardless of the normalization step. For subject A, the recognition rate was increased from 14% to 18% when epoch was fixed as 1 without normalization. The recognition accuracy of subject B was higher than that of subject A. As shown in Fig. 6 , without normalization, the mean recognition rates were increased by 1%, 1.5%, 1.5% with 1, 5, 10 epochs by CCA, respectively. When normalization was imposed, the combination of virtual channels increased the recognition rates by 1%, 4.5%, 2.5% with 1, 5, 10 epochs. With the proposed framework integrated CCA and normalization, the recognition rates with 1, 5, 10 epochs reached 31%, 79.5%, 94.5%, respectively. The recognition rates increased slightly after 10 epochs. With 15 epochs, the mean recognition rate reached the highest 98%. The integration of CCA based virtual channels could generate more robust representation than the original recorded brain signals, therefore could lift up the character recognition accuracy in P300 speller paradigm, especially with few epochs.
Since P300 speller is a control system, the communication rate is required to jointly measure the recognition effectiveness and efficiency. The information transfer rate (ITR) stems from the information theory is for evaluating BCI sys- tems [28] , [35] . It is defined as IT R = 60 P log 2 (P)+(1−P) log 2
where P is the character recognition rate and N is the number of characters. Here N = 36. T is the time required for recognizing a character. It is related with epochs n. That is, T = (2.5 + 2.1n) with the time unit as seconds [28] . Consequently, the computed ITR is with the unit as in bits per minute (bpm). The detailed definition can be found in [28] . Higher ITR implies better average recognition performance, which is highly viewed in robotics. The ITRs over time for different methods were plotted in Fig. 7 for comparison. Different from the recognition rate which increased over time, the ITR reached the peak around 5 epochs. It could be seen from Fig. 7 that the integration of CCA and virtual channels improved the ITR significantly. With 5 epochs, the ITR reached 15.6bpm, which was higher than that of baseline method (14.2bpm).
The comparison with existing methods on the same dataset was provided. The recognition rates and ITR for different subjects with different methods were presented for comparison in Table 2 . Besides of the reported results in [36] , we also added the comparison with recent reported results, such as ensemble SVM based method (i.e. ESVM) [27] , convolutional neural network based methods (i.e. CNN, MCNN) [28] . Considering that the recognition accuracy with only 1 epoch reflects the basic P300 detection performance without fusing the results of multiple trials, we presented the recognition rate and ITR with 1 epoch additionally in Table 2 . The proposed CCA based framework achieved the recognition rates as 18%, 77%, 94%, 99% for subject A, when epochs were fixed as 1, 5, 10, 15, respectively. The recognition rates of subject B were higher than that of subject A. The recognition rates for subject B were 44%, 82%, 95%, 97% when epochs were 1, 5, 10, 15, respectively. We achieved the mean character recognition rates of 31%, 79.5%, 94.5%, 98% with 1, 5, 10, 15 epochs, respectively. The achieved ITR of our proposed framework reached 9.62bpm, 15.6bpm, 11.7bpm, 8.69bpm with 1, 5, 10, 15 epochs. Compared with the state-of-theart, the performance improvement was significant especially with few epochs. The mean character recognition rates were increased by 2.5%, 6%, 6%, 1.5%, respectively. The experimental results had validated the effectiveness of CCA in P300 speller paradigm for BCI. Compared to existing methods, we integrated the channel correlation analysis in temporal domains and extracted robust correlated features for P300 classification. The feature representations were enriched, therefore the character recognition accuracy and efficiency were improved.
Discussions
The motivation of this work is to investigate channel correlations for brain signal processing in P300 speller paradigm. The correlation distance based clustering leads to two common rules for EEG channel grouping, such as neighboring and symmetry. The former indicates that the spatially neighboring channels are prone to be correlated. The latter indicates that symmetrical channels tend to be grouped into the same set of correlated channels. The division of EEG channels reflects the co-activation of brain regions during the eliciting of P300 potentials. Besides, the division of correlated channels differs in subjects. The clustering results of signal data from multiple EEG channels are dependent on subject. However, the divisions of channels on EEG signals with and without P300 potentials are not so distinct. We prove that the agglomerative clustering provides a feasible way to group spatially connected and internally correlated channels.
In order to integrate channel correlations in P300 speller paradigm, we introduce the central tendency statistics based virtual channels to enrich the signal data for character recognition. It is widely acknowledged that low SNR presents the main challenge for BCI applications. The spatial and temporal correlations need to be explored sufficiently to deal with EEG signals with low SNR. Temporal averaging techniques such as low-pass filtering and averaging signals from repeated trials are widely applied. However, the spatial averaging of correlated channels are far from utilization. The experiments in Sect. 4 have validated that the spatial averaging based on channel correlation analysis is effective to improve character recognition performance in P300 speller paradigm. In particular, compared with the state-of-the-art results, the recognition rates with 5 and 10 epochs were increased by 6%. The ITR reached the point at around 5 epochs, which was 15.6bpm with the proposed CCA based framework. The effects of normalization need to be concerned in the proposed framework. It can reduce the non-stationary drifting in the signal amplitude. The information loss might exist. In our experiments, the normalization helps improve the mean recognition performance.
Conclusions and Further Work
P300 speller is an important kind of BCI system. It enables the word spelling by recording and analyzing brain signals. This work introduces a novel framework to integrate channel correlation analysis in P300 speller paradigm. First, channel correlations are represented by the correlation coefficient matrix. Agglomerative clustering based on correlation distance is used to group correlated channels. Second, virtual channels based on central tendency statistics are generated from grouped sets of correlated channels. The central tendency statistics such as mean, median and midrange are used to obtain the robust correlated features and describe the global statistical properties of signals from the correlated channels. Finally, the signals from virtual channels and actual channels are combined for classifier training and testing. The outputs of linear SVM classifiers are used to predict the spelling characters. Experiments have shown that the channel correlation analysis can enrich the EEG signal representation. The proposed framework is effective in lifting up the character recognition rate and information transfer rate for P300 speller paradigm.
The channel correlation analysis has brought performance improvement in P300 speller paradigm. However, it still needs further exploitation in both research and applications. This work finds correlated channels with the assumption that the channel correlations slightly change over time. Considering that the brain activities are non-stationary, the first part of future work is to explore time-variant channel correlations. Since the channel correlations can be viewed as spatial relations of EEG channels, spatial-temporal signal processing can be developed based on the grouped sets of correlated channels. Besides, we would like to apply statistical learning algorithms such as PCA, ICA into virtual channel generation. Moreover the channel correlation analysis is a generic and systematic way to establish and apply the connections over spatially distributed EEG electrodes. The proposed framework can be generalized into other ERPbased BCI applications.
