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The Pawnee earthquake as a result 
of the interplay among injection, 
faults and foreshocks
Xiaowei Chen1, Nori Nakata1, Colin Pennington1, Jackson Haffener1, Jefferson C. Chang1,2, 
Xiaohui He3, Zhongwen Zhan4, Sidao Ni5 & Jacob I. Walter  2
The Pawnee M5.8 earthquake is the largest event in Oklahoma instrument recorded history. It occurred 
near the edge of active seismic zones, similar to other M5+ earthquakes since 2011. It ruptured a 
previously unmapped fault and triggered aftershocks along a complex conjugate fault system. With 
a high-resolution earthquake catalog, we observe propagating foreshocks leading to the mainshock 
within 0.5 km distance, suggesting existence of precursory aseismic slip. At approximately 100 days 
before the mainshock, two M ≥ 3.5 earthquakes occurred along a mapped fault that is conjugate to the 
mainshock fault. At about 40 days before, two earthquakes clusters started, with one M3 earthquake 
occurred two days before the mainshock. The three M ≥ 3 foreshocks all produced positive Coulomb 
stress at the mainshock hypocenter. These foreshock activities within the conjugate fault system are 
near-instantaneously responding to variations in injection rates at 95% confidence. The short time 
delay between injection and seismicity differs from both the hypothetical expected time scale of 
diffusion process and the long time delay observed in this region prior to 2016, suggesting a possible 
role of elastic stress transfer and critical stress state of the fault. Our results suggest that the Pawnee 
earthquake is a result of interplay among injection, tectonic faults, and foreshocks.
A well-established injection experiment in the 1960s demonstrates that human can influence earthquake occur-
rence by pumping water in the subsurface1, 2. Decades later, the central United States has seemingly replicated 
the 1960s experiment by accident: rapid increase in seismicity rates since 2009 that can not be explained by 
steady tectonic stress loading3, 4. The mechanism is generally explained by the classic Coulomb stress view, where 
increased pore pressure reduces effective normal stress, and brings faults closer to failure. Induced earthquakes 
often occur in the form of swarm-like clustering with no clear mainshocks, and often exhibit spatio-temporal 
migrations that are regarded as the manifestation of fluid propagation5. Most previous studies focused on single 
injection well or wells that are directly linked to a localized sequence, where clear spatio-temporal correlation can 
be established6, 7. However, recent studies suggest that induced earthquakes can occur as far as 20 km away from 
the injection zone with long-term fluid diffusion8, 9. The larger spatial scale of pressure propagation makes it more 
challenging to understand the mechanism driving earthquake occurrence patterns, especially for large damaging 
earthquakes, as the expected pressure increase would be much smaller due to the spatial decay8, 10.
While it could be explained by critically stressed fault being re-activated by small amplitude of stress perturba-
tion (e.g., kPa), the roles of earthquake-to-earthquake interaction and aseismic slip are often omitted. Statistical 
modeling to an induced sequence in Arkansas and a natural swarm nearby found that both background seis-
micity rate and aftershock productivity needed to be increased to match observations for the induced sequence4. 
The increase in background seismicity is naturally expected due to increased external forcing (e.g., pore pressure 
or aseismic slip)11, while the increase in aftershock productivity suggests that inter-event triggering can not be 
ignored. In Oklahoma, the Mw5.7 Prague earthquake may have been triggered by increased Coulomb stress from 
the M5.0 foreshock one day before12, suggesting that smaller earthquakes can trigger larger events.
In addition to the direct Coulomb stress triggering from a large foreshock, increasing number of aseismic slip 
triggering mainshocks have been reported for plate boundary earthquakes13, 14; however, it is rarely reported for 
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induced seismicity until recently. Aseismic slip within highly pressurized zone was observed during a controlled 
fluid injection experiment on a natural fault15. Microearthquakes were triggered when the aseismic slip exceeded 
the pressurized zone; therefore, the seismic slip was only an indirect effect of fluid injection. Analysis of an earth-
quake swarm with two M5 earthquakes in southern California suggested that the M5 earthquakes were likely trig-
gered by an injection-induced aseismic slip16. The aseismic slip started on a shallow normal fault following a rapid 
increase in injection rate two years before the M5 events occurred. Both of these observations suggest that aseis-
mic slip initiates within highly pressurized zones close to injection zones, and triggers subsequent seismic slip.
Some aseismic episodes are observed through direct measurement of ground deformation16, but such 
direct measurement is often unavailable. Most of the studies infer aseismic slip through analysis of foreshock 
sequences14, 17: the “swarm-like” foreshock sequences migrating within the mainshock nucleation zone is often 
regarded as a signature of aseismic slip. With improved detection and location techniques, increasing number of 
studies report foreshock migrations reflecting mainshock preparation processes18–21. However, as most potentially 
induced sequences occur as earthquake “swarms”, the role of foreshocks are often not discussed, and all earth-
quakes are assumed to be triggered by pore pressure.
In this study, we seek to better understand the nucleation processes of large earthquakes in Oklahoma, with 
the focus on the triggering process of the Pawnee earthquake. We begin by an overview of occurrence patterns of 
earthquakes in Oklahoma, and their relationship with injection zones. Then, we focus on the Pawnee County with 
a detailed analysis of the relationship between injection and precursory activities, as well as the stress interactions 
between the M3+ foreshocks and the mainshock through Coulomb stress analysis.
Oklahoma earthquakes: tectonics, injection and faults
Oklahoma is located at the forefront of the mid-continent rift system, which terminates at the Southern 
Oklahoma Aulacogen22, and references therein. The major fault systems in Oklahoma include: the NW-SE trend-
ing Meers Fault, the N-S trending Nemaha Fault, the NNE-SSW trending Wilzetta Fault and the NNE-SSW 
trending Labette Fault (Fig. 1). The basement rocks are likely pervasively fractured due to large scale tectonic 
activities23. Oklahoma has been seismically active compared to neighboring states, with a M7 earthquake along 
the Meers Fault approximately 1100 years ago; and the overall NE-SW trending seismic zone is consistent with 
previous observations of seismicity in the 1970s24, 25. The total seismic moment release history since the 1950s is 
dominated by the five M5 earthquake sequences (Fig. 2a): the 1952 M5.5 El Reno earthquake, the 2011 Mw5.7 
Prague earthquake with one Mw5.0 foreshock and one Mw5.0 aftershock26, the 2016 M5.1 Fairview earthquake 
preceded by series of M4 earthquakes9, the 2016 Mw5.8 Pawnee earthquake with no M4 earthquakes, and the 
2016 M5.0 Cushing earthquake occurred on a fault that ruptured in 2015 with two M4 earthquakes. The seismic 
moment release is relatively low between 1952 and 2010, until the Prague earthquake in 2011, followed by rapid 
acceleration (Fig. 2).
At present, the consensus is that injection into the Arbuckle Group is the primary cause of induced seismicity8, 27–29. 
The Arbuckle Group is predominately the deepest sediment layer overlying the crystalline basement, and is 
mostly under-pressured throughout Oklahoma28. Therefore, this layer is a favorable formation for wastewater 
disposal, and most of the injections occur with zero or low pressure. In this study, we confine ourselves to analyze 
disposal wells that are injecting into the Arbuckle Group.
Figure 1. Map view of event density distribution for different sized earthquakes and injection rates. Colored 
lines show the contour lines of average number of events for each magnitude range (see Legend). Gray lines 
show mapped faults from OGS database86. The major faults are labeled and shown in white thick lines. Thick 
purple lines denote the seismogenic faults for the four M5+ earthquakes delineated from earthquake locations. 
Each contour line represents spatial grids that have number of events larger than the average number of events 
per smoothed bin within the magnitude threshold. Individual density map is shown in Figure S1. The three 
M5+ sequences are well located at the edge of the seismic zones. The black contour line shows the spatial grids 
that have average injection rate from 2011 to 2016 higher than the average injection rate per smoothed bin. The 
figure is generated with Matlab 2015a, available at: http://www.mathworks.com/.
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We first visualize the spatial correlation between injection activities and earthquakes by calculating the con-
tour lines of average density for different sized earthquakes and injection wells (for detailed processing, see 
Method M1). Key observations from Fig. 1 are summarized below:
•	 The overall injection and seismicity are divided into two major regions, separated by the Nemaha Fault. Con-
tours of M2.5+ and M3+ earthquakes mostly overlap with injection zones, which supports direct triggering 
of small earthquakes due to increased pore pressure.
•	 With increasing magnitude, events are separated into different zones, and localize between injection zones 
and the Nemaha fault (i.e., east of Nemaha in central Oklahoma, and west of Nemaha in northern Okla-
homa). Some isolated patches of M3.5+ and M4+ events exist further away from the Nemaha fault (i.e., close 
to M5+ contours).
•	 For M5+ earthquakes since 2011, they are all located at the edge of the injection zones as outlined by the 
contour line of injection rate based on the Arbuckle Group disposal wells (Fig. 1 and Method M1).
•	 The large regional faults that are associated with the M5+ earthquakes are strikingly similar to each other in 
terms of the overall NNE-SSW strike direction. The three earthquakes all occur along the splay or step-over 
faults in the NE-SW (or ESE-WNW that is conjugate to NE-SW) direction adjacent to the major regional 
faults.
History of injection in the Arbuckle Group shows two periods of injection (Fig. 2b): (1) 2010 to 2011 with 
average rate of 1 million barrels/day; (2) between late 2012 and 2016, with peak total rate reaching 2.8 million 
barrels/day in late 2014. The 30-day smoothing of injection rate and seismicity rate show remarkable similarity. 
Cross-correlation of the two time-series finds maximum correlation coefficients (CC) of 0.91 with time delay of 
Figure 2. Overview of the relationship between injection and seismicity for Oklahoma. (a) Black line shows 
the history of state-wide daily injection rate (averaged per 120 days) and red line shows the state-wide daily 
earthquake rate for M ≥ 3 earthquakes (averaged per 120 days). Dashed lines show the three M5 sequences since 
2010. (b) History of cumulative moment release in Oklahoma. The four major sequences are shown with blue 
diamonds, and corresponding names are labeled. The inset shows the cross-correlation between injection rate 
and seismicity rate. The blue dashed line shows the lag at maximum correlation. The red line shows the 95% 
confidence limit of correlation.
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300 days. The correlation is significantly above the 95% confident limit, suggesting that this is unlikely to occur by 
random chance (Fig. 2b inset and Method M3).
The average time delay of 300 days statewide is consistent with the expected time delay from pore pressure 






where r is the distance from injection point to fault zone, D is the diffusivity (m2/s). With distances of 10 km and 
diffusivity ranging from 0.05 to 0.5 m2/s (typical values for seismogenic layers31), we get the time delay range from 
185 to 1850 days, and the 300 days would be a reasonable value for response to pore pressure changes due to fluid 
diffusion.
For both periods, decrease in injection rate is followed by decrease in seismicity rate. At present, the injection 
rate has decreased to the 2012 level, and the seismicity rate has decreased to the 2014 level for M3+ earthquakes 
(Fig. 2b). The overall decrease in seismicity rate suggests effectiveness in regulation32, and demonstrates that 
injection induced earthquake can be anthropogenically modulated, whether increase or decrease.
However, the four M5 earthquake sequences since 2011 appear to occur during periods with low or decreased 
injection rate and seismicity rate. The Prague earthquake occurred after the first peak injection and a few months 
of seismic quiescence in 2011, prior to the ramp-up of injection in 2012. The earthquake rate decreased from 3 in 
early 2015 to 2.5 events (M ≥3) per day in late 2015, until the Woodward/Fairview clusters started in northwest 
Oklahoma, which increased the earthquake rate slightly. The seismicity rate gradually decreased again since early 
2016, from 3 to 2.6 at the time of the Fairview earthquake. Since the Fairview earthquake in early 2016, seismicity 
rate has substantially decreased from 2.6 to 1.6 events per day before the Pawnee and later Cushing earthquakes 
occurred. This means that Fig. 2b can explain the general trend of the statewide seismicity rate variations, but has 
difficulty accounting for the short-term trend of the larger earthquakes.
Overall, the larger (e.g., M4.5+ and M5+) earthquakes exhibit substantial differences in the spatio-temporal 
response to injection compared to smaller earthquakes. The delayed occurrence of larger earthquakes after 
decrease in injection and at further distances from injection zones, have been reported for hydraulic fracturing 
and enhanced geothermal system10. Calibrated geomechanical model using stochastic Coulomb stress triggering 
found that for models with spatial varying b-value and stress drop that match observations, the probability of 
larger (M ≥ 4) earthquakes is highest after shut-in, and at further distances away from the injection point10. The 
modeling results suggests possible scenarios for Oklahoma earthquakes that can be further tested with future 
higher-resolution catalogs (lower Mc, higher location accuracy, calibrated magnitudes): at the early stages of 
injection, highest pore pressure occurs near injection zones, which reduces the differential stress, and can trigger 
less critically stressed fractures with high b-value33; at later stages, the pore pressure distribution becomes more 
uniform with large scale diffusion, only critically stressed faults can be reactivated with normal b-values close to 
tectonic values10, 33.
For both Prague and Fairview sequences, b-values lower than 1 are reported34, 35, respectively. For the Pawnee 
sequence, using only early aftershocks, the b-value is estimated to be 1.06, close to normal tectonic b-values 
(Figure S2). The normal b-values for the large M5 sequences is consistent with the expected b-value from reacti-
vation of regional tectonic faults. For a given tectonic block, the maximum magnitude can be estimated based on 
a linear extrapolation of the magnitude-frequency distribution36:
= +M M
b
N1 log , (2)max c 10
where b is the b-value that describes the slope of the power law distribution, Mc is the reference magnitude, and 
N is the number of earthquakes above Mc. The statewide catalog is estimated to be complete above 2.5, and we 
use a reference magnitude of 3 to account for some uncertainties in magnitude estimates, which results in 2000+ 
M3+ earthquakes since 2011 (Fig. 3). With a b-value of 1.28, the largest expected magnitude is 5.6 (Fig. 3), which 
is comparable to the magnitude of the Pawnee earthquake.
However, the Pawnee earthquake differs from the two previous M5+ earthquakes in the lack of large magni-
tude events (i.e., M4+) preceding the mainshock in a relatively short time scale: the M5.7 Prague earthquake was 
preceded by a M5 earthquake less than one day before26; and the M5.1 Fairview earthquake was preceded by 2 
M4.5+ earthquakes one month before. The Prague mainshock was likely triggered by the Coulomb stress increase 
from the M5 foreshock12, while the Fairview mainshock ruptured similar patches to the M4+ foreshocks. So both 
of the two previous M5+ mainshocks are likely related to earthquake-to-earthquake interactions. Does this mean 
that the Pawnee earthquake is special, and unexpected? In the next section, we show that the Pawnee earthquake 
does have small magnitude precursory activities leading up to the mainshock, which is only revealed with high 
resolution locations and a lower magnitude completeness.
Results
The mainshock triggering processes: precursory activities and injection. The Pawnee earthquake 
struck at local time 7:02 AM on a Saturday morning, and widely felt throughout Oklahoma, and neighboring 
states (USGS “did you feel it” report). The earthquake occurred near the intersection of three fault traces (herein-
after referred as the Pawnee “triple-junction”: PTJ, see Fig. 4, with two mapped faults (Watchorn Fault and a sege-
ment of the Labette Fault) and the unmapped Sooner Lake Fault (SLF) where the mainshock ruptured and most 
early aftershocks occurred). The NE-SW trending mapped fault segment of the Labette Fault is optimally oriented 
in the present stress field (referred as OOF), and is regarded as a high-risk fault37. To better understand the seis-
micity evolution, we estimate precise locations for 950 earthquakes from 2014 to October 19th, 2016 based on 
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double-difference algorithm combining analyst phase picks from the OGS, precisely measured differential-times 
via waveform cross-correlation and a 3D velocity model (see Method M5). The final catalog has a magnitude of 
completeness (Mc) of 2.0, and reveals several interesting observations. All the relocated earthquakes are located 
within the crystalline basement (the upper bound of the basement depth is between 1 km and 1.4 km) (Fig. 4), 
well below the depth interval of the Arbuckle Group where injection activities are occurring (Figure S3). We also 
use a catalog of 53 focal mechanism solutions from the OGS focal mechanism catalog to analyze seismogenic 
faulting.
Precursory activities suggest propagating aseismic slip. Key observations summarized from the high-precision 
catalog (from Figs 4 and 5):
•	 The early aftershocks delineate a conjugate fault to the OOF.
•	 The previously umappped fault (SLF) delineated by aftershocks changes strike from 107° (SLFm, where the 
mainshock occurred) to 98° (SLFe) at a structural bend (Fig. 4).
•	 All the three major seimogenic fault segments (OOF, SLFm and SLFe) are nearly vertical, with dipping angles 
of 89.7° from earthquake locations (Method M5).
•	 Approximately 100 days prior to the mainshock, two clusters with similar magnitude events (M3.7 and M3.6) 
occurred two days apart near the PTJ (on June 6th, 2016) and further north along the OOF (on June 8th, 
2016) (Figs 5 and S4).
•	 Approximately 40 days prior the mainshock, two swarm-type clusters with mostly M2 earthquakes started 
two days apart (at OOF on July 28th, 2016, and at PTJ on July 30th, 2016) at similar locations as the previous 
two M3 events (Figs 5 and S4). The swarm along the OOF concluded with a M3 earthquake two days before 
the mainshock (Figs 5 and S4–c3).
•	 The foreshocks referred in this study only include the sequences within the conjugate fault system as described 
above, which are well separated from other earthquake clusters in this region, and concentrate within 5 km of 
the mainshock - the “Mogi” zone that is expected for large earthquakes38 (Fig. 5).
•	 The foreshocks within the PTJ are propagating towards the mainshock epicenter with propagation velocity 
between 0.005 and 0.015 km/day (Fig. 5, estimated from the linear trend of foreshock locations). While this 
migration velocity is lower than previously reported migration velocity for swarm activities elsewhere39, the 
apparent migration suggests possible existence of aseismic slip40, 41.
•	 While scattered activities occurred throughout 2015 in the study region (including SLFe, east of the structural 
“bend”), the SLFm mostly remained quiet at M2 level, except for the foreshock activities as described above 
(Fig. 5 and S4–c1).
Based on these observations, the near-simultaneous occurrence of clusters near PTJ and along OOF suggests 
possible Coulomb stress interaction within the conjugate fault system. However, Coulomb stress is considered 
a static effect, and may not well explain the apparent spatial migration pattern and the sequential occurrence of 
events. We interpret this as a result of possible precursory aseismic slip propagating within the mainshock nucle-
ation zone, which drives the foreshock migration. Aseismic slip leading to large earthquakes have been widely 
reported for thrust faults in the subduction zones13, 42, and continental strike-slip faults14. Analysis of three M7 
earthquakes in California found that they all have concentrations of small earthquake activities migrating in 
close proximity of the mainshock epicenter17, consistent with the observation for the Pawnee earthquake here. 
The previously reported aseismic processes mostly occurred at plate boundary faults naturally; however, some 
Figure 3. Magnitude frequency distribution for each year since 2011, and all years combined. The b-values and 
standard deviations are listed in the figure legend.
www.nature.com/scientificreports/
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aseismic slip can be induced by fluid injection (e.g, refs 15, 16). This leads our next outstanding question: are the 
precursory episodes potentially related to injection?
Injection modulated precursory activities. We analyze the relationship between earthquakes from both the orig-
inal catalog and declustered catalog with aftershock sequences removed43, 44 and injection records from 18 wells 
within 20 km radius around the Pawnee M5.8 mainshock. Similar to the statewide report (Fig. 2), the injection 
peaked in 2012 and 2013, then gradually decreased since 2014 (Fig. 6a). We divide the earthquake history into 
period T1 (from 2012 to May 2016) and T2 (from May 2016 to end of August: before the Pawnee M5.8) based 
on the timing of short period of seismic quiescence in early 2016 (see Fig. 6). In this section, we first analyze the 
two time periods separately with a 30-day smoothing window (as the injection rate prior to 2014 is only available 
in monthly report), then we apply a sliding-window analysis for the same smoothing window44; finally, we use a 
matched-filter completed catalog to examine the foreshock period in more detail with finer temporal resolution.
During period T1, both the earthquake rate and cumulative count of earthquakes resemble the shapes of 
injection rate and cumulative injection volume, respectively. The time delay for the declustered catalog is 643 days 
with maximum CC of 0.69 (Fig. 6a); the time delay for raw catalog is 717 days with maximum CC of 0.65. In both 
cases, the correlation significantly exceeds the 95% confidence limit; therefore, earthquakes during this period 
are most likely related to the peak injection of 2012 and 2013, which is consistent with the pressure modeling45. 
The difference in time delays observed from the statewide catalog and the local catalog within the Pawnee region 
is likely due to variations in hydraulic diffusivity, and average distance to injection wells, but the important obser-
vation here is that there exists a statistically significant correlation between injection rate and earthquake rate.
Figure 4. Top: Map view of the Pawnee earthquake region. Colored circles: relocated earthquakes in the study 
region since 2014. Magenta diamonds: disposal wells scaled by averaged injection volume since 2015. White 
diamonds: inactive disposal wells. Diamonds with colored outlines are wells shown in Fig. 6. The red line show 
the cross-section in the bottom figure, and the green dashed line shows the interpreted fault segments from 
earthquake relocation (SLFm and SLFe). Black lines show the mapped faults from OGS fault database86. Major 
geological structures are named on the map. “PTJ” refers to the intersect among multiple fault trends where the 
mainshock (the largest red circle) occurred. The blue dashed line shows the profile location in Figure S3, and 
the circles with “x” denotes wells used in Figure S3. Inset: the red box shows the magnified Pawnee region and 
the blue triangles are locations of the OGS seismometers on 2 September 2016. Bottom: Cross-section view 
of earthquakes within SLF along the direction of SLFm, the mainshock is located at distance 0. The averaged 
boundary between Arbuckle Group and basement is shown as a black line. The figure is generated with Matlab 
2016a, available through: https://www.mathworks.com/.
www.nature.com/scientificreports/
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Figure 5. Foreshock migration leading to the mainshock. (a) Map view of foreshock and other background 
seismicity in this area. Earthquakes belong to different clusters are denoted with different symbols (see Map 
legend). The inset shows zoomed in view of the foreshock activities near PTJ, the first foreshock sequence and 
the foreshocks propagating to mainshock are enclosed in black and red boxes, respectively. Black lines show 
mapped faults, and black circles show events with M ≥3 that occurred before the mainshock. (b) Magnitude 
versus time for the 200 days period before mainshock. See legend for symbols. (c) Days to mainshock versus 
distance to mainshock. Note the apparent foreshock propagation within 0.5 km of the mainshock. The apparent 
migration velocity leading to the mainshock is between 0.005 to 0.15 km/day. The black diamonds with red 
outlines are three M1 events occurred west of OOF in 2015, which are not included in figure (b).
www.nature.com/scientificreports/
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During period T2, this region is seismically inactive between January and May 2016 (T2-Q in Fig. 6 - “Q” for 
seismic quiescence). Starting in May 2016, seismicity rate increases again following small amplitude fluctuations 
in injection rate. The two peaks in seismicity rate correspond to the two M3.5+ earthquakes 100 days before, and 
two swarms 40 days before the M5.8 (see discussion in section). The time period between May 2016 and August 
2016 is referred to as T2-N (“N” for mainshock nucleation). In contrast to the long time delay during period T1, 
Figure 6. Relationship between injection and seismicity in the Pawnee area. (a) Black line: daily earthquake 
rate for M ≥ 2.2 events, smoothed for 30 days. Colored lines: daily injection volume for all 18 wells in Fig. 4 
combined (red) and selected individual wells. Zoomed-in view of T2 is shown in Figure S8. (b) The cross-
correlation between injection rate and seismicity for T1 (black solid line, with blue dashed line showing 
the maximum correlation), and for T2-N (grey solid line, with cyan dashed line showing the maximum 
correlation), the red and brown dashed lines show the 95% confidence limit. (c) Sliding time window 
correlation between smoothed injection and seismicity rate (thick black lines). The normalized injection and 
seismicity rates are shown as thin red and blue lines for reference. The dashed line denotes “cc = 0.5” to show 
periods with high correlation, which is only observed in period “T2”. This uses the relocated catalog.
www.nature.com/scientificreports/
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seismicity rate is almost instantaneously responding to short-term fluctuations in injection rate: maximum CC 
of 0.81 occurs at 0-day time lag to the total injection rate with 30 day smoothing (Fig. 6b), suggesting that the 
foreshocks that are leading to mainshock rupture are likely related to injection.
To confirm that the observed time delay difference between T1 and T2 is not due to the difference in the length 
of the time windows used in cross-correlation analysis, we perform a sliding-window analysis (Method M3). 
Figure 6c shows that significant correlation (i.e., CC ≥0.5) is only observed during T2, but not during T1. This 
confirms the difference in time delay observed previously.
To provide more detail of temporal variations during T2, we analyze a foreshock catalog obtained through 
matched-filter detection starting from April 1st, 2016 (Method M4)46. We apply a 30-day sliding-window anal-
ysis with 10-day smoothing window, and find that the two peaks in seismicity rate closely matches the peaks in 
injection rate with a short time delay (1–2 days) (Fig. 7). Different smoothing parameters all produce significantly 
high correlation between injection and seismicity at zero time lag (e.g., Figure S9 with 30-day smoothing and 
60-day sliding window). We further analyze the time delay with the nearest two wells that dominate the temporal 
variations in injection rate during T2. The daily correlation is sensitive to a few days with “spiky” injection rate 
or earthquake rates. The time delay ranges from 2 days to 10 days, and is strongly influenced by a few spikes. 
Both the sliding-window analysis at different time scales and individual well analysis all find near-instantaneous 
responses to injection rate during T2, which is substantially shorter than T1, suggesting that this conjugate fault 
system is extremely sensitive to small stress perturbations prior to the mainshock rupture, revealing an extended 
nucleation process of the Pawnee mainshock. At 2.4 km distance (the approximate distance from well “Oldham” 
to mainshock), the expected time delay for pore pressure diffusion with diffusivity of 0.05 and 0.5 m2/s would be 
106 and 10.6 days. For coupled poroelastic stress, it allows rapid stress transfer through rock matrix and can have 
comparable or even larger amplitudes compared to pore pressure diffusion at shorter time delay45, 47–51. Therefore, 
the relatively shorter time delay would imply that some degree of elastic stress coupling was involved, however, 
the specific coupling would depend on local hydraulic parameters.
While a full scale reservoir modeling is beyond the scope of this paper, a pressure modeling demonstrated 
that the injection transient from two wells in 2012 and 2013 in the Osage county dominates the long-term stress 
changes on the mainshock fault45. The accumulated pore pressure amplitude is about a few tens of kPa from these 
two wells, and the coupled poroelastic stress is about a factor of two to three times larger at shorter time delay45.
During both T1 and T2, the declustered seismicity rate overlaps with the raw seismicity rate initially, but 
gradually deviates from the raw rate towards later stages for each period (Fig. 6b and S7). In earthquake trigger-
ing models, the declustered catalog reflects the “background” seismicity rate changes, which is directly linked 
to external stressing rate changes. The aftershocks that are removed from the declustering process are primarily 
due to “earthquake-to-earthquake” interaction, triggered by previous earthquakes due to cascading failure4, 52. 
The increasing deviation with time from the two catalog suggests that continuing weakening of the fault zone 
may facilitate earthquake-to-earthquake interaction, and that aftershock productivity may differ from natural 
earthquakes, e.g., the Arkansas induced earthquakes have higher productivity compared to a previous natural 
earthquake swarm4. Potential temporal changes in aftershock triggering parameters would warrant further study, 
and should be incorporated into hazard assessment for induced seismicity. This also indicates that in addition to 
the aseismic slip propagation, some degree of stress triggering due to foreshock themselves may exist, which we 
will investigate in the next section.
Figure 7. Sliding time window cross correlation (thick black line) between injection (red) and seismicity rate 
(black) from matched filter detection during the four months prior to mainshock. Both injection rates and 
seismicity rates are smoothed by 10 days, and the sliding time window is 30 days. A similar figure with 30 days 
smoothing and 60 days sliding window is shown in Figure S9, which shows more stable correlation. This uses 
the matched-filter completed catalog for higher temporal resolution.
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Coulomb stress and fault interaction. For the Pawnee earthquake, SLFm had remained mostly locked throughout 
2014 and 2015, while the surrounding areas have been active, including activities immediately east of the “bend” 
along SLFe (see Fig. 5). Based on fault plane solutions in this area (catalog obtained from OGS), this region is 
located within transtensional regime that is dominated by strike-slip faulting, with a few dip-slip events (Fig. 8). 
For the mainshock, we perform a waveform modeling using regional stations, and obtain two nodal planes with 
strike/dip/rake of 17°/90°/180° and 107°/90°/0°, respectively. The aftershock distributions and directivity analysis 
(Fig. 9c) indicate that the strike of 107° is the primary fault plane. Combining the fault plane solutions for all 
events in our catalog, we infer that the SLF is left-lateral strike-slip fault, and OOF is right-lateral strike-slip fault. 
The OOF is located within the step-over between two segments of the large regional Labette Fault. Fault orienta-
tions of other earthquakes that are located outside the conjugate fault system (including the OOF and SLF) appear 
much different (Fig. 8), suggesting that the activities within the conjugate system is likely different from other 
background activities, which further justifies the statement of foreshocks in previous sections.
The earthquake clusters along OOF and near PTJ are nearly simultaneous both around 100 days and 40 days 
before mainshock (approximately two days apart) (Fig. 5), suggesting possible stress interaction within the fault 
system, well before the mainshock occurred. Along OOF, all the M3+ earthquakes occur within 1 km of each 
other: the M3.6 event in June 2016, the M3 earthquake two days before the mainshock, and a M3.9 aftershock 
4 days after the mainshock (Fig. 10). Simultaneous slip (within hours or days) along conjugate faults has been 
observed at a variety of tectonic settings, for example, the 1987 Elmore Ranch/Superstition Hills earthquake pair 
were separated by one day (scedc.caltech.edu). Here, we perform detailed Coulomb stress analysis to assess the 
stress interaction between foreshocks and the mainshock.
The first M3.7 foreshock (denoted as F1) on June 6th is located at 0.3 km to the mainshock near PTJ. It is the last 
event of a five-day earthquake swarm that started following injection rate increase from a few nearby wells, including 
wells “Oldham” and “Scroggins” (Fig. 6). Three M2 earthquakes occurred prior to F1: M2.2 on 6/2, M2.3 and M2.5 on 
6/5 (separated by 2 minutes). These three M2s all produced negative coulomb stress on F1, suggesting that the largest 
foreshock is not directly triggered by previous events. Rather, the strong correlation between foreshock episodes and 
injection in section suggests that the first foreshock sequence is likely induced by injection (Fig. 7). We then calcu-
late the Coulomb stress changes by this foreshock on subsequent foreshocks and the mainshock (see Method M8). 
Figure 10A and D shows that this foreshock caused positive Coulomb stress changes on all the subsequent foreshocks 
and the mainshock, where the mainshock received Coulomb stress increase of 0.6 bars (60 kPa) with friction coefficient 
of 0.453. Given that this foreshock produced positive Coulomb stress on all subsequent foreshocks, it should also con-
tribute to the triggering of the aseismic slip episode that drives the migration of foreshocks within mainshock nuclea-
tion zone, although these events were too small to have well-constrained focal mechanism solutions.
The M3.6 foreshock on June 8th, 2016 (denoted as F2) produced Coulomb stress increase on the next M3 
foreshock, and the M3.9 aftershock that occurred 4 days following the Pawnee mainshock. Event F2 triggered 
its own aftershock sequences on OOF. The M3 foreshock on September 1st, 2016 (denoted as F3) also promoted 
failure for the M3.9 aftershock. Both of these two foreshocks are located much further from the mainshock, and 
cause small but positive Coulomb stress changes at the mainshock (mainly due to changes in normal stress)53.
The Coulomb stress analysis shows that all the foreshocks contributed to the triggering of the mainshock, and 
the first foreshock promoted cascading failure for all subsequent foreshocks for which we have focal mechanism 
solutions, and some early aftershocks. However, this event itself was not triggered by previous events in the same 
cluster, and is likely due to injection rate increases. The other two M3+ foreshocks contributed to triggering of 
other foreshocks and early aftershocks.
Figure 8. (A) Rose diagram of strike angles of nodal planes for individual earthquakes.For events on SLF-
main and SLF-east, left-lateral nodal planes are selected. For events on the OOF, right-lateral nodal planes 
are selected. For other events, no preference is chosen. (B) Rose diagram of rake angles for the same set of 
earthquakes, which suggests a transtensional environment.
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Figure 9. Source parameter inversion for the mainshock. (a) Waveform fitting in the CAP inversion. The 
black and red traces are observed and synthetic velocity seismograms, respectively. (b) Waveform misfit versus 
centroid depth. The number above the small beach ball is the moment magnitude. Stations used in the inversion 
are indicated as dots on the large beach ball. Red line in the beachball indicates the preferred nodal plane, and 
the arrow indicates preferred rupture direction. (c) Observed (dots) and best-fitting (lines) azimuthal variation 
of the time shifts for Rayleigh wave (top) and Love wave (bottom). Blue and red dots indicate observed time 
shift without and with calibrations of a reference event, respectively. The curves show the predicted time shifts 
with rupture along the nodal plane with a strike of 107°. The figures are generated from GMT, which is an open 
source software available at: http://gmt.soest.hawaii.edu.
Figure 10. Coulomb stress change on foreshocks, mainshock and early aftershocks due to three M3+ 
foreshocks. Top row: Map view of Coulomb stress changes due to individual foreshocks. Bottom row: 
Magnitude versus time view of Coulomb stress changes due to individual foreshocks. The labels of are listed in 
Figure (A). The legend is shown in Figure (D). The “OOF” denotes for the conjugate mapped fault, and “SLFm” 
denotes the segment of Sooner Lake fault ruptured during the mainshock, see Fig. 4).
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Discussion
Triggering process of the Pawnee mainshock. Combining the analysis of seismicity, injection, and 
stress interaction, we speculate the following scenario for the Pawnee earthquake occurrence:
•	 The SLFm is a strong blind fault that can sustain the high pore pressure throughout the high injection period;
•	 All the seismogenic fault segments in this region (SLFm, SLFe and OOF) are critically stressed with continu-
ing pore pressure increase due to long-term fluid diffusion and ready to slip with small stress perturbations;
•	 After a short period of quiescence in early 2016, operation from a few nearby wells led to small increases in 
injection rate, followed by rapid seismic responses on the conjugate fault system, and triggering of the first 
foreshock sequence, including a M3.7 earthquake near PTJ;
•	 The M3.7 foreshock caused Coulomb stress increase on most subsequent foreshocks and the mainshock, 
and promoted fault slip within the conjugate fault system, including a M3.6 earthquake along OOF, which 
also promoted failure for the next M3 foreshock, and a M3.9 a cks very well, and is subject to severer clipping 
problems ftershock along the same fault segment (Fig. 10);
•	 The second stage of injection rate increase correlates with second stage of foreshock activities, which includes 
foreshocks near PTJ that appear to be migrating within 0.5 km of the mainshock, suggesting a possible aseis-
mic slip episode - it should be noted that although the foreshocks appear migrating towards the mainshock, 
the relative locations between the foreshock sequence and the mainshock may subject to greater location 
uncertainty than within the foreshock themselves, as the waveform of the large mainshock does not corre-
late with the smaller foreshocks very well, and is subject to severer clipping problems due to strong ground 
motion17, 54;
•	 The second stage of foreshock activities also includes a second earthquake swarm along OOF, which culmi-
nated with a M3.0 earthquake just two days before the mainshock. The M3 event promoted failure for a M3.9 
aftershock following the mainshock, and small positive Coulomb stress on the mainshock.
•	 The Coulomb stress on the mainshock from the first foreshock is significantly larger than the two later fore-
shocks (60 kPa versus about 0.5 kPa), likely due to its closer distance to mainshock (0.3 km versus 2 km).
•	 The aseismic slip propagation, stress loading from the foreshock activities, and the injection continues to 
increase stress in the mainshock nucleation zone, and eventually triggered the mainshock rupture.
Once the rupture initiates and propagates along the fault, the eventual size of the mainshock is limited by 
the physical properties of the fault zone and the earthquake rupture itself, as any earthquakes, regardless of the 
eventual magnitude, grows from a small rupture. Analysis of different sized earthquakes in Parkfield, found that 
the first 0.03 seconds of the rupture are indistinguishable for different magnitude events55. The physical parame-
ters that determine the size of an earthquake are the macroscopic properties of earthquakes, such as the rupture 
size, duration, and total amount of slip56. Among them, the rupture size is limited both by the physical length 
of the fault and the rupture front propagation: larger faults are capable of generating larger earthquakes, e.g., 
the San Andreas Fault, and the Meers Fault; and the capability of the rupture front propagation along the fault, 
which is related to the dynamic interaction between the stress of rupture front and the friction parameters (e.g., 
“strengthening” of rupture front would tend to inhibit rupture growth, while “weakening” would facilitate rupture 
growth)57–59.
The estimated rupture length from the directivity analysis is about 6 km (Method M7) assuming a unilateral 
rupture along 107°, which is consistent with a recent finite slip model of the Pawnee earthquake60. The estimated 
rupture extends about 6 km to the east from the mainshock epicenter, which roughly corresponds to the distance 
from the mainshock epicenter to the structural “bend” between SLFm and SLFe. It is possible that the structural 
complexity may serve as a “barrier” to the mainshock rupture. Further aftershock analysis may better constrain 
the faulting complexity.
Best way forward. The overview of earthquakes and injection well distributions in Oklahoma suggest that 
the spatial distributions of the M5+ earthquakes are controlled by regional tectonic faults. Detailed analysis of the 
Pawnee earthquake precursory activities shows that the nucleation process of the Pawnee mainshock is a result of 
the interplay among injection rate increase, earthquake interactions and aseismic slip. Will the mainshock occur 
without either process? Which process is more dominate in the triggering process? These questions are difficult to 
address given the simplified model assumptions in a heterogeneous environment. It appears that Coulomb stress 
from the M3.7 foreshock (about 60 kPa) is comparable to or larger than the injection induced stress changes from 
long-term injection45, but would depend on specific model assumptions in both Coulomb stress calculation and 
pore pressure modeling. The aseismic slip induced stress amplitude is difficult to assess due to the lack of absolute 
slip rates, however, it has been suggested to play an important role in triggering large plate boundary earthquakes, 
e.g., subduction zones13. The rapid response to small perturbations in injection rates during T2-N suggests that 
the fault is every sensitive to external stress perturbations, and would probably be triggered by any process that 
causes stress changes. Similar to the Prague M5.7 mainshock that was likely triggered by the M5 foreshock12, the 
Pawnee earthquake was plausibly triggered by precursory seismic and aseismic slips on the conjugate fault sys-
tem. In both cases, the mainshocks ruptured previously unmapped basement faults, for which prior earthquake 
hazard assessment was not possible.
The small magnitudes of the precursory activities for the Pawnee earthquake highlights the importance of 
high-resolution monitoring of microearthquakes. In this case, the “foreshocks” and the changes in the response 
to injection rate during T2-N would not have been recognized if we only focused on M3+ earthquakes and did 
not have a high resolution relocated catalog. As most of the high-resolution relocation is usually performed ret-
rospectively, it is challenging to recognize the spatial-temporal pattern in real-time.
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However, even assuming that all the relocation and detections can be done perfectly in real time, it is still chal-
lenging to separate “foreshocks” from a randomly occurring earthquake swarm. In most cases, “foreshocks” are 
recognized only after the larger event, except the rare case of a successful earthquake prediction for the Haicheng 
earthquake in 197661. Systemic analysis of foreshock occurrence patterns in California for M ≥ 5 earthquakes sug-
gests that an important diagnostic feature of foreshocks is the increased seismic activities within the “Mogi” zone 
of a large seismogenic fault, especially those that are associated with fault zone discontinuities62. The “Mogi” zone 
is defined as a seismic quiet zone surrounding the mainshock, within a radius that is approximately consistent 
with mainshock rupture length38, 63. So for an M6 earthquake, this would be about 5 km to 7 km. In this case, most 
of SLFm has been quiet (at least 6 km in length), except the 0.5 km area immediately surrounding the mainshock, 
well within the expected “Mogi” zone (Fig. 5). In addition, it is located within structural complicated area with 
intersections of several faults, consistent with the observations in California for the three M7 earthquakes where 
all foreshocks localize in areas with structural complexity17. With regard to spatial clustering, the nucleation pro-
cess for the Pawnee earthquake is similar to tectonic earthquakes.
In a region with dominantly “swarm-type” clusters, or most mainshocks have foreshocks (both are consistent 
with cases in Oklahoma), increased “swarm” activity near major fault segments may suggest an increased proba-
bility of a larger earthquake (e.g., Landers and Hector Mine earthquakes)17. However, in this case, it would have 
been challenging as the SLF was previously undocumented.
Thus, the detailed understanding of earthquake triggering processes and possible early recognition of dam-
aging earthquakes would require high-quality fault map and high-resolution monitoring of microearthquakes, 
preferably down to much lower magnitude level64–67 with much higher location resolution via waveform 
cross-correlation54, 68, 69. The observation of potential aseismic slip leading to the mainshock suggest that geome-
chanical analysis of the frictional behaviors of the fault zone would be very important to better understand the 
mainshock rupture process70. The rapid response to injection rates indicates a possible role of poroelastic stress 
responses: if this proves to be significant with further detailed reservoir modeling, it would suggest that we should 
probably consider injection to all formations in addition to Arbuckle Group for specific study areas. The detailed 
analysis of precursory activities for the largest earthquake in Oklahoma suggests that we need to look beyond 
fluid diffusion, and consider the full spectrum of triggering processes, fault slip, and stress transfer mechanisms to 
obtain a complete view of the nucleation process of large earthquakes. Partnership between industry, government 
and academia to investigate the cause and mitigation of the potential earthquake hazards will be the best way 
forward with mutual understanding of the importance of a fault database, pressure monitoring and earthquake 
monitoring.
Methods
The method section includes:
•	 M1: Spatial density analysis of events and injection rates
•	 M2: b-value estimation
•	 M3: Calculation of correlation coefficients and confidence limits
•	 M4: Matched filter detection
•	 M5: Earthquake relocation and fault parameters
•	 M6: Catalog declustering
•	 M7: Waveform inversion using CAP method
•	 M8: Coulomb stress analysis
M1 Spatial density analysis of events and injection rates. We use the earthquake catalog from the 
Oklahoma Geological Survey (OGS). All earthquakes between 2011 and 2016 are spatially binned in a 0.025° 
latitude/longitude (approximately 3.6 km) grid. For each grid, the number of events above magnitude 2.5, 3, 3.5, 
4, 4.5, and 5 were counted. To obtain the final image, we apply a Gaussian smoothing filter within a square area of 
5 grids for each grid (approximately 18 km). For each magnitude range, the average number of events for all grids 
with seismicity is selected and contoured (Figure S1). Each average contour is then plotted together in Fig. 1 to 
show the location of most events within each given magnitude range.
For injection data, we organize a complete database for all wells injecting into the Arbuckle Group since 2011. 
The wells are spatially binned in the same 0.025° latitude/longitude grid as earthquakes. For each grid, the average 
daily injection rate between 2011 and 2016 is calculated. Similar Gaussian smoothing filter is applied to all grids 
with non-zero injection rates. The average injection rate for grids with active injection are selected and contoured. 
The contour line is plotted together with the contour lines for each magnitude range in Fig. 1 to compare with 
earthquake distributions.
M2 b-value estimation. For b-value and Mc estimations, we use the software “zmap” subroutines71. The Mc 
is estimated through maximum curvature in the histogram for earthquake number per magnitude bin. The bin 
size is 0.1. The b-value estimation follows the maximum likelihood method72:
= −b e M Mlog /( ) (3)min10
For the statewide analysis, we use Mmin of 3 (Fig. 3), and for the Pawnee aftershock, we use Mmin of 2.2 
(Figure S2).
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M3 Calculation of correlation coefficients and confidence limits. For the two time series injection 
(I) and seismicity (S), we compute the normalized correlation coefficients for each time lag following Matlab 
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The normalized cross-correlation is:











To estimate confident limit, we assign random phase shift for each frequency for the Fourier transform for 
each series, so its auto-correlation is unaffected73. 1000 cross-correlations are obtained with each assigning differ-
ent random phase shifts. The 95% confident limit is obtained from the 95% percentile limit at each time lag. All 
the maximum correlation coefficients at preferred time lags for both the statewide analysis and Pawnee county 
at different tiem periods are significantly above the 95% confident limit, suggesting that the correlation is not by 
random chance (see Figs 2b and 6).
To perform the sliding-window analysis to identify short-term correlations, we preset a fixed window length 
(Tw), then for each day (Ti) during the study period, we calculate the correlation coefficient using “corrcoef ” 
function in matlab with injection and seismicity rate between Ti − Tw/2 and Ti + Tw/2. Because the “corrcoef ” 
function would produce positive correlation between low injection rate and low seismicity rate (which may con-
fuse the interpretation to search for positive correlations between increased injection rate and seismicity rate), we 
further calculate moving-average of the correlation results using the same window length Tw. Figs 7 and S9 show 
results with different window options, and both suggest strong instantaneous response to injection rate changes. 
In Fig. 7, the normalization of both injection rate and seismicity rate is done by subtracting the minimum value 
in the time series, then dividing by the maximum value.
M4 Matched filter detection. We downloaded regional seismic data throughout Oklahoma, including 
regional and temporary stations deployed by the Oklahoma Geological Survey and other agencies in the years 
prior to the Pawnee earthquake46. We manually picked aftershocks of the Pawnee mainshock, in order to focus 
on events that may be have repeated along the fault that eventually ruptured. Using Antelope’s dbpick waveform 
viewer, we picked phases and performed an initial location with dbloc2, utilizing a local tomographic 1-D velocity 
model from a previous study26.
Based on prior experience with regional network cross-correlation67, 74, we bandpass filter the templates 
between 4 and 10 Hz, cut the waveforms 1 s before and 10 s after the phase arrival (P or S), and resample the data 
at a 20 Hz uniform sample rate. The matched-filter technique computes the normalized cross-correlation coeffi-
cient (coefficient between −1 and 1) at each sample point for each individual template. We then shift each of the 
normalized cross-correlation functions for each individual component relative to the traveltime of each compo-
nent and stack. Initial detection occurs when any point within the stacked cross-correlation function exceeds at 
least 9 times the median absolute deviation (MAD) of the daily stack46.
M5 Earthquake relocation and fault parameters. 312 earthquakes in our study area (last accessed: 
10/19/2016) have analyst phase picks. To relocate all events systemically, we measure precise differential times 
through waveform cross-correlation between each event and all other events. We first compute predicted arrival 
time at each station for each event using 1D travel time table based on statewide 1D velocity model75. Then, we 
apply an auto-picker76 to pick around the predicted time. Only new picks with signal-to-noise ratio greater than 
2.5 are saved for further use. All the traces band-pass filtered between 1 and 10 Hz. To measure cross-correlation, 
we select a time window 0.5 sec before and 1 sec after the picked arrival time (or predicted arrival time if neither 
analyst picks nor auto-picks are available) for both P and S waves. The final differential time has 0.001 second 
accuracy with sub-sampling around the peak correlation, and only pairs with CC ≥0.6 from at least four stations 
are used for relocation.
In total, we obtain 1,566,713 P wave differential times from cross-correlation, and 50,628 from cata-
log, 972,388 S wave differential times from cross-correlation, and 50,394 from catalog. Overall, the amount 
of cross-correlation derived differential times is a factor of 25 larger than catalog. For relocation, we use the 
double-difference algorithm, with the hypoDD3D version77 that incorporates 3D ray-tracing from a 3D tomog-
raphy model22. This allows us to obtain precise locations for 950 earthquakes.
To estimate location uncertainty, we apply a bootstrap approach. We use the final locations from the relocated 
catalog as input. Then we generate 50 sets of arrival times with 80% of randomly selected cross-correlation and 
catalog differential times. We run the same program for all resampled datasets. The final location error for each 
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event is set to the 95% of the location differences between resampled dataset and the original catalog, following 
standard approach to estimate 95% confidence limit for each event. The relative location accuracy is estimated 
to be 35 m horizontally and 200 m vertically (Figure S10). The vertical error is much greater than the horizon-
tal error. For comparison, we also estimate individual location errors using the standard deviation of location 
changes. The resulted location errors are much smaller than the 95% confident limit (Figure S10). Since the spa-
tial migration in Fig. 5 is focused on horizontal distances, the location precision is sufficient to show the spatial 
migration.
To estimate the strike and dip angles from the seismicity cloud, we use the approach from78, 79, and references 
therein, where we find the eigenvalues and eigenvectors for the covariance matrix of demeaned hypocentral 
coordinates of the events along each fault segment. The eigenvector of the largest eigenvalue defines the longest 
axis of an ellipsoid fit to the epicenters, while the eigenvector of the smallest eigenvalue defines the shortest axis 
of the ellipsoid. The strike and dip angles are found from the orientation of the largest eigenvector. All the three 
faults are nearly vertical with dipping angles close to 90°, consistent with the mainshock nodal plane solutions 
from waveform fitting (Fig. 9).
M6 Catalog declustering. We use the declustering subroutine from the “zmap” software package71, and 
used the default parameters43. This method first models the spatial and temporal extent for each earthquake based 
on empirical relationships of the source dimension and temporal rate decay. Each earthquake is linked with other 
earthquakes if they are within the space and time window defined by the empirical relationships. Linked events 
will form a cluster, with the largest event in each cluster considered as the mainshock. With this method, the 
majority of the aftershocks from the Pawnee mainshock have been removed. The seismicity rate in the declustered 
catalog is substantially lower compared to the original catalog (Fig. 6), and reflect the variations of “background” 
seismicity rate that is likely directly linked to injection.
M7 Rupture directivity and fault plane solutions. To model the source mechanism and depth, we collect 
broadband seismograms of 8 regional stations with good azimuth distribution from IRIS Data Management Center 
(IRIS-DMC), and apply the Cut-And-Paste (CAP) technique80. After removing the mean value, linear trend, and 
instrument response for each station, we rotate the three-component velocity waveforms to radial, tangential, and 
vertical components. We then grid search focal mechanism (strike, dip, and rake), focal depth, and moment mag-
nitude to best fit the waveforms bandpass filtered between 5 s and 20 s. We use the Frequency-Wavenumber (FK) 
method81 to calculate the Green’s functions with the CUS velocity model. To accommodate inaccuracies in the 1-D 
velocity model, we also allow the Pnl waves and the surface waves to shift with respect to each other80. The time win-
dows for Pnl part and surface waves are 20 s and 60 s, respectively. And the frequency range is 0.2–0.05 Hz (5–20 s) 
for both Pnl and surface waves. The inversion results show that the mainshock is a strike-slip event with a moment 
magnitude of 5.73, and a depth of 6 km (Fig. 1a,b). The two nodal planes are: 17°/90°/180° (NP 1), and 107°/90°/0° 
(NP 2), roughly consistent with the SLU moment tensor solution (195°/90°/180° for NP 1), the USGS body wave 
moment tensor solution (193°/85°/176° for NP 1), the USGS W-phase moment tensor solutioni (194°/74°/161° for 
NP 1) and the GCMT solution (19°/83°/−169° for NP 1). However, the centroid depths of different solutions vary 
from 2 km (USGS body-wave solution), 11.5 km (USGS W-phase solution) to 19 km (GCMT solution). Thus, we 
calculate teleseismic P wave synthetics using the CUS at the source side82 for 5 stations with high signal-to-noise 
ratio, and search for the best centroid depth with focal mechanism fixed as above. The waveform comparison for 
teleseismic P wave suggests a centroid depth of 7 km (Figure S11), consistent with the CAP solution (6 km), the SLU 
solution (8 km) and the relocations from arrival times and 3D velocity model (6.3 km).
To estimate rupture directivity, we apply the relative centroid location method83, 84. The method determines rup-
tured fault plane via measuring the difference between centroid and hypocenter location, which are straightfor-
wardly derived from the time shifts in the CAP source inversion of the mainshock and a reference earthquake. We 
first determine the relative hypocentral location of the mainshock with repsect to a M4 event, then perform source 
parametrer inversion for both earthquakes. We test the cases of rupture along either strike, and the time shift against 
azimuthal variation can be fitted with a cosine curve, which indicates the rupture direction and rupture length. Both 
Rayleigh wave and Love wave suggest rupture to southeast along the 107° strike, and the estimated rupture length is 
6.2 km and 5.8 km, respectively (Fig. 9). As unilateral rupture is assumed in this method, the inferred rupture length 
is lower bound, but is approximately consistent with distance from mainshock to the intersection between SLFm and 
SLFe (Fig. 4), suggesting that the structural complexity may act as a “barrier” to earthquake rupture.
M8 Coulomb stress analysis. For Coulomb stress analysis, we use the software Coulomb 3.485, available 
from USGS website. The software implements an elastic half-space model to calculate the stress changes in space 
and time. In this study, we use individual nodal planes as receiver faults for each earthquake that has focal mech-
anism solution53. For each foreshock, we use the default setting to calculate length and width for “strike-slip” 
faults with the corresponding magnitude. We assume that the location from the relocated catalog is the center of 
the fault plane. The friction coefficient is assumed to be 0.4, consistent with analysis of the Prague sequence that 
considers the effect of pore fluid pressure by assuming Skempton’s coefficient of 0.7512, 53.
References
 1. Healy, J. H., Ruby, W. W., Griggs, D. T. & Raleigh, C. B. The Denver Earthquakes. Science 161 (1968).
 2. Raleigh, B. C., Healy, J. H. & Bredehoeft, J. D. An experiment in earthquake control at Rangely, Colorado. Science (1976).
 3. Ellsworth, W. L. Injection-induced earthquakes. Science 341 (2013).
 4. Llenos, A. L. & Michael, A. Modeling Earthquake Rate Changes in Oklahoma and Arkansas: Possible Signatures of Induced 
Seismicity. Bull. Seismol. Soc. Am. 103, 2850–2861 (2013).
 5. Shapiro, S. A., Rothert, E., Rath, V. & Rindschwentner, J. Characterization of fluid transport properties of reservoirs using induced 
microseismicity. Geophysics 67, 212–220 (2002).
www.nature.com/scientificreports/
1 6Scientific RepoRts | 7: 4945  | DOI:10.1038/s41598-017-04992-z
 6. Kim, W. Y. Induced seismicity associated with fluid injection into a deep well in Youngstown, Ohio. J. Geophys. Res. 118, 3506–3518 
(2013).
 7. Horton, S. Disposal of Hydrofracking Waste Fluid by Injection into Subsurface Aquifers Triggers Earthquake Swarm in Central 
Arkansas with Potential for Damaging Earthquake. Seismological Research Letters 83, 250 (2012).
 8. Keranen, K. M., Weingarten, M., Abers, G. A., Bekins, B. A. & Ge, S. Sharp increase in central Oklahoma seismicity since 2008 
induced by massive wastewater injection. Science (2014).
 9. Yeck, W. L. et al. Far-field pressurization likely caused one of the largest injection induced earthquakes by reactivating a large pre-
existing basement fault structure. Geophysical Research Letters 43, 10,198–10,207 (2016).
 10. Goertz-Allmann, B. P. & Wiemer, S. Geomechanical modeling of induced seismicity source parameters and implications for seismic 
hazard assessment. Geophysics 78, KS25–KS39 (2013).
 11. Hainzl, S. Seismicity patterns of earthquake swarms due to fluid intrusion and stress triggering. Geophysical Journal International 
159, 1090–1096 (2004).
 12. Sumy, D. F., Cochran, E. S., Keranen, K. M., Wei, M. & Abers, G. A. Observations of static Coulomb stress triggering of the 
November 2011 M5.7 Oklahoma earthquake sequence. J. Geophys. Res. 119 (2014).
 13. Kato, A. et al. Propagation of Slow Slip Leading Up to the 2011 M-w 9.0 Tohoku-Oki Earthquake. Science 335, 705–708 (2012).
 14. Bouchon, M. et al. Extended Nucleation of the 1999 M-w 7.6 Izmit Earthquake. Science 331, 877–880 (2011).
 15. Guglielmi, Y., Cappa, F., Avouac, J.-p, Henry, P. & Elsworth, D. Seismicity triggered by fluid injection induced aseismic slip. Science 
348, 1224–1226 (2015).
 16. Wei, S. et al. The 2012 Brawley swarm triggered by injection-induced aseismic slip. Earth and Planetary Science Letters 422, 115–125 (2015).
 17. Chen, X. & Shearer, P. California foreshock sequences suggest aseismic triggering process. Geophys. Res. Lett. 40, 2602–2607 (2013).
 18. Kato, A., Fukuda, J. & Obara, K. Response of seismicity to static and dynamic stress changes induced by the 2011 M9.0 Tohoku-Oki 
earthquake. Geophys. Res. Lett. 40, 1–7 (2013).
 19. Kato, A. & Nakagawa, S. Multiple slow-slip events during a foreshock sequence of the 2014 Iquique, Chile Mw 8.1 earthquake. 
Geophys. Res. Lett. 41 (2014).
 20. Sugan, M., Kato, A., Miyake, H., Nakagawa, S. & Vuan, A. The preparatory phase of the 2009 Mw 6.3 L’Aquila earthquake by 
improving the detection capability of low-magnitude foreshocks. Geophys. Res. Lett. 41, 6137–6144 (2014).
 21. Walter, J. I. et al. Far-field triggering of foreshocks near the nucleation zone of the 5 September 2012 (MW 7.6) Nicoya Peninsula, 
Costa Rica earthquake. Earth and Planetary Science Letters 431, 75–86 (2015).
 22. Chen, C. Comprehensive analysis of Oklahoma earthquakes: from earthquake monitoring to 3D tomography and relocation. Phd 
dissertation, University of Oklahoma (2016).
 23. Elebiju, O. O., Matson, S., Randy Keller, G. & Marfurt, K. J. Integrated geophysical studies of the basement structures, the Mississippi 
chert, and the Arbuckle Group of Osage County region, Oklahoma. AAPG Bulletin 95, 371–393 (2011).
 24. Luza, K. V. & Lawson, J. E., Jr. Seismicity and tectonic relationships of the Nemaha Uplift in Oklahoma, Part IV. Oklahoma Geological 
Survey Special Publication 82–1 (1982).
 25. Luza, K. V. & Lawson, J. E., Jr. Seismicity and tectonic relationships of the Nemaha Uplift in Oklahoma, Part V. Oklahoma Geological 
Survey Open File Report OF 1–83 (1983).
 26. Keranen, K. M., Savage, H. M., Abers, G. A. & Cochran, E. S. Potentially induced earthquakes in Oklahoma, USA: linkes between 
wastewater injection and the 2011 Mw5.7 earthquake sequence. Geology 41, 699–702 (2013).
 27. Walsh, F. R. & Zoback, M. D. Oklahoma’s recent earthquakes and saltwater disposal. Science Advances 1, 1–9 (2015).
 28. Murray, K. E. Class II Underground Injection Control Well Data for 2010–2013 by Geologic Zones of Completion. Oklahoma 
Geological Survey Open File Report OF1-2014, 32 (2014).
 29. McGarr, A. Maximum magnitude earthquake. J. Geophys. Res. 119, 1008–1019 (2014).
 30. Shapiro, S. A., Rentsch, S. & Rothert, E. Characterization of hydraulic properties of rocks using probability of fluid-induced 
microearthquakes. Geophysics 70, F27–F33 (2005).
 31. Talwani, P., Chen, L. & Gahalaut, K. Seismogenic permeability, ks. Journal of Geophysical Research: Solid Earth 112, 1–18 (2007).
 32. Yeck, W. L. et al. Oklahoma experiences largest earthquake during ongoing regional wastewater injection hazard mitigation efforts. 
Geophysical Research Letters 43 (2016).
 33. Schorlemmer, D., Wiemer, S. & Wyss, M. Variations in earthquake-size distribution across different stress regimes. Nature 437, 
539–542 (2005).
 34. Holland, A., Toth, C. R. & Baker, E. Probabilistic Seismic Hazard Assessment and Observed Ground Motions for the Arcadia, 
Oklahoma, Dam Site. Oklahoma Geological Survey Special Publication SP2013-01 (2013).
 35. Goebel, T. H. W., Aminzadeh, F., Haffener, J. & Chen, X. Statistical seismicity analysis methods for the detection of fault activation 
during fluid injection. In SEG Technical Program Expanded Abstracts (2016).
 36. van der Elst, N. J., Page, M. T., Weiser, D. A., Goebel, T. H. W. & Hosseini, S. M. Induced earthquake magnitudes are as large as 
(statistically) expected. J. Geophys. Res. 121, 4575–4590 (2016).
 37. Darold, A. P. & Holland, A. A. Preliminary Oklahoma Optimal Fault Orientations. Oklahoma Geological Survey Open File Report 
OF4-2015 (2015).
 38. Shearer, P. M. & Lin, G. Q. Evidence for Mogi doughnut behavior in seismicity preceding small earthquakes in southern California. 
Journal of Geophysical Research-Solid Earth 114, 9 (2009).
 39. Chen, X., Shearer, P. M. & Abercrombie, R. Spatial migration of earthquakes within seismic clusters in Southern California: Evidence 
for fluid diffusion. J. Geophys. Res. 117 (2012).
 40. Kato, A. & Obara, K. Step-like migration of early aftershocks following the 2007 Mw 6.7 Noto-Hanto earthquake, Japan. Geophysical 
Research Letters 41, 3864–3869 (2014).
 41. Peng, Z. & Zhao, P. Migration of early aftershocks following the 2004 Parkfield earthquake. Nature 2 (2009).
 42. Ando, R. & Imanishi, K. Possibility of M-w 9.0 mainshock triggered by diffusional propagation of after-slip from M-w 7.3 foreshock. 
Earth Planets and Space 63, 767–771 (2012).
 43. Reasenberg, P. Foreshock occurrence before large earthquakes. J. Geophys. Res. 104, 4755–4768 (1999).
 44. Goebel, T. H. W., Hauksson, E., Aminzadeh, F. & Ampuero, J. An objective method for the assessment of fluid injection-induced seismicity 
and application to tectonically active regions in central California. Journal of Geophysical Research: Solid Earth 120, 1–20 (2015).
 45. Barbour, A. J. Norbeck, J. H. & Rubinstein, J. L. The effects of varying injection rates in Osage County, Oklahoma on the 2016 M5.8 
Pawnee earthquake. Seismol. Res. Lett., in press 10.1785/0220170003 (2017).
 46. Walter, J. I., Chang, J. C., & Dotray, P. Foreshock seismicity suggests gradual differential stress increase in the months prior to the 3 
September 2016 Mw 5.8 Pawnee earthquake. Seismol. Res. Lett., in press doi:10.1785/0220170007 (2017).
 47. Hainzl, S., Ben-Zion, Y., Cattania, C. & Wassermann, J. Testing atmospheric and tidal earthquake triggering at Mt. Hochstaufen, 
Germany. J. Geophys. Res. 118, 1–11 (2013).
 48. Deng, K., Liu, Y. & Harrington, R. M. Poroelastic stress triggering of the December 2013 Crooked Lake, Alberta, induced seismicity 
sequence. Geophysical Research Letters (2016).
 49. Goebel, T. T., Weingarten, M., Chen, X., Haffener, J. & Brodsky, E. E. The 2016 Mw5.1 Fairview, Oklahoma earthquakes: Evidence 
for long-range poroelastic triggering at >40 km from fluid disposal wells. Earth and Planetary Science Letter, 472, 50−61 (2017).
 50. Chang, K. W. & Segall, P. Injection-induced seismicity on basement faults including poroelastic stressing. Journal of Geophysical 
Research B: Solid Earth 121, 2708–2726 (2016).
www.nature.com/scientificreports/
17Scientific RepoRts | 7: 4945  | DOI:10.1038/s41598-017-04992-z
 51. Segall, P. & Lu, S. Injection-induced seismicity: Poroelastic and earthquake nucleation effects. Journal of Geophysical Research: Solid 
Earth 120, 1–22 (2015).
 52. Ogata, Y. Statistical-Models for Earthquake Occurrences and Residual Analysis for Point-Processes. Journal of the American 
Statistical Association 83, 9–27 (1988).
 53. Pennington, C. & Chen, X. Coulomb Stress Interactions During the M5.8 Pawnee Sequence. Seismol. Res. Lett., in press, 
10.1785/0220170011 (2017).
 54. Lin, G., Shearer, P. M. & Hauksson, E. Applying a three-dimensional velocity model, waveform cross correlation, and cluster analysis 
to locate southern California seismicity from 1981 to 2005. J. Geophys. Res. 112 (2007).
 55. Uchide, T. & Ide, S. Scaling of earthquake rupture growth in the Parkfield area: Self-similar growth and suppression by the finite 
seismogenic layer. Journal of Geophysical Research: Solid Earth 115, 1–15 (2010).
 56. Kanamori, H. & Brodsky, E. E. The Physics of earthquakes. Rep. Prog. Phys. 67, 1429–1496 (2004).
 57. Scholz, C. H. Earthquakes and friction laws. Nature 391 (1998).
 58. Liu, Y. & Rice, J. R. Aseismic slip transients emerge spontaneously in three-dimensional rate and state modeling of subduction 
earthquake sequences. J. Geophys. Res. 110 (2005).
 59. Dieterich, J. A constitutive law for rate of earthquake production and its application to earthquake clustering. J. Geophys. Res. 99, 
2601–2618 (1994).
 60. Grandin, R., Vallee, M. & Lacassin, R. Rupture process of the Oklahoma Mw5.7 Pawnee earthquake from Sentinel-1 InSAR and 
seismological data, Seismol. Res. Lett., in press, doi:10.1785/0220160226 (2017).
 61. Wang, K., Chen, Q. F., Sun, S. & Wang, A. Predicting the 1975 Haicheng earthquake. Bulletin of the Seismological Society of America 
96, 757–795 (2006).
 62. Chen, X. & Shearer, P. M. Analysis of Foreshock Sequences in California and Implications for Earthquake Triggering. Pure and 
Applied Geophysics (2015).
 63. Mogi, K. Some discussions on aftershocks, foreshocks and earthquake swarms - the fracture of a semi-infinite body casued by an 
inner stress origin and its relation to the earthquake phenomena. Bulletin of the Earthquake Research Institute 41, 615–658 (1963).
 64. Skoumal, R. J., Brudzinski, M. R., Currie, B. S. & Levy, J. Optimizing multi-station earthquake template matching through re-
examination of the Youngstown, Ohio, sequence. Earth and Planetary Science Letters 405, 274–280 (2014).
 65. Meng, X. & Peng, Z. Seismicity rate changes in the Salton Sea geothermal field and the San Jacinto Fault zone after the 2010 Mw 7.2 
El Mayor-Cucapah earthquake. Geophys. J. Int. (2014).
 66. Huang, Y. & Beroza, G. C. Temporal variation in the magnitude-frequency distribution during the Guy-Greenbrier earthquake 
sequence. Geophys. Res. Lett. 42, 6639–6646 (2015).
 67. Walter, J. I., Dotray, P. J., Frohlich, C. & Gale, J. F. W. Earthquakes in northwest Louisiana and the Texas-Louisiana border possibly 
induced by energy resource activities within the Haynesville shale play. Seismol. Res. Lett. 87(2A) (2016).
 68. Matoza, R. S., Shearer, P. M., Lin, G., Wolfe, C. J. & Okubo, P. G. Systematic relocation of seismicity on Hawaii Island from 1992 to 
2009 using waveform cross correlation and cluster analysis. J. Geophys. Res. 118, 2275–2288 (2013).
 69. Waldhauser, F. & Schaff, D. P. Large-scale relocation of two decades of Northern California seismicity using cross-correlation and 
double-difference methods. J. Geophys. Res. 113 (2008).
 70. Carpenter, B. M., Morgan, C., Lockner, D. A. & Reches, Z. Strength and Stability of Oklahoma Basement Rock: Preliminary 
Observations from Experiments at In-situ Conditions. In AGU fall meeting S44c–06 (2016).
 71. Wiemer, S. & Wyss, M. Minimum magnitude of completeness in earthquake catalogs: Examples from Alaska, the western United 
States, and Japan. Bulletin of the Seismological Society of America 90, 859–869 (2000).
 72. Aki, K. Maximum Likelihood Estimate of b in the Formula logN = a-bM and its Confidence Limits. Bulletin of the Earthquake 
Research Institute 43, 237–239 (1965).
 73. Saar, M. O. & Manga, M. Seismicity induced by seasonal groundwater recharge at Mt. Hood, Oregon. Earth and Planetary Science 
Letters 214, 605–618 (2003).
 74. Meng, X., Yu, X., Peng, Z. & Hong, B. Detecting Earthquakes around Salton Sea Following the 2010 Mw7.2 El Mayor-Cucapah 
Earthquake Using GPU Parallel Computing. Procedia Computer Science 9, 937–946 (2012).
 75. Darold, A., Holland, A. A. & Chen, C. Preliminary analysis of seismicity near Eagleton 1–29, Carter County, July 2014. Oklahoma 
Geological Survey Open File Report OF2-2014 (2014).
 76. Li, Z. & Peng, Z. A predict-and-search strategy for picking P and S phases: signal-to-noise ratio detector joint with one-dimensional 
velocity model inversion. Seismol. Res. Lett. 86(2B), 731 (2015).
 77. Waldhauser, F. & Ellsworth, W. A double-difference earthquake location algorithm: Method and application to the northern 
Hayward fault. Bull. Seismol. Soc. Am. 90, 1353–1368 (2000).
 78. Vidale, J. E. & Shearer, P. M. A survey of 71 earthquake bursts across southern California: Exploring the role of pore fluid pressure 
fluctuations and aseismic slip as drivers. Journal of Geophysical Research-Solid Earth 111 (2006).
 79. Chen, X. & Shearer, P. M. Comprehensive analysis of earthquake source spectra and swarms in the Salton Trough, California. J. 
Geophys. Res. 116 (2011).
 80. Zhao, L.-S. & Helmberger, D. V. Source Estimation from Braodband Regional Seismograms. Bulletin of the Seismological Society of 
America 84, 91–104 (1994).
 81. Zhu, L. & Rivera, L. A. Computation of dynamic and static displacement from a point source in multi-layered media. Geophysical 
Journal International 148, 619–627 (2002).
 82. Kikuchi, M. & Kanamori, H. Inversion of complex body waves. Bull. Seismol. Soc. Am. 72, 491–506 (1982).
 83. Qin, L., Ni, S. & Chen, W. A method of resolving earthquake rupture directivity with reference earthquake method and its 
application to the 2008 Yingjiang Ms6.0 earthquake. Chin. J. Geophys. 57, 3259–3269 (2014).
 84. He, X. H., Ni, S. D. & Liu, J. Rupture directivity of the August 3rd, 2014 Ludian earthquake (Yunan, China). Science China Earth 
Sciences 58, 795–804 (2015).
 85. Toda, S., Stein, R. S., Sevilgen, V. & Lin, J. Coulomb 3.3 Graphic-rich deformation and stress-change software for Earthquake, 
Tectonic, and Volcano research and teaching - user guide. USGS Open-File Report 2011–1060 (2011).
 86. Holland, A. A. Preliminary fault map of Oklahoma. Oklahoma Geological Survey Open File Report OF3–2015 (2015).
Acknowledgements
We thank the Oklahoma Geological Survey (OGS) and USGS for continuous monitoring earthquake activities 
in Oklahoma. The fault database is compiled by OGS. The catalogs for earthquake and fault plane solutions are 
obtained from the OGS. The earthquake waveforms are downloaded from IRIS DMC. The disposal well data 
are obtained from the Oklahoma Corporation Commission (OCC) and the Environmental Protection Agency 
(EPA). Last access of SLU moment solutions, GCMT solutions, USGS body wave solutions on Sep 28, 2016. This 
research was supported by the ConocoPhillips School of Geology and Geophysics, and the OGS at the University 
of Oklahoma. The maps are generated with MATLAB (version 2014b and later). The Coulomb stress analysis is 
performed with Coulomb 3.4 software, available at: usgsprojects.org/coulomb/.
www.nature.com/scientificreports/
1 8Scientific RepoRts | 7: 4945  | DOI:10.1038/s41598-017-04992-z
Author Contributions
X.C. wrote the manuscript, led the data analysis and interpretation. N.N. produced maps for visualization of 
spatial-temporal pattern. C.P. analyzed Coulomb stress. J.H. compiled injection data and analyzed the statewide 
seismicity distribution. J.C. provided the original catalog, phase picks and compiled geological information. 
X.H., Z.Z. and S.N. analyzed the source process for the mainshock. J.I.W. conducted the network matched-filter 
analysis. All authors contributed to the discussion and commented on the manuscript.
Additional Information
Supplementary information accompanies this paper at doi:10.1038/s41598-017-04992-z
Competing Interests: The authors declare that they have no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2017
