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GALERKIN APPROXIMATIONS FOR THE STOCHASTIC
BURGERS EQUATION∗
DIRK BLO¨MKER† AND ARNULF JENTZEN‡
Abstract. Existence and uniqueness for semilinear stochastic evolution equations with additive
noise by means of finite dimensional Galerkin approximations is established and the convergence rate
of the Galerkin approximations to the solution of the stochastic evolution equation is estimated.
These abstract results are applied to several examples of stochastic partial differential equations
(SPDEs) of evolutionary type including a stochastic heat equation, a stochastic reaction diffusion
equation and a stochastic Burgers equation. The estimated convergence rates are illustrated by
numerical simulations.
The main novelty in this article is to estimate the difference of the finite dimensional Galerkin
approximations and of the solution of the infinite dimensional SPDE uniformly in space, i.e., in
the L∞-topology, instead of the usual Hilbert space estimates in the L2-topology, that were shown
before.
Key words. Galerkin approximations, stochastic partial differential equation, stochastic heat
equation, stochastic reaction diffusion equation, stochastic Burgers equation, strong error criteria.
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1. Introduction. In this work we present a general abstract result for the spa-
tial approximation of stochastic evolution equations with additive noise via Galerkin
methods. This abstract result is applied to several examples of stochastic partial
differential equations (SPDEs) of evolutionary type including a stochastic heat equa-
tion, a stochastic reaction diffusion equation and a stochastic Burgers equation. In
all examples we need to verify the following conditions. First, we need the rate of
approximation of the linear equation obtained by omitting the nonlinear term in the
stochastic evolution equation. Then one needs a quite weak Lipschitz condition for the
nonlinearity and finally a uniform bound on the sequence of approximations. These
results are the key for the main theorem (see Theorem 3.1). The main novelty in
this article is to estimate the difference of the finite dimensional Galerkin approxima-
tions and of the solution of the infinite dimensional SPDE uniformly in space, i.e.,
in the L∞-topology, instead of the usual Hilbert space estimates shown before in the
L2-topology.
Although there are several different methods using finite dimensional approxima-
tions like, for instance, spectral Galerkin, finite elements, or wavelets, we focus here
on the spectral Galerkin method. Thus the finite dimensional approximations are
given by an expansion in terms of the eigenfunctions of a dominant linear operator.
This spectral Galerkin method is one of the key tools in the analysis of stochastic or
deterministic PDEs. For SPDEs see, for example, [16, 9, 17, 2], where the Galerkin
method was used to establish the existence of solutions. Moreover, spectral methods
are an effective tool for numerical simulations, especially on domains, like the interval,
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where fast Fourier-transforms are available. Nevertheless, it is limited on domains,
where the eigenfunctions of the dominant linear operator are not explicitly known. In
recent years there has also been a significant interest in analytic results for the rate of
approximation using a spectral Galerkin method as a numerical method for SPDEs;
see, for example, [18, 28] for SPDEs with one-dimensional possibly non-additive noise
and globally Lipschitz continuous nonlinearities, [31, 32, 35, 36, 25, 26] for SPDEs
with possibly infinite dimensional additive noise and globally Lipschitz continuous
nonlinearities, [30, 23] for SPDEs with possibly infinite dimensional additive noise
and non-globally Lipschitz continuous nonlinearities, and [20, 21, 34, 33] for SPDEs
with possibly infinite dimensional non-additive noise and globally Lipschitz continu-
ous nonlinearities. In most of the above named references also the full discretization
is treated including the time discretization.
In order to illustrate the main result of this article we limit ourself in this intro-
ductory section to a stochastic Burgers equation with Dirichlet boundary conditions
and refer to Section 3 for the general result and to Section 4 for further examples. To
this end let T ∈ (0,∞) be a real number, let (Ω,F ,P) be a given probability space
and let X : [0, T ]× Ω→ C([0, 1],R) be the up to indistinguishability unique solution
process of the SPDE
dXt(x) =
[
∂2
∂x2
Xt(x) −Xt(x) · ∂
∂x
Xt(x)
]
dt+ dWt(x), Xt(0) = Xt(1) = 0, X0 = 0
(1.1)
for t ∈ [0, T ] and x ∈ (0, 1), where Wt, t ∈ [0, T ], is a cylindrical I-Wiener process
on L2((0, 1),R), which models space-time white noise on (0, 1). In this introductory
section the initial value X0 = 0 is zero for simplicity of presentation and we refer
to Section 4.3 below for a more general stochastic Burgers equation with a possibly
non-zero initial value. The existence and uniqueness of solutions of the stochastic
Burgers equation was, e.g., studied in Da Prato & Gatarek [11] for colored noise and
in Da Prato, Debussche & Temam [10] for space-time white noise (see also Chapter 14
in Da Prato and Zabczyk [14]).
Recently, Alabert & Gyo¨ngy showed the following error estimate for spatial dis-
cretizations in the L2-topology (see Theorem 2.2 in [1]):
P
[
sup
0≤t≤T
(∫ 1
0
|Xt(x) −XNt (x)|2 dx
)1/2
≤ Cε ·Nε− 12
]
= 1 (1.2)
for every N ∈ N := {1, 2, . . . } and every arbitrarily small ε ∈ (0, 12 ) with random
variables Cε : Ω → [0,∞), ε ∈ (0, 12 ), where the XN , N ∈ N, are given by finite
differences approximations. Our results (see Lemma 4.3, Theorem 3.1 and Lemma 4.8)
yield the following estimate for the stochastic Burgers equation (1.1) (see Section 4.3):
P
[
sup
0≤t≤T
sup
0≤x≤1
∣∣Xt(x) −XNt (x)∣∣ ≤ Cε ·Nε− 12
]
= 1 (1.3)
for every N ∈ N and every arbitrarily small ε ∈ (0, 12 ) with random variables Cε : Ω→
[0,∞), ε ∈ (0, 12 ), where XN , N ∈ N, are spectral Galerkin approximations. Thus,
although the spatial error criteria is estimated in the bigger L∞-norm instead of the
L2-norm, the convergence rate remains 12−. This convergence rate with respect to the
strong L∞-norm is also corroborated by a numerical example (see Section 4). (For
a real number a ∈ (0,∞), we write a− for the convergence order, if the convergence
order is higher than a− ε for every arbitrarily small ε ∈ (0, a).)
GALERKIN APPROXIMATIONS FOR SPDES 3
A further instructive related result is given by Liu [30]. He treats stochastic
reaction diffusion equations of the Ginzburg-Landau type which fit in the abstract
setting in Section 2. For such equations he obtained estimates in the Hr-topology
with the rate (12 − r)− for every r ∈ (0, 12 ). The convergence rates he obtained in the
Hr-topologoy with r ∈ (0, 12 ) can, in general, not be improved and, by using Sobolev
embeddings, his bounds also yield estimates in the Lp-topology with p ∈ (2,∞).
Nevertheless, such estimates do not yield convergence in the L∞-topology, since in
one dimension Hr is embedded into L∞ for r > 12 only. Moreover, in contrast to (1.3)
this would not give a convergence rate 12− in any Lp-topology where p ∈ (2,∞].
The rest of the paper is organized as follows. Section 2 gives the setting and the
assumptions for the main result, which is then presented in Section 3. In Section 4
we discuss our examples, while in the final section most of the proofs are stated.
Next we add that after the preprint version [3] of this article has appeared, a
number of related results appeared in the literature; see, e.g., [6, 19, 29, 8, 7, 15, 4].
In particular, we mention [8, 7] for temporal and spatial discretization estimates in
Banach spaces that imply estimates in the L∞-norm as well as [29] for the anal-
ysis of spectral Galerkin methods for semilinear SPDEs with possibly non-additive
noise and globally Lipschitz continuous nonlinearities. We also refer, e.g., to [19] for
further spatial approximations of stochastic Burgers equations and, e.g., to [6, 15]
for the analysis of spatial and temporal-spatial discretizations of stochastic Navier-
Stokes equations. Finally, we would like to point out that parts of this article (see
Subsection 4.1) appeared in the thesis [24] (see Section 2.2.3 in [24]).
2. Setting and assumptions. Throughout this article suppose that the follow-
ing setting and the following assumptions are fulfilled.
The first assumption is a regularity and approximation condition on the semigroup
of the linear operator of the considered SPDE. The second is an appropriate Lipschitz
condition on the nonlinearity of the considered SPDE. The third is an assumption on
the approximation of the stochastic convolution and the initial value of the considered
SPDE while the final one is a uniform bound on finite dimensional approximations of
the considered SPDE.
Let T ∈ (0,∞), let (Ω,F ,P) be a probability space and let (V, ‖·‖V ) and (W, ‖·‖W )
be two R-Banach spaces. Moreover, let PN : V → V , N ∈ N, be a sequence of bounded
linear operators from V to V .
Assumption 1 (Semigroup S). Let α ∈ [0, 1) and γ ∈ (0,∞) be real num-
bers and let S : (0, T ] → L(W,V ) be a strongly continuous mapping which satisfies
supt∈(0,T ]
(
tα ‖St‖L(W,V )
)
<∞ and supN∈N supt∈(0,T ]
(
tαNγ ‖St − PNSt‖L(W,V )
)
<
∞.
Assumption 2 (Nonlinearity F ). Let F : V → W be a mapping which satisfies
sup‖v‖V ,‖w‖V ≤r, v 6=w
‖F (v)−F (w)‖W
‖v−w‖V
<∞ for every r ∈ (0,∞).
Assumption 3 (Stochastic process O). Let O : [0, T ]×Ω→ V be a stochastic pro-
cess with continuous sample paths and supN∈N sup0≤t≤T N
γ ‖Ot(ω)− PN (Ot(ω))‖V <
∞ for every ω ∈ Ω, where γ ∈ (0,∞) is given in Assumption 1.
Assumption 4 (Existence of solutions). Let XN : [0, T ]× Ω → V , N ∈ N, be a
sequence of stochastic processes with continuous sample paths and with
XNt (ω) =
∫ t
0
PN St−s F (X
N
s (ω)) ds+PN (Ot(ω)) and sup
M∈N
sup
s∈[0,T ]
‖XMs (ω)‖V <∞
(2.1)
for every t ∈ [0, T ], ω ∈ Ω and every N ∈ N.
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As usual, we call here a mapping Y : [0, T ] × Ω → V a stochastic process, if
for every t ∈ [0, T ] the mapping Yt : Ω ∋ ω 7→ Yt(ω) := Y (t, ω) ∈ V is F/B(V )-
measurable. Additionally, we say that a stochastic process Y : [0, T ] × Ω → V has
continuous sample paths, if for every ω ∈ Ω the mapping [0, T ] ∋ t 7→ Yt(ω) ∈ V
is continuous. Furthermore, we say that a mapping f : (0, T ] → L(W,V ) is strongly
continuous if for every w ∈ W the mapping (0, T ] ∋ t 7→ f(t)w ∈ V is continuous.
Moreover, note that if Y : [0, T ] × Ω → V is a stochastic process with continuous
sample paths, then Assumptions 1 and 2 ensure for every ω ∈ Ω, t ∈ (0, T ] and
every N ∈ N that the mapping (0, t) ∋ s 7→ PN St−s F (Ys(ω)) ∈ V is continuous
and therefore, we obtain for every ω ∈ Ω, t ∈ [0, T ] and every N ∈ N that the V -
valued Bochner integral
∫ t
0 PN St−s F (Ys(ω)) ds ∈ V (see (2.1) in Assumption 4) is
well defined.
3. Main result. In this section we state the main approximation result, which
is based on the assumptions of the previous section. Its proof is postponed to Sub-
section 5.1.
Theorem 3.1. Let Assumptions 1-4 be fulfilled. Then there exists a unique
stochastic process X : [0, T ]× Ω→ V with continuous sample paths which fulfills
Xt(ω) =
∫ t
0
St−s F (Xs(ω)) ds+Ot(ω) (3.1)
for every t ∈ [0, T ] and every ω ∈ Ω. Moreover, there exists an F/B([0,∞))-
measurable mapping C : Ω→ [0,∞) such that
sup
0≤t≤T
∥∥Xt(ω)−XNt (ω)∥∥V ≤ C(ω) ·N−γ (3.2)
for every N ∈ N and every ω ∈ Ω where γ ∈ (0,∞) is given in Assumption 1.
Let us add three remarks on Theorem 3.1. First, we would like to point out
that the initial value of the stochastic evolution equation (3.1) is incorporated in the
driving stochastic process O : [0, T ]×Ω→ V (see also Proposition 4.2 below for more
details). Second, we emphasize that the driving stochastic processesO : [0, T ]×Ω→ V
is not assumed to be a stochastic convolution of the semigroup and a cylindrical
Wiener process. In particular, the stochastic evolution equation (3.1) covers SPDEs
disturbed by fractional Brownian motions too. Third, we would like to point out that
Theorem 3.1 yields the existence of an F/B([0,∞))-measurable mapping C : Ω →
[0,∞) such that (3.2) holds although the R-Banach space (V, ‖·‖V ) is not assumed to
be separable. The sum and the difference of two F/B(V )-measurable mappings on
the possibly non-separable R-Banach space V are, in general, not F/B(V )-measurable
anymore. Nonetheless, it is possible to establish the existence of an F/B([0,∞))-
measurable mapping C : Ω → [0,∞) such that (3.2) holds by exploiting for every
t ∈ [0, T ] and every N ∈ N that the difference Ot − PN (Ot) = (I − PN )Ot : Ω → V
is F/B(V )-measurable (see (5.1) in the proof of Theorem 3.1 for more details). Note
that the composition of two measurable mappings is measurable (on non-separable R-
Banach spaces too). Finally, we note that the error constant C : Ω→ [0,∞) appearing
in (3.2) is described explicitly in the proof of Theorem 3.1 (see definition (5.7) in the
proof of Theorem 3.1 for details).
4. Examples. This section presents some examples of the setting in Section 2.
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4.1. Stochastic heat equation. In this subsection an important example of
Assumption 3 is presented. We consider a linear equation with F = 0 and thus
consider only the approximation of the Ornstein-Uhlenbeck process O.
To this end let d ∈ N and let V = W = C([0, 1]d,R) be the R-Banach space
of continuous functions from [0, 1]d to R equipped with the supremum norm ‖·‖V =
‖·‖W = ‖·‖C([0,1]d,R). Moreover, consider the continuous functions ei : [0, 1]d → R,
i ∈ Nd, and the real numbers λi, i ∈ Nd, defined through
ei(x) := 2
d
2 sin(i1pix1) . . . sin(idpixd) and λi := pi
2
(|i1|2 + . . .+ |id|2) (4.1)
for all x = (x1, . . . , xd) ∈ [0, 1]d and all i = (i1, . . . , id) ∈ Nd. Additionally, suppose
that the bounded linear operators PN : C([0, 1]
d,R)→ C([0, 1]d,R), N ∈ N, are given
by
(PN (v))(x) =
∑
i∈{1,...,N}d
∫
(0,1)d
ei(s) v(s) ds · ei(x) (4.2)
for all x ∈ [0, 1]d, v ∈ C([0, 1]d,R) and all N ∈ N. The linear operators PN ,
N ∈ N, are projection operators, i.e., they satisfy PN (PN (v)) = PN (v) for all
v ∈ C([0, 1]d,R) and all N ∈ N and their images are the finite dimensional R-
vector spaces PN
(
C([0, 1]d,R)
)
, N ∈ N. The operators PN , N ∈ N, are thus
compact linear operators and from the Daugavet property of the R-Banach space
C([0, 1]d,R) (see, e.g., Definition 2.1 and Example (a) in Werner [40]) we get that
‖I − PN‖L(C([0,1]d,R)) = 1 + ‖PN‖L(C([0,1]d,R)) for all N ∈ N (see, for instance, The-
orem 2.7 in Werner [40]). Next let S : (0, T ] → L(C([0, 1]d,R)) be a mapping given
by
(Stv)(x) =
∑
i∈Nd
e−λit
∫
(0,1)d
ei(s) v(s) ds · ei(x) (4.3)
for all t ∈ (0, T ], x ∈ [0, 1]d and all v ∈ C([0, 1]d,R).
Lemma 4.1. Let d ∈ {1, 2, 3}. Then the mapping S : (0, T ] → L(C([0, 1]d,R))
given by (4.3) satisfies Assumption 1 for every α ∈ [d4+ γ2 , 1) and every γ ∈ (0, 2− d2 ).
Clearly, this is simply the semigroup generated by the Laplacian with Dirichlet
boundary conditions (see, e.g., Section 3.8.1 in [39]). Other boundary conditions
such as Neumann or periodic boundary conditions could also be considered here.
The proof of Lemma 4.1 is well-known and therefore omitted. We also add that the
proof of Lemma 4.1 essentially uses a suitable Sobolev embedding and for this the
condition d ≤ 3 is assumed in Lemma 4.1. We now present the promised example of
Assumption 3. We consider a stochastic convolution of the semigroup S constructed
in (4.3) and a cylindrical Wiener process. The following result provides an appropriate
version of such a process, in which the initial value of the stochastic evolution equation
(3.1) is additionally incorporated.
Proposition 4.2. Let d ∈ N, let V = C([0, 1]d,R) with ‖v‖V = ‖v‖C([0,1]d,R) for
every v ∈ V , let ρ ∈ (0,∞), let βi : [0, T ]×Ω→ R, i ∈ Nd, be a family of independent
standard Brownian motions with continuous sample paths and let b : Nd → R be a func-
tion with
∑
i∈Nd
(
i21 + . . .+ i
2
d
)(ρ−1) |b(i)|2 <∞. Furthermore, suppose that ξ : Ω→ V
is an F/B(V )-measurable mapping with supN∈N (Nρ ‖ξ(ω)− PN (ξ(ω))‖V ) < ∞ for
every ω ∈ Ω. Then there exists an up to indistinguishability unique stochastic process
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O : [0, T ]× Ω→ V with continuous sample paths which satisfies
P
[
lim
N→∞
sup
0<t≤T
∥∥∥Ot − St ξ − ∑
i∈{1,...,N}d
b(i)
(
− λi
∫ t
0
e−λi(t−s)βis ds+ β
i
t
)
ei
∥∥∥
V
= 0
]
= 1
(4.4)
and
sup
N∈N
sup
0≤t≤T
(
Nγ‖Ot(ω)− PN (Ot(ω))‖V
)
<∞ (4.5)
for every ω ∈ Ω and every γ ∈ (0, ρ). In particular, O satisfies Assumption 3 for
every γ ∈ (0, ρ). Here the functions ei ∈ V , i ∈ Nd, the real numbers λi, i ∈ Nd, and
the linear operators PN : V → V , N ∈ N, are given in (4.1) and (4.2).
Proposition 4.2 follows directly from Lemma 4.3 below. Let us add some remarks
concerning Proposition 4.2. Let L2((0, 1)d,R) be the R-Hilbert space of equivalence
classes of B((0, 1)d)/B(R)-measurable and Lebesgue square integral functions from
(0, 1)d to R and let B : L2((0, 1)d,R) → L2((0, 1)d,R) be a bounded linear operator
given by
Bv =
∑
i∈Nd
b(i)
∫
(0,1)d
ei(s) v(s) ds · ei (4.6)
for all v ∈ L2((0, 1)d,R) where b : Nd → R is the function used in Proposition 4.2.
Then the stochastic process O : [0, T ]× Ω→ C([0, 1]d,R) in Proposition 4.2 satisfies
Ot = St ξ +
∑
i∈Nd
b(i)
∫ t
0
e−λi(t−s) dβis · ei = St ξ +
∫ t
0
St−sB dWs (4.7)
P-a.s. for every t ∈ (0, T ] where Wt, t ∈ [0, T ], is an appropriate cylindrical I-Wiener
process on L2((0, 1)d,R). In particular, O : [0, T ] × Ω → C([0, 1]d,R) is the up to
indistinguishability unique mild solution process of the linear SPDE
dOt =
[
∆Ot
]
dt+B dWt, Ot|∂(0,1)d ≡ 0, O0 = ξ (4.8)
for t ∈ [0, T ] on C([0, 1]d,R). The process O thus includes the initial value and a
stochastic convolution of the semigroup generated by the Laplacian with Dirichlet
boundary conditions and a cylindrical Wiener process as it is frequently considered in
the literature (see, e.g., Section 5 in [13]). Note also that the operator B appearing
in (4.8) is diagonal with respect to the orthonormal basis ei ∈ L2((0, 1)d,R), i ∈ Nd,
in L2((0, 1)d,R). This assumption is strongly exploited in Proposition 4.2. However,
the abstract setting in Section 2 does not need this assumption to be fulfilled and,
in principle, linear operators B that are not diagonal with respect to ei, i ∈ Nd,
could be considered here. The detailed analysis in the non-diagonal case remains an
open question for future research. The reader is referred to [4] for first results in that
direction.
To illustrate Proposition 4.2 we consider the following simple example. If d = 2,
(ξ(ω))(x) = 0 for all x ∈ [0, 1]2, ω ∈ Ω and b((i1, i2)) = 1(i1+i2) for all i = (i1, i2) ∈
N
2 in Proposition 4.2, then Proposition 4.2 implies the existence of F/B([0,∞))-
measurable mappings Cγ : Ω→ [0,∞), γ ∈ (0, 1), such that
sup
0≤t≤1
sup
x∈[0,1]2
∣∣Ot(ω, x)− (PNOt)(ω, x)∣∣ ≤ Cγ(ω) ·N−γ (4.9)
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for all ω ∈ Ω, N ∈ N and all γ ∈ (0, 1). Finally, note that Proposition 4.2 follows
immediately from the next result (Lemma 4.3), which is also of independent interest.
Its proof is postponed to Subsection 5.2.1. Estimates related to Lemma 4.3 and its
proof can, e.g., be found in Section 5.5.1 in Da Prato & Zabczyk [13] and in Proposi-
tion 1.1 and Proposition 1.2 in Da Prato & Debussche [9]. In particular, the temporal
regularity statements in Lemma 4.3 follow, e.g., immediately from Lemma 5.19 and
Theorem 5.20 in [13].
Lemma 4.3. Let d ∈ N, let V = C([0, 1]d,R) with ‖v‖V = ‖v‖C([0,1]d,R) for
every v ∈ V , let ρ ∈ (0,∞), let βi : [0, T ] × Ω → R, i ∈ Nd, be a family of inde-
pendent standard Brownian motions with continuous sample paths and let b : Nd → R
be a function with
∑
i∈Nd
(
i21 + . . .+ i
2
d
)(ρ−1) |b(i)|2 < ∞. Then there exists an up to
indistinguishability unique stochastic process O : [0, T ]× Ω→ V which satisfies
sup
N∈N
sup
0≤t≤T
(
Nγ ‖Ot(ω)− PN (Ot(ω))‖V
)
+ sup
0≤t1<t2≤T
‖Ot2(ω)−Ot1(ω)‖V
|t2 − t1|θ
<∞
for every ω ∈ Ω, every θ ∈ (0,min(12 , ρ2 )), every γ ∈ (0, ρ) and which satisfies
sup
N∈N
{
Nγ
(
E
[
sup
0≤t≤T
‖Ot − PN (Ot)‖pV
])1
p
}
+ sup
0≤t1<t2≤T
(E[‖Ot2 −Ot1‖pV ])
1
p
|t2 − t1|θ
<∞
and
P

 lim
N→∞
sup
0≤t≤T
∥∥∥Ot − ∑
i∈{1,...,N}d
b(i)
(
− λi
∫ t
0
e−λi(t−s)βis ds+ β
i
t
)
· ei
∥∥∥
V
= 0

 = 1
for every p ∈ [1,∞), every θ ∈ (0, ρ2 ) ∩ [0, 12 ] and every γ ∈ (0, ρ). Here the functions
ei ∈ V , i ∈ Nd, the real numbers λi, i ∈ Nd, and the linear operators PN : V → V ,
N ∈ N, are given in (4.1) and (4.2).
4.2. Stochastic evolution equations with a globally Lipschitz nonlin-
earity. If the nonlinearity F : V → W given in Assumption 2 is globally Lipschitz
continuous from V to W , then Assumption 4 is naturally met.
Proposition 4.4. Suppose that Assumptions 1-3 are fulfilled. If the nonlinearity
F : V →W given in Assumption 2 additionally satisfies supv,w∈V,v 6=w ‖F (v)−F (w)‖W‖v−w‖V <
∞, then Assumption 4 is fulfilled.
The proof of Proposition 4.4 is straightforward and therefore omitted. In the
remainder of this section we illustrate Theorem 3.1 with a stochastic reaction diffu-
sion equation with a globally Lipschitz nonlinearity. The next lemma describes the
nonlinearities considered in this subsection. Its proof is clear and hence omitted.
Lemma 4.5. Let d ∈ N and let f : [0, 1]d×R→ R be a continuous function which
satisfies
sup
x∈[0,1]d
sup
y1,y2∈R
y1 6=y2
|f(x, y1)− f(x, y2)|
|y1 − y2| <∞. (4.10)
Then the corresponding Nemytskii operator F : C([0, 1]d,R) → C([0, 1]d,R) given by
(F (v))(x) = f(x, v(x)) for every x ∈ [0, 1]d and every v ∈ C([0, 1]d,R) satisfies
sup
v,w∈V,v 6=w
‖F (v)− F (w)‖C([0,1]d,R)
‖v − w‖C([0,1]d,R)
<∞. (4.11)
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Let d ∈ {1, 2, 3} and V = W = C([0, 1]d,R) and let PN : V → V , N ∈ N,
S : (0, T ]→ L(V ), F : V → V and O : [0, T ]× Ω → V be given by (4.2), by (4.3), by
Lemma 4.5 and by Proposition 4.2. Then Assumption 4 is fulfilled due to Proposi-
tion 4.4 and therefore, the assumptions in Theorem 3.1 are fulfilled. In addition, the
stochastic evolution equation (3.1) reduces in this case to
dXt =
[
∆Xt + f(·, Xt)
]
dt+B dWt, Xt|∂(0,1)d ≡ 0, X0 = ξ (4.12)
for t ∈ [0, T ], where Wt, t ∈ [0, T ], is a cylindrical I-Wiener process on L2((0, 1)d,R),
where ξ : Ω → V is used in Proposition 4.2 and where the bounded linear operator
B : L2((0, 1)d,R) → L2((0, 1)d,R) is given by (4.6) with b : Nd → R used in Proposi-
tion 4.2. Moreover, the finite dimensional SODEs (2.1) reduce to
dXNt =
[
∆XNt + PNf(·, XNt )
]
dt+ PNB dWt, X
N
t |∂(0,1)d ≡ 0, XN0 = PN (ξ)
for t ∈ [0, T ] and N ∈ N. If d = 1 and b(i) = b(1) for all i ∈ N, then Lemma 4.1,
Proposition 4.2 and Theorem 3.1 yield the existence of F/B([0,∞))-measurable map-
pings Cγ : Ω→ [0,∞), γ ∈ (0, 12 ), such that
sup
0≤t≤T
sup
0≤x≤1
∣∣Xt(ω, x)−XNt (ω, x)∣∣ ≤ Cγ(ω) ·N−γ (4.13)
for every ω ∈ Ω, N ∈ N and every γ ∈ (0, 12 ). Hence, in the case d = 1 and b(i) = b(1)
for all i ∈ N, we obtain that XNt (ω, x) converges to Xt(ω, x) uniformly in t ∈ [0, T ]
and x ∈ [0, 1] with the rate 12− as N goes to infinity for every ω ∈ Ω.
4.3. Stochastic Burgers equation. In this subsection a stochastic Burgers
equation is formulated in the setting of Section 2. For this a few function spaces from
the literature (see, e.g., Chapter 5 in [37]) are presented first. By (L2((0, 1),R), ‖·‖L2 ,
〈·, ·〉L2) the R-Hilbert space of equivalence classes of B(0, 1)/B(R)-measurable and
Lebesgue square integrable functions from (0, 1) to R with scalar product 〈v, w〉L2 :=∫ 1
0 v(x)w(x) dx and norm ‖v‖L2 := (〈v, v〉L2)1/2 for every v, w ∈ L2((0, 1),R) is de-
noted. In addition, by H1((0, 1),R) the Sobolev space of weakly differentiable func-
tions from (0, 1) to R with weak derivatives in L2((0, 1),R) is denoted. The norm
and the scalar product in H1((0, 1),R) are defined by ‖v‖H1 := (‖v‖2L2 + ‖v′‖2L2)1/2
and 〈v, w〉H1 := 〈v, w〉L2 + 〈v′, w′〉L2 for every v, w ∈ H1((0, 1),R). Additionally, by
H10 ((0, 1),R) the closure ofC
∞
cpt((0, 1),R) in the R-Hilbert space (H
1((0, 1),R), ‖·‖H1 ,
〈·, ·〉H1) is denoted and the norm and the scalar product in H10 ((0, 1),R) are denoted
by ‖v‖H10 := ‖v′‖L2 and 〈v, w〉H10 := 〈v
′, w′〉L2 for every v, w ∈ H10 ((0, 1),R). The
Sobolev space (H−1((0, 1),R), ‖·‖H−1) := (H10 ((0, 1),R), ‖·‖H10 )
′ is also used below
and by ∂ : L2((0, 1),R)→ H−1((0, 1),R) the distributional derivative in L2((0, 1),R)
defined by (∂v)(ϕ) = (v′)(ϕ) := −〈v, ϕ′〉L2 for every ϕ ∈ H10 ((0, 1),R) and every
v ∈ L2((0, 1),R) is denoted.
In view of these function spaces, let W = H−1((0, 1),R) with ‖v‖W := ‖v‖H−1
for all v ∈ W and let V = C([0, 1],R) with ‖v‖V := supx∈[0,1] |v(x)| for all v ∈ V be
the R-Banach space of continuous functions from [0, 1] to R. As in Sections 4.1 and
4.2, we use the projection operators PN : C([0, 1],R) → C([0, 1],R), N ∈ N, defined
by
(
PN (v)
)
(x) :=
N∑
n=1
2
∫ 1
0
sin(npis) v(s) ds · sin(npix) (4.14)
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for every x ∈ [0, 1], v ∈ C([0, 1],R) and every N ∈ N. The semigroup is constructed
in the following well-known lemma here.
Lemma 4.6. The mapping S : (0, T ] → L(H−1((0, 1),R), C([0, 1],R)) given by(
St(w)
)
(x) =
∑∞
n=1 2 · e−n
2π2t · w(sin(npi(·))) · sin(npix) for every x ∈ [0, 1], w ∈
H−1((0, 1),R) and every t ∈ (0, T ] is well defined and satisfies Assumption 1 for
every γ ∈ (0, 12 ).
The proof of Lemma 4.6 can be found in Subsection 5.3.1. The next well-known
lemma describes the nonlinearities for the stochastic Burgers equations considered in
this section.
Lemma 4.7. Let c ∈ R be a real number. Then the mapping F : C([0, 1],R) →
H−1((0, 1),R) given by F (v) = c · ∂(v2) for every v ∈ C([0, 1],R) satisfies Assump-
tion 2.
Proof. The estimate ‖∂v‖H−1 ≤ ‖v‖L2 for every v ∈ L2((0, 1),R) implies
‖F (v)− F (w)‖H−1 = ‖c ∂(v2)− c ∂(w2)‖H−1 ≤ |c| · ‖v2 − w2‖L2
≤ |c| · (‖v‖C([0,1],R) + ‖w‖C([0,1],R)) · ‖v − w‖C([0,1],R)
(4.15)
for every v, w ∈ C([0, 1],R). This yields ‖F (v)− F (w)‖H−1 ≤ 2 r |c| ‖v − w‖C([0,1],R)
for every v, w ∈ C([0, 1],R) with ‖v‖C([0,1],R), ‖w‖C([0,1],R) ≤ r and every r ∈ (0,∞).
The proof of Lemma 4.7 is thus completed.
For this type of nonlinearities, Assumption 4 is fulfilled, which can be seen in
the following lemma. Its proof is postponed to Subsection 5.3.2 below. A related
result with can be found in Da Prato, Debussche & Temam [10] (see Lemma 3.1 and
Theorem 3.1 in [10]).
Lemma 4.8. Let V = C([0, 1],R) with ‖v‖V = sup0≤x≤1 |v(x)| for all v ∈ V , let
W = H−1((0, 1),R) with ‖v‖W = ‖v‖H−1 for all v ∈ W and let S : (0, T ]→ L(W,V ),
F : V →W and PN : V → V , N ∈ N, be given by Lemma 4.6, Lemma 4.7 and (4.14).
Moreover, let O : [0, T ] × Ω → V be an arbitrary stochastic process with continuous
sample paths and with supN∈N sup0≤t≤T ‖PN (Ot(ω))‖V < ∞ for every ω ∈ Ω. Then
Assumption 4 is fulfilled.
We emphasize that Lemma 4.8 does not assume that the driving noise process
O : [0, T ]× Ω → V is a stochastic convolution involving a cylindrical Wiener process
as considered in Proposition 4.2. In particular, Lemma 4.8 covers stochastic Burgers
equations driven by fractional Brownian motions. In the next step the consequences
of Lemmas 4.6–4.8 and Theorem 3.1 are illustrated by a numerical example.
Numerical Example. We consider the stochastic evolution equation (3.1) with
S : (0, T ] → L(W,V ), F : V → W and O : [0, T ] × Ω → V given by Lemma 4.6,
Lemma 4.7 and Proposition 4.2 with the parameters c = −30, T = 120 , ξ(ω) =
6
5 sin(pix) for every ω ∈ Ω and b(i) = 13 for every i ∈ N. The stochastic evolution
equation (3.1) then reduces to
dXt(x) =
[
∆Xt − 60 ·Xt ·X ′t
]
dt+
1
3
dWt, X0(·) = 65 sin(pi·) (4.16)
with Xt(0) = Xt(1) = 0 for t ∈ [0, 120 ] on C([0, 1],R) and the finite dimensional
SODEs (2.1) simplify to
dXNt =
[
∆XNt − 60 · PN
(
XNt · (XNt )′
)]
dt+ 13 PN dWt, X
N
0 (·) = 65 sin(pi·) (4.17)
with XNt (0) = X
N
t (1) = 0 for t ∈ [0, 120 ] and N ∈ N on C([0, 1],R). Here Wt, t ∈
[0, 120 ], is a cylindrical I-Wiener process on L
2((0, 1),R). Combining Proposition 4.2
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and Lemmas 4.6–4.8 with Theorem 3.1 then yields the existence of an unique solution
processX : [0, 120 ]×Ω→ C([0, 1],R) with continuous sample paths of the SPDE (4.16).
Moreover, Proposition 4.2, Lemmas 4.6–4.8 and Theorem 3.1 imply the existence of
F/B([0,∞))-measurable mappings Cγ : Ω→ [0,∞), γ ∈ (0, 12 ), such that
sup
0≤t≤ 120
sup
0≤x≤1
∣∣Xt(ω, x)−XNt (ω, x)∣∣ ≤ Cγ(ω) ·N−γ (4.18)
for every N ∈ N, ω ∈ Ω and every γ ∈ (0, 12 ). Hence, the solutions XNt (ω, x) of the
finite dimensional SODEs (4.17) converge to the solution Xt(ω, x) of the stochastic
Burgers equation (4.16) with the rate 12− uniformly in t ∈ [0, 120 ] and x ∈ [0, 1] as N
goes to infinity for every ω ∈ Ω. In Figure 4.1 the pathwise approximation error
sup
0≤t≤ 120
sup
0≤x≤1
∣∣Xt(ω, x)−XNt (ω, x)∣∣ (4.19)
is calculated approximatively and plotted againstN ∈ {16, 32, 64, . . . , 1024, 2048} and
two random ω ∈ Ω. More precisely, in the simulations presented in Figure 4.1, the
quantities (4.19) are approximated through the quantities
sup
t∈
{
m
4000 : m∈{0,1,...,200}
} sup
x∈
{
k
16385 : k∈{0,1,...,16385}
}∣∣Y 16384,200t (ω, x)− Y N,200t (ω, x)∣∣
(4.20)
for N ∈ {16, 32, 64, . . . , 1024, 2048} and two random ω ∈ Ω where Y N,200t : Ω →
PNC([0, 1]
d,R) with Y N,200t ≈ XNt (N Fourier nodes for the spatial discretization
and 200 time steps on the interval [0, 120 ] for the temporal discretization) for N ∈
{16, 32, 64, . . . , 1024, 2048} ∪ {16384} and t ∈ {0, 14000 , 24000 , . . . , 1994000 , 120} are suit-
able accelerated exponential Euler approximations (see Section 3 in [25]) for the
SPDE (4.16). Figure 4.1 indicates that the quantity (4.19) converges to zero with
the (from (4.18)) theoretically predicated order 12−.
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Fig. 4.1. Pathwise approximation error (4.20) against N for N ∈ {16, 32, 64, . . . , 1024, 2048}
and two random ω ∈ Ω.
5. Proofs. In this section we collect all technical proofs of the previous sections.
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5.1. Proof of Theorem 3.1. Proof. Consider the F/B([0,∞))-measurable
mapping R : Ω→ [0,∞) defined through
R(ω) := sup
N∈N
sup
0≤t≤T
∥∥F (XNt (ω))∥∥W + T + sup
N∈N
sup
0≤t≤T
(Nγ ‖Ot(ω)− PN (Ot(ω))‖V )
+
1
(1− α) + supN∈N sup0<t≤T
(
tα ‖PNSt‖L(W,V )
)
+ sup
N∈N
sup
0<t≤T
(
tαNγ ‖St − PNSt‖L(W,V )
)
(5.1)
for every ω ∈ Ω. Due to Assumptions 1-4, the mapping R is indeed finite. Moreover,
note that R is indeed F/B([0,∞))-measurable although V is not assumed to be sepa-
rable. Next consider the B([0,∞))/B([0,∞))-measurable mapping L : [0,∞)→ [0,∞)
given by L(r) := sup
{
‖F (v)−F (w)‖W
‖v−w‖V
: ‖v‖V ≤ r, ‖w‖V ≤ r, v 6= w
}
for every r ∈
[0,∞). Additionally, consider the F/B([0,∞))-measurable mapping Z : Ω → [0,∞)
given by Z(ω) := L
(
supN∈N sup0≤t≤T ‖XNt (ω)‖V
)
for every ω ∈ Ω. In the next step
the definition of R implies
‖XNt −XMt ‖V ≤
∥∥∥ ∫ t
0
PN St−s
(
F (XNs )− F (XMs )
)
ds
∥∥∥
V
+
∥∥∥ ∫ t
0
(PN − PM )St−s F (XMs ) ds
∥∥∥
V
+R
(
N−γ +M−γ
) (5.2)
for every N,M ∈ N and every t ∈ [0, T ] and the estimates ‖(PN − I)St−s‖L(W,V ) ≤
RN−γ(t−s)−α and ‖PN St−s‖L(W,V ) ≤ R(t−s)−α for every N,M ∈ N, s ∈ [0, t) and
every t ∈ (0, T ] therefore show
‖XNt −XMt ‖V ≤ R
∫ t
0
‖F (XNs )−F (X
M
s )‖W
(t−s)α ds
+R
(
N−γ +M−γ
) ∫ t
0
‖F (XMs )‖W
(t−s)α ds+R
(
N−γ +M−γ
) (5.3)
for every N,M ∈ N and every t ∈ [0, T ]. Hence, we have
‖XNt −XMt ‖V ≤ RZ
∫ t
0
‖XNs −XMs ‖V (t− s)−α ds+ (R+R4)(N−γ +M−γ) (5.4)
for every N,M ∈ N and every t ∈ [0, T ] where we used the estimate T (1−α)(1−α) ≤
RT (1−α) ≤ R(2−α) ≤ R2 in the last inequality of (5.4). Lemma 7.1.11 in Henry [22]
hence yields
∥∥XNt −XMt ∥∥V ≤ E(1−α)
(
t (RZ Γ(1 − α)) 1(1−α)
) (
R+R4
) (
N−γ +M−γ
)
≤ E(1−α)
(
T (RZ Γ(1 − α)) 1(1−α)
) (
2R4
) (
N−γ +M−γ
)
(5.5)
for every N,M ∈ N and every t ∈ [0, T ]. Here and below the functions Er : [0,∞)→
[0,∞), r ∈ (0,∞), are defined through Er(x) :=
∑∞
n=0
xnr
Γ(nr+1) for all x ∈ [0,∞) and
all r ∈ (0,∞) (see Lemma 7.1.11 in [22] for details). This shows that (XN(ω))
N∈N
is
a Cauchy-sequence in C([0, T ], V ) for every ω ∈ Ω. Since C([0, T ], V ) is complete, we
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can define the stochastic process X : [0, T ]×Ω→ V with continuous sample paths by
Xt(ω) := limN→∞X
N
t (ω) for every t ∈ [0, T ] and every ω ∈ Ω. Hence, we obtain
Xt(ω) = lim
N→∞
XNt (ω) = lim
N→∞
(∫ t
0
PN St−s F (X
N
s (ω)) ds+ PN (Ot(ω))
)
= lim
N→∞
(∫ t
0
PN St−s F (X
N
s (ω)) ds
)
+Ot(ω) =
∫ t
0
St−s F (Xs(ω)) ds+Ot(ω)
for every t ∈ [0, T ] and every ω ∈ Ω. Moreover, if Y : [0, T ] × Ω → V is a further
stochastic process with continuous sample paths and with Yt(ω) =
∫ t
0 St−s F (Ys(ω)) ds+
Ot(ω) for every t ∈ [0, T ] and every ω ∈ Ω, then we obtain
‖Xt − Yt‖V ≤ R
∫ t
0
(t− s)−α ‖F (Xs)− F (Ys)‖W ds
≤ R · L
(
sup
0≤r≤T
‖Xr‖V + sup
0≤r≤T
‖Yr‖V
)
·
∫ t
0
(t− s)−α ‖Xs − Ys‖V ds
(5.6)
for every t ∈ [0, T ]. Lemma 7.1.11 in [22] therefore shows that X : [0, T ] × Ω → V
is the pathwise unique stochastic process with continuous sample paths satisfying
equation (3.1). Moreover, (5.5) yields sup0≤t≤T ‖Xt − XNt ‖V ≤ C · N−γ for every
N ∈ N, where the F/B[0,∞))-measurable mapping C : Ω→ [0,∞) is given by
C(ω) := 2 · (R(ω))4 · E(1−α)
(
T (R(ω)Z(ω)Γ(1− α)) 1(1−α)
)
(5.7)
for every ω ∈ Ω. The proof of Theorem 3.1 is thus completed.
5.2. Proofs for Subsection 4.1.
5.2.1. Proof of Lemma 4.3. Throughout this subsection we use the notation
‖x‖2 :=
(
x21 + . . .+ x
2
d
) 1
2 for every x = (x1, . . . , xd) ∈ Rd. We first present three
elementary lemmas, which we need in the proof of Lemma 4.3. They are, for example,
proved as Lemmas 9, 11 and 12 in [24].
Lemma 5.1. It holds that
∫
(0,1)d
∫
(0,1)d
1
‖x−y‖α2
dx dy ≤ (3d)d(d−α) for every α ∈ (0, d)
and every d ∈ N.
Lemma 5.2. Let d ∈ N and let ei ∈ C([0, 1]d,R), i ∈ Nd, be given by (4.1). Then
|ei(x) − ei(y)| ≤ 2 d2 pi‖i‖2‖x− y‖2 for every x, y ∈ [0, 1]d and every i ∈ Nd.
Lemma 5.3. Let β : [0, T ] × Ω → R be a standard Brownian motion. Then
E
[
| ∫ t20 e−λ(t2−s) dβs − ∫ t10 e−λ(t1−s) dβs|2] ≤ λ(r−1) |t2 − t1|r for every t1, t2 ∈ [0, T ],
r ∈ [0, 1] and every λ ∈ (0,∞).
After these three very simple lemmas, we present now two lemmas (Lemma 5.4
and Lemma 5.5), which are the essential constituents in the proof of Lemma 4.3. The
first one will ensure the temporal regularity of the processes that are constructed in
Lemma 4.3.
Lemma 5.4. Let d ∈ N, let βi : [0, T ]×Ω→ R, i ∈ Nd, be a family of independent
standard Brownian motions and let b : Nd → R be an arbitrary function. Then
(
E
[
sup
x∈[0,1]d
∣∣ONt2 (x) −ONt1 (x)∣∣p ])
1
p ≤ C⋆

 ∑
i∈{1,...,N}d
|b(i)|2 ‖i‖(4θ+4α−2)2


1
2
|t2 − t1|θ
(5.8)
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for every t1, t2 ∈ [0, T ], N ∈ N, p ∈ [1,∞) and every α, θ ∈ (0, 12 ], where C⋆ ∈ [0,∞)
is a constant which depends on d, p, α and θ only and where the stochastic process
ON : [0, T ]× Ω→ C([0, 1]d,R) is defined through
ONt (ω) :=
∑
i∈{1,...,N}d
b(i)
(
− λi
∫ t
0
e−λi(t−s)βis(ω) ds+ β
i
t(ω)
)
· ei (5.9)
for every t ∈ [0, T ], ω ∈ Ω and every N ∈ N. Here ei ∈ C([0, 1]d,R), i ∈ Nd, and
λi ∈ R, i ∈ Nd, are given in (4.1).
Proof. Throughout this proof let α, θ ∈ (0, 12 ], p,N ∈ N with p > 1α and t1, t2 ∈
[0, T ] with t1 ≤ t2 be fixed. In addition, let C = Cd,p,α,θ ∈ [0,∞) be a constant
which changes from line to line but depends on d, p, α and θ only. We show now
inequality (5.8) for these parameters and the case with a general p ∈ [1,∞) then
follows from Jensen’s inequality. The definition of ON implies
(ONt2 (x)−ONt1 (x)) − (ONt2 (y)−ONt1 (y))
=
∑
i∈{1,...,N}d
b(i)
(∫ t2
0
e−λi(t2−s) dβis −
∫ t1
0
e−λi(t1−s) dβis
)
· (ei(x) − ei(y)) (5.10)
P-a.s. for every x, y ∈ [0, 1]d. Hence, Lemma 5.2 and Lemma 5.3 yield
E
[ ∣∣(ONt2 (x)−ONt1 (x)) − (ONt2 (y)−ONt1 (y))∣∣2 ]
=
∑
i∈{1,...,N}d
|b(i)|2 E
[∣∣∣ ∫ t2
0
e−λi(t2−s) dβis −
∫ t1
0
e−λi(t1−s) dβis
∣∣∣2] |ei(x) − ei(y)|2
≤
∑
i∈{1,...,N}d
|b(i)|2 |λi|(2θ−1) |t2 − t1|2θ
(
2dpi2‖i‖22‖x− y‖22
)2α
(|ei(x)|+ |ei(y)|)2(1−2α)
≤ C |t2 − t1|2θ ‖x− y‖4α2
∑
i∈{1,...,N}d
|b(i)|2 ‖i‖(4θ+4α−2)2 (5.11)
for every x, y ∈ [0, 1]d. Moreover, Lemma 5.3 gives
E
[|ONt2 (x)−ONt1 (x)|2]
=
∑
i∈{1,...,N}d
|b(i)|2 E
[∣∣∣ ∫ t2
0
e−λi(t2−s) dβis −
∫ t1
0
e−λi(t1−s) dβis
∣∣∣2] |ei(x)|2
≤ C
∑
i∈{1,...,N}d
|b(i)|2 ‖i‖(4θ−2)2 |t2 − t1|2θ
(5.12)
for every x ∈ [0, 1]d. In the next step the Sobolev embeddings in Subsections 2.2.4
14 D. BLO¨MKER AND A. JENTZEN
and 2.4.4 in [38] yield
E
[‖ONt2 −ONt1‖pC([0,1]d,R)]
≤ C
∫
(0,1)d
∫
(0,1)d
E
[|(ONt2 (x) −ONt1 (x)) − (ONt2 (y)−ONt1 (y))|p]
‖x− y‖d+pα2
dx dy
+ C
∫
(0,1)d
E
[|ONt2 (x) −ONt1 (x)|p] dx
≤ C
∫
(0,1)d
∫
(0,1)d
(
E
[|(ONt2 (x) −ONt1 (x))− (ONt2 (y)−ONt1 (y))|2])p2
‖x− y‖d+pα2
dx dy
+ C
∫
(0,1)d
(
E
[|ONt2 (x) −ONt1 (x)|2])p2 dx
and (5.11) and (5.12) therefore show
E‖ONt2 −ONt1 ‖pC([0,1]d,R)
≤ C
∫
(0,1)d
∫
(0,1)d
|t2 − t1|pθ ‖x− y‖2pα2
‖x− y‖d+pα2
dx dy
(∑
i∈{1,...,N}d
|b(i)|2 ‖i‖(4θ+4α−2)2
)p
2
+ C
(∑
i∈{1,...,N}d
|b(i)|2 ‖i‖(4θ−2)2 |t2 − t1|2θ
)p
2
≤ C
(
1 +
∫
(0,1)d
∫
(0,1)d
‖x− y‖pα−d2 dx dy
)
|t2 − t1|pθ
( ∑
i∈{1,...,N}d
|b(i)|2‖i‖4θ+4α−22
)p
2
.
Lemma 5.1 hence gives(
E
[∥∥ONt2 −ONt1∥∥pC([0,1]d,R)
])1
p ≤ C
( ∑
i∈{1,...,N}d
|b(i)|2 ‖i‖(4θ+4α−2)2
)1
2 |t2 − t1|θ
(5.13)
and this completes the proof of Lemma 5.4.
Lemma 5.5. Let d ∈ N, let βi : [0, T ]×Ω→ R, i ∈ Nd, be a family of independent
standard Brownian motions and let b : Nd → R be an arbitrary function. Then(
E
[
sup
0≤t≤T
sup
x∈[0,1]d
∣∣ONt (x)−OMt (x)∣∣p ])2p ≤ C⋆ ∑
i∈{1,...,N}d\{1,...,M}d
|b(i)|2 ‖i‖(8α−2)2 (5.14)
for every N,M ∈ N with N ≥M , every p ∈ [1,∞) and every α ∈ (0, 12), where C⋆ ∈
[0,∞) is a constant which depends on d, p, α and T only and where ON : [0, T ]×Ω→
C([0, 1]d,R), N ∈ N, are stochastic processes defined through (5.9).
Proof. Throughout this proof let α ∈ (0, 12 ) and p,N,M ∈ N with p > 1α and
N ≥M be fixed. In addition, let C = Cd,p,α,T ∈ [0,∞) be a constant, which changes
from line to line but which depends on d, p, α and T only. As in the proof of Lemma
5.4, we show now inequality (5.14) for these parameters and the case with a general
p ∈ [1,∞) then follows from Jensen’s inequality. We use the factorization method
(see [12] and, e.g., Section 5.3 in [13] and Section 5 in [5]) to show (5.14). For this
let Y N,M : [0, T ]×Ω→ C([0, 1]d,R) be a stochastic processes with continuous sample
paths given by
Y
N,M
t =
∑
i∈{1,...,N}d\{1,...,M}d
b(i)
∫ t
0
(t− s)−α e−λi(t−s) dβis · ei (5.15)
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P-a.s. for every t ∈ [0, T ]. By using Kolmogorov’s theorem (see, e.g., Theorem 3.3
in [13]), one can check in a straightforward way that the stochastic processes
∫ t
0
(t−
s)−α eλi(t−s) dβis, t ∈ [0, T ], i ∈ Nd, indeed have modifications with continuous sample
paths. The key idea of the factorization method is then to make use of the identity
ONt −OMt =
sin(piα)
pi
∫ t
0
(t− s)(α−1) St−s Y N,Ms ds (5.16)
P-a.s. for every t ∈ [0, T ] (see, e.g., equation (5.18) in Section 5.3 in [13]). More
precisely, combining (5.16), the well known fact sup0≤t≤T ‖St‖L(C([0,1]d,R)) ≤ 1 (see,
e.g., Lemma 6 in [24]) and Ho¨lder’s inequality gives
E sup
0≤t≤T
∥∥ONt −OMt ∥∥pC([0,1]d,R)
= E sup
0≤t≤T
∥∥∥ sin(piα)
pi
∫ t
0
(t− s)(α−1) St−s Y N,Ms ds
∥∥∥p
C([0,1]d,R)
≤ E sup
0≤t≤T
∣∣∣ ∫ t
0
(t− s)(α−1) ‖Y N,Ms ‖C([0,1]d,R) ds
∣∣∣p
≤ C
∫ T
0
E
[
‖Y N,Ms ‖pC([0,1]d,R)
]
ds .
(5.17)
Hence, it remains to bound ‖Y N,Ms ‖C([0,1]d,R) in (5.17). For this, denote IN :=
{1, 2, . . . , N}d and IM := {1, 2, . . . ,M}d. Lemma 5.2 then implies
E
[|Y N,Mt (x)− Y N,Mt (y)|2]
= E
[∣∣∣ ∑
i∈IN\IM
b(i)
∫ t
0
(t− s)−α e−λi(t−s) dβis · (ei(x) − ei(y))
∣∣∣2]
=
∑
i∈IN\IM
|b(i)|2 E
[∣∣∣ ∫ t
0
(t− s)−α e−λi(t−s) dβis
∣∣∣2] · |ei(x)− ei(y)|2
=
∑
i∈IN\IM
|b(i)|2
∫ t
0
s−2α e−2λis ds · |ei(x) − ei(y)|4α |ei(x)− ei(y)|(2−4α)
≤ C
∑
i∈IN\IM
|b(i)|2 ‖i‖(8α−2)2 ‖x− y‖4α2
(5.18)
for every t ∈ [0, T ] and every x, y ∈ [0, 1]d. In addition, note that
E
[
|Y N,Mt (x)|2
]
= E
[∣∣∣ ∑
i∈IN\IM
b(i)
∫ t
0
(t− s)−α e−λi(t−s) dβis · ei(x)
∣∣∣2]
=
∑
i∈IN\IM
|b(i)|2 E
[∣∣∣ ∫ t
0
(t− s)−α e−λi(t−s) dβis
∣∣∣2]|ei(x)|2
=
∑
i∈IN\IM
|b(i)|2
∫ 2tλi
0
s−2α e−s ds(2λi)
(2α−1) |ei(x)|2 ≤ C
∑
i∈IN\IM
|b(i)|2 ‖i‖(8α−2)2
(5.19)
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for every t ∈ [0, T ] and every x, y ∈ [0, 1]d. In the next step the Sobolev embeddings
in Subsections 2.2.4 and 2.4.4 in [38] give
sup
0≤t≤T
E‖Y N,Mt ‖pC([0,1]d,R) ≤ C sup
0≤t≤T
∫
(0,1)d
∫
(0,1)d
(
E
[|Y N,Mt (x)− Y N,Mt (y)|2])p/2
‖x− y‖d+pα2
dx dy
+ C sup
0≤t≤T
∫
(0,1)d
(
E
[|Y N,Mt (x)|2])p2 dx
(5.20)
and (5.18), (5.19) and Lemma 5.1 therefore imply
sup
0≤t≤T
E
[‖Y N,Mt ‖pC([0,1]d,R)]
≤ C
∫
(0,1)d
∫
(0,1)d
(∑
i∈IN\IM
|b(i)|2 ‖i‖(8α−2)2 ‖x− y‖4α2
) p
2
‖x− y‖(d+pα) dx dy
+ C
( ∑
i∈IN\IM
|b(i)|2 ‖i‖(8α−2)2
)p/2
≤ C
( ∑
i∈IN\IM
|b(i)|2 ‖i‖(8α−2)2
)p/2
.
(5.21)
This and inequality (5.17) then show (5.14). The proof of Lemma 5.5 is thus com-
pleted.
Proof. [Proof of Lemma 4.3] Throughout this proof letON : [0, T ]×Ω→ C([0, 1]d,R),
N ∈ N, be a sequence of stochastic processes defined through (5.9). Next note that
Lemma 5.5 implies
(
E
[
sup
0≤t≤T
‖ONt −OMt ‖pC([0,1]d,R)
])1
p
≤ C
( ∑
i∈Nd\{1,...,M}d
|b(i)|2 ‖i‖(8α−2)2
)1
2
≤ C
( ∑
i∈Nd
|b(i)|2 ‖i‖(2ρ−2)2
)1
2
M (4α−ρ)
(5.22)
for every N,M ∈ N with N ≥ M , every p ∈ [1,∞) and every α ∈ (0,min(12 , ρ4 ))
where C ∈ [0,∞) is a constant which depends on d, p, α and T only. This, in
particular, gives that ON : [0, T ]×Ω→ C([0, 1]d,R), N ∈ N, is a Cauchy sequence in
Lp(Ω;C([0, T ], C([0, 1]d,R))). Hence, there exists a stochastic process O˜ : [0, T ]×Ω→
C([0, 1]d,R) with continuous sample paths which satisfies
(
E
[
sup
0≤t≤T
‖O˜t −ONt ‖pC([0,1]d,R)
])1
p ≤ C
( ∑
i∈Nd
|b(i)|2 ‖i‖(2ρ−2)2
)1
2
N (4α−ρ) (5.23)
for every N ∈ N, every p ∈ [1,∞) and every α ∈ (0,min(12 , ρ4 )). Therefore, we have
sup
N∈N
{
Nγ
(
E
[
sup
0≤t≤T
‖O˜t −ONt ‖pC([0,1]d,R)
])1
p
}
<∞ (5.24)
for every γ ∈ (0, ρ) and every p ∈ [1,∞). This implies
P
[
sup
N∈N
(
Nγ sup
0≤t≤T
‖O˜t −ONt ‖C([0,1]d,R)
)
<∞
]
= 1 (5.25)
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for every γ ∈ (0, ρ) due to Lemma 2.1 in [27]. This yields
P
[
∀ γ ∈ (0, ρ) : sup
N∈N
sup
0≤t≤T
(
Nγ ‖O˜t −ONt ‖C([0,1]d,R)
)
<∞
]
= 1 (5.26)
and hence, we obtain that
P
[
lim
N→∞
sup
0≤t≤T
‖O˜t −ONt ‖C([0,1]d,R) = 0
]
= 1 and (5.27)
P
[
∀ γ ∈ (0, ρ) : sup
N∈N
sup
0≤t≤T
(
Nγ ‖O˜t − PN (O˜t)‖C([0,1]d,R)
)
<∞
]
= 1. (5.28)
In addition, Lemma 5.4 gives
(
E
[
‖ONt2 −ONt1‖pC([0,1]d,R)
])1
p ≤ C˜d,p,ρ,θ
( ∑
i∈{1,...,N}d
|b(i)|2 ‖i‖4θ+4(
ρ
2−θ)−2
2
)1
2 |t2 − t1|θ
≤ C˜d,p,ρ,θ
( ∑
i∈Nd
|b(i)|2 ‖i‖(2ρ−2)2
)1
2 |t2 − t1|θ
for every t1, t2 ∈ [0, T ], N ∈ N, p ∈ [1,∞) and every θ ∈ (0, ρ2 ) ∩ [0, 12 ] where
C˜d,p,ρ,θ ∈ [0,∞) is a constant which depends on d, p, ρ and θ only. This shows
(
E
[
‖O˜t2 − O˜t1‖pC([0,1]d,R)
])1
p ≤ C˜d,p,ρ,θ
( ∑
i∈Nd
|b(i)|2 ‖i‖2ρ−22
)1
2 |t2 − t1|θ (5.29)
for every t1, t2 ∈ [0, T ], p ∈ [1,∞) and every θ ∈
(
0, ρ2
)
, θ ≤ 12 . Kolmogorov’s theorem
(see, e.g., Theorem 3.3 in [13]) hence yields
P
[
sup
0≤t1<t2≤T
‖O˜t2 − O˜t1‖C([0,1]d,R)
|t2 − t1|θ <∞
]
= 1 (5.30)
for every θ ∈ (0,min ( 12 , ρ2)). This implies
P
[
∀ θ ∈ (0,min{ 12 , ρ2}) : sup
0≤t1<t2≤T
‖O˜t2 − O˜t1‖C([0,1]d,R)
|t2 − t1|θ
<∞
]
= 1. (5.31)
Combining (5.28) and (5.31) shows the existence of a stochastic process O : [0, T ]×
Ω→ C([0, 1]d,R) with continuous sample paths which is indistinguishable from O˜, i.e.,
P
[∀ t ∈ [0, T ] : Ot = O˜t ] = 1 and which satisfies sup0≤t1<t2≤T ‖Ot2 (ω)−Ot1 (ω)‖C([0,1]d,R)|t2−t1|θ
< ∞ and supN∈N sup0≤t≤T
(
Nγ ‖Ot(ω)− PN (Ot(ω))‖C([0,1]d,R)
)
< ∞ for every ω ∈
Ω, every θ ∈ (0,min ( 12 , ρ2)) and every γ ∈ (0, ρ). The proof of Lemma 4.3 is thus
completed.
5.3. Proofs for Subsection 4.3.
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5.3.1. Proof of Lemma 4.6. Proof. First, note that
∞∑
n=1
n2+2γ e−2n
2π2t ≤
∫ ∞
0
(x+ 1)2+2γe−2x
2π2t dx
≤
∫ ∞
0
8
(
x2+2γ + 1)e−2x
2π2t dx =
1
2pi
√
t
∫ ∞
0
8
( x2+2γ
(2pi
√
t)2+2γ
+ 1
)
e−
x2
2 dx
≤ 4
pi
√
t
∫ ∞
0
(x2+2γ
t1+γ
+ 1
)
e−
x2
2 dx ≤ 4
pi
√
t
∫ ∞
0
(
x4 + 1
t1+γ
+
T 1+γ
t1+γ
)
e−
x2
2 dx
≤ 4
√
2pi
t
3
2+γpi
∫
R
x4 + T 2 + 2√
2pi
e−
x2
2 dx ≤ 4(T
2 + 5)
t
3
2+γ
for every t ∈ (0, T ] and every γ ∈ [0, 12 ). The identity ‖w‖H−1 =
∑∞
n=1 n
−2pi−2
|w(√2 sin(npi·))|2 for every w ∈ H−1((0, 1),R) hence gives
sup
0≤x≤1
( ∞∑
n=N
2 · e−n2π2t · |w(sin(npi(·)))| · | sin(npix)|
)
≤ pi
√
2
∞∑
n=N
n e−n
2π2t |w(
√
2 sin(npi(·)))|
npi
≤ pi
√
2
( ∞∑
n=N
n2 e−2n
2π2t
)1
2 ‖w‖H−1 ≤ pi
√
2N−γ
( ∞∑
n=N
n(2+2γ) e−2n
2π2t
)1
2 ‖w‖H−1
≤ pi
√
2N−γ
(
4
(
T 2 + 5
)
t−(
3
2+γ)
) 1
2 ‖w‖H−1 ≤ 10 (T + 3) t−(
3
4+
γ
2 )N−γ ‖w‖H−1
for every w ∈ H−1((0, 1),R), N ∈ N, γ ∈ [0, 12 ) and every t ∈ (0, T ]. This implies
‖St(w)‖C([0,1],R) ≤ 10 (T + 3) t− 34 ‖w‖H−1 and
‖St(w)− PN (St(w))‖C([0,1],R) ≤
10 (T + 3) ‖w‖H−1
t(
3
4+
γ
2 ) (N + 1)
γ
≤ 10 (T + 3) ‖w‖H−1
t(
3
4+
γ
2 )Nγ
(5.32)
for every t ∈ (0, T ], w ∈ H−1 ((0, 1),R), γ ∈ [0, 12 ) and every N ∈ N. Therefore, we
finally obtain sup0<t≤T
(
t
3
4 ‖St‖L(H−1((0,1),R), C([0,1],R))
)
<∞ and
sup
N∈N
sup
0<t≤T
(
t(
3
4+
γ
2 )Nγ ‖St − PNSt‖L(H−1((0,1),R), C([0,1],R))
)
<∞ (5.33)
for every γ ∈ [0, 12 ). The proof of Lemma 4.6 is thus completed.
5.3.2. Proof of Lemma 4.8. In the proof of Lemma 4.8 the following well
known estimates for the analytic semigroup generated by the Laplacian are used.
Their proofs can, e.g., be found in Lemma 5.8 in [3].
Lemma 5.6. Let S : (0, T ]→ L(H−1((0, 1),R), C([0, 1],R)) be given by Lemma 4.6
and let PN : C([0, 1],R)→ C([0, 1],R), N ∈ N, be given by (4.14). Then
‖PNSt‖L(L2((0,1),R),C([0,1],R)) ≤ t−
1
4 , ‖PNSt‖L(L2((0,1),R),L4((0,1),R)) ≤ t−
1
8 ,
‖St‖L(H−1((0,1),R),L2((0,1),R)) ≤ t−
1
2 and ‖St(v′)‖L2 ≤ 4 (t+ 1) t−
3
4 ‖v‖L1
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for every t ∈ (0, T ], N ∈ N and every v ∈ C1([0, 1],R).
In addition to Lemma 5.6, the following elementary global coercivity estimate for
Burgers equation is used in the proof of Lemma 4.8 (see also Lemma 3.1 in [10]).
Lemma 5.7. Let F : C([0, 1],R)→ H−1((0, 1),R) be given by Lemma 4.7. Then
〈v, v′′ + F (v + w)〉L2 ≤ 2 c2‖v‖2L2‖w‖2C([0,1],R) + 2 c2‖w‖4C([0,1],R) (5.34)
for all twice continuously differentiable functions v : [0, 1]→ R and w : [0, 1]→ R with
v(0) = v(1) = 0 and where c ∈ R is used in Lemma 4.7.
Proof. Integration by parts and the identity
∫ 1
0
v′(x) |v(x)|2 dx = 0 imply
〈v, F (v + w)〉L2 = − 2c
∫ 1
0
v′(x) · v(x) · w(x) dx − c
∫ 1
0
v′(x) · |w(x)|2 dx
≤ 2|c|
(
‖v‖L2 · ‖w‖C([0,1],R) + ‖w‖2C([0,1],R)
)
· ‖v′‖L2
≤ 2c2‖v‖2L2‖w‖2C([0,1],R) + 2c2‖w‖4C([0,1],R) + ‖v′‖2L2
(5.35)
and therefore using integration by parts
〈v, v′′ + F (v + w)〉L2 ≤ 2c2‖v‖2L2‖w‖2C([0,1],R) + 2c2‖w‖4C([0,1],R)
for all twice continuously differentiable functions v, w : [0, 1]→ R with v(0) = v(1) =
0. The proof of Lemma 5.7 is thus completed.
In the next step note that Lemma 4.8 follows by combining the next lemma (see
also Lemma 3.1 in [10] for a related result) and a standard fix point argument (see
also Theorem 3.2 in [10]).
Lemma 5.8. Let τ ∈ (0, T ], N ∈ N and let xN : [0, τ ] → PN (C([0, 1],R)) and
oN : [0, τ ] → PN (C([0, 1],R)) be two continuous functions which satisfy xN (t) =∫ t
0 PN St−s F (xN (s)) ds + oN (t) for every t ∈ [0, τ ]. Then
sup
0≤t≤τ
‖xN (t)‖C([0,1],R) ≤ exp
(
24(c2+1)(T+1)
(
sup
0≤t≤τ
‖oN(t)‖2C([0,1],R)+1
))
, (5.36)
where c ∈ R is used in Lemma 4.7.
Proof. First, note that the definition of S : (0, T ]→ L(W,V ) in Lemma 4.6 implies
Stv − v =
∫ t
0
Ss(v
′′) ds and ‖(St − I)v‖C([0,1],R) ≤ t · ‖v′′‖C([0,1],R) (5.37)
for every t ∈ (0, T ] and every v ∈ PN (C([0, 1],R)). In the next step define the
continuous function yN : [0, τ ]→ PN (C([0, 1],R)) by
yN(t) := xN (t)−oN (t) =
∫ t
0
PN St−s F (xN (s)) ds =
∫ t
0
St−s PN F (xN (s)) ds (5.38)
for every t ∈ [0, τ ]. Here the R-vector space PN (C([0, 1],R)) is equipped with the
supremum norm ‖v‖V = sup0≤x≤1 |v(x)| for every v ∈ PN (C([0, 1],R)). Furthermore,
observe that equation (5.37) implies
yN (t2)− yN (t1)
t2 − t1 =
1
t2 − t1
∫ t2
t1
St2−s PN F (xN (s)) ds+
(St2−t1 − I) yN (t1)
t2 − t1
=
1
t2 − t1
∫ t2
t1
St2−s PN F (xN (s)) ds+
1
t2 − t1
∫ t2−t1
0
Ss ∆yN (t1) ds
(5.39)
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for all t1, t2 ∈ [0, τ ] with t1 < t2. Here and below ∆yN (t) is the second derivative of
yN (t) in the spatial variable, i.e., (∆yN (t))(x) =
(
∂2yN
∂x2
)
(t, x) for all t ∈ [0, τ ] and all
x ∈ [0, 1]. Next again (5.37) implies
lim
t1րt, t2ցt
0≤t1<t2≤τ
1
t2 − t1
∫ t2−t1
0
Ss ∆yN(t1) ds = ∆yN (t) and (5.40)
lim
t1րt, t2ցt
0≤t1<t2≤τ
1
t2 − t1
∫ t2
t1
St2−s PN F (xN (s)) ds = PN F (xN (t)) (5.41)
for every t ∈ [0, τ ]. Combining (5.39)-(5.41) then results in
∂
∂t yN (t) = ∆yN (t) + PN F (xN (t)) = ∆yN (t) + PN F
(
yN (t) + oN (t)
)
(5.42)
and Lemma 5.7 hence gives
∂
∂t ‖yN(t)‖2L2 = 2 〈yN (t),∆yN (t) + F (yN (t) + oN (t))〉L2
≤ 4c2‖yN(t)‖2L2 sup
0≤s≤τ
‖oN(s)‖2C([0,1],R) + 4c2 sup
0≤s≤τ
‖oN (s)‖4C([0,1],R)
for every t ∈ [0, τ ]. Gronwall’s lemma and the estimates x2 ≤ ex and x ≤ ex for all
x ∈ [0,∞) therefore yield
‖yN (t)‖2L2 ≤ exp
(
4c2z2T
)
4c2z4T ≤ e4c2z2T+2|c|z2+T ≤ e4(c2+1)(T+1)z2 (5.43)
for every t ∈ [0, τ ] where here and below z := max(1, sup
0≤s≤τ
‖oN(s)‖C([0,1],R)
)
. In the
next step Lemma 5.6 shows
‖yN(t)‖L4 =
∫ t
0
‖PN St−s F (xN (s))‖L4 ds
≤ 2 18 |c|
∫ t
0
(t− s)− 18
∥∥∥S (t−s)
2
( (
(xN (s))
2
)′ )∥∥∥
L2
ds
≤ 2 18 |c|
∫ t
0
(t− s)− 18 · 4 · (T + 1) · ( t−s2 )− 34 · ‖(xN (s))2‖L1 ds
≤ 64 (T + 1)T 18 |c|
(
sup
0≤s≤τ
‖xN (s)‖2L2
)
(5.44)
for every t ∈ [0, τ ]. Additionally, again Lemma 5.6 gives
‖yN(t)‖C([0,1],R) =
∥∥∥ ∫ t
0
PN St−s F (x
N (s)) ds
∥∥∥
C([0,1],R)
(5.45)
≤ 2
∫ t
0
(t− s)− 34 ‖F (xN (s))‖H−1 ds ≤ 8 |c|T
1
4
(
sup
0≤s≤τ
‖xN (s)‖2L4
)
for every t ∈ [0, τ ]. Combining (5.44) and (5.45) then yields
sup
0≤t≤τ
‖yN(t)‖C([0,1],R) ≤ 8 |c|T
1
4
(
sup
0≤t≤τ
‖yN(t)‖L4 + sup
0≤t≤τ
‖oN (t)‖L4
)2
≤ 8 |c|T 14
(
64 (T + 1)T
1
8 |c| sup
0≤t≤τ
‖xN (t)‖2L2 + z
)2
≤ 216 (|c|3 + 1) (T + 1)3
((
sup
0≤t≤τ
‖yN (t)‖L2 + z
)4
+ z2
)
.
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Inequality (5.43) therefore shows
sup
0≤t≤τ
‖yN(t)‖C([0,1],R) ≤ 219 (|c|3 + 1) (T + 1)3
(
sup
0≤t≤τ
‖yN(t)‖4L2 + 2z4
)
≤ 219 (|c|3 + 1) (T + 1)3
(
e8(c
2+1)(T+1)z2 + 2z4
)
≤ (27 (c2 + 1) (T + 1))3 e8(c2+1)(T+1)z2 ≤ e23(c2+1)(T+1)z2
and this completes the proof of Lemma 5.8.
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