The Vlasov-Poisson system with massless electrons (VPME) is widely used in plasma physics to model the evolution of ions in a plasma. It differs from the classical Vlasov-Poisson system (VP) in that the Poisson coupling has an exponential nonlinearity that creates several mathematical difficulties. In particular, while the global well-posedness in 3D is well understood in the classical case, this problem remained completely open for massless electrons. The aim of this paper is to fill this gap by proving uniqueness for VPME in the class of solutions with bounded density, and global existence of solutions with bounded density for a general class of initial data, generalising to this setting all the previous results known for VP.
Introduction
A plasma is a ionised gas, in which gas particles have dissociated into ions and electrons. The ions are positively charged and have a much larger mass than the electrons, while the electrons are negatively charged and have a much smaller mass than the ions.
To model a fully ionised plasma one should consider a coupled system involving both ions and electrons. However, since the masses of the two species have very different orders of magnitude, there is a separation between the timescales on which each species evolves. From the point of view of the electrons, the ions are very heavy and so slow-moving. For this reason, it is common to assume that the ions are stationary over the interval of observation. If one also neglects magnetic effects, one ends up with the well-known classical Vlasov-Poisson system:
(1.1)
Here the unknown f = f (t, x, v) is a probability density describing the distribution of electrons at time t, position x, and velocity v, with (x, v) ∈ T d × R d . The Vlasov-Poisson system thus describes the evolution of the electrons under the influence of the electrostatic potential U induced by the charge distribution of the entire plasma. This encodes the fact that the long-range effect is dominant over the effect of collisions between the electrons, and describes the electrostatic regime in which magnetic effects may be neglected. Observe that the electric field E can be represented in the form E = ∇G * ρ, where G is the Green kernel of the Laplacian on the torus, that is ∆G = δ 0 − 1.
(
1.2)
G may be written in the form
where G 0 is a smooth function -see [18] or [8, Lemma 2.1] . This implies that the Coulomb kernel K = ∇G has a strong singularity of order |x| −(d−1) at x = 0. It is this singularity that makes the study of the Vlasov-Poisson system mathematically challenging. Global-in-time classical solutions have been constructed under various conditions on the initial data (see for example [3] , [13] , [16] , [17] , [19] ), while global-in-time weak solutions were constructed in [2] and [12] for L p initial data. However, uniqueness is not known to hold in general for weak solutions. An important contribution to the uniqueness theory was made by Loeper [14] , who showed uniqueness for solutions of (1.1) with bounded density by means of a Wasserstein 1 stability estimate.
The Vlasov-Poisson system with massless electrons In this paper, we will consider a different model for plasma where the unknown is the repartition function of ions, instead of the one for the electrons. This model has been introduced to take into account the dramatically different order of magnitude between ions and electrons. Indeed, the electrons move much more quickly than the ions, and therefore undergo collisions much more frequently. Consequently, they approach thermodynamic equilibrium rapidly. One therefore assumes that the electrons are thermalised, obeying a Maxwell-Boltzmann law. Then their spatial density is given by e U and the induced electric field obeys a nonlinear Poisson equation with exponential nonlinearity. This leads to the so-called Vlasov-Poisson system with massless electrons (VPME):
(1.4)
The nonlinearity in the Poisson equation is the key difference between the classical and VPME systems, and a source of additional mathematical richness. Due to the difficulties created by this nonlinear coupling, the VPME system has been studied less widely than the classical system. However, global weak solutions were constructed by Bouchut [4] in the three dimensional case. In this paper we investigate the global well-posedness for the VPME system in dimension d = 2, 3.
More precisely, we begin by investigating the uniqueness of solutions and, in the spirit of the work of Loeper [14] for the classical VP system, we show uniqueness for solutions of the VPME system with bounded density. This extension is very far from trivial since the exponential term e U in the Poisson equation creates several nonlinear effects. The key estimates that allow us to achieve this result are obtained in Section 3. More specifically, the first important step is to write the electric field E as the sum of the classical field in VP, that we denote byĒ, and a perturbation E. Then, in Proposition 3.1, we develop a series of regularity estimates on the electric fieldsĒ and E that depend only on the L (d+2)/dnorm of the density ρ. This is crucial since the latter norm on ρ can be controlled uniformly (in time) thanks to our assumptions on the initial data (see Lemma 5.1) . In particular, we are able to control the full C 1,α norm of E, making the additional part in the electric field a nice perturbation of the classical electric field.
With these estimates at our disposal, in Section 4 we are able to perform a delicate Gronwall-type argument with respect to the Wasserstein distance in order to prove uniqueness and stability of solutions with bounded density. Crucial for this argument are the results from Proposition 3.5, showing quantitative stability estimates on the electric fieldsĒ and E with respect to the density ρ. This concludes the proof of uniqueness for solutions of the VPME system with bounded density.
It would also be possible to adapt other approaches to uniqueness from the classical theory to the massless electrons case, such as the method of Lions-Perthame [13] , but we have chosen to follow the framework of Loeper since it works under very general assumptions. See Remark 4.3 for further comments on our choice of approach.
The remainder of the paper is devoted to finding sufficient conditions on the initial data that guarantee the global existence of solutions with bounded densities. As mentioned before, this kind of problem has been widely investigated in the setting of the classical VP system. The key point here is that, thanks to the results obtained in Section 3, we are able to treat the additional part E of the electric field as a Lipschitz perturbation of the classical electric field appearing in VP. This means that all the classical techniques used in the literature to prove global existence of solutions to VP with bounded densities can be extended to our setting. In Sections 5 and 6 we develop the argument in the case of compactly supported initial data, in the spirit of the work of Batt and Rein [3] (see Theorem 2.4) . This has the main advantage of simplifying some of the computations allowing us to highlight the main ideas. As discussed in Remark 5.8, this case already incorporates all the main features of the problem, and the same arguments could be used to extend both the results of Pfaffelmoser [16] and of Lions and Perthame [13] to VPME.
Statement of Results

Definitions
The VPME system has an associated energy functional, which is formally a conserved quantity. It is defined by
where U is the solution of the nonlinear Poisson equation in (1.4) . In this paper, we will construct solutions of (1.4) for which E is conserved. Subsequently we will prove uniqueness for bounded density solutions via a quantitative stability estimate. For this, we will need to measure the distance between two solutions using the so called Wasserstein distances. These form a family of metrics on measures. First, we need to define a coupling between two measures. Let (Ω, F) be a measurable space, and let µ, ν ∈ P(Ω) be probability measures. A coupling is a measure on the product space, π ∈ P(Ω × Ω), which has marginals µ and ν. This means that for all
We denote the set of couplings of µ and ν by Π(µ, ν). We can use this concept to define Wasserstein distances.
We also recall an important duality property. For proofs of these basic results and further background on optimal transport distances, see [20] .
Lemma 2.2 (Kantorovich duality).
Let µ, ν ∈ P(Ω) be probability measures satisfying (2.2) for p = 1. Then
Main results
This paper is concerned with the existence and uniqueness of weak solutions to (1.4) with bounded density. As already mentioned in the introduction, the presence of the exponential term e U in the Poisson equation creates a nonlinear effect at the level of the trajectories that gives rise to several mathematical challenges. Our first main result is the uniqueness and stability in W 2 of solutions to VPME with bounded density. As a general notation, from now on we will use both ρ[f ] and ρ f to denote the density generated by f .
Theorem 2.3 (Uniqueness for solutions with bounded density).
Moreover, we have a quantitative stability estimate. Let f, g be solutions of (1.4) such that
The proof of this theorem is given in Section 4.
Once uniqueness is achieved, we aim to find sufficient conditions to prove global existence of solutions with bounded densities. The next theorem shows that this happens whenever the initial datum is bounded and compactly supported. Note that if the initial datum is bounded with compact support then the associated energy is automatically finite.
Theorem 2.4 (Existence of solutions with bounded density).
for all p ∈ [1, ∞], and has conserved energy and locally bounded mass:
This theorem is proved in Sections 5 and 6. As we shall explain later in Remark 5.8, this existence result can also be generalised to include the assumptions of Pfaffelmoser [16] or those of Lions and Perthame [13] . In other words, one may relax the assumption of compact support to a finite moment condition (as in [13] ) or some quantitative version of bounded density and smoothness in v (as in [16] ).
3 Properties of the electric field
Decomposition
As a preliminary step, as done in [10] , it will be convenient to split the electric field into a singular part, which behaves like the electric field in the classical Vlasov-Poisson system, and a more regular term. To be precise, we decompose E asĒ + E wherē
andŪ and U solve respectively
We will assume for convenience, and without loss of generality, thatŪ has zero mean over the torus:
Notice that in this way U :=Ū + U solves
The remainder of this section is devoted to the study of the equations (3.1). We consider the existence and regularity of solutions as well as their stability with respect to the density ρ. We work under the
, since later we will work with solutions of (1.4) that have this degree of integrability.
A priori regularity estimates onŪ and U
In this section we prove some a priori regularity estimates on the singular and regular parts of the potential U =Ū + U . To state them we need to define a dimension dependent set of admissible regularity exponents. Let
We also introduce the following Sobolev space of zero mean functions:
Our aim is to prove the following proposition.
Proposition 3.1 (Regularity estimates onŪ and U ).
Moreover we have the following estimates: for some constant C α,d > 0,
is well-known -see for example [6, Chapter 6] . In the following lemma, we recall some standard elliptic regularity estimates for this solution, that follow from Calderón-Zygmund estimates for the Laplacian [7, Section 9.4] , and Sobolev inequalities. Recall that the set A d is defined in (3.2).
.
In order to prove estimates on the VPME equation (1.4), we would ideally like to have good control of the regularity of the electric field, especially the singular part ∇Ū . Unfortunately the estimates in Lemma 3.2 are not strong enough to provide Lipschitz regularity for ∇Ū as we would like. However, a log-Lipschitz estimate is available. This well-known result is proved for instance in [15, Lemma 8.1] for the case where the spatial domain is R 2 . For completeness we briefly recall the proof below for general d. 
Proof. First, observe that ∇Ū can be represented in the form
where K = ∇G is the Coulomb kernel on the torus, with G defined by (1.2) . By (1.3), K has the representation
For the second term, we use the fact that
For the first term we split the integral by defining the two regions:
Then let
Thus, letting u = x − z,
it follows that for all θ ∈ [0, 1],
Altogether we obtain
Existence and regularity of U
In this section we will prove the existence of U and some useful regularity estimates. We note that the proposition below holds in any dimension d.
Proposition 3.4 (Existence and Hölder regularity of U
Then the equation
has a unique solution in W 1,2 (T d ). Furthermore, for any α ∈ (0, 1) this solution satisfies
If in addition, for some α ∈ (0, 1),Ū ∈ C 0,α (T d ), with
Proof. We prove existence of U by finding a minimiser for the functional Consider a minimising sequence h k , that is
We then need to prove that h k is uniformly bounded in W 1,2 (T d ) and that the functional E[h] is lower semicontinuous.
Observe that, by choosing h = −Ū, we get
Thus, for sufficiently large k,
We observe that
By equation (3.5) and (3.6),
Therefore we obtained that
Hence, by weak compactness of
we also have strong convergence:
Then, up to a further subsequence, we have
We claim that U is a minimiser. Indeed, by the weak convergence in
, and by the lower semicontinuity of the norm under weak convergence we have that:
In conclusion we obtained that
which proves that U is a minimiser. We now need to check that U solves the Euler-Lagrange equations. First, observe that
Then,
In the limit as η goes to 0 we obtain
Since the latter inequality is valid both for φ and for −φ, we have that
By the fundamental lemma of calculus of variations, (3.7) implies that
We now prove the desired estimates on U . Our goal is to control U C 2,α (T d ) . To do that, it is enough to prove that
Indeed, sinceŪ ∈ C 0,α , then by equation (3.8) we will have ∆ U ∈ C 0,α and, thanks to Schauder's estimates [7, Chapter 4] , this implies that U ∈ C 2,α . To obtain (3.9), we will use a priori estimates on the equation satisfied by U . For this we will need suitable L p (T d ) estimates on e U , which we will derive via energy estimates, that is, by using appropriate test functions in (3.7).
In order to give a meaning to equation (3.7), we need φ to be at least in
We will now build a test function in L ∞ ∩ W 1,2 (T d ) that will allow us to prove a regularity estimate on U . Let us consider the truncated function
, and we can use it as a test function in equation (3.7):
By definition of U k we have that e U k is increasing and converges monotonically to e U , hence by the Monotone Convergence Theorem
and we obtain that if
Since U is a solution of (3.8), we have
Since U =Ū + U , it follows that
Thus e
and hence (3.11) implies that
If we now use the function e 2 U k as test function in the equation (3.7), we obtain
Thus, as in the previous case,
and by Monotone Convergence as k → ∞, recalling (3.12) we get
Hence e U 3
Iterating n times, with n > d, we obtain
and hence
By standard regularity estimates for the Poisson equation [7, Section 9 .4],
Using Sobolev embedding for n sufficiently large, we deduce that for any α ∈ (0, 1), U ∈ C 1,α (T d ), with
Then, if
we have
and so e
Thus by Schauder estimates [7, Chapter 4]
U C 2,α (T d ) ≤ C U L ∞ (T d ) + e U − 1 C 0,α (T d ) ≤ C exp C M 1 + 1 + e 2M 1 M 2 + 1 + e M 1 .
Stability with respect to the charge density
Next we wish to study the stability of the electric field ∇U with respect to the charge density ρ. The main result of this section is the following proposition:
Proposition 3.5. For each i = 1, 2, letŪ i be a solution of
where
Now, in addition, let U i be a solution of
For the singular part, we will use a Loeper-type stability estimate for Poisson's equation on the torus. A proof may be found in [9] ; see also [14] for the case where x ∈ R d . 
For the smoother part we derive a bespoke energy estimate, using the fact that the nonlinearity has a helpful sign. 16) where C depends on the L ∞ norms of U i andŪ i . More precisely, C can be chosen such that
for some sufficiently large constant C.
Proof. For convenience, we define the constant
which will be fixed throughout the proof. Subtracting the two equations (3.15), we deduce that
The weak form of (3.17) extends by density to test functions in L ∞ ∩ W 1,2 (T d ). Since U 1 − U 2 has this regularity by assumption, it is an admissible test function. Hence
Observe that (e x − e y )(x − y) is always non-negative. Furthermore, by the Mean Value Theorem applied to the function x → e x we have a lower bound
We use this to bound I 1 from below:
For I 2 we use the fact that, again by the Mean Value Theorem,
By the Cauchy-Schwarz inequality, for any choice of α > 0
Substituting (3.19) and (3.20) into (3.18), we obtain
We wish to choose α as small as possible such that
Thus the optimal choice is α = A 2 4 . Substituting this into (3.21) gives
This completes the proof of (3.16).
Proof of Proposition 3.5. Estimate (3.13) follows directly from the Loeper-type estimate of Lemma 3.6. The only remaining task is to prove (3.14). We want to apply Lemma 3.7, which requires L ∞ (T d ) estimates onŪ i and U i (i = 1, 2). By Proposition 3.1,
Hence, by Lemma 3.7, we obtain
The Poincaré inequality for zero mean functions implies that
Hence by (3.13),
where C may be chosen to satisfy
for some suitably large C d .
Stability for solutions with bounded density
In this section we prove a W 2 stability estimate for solutions of (1.4), in the spirit of Loeper [14] . To do this we will rely on the stability estimates for the electric field that we have proved in section 3. Following the decomposition (3.1), it is useful to rewrite (1.4) in the form
Strong-strong stability
In this section, we prove a quantitative stability estimate between solutions with bounded density. Then there exists a constant C, depending on M , such that, for all t ∈ [0, T ], 
Remark 4.3. We could also adapt other approaches to uniqueness for the classical Vlasov-Poisson system to the massless electrons case. For instance, Lions and Perthame [13] prove uniqueness for solutions with bounded mass density under an additional condition involving the first derivative of the initial datum. However, the Loeper-style argument we give here requires only ρ f ∈ L ∞ (T d ), with no extra regularity requirement on f (0).
Proof. We will prove Proposition 4.1 by means of a Gronwall type estimate. To do this, we will first consider the evolution of particular specially constructed couplings π t ∈ Π(f 1 (t), f 2 (t)). First, observe that f i can be represented as the pushforward of the initial datum f i (0) along the characteristic flow associated to (1.4). That is, given f i , consider for each (x, v) ∈ T d × R d the system of ODEs
. where E i is the electric field induced by f i :
We again use the decomposition
Thus we may apply Proposition 3.1 to deduce Lipschitz regularity of E i . Overall this implies that E i has log-Lipschitz regularity, which is sufficient to guarantee the existence of a unique solution to the system (4.2). The uniqueness of the flow implies that the linear Vlasov equation
has a unique measure-valued solution g (see for instance [1, Theorem 3.1] ). This solution can be represented as the pushforward of the initial data along the characteristic flow, which means that g t satisfies
Since f i is also a solution of (4.3), and the solution is unique, it follows that g = f i . We deduce that f i has the representation (4.4). Note that here we are not yet asserting any nonlinear uniqueness, because we already fixed E i to be the electric field corresponding to f i . We use the representation above to construct π t . First, fix an arbitrary initial coupling π 0 ∈ Π (f 1 (0), f 2 (0)). We then build a coupling π t for which each marginal evolves along the appropriate characteristic flow. To be precise, we define π t to be the measure such that for all
By checking the marginals:
We have omitted the subscripts x, v, y, w in order to lighten the notation. Since by definition (4.5) we have
Moreover, since π 0 was arbitrary, we have
We will therefore focus next on controlling the growth of D(t). This amounts to performing a Gronwall estimate along the trajectories of the characteristic flow. We give the details in Lemma 4.4 below. We obtain a bound
From (4.8) it follows that
Finally, taking infimum over π 0 and applying (4.9) concludes the proof. 
where C depends on M .
Proof. Differentiating with respect to t giveṡ
We split the electric field into four parts:
Applying Hölder's inequality to (4.10), we obtaiṅ
We estimate the above terms in Lemmas 4.5-4.8 below. Altogether we obtaiṅ
Lemma 4.5 (Control of I 1 ). Let I 1 be defined as in (4.11). Then
where D is defined as in (4.7) and
Proof. First we use the regularity estimate forĒ 1 from Lemma 3.3:
The function a(x) = x log x 16d 2 is concave on the set x ∈ [0, 16de
hence the function H(x) defined in the statement is concave on R + , and
Then, since π 0 is a probability measure, we may apply Jensen's inequality to deduce that
Lemma 4.6 (Control of I 2 ). Let I 2 be defined as in (4.11). Then
where D is defined as in (4.7).
Proof. From (4.6), for all φ ∈ C(T d ) we have
We use the Loeper-type stability estimate from Lemma 3.6 to control the difference between different electric fields.
Lemma 4.7 (Control of I 3 ). Let I 3 be defined as in (4.11). Then
where D is defined as in (4.7) and C M,d depends on M and d.
Proof. Observe that
for any α > 0. To this we apply the regularity estimate on U 1 from Proposition 3.1 with α ∈ A d :
Thus we have
Lemma 4.8 (Control of I 4 ). Let I 4 be defined as in (4.11). Then
Proof. Using (4.12) again, we deduce that
To control the L 2 (T d ) distance between the electric fields we use the stability estimate in Proposition 3.5:
Growth of support
The aim of this section is to provide some a priori growth estimates on the charge density of a solution of (1.4) starting from compactly supported initial data. Since the argument is simpler in the two dimensional case, we analyse the two cases d = 2 and d = 3 separately.
A priori bounds on f and ρ f
We will always assume that we are working with solutions
as defined in (2.1). These assumptions imply a moment bound on f and
. We begin with a general interpolation result.
for some constant C depending on C 0 only. Moreover the mass density
for some constant C depending on C 0 only.
Proof. Recall that
The moment estimate (5.1) follows from the fact that for all x ∈ R, xe x ≥ −e −1 . Hence the boundedness of E[f ] implies that
This implies (5.3) by a standard interpolation argument. Fix x ∈ T d and split the integral defining ρ f (5.2) into a part close to zero and a part far from zero. We obtain, for arbitrary R > 0,
where C d is a dimension dependent constant. The optimal choice of R is
which results in the estimate
where C d depends on d and C 0 .
Two dimensional case
In this section we fix d = 2. Our aim is to prove the following a priori growth estimate on the charge density of a solution of (1.4) with bounded density.
Proposition 5.2. Let d = 2. Let f be a solution of (1.4) satisfying for some constant C 0 ,
Assume that f (0) has compact support contained in T 2 × B R 2 (0, R 0 ), for some R 0 . Then
The constant C T depends on C 0 and T .
Control ofĒ
Lemma 5.3. Let d = 2. Let f be a solution of (1.4) satisfying for some constant C 0 ,
and such that the support of f at any time t is contained in T 2 × B R 2 (0; R t ) for some function R t . Then for all x ∈ T 2 and all t ∈ [0, T ],
Proof. We follow the methods of [9, Proposition 3.3] . From the equation we have the representation
where K 0 = ∇G 0 and G 0 is the smooth function defined in (1.3). For the second term, since K 0 is continuous on T 2 and thus bounded, by Young's inequality we have
The second inequality follows because ρ f has unit mass. We estimate the first term by splitting the integral into a part close to the origin and a part far from the origin: for any δ < 1, we have
We note the following estimates on ρ f : firstly, since f is bounded with
Secondly, by Lemma 5.1 we have a uniform
where C depends on C 0 only. Substituting this into (5.6), we find
Substituting (5.9) and (5.5) into (5.4), we obtain
for C depending on C 0 only.
Control of E
Using Lemma 5.3, we obtain an L ∞ (T 2 ) control on the whole electric field E.
Let f be a solution of (1.4) satisfying, for some constant C 0 ,
and such that the support of f at any time t is contained in T 2 × B R 2 (0; R t ) for some function R t . Then
where C depends on C 0 only.
Proof. By the triangle inequality, |E| ≤ |Ē| + | E|. Since E = −∇ U , by Proposition 3.1,
for some C depending on C 0 only. Therefore, by Lemma 5.3,
Control of support
Proof of Propositon 5.2. Our goal now is to control the growth of the support of ρ f . If we know that
, then characteristic trajectories of (1.4) exist. We may then control the growth of the support of f by studying the maximal possible growth of these characteristic trajectories. Let V (t; 0, x, v) denote the v coordinate at time t of the characteristic trajectory that starts from phase space position (x, v) at time 0. We choose
then the support of f at time t is contained in T 2 × B R 2 (0; R t ) for this choice of R t . Next we use the previous estimates to perform a Gronwall type estimate on this quantity. For any fixed trajectory V (t) = V (t; x, v), observe that
Thus by Lemma 5.4
By ODE comparison with
which satisfiesż ≥ C(1 + log (1 + z)) (see Lemma A.1), we deduce that
Recalling (5.7), we conclude that
Three dimensional case
Let d = 3. We adapt estimates by Batt and Rein [3] in order to prove a growth estimate on the mass density ρ f .
Proposition 5.5. Let f be a solution of (1.4) in dimension d = 3. Assume that there exists C 0 such that
and that f is a solution with bounded density ρ f , such that f (0) has compact support contained in
The arguments of Batt and Rein [3] relate the growth of the mass density to the maximal possible growth of the characteristics corresponding to the equation, for the case of the classical Vlasov-Poisson equation. Our aim is to adapt these arguments to the massless electrons case.
Let (X(t, τ, x, v), V (t, τ, x, v)) denote the phase space position at time t of the characteristic trajectory that starts from phase space position (x, v) at time τ . Following Batt and Rein, we introduce the quantities
We use the following estimate, proved in [3] :
Lemma 5.6. Let (X(t; s, x, v), V (t; s, x, v)) denote the solution at time t of an ODE
where a is of the form
Assume that f = f (t, x, v) is the pushforward of f 0 along the associated characteristic flow; that is, for all φ ∈ C b (T 3 × R 3 ),
and that f is bounded with a uniformly bounded second moment in velocity:
Define h ρ , h η as in (5.10). Assume that there exists C * > 1 such that
Proof of Proposition 5.5. In the massless electrons case, by (1.3) the total force has representation
where K 0 = ∇G 0 with G 0 defined by (1.3) . Fix a characteristic trajectory (X(t), V (t)). Along the trajectory we have an estimate 13) where the last inequality follows from conservation of mass.
For the smooth part of the field, we use Proposition 3.1 and Lemma 5.1 to get
for some C depending on C 0 . Now, in order to apply Lemma 5.6, we need to ensure that (5.11) holds for some β > 0. To do that, we rely on the following estimate from [3] : 15) where the second inequality follows from Lemma 5.1. Recalling the definition of h η and h ρ , we may combine (5.15), (5.13) and (5.14) with (5.12), to deduce that (5.11) holds with β = 4 9 , provided that h ρ (t) −2/9 ≤ ∆ ≤ t. This allows us to apply Lemma 5.6 to obtain a better control on the term T 3 |X(s) − y| −2 ρ f (s, y) dy ds. Using (5.12) again we get
where we used that
This implies that (5.11) holds with β = 8 27 , so we may reapply Lemma 5.6 to obtain a even better control on the term T 3 |X(s) − y| −2 ρ f (s, y) dy ds, and using (5.12) again we get
After one more iteration, we get
Thus if the support of f (0) is contained in T 3 × B R 3 (0, R 0 ), then arguing as in (5.6) for d = 3 we have
If t ≥ h ρ (t) −8/81 , it follows by (5.16) and the Cauchy-Schwarz inequality that
and therefore
On the other hand, for t ≤ h ρ (t) −8/81 we trivially have
Combining these two bounds together we obtain, as desired,
Remark 5.7. We observe that for our purposes it would suffice to have a weaker version of (5.15), with an exponent strictly greater than 4/9,
The latter inequality can be proved with an elementary argument. Given β ∈ (0, 1), by Hölder inequality with p = 
|x − y|
|x − y| .
Note now that, using polar coordinates around y,
|x − y| 
provided β < 5/9, or equivalently 1 − β > 4/9.
Remark 5.8. The reader may have noticed that, thanks to the regularity estimates developed in Section 3, the additional term E plays a rather minor role when trying to estimate how the support of solutions grow in time. In the same way, if one tries to reproduce the arguments in Pfaffelmoser [16] and Lions and Perthame [13] in our setting, the additional term E will appear as a bounded Lipschitz perturbation that does not affect their estimates. For this reason, one may restate those results also in our context with minor modifications. Here we have chosen to focus on the simplified setting of solutions with compact support just to emphasise the role played by the new term E in the electric field.
Construction of solutions
In this section we show that solutions of (1.4) with bounded density do in fact exist. In particular we prove the existence of bounded density solutions for compactly supported data, i.e. Theorem 2.4. The main idea is to build solutions to a regularised equation and then extract a subsequential limit that can be shown to be a weak solution of (1.4).
Regularised VPME
We introduce a regularised version of (1.4). We define a scaled mollifier χ r by letting
Here χ : T d → R is a fixed smooth, compactly supported and (therefore) bounded function. We assume further that χ is radially symmetric, non-negative and has total mass 1. We then consider the following regularised system:
We regularise the ion density but not the electron density, in the hope that the thermalisation assumption will lead to a regularising effect. This is a slightly different approach from that of Bouchut [4] , where both densities are regularised.
Notice that we are using a technique of 'double regularisation'; for instance, if we define the 'singular' part of the electric field to beĒ r = −χ r * ∇Ū r , where
thenĒ r can be represented in the formĒ
This type of regularisation appeared in the work of Horst [11] , and has subsequently been used in many other contexts. An advantage of this approach is that the system (6.1) has an associated conserved energy, defined by
If f r converges to some f sufficiently strongly as r tends to zero, then we would expect E r [f r ] to converge to E[f ], where E is the energy of the original VPME system, defined in (2.1).
The methods of Dobrushin [5] may be used to construct solutions to this regularised system since the force-field is sufficiently regular. Dobrushin's results cannot be applied directly since the force is not of convolution type, but the method can be adapted to our case.
Lemma 6.1 (Existence of regularised solutions). For every
Proof. We sketch the proof, which is a modification of the methods of [5] in order to handle the extra term in the electric field. First consider the linear problem for fixed µ ∈ C([0, ∞); P(
Observe that even when µ is a singular probability measure, χ r * ρ[µ] is a function satisfying
Then by Proposition 3.1,
and hence E
is of class C 1 (T d ), with the uniform-in-time estimate
This implies the existence of a unique global-in-time C 1 characteristic flow. Using this flow we may construct a unique solution g
to the linear problem (6.3) by the method of characteristics. Since the vector field (v, E r ) is divergence free, this solution conserves
To prove existence for the nonlinear equation, we use a fixed point argument via a contraction estimate in Wasserstein sense, as in [5] . To prove the required contraction estimate, it is enough to show that the electric field E (µ) r is Lipschitz and has a stability property in W 1 with respect to µ:
The Lipschitz regularity (6.5) holds by (6.4) . For the stability (6.6), once again we use the decomposition E
where K is the Coulomb kernel as defined by K = ∇G for G satisfying (1.2) . This is a force of convolution type, with a Lipschitz kernel since K ∈ L 1 (T d ) and χ r is smooth, so the required stability estimate is proved in [5] . It remains to verify stability of E r with respect to µ. Consider two continuous paths of probability measures µ, ν ∈ C([0, ∞); P(T d × R d )). First note that by Young's inequality,
By the L 2 stability estimate from Lemma 3.7,
By Proposition 3.1,
Note that χ r * x G is smooth and hence Lipschitz. By Kantorovich duality for the W 1 distance we have
Thus for any
where C r,d is independent of x. Hence
We conclude that
which shows that (6.6) holds. Using the methods of [5] , we can show that the estimates (6.5) and (6.6) imply a Wasserstein stability estimate:
Since C r is independent of time, a Picard iteration proves the existence of a unique solution f r ∈ C([0, ∞); P(T d × R d )) for the nonlinear regularised equation (6.1) . This solution also preserves all L p (T d × R d ) norms, since it is the solution of the linear transport equation
is a divergence-free C 1 vector field.
Compactness
Next, we show that the approximate solutions f r converge to a limit as r tends to zero, and that this limit may be identified as the unique bounded density solution of (1.4) with data f (0). In the following lemma, we collect together some useful uniform estimates for the approximate solutions f r .
For each r > 0, let f r denote the solution of (6.1) with initial datum f (0). Then f r have the following properties:
(6.7)
(ii) Moment bounds:
(iii) Density bounds: for all r and all t ∈ [0, T ],
(v) Regularity of the electric field: for any α ∈ (0, 1),
In the next lemma, we use the above bounds to extract a convergent subsequence of approximate solutions, and show that the limit is a weak solution of (1.4) . This completes the proof of Theorem 2.4.
For each r > 0, let f r denote the solution of (6.1) with initial datum f (0). Then there exists a subsequence f rn converging in
; that is, for each time horizon
Furthermore f is a weak solution of (1.4) with initial datum
Proof. To extract the convergent subsequence, we need to make careful use of the equicontinuity in time.
are equicontinuous in the norm topology on (6.9) . They are also uniformly bounded in
By an Arzelà-Ascoli type argument we may extract a subsequence r n such that for all
(6.14)
We now want to prove that the convergence holds also in
This implies that {f r (t)} r>0 is relatively compact in
For each p ∈ [1, ∞] and t there is a further subsequence r n k and a limit g ∈ L p (T d × R d ), both depending on t and p, such that for all φ ∈ L p * (T d × R d ) (p * being the Hölder conjugate of p),
In particular, this holds for
. By (6.14), we deduce that
Thus f (t) = g. The uniqueness of the limit implies that in fact the whole original subsequence f rn (t)
Next we show that the convergence also holds for the mass density. Since f rn (t) converges in
In other words ρ rn (t) ⇀ ρ f (t) in L 1 (T d ) − w. Since, by (6.8), ρ[f rn (t)] are uniformly bounded in L p (T d ) for all p ∈ [1, ∞], the convergence also holds in L p (T d ) − w for p ∈ [1, ∞) and in L ∞ (T d ) − w * . In particular, sup
We deduce that
Next, we prove convergence of the electric field. By (6.10), for any α ∈ (0, 1),
which implies that U r (t), ∇U r (t) are equicontinuous on T d . Hence there exists a further subsequence for which U rn k (t), ∇U rn k (t) converge in C(T d ) to some U (t), ∇U (t).
We identify the limit U (t), by showing that it is a solution of ∆U (t) = e U (t) − ρ f (t). The elliptic equation for U r (t) in (6.1) in weak form tells us that for all r and all φ ∈ W 1,2 ∩ L 1 (T d ), ∇U r (t) · ∇φ + e Ur(t) − χ r * ρ fr(t) φ dx = 0.
The first two terms converge by dominated convergence, since U r (t) are uniformly bounded in C 1 (T d ).
For the term involving χ r * ρ[f r (t)], we split
For any φ ∈ L d+2 2 (T d ), we have
The right hand side converges to zero as r tends to zero by standard results on continuity in L p spaces. For r = r n k , the second term of (6.17) converges to zero as k tends to infinity, for all φ ∈ L Since U (t) ∈ C 1 (T d ) and ρ f (t) ∈ L 2 (T d ), this extends to all φ ∈ W 1,
In other words U (t) is indeed a weak solution of (6.16).
Our earlier stability estimates imply that (6.16) has at most one solution in L ∞ ∩ W 1,2 (T d ). Since U (t), ∇U (t) ∈ C(T d ) we do have U (t) ∈ L ∞ ∩ W 1,2 (T d ). Since the limit of any convergent subsequence is uniquely identified, it follows that for all t we have U rn (t) → U (t) in C 1 (T d ), where U (t) is the unique L ∞ ∩ W 1,2 (T d ) solution of (6.16) (that is, without passing to further subsequences).
Next we consider the convergence of the regularised electric field E rn [f rn (t)] = −χ r * ∇U rn (t).
This converges to −∇U (t) uniformly since, for some fixed α ∈ (0, 1), |χ r * ∇U r (t)(x) − ∇U r (t)(x)| = The right hand side converges to zero as r tends to zero, which proves the assertion. Finally, we show that f is a weak solution of (1.4) on the time interval [0, T ]. Since f r is a solution of (6.1), for any φ
be compactly supported, and let f be the unique solution of the VPME system (1.4) with initial datum f 0 and locally bounded density. Then, for all p ∈ [1, ∞) and all T ≥ 0,
where C p,T,f 0 ,M depends on p, T , f 0 and a bound on the mass.
Proof. By assumption, there exists M such that
Then, by Proposition 3.1,
Let V (t; x, v) be the characteristic trajectory beginning at (x, v) at time t = 0. Then
Let R t be a function such that f t is supported in T d × B R d (0; R t ). Then (6.18) implies that Thus, since log(1 + x) ≤ x, log (1 + z) = log (1 + 2Ct) + log [K + 1 + log (1 + 2Ct)] ≤ log (1 + 2Ct) + log [K + 1 + 2Ct]
≤ log (1 + 2Ct) + log [(K + 1)(1 + 2Ct)] = 2 log (1 + 2Ct) + log (K + 1).
Therefore 1 + log (1 + z) ≤ 2 log (1 + 2Ct) + K + 1 ≤ 1 Cż , which completes the proof.
