Abstract. Every o-minimal expansion $ of the real field has an o-minimal expansion $ in which the solutions to Pfaffian equations with definable C1 coefficients are definable.
Introduction
The main result of this paper is the following.
Theorem. Let $ be an o-minimal expansion of the real field. Then there is an o-minimal expansion $ of $ which is closed under solutions to Pfaffian equations in the following strong sense (where "definable" refers to definability in $)
. Whenever U is a definable and connected open subset of $, ω = aldx1 + ... + andxn is a 1-form on U with definable coefficients $ of class C 1, and $ is a Rolle leaf of ω = 0, then L is also definable.
The notion of Rolle leaf is due to Moussu and Roche [12] , who work in the analytic setting and were inspired by the Khovanskii-Rolle Theorem [8] .
As a special case, note that if $ is as in the theorem and $ is a C1 function satisfying $, where each $ is a definable C1 function, then f is also definable. (This follows from the theorem because the graph of f is a Rolle leaf of ω = 0, where The proof of the theorem goes as follows. After defining Rolle leaves in the C1 setting and establishing some basic facts about them in Section 1, it is shown in Section 2 that the Khovanskii theory according to Moussu and Roche [12] , [13] carries over to the o-minimal setting with C1 data, and is actually simplified in the process. Section 3 contains an axiomatic treatment of the more recent work by Lion and Rolin [10] on T∞-Pfaffian sets. In Section 4 the results from Sections 2 and 3 are combined, and the above theorem is then an easy consequence.
There are some recent results that point in the direction of the theorem. Wilkie's theorem of the complement [16] implies that the expansion of the real field by the Pfaffian functions in the sense of Khovanskii [6] is o-minimal. These Pfaffian functions are analytic and defined on all of $. Wilkie's arguments inspired Lion and Rolin [10] to introduce the notion of a T∞-Pfaffian set in the semianalytic setting and to prove a corresponding o-minimality result. Karpinski and Macintyre [5] showed that for a given o-minimal expansion $ of the real field, the expansion of $ by (total) C∞ functions which are Pfaffian relative to $ remains o-minimal.
It remains to be seen whether the extra generality of this paper's main theoremroughly speaking, C1 leaves versus C∞ functions -is genuine. This issue may be related to the open problem whether the o-minimal structures of [5] , [10] , [16] and of this paper are model complete in their natural languages.
I thank L. van den Dries, A. Khovanskii and S. Starchenko for their helpful sug¬ gestions and comments on the writing of this paper.
Conventions. Throughout this paper the letters k, l, m, n, p, q range over $.
For any set 5 we denote by | S | the cardinality of S.
We let $ denote the linear span of vectors υ l ,...,υk in a vector space E.
A box in $ is a cartesian product of open intervals (a, b) with $ and a < b. If we only allow $, then we call the resulting box a rational box.
Let $. We write cl(A), int(A), $ and $ for the topological closure, interior, boundary and frontier of A, respectively. By "component" we always mean "connected component".
For $ and any $, we denote by $ the fiber of A over x.
We equip $ with the usual metric d, which for m > 0 is given by $.
We also set $. For δ > 0 we let $ and $.
For a map ι: {1,...,k} → {1,...,n} we let $ be the map given by $.
(In the case k = 0 the map Π1 sends every $ to the single element 0 of $.) If ι(i) = i for i = 1,..., k, then we also write Πk in place of Πι.
All manifolds are assumed to be nonempty C1 submanifolds of some $, and are also assumed to be embedded submanifolds, unless specifically referred to as immersed submanifolds.
Definition.
A manifold $ is in standard position if for every strictly increasing map ι: { 1 , . . . ,k } → {1,...,n} there is a $ such that Πι|M has constant rank d.
Remarks.
Let n > 0 and $ be a manifold in standard position.
(1) Let ι :{l,...,k} → {l,...,n} be a strictly increasing map, and put $. Let î:{1,...,n-k) → {1,..., n} be the unique strictly increasing map satisfying $.
Then by the rank theorem, for every $ the fiber $ is either empty or a manifold of dimension dim(M) -d.
(2) Let $ and $ be such that $.
Then for every $ we have $, and so by the previous remark the two vector spaces are the same. Thus if $, then Πl,|Ma has rank e -d, where e is the rank of Πk +l|M and d is the rank of Πk|M. This argument shows that Ma is a manifold in standard position, and if Ι : { 1 , ...,l} → {1, ...,n -k} is an increasing map, then the rank of Πι |Madoes not depend on the particular $.
Generalities on Rolle leaves
Let $ be open and let ω = a1dx1 + ... andxn be a 1-form on U of class C1, that is, each $ is a C1 function. Put $ (so S(ω) is a closed subset of U). We call ω nonsingular if $. We think of "ω = 0" as defining a hyperplane field on U\S(ω): it assigns to each $ the hyperplane $ under the usual identification of $ with $.
1.1.
Definition. An integral manifold of the equation ω = 0 is an (n -1)-dimen¬ sional immersed C1 submanifold M of U\S(ω) such that TyM= ker(ω(x)) for all $. (Note: since $ is only immersed, the manifold M does not necessarily have the topology induced by $.) A leaf of ω -0 is a maximal connected integral manifold of ω = 0. As for general manifolds, we make the convention that all integral manifolds and leaves are assumed to be embedded unless otherwise indicated.
is tangent at some point to the hyperplane field defined by ω = 0, that is, there is $ such that coω(γ(t))(γ′(t))= 0.
Example.
Let ω be an integrable 1-form, that is, $.
Then the leaves of ω = 0 form a partition of U\S(ω), called the foliation defined by ω = 0, see [15] . By the Rolle-Khovanskii Lemma [7] , if L is a leaf of ω = 0 such that U\L has exactly two connected components and each component has L as its boundary in U, then L is in fact a Rolle leaf.
Remark. Note that Rolle leaves of ω = 0 are defined here even if ω is not integrable, in contrast to [12] . This is convenient but does not add to the generality of the main result (see [13] for an explanation in the analytic context; a similar argument works here). To see this, note first that $, and that Γ(f) is closed inU and is clearly an (embedded) n-dimensional C1 submanifold of U. Next, the connectedness of V implies that U\Γ(f) has exactly two connected components $ and $. Now let γ:[0,l] → U be a C1 curve with $.
We may clearly assume that $ and $, and that γ((0,1)) is contained in one of the two connected components.
We claim that then ω(γ(0))(γ′(0)) and ω(γ(l))(γ′(l)) must have different sign. For if ω(γ(0))(γ′(0)) > 0, say, then there is an ε > 0 such that $, and so by the This function f satisfies the following equations:
Let now C′ be the connected component of $ that contains x; it clearly suffices to show that C′ is contained in the graph Γ(f) of f. Let $ be such that $, and choose ε>0 and a C1 curve γ = (γ1,...,γn): ( -ε, 1 + ε) → C′ such thatγ(0) = x and γ(1) = γ. Note that by hypothesis onC we have $ for $, that is, $ for all such t, w h e r e $. O n t h e o t h e r h a n d , w e define $ [4] ) that γn = h. In particular $, and since $ was arbitrary, this finishes the proof of the lemma. □ Assume in addition that σ is a diffeomorphism onto a submanifold N of U. If ω is transverse to N and $ is a Rolle leaf of ω = 0, then σ*ω is nonsingular and each component of
is a Rolle leaf of σ*ω = 0. More generally, if $ is a finite family of 1-forms on U which is transverse to N, then the family $ is transverse (to V).
Khovanskii theory over an o-minimal structure
Van den Dries noticed some time ago that the Khovanskii theory in [12] could be adapted to the o-minimal setting. In particular, he proved Lemma 2.5 below, replacing a rather special semianalytic argument about carpeting functions in [12] .
From now on we let $ be an o-minimal expansion of the real field. (See also [2] , [3] , [14] for general background on o-minimal structures.) Throughout this section "definable" means "definable in $ with parameters in $", $ is a definable open set and Ω = (ω1,...,ωq) is a finite family of definable 1-forms of class C1 on U, that is, each ωi is of the form ωi = ai,1dx1 + ··· +ai,ndxn with each $ a definable C1 function. (ii) for each positive real r the set $ is bounded in $.
Lemma. Let
(Of course, (ii) is automatic if C is itself bounded.)
Example.
Let u l , . . . , u n be positive real numbers. Then the quadratic form $ is a positive form on $. More generally, if $ and $ is a definable cell of dimension n, then by [3] there is a definable homeomorphism $. Thus, the function $ is a positive form on C.
Lemma. Let N be a definable C 2 cell contained in U, and suppose that $ and that Ω is transverse to N. Then there is a positive form $ on N of class C1 such that the (definable) set
Proof. By [3] there is a definable diffeomorphism $ of class C2, where $.
Replacing n by d, N by $ and each ωi by its pullback σ*ωi, we may reduce to the case that $ and each ωi is a definable 1-form of class C 1 on $ with $.
For $ with all ui > 0, let
where $ is as in Example 2.4. If dim(Du) < n for some u as above, the proof is finished. So assume for a contradiction that dim(Du) = n for all u as above. Proof. We proceed by induction on $ and q. The cases d = 0 or q = 0 being trivial, we assume that d > 0 and q > 0 and that the result holds for lower values of d or q. By Lemmas 1.6 and 2.1, it suffices to consider the case that A = N is a C2 cell contained in U and Ω is transverse to N. Note that then $. For each i we let Li be a Rolle leaf of ωi = 0, and we put $.
By the inductive assumption there is a $ (depending only on N and Ω', but not on the particular Rolle leaves) such that the manifold $ has at most K components. Let C be a component of $. If $, then by the Rolle property of Lq (and the fact that C is a connected C1 manifold of dimension 1), C is tangent at some point $ to the hyperplane field defined by ωq = 0, which contradicts that ωq is transverse to $. So $ for each component C of $. Hence $.
Case d > q. Let B be a closed definable subset of N with the property described in Proposition 2.2, in particular dim(B) < d. By the inductive hypothesis there is a $ independent of the particular Rolle leaves chosen, such that $ has at most K compo¬ nents. Hence by Proposition 2.2, the set $ has at most K components. Lemma 1.6 now implies that each component of $ is a manifold, so the theorem is proved. □ Proof. Applying Theorem 2.6 with A and $ in place of Ω, we obtain a bound $ such that whenever Li is a Rolle leaf of ωi = 0 for i = 1,..., q and Lq+j is a Rolle leaf of $ for j = 1,..., m, then the set $ is a union of at most K' connected manifolds.
Next, note that for each real constant c and each $, the subset of $ defined by the equation xj = c is a Rolle leaf ofdxj = 0. Therefore, every connected com¬ ponent of the set $ is a Rolle leaf ofdxj|U = 0. Let $ be such that each set $ with $ has at most K" components. An $-Pfaffian set is a finite union of basic $-Pfaffian sets.
Lemma.
Let 
Λ∞-sets
We define in this section the notion of a "Λ∞-set", which Lion and Rolin [10] in¬ troduced in the analytic context (under the name "T∞-Pfaffian set"). We use an axiomatic setting similar to Wilkie's [16] , except that we replace his "DSF" condition by Axiom (VII) below. In this setting, every Λ∞-set has finitely many connected components, and the collection of Λ∞-subsets of In (for various n) forms a structure on $.
(In contrast to [10] , we do not use the "Cauchy-Crofton formula" here.) In particular, this structure is o-minimal.
A particular instance of this axiomatic setting is provided by the collection of $-Pfaffian sets defined at the end of Section 2. This fact will be used in Section 4 to define the "Pfaffian closure" of the corresponding o-minimal expansion $ of the field of real numbers.
We now fix a system $ of collections Λn of subsets of $. A set $ is called a Λ-set if $. We assume that Λ satisfies the following axioms: given $, 
Definition.
A set $ is a basic Λ∞-set if there are k, l, parameters $ for all $, and a Λ-set $, such that (i) for each pair ( i,j) the fiber $ is compact;
(ii) for each i the sequence (W(i,j))j of subsets of $ is decreasing, where $; (iii) the sequence (W(i))i is increasing, where $; and (iv) $.
In this case we say that X is obtained from W. A Λ∞-set is a finite union of basic Λ∞-sets.
Remark. Let $ be a basic Λ∞-set obtained from $.
(1) If π is a permutation of {1, . . . , m } , then $ is a basic Λ∞-set. 
Lemma. Every Λ-set is a Λ∞-set.
Proof. Let $. By Axiom (V) and Remark (3) above, we may assume that W is closed. Let $.
Then $, and W can be written as the increasing union of the compact sets $ for nonzero $. □
Proposition. Let
$.
Then there is an $ such that every basic Λ∞-set obtained from W has at most N components. In particular, every Λ∞-set has finitely many components.
Proof Let N be the bound obtained for W from Axiom (VI). Now note that if $ is the intersection (resp. union) of a decreasing (resp. increasing) sequence (K(i))i of compact subsets of $ and if each K(i) has at most N components, then K also has at most N components. □
Proposition. The collection of Λ∞-sets is closed under taking finite unions, finite intersections, projections and topological closure.
Proof. Closure under taking finite unions and projections is obvious from the definition of Λ∞-set. For finite intersections, let $ be basic Λ∞-sets obtained from $ and $, respectively. Then $ is a basic Λ∞-set obtained from $.
Therefore the set $ is a basic Λ∞-set obtained from $, where $ and $. But $, which finishes the proof for finite intersections.
For topological closure it clearly suffices to consider basic Λ∞-sets. We first let $ be a bounded basic Λ∞-set obtained from $ as in 3.1, with n = k + m + l. We define a Λ-set $ with $ by $.
Note that $ for all i, j and η (we refer the reader to the introduction for the definition of the T operator). We claim that there are sequences (θ(i))i with $ and (η(i))i with $, such that $ is a decreasing sequence of compact sets with intersection cl (X).
We use the notation introduced in Definition 3. By the argument above, for each nonzero $ there are sequences (θ(i,j))j and (η(i,j))j such that $ is the decreasing intersection of the compact sets $. Since cl( X) is the increasing union of the sets $, the lemma is proved. □ 3.5. Remark. Let $ be basic Λ∞-sets obtained from Wand W′, respectively. The proof above shows that $ is a basic Λ∞-set obtained from a Λ-set $ that depends only on W and W′, but not on the particular sets X and X'.
The difficult part is to prove that the collection of Λ∞-subsets of Im is closed under taking complements. The main step in the proof is to show that the boundary of a bounded Λ∞-set is contained in a closed Λ∞-set with empty interior (see Lemma 3.10 below). We will do this by induction on m, using a fibering argument. First we show that for a Λ∞-set, taking the closure of its fibers is "almost everywhere" the same as taking the fibers of its closure.
Lemma. Let
$ be a Λ∞-set with $. Then the set $ is countable.
Proof. The following short proof is due to Chris Miller. The case m = 1 follows from Proposition 3.3, so we assume that m > 1. For each $ there is a box $ such that $, but $. Hence $, where U ranges over all rational boxes in $ and $.
One easily verifies that for each U the set BU is contained in the frontier of the Λ∞-set $.
So by Proposition 3.3 each BU is finite. □ Next we prove a lemma similar to the above, but with "Hausdorff limit" in place of "closure" (see Lemma 3.8 below). Recall [9] , Section 21. VII that for any two nonempty compact sets $ the Hausdorff distance d(S,T) is the greater of the two values max $ and max $.
The set of all nonempty compact subsets of $ equipped with the Hausdorff metric is a metric space in which every closed and bounded subset is compact.
Let $ for $ be compact sets, and let $ be a nonempty compact set. The sequence (K(i))i converges to K if $ for all i, and for every ε > 0 there is an i such that d(K(j), K) < ε whenever $. The set K is a Hausdorff limit of (K(i))i if a sub¬ sequence of (K(i))i converges to K, or equivalently, if for every ε > 0 there are infinitely many i such that $ and
Assume now that the sequence ( K(i)i is bounded, that is, there exists an R > 0 such that $ for all i. If $ for infinitely many i, then (K( i))i has a (non¬ empty) Hausdorff limit. If each K(i) is nonempty and (K(i))i converges to K, then K is precisely the set of all accumulation points of sequences (xi)i with each $ (recall that an accumulation point of (xi)i is by definition the limit of a convergent subsequence of (xi)i).
Lemma. Let $, and let (K(i))i be a bounded sequence of nonempty compact subsets of $ converging to a nonempty compact set K. Assume that $ is such that $ and Ka is not a Hausdorff limit of (K(i)a)i. Then there are open boxes
$ such that $ for each j = 1,..., l, and for all sufficiently large i there is a j such that
$.
Proof. If m = 1 the lemma is trivial, so we assume that m > 1. By the definition of Hausdorff limit, there is an ε > 0 such that for all sufficiently large i we have either $, or $, or $. If $ for all but finitely many i, then ($) is trivial, so we assume that $ for infinitely many i. Passing now to the subsequence of all K(i) with $, we may clearly assume that $ for all i.
Claim. $ for all sufficiently large i.
Proof. If $ for infinitely many i, then there is a strictly increasing sequence (ij)j and there are points $ for each j such that $. Since (K(i))i is bounded, the sequence (xj) has an accumulation point $.
By the remark before the lemma, since K is the limit of the sequence (K(i))i, we have $, which contradicts that $ for all j, so the claim is proved. Fix U=(U1,...,Ul) and let $ be such that each $ has at most Nj components. We show that $, which clearly finishes the proof of the lemma.
Assume for a contradiction that there are distinct elements $, and choose $ such that the intervals $ for p = 1,..., N + 1 are disjoint. Choose an i so large that for each p there is a $ with $. Then for some j there are distinct $ such that $ for each $.
On the other hand, since $ and the sequence (K(i)i converges to K, we may assume that i is so large that $ for each q. Then $ has at least Nj + 1 components, contradicting our choice of Nj. □ 3.9. Remark. By definition any Λ∞-set is a countable union of compact sets. Therefore:
$ is a Λ∞-set with empty interior, $, then $ has empty interior.
i
(ii) If $, then a Λ∞-set $ has empty interior if and only if the set $ has empty interior.
Lemma. Let $ be a bounded Λ∞-set. Then bd(X) is contained in a closed Λ∞-set with empty interior.
Proof. We may assume that X is a nonempty basicΛ∞-set, say obtained from $ as in Definition 3.1; we adopt here the notation set up there. Since X is bounded, we may assume that $ for some $.
By Axiom (VII) there are manifolds $ in standard position such that $.
This means (by the remarks at the end of the introduction) that each nonempty fiber $ with $ is a manifold, and there is a $, independent of ε, such that whenever $ is nonempty the map $ has constant rankdp. Let S be the set of indices $ for which dp < m.
We call a set $ an approximation of bd(X) whenever Y is obtained from the sets Wp in the following way:
(i) For each p, i and j we let $.
(ii) If p and i are such that $ for infinitely manyj, then we let $ be a Hausdorff limit of ( Kp(i,j))j; otherwise we put $.
(iii) If p is such that $ for infinitely manyi, then we let $ be a Hausdorff limit of (K(i))i; otherwise we put $.
(iv) We let$.
(These Hausdorff limits exist because $ for every $.) For the rest of the proof we fix an arbitrary approximation Y of bd(X), and we use the notation established above. Passing to subsequences if necessary, we will assume that whenever $ the sequence (Kp(i,j))j converges to Kp(i), and whenever $ the sequence (Kp(i))i converges to Kp. The following claims establish the conclusion of the lemma for Y. Since $, the sequence of sets $ is a decreasing sequence of compact sets with intersection Kp. This proves Claim 1.
Claim 2. Y contains bd(X).
Proof. Since X is the union of the increasing sequence of compact sets (W(i))i, every point $ is the limit of some sequence (ai)i with each $. Hence in order to show that $ it suffices to show that $ for each i.
Fix an i and let $. Note that if Kp(i) is nonempty, then the sequence (Kp(i,j))j converges to Kp(i). Therefore, it suffices to show that for every r > 0 the box B(a,r) contains a point of $ for some $ and some j =j(i,r). Let $, and note that $.
Since each Wp is in standard position, each fiber $ is a manifold, and there is an $, independent of (ε, a), such that whenever $ is nonempty, then the projection $ has constant rank ep.
By the second remark after Definition 3.1 and the definition above, a set $ is an approximation of bd(Xa) whenever Y' is obtained from the sets Wp in the following way:
(ii) If p and i are such that $ for infinitely many j, then we let $ be a Hausdorff limit of ((K′)p(i,j))j; otherwise we put $ (iii) If p is such that $ for infinitely many i, then we let $ be a Hausdorff limit of ((K')p(i))i; otherwise we put $.
(iv) We let $.
Consider now the set $.
By the inductive hypothesis, for each $ the set Ya has empty interior. So if H has empty interior, then Claim 1 and Remark 3.9 (ii) imply that the set Y has empty interior, which then proves Claim 3. We therefore need to prove that $; in fact, we show that H is countable.
By definition the set H is contained in the union of the following sets:
It is therefore enough to prove that each of these sets is countable. Since $, we have $, so each Gp(i,j) is countable by Lemma 3.6. The boundedness of the sequences (Kp(i,j))j and (Kp(i))i, Claim 1 and Lemma 3.8 imply that each Gp(i) and each Gp is countable. It remains to show that G is countable.
Note that $, and let $; then we must have dp = ep = m -1. So from the rank theorem we get $ whenever $. Proof. Let G l ,..., GK be as in (I)m with Z in place of X. Clearly (I)m then also holds for X, since each $ is the graph of the continuous function $. Since the Gi partition Z and (II)m holds with Z in place of X, it suffices to prove for each i that the complement Gi\X as well as the components of both $ and Gi\X are Λ∞-sets. So we fix an i; by the remark after Definition 3.1, we may reduce to the case that π i, is the identity map. Then by the inductive hypothesis, the set Πm-1(Gi\X) as well as the com¬ ponents of both $ and Πm-1(Gi\X) are Λ∞-sets, so the claim follows.
We now return to the proof of the theorem; there are two cases to consider. 
Pfaffian closure
Let $ be an expansion of the real field; in this section "definable" means "definable in $ with parameters in $" unless otherwise indicated. Let $ be the collection of all Rolle leaves of nonsingular definable 1-forms of class C1 on $ (for various n). We write $ for the expansion of $ by all $.
Theorem.
If $ is o-minimal, then the structure $ is o-minimal.
Proof Let Λn be the collection of $-Pfaffian subsets of $, $, as defined in Section 2. By the results in that section, the system Λ = (Λn)n satisfies Axioms (I)-(VII). Let $ be the collection of all Λ∞-sets $ as defined for Λ in Section 3. By Corollary 3.13, the collection ($) m forms an o-minimal structure on I. For each m we let $ be the (definable) homeomorphism given by $, and we let $ be the collection of sets $ with $. Then the collection $ gives rise to an o-minimal expansion $ of $. A routine argument shows that the graphs of addition and multiplication belong to $. But If C is a component of $, then σ-1 (C) is a Rolle leaf of the pullback σ*ωi, for each i. Since each $ has finitely many components, we may further reduce to the case that $ and each ωi is a nonsingular definable 1-form of class C1 on $. But now each Li is definable in $, so the lemma is proved. □ In particular, if ω is a definable 1-form of class C1 on some definable open set $ and L is a Rolle leaf of ω = 0, then L is definable in $.
4.3.
Definition. An expansion $ of the real field is Pfaffian closed if every $ is definable in $. Any expansion $ of the real field admits a smallest expansion $ which is Pfaffian closed: just repeat the process of adding all Rolle leaves as above to obtain a chain of expansions defined by $ for $. Now with $, we put $;
we call $ the Pfaffian closure of $.
The theorem of the introduction is now proved by applying Theorem 4.1 and Lemma 4.2 successively to each of the expansions $ above. The proof of the corollary is based on the following observation. A set $ is a limit of a set $ if for each finite set $ there is an $ such that $.
Lemma.
If S is definable in some o-minimal expansion $ of the field of real numbers, then X is also definable in $.
Proof. By model-theoretic compactness, there is an elementary extension $ of $ and an $ such that $ (where S* is the subset of ($*)m + n defined by the formula that defines S). Since the underlying set of $ is $, $ is a tame extension of $, so the Marker-Steinhorn theorem [11] implies that X is definable in $. □ Proof of Corollary 4.4. Let $ be a basic Λ∞-set obtained from $. Then X is a limit of $. By Lemma 4.2, the $-Pfaffian set W is definable in $, so Πk + m(W) is definable in $. Thus the previous lemma implies that X is definable in $.
□
