Introduction
New communication technologies motivate the development of more demanding applications that require the exchange of secure information, such as electronic mail, electronic banking, medical databases, multimedia, secure wireless systems and electronic commerce. Cryptography provides several security services at different levels by using powerful mechanisms to protect data, but this comes at the expense of computing power. The more demanding applications require that the cryptographic applications have a high throughput and high flexibility [1] .
Cryptographic algorithms are more efficiently implemented in custom hardware than in software running on general-purpose processors [2] . Authentication algorithms or hash functions, considered cryptographic algorithms, do not cipher the complete message; they are based on compression functions that generate blocks of length m from blocks of length n. The MD5 message digest algorithm is used to generate a 128-bit output from an input message of arbitrary length. This output is a compressed but irreversible representation of the entire input message, determining whether the message has been tampered within transit. Using MD5 in HMAC (keyed-Hash Message Authentication Code) processes, authentication of data can be provided in applications such as IPsec and SSH. Although hardware implementations are even more efficient for a specific instance, they depend on the design efficiency [2] . For MD5 hardware architectures there is a data dependence, which limits the throughput that these architectures achieve. Similar structures can be found in other algorithms with data dependence, and so it is necessary to provide solutions for designing efficient hardware architectures for these algorithms. In this paper, a new functional description is proposed focusing on improving the performance in order to achieve a high throughput/area ratio.
MD5 Algorithm
Many security protocols like in IPSec or SSH, utilize MD5 algorithm for electronic funds transfer, authentication of electronic data transfers and encrypted data storage. This hash function is important and widely deployed [3] . For example, Secure Sockets Layer version 3 (SSL3) uses a concatenation of MD5 and SHA-1 algorithms as part of the client authentication process.
MD5 is a 128-bit hash function, which produces a 128-bit output, called message digest, from an arbitrary length input message. The first step is to split the input message into blocks of 512 bits. Next, each 512-bit block is padded into 32-bit data words. It requires a 128-bit state buffer consisting of four 32-bit words, see Fig. 1 (A) . The compression function consists of 32-bit elementary operations, such as addition, XOR, AND, OR, and rotation. This compression function is used 64 times for each 512-bit block, where each round mixes the entire message block into the state buffer. After 64 rounds, initial and final state buffers are added to produce the output [4] .
The computational structure of each round of this algorithm is depicted in Fig. 1 (B) [5] . In general, the value 
Proposed Hardware Architecture and FPGA Implementation
Three hardware architectures are developed:
• Architecture 1 -the basic modular architecture with minimal FPGA gate requirements, which is a straightforward design, • Architecture 2 -partially unrolled architectures, which uses unrolling technique to improve the throughput of the straightforward design, and • Architecture 3 -final architecture that uses a new functional description.
Each one of these architectures was developed to obtain a high throughput, using minimal hardware resources and decreasing critical path.
The MD5 architectures are written in VHDL and simulated in FPGA Advantages 6, and implemented in Xilinx ISE 9 for the measurement of hardware parameters such as used logic and clock frequency. The proposed architectures are implemented on a Virtex-II Xilinx FPGA (XC2V1000-6) for the purposes of validation and comparison between the proposed architectures. In the Sect. 4, comparisons against related work are made.
Architecture 1: Basic Modular Architecture. This hardware architecture is a straightforward implementation of MD5 algorithm that besides providing a basic work platform is optimized to achieve better performance, see Fig. 2 . The throughput is improved by using modular parallelization, defining data buses and designing specialized functional modules. Also, paths are balanced and required latency is reduced to have the high performance and compact architecture. The critical path is on the MD5 Round v1 module, which executes main operations and updates state buffers, see Fig. 3 .
A Post-Place & Route (P&R) simulation model was created to validate the operation of each design. The implementation data taken from the P&R report are shown in Table 1 . By analyzing the MD5 v1 hardware architecture, we identified that using partial unrolling could improve the throughput of the hardware architecture. tially unrolled architectures that reached throughputs of 0.632, 0.836, and 0.789 Gbps, respectively. Figure 4 shows the MD5 v2 4l architecture, which is a 4-loop partially unrolled. The main module of this architecture is MD5 Round v2 4l that was obtained by modifying MD5 Round v1. Despite of the feedback and data dependence of the MD5 algorithm, the partially unrolled implementations improve the throughputs, by using more hardware resources. Results indicate that unrolling or using more hardware resources does not necessarily improve the overall performance when comparing among architectures with different levels of unrolling. For example, MD5 v2 4l improves the performance of MD5 v2 2l (four loops versus two loops), but MD5 v2 8l does not improve the performance of MD5 v2 4l (eight loops versus four loops). The 4-loop partially unrolled architecture, MD5 v2 4l, has the best throughput, reaching 0.836 Gbps. From these results it can be seen that, for this type of algorithms, fully unrolled architecture does not necessarily leads to higher throughput, being necessary to find a good trade-off between the number of unrolled loops and hardware resources. MD5 v2 4l is the partially unrolled architecture with the highest throughput. Next, a new architecture is proposed, which has a shorter critical path, thus a higher throughput.
Architecture 3: Final Proposed Architecture. In this part, the final MD5 architecture, MD5 v3, is developed by modifying the MD5 v2 4l architecture. In order to increase the throughput, it is needed to reduce the critical path. For reducing critical path, the general idea is to group logic components, by dividing its MD5 Round v2 4l module into several new functional blocks (RFx). This division depends on the unrolled-loop number; therefore there are four new functional blocks. Figure 5 shows MD5 v3 architecture, which consists of four new RFx functional blocks. Each of these RFx modules is integrated by 4 loops, which are partially unrolled. Implementation results of the MD5 v3 are shown in Table 1 , reporting a throughput of 1.030 Gbps.
The MD5 v3 critical path is shorter than the critical path of MD5 v2 4l architecture, due to the new functional description. The feedback in each RFx shows a reduced path time, each RFx is used four times, and after, the next RFx is used. The main goal of this work is to achieve high throughput, for ciphering data at a rate of 1 Gbps. The unrolled architectures report limited throughput, because they connect more hardware resources with large paths. The architecture MD5 v3 reduces this path by proposing a new functional description, which is based on partially unrolled loops. In Table 1 , there are two metrics than can be highlighted: hardware resources and implementation efficiency (throughput/area); MD5 v1 presents the most compact architecture, but with a low throughput, whereas MD5 v2 4l has the highest efficiency, using adequately fewer hardware resources to compute the hash result. As result, the 4-loop partially unrolled architecture (see Fig. 5 ) improves the throughput significantly at the cost of higher FPGA resource requirements. Although MD5 v3 utilizes the same number of unrolled loops that MD5 v2 4l, the specialization of functional blocks results in a reduced critical path and a performance improvement. This new functional description is the main contribution of this work, and it can be used for designing hardware architectures with high throughput for other hash algorithms or processes, such as SHA-1, SHA-2 or RIPEMD-160 algorithms, which present compression functions with similar structure to the one of the MD5, see Fig. 1 (B) . For example, the compression function for the SHA-2 algorithm (Fig. 6) has a basic structure similar to MD5. It updates 32-bit words by executing operations such as additions module 2 32 , rotations and nonlinear functions. 
Comparisons
In Sect. 3, the MD5 hardware architectures were implemented on a Virtex-II. In this section, the final proposed MD5 hardware architecture is synthesized, mapped, placed and routed on Virtex, Virtex-II, Virtex-4 and Virtex-5 Xilinx FPGAs (XCV1000-6, XC2V1000-6, XC4VLX80-11 and XC5VLX50-3) to validate the hardware architecture and to have a fair comparison against other works, see Table 2 . These implementation results show an improved throughput only by changing FPGA technology. Hardware implementations for Virtex-II and Virtex-4 use a similar amount of hardware resources, but the implementation on Virtex-4 reports a higher throughput. The implementation on Virtex-5 uses a different technology, it uses slice registers (SRs) and slice LUTs (SLs), achieving the highest throughput. In Table 3 , measurements for different MD5 implementations of commercial and research works are illustrated, and although they use different techniques and hardware devices, they have been considered for comparison purposes. These MD5 architectures have different clock frequencies, which depend on the particular design and technology. In general, most of the hardware and software implementations of the hash functions do not have greater throughputs than 1 Gbps, except the commercial implementation in [13] . However, comparing implementations in the same technology, MD5 v3 reports an excellent performance, showing the benefits of using the new functional description.
Considering unrolled architectures, [5] reports a fully unrolled architecture on Virtex, which uses 4763 slices and has a throughput of 0.354 Gbps. This fully unrolled architecture and the partially unrolled architectures proposed in this work (MD5 v1 and MD5 v2 l2/4/8) report a low throughput, which is affected by large critical paths, due to the connecting of more hardware resources for placing and routing. MD5 v3 with the new functional description helps unrolled architectures to improve the throughput. Comparing against the completely unrolled architecture described in [5] , MD5 v3 uses less than half of hardware resources, yet achieves almost twice the throughput using the same technology (Table 3) .
Conclusions
An efficient hardware design of the MD5 algorithm was presented, which is based on a new functional description that helps to improve the performance in structures with high dependence of data. This work shows that logic replication or unrolling is not sufficient to increase the throughput of the architecture, but it is necessary to group the logic blocks, to make new functional description and to decrease the critical path time. Implementation results showed a significant gain compared to the existing commercial cores and related academic works.
