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NONLINEAR SCALAR PERTURBATIONS OF
EXTREMAL REISSNER–NORDSTRO¨M SPACETIMES
Y. ANGELOPOULOS, S. ARETAKIS, AND D. GAJIC
Abstract. We present the first rigorous study of nonlinear wave equations on extremal black hole spacetimes without any
symmetry assumptions on the solution. Specifically, we prove global existence with asymptotic blow-up for solutions to
nonlinear wave equations satisfying the null condition on extremal Reissner–Nordstro¨m backgrounds. This result shows that
the extremal horizon instability persists in model nonlinear theories. Our proof crucially relies on a new vector field method
that allows us to obtain almost sharp decay estimates.
1. Introduction
1.1. Introduction. Extremal black holes are characterized by the vanishing of the surface gravity (or, equivalently, of the
Hawking temperature) of the event horizon. Special examples are the maximally charged extremal Reissner–Nordstro¨m family
(ERN) and the maximally rotating extremal Kerr family (EK). Extremal black holes are of interest from both theoretical and
practical points of view. Indeed, extremal black holes saturate various geometric inequalities [35], have interesting uniqueness
properties [36], and, moreover, are of interest in supersymmetry and string theory [51]. Furthermore, abundant astronomical
evidence suggests that many stellar and supermassive black holes are near-extremal [53, 22]. As we shall discuss in detail
below, unlike sub-extremal RN and Kerr black holes, ERN and EK exhibit various horizon instability properties. It has
recently been found that these properties could potentially serve as an observational signature for extremal black holes by far
away observers [6].
In view of the instabilities present already in the linear theory, understanding the full dynamics of extremal black holes is
an important and challenging problem. In this article we investigate the global behavior of nonlinear scalar perturbations of
extremal black holes. Specifically, we consider nonlinear wave equations of the form:
(1.1)
{
gMψ = A(x, ψ) · gαβ · ∂αψ · ∂βψ,
ψ|Στ0 = f, nΣintτ0 ψ|Σintτ0 = h,
where gM is the metric of an extremal Reissner–Nordstro¨m spacetime with mass M , x denotes a spacetime variable, Στ0 is a
Cauchy spacelike-null hypersurface (i.e. a hypersurface that is spacelike from the horizon till {r = R} for some R > M , and
null from {r = R} till null infinity) with Σintτ0 its spacelike part. We will show that for sufficiently small initial data (i.e. for
small ) solutions of (1.1) are unique and exist globally in the domain of outer communications M up to and including the
event horizon.
Our motivation for considering such a model is the study of the stability or instability of extremal Reissner–Nordstro¨m
black hole spacetimes in the context of the Einstein–Maxwell equations, where part of the problem consists of dealing with
nonlinearities of the form studied in this article. Hence, the present work provides the first step in understanding the fully
nonlinear dynamics of extremal black holes without any symmetry assumptions. We introduce new techniques that we believe
will be relevant for the study of that problem.
The main difficulties, discussed in detail below, arise from the slow non-integrable decay of solutions ψ and the fact that
certain derivatives of ψ grow in time. This necessitates the development of a new physical space method that yields maximum
decay (for the quantities that do decay) in order to compensate for the growth of the other quantities. Before we provide an
overview of these difficulties and their resolution we present some relevant background for sub-extremal and extremal black
holes.
1.2. Linear and nonlinear waves on sub-extremal black holes. The sub-extremal black hole stability problem is
currently one of the most actively studied problems in general relativity. Important developments have been presented by
various research teams during the past two decades. Stability results for the linear wave equation on subextremal Kerr
backgrounds were obtained in the seminal works of Dafermos and Rodnianski [30], [33] (see also the lecture notes [34] and the
subsequent work with Shlapentokh-Rothman [32]), which moreover introduced a mathematical interpretation of the celebrated
redshift effect, allowing the authors to obtain non-degenerate integrated local energy decay estimates up to and including the
event horizon. Furthermore, using weighted estimates at infinity introduced in [31] (and extensively studied in [46]), the
authors of [32] were able to show polynomial decay in time for the solution and its derivatives of all orders. Precise inverse
polynomial time asymptotics were rigorously derived in [8]. For further results see also [20], [45], [52], [49]. Global existence
and uniqueness of solutions of (1.1) with small initial data on sub-extremal black hole backgrounds were proved by Luk [42].
See also [19], [21], [29], [40]. The major difficulty encountered in [42] was the loss of time derivatives due to the trapping effect
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of the photon sphere. We also refer to the work of Yang [54] which can be used to give an alternative proof of the results of [42]
(using, however, the techniques of [42] to deal with the loss of derivatives at the photon sphere). In the recent breakthrough of
Dafermos, Rodnianski and Holzegel decay was derived for the system of linearized gravity around the Schwarzschild spacetime
[28]. See also [27, 2] for works on linearized gravity around Kerr. Finally, we refer to the impressive recent work by Klainerman
and Szeftel on the fully nonlinear stability of the Schwarzschild spacetime [39] in polarized axial symmetry. It is worth noting
that the latter work, among other things, makes use of the techniques introduced in [9] which are useful for deriving improved
decay results and which play a crucial role in the present paper.
1.3. Related works on linear and nonlinear waves on extremal black holes.
1.3.1. Linear waves on extremal black holes. The study of linear waves on extremal black holes was initiated by the second
author in [10, 11, 12, 15, 13] where it was shown that, in contrast to the case of sub-extremal backgrounds, first-order transversal
derivatives of generic scalar perturbations on extremal Reissner–Nordstro¨m do not decay in time along the event horizon.
Higher-order derivatives in fact blow up along the event horizon. The source of these instabilities is the degeneracy of the
redshift effect at the event horizon and a hierarchy of conserved charges along the event horizon. Subsequent work [5] showed
that generic solutions to the wave equation do not satisfy a non-degenerate Morawetz estimate up to and including
the event horizon. The latter work, in particular, makes apparent that new techniques are needed in addressing the global
evolution of nonlinear wave equations on such backgrounds. Precise asymptotics were derived in [7] where it was in fact shown
that solutions to the wave equation decay non-integrably in time. For extremal Kerr spacetimes we refer to the works
[41, 24, 38]. Extentions of these instabilities have been presented in various settings [48, 50, 47, 37, 23, 26]. For an extensive
list of references we refer to [17].
1.3.2. Nonlinear waves on extremal black holes. The study of nonlinear wave equations satisfying the null condition on extremal
black holes was initiated by the first author in [3] in the context of spherical symmetry. It was shown that solutions of
(1.1), with spherically symmetric f and h, are globally smooth and unique in M. It was further shown that, in analogy
to the linear case, the derivatives of the solution that are transversal to the horizon do not decay along the event horizon,
while higher-order transversal derivatives diverge to infinity along the event horizon. Other nonlinearities were studied in
[15, 16, 14, 18]. Numerical simulations of the fully non-linear evolution in the context of spherical symmetry were carried out
in [47]. The results of [47] are in complete agreement with the results of the present paper.
1.4. The main theorems.
1.4.1. Notation. First, we introduce some notation in order to rigorously state the theorems proven in this article. We
start by recording the basics of the geometry of extremal Reissner–Nordstro¨m black hole spacetimes. The domain of outer
communications up to and including the event horizon of an extremal Reissner–Nordstro¨m spacetime with mass M > 0 can
be given by the following 4-dimensional Lorentzian manifold-with-boundary:
M .= R× [M,∞)× S2,
with metric
gM = −Ddv2 + 2dvdr + r2γS2 ,
in the ingoing Eddington–Finkelstein coordinates (v, r, ω) ∈ R× [M,∞)× S2 where
D
.
= D(r) =
(
1− M
r
)2
,
and γS2 is the standard metric on the 2-sphere S2. We also consider the double null coordinates (u, v) for v as before and
u
.
= v− 2r∗ for r∗(r) = r−M − M2r−M + 2M log
(
1− M
r
)
the so-called tortoise coordinate. The metric takes the following form
in double null coordinates:
gM = −Ddudv + r2γS2 .
We denote the future event horizon at r = M by H+ .= {r = M}, and future null infinity by I+ which is where the null
hypersurfaces {u = τ} terminate as v →∞, for any τ .
In the (v, r, ω) coordinates we denote T
.
= ∂v, Y
.
= ∂r, and in the (u, v, ω) coordinates we denote L
.
= ∂v, L
.
= ∂u. We also
have that
L = T +
1
2
DY, L = −1
2
DY.
For ω ∈ S2 we have that the corresponding volume form is given by dω = sin θdθdϕ for θ and ϕ the standard coordinates
on the sphere, and the covariant derivative on S2 is given by ∇S2 and the corresponding Laplacian by ∆S2 . We also use the
notation /∇ = 1
r
∇S2 and /∆ = 1r2 ∆S2 , and furthermore we define the three Killing vector fields Ωi, i ∈ {1, 2, 3}, associated to
the spherical symmetry of an extremal Reissner–Nordstro¨m spacetime as follows:
Ω1 = sinϕ∂θ + cot θ cosϕ∂ϕ, Ω2 = − cosϕ∂θ + cot θ sinϕ∂ϕ, Ω3 = ∂ϕ,
and finally the vector fields Ω by:
Ωm = Ωm11 Ω
m2
2 Ω
m3
3 ,
for any m ∈ N and (m1,m2,m3) ∈ N30 where m1 +m2 +m3 = m.
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Now we define the null-spacelike-null hypersurfaces Στ by setting first
Στ0
.
= {v = vΣτ0 (r)},
for vΣτ0 : [M,∞)→ R given by:
vΣτ0 (r) = v0 +
∫ r
M
G(r′) dr′,
for some v0 ∈ R>0 and G a non-negative function on [M,∞) satisfying:
G(r) ≥ 1, G(r)− 2
D
> 0, G(r)− 2
D
= O(r−1−δ),
for some δ > 0. We further impose the following symmetry condition: if
(
t = u+v
2
, r∗, ω
) ∈ Στ0 , then (t = u+v2 ,−r∗, ω) ∈ Στ0 .
Now Στ can be defined by Στ
.
= fτ (Στ0) for fτ the flow of T . We will work in the spacetime region R = J+(Στ0).
1.4.2. Statement of the theorems. In the current article we show the following result for small-data solutions of equation (1.1):
Theorem 1.1. Let (M, gM ) be the domain of outer communications of an extremal Reissner–Nordstro¨m spacetime up to and
including the future event horizon with mass M > 0, and consider the nonlinear wave equation
(1.2) gMψ = A(u, v, ω, ψ) · gαβ · (∂αψ) · (∂βψ),
in M up to and including the future event horizon. Here A denotes a function that depends smoothly on the coordinates
(u, v, ω) and the solution ψ (where (u, v) are null coordinates and ω the angular coordinate in M) that is bounded along with
all its derivatives. For equation (1.2) we consider smooth and compactly supported initial data f and g given as
ψID
.
=
(
ψ
∣∣∣
Στ0
, nΣτ0ψ
∣∣∣
Σintτ0
)
= (f, h),
on an initial null-spacelike-null hypersurface Στ0 where Σ
int
τ0 denotes its spacelike part, where f and h additionally satisfy:
Eτ0 [f ] +
∑
k≤5
l≤5
∫
Στ0
JT [ΩkT l−1f ] · nΣ0 dµΣ0 + ‖f‖Hs0 + ‖h‖H˜s−10 <∞,
for some s > 5/2 (where the norms Eτ [•], Hsτ and H˜sτ for τ ≥ τ0, are defined in Appendix A.5). Then there exists a ∆ > 0
such that for all 0 ≤  ≤ ∆, equation (1.2) with data (f, g) as above admits a unique, global and smooth solution ψ in M
with finite Eτ [ψ] and ‖ψ‖Hsτ norms for any τ ∈ [τ0,∞).
Our main result establishes the global existence and uniqueness for solutions of (1.1) for small enough, smooth and
compactly supported data given on a null-spacelike-null hypersurface (see section 1.4.1 for the precise definition) that crosses
the event horizon. Note that data of this type, which are compactly supported at infinity, but non-zero close to and on the
horizon, are the most interesting from a physical point of view, they can be used to model local perturbations of the extremal
Reissner–Nordstro¨m black hole spacetimes, and in the physics literature they represent outgoing radiation. Moreover, and
in sharp contrast to the sub-extremal case, our solution exhibits non-decay along the event horizon for the derivative that
is transversal to the horizon, and growth for the second such derivative. In particular the qualitative behaviour of solutions
established in Theorem 1.1 is described by the following result:
Theorem 1.2. Under the conditions of Theorem 1.1, with ψ a solution of (1.1) given by Theorem 1.1, we have that:
(1.3) |ψ|(v, r, ω) . 
v1−δ1/2
close to H+,
(1.4) |Ωψ|(v, r, ω) . 
v1+δ2/2
close to H+,
(1.5) |Tψ|(v, r, ω) . 
v1+δ2/2
close to H+,
(1.6) |Y ψ|(v, r, ω) .  close to H+, and |Y ψ(v,M, ω)− Y ψ(v0,M, ω)| ' 2 on H+,
and
(1.7) |Y 2ψ|(v,M, ω) ' v on H+,
for 0 < δ1  1, 0 < δ2  1 small enough, for  as in Theorem 1.1, where we work with the (v, r, ω) ingoing Eddington–
Finkelstein coordinates close to the horizon H+ at r = M .
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1.5. The main difficulties. The growth and non-decay of derivatives of the linear flow is one of the main obstacles in
proving global existence for (1.1). Moreover there is an additional difficulty originating from the quadratic terms near the
event horizon in the extremal case. This difficulty can be illustrated by considering the transformed problem in a neighborhood
of null infinity via the Couch–Torrence conformal isometry1. Indeed, applying this conformal transformation to a solution ψH
of the following equation restricted close to the event horizon
(1.8) gMψH = g
αβ · ∂αψH · ∂βψH ,
yields a solution ψI of the following equation restricted to a neighborhood of null infinity:
(1.9) gMψI =
1
r
(LφI) · (LφI) + 1
r2
φI · (LφI)− 1
r3
φI · (LφI) + 1
r3
φ2I +
1
r
| /∇φI |2,
where φI,H = rψI,H and L = ∂v, L = ∂u the standard double null coordinates. On the other hand, the classical null form
would take the following form
(1.10) (LψI) · (LψI) + | /∇ψI |2.
Note that, in view of the bounds |Lψ| ≤ Cr−2, |Lψ| ≤ Cr−1 and |ΩψI | ≤ Cr−1, the expression (1.10) decays in r towards
null infinity like r−3. On the other hand, in order to obtain the same decay rate in r for the right hand side of (1.9) we need
to derive the following improved bounds: |φI | ≤ C, |ΩφI | ≤ C and |LφI | ≤ C and moreover |LφI | ≤ Cr−2.
Hence, we see that merely obtaining the needed r-decay would require one to show stronger estimates than those needed in
the sub-extremal case. Such estimates have not been shown in previous nonlinear works on asymptotically flat settings. On
the other hand, deriving mere boundedness of the transversal derivative Y ψ at the event horizon in the extremal case (which
is required by the continuation criterion for (1.1)) corresponds (again via the Couch–Torrence transformation) to bounding
pointwise the r-weighted derivative r2L(rψ) in a neighborhood of null infinity. It is important to emphasize that in the
sub-extremal case the horizon and null infinity are not conformally related and hence one can show pointwise boundedness
and decay for the transversal derivatives at the event horizon relatively easily using the redshift effect. See for instance [42]
and [54] for a demonstration of this in nonlinear settings. The method of [42] and [54] breaks down for linear fields on extremal
black holes. In fact, they break down even if one considers a strongly degenerate nonlinearity on extremal backgrounds such
as
(1.11) gMψ =
(
1− M
r
)
· gαβ · ∂αψ · ∂βψ.
Global existence and uniqueness of solutions to (1.11) was proved in [4] using the inhomogeneous energy estimates of [10] and
a novel (r−M)-weighted commuted (with Y ) estimate in order to bound (1− M
r
)
Y ψ (which is required for the continuation
criterion). On the other hand, in the context of spherical symmetry, [3] overcame the extremal difficulties by a delicate use
of the method of characteristics in combination with the weak decay of the solution, something that is not enough outside
spherical symmetry.
1.6. Overview and method of proof. The classical local existence and uniqueness of solutions of (1.2) for data as in
Theorem 1.1 can be upgraded to global existence and uniqueness in M provided one verifies the following continuation
criteria (stated schematically here):
|Y ψ| . , |Tψ| . , |Ωψ| .  everywhere in M.
Here we used the vector fields corresponding to the ingoing Eddington–Finkelstein coordinates (see Section 1.4.1). The rest of
the article is hence devoted to verifying the aforementioned continuation criteria. This is done through a bootstrap argument.
First, we state the energy estimates we are going to use in Section 2. In Section 3, we state our bootstrap assumptions. In
Section 4, we use the bootstrap assumptions of Section 3 to derive energy and pointwise boundedness and decay estimates
(and hence conditionally verifying the continuation criteria). Then in Section 6, we improve the bootstrap assumptions of
Section 3, thereby closing the bootstrap argument. The results of the aforementioned sections establish also estimates (1.3),
(1.4), (1.5) and the first estimate from (1.6). Finally in Section 7 we demonstrate non-decay for Y ψ and growth for Y 2ψ on
the horizon establishing the second estimate of (1.6) and estimate (1.7), while in Section 8 we discuss how our methods can
be adapted to weighted nonlinearities on sub-extremal black holes.
Our proof relies on several novel techniques which we summarize below:
1. (Improved Morawetz estimate) We prove an improved Morawetz estimate that optimizes the (r −M)-weights at
the horizon. Schematically, it has the following form:∫
A
(r −M)1+δ|∂ψ|2 .
∫
Σ
JT [ψ] + inhomogeneous terms,
for any δ > 0, and where A is a spacetime region close to the event horizon not intersecting the photon sphere (see section
2 for precise definitions). Our proof has certain similarities with Alinhac’s method of ghost weights (see [1]). Note that our
improvement is decoupled from the trapping effect at the photon sphere {r = 2M} since the (r−M)-weights that we introduce
1This transformation maps the event horizon to null infinity and vice versa. See also Appendix A.1.
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are optimized only at the horizon, while the region close to the photon sphere is treated separately using the inhomogeneous
versions of estimates first introduced in [10].
2. (Angular decomposition) We split solutions into a spherically symmetric part and a remainder supported on angular
frequencies greater or equal to 1 as follows
ψ = ψ0 + ψ≥1.
Even though ψ0 and ψ≥1 are coupled via the nonlinearity, we are still able to derive sharp decay results for each of them.
3. (Horizon-localized and infinity-localized weighted hierarchies) We establish various (r −M)−p-weighted and
rp-weighted hierarchies of estimates which schematically take the following form:∫
NH
(r −M)−p(Lφ)2 +
∫
A
(r −M)−p+1(Lφ)2 .
∫
NH0
(r −M)−p(Lφ)2 + error terms,
and ∫
NI
rp(Lφ)2 +
∫
B
rp−1(Lφ)2 .
∫
NI0
rp(Lφ)2 + error terms,
where φ = rψ, and where NH , N I are null hypersurfaces intersecting the event horizon and null infinity, respectively, and
A and B are appropriate spacetime neighborhoods of the event horizon and null infinity, respectively. Such estimates were
presented for the linear wave equation on extremal Reissner–Nordstro¨m in [7].
We can show almost-sharp decay for ψ0 by using the full range of p, namely for p ∈ (0, 3) for the uncommuted estimates
and p ∈ (0, 1) for the (r−M)−2L –commuted estimates. For the non-spherically symmetric part ψ≥1 we can prove integrable
decay by using an extended range for p for both the uncommuted and the commuted hierarchies. The resulting estimates
allow us to show integrability for ψ≥1|H+ along the event horizon and the radiation field φ≥1|I+ .= rψ≥1|I+ along null infinity.
We only apply these weighted hierarchies when considering the higher order derivatives T kψ where k = 1, 2, 3, 4, 5. We
use the same range of weighted estimates for Tψ as for ψ≥1, and then we appropriately restrict p to smaller ranges for T kψ,
k ∈ {2, 3, 4, 5}. Note that we need to commute with T multiple times due to the presence of the trapping effect at the photon
sphere {r = 2M}. The progressively restricted range of p in both the (r −M)−p-weighted estimates and the rp-weighted
estimates for T kψ implies slower decay for these time derivatives. This is a version of the top order energy technique.
The ranges of p for the (r−M)−p-weighted estimates close to the horizon and for the rp-weighted estimates close to infinity
for ψ and Tψ are summarized in the following table for δ1, δ2 > 0:
Multiplier / Commutator (r −M)−pL / none rpL / none (r −M)−pL / (r −M)−2L rpL / r2L
ψ0 p ∈ (0, 3− δ1] p ∈ (0, 3− δ1] p ∈ (0, 1− δ1] p ∈ (0, 1− δ1]
ψ≥1 p ∈ (0, 2) p ∈ (0, 2) p ∈ (0, 1 + δ2] p ∈ (0, 1 + δ2]
Tψ p ∈ (0, 2) p ∈ (0, 2) p ∈ (0, 1 + δ2] p ∈ (0, 1 + δ2]
It is worth noticing that this is the first nonlinear small-data problem where such an extended range for the rp-weighted
estimates is needed in a neighborhood of null infinity.
4. (The method of characteristics for ψ0) The above energy hierarchies allow us to verify the continuation criteria
for ∂rψ≥1, Ωψ and Tψ. For the spherically symmetric derivative Y ψ0, however, we need to use the method of characteristics
(this is done in Section 4.3) as in [3]. Indeed, if we were to use the energy method then we would need to apply the (r−M)−p-
weighted commuted estimate for p = 1. However, it was shown in [5] that such an estimate does not hold even in the linear
case.
5. (v-weighted L2v,ωL
∞
u estimates) The bootstrap assumptions cannot be closed using purely the weighted energy
hierarchies since this would require to use a range for p that is longer than allowed. For example, consider the following
nonlinear term
Lφ≥1 · L
(
2r
D
Lφ0
)
.
One would ideally want to estimate the L derivative in L∞ and use the commuted (r −M)−p-weighted estimates for the
second factor with p = 1 + δ2. This is however, not possible since in this case we can only take p < 1. For this purpose we
prove new v-weighted L2v,ωL
∞
u estimates bounding, for example, quantities such as the following one∫ ∞
v0
∫
S2
sup
u∈[U,uR(v)]
(LT kΩmφ)2 · v1+δ dωdv,
where k ∈ {0.1, 2, 3}, m ∈ {0, 1, 2, 3, 4, 5}, δ > 0, M < R ≤ r0 and r0 < 2M and where uR(v) is such that r (uR(v), v) = R.
The proof of such estimates involves a very delicate use of the bootstrap assumptions as well as the structure of the equation.
Note that the loss of two angular derivatives, introduced by using the wave equation, is overcome by appropriately integrating
by parts on the sphere. The aforementioned estimate can be seen as a weighted Strichartz-type estimate, which, in contrast
with other settings, it is proven through physical space energy methods. See also Section 5.2 for the details.
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6. (Growth estimates) Finally we derive growth estimates for Y 2ψ along the event horizon. More generally, we establish
upper and lower bounds for Y 2ψ in a region close to the horizon. The latter bounds are necessary, because in order to recover
certain bootstraps assumptions we need to estimate in L∞ the second derivative that is transversal to the horizon of the
spherically symmetric part of the solution ∂r∂rψ0. Specifically, working in double null coordinates (with respect to which
Y 2 ∼ 2r
D
L
(
2r
D
L
)
) we show that close to the horizon we have that:∣∣∣∣(r −M)1−δ 2rD L
(
2r
D
Lφ
)∣∣∣∣ . vδ,
where δ ∈ (0, 1]. The proof of such estimates uses an appropriate version the method of characteristics where we allow for a
loss of angular derivatives. These techniques provide new results for the linear flow as well.
Remark 1.1. If we consider data that are supported away from the event horizon, then the proof of Theorem 1.1 can be
simplified. There is no need to separate the solution in its spherically symmetric and non-spherically symmetric parts, and
there is also no need for the extra estimates described in points 5 and 6 above. This is because we can apply commuted
(r −M)−p-weighted hierarchy for ψ withp ∈ (0, 1 + δ] for some δ > 0 which yields integrable decay for ψ close to the horizon
and boundedness for ∂rψ. However, the physically relevant case is that of outgoing perturbations with initial support crossing
the event horizon.
1.7. Relation with impulsive gravitational wave spacetimes. It is worth comparing the current work with the con-
struction of impulsive gravitational wave local spacetimes by Luk and Rodnianski [43, 44]. We will argue that our methods
can potentially be used to provide a global study of such spacetimes.
The impulsive gravitational wave spacetimes are solutions of the Einstein vacuum equations with a delta singularity for the
Riemann curvature tensor. Specifically, the authors of [43], [44] considered characteristic initial data on two null intersecting
hypersurfaces Hu0 and Hu0 such that on Hu0 the Riemann curvature has a delta singularity. Optical functions u and u are
dynamically constructed with u being ingoing and u outgoing– similar to u and v respectively in the present paper– with
corresponding renormalized null vector fields e3 and e4 that are complemented by the spacelike vector fields eA and eB for the
angular directions. The level sets Hu and Hu are then null hypersurfaces of constant u and constant u coordinates respectively.
In [43] solutions of Rµν = 0 are constructed in the region u0 ≤ u ≤ u0 +I, u0 ≤ u ≤ u0 + with  > 0 small enough and I finite
such that on Hu0 the Riemann curvature component αAB
.
= R(eA, e4, eB , e4) has a delta singularity on Hu0 ∩ {u = u0 + 2}.
Note that the second fundamental form χAB = g(DAe4, eB) has a jump discontinuity on Hu0 ∩ {u = u0 + 2} which is
propagated along the hypersurfaces Hu0+ 2
. The metric is smooth away from the singular hypersurface. On the other hand,
in [44], delta singularities are placed on both Hu0 ∩ {u = u0 + 2} (for αAB again) and on Hu0 ∩ {u = u0 +

2
} (where now
αAB
.
= R(eA, e3, eB , e3) has a delta singularity and χ
AB
= g(DAe3, eB) has a jump discontinuity) and a local solution of
Rµν = 0 is constructed in u0 ≤ u ≤ u0 + , u0 ≤ u ≤ u0 +  for  > 0 small enough, with the singularity for α propagating
along Hu0+ 2
and the singularity for α propagating along Hu0+ 2 , while the solution is smooth elsewhere.
To draw some analogies with the problem of the current paper, a nonlinear model scalar problem is to consider an equation
of the form (1.1) with  not necessarily small (i.e. no small data) on the Minkowski spacetime with data given on two
intersecting null hypersurfaces Hu0 and Hu0 (with u and u the standard double null coordinates) where we assume that
∂u(rψ) has a jump discontinuity on Hu0+ δ2
and that ∂u(rψ) has a jump discontinuity on Hu0+ δ2
for some δ that is small
enough. The discontinuities for ∂u(rψ) and ∂u(rψ) will propagate along Hu0+ δ2
and Hu0+ δ2
respectively, while the second
derivatives ∂2uu(rψ) and ∂
2
uu(rψ) will have delta singularities on these hypersurfaces. Note that the analogies with the fully
nonlinear problem for the Einstein equations are at the following level:
ψ  g, ∂u(rψ) χ, ∂2uu(rψ) α, ∂u(rψ) χ, ∂2uu(rψ) α.
In our case, the event horizon plays the role of the singular hypersurface (analogous to Hu0+ δ2
in the aforementioned
problem – note that it is a constant u hypersurface for u = −∞) where the second transversal derivative ∂2rrψ (corresponding
to ∂2uu(rψ) in the problem above, and to the Riemann curvature component α in the fully nonlinear problem of [44]) does
not have a delta singularity, but exhibits asymptotic blow up. Yet, at the level of techniques, the two problems seem to
have a further connection, as one key ingredient of our proof is the weighted estimate described at point 5 of the previous
section. This is an L2vL
∞
u L
2(S2) estimate with v-weights for ∂v(rψ) which is a quantity that corresponds to ∂u(rψ) in the
aforementioned problem, and to ∂ug ≈ χ in the fully nonlinear problem. From the statement of Theorem 3 in pages 29-30
of [44] and from the use of the Oi,2, i ≤ 2 norms from section 2.7 of [44], we see that ∂ug and χ are bounded in L2uL∞u L2(S)
and this is a key ingredient in the proof of the main result of [44] as well. It should be noted that the norms in [44] are not
weighted in u, but this is only because the problem is local and not global (yet weighted versions of these norms analogous to
the ones used in the current paper can be used if instead of a local construction of impulsive gravitational wave spacetimes one
attempts to do a semi-global construction of impulsive gravitational wave spacetimes - this construction will be established
in an upcoming work of the first author).
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2. Energy inequalities
In this section, as well as in the one that follows, we prove certain L2 estimates for general solutions of the equation:
(2.1) gψ = F.
We define the following regions for any given τ1, τ2 with τ1 < τ2:
(2.2) Aτ2τ1
.
= R(τ1, τ2) ∩ {M ≤ r ≤ r0 < 2M},
(2.3) Bτ2τ1
.
= R(τ1, τ2) ∩ {2M < r1 ≤ r ≤ ∞},
and
(2.4) Cτ2τ1
.
= R(τ1, τ2) ∩ {r0 ≤ r ≤ r1},
for some fixed r0 and r1, and where R(τ1, τ2) = ⋃τ∈[τ1,τ2] Στ for Στ a null-spacelike-null hypersurface that crosses the event
horizon (for the precise definition see section 1.4.1). We also have the following hypersurfaces
NHτ .= Στ ∩ {M ≤ r ≤ r0}, N Iτ .= Στ ∩ {r1 ≤ r ≤ ∞},
and we note that
Aτ2τ1
.
=
⋃
τ∈[τ1,τ2]
NHτ , Bτ2τ1
.
=
⋃
τ∈[τ1,τ2]
N Iτ .
We will derive (r−M)−p-weighted estimates over the hypersurfacesNH and the spacetime regionA, and rp-weigthed estimates
over the hypersurfaces N I and the spacetime region B.
2.1. Morawetz estimates within and outside of spherical symmetry. First we record a Morawetz estimate for the
spherically symmetric part of a solution ψ of (2.1), which we denote by
ψ0 =
1
4pi
∫
S2
ψ dω,
and which satisfies the equation
(2.5) gψ0 = F0,
where
F0 =
1
4pi
∫
S2
F dω.
We have that:
Proposition 2.1. Let ψ0 be the spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.5). For any
τ1, τ2 with τ1 < τ2 and any l ∈ N we have that∫
Στ2
JT [T lψ0] · nΣ dµΣ +
∫
Rτ2τ1
( (TT lψ0)2
r1+η
+D2
(Y T lψ0)
2
r1+η
+D
(T lψ0)
2
r4
)
dµR
.
∫
Στ1
JT [T lψ0] · nΣ dµΣ +
∫
Rτ2τ1
r1+η|T lF0|2 dµR,
(2.6)
for any η > 0.
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We now consider the non-spherically symmetric part of a solution of (2.1):
ψ≥1
.
= ψ − ψ0,
which in turn satisfies the equation
(2.7) gψ≥1 = F≥1.
The difference with the analogous estimates for the spherically symmetric part ψ0 of ψ comes from the trapping effect of the
photon sphere (at r = 2M) which results in the loss of one or two T derivatives. We state the Morawetz estimate for ψ≥1
that is supported away from the photon sphere, which has the following form:
Proposition 2.2. Let ψ≥1 be the non-spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.5). For
any τ1, τ2 with τ1 < τ2 and any l, k ∈ N we have that∫
Στ2
JT [ΩkT lψ≥1] · nΣdµΣ
+
∫
R(τ1,τ2)
χ(Cτ2τ1 )c
(
(TΩkT lψ≥1)2
r1+η
+D5/2
(Y ΩkT lψ≥1)2
r1+η
+
√
D
|ΩkT l /∇ψ≥1|2
r
+D
(ΩkT lψ)2
r4
)
dµR
.
∫
Στ1
JT [ΩkT lψ≥1] · nΣdµΣ +
∫
Rτ2τ1
r1+η|ΩkT lF≥1|2dµR
+
∫
Cτ2τ1
|ΩkT l+1F≥1|2dµC + sup
τ ′∈[τ1,τ2]
∫
Στ′∩C
τ2
τ1
|ΩkT lF≥1|2dµC,
(2.8)
where C was defined in (2.4), and where χ(Cτ2τ1 )c is a smooth function that is equal to 1 on the complement of C and 0 around
the photon sphere.
Next we state two versions of the Morawetz estimate with support on the photon sphere (which can be found in [4]):
Proposition 2.3. Let ψ≥1 be the non-spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.5). For
any τ1, τ2 with τ1 < τ2 and any l, k ∈ N we have that∫
Rτ2τ1
( (TΩkT lψ≥1)2
r1+η
+D5/2
(Y ΩkT lψ≥1)2
r1+η
+
√
D
|ΩkT l /∇ψ≥1|2
r
+D
(ΩkT lψ)2
r4
)
dµR
.
l+1∑
m=l
(∫
Στ1
JTµ [Ω
kTmψ≥1] · nΣdµΣ +
∫
Rτ2τ1
r1+η|ΩkTmF≥1|2dµR
)
+
∫
Cτ2τ1
|ΩkT l+2F≥1|2dµC +
l+1∑
m=l
sup
τ ′∈[τ1,τ2]
∫
Στ′∩C
τ2
τ1
|ΩkTmF≥1|2dµΣC ,
(2.9)
and ∫
Rτ2τ1
( (TΩkT lψ≥1)2
r1+η
+
D5/2 · (Y ΩkT lψ≥1)2
r1+η
+
√
D
|ΩkT l /∇ψ≥1|2
r
)
+D
(ΩkT lψ)2
r4
dµR
.
l+1∑
m=l
∫
Στ1
JT [ΩkTmψ≥1] · nΣdµΣ +
∫
Rτ2τ1
r1+η|ΩkT lF≥1|2dµR
+
∫ τ2
τ1
(∫
Στ′∩A
τ2
τ1
|ΩkT l+1F≥1|2dµ
)1/2
dτ ′
2 ,
(2.10)
for any η > 0, where C was defined in (2.4).
Remark 2.1. We note that the inhomogeneous terms of the above estimates come from a term of the form∣∣∣∣∫R(ΩkT lF ) · (XΩkT lψ) dµR
∣∣∣∣
where X is the Morawetz multiplier vector field (which close to the horizon roughly has the form X ∼ T +D ·Y ), after applying
Cauchy-Schwarz to it and absorbing certain terms in the left hand side. In the following Section we will improve the weights
(in terms of D) on these terms.
Finally we state a basic estimate that allows to bound the T -flux without any loss of derivatives:∫
Στ2
JT [ΩkT lψ≥1] · nΣdµΣ .
∫
Στ1
JT [ΩkT lψ≥1] · nΣdµΣ
+
∫
Rτ2τ1
r1+δ|ΩkT lF≥1|2dµR +
∫ τ2
τ1
(∫
Στ∩Cτ2τ1
|ΩkT lF |2 dµΣτ
)1/2
dτ
2 ,(2.11)
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for any τ1 < τ2 and any δ > 0.
2.2. An improved Morawetz estimate. We will need to improve the weights close to the horizon on the aforementioned
Morawetz estimates.
Proposition 2.4. Let ψ be a solution of the equation (2.1). Then for any τ1, τ2 with τ1 < τ2, any l, k ∈ N, and any δ > 0
small enough we have that:∫
Στ2
JT [ΩkT lψ] · nΣ dµΣ +
∫
Bτ2τ1
[
r−1−δ(LΩkT lφ)2 + r−1−δ(LΩkT lφ)2 + r−1|ΩkT l /∇φ|2
]
dωdvdu
+
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT lφ)2 + (r −M)1+δ(LΩkT lφ)2 + (r −M)3|ΩkT l /∇φ|2
]
dωdudv
.
∫
Στ1
JT [ΩkT lψ] · nΣdµΣ +
∫
Aτ2τ1
1
(r −M)1+δD
2|ΩkT lF |2 dωdudv
+
∫
Cτ2τ1
|ΩkT l+1F |2 dµC + sup
τ ′∈[τ1,τ2]
∫
Στ′∩C
τ2
τ1
|ΩkT lF |2 dµC,
(2.12)
Proof. For simplicity we look at the case k = l = 0 as both the Ω and the T operators commute with the wave operator. We
will also ignore the bulk term of the first line in (2.12) as we have the optimal r weights at infinity by the previous Morawetz
estimates. We show how to improve only the weights close to the horizon. First we will improve the weight in front of the L
derivative. We define the function
f(r) = − 1
η · [log(r −M)−1]η ,
for some η > 0 that is small enough. Now we integrate by parts and use the equation for the following integral:
2
∫
Aτ2τ1
ef (LLφ) · (Lφ) dωdudv
and this gives us the following equality:∫
NHτ2
ef (Lφ)2 dωdu+
∫
Aτ2τ1
D · ef
2(r −M) · [log(r −M)−1]1+η (Lφ)
2 dωdudv
=
∫
NHτ1
ef (Lφ)2 dωdu
+
∫
Aτ2τ1
(
−D ·D′ · ef −D2 · ef · f ′ + D
2 · ef
2r
)
| /∇φ|2 dωdudv
+
∫
D
4
· ef | /∇φ|2 dωdv
∣∣∣∣
r=R
+
∫
Aτ2τ1
O((r −M)3) · efφ · (Lφ) dωdudv
− 1
2
∫
Aτ2τ1
ef (Lφ) ·DrF dωdudv.
In the second term above involving the angular derivatives, we note that the first term is the dominant one. The term with
the angular derivatives on r = R can be bounded by the left hand side of the Morawetz estimates provided by Propositions 2.1
and 2.2. The fourth term can be handled by Cauchy-Schwarz and by using the zeroth order term of the standard Morawetz
estimates (2.9) and (2.10), and both of the terms can be absorbed by the bulk term of the left hand side. It should be
noted that when we use the standard Morawetz estimates of Propositions 2.1 and 2.2 we work with the inhomogeneous term
that was mentioned in Remark (2.1) and we apply Cauchy-Schwarz to it with the better weights (in terms of D) that are
available now from the left hand side of the last equality (otherwise we would get no improvement in terms of D-weights in
our inhomogeneous terms).
Finally noticing that due to the definition of A we have that in the integrated region:
c ≤ ef ≤ C for some constants c, C,
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we have that ∫
NHτ2
(Lφ)2 dωdu+
∫
Aτ2τ1
(
r −M
[log(r −M)−1]1+η (Lφ)
2 + (r −M)3| /∇φ|2
)
dωdudv
.
∫
NHτ1
(Lφ)2 dωdu+
∣∣∣∣∫ D · ef | /∇φ|2 dωdv∣∣∣∣
r=R
∣∣∣∣
+
∣∣∣∣∣
∫
Aτ2τ1
ef (Lφ) ·DrF dωdudv
∣∣∣∣∣ .
Note now that for any δ > 0 we have that:
(r −M)δ . 1
[log(r −M)−1]1+η
which implies that for any δ > 0 we have that:∫
NHτ2
(Lφ)2 dωdu+
∫
Aτ2τ1
(
(r −M)1+δ(Lφ)2 + (r −M)3| /∇φ|2
)
dωdudv
.
∫
NHτ1
(Lφ)2 dωdu+
∣∣∣∣∫ D · ef | /∇φ|2 dωdv∣∣∣∣
r=R
∣∣∣∣
+
∣∣∣∣∣
∫
Aτ2τ1
ef (Lφ) ·DrF dωdudv
∣∣∣∣∣ .
(2.13)
On the other hand we integrate by parts and we use the equation for the quantity:
−
∫
Aτ2τ1
L
[
(r −M)δ(Lφ)2
]
dωdudv
and we get that:
δ
2
∫
Aτ2τ1
(r −M)1+δ
r2
(Lφ)2 dωdudv +
∫
Aτ2τ1
O((r −M)3+δ)| /∇φ|2 dωdudv
+
∫
NHτ2
(r −M)2+δ
4r2
| /∇φ|2 dωdu = −
∫
(r −M)δ(Lφ)2 dωdv
∣∣∣∣
r=R
+
∫
NHτ1
(r −M)2+δ
4r2
| /∇φ|2 dωdu+
∫
Aτ2τ1
O((r −M)3+δ)φ · (Lφ) dωdudv
+
1
2
∫
Aτ2τ1
(r −M)δ(Lφ) ·DrF dωdudv.
(2.14)
Combining (2.13) and (2.14), and noticing that the bulk term with the angular derivatives in the left hand side of (2.14) can
be absorbed from the similar term of (2.13), that the flux terms with the angular derivatives of (2.14) can be absorbed by the
T -fluxes of (2.13), that the term on r = R of (2.14) can be bounded by the left hand sides of the Morawetz estimate (2.10),
that the last term of the right hand side of (2.14) can be absorbed by the left hand side of (2.14) and (2.13) after applying
Cauchy-Schwarz while the one before last (after applying again Cauchy-Schwarz) can be absorbed by the left hand side and
the zeroth order term of the standard Morawetz, and finally that for the terms of the left hand side of the Morawetz estimate
(2.10) we have that due to the (r −M)-weights on the horizon:∫
Aτ2τ1
(
(r −M)1+δ(Lφ)2+(r −M)1+δ(Lφ)2 + (r −M)3| /∇φ|2
)
dωdudv
−
∫
Aτ2τ1
(
(r −M)2(Tψ)2 + (r −M)7(Y ψ)2 + (r −M)3| /∇ψ|2) r2dωdudv
&
∫
Aτ2τ1
(
(r −M)1+δ(Lφ)2 + (r −M)1+δ(Lφ)2 + (r −M)3| /∇φ|2
)
dωdudv,
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we get that∫
Στ2
JT [ΩkT lψ] · nΣ dµΣ
+
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT lφ)2 + (r −M)1+δ(LΩkT lφ)2 + (r −M)3|ΩkT l /∇φ|2
]
dωdudv
.
∫
Στ1
JT [ΩkT lψ] · nΣdµΣ
+
∫
Cτ2τ1
|ΩkT l+1F |2 dµC + sup
τ ′∈[τ1,τ2]
∫
Στ′∩C
τ2
τ1
|ΩkT lF |2 dµC
+
∫
Aτ2τ1
(|Lφ|+ |Lφ|) ·Dr|F | dωdudv.
We get the desired estimate after applying Cauchy-Schwarz to the last term.

With the improved Morawetz estimate that we just showed we can also improve the estimate (2.11) for the T -flux that
does not lose any derivative and conclude that:∫
Στ2
JT [ΩkT lψ] · nΣdµΣ +
∫
Bτ2τ1
[
r−1−η(LΩkT lφ)2 + r−1−η(LΩkT lφ)2 + r−1|ΩkT l /∇φ|2
]
dωdvdu
+
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT lφ)2 + (r −M)1+δ(LΩkT lφ)2 + (r −M)3|ΩkT l /∇φ|2
]
dωdudv
.
∫
Στ1
JT [ΩkT lψ] · nΣdµΣ +
∫ τ2
τ1
(∫
Στ∩Cτ2τ1
|ΩkT lF |2 dµΣ
)1/2
dτ
2
+
∫ τ2
τ1
∫
NHv
1
(r −M)−1−ηD
2|ΩkT lF |2dωdvdu+
∫ τ2
τ1
∫
NIu
r1+η|ΩkT lF |2dωdvdu,
(2.15)
for any τ1 < τ2 and any η > 0.
2.3. (r −M)−p-weighted estimates and rp-weighted estimates. From [7] we have the following (r −M)−p-weigthed
estimates at the horizon and the rp-weighted estimates at infinity that can be summarized in the following propositions that
will be used to show decay for these weighted energies later in the article. We define the following quantities:
ΦH0
.
=
2r
D
Lφ0, Φ
H
≥1
.
=
2r
D
Lφ≥1, Φ
I
0
.
=
2r2
D
Lφ0, Φ
I
≥1
.
=
2r2
D
Lφ≥1.
We have the following proposition for ψ0:
Proposition 2.5. Let ψ0 be the spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.5), and let
φ
.
= rψ0. For any τ , τ1, τ2 with τ1 < τ2, p ∈ (0, 3), and any l ∈ N for the quantities
(2.16) Ip0,l(τ) =
∫
NHτ
(r −M)−p(LT lφ0)2 dωdu+
∫
Στ\(NHτ ∪NIτ )
JT [T lψ0] · nΣτ dµΣτ +
∫
NIτ
rp(LT lφ0)
2 dωdv
we have that
Ip0,l(τ2) +
∫ τ2
τ1
Ip−10,l (τ
′) dτ ′ . Ip0,l(τ1) +
∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|T lF0|2 dωdudv +
∫ τ2
τ1
∫
NIu
r1+η|T lF0|2 dωdvdu
+
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
(r −M)−p(LT lφ0) · Dr
4
(T lF0) dωdvdu
∣∣∣∣∣+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
rp(LT lφ0) · (T lF0) dωdudv
∣∣∣∣∣
+
∫
Cτ2τ1
|T lF0|2 dµC ,
(2.17)
for any η > 0.
We also have the following proposition for ΦH0 and Φ
I
0:
Proposition 2.6. Let ψ0 be the spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.5), and let
φ
.
= rψ0. For any τ , τ1, τ2 with τ1 < τ2, p ∈ (0, 1), and any l ∈ N for the quantities
(2.18) IIp0,l(τ) =
∫
NHτ
(r −M)−p(LT lΦH0 )2 dωdu+
∫
Στ\(NHτ ∪NIτ )
JT [T l+1ψ0] · nΣτ dµΣτ +
∫
NIτ
rp(LT lΦI0)
2 dωdv
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we have that
IIp0,l(τ2) +
∫ τ2
τ1
IIp−10,l (τ
′) dτ ′ . IIp0,l(τ1) +
∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|T l+1F0|2 dωdudv
+
∫ τ2
τ1
∫
NIu
r1+η|T l+1F0|2 dωdvdu
+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LT lΦH0 ) · L(r2T lF0) dωdudv
∣∣∣∣∣
+
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LT lΦI0) · L(r3T lF0) dωdvdu
∣∣∣∣∣
+
∫
Cτ2τ1
|T l+1F0|2 dµC .
(2.19)
Analogously we have the following for φ≥1:
Proposition 2.7. Let ψ≥1 be the non-spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.7), and
let φ
.
= rψ0. For any τ , τ1, τ2 with τ1 < τ2, p ∈ (0, 2), any k ≤ 5, any η > 0, and any l ∈ N for the quantities
(2.20) Ip≥1,k,l(τ) =
∫
NHτ
(r −M)−p(LΩkT lφ≥1)2 dωdu+
∫
Στ\(NHτ ∪NIτ )
JT [ΩkT lψ≥1] · nΣ dµΣ +
∫
NIτ
rp(LΩkT lφ≥1)
2 dωdv
we have that
Ip≥1,k,l(τ2)+
∫ τ2
τ1
Ip−1≥1,k,l(τ
′) dτ ′ + (2− p)
∫ τ2
τ1
∫
NHv
(r −M)−p+3| /∇ΩkT lφ≥1|2 dωdudv
.Ip≥1,k,l(τ1) +
∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|ΩkT lF≥1|2 dωdudv
+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT lφ≥1) · Dr
4
(ΩkT lF≥1) dωdudv
∣∣∣∣∣
+
∫ τ2
τ1
∫
NIu
r1+η|ΩkT lF≥1|2 dωdvdu+
∫
Cτ2τ1
|ΩkT l+2F≥1|2 dµC + sup
τ ′∈[τ1,τ2]
∫
Στ′∩C
τ2
τ1
|ΩkT l+1F≥1|2 dµC .
(2.21)
Finally we have the following for ΦH≥1 and Φ
I
≥1:
Proposition 2.8. Let ψ≥1 be the non-spherically symmetric part of a solution ψ of (2.1) which satisfies equation (2.7), and
let φ
.
= rψ0. For any τ , τ1, τ2 with τ1 < τ2, p ∈ (0, 2] and any l ∈ N for the quantities
(2.22) IIp≥1,k,l(τ) =
∫
NHτ
(r−M)−p(LΩkT lΦH≥1)2 dωdu+
∫
Στ\(NHτ ∪NIτ )
JT [ΩkT l+1ψ≥1] ·nΣ dµΣ +
∫
NIτ
rp(LΩkT lΦI≥1)
2 dωdv
we have that
IIp≥1,k,l(τ2)+
∫ τ2
τ1
IIp−1≥1,k,l(τ
′) dτ ′ +
∫ τ2
τ1
∫
NHv
(r −M)−p+3| /∇ΩkT lΦH≥1|2 dωdudv
.IIp≥1,k,l(τ1) +
∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|ΩkT l+1F≥1|2 dωdudv +
∫ τ2
τ1
∫
NIu
r1+η|ΩkT l+1F≥1|2 dωdvdu
+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT lΦH≥1) · L(r2ΩkT l+1F≥1) dωdudv
∣∣∣∣∣
+
∫ τ2
τ1
∫
Στ\NHτ
r1+η|ΩkT l+1F≥1|2 dωdvdu+
∫
Cτ2τ1
|ΩkT l+3F≥1|2 dµC
+ sup
τ ′∈[τ1,τ2]
∫
Στ′∩C
τ2
τ1
|ΩkT l+2F≥1|2 dµΣτ′ .
(2.23)
Remark 2.2. The estimates of the last Proposition 2.8 hold also without the need to restrict to higher angular frequencies if
l ≥ 1.
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We note that we also have separate (r −M)−p and rp weighted estimates for any τ1, τ2 with τ1 < τ2, any l ∈ N and any
η > 0. For φ0 close to the horizon we have that:∫
NHτ2
(r −M)−p(LT lφ0)2 dωdu+
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LT lφ0)2 dωdudv
.
∫
NHτ1
(r −M)−p(LT lφ0)2 dωdu+
∫
Στ1
JT [T lψ0] · nΣτ1 dµΣτ1
+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LT lφ0) · Dr
4
(T lF0) dωdudv
∣∣∣∣∣
+
∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|T lF0|2 dωdudv +
∫ τ2
τ1
∫
NIu
r1+η|T lF0|2 dωdvdu,
(2.24)
for p ∈ (0, 3). For ΦH0 close to the horizon we have that:∫
NHτ2
(r −M)−p(LT lΦH0 )2 dωdu+
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LT lΦH0 )2 dωdudv
.
∫
NHτ1
(r −M)−p(LT lΦH0 )2 dωdu+
∫
NHτ1
(r −M)−p−2(LT lφ0)2 dωdu+
∫
Στ1
JT [T l+1ψ0] · nΣ dµΣ
+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p−2(LT lφ0) · (DT lF0) dωdudv
∣∣∣∣∣+
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LT lΦH0 ) · L(r2T lF0) dωdudv
∣∣∣∣∣
+
l+1∑
m=l
(∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|TmF0|2 dωdudv +
∫ τ2
τ1
∫
NIu
r1+η|TmF0|2 dωdudv
)
+
l+1∑
m=l
∫
Cτ2τ1
|TmF0|2 dµC ,
(2.25)
for p ∈ (0, 1). For ψ0 at infinity we have the following estimates:∫
NIτ2
rp(LT lφ0)
2 dωdv +
∫ τ2
τ1
∫
NIu
rp−1(LT lφ0)
2 dωdvdu
.
∫
NIτ1
rp(LT lφ0)
2 dωdu+
∫
Στ1
JT [T lψ0] · nΣ dµΣ
+
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp|(LT lφ0) · (T lF0) dωdvdu
∣∣∣∣∣
+
∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|T lF0|2 dωdudv +
∫ τ2
τ1
∫
NIu
r1+η|T lF0|2 dωdvdu+
∫
Cτ2τ1
|T lF0|2 dµC,
(2.26)
for p ∈ (0, 3). For ΦI0 at infinity we have that:∫
NIτ2
rp(LT lΦI0)
2 dωdv +
∫ τ2
τ1
∫
NIu
rp−1(LT lΦI0)
2 dωdvdu
.
∫
NIτ1
rp(LT lΦI0)
2 dωdu+
∫
NIτ1
rp+2(LT lφ0)
2 dωdu+
∫
Στ1
JT [T l+1ψ0] · nΣ dµΣ
+
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp+2|(LT lφ0) · (T lF0) dωdvdu
∣∣∣∣∣+
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LT lΦI0) · (L(r3T lF0) dωdvdu
∣∣∣∣∣
+
l+1∑
m=l
(∫ τ2
τ1
∫
NHv
1
(r −M)1+ηD
2|TmF0|2 dωdudv +
∫ τ2
τ1
∫
NIu
r1+η|TmF0|2 dωdvdu
)
+
l+1∑
m=l
∫
Cτ2τ1
|TmF0|2 dµC ,
(2.27)
for p ∈ (0, 1).
Analogous estimates hold for φ≥1 close to the horizon (as (2.24) for p ∈ (0, 2)) and close to infinity (as (2.26) for p ∈ (0, 2)),
for ΦH≥1 close to the horizon (as (2.25) for p ∈ (0, 2) without the uncommuted terms with weight (r −M)−p−2), and for ΦI≥1
close to infinity (as (2.27) for p ∈ (0, 2) without the uncommuted terms with weight rp+2), with extra terms coming from the
trapping on the photon sphere (losing either one or no derivatives as we do not consider integrated quantities over the photon
sphere).
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3. Bootstrap assumptions
From this section and on we will assume that our nonlinearity has the form given in equation (1.1), hence we will use all
the estimates that were presented in all the sections so far for
F
.
= A(u, v, ω, ψ) · gαβ · ∂αψ · ∂βψ,
for A as defined before in the statement of Theorem 1.1. We also set
F c
.
= gαβ · ∂αψ · ∂βψ.
We will assume the following estimates in all the remaining section of the paper for C a constant, E0 the initial energy as
defined in Appendix A.5, δ1, δ2, β0 > 0 small enough, for some  > 0, for 0 < β < δ2 and 0 < δ ≤ δ2, and for L being any
“linear” term among the ones that show up on the left hand side of inequality (4.7)-(4.46) (so when we want to show these
estimates the “linear” L terms from the inhomogeneities can be absorbed in the left hand side of inequality that is used).
After examining their implications, we will verify their validity through a bootstrap argument.
(A1)
∫
Rτ2τ1
r2|F0|2 dµR . CE0
2
(1 + τ1)3−δ1
,
(A2)
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2|F0|2 dωdudv . CE0
2
(1 + τ1)3−δ1−p
for p ∈ (0, 2− δ1],
(A3)
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(Lφ0) · (DF0) dωdudv
∣∣∣∣∣ . CE02(1 + τ1)3−δ1−p for p ∈ (2, 3− δ1],
(A4)
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · L(r2F0) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)1−δ1−p for p ∈ (0, 1− δ1],∫
Rτ2τ1\A
τ2
τ1
rp+1|F0|2 dµR . CE0
2
(1 + τ1)3−δ1−p
for p ∈ (1, 2− δ1], and∫ τ2
τ1
(∫
NIu
rp|F0|2 dωdv
)1/2
du
2 . CE02
(1 + τ1)3−δ1−p
for p ∈ (2, 3− δ1]
,(A5)
(A6)
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΦI0) · L(r3F0) dωdvdu
∣∣∣∣∣ . β0L+ CE02(1 + τ1)1−δ1−p for p ∈ (0, 1− δ1],
(B1)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkF≥1|2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkF≥1|2 dµR
)
. CE0
2
(1 + τ1)3+δ2
,
(B2)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) ·D(ΩkF≥1) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)3+δ2−p for p ∈ (0, 2− δ1],
(B3)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · L(r2ΩkF≥1) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)1+δ2−p for p ∈ (0, 1 + δ2],
(B4)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkF≥1|2 dµR . CE0
2
(1 + τ1)3+δ2−p
for p ∈ (1, 2− δ1],
(B5)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · (L(r3ΩkF≥1) dωdvdu
∣∣∣∣∣ . β0L+ CE02(1 + τ1)1+δ2−p for p ∈ (0, 1 + δ2],
(C1)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkTF |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkTF |2 dµR
)
. CE0
2
(1 + τ1)3+δ2
,
(C2)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) ·D(ΩkTF ) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)3+δ2−p for p ∈ (0, 2− δ1],
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(C3)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTΦH) · L(r2ΩkTF ) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)1+δ2−p for p ∈ (0, 1 + δ2],
(C4)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkTF |2 dµR ≤ CE0
2
(1 + τ1)3+δ2−p
for p ∈ (1, 2− δ1],
(C5)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΩkTΦI) · (L(r3ΩkTF ) dωdvdu
∣∣∣∣∣ . β0L+ CE02(1 + τ2)1+δ2−p for p ∈ (0, 1 + δ2],
(D1)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 2F |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkT 2F |2 dµR
)
. CE0
2
(1 + τ1)2+δ2
,
(D2)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 2φ) ·D(ΩkT 2F ) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)2+δ2 for p ∈ (0, 2− δ1],
(D3)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 2ΦH) · L(r2ΩkT 2F ) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)δ2−p for p ∈ (0, δ2],
(D4)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkT 2F |2 dµR . CE0
2
(1 + τ1)2+δ2−p
for p ∈ (1, 2− δ1],
(D5)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΩkT 2ΦI) · (L(r3ΩkT 2F ) dωdvdu
∣∣∣∣∣ . β0L+ CE02(1 + τ2)δ2−p for p ∈ (0, δ2],
(D6)
∑
k≤5
∫
Cτ2τ1
|ΩkT 2F |2 dµC . CE0
2
(1 + τ1)3+δ2
,
(E1)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 3F |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkT 3F |2 dµR
)
. CE0
2
(1 + τ1)1+δ2
,
(E2)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 3φ) ·D(ΩkT 3F ) dωdudv
∣∣∣∣∣ . β0L+ CE02(1 + τ1)1+δ2 for p ∈ (0, 1 + δ2],
(E3)
∑
k≤5
∫
Aτ2τ1
(r −M)−2D2|ΩkT 3F |2 · v1+β dωdudv . C2E204,
(E4)
∑
k≤5
∫
Rτ2τ1
rp+1|ΩkT 3F |2 dµR . CE0
2
(1 + τ1)1+δ2−p
for p ∈ (0, 1 + δ2],
(E5)
∑
k≤5
∫
Cτ2τ1
|ΩkT 3F |2 dµC . CE0
2
(1 + τ1)2+δ2
,
(E6)
∑
k≤5
∫ τ2
τ1
(∫
Στ∩(Rτ2τ1\A
τ2
τ1)
r2|ΩkT 3F |2 dµΣ
)1/2
dτ
2 . CE02,
(F1)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 4F |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkT 4F |2 dµR
)
. CE0
2
1 + τ1
,
(F2)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 4φ) ·D(ΩkT 4F ) dωdudv
∣∣∣∣∣ . CE02(1 + τ1)1−p for p ∈ (0, 1],
(F3)
∑
k≤5
∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 4F |2 · v1+β dωdudv . CE02,
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(F4)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkT 4F |2 dµR . CE0
2
(1 + τ1)1−p
for p ∈ (0, 1],
(F5)
∑
k≤5
∫
Cτ2τ1
|ΩkT 4F |2 dµC . CE0
2
(1 + τ1)2
,
(F6)
∑
k≤5
∫ τ2
τ1
(∫
Στ∩(Rτ2τ1\A
τ2
τ1)
r1+δ|ΩkT 4F |2 dµΣ
)1/2
dτ
2 . CE02,
∑
k≤5
∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 5F |2 · v1+β dωdudv
+
∫ τ2
τ1
(∫
Στ\(NHτ ∪NIτ )
|ΩkT 5F |2dµΣ
)1/2
dτ
2
+
∫ τ2
τ1
∫
NIτ
r1+δ|ΩkT 5F |2 dµNIdτ
+
∫ τ2
τ1
(∫
Στ∩(Rτ2τ1\A
τ2
τ1)
r1+δ|ΩkT 5F |2 dµΣ
)1/2
dτ
2 . CE02,
(G1)
(G2)
∑
k≤5
∫
Cτ2τ1
|ΩkT 5F |2 dµC . CE0
2
1 + τ1
.
4. Decay and boundedness estimates
4.1. Energy decay estimates. First, we will derive the decay estimates for the various energies restricted to the spherically
symmetric part ψ0 of a solution ψ of (1.1). We will apply the bootstrap assumptions of Section 3 together with the energy
inequalities of Section (2).
Lemma 4.1. Let ψ0 be the spherically symmetric part of a solution ψ of (1.1) for which the assumptions of Section 3 are
satisfied. Then for all τ ≥ τ0 we have that
(4.1)
∫
Στ
JT [ψ0] · nΣ dµΣ . E0
2
(1 + τ)3−δ1
,
for  and δ1 as in the bootstrap assumptions of section 3.
Proof. We will omit several details of the proof as they are quite standard. We first note that by the bootstrap assumptions
(A3), (C1)-(C5), we have that the quantity ∫ τ2
τ1
IIδ10,0(τ) dτ
is bounded by CE0
2 for all τ1, τ2 with τ1 < τ2. Note that the above quantity contains the quantity∫ τ2
τ1
∫
NIu
r−δ1(LΦI0)
2 dωdvdu
and so the later is also bounded by CE0
2 for all τ1, τ2 with τ1 < τ2. By a standard argument we have that
IIδ10,0(τ
1
n) .
CE0
2
1 + τ1n
,
over a dyadic sequence {τ1n}, and that ∫
NI
τ2n
r−δ1(LΦI0)
2 dωdv . CE0
2
1 + τ2n
,
over another dyadic sequence {τ2n}. It’s easy then to see that we have that
IIδ10,0(τn) +
∫
NIτn
r−δ1(LΦI0)
2 dωdv . CE0
2
1 + τn
,
for {τn} = {τ1n} ∪ {τ2n}. By Hardy’s inequality (A.6) we have that for all τ
I2−δ10,0 (τ) . IIδ10,0(τ) +
∫
Στ
JT [ψ0] · nΣ dµΣ,
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and that ∫
NIτ
r2−δ1(Lφ0)
2 dωdv .
∫
NIτ
r−δ1(LΦI0)
2 dωdv +
∫
Στ
JT [ψ0] · nΣ dµΣ,
by using the decay over {τn} for IIδ10,0 and
∫
NI r
−δ1(LΦI0)
2 dωdv, estimates (2.17) and (2.26) for l = 0, and the bootstrap
estimates (A2) and (A4), we can get that over another dyadic sequence {λn} we have that
I2−δ10,0 (λn) +
∫
NI
λn
r2−δ1(Lφ0)
2 dωdv . CE0
2
1 + λn
,
where we also used that by the bootstrap assumptions (A1)-(A6) we can actually show decay of rate τ−2 for the T -flux of
ψ0 (for details on this see Theorem 21 of Section 6 of [3], the situation is analogous to the one in the present paper). By a
standard argument and using estimates (2.25) and again (2.26) we have that
I2−δ10,0 (τ) .
CE0
2
1 + τ
for all τ ,
and ∫
NIτ
r2−δ1(Lφ0)
2 dωdv . CE0
2
1 + τ
for all τ .
Arguing in the same way we can now show that
I10,0(τ) .
CE0
2
(1 + τ)2−δ1
for all τ ,
from which, using moreover (2.17) and (2.24), it easily follows that∫
Στ
JT [ψ0] · nΣ dµΣ . CE0
2
(1 + τ)3−δ1
for all τ .
by using also .

Remark 4.1. Note that by the proof of the above Lemma, we get the following hierarchy of energy decay estimates under the
condition that the assumptions of section 3 are satisfied:
(4.2)
∫
NHτ
(r −M)−p(Lφ0)2 dωdu . CE0
2
(1 + τ)3−δ1−p
for all τ and for all p ∈ (0, 3− δ1],
(4.3)
∫
NHτ
(r −M)−p(LΦH0 )2 dωdu . CE0
2
(1 + τ)1−δ1−p
for all τ and for all p ∈ (0, 1− δ1],
(4.4)
∫
NIτ
rp(Lφ0)
2 dωdv . CE0
2
(1 + τ)3−δ1−p
for all τ and for all p ∈ (0, 3− δ1],
and
(4.5)
∫
NIτ
rp(LΦI0)
2 dωdu . CE0
2
(1 + τ)1−δ1−p
for all τ and for all p ∈ (0, 1− δ1],
where the range of p ∈ (0, 1− δ1) in (4.3) and (4.5), and the range of p ∈ [1− δ1, 2] in (4.2) and (4.4) can be obtained through
interpolation.
For the non-spherically symmetric part ψ≥1 of a solution ψ of (1.1) we have the following energy decay estimate arguing
as in the case of the spherically symmetric part for which we argue as in the proof of the previous estimate Lemma and where
we use the corresponding energy decay estimates.
Lemma 4.2. Let ψ≥1 be the non-spherically symmetric part of a solution ψ of (1.1) for which the assumptions of section 3
are satisfied. Then for all τ we have that
(4.6)
5∑
k=1
∫
Στ
JT [Ωkψ≥1] · nΣ dµΣ . CE0
2
(1 + τ)3+δ2
,
for  and δ2 as in the bootstrap assumptions of section 3.
Proof. The proof of the above Lemma follows the same lines as the previous Lemma using now the corresponding bootstrap
assumptions from section 3. 
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Combining the previous two lemmas we have that:
(4.7)
5∑
k=1
∫
Στ
JT [Ωkψ] · nΣ dµΣ . CE0
2
(1 + τ)3−δ1
.
Similarly we have the following estimates after commuting with T derivatives:
(4.8)
5∑
k=1
∫
Στ
JT [ΩkTψ] · nΣ dµΣ . CE0
2
(1 + τ)3+δ2
,
(4.9)
5∑
k=1
∫
Στ
JT [ΩkT 2ψ] · nΣ dµΣ . CE0
2
(1 + τ)2+δ2
,
(4.10)
5∑
k=1
∫
Στ
JT [ΩkT 3ψ] · nΣ dµΣ . CE0
2
(1 + τ)1+δ2
,
(4.11)
5∑
k=1
∫
Στ
JT [ΩkT 4ψ] · nΣ dµΣ . CE0
2
1 + τ
,
and
(4.12)
5∑
k=1
∫
Στ
JT [ΩkT 5ψ] · nΣ dµΣ . CE02,
Note that by the proof of the previous Lemma, we get the following hierarchy of energy decay estimates under the condition
that the assumptions of section 3 are satisfied:
(4.13)
∫
NHτ
(r −M)−p(Lφ≥1)2 dωdu . CE0
2
(1 + τ)3+δ2−p
for all τ and for all p ∈ (0, 3− δ1],
(4.14)
∫
NHτ
(r −M)−p(LΦH≥1)2 dωdu . CE0
2
(1 + τ)1+δ2−p
for all τ and for all p ∈ (0, 1 + δ2],
(4.15)
∫
NIτ
rp(Lφ≥1)
2 dωdv . CE0
2
(1 + τ)3+δ2−p
for all τ and for all p ∈ (0, 2],
and
(4.16)
∫
NIτ
rp(LΦI≥1)
2 dωdu . CE0
2
(1 + τ)1+δ2−p
for all τ and for all p ∈ (0, 1 + δ2].
Similarly after commuting with T derivatives we also have the following estimates:
(4.17)
∫
NHτ
(r −M)−p(Lφ)2 dωdu . CE0
2
(1 + τ)3−δ1−p
for all τ and for all p ∈ (0, 3− δ1],
(4.18)
∫
NHτ
(r −M)−p(LΦH)2 dωdu . CE0
2
(1 + τ)1−δ1−p
for all τ and for all p ∈ (0, 1− δ1],
(4.19)
∫
NIτ
rp(Lφ)2 dωdv . CE0
2
(1 + τ)3−δ1−p
for all τ and for all p ∈ (0, 3− δ1],
(4.20)
∫
NIτ
rp(LΦI)2 dωdu . CE0
2
(1 + τ)1−δ1−p
for all τ and for all p ∈ (0, 1− δ1],
(4.21)
∫
NHτ
(r −M)−p(LTφ)2 dωdu . CE0
2
(1 + τ)3+δ2−p
for all τ and for all p ∈ (0, 2],
(4.22)
∫
NHτ
(r −M)−p(LTΦH)2 dωdu . CE0
2
(1 + τ)1+δ2−p
for all τ and for all p ∈ (0, 1 + δ2],
(4.23)
∫
NIτ
rp(LTφ)2 dωdv . CE0
2
(1 + τ)3+δ2−p
for all τ and for all p ∈ (0, 2],
(4.24)
∫
NIτ
rp(LTΦI)2 dωdu . CE0
2
(1 + τ)1+δ2−p
for all τ and for all p ∈ (0, 1 + δ2],
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(4.25)
∫
NHτ
(r −M)−p(LT 2φ)2 dωdu . CE0
2
(1 + τ)2+δ2−p
for all τ and for all p ∈ (0, 2],
(4.26)
∫
NHτ
(r −M)−p(LT 2ΦH)2 dωdu . CE0
2
(1 + τ)δ2−p
for all τ and for all p ∈ (0, δ2],
(4.27)
∫
NIτ
rp(LT 2φ)2 dωdv . CE0
2
(1 + τ)2+δ2−p
for all τ and for all p ∈ (0, 2],
(4.28)
∫
NIτ
rp(LT 2ΦI)2 dωdu . CE0
2
(1 + τ)δ2−p
for all τ and for all p ∈ (0, δ2],
(4.29)
∫
NHτ
(r −M)−p(LT 3φ)2 dωdu . CE0
2
(1 + τ)1+δ2−p
for all τ and for all p ∈ (0, 1 + δ2],
(4.30)
∫
NHτ
(r −M)−2(LT 3φ)2 dωdu . CE02,
(4.31)
∫
NIτ
rp(LT 3φ)2 dωdv . CE0
2
(1 + τ)1+δ2−p
for all τ and for all p ∈ (0, 1 + δ2],
(4.32)
∫
NIτ
r2(LT 3φ)2 dωdv . CE02,
(4.33)
∫
NHτ
(r −M)−p(LT 4φ)2 dωdu . CE0
2
(1 + τ)1−p
for all τ and for all p ∈ (0, 1],
(4.34)
∫
NHτ
(r −M)−1−δ(LT 4φ)2 dωdu . CE02 for all δ ≤ δ2,
(4.35)
∫
NIτ
rp(LT 4φ)2 dωdv . CE0
2
(1 + τ)1−p
for all τ and for all p ∈ (0, 1],
(4.36)
∫
NIτ
r1+δ(LT 4φ)2 dωdv . CE02 for all δ ≤ δ2,
(4.37)
∫
NHτ
(r −M)−1−δ(LT 5φ)2 dωdu . CE02 for all δ ≤ δ2,
(4.38)
∫
NIτ
r1+δ(LT 5φ)2 dωdv . CE02 for all δ ≤ δ2.
Also as it is evident from the proof of estimates (4.1)and (4.6), we also get the following decay estimates under the condition
that the assumptions of section 3 are satisfied:∫
Aτ2τ1
[
(r −M)1+δ(LΩkφ0)2 + (r −M)1+δ(LΩkφ0)2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkTψ0)
2 + (Y Ωkψ0)
2
)
dµR
+
∫
Bτ2τ1
(
(LΩkφ0)
2
r1+δ
+
(LΩkφ0)
2
r1+δ
)
dωdvdu . CE0
2
(1 + τ)3−δ1
,
(4.39)
and ∫
Aτ2τ1
[
(r −M)1+δ(LΩkφ≥1)2 + (r −M)1+δ(LΩkφ≥1)2 + (r −M)3|Ωk /∇φ≥1|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkTψ≥1)
2 + (Y Ωkψ≥1)
2 + | /∇Ωkψ≥1|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkφ≥1)2
r1+δ
+
(LΩkφ≥1)2
r1+δ
+
| /∇φ≥1|2
r
)
dωdvdu . CE0
2
(1 + τ)3+δ2
,
(4.40)
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for any τ1 < τ2, for  and δ1, δ2 as in the bootstrap assumptions of section 3, for any k ≤ 5, and for any δ > 0. We also have
that: ∫
Aτ2τ1
[
(r −M)1+δ(LΩkφ)2 + (r −M)1+δ(LΩkφ)2 + (r −M)3|Ωk /∇φ|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(TΩkψ)2 + (Y Ωkψ)2 + | /∇Ωkψ|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkφ)2
r1+δ
+
(LΩkφ)2
r1+δ
+
| /∇φ|2
r
)
dωdvdu . CE0
2
(1 + τ)3−δ1
.
(4.41)
Similarly we have after commuting with T derivatives the following estimates:∫
Aτ2τ1
[
(r −M)1+δ(LΩkTφ)2 + (r −M)1+δ(LΩkTφ)2 + (r −M)3|ΩkT /∇φ|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkT 2ψ)2 + (Y ΩkTψ)2 + | /∇ΩkTψ|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkTφ)2
r1+δ
+
(LΩkTφ)2
r1+δ
+
| /∇Tφ|2
r
)
dωdvdu . CE0
2
(1 + τ)3+δ2
,
(4.42)
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT 2φ)2 + (r −M)1+δ(LΩkT 2φ)2 + (r −M)3|ΩkT 2 /∇φ|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkT 3ψ)2 + (Y ΩkT 2ψ)2 + | /∇ΩkT 2ψ|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkT 2φ)2
r1+δ
+
(LΩkT 2φ)2
r1+δ
+
| /∇T 2φ|2
r
)
dωdvdu . CE0
2
(1 + τ)2+δ2
,
(4.43)
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT 3φ)2 + (r −M)1+δ(LΩkT 3φ)2 + (r −M)3|ΩkT 3 /∇φ|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkT 4ψ)2 + (Y ΩkT 3ψ)2 + | /∇ΩkT 3ψ|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkT 3φ)2
r1+δ
+
(LΩkT 3φ)2
r1+δ
+
| /∇T 3φ|2
r
)
dωdvdu . CE0
2
(1 + τ)1+δ2
,
(4.44)
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT 4φ)2 + (r −M)1+δ(LΩkT 4φ)2 + (r −M)3|ΩkT 4 /∇φ|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkT 5ψ)2 + (Y ΩkT 4ψ)2 + | /∇ΩkT 4ψ|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkT 4φ)2
r1+δ
+
(LΩkT 4φ)2
r1+δ
+
| /∇T 4φ|2
r
)
dωdvdu . CE0
2
1 + τ
,
(4.45)
∫
Aτ2τ1
[
(r −M)1+δ(LΩkT 5φ)2 + (r −M)1+δ(LΩkT 5φ)2 + (r −M)3|ΩkT 5 /∇φ|2
]
dωdudv
+
∫
Rτ2τ1\(A
τ2
τ1
∪Bτ2τ1 )
(
(ΩkT 6ψ)2 + (Y ΩkT 5ψ)2 + | /∇ΩkT 5ψ|2
)
dµR
+
∫
Bτ2τ1
(
(LΩkT 5φ)2
r1+δ
+
(LΩkT 5φ)2
r1+δ
+
| /∇T 5φ|2
r
)
dωdvdu . CE02.
(4.46)
4.2. Pointwise decay estimates. First we state the decay estimates satisfied by various quantities away from the horizon.
Lemma 4.3. Let ψ be a solution of the equation (1.1) for which the assumptions of section 3 are satisfied. Then we have that
(4.47) r1/2|ψ0|(τ, r) . CrE
1/2
0 
τ3/2−δ1/2
,
(4.48)
3∑
k=0
r1/2|Ωkψ≥1|(τ, r, ω) . C
1/2
r E
1/2
0 
τ3/2+δ2/2
,
(4.49)
5∑
k=4
r
∫
S2
(Ωkψ≥1)
2(τ, r, ω) dω . CrE0
2
v3+δ2
,
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for all τ , for  and δ1 as in the bootstrap assumptions of section 3, and for any r > M where the constant constant Cr diverges
to infinity as r →M or as r →∞.
Proof. The proof follows from a standard application of the fundamental theorem of calculus. We demonstrate it only for ψ0
(since the argument for estimate (4.48) and (4.49) is almost identical) where we use a coordinate system (ρ, ω) on Στ for any
τ :
ψ20(τ, r) .
1
r
·
∫ ∞
r
(∂ρψ0)
2 ρ2dρ . 1
r
·
∫ ∞
r
D(∂ρψ0)
2 ρ2dρ
⇒r · ψ20(τ, r) . C2r
∫
Στ
JT [ψ0] · nΣ dµΣ
⇒r · ψ20(τ, r) . C
2
rE0
2
τ3−δ1
,
where we used the fact r > M in order to present the D factor in the integral in the first line, and in the last line we used the
decay estimate (4.1). 
Using the previous estimates we have the following decay estimates close to the horizon for the spherically symmetric part
of (1.1).
Lemma 4.4. Let ψ0 be the spherically symmetric part of a solution ψ of (1.1) for which the assumptions of section 3 are
satisfied. Then for all (u, v) ∈ A∞τ0/SO(2) we have that
(4.50) |φ0|(u, v) . C
1/2E
1/2
0 
v1−δ1/2
,
for  and δ1 as in the bootstrap assumptions of section 3, and for all (u, v) ∈ B∞τ0 that
(4.51) |φ0|(u, v) . C
1/2E
1/2
0 
u1−δ1/2
.
Proof. We apply the fundamental theorem of calculus to ψ20 and we have that
φ20(u, v) . φ20(u0, v)+
∫
NHv
|φ0| · |Lφ0| du . ψ20(u0, v)
+
∫
NHv
φ20 du+
∫
NHv
|φ0| · |Lφ0| du
.φ20(u0, v) +
∫
Σv
JT [ψ0] · nΣ dµΣ
+
(∫
NHv
φ20 Ddu
)1/2
·
(∫
NHv
1
D
(Lφ0)
2 du
)1/2
.ψ20(u0, v) +
∫
Σv
JT [ψ0] · nΣ dµΣ
+
(∫
Σv
JT [ψ0] · nΣ dµΣ
)1/2
·
(∫
NHv
(r −M)−2(Lφ0)2 du
)1/2
. E0
2
v3−δ1
+
E
1/2
0 
v3/2−δ1/2
· E
1/2
0 
v1/2−δ1/2
. E0
2
v2−δ1
,
where we used the decay estimate in the interior (4.47), the energy decay estimate (4.1) and the energy decay estimate (4.2).
The estimate at infinity follows in a similar way using estimates (4.4). 
For the non-spherically symmetric part we have the following decay estimates:
Lemma 4.5. Let ψ≥1 be the non-spherically symmetric part of a solution ψ of (1.1) for which the assumptions of section 3
are satisfied. Then for all k ≤ 5 and for all (u, v) ∈ A∞τ0/SO(2) we have that
(4.52)
∫
S2
(Ωkφ≥1)
2(u, v, ω) dω . CE0
2
v2+δ2
,
for δ2 as in the bootstrap assumptions of section 3, and for all (u, v) ∈ B∞τ0 that:
(4.53)
∫
S2
(Ωkφ≥1)
2(u, v, ω) dω . CE0
2
u2+δ2
.
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Combining the previous Lemmas gives us also the following estimates for any k ≤ 5:
(4.54)
∫
S2
(Ωkφ)2(u, v, ω) dω . CE0
2
v2−δ1
for all (u, v) ∈ A∞τ0/SO(2),
(4.55)
∫
S2
(Ωkφ)2(u, v, ω) dω . CE0
2
u2−δ1
for all (u, v) ∈ B∞τ0/SO(2),
(4.56) r
∫
S2
(Ωkψ)2(τ, r, ω) dω . CrE0
2
τ3−δ1
for any τ and M < r <∞.
After commuting with T derivatives we have the following decay estimates for any k ≤ 5:
(4.57)
∫
S2
(ΩkTφ)2(u, v, ω) dω . CE0
2
v2+δ2
for all (u, v) ∈ A∞τ0/SO(2),
(4.58)
∫
S2
(ΩkTφ)2(u, v, ω) dω . CE0
2
u2+δ2
for all (u, v) ∈ B∞τ0/SO(2),
(4.59) r
∫
S2
(ΩkTψ)2(τ, r, ω) dω . CrE0
2
τ3+δ2
for any τ and M < r <∞,
(4.60)
∫
S2
(ΩkT 2φ)2(u, v, ω) dω . CE0
2
v1+δ2
for all (u, v) ∈ A∞τ0/SO(2),
(4.61)
∫
S2
(ΩkT 2φ)2(u, v, ω) dω . CE0
2
u1+δ2
for all (u, v) ∈ B∞τ0/SO(2),
(4.62) r
∫
S2
(ΩkT 2ψ)2(τ, r, ω) dω . CrE0
2
τ2+δ2
for any τ and M < r <∞,
(4.63)
∫
S2
(ΩkT 3φ)2(u, v, ω) dω . CE0
2
v1/2+δ2
for all (u, v) ∈ A∞τ0/SO(2),
(4.64)
∫
S2
(ΩkT 3φ)2(u, v, ω) dω . CE0
2
u1/2+δ2
for all (u, v) ∈ B∞τ0/SO(2),
(4.65) r
∫
S2
(ΩkT 3ψ)2(τ, r, ω) dω . CrE0
2
τ1+δ2
for any τ and M < r <∞,
(4.66)
∫
S2
(ΩkT 4φ)2(u, v, ω) dω . CE0
2
v1/4+δ2
for all (u, v) ∈ A∞τ0/SO(2),
(4.67)
∫
S2
(ΩkT 4φ)2(u, v, ω) dω . CE0
2
u1/4+δ2
for all (u, v) ∈ B∞τ0/SO(2),
(4.68) r
∫
S2
(ΩkT 4ψ)2(τ, r, ω) dω . CrE0
2
τ
for any τ and M < r <∞,
(4.69)
∫
S2
(ΩkT 5φ)2(u, v, ω) dω . CE02 for all (u, v) ∈ A∞τ0/SO(2),
(4.70)
∫
S2
(ΩkT 4φ)2(u, v, ω) dω . CE02 for all (u, v) ∈ B∞τ0/SO(2),
(4.71) r
∫
S2
(ΩkT 4ψ)2(τ, r, ω) dω . CrE02 for any τ and M < r <∞.
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4.3. Boundedness of ∂rψ. In this section we will show that the transversal to the horizon ∂r derivative is bounded within
spherical symmetry close to the horizon, while it decays (at a slow rate) outside spherical symmetry or after commuting with
T (again close to the horizon – away it decays with a much better rate via the use of the elliptic estimates (A.8)). For the
boundedness result we will use the method of characteristics (following a similar approach to [3]) while for the decay results
we will use the (r −M)−p-weighted energy hierarchies. We also note that the following boundedness estimate involves a
bootstrap argument under the assumptions of Section 3 (the same is done for the growth estimates of Section 5). The later
assumptions are then verified through another bootstrap argument (in Section 6) and the choice of the final smallness constant
is the minimum of the constants involved in the aforementioned bootstrap arguments.
Theorem 4.6. Let ψ be a solution of (1.1) with the corresponding initial data, and assume that the bootstrap assumptions of
Section 3 hold true. Then there exists some ′ > 0 such that for all 0 <  < ′ we have for all (u, v, ω) ∈ A∞τ0 that:
(4.72)
∣∣∣∣2rD Lφ
∣∣∣∣ (u, v, ω) . C√E0.
Proof. The proof will follow a standard bootstrap argument. We note that equation (1.2) has the following form in double
null coordinates for φ = r · ψ close to the horizon
LLφ =O((r −M)2) /∆φ+O((r −M)3)φ
+ +
Dr
4
A · gαβ · ∂αψ · ∂βψ.
(4.73)
For the quantity
h(u, v, ω) =
(
2r
D
Lφ
)
(u, v, ω)
the above equation (4.73) gives us the following equation
L
(
2r
D
Lφ
)
=
1
2r
/∆φ+
(
D′
2
+
D
2r
)
·
(
2r
D
Lφ
)
+O((r −M)) · φ+ r
2
2
A(x, ψ) · gαβ · ∂αψ · ∂βψ
=
1
2r
/∆φ+
(
D′
2
+
D
2r
)
·
(
2r
D
Lφ
)
+O((r −M)) · φ
+A · 1
r
· (Lφ) ·
(
2r
D
Lφ
)
−A · D
2r2
· φ ·
(
2r
D
Lφ
)
+A · 1
r
· φ · (Lφ)−A · D
2r2
· φ2 + A
2
· | /∇φ|2.
(4.74)
The last equation is of the form
(4.75) Lh+ (r −M)h ' Fh,
where
Fh =
1
2r
/∆φ+O((r −M)) · φ+A · 1
r
· (Lφ) ·
(
2r
D
Lφ
)
−A · D
2r2
· φ ·
(
2r
D
Lφ
)
+A · 1
r
· φ · (Lφ)−A · D
2r2
· φ2 + A
2
· | /∇φ|2.
We integrate the previous equation (4.75) in the v direction and we have that(
2r
D
Lφ
)
(u, v, ω) '
(
2r
D
Lφ
)
(u, v0, ω) +
1
D(u, v)
∫ v
v0
D · /∆φdv′
+
1
D(u, v)
∫ v
v0
D · O((r −M)) · φdv′ + 1
D(u, v)
∫ v
v0
D · A
r
· (Lφ) ·
(
2r
D
Lφ
)
dv′
− 1
D(u, v)
∫ v
v0
D ·A · D
2r2
· φ ·
(
2r
D
Lφ
)
dv′ +
1
D(u, v)
∫ v
v0
D · A
r
· φ · (Lφ) dv′
− 1
D(u, v)
∫ v
v0
D ·A · D
2r2
· φ2 dv′ + 1
D(u, v)
∫ v
v0
D · A
2
· | /∇φ|2 dv′.
For the second term we have that
1
D(u, v)
∫ v
v0
D · /∆φdv′ ≤
∫ v
v0
/∆φdv′ .
∫ v
v0
C1/2E
1/2
0 
(v′)1+δ2/2
dv′ . C1/2E1/20 ,
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by using the pointwise decay estimates (4.52). For the third term we have that
1
D(u, v)
∫ v
v0
D · O((r −M)) · φdv′ . 1
D(u, v)
∫ v
v0
D · O((r −M)) · C
1/2E
1/2
0 
(v′)1−δ1/2
dv′
.C1/2E1/20 
1
D(u, v)
∫ v
v0
D ·D′ dv′ ' C1/2E1/20 
1
D(u, v)
∫ v
v0
L(D) dv′
.C1/2E1/20 
1
D(u, v)
· D(u, v′)∣∣v
v0
. C1/2E1/20 ,
where we used the pointwise decay estimate (4.54). For the fifth term we have that
1
D(u, v)
∫ v
v0
D ·A · D
2r2
·φ ·
(
2r
D
Lφ
)
dv′ . E02
1
D(u, v)
∫ v
v0
D2 · 1
(v′)1−δ1/2
dv′
.E02
1
D(u, v)
∫ v
v0
D2 dv′ . E02
1
D(u, v)
∫ v
v0
L(D) dv′
.E02
1
D(u, v)
· D(u, v′)∣∣v
v0
. E02,
where we used the pointwise decay estimate (4.54). For the sixth term we integrate by parts and we have that
1
D(u, v)
∫ v
v0
D · A(u, v, ψ)
r
· φ · (Lφ) dv′
=
1
2D(u, v)
·
[
D · A
r
φ2
]
(u, v′, ω)
∣∣∣∣∣
v
v0
− 1
2D(u, v)
∫ v
v0
L
(
D · A
r
)
· φ2 dv′
.CE02 +
∫ v
v0
φ2 dv′ . CE02 +
∫ v
v0
CE0
2
(v′)2−δ1
dv′ . CE02,
where we used pointwise decay estimate (4.54) and the smallness of δ1, and the fact
L
(
D · A
r
)
' (r −M)3.
The seventh and eighth terms can be treated similarly. Finally for the fourth term we have that
1
D(u, v)
∫ v
v0
D·A
r
· (Lφ) ·
(
2r
D
Lφ
)
dv′
=
1
D(u, v)
·
[
D · A
r
· φ ·
(
2r
D
Lφ
)]
(u, v′, ω)
∣∣∣∣v
v0
− 1
D(u, v)
∫ v
v0
L
(
D ·A
r
)
· φ ·
(
2r
D
Lφ
)
dv′
− 1
D(u, v)
∫ v
v0
D · A
r
· φ · L
(
2r
D
Lφ
)
dv′,
and we note that the term
− 1
D(u, v)
∫ v
v0
L
(
D ·A
r
)
· φ ·
(
2r
D
Lφ
)
dv′
is of size . CE02 as it is of higher order in D due to the L derivative hitting D·Ar , while for the last term we use the equation
and we have that
− 1
D(u, v)
∫ v
v0
D · A
r
· φ · L
(
2r
D
Lφ
)
dv′
=− 1
D(u, v)
∫ v
v0
D · A
r
· φ · /∆φdv′ − 1
D(u, v)
∫ v
v0
D · A
r
· φ · O((r −M))
(
2r
D
Lφ
)
dv′
− 1
D(u, v)
∫ v
v0
D · A
2
r2
· O((r −M))φ2 dv′ − 1
D(u, v)
∫ v
v0
D · A
r
· φ · (Lφ) ·
(
2r
D
Lφ
)
dv′
+
1
D(u, v)
∫ v
v0
D2 · A
2
2r3
· φ2 ·
(
2r
D
Lφ
)
dv′ − 1
D(u, v)
∫ v
v0
D · A
2
r2
· φ2 · (Lφ) dv′
+
1
D(u, v)
∫ v
v0
D2 · A
2
2r3
· φ3 dv′ − 1
D(u, v)
∫ v
v0
D · A
2
2r
· φ · | /∇φ|2 dv′.
(4.76)
We note that all the terms apart from the second one and the fourth one are integrable in v as they can be bounded by
.
∫ v
v0
CE0
2
(v′)2−δ1
dv′ or .
∫ v
v0
C3/2E
3/2
0 
2
(v′)2−δ1
dv′
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so they are of size . CE02 +C3/2E3/20 2 as δ1 is small enough, by using the pointwise decay estimates (4.54), (4.57), and the
bootstrap assumption. For the second term we note that we have that
1
D(u, v)
∫ v
v0
D·A(x, ψ)
r
· φ · O((r −M))
(
2r
D
Lφ
)
dv′
. 1
D(u, v)
∫ v
v0
D · O((r −M)) · CE0
2
(v′)1−δ1/2
dv′ . 2 1
D(u, v)
∫ v
v0
D · O((r −M)) dv′
'2 1
D(u, v)
∫ v
v0
D ·D′ dv′ . CE022 1
D(u, v)
∫ v
v0
L(D) dv′ . CE02,
where now we took advantage of the (r −M) factors inside the integral, after using the pointwise decay estimate (4.54) and
the bootstrap assumption.
For the fourth term of (4.76) we integrate by parts with respect to L and use again the equation. It is easy to check that
all the terms can be bounded by
. C3/2E3/20 
3 + C2E20
4
after using the pointwise decay estimate (4.54) and the bootstrap assumption.
Gathering together all the above estimates we note that we got a contribution of size . C1/2E1/20  from all the linear
terms, while from all the nonlinear terms we got a contribution of size . CE02 + C3/2E3/20 3 + C2E204, and this suffices in
order to close the bootstrap argument and prove estimate (4.79) if we choose  < ′ for ′ small enough. 
For the restriction of ψ to higher angular frequencies and for Tψ we have that:
Theorem 4.7. Let ψ be a solution of (1.1) with the corresponding initial data, and assume that the assumptions of Section
(3) hold true. We have that
(4.77)
∑
k≤5
∫
S2
(
2r
D
LΩkφ≥1
)2
(u, v, ω) dω . CE0
2
vδ2
,
and
(4.78)
∑
k≤5
∫
S2
(
2r
D
LΩkTφ
)2
(u, v, ω) dω . CE0
2
vδ2
,
for all (u, v) ∈ A∞τ0/SO(3).
The proof of the above Theorem follows easily from the decay estimates (4.14) and (4.22), and an application of the
fundamental theorem of calculus.
A combination of estimates (4.72) and (4.77) gives us the following:
(4.79)
∑
k≤5
∫
S2
(
2r
D
LΩkφ
)2
(u, v, ω) dω . CE02,
for all (u, v) ∈ A∞τ0/SO(3) and for all  < ′ (for ′ as in Theorem 4.6).
Finally we record the following two auxiliary estimates for the transversal derivative to the horizon with added (r −M)q-
weights where q ∈ [1/2 + δ1, 3/2 + δ1/2), and where l ≤ 5:
(4.80)
∫
S2
(r −M)q
(
2r
D
LΩlφ
)2
(u, v, ω) dω . CE0
2
vq−δ1
,
and
(4.81)
∫
S2
(r −M)q
(
2r
D
LΩlTφ
)2
(u, v, ω) dω . CE0
2
vq−δ1/2+δ2/2
,
for (u, v) ∈ A∞τ0/SO(3).
5. Growth estimates
5.1. Growth for ∂2rψ. In [11] it was shown that a linear wave on an extremal Reissner–Nordstro¨m spacetime behaves as
follows on the event horizon:
(5.1)
∣∣∣∣2rD L
(
2r
D
Lφ
)∣∣∣∣ (v, ω)
∣∣∣∣∣
H+
' v.
Here our goal is to obtain an upper bound for the second transversal derivative of a nonlinear wave ψ satisfying (1.1) with
small data in a neighbourhood of the horizon. We have the following:
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Theorem 5.1. Let ψ be a solution of (1.1) with corresponding initial data, and assume that the bootstrap assumptions of
Section 3 hold true. Then for all 0 <  < ′′ where ′′ > 0 is small enough, we have that
(5.2)
∣∣∣∣D1/2−δ/2 2rD L
(
2r
D
Lφ
)∣∣∣∣ (u, v, ω) . C1/2E1/20 vδ,
for all (u, v, ω) ∈ A∞τ0 and any δ ∈ (0, 1].
Remark 5.1. Note that in our case as well we have an estimate of the form (5.1) on the horizon (which corresponds to the
case δ = 1 in the aforementioned Theorem). This shows that for δ = 1 estimate (5.2) is sharp in the region A.
Proof. Using equation (A.2) we have that:
4L
(
D1/2−δ/2
2r
D
L
(
2r
D
Lφ
))
=
(
−4(r −M)
M2
D1/2−δ/2 − 2(1 + δ)M(r −M)
r3
D1/2−δ/2
+O((r −M)2)D1/2−δ/2
)
2r
D
L
(
2r
D
Lφ
)
+
2
r
D1/2−δ/2 /∆
(
2r
D
Lφ
)
+
(
4r3
M4
D1/2−δ/2 +O((r −M))D1/2−δ/2
)
2r
D
Lφ+
(
− 2r
3
M2
D1/2−δ/2 +O((r −M))D1/2−δ/2
)
/∆φ
+
(
− 4r
3
M2
D1/2−δ/2 +O((r −M))D1/2−δ/2
)
φ+D1/2−δ/2
2r
D
L
(
A · r
2
· gαβ · ∂αψ · ∂βψ
)
.
(5.3)
We examine the last nonlinear term and we have that
D1/2−δ/2
2r
D
L
(
A · r
2
· gαβ · ∂αψ · ∂βψ
)
= − ·D1/2−δ/2 2r
D
L
(
A · r
2
)
· gαβ · ∂αψ · ∂βψ
+A ·D1/2−δ/2 r
2
D
L
[
2
r3
Lφ ·
(
2r
D
Lφ
)]
−A ·D1/2−δ/2 r
2
D
L
[
D
r4
φ ·
(
2r
D
Lφ
)]
+A ·D1/2−δ/2 r
2
D
L
(
2
r3
φ · Lφ
)
−A ·D1/2−δ/2 r
2
D
L
(
D
r4
φ2
)
+A ·D1/2−δ/2 r
2
D
L(| /∇φ|2) .= f1H;n + f2H;n + f3H;n + f4H;n + f5H;n + f6H;n.
We examine each term separately. We leave the first term as is for now. For the second term we compute that
f2H;n =A ·D1/2−δ/2 r
2
D
L
[
2
r3
Lφ ·
(
2r
D
Lφ
)]
= A ·D1/2−δ/2 ·
(
6
r2
Lφ
)
·
(
2r
D
Lφ
)
+A ·D1/2−δ/2 ·
(
1
r2
Lφ
)
·
[
2r
D
L
(
2r
D
Lφ
)]
+A ·D1/2−δ/2 1
2r
gαβ · ∂αψ · ∂βψ ·
(
2r
D
Lφ
)
.
For the third term we compute that
f3H;n =−A ·D1/2−δ/2 r
2
D
L
[
D
r4
φ ·
(
2r
D
Lφ
)]
= −A ·D1/2−δ/2
(
2D
r3
− D
′
r2
)
φ ·
(
2r
D
Lφ
)
−A ·D1/2−δ/2 D
2r3
(
2r
D
Lφ
)2
−A ·D1/2−δ/2 D
2r3
φ ·
[
2r
D
L
(
2r
D
Lφ
)]
.
For the fourth term we compute that
f4H;n =A ·D1/2−δ/2 r
2
D
L
(
2
r3
φ · Lφ
)
= A ·D1/2−δ/2 6
r2
φ · Lφ
+A ·D1/2−δ/2 ·
(
1
r2
Lφ
)
·
(
2r
D
Lφ
)
+A ·D1/2−δ/2 1
r
φ · gαβ · ∂αψ · ∂βψ.
For the fifth term we compute that
f5H;n =−A ·D1/2−δ/2 r
2
D
L
(
D
r4
φ2
)
= −A ·D1/2−δ/2
(
−D
′
r2
+
2D
r3
)
· φ2
−A ·D1/2−δ/2 D
r3
φ ·
(
2r
D
Lφ
)
.
For the sixth term we compute that
f6H;n =A ·D1/2−δ/2 r
2
D
L(| /∇φ|2) = A ·D1/2−δ/22Dr2| /∇φ|2
+A ·D1/2−δ/2 1
r
〈
∇S2
(
2r
D
Lφ
)
,∇S2φ
〉
.
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We get the following equation:
(5.4) LfH;δ +
3 + δ
2
(r −M)fH;δ ' gH;n,δ,
where
gH;n,δ
.
= gH;δ +
1
4
(
f1H;n + f
2
H;n + f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n
)
,
for gH;δ given by:
gH;δ(u, v, ω) =
2
r
D1/2−δ/2 /∆
(
2r
D
Lφ
)
+
(
4r3
M4
D1/2−δ/2 +O((r −M))D1/2−δ/2
)
2r
D
Lφ
+
(
− 2r
3
M2
D1/2−δ/2 +O((r −M))D1/2−δ/2
)
/∆φ+
(
− 4r
3
M2
D1/2−δ/2 +O((r −M))D1/2−δ/2
)
φ.
Using the boundedness of A we have that:
f2H;n+f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n ' D1/2−δ/2 · (Lφ) ·
[
2r
D
L
(
2r
D
Lφ
)]
+D1/2−δ/2 ·Dφ ·
[
2r
D
L
(
2r
D
Lφ
)]
+D1/2−δ/2 ·D
(
2r
D
Lφ
)2
+D1/2−δ/2 · (Lφ) ·
(
2r
D
Lφ
)
+D1/2−δ/2 ·D′φ ·
(
2r
D
Lφ
)
+D1/2−δ/2 · φ · (Lφ) +D1/2−δ/2 ·D′φ2
+D1/2−δ/22Dr2| /∇φ|2 +D1/2−δ/2 1
r
〈
∇S2
(
2r
D
Lφ
)
,∇S2φ
〉
+D1/2−δ/2 ·
(
2r
D
Lφ
)
· gαβ · ∂αψ · ∂βψ +D1/2−δ/2 · φ · gαβ · ∂αψ · ∂βψ.
We solve (5.4), which gives us that
fH;δ(u, v, ω) ' D
3+δ
2 (u, v0)
D
3+δ
2 (u, v)
fH;δ(u, v0, ω) +
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 (u, v′) · gH;n,δ dv′.
The term
D
3+δ
2 (u, v0)
D
3+δ
2 (u, v)
fH;δ(u, v0, ω)
is bounded by . C1/2E1/20  by the properties of D and our initial data assumptions. From the inhomogeneous part we first
we look at the contribution of the linear terms coming from gH;δ and more specifically the second one of them (which turns
out to be the worst) we break the integral into the regions v0 ≤ v′ ≤ u2 and u2 ≤ v′ ≤ v (noting that if v ≤ u2 then the second
integral is just 0) and we have that:
1
D
3+δ
2 (u, v)
∫ v
v0
D2(u, v′)·
(
2r
D
Lφ
)
dv′ =
1
D
3+δ
2 (u, v)
∫ min(v,u/2)
v0
D2 ·
(
2r
D
Lφ
)
dv′
+
1
D
3+δ
2 (u, v)
∫ v
min(v,u/2)
D2 ·
(
2r
D
Lφ
)
dv′.
In the region v0 ≤ v′ ≤ u/2 we note that we have (r −M) . 1v which implies after using the boundedness estimate (4.79)
that we have the following for the first term of the above expression:
1
D
3+δ
2 (u, v)
∫ min(v,u/2)
v0
D2·
(
2r
D
Lφ
)
dv′ . C1/2E1/20 
∫ min(v,u/2)
v0
D
1−δ
2 dv
.C1/2E1/20 
∫ u/2
v0
1
(v′)1−δ
dv′ . C1/2E1/20 v
δ.
For the second term of the previous expression we now work in the region u/2 ≤ v′ ≤ v where it holds that (r −M) & 1
v
which implies after using again the boundedness estimate (4.79) that:
1
D
3+δ
2 (u, v)
∫ v
min(v,u/2)
D2·
(
2r
D
Lφ
)
dv′ . C1/2E1/20 
∫ v
min(v,u/2)
D
1−δ
2 dv
.C1/2E1/20 
1
(r −M)δ
∣∣∣∣∣
v
min(v,u/2)
. C1/2E1/20 v
δ.
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All the other terms coming from gH;δ can be treated similarly (noting that they behave better than the above after using
the pointwise decay estimates (4.54) for the terms involving /∆φ and φ, and the decay estimates (4.77) for the term involving
/∆
(
2r
D
Lφ
)
). All the terms of f1H;n can be treated also in a similar manner and it is easy to see that they are better and of size
. CE02vδ. Now we consider the second term of the sum f2H;n + f3H;n + f4H;n + f5H;n + f6H;n and we have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·Dφ ·D 1−δ2
[
2r
D
L
(
2r
D
Lφ
)]
dv′
. 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D1/2 · CE0
2
(v′)1−σ−δ′
dv′ . CE02
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D1/2 dv′
.CE02
1
D
3+δ
2 (u, v)
∫ v
v0
L(D
3+δ
2 ) dv′ . CE02,
where we used the pointwise decay estimates (4.54) and the fact that
D1/2D1/2−δ/2
∣∣∣∣2rD L
(
2r
D
Lφ
)∣∣∣∣ (u, v, ω) . C1/2E1/20 vδ′ ,
for any δ′ > 0 and for all δ ∈ (0, 1] (due to the extra D1/2 weight) by our bootstrap assumptions. The previous estimate
following by choosing δ′ small enough so that δ′ + δ1 < 1. For the third term of the sum f2H;n + f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n we
have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 D
(
2r
D
Lφ
)2
dv′
. 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 D 12
(
2r
D
Lφ
)2
dv′ . CE02
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 12 dv′
.CE02
1
D
3+δ
2 (u, v)
∫ v
v0
L(D
3+δ
2 ) dv′ . CE02,
where we used the boundedness estimate (4.79). For the fourth term of the sum f2H;n+f
3
H;n+f
4
H;n+f
5
H;n+f
6
H;n we integrate
by parts and we have that:
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 (Lφ) ·
(
2r
D
Lφ
)
dv′ =
1
D
3+δ
2 (u, v)
[
D
3+δ
2 φ(u, v, ω) ·
(
2r
D
Lφ
)
(u, v, ω)
]v
v0
− 1
D
3+δ
2 (u, v)
∫ v
v0
L
(
D
3+δ
2 ·D 1−δ2
)
φ ·
(
2r
D
Lφ
)
dv′ − 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ · L
(
2r
D
Lφ
)
dv′.
The last of term of this last expression is better or similar to the rest by using the equation (4.74). The first term is just
bounded by CE0
2, while the second term can be bounded by CE0
2 as well by using the boundedness of φ and 2r
D
Lφ and
the presence of the D5/2 weight in the integral. For the fifth term of the sum f2H;n + f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n we have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 D′φ ·
(
2r
D
Lφ
)
dv′ . 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 12 CE0
2
(v′)1−δ1/2
dv′
.CE02
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 12 dv′ . CE02 1
D
3+δ
2 (u, v)
∫ v
v0
L(D
3+δ
2 ) dv′ . CE02.
For the sixth term of the sum f2H;n + f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n we integrate by parts and we have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ · (Lφ) dv′ = 1
2D
3+δ
2 (u, v)
[
D2φ2(u, v, ω)
]v
v0
− 1
2D
3+δ
2 (u, v)
∫ v
v0
L(D2)φ2 dv′.
The first term is bounded by CE0
2 by the properties of D and the boundedness of φ, while the second term is also bounded
by CE0
2 again by the boundedness of φ and the presence of the D5/2 inside the integral. For the seventh term we have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 (u, v′) ·D 1−δ2 D′φ2 dv′ .
∫ v
v0
2
(v′)2−2σ
dv′ . 2,
again for σ small enough so that the term in the last integral is integrable. The eight term of the sum f2H;n+f
3
H;n+f
4
H;n+f
5
H;n+
f6H;n can be treated similarly to the term of the last expression. For the ninth term of the sum f
2
H;n+f
3
H;n+f
4
H;n+f
5
H;n+f
6
H;n
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we have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 (u, v′)·D1/2−δ/2 · 1
r
〈
∇S2
(
2r
D
Lφ
)
,∇S2φ
〉
dv′
. 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 (u, v′) ·D1/2−δ/2 ·
∣∣∣∣∇S2 (2rD Lφ
)∣∣∣∣ · |∇S2φ| dv′
.
∫ v
v0
CE0
2
(v′)1+δ2
dv′ . CE02,
where we used the pointwise decay estimate (4.52). Note that the last two terms of the sum f2H;n + f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n
are of cubic nature, so they can be treated similarly and they are bounded by . C3/2E3/20 3vδ. Finally for the first term of
the sum f2H;n + f
3
H;n + f
4
H;n + f
5
H;n + f
6
H;n we integrate by parts and we have that
1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 (u, v′) ·D1/2−δ/2 · (Lφ) ·
[
2r
D
L
(
2r
D
Lφ
)]
dv′
' 1
D
3+δ
2 (u, v)
· D 3+δ2 · φ ·D1/2−δ/2
[
2r
D
L
(
2r
D
Lφ
)]∣∣∣∣v
v0
− 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 O((r −M))φ ·D 1−δ2
[
2r
D
L
(
2r
D
Lφ
)]
dv′
− 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ · /∆
(
2r
D
Lφ
)
dv′ − 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ ·
(
2r
D
Lφ
)
dv′
− 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ · /∆φdv′ − 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ2 dv′
− 1
D
3+δ
2 (u, v)
∫ v
v0
D
3+δ
2 ·D 1−δ2 φ · 2r
D
L
( r
2
· gαβ · ∂αψ · ∂βψ
)
dv′.
The last term of the last expression is of cubic nature and can be treated similarly to the rest, in the end it can be bounded by
C3/2E
3/2
0 
3vδ. The first term due to the pointwise decay estimate (4.54), the properties of D and the bootstrap assumption is
of size . CE02vδ. The second term can be bounded by CE02vδ by using the pointwise decay estimate (4.54), the bootstrap
assumption, and the presence of the term D
3+δ
2 D1/2 inside the integral. For the fourth term we have for δ = 1 that
1
D2(u, v)
∫ v
v0
D2|φ| ·
∣∣∣∣2rD Lφ
∣∣∣∣ dv′ . ∫ v
v0
CE0
2
v1−δ1
dv′ . CE02vδ1 . CE02vδ,
where we used the pointwise decay estimate (4.54) and δ1  1. On the other hand for (the out of range case of) δ = 0 we
have that
1
D3/2(u, v)
∫ v
v0
D2|φ|·
∣∣∣∣2rD Lφ
∣∣∣∣ dv′ . 1D3/2(u, v)
∫ v
v0
D2
CE0
2
v1−δ1
dv′
.CE02
1
D3/2(u, v)
∫ v
v0
D2 dv′ . CE02,
where we used again the pointwise decay estimate (4.54). The rest of the δ range follows by interpolation. The third, fifth
and sixth terms can be treated similarly (and as can be easily seen they admit better bounds).
In the very end, we note that we were able to bound D1/2−δ/2
∣∣ 2r
D
L
(
2r
D
Lφ
)∣∣ (u, v, ω) by
. C1/2E1/20 v
δ + CE0
2vδ + C3/2E
3/2
0 
3vδ,
and for  small enough this is bounded by C1/2E
1/2
0 v
δ. 
5.2. Some auxiliary estimates. From our previous pointwise estimates it is clear that our energy estimates are not enough
to conclude that Tmψ for m ∈ {0, 1, 2, 3} apart from the case of m = 0, are integrable in v close to the horizon. Nevertheless
we will show some weighted boundedness estimates in v for Tmψ, m ∈ {0, 1, 2, 3}.
Theorem 5.2. Let ψ be a solution of the equation (1.1). Under the bootstrap assumptions of section (3) and for all 0 <  < 0
for 0 small enough we have that
(5.5)
∫ V
v0
∫
S2
sup
u∈[U,uR,n]
(LTmΩkφ)2 · v1+δ dωdv . CE02,
for all V , for any 0 < δ < 2 − δ1 if m = 0, for any 0 < δ < 2 + δ2 if m = 1, for any 0 < δ < 1 + δ2 if m = 2, for any
0 < δ < δ2 if m = 3, for any (uR,n, v) ∈ A∞τ0 \ SO(3) where v ∈ [v0, V ] and any (U, V ) ∈ A∞τ0 \ SO(3) (where uR,n is on the
hypersurface r = R for any M < R ≤ r0), for m ∈ {0, 1, 2, 3}, and for any k ≤ 5.
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Proof. First we use the fundamental theorem of calculus for a dyadic sequence {vn} and we have that∫ vn+1
vn
∫
S2
∣∣∣∣∣
r≤R
(LΩkTmφ)2 · v1+δ dωdv
∣∣∣∣∣∣
u
=
∫ vn+1
vn
∫
S2
(LΩkTmφ)2 · v1+δ dωdv
∣∣∣∣
r=R
+
∫ vn+1
vn
∫ u
uR,n
∫
S2
2(LLΩkTmφ) · (LTmφ) · v1+δ dωdu′dv.
(5.6)
We use again equation (4.73) after commuting with Ωk for k ∈ {0, 1, 2, 3, 4, 5} and we have that
2LL(ΩkTmφ) =O((r −M)2) /∆(ΩkTmφ) +O((r −M)3)(ΩkTmφ)
+
Dr
2
ΩkTm
[
A · gαβ · ∂αψ · ∂βψ
]
,
and as
Dr
2
ΩkTm
[
A(u, v, ψ) · gαβ · ∂αψ · ∂βψ
]
=
∑
k1+k2=k
m1+m2=m
A · D
r2
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
−
∑
k1+k2=k
m1+m2=m
A · D
2
2r3
· (Ωk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
+
∑
k1+k2=k
m1+m2=m
A · D
r2
· (Ωk1Tm1φ) · (LΩk2Tm2φ)
−
∑
k1+k2=k
m1+m2=m
A · D
2
2r3
· (Ωk1Tm1φ) · (Ωk2Tm2φ) +
∑
k1+k2=k
m1+m2=m
A · D
r
· 〈 /∇Ωk1Tm1φ, /∇Ωk2Tm2φ〉
+
∑
k1+k2=k
m1+m2=m
k1+m1>0
(Ωk1Tm1A) · Dr
2
· (Ωk2Tm2F c),
we have that
2LL(ΩkTmφ) = O((r −M)2) /∆(ΩkTmφ) +O((r −M)3)(ΩkTmφ)
+
∑
k1+k2=k
m1+m2=m
A · D
r2
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
−
∑
k1+k2=k
A · D
2
2r3
· (Ωk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
+
∑
k1+k2=k
m1+m2=m
A · D
r2
· (Ωk1Tm1φ) · (LΩk2Tm2φ)−
∑
k1+k2=k
m1+m2=m
A · D
2
2r3
· (Ωk1Tm1φ) · (Ωk2Tm2φ)
+
∑
k1+k2=k
m1+m2=m
A · D
r
· 〈 /∇Ωk1Tm1φ, /∇Ωk2Tm2φ〉+
∑
k1+k2=k
m1+m2=m
k1+m1>0
(Ωk1Tm1A) · Dr
2
· (Ωk2Tm2F c).
(5.7)
Going back to equation (5.6) we have that∫ vn+1
vn
∫
S2
(LΩkTmφ)2 · v1+δ dωdv
∣∣∣∣∣
u
=
∫ vn+1
vn
∫
S2
(LΩkTmφ)2 · v1+δ dωdv
∣∣∣∣∣
r=R
+
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)2)( /∆ΩkTmφ) · (LΩkTmφ) · v1+δ dωdu′dv
+
∫ vn+1
vn
∫ u
uR,n
∫
S2
∣∣∣∣∣
r≤R
O((r −M)3)(ΩkTmφ) · (LΩkTmφ) · v1+δ dωdu′dv
+
∑
k1+k2=k
m1+m2=m
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
· (LΩkTmφ) · v1+δ dωdu′dv
−
∑
k1+k2=k
m1+m2=m
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1φ) ·
(
2r
D
LΩk2φ
)
· (LΩkφ) · v1+δ dωdu′dv
+
∑
k1+k2=k
m1+m2=m
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (Ωk1Tm1φ) · (LΩk2Tm2φ) · (LΩkTmφ) · v1+δ dωdu′dv
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−
∑
k1+k2=k
m1+m2=m
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1Tm1φ) · (Ωk2Tm2φ) · (LΩkTmφ) · v1+δ dωdu′dv
+
∑
k1+k2=k
m1+m2=m
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r
· 〈 /∇Ωk1Tm1φ, /∇Ωk2Tm2φ〉 · (LΩkTmφ) · v1+δ dωdu′dv
+
∑
k1+k2=k
m1+m2=m
k1+m1>0
∫ vn+1
vn
∫ u
uR,n
∫
S2
(Ωk1Tm1A(u, v, ψ)) · Dr
2
· (Ωk2Tm2F c) · (LΩkTmφ) · v1+δ dωdu′dv
.
=l1 + l2 + l3 + l4 + l5 + l6 + l7 + l8 + l9 + l10.
The first term l1 can be bounded by a basic averaging argument as follows:
l1 =
∫ vn+1
vn
∫
S2
(LΩkTmφ)2 · v1+δ dωdv
∣∣∣∣∣
r=R
.v1+δn+1
∫ vn+1
vn
∫
S2
(LΩkTmφ)2 dωdv
∣∣∣∣∣
r=R
.v1+δn+1
∫
Avn+1vn
(r −M)2(LΩkTmφ)2 dωdudv
.
v1+δn+1
v3−δ1n
if m = 0, .
v1+δn+1
v3+δ2n
if m = 1, .
v1+δn+1
v2+δ2n
if m = 2, .
v1+δn+1
v1+δ2n
if m = 3,
where we used a standard averaging argument and the Morawetz decay estimates (4.41), (4.42), (4.43) and (4.44).
The tenth term l10 can be considered similarly as the rest so we will not study it in detail. For the second term l2 we
integrate by parts on S2 and additionally we integrate by parts with respect to L and we have that:
l2 =
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)2)( /∆ΩkTmφ) · (LΩkTmφ) · v1+δ dωdu′dv
=−
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)2)〈 /∇ΩkTmφ, /∇LΩkTmφ〉 · v1+δ dωdu′dv
=
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)3)| /∇ΩkTmφ|2 · v1+δ dωdu′dv
+ (1 + δ)
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)2)| /∇ΩkTmφ|2 · vδ dωdu′dv
− v1+δn+1
∫ u
uR,n
∫
S2
∣∣∣∣∣
v=vn+1
O((r −M)2)| /∇ΩkTmφ|2 dωdu′
− v1+δn
∫ u
uR,n
∫
S2
∣∣∣∣∣
v=vn
O((r −M)2)| /∇ΩkTmφ|2 dωdu′
.v1+δn+1
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)3)| /∇ΩkTmφ|2 dωdu′dv
+ v1+δn+1 sup
v∈[vn,vn+1]
∫ u
uR,n
∫
S2
O((r −M)2)| /∇ΩkTmφ|2 dωdu′
.CE02
v1+δn+1
v3−δ1n
if m = 0, . CE02
v1+δn+1
v3+δ2n
if m = 1,
.CE02
v1+δn+1
v2+δ2n
if m = 2, . CE02
v1+δn+1
v1+δ2n
if m = 3,
where we used decay provided by Morawetz decay estimates(4.41), (4.42), (4.43) and (4.44), and the decay of the T -fluxes
(4.8), (4.9) and (4.10). For the third term l3 we have that
l3 =
∫ vn+1
vn
∫ u
uR,n
∫
S2
O((r −M)3)(ΩkTmφ) · (LΩkTmφ) · v1+δ dωdu′dv
.v1+δn+1 ·
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3+β(ΩkTmφ)2 dωdu′dv
)1/2
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×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−β(LΩkTmφ)2 dωdu′dv
)1/2
.v1+δn+1 ·
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+β(LΩkTmφ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−β(LΩkTmφ)2 dωdu′dv
)1/2
.v1+δn+1 ·
√
C
√
E0
v
3/2−δ1/2
n
·
√
C
√
E0
v
3/2−δ1/2
n
. CE02 · v
1+δ
n+1
v3−δ1n
if m = 0,
.v1+δn+1 ·
√
C
√
E0
v
3/2+δ2/2
n
·
√
C
√
E0
v
3/2+δ2/2
n
. CE02 · v
1+δ
n+1
v3+δ2n
if m = 1,
.v1+δn+1 ·
√
C
√
E0
v
1+δ2/2
n
·
√
C
√
E0
v
1+δ2/2
n
. CE02 · v
1+δ
n+1
v2+δ2n
if m = 2,
.v1+δn+1 ·
√
C
√
E0
v
1/2+δ2/2
n
·
√
C
√
E0
v
1/2+δ2/2
n
. CE02
v1+δn+1
v1+δ2n
if m = 3,
where we used Cauchy-Schwarz, Hardy’s inequality (A.6), and the Morawetz decay estimates (4.41), (4.42), (4.43) and (4.44).
For the fourth term we look at the case m = 3 (since the cases m = 1 and m = 2 are either easier or similar) and we have
that
l4 =
∑
k1+k2=k
m1+m2=3
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
=
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (LΩk1φ) ·
(
2r
D
LΩk2T 3φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
+
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (LΩk1Tφ) ·
(
2r
D
LΩk2T 2φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
+
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (LΩk1T 2φ) ·
(
2r
D
LΩk2Tφ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
+
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (LΩk1T 3φ) ·
(
2r
D
LΩk2φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
.v1+δn+1
∑
k1+k2=k
(∫ vn+1
vn
∫ u
uR,n
∫
S2
1
(r −M)1+δ2 (LΩ
k1φ)2(LΩk2T 3φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ2(LΩkT 3φ)2 dωdu′dv
)1/2
+ v1+δn+1
∑
k1+k2=k
(∫ vn+1
vn
∫ u
uR,n
∫
S2
1
(r −M)1+δ2 (LΩ
l1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0v
1+δ
n+1
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
1
(r −M)2 (LΩ
l1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0v
1+δ
n+1
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
1
(r −M)2 (LΩ
l1T 3φ)2 dωdu′dv
)1/2
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×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
.v1+δn+1
∑
k1+k2=k
(∫ vn+1
vn
∫
S2
sup
u
(LΩk1φ)2 · v1+δdωdv · sup
v∈[vn,vn+1]
∫ u
uR,n
∫
S2
1
(r −M)1+δ (LΩ
k2T 3φ)2 · 1
v1+δ
dωdu′
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ2(LΩkT 3φ)2 dωdu′dv
)1/2
+ v1+δn+1
∑
k1+k2=k
(∫ vn+1
vn
∫
S2
sup
u
(LΩk1Tφ)2 · v1+δ dωdv · sup
v∈[vn,vn+1]
∫ u
uR,n
∫
S2
1
(r −M)1+δ (LΩ
k2T 2φ)2 · 1
v1+δ
dωdu′
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ2(LΩkT 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0v
1+δ
n+1
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0v
1+δ
n+1
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1T 3φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
.C3/2E3/20 
3 v
1+δ
n+1
v
1/2+δ/2
n
1
v
δ2/2−δ/2
n
1
v
1/2+δ2/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
1/2+δ/2
n
1
v
1/2+δ2/2−δ/2
n
1
v
1/2+δ2/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
3/2+δ
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v1+δ2n
. C3/2E3/20 
3 v
1+δ
n+1
v1+δ2n
,
where we used Sobolev’s inequality (A.5) in all three terms. For the first term in the above expression we used estimate (5.5)
for m = 0, the decay estimates (4.29), and the Morawetz decay estimate (4.44). For the second term in the above expression
we used that LTφ decays like T 2φ (hence we use the decay from (4.60)), the boundedness of the (r−M)−p-weighted estimate
for T 2 for p = 2 + δ2 (which follows after applying Hardy’s inequality (A.6) and using the boundedness of the corresponding
commuted estimate for p = δ2), and the Morawetz decay estimate (4.44). For the third term in the above expression we
used the boundedness estimate (4.78) and the Morawetz decay estimates (4.43) and (4.44). For the fourth term in the above
expression we used the boundedness estimate (4.79) and the Morawetz decay estimate (4.44). We also note by using the same
method we get the following bounds in the m = 0, m = 1 and m = 2 cases:
m = 0: . C3/2E3/20 
3 v
1+δ
n+1
v3−δ1n
, m = 1: . C3/2E3/20 
3 v
1+δ
n+1
v3+δ2n
, m = 2: . C3/2E3/20 
3 v
1+δ
n+1
v2+δ2n
.
For the fifth term of the original expression we look again at the case of m = 3 (as the cases m = 0, m = 1 and m = 2 are
easier or similar) and we have that
l5 = −
∑
k1+k2=k
m1+m2=3
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
=−
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1φ) ·
(
2r
D
LΩk2T 3φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
−
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1Tφ) ·
(
2r
D
LΩk2T 2φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
−
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1T 2φ) ·
(
2r
D
LΩk2Tφ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
−
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1T 3φ) ·
(
2r
D
LΩk2φ
)
· (LΩkT 3φ) · v1+δ dωdu′dv
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.
√
C
√
E0
v1+δn+1
v
1−δ1/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1T 3φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0
v1+δn+1
v1+δ2n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0
v1+δn+1
v
1/2+δ2/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1Tφ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0v
1+δ
n+1
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
.C3/2E3/20 
3 v
1+δ
n+1
v
2+δ2−δ1/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
5/2+3δ2/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
9/4+δ2−δ1/2
n
.C3/2E3/20 
3 v
1+δ
n+1
v
2+δ2−δ1/2
n
,
where we used Sobolev’s inequality (A.5), Cauchy-Schwarz, the decay of the terms Tφ, T 2φ and T 3φ (given by the pointwise
decay estimates (4.57), (4.60), (4.63)), and the Morawetz decay estimates (4.41), (4.42), (4.43) and (4.44). For the m = 0,
m = 1 and m = 2 cases we have that:
m = 0: . C3/2E3/20 
3 v
1+δ
n+1
v
4−3δ1/2
n
, m = 1: . C3/2E3/20 
3 v
1+δ
n+1
v
4+δ2−δ1/2
n
m = 2: . C3/2E3/20 
3 v
1+δ
n+1
v
3+δ2−δ1/2
n
.
For the sixth term we look once again at the case m = 3 (since the cases m = 0, m = 1 and m = 2 are similar or easier)
and we have that
l6 =
∑
k1+k2=k
m1+m2=3
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (Ωk1Tm1φ) · (LΩk2Tm2φ) · (LΩkT 3φ) · v1+δ dωdu′dv
=
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (Ωk1φ) · (LΩk2T 3φ) · (LΩkT 3φ) · v1+δ dωdu′dv
+
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (Ωk1Tφ) · (LΩk2T 2φ) · (LΩkT 3φ) · v1+δ dωdu′dv
+
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (Ωk1T 2φ) · (LΩk2Tφ) · (LΩkT 3φ) · v1+δ dωdu′dv
+
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r2
· (Ωk1T 3φ) · (LΩk2φ) · (LΩkT 3φ) · v1+δ dωdu′dv
.
√
C
√
E0
v1+δn+1
v
1−δ1/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1T 3φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
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+
√
C
√
E0
v1+δn+1
v
1+δ2/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0
v1+δn+1
v
1/2+δ2/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1Tφ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0
v1+δn+1
v
1/4+δ2/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl1φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)2(LΩl2T 3φ)2 dωdu′dv
)1/2
.C3/2E3/20 
3 v
1+δ
n+1
v
2+δ2−δ1/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
5/2+3δ2/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
9/4+δ2−δ1/2
n
,
where again we used Sobolev’s inequality (A.5), Cauchy-Schwarz, the pointwise decay estimates (4.54), (4.57), (4.60), (4.63),
and the Morawetz decay estimates (4.41), (4.42), (4.43), (4.44). For the m = 0, m = 1 and m = 2 cases we have that:
m = 0: . C3/2E3/20 
3 v
1+δ
n+1
v
4−3δ1/2
n
, m = 1: . C3/2E3/20 
3 v
1+δ
n+1
v
4+δ2−δ1/2
n
, m = 2: . C3/2E3/20 
3 v
1+δ
n+1
v
3+δ2−δ1/2
n
.
For the seventh term we look once again at the case of m = 3 (since the cases m = 1 and m = 2 are easier or similar) and
we have that
l7 = −
∑
k1+k2=k
m1+m2=3
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1φ) · (Ωk2φ) · (LΩkT 3φ) · v1+δ dωdu′dv
=− 2
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1φ) · (Ωk2T 3φ) · (LΩkT 3φ) · v1+δ dωdu′dv
− 2
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D2
2r3
· (Ωk1Tφ) · (Ωk2T 2φ) · (LΩkT 3φ) · v1+δ dωdu′dv
.
√
C
√
E0
v1+δn+1
v
1−δ1/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−δ(Ωl1T 3φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl2T 3φ)2 dωdu′dv
)1/2
+
√
C
√
E0
v1+δn+1
v
1+δ2/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−δ(Ωl1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl2T 3φ)2 dωdu′dv
)1/2
.
√
C
√
E0
v1+δn+1
v
1−δ1/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1−δ(LΩl1T 3φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl2T 3φ)2 dωdu′dv
)1/2
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+
√
C
√
E0
v1+δn+1
v
1+δ2/2
n
∑
l1≤5
l2≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1−δ(LΩl1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl2T 3φ)2 dωdu′dv
)1/2
.C3/2E3/20 
3 v
1+δ
n+1
v
2+δ2−δ1/2−δ/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
5/2+δ2−δ1/2−δ/2
n
. C3/2E3/20 
3 v
1+δ
n+1
v
2+δ2−δ1/2−δ/2
n
,
where we used Sobolev’s inequality (A.5), Hardy’s inequality (A.6), the Morawetz decay estimate (4.44), and the energy decay
estimates (4.10) and (4.9) for p = δ. For the m = 0, m = 1 and m = 2 cases we have that:
m = 0: . C3/2E3/20 
3 v
1+δ
n+1
v
4−3δ1/2−δ/2
n
, m = 1: . C3/2E3/20 
3 v
1+δ
n+1
v
4+δ2−δ1/2−δ/2
n
, m = 2: . C3/2E3/20 
3 v
1+δ
n+1
v
3+δ2−δ1/2−δ/2
n
.
For the eighth term we consider once again the case m = 3 (as the cases m = 0, m = 1 and m = 2 are easier or similar to
it) we have that
l8 =
∑
k1+k2=k
m1+m2=3
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r
· 〈 /∇Ωk1Tm1φ, /∇Ωk2Tm2φ〉 · (LΩkT 3φ) · v1+δ dωdu′dv
=2
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r
· 〈 /∇Ωk1φ, /∇Ωk2T 3φ〉 · (LΩkT 3φ) · v1+δ dωdu′dv
+ 2
∑
k1+k2=k
∫ vn+1
vn
∫ u
uR,n
∫
S2
A ·D
r
· 〈 /∇Ωk1Tφ, /∇Ωk2T 2φ〉 · (LΩkT 3φ) · v1+δ dωdu′dv
.v1+δn+1
∑
l1≤5
l2≤5
l3≤5
∫ vn+1
vn
∫ u
uR,n
∫
S2
∣∣∣∣∣
r≤R
(r −M)3−δ
(∫
S2
(Ωl1φ)2 dω′
)
· (Ωl2+1T 3φ)2 dωdu′dv
1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl3T 3φ)2 dωdu′dv
)1/2
+ v1+δn+1
∑
l1≤5
l2≤5
l3≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−δ
(∫
S2
(Ωl1T 3φ)2 dω′
)
· (Ωl2+1φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl3T 3φ)2 dωdu′dv
)1/2
+ v1+δn+1
∑
l1≤5
l2≤5
l3≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−δ
(∫
S2
(Ωl1Tφ)2 dω′
)
· (Ωl2+1T 2φ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl3T 3φ)2 dωdu′dv
)1/2
+ v1+δn+1
∑
l1≤5
l2≤5
l3≤5
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)3−δ
(∫
S2
(Ωl1T 2φ)2 dω′
)
· (Ωl2+1Tφ)2 dωdu′dv
)1/2
×
(∫ vn+1
vn
∫ u
uR,n
∫
S2
(r −M)1+δ(LΩl3T 3φ)2 dωdu′dv
)1/2
.C3/2E3/20 
3 v
1+δ
n+1
v
2+3δ2/2−δ/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
5/2+3δ2/2−δ/2
n
+ C3/2E
3/2
0 
3 v
1+δ
n+1
v
9/4+3δ2/2−δ/2
n
.C3/2E3/20 
3 v
1+δ
n+1
v
2+3δ2/2−δ/2
n
,
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where again we used Sobolev’s inequality (A.5), Cauchy-Schwarz, the Morawetz decay estimate (4.44) for all terms, the
pointwise decay estimates (4.54), (4.57), (4.60), (4.63), and the energy decay estimates (4.2), (4.21), (4.25) and (4.29) for
p = δ. For the cases m = 0, m = 1 and m = 2 we have that:
m = 0: . C3/2E3/20 
3 v
1+δ
n+1
v
4−3δ1/2−δ/2
n
, m = 1: . C3/2E3/20 
3 v
1+δ
n+1
v
4+δ2−δ1/2−δ/2
n
, m = 2: . C3/2E3/20 
3 v
1+δ
n+1
v
3+δ2−δ1/2−δ/2
n
.
All the above estimates give us that in order show the estimates (5.5) we need the following conditions for δ:
m = 0: 1 + δ < 3− δ1 ⇒ δ < 2− δ1,
m = 1: 1 + δ < 3 + δ2 ⇒ δ < 2 + δ2,
m = 2: 1 + δ < 2 + δ2 ⇒ δ < 1 + δ2,
m = 3: 1 + δ < 1 + δ2 ⇒ δ < δ2,
and  small enough so that 3 < 2.

6. The bootstrap argument
In this section we will present the bootstrap argument and verify the estimates of section 3. We will prove the following
Theorem:
Theorem 6.1. Let ψ be a solution of the equation (1.1) with the corresponding data, and assume additionally that the bootstrap
assumptions of Section 3 for a given . We have that the following estimates hold true for δ1, δ2, β0 > 0 small enough, for
0 < β < δ2 and for 0 < δ ≤ δ2:
(A1’)
∫
Rτ2τ1
r2|F0|2 dµR . C
2E20
4
(1 + τ1)3−δ1
,
(A2’)
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2|F0|2 dωdudv . C
2E20
4
(1 + τ1)3−δ1−p
for p ∈ (0, 2− δ1],
(A3’)
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(Lφ0) · (DF0) dωdudv
∣∣∣∣∣ . C2E204(1 + τ1)3−δ1−p for p ∈ (2, 3− δ1],
(A4’)
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · L(r2F0) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)1−δ1−p for p ∈ (0, 1− δ1],∫
Rτ2τ1\A
τ2
τ1
rp+1|F0|2 dµR . C
2E20
4
(1 + τ1)3−δ1−p
for p ∈ (1, 2− δ1], and∫ τ2
τ1
(∫
NIu
rp|F0|2 dωdv
)1/2
du
2 . C2E204
(1 + τ1)3−δ1−p
for p ∈ (2, 3− δ1]
,(A5’)
(A6’)
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΦI0) · (L(r3F0) dωdvdu
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)1−δ1−p for p ∈ (0, 1− δ1],
(B1’)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkF≥1|2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkF≥1|2 dµR
)
. C
2E20
4
(1 + τ1)3+δ2
,
(B2’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) ·D(ΩkF≥1) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)3+δ2−p for p ∈ (0, 2− δ1],
(B3’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · L(r2ΩkF≥1) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)1+δ2−p for p ∈ (0, 1 + δ2],
(B4’)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkF≥1|2 dµR . C
2E20
4
(1 + τ1)3+δ2−p
for p ∈ (1, 2− δ1],
(B5’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · (L(r3ΩkF≥1) dωdvdu
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)1+δ2−p for p ∈ (0, 1 + δ2],
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(C1’)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkTF |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkTF |2 dµR
)
. C
2E20
4
(1 + τ1)3+δ2
,
(C2’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) ·D(ΩkTF ) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)3+δ2−p for p ∈ (0, 2− δ1],
(C3’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTΦH) · L(r2ΩkTF ) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)1+δ2−p for p ∈ (0, 1 + δ2],
(C4’)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkTF |2 dµR ≤ C
2E20
4
(1 + τ1)3+δ2−p
for p ∈ (1, 2− δ1],
(C5’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΩkTΦI) · (L(r3ΩkTF ) dωdvdu
∣∣∣∣∣ . β0L+ C2E204(1 + τ2)1+δ2−p for p ∈ (0, 1 + δ2],
(D1’)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 2F |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkT 2F |2 dµR
)
. C
2E20
4
(1 + τ1)2+δ2
,
(D2’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 2φ) ·D(ΩkT 2F ) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)2+δ2 for p ∈ (0, 2− δ1],
(D3’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 2ΦH) · L(r2ΩkT 2F ) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)δ2−p for p ∈ (0, δ2],
(D4’)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkT 2F |2 dµR . C
2E20
4
(1 + τ1)2+δ2−p
for p ∈ (1, 2− δ1],
(D5’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NIu
rp(LΩkT 2ΦI) · (L(r3ΩkT 2F ) dωdvdu
∣∣∣∣∣ . β0L+ C2E204(1 + τ2)δ2−p for p ∈ (0, δ2],
(D6’)
∑
k≤5
∫
Cτ2τ1
|ΩkT 2F |2 dµC . C
2E20
4
(1 + τ1)3+δ2
,
(E1’)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 3F |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkT 3F |2 dµR
)
. C
2E20
4
(1 + τ1)1+δ2
,
(E2’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 3φ) ·D(ΩkT 3F ) dωdudv
∣∣∣∣∣ . β0L+ C2E204(1 + τ1)1+δ2 for p ∈ (0, 1 + δ2],
(E3’)
∑
k≤5
∫
Aτ2τ1
(r −M)−2D2|ΩkT 3F |2 · v1+β dωdudv . C2E204,
(E4’)
∑
k≤5
∫
Rτ2τ1
rp+1|ΩkT 3F |2 dµR . C
2E20
4
(1 + τ1)1+δ2−p
for p ∈ (0, 1 + δ2],
(E5’)
∑
k≤5
∫
Cτ2τ1
|ΩkT 3F |2 dµC . C
2E20
4
(1 + τ1)2+δ2
,
(E6’)
∑
k≤5
∫ τ2
τ1
(∫
Στ∩(Rτ2τ1\A
τ2
τ1)
r2|ΩkT 3F |2 dµΣ
)1/2
dτ
2 . C2E204,
(F1’)
∑
k≤5
(∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 4F |2 dωdudv +
∫
Rτ2τ1\A
τ2
τ1
r2|ΩkT 4F |2 dµR
)
. C
2E20
4
1 + τ1
,
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(F2’)
∑
k≤5
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkT 4φ) ·D(ΩkT 4F ) dωdudv
∣∣∣∣∣ . C2E204(1 + τ1)1−p for p ∈ (0, 1],
(F3’)
∑
k≤5
∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 4F |2 · v1+β dωdudv . C2E204,
(F4’)
∑
k≤5
∫
Rτ2τ1\A
τ2
τ1
rp+1|ΩkT 4F |2 dµR . C
2E20
4
(1 + τ1)1−p
for p ∈ (0, 1],
(F5’)
∑
k≤5
∫
Cτ2τ1
|ΩkT 4F |2 dµC . C
2E20
4
(1 + τ1)2
,
(F6’)
∑
k≤5
∫ τ2
τ1
(∫
Στ∩(Rτ2τ1\A
τ2
τ1)
r1+δ|ΩkT 4F |2 dµΣ
)1/2
dτ
2 . C2E204,
∑
k≤5
∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 5F |2 · v1+β dωdudv
+
∫ τ2
τ1
(∫
Στ\(NHτ ∪NIτ )
|ΩkT 5F |2dµΣ
)1/2
dτ
2
+
∫ τ2
τ1
∫
NIτ
r1+δ|ΩkT 5F |2 dµNIdτ
+
∫ τ2
τ1
(∫
Στ∩(Rτ2τ1\A
τ2
τ1)
r1+δ|ΩkT 5F |2 dµΣ
)1/2
dτ
2 . C2E204,
(G1’)
(G2’)
∑
k≤5
∫
Cτ2τ1
|ΩkT 5F |2 dµC . C
2E20
4
1 + τ1
.
Remark 6.1. We expand the nonlinear term with Ωk and Tm commutations and we have that:∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) ·D(ΩkT 2F ) dµR
=
∑
k1+k2=k
m1+m2=m
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
dωdudv
−
∑
k1+k2=k
m1+m2=m
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · A ·D
2
r4
· (Ωk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
dωdudv
−
∑
k1+k2=k
m1+m2=m
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (Ωk1Tm1φ) · (LΩk2Tm2φ) dωdudv
−
∑
k1+k2=k
m1+m2=m
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · A ·D
2
r4
· (Ωk1Tm1φ) · (Ωk2Tm2φ) dωdudv
+
∑
k1+k2=k
m1+m2=m
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · A ·D
r2
· 〈 /∇Ωk1Tm1φ, /∇Ωk2Tm2φ〉 dωdudv
+
∑
k1+k2=k
m1+m2=m
k1+m1>0
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) ·D(Ωk1Tm1A) · (Ωk2Tm2F c) dµR.
(6.1)
We will use the above equation in the bootstrap argument for (C1’), (D1’), (E1’) and (F1’).
Proof. We will prove the estimates stated in the Theorem one by one.
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(A2’): In order to estimate the term for the second bootstrap we expand again F0 into its actual terms and we have for
any τ1, τ2 with τ1 < τ2 that:∫ τ2
τ1
∫
NHv
(r −M)−p−1D2|F0|2 dωdudv .
∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D2 · (Lφ∗)2 ·
(
2r
D
Lφ∗
)2
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D4 · φ2∗ ·
(
2r
D
Lφ∗
)2
dωdudv +
∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D2 · φ2∗ · (Lφ∗)2 dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D4 · φ2∗ · φ2∗ dωdudv +
∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D2 · | /∇φ∗|2 · | /∇φ∗|2 dωdudv,
where the subscript ∗ denotes the different angular frequency localizations that always add up to 0. For the very first term
we have that for any τ1, τ2 with τ1 < τ2 that the following holds:∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D2(Lφ∗)2 ·
(
2r
D
Lφ∗
)2
dωdudv
.CE02
∫ τ2
τ1
∫
NHv
(r −M)−p+3(Lφ0)2 dωdudv . C
2E20
4
(1 + τ1)3−δ1
,
(6.2)
where we used the pointwise boundedness estimate (4.79), and the Morawetz decay estimate (4.41) (as p ∈ (0, 2− δ1]).
For the second term we have that∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D4 · φ2∗ ·
(
2r
D
Lφ∗
)2
dωdudv .
∫ τ2
τ1
∫
NHv
(r −M)−p−1D4 · φ20 ·
(
2r
D
Lφ∗
)2
dωdudv
.CE02
∫ τ2
τ1
∫
NHv
(r −M)−p+7 · φ2∗ dωdudv . CE02
∫ τ2
τ1
∫
NHv
(r −M)−p+5 · (Lφ∗)2 dωdudv
. C
2E20
4
(1 + τ1)3−δ1
,
where we used the boundedness estimate (4.79), Hardy’s inequality (A.6), and the Morawetz decay estimate (4.41).
For the third term we have that∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D2 · φ2∗ · (Lφ∗)2 dωdudv .
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2 · φ2∗ · (Lφ∗)2 dωdudv
. CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+3 · φ2∗ dωdudv . CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+1 · (Lφ∗)2 dωdudv
. C
2E20
4
(1 + τ1)5−2δ1−p
,
where we used the decay estimate (4.57), Hardy’s inequality (A.6), and the Morawetz decay estimate (4.41). As p ∈ (0, 2− δ1]
we have that:
C2E20
4
(1 + τ1)5−2δ1−p
. C
2E20
4
(1 + τ1)3−δ1
.
For the fourth term we have that∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D4 · φ2∗ · φ2∗ dωdudv .
∫ τ2
τ1
∫
NHv
(r −M)−p−1D4 · φ2∗ · φ2∗ dωdudv
. CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+7 · φ2∗ dωdudv . CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+5 · (Lφ∗)2 dωdudv
. C
2E20
4
(1 + τ1)5−2δ1−p
. C
2E20
4
(1 + τ1)3−δ1
,
where once again we used the decay estimate (4.50), Hardy’s inequality (A.6), the Morawetz decay estimate (4.41), and the
fact that p ∈ (0, 2− δ1].
Finally for the fifth term we have that∫ τ2
τ1
∫
NHv
(r −M)−p−1A2∗ ·D2 · | /∇φ∗|2 · | /∇φ∗|2 dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2 · | /∇φ∗|2 · | /∇φ∗|2 dωdudv . CE0
2
(1 + τ1)2+δ2
∫ τ2
τ1
∫
NHv
(r −M)−p+3 · (Ωφ∗)2 dωdudv
. CE0
2
(1 + τ1)2+δ2
∫ τ2
τ1
∫
NHv
(r −M)−p+1 · (LΩφ∗)2 dωdudv . C
2E20
4
(1 + τ1)5+2δ2−p
. C
2E20
4
(1 + τ1)3−δ1
,
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which is a better estimate than the one desired (as δ2 > 0), and which we obtained by using the decay estimate (4.52) for
k = 1, Hardy’s inequality (A.6), the energy decay estimates (4.13), and the fact that p ∈ (0, 2− δ1].
(A1’): This follows from the estimates for p = 1 in the bootstrap argument for (A2’), where it was shown that for p = 1
we have decay of rate
C2E20
4
(1+τ1)
3−δ1 (which is better than required for the purposes of (A2’)).
(A3’): We examine only the term of the nonlinearity involving both L and L derivatives (as the rest are similar or easier
as demonstrated already by our work in (A2’)) and we have for β small enough and for the subscript ∗ denoting the different
angular frequency localizations always adding up to 0 that:∫ τ2
τ1
∫
NHv
(r −M)−p(Lφ0) ·A∗(Lφ∗) · (Lφ∗) dωdudv .
∫ τ2
τ1
∫
NHv
(r −M)−p(Lφ∗)2 · 1
v1+β
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(Lφ∗)2 · (Lφ∗)2 · v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(Lφ0)2 dωdu
+
∫ τ2
τ1
∫
S2
sup
u
(Lφ∗)
2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(Lφ∗)2 dωdu
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(Lφ0)2 dωdu
+
∫ τ2
τ1
∫
S2
sup
u
(Lφ∗)
2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(Lφ0)2 dωdu
+
∫ τ2
τ1
∫
S2
sup
u
(Lφ∗)
2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p+2(LΦH≥1)2 dωdu
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(Lφ0)2 dωdu
+ C
(
C
τ3−δ1−p1
+
C
τ3+δ2−p1
)
,
where we used the auxiliary estimates (5.5) for m = 0 (by taking β < 2−δ1), Hardy’s inequality (as p ∈ (2, 3−δ1]⇒ 4−p > 1)
and the energy decay estimates (4.2), (4.14).
(A4’): Using again the form of F0 and denoting by subscript ∗ the different angular frequency localizations we have that:∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · L(r2F0) dωdudv =
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· (Lφ∗) ·
(
L
(
2r
D
Lφ∗
))
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· (LLφ∗) ·
(
2r
D
Lφ∗
)
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗
r
+
A∗ ·D
2r2
)
·
[
(Lφ) ·
(
2r
D
Lφ
)]
∗
dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
2r2
·Dφ∗ ·
(
L
(
2r
D
Lφ∗
))
dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
2r2
·D(Lφ∗) ·
(
2r
D
Lφ∗
)
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗ ·D
2r2
+
A∗ ·D2
2r3
− A∗ ·DD
′
4r2
)[
φ ·
(
2r
D
Lφ
)]
∗
dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· (Lφ∗) · (Lφ∗) dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· φ∗ · (LLφ∗) dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗
r
+
A∗ ·D
2r2
)
· [φ · (Lφ)]∗ dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r2
· 2Dφ∗ · (Lφ∗) dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗ ·D
2r2
− A∗ ·DD
′
4r2
+
A∗ ·D2
2r3
)
· [φ2]∗ dωdudv
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+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·A∗ · 〈L/∇φ∗, /∇φ∗〉 dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · LA∗ · 〈 /∇φ∗, /∇φ∗〉 dωdudv.
For the first term we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· (Lφ∗) ·
(
L
(
2r
D
Lφ∗
))
dωdudv
∣∣∣∣∣
≤
∫ τ2
τ1
∫
NHv
(r −M)−p
(
L
(
2r
D
Lφ0g
))2
1
v1+δ0
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(Lφ∗)2 ·
(
L
(
2r
D
Lφ∗
))2
v1+δ0 dωdudv
. 1
τ δ01
∫
NHv
(r −M)−p
(
L
(
2r
D
Lφ0
))2
dωdu
+
∫ τ2
τ1
∫
S2
sup
u
(Lφ∗)
2 · v1+δ0 dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p
(
L
(
2r
D
Lφ∗
))2
dωdu
. 1
τ δ01
∫
NHv
(r −M)−p
(
L
(
2r
D
Lφ0
))2
dωdu
+ CE0
2 CE0
2
τ1−δ1−p1
,
for some 0 < δ0 < δ2, where we used the auxiliary estimate (5.5) for m = 0 and the energy decay estimates (4.4).
For the second term∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 )·A0
r
· (LLφ0) ·
(
2r
D
Lφ0
)
dωdudv and∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A0
r
· (LLφ&1) ·
(
2r
D
Lφ&1
)
dωdudv
we can use the equation to expand LLφ∗, and we get terms with better decay than required.
For the third term we note that due to our assumptions on A we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 )·
(
LA∗
r
+
A∗ ·D
2r2
)
·
[
(Lφ) ·
(
2r
D
Lφ
)]
∗
dωdudv
∣∣∣∣∣
.
∫ τ2
τ1
∫
NHv
(r −M)−p|LΦH0 | ·D ·
∣∣∣∣[(Lφ) · (2rD Lφ
)]
∗
∣∣∣∣ dωdudv,
and this can be treated as the terms in the (A2’) bootstrap.
For the fourth term we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
2r2
·Dφ∗ ·
(
L
(
2r
D
Lφ∗
))
dωdudv
∣∣∣∣∣
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2φ2∗ ·
(
L
(
2r
D
Lφ∗
))2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+3
(
L
(
2r
D
Lφ∗
))2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
CE0
2
(1 + τ1)3−2δ1−p
,
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and as δ1 is chosen to be small enough, we have that 3 − 2δ1 − p > 1 − δ1 − p for any p ∈ (0, 1 − δ1], and this gives us the
desired estimate by choosing β to be also small enough. Note that we used the pointwise decay estimate (4.54) and the energy
decay estimates (4.18).
For the fifth term we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A0
2r2
·D(Lφ∗) ·
(
2r
D
Lφ∗
)
dωdudv
∣∣∣∣∣
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1 ·D2(Lφ∗)2 ·
(
2r
D
Lφ∗
)2
dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1 ·D2(Lφ∗)2 ·
(
2r
D
Lφ∗
)2
dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
CE0
2
∫ τ2
τ1
∫
NHv
(r −M)−p+3 · (Lφ∗)2 dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
C2E20
4
(1 + τ1)3−δ1−p
,
and this gives us better than the desired decay. Note that we used the boundedness estimate (4.79) and the decay estimates
(4.18).
For the sixth term we note that due to the assumptions on A we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗ ·D
2r2
− A∗ ·DD
′
4r2
+
A∗ ·D2
2r3
)
· [φ2]∗ dωdudv
∣∣∣∣∣
.
∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p|LΦH0 | ·D3/2 ·
∣∣[φ2]∗∣∣ dωdudv
∣∣∣∣∣
and the resulting term can be treated as the terms in the (A2’) bootstrap.
For the seventh term we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· (Lφ∗) · (Lφ∗) dωdudv
∣∣∣∣∣
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1(Lφ∗)2 · (Lφ∗)2 dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(Lφ∗)2 ·
(
2r
D
Lφ∗
)2
dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
CE0
2
∫ τ2
τ1
∫
NHv
(r −M)−p+1(Lφ∗)2 Ddωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
CE0
2
∫
Aτ2τ1
(r −M)−p+3(Lψ∗)2 dµA
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≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
1
β
C2E20
4
(1 + τ1)3−δ1
,
where we used the decay from the Morawetz estimate (4.41) as p ∈ (0, 1− δ1]⇒ 3− p ∈ 2 + δ1, and this gives us better decay
than desired.
For the eighth term:∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 )·A0
r
· φ∗ · (LLφ∗) dωdudv and∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A∗
r
· φ∗ · (LLφ∗) dωdudv
we can use the equation to expand LLφ∗, and we get terms with better decay than required.
For the ninth term, due to the assumptions on A we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗
r
+
A∗ ·D
2r2
)
· [φ · (Lφ)]∗ dωdudv
∣∣∣∣∣
.
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·D · [φ · (Lφ)]∗ dωdudv,
and the resulting term can be treated as the terms in the (A2’) bootstrap.
For the tenth term we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · A0
r2
· 2Dφ∗ · (Lφ∗) dωdudv
∣∣∣∣∣
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv + 1
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1 ·D2φ2∗ · (Lφ∗)2 dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv + 1
β
CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+3(Lφ∗)2 dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv + 1
β
C2E20
4
(1 + τ1)5−2δ1−p
,
where we used the pointwise decay estimate (4.54) and the energy decay estimate (4.17). Since δ1 > 0 is small enough, we
obviously have that 5− 2δ1 − p > 1− δ1 − p for p ∈ (0, 1− δ1], which is better than desired.
For the eleventh term, due to the assumptions on A we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·
(
LA∗ ·D
2r2
− A∗ ·DD
′
4r2
+
A∗ ·D2
2r3
)
· [φ2]
0
dωdudv
∣∣∣∣∣
.
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 )D3 ·
[
φ2
]
∗ dωdudv,
and the resulting term can be treated similarly to the terms of the (A2’) bootstrap.
For the twelfth term we note that we have that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) ·A∗ · 〈L/∇φ∗, /∇φ∗〉 dωdudv
∣∣∣∣∣
.
∫ τ2
τ1
∫
NHv
(r −M)−p|LΦH0 | · |LΩφ∗| · |Ωφ∗| dωdudv +
∫ τ2
τ1
∫
NHv
(r −M)−p|LΦH0 | ·D|Ωφ∗| · |Ωφ∗| dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv + 2
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1 · |LΩφ∗|2 · |Ωφ∗|2 dωdudv
+
2
β
∫ τ2
τ1
∫
NHv
(r −M)−p−1 ·D2|Ωφ∗|2 · |Ωφ∗|2 dωdudv . β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
2
β
∫ τ2
τ1
∫
NHv
(r −M)−p+3 · |2r
D
LΩφ∗|2 · |Ωφ∗|2 dωdudv + 2
β
∫ τ2
τ1
∫
NHv
(r −M)−p+3 · |Ωφ∗|2 · |Ωφ∗|2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv
+
2
β
CE0
2
∫ τ2
τ1
∫
NHv
(r −M)−p+3|Ωφ∗|2 dωdudv + 2
β
CE0
2
(1 + τ1)2−δ1
∫ τ2
τ1
∫
NHv
(r −M)−p+3|Ωφ∗|2 dωdudv
NONLINEAR SCALAR PERTURBATIONS OF EXTREMAL REISSNER–NORDSTRO¨M SPACETIMES 45
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΦH0 )2 dωdudv + 2
β
C2E20
4
(1 + τ1)3−δ1
+
2
β
CE0
2
(1 + τ1)5−2δ1
,
where we used the Morawetz decay estimate (4.41), the pointwise decay estimate (4.52), and the boundedness estimate (4.79).
Finally for the thirteenth term we note that∣∣∣∣∣
∫ τ2
τ1
∫
NHv
(r −M)−p(LΦH0 ) · LA∗ · 〈 /∇φ∗, /∇φ∗〉 dωdudv
∣∣∣∣∣
.
∫ τ2
τ1
∫
NHv
(r −M)−p|LΦH0 | ·D · |Ωφ∗| · |Ωφ∗| dωdudv,
and the last term was dealt with in the context of the twelfth term.
(B2’) Using the form of F≥1 we have that:∑
k≤5
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) ·D(ΩkF≥1) dωdudv
=
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
2r2
·D · (LΩk1φ∗) ·
(
2r
D
LΩk2φ∗
)
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
4r3
·D2 · (Ωk1φ∗) ·
(
2r
D
LΩk2φ∗
)
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
2r2
·D · (Ωk1φ∗) · (LΩk2φ∗) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
4r3
·D2 · (Ωk1φ∗) · (Ωk2φ∗) dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
4r
·D〈 /∇Ωk1φ∗, /∇Ωk2φ∗〉 dωdudv
+
∑
k1+k2=k
k1≥1
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · (Ωk1A∗) ·D(Ωk2F c∗ ) dωdudv,
where we use ∗ as a subscript to denote the different angular frequency localizations that always add up to the case of ≥ 1.
For the first term we have that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
2r2
D · (LΩk1φ∗) ·
(
2r
D
Ωk2Lφ∗
)
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)1+δ1(LΩkφ∗)2 · (r −M)2−δ1−p
(
2r
D
Lφ0
)2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
C2E20
4
τ3−δ11
if p ∈ [1, 2− δ1] and we get the bound:
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
C2E20
4
τ4−3δ11
if p ∈ (0, 1),
where we used the boundedness estimate (4.79), and the Morawetz decay estimate (4.41) in the case of p ∈ [1, 2 − δ1], and
where we used the auxiliary estimate (4.80) for q = 1 − δ1 and the Morawetz decya estimate (4.41) in the case of p ∈ (0, 1).
Note that we got better decay than required in both cases as for p ∈ [1, 2 − δ1] we have that 3 − δ1 > 3 + δ2 − p, and for
p ∈ (0, 1) we have that 4− 3δ1 > 3 + δ2 − p due to the smallness of δ1 and δ2. For the second term we have that∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
4r3
·D2 · (Ωk1φ∗) ·
(
2r
D
LΩk2φ∗
)
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
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+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D4 · (Ωk1φ∗)2 ·
(
2r
D
LΩk2φ∗
)2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3(Ωk1φ∗)2 · (LΩk2φ∗)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LΩmφ∗)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
CE0
2
(1 + τ1)3−δ1
,
where we used Sobolev’s inequality (A.5), the pointwise estimate (4.54) and the Morawetz decay estimate (4.41) as p ∈
(0, 2−δ1]⇒ 3−p ≥ 1+δ1. The resulting decay is better than desired as by the smallness of δ1 we have that 5−2δ1 > 3+δ2−p
for p ∈ (0, 2− δ1]. For the third term we have that
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
2r2
·D(Ωk1φ∗) · (LΩk2φ∗) dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(Ωk1φ∗)2 · (LΩkφ∗)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LΩmφ∗)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
CE0
2
(1 + τ1)3−δ1
,
where we used the pointwise decay estimate (4.54) and the Morawetz decay estimate (4.41) (as 0 < p ≤ 2− δ1) and as before
we note that we get better decay than required as 5− 2δ1 > 3 + δ2 − p for p ∈ (0, 2− δ1]. For the fourth term we have that
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
4r3
·D2 · (Ωk1φ∗) · (Ωk2φ∗) dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv + 1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D4(Ωk1φ∗)2 · (Ωk2φ∗) dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+7(Ωmφ∗)2 dωdudv . β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+5(ΩmLφ∗)2 dωdudv . β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv
+
CE0
2
(1 + τ1)2−δ1
CE0
2
(1 + τ1)3−δ1
,
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where we used the pointwise decay estimate (4.54), Hardy’s inequality (A.6), the Morawetz decay estimate (4.41) (as 0 < p ≤
2− δ1), and we got again better decay than required as 5− 2δ1 > 3 + δ2− p for p ∈ (0, 2− δ1]. For the fifth term we have that∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · A∗
4r
·D〈 /∇Ωk1φ∗, /∇Ωk2φ∗〉 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv + 1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3| /∇Ωk1φ∗|2 · | /∇Ωk2φ∗|2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv + 1
β
CE0
2
τ2+δ21
∑
3≤l≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+3| /∇Ωlφ&1|2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkφ≥1)2 dωdudv + C
2E20
4
τ2+δ2+3+δ2−p1
,
where we used the pointwise decay estimates (4.54) and the energy decay provided by the estimates (4.13). Finally the last
term ∑
k1+k2=k
k1≥1
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkφ≥1) · (Ωk1A∗) ·D(Ωk2F c∗ ) dωdudv
involves terms that can be treated similarly to the previous terms.
(B1’): We examine the term close to the horizon as the term away from the horizon can be treated by rather classical
methods. Moreover we examine in detail only the terms involving the product of L and L derivatives since the rest are similar
or easier. These terms are: ∫
Aτ2τ1
(r −M)−1−δ(LΩkφ&1)2 · (Lφ0)2 dωdudv,∫
Aτ2τ1
(r −M)−1−δ(Lφ0)2 · (LΩkφ&1)2 dωdudv,
∑
k1+k2=k
∫
Aτ2τ1
(r −M)−1−δ(LΩk1φ&1)2 · (LΩk2φ&1)2 dωdudv,∫
Aτ2τ1
(r −M)−1−δ(Lφ0)2 · (Lφ0)2 dωdudv
For the first term we have that∫
Aτ2τ1
(r −M)−1−δ(LΩkφ&1)2 · (Lφ0)2 dωdudv .
∫
Aτ2τ1
(r −M)−1−δ(LΩkφ&1)2 ·
(
2r
D
Lφ0
)2
dωdudv
.CE02
∫
Aτ2τ1
(r −M)3−δ(LΩkφ&1)2 dωdudv . C
2E20
4
τ3+δ21
,
where we used the boundedness estimate (4.79) and the Morawetz decay estimates (4.40). For the second term we have that∫
Aτ2τ1
(r −M)−1−δ(Lφ0)2 · (LΩkφ&1)2 dωdudv .
∫
Aτ2τ1
(r −M)1+δ(Lφ0)2 ·D1−δ
(
LΩkφ&1
)2
dωdudv
. CE0
2
τ
3/2−δ1/2
1
∫
Aτ2τ1
(r −M)1+δ(Lφ0)2 dωdudv . C
2E20
4
τ
9/2−3δ1/2
1
. C
2E20
4
τ3+δ21
,
where we used the auxiliary estimate (4.80), the Morawetz decay estimate (4.41), and the fact that δ1 and δ2 are small enough.
The third and fourth terms can treated similarly to the first two.
(B3’): We use again the form of F≥1 and we have for subscript ∗ being the angular frequency localization that adds up to
≥ 1 that:∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · L(r2ΩkF≥1) dωdudv
=
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A∗
r
· (LΩk1φ∗) ·
(
L
(
2r
D
LΩk2φ∗
))
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A0
r
· (LLΩk1φ∗) ·
(
2r
D
LΩk2φ∗
)
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) ·
(
LA∗
r
+
A∗ ·D
2r2
)
· Ωk
[
(Lφ) ·
(
2r
D
Lφ
)]
∗
dωdudv
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−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A∗
2r2
·D(Ωk1φ∗) ·
(
L
(
2r
D
LΩk2φ∗
))
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A∗
2r2
·D(LΩk1φ∗) ·
(
2r
D
LΩk2φ∗
)
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) ·
(
LA∗ ·D
2r2
+
A∗ ·D2
2r3
− A∗ ·DD
′
4r2
)
Ωk
[
φ ·
(
2r
D
Lφ
)]
∗
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A∗
r
· (LΩk1φ∗) · (LΩk2φ∗) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A∗
r
· Ωk1φ∗ · (LLΩk2φ∗) dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) ·
(
LA∗
r
+
A∗ ·D
2r2
)
· Ωk [φ · (Lφ)]∗ dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · A∗
r2
· 2DΩk1φ∗ · (LΩk2φ∗) dωdudv
−
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) ·
(
LA∗ ·D
2r2
− A∗ ·DD
′
4r2
+
A∗ ·D2
2r3
)
· Ωk [φ2]∗ dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) ·A∗ · 〈L/∇Ωk1φ∗, /∇Ωk2φ∗〉 dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · LA∗ · 〈 /∇Ωk1φ∗, /∇Ωk2φ∗〉 dωdudv
+
∑
k1+k2=k
k1≥1
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · L
(
r2Ωk[r2(Ωk1A∗)(Ω
k2F c∗ )]
)
dωdudv.
The worst terms from the above are the ones that include L
(
2r
D
Lφ0
)
, they come from the first term and the last term of
the last expression, and their form is the following:
(6.3)
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkΦH≥1) · (Ωk1A∗) · (LΩk2φ∗) ·
(
L
(
2r
D
Lφ0
))
dωdudv.
We have for p = 1 + δ2 that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkΦH≥1) · (Ωk1A∗) · (LΩk2φ∗) ·
(
L
(
2r
D
Lφ0
))
dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkΦH≥1)2 · 1
v1+β
dωdudv
+
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩmφ∗)2 ·
(
L
(
2r
D
Lφ0
))2
· v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkΦH≥1)2 dωdu
+
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)1+β1−δ2(LΩmφ∗)2 ·D1−β1/2
(
L
(
2r
D
Lφ0
))2
· v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkΦH≥1)2 dωdu
+ CE0
2
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)1+β1−δ2(LΩmφ∗)2 · v1+β+β1 dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkΦH≥1)2 dωdu
+ CE0
2
∫ τ2
τ1
∫
S2
sup
u
(LΩkφ≥1)
2 · v1+β+β1 dωdv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkΦH≥1)2 dωdu+ C2E204,
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where first we used the growth estimate (5.2), we used the auxiliary estimate (5.5) for m = 0, always choosing β1 to be bigger
than δ2 and β and β1 to be small enough such that β + β1 < 2 − δ1 (note that these two conditions can be simultaneously
satisfied due to the smallness of δ1 and δ2). On the other hand we consider the (out of range) case of p = 0 and we have that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(LΩkΦH≥1) · (Ωk1A∗) · (LΩk2φ∗) ·
(
L
(
2r
D
Lφ0
))
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)(LΩkΦH≥1)2 dωdudv
+
1
β
∑
m≤5
∫ τ2
τ1
∫
NHv
(r −M)−1(LΩmφ∗)2 ·
(
L
(
2r
D
Lφ0
))2
dωdudv.
The first term of the above expression can be absorbed by the left hand side that has the term of interest in (B3’) in its right
hand side for any p ∈ (0, 1 + δ2]. For the second term we have for any v ∈ [τ1, τ2] that:∫
NHv
(r −M)−1(LΩkφ≥1)2 ·
(
L
(
2r
D
Lφ0
))2
dωdu
.
∫
NHv
(r −M)2(LΩkφ≥1)2 ·D1/2
(
2r
D
L
(
2r
D
Lφ0
))2
dωdu
.CE02vδ3
CE0
2
v3−δ1
. C
2E20
4
v3−δ1−δ3
,
where we used the growth estimate (5.2) and the Morawetz decay estimate (4.41), and for δ3 > 0 small enough we now note
that using the last estimate we have that:∫ τ2
τ1
∫
NHv
(r −M)−1(LΩkφ≥1)2 ·
(
L
(
2r
D
Lφ0
))2
dωdudv . C
2E20
4
(1 + τ1)2−δ1−δ3
.
The required estimate for the term (6.3) now follows by the estimate that was shown for p = 1 + δ2 (which is sharp), the
(artificial) p = 0 estimate (which is better than required as δ1 and δ3 are small enough so that 2 − δ1 − δ3 > 1 + δ2), and a
standard interpolation argument. The rest of the terms are of similar difficulty or even easier and we will not examine them.
(B5’): We have for any k ≤ 5 using the form of F≥1 and using subscript ∗ to denote the angular frequency localization
that adds up to ≥ 1 that:∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · (L(r3ΩkF≥1) dωdvdu 'A∗
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 2
r
(LΩk1φ∗) ·
[
L
(
2r2
D
LΩk2φ∗
)]
dωdvdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 4r
D
(LΩk1φ∗) · (LLΩk2φ∗) dωdvdu
−
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 2(LΩk1φ∗) · (LΩk2φ∗) dωdvdu
−
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 2(Ωk1φ∗) · (LLΩk2φ∗) dωdvdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 2(LΩk1φ∗) · (LΩk2φ∗) dωdvdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · D
r2
(Ωk1φ∗) ·
[
L
(
2r2
D
LΩk2φ∗
)]
dωdvdu
+
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · O(r−1)Ωk(φ · Lφ)∗ dωdvdu
−
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · O(r−2)Ωk(φ2)∗ dωdvdu
−
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · D
r
(Ωk1φ∗) · (LΩk2φ∗) dωdvdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · O(r)〈Ωk1 /∇φ∗, /∇LΩk2φ∗〉 dωdvdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · D
2
〈Ωk1 /∇φ∗, /∇Ωk2φ∗〉 dωdvdu
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+
∑
k1+k2=k
k1≥1
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · [(L(r3(Ωk1A∗)(Ωk2F c∗ )] dωdvdu.
From the first term we consider the terms that include L
(
2r2
D
Lφ0
)
since the range of p in the commuted estimates for φ0 at
infinity is smaller and we have that∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · (Ω
k1A∗)
r
(LΩk2φ∗) ·
[
L
(
2r2
D
Lφ0
)]
dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
m≤5
∫ τ2
τ1
∫
NIu
rp+1
4
r2
(LΩmφ∗)
2 ·
(
L
(
2r2
D
Lφ0
))2
dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
m≤5
∫ τ2
τ1
∫
S2
sup
v
(LΩmφ∗)
2 dωdu · sup
u∈[τ1,τ2]
∫
NIu
rp−1
(
L
(
2r2
D
Lφ0
))2
dv
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
CE0
2
τ1−δ1−δ
′
1
sup
u∈[τ1,τ2]
∫
NIu
rp−1
(
L
(
2r2
D
Lφ0
))2
dv
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu+
CE0
2
τ1−δ1−δ
′
1
CE0
2
τ
min(2−δ1−p,1−δ1)
1
,
for any δ′ > 0, so choosing δ′ small enough gives us better decay than required due to the smallness of δ1. We used that
(6.4)
∑
k≤5
∫
S2
(LΩkφ)2 dω . CE0
2
u2−δ1−δ′
for any (u, v) ∈ B∞τ0/SO(2) ,
which follows from the pointwise decay estimates (4.57) and decay for Lφ which can be obtained by the fundamental theorem
of calculus and the energy decay estimates (4.19) and (4.20). Note that it was crucial to use the extra 1
r2
term so that for
p ∈ (0, 1 + δ2] ⇒ p − 1 < 1 − δ1 due to the smallness of δ1 and δ2, in order to apply estimate (4.3) since the spherically
symmetric part has a smaller p range in the commuted estimates than the non-spherically part.
For the second term we write the L derivative as a sum of the T and L derivatives and we have that:∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 4r
D
(LΩk1φ∗) · (LLΩk2φ∗) dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp+3(LΩk1φ∗)
2 · (LLΩk2φ∗)2 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp+3(LΩk1φ∗)
2 · (LTΩk2φ∗)2 dωdvdu
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp−1(LΩk1φ∗)
2 ·
(
L
(
2r2
D
Ωk2Lφ∗
))2
dωdvdu
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp+1(LΩk1φ∗)
2 · (LΩk2φ∗)2 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
m1≤5
∥∥∥∥∫
S2
(r2LΩm1φ∗)
2 dω
∥∥∥∥
L∞(Bτ2τ1/SO(3)
·
∑
m2≤5
∫ τ2
τ1
∫
NIu
rp−1(LTΩm2φ∗)
2 dωdvdu
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+
1
β
∑
m1≤5
∫ τ2
τ1
∫
S2
sup
v
(LΩm1φ∗)
2 dωdu ·
∑
m2≤5
sup
u∈[τ1,τ2]
∫
NIu
rp−1
(
L
(
2r2
D
Ωm2Lφ∗
))2
dωdvdu
+
1
β
∑
m1≤5
∫ τ2
τ1
∫
S2
sup
v
(LΩm1φ∗)
2 dωdu ·
∑
m2≤5
sup
u∈[τ1,τ2]
∫
NIu
rp−1(LΩm2φ∗)
2 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+ CE0
2 CE0
2
τ3−δ1−p1
+
CE0
2
τ1−δ1−δ
′
1
CE0
2
τ1−δ1−p1
+
CE0
2
τ1−δ1−δ
′
1
CE0
2
τ2−δ1−p1
,
for any δ′ > 0. We used that r2Lφ is bounded (by the method of characteristics in the spherically symmetric case and by the
energy estimates (4.14) in the non-spherically symmetric case), the estimate (6.4), and the energy decay estimates (4.20) and
(4.21). The fourth term can be treated similarly.
For the third term we have that∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · 2(LΩk1φ∗) · (LΩk2φ∗) dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp+1(LΩk1φ∗)
2 · (LΩk2φ∗)2 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
m1≤5
∥∥∥∥∫
S2
(r2LΩm1φ∗)
2 dω
∥∥∥∥
L∞(Bτ2τ1/SO(2)
·
∑
m2≤5
∫ τ2
τ1
∫
NIu
rp−3(LΩm2φ∗)
2 dωdvdu
.CE02
CE0
2
τ3−δ11
,
where we used again the boundedness of the r2Lφ and the Morawetz decay estimate (4.40) as p− 3 ≤ −2 + δ2 < −1− η for
some η > 0 as δ2 is chosen to be small enough. Terms five to nine can be treated similarly to the above. For the tenth term
we have that ∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp(LΩkΦI≥1) · O(r)〈Ωk1 /∇φ∗ · /∇LΩk2φ∗〉 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NIu
rp+3|Ωk1 /∇φ∗|2 ·
∣∣∣∣ /∇2r2D LΩk2φ∗
∣∣∣∣2 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu
+
1
β
∑
k1+k2=k
k1≤2
‖Ωk1+1φ&1‖2L∞(Bτ2τ1 )
∫ τ2
τ1
∫
NIu
rp−3
∣∣∣∣ /∇2r2D LΩk2φ∗
∣∣∣∣2 dωdvdu
+
1
β
∑
k1+k2=k
k1≤2
‖r2LΩk1+1φ∗‖2L∞(Bτ2τ1 )
∫ τ2
τ1
∫
NIu
rp−3| /∇Ωk2φ∗|2 dωdvdu
.β
∫ τ2
τ1
∫
NIu
rp−1(LΩkΦI≥1)
2 dωdvdu+
CE0
2
τ2+δ21
CE0
2
τ1+δ2−p1
+ CE0
2 CE0
2
τ3+δ2−p1
,
where we used the pointwise decay estimate (4.54), the boundedness of r2Lφ, and the energy decay estimates (4.15) and
(4.16). Term eleven can be treated in a similar way, while the last term twelve can be expanded and can be easily seen to
comprise of terms similar to the above.
(C2’): We have for any k ≤ 5 that∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) ·D(ΩkTF ) dωdudv
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=
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
2r2
·D(LTΩk1φ) ·
(
2r
D
LΩk2φ
)
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
2r2
·D(LΩk1φ) ·
(
2r
D
LΩk2Tφ
)
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
4r3
·D2(Ωk1Tφ) ·
(
2r
D
LΩk2φ
)
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
4r3
·D2(Ωk1φ) ·
(
2r
D
LΩk2Tφ
)
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
2r2
·D(Ωk1Tφ) · (LΩk2φ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
2r2
·D(Ωk1φ) · (LΩk2Tφ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
4r3
· 2D2(Ωk1Tφ) · (Ωk2φ) dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
4r
·D〈 /∇Ωk1Tφ, /∇Ωk2φ〉 dωdudv
+
∑
k1+k2=k,k1>0
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · (Ωk1A) · (Ωk2TF c) dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · (Ωk1TA) · (Ωk2F c) dωdudv.
For the first term we have for any k ≤ 5 that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
2r2
·D(LTΩk1φ) ·
(
2r
D
LΩk2φ
)
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkTφ)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(LTΩk1φ)2 ·
(
2r
D
LΩk2φ
)2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkTφ)2 dωdudv
+ CE0
2
∑
l≤5
∫ τ2
τ1
∫
S2
(r −M)3−p(LTΩlφ)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkTφ)2 dωdudv + CE02CE0
2
τ3+δ21
,
where we used the boundedness estimate (4.79) and the Morawetz decay estimates (4.42) as p ∈ (0, 2 − δ1]. For the second
term we have that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ) · A
2r2
·D(LΩk1φ) ·
(
2r
D
LΩk2Tφ
)
dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LΩkTφ)2 · 1
v1+β
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−pD2(LΩk1φ)2 ·
(
2r
D
LΩk2Tφ
)2
· v1+β dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩkTφ)2 · 1
v1+β
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
S2
sup
u
(LΩl1φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LΩl2Tφ)2 dωdu
. 1
τβ1
∫
NHv
(r −M)−p(LΩkTφ)2 · 1
v1+β
dωdu+ CE0
2 CE0
2
(1 + τ1)3+δ2−p
,
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where we used Sobolev’s inequality (A.5), the auxiliary estimate (5.5) for m = 0 and the energy decay estimates (4.21).
The rest of the terms can be treated now as in the case of (A2’) by using the energy decay estimates (4.21).
(C1’): We deal with the term close to the horizon as the term away from the horizon can be treated in a rather classical
manner. As in (B1’) we examine in detail only the terms involving L and L derivatives since the rest are either similar or
easier. We consider the terms:∑
k1+k2=k
∫
Aτ2τ1
(r −M)−1−δ(LΩk1Tφ)2(LΩk2φ)2 dωdudv and
∑
k1+k2=k
∫
Aτ2τ1
(r −M)−1−δ(LΩk1φ)2(LΩk2Tφ)2 dωdudv.
For the first term we have that∑
k1+k2=k
∫
Aτ2τ1
(r −M)−1−δ(LΩk1Tφ)2(LΩk2φ)2 dωdudv
.
∑
k1+k2=k
∫
Aτ2τ1
(r −M)1+δ(LΩk1Tφ)2 1
(r −M)2+2δ (LΩ
k2φ)2 dωdudv
. CE0
2
τ
3/2−δ1/2
1
∑
l≤5
∫
Aτ2τ1
(r −M)1+δ(LΩlTφ)2 dωdudv
. C
2E20
4
τ
9/2−δ1/2+δ2
1
. C
2E20
4
τ3+δ21
,
where we used Sobolev’s inequality, the auxiliary estimate (4.80), the Morawetz decay estimate (4.42), and the fact that δ1
and delta2 are small enough.
For the second term we argue similarly this time using the auxiliary estimate (4.81), the Morawetz decay estimate (4.41),
and the fact that δ1 and δ2 are small enough and we have that:∑
k1+k2=k
∫
Aτ2τ1
(r −M)−1−δ(LΩk1φ)2(LΩk2Tφ)2 dωdudv
.
∑
k1+k2=k
∫
Aτ2τ1
(r −M)1+δ(LΩk1φ)2 1
(r −M)2+2δ (LΩ
k2Tφ)2 dωdudv
. CE0
2
τ
3/2+δ2/2
1
∑
l≤5
∫
Aτ2τ1
(r −M)1+δ(LΩlφ)2 dωdudv
. C
2E20
4
τ
9/2+δ2/2−δ1
1
. C
2E20
4
τ3+δ21
.
(C3’): Once again we expand F and due to the commutations with T and Ωk for k ≤ 5, we have the following:∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · L(r2TΩkF ) dωdudv
=
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LTΩk1φ) ·
(
L
(
2r
D
LΩk2φ
))
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LΩk1φ) ·
(
L
(
2r
D
LΩk2Tφ
))
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LLTΩk1φ) ·
(
2r
D
LΩk2φ
)
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LLΩk1φ) ·
(
2r
D
LTΩk2φ
)
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(TΩk1φ) ·
(
L
(
2r
D
LΩk2φ
))
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(Ωk1φ) ·
(
L
(
2r
D
LTΩk2φ
))
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(LTΩk1φ) ·
(
2r
D
LΩk2φ
)
dωdudv
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+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(LΩk1φ) ·
(
2r
D
LTΩk2φ
)
dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LΩk1φ) · (LTΩk2φ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LTΩk1φ) · (LΩk2φ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (Ωk1φ) · (LLTΩk2φ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (TΩk1φ) · (LLΩk2φ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r2
· 2D(TΩk1φ) · (LΩk2φ) dωdudv
−
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r2
· 2D(Ωk1φ) · (LTΩk2φ) dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) ·A · 〈LΩk1 /∇φ,Ωk2 /∇Tφ〉 dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) ·A · 〈LΩk1 /∇φ,Ωk2T /∇φ〉 dωdudv
+ F1(ΩA,Frest,L,T ) + F2(ΩTA,Frest,L) + F3(ΩL(A, r), Frest,T ) + F4(ΩTL(A, r), Frest).
where F1 includes all terms where some angular derivatives fall on A, F2 includes terms where some angular derivative and
the T derivative fall on A, F3 includes all terms where some angular derivatives and the L derivative fall on A or a term
involving r, and the F4 includes all terms where some angular derivatives, and the L and T derivatives fall on A. All these
terms are similar or easier than the rest so we will not examine them in detail.
For the second term we have that for any k ≤ 5 that∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LΩk1φ) ·
(
L
(
2r
D
LΩk2Tφ
))
dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 1
v1+β
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LΩk1φ)2 ·
(
L
(
2r
D
LΩk2Tφ
))2
· v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdu
+
∑
l1≤5
l2≤5
∫ τ2
τ1
∫
S2
sup
u
(LΩl1φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p
(
L
(
2r
D
LΩl2φ
))2
dωdu
.δ¯ sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdu
+ CE0
2 · CE0
2
(1 + τ1)1+δ2−p
,
where we used Sobolev’s inequality (A.5), the auxiliary estimate (5.5) for m = 0, and the decay provided by the energy
estimates (4.21).
For the first term the above process cannot work, as the spherically symmetric part of the term with two L derivatives
admits (r −M)−p-weighted estimates for p ∈ (0, 1− δ1], and not for p ∈ (1− δ1, 1 + δ2]. For this purpose we break the first
term in the following two parts:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkTΦH) · A
r
· (LΩk1Tφ) ·
(
L
(
2r
D
LΩk2φ
))
dωdudv
=
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkTΦH) · A
r
· (LΩkTφ) ·
(
L
(
2r
D
Lφ0
))
dωdudv
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+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkTΦH) · A
r
· (LΩk1Tφ) ·
(
L
(
2r
D
LΩk2φ≥1
))
dωdudv
The last term of the above expression as the second term that was treated above (as for this one the term with the two L
derivatives admits (r −M)−p estimates for up to p = 1 + δ2). For the other term instead we have for p = 1 + δ2 that:∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkTΦH) · A
r
· (LΩkTφ) ·
(
L
(
2r
D
Lφ0
))
dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkTΦH)2 · 1
v1+β
dωdudv
+
∫ τ2
τ1
∫
NHv
(r −M)−1−δ2(LΩkTφ)2 ·
(
L
(
2r
D
Lφ0
))2
· v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkTΦH)2 dωdu
+
∫ τ2
τ1
∫
NHv
(r −M)1+β1−δ2(LΩkTφ)2 ·D1−β1/2
(
L
(
2r
D
Lφ0
))2
· v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkTΦH)2 dωdu
+ CE0
2
∫ τ2
τ1
∫
NHv
(r −M)1+β1−δ2(LΩkTφ)2 · v1+β+β1 dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkTΦH)2 dωdu
+ CE0
2
∫ τ2
τ1
∫
S2
sup
u
(LΩkTφ)2 · v1+β+β1 dωdv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−1−δ2(LΩkTΦH)2 dωdu
+ C2E20
4,
where we used the growth estimate (5.2), the auxiliary estimate (5.5) for m = 0, always choosing β1 to be bigger than δ2 and
β and β1 to be small enough such that β + β1 < 2− δ1 (note that these two conditions can be simultaneously satisfied due to
the smallness of δ1 and δ2). On the other hand we consider the (out of range) case of p = 0 and we have that:∫ τ2
τ1
∫
NHv
(LΩkTΦH) · A
r
· (LΩkTφ) ·
(
L
(
2r
D
Lφ0
))
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)(LΩkTΦH)2 dωdudv
+
1
β
∫ τ2
τ1
∫
NHv
(r −M)−1(LΩkTφ)2 ·
(
L
(
2r
D
Lφ0
))2
dωdudv.
The first term of the above expression can be absorbed by the left hand side that has the term of interest in (B3’) in its right
hand side for any p ∈ (0, 1 + δ2]. For the second term we have for any v ∈ [τ1, τ2] that:∫
NHv
(r −M)−1(LΩkTφ)2 ·
(
L
(
2r
D
Lφ0
))2
dωdu
.
∑
k1+k2=k
∫
NHv
(r −M)2(LΩkTφ≥1)2 ·D
(
2r
D
L
(
2r
D
Lφ0
))2
dωdu
.CE02vδ3
CE0
2
v3+δ2
. C
2E20
4
v3+δ2−δ3
,
where we used the growth estimate (5.2) and the Morawetz decay estimate (4.42), and for δ3 > 0 small enough we now note
that using the last estimate we have that:∫ τ2
τ1
∫
NHv
(r −M)−1(LΩkTφ≥1)2 ·
(
L
(
2r
D
Lφ0
))2
dωdudv . C
2E20
4
(1 + τ1)2+δ2−δ3
.
The required estimate for the second term of (B3’) now follows by the estimate that was shown for p = 1+δ2 (which is sharp),
the (artificial) p = 0 estimate (which is better than required as δ3 is small enough), and a standard interpolation argument.
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For the fifth term we have for any k ≤ 5 that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(TΩk1φ) ·
(
L
(
2r
D
LΩk2φ
))
dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(TΩk1φ)2 ·
(
L
(
2r
D
LΩk2φ
))2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
‖TΩk1φ‖2L∞(Aτ2τ1
∫ τ2
τ1
∫
NHv
(r −M)−p+3
(
L
(
2r
D
LΩk2φ
))2
dωdudv if k1 ≤ 3
or +
1
β
∑
k1+k2=k
(
sup
u,v∈[τ1,τ2]
∫
S2
(TΩk1φ)2(u, v, ω) dω
)
·
∫ τ2
τ1
∫
NHv
(r −M)−p+3
(
L
(
2r
D
LΩk2+2φ
))2
dωdudv
if k1 ≥ 4
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv + CE0
2
(1 + τ1)2+δ2
CE0
2
(1 + τ1)1−δ1−p
,
where we used Sobolev’s inequality (A.5), the pointwise estimate (4.57), and the hierarchy of energy estimates (4.4). The
above decay is better than required.
The sixth term (again considered for any k ≤ 5)∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(Ωk1φ) ·
(
L
(
2r
D
LΩk2Tφ
))
dωdudv
can be treated similarly to the fifth term, by using the pointwise decay (4.54) in the place of (4.57), and the hierarchy of
energy estimate (4.8) in the place of (4.4).
For the seventh term we have for any k ≤ 5 that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(LTΩk1φ) ·
(
2r
D
LΩk2φ
)
dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(LTΩk1φ)2 ·
(
2r
D
LΩk2φ
)2
dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∥∥∥∥2rD LΩk2φ
∥∥∥∥2
L∞(Aτ2τ1 )
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LTΩk1φ)2 dωdudv if k2 ≤ 3,
or +
1
β
∑
k1+k2=k
sup
u,v∈[τ1,τ2]
∫
S2
(
2r
D
LΩk2φ
)2
(u, v, ω) dω ·
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LTΩk1φ)2 dωdudv
if k2 ≥ 4
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv + CE02CE0
2
τ3+δ21
,
where we used Sobolev’s inequality (A.5), the pointwise bound (4.79) and the Morawetz decay estimate (4.42) (as p ∈ (0, 1+δ2]).
For the eighth term we have for any k ≤ 5 that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
2r2
·D(LΩk1φ) ·
(
2r
D
LΩk2Tφ
)
dωdudv
≤β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(LΩk1φ)2 ·
(
2r
D
LΩk2Tφ
)2
dωdudv
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.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
∥∥∥∥2rD LΩk1φ
∥∥∥∥2
L∞(Aτ2τ1
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LΩk2Tφ)2 dωdudv if k1 ≤ 3,
or + sup
u,v∈[τ1,τ2]
∫
S2
(
2r
D
LΩk1φ
)2
(u, v, ω) dω ·
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LΩk2Tφ)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv + CE02 CE0
2
(1 + τ3−δ21
,
where we used Sobolev’s inequality (A.5), the boundedness estimate (4.79) and the Morawetz decay estimate (4.42).
For the ninth term we have for any k ≤ 5 that:
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LΩk1φ) · (LTΩk2φ) dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1(LΩk1φ)2 · (LTΩk2φ)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3
(
2r
D
LΩk1φ
)2
· (LTΩk2φ)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdudv
+
∥∥∥∥2rD LΩk1φ
∥∥∥∥2
L∞(Aτ2τ1 )
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LTΩk2φ)2 dωdudv if k1 ≤ 3, or
+ sup
u,v∈[τ1,τ2]
∫
S2
(
2r
D
LΩk1
)2
(u, v, ω) dω
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p+3(LTΩk2+2φ)2 dωdudv if k1 ≥ 4
.β
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdudv + CE02 CE0
2
(1 + τ1)3+δ2
,
where we used Sobolev’s inequality (A.5), the pointwise estimate (4.79), and the Morawetz decay estimate (4.42) as p ∈
(0, 1 + δ2].
For the tenth term we have for any k ≤ 5 that:
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (LTΩk1φ) · (LΩk2φ) dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 · 1
v1+β
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩk1φ)2 · (LΩk2φ)2 · v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdu
+
∑
l1≤5
l2≤5
∫ τ2
τ1
∫
S2
(LΩl1φ)2 · v1+β dωdudv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LTΩl2φ)2 dωdu
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdu+ CE02 CE0
2
(1 + τ1)3+δ2−p
,
where we used Sobolev’s inequality (A.5), the auxiliary estimate (5.5) for m = 0, the energy decay estimates (4.21). The
decay obtained is better than required.
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For the eleventh term we have for any k ≤ 5 that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (Ωk1φ) · (LLTΩk2φ) dωdudv
.
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 · 1
v1+β
dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(Ωk1φ)2 · (LLTΩk2φ)2 · v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(Ωk1φ)2 · (LT 2Ωk2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(Ωk1φ)2 ·D2
(
L
(
2r
D
LΩk2Tφ
))2
· v1+β dωdudv
+
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(Ωk1φ)2 ·D(LΩk2Tφ)2 · v1+β dωdudv
. 1
τβ1
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH)2 dωdudv
+
CE0
2
τ1−δ1−β1
∑
l≤5
∫ τ2
τ1
∫
NHv
(r −M)−p(LT 2Ωlφ)2 dωdudv
+
CE0
2
τ1−δ1−β1
∑
l≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+4
(
L
(
2r
D
LΩlTφ
))2
dωdudv
+
CE0
2
τ1−δ1−β1
∑
l≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+2(LΩlTφ)2 dωdudv
. C
2E20
4
τ1−δ1−β+2+δ2−p−11
+
C2E20
4
τ1−δ1−β1
+
C2E20
4
τ1−δ1−β+3+δ2−p1
,
where we used Sobolev’s inequality, the pointwise estimate (4.54), and the energy decay estimates (4.25), (4.22) and (4.21).
Note that as we choose β to be small enough, the obtained decay is better than the one required.
For the twelfth term we have that:∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p(LTΩkΦH) · A
r
· (Ωk1Tφ) · (LLΩk2φ) dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1(Ωk1Tφ)2 · (LLΩk2φ)2 dωdudv
.β
∫ τ2
τ1
∫
NHv
(r −M)−p+1(LTΩkΦH)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1(Ωk1Tφ)2 · (LTΩk2φ)2 dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D2(Ωk1Tφ)2 ·
(
L
(
2r
D
LΩk2φ
))2
dωdudv
+
1
β
∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1D(Ωk1Tφ)2 · (LΩk2φ)2 dωdudv.
We look separately at the last three terms of the last expression. For the first one by using Sobolev’s inequality (A.5), the
pointwise decay estimate (4.57), Hardy’s inequality (A.6) and the energy decay estimates (4.22) we have that∑
k1+k2=k
∫ τ2
τ1
∫
NHv
(r −M)−p−1(Ωk1Tφ)2 · (LTΩk2φ)2 dωdudv
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.CE0
2
τ2+δ21
∑
l≤5
∫ τ2
τ1
∫
NHv
(r −M)−p−1(LTΩk2φ)2 dωdudv
.CE0
2
τ2+δ21
∑
l≤5
∫ τ2
τ1
∫
NHv
(r −M)−p+1
(
L
(
2r
D
LTΩk2φ
))2
dωdudv . C
2E20
4
τ2+δ2+1+δ2−p1
.
For the second one by using Sobolev’s inequality (A.5), the pointwise decay estimate (4.57) and the energy decay estimates
(4.18) (as (r −M)−p−1D2 ' (r −M)−p+3 so although p ∈ (0, 1 + δ2] we can use the estimates (4.18) as δ2 is small) we have
that it is bounded by:
C2E20
4
τ2+δ21
.
For the third one by by using Sobolev’s inequality (A.5), the pointwise decay estimate (4.57) and the energy decay estimates
(4.17) we have that for any v it holds that:∑
k1+k2=k
∫
NHv
(r −M)−p−1D(Ωk1Tφ)2 · (LΩk2φ)2 dωdudv
.CE0
2
v2+δ2
∑
l≤5
∫
NHv
(r −M)−p+1(LΩlφ)2 dωdudv
. C
2E20
4
v2+δ2+3−δ1−p+1
if −p+ 1 ≤ 0, and . C
2E20
4
v2+δ2+3−δ1
otherwise.
Integrating in [τ1, τ2] gives us better decay than required.
The thirteenth and fourteenth terms can be shown to have better decay than required by using the decay for the bulk term
involving angular derivatives of the energy decay estimates (4.17), (4.18), (4.21) and (4.22) (depending on which part is hit
by the largest number of angular derivatives, as if a term has six angular derivatives we are forced to use the aforementioned
energy decay estimates, as it was done for the other bootstraps).
(D1’): We examine first the term close to the horizon for any k ≤ 5 and we have that:∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 2F |2 dωdudv .
∑
k1+k2=k
m1+m2=2
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=2
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=2
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=2
∫
Aτ2τ1
(r −M)7−δ(Ωk1Tm1φ)2 · (Ωk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=2
∫
Aτ2τ1
(r −M)3−δ| /∇Ωk1Tm1φ|2 · | /∇Ωk2Tm2φ|2 dωdudv.
For the first term for any k ≤ 5, we have for the case of m1 = 0 and m2 = 2, for any v, and since δ ≤ δ2 that:∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 2φ)2 dωdu
.CE0
2
v2+δ2
∑
l≤5
∫
NHv
1
(r −M)1+δ (LΩ
k2T lφ)2 dωdu . C
2E20
4
v3+δ2
,
where we used Sobolev’s inequality (A.5), the pointwise decay estimates (4.57) and the energy decay estimates (4.9) for
p = 1 + δ ≤ 1 + δ2. This implies that:∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 2φ)2 dωdudv .
∫ τ2
τ1
C2E20
4
v3+δ2
dv . C
2E20
4
τ2+δ21
.
For the case of m1 = 1 and m2 = 1 we have for any v (and again since δ ≤ δ2) that:∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2Tφ)2 dωdu
.CE0
2
v1+δ2
∑
l≤5
∫
NHv
1
(r −M)1+δ (LΩ
lTφ)2 dωdu . C
2E20
4
v3+δ2
,
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where we used Sobolev’s inequality (A.5), the pointwise decay estimates (4.60) and the energy decay estimates (4.8) for
p = 1 + δ ≤ 1 + δ2. This implies that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2Tφ)2 dωdudv .
∫ τ2
τ1
C2E20
4
v3+δ2
dv . C
2E20
4
τ2+δ21
.
For the case m1 = 2 and m2 = 0 we have for any v (and again since δ ≤ δ2) that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 2φ)2 · (LΩk2φ)2 dωdudv
.
∑
k1+k2=k
∫
Aτ2τ1
(r −M)3−δ(LΩk1T 2φ)2 ·
(
2r
D
LΩk2φ
)2
dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)3−δ(LΩk1T 2φ)2 dωdudv . C
2E20
4
τ2+δ21
,
where we used Sobolev’s inequality (A.5), the pointwise boundedness estimates (4.79) and the Morawetz decay estimate (4.43).
(D2’): We use (6.1) for m = 2. The last term of (6.1) for m = 2 is similar to the rest so we will not examine it in detail.
For the first term we have for k ≤ 5 that:
∑
k1+k2=k
m1+m2=2
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
dωdudv
=
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (LΩk1φ) ·
(
2r
D
LΩk2T 2φ
)
dωdudv
+
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (LΩk1Tφ) ·
(
2r
D
LΩk2Tφ
)
dωdudv
+
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (LΩk1T 2φ) ·
(
2r
D
LΩk2φ
)
dωdudv.
(6.5)
For the first term of the last expression after using Cauchy-Schwarz, we get the following term:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(r −M)−p(LΩk1φ)2 · (LΩk2T 2φ)2 dωdu
)1/2
dv
)2
.
We look at the endpoint cases p = 2 and p = 0. In both situations we use that Lφ is integrable in v (using the estimates
(4.57)). For p = 2 we get after applying Sobolev’s inequality (A.5) that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(r −M)−2(LΩk1φ)2 · (LΩk2T 2φ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(r −M)−2−δ2(LΩk2T 2φ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(r −M)−2−δ2(LΩk2+2T 2φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v1+δ2
dv
)2
. C
2E20
4
τ2δ21
.
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On the other hand, using again Sobolev’s inequality (A.5) and the energy decay estimates (4.9) we get that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(LΩk1φ)2 · (LΩk2T 2φ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(LΩk2T 2φ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(LΩk2+2T 2φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v2+δ2
dv
)2
. C
2E20
4
(1 + τ1)2+2δ2
. C
2E20
4
(1 + τ1)2+δ2
.
The rest of the estimates for p ∈ (0, 2 + δ2) follow by interpolation.
For the second term of (6.5) we have to control again a similar term to the previous ones after using Cauchy-Schwarz. For
p = 2 we have after using Sobolev’s inequality (A.5), the pointwise decay estimate (4.60) and the energy decay estimates (4.8)
that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(r −M)−2(LΩk1Tφ)2 · (LΩk2Tφ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(r −M)−2(LΩk2Tφ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(r −M)−2(LΩk2+2Tφ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v1+δ2
dv
)2
. C
2E20
4
τ2δ21
,
and for the case of p = 0 using again the same tools as before we have that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(LΩk1Tφ)2 · (LΩk2Tφ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(LΩk2Tφ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(LΩk2+2Tφ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v2+δ2
dv
)2
. C
2E20
4
(1 + τ1)2+2δ2
,
and finally as before the rest of the p estimates follow by interpolation.
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Finally for the third term of (6.5) we have that
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ) · 2A ·D
r3
· (LΩk1T 2φ) ·
(
2r
D
LΩk2φ
)
dωdudv
.
∫
Rτ2τ1
(r −M)−p(LΩkT 2φ)2 · 1
v1+β
dωdudv
+
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−pD2(LΩk1T 2φ)2 ·
(
2r
D
LΩk2φ
)2
· v1+β dωdudv
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LΩkT 2φ)2 · 1
v1+β
dωdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
S2
(LΩk1+2T 2φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LΩk2φ)2dωdu if k ≤ 3, or
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LΩkT 2φ)2 · 1
v1+β
dωdu
+
∑
k1+k2=k
∫ τ2
τ1
∫
S2
(LΩk1T 2φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LΩk2+2φ)2dωdu if k ≥ 4
. 1
τβ1
sup
v∈[τ1,τ2]
∫
NHv
(r −M)−p(LΩkT 2φ)2 · 1
v1+β
dωdu
+ CE0
2 sup
v in[τ1,τ2]
∫
NHv
(r −M)−p(LΩmφ)2dωdu,
where we used Sobolev’s inequality and the auxiliary estimate (5.5) for m = 2. In the last term of the last expression for the
case p = 2 + δ2 we use Hardy’s inequality (A.6) and we have that
CE0
2
∑
m≤5
∫
NHv
(r −M)−2(LΩmφ)2dωdu
.CE02
∑
m≤5
∫
NHv
(
L
(
2r
D
LΩmφ
))2
dωdu . CE02
CE0
2
τ1−δ11
,
by using the energy decay estimates (4.1). On the other hand for the same term for p = 0 we have that
CE0
2
∑
m≤5
∫
NHv
(LΩmφ)2dωdu . CE02
CE0
2
τ3−δ11
,
where we used the energy decay estimates (4.1). Both of the last two estimates are better than desired, and the rest of the p
range follows by interpolation.
(D3’): This can be done similarly to (A3’), (B3’) and (C3’).
(A6’), (C5’) and (D5’): All these terms can be treated similarly to the (B5’) term.
(E1’): We deal first with the term close to the horizon and we have that:∫
Aτ2τ1
(r −M)−1−δD2|ΩkT 3F |2 dωdudv .
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
(r −M)7−δ(Ωk1Tm1φ)2 · (Ωk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
(r −M)3−δ| /∇Ωk1Tm1φ|2 · | /∇Ωk2Tm2φ|2 dωdudv.
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For the first term of the above estimate we have for m1 = 0 and m2 = 3, for δ ≤ δ2 and for any v that:∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 3φ)2 dωdu
.CE0
2
v2+δ2
∑
l≤5
∫
NHv
1
(r −M)1+δ (LΩ
lT 3φ)2 dωdu . C
2E20
4
v2+δ2
,
where we used Sobolev’s inequality (A.5), the pointwise decay estimate (4.57), and the energy decay estimates (4.10) for
p = 1 + δ ≤ 1 + δ2. This implies that∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 3φ)2 dωdudv .
∫ τ2
τ1
C2E20
4
v2+δ2
dv . C
2E20
4
τ1+δ21
.
For the case m1 = 1 and m2 = 2 for any v we have that (again as δ ≤ δ2):∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2T 2φ)2 dωdu
.CE0
2
v1+δ2
∑
l≤5
∫
NHv
1
(r −M)1+δ (LΩ
lT 2φ)2 dωdu . C
2E20
2
v2+δ2
,
where we used Sobolev’s inequality (A.5), the pointwise decay estimates (4.60), and the energy decay estimates (4.9). This
implies that ∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2T 2φ)2 dωdudv .
∫ τ2
τ1
C2E20
4
v2+δ2
dv . C
2E20
4
τ1+δ21
.
For the case m1 = 2 and m1 = 1 for any v we have that (again as δ ≤ δ2):∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1T 2φ)2 · (LΩk2Tφ)2 dωdu
. CE0
2
v1/4+δ2
∑
l≤5
∫
NHv
1
(r −M)1+δ (LΩ
lTφ)2 dωdu . C
2E20
2
v9/4+δ2
,
where we used Sobolev’s inequality (A.5), the pointwise decay estimates (4.60), and the energy decay estimates (4.9). This
implies that ∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 2φ)2 · (LΩk2Tφ)2 dωdudv .
∫ τ2
τ1
C2E20
4
v9/4+δ2
dv . C
2E20
4
τ
5/4+δ2
1
,
the last estimate being better than desired. Finally for m1 = 3 and m2 = 0 we have that∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 3φ)2 · (LΩk2φ)2 dωdudv
.
∑
k1+k2=k
∫
Aτ2τ1
(r −M)3−δ(LΩk1T 3φ)2 ·
(
2r
D
LΩk2φ
)2
dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)3−δ(LΩk1T 3φ)2 dωdudv . C
2E20
4
τ1+δ21
,
where we used Sobolev’s inequality (A.5), the boundedness estimate (4.79), and the Morawetz decay estimate (4.44).
(E2’): Now we use (6.1) for m = 3 and we have for any k ≤ 5 for the first term that:∑
k1+k2=k
m1+m2=3
∫
Rτ2τ1
(r −M)−p(LΩkT 3φ) · 2A ·D
r3
· (LΩk1Tm1φ) ·
(
2r
D
LΩk2Tm2φ
)
dωdudv
=
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 3φ) · 2A ·D
r3
· (LΩk1φ) ·
(
2r
D
LΩk2T 3φ
)
dωdudv
+
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 3φ) · 2A ·D
r3
· (LΩk1Tφ) ·
(
2r
D
LΩk2T 2φ
)
dωdudv
+
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 3φ) · 2A ·D
r3
· (LΩk1T 2φ) ·
(
2r
D
LΩk2Tφ
)
dωdudv
+
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 3φ) · 2A ·D
r3
· (LΩk1T 3φ) ·
(
2r
D
LΩk2φ
)
dωdudv.
(6.6)
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For the first term of the last expression after applying Cauchy-Shcwarz we get the following term for p = 1 + δ2:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(r −M)−1−δ2(LΩk1φ)2 · (LΩk2T 3φ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(r −M)−1−δ2(LΩk2T 3φ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(r −M)−1−δ2(LΩk2+2T 3φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v1+δ2/2
dv
)2
. C2E204,
where we used Sobolev’s inequality (A.5), the pointwise decay estimates (4.57), and the energy decay estimates (4.10). On
the other hand using the same estimates we have for the p = 0 case that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(LΩk1φ)2 · (LΩk2T 3φ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(LΩk2T 3φ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1+δ2/2
(∫
NHv
(LΩk2+2T 3φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v3/2+δ2
dv
)2
. C
2E20
4
(1 + τ1)1+2δ1
. C
2E20
4
(1 + τ1)1+δ1
,
and the rest of the p range follows by interpolation.
For the second term of (6.6) we work similarly and for p = 1 + δ2 we get the term:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(r −M)−1−δ2(LΩk1Tφ)2 · (LΩk2T 2φ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(r −M)−1−δ2(LΩk2T 2φ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(r −M)−1−δ2(LΩk2+2T 2φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v1+δ2/2
dv
)2
. C2E204,
where we used Sobolev’s inequality, the pointwise decay estimate (4.60) and the energy decay estimates (4.9). Using the same
estimates we get for p = 0 that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(LΩk1Tφ)2 · (LΩk2T 2φ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(LΩk2T 2φ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1/2+δ2/2
(∫
NHv
(LΩk2+2T 2φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v3/2+δ2
dv
)2
. C
2E20
4
(1 + τ1)1+2δ1
. C
2E20
4
(1 + τ1)1+δ1
,
and the rest of the p range follows by interpolation.
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For the third term of (6.6) we work similarly using Cauchy-Schwarz, Sobolev’s inequality (A.5), the pointwise decay
estimate (4.63) and the energy decay estimates (4.8) and we have for p = 1 + δ2 that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(r −M)−1−δ2(LΩk1T 2φ)2 · (LΩk2Tφ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1/4+δ2/2
(∫
NHv
(r −M)−1−δ2(LΩk2Tφ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1/4+δ2/2
(∫
NHv
(r −M)−1−δ2(LΩk2+2T 2φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v5/4+δ2/2
dv
)2
. C
2E20
4
(1 + τ1)1/4+δ2/2
,
which is better than desired. By using the same estimates for p = 0 we have that:
∑
k1+k2=k
(∫ τ2
τ1
(∫
NHv
(LΩk1T 2φ)2 · (LΩk2Tφ)2 dωdu
)1/2
dv
)2
.
∑
k1+k2≤k,k1≤3
(∫ τ2
τ1
√
CE0
v1/4+δ2/2
(∫
NHv
(LΩk2Tφ)2 dωdu
)1/2
dv
)2
+
∑
k1+k2≤k,k1≥4
(∫ τ2
τ1
√
CE0
v1/4+δ2/2
(∫
NHv
(LΩk2+2T 2φ)2 dωdu
)1/2
dv
)2
.
(∫ τ2
τ1
CE0
2
v7/4+δ2
dv
)2
. C
2E20
4
(1 + τ1)3/2+2δ1
. C
2E20
4
(1 + τ1)3/2+δ1
,
and the rest of the p range follows by interpolation.
For the term
∑
k1+k2=k
∫
Rτ2τ1
(r −M)−p(LΩkT 3φ) · 2A ·D
r3
· (LΩk1T 3φ) ·
(
2r
D
LΩk2φ
)
dωdudv
we work similarly as for the third term of (6.5), now using the auxiliary estimate (5.5) for m = 3.
(E3’): We examine in detail only the term involving the L and L derivatives (since the rest are either better os similar)
which is bounded by:
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
(r −M)−2(LΩk1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv,
and for which we have that
∑
k1+k2=k
m1+m2=3
∫
Aτ2τ1
(r −M)−2(LΩk1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
.
∑
l1≤5,l2≤5
m1+m2=3
∫ τ2
τ1
∫
S2
sup
u
(LΩl1Tm1φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(r −M)−2(LΩl2Tm2φ)2 dωdu
.C2E204,
where we used the auxiliary estimates of (5.5) for m = 0, 1, 2, 3 (as β < δ2), the energy decay estimates (4.17), (4.21), (4.25)
for p = 2, and the energy boundedness estimate (4.30).
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(F1’): We examine the part close to the horizon and for any k ≤ 5 we have that:∫
Aτ2τ1
1
(r −M)1+δD
2|ΩkT 4F |2 dωdudv
.
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)7−δ(Ωk1Tm1φ)2 · (Ωk2Tm2φ)2 dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)3−δ| /∇Ωk1Tm1φ|2 · | /∇Ωk2Tm2φ|2 dωdudv.
For the first term of the above expression for m1 = 0 and m2 = 4 we have for any v and since δ ≤ δ2 that:∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 4φ)2 dωdu
.CE0
2
v2+δ2
∑
l≤5
∫
NHv
1
(r −M)1+δ (LΩ
lT 4φ)2 dωdu . C
2E20
4
v2+δ2
,
where we used Sobolev’s inequality (A.5), the pointwise decay estimate (4.57), and the energy decay estimates (4.11). This
implies that: ∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 4φ)2 dωdudv .
∫ τ2
τ1
C2E20
4
v2+δ2
dv . C
2E20
4
τ1+δ21
. C
2E20
4
τ1
.
For the case m1 = 1 and m2 = 3 we have that:∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2T 3φ)2 dωdudv
=
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2T 3φ)2 · v
1+β
v1+β
dωdudv
.
∑
l1≤5
l2≤5
∫ τ2
τ1
∫
S2
sup
u
(LΩl1Tφ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
1
(r −M)1+δ (LΩ
k2T 3φ)2 · 1
v1+β
dωdu
.CE02 · 1
τ1+β1
sup
v∈[τ1,τ2]
∫
NHv
1
(r −M)1+δ (LΩ
k2T 3φ)2 dωdu
.C
2E20
4
τ1+β1
. C
2E20
4
τ1
,
where we used Sobolev’s inequality (A.5), the auxiliary estimate (5.5) for m = 1, and the energy decay estimates (4.10).
For the case m1 = 2 and m2 = 2 we work as in the previous case now using the auxiliary estimate (5.5) for m = 2. In this
case we get even better decay of rate
C2E20
4
τ21
. For m1 = 3 and m2 = 1 we have that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 3φ)2 · (LΩk2Tφ)2 dωdudv
.
∑
k1+k2=k
∫
Aτ2τ1
(r −M)3−δ(LΩk1T 3φ)2 ·
(
2r
D
LΩk2Tφ
)2
dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)3−δ(LΩlT 3φ)2 dωdudv . C
2E20
4
τ1+δ21
,
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where we used Sobolev’s inequality (A.5), the boundedness estimate (4.78), and the Morawetz decay estimates (4.44), as
δ ≤ δ2 is small enough. For the case m1 = 4 and m2 = 0 we have that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 4φ)2 · (LΩk2φ)2 dωdudv
.
∑
k1+k2=k
∫
Aτ2τ1
(r −M)3−δ(LΩk1T 4φ)2 ·
(
2r
D
LΩk2φ
)2
dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)3−δ(LΩlT 4φ)2 dωdudv . C
2E20
4
τ1
,
where we used Sobolev’s inequality (A.5), the boundedness estimate (4.79), and the Morawetz decay estimates (4.45), as
δ ≤ δ2 is small enough.
(F2’): We examine the part close to the horizon and for any k ≤ 5 we have that:∫
Aτ2τ1
1
(r −M)1+δD
2|ΩkT 4F |2 · v1+β dωdudv
.
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)7−δ(Ωk1Tm1φ)2 · (Ωk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=4
∫
Aτ2τ1
(r −M)3−δ| /∇Ωk1Tm1φ|2 · | /∇Ωk2Tm2φ|2 · v1+β dωdudv.
For the first term of the last expression when m1 = 4 and m2 = 0 we use the auxiliary estimate (4.80) and we have for β
small enough that: ∫
S2
1
(r −M)2+2δ (LΩ
lφ)2(u, v, ω) dω · v1+β . CE02,
which implies after using Sobolev’s inequality, and the Morawetz boundedness estimate (4.45), that we have for any k ≤ 5
and for any v that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 4φ)2 · (LΩk2φ)2 · v1+β dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)1+δ(LΩk1T 4φ)2 dωdudv . C2E204.
For m1 = 1, m2 = 3 we use Sobolev’s inequality (A.5), the auxiliary estimate (5.5) and the energy boundedness estimate
(4.10) for p = 1 + δ as we have that δ ≤ δ2, and we have for any k ≤ 5:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tφ)2 · (LΩk2T 3φ)2 · v1+β dωdudv
.
∑
l1≤5
l2≤5
∫ τ2
τ1
∫
S2
sup
u
(LΩl1Tφ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
1
(r −M)1+δ (LΩ
k2T 3φ)2 · v1+β dωdu
.C2E204.
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For m1 = 2 and m2 = 2 we use Sobolev’s inequality (A.5), the auxiliary estimate (5.5) for m = 2 and the energy decay
estimate (4.9) for p = 2 and we have for any k ≤ 5 that:∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 2φ)2 · (LΩk2T 2φ)2 dωdudv
.
∑
l1≤5
l2≤5
∫ τ2
τ1
∫
S2
sup
u
(LΩl1T 2φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
1
(r −M)1+δ (LΩ
l2T 2φ)2 dωdu
.C
2E20
4
τ1+δ2−δ1
.
For m1 = 3 and m2 = 1 we work as in the case above where we use the auxiliary estimate (5.5) for m = 3. In the end we
have that ∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 3φ)2 · (LΩk2Tφ)2 dωdudv . C
2E20
4
τ3+δ2−δ1
.
For m1 = 0 and m2 = 4 we use Sobolev’s inequality (A.5), the pointwise decay estimates (4.57) and (4.78), and the energy
boundedness estimates (4.34) (since δ ≤ δ1) and we have for any v that:∑
k1+k2=k
∫
NHv
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 4φ)2 · v1+β dωdu
. CE0
2
v1+δ2−β
∑
l1≤5,l2≤5
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
lT 4φ)2 dωdu
.C
2E20
4
v1+δ2−β
,
and by choosing β < δ2, we get in the end that:∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 4φ)2 · v1+β dωdudv
.C2E204
∫ τ2
τ1
1
v1+δ2−β
. C
2E20
4
τ δ2−β1
. C2E204.
(F3’): The case p = 1 is being covered by the bootstrap (F2’). We consider the other endpoint case p = 0 and by using
the same methods as in the case of the (F2’) bootstrap we get for any k ≤ 5 that∫
Aτ2τ1
D2|ΩkT 4F |2 dωdudv . C
2E20
4
τ1
.
The rest of the p range – p ∈ (0, 1) – follows now by interpolation.
(A5’), (B4’), (C4’), (D4’), (E4’) and (F4’): All these terms can be treated in a rather classical manner and we will not
examine them here in detail, apart from the second term of (A5’), i.e. the estimate:∫ τ2
τ1
(∫
NIu
rp+2|F0|2 dωdv
)1/2
du
2 . CE02
(1 + τ1)3−δ1−p
for p ∈ (2, 3− δ1].
We write once again the nonlinearity F in terms of φ, and we note that close to infinity we have that:
|F |2 ∼ 1
r4
(Lφ)2(Lφ)2 +
1
r6
φ2(Lφ)2 +
1
r6
φ2(Lφ)2 +
1
r8
φ4 +
1
r4
| /∇φ|2.
We note that as Lφ decays with respect to r as r−2 at infinity, while φ and Lφ are just bounded, the term with the worst r
decay of F is the one involving the product φ · (Lφ), and more specifically as we are considering F0 we examine in detail only
the term involving the product φ0 · (Lφ0) which has also the worst u decay. Noticing that Lφ0 decays at infinity with rate
C1/2E
1/2
0 u
−1−δ/2−η/2 we have that:∫
NIu
rp−4φ20 · (Lφ0)2 dωdv . CE0
2
u2+δ2−η
∫
NIu
rp−4φ20 dωdv
. CE0
2
u2+δ2−η
∫
NIu
rp−2(Lφ0)
2 dωdv . C
2E20
4
u7+δ2−δ1−η−p
,
where we used Hardy’s inequality (A.7) after noticing that p − 4 ∈ (−2,−1 − δ1]. The result is better than required due to
the smallness of δ1, δ2 and η. The rest of the terms can be treated similarly.
(D6’), (E5’) and (F5’): These follow from the interior decay for
∫
S2(Ω
kTmψ)2 dω for k ≤ 5 and m ≤ 4 (via the use of the
elliptic estimates (A.8)) and the Morawetz decay estimates (4.41), (4.42), (4.43), (4.44) and (4.45).
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(G1’): We examine the part close to the horizon and for any k ≤ 5 we have that:∫
Aτ2τ1
1
(r −M)1+δD
2|ΩkT 5F |2 · v1+β dωdudv
.
∑
k1+k2=k
m1+m2=5
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=5
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=5
∫
Aτ2τ1
(r −M)3−δ(Ωk1Tm1φ)2 · (LΩk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=5
∫
Aτ2τ1
(r −M)7−δ(Ωk1Tm1φ)2 · (Ωk2Tm2φ)2 · v1+β dωdudv
+
∑
k1+k2=k
m1+m2=5
∫
Aτ2τ1
(r −M)3−δ| /∇Ωk1Tm1φ|2 · | /∇Ωk2Tm2φ|2 · v1+β dωdudv.
For the case m1 = 0 and m2 = 5 we have that:∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1φ)2 · (LΩk2T 5φ)2 · v1+β dωdudv
.
∑
l1≤5
l2≤5
∫ τ2
τ1
∫
S2
sup
u
(LΩl1φ)2 · v1+β dωdv · sup
v∈[τ1,τ2]
∫
NHv
(LΩlT 5φ)2 dωdu
.C2E204,
where we used Sobolev’s inequality (A.5), the auxiliary estimate (5.5) for m = 0 (or the pointwise decay estimates (4.57)),
and the energy boundedness estimates (4.12). For the cases m1 = 1 and m2 = 4, m1 = 2 and m2 = 3, m1 = 3 and m2 = 2,
we argue as above but now using the auxiliary estimates (5.5) for m = 1, m = 2 and m = 3 respectively.
For the case m1 = 5 and m2 = 0 we use the additional estimate (4.80) and we have that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 5φ)2 · (LΩk2φ)2 · v1+β dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)1+δ(LΩlT 5φ)2 dωdudv
.C2E204,
where moreover we used Sobolev’s inequality (A.5) and the Morawetz boundedness estimate (4.46). For the case m1 = 4 and
m2 = 1 we argue similarly using now the auxiliary estimate (4.81) and we have that:
∑
k1+k2=k
∫
Aτ2τ1
1
(r −M)1+δ (LΩ
k1T 5φ)2 · (LΩk2φ)2 · v1+β dωdudv
.CE02
∑
l≤5
∫
Aτ2τ1
(r −M)1+δ(LΩlT 5φ)2 dωdudv
.C
2E20
4
τ1
,
where moreover we used Sobolev’s inequality (A.5) and the Morawetz decay estimate (4.45).
For the term which is away from the horizon and away from infinity∫ τ2
τ1
(∫
Στ\(NHτ ∪NIτ )
ΩkT 5F |2 dµΣ
)1/2
dτ
2
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we note that the inner integral can be bounded by the following by use of the elliptic estimates (A.8):∑
1≤l1≤5
l2≤5
l3≤5
sup
Στ\(NHτ ∪NIτ )
[∫
S2
(Ωl1ψ)2dω +
∫
S2
(Ωl2Tψ)2 dω
]
·
∫
Στ
JT [Ωl3T 5ψ] · nΣ dµΣ
+
∑
l1≤5
l2≤5
sup
Στ\(NHτ ∪NIτ )
∫
S2
(Ωl1T 2ψ)2dω ·
∫
Στ
JT [Ωl2T 4ψ] · nΣ dµΣ
+
∑
l1≤5
l2≤5
sup
Στ\(NHτ ∪NIτ )
∫
S2
(Ωl1T 3ψ)2dω ·
∫
Στ
JT [Ωl2T 3ψ] · nΣ dµΣ
+
∑
l1≤5
1≤l2≤5
sup
Στ\(NHτ ∪NIτ )
∫
S2
(Ωl1T 5ψ)2dω ·
∫
Στ
JT [Ωl2ψ] · nΣ dµΣ
.C
2E20
4
τ2+2δ2
,
(6.7)
using Sobolev’s inequality (A.5), the pointwise decay and boundedness estimates in the interior (4.56), (4.59), (4.62), (4.65),
(4.71), and the decay and boundedness of the T -fluxes for ψ, T 3ψ, T 4ψ and T 5ψ given by (4.7), (4.10), (4.11), (4.12).
(G2’): This estimate follows now directly by using the last computation (6.7) and integrating it in τ .

The proof of the main Theorem 1.1 now follows by a standard bootstrap argument and choosing  to be small enough and
smaller than ′ (from Theorem 4.6), ′′ (from Theorem 5.1) and 0 (from Theorem 5.2).
7. Asymptotic instabilities on the horizon
In this section we will show that the estimate (5.2) is sharp on the horizon for δ = 1. We will work similarly as in Section
11 of [3], to show that 2r
D
L
(
2r
D
Lφ
)
diverges to infinity on H+ growing like v. Moreover we observe that 2r
D
Lφ exhibits no
decay along H+. We note that both of these instabilities (that have no analogues in the sub-extremal setting) come from the
spherically symmetric part of the wave.
Theorem 7.1. For a solution of (1.2) with data as in the main Theorem 1.1 that was obtained in the previous sections, we
have that:
(7.1)
2r
D
Lφ(v, ω)
∣∣∣∣
H+
− 2r
D
Lφ(v0, ω)
∣∣∣∣
H+
' C12,
and
(7.2)
2r
D
L
(
2r
D
Lφ
)
(v, ω)
∣∣∣∣
H+
' C1v for all v ≥ vl ≥ τ0 where vl is large enough.
Remark 7.1. In the above Theorem, we the terminology
f1 ' f2
for some functions f1, f2, means that there are constants c, C such that
cf2 . f1 . Cf2.
Proof. For estimate (7.1) we use equation (4.74) for φ0 and we evaluate it on the horizon r = M , from which we get for any
v ≥ v0 = τ0 that:
2r
D
Lφ0(v, ω)
∣∣∣∣
H+
=
2r
D
Lφ0(v0, ω)
∣∣∣∣
H+
+
∫ v
v0
[
A
r
(Lφ) ·
(
2r
D
Lφ
)]
0
dv′
' 2r
D
Lφ0(v0, ω)
∣∣∣∣
H+
+
∫ v
v0
(Lφ) ·
(
2r
D
Lφ
)
dv′
∣∣∣∣
H+
.
Note that as 2r
D
Lφ is bounded by C1/2E
1/2
0  and Lφ has integrable decay in v, we note that the second term can be bounded
by:
CE0
2
and as  is small enough the size of 2r
D
Lφ0(v, ω)
∣∣
H+ is comparable to the size of
2r
D
Lφ0(v0, ω)
∣∣
H+ .
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For estimate (7.2) we use equation (5.3) for φ0, evaluate it on the horizon r = M , and then integrate it in v. On the other
hand as we have that:
2r
D
L
(
2r
D
Lφ
)
(v, ω)
∣∣∣∣
H+
' 2r
D
L
(
2r
D
Lφ
)
(v0, ω)
∣∣∣∣
H+
+
∫ v
v0
2r
D
Lφ0(v, ω) dv
′
∣∣∣∣
H+
+
∫ v
v0
(φ0 +N ) dv′
∣∣∣∣∣
H+
,
where N involves all the nonlinear terms from (5.3), we note that the major contribution of the above expression comes from
the term involving 2r
D
φ0 which from estimate (7.1) gives us that:∫ v
v0
2r
D
Lφ0(v, ω) dv
′
∣∣∣∣
H+
' C1(v − v0) ' C¯1v,
for some constant C¯1. We finally observe that as the nonlinear terms N can be bounded by CE02v−η for some η > 0 and
as φ0 can be bounded by
C1/2E
1/2
0 
v1−δ1/2 the last two terms can be bounded by (c1+ c2
2)vη
′
for some constant c1, c2 and some
η′ ∈ (0, 1), hence for v large they can be neglected due to the term involving 2r
D
Lφ0. This finishes the proof of estimate
(7.2). 
Remark 7.2. It is worth noticing that if we consider the standard null form gαβ · ∂αψ · ∂βψ in equation (1.1), then the
following quantity is actually conserved on the horizon:
HNL0 [ψ](v)
.
=
∫
S2
[
e−ψ(v,M,ω)∂rψ(v,M, ω) +
1
M
(
1− e−ψ(v,M,ω)
)]
dω
∣∣∣∣
H+
.
Similar quantities are conserved on the horizon for the more general nonlinearities of equation (1.1), the derivation and the
investigation of the properties of such quantities will be pursued in future work of the authors of the present paper.
8. Remarks on other nonlinearities
Due to the relation of the rp-weighted estimates at infinity which can be derived for sub-extremal black holes as it was
done in [9] in the linear case, and the (r−M)−p-weighted estimates at the horizon, our method is robust enough to deal with
nonlinearities at infinity with growing weights in r. A model example can be the following nonlinear problem:
(8.1) gsubψ = χ{r≥R>Rh}
[
1
r
(Lφ)(Lφ) +
1
r
| /∇φ|2
]
,
for gsub the d’Alembertian operator on a sub-extremal Reissner–Nordstro¨m spacetimes, for χ{r≥R>Rh} a cut-off function
supported in the region {r ≥ R > Rh} where Rh is the value of the radial variable r on the event horizon, for φ = rψ, and for
small enough data on a spacelike-null hypersurface Στ0 . Note that the aforementioned nonlinearity has an extra r weight on
the (Lφ) ·(Lφ) term compared to the classical null form. To deal with such a problem and defining B∞τ0 as in the extremal case,
we will have to separate the spherically symmetric part of the solution from the non-spherically symmetric one, derive the
same range of rp-weighted estimates as for Theorem 1.1 where the corresponding bootstraps will need the following estimates
(8.2)
∫ U
u0
∫
S2
sup
v∈[vR,n,V ]
(LTmΩkφ)2 · u1+δ dωdu . 2,
for all U , for any 0 < δ < 2− δ1 if m = 0, for any 0 < δ < 2 + δ2 if m = 1, for any 0 < δ < 1 + δ2 if m = 2, for any 0 < δ < δ2
if m = 3, for any uR,n, U , V in the region B∞τ0 (where vR,n is on the hypersurface r = R), for m ∈ {0, 1, 2, 3}, and for any
k ≤ 5, which are the analogues of estimates (5.5), the boundedness estimate
|r2Lφ|(u, v, ω) . ,
in B∞τ0 which is the analoge of (4.72), and the growth estimate
r1+δ|L(r2Lφ)|(u, v, ω) . uδ for any δ ∈ (0, 1],
in B∞τ0 which is the analogue of (5.2).
Finally we note that due to the robustness of our methods we plan to investigate in future work how to derive precise
asymptotics for solutions of nonlinear wave equations satisfying the null condition both on extremal and sub-extremal Reissner–
Nordstro¨m black holes spacetimes.
Appendix A.
A.1. The Couch-Torrence conformal isometry. An extremal Reissner–Nordstro¨m spacetime of mass M admits a con-
formal isometry called the Couch-Torrence first introduced in [25] that in ingoing Eddington-Finkelstein coordinates is given
by
Φ¯(v, r, ω)
.
=
(
u = v, r′ = M +M2(r −M)−1, ω) ,
and through it H+ is mapped onto I+.
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A.2. The d’Alembertian in different coordinates. The nonlinearity of (1.1) can be written as follows in double null
coordinates (where φ = rψ):
gαβ · ∂αψ · ∂βψ = 4
D
· (Lψ) · (Lψ) + | /∇ψ|2
=
4
Dr2
· (Lφ) · (Lφ)− 2
r3
· φ · (Lφ)
+
2
r3
· φ · (Lφ)− D
r4
· φ2 + 1
r2
| /∇φ|2
=
2
r3
· (Lφ) ·
(
2r
D
Lφ
)
− D
r4
· φ ·
(
2r
D
Lφ
)
+
2
r3
· φ · (Lφ)− D
r4
· φ2 + 1
r2
| /∇φ|2.
(A.1)
Equation (1.1) can then be written in terms of φ = rψ as follows in double null coordinates:
4LLφ =D/∆φ− D ·D
′
r
φ(A.2)
+
2A ·D
r2
· (Lφ) ·
(
2r
D
Lφ
)
− A ·D
2
r3
· φ ·
(
2r
D
Lφ
)
(A.3)
+
2A ·D
r2
· φ · (Lφ)− A ·D
2
r3
· φ2 + A ·D
r
| /∇φ|2.(A.4)
A.3. Basic inequalities. We record some basic inequalities. The first is the Sobolev inequality on the sphere from which we
have that for any smooth function f :
(A.5)
∫
S2
f2 dω .
∑
k≤2
∫
S2
(Ωkf)2 dω.
The second one is Hardy’s inequality, which close to the horizon it has the following form for a smooth function f and for any
s 6= 1 and for any M ≤ r1 < r2 <∞:
(A.6)
∫ ur1 (v)
ur2 (v)
(r −M)−sf2 du . 1
(1 + s)2
∫ ur1 (v)
ur2 (v)
(r −M)−s−2(Lf)2 du+ 2(r1 −M)−s−1f2(ur1(v), v),
and close to infinity it gives us that for any M < r1 < r2 ≤ ∞:
(A.7)
∫ vr2 (u)
vr1 (u)
rsf2 dv . 1
(1 + s)2
∫ vr2 (u)
vr1 (u)
rs+2(Lf)2 dv + 2rs+1f2(u, vr2(u)),
where in the case of the horizon if r1 = M then the last term is considered as:
2 lim
u→∞
(r −M)−s−1f2(ur(v),
and in the case of infinity if r2 =∞ then the last term is considered as:
2 lim
v→∞
rs+1f2(u, vr(u)).
A.4. Elliptic estimates. We record as well the following basic elliptic estimate from [11]:∫
Στ∩{r≥r0>M}
(∂a∂bψ)
2dµΣ .
∫
Στ∩{r≥r0}
JTµ [ψ] · nΣdµΣ
+
∫
Στ∩{r≥r0}
JTµ [Tψ] · nΣdµΣ +
∫
Στ∩{r≥r0}
|F |2dµΣ,
(A.8)
for any fixed r0 > M , and any ∂a, ∂b ∈ {L,L, ∂θ, ∂σ}.
A.5. Additional norms. For any smooth function f :M→ R we define for any τ ∈ [τ0,∞) the norm:
Eτ [f ]
.
=
∫
Στ
f2 dµΣτ+
∑
k≤5
l≤5
∫
Στ
JT [ΩkT lf ] · nΣτ dµΣτ
+
∫
NHτ
(r −M)−3+δ1(Lf0)2 dωdu+
∫
NHτ
(r −M)−1+δ1
(
L
(
2r
D
Lf0
))2
dωdu
+
∫
NIτ
r3−δ1(Lf0)
2 dωdv +
∫
NIτ
r1−δ1
(
L
(
2r2
D
Lf0
))2
dωdv
+
∑
k≤5
[∫
NHτ
(r −M)−3−δ2(LΩkf≥1)2 dωdu+
∫
NHτ
(r −M)−1−δ2
(
L
(
2r
D
LΩkf≥1
))2
dωdu
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+
∫
NIτ
r3+δ2(LΩkf≥1)
2 dωdv +
∫
NIτ
r1+δ2
(
L
(
2r2
D
LΩkf≥1
))2
dωdv
+
∫
NHτ
(r −M)−3−δ2(LΩkTf)2 dωdu+
∫
NHτ
(r −M)−1−δ2
(
L
(
2r
D
LΩkTf
))2
dωdu
+
∫
NIτ
r3+δ2(LΩkTf)2 dωdv +
∫
NIτ
r1+δ2
(
L
(
2r2
D
LΩkTf
))2
dωdv
+
∫
NHτ
(r −M)−2−δ2(LΩkT 2f)2 dωdu+
∫
NHτ
(r −M)−δ2
(
L
(
2r
D
LΩkT 2f
))2
dωdu
+
∫
NIτ
r2+δ2(LΩkT 2f)2 dωdv +
∫
NIτ
rδ2
(
L
(
2r2
D
LΩkT 2f
))2
dωdv
+
∫
NHτ
(r −M)−2(LΩkT 3f)2 dωdu+
∫
NIτ
r2(LΩkT 3f)2 dωdv
+
∫
NHτ
(r −M)−1−δ2(LΩkT 4f)2 dωdu+
∫
NIτ
r1+δ2(LΩkT 4f)2 dωdv
+
∫
NHτ
(r −M)−1−δ2(LΩkT 5f)2 dωdu+
∫
NIτ
r1+δ2(LΩkT 5f)2 dωdv.
Moreover we also define the standard Sobolev norms for any s ∈ N as:
‖f‖Hsτ
.
=
∑
|α|≤s
(∫
Στ
(∂αf)2 dµΣτ
)1/2
and ‖f‖H˜sτ
.
=
∑
|α|≤s
(∫
Σintτ
(∂αf)2 dµΣintτ
)1/2
,
where ∂ ∈ {T, Y, ∂θ, ∂ϕ}.
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