We prove an infinite dimensional KAM theorem. As an application, we use the theorem to study the two dimensional nonlinear Schrödinger equation
Introduction and main result
There have been many remarkable results in KAM (Kolmogorov-Arnold-Moser) theory of Hamiltonian PDEs achieved either by methods from the finite dimensional KAM theory [1, 8, 10, 11, [13] [14] [15] 12, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] 28] , or by a Newtonian scheme developed by Craig, Wayne, Bourgain [4, 3, 5, 7, 6, 2, 9] . The advantage of the method from the finite dimensional KAM theory is the construction of a local normal form in a neighborhood of the obtained solutions in addition to the existence of quasi-periodic solutions. The normal form is helpful to understand the dynamics. For example, one sees the linear stability and zero Lyapunov exponents. The scheme of CWB avoids the cumbersome second Melnikov conditions by solving angle dependent homological equations. All those methods are well developed for one dimensional Hamiltonian PDEs. However, they meet difficulties in higher dimensional Hamiltonian PDEs. Bourgain [5] made the first breakthrough by proving that the two dimensional nonlinear Schrödinger equations admit small-amplitude quasi-periodic solutions. Later he improved in [7] his method and proved that the higher dimensional nonlinear Schrödinger and wave equations admit small-amplitude quasiperiodic solutions.
Constructing quasi-periodic solutions of higher dimensional Hamiltonian PDEs by method from the finite dimensional KAM theory appeared later. Geng and You [14, 15] proved that the higher dimensional nonlinear beam equations and nonlocal Schrödinger equations admit smallamplitude linearly-stable quasi-periodic solutions. The breakthrough of constructing quasiperiodic solutions for more interesting higher dimensional Schrödinger equation by modified KAM method was made recently by Eliasson-Kuksin. They proved in [11] that the higher dimensional nonlinear Schrödinger equations admit small-amplitude linearly-stable quasi-periodic solutions.
However, all the above results on higher dimensional Schrödinger equation need artificial parameters, and hence do not apply to classical equations such as the higher dimensional cubic Schrödinger equation. To obtain quasi-periodic solutions of Hamiltonian PDEs with physical background such as the cubic Schrödinger equation, it is necessary to use the Birkhoff normal form techniques to get amplitude-frequency modulation. When the space dimension is greater than one, due to complicated resonances between the corresponding eigenvalues, it is difficult to get a nice integrable Birkhoff normal form. So far there are only two results available for the physical backgrounded higher dimensional Hamiltonian PDEs. In [5, 6] Here ξ = (ξ 1 , ξ 2 ) are in a Cantor set O of positive measure. As observed by Bourgain [5] , the normal form analysis in the case of b sites with b > 2 involves additional difficulties, which leads to the generalization of his result widely open. In [15] , Geng-You considered d dimensional nonlinear beam equations Unfortunately the KAM theorem in [15] cannot be applied to the cubic Schrödinger equations.
In this paper, we will consider the two dimensional nonlinear Schrödinger equation 2) with the periodic boundary conditions u(t, x 1 , x 2 ) = u(t, x 1 + 2π, x 2 ) = u(t, x 1 , x 2 + 2π).
(1.3)
Eq. (1.2) is equivalent to (1.1) by a simple change of variables. We shall prove that the above equation admits a family of small-amplitude quasi-periodic solutions. Our results extend the Bourgain's existence result [5, 6] to arbitrary finite dimensional invariant tori. We emphasize that, besides the existence of quasi-periodic solutions, we also get a nice linear normal form, which can be used to study the linear stability of the obtained solutions.
Now we state the main results of this paper. Let φ n = 1 4π 2 e i n,x be the orthonormal eigenfunctions of operator − with periodic boundary conditions (1.3), and λ n = |n| 2 = n 2 1 + n 2 2 , n = (n 1 , n 2 ) ∈ Z 2 the corresponding eigenvalues.
A finite set 
Geometrically, any two of the above defined rectangles cannot share vertex in Z 2 \S.
In Appendix A, a concrete way of constructing the admissible set will be given. It is plausible that any randomly chosen set S is almost surely admissible. 
We shall prove the theorem by a KAM theorem given in Section 2. One knows that the KAM theory applies to perturbations of a nice normal form. The nice normal form is not only an important outcome of the KAM theory, but also a very important ingredient in the proof. For Hamiltonian systems without external parameters, one has to use normal form theory to put the Hamiltonian system into a small perturbation of a nice normal form (usually twisted and integrable). This would be difficult for the Hamiltonian system coming from the nonlinear Schrödinger equation (1.2) since the linear part is completely resonant. This difficulty is avoided in [5, 6, 11] by introducing external parameters.
Since the linear part of the cubic Schrödinger equation is completely resonant, an integrable normal form is not available to (1.2). Some θ -dependent quadratic terms |n| =|m| P nm (θ )z nzm will be kept in the normal form part, thus the KAM theorem in [11] cannot be applied directly to our case. Our strategy is to choose the tangential sites, to make the non-integrable terms in the normal form as sparse as possible so that the homological equations in KAM iteration is easy to be solved. Similar idea has been used in [15] . In the next section, we shall prove an infinite dimensional KAM theorem which allows sparsing θ -dependent terms in the normal form.
To prove the KAM theorem, we will incorporate with methods in [11] (Töplitz-Lipschitz property) and [27] (solving angle dependent homological equations). A major innovation in [11] is the introduction of the concept of Töplitz-Lipschitz property which allows them to deal with the measure estimate caused by k, ω + Ω n − Ω m . In this paper we shall use Eliasson-Kuksin's Töplitz-Lipschitz property at the conceptual level. Our proof is close to the standard KAM. Since the normal form part is much more simpler than Bourgain's although it depends on the angle variables θ , as in [27] the homological equations can be decomposed into a set of linear equations of dimension at most four. As a result, the homological equations are easier to solve in each KAM iteration steps. Finally, we give a few more remarks on Theorem 1. Remark 1.1. The quasi-periodic solutions we obtained above are probably partially-hyperbolic. For example, if we choose the amplitudes ξ 1 , ξ 2 such that ξ 2 1 + ξ 2 2 < 14ξ 1 ξ 2 for the two-frequency case, the corresponding quasi-periodic solutions are partially-hyperbolic. Remark 1.2. Theorem 1 holds for more general two dimensional nonlinear Schrödinger equation
with periodic boundary conditions (1.3), f is a real analytic function in some neighborhood of the origin satisfying f (0) = 0, f (0) = 0. However three or higher dimensional nonlinear Schrödinger equation is significantly different from two dimensional case because it is difficult to construct the admissible tangential sites S.
The rest of the paper is organized as follows: We state an abstract infinite dimensional KAM theorem (Theorem 2) suitable for the application to two dimensional Schrödinger equation in Section 2; in Section 3, we prove Theorem 1 by using Theorem 2. In Section 4, Theorem 2 is proved. A concrete way of constructing the tangential sites is given in Appendix A.
An infinite dimensional KAM theorem
In this section, we give an infinite dimensional KAM theorem which allows a few θ dependent terms in the normal form part. The KAM can be applied to two dimensional Schrödinger equation with periodic boundary conditions.
We start by introducing some notations. 
(the derivatives with respect to ξ are in the sense of Whitney).
To a function F , we associate a Hamiltonian vector field defined by
Its weighted norm is defined by 1
Suppose that S is an admissible set. Let L 1 be the subset of Z 2 1 with the following property: for each n ∈ L 1 , there exists a unique triplet (i, j, m) with m ∈ Z 2 1 , i, j ∈ S such that
In this case, we say that (n, m) is a resonant pair of the first type. L 1 is composed of resonant pairs of the first type. Let L 2 be the subset of Z 2 1 with the similar property: for each n ∈ L 2 , a unique triplet (i, j, m) with m ∈ Z 2 1 , i, j ∈ S such that
In this case, we say that (n, m) is a resonant pair of the second type. L 2 is composed of finitely many resonant pairs of the second type. We assume that L 1 ∩ L 2 = ∅.
We now describe the family of Hamiltonians studied in this paper. Let 
The system admits special solutions (θ, 0, 0, 0) → (θ + ωt, 0, 0, 0) that corresponds to an invariant torus in the phase space. Consider now the perturbed Hamiltonian
Our goal is to prove that, for most values of parameter ξ ∈ O (in Lebesgue measure sense), the Hamiltonians H = N + A + B +B + P still admit invariant tori provided that X P D ρ (r,s),O is sufficiently small. One should not expect a KAM theorem for general infinite dimensional Hamiltonian systems. So we consider Hamiltonian H satisfying the following hypotheses:
its image. (A2) Asymptotics of normal frequencies:
, and let
where (n, m) are resonant pairs, (i, j ) are uniquely determined by (n, m). We assume that
(A4) Regularity of A + B +B + P : A + B +B + P is real analytic in I , θ , q,q and Whitney smooth in ξ ; in addition
(A5) Special form: A + B +B + P admits a special form of the following
where k, α, β have the following relation 
Now we are ready to state an infinite dimensional KAM theorem. 
Theorem 2. Assume that the Hamiltonian
where Ψ is
quasi-periodic solution of the Hamiltonian equations governed by H
= N + A + B +B + P .
Proof of Theorem 1

Hamiltonian and Birkhoff normal form
With scaling u → ε 1 2 u, we consider equation iu t − u + ε|u| 2 u = 0. The associated Hamiltonian is
where ·,· is the inner product in L 2 . The operator − under periodic boundary conditions (1.3)
has a family of orthonormal eigenfunctions φ n (x) = 1 4π 2 e i n,x , n ∈ Z 2 and the corresponding eigenvalues are λ n = |n| 2 . Let u = n∈Z 2 q n φ n (x), we have
For an admissible set of tangential sites S, we have a nice normal form for H .
Proposition 1. Let S be admissible. For Hamiltonian function (3.1), there is a symplectic transformation Ψ , such that
with
Proof. The proof consists of several symplectic change of variables. Firstly, let
and X 1 F be the time one map of the flow of the associated Hamiltonian systems. The change of variables X 1 F sends H to
We remind that (n, m) are resonant pairs and (i, j ) is uniquely determined by (n, m) in (3.7). Introducing the action-angle variable in the tangential space
we have
By the scaling in time
we finally arrive at the rescaled Hamiltonian
where
Verifying (A1)-(A6) for (3.2)
Verifying (A1): In view of (3.3), we have
(3.10)
It is easy to check that det A = 0, thus (A1) is verified. Verifying (A2): Take a = 4, the proof is obvious.
Verifying (A3): For (3.2), A n read as follows
where (m, i, j) is uniquely determined by n. We only verify (A3) for det[ k, ω I ± A n ⊗ I 2 ± I 2 ⊗ A n ] which is the most complicated. Let A, B be 2 × 2 matrices. We know that λI
Moreover, we have Lemma 3.1.
where | · | denotes the determinant of the corresponding matrices.
, and notice that
Its eigenvalues are
If i = i , all the eigenvalues are not identically zero due to the presence of the square root terms. If i = i , consequently j = j , hence if the eigenvalue is Case 2. n ∈ L 1 , n ∈ L 2 . In this case, the eigenvalues of k, ω I ± A n ⊗ I 2 ± I 2 ⊗ A n are
Hence all the eigenvalues are not identically zero due to the presence of the square root terms.
If i = i , all the eigenvalues are not identically zero due to the presence of the square root terms.
If i = i , consequently j = j , hence if the eigenvalue is
Thus all eigenvalues are not identically zero. Due to Lemma 3.1, det( k, ω I ± A n ⊗ I 2 ± I 2 ⊗ A n ) is polynomial function in ξ of order at most four. Thus
By excluding some parameter set with measure O(γ
Verifying (A4): See [14] . Verifying (A5): See [14] . Verifying (A6): We only need to check P satisfies (A6). Recall (3.4) . F is given as
Then for t sufficient large and ∀c ∈ Z 2 \ {0}, we have
Hence, when n − m, c = 0, By applying Theorem 2, we get Theorem 1.
Proof of Theorem 2
Theorem 2 will be proved by a KAM iteration which involves an infinite sequence of change of variables. Each step of KAM iteration makes the perturbation smaller than that in the previous step at the cost of excluding a small set of parameters and contraction of weight. We have to prove the convergence of the iteration and estimate the measure of the excluded set after infinite KAM steps.
At the νth step of the KAM iteration, we consider a Hamiltonian vector field with
and satisfies (A1)-(A6).
We will construct a symplectic change of variables
with some κ > 1 and some new normal form N ν+1 , A ν+1 , B ν+1 ,B ν+1 . Moreover, the new Hamiltonian still satisfies (A1)-(A6). For simplicity, in what follows the quantities without subscripts and superscripts refer to quantities at the νth step, while the quantities with subscript + or superscript + denote the corresponding quantities at the (ν + 1)th step. Thus we consider now Hamiltonian
where (n, m) are resonant pairs, and (i, j ) is uniquely determined by (n, m). Moreover, N + A + B +B + P satisfies (A4), (A5), (A6).
Expand P into the Fourier-Taylor series P = k,l,α,β P klαβ I l e i k,θ z αzβ . (A5) implies that
We now let 0 < r + < r and define
Here and later, the letter c denotes suitable (possibly different) constant not depending on the iteration steps. We will construct a set O + ⊂ O and a change of variables Φ : 
Solving the linearized equations
Expand P into the Fourier-Taylor series with finitely many nonzero components of positive integers. Let R be the truncation of P given by where P 10 k,n = P k0αβ with α = e n , β = 0, here e n denotes the vector with the nth component being 1 and the other components being zero; P 01 k,n = P k0αβ with α = 0, β = e n ; P 20 k,nm = P k0αβ with α = e n + e m , β = 0; P 11 k,nm = P k0αβ with α = e n , β = e m ; P 02 k,nm = P k0αβ with α = 0, β = e n + e m .
Rewrite H as H = N + A + B +B + R + (P − R). By the choice of s + in (4.4) and the definition of the norms, it follows immediately that
Moreover, we take s + s such that in a domain D ρ (r, s + ),
In the following, we will construct an F satisfying (A5), defined in a domain D + = D ρ (r + , s + ), such that the time one map φ 1 F of the Hamiltonian vector field X F defines a map from D + → D and transforms H into H + . More precisely, by second order Taylor formula, we have 
9)
A + = A +Â, (4.10)
11)
B + =B +B =B +B, (4.12)
We shall construct a function F of the form 
From the assumption
Solving (4.17).
Comparing the Fourier coefficients, (4.17) is decomposed into a set of linear systems of order 1 or 2. More precisely, we have By the small divisor assumption
Solving (4.18) . Similarly, by comparing the Fourier coefficient, (4.18) is decomposed into a set of linear systems of order 1, 2 and 4 with coefficient matrix
k−e i ,nn − a n F 
Estimation on the coordinate transformation
With the previous section, we give the estimate to X F and φ 1 F .
Lemma 4.1. Let
Moreover,
Estimation for the new perturbation
The map φ 1 F defined above transforms H into H + = N + + A + + B + +B + + P + (see (4.8) and (4.15)). Since
where R(t) = (1 − t)(N + − N) + tR. Hence
According to Lemma 4.2,
and
Verification of (A5) and (A6) after one step of KAM iteration
(A5) after one step of KAM iteration is proved by Geng-You in Lemma 4.4 [14] . In the following, we have to check that the new error term P + satisfies (A6) with K + , ε + , ρ + in place of K, ε, ρ. Since
then for a fixed c ∈ Z 2 \ {0}, and |n − m| > K with K
That is to say, P − R satisfies (A6) with K + , ε + , ρ + in place of K, ε, ρ. The proof of the remaining terms satisfying (A6) is composed by the following two lemmas. Proof. In the case that n, n
and lim t→∞Ωn+tc exists for all n, c ∈ Z 2 with
Notice that
In the case that n − n , c = 0,
By (4.27), If n − n , c = 0 and t > K, it is easy to see that In the case that n ∈ L 1 , n ∈ L 2 , we let Then,
and notice that
t e −|k|r e −|n−n |ρ .
As a consequence,
If n + i − n + i , c = 0 and t > K, it is easy to see that
Similarly, we have 
Proof. In the above inequalities, j is bounded by K 2 due to |j + m| K and |j + n| K, or |j − n| K and |j − m| K.
The other cases are proved similarly. 2
Iteration lemma and convergence
For any given s, ε, r, γ and for all ν 1, we define the following sequences
where c is a constant, and the parameters r 0 , ε 0 , L 0 , s 0 and K 0 are defined to be r, ε, L, s and ln 1 ε respectively.
Iteration lemma
The preceding analysis is summarized as follows.
Lemma 4.5. Let ε be small enough and ν 0. Suppose that
Here (n, m) are resonant pairs, and (i, j ) is uniquely determined by (n, m). 
Then there is a subset
And for ξ in a closed subset O ν+1 of R b , satisfies Diophantine condition
Here (n, m) are resonant pairs, (i, j ) is uniquely determined by (n, m).
And also N ν+1 + A ν+1 + B ν+1 +B ν+1 + P ν+1 has the special form defined in (A5), (A6) with K ν+1 , ε ν+1 , ρ ν+1 in place of K ν , ε ν , ρ ν and
(4.32)
Convergence
Suppose that the assumptions of Theorem 2 are satisfied. Recall that
O is a bounded positive-measure set. The assumptions of the iteration lemma are satisfied when ν = 0 if ε 0 and γ are sufficiently small. Inductively, we obtain the following sequences:
As in [21, 22] 
ν it follows that ε ν+1 → 0 provided that ε is sufficiently small. And we also have and
It follows from (4.34) that
is an embedded torus which is invariant for the original perturbed Hamiltonian system at ξ ∈Õ. We remark here that the frequencies ω ∞ (ξ ) associated to Ψ ∞ (T b × {ξ }) are slightly different from ω(ξ ). The normal behavior of the invariant torus is governed by normal frequencies Ω ∞ n .
Measure estimates
For notational convenience, let
Then at νth step of KAM iteration, we have to exclude the following resonant set
In the following, we only give the proof for the most complicated case:
For K ν−1 < |k| K ν , we consider n, n ∈ L 1 as an example, the other cases can be proved analogously. Assume that (n, m) and (n , m ) are resonant pairs in L 1 , then
Proof. Since |n − n | K ν , with an elementary calculation
there will be no small divisor problem.
In the case that | n − n , n | K 2 ν , we choose c ∈ Z 2 such that c ⊥ n − n and |c| = |n − n | K ν . It is easy to see that there is a t 0 ∈ Z such that |n − ct 0 | 2K ν . Take n 0 = n − ct 0 and n 0 = n 0 + n − n . We have |n 0 | 2K ν and
where Define
For a proof see [1] .
Lemma 4.9. For fixed k, n 0 , n 0 , c,
Proof. Due to the analysis above and Töplitz-Lipschitz property of N + A + B +B + P , the coefficient matrix M ν (t) has a limit as t → ∞,
We define resonant set
For |t| K τ 5 ν , we define the resonant set
In Proof. The proof is elementary but cumbersome. Firstly, because for any three points c, d, f ∈ S, we have
As a result, any three points in S cannot be three vertices of a rectangle. We prove that (A.4) has no solution in Z 2 1 by contradiction. (I) We consider the case that only one of {|c|, |d|, |f |, |g|} reaches the maximum value of them.
(1) |d| = max{|c|, |d|, |f |, |g|}.
By an elementary calculation, we have
(III) Firstly, we consider the case that only one of {|c|, |d|, |f |, |g|} reaches the maximum value of them and c, d, f, g are different from each other.
(1) |d| = max{|c|, |d|, |f |, |g|}. From the above two equations, we have
Without loss of generality, we take g to be the origin. As above we use n, c, d to denote n − g, c − g, d − g.
Then we have 
By elementary computation,
From the choice of the tangential sites S: if c 1 − n 1 = 0, we have
if c 1 − n 1 = 0, we have
So we have proved that n 2 / ∈ Z. 2
