This paper presents a psychophysical study on the perception of image orientation. Some natural images are extremely difficult even for humans to orient correctly or may not even have a "correct" orientation; the study provides an upper bound for the performance of an automatic system. Discrepant detection rates based on only low-level cues have been reported, ranging from exceptionally high in earlier work to more reasonable in recent work. This study allows us to put the reported results in the correct perspective. In addition, the use of a large, carefully chosen image set that spans the "photo space" (in terms of occasions and subject matter) and extensive interaction with the human observers should reveal cues used by humans at various image resolutions. These can be used to design a robust automatic algorithm for orientation detection.
MOTIVATIONS
The rapid growth of digital imaging has led to an increase in image-related tasks such as enhancement, manipulation, compression, understanding, organization, and retrieval. Knowledge of the correct image orientation can be of great importance to these tasks. Automatic image orientation can drastically reduce the human effort otherwise needed to orient the images for viewing (either on a computer monitor, a handheld device, or a TV) as well as organizing an album. In addition, many automatic algorithms for object recognition, scene classification, and content-based image retrieval either require a priori knowledge of the correct image orientation, or can perform significantly better if image orientation is known. For example, face detection algorithms 1 usually assume the image is in an upright orientation. Otherwise, all four possible image orientations have to be examined, increasing the computation time and false positive detection rate. Most sky detection algorithms are designed to take advantage of the fact that sky often appears as a blue region at the top of an image, with the exception of the clear blue sky detection method by Luo et al. 2 Semantics are becoming increasingly important for content-based image retrieval and annotation. [3] [4] [5] For classification of images into indoor-outdoor, 6 sunset, beach, field, fall foliage, mountain, and urban scenes, 7 images are assumed to be in the upright orientation so that scene layout for prototypical scenes can be learned through training.
Image orientation detection is a relatively new research area. Most of the early work focused on documents, and success was largely due to the constrained nature of the problem (text cues). For natural images, the problem is considerably more challenging. Until recently, 8, 9 there had been little work on automatic image orientation detection for natural images. Humans appear to use scene context and semantic object recognition for identifying the correct image orientation. However, it is difficult for a computer to perform the task in the same way because current object recognition algorithms are extremely limited in their scope and robustness. Out of millions of possible objects that can appear in a natural scene, robust algorithms only exist for a handful of objects (e.g., face, sky). To date, scene classification is often approached by computing low-level features (e.g. color, texture, and edges) that are processed with a learning engine to directly infer high-level information about the image. 6, 7, 9 Recently, a new approach was proposed that combines low-level features with detectable semantic scene content in order to improve the accuracy of indooroutdoor image classification. 10 This paper presents a psychophysical study on the perception of image orientation. The study is designed to answer a number of questions. First, some natural images are extremely difficult even for humans to orient correctly, or may not even have a "correct" orientation. Assuming that humans have almost unlimited object recognition power compared to computers, this study provides an upper bound for the performance of an automatic system on a set of images reasonably representative of the "photo space" in terms of occasions and subject matters. Second, discrepant detection rates based on purely low-level cues have been reported in the literature, ranging from exceptionally high (~95%) in earlier work 8 to more reasonable (~74%) in recent work with a higher degree of sophistication. 9 The image databases used for the two studies are different and we suspect that the high accuracy numbers reported in the earlier work might be artifact of the database used in that experiment. In other words, if most images fit in some prototypes, such as sky on top of grass, a low-level approach is expected to do well. This study allows us to put the reported results in the correct perspective. Last but not least, the use of a large, carefully chosen image set that spans the "photo space" and extensive interaction with the human observers should reveal the various cues used by humans at various image resolutions. These can be used to design a robust orientation detection algorithm.
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A collection of 1000 images is used in this study, with a mix of professional photos and consumer snapshots. Each image is examined by at least five observers and shown at varying resolutions. Object recognition is expected to be much harder (impossible for some images) at the lowest resolution and more likely as the resolution is increased. On the other hand, it is believed that once the image resolution reaches a certain level, higher resolutions will not have any additional benefit for a human to determine image orientation. At each resolution, observers are asked to indicate the image orientation, the level of confidence, and the cues they used to make the decision. Cues can be selected from predefined low-level and semantic choices in a menu, or typed in if not in the list. Observers are also asked to make a general statement on whether they used the main subject, the background, the entire scene, or a unique object (e.g., labels on a cereal box) in making the decision. Observers may also comment about the scene or their decision process.
EXPERIMENT

Image data
Image selection for any study is a non-trivial task. First, we need a sufficient number of images to draw statistically significant conclusions. Second, we need to have a representative set of images in terms of scene content because certain types of scenes are easy to recognize (e.g., outdoor, sky over an open field) and not much can be learned from them. However, if most of the images are difficult (e.g., flowers) or do not have a preferred orientation (e.g., texture patterns) the study would be skewed as well. Third, because each observer is asked to determine image orientation at multiple resolution levels for multiple images, the amount of labor limits the number of images that can be shown to each observer.
As mentioned above, we used a total of 1000 images in order to have reasonably good coverage of the "photo space". It is also desirable to have a balance between professional stock photos and amateur consumer photos. External research has concentrated on stock photos, e.g., the Corel collection, which were taken with attention to image composition and exposure. Such photos are more likely to fall into the prototypes for which a learning engine can be effective. 8 However, the validity of results based on such data can be questionable when applied to general digital imaging applications. Therefore, we decided to use 500 images from the Corel collection and another 500 from a consumer database called JBJL. The Corel collection has over 10,000 images in various categories such as sunset, coast, field, city, animal, people, textures and patterns, etc. JBJL has 1870 images organized according to the four seasons. All the images were viewed on various calibrated and uncalibrated computer monitors (SUN and PC). 
JBJL (500)
Winter Table 1 shows a detailed breakdown of the images used in this study. Conscientious effort was made to select a mix of easy and difficult images to cover the most likely picture occasions and locations, including indoor and outdoor pictures and pictures with and without people. Extremely challenging images (e.g., fireworks, underwater, specifically collected textures and patterns, etc.) were avoided. A few texture patterns came naturally from the random sampling of pictures in the specified categories.
Twenty-six observers participated in this study. Most of them were imaging scientists and technicians between ages 20 and 60. Six observers are female. All of them have good or corrected vision, and are regular users of computers.
GUI design
A tool with a graphical user interface (GUI) was used to conduct the experiment. The tool presented the images to the observer in a sequence of increasing resolution. The observed was instructed to take a "best" guess early on and not to wait until he was 100% sure. The GUI provided menus and text boxes that were used by observers to indicate orientation decisions, confidences, cues, and comments. The GUI allowed the user to quit and restart at any time. The remainder of this section describes the GUI in more detail.
Experimental procedure
Observers were allowed to control brightness, rotation, and zoom level of images. Observers were able to adjust the brightness of an image to see the details in the shadows and highlights. They were able to rotate an image freely without having to keep track of the rotation. In addition, observers were able to see zoomed/enlarged versions of an image. However, to streamline the workflow, observers could not zoom an image unless there was a need for it, which was indicated naturally by the confidence level. In other words, if the confidence was lower than the maximum, the observer was presented with a higher resolution version of the image (unless the maximum resolution was reached). Several menus and text fields were provided for observers to record their decisions, including: Cue #1: This menu was used for recording the use of low-level cues. The pull-down menu included none, color, texture, lines, and other. This was expected to be useful at lower resolution levels.
Cue #2: This menu was used for recording the use of semantic-level cues. The pull-down menu included none, face, people, animal, car, sky, cloud, grass, tree, flower, snow, water, road, ground, window, ceiling, furniture, building, bridge, mountain, text, and other. This was expected to be useful at higher resolution levels.
Cue #3: This menu could be used to specify the use of additional cues, either low-level or semantic-level. The pull-down menu included none, color, texture, lines, face, people, animal, car, sky, cloud, grass, tree, flower, snow, water, road, ground, window, ceiling, furniture, building, bridge, mountain, text, and other.
Cue Type: We are interested in knowing whether an observer uses cues from primarily the main subject, the background, or the whole scene. Sometimes, image orientation can be determined solely by a unique object. The pulldown menu featured these four choices.
Orientation: Image orientation is defined as which side (north, east, west, south, unknown, don't care) of the image is upright relative to the currently displayed image.
Confidence: Confidence (1: no clue -5: absolutely sure) is considered very important because we can gauge how the observer feels about the task and their decisions. It was also a control signal for streamlining the workflow.
A typical observer workflow is as follows. First, the GUI presents the observer with an image at the lowest resolution (24 × 36), as shown in Figure 1 (a). The observer examines the image, selects confidence, orientation, and cue choices from the drop-down menus, optionally enters a comment, and presses the "accept" button. If the observer chooses a confidence value less than the maximum (5), the GUI clears the previous selections and presents the second resolution level (64 × 96). The second resolution is a simple interpolation of the lowest resolution, i.e., no new information is provided. We are interested in seeing if this version of the image can be of value. The observer again selects cues from the pull-down menus and presses the "accept" button. If the confidence level is less than 5, the third resolution is then presented [128 × 192, Figure 1(b) ]. This image contains a significant amount of new information, and we expect that most observers can determine the orientation of most images at a high confidence (> = 3) at this resolution. The GUI continues to display larger images (256 × 384, 512 × 768) in sequence until either the fifth (maximum) resolution level is reached or the user indicates a confidence value of 5.
Note that it is possible that the confidence level does not reach the highest level for some challenging images even at the fifth resolution level. This information will be recorded but an observer will not be prompted to see a higher resolution. All of the inputs and interactions by each user on each image are stored in a log file. This file was processed after all experiments were completed to sift the useful information for the psychophysical analysis.
ANALYSIS
Observer confidence
Intuitively, confidence should increase monotonically with increasing image resolution. The average confidence level at each image resolution was calculated across all observers and all images. However, the distribution of average confidence levels at each resolution level shown in Figure 2 (a) does not seem consistent with this expectation. This is because observers may stop at a lower resolution level for a particular image once their confidence level reaches the maximum value. To correct for this effect, we assign the maximum confidence value to the remaining higher resolution levels, if any, even though they were never shown to the observer. Our assumption is that if an observer gives a confidence of 5, he or she is absolutely sure of the orientation, and would make the same decision if presented with a higher resolution image. This correction is made in many of the statistics in this paper, and is referred to as the corrected statistics. The corrected distribution is shown in Figure 2 The uncorrected distribution is also informative. The fact that the average confidence value for resolution level 5 is below those of resolution levels 3 and 4 suggests that the maximum resolution version was requested only for those images with high difficulty. In fact, we can see from the distribution of the final resolution levels in Figure 4 (a) that -Most (94%) of the time, the orientation task was completed at resolution levels 1-3 -A thumbnail (resolution levels 1 and 2) is adequate 70% of the time -Resolution level 5 was only requested 1% of the time
Orientation accuracy
Mean accuracy at the final resolution level was found to be 96.2%. Figure 3 shows orientation accuracy by zoom level, both uncorrected and corrected for the stopping problem discussed earlier. We note that 69.2% of observations at the first zoom level (24 × 36) were correct. The accuracy at the second zoom level was slightly lower (66.3%), but the corrected (cumulative) accuracy at zoom level 2 was 76.2%, a significant increase over zoom level 1. Note once again the first two zoom levels share the same number of pixels and hence same amount of information; zoom level two is simply a larger, interpolated version of zoom level one. It is interesting that the larger image size caused a significant increase in accuracy, even though no actual additional information is contained in the larger image.
By the third resolution, corrected accuracy is 91.6%, and 95.7% by zoom level 4. The final resolution level helps very little, increasing corrected accuracy to 96.2%. When resolution level 5 was actually needed, its uncorrected accuracy was less than 80%. This is because only the most difficult images required viewing at resolution level 5.
Figure 4(b) shows the frequency of each of the incorrect orientation decisions at the final resolution level. The orientations have been translated such that "north" is always the correct answer. We note that while the frequency of east and west misorientations are approximately the same, south misorientations occur twice as frequently. This suggests that when humans make orientation errors, they are more likely to misorient by 180º ("upside-down") than by either of the 90º possibilities. 
Observer confidence vs orientation accuracy
Next, we look at the relationship between confidence (what observers think they know) and accuracy (what the truth is). Because we have translated the relative orientations of the displayed image back to absolute orientations, a translated "north" decision is always correct. Overall for all observations, observers were indeed more confident when they made the right decision (4.18) or declared the orientation as "don't care" (4.18), and less confident when they were wrong (2.77) or declared the orientation as "unknown" (2.84). As shown in the corrected statistics of Table 2 , both confidence and accuracy increase as zoom level increases. There is extremely strong correlation between confidence and accuracy (a linear trend line has a R-square value of 0.9996!). Note that this is also true for the "fake" zoom level where no new information is provided.
One challenge in computer vision and pattern recognition is for an algorithm itself to produce a confidence measure that is highly correlated with the difficulty the algorithm has on classifying a particular sample. This is extremely useful; for example, the difficult images for an automatic algorithm can be prompted for real-time human intervention or set aside for later human inspection. Alternatively, easy images can be processed through a fast algorithm while difficult cases can be presented to a more expensive and more accurate algorithm to maximize overall throughput of a fully automatic system. Unfortunately, in addition to classification accuracy, computer vision also often lags humans in the arena of measuring self-confidence.
Accuracy across observers
At low resolutions, we found that orientation accuracy varied widely from observer to observer. At the first resolution level, observer accuracy ranged from 55% to 91%, with a median of 75% and a standard deviation of 16.2%. This large variation was even after we discarded an obvious outlier (12.9%). At the second resolution level, the accuracies ranged from 74% to 94%, with a median of 82% and a standard deviation of 13.3%. As resolution increases, the range of scores across different observers continues to decrease. There are several explanations for this result. Some observers may be better at using low-level features to determine image orientation than others. It is also possible that some observers were simply more tenacious than others at low resolution levels (i.e., some observers gave up quickly while others carefully examined low-resolution images to develop a reasonable guess). Finally, environmental factors (e.g. small monitor size or poor contrast settings) may have placed some observers at a disadvantage although the monitor size was between 17" and 21" and the screen resolution was around 768 x 1024.
Recall that zoom level 2 is simply a larger, super-sampled version of zoom level 1 (i.e., the effective pixel resolution is the same) and hence contains no new information. Interestingly, the accuracy data show that some observers found zoom level 2 to be very helpful, while others found it not helpful at all. About 28% of observers showed almost no increase (i.e., < 2 percentage points) in corrected accuracy between zoom levels 1 and 2. For about 38% of observers, accuracy increased between 2 and 10 percentage points in level 2, and for the remaining 33% of observers, corrected accuracy increased 10 percentage points or more. At the final resolution level, observer accuracies ranged from 87% to 100%, with a median of 97% and a standard deviation of 3.1%. 
Orientation cues
The study was also intended to give an idea of how observers determine image orientation. To capture this, observers were asked to specify which (primary) cue(s) they used in determining orientation for each image at each orientation. Observers could choose from a list of pre-defined cues in a pull-down menu, or they could enter an arbitrary cue into a free-form "comments" field.
Figure 5(a) shows a histogram of the cues mentioned. We see that people, color, and sky were, by far, the most common cues; mentioned in 24.3%, 23.1%, and 21.6% of observations, respectively. Other common cues included lines, trees, texture, buildings, grass, and water. Figure 5 (b) shows a histogram of the cues mentioned by resolution level. As one might expect, color is mentioned frequently at the first and second zoom levels, but is used much less frequently at higher resolution levels. This suggests that at higher levels, other cues become more important or easier to recognize. We note, however, that even at zoom level 5, color was still mentioned in over 10% of the actual observations. Use of the two other low-level cues, texture and lines, increased slightly as resolution increased. This makes sense since texture features may not be apparent at low resolutions.
Like color, sky was mentioned frequently at the first zoom level (26.4% of observations) but its use diminished with higher resolutions (6.4% of observations at zoom level 5). This indicates that humans perform sky detection at low resolution levels, but shift their focus to other cues as resolution increases. Another less obvious but important fact is that the images that required viewing at higher resolutions are less likely to contain sky. Grass, on the other hand, was mentioned infrequently (<5% of observations) at all zoom levels. This is somewhat surprising, because grass has been identified as an important low-level semantic cue for automatic orientation determination. However, it is possible that observers ignored grass because some more prominent cues (e.g., sky) were also available. Figure 5(b) shows that people are a very important cue in orientation determination. In fact, people (including faces) were mentioned in 24% of observations at zoom level 1, suggesting that a 24 × 36 image contains sufficient information for humans to recognize people (or, at least, to think they recognize people). This underscores the importance of people detection in image orientation determination. In fact, several observers noted that if they thought they recognized a person in an image, they would give that cue priority over all other cues. In some cases, they noted that what they thought was a person in a low resolution image turned out to be something else entirely when viewed at higher resolutions. The people cue was mentioned most often (30% of observations) at zoom level 3, and decreased as resolution further increased. This suggests that zoom level 3 is sufficient for most observers to recognize people in most images. However, we have to be cautious in making the same statement for automatic face/people detection algorithms.
At zoom level 5, flowers were the most commonly mentioned cue (16% of observations). It is expected that flowers, or at least their internal structures, cannot be identified easily at lower resolutions because of their usually small size in a scene. Also, some scenes in our image set are close-ups of flowerbeds and lack many obvious orientation cues. Because such images are difficult, observers tend to wait until higher resolutions to make orientation decisions. Both of these factors may explain the high occurrence of flowers at zoom level 5. It is noteworthy that flowers, even at zoom level 5, are not necessarily reliable cues for image orientation.
Observers were also free to enter their own cues into a free-form "comments" field. Even the most often written-in cues were mentioned much less frequently than the predefined cues. Only "sun/moon," "lamps," and "shadows" were mentioned more often than the least-frequent predefined cue ("bridges"). Figures 6(a) and (b) show the confidence and accuracy of observations by the cues that were mentioned. The data in these figures represent all observations at all zoom levels. Note that the cues have been sorted in order of decreasing confidence. It is observed from Figure 6 (a) that the three low-level cues, color, lines, and texture, have the lowest mean confidences. This suggests that observers are more confident of their decisions when semantic cues are available. Figure  6 (b) suggests that orientation decisions are also more accurate when semantic cues are available. Except for flower, the three low-level cues exhibited the lowest accuracies.
Accuracy and confidence by cue
Car was the best cue in terms of confidence and accuracy, with an average confidence of 4.7 and an accuracy of 99.4%. Animals, buildings, and people were also high in both confidence and accuracy. Interestingly, even though observers were very confident of observations involving text (mean confidence = 4.6), the accuracy of text was among the worst of the semantic cues (92%). This suggests either that observers think that text is a more reliable cue than it actually is, or that observers think they can recognize text better than they actually can. Some of the text appearing in the image sets is in languages and scripts unfamiliar to many of the observers. The clouds cue was also high in confidence (4.5) but low in accuracy (91.1%).
The most accurate cues were car, grass, road, animal, and people, each of which showed an accuracy above 95%. The least accurate semantic cues were flower, snow, window, tree, cloud, and text. Flowers were mentioned in some of the most difficult images, such as close-ups of flowerbeds. The similar color of snow and clouds, which often point to exactly opposite image orientations, could be confused at low resolutions, resulting in incorrect orientation decisions. Trees can be a misleading cue because of their fractal nature; i.e., branches of trees can be confused as whole trees, confusing orientation decisions.
Analysis of semantic cues
Our study has confirmed that semantic cues, when available, are very important for orientation determination by humans. When no semantic cues were mentioned at the final zoom level, mean observer accuracy was 77.5%, significantly lower than the 96% overall accuracy. In fact, of the correct orientations at the final zoom level, 98.4% mentioned at least one semantic cue. Humans seem to strongly prefer using semantic cues. Unfortunately, semantic cue detection is often the weakest link in a computer vision system. Sky, grass, and people have been identified in the past as important cues for the image orientation problem. Indeed, the majority (69.9%) of correct final observations used at least one of these three cues. When only semantic cues were mentioned in a correct final observation, only 21.5% did not include sky, grass, or people. In other words, even perfect recognition of sky, grass, and people can only carry about 80% of the images. In addition, humans have remarkable ability in dealing with occlusion (e.g., seeing sky through tree branches), and color or geometric variations.
Analysis of difficult images
Of the 1000 image dataset, 11.6% of the images were incorrectly oriented by at least one observer at the final zoom level. 1.5% of the images were more often incorrectly oriented than correctly oriented at the final zoom level. Of those 15 images, all but one are from the Corel image collection. Four of the images are close-ups of flowers, three are drawings (e.g., graffiti), two are reflections of landscapes onto water, and two are sandy landscapes (beaches or deserts). 
Difficulty of professional vs. consumer images
There has been some debate on whether consumer photos or professional photos are harder to orient correctly. On one hand, professional photos tend to have better composition, better exposure control, and better overall image quality. On the other hand, professional photographers tend to take artistic pictures (e.g., close-ups of flowers or some interesting patterns in nature) more often than consumers, and these can be difficult to orient correctly.
To resolve this debate, we analyzed the observations on the 500 JBJL consumer images separately. The accuracy at the final zoom level was 98.1% on the JBJL images, compared to 96.2% on the full image set. Figures 7(a) and (b) show the differences in accuracy by resolution level. The accuracy on JBJL was 2-6% better at all resolution levels. On the other hand, there were higher percentages of incorrect decisions at the final zoom level on the whole set than on JBJL, as shown in Figure 7 (c). In addition, there were more images judged as "don't care" or "unknown". Our experiment suggests that for humans, orienting professional photos is more difficult than orienting consumer photos. Interestingly, in recent tests of an automatic single-frame orientation algorithm based on low-level features such as color and texture, the accuracy was higher on the Corel images than on the personal images probably similar to the JBJL images. 8 Therefore, it appears that consumer images are easier than professional images for humans to orient but harder for computer vision systems, which are severely limited in their ability to recognize semantic cues.
Observer comments
Participants made a variety of interesting comments. Many mentioned that their orientation mistakes at low resolutions were due to incorrect object recognition. Several observers reported that they thought they saw a person in a lowresolution image and made an orientation decision accordingly, but at higher resolutions realized that there was no person. This underscores that people are a very important cue, and that the brain tries hard to locate people in images. One observer noted that his confidence in orientation was actually a measure of confidence in object recognition, and assuming that the object recognition was correct, the confidence of correct orientation was 100%. There was also a strong tendency to place blue colors on top and green colors on the bottom. Several observers noted that they were tricked by grass patches near the actual top of the image and blue objects near the bottom. Several people mentioned that text was not helpful because it was in an unfamiliar script. In several cases, observers said that they could narrow the orientation down to north/south or east/west, but could not choose the specific orientation. Some comments indicate that observers could sometimes not explain an orientation decision, instead saying that it was a "hunch" or that it "just feels right." For some observations, the comments reveal that very specific and unique objects were used. For example, a number of observers mentioned that a Santa Claus doll was easy to identify at low resolutions because of its unique clothing. The skyline of a specific city, Seattle, was identified in one comment. The faucet of a sink was used in one case. The unique shape of a baseball field was used in another. Some observers reported using subtle cues caused by gravity, like the curve of a plant stem and the texture features of falling water. At least one observer used the fact that red is above green in traffic signals. Use of these very specific cues signals a problem for automatic orientation detection algorithms. While humans recognize thousands of objects and use them to make complex inferences about orientation, robust detection algorithms exist only for a handful of objects. This is a substantial handicap for automatic orientation algorithms and will likely prevent them from surpassing or rivaling human orientation accuracy.
DISCUSSIONS AND CONCLUSIONS
A number of insights were gained from this psychophysical study:
Image resolution
Our study found that observer accuracy increases steadily with increasing resolution until base/4 (256 × 384), at which point accuracy was 95.7%. Increasing to the next resolution level, 512 × 768, increased accuracy by less than a percentage point. A conclusion is that base/4 is an adequate resolution for accurate orientation by human observers, and therefore, is probably a reasonably adequate resolution for automatic algorithms as well, especially considering the limitations of such algorithms in recognizing semantic objects.
Upper bounds on accuracy
It is safe to assume that an automatic orientation algorithm will not surpass the accuracy of an average human observer on an unconstrained set of images, given that orientation is a task that humans are trained to do well. Humans are able to recognize thousands of objects and use high-level reasoning to deduct orientation. An automatic algorithm cannot rival that level of sophistication in the foreseeable future. Human performance, therefore, represents an upper bound on the accuracy that an algorithm can attain. We conclude that an upper bound for accuracy of an algorithm using all available semantic cues is about 96%. If only coarse semantics from thumbnails are used, the upper bound is about 84%. Of course, these bounds depend on the nature of the image set. An algorithm could achieve vastly different detection rates on different image sets, even 100% detection on a conveniently chosen dataset.
Relative frequencies of incorrect answers
Our study found that observers are twice as likely to misorient images by 180º than by either of the 90ºpossibilities. This suggests that observers use cues that can distinguish between "north and south" or "east and west," but are unable to distinguish between the remaining possibilities. Such cues could include horizon lines.
Orientation confidence
It was found that accuracy and confidence of observations were highly correlated (R 2 = 0.9996), indicating that humans are very good at judging the quality of their decisions. This would be a very desirable characteristic of an automatic algorithm. When the confidence of the algorithm is low, the input image could be flagged and judged by a human, thus improving the overall accuracy of the system.
Semantic cues
Semantic cues are very important for image orientation. In our study, only 1.6% of images were oriented correctly without semantic cues. Some cues stood out as being very important, such as sky (used in 31% of correct observations), and people (36.7% of correct observations). In fact, sky or people (or both) were used in over 70% of correct observations. Other important semantic cues include cloud, water, grass, and trees. These objects are all fairly well defined. We are in the process of developing more robust automatic algorithms for detecting these types of objects.
difficult. Such cues include categories of objects, such as animals (all species), buildings (all types and styles), ground (dirt, carpet, tiles, etc.), furniture (all types), and vehicles (all types and models). Among them, it is possible and beneficial to develop automatic detectors for sub-categories of objects: the most promising include skyscrapers, 12 passenger cars, 13 paved road (tar), 14 sand ,4 and so on. We did take note that many of the published semantic object detectors actually use location cues (therefore explicitly assuming the correct image orientation). The least accurate semantic cues were flowers and snow. Text was found to be a low-payoff cue. It occurs infrequently in consumer images, and the variety of languages and scripts makes it difficult to use.
In conclusion, we have conducted a psychophysical study of image orientation perception. Using a large dataset of images representative of the photographic space and an extensive group of observers, we were able to obtain valuable information for development of automatic single-frame orientation detection algorithms, including realistic accuracy goals and beneficial types of semantic cues.
