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Quantum computing is expected to provide new promising approaches for solving the most chal-
lenging problems in material science, communication, search, machine learning and other domains.
However, due to the decoherence and gate imperfection errors modern quantum computer systems
are characterized by a very complex, dynamical, uncertain and fluctuating computational environ-
ment. We develop an autonomous agent effectively interacting with such an environment to solve
magnetism problems. By using the reinforcement learning the agent is trained to find the best-
possible approximation of a spin Hamiltonian ground state from self-play on quantum devices. We
show that the agent can learn the entanglement to imitate the ground state of the quantum spin
dimer. The experiments were conducted on quantum computers provided by IBM. To compensate
the decoherence we use local spin correction procedure derived from a general sum rule for spin-spin
correlation functions of a quantum system with even number of antiferromagnetically-coupled spins
in the ground state. Our study paves a way to create a new family of the neural network eigensolvers
for quantum computers.
Reinforcement machine learning techniques were ini-
tially developed for creating autonomous intelligent
robotic systems [1]. Currently, they are being success-
fully applied in completely different decision making do-
mains such as games [2–4], traffic control systems [5],
computer resources management [6], news recommenda-
tion systems [7], optimization of chemical reactions [8]
and others. Within a reinforcement learning approach
an agent taking some actions interacts with environment,
receives feedback, estimates rewards and corrects its ac-
tions to increase a future reward. This idea is very at-
tractive, since in such a formulation the agent is fully
autonomous and can develop different strategies to gain
more. However, a practical realization of a reinforce-
ment learning technique is problem specific and requires
additional innovations providing the stability and con-
vergence of numerical schemes.
Reinforcement learning techniques have been actively
developed and implemented in such a new field of re-
search as quantum computing. It includes quantum-
error-correction systems in complex quantum devices [9–
12], design and implementation of quantum communi-
cation technologies [13], quantum gate control [14–17],
quantum gate design [18], quantum algorithms for re-
ducing computational error [19]. It is important to note
that only a few of these algorithms were tested on real
quantum devices.
Motivated by recent results of Google DeepMind team
[2] obtained for classic Atari games in this work we
develop and practically realize a reinforcement learn-
ing scheme for approximating the ground states of spin
Hamiltonians on quantum computers. In this field of
quantum computing there are two approaches widely
used to simulate magnetic systems. The first one is an
∗ E-mail for correspondence: oleg.sotn@gmail.com
adiabatic simulation method [20–23] that is based on the
discretization (Trotterization) of the time evolution op-
erator. Another one is a variational quantum eigensolver
proposed in Refs. 24–26 that uses the Ritz’s variational
principle to prepare approximations of the ground state
of a magnetic model. Being different by the construction
both approaches assume to use some fixed sequences of
quantum gates.
Practical applications of these methods for the sim-
plest quantum spin Hamiltonian on real home-made and
public quantum devices [21, 23, 27, 28] have revealed
problems that are mainly related to the decoherence and
gate errors. For instance, the experiments aimed to spin
Hamiltonian dynamics [23] have demonstrated that such
errors become more and more significant as the length
of the quantum program increases. As a result, a few
Trotter steps lead to a considerable error in the exper-
imental data in comparison with exact results. On the
other hand, the variational procedure [24] requires a cal-
ibration of gradient-descent method parameters to probe
the energy landscape in the vicinity of the state defined
with current set of parameters. These additional mea-
surements are also source for errors.
In our study we follow a distinct logic and consider a
spin Hamiltonian problem as a game with the following
rules. Starting with a random quantum state a player
performs several quantum actions and measurements to
get the best score that means the lowest energy and,
as a result, the best approximation of the spin Hamil-
tonian ground state. To play this game we develop a
multi-neural-network agent that determines a sequence
of quantum gates for a short quantum circuit. In contrast
to previous approaches we do not use a fixed sequence of
quantum gates, and at each iteration the agent chooses
a new gate for quantum circuit depending on the current
state of a quantum device on the basis of the calculated
correlation functions. During the training process the
agent writes short quantum programs and runs them on
ar
X
iv
:1
90
4.
02
46
7v
2 
 [q
ua
nt-
ph
]  
24
 O
ct 
20
19
2FIG. 1. (a) Schematic visualization of a quantum spin in the
magnetic field B = (1,1,1). (b) Quantum circuits used to
calculate the correlation functions and energy of the system.
(c) The energies obtained from 100 independent calculations
on the quantum simulator (left and central panels) and 100
experiments on the real quantum device (right panel). The
number of measurement shots was equal to 1024. Blue lines
correspond to the average energies. The energy of the exact
solution depicted with red line is equal to E0= -0.866.
a simulator with noise. Here we apply the best latest
expertise in the field of the reinforcement learning [2].
For instance, we use the experience replay mechanism
repeatedly presenting the past experiences to its learn-
ing algorithm and an iterative update procedure adjust-
ing the action-values (Q) towards target values. They
provide the stability of the whole scheme running on the
noisy quantum systems that are simulator and real de-
vice. Having trained the agent on the quantum simulator
by using the developed reinforcement learning technique
we demonstrate its performance on real IBM Quantum
Experience devices.
1-QUBIT PROBLEM
We start with description of a single-spin Hamiltonian
problem to explain details of our approach. The Hamil-
tonian is given by Hˆ = BSˆ, where B is the external
magnetic field and Sˆ is the spin- 12 operator. The compo-
nents of the external magnetic field were chosen to be B
=(1,1,1). The solution of the problem can be obtained
with universal U3(θ, φ, 0) gate that acts on a qubit in the
initial state, |0〉. Here θ ≈ 2.186276 rad and φ = − 3pi4 . It
gives the ground state |Ψ0〉 = U3 |0〉. The definitions of
the gates we use are given in the Supplementary Material
[29].
For the considered single spin problem the energy is
given by
E =
1
2
(Bx 〈Xˆ〉+By 〈Yˆ 〉+Bz 〈Zˆ〉), (1)
where 〈Zˆ〉, 〈Xˆ〉 and 〈Yˆ 〉 are the correlation functions
calculated by using the probabilities of the basis states,
which is a standard output of a quantum computer. It is
important to note that these correlators estimated with
real quantum computer are subjected by decoherence and
FIG. 2. Schematic representation of the neural network we
use to define the action-value for each gate.
gate imperfection errors. The simulations of these errors
is an active field of research [30–32]. To take these ef-
fects into account we used a noise generator as imple-
mented in Qiskit Aer module [33]. It includes gate and
readout errors imitating the real quantum device noise
approximated as a relaxation process of qubits involved
in the experiment. Despite the noise model of the local
simulator is simple and takes into account only local er-
rors occurring on each gate, we will show that inclusion
of device noise even on this level significantly improves
the agreement between results of simulations and experi-
ments obtained with real device. We used a basic device
noise model with parameters reported in official Qiskit
tutorials for IBM Q 16 Melbourne device [34].
With circuits presented in Fig. 1 we have performed
100 independent calculations on simple quantum simula-
tor, 100 calculations on the simulator with noise and 100
experiments on the real quantum device. In all the cases
we observe fluctuations of the measurements results. For
instance, for the simple simulator the energy fluctuates
around exact value. The account of decoherence and gate
imperfections with the noise model leads to a higher aver-
age energy that is about -0.8. Real experimental results
obtained with IBM Q 16 Melbourne device are charac-
terized by very strong fluctuations of the energy around
-0.75.
These experiments clearly demonstrate that even for
the simplest problem one deals with complex, dynami-
cal, uncertain and fluctuating quantum computing envi-
ronment. It motivates to develop an autonomous agent
effectively interacting with such an environment.
Neural network agent
The agent we develop is multi-network one in accord-
ing with a one-action-one-network concept proposed in
Ref. 1. There is a separate network for each action, but
the structures of all the networks are the same (Fig. 2).
They contain input, one hidden and output layers. The
3network takes spin correlation functions obtained with
quantum computer or simulator as an input. The num-
ber of the input neurons depends on the problem we
solve. For instance, in the case of the one-qubit prob-
lem (single spin in an external magnetic field) there
are three correlation functions that form a state vector
s = {〈Xˆ〉 , 〈Yˆ 〉 , 〈Zˆ〉} characterizing the quantum system
in question. In turn, there will be 6 single-spin and 9
spin-spin correlation functions (15 in total) in the case of
the dimer spin Hamiltonian problem.
The number of the neurons in the hidden layer also
depends on the size of the problem. In the one- and two-
qubit cases we consider the number of the hidden neurons
is equal to 32 and 64, respectively. The output layer
contains only one neuron that represents the predicted
action-value Q for the particular quantum gate (action).
Having compared the calculated Q-values among all the
networks the agent chooses the gate for which action-
value function has the maximal value. In this way one
FIG. 3. Step-by-step construction of a quantum circuit of
N gates. U0 = U
rand
3 denotes preparation of a random initial
state. Each line corresponds to adding new gate chosen by the
agent from the action list described in the text. Et represents
the energy estimated at the tth step of the circuit formation.
defines an optimal Q-function satisfying [1]
Q(s, a) = r + γmax{Q(s′, k), k ∈ actions}. (2)
According to this expression the utility of an action a in
response to a state s equals to immediate reward r plus
the best utility that can be obtained from the next state
s′ discounted by factor γ. During reinforcement learning,
the difference between the two sides of Eq. (2) is to be
minimized using a back-propagation algorithm [29].
Quantum computer programming
The developed agent is aimed to define a quantum cir-
cuit according to the predicted action values Q. In the
case of the one-qubit problem we use the following set of
gates: identity gate, Uθ, Uφ, U−θ, U−φ, Uθ/2, Uφ/2, U−θ/2
and U−φ/2 that are defined with the universal rotation
gate U3 as described in Ref. 29.
The process of the quantum circuit construction can be
demonstrated by the example of Fig. 3. We start with
an universal U3 gate with random angles. Having added
a new gate to the quantum circuit the measurements of
the correlation functions are performed. It means that
one can trace the energy evolution as the length of the
quantum circuit increases.
FIG. 4. Training results for the simplest problem, sin-
gle spin in the magnetic field, B=(1, 1, 1). Average reward
achieved per episode after the agent is run with -greedy pol-
icy (=0.05).
Agent’s training
The agent was trained with the IBM QE simulator
including the noise model. Each training iteration con-
tains three main steps. (i) The agent takes some action
following -greedy policy. Having added a new gate to
the quantum circuit the agent estimates the reward from
the observation, r = Et−Et+1. (ii) The sequence (state,
action, reward, new state) explored by the agent is stored
in the replay memory. (iii) A sequence randomly chosen
from the memory is used to optimize the weights of the
neural network. A complete description of technical de-
tails on the agent’s training is presented in Ref. 29. From
Fig. 4 it follows that the 10-gate agent has demonstrated
the best average reward during the training.
Experiments
To examine the performance of the trained agent we
performed experiments on real quantum device provided
by IBM. Fig. 5 demonstrates these results on the level
of the individual real quantum device experiments. One
can see that the agent decreases the energy of the system
starting from different random states and approaches to
the E = -0.75 defined as the average energy for the circuit
(Fig. 1b) simulating the exact solution of the problem.
If the energy of the initial random state is low enough
and close to the ground state the agent follows a passive
strategy trying to keep such a winning position. On the
other hand, a high-energy initial state is a signal to the
4FIG. 5. Performance demonstrated by the trained agent in experiments on the IBM Q 16 Melbourne. Black and red circles
denote initial and final energies for each 10-gate circuit constructed by the agent. Red and grey arrows indicate lowering and
rising of energy with the corresponding circuits. Blue line shows the average energy obtained with exact solution quantum
circuits presented in Fig. 1 on the real device. The number of measurement shots was equal to 1024.
agent to decrease the energy as much as possible from
the currect position. More results and discussions can be
found in Supplementary Material [29].
SPIN DIMER
Having discussed the single-qubit problem we are in
position to consider the agent’s training in the two-
qubit case. The corresponding spin model contains two
antiferromagnetically-coupled spins, Hˆ = J Sˆ1Sˆ2. Here
J is isotropic exchange interaction. The ground state
of this model is the singlet state |Ψ0〉 = 1√2 (|↑↓〉 − |↓↑〉).
Such an entanglement state can be realized on a quantum
computer with the circuit presented in Fig. 6 (a). How-
ever, the experiments on the IBM Q Vigo (Fig. 6 (b))
have shown significant contributions of the triplet states,
|↑↑〉 and |↓↓〉. As a result the experimental ground state
energy of -0.51 is considerably higher than the exact value
of -0.75. It also explains disagreement between experi-
ment and theory on ground state of the Heisenberg model
defined on single square reported in Ref. 24.
Another important observation is that an experiment
conducted on the real IBM Q Vigo device gives the cor-
relation functions that differ from the data of other ex-
periments, which means that there are fluctuations of the
correlation functions and energies within the series of in-
dependent experiments (Fig. 6 (c)). Moreover, sets of the
experiments conducted with the same circuits but at dif-
ferent periods of time can give different average energies
[29].
In the two-qubit case the action list for the agent in-
cludes the same gates as for single-qubit agent and addi-
tional Controlled NOT (CNOT) gate that is responsible
for the entanglement [29]. The agent was trained start-
ing with different random classical ground states. Such a
non-entangled state is formed in the following way. The
initial state of the first qubit is changed with random
U3 gate. Then the state of the second qubit is set to
be antiparallel to the first one on the level of the Bloch
sphere. Interestingly, the agent has learned from self-play
the possibility to overcome the classical energy limit by
using the CNOT gate. A specific structure of the CNOT
FIG. 6. (a) Quantum circuit realizing singlet ground state
for spin- 1
2
dimer. Here Upiθ = U3(pi, 0, 0) and U
−pi
2
θ =
U3(−pi2 , 0, 0). (b) Probabilities of the basis states obtained
from three independent experiments conducted on the real
quantum device. (c) The energies obtained from 100 inde-
pendent simulations on the quantum simulator (left and cen-
tral panels) and 100 experiments on the real quantum device,
IBM Q Vigo (right). The energy of exact solution denoted
with red line is -0.75.
matrix implies an initial preparation by using single qubit
rotations to decrease further the total energy with the
corresponding entanglement gate.
In Fig. 7 (a) we compare the rewards obtained within
the training processes performed with different values of
the elementary rotation angle, δ = 0.5, 1.0 and 1.5 rad
(see Supplementary Material for further details on the ro-
tation angle). One can see that the best and more stable
results were obtained with δ = 1. In general the choice
of the particular angle value can be also considered as a
part of the reinforcement learning algorithm we propose.
We left a practical realization of such an option for a
future investigation.
5FIG. 7. (a) The average reward achieved per circuit after the two-qubit agent is run with -greedy policy (=0.05) on the
quantum simulator with noise. Black, red and blue curves denote training results obtained with elementary rotational angles
of 0.5, 1.0 and 1.5 rad, respectively. (b) Performance of the trained agent demonstrated in experiments on the IBM Q Vigo
device. Red arrows indicate lowering of energy with the corresponding circuits. Blue line shows the average energy (Fig. 6 (c))
obtained with singlet state quantum circuit on the real device. The number of measurement shots was equal to 1024. (c)
Ground state energies obtained on the real device after local moment correction.
Figure 7 (b) shows that the classical energy of the
spin dimer estimated with quantum device is about -0.2,
which is higher than the exact solution of -0.25. The
trained two-qubit agent decreases the energy of the sys-
tem to the level of -0.6 (Fig. 7 (b)) that was obtained
with the singlet state circuit.
The average values denoted with blue lines in Fig. 5
(Fig. 1 (c)) and Fig. 7 (b) (Fig. 6 (c)) were obtained with
the shortest quantum circuits (one-gate circuit for single-
spin problem and three-gate circuit for dimer problem)
imitating the exact solution. In the case of the reinforce-
ment learning technique the agent constructs circuits of
the 10-gate length. Thus, the neural network results ob-
tained with longer circuits closely approach to the level
of the short circuits data, which is an additional demon-
stration of the performance of our method.
It is also important to analyze the evolution of the en-
ergy obtained with neural network during individual ex-
periments. Some examples given in Fig. 8 demonstrate
that the largest energy decreases are mainly achieved
with the CNOT gate which can be implemented not only
in the beginning of the circuit construction. To keep a
minimal energy the agent uses the rotation gates from
the action list with smallest angles, such as φ2 . It can be
seen by the examples of the experiments 6, 18 and 21.
Local spin correction
As it was shown above, the direct imitation of the sin-
gle ground state as well as its neural network approxi-
mation on the real quantum device are characterized by
the energies which are considerably larger than the ex-
act ground state energy. Such a disagreement between
experiment and theory is mainly related to decoherence
and gate errors. In this situation it is important to find
a way to compensate such hardware imperfections. The
different strategies can be used for that. The authors
of Ref. 35 have simulated time-dependent spin-spin cor-
relation functions of the Heisenberg-type magnetic sys-
tems in high magnetic fields. At these magnetic fields
the quantum ground state of the spin system is fully po-
larized. To fit the experimental results obtained with an
IBM quantum computer to exact ones the authors in-
troduced a phase-and-scale procedure that is based on
an artificial phase correction of the local spin-spin cor-
relation function at the zero time and application of the
same correction to the whole time domain. Below we
show that for the quantum systems in the singlet ground
state a similar correction procedure can be derived from
a general sum rule for the spin-spin correlation functions.
For the quantum systems characterized by a singlet-
type ground state we propose a local moment correction
procedure that systematically improves the agreement
between experiment and theory on the ground state en-
ergy. The ground state spin-spin correlation functions of
a quantum spin system with even number of spins and
antiferromagnetic interaction between them satisfies to
the following sum rule∑
ij
〈SˆiSˆj〉 = 0. (3)
The sum in this equation contains local and non-local
contributions that can be decomposed. It gives∑
i
〈(Sˆi)2〉 = −
∑
i6=j
〈SˆiSˆj〉. (4)
The sum in the right part contains all possible pair cor-
relation functions in the system. Namely these non-local
correlation functions are calculated at each iteration of
our algorithm with quantum computer and used as input
for neural network. Within the correction procedure we
use them to estimate the local correlator in the left part
of Eq. (4) that should be compared with the exact value
S(S + 1). Namely, this exact value is important insider
information for us on unknown quantum system. The
6FIG. 8. Examples of quantum system energy evolution during
some experiments presented in Fig. 7. These 10-gate circuits
were constructed gate-by-gate by the neural network agent
trained to approximate the spin Hamiltonian ground state.
ratio
X =
S(S + 1)
1
N
∑
i〈(Sˆi)2〉
(5)
can be used to correct the non-local correlation functions
X〈SˆiSˆj〉 (N is the number of spins). It gives opportunity
to correct the estimated energy of the Heisenberg system.
In the case of the dimer system we have a trivial situation
since the nonlocal spin-spin correlation functions 〈Sˆ1Sˆ2〉
and 〈Sˆ2Sˆ1〉 fully define the on-site spin-spin correlators
〈Sˆ21〉 and 〈Sˆ22〉. The modified experimental results are
presented in Fig. 7 (c). One can see that the most part
of the experiments gave very accurate estimation of the
exact energy of the spin dimer.
The procedure we propose is of general nature and can
be used not only in the case of the neural network solver
presented in this work but also in conjunction with other
quantum computer eigensolvers.
Comparison with variational quantum eigensolver
Since we propose a new neural network eigensolver it
is important to implement previously developed quantum
computer approaches to the same ground state problem
of the Heisenberg dimer and compare the performance of
these methods. As we have discussed in the introduction
there are two standard quantum computer eigensolvers,
they are variational quantum algorithm and phase esti-
mation method. The comparison of these methods can
be found in Ref. 26 in which the authors performed quan-
tum computer experiments and computed the energy of
hydrogen molecule. For the quantum computer experi-
ments this electronic structure problem is formulated in a
form of a 2-spin Hamiltonian similar to that we consider
in this work. It was demonstrated that the variational
quantum approach outperforms the phase estimation al-
gorithm. That is why we perform the comparison the
former method with our neural network solver by the
example of the spin dimer model. For that a realiza-
tion of the variational approach reported in Ref. 24 was
used. Within this approach the wave function of a quan-
tum Heisenberg model is stored on a quantum device and
represented in the following form
|Ψ(θ)〉 = UCNOTU3(θ)|00〉, (6)
where |00〉 is the initial state of the 2-qubit system, U3
is a set of rotation gates, UCNOT is the CNOT gate that
is responsible for the entanglement and θ is the set of
angles we vary to approximate the ground state of the
spin Hamiltonian. The angles at the (k + 1)th iteration
are defined as
θk+1 = θk − αkgk(θk), (7)
here gk(θk) is the gradient at θk and αk is the step size
parameter. This variational scheme contains a number
of parameters for which we use the same values as it was
proposed in Ref. 24. Every 20 steps we perform a cali-
bration procedure to probe the energy landscape at the
quantum state defined by the current set of the rotation
angles and to renew the gradient-descent parameters.
The results obtained by using the variational approach
with simulator, simulator with noise and real quantum
device are presented in Fig. 9. In the case of the ideal
quantum simulator we observe excellent agreement be-
tween the calculated energies and exact results. The av-
erage energy estimated with noisy simulator is -0.7, which
is larger than the exact solution of -0.75. In turn, the real
quantum device IBM Q Vigo gives the energy of -0.6. It
agrees with neural network results (Fig. 7 (b)). The real
experiments are characterized by fluctuations of the en-
ergy after 200 iterations. They are due to large values
of the step size α in Eq. (7) obtained with calibration
7FIG. 9. Results of calculations and experiments obtained vari-
ational quantum eigensolver realized on the basis of work [24].
procedure. Here, one of the possible solutions is to limit
the upper bound of α to 2.
Despite the agreement on real device results of vari-
ational and neural network solvers there are important
differences between them. First of all the neural network
results were obtained with circuits of 10 gates. At the
same time there are 3 gates (two universal U3 gates and
one CNOT gate) in the variational scheme. Taking into
account that gate errors accumulate as circuit length in-
creases, our neural network approach seems to be stable
to such errors. Another important difference is the initial
quantum state. For neural network solver we always start
with a random initial quantum state, which suggest the
way to avoid local energy minima for more complicated
spin Hamiltonian problems.
CONCLUSION
We have developed a neural-network agent approxi-
mating the ground state of a spin model on a quantum
device. The agent was trained by reinforcement learning
from self-play on quantum simulator with noise. Here
the general objective of our reinforcement learning ap-
proach is to obtain the agent that can play moderately
well in all the cases even on noisy real quantum devices.
The agent performance was demonstrated on quantum
simulator and real quantum devices. In the case of the
dimer problem we found that the agent can learn entan-
glement by applying the CNOT gate. In combination
with local spin correction our neural network approach
provides excellent agreement with exact dimer solution
on the ground state energy.
To consider the systems with more than two qubits, a
new strategy should be adopted. For instance, one can
use a single deep neural network for all the gates from
the action list. In the current formulation of the neural
network approach the set of observables will increase ex-
ponentially with the system size. Moreover, to compen-
sate the decoherence we need to define all the nonlocal
spin-spin correlation functions to get an accurate estima-
tion of the ground state energy. This is the problem if we
use classical computers to simulate the neural network.
The problem could be solved if the network is realized
with another quantum device. Recent studies [36, 37]
have demonstrated that the equivalent of m-dimensional
classical input and weight vectors can be encoded on the
quantum hardware by using N qubits, where m = 2N .
Similar approach allows to exploit the exponential ad-
vantage of quantum information storage.
Another important problem is a smart selection of
the implemented gates, since their number substantially
grows as the system size increases. Such a selection can
be also fulfilled with machine learning approach [38].
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1Supplemental Material: Neural network agent playing spin Hamiltonian games on a
quantum computer
TRAINING ALGORITHM
In this section we present technical details concerning the reinforcement learning approach. The basic steps of the
algorithm we use is given in the listing below
Initialize replay memory D with capacity M
Initialize action -value function Q with random weights ξ0(ak) for each action gate ak
Initialize target action -value function Qˆ with weights ξ−(ak) = ξ0(ak)
For circuit = 1, Num_circuits do
Add random U3 gate , perform the measurement and initialize s1
For t = 1, Num_gates do
With probability of  select a random gate at
otherwise select at = argmaxaQ(st, a; ξ(a))
Add gate at to the circuit , perform the measurement , form st+1 and estimate the reward rt
Store the transition (st, at, st+1, rt) in D
Sample random minibatch storing a transition (sτ , aτ , sτ+1, rτ ) from D
yτ =
{
rτ if circuit terminates at step τ+1 (Num gates=τ+1)
rτ + γmaxa′Qˆ(sτ+1, a
′; ξ−(a′)) otherwise
Perform gradient descent step on (yτ −Q(sτ , aτ ; ξt(aτ )))2 with respect to ξt(aτ )
Every C steps reset ξ−(ak) = ξt(ak)
End for
End for
The parameters used for training the neural networks are described in Table I
TABLE I. Parameters of the reinforcement learning used to train the agent.
Parameter Value Description
replay memory size, M 32 Number of minibatches storing the transitions (st, at, st+1, rt)
global learning rate, α 0.05 the learning rate used in (S5)
target network update frequency, C 500 Number of parameters updates with which target state is updated
number of hidden neurons 32 (64) Neuron number for one-qubit (two-qubit) problems
discount factor, γ 0.99 discount factor in (S1)
Num circuits 100 Number of the constructed circuits for one epoch
Num gates 5, 10, 15 Maximal number of gates in one circuit
initial exploration 1 Initial value of  in -greedy exploration
final exploration 0.05 Final value of  in -greedy exploration
final exploration step 10 × Num gates Number of measurements over which the initial value of 
is annealed to its final value
The -greedy policy described in Ref. 1 was used in our study. With probability  the agent selects a random
gate and with probability 1- it follows greedy policy at = argmaxaQ(st, a; ξt(a)). The latter expression means that
for specific system state st the agent will choose a gate for which the neural network gives the largest action value
function Q.
Following the work 1 we introduce two sets of weights for each action, ξ and ξ− at each iteration. Thus, for specific
action ai and specific iteration t we use the notation ξt(ak) = {Whij(ak),W oi (ak)}t. The loss function at tth iteration
is given by the following expression
Lt(ξt(ak)) = [r + γmaxa′Qˆ(sτ+1, a
′; ξ−(a′))−Q(sτ , ak, ξt(ak))]2 (S1)
Since the values of the output neurons are in the range from -1 to 1, we clip yτ to be between -1 and 1.
NEURAL NETWORK TRAINING
As an input for neural networks we use the correlation functions calculated with quantum simulator with noise
emulation. The input and output of the hidden layer neurons are given by
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2FIG. S1. Schematic representation of constructed neural network with single hidden layer. We used sigmoid as an activation
function of hidden and output neurons. All the notations are described in the text below.
houtj =
1
1 + e−h
inp
j
, hinpj =
Ninp∑
i=1
siW
h
ij , (S2)
where si is the value of ith input neuron (ith correlation function), W
h
ij — weight between the ith input neuron
and jth hidden neuron, Ninp — number of the input neurons which is equal to number of the correlation functions
calculated with quantum computer. The value of the output neuron is calculated in a standard way by using the
following equations
oout = 2
(
1
1 + e−oinp
− 0.5
)
, oinp =
Nh∑
j=1
houtj W
o
j , (S3)
where Nh is the number of hidden neurons, W
o
j — weight between the jth hidden neuron and output neuron. Here
we use symmetric version of the sigmoid function.
The error function is given by
E[ξt(ak)] = (o
target − oactual[ξt(ak)])2, (S4)
where otarget and oactual are the target and actual output value of the tailing neuron, (S3).
Due to the fact that we optimized our network through back-propagation method by means of the gradient descent
we used the following expression for new weights
W (t+ 1) = W (t) + α · g · ∇ξtE, (S5)
where α and g are the global and individual learning rates, respectively. With the gain parameter g we control the
individual learning rates for each weight of each network. The gain are constrained to lie in the range [0.1, 2]. The local
gain is increased, g(t) = g(t−1)+0.05 if the gradient for that weight does not change the sign, ∇ξtE(t)∇ξtE(t−1) > 0.
Otherwise, g(t) = g(t− 1) · 0.95.
The weights gradients were calculated by the following equations
∂E
∂W oj
= δo · houtj (S6)
and
∂E
∂Whij
= δhoutj · si, (S7)
where
δo = (otarget − o) · (o+ 1) · (1
2
− o
2
), (S8)
δhoutj = h
out
j (1− houtj )W oj δo. (S9)
3CALCULATION OF THE ENERGY
To define the energy of the system in question we use the correlation functions that can be calculated through the
probabilities of the different basis states, P . The latter is a standard output of a quantum computer. In a one-qubit
case the correlation function 〈Z〉 = P (0) − P (1), where P (0) and P (1) are the probabilities of the state 0 and 1,
respectively. To measure the 〈X〉 and 〈Y 〉 one is to rotate the standard basis frame to lie along the corresponding axis,
and to make a measurement in the standard basis [2]. For instance, for the 〈X〉 correlator we implement Hadamard
(Fig. 1, main text) gate before the measurement gate.
In the case of the dimer problem we are interested in the 〈Z1Z2〉, 〈X1X2〉, 〈Y1Y2〉, 〈X1Y2〉, 〈Y1X2〉, 〈X1Z2〉, 〈Z1X2〉,
〈Y1Z2〉, 〈Z1Y2〉 correlation functions, since we use them as input for our neural network agent. The zz correlator is to
be defined by using the following combination of the basis states probabilities: 〈Z1Z2〉 = P (00)+P (11)−P (01)−P (10).
To determine other correlation functions one needs to perform the rotations of the standard basis frame as described
above.
COMPARISON OF THE SIMULATOR WITH NOISE AND REAL QUANTUM DEVICE
To examine the performance of the trained one-qubit agent we performed experiments on quantum simulator and
real quantum device provided by IBM Quantum Experience. During these experiments the agent was approximating
ground state of the single-spin Hamiltonian. Here we used the neural networks weights obtained for 10-gate agent
demonstrating the best average reward. The results obtained with 5, 10 and 15 gates quantum circuits are presented
in Fig. S2. In analogy with the Google’s agent playing classical Atari games, we detect the best score that is the
minimal energy in our case (Fig. S2 right panel). Remarkably, in all the cases the energies obtained by the agent
on the real device and simulator are close to that estimated with quantum circuit simulating the exact solution. It
confirms importance of the noise model we used for realistic simulation of the experimental data.
FIG. S2. Performance of the trained one-qubit agent estimated with noisy quantum simulator (black circles) and real quan-
tum device (red crosses). Left, center and right panels represent the average reward, average energy and minimal energy
obtained with quantum circuits of 5, 10 and 15 gates. The dashed blue line denotes the average energy obtained with circuits
corresponding to the exact solution of the single spin problem.
STABILITY OF THE QUANTUM COMPUTER MEASUREMENTS OVER TIME
Here, by the example of the dimer problem we give an additional demonstration that the agent explores a very
complex and dynamical computational environment. The results of the real experiments conducted with singlet state
circuit (Fig. 6, main text) are presented in Fig. S3. One can see that the average energies estimated on different days
vary from -0.55 to -0.4.
GATE DESCRIPTION
Assuming that the state of nth qubit is written in form:
|φn〉 = cos θn
2
|0〉+ cos θn
2
e−iφn |1〉 (S10)
4FIG. S3. Energies obtained from the real device experiments conducted on different days. In all the experiments the same
quantum circuit simulating singlet state (Fig. 6, main text) was used. The blue lines denote the average energy for each set of
the experiments. The red line corresponds to the exact ground state energy for the spin dimer.
TABLE II. List of one- and two-qubit gates used in this work.
Action Gate Description Action Gate Description
U3(δ
rand, φrand, λrand)
rotation
by random angle
CNOT
exclusive NOT
(creation of entanglement)IDLE do nothing
U3(0, δ, 0)
rotation
around Z axis by δ
U3(δ, 0, 0)
rotation
around Y axis by δ
U3(0,−δ, 0) rotationaround Z axis by −δ U3(−δ, 0, 0)
rotation
around Y axis by −δ
U3(0,
δ
2
, 0)
rotation
around Z axis by δ
2
U3(
δ
2
, 0, 0)
rotation
around Y axis by δ
2
U3(0,− δ2 , 0)
rotation
around Z axis by − δ
2
U3(− δ2 , 0, 0)
rotation
around Y axis by − δ
2
one can represent the generic operator U3 as the following:
U3(θ, φ, λ) =
(
cos θ2 e
−iλ sin θ2
eiφ sin θ2 e
iλ+iφ cos θ2
)
(S11)
The gates that can be used by the one- and two-qubit agents are listed in Table II. We have found that the optimal
value of δ that yields the best reward during calculation is equal to 0.5 and 1 rad for single spin and dimer problems
respectively.
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