Abstract. Let N and M be nests on Banach spaces X and Y over the (real or complex) field F and let AlgN and AlgM be the associated nest algebras, respectively. It is shown that a map Φ : AlgN → AlgM is a Lie ring isomorphism (i.e., Φ is additive, Lie multiplicative and bijective) if and only if Φ has the form Φ(A) = T AT −1 + h(A)I for all A ∈ AlgN or
Introduction and main results
Let R and R ′ be two associative rings. Recall that a map φ : R → R ′ is called a mul- [3, 5, 10] and the references therein. In this paper we focus our attention on Lie ring isomorphisms between nest algebras on general Banach spaces.
Let X be a Banach space over the (real or complex) field F with topological dual X * . B(X) stands for the algebra of all bounded linear operators on X. A nest N on X is a complete totally ordered subspace lattice, that is, a chain of closed (under norm topology) subspaces of X which is closed under the formation of arbitrary closed linear span (denote by ) and intersection (denote by ), and which includes {0} and X. The nest algebra associated with a nest N , denoted by AlgN , is the weakly closed operator algebra consisting of all operators that leave every subspace N ∈ N invariant. For N ∈ N , let N − = {M ∈ N | M ⊂ N } and N ⊥ − = (N − ) ⊥ , where N ⊥ = {f ∈ X * | N ⊆ ker(f )}. If N is a nest on X, then N ⊥ = {N ⊥ | N ∈ N } is a nest on X * and (AlgN ) * ⊆ AlgN ⊥ . If N = {(0), X}, we say that N is a trivial nest, in this case, AlgN = B(X). Non-trivial nest algebras are very important reflexive operator algebras that are not semi-simple, not semi-prime and not self-adjoint. If dim X < ∞, a nest algebra on X is isomorphic to an algebra of upper triangular block matrices. Nest algebras are studied intensively by a lot of literatures. For more details on basic theory of nest algebras, the readers can refer to [6, 8] .
In [9] , Marcoux and Sourour proved that every Lie algebraic isomorphism between nest algebras on separable complex Hilbert spaces is a sum α + β, where α is an algebraic isomor- If dim X = n < ∞, identifying nest algebras with upper triangular block matrix algebras, then Φ is a Lie multiplicative isomorphism if and only if there exist a field automorphism τ : F → F and certain invertible matrix T such that either Φ(A) = T A τ T −1 + h(A) for all A, or Φ(A) = −T (A τ ) tr T −1 + h(A) for all A, where A τ = (τ (a ij )) for A = (a ij ) and A tr is the transpose of A. Particularly, above results give a characterization of Lie ring isomorphisms between nest algebras for finite-dimensional case, and for infinite-dimensional case under the mentioned assumptions on N and M.
Recently, Wang and Lu in [12] generalized Marcoux and Sourour's result from another direction, and proved that every Lie algebraic isomorphism between nest algebras AlgN and AlgM for any nests N and M on Banach spaces X and Y respectively can be decomposed as α + β, where α is an algebraic isomorphism or the negative of an algebraic anti-isomorphism and β : AlgN → FI is a linear map vanishing on each commutator. Because Lie algebraic isomorphisms were characterized in [4] for the case that the nest N has a nontrivial complemented element, Wang and Lu in [12] mainly dealt with the case that all nontrivial elements of N are not complemented.
The purpose of the present paper is to characterize all Lie ring isomorphisms between nest algebras of Banach space operators for any nests. Note that, the Lie ring isomorphisms are very different from algebraic ones. For example, the method used in [4] to characterize Lie algebraic isomorphisms for the case that the nest N has a nontrivial complemented element is not valid for characterizing Lie ring isomorphisms. Algebraic isomorphisms between nest algebras are continuous, however ring isomorphisms are not necessarily continuous for finitedimensional case.
The following are the main results of this paper. The ring isomorphisms and the ring anti-isomorphisms between nest algebras of Banach space operators were characterized in [7, Theorem 2.2, Theorem 2.7 and Remark 2.6]. Using these results and Theorem 1.1, we can get more concrete characterization of Lie ring isomorphisms. Recall that a map S : W → V with W, V linear spaces over a field F is called τ -linear if S is additive and S(λx) = τ (λ)Sx for all x ∈ W and λ ∈ F, where τ is a field automorphism of F. 
Moreover, if dim X = ∞, the above T is in fact an invertible bounded linear or conjugate-
For the finite dimensional case, it is clear that every nest algebra on a finite dimensional space is isomorphic to an upper triangular block matrix algebra. Let M n (F) denote the algebra of all n × n matrices over F. Recall that an upper triangular block matrix algebra T = T (n 1 , n 2 , . . . , n k ) is a subalgebra of M n (F) consisting of all n × n matrices of the form
where n 1 , n 2 , · · ·, n k are finite sequence of positive integers satisfying n 1 + n 2 + · · · + n k = n and A ij ∈ M n i ×n j (F), the space of all n i × n j matrices over F. Thus by Theorem 1.2, we get a characterization of Lie ring isomorphisms between upper triangular block matrix algebras. 
or (2) (n 1 , n 2 , . . . , n k ) = (m r , m r−1 , . . . , m 1 ), there exists an invertible block matrix T = (T ij ) k×k with T ij ∈ M n i ,n j (F) and T ij = 0 whenever i + j > k + 1, such that 
The remain part of the paper is to prove the main result Theorem 1.1 under the assumption that both X and Y are infinite-dimensional. Our approach borrow and combine some ideas developed in [11] and [12] . In Section 2 we give preliminary lemmas, some of them are also parts of the proof of the main result. Section 3 deals with the case that both (0) and X are limit points of the nest N , that is, (0) = (0) + and X − = X. The case that X − = X and X − is complemented or (0) = (0) + and (0) + is complemented is discussed in Section 4. And finally, the case that X − = X and X − is not complemented or (0) = (0) + and (0) + is not complemented is considered in Section 5.
Preliminary lemmas
In this section, we give some preliminary lemmas, definitions and symbols which are needed in other sections to prove the main result.
Let X and Y be Banach spaces over F, and let N and M be nests on X and Y . Let AlgN and AlgM be associated nest algebras, respectively. It is well known that the commutant of a nest algebra is trivial, i.e., if T ∈ B(X) and T A = AT for every operator A ∈AlgN , then T = λI for some scalar λ ∈ F. This fact will be used in this paper without any specific explanation.
In addition, the symbols ranT , ker T and rankT stand for the range, the kernel and the rank (i.e., the dimension of ranT ) of an operator T , respectively. For x ∈ X and f ∈ X * , x ⊗ f stands for the operator on X with rank not greater than 1 defined by (x ⊗ f )y = f (y)x for every y. Some times we use x, f to present the value f (x) of f at x.
The following lemma is also well known which gives a characterization of rank one operators in nest algebras. In the rest part of this paper, we assume that Φ : AlgN → AlgM is a Lie ring isomorphism.
If N contains at least one nontrivial element, by Lemma 2.2, for any nontrivial element E ∈ N , Φ(FI + J (N , E)) is a maximal commutative Lie ring ideal in AlgM. Hence there is a unique
With the symbols introduced above and by an argument similar to [12, 
By Lemma 2.3, for any A ∈ J (N , E) with nontrivial E ∈ N , there exists a unique operator
Thus we can define another map
with the property thatΦ(A) ∈ J (M,Φ(E)) and Φ(A) −Φ(A) ∈ FI for any A ∈ J (N , E). 
(2) A is the sum of a scalar and an idempotent operator with range in N if and only if
By Lemma 2.5, if P is an idempotent operator in AlgN , then Φ(P ) = Q+λ P I, where λ P ∈ F and Q is an idempotent operator in AlgM. Furthermore, if ranP ∈ N , then ranQ ∈ M. So we can define a mapΦ
byΦ(P ) = Φ(P ) − λ P I. It is easily seen thatΦ is a bijective map from E(N ) onto E(M); see [11] . Now, for any nontrivial element E ∈ N , define two sets
For any nontrivial element F ∈ M, the sets Ω 1 (M, F ) and Ω 2 (M, F ) can be analogously defined. Note that, if P ∈ Ω 1 (N , E), then one can easily check P * E ⊥ = 0; if E is not complemented, then P E = 0 ⇒ (I − P ) * E ⊥ = 0 and P * E ⊥ = 0 ⇒ (I − P )E = 0. These facts are needed in the proof of Lemma 2. Lemma 2.6. Assume that E ∈ N is nontrivial and not complemented in X.
(
, and either
The following lemma gives a characterization of complemented elements E ∈ N by the operators in J (N , E) and E(N ), which is needed to prove thatΦ preserves the complementarity.
Lemma 2.7. Assume that E ∈ N is a nontrivial element. The following statements are equivalent.
(1) E ∈ N is complemented in X.
(2) There exists some idempotent P ∈ AlgN such that [P, A] = A for any A ∈ J (N , E).
(3) There exists some idempotent P ∈ AlgN such that [P, A] = A for any rank one operators
Furthermore, we have E = ranP for P in (2) and (3).
. If E ∈ N is complemented in X, there exists an idempotent P ∈ AlgN such that ranP = E. For any A ∈ J (N , E), we have P A = A and AP = 0. Hence [P, A] = A.
(2)⇒ (3) is obvious.
(3)⇒(1). Assume that there exists some idempotent P ∈ AlgN such that [P, A] = A for any rank-1 operator A ∈ J (N , E). According to the space decomposition X = ranP + ker P , for any A ∈ J (N , E), we have
. Take any y ∈ E and any g ∈ E ⊥ . It is easy to check that y ⊗ g ∈ J (N , E). So P y⊗g = y⊗g and y⊗gP = 0. It follows that P y = y and P * g = 0 for all y ∈ E and all g ∈ E ⊥ .
Thus we get E ⊆ ranP and E ⊥ ⊆ ker P * . If E = ranP , then there exist x ∈ ranP and g ∈ E ⊥
such that x, g = 1. This leads to a contraction that 0 = x, P * g = P x, g = x, g = 1.
Hence we must have ranP = E and E is complemented in X.
Lemma 2.8. Non-trivial element E ∈ N is complemented in X with ranP = E if and only ifΦ(E) is complemented in Y with ranΦ(P ) =Φ(E). Here P ∈ AlgN is an idempotent.
Proof. It is clear that Φ −1 =Φ −1 . So we need only to show thatΦ(E) is complemented in Y whenever E ∈ N is complemented in X. Indeed, if E ∈ N is complemented, by Lemma for all rank-1 operators B ∈ J (M,Φ(E)). By Lemma 2.7 again,Φ(E) is complemented in Y with ranΦ(P ) =Φ(E).
The following lemma is obvious.
Lemma 2.9. Φ(FI) = FI.
Finally, we give a lemma, which is needed to prove our main result. Let E and F be subspaces of X and X * , respectively. Denote by E ⊗ F the set {x ⊗ f :
Lemma 2.10 can be proved by a similar approach as that in [2] and we omit its proof here.
Since the "if" part of Theorem 1.1 is obvious, we need only to check the "only if" part. So, in the rest sections we always assume that N is nontrivial. Thus M is also nontrivial by Lemma 2.3. We shall complete the proof of Theorem 1.1 by considering several cases according to the situations of (0) + and X − , which will be dealt with separably in Sections 3-5.
3. The case that (0) + = (0) and X − = X In this section, we deal with the case that both (0) and X are limit points of N , i.e., 
It follows from the injectivity of Φ that A(x ⊗ f )B = 0, which implies A(x ⊗ f ) = 0 or
IfΦ is order-reversing, we haveΦ
which yields that either B(x ⊗ f ) = 0 or (x ⊗ f )A = 0. By a similar argument to that of the above, one can obtain a contradiction.
Therefore, we must have rankΦ(x ⊗ f ) = rankR = 1.
Proof of Theorem 1.1 for the case that (0) = (0) + and X − = X. By Lemma 3.1, Lemma 2.9 and the bijectivity ofΦ, we have proved that, for every nontrivial element E ∈ N , Φ(FI + E ⊗ E ⊥ ) = FI +Φ(E) ⊗Φ(E) ⊥ . So, by Lemma 2.10, there exists a ring automorphism τ E : F → F and a map γ E : E ⊗ E ⊥ → F such that either
holds for all x ∈ E and f ∈ E ⊥ , where
It is easily checked that, if there is a nontrivial E 0 ∈ N such that Eq.(3.1) holds, then
Eq.(3.1) holds for any nontrivial E ∈ N ; If there is a nontrivial E 0 ∈ N such that Eq.(3.2)
holds, then Eq.(3.1) holds for any nontrivial E ∈ N .
Assume that Eq.(3.1) holds for a nontrivial E ∈ N . Then, for any N ∈ N , any x ∈ E ∩ N and any f ∈ N ⊥ ∩ E ⊥ , we have
Since rankI = ∞, the above equation
This entails that there exists an automorphism τ : F → F so that τ N = τ E = τ for any N, E ∈ N , and if N ⊂ E, then there exists a scalar α EN such that
It is obvious that {C N : N = (0), X} and
Thus there exist bijective τ -linear maps C :
By now, we have shown that, there exist bijective τ -linear maps C :
Therefore, for any A ∈ AlgN , any x ∈ N and any f ∈ N ⊥ , by Eq.(3.3), we have
Combining the above two equations and noting that I is of infinite-rank, one obtains that where Ψ is a ring anti-isomorphism and h is an additive functional.
This completes the proof of Theorem 1.1 for the case that (0) + = (0) and X − = X.
4.
The case X − = X and X − is complemented or (0) + = 0 and (0) + is complemented
We give only the proof in detail for the case that X − = X and X − is complemented. The case that (0) = (0) + and (0) + is complemented in X can be dealt with similarly.
Proof of Theorem 1.1 for the case that X − = X and X − is complemented in X.
Assume that X − = X and X − is complemented in X.
Since X − is complemented, there exists an idempotent P 0 ∈ AlgN such that ranP 0 = X − .
WithΦ as in Eq.(2.4) and by a similar argument to that in the proof of [11, Theorem 3.1], one can show that there exist an idempotent operator Q 0 and a scalar λ P 0 such that Φ(P 0 ) = Q 0 + λ P 0 I with Q 0 =Φ(P 0 ), ranQ 0 ∈ M and the following statements hold:
(a) If there is an idempotent P 1 ∈ AlgN such that P 1 < P 0 andΦ(P 1 ) < Q 0 (or P 1 > P 0 andΦ(P 1 ) > Q 0 ), then for any P ∈ AlgN , P < P 0 ⇒Φ(P ) < Q 0 and P > P 0 ⇒Φ(P ) > Q 0 .
(b) If there is an idempotent P 1 ∈ AlgN such that P 1 < P 0 andΦ(P 1 ) > Q 0 (or P 1 > P 0 andΦ(P 1 ) < Q 0 ), then for any P ∈ AlgN , P < P 0 ⇒Φ(P ) > Q 0 and P > P 0 ⇒Φ(P ) < Q 0 . 
and AlgM = B 11+ B 12+ B 22 .
We will prove Claim 4.1 by several steps.
Step 1. Φ(A 12 ) = B 12 .
The proof is the same as that of [11, Lemma 2.8].
Step 2. Φ(A ii ) ⊆ B ii + FI, i = 1, 2.
For any A 11 ∈ A 11 , denote Φ(A 11 ) = S 11 + S 12 + S 22 , where S ij ∈ B ij . Then
which implies that S 12 = 0. Let P ∈ A 22 be any idempotent with P = I − P 0 . It is clear that P < (I − P 0 ). Then I − P > P 0 . As Φ meets (a), we haveΦ(I − P ) > Q 0 , that is, By imitating the proof of [11, Lemmas 2.14], one can show that Φ ′ : AlgN → (AlgM) * is a Lie multiplicative bijective map. Since, for any nontrivial idempotent operator P ∈ AlgN , Φ(P ) =Φ(P ) + λ P I for some λ P ∈ C, we have Φ ′ (P ) = −Φ(P ) * − λ P I. Now define a map
* byΦ ′ (P ) = I −Φ(P ) * for all idempotents P . Since Φ satisfies (b), for any nonzero idempotent P 1 ∈ AlgN , if P 1 < P 0 , we haveΦ ′ (P 1 ) = I −Φ(P 1 ) * < I −Φ(P 0 ) * = Φ ′ (P 0 ); if P 1 > P 0 , we haveΦ ′ (P 1 ) = I −Φ(P 1 ) * > I −Φ(P 0 ) * =Φ ′ (P 0 ). Hence Φ ′ satisfies (a).
Note that M ⊥ = {M ⊥ : M ∈ M} is a nest on Y * . Since ranQ 0 ∈ M, we have ker Q * 0 = (ranQ 0 ) ⊥ ∈ M ⊥ , and so ran(I − Q * 0 ) ∈ M ⊥ . With respect to the decomposition Y * = ran(I − Step 2. Φ ′ (A ii ) ⊆ B * jj + FI, i, j = 1, 2 and i = j. For any A 11 ∈ A 11 , write Φ ′ (A 11 ) = S * 22 + S * 12 + S * 11 , where S ij ∈ B ij . Then
which implies that S * 12 = 0. Let P ∈ A 22 be any idempotent with P < I −P 0 . As Φ ′ satisfies (a), we have Φ ′ (P ) < Φ ′ (I −
Since P is arbitrary, we see that S * 11 commutes with every idempotent in B * 11 , which implies that S 11 commutes with every idempotent in B 11 . Noting that B 11 = B(ker Q 0 ) in this case, so we must have S 11 ∈ FI ker Q 0 . By the arbitrariness of A 11 we obtain that Φ ′ (A 11 ) ⊆ B * 22 + FI. Similarly, one can show that, for any A 22 ∈ A 22 , Φ ′ (A 22 ) = T * 22 + T * 11 , where T 22 commutes with every idempotent in B 22 . Taking any B 22 ∈ B 22 , by the surjectivity of Φ ′ , there exists some A 0 ∈ AlgN such that Φ ′ (A 0 ) = B * 22 . Furthermore, A 0 = A 11 + λI for some A 11 ∈ A 11 and some scalar λ. Then 
which yields Φ(A) = −Ψ(A) + h(A) for every A ∈ AlgN . This completes the proof of Claim
4.2.
By Claim 4.1 and Claim 4.2, Theorem 1.1 holds for the case that X − = X and X − is complemented in X.
5.
The case that X − = X and X − is not complemented or (0) = (0) + and (0) + is not complemented
In this section, we deal with the case that X − = X and X − is not complemented or (0) = (0) + and (0) + is not complemented. Here we borrow some ideas developed in [12] .
Note that, not like [12] , we do not assume that all non-trivial elements in the nests are not complemented. Also, we give only the detail of our proof for the case that X − = X and X − is not complemented in X. The other case can be checked similarly.
Assume that X − = X and X − is not complemented in X. 
The following lemma is crucial for our purpose.
Lemma 5.1. Assume that (0) < X − < X and X − is not complemented. The following statements are true:
and there exists a ring automorphism
τ : F → F, a map γ : X ⊗ X ⊥ − → F, bijective τ -linear maps C : X → Y and D : X ⊥ − → Y ⊥ − such that Φ(x ⊗ f ) = γ(x, f )I + Cx ⊗ Df holds for all x ∈ X and f ∈ X ⊥ − . (2) IfΦ(Ω 1 (N , X − )) ⊆ I − Ω 2 (N ,Φ(X − )), then Φ(FI + X ⊗ X ⊥ − ) = FI + (0) + ⊗ Y * ,
holds for all x ∈ X and f ∈ X ⊥ − . To prove Lemma 5.1, we consider two cases, that is, the case that N has at least two nontrivial elements and the case that N has only one nontrivial element. These will be done by Lemma 5.3 and Lemma 5.4, respectively.
We first consider the case that N has at least two nontrivial elements.
The following lemma is crucial for the proof of Lemma 5.3. 
and only ifΦ is order-preserving.
and only ifΦ is order-reversing.
Proof. By Lemma 2.6, it suffices to show thatΦ(
Since N has at least two nontrivial elements, we may take a nontrivial element E ∈ N such that E < X − . If, on the contrary,Φ is orderreversing, then we haveΦ(E) >Φ(X − ). Fix an idempotent P ∈ Ω 1 (N , X − ). Then we
. By the definition ofΦ, we have C 1 ∈ J (N , X − ) and C 2 ∈ J (N , E).
For any y 1 ∈Φ(X − ), y 2 ∈Φ(E) and any g 1 ∈Φ(X − ) ⊥ , g 2 ∈Φ(E) ⊥ , it is obvious that
Choose y 2 ∈Φ(E) and g 1 ∈Φ(X − ) ⊥ such that y 2 , g 1 = 0. Eq.(5.1) implies that there exists some scalar λ g 2 such thatΦ(P ) * g 2 = λ g 2 g 2 for each g 2 ∈Φ(E) ⊥ . It follows that there is a scalar λ such thatΦ(P ) * g 2 = λg 2 for all g 2 ∈Φ(E) ⊥ . SinceΦ(P ) * is an idempotent, either λ = 0 or λ = 1.
If λ = 0, thenΦ(P ) * Φ (E) ⊥ = {0} and Eq.(5.1) yields Φ (P )y 2 , g 1 = 0 for all y 2 ∈ Φ(E) and
This implies that (I −Φ(P )) * Φ (X − ) ⊥ ⊆Φ(E) ⊥ , and so
This, together with the factΦ(P )Φ(X − ) = {0} entails ranΦ(P ) =Φ(X − ), a contradiction.
HenceΦ is order-preserving.
Similarly, one can show thatΦ is order-reversing ifΦ(Ω 1 (N , X − )) ⊆ I − Ω 2 (N ,X − ).
Lemma 5.3. Assume that N has at least two nontrivial elements and (0) < X − < X is not complemented in X. Then for any x ∈ X and f ∈ X ⊥ − , Φ(x ⊗ f ) is the sum of a scalar and a rank one operator. Moreover, the statement (1) and (2) Proof. We will complete the proof of the lemma by considering three cases.
We show that R is of rank one. Assume on the contrary that rankR ≥ 2.
We will induce contradiction by considering two subcases. 
as M has at least two nontrivial elements. By Lemma 2.8, M is not complemented and thus infinite-dimensional. So, there is a vector z ∈ M and a functional g ∈ Y * such that g(Ru) = 0 and g(z) = g(Rv) = 1. Let A =Φ −1 (z ⊗g). As z ⊗g ∈ Ω 2 (M, M ), we have A ∈ Ω 2 (N , (0) + ) by Lemma 2.6(3). It follows that A * Φ−1 (M ) ⊥ = {0}. Now by calculating Φ(A(x ⊗ f )B) in the same way as the above, one can get a contradiction.
So in the case thatΦ is order-preserving, R is of rank one.
By Lemma 5.1(ii), in this caseΦ is order-reversing. So, we have (0) 
If Y − < Y , there are two vectors u, v ∈ Y such that Ru and Rv are linearly independent. If u, v ∈ Y − , we take h ∈ Y ⊥ − and let B = Φ −1 (u⊗h). Then B ∈ J (N ,Φ −1 (Y − )). Choose g ∈ Y * such that g(Ru) = 0 and g(Rv) = 1. Let z ∈Φ(X − ) and A =Φ −1 (z ⊗ g). By Lemma 2.6(2), I − A ∈ Ω 1 (N , X − ). Still, by assumption, we haveΦ(X − ) < Y − , and soΦ −1 (Y − ) < X − . Thus by a similar argument to that in the preceding paragraph, one can get a contradiction. So we can assume that u ∈ Y − . Take h ∈ Y ⊥ − such that h(u) = 1 and let B =Φ −1 (u ⊗ h). Then I − B ∈ Ω 2 (N ,Φ −1 (Y − )) by Lemma 5.2(ii). In addition, there exists some g ∈ Y * such that g(Ru) = 0 and g(Rv) = 1. Let z = Rv and A =Φ −1 (z ⊗ g). Then, as z ∈Φ(X − ) = (0) + , we see that z ⊗ g ∈ Ω 2 (M, (0) + ) and, by Lemma 2.6 and Lemma 5.2, I − A ∈ Ω 1 (N , X − ).
Hence rankR = 1 and Φ(x ⊗ f ) is the sum of a scalar and a rank one operator, that is, the lemma is true for the case that x ∈ X − and f ∈ X ⊥ − . Moreover,
Case 2. x ∈ X \ X − and f ∈ X ⊥ − with x, f = 1.
For the seek of convenience, writẽ P =Φ(P ) and X − =Φ(X − ). Then Φ(P ) −P ∈ FI and it suffices to show thatP is the sum of a scalar and a rank-1 idempotent operator.
In this subcaseΦ is order-preserving by Lemma 5.2(i), and hence X − = Y − . Note that Φ(FI) = FI by Lemma 2.9. So, applying the fact proved in Case 1, we have Φ(
Thus it follows from Lemma 2.10 that there exists a ring automorphism τ : F → F and a map γ : 
which imply Dg ⊗P * Cy = DP * g ⊗ Cy for all y ∈ X − and g ∈ X ⊥ − . Thus there exists some scalar λ such that
. Since P is of rank one, we see that D| X ⊥ − is also of rank one, but this is impossible as X ⊥ − is infinite-dimensional. So Eq.(5.2) holds. Then, for any y ∈ X − and g ∈ X ⊥ − , we have
It follows that Cy ⊗P * Dg = γ(y, P * g)I + Cy ⊗ DP * g holds for all y ∈ X − and g ∈ X ⊥ − . Since I is of infinite rank, we have γ(y, P * g) = 0, and Cy ⊗P * Dg = Cy ⊗ DP * g. SoP * Dg = DP * g for all g ∈ X ⊥ − . Since P is of rank one, it follows that the restriction ofP * to Y ⊥ − is of rank one. Note thatP
SoP * is of rank one, which implies thatP is also of rank one, as desired.
By Lemma 5.2(ii),Φ is order-reversing, and X − = (0) + . Applying the fact proved in Case
Thus, by Lemma 2.10 again, there exists a ring automorphism τ : F → F and a map γ : for all y ∈ X − and g ∈ X ⊥ − . Since P is of rank one, we get D is also of rank one, which is impossible. So we must have that Eq.(5.5) holds. By calculating Φ([y ⊗ g, P ]), one can get (I −P )Dg = DP * g for all f ∈ X ⊥ − , which implies that the restriction of I −P to (0) + is of rank one. So I −P is of rank one andP is the sum of a scalar and a rank one operator, as desired.
Summing up, we have proved that Φ(x ⊗ f ) = Φ(P ) is the sum of a scalar and a rank one
Case 3. x ∈ X \ X − and f ∈ X ⊥ − . Now assume that x ∈ X \ X − and f ∈ X ⊥ − . We need still consider two subcases. Subcase 3.1. x, f = λ = 0.
Let P = λ −1 x ⊗ f . Then the rank-one idempotent P ∈ Ω 1 (N , X − ) and x ⊗ f = λP. Writẽ P =Φ(P ). By what proved in Case 2,P is a rank-1 idempotent. It follows that τ (λ)Cy ⊗P * Dg = Cy ⊗ Φ(λP ) * Dg − Φ(λP )Cy ⊗ Dg, that is,
Since C is bijective, there exists some scalar α such that τ (λ)P * Dg − Φ(λP ) * Dg = αDg for is of rank one. So Φ(λP ) = Φ(λP ) −ᾱI is the sum of a scalar and a rank one operator.
We claim that Eq.(5.3) can not occur. If, on the contrary, Eq.(5.3) holds, then for any y ∈ X − and g ∈ X ⊥ − , we have
It follows that Dg ⊗ Φ(λP ) * Cy = (Φ(λP )Dg + τ (λ)D(P * g)) ⊗ Cy for all y ∈ X − and g ∈ X ⊥ − . So there exists some scalar γ such that Φ(λP ) * Cy = γCy, which implies Φ(λP ) In this case, take x 1 ∈ X such that x 1 , f = 1 and let x 2 = x − 2x 1 , x 3 = x − x 1 . Then
is the sum of a scalar and a rank one operator. So we can assume Φ(
Since I is of infinite rank, we must have u 1 ⊗ h 1 + u 2 ⊗ h 2 = u 3 ⊗ h 3 . This forces that {u 1 , u 3 } or {h 1 , h 3 } is a linearly dependent set. So u 1 ⊗ h 1 + u 3 ⊗ h 3 is of rank one. Thus
is the sum of a scalar and a rank one operator.
Combining Cases 1-3 and the bijectivity of Φ, we have shown that 
2). We remak here that, since N only contains one nontrivial element, Lemma 5.2 and Lemma 2.6(3) are not applicable. Similar to the proof of Lemma 5.3, we consider three cases. Case 1. x ∈ X − and f ∈ X ⊥ − .
In this case, x ⊗ f ∈ J (N , X − ). We'll prove rankR = 1. Assume on the contrary that rankR ≥ 2. Then there are two vectors u, v ∈ Y \ Y − such that Ru and Rv are linearly
There is a vector z ∈ Y − and a functional g ∈ Y * such that g(Ru) = 0 and g(z) = g(Rv) = 1. Let A =Φ −1 (z ⊗ g) and B =Φ −1 (u ⊗ h). Case 2. x ∈ X \ X − and f ∈ X ⊥ − with x, f = 1. In this case P = x ⊗ f ∈ Ω 1 (N , X − ). WriteP =Φ(P ). By Case 1 and Lemma 2.9, we have 
Thus, for any y ∈ Y and any g ∈ Y ⊥ − , we have
Since I is of infinite rank, the above two equations yields Cy ⊗P * Dg = Cy ⊗ DP * g, and sõ P * Dg = DP * g for all g ∈ X ⊥ − . Since P is of rank one, the restriction ofP
SoP * is of rank one, which implies thatP is also of rank one. Hence Φ(P ) is the sum of a scalar and a rank one operator. The above two equations yield (I −P )Cy ⊗ Dg = Cy ⊗ DP * g for all y ∈ X − and g ∈ X ⊥ − , and hence D and DP * are linearly dependent. Since P is of rank one, D is also of rank one, which is impossible as X ⊥ − is infinite-dimensional. Therefore, this case can not occur. Similarly, if Eq.(5.9) holds, one can show that
is the sum of a scalar and a rank one operator. Then there exists a rank-one idempotent P ∈ Ω 1 (N , X − ) such that x ⊗ f = λP. Writẽ P =Φ(P ). By Case 2,P is a rank-1 idempotent.
Assume that Eq. 
It follows that
Cy ⊗ (τ (λ)P * Dg − Φ(λP ) * Dg) = −Φ(λP )Cy ⊗ Dg for all y ∈ X − and g ∈ X ⊥ − .
Hence there exists some scalar α such that τ (λ)P * Dg − Φ(λP ) * Dg = αDg for all g ∈ X ⊥ − , which implies that (Φ(λP ) This completes the proof of Theorem 1.1 for the case that (0) < X − < X and X − is not complemented.
The proof of Theorem 1.1 for the case that (0) < (0) + < X and (0) + is not complemented is similar and we omit it here. Now, combining Sections 3-5, the proof of Theorem 1.1 is finished.
