Bounds on Slow Roll at the Boundary of the Landscape by Garg, Sumit K. et al.
CHEP XXXXX
Bounds on Slow Roll at the Boundary of the Landscape
Sumit K. GARGa,∗ Chethan KRISHNANb,† M. Zaid ZAZc ‡
a Department of Physics,
CMR University, Bengaluru 562149, India
b Center for High Energy Physics,
Indian Institute of Science, Bangalore 560012, India
c International Center for Theoretical Sciences,
Tata Institute of Fundamental Research, Bangalore 560089, India
Abstract
We present strong evidence that the tree level slow roll bounds of arXiv:1807.05193 and
arXiv:1810.05506 are valid, even when the tachyon has overlap with the volume of the cycle
wrapped by the orientifold. This extends our previous results in the volume-dilaton subspace
to a semi-universal modulus. Emboldened by this and other observations, we investigate
what it means to have a bound on (generalized) slow roll in a multi-field landscape. We argue
that for any point φ0 in an N -dimensional field space with V (φ0) > 0, there exists a path of
monotonically decreasing potential energy to a point φ1 within a path length . O(1), such
that
√
N ln V (φ1)
V (φ0)
. −O(1). The previous de Sitter swampland bounds are specific ways to
realize this stringent non-local constraint on field space, but we show that it also incorporates
(for example) the scenario where both slow roll parameters are intermediate-valued and the
Universe undergoes a small number of e-folds, as in the Type IIA set up of arXiv:1310.8300.
Our observations are in the context of tree level constructions, so we take the conservative
viewpoint that it is a characterization of the classical "boundary" of the string landscape.
To emphasize this, we argue that these bounds can be viewed as a type of Dine-Seiberg
statement.
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1 De Sitter Denialism at the Boundary of the Landscape
Fully explicit and controllable (meta-)stable de Sitter vacua in string theory have been a
challenge to construct [1, 2, 4, 3, 5], with various moving parts that have raised controversy.
Based on this, it has recently been conjectured that it is impossible to realize slow roll1 in
string theory [6, 7]. In this paper, we will strengthen the evidence for some of these claims,
and seek a broader context in which to view them. We start by emphasizing that all the
evidence from string theory for these and previous de Sitter Swampland bounds are found
in the context of tree level string/M-theory with singular sources. Therefore in this paper,
we will conservatively view our observations as statements about the classical “boundary"
of the string landscape. The reader can decide whether he/she would like to view these as
evidence for the absence of de Sitter in all of string theory or merely as a characterization
of the boundary of the landscape.
Before we proceed, let us state some of our prejudices. We do not find it immediately
problematic that quantum corrections seem always necessary for constructing de Sitter vacua
in string theory. As has often been emphasized, if we turn off quantum corrections, atoms
also do not exist2. One way to think about this is to notice an old result by Farhi and Guth
[8], where they showed that de Sitter cannot emerge classically (ie., without a singularity)
in an asymptotically flat space due to Penrose’s singularity theorem3. This statement is
independent of string theory, so it is unsurprising4 that classical string constructions do
not find de Sitter. The non-trivial question in our view, is to know whether a consistent de
Sitter space can exist at all in a quantum theory. If we have independent reasons (other than
string constructions or lack thereof) to believe that de Sitter can exist or not in a quantum
theory, then that would clarify things quite a bit. What is worrisome in our view is not
that de Sitter seems to require quantum effects in string theory, but that whenever things
1Unless otherwise explicitly stated, by “slow roll" we will always mean what is sometimes referred to as
“potential slow roll” defined via the V and ηV parameters of the potential. We will say more about the
precise notion of slow roll we are trying to capture, in later sections.
2A fact that is often not emphasized however is that because of dualities in string theory, the statement
about de Sitter is in fact stronger. The classical limit in one duality frame contains the quantum effects
in another. However we do not believe this significantly alters the punchline, because if one requires finite
quantum corrections in one duality frame to get de Sitter, that fact remains invariant under dualities.
3Perhaps unsurprising because unlike flat space and Anti-de Sitter, de Sitter does not have a spatial
asymptotic region.
4Let us emphasize however that we are not aware of a general a-priori argument in the literature, that tree
level constructions cannot lead to parametrically controlled de Sitter vacua. The fact that a huge amount of
effort has been invested into this, and yet so far there is not a single de Sitter vacuum that is parametrically
controlled, nor a general a-priori understanding of what might be the problem, is striking. The suggestion
that this is not a problem because these are tree level constructions, is somewhat cavalier: why then has
there been a large number of papers trying to look for precisely such vacua?
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are explicitly calculable, a sufficiently stable (quasi-)de Sitter space seems to slip through
our hands in string theory. To be fair however, typically such fully calculable constructions
use only tree level ingredients, even though there does exist one No-Go theorem that we are
aware of which forbids de Sitter even with a certain limited class of quantum corrections [9].
Given these facts, what we hope can emerge out of the current discussion is a clear
a-priori statement about what kind of effects are necessary to produce de Sitter, if at all
it is possible to do that in string theory. A conservative starting point to think about the
present situation is that de Sitter can only be found deep inside the thick of the moduli space
[10, 11], and not at the boundary, and we would like to know what precisely characterizes this
boundary5. To do this, it could be useful to sharpen the conjectures of [6, 7] as much as we
can, and this is one of our motivations in the present paper. We expect that our statements
should hold for either all UV complete theories (in which case a de Sitter vacuum is ruled
out in string theory) or at the very least for those UV complete theories that are at the
classical limit of the moduli space (in which case de Sitter could exist in the interior, and
our approach is useful for charting out the boundary of the landscape).
In particular, in this paper we will generalize the conjectures of [6, 7], and formulate a
statement that we suspect is consistent with all known tree level constructions with sources
in string/M-theory. We will start by reviewing the bound in [7] and discussing the directions
in which it will be developed in this paper.
Comment Added: While this paper was in its final stages, [44] appeared. The “Refined
de Sitter Conjecture” of that paper is identical to the statement in the abstract of [7] “that
V need not necessarily be O(1) if ηV . −O(1) holds”. This slow roll bound is the starting
point of the present paper, and among other things, we will further generalize it. We will
discuss situations where the above bound is in tension, but the generalized bound holds
without qualifications.
1.1 Slow Roll Bounds
The statement of [6] (see also [12]) is a statement about the (magnitude of the) slope of the
potential. For positive values of the potential, it implies that at any point in the landscape,
one should expect the magnitude of the slope of the potential to be about equal or bigger
than the value of the potential itself, measured in Planck units. The argument generalizes
previous No-Go statements in the literature [13] into a general principle.
As it stands however, this statement has counter-examples [14, 7] in tree level type II
5This is to be compared to how classical physics can be viewed as the ~ → 0 boundary of the semi-
infinite line ~ ∈ [0,∞). One can make ~ dimensionless if one wants by considering a one-parameter family
of solutions.
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flux compactifications, where solutions with zero slope at positive values of the potential
have already been constructed (see, eg., [15]). However, all such type II de Sitter solutions
have at least one tachyonic direction [15, 2], and in fact general arguments have been raised
in [16, 17] to show that in wide classes of such potential de Sitter solutions, tachyons are
inevitable. In other words, one is left with the impression that these solutions violate the
letter, but not the spirit, of the bound proposed by [6]. Is there a way to make this intuition
precise? In other words, is there a plausible variation of the conjecture in [6] which could
successfully incorporate these “counter-examples"?
The main idea presented in [7] was that both these questions are naturally answered, if
one views the bound as an O(1) bound on slow roll. In particular, it was suggested that in
situations where the first slow roll parameter V is zero (or very close to zero), the second slow
roll parameter ηV must be . −O(1). Indeed, by a systematic analysis that took advantage
of the scaling behavior of the potential terms, it was shown in [7] that the classes of tachyons
found in [16, 17] all satisfy such an O(1) bound. It was also pointed out there that the
masses of all the listed tachyons in explicit string theory constructions in the literature, also
satisfy such a bound6.
One point that was left unaddressed in [7] was that the discussion there was largely limited
to the case where the tachyon was in a certain universal subspace of the moduli space. This
was the subspace spanned by the dilaton and the volume modulus of the compact manifold.
If the tachyon falls in that subspace, the bounds are powerful as was shown in [7], but if
the tachyon is not in that subspace, the entire discussion is moot. This becomes especially
important because in large classes of de Sitter constructions, eg. [18], it is known that the
tachyon can actually be outside this subspace. What can be said about the bound in such
a situation? In this paper, we will address this issue for a large class of solutions listed
in [18] where the tachyon has overlap with the orientifold cycle volume, which is a semi-
universal modulus. We will present strong evidence by combining semi-analytic methods
and computerized scans that indeed, such tachyons also satisfy the bound.
While the basic idea of a slow roll bound was qualitatively stated in [7], a precise state-
ment was only given in two situations: when V is large (and the bound is satisfied as in
[6]), or when V is zero or exceedingly small and |ηV | is large (and the bound is satisfied
as in [7]). While this was sufficient for investigating the situations discussed in [7]7, it is
6There are a few papers that appeared after the appearance of [7] that note that the original [6] proposal
runs into trouble in some situations that involve a saddle or peak of the effective potential: these include
[32, 33, 34] and possibly others. These objections automatically go away when the refined bound is used.
It will be interesting to see if these phenomenology-inspired arguments can be used as evidence that these
bounds should hold beyond tree level string theory (as we tend to suggest in this paper).
7In particular, to bound the tachyon masses, one could work specifically at (or very near) the critical
point where V = 0.
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clearly beneficial to have a statement about the bound when the value of V and ηV are in
some appropriate sense, intermediate-valued. More to the point, we would like to have a
better understanding of the question: what feature of the underlying potential is the slow
roll bound capturing? In other words, is there a more elegant way to phrase the bound as a
statement about the potential and not get caught up in special cases having to do with the
sizes of V and/or ηV ? In yet other words, we wish to understand what meaning could be
attributed to a bound on slow roll in a general potential landscape. We will argue that a
natural interpretation for such a bound is as a non-local statement in field space regarding
the values of the potential. More concretely, we will argue that a landscape with a slow roll
bound is one in which for any point φ0 in field space with V (φ0) > 0, there exists a point φ1
within a field distance O(1), such that
√
N ln
V (φ1)
V (φ0)
. −O(1). (1.1)
In fact it turns out that a somewhat stronger version of this statement is what emerges
naturally from considerations of the slow roll bounds of [7]: there exists a path connecting
φ0 and such a φ1 along which the potential is monotonically decreasing. Let us emphasize
right away that our demand is not merely that the absolute value of the left hand side be
bounded8. This is because such a bound would allow de Sitter vacua, which we will view as
the slowest form of slow roll there is! We are seeking a natural way to bound slow roll away
from “slowness”, so allowing de Sitter would hardly be a promising place to start.
Note that if there is an extra demand that the potential is positive, our bound can give a
simple understanding of the smallness of the cosmological constant. There is an ever-present
way down the landscape from any point in field space, and if the potential is bounded from
below by zero, eventually it will reach arbitrarily small values of vacuum energy. But of
course, it is not very clear how to make sense of trans-Planckian field ranges, so we will not
emphasize this point.
Let us also emphasize that the question of defining a slow roll bound is not merely of
aesthetic value, it also has practical implications. Indeed, there do exist Type IIA string
constructions in the literature [19] where V ∼ 0.1 and |ηV | ∼ 0.1 simultaneously, and such
solutions exhibit a few e-folds. It is not very clear from the discussions so far in the literature
whether this is in conflict with any of the bounds. We will show by an explicit consideration
of the 4D effective potential of that set up, that the potential is indeed comfortably consistent
with the version of the bound we present in this paper. The key point, we will see, is that
unlike in other scenarios, the direction of the O(1) fall in the potential does not overlap
8Even though in the concrete examples in Type II that we discussed in a related context in [7], the
numerical value of the bound was the non-trivial part, and therefore was emphasized.
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with any of the elementary field directions9 and is in fact fairly non-trivial to find. Another
interesting feature of this class of solutions is that the field space is 14-dimensional, and we
can clearly see the relevance of the
√
N in making sure that the bound is satisfied.
Our perspective in this paper is largely quite conservative. The bounds we find are for
tree level string constructions, so we will claim the validity of the bound only at the classical
“boundary" of the string landscape10. We will in fact invoke a Dine-Seiberg like argument to
suggest that the swampland bounds should naturally arise in the perturbative limit of string
theory. A closely related question is that of parametric control in de Sitter constructions.
The idea here is that even if any given string construction of de Sitter must be at a finite value
of the string coupling due to Dine-Seiberg, there can exist parametric families of solutions
where by tuning the parameter, one can go to arbitrarily weak coupling. No one has been
able to construct such parametrically controlled de Sitter vacua in string theory, even in tree
level constructions11,12. It will be useful to have an understanding of why such families do
not seem to exist.
2 Bounding Orientifold Tachyons
In our previous paper [7] most of the discussion was in the context of the universal moduli:
the string coupling and the volume of the compact space. This enabled us to come up with
essentially analytic arguments for bounding the ηV -parameter of the tachyon when it was in
this subspace. This is elegant, but it suffers from the disadvantage that often the tachyon
has legs outside the volume-dilaton subspace.
Since de Sitter vacua necessarily require the presence of negative tension sources, a stan-
dard ingredient in de Sitter tree level constructions is an orientifold plane that wraps a cycle
in the compact manifold. The volume of this cycle is another modulus from the 4D perspec-
tive, and often the tachyon has support in that direction. In [18] this modulus was called
a semi-universal modulus. Unlike the universal moduli, it is not quite possible to treat the
orientifold cycle in absolute generality, and the form of the potential depends on various
9In more generic situations, this happens quite generically for many field directions.
10But we note that such tree level evidence has been used to argue in [6, 12] that the bounds hold more
generally in the string landscape.
11We thank Shamit Kachru for a discussion on this.
12In this context, it is worth noting the very recent effort to construct non-tachyonic tree level constructions
using anti-D branes as an ingredient [20]. The solutions found so far in this class do not live in parametric
families that continue to weak coupling. Even if one were to hope that this situation will change in the
future, there is another problem. When the system becomes classical, the possibility arises that the brane-
flux annihilation [21, 22, 23] will become un-suppressed, and that it will become unstable. We thank Thomas
Van Riet and Timm Wrase for discussions on related points.
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details of the compactification. So what we will do instead here is to consider a specific class
of tachyonic de Sitter solutions found in [18] for compactification on an SU(3) structure
manifold, and investigate whether they satisfy the bound. We present a scatter plot of the
ηV parameters of all the candidate solutions in the figure: the very striking “wall" in the
figure which they never cross, is a strong suggestion that the bound holds. The (numerical)
strategy that we adopt to make our case is somewhat simplistic at some points, so we will
emphasize them as they arise. Despite these assumptions we make, we believe that the fact
that we find a wall is suggestive. But we should emphasize that our result should really be
viewed as a type of genericity argument that the bound should hold for these tachyons, and
not as a rigorous proof.
The set up we will look at in detail is that of massive Type IIA on SU(2) × SU(2)
containing four intersecting space-filling O6 planes [18]. The effective potential of the 4D
theory can be expressed in terms of the Kahler potential
K = − log(z1 + z¯1)− 3 log(z2 + z¯2)− 3 log(t+ t¯) + 5 log 2 (2.1)
and superpotential
W = it3 + 3t(t+ z1 + z2)− iλ(z1 − 3z2), (2.2)
where λ is a (mostly) free real parameter from the 4D perspective. In writing the superpo-
tential we have fixed what we believe is a small typo in [18]. We are also taking the following
definitions for the real fields in terms of the holomorphic variables as
t = ρ+ ib, z1 = τσ
−9/2 + ic1, z2 = τσ3/2 + ic2 (2.3)
which also fixes a sign in [18]. Without these corrections, we are unable to reproduce the
potentials and various other intermediate expressions that they present. Note further that
the corrected superpotential still has the form of an S-T-U supergravity with linear terms
for S and T fields (even though they are named differently here), which is expected in this
class of flux compactifications.
The effective potential one gets from the Kahler potential and superpotential contains c1
and c2 but they can be explicitly and algebraically solved away. This is a major simplification.
Plugging them back in to the potential, we get the four dimensional effective potential that
we will use in the form presented in [18]:
Veff = V0 + V2 + VR + VO6 + VH
=
ρ3
τ 4
+
{
3b2ρ
τ 4
+
3ρ
τ 4
− 6bρ
τ 4
}
+
{
3
ρτ 2σ9
− 12
ρτ 2σ3
− 3σ
3
ρτ 2
}
+
{
2(λ− 3)
τ 3σ9/2
− 6(λ+ 1)σ
3/2
τ 3
}
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+{
λ2
ρ3τ 2σ9
+
9b2
ρ3τ 2σ9
− 6λb
ρ3τ 2σ9
+
3λ2σ3
ρ3τ 2
+
3b2σ3
ρ3τ 2
+
6λbσ3
ρ3τ 2
}
= V0 + V
(1)
2 + V
(2)
2 − V (3)2 + V (1)R − V (2)R − V (3)R + (λ− 3)V (1)O6 − (λ+ 1)V (2)O6 +
+ λ2V
(1)
H + V
(2)
H − λV (3)H + λ2V (4)H + V (5)H + λV (6)H (2.4)
Our first simplifying choice is that in the following we will work with this potential, and not
the one containing the RR-axions c1 and c2. As already emphasized, our approach should
be viewed as trying to find evidence for the bound, and not as proof13.
We define as in [7] quantities
ρˆ ∝ ln ρ, τˆ ∝ ln τ, bˆ ∝ ln b, σˆ ∝ lnσ (2.5)
. The de Sitter critical points are determined by the conditions
−∂Veff
∂ρˆ
= 3VH + VR − 3V0 − V2 = 0 (2.6)
−∂Veff
∂τˆ
= 2VH + 2VR + 3VO6 + 4V0 + 4V2 = 0 (2.7)
−∂Veff
∂bˆ
= V
(3)
2 − 2V (1)2 − 2V (2)H + λV (3)H − 2V (5)H − λV (6)H = 0 (2.8)
−∂Veff
∂σˆ
= 9V
(1)
R − 3V (2)R + 3V (3)R +
9
2
(λ− 3)V (1)O6 +
3
2
(λ+ 1)V
(2)
O6 + 9λ
2V
(1)
H + 9V
(2)
H − 9λV (3)H
− 3λ2V (4)H − 3V (5)H − 3λV (6)H = 0 (2.9)
It is difficult to solve these equations directly on a computer, so instead we will use a scanning
strategy. So first we solve the above equations as follows:
• V0 = −V (1)R − 16V (2)R − 43V (3)R + 73V (5)H + 73λV (6)H − (λ−3)2 V (1)O6 − 23(λ+ 1)V (2)O6 + 73λ2V (4)H
• V (1)2 = V (1)R − 13V (2)R + 13V (3)R + 12V (3)2 − 43V (5)H − λ2V (3)H − 56λV (6)H + (λ−3)2 V (1)O6 + 16(λ+1)V (2)O6 +
λ2V
(1)
H − λ
2
3
V
(4)
H
13Note that critical points are unaffected by this switch between potentials. This is what makes our
approach plausible. The second derivatives however are affected, but since we are trying to bound the most
negative eigendirection of the second derivative, if we do find a bound (and we will!) in the reduced potential,
we find it reasonable to read that as evidence for such a bound in the un-reduced potential as well. A related
issue is that once we go to the reduced potential, we lose our control on the precise form of the Kahler kinetic
terms. But these again do not affect the location of the critical points, and as far as the second derivatives
are considered, these factors are roughly O(1) numbers in the ranges of field values that we will work with,
and unless there is a conspiracy, we expect them to not change the qualitative fact that a bound exists. This
is indeed what we find.
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Figure 1: Scatter plot of solution space showing the bound “wall" close to a −O(1) value.
• V (2)2 = 56V (2)R + 53V (3)R + 12V (3)2 − 53V (5)H + λ2V (3)H − 136 λV (6)H − (λ−3)2 V (1)O6 + 43(λ + 1)V (2)O6 −
λ2V
(1)
H − 83λ2V (4)H
• V (2)H = −V (1)R + 13V (2)R − 13V (3)R + 13V (5)H + λV (3)H + 13λV (6)H − (λ−3)2 V (1)O6 − 16(λ + 1)V (2)O6 −
λ2V
(1)
H +
1
3
λ2V
(4)
H
Now the left-hand sides of these equations can also be described directly in terms of the
basic fields, ρ, τ, σ and b. We call these alternatively defined (but identical) quantities as
V
′
0 =
ρ3
τ 4
, V
(1
′
)
2 =
3b2ρ
τ 4
, V
(2
′
)
2 =
3ρ
τ 4
, V
(2
′
)
H =
9b2
ρ3τ 2σ9
(2.10)
We then define
x0 = |V0 − V
′
0
V0 + V
′
0
|, x21 = |V
(1)
2 − V (1
′
)
2
V
(1)
2 + V
(1′ )
2
|, x22 = |V
(2)
2 − V (2
′
)
2
V
(2)
2 + V
(2′ )
2
|, xH2 = |V
(2)
H − V (2
′
)
H
V
(2)
H + V
(2′ )
H
| (2.11)
To solve for the critical value, we scan the parameter space of λ ∈ [−10, 10], ρ, b ∈ [0, 2.5],
σ ∈ [0, 1.5] and τ ∈ [0, 0.5] while demanding V0, V (1)2 , V (2)2 , V (2)H > 0 and
x0, x21, x22, xH2 ≤ ∆ ≡ 0.05. (2.12)
9
Note that our resolution for calling a solution a solution is not too high, but this is enough
to establish that these (potential) solutions satisfy the bound we wish to establish. In
particular, note that these conditions on the x’s is merely a necessary condition for the
existence of critical points: it is only in the limit that the resolution ∆ goes to zero, that
it becomes identical to the criticality condition, elsewhere, it may not be close to it. But
we find that these necessary conditions are quite useful: if ∆ is too large the bound is not
satisfied, but as we make the value of ∆ smaller and smaller, a bound slowly emerges. the
plot we present here is for the value ∆ = 0.05. The correct way to think about our approach
is as a specific one-parameter (∆) generalization (2.12) of the critical point condition: the
striking thing is that we find evidence for the bound-wall even in this weaker context.
Once we find these candidate solutions, we evaluate the minimum eigenvalues of the
second derivative matrix of the potential. To do this without much hassle in the scan, it is
somewhat useful to express the second derivatives in terms of the potential pieces themselves
using the homogeneity properties of these pieces, and we collect the result in an Appendix.
Note that at a critical point, the inhomogeneous piece in the covariant derivatives do not
contribute, so we can self-consistently drop them since we are only looking for necessary
conditions for the existence of the bound in this approach. The net result is that we get a
scatter plot of the (possible) solutions, which we plot in the figure. In the plot, the x-axis
is the ηV , the y-axis is unimportant, and it is evident that the solutions do not cross a
“wall" to the left of the origin. This happens at14 about ηV ≈ −10. The value could change
by a numerical factor of O(1), if we were more careful with the pre-factors in (2.5) which
lead to canonical kinetic terms: but since we worked with the reduced potential, it is not
particularly meaningful to do so15. Overall, these facts are a strong indication that the O(1)
bound indeed holds here as well, at least for generic tachyons. We also present plots of the
ranges of field values for which we have searched for solutions. For b, τ, σ the plots suggest
that we have exhausted –to within our numerical limitations– candidate solutions in the
(fairly small) field values that we consider. This does not rule out the existence of solutions
isolated from these at larger field values. Even though our scan of ρ is incomplete, we have
checked that the qualitative behavior of the bound has stabilized in the range where we
have scanned. Of course, a much more exhaustive scan needs to be done before a complete
statement can be made, but we believe the “wall” we find is a good reason to think that most
tachyons satisfy the O(1) bound.
14We have checked that decreasing ∆ does not change this value, even though it becomes significantly
harder for us to find candidate solutions with smaller ∆ with our strategy/resources.
15We have checked that the magnitude of the bound becomes numerically slightly smaller (but still an
O(1) number) because of these pre-factors in cases that only involve the universal moduli [7].
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Figure 2: Solution space in the τ − ρ directions.
Figure 3: Solution space in the σ − b directions.
11
3 A Generalized Slow Roll Bound
Our discussion in this section will be in the context of non-supersymmetric solutions
with positive potential energy, because supersymmetric solutions are qualitatively different
in many ways (they are necessarily stable, they have continuous moduli spaces, etc.). Our
starting observation is the “experimental” fact in tree level string constructions that it has
been impossible to construct de Sitter vacua, and that whenever de Sitter solutions exist,
they have steep (ie., O(1) in appropriate Planck units) unstable directions.
According to the bound in [6], on a generic point in the landscape, we expect the magni-
tude of the gradient of the potential to be & O(1). Note that the V parameter is defined in
terms of sums of squares of the derivatives of the potential, so this means that the smallest
possible slope in any direction is attained by distributing the slopes equally in all directions16.
This suggests that at a generic point in the landscape, there should exist a path along which
one can flow so that the potential decreases by a fraction & O(1)/√N as one moves by a
field distance of about O(1), raising the possibility that one can make an integrated version
of the slow roll bound statement. Here N is the dimensionality of the field landscape. The
argument above however is a bit naive because in principle, it is conceivable that the path
hits a non-generic (ie., critical) point from which there is no way but up17. But precisely
at this stage, the slow roll bound of [7] comes to our rescue. It states that at any critical
point, there exists a direction along which the second derivative is downward, and & O(1)
in Planck units. The fact that the magnitude of the second derivative is necessarily large
suggests that the first derivative quickly re-approaches its generic value, which is bounded
by ∼ O(1)/√N . Altogether, this sequence of arguments is one way to motivate that there
exists a path of decreasing potential along which the following relations hold:
ln
V (φ1)
V (φ0)
=
∫ ∇IV (φ)
V (φ)
dφI(s)
ds
ds . −O(1)√
N
∫ ∣∣∣∣dφI(s)ds
∣∣∣∣ ds = −O(1)√N
∫
ds (3.1)
The first step is just the fundamental theorem of calculus written for a line integral of a
gradient. The second inequality is pointwise true for the integrand on the path, if we choose
the path correctly (there can be a few critical points where it might not be true, but they
are a negligible contribution was the point of the discussion before). The norm is defined in
the (Kahler) metric on the field space, and if we choose s to be the arc length, that means
that
∣∣∣dφI(s)ds ∣∣∣ is just unity. Note that the last expression involves the path length from φ0 to
16Our goal is to bound slow roll, so we are interested in the minimum slope possible along any path at a
point. Note also that as suggested in [24, 7], having a large number of fields is a way to make these bounds
less constraining.
17Note that this is the only scenario in which one can not have a downward directed path from a point.
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φ1. Therefore, the existence of a monotonically decreasing path to φI(s) from φI(0) where
ln
V (φ(s))
V (φ(0))
. −O(1)√
N
s (3.2)
holds18, (here s is the path length) for any φ0 is what emerges as a natural definition of a
bound on slow roll.
The above inequality is the most general form of the bound, but for practical purposes
a convenient field range that one can consider is when the path length19 is . O(1). This
is natural for a few different reasons, including the Field Range Bound [25]. Not also that
we want to give enough room for the integrals to stabilize, and not be affected by the
approximation we made while ignoring the contributions from near critical or non-generic
points. All of this leads us to the most practically useful form that we will use for the
generalized slow roll bound:
A natural notion of a slow roll bound in a multi-dimensional landscape is that for any
point φ0 in field space with V (φ0) > 0, there exists a path (of monotonically decreasing20
potential energy) to a point φ1 within a field distance O(1), such that
√
N ln
V (φ1)
V (φ0)
. −O(1). (3.3)
Note that if the potential hits zero within an O(1) field distance along the path, the left hand
side blows up and the bound is trivially satisfied. It can also be easily checked that in the
single field case, the previous slow roll bound [7] in fact implies this refined bound, and that
exponential potentials saturate the bound. Note also that for the single field case at most
the potential can have one maximum, because of the bound, and is otherwise monotonic.
18Note that the only place where we have made an assumption in getting here is in the second step of
(3.1) where we have assumed that the inequality is sufficiently reasonable, thanks to the slow roll bound.
19Even though from the technical argument above, it is clear that the relevant length is the path length,
in our examples they end up being identical to straightforward field ranges.
20This path may in principle include critical points, but we expect that they can be made to avoid them
by small perturbations that still satisfy the conditions of the bound. Note also that we can slightly relax
the bound even further by demanding only monotonically non-increasing as opposed to decreasing. But this
would mean that we are trying to include moduli directions at positive potential energy, which might not
be particularly meaningful in a tree level construction. Such a construction has come up after v1 of this
paper appeared by including KK monopole sources [26]. We thank G. Dibitetto for a correspondence on this
matter. This example violates all known dS swampland bounds including the present one, but because of
the modulus direction it is not trustable as a purely tree-level solution. It will be very interesting to see what
happens to this solution if we can give a potential for this modulus using (reliable) quantum corrections.
That will give a very strong hint for deciding whether our bounds should be viewed as bounds that should
hold everywhere on the landscape or only at the boundary.
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We can view the new bound loosely as an integrated (non-local in field space) version
of the slow roll bound, but it is more general than the previous versions for at least two
reasons.
Firstly, even though we used the condition on the second derivative to argue that the path
must go down when it hits a critical point, this can be relaxed while still retaining the above
bound. All that is really required is that the higher derivatives at the critical point conspire
in such a way that there is a downward path emerging from it, and that the derivatives
controlling that direction are O(1) so that the first derivative re-approaches the generic
value reasonably fast. For example, it is in principle possible that the second derivatives are
zero at a critical point, and the higher derivatives are what ensure the downward flow of
the trajectory. We present a simple example potential in an appendix that captures some
of these features. Of course, as it stands critical points are already rare, so finding one
where some of the second derivatives are also zero is likely to be extremely rare21, so it is
unsurprising that the such points have never been found (if at all they exist). One can also
come up with similar other examples as well.
A second point that makes our new bound more general, is that the original slow roll
bounds are blind to points in the landscape that are “close” to a critical point, but not “too
close”. In the vicinity of critical points, by continuity, we might expect values of V and
ηV that are in an intermediate range (instead of being hierarchically large or small). The
current versions of the slow roll bound are not capable of handling these points, but the
above version, is. Indeed, in the next section we will present an example from a known Type
IIA string compactification which fits into this scenario. This example will illustrate the
generality of the present version of the slow roll bound.
3.1 A Hierarchy of Naturalness Bounds
The non-local bound we have presented fits naturally into a hierarchy of bounds suggested
by naturalness. To motivate it, first note that [6] the cosmological “constant” problem can
be viewed as the desire to fine tune the potential energy V to hierarchically small values,
and naturalness as the claim that its natural value is O(1) in Planck units. Now, let us
assume that somehow we manage to get past this difficulty, and have managed to realize
a potential energy V that is hierarchically small. The claim of [6] can then be understood
as the statement that the natural value of its derivative (divided by the potential), is again
21See closely related results in [27], where it was argued that merely having all positive eigenvalues in a
4D supergravity set up is statistically highly unlikely. Having a set of eigenvalues that are all zero, would
presumably be measure zero in some suitable sense.
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O(1) in Planck units22. Now, we know from “experiment” (aka tree level string constructions)
that this bound is violated, and that in fact even this quantity can be hierarchically small.
That is where the slow roll bounds of [7] kick in. It bounds the second derivative, when
the first derivative is zero (or close to zero23). Notice the hierarchy of bounds: the original
swampland criterion of [6] argued that the first derivative of the potential should naturally
be controlled by the Planck scale. Our refinement to that in [7] suggested instead that the
first derivative can be zero, as long as the second derivative is controlled by the Planck
scale24. In other words, the claim of [7] can be thought of as the statement that the natural
value of a non-zero derivative of the potential (divided by the potential itself) is O(1) in
Planck units. This will basically ensure that the only fine-tuning in the problem is that of
the vacuum energy, the derivatives when they are non-zero are natural, given the value of
the vacuum energy.
The claims of [6, 7] are both statements about the potential and do not concern themselves
with the equations of motion. Therefore if they are true, it is a bit surprising why these
conditions have to do with only the first two derivatives25. A natural conjecture therefore
is to drop the demand that we are only dealing with the first two derivatives, and simply
demand that the non-zero derivatives are naturally controlled by the Planck scale. Our
generalized slow roll bound has room to naturally incorporate this while still disallowing de
Sitter vacua, as we mentioned earlier (see also the Appendix B). Our bound is a tightening
of the crude idea that there exists paths in the landscape along which if one moves and O(1)
distance, one should expect a drop by an O(1) fraction in the potential (upto subtleties
associated with number of fields).
The idea that higher order slow roll parameters can be defined and used is not new, and
has been explored before, especially in the context of single field slow roll [28]. Let us re-
emphasize here that our interest here is in the so-called potential slow roll parameters, which
only captures the shape of the potential. They do not say anything about the inflationary
initial conditions and require more data (an “attractor constraint" in single field slow roll)
to fully fix inflationary dynamics.
Note that since the claim on the first derivative in [6] holds generically in large classes
22Since this matter has come up in some correspondences that we have had, let us to emphasize that the
[6, 7] claim is stronger than just de Sitter No Go theorems. It is really a type of naturalness argument.
23Note that as long as the potential is continuous and the second derivative is non-zero, values of the first
derivative close to zero should be allowed, if zero (critical point) is allowed.
24Of course, while forbidding de Sitter vacua.
25In particular, note that for tree level constructions, there is no real reason even to think that the
equations of motion have to necessarily be second order: tree level sigma model corrections to supergravity
can give rise to higher order equations of motion. Such scenarios have not been investigated too much in the
literature on de Sitter compactifications, as far as we know, but it is a logical possibility.
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of tree level string constructions, it automatically implies that our present conjecture also
holds generically. In fact, all known explicit tree level string constructions26 (including large
classes of non-explicit ones) that we are aware of satisfy either the [6] bound or the bound on
the second derivative in [7]. It is also easy to make explicit (but obviously non-exhaustive)
checks of this in potential landscapes that descent from string theory.
We will conclude this section with some comments about higher dimensional origins of
these new bounds. The original dS swampland bounds [13, 6], and dS No-Go claims in
general, have close connections to energy conditions in higher dimensions. So it is natural to
think that our present bounds should also have an understanding in terms of them. We will
have more to say about this in an upcoming paper [29]. Here we will merely note that the
energy conditions which are believed to be valid with quite some generality are the Averaged
Null Energy Condition (ANEC): in Minkowski space, this is known to be derivable from the
monotonicity of relative entropy [30].
4 Application: An Accelerated Cosmology in Type IIA
There exists one example that we are aware of in a tree level string construction where
the bounds in [6, 7] are under some tension. This corresponds to a class of torus orientifold
compactifications in type IIA, where using a genetic algorithm based search, a few points on
the tree level landscape were identified [19] with V and ηV both of O(0.1). In this scenario,
the Universe undergoes a few e-folds, but not too many. In principle this is not a serious
cause for concern since the slow roll bounds are order-of-magnitude bounds, and they are
only violated within a factor of ∼ 10 by these examples. Nonetheless, there is a conceptual
problem that they bring to focus: the slow roll bounds only deal with the situation where
either V & O(1) and the bound holds as suggested in [6], or V  O(1) and the bound holds
as in [7]. But both bounds are silent about the region where V (and ηV ) is intermediate-
valued. This is unsatisfactory: since the potential and its derivatives are continuous, near
a critical point, we expect V to sweep out intermediate values as well. Indeed, that this
happens in tree-level string theory is what the results of [19] emphasize.
Before we check our bound, lets set some expectations via crude estimates. We can start
with a Taylor expansion around a point that is close to (but not identical to) a critical
point up to second derivatives, perhaps with appropriate O(1) (in Planck units) coefficients.
In such a scenario, very roughly, an O(1) combination of √V and ηV is what we really
would expect to get bounded. Note that if both quantities are O(0.1) as in [19], with
appropriate O(1) coefficients, the resultant quantity could very well turn out to be bounded
at & O(1). Armed with this plausibility argument, now we can go ahead and check whether
26Except for a caveat that we will get to momentarily.
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the potentials described in [19] satisfy our generalized slow roll bound around the field points
corresponding to the initial conditions they use.
What we will see is that while there are usually many directions along which the O(1)
fall happens at a typical point in the landscape, the points found by [19] are atypical: if we
are not aiming at those specific directions, we will be left with the impression that one is
surrounded by peaks and there is “no sufficiently steep way down”. However, we will also
clearly see that once one finds the way down, it indeed satisfies our generalized bound on
slow roll in this paper, namely that within an O(1) distance in field space, the potential
drops by (more than) about an e-fold, upto the the
√
N factor. We also suspect that there
are (unstable) de Sitter extrema in these landscapes, but we will not try to establish that
here27.
4.1 The N = 1, D = 4 Effective Potential
The authors of [19] consider type IIA compactifications with O6/D6 sources on twisted tori
of the form T 6/(Z2 × Z2). The details are unimportant for our purposes, what matters is
that their effective four dimensional supergravity theory is an STU model whose effective
potential we can calculate in terms of seven complex fields Φα ≡ (S, Ti, Ui) with i = 1, 2, 3
as
V = eK
(
−3 |W |2 + Kαβ¯ DαW Dβ¯W
)
, (4.1)
with the Kahler potential
K = − log (−i(S − S))− 3∑
i=1
log
(−i(Ti − T i))− 3∑
i=1
log
(−i(Ui − U i)) . (4.2)
and superpotential
W = P1(Ui) + S P2(Ui) +
∑
k
Tk P
(k)
3 (Ui) (4.3)
where P1, P2 and P
(k)
3 are (all indices run from 1 to 3, and parentheses do not indicate
symmetrization)
P1(Ui) = a0 −
∑
i
a
(i)
1 Ui +
∑
i
a
(i)
2
U1U2U3
Ui
− a3U1U2U3
P2(Ui) = −b0 +
∑
i
b
(i)
1 Ui
P
(k)
3 (Ui) = c
(k)
0 +
∑
i
c
(ik)
1 Ui
(4.4)
27That de Sitter extrema do exist in the isotropic slice of the parameter space is known, see Appendix of
the PhD thesis [31] for a discussion in the STU language close to ours.
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Figure 4: Plots of slices of the potentials for four different
“generic” flux sets that illustrate the bound.
The a, b, c coefficients are fixed by the 10 dimensional (geometric) fluxes, and what [19] did
was to identify four sets of values of these fluxes so that the slow roll parameters V and ηV
are about O(0.1), and where the Universe undergoes a few e-folds. The Table of these flux
values can be found in Appendix A of [19], we will not repeat it. We quote the values of the
corresponding slow roll parameters in a table below. They launch their evolutions from the
origin of field space, so that is what we will adopt as well.
4.2 Checking the Bound
To check that the bound is satisfied, what we need to do is evaluate the scalar potential in
terms of the real fields 
S = χ+ ie−φ
Ti = χ
(1)
i + ie
−φ(1)i
Ui = χ
(2)
i + i e
−φ(2)i
(4.5)
and see whether there are any field directions around the origin along which (a) the potential
drops, and (b) satisfies (3.3), within an O(1) distance on field space. The Kahler metric in
all the relevant directions we discuss is trivial, so the distance is just the field displacement
divided by a factor of
√
2, but we will quote field values.
In a generic landscape, we find that we can often satisfy the bound by moving along many
of the (elementary) field directions. As a simple example of a generic landscape, we will take
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the cases presented in the tables of Appendix A of [19], and simply replacing b(ij) ↔ b(ji).
Any generic choices of flux values will do, but we do this merely for concreteness. The results
are presented in the table below, including the corresponding value of the V parameter. We
have also indicated the direction along which the field drops the fastest. The −∞ means
that the potential has hit zero at that point. It is easily seen that our bound is satisfied,
just as the original bound [6] on V is, as expected at a generic point. We also present the
plots of the potential along those field directions.
Sol V φ1
√
N ln(V (φ1)
V (φ0)
)
1 8.82238 φ(1)2 = 1 −5.93599
2 8.52555 φ(1)2 = 1 −5.71397
3 5.29049 φ = −1 −2.40476
4 9.52556 φ(1)2 ≈ 0.794 −∞
For the atypical flux values reported in the Appendix of [19] however, we find that none
of the elementary field directions lead to the bound being satisfied convincingly, and in a
couple of the four cases presented, the bound is violated flagrantly if one only considers those
directions. However, we found that there do exist non-generic directions along which the
bound is indeed satisfied. In all four cases, it turns out that moving along
φ = φ
(1)
1 = φ
(1)
2 = φ
(1)
3 (≡ φ
′
) (4.6)
leads to satisfying the bound convincingly. In the table below, we show the slow roll param-
eters corresponding to these solutions28, and the values at various O(1) field values. It is
evident that even though the previous slow roll bounds are under tension, the refined bound
we presented in this paper is nicely satisfied. We also present the profile of the potentials
along this directions in a plot29, and in fact it turns out that all the different cases are fit by
the same function30
V0 ≡ V
(
φ = φ
(1)
1 = φ
(1)
2 = φ
(1)
3 ≡ φ
′
)
= C1 e
2φ
′ − C2 e3φ
′
+ C3 e
4φ
′
. (4.7)
The values of the Ci are also presented in the table. Note that V0 has a pair of complex
critical points, at the values of the Ci. This structure of the potential gives us a very nice
understanding of what is actually going on in these bounded slow roll landscapes. It will be
interesting to see if this can be used to identify an unstable de Sitter critical point of the full
effective potential.
28We have re-calculated the V parameters for confidence in trusting our calculation of the (quite compli-
cated 14-dimensional) potential, but the ηV parameters, we are merely quoting from [19].
29Note that in the generic case, many directions show a steep enough fall, but the curves are uninteresting.
But here, the direction of steep fall is hard to find, but it is pretty when you find it.
30All fields that are not indicated in the argument of V are understood to be zero.
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Figure 5: Plots of slices of the potentials of the four different flux
sets in [19] along the field direction that satisfies the bound.
Sol. V ηV φ
′ √
N log(V (φ1)
V (φ0)
) C1 C2 C3
−0.5 −1.92583
1 0.430424 −0.151163 −0.7 −2.84467 0.275 0.332 0.132
−1.0 −4.42050
−0.5 −2.12846
‘2 0.452066 −0.0776699 −0.7 −3.07922 1.272 1.516 0.621
−1.0 −4.68177
−0.5 −1.96684
3 0.383057 −0.162635 −0.7 −2.88274 0.205 0.251 0.102
−1.0 −4.45198
−0.5 −2.02860
4 0.391704 −0.318953 −0.7 −2.96456 0.463 0.554 0.223
−1.0 −4.55520
5 Outlook: Dine-Seiberg and Weak Coupling
In this paper, instead of picking a decisive stance on the question of de Sitter vacua in
string theory, we have stuck to more elementary questions which can be tackled more con-
cretely at the present time. We hope this will ultimately contribute to a clear understanding
of this issue and to forming a consensus. In particular, we believe it will be useful to precisely
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understand when the Swampland bounds and our generalizations of them hold. The claim
of [6, 12] and other de Sitter denialists is that they hold everywhere in the string landscape.
Our paper shows that appropriately refined versions of the Swampland bounds do hold quite
generally in the context of tree level string/M-theory. This explains the title of our paper.
At the same time, we are more skeptical about the full quantum validity of the bound.
We will conclude by suggesting that the swampland bounds are perhaps best thought of
as a type of Dine-Seiberg argument. Note that if a potential is positive at large volume and
goes to zero at infinite volume, then it will need a perturbative correction that is comparable
to the tree level contribution, in order to introduce extra (hierarchically smaller) scales.
This argument is very close to the standard one (say) in [35], where it is used to conclude
that existence of minima require perturbative corrections to be comparable to the tree level
contribution. What we suggest, is that the same argument is also necessary for producing
hierarchically smaller scales. Note that the bound in [6], and our re-interpretation of it as
a statement about slow roll in [7] as well as in this paper, are both statements that there
are no scales (in particular no hierarchically smaller scales) in the problem other than the
Planck scale. Everything is O(1) in Planck units.
In other words, the statement that perturbation theory is arbitrarily well-defined, aka the
statement that tree level is good enough, is the statement that if you move by O(1) in field
space away from large radius, you should roughly expect an increase in your potential by a
factor of O(1). Writing out this statement, and interpreting it in Taylor expansion, one ends
up with various versions of the slow roll bounds. Of course, while we think this argument is
quite suggestive, it can hardly be taken as proof. More work is certainly necessary to draw
unambiguous conclusions about the regime of validity of the swampland bounds.
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A The Second Derivative Matrix for the Orientifold Tachyon
The elements of 4 × 4 second derivative matrix can be re-expressed in terms of the
homogeneity properties of the effective potential as,
M11 =
∂2Veff
∂ρˆ2
= 9V0 + V2 + VR + 9VH
21
M22 =
∂2Veff
∂τˆ 2
= 16V0 + 16V2 + 9VO6 + 4VR + 4VH
M33 =
∂2Veff
∂bˆ2
= 4V
(1)
2 − V (3)2 + 4V (2)H − λV (3)H + 4V (5)H + λV (6)H
M44 =
∂2Veff
∂σˆ2
=
81
4
(λ− 3)V (1)O6 −
9
4
(λ+ 1)V
(2)
O6 + 81V
(1)
R − 9V (2)R − 9V (3)R + 81(λ2V (1)H +
+V
(2)
H − λV (3)H ) + 9(λ2V (4)H + V (5)H + λV (6)H )
M12 =
∂
∂ρˆ
(
∂Veff
∂τˆ
) = −12V0 − 4V2 + 2VR + 6VH
M13 =
∂
∂ρˆ
(
∂Veff
∂bˆ
) = 2V
(1)
2 − V (3)2 − 6V (2)H + 3λV (3)H − 6V (5)H − 3λV (6)H
M14 =
∂
∂ρˆ
(
∂Veff
∂σˆ
) = 9V
(1)
R − 3V (2)R + 3V (3)R + 27(λ2V (1)H + V (2)H − λV (3)H ) +
−9(λ2V (4)H + V (5)H + λV (6)H )
M23 =
∂
∂τˆ
(
∂Veff
∂bˆ
) = −8V (1)2 + 4V (3)2 − 4V (2)H + 2λV (3)H − 4V (5)H − 2λV (6)H
M24 =
∂
∂τˆ
(
∂Veff
∂σˆ
) =
27
2
(λ− 3)V (1)O6 +
9
2
(λ+ 1)V
(2)
O6 + 18V
(1)
R − 6V (2)R + 6V (3)R +
+18(λ2V
(1)
H + V
(2)
H − λV (3)H )− 6(λ2V (4)H + V (5)H + λV (6)H )
M34 =
∂
∂bˆ
(
∂Veff
∂σˆ
) = −18V (2)H + 9λV (3)H + 6V (5)H + 3λV (6)H
The lowest eigenvalue of this matrix can be numerically evaluated using these.
B A Higher Order Example
Let us present a small example to illustrate that vanishing first and second derivatives,
but non-zero O(1) higher derivatives can still lead to bounds on the drop in the potential
within an O(1) field range. Consider the example of the single field potential (n > 0)
V (φ) ∼ 1− φn, (B.1)
around the origin, φ = 0. At the origin, the potential clearly has no minimum, but it is
clear that it can in principle violate the bounds of [6, 7] if n > 2. However, such a potential
does not violate a generalized slow roll bound, where the demand is merely that the drop in
the potential should be at least by an O(1) fraction within an O(1) field distance. This is
because the first non-zero derivative of the potential at the critical point is O(1) (with an
appropriate sign that rules out de Sitter).
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Figure 6: Plot of the higher order potential for increasing values
of (even) n. The point of interest to us here is that the value of
the potential drops by an O(1) fraction within a field distance of
O(1) for all values n.
Note in particular that even though it satisfies such a generalized bound, this sort of an
inflationary potential can in principle allow sufficient e-foldings to explain horizon, flatness
and related problems, around the origin of field space with appropriate initial conditions.
This is analogous to the fact that in a multi-dimensional landscape, even when it satisfies the
bounds of [6, 7], one can find inflationary trajectories that allow sufficient inflation [24, 7].
This fact could be of significance in realizing inflation in tree level string landscapes, but
such higher order critical points (if they exist at all) are likely to be exceedingly rare.
C Cosmology: A Persistent Challenge for String Theory
We have been fairly conservative in most of this paper, so let us take a moment to consider
the most radical of all positions, more extreme than even the suggestions of [2, 3, 4, 6, 12]:
this is the possibility that perhaps string theory should be understood merely as a paradigm
for understanding gauge theories holographically, and that it does not have anything to
say about cosmology. String theory has had impressive successes in understanding various
aspects of quantum gravity, black holes and gauge theories, and it contains the ingredients
necessary for a successful phenomenology of particle physics. However, in its attempts at
making sense of cosmology, there is a case to be made that it has been a failure at every
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step of the way – or at the very least that the results from string theory have been nowhere
near as compelling in cosmology as it has been in these other arenas.
Lets discuss some of the pros and cons for believing that string theory does not have
much to say about cosmology, and then we will take stock. Our conclusions are perhaps
unsurprising: it seems to us that we have merely scratched the tip of the iceberg that is
string theory, and so it is premature to conclude that it is not useful for cosmology despite
its relative lackluster performance so far.
C.1 Pros
• It is not clear how to quantize string theory in time dependent backgrounds (in partic-
ular cosmology). In fact things are worse: it is not clear how to quantize string theory
in non-supersymmetric backgrounds in general.
• String theory has had fairly good success in understanding singularities in time-independent
backgrounds, but time-like and null orbifold singularities even in flat space have been
conceptually puzzling [36, 37]. Therefore the initial Big Bang singularity is a mystery
in string theory.
• String theory seems extremely useful for understanding gauge theories holographically,
especially when they have supersymmetry, but that success has not translated too
effectively into a compelling holographic understanding of cosmology.
• The acceleration of the Universe is a challenge for string theory. Whether one views
the acceleration as due to a cosmological constant or quintessence [38, 39], one runs
into trouble with the fact that there is a cosmological horizon, and this leads to even
more fundamental problems that will have to be addressed before even getting to string
theory. (eg., what are the observables?). Note that a paper with a similar title to this
section appeared 17 years ago. The de Sitter debate, still seems to be raging.
• The multiverse/landscape solution to the accelerating Universe problem is distasteful
to many.
C.2 Cons
• It is conceivable that the problem is more basic in some sense than the mere quantiza-
tion of string theory in a time-dependent background, making this problem moot. Typ-
ically the quantization is done around a time-independent vacuum. A non-perturbative
definition of string theory, as usual, will be very welcome. That would certainly make
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string theory more useful for cosmology. In fact it has not been possible to usefully
quantize the string not just in time-dependent backgrounds, but even in flat space in
the static gauge (but see [40]). The usual approach to (gauge-fixed) string quantiza-
tion in flat space proceeds via the light-cone gauge. It is likely that quantization in
the static gauge might reveal (at least) some technical insights required for an under-
standing of time-dependent backgrounds. So it is possible that at least some of these
issues have also to do with technical difficulties.
• In an eternally inflating Universe, resolving the Big Bang singularity might be auto-
matic. There has also been some progress in understanding Big Bang-like singularities
in the tensionless limit of string theory [41].
• dS/CFT correspondence is one attempt to describe cosmologies holographically [42].
It will be interesting to understand why the dS/CFT correspondence is possible. The
holographic cosmology of Banks and Fischler [43] is another set up for dealing with
cosmology holographically. This has many promising features, but it is still in a fairly
basic stage, and it will be interesting to understand its connection with string theory
better. In all these situations, it is not clear how to make sense of quantum mechanics
in a cosmological setting, to begin with. “What are the observables?”, is a difficult
question in any quantum mechanical setting of cosmology. This becomes especially
vexing in a situation with cosmological horizons. This again, hints at the need for a
more fundamental understanding of string theory before the problem can be addressed.
• It is conceivable (even likely) that the landscape/multiverse is really how the Uni-
verse works. That the existence of numerous vacua is the only known solution to the
cosmological constant problem should not be taken lightly.
To summarize: one of the primary difficulties is indeed that we are tied to supersymmetry
for technical reasons for calculations. Also, it is perhaps premature to evaluate string theory’s
potential for dealing with cosmology, in the present limited context where it is still lacking
a non-perturbative definition. Furthermore, it will be very surprising indeed if we have a
functioning quantum theory of gravity in AdS space, but our understanding of quantum
gravity in a cosmological setting had nothing to do with that. Nature is afterall famous for
picking the longest threads to weave its tapestry, to paraphrase a famous theorist. It seems
quite possible that understanding the interior of the (small?) black hole in AdS might lead
to progress in cosmology as well.
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