This paper proposes an Extended Minimum Description Length Principle (EMDLP) for feature-based inductive transfer learning, in which both the source and the target data sets contain class labels and relevant features are transferred from the source domain to the target one. Despite numerous works on this topic, few of them have a solid theoretical framework and are parameter-free. Our EMDLP overcomes these flaws and allows us to evaluate the inferiority of the results of transfer learning with the add-sum of the code lengths of five components: the corresponding two hypotheses, the two data sets with the help of the hypotheses, and the set of the transferred features. We design a code book to build the connections between the source and the target tasks. Extensive experiments using both real and artificial data sets show that EMDLP is robust against noise and performs better on the classification accuracy than the state-of-the-art methods.
Introduction
In real world applications, a new task is often related to another existing task. Transfer learning [18] techniques are developed to build novel models on new tasks by extracting useful information from the existing models. It may be classified into four categories in terms of the availability of labeled data in the source and the target learning tasks [18] . The first case is supervised inductive transfer learning where both the source and the target tasks contain labeled data. Multi-task learning belongs to this category where several tasks are learnt simultaneously [15, 2, 19] . The second case is self-taught learning with labeled data available in the target task but not in the source task [16] . The third case is transductive transfer learning in which labeled data are available in the source task but not in the target task, including domain adaptation, sample selection bias/covariate shift, etc. [9, 10, 4] . The last case is unsupervised transfer learning [21, 24] , where neither of the source task nor the target task contains labeled data, so that the available information is the least to the learner. * This work was partially supported by the grant-in-aid for scientific research on fundamental research (B) 21300053 from the Japanese Ministry of Education, Culture, Sports, Science and Technology, and the Strategic International Cooperative Program funded by the Japan Science and Technology Agency (JST).
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We restrict our attention to supervised inductive transfer learning. Consider an example in nosology where a new epidemic needs to be diagnosed but without adequate observations. An effective way is to find the data from similar ones and extract common features to help the classification on the new data. The challenge is to find relevant and valuable information from the source domain and transfer it to the target domain, to obtain a satisfactory accuracy without excessive cost. Current learning methods for inductive transfer learning can be mainly divided into instance-based transfer [3, 20, 25] and feature-based transfer [1, 22] . The former approach essentially assumes a distance function for selecting the right instance in the source domain to help classifying an instance in the target domain. The latter approach tries to find a subspace spanned by relevant features as the common knowledge. Several works have been done and show excellent results, although to the best of our knowledge none of them are free from parameters. It is widely known that a method with many parameters is subject to overfitting and the user has to tune parameters prior to learning [7] . Another concern is that the distance functions and the kernel functions have no clear theoretical interpretation unlike the code length of the Minimum Description Length Principle (MDLP) [11] . We believe that a method based on a solid theoretical framework such as the MDLP is superior to a heuristic method from various viewpoints such as generality, reliability and robustness.
The MDLP [14] is a principle that the best hypothesis that can be inferred from data is the one with the shortest sum of the code length of the hypothesis and the code length of the data using the hypothesis. It has a solid theoretical framework and a clear interpretation, is robust to noise and requires no parameter specification. Although it is successfully applied to single-task classification problems, to the best of our knowledge, only [13] addressed MDLP for transfer learning but for feature selection. Our work is the first endeavor to use MDLP for classification in transfer learning. In this paper, by introducing a code book, we extend the MDLP for featurebased inductive transfer learning which can handle data sets with unknown underlying distributions.
The remainder of the paper is organized as follows. In Section II, we provide the problem statement and the motivation. Section III presents the evaluation measure of EMDLP and Section IV gives the details of our algorithm. Section V provides the experimental results. Section VI discusses the related work and section VII gives the conclusion.
Problem Specification and Motivation
We assume that the source training task D s , the target training task D t and the test set E have an identical nominal attributes set {a 1 Our transfer learning problem is defined as follows: given D s and D t , output h s and h t . We follow the conventional setting of transfer learning and implicitly assume that n s n t and the learning tasks of the source and the target domains are related. The objective of a learning process is to find the best hypothesis h t which can correctly predict the class labels of examples in the test set E in the target domain. By introducing the code book B in the learning process, we try to build a connection between D s and D t where the same literals can be extracted to improve the classification accuracy.
All existing works on inductive transfer learning for classification have a common assumption that the source and the target tasks are related to some extent. Instance-based transfer mainly focuses on grouping similar instances together in order to infer the classification results with the help of auxiliary data. However, these methods do not concern underlying hypotheses of the data sets. One can not be certain about whether a data set in the source domain is related to the target domain before evaluating all the instances in it. Although some distance metrics such as KL-divergence could be adopted to measure the similarity between tasks [20] , we must estimate the distribution of tasks in advance. Besides, the regularities on the data which are represented by the hypotheses are useful in classifying the target data sets. For feature-based transfer, however, current works assume some underlying distributions of either the data sets or the class labels. It is difficult to proceed without prior knowledge on the distribution. In real applications such as in nosology, we may not expect to know the distributions of the observed data sets and it is labor-consuming for one to figure it out. Thus we intent to design a feature-based method which can handle data sets without arbitrary assumptions on the distributions.
The underlying idea of our EMDLP 1 lies in that the hypotheses on the target data set and the auxiliary labeled data sets are assumed to have many common features. Our EMDLP adopts a code book as a set of literals shared by the target concepts of the source and the target task. It is expected to extract good features from the source task as much as possible which can be directly used in the target task. In the learning process, the code book is iteratively updated using the EMDLP as an evaluation measure. We test it on both synthetic and real data sets to evaluate its effectiveness. The MDLP may be viewed as a principle for avoiding overfitting, i.e., it is a means to balance the simplicity of a classifier and its goodness-of-fit to the data. As a principle for preferring a classifier in classification, it is stated in MDLP that the best classifier h best among the ones h that can be learned from D is given as follows [6, 11] .
where P (h) and P (D|h) represent the probability that h occurs and the conditional probability that D occurs given h, respectively. A simple classifier h may exhibit a short − log P (h) but its − log P (D|h) is typically long as it mis-predicts class labels of many examples. On the other hand, a complex classifier h may exhibit a long − log P (h ) but its − log P (D|h ) is typically short as it mis-predicts class labels of few examples.
Consider the problem of encoding h as a binary string. According to the coding theory [5] , the length of the code string for h using an optimally efficient code is − log P (h). Similarly, − log P (D|h) may be regarded as the length of the code string for D encoded with the help of h. In the original MDLP, which was proposed for inferring the model that has generated the data, − log P (h) and − log P (D|h) are calculated in a problem setting where the sender first sends h, then D with the help of h. In the MDLP for classification, on the other hand, these code lengths are calculated in a problem setting where the receiver has D except for the class labels of examples in D. The sender first sends h, then the class labels of examples in D with the help of h. The code used in this setting is a prefix code, in which no extension of a code word can itself be a code word. This characteristic ensures the self-delimiting of the receiver. For a detailed explanation of the MDLP and the results of recent research, readers could refer to [14] .
Intuitively, the hypothesis chosen by the MDLP coincides with the maximum a posteriori hypothesis as follows.
The MDLP can be interpreted as assigning priors to theories based on a compact coding, i.e., P (h) is defined by the coding method for calculating − log P (h). It is important that the coding method is efficient otherwise the assigned priors deviate from the philosophy of the MDLP.
Preliminaries for Encoding
We follow [6, 11] , each of which proposes an MDLP for classification from a single data set, and consider a problem of encoding a binary string of length a which consists of b binary 1s and (a−b) binary 0s. They consider this problem under the framework of the sender and the receiver problem, as the MDLP necessitates us to count the code length of a message. In the problem, the receiver is assumed to know the length a. An obvious method is to send the number b of binary 1s with the code length log(a + 1) then specify the positions of binary 1s with the code length log a b [6, 11] . The code length Θ (a, b) is given as follows. In the case the receiver knows b > 0, the code length
Lastly we consider a problem of sending an integer a under the assumption that a = b is most likely and the occurrence probability P (i) of a = i is given by P (b)φ |b−i| , where φ is a constant given by the user.
φ is set to be 1 2 and this choice may be interpreted as the length for sending a is longer than that for sending b by |b − a| bits. We denote the length − log P (b)φ |b−a| required to send a given b by Λ(a, b) and it can be easily obtained as
3.3 Theoretical Foundation of EMDLP This section discusses EMDLP from a theoretical point of view. The information transferred from the source domain to the target domain is significant in transfer learning. In our problem setting, a set of relevant features corresponds to the transferred information. It is widely acknowledged in the machine learning community that a good representation is a key to the success of learning and seeking for a set of relevant features has been studied extensively. Since our hypothesis is represented by one literal or a disjunction of literals, it is natural to consider that a feature is represented by a literal. For notational convenience, we consider that the set of relevant features is maintained in a code book B = {b 1 , . . . , b |B| }, where b i and |B| denote a literal and the number of literals in B, respectively. In a real application, auxiliary data is abundant and easily accessible. It is helpful to take advantage of these out-of-date data by extracting related features which can be used in the target task.
A code book is adopted to maintain those information shared by both the source and the target tasks.
The MDLP for classification in its original form assumes a single data set D and hence cannot be applied to our transfer learning problem. In such a problem, we need to handle two data sets D s and D t , two hypotheses h s and h t , and the code book B. An obvious solution is to extend the MDLP in the spirit of the maximum a posteriori hypothesis so that h s and h t that maximize P (h s , h t |D s , D t ) are preferred. In order to introduce B in this approach we instead have adopted another extension which prefers h s , h t , B that maximize
Strictly speaking, D s and D t are not independent from each other, regardless of being given h s , h t , and B. We, however, assume their independence given h s , h t , and B because they are from two different learning tasks. We believe that our assumption is acceptable and expected to be effective such as the i.i.d. assumption commonly used in statistics. For example, in real applications, it is natural to consider that a new epidemic may be viewed as independent from already existing ones. Thus we have:
Similarity we assume that h s and h t , D s and h t as well as D t and h s are independent from each other. Despite the similarity between the hypotheses, they are from different tasks. Note also that, for example, h t is not directly inferred from D s so we assume that they are independent.
Since the logarithmic function monotonically increases, we obtain:
The argument of the arg min function corresponds to the code length of EMDLP and we denote it by L(T ).
It is straightforward to show that T best = arg min hs,ht,B L(T ). Note that L(T ) consists of the code lengths of five terms. Minimizing L(T ) is to minimize the add sum of these terms, which corresponds to balancing the simplicity of the hypotheses and the code book and the goodness-of-fit of the hypotheses to the data sets. Note that also (3.5) is neither restricted to DNF concepts nor code books with literals.
Adaptation of EMDLP to Inductive Transfer
We obtain a computational form of (3.5) for our problem. In this section we mainly provide the detailed coding scheme for each term of the code length of EMDLP.
To encode a hypothesis h given the code book B, let us first consider the code length of a literal l in h with the help of B, where l = (
Note that, a literal l is either in the code book or not. If l exists in B, we do not need to specify its content but instead code its index in the literals of B by log |B| bits, otherwise we send the number ν of the attributes in l in Θ 0 (m, ν) bits then specify the value of each attribute by aj in l log κ(a j ). Note that, to distinguish the two cases, one extra bit is required. The code length − log(l|B) is thus
Secondly let us consider the code length − log P (h|B) of a hypothesis h = l 1 ∨ . . . ∨ l µ given B. Similar to the second case above, the sender sends the number of literals µ by Λ(µ, 0) and then l 1 , . . . , l µ .
Thirdly we consider the code length − log P (B) of the code book B. Similar to (3.7), the sender firstly sends the number |B| of literals and then each literal in B. A literal in B can be sent first the attributes, then the values of each attribute.
We provide a simple example to illustrate a calculation of the code lengths, where κ(a i ) = 3. For example,
− log P (h s |B) = Λ(2, 0) + 1 + log 2 + 1 + log 2 = 7 − log P (h t |B) = Λ(3, 0) + 1 + log 2 + 1 + log 2 +1 + Θ 0 (8, 3) + 3 log 3 = 22.55 − log P (B) = Λ(2, 0) + Θ 0 (8, 2) + 2 log 3 +Θ 0 (8, 3) + 3 log 3 = 27.53
Finally we consider the code length − log P
4 Supervised Inductive Transfer Learning Algorithm Given an attribute set {a j |j = 1, ..., m}, the complete search for one literal has a time complexity of O(2 m ). When m increases, the search space will expand rapidly. Since it is practically impossible to perform an exhaustive search in the learning process, we adopt a hill climbing method that starts from an empty hypothesis and returns the hypothesis that has the minimum code length.
Many previous works for learning a set of related rules, e.g., FOIL [12] , have adopted a double loop strategy. In the outer loop it learns a single rule in each iteration and after learning a rule it removes the examples covered by the rule. The search method is called a separate-and-conquer method, which we adopt in our algorithm. In the inner loop it learns a literal in each iteration.
Algorithm EMDLP
As the evaluation function in the outer loop, we have adopted the code length L(T ), which we proposed for evaluating the results T of learning. The f lag indicates whether the code book B is updated. The procedure Learn (D, B) returns a hypothesis h from data D with the help of the code book B, and corresponds to the inner loop. The code book is extracted with the procedure ExtractCodeBook(h s , h t ), which returns the set of the common literals in h s and h t .
For the inner loop realized by Learn (D, B) , we found that L(T ) is inappropriate as an evaluation function probably because the rule searched in the corresponding step of the outer loop is incomplete. We have instead adopted the classification error rate error(h, D) of h on D as the evaluation function as it gives satisfactory performance. Likewise in the outer loop, hill climbing search is used for a speed up. In the pseudo code, A = {a i = v j |i = 1, . . . , m, j = 1, . . . , κ(a j )} represents the set of all possible atoms each of which assigns a value to an attribute.
where and ϕ(D i ) represent a threshold and the ratio of uncovered positive examples in D i , respectively and "a\b" denotes the difference set of a and b. Similar to FOIL, is used to cope with noisy data. Note that our classification algorithm has one parameter but our EMDLP is parameter-free.
In the learning procedure, the algorithm sequentially checks all possible atom sets in the joint set of the code book B and A, and returns the best literal among the candidates. A hill-climbing search is performed to obtain the literal with the best atoms in each step. After a literal has been found, the examples covered by the literal are excluded from the data. Then the hypotheses are updated and the code book is enriched in each iteration in the outer loop until no improvements can be achieved.
Experiments 5.1 Experimental Settings
In order to evaluate the effectiveness of EMDLP, we performed experiments on nine pairs (D s , D t ) of simulated data sets and four pairs of data sets from the UCI repository. We used = 0.05 throughout the experiments.
For the synthetic data sets, we adopt a random function to generate the "target concepts" T H s and T H t as the ground truth underlying the data sets of m = 32 binary attributes. Note that the experiments using synthetic data sets allow us to perform a systematic investigation of our proposal. In the nine pairs of data sets, we varied the numbers of literals in the target concepts and the numbers of atoms in each literal. Table 1 shows the statistics of the target concepts, where "Index" denotes the learning problems, "common" denotes the number of identical literals between the two hypotheses, "shortest" and "longest" represent the smallest and the largest numbers of atoms in a literal, respectively, and "avg." is the mean value of the number of atoms in one literal. The target concepts are shown in the appendix. In creating the data sets D s and D t , the attribute vectors of the examples are generated randomly, then the class label of each example is assigned based on T H s and T H t and we make the class distribution on positive and negative equiprobable. The four real data sets used in the experiments are monk, mushroom, splice and krvskp (http://archive.ics.uci.edu/ml/). Although these data sets are for single-task learning, we adopted a preprocessing method [20, 25] on them to fit the transfer learning scenario except the monk data sets. We exclude more complex text datasets because our rulebased classifier is not appropriate for them. Note that incorporating a liner classifier such as SVM in an EMDLP would reslove the problem, which is left for future work.
The monk data sets consist of monk1, monk2 and monk3 with the same set of attributes but different target concepts. The target concepts of monk1, monk2, and monk3 are a 1 = a 2 or a 5 = 1; a i = 1 for two choices of i (in {1,2,. ..,6}); and a 5 = 3, a 4 = 2 or a 5 = 4, a 2 = 3, respectively. In the experiments, we use either of monk2 and monk3 as the source task and monk1 as the target task. Note that the target concept of the target domain is only weakly related with the one of the source domain: a half of the target concept of monk1, i.e., a 5 = 1 or its clue, may be found in the target concepts of monk2 and monk3. The numbers of examples of monk1, monk2, and monk3 are 124, 169, and 122, respectively.
The mushroom data set has 8124 examples with 22 attributes in each example and one binary class label. The splice data set has 3190 examples with 60 attributes in each example and one binary class label. We adopt the same strategy in [20, 25] to divide the data sets. The mushroom data set is split into the source task and the target task based on the attribute stalk-shape, the source task contains examples whose stalk-shape are tapering and the examples in the target task have stalkshape of enlarging. The splice data set is divided into two based on the first attribute. If the first attribute value of an example is "A" or "G", it is added into the target task, otherwise it is added into the source task. [20] and [25] show that the splitting method could ensure different distributions between the source and the target tasks.
The krvskp data set has 3196 examples with 36 attributes in each example and one binary class label. Since it is not included in [25] , we adopt the same strategy to split the data into two. The data set is divided based on the eleventh attribute as it shows a result similar to the splice data set.The source and the target tasks contain examples with the attribute value f and t, respectively.
The number of examples in the source task for the artificial data sets, the mushroom data, the splice data and the krvskp data is set to be 1000 which is the same as in [25] . In the monk data, for the source task, all the examples are used because the number is less than 200. We investigated the influence of the number of instances in the target data set, and the noise level in the source data set and in both data sets. The noise is added by reversing the correct class labels in the training data sets. All the experiments are performed ten times and we report the average results.
Experimental Results
The proposed EMDLP is compared with the k-NN (k nearest neighbor) method with k = 3, COITL [25] and TrAdaBoost [20] which are two state-of-the-art instance-based methods in transfer learning, and the Active Transfer (AT) [22] . We follow the values of the parameters in the original papers.
Basically, we perform two kinds of experiments to test the performance. The first one is to test different values for n t that ranges from 10 to 120, while the source training data set and the test data set have both 1000 examples. 10% noise is added to both the source training data set and the target training data set, and the results are shown in Figure 1 . The second one is to test the robustness under different noise levels from 0 to 24%. The noise is added to both D s and D t . The results are shown in Figure 2 .
From Figure 1 , as the general tendency, we observe that the greater n t is, the lower the error rates are. EMDLP is clearly better in most conditions such as in (a), (e), (f) and (i), except n t = 10. By increasing n t , EMDLP achieves lower error rates than other methods. We attribute the good performance of our method when n t is large to the fact that it searches for more relevant features. If only a small number of examples are available, it is difficult to find good features.
Since the target concepts are the simplest among all the nine groups in (a), the underlying features can be easily found. However, EMDLP is sometimes outperformed by others as in a small number of conditions such as in (c) and (h), but even in these cases, EMDLP almost always outperforms others from n t = 60 to n t = 120. With 10% noise added to both the source and the target training data sets, the fewer n t is, the larger the influence of the noise on the D t is. For example, when n t = 10, the number of the correct positive examples will not exceed five.
From Figure 2 , as the general tendency, the error rates increase as the noise level increases. EMDLP performs better than others even under severe noise levels. We attribute the result to the robustness of MDLP and with n t = 100 there are enough examples for EMDLP to find good features.
For the UCI data sets, we first show the results on the monk data sets in Figure 3 . We omit the first kind of experiments because n s and n t are small. In Figure 3 (a) and 3(b), monk3 and monk2 is used as D s , respectively. We observe that the performance of EMDLP is better than others in most of the conditions, even the true concepts underlying the three data sets are not identical. Although the number of labeled examples in both the source task and the target task are relatively small, EMDLP can still obtain lower error rates. The results reflect the robustness of EMDLP in a noisy environment. We notice that in the synthetic data sets, EMDLP is sometimes no better than others when n s is large and n t is small. However in the monk data sets, instance-based algorithm such as COITL can not obtain enough good examples from D s when n s is small.
For the mushroom, splice and krvskp data sets, we also perform two kinds of experiments with different n t and different noise levels.
In the two categories, we further adopt two different noise-adding strategies to evaluate the performance of each algorithm. The first one is to add noise in only D s which is the same as in [25] . It is reasonable because in real world, a small number of examples in the target data sets will be carefully labeled. However, we can not always avoid the occurrence of noise in the target task, so in the second strategy, we test the algorithms under the circumstances that both D s and D t are noisy. Figure 4 shows the performance on the three data sets with different n t and 10% noise level. (a), (b) and (c) show the first case and (d), (e) and (f) show the second case. The figures show that EMDLP almost always outperforms the other methods. Note that the difference of the first and the second cases in noise addition is not so apparent especially when n t is large. Figure 5 illustrates the experimental results of the three data sets under different noise conditions with n t = 100. We see from the figure that EMDLP outperforms other methods in most circumstances, probably due to its noise-tolerant nature. Note that (a), (b) and (c) show stable error rates probably due to the large n t and noiseless D t , while in (d), (e) and (f), the error rates increase as noise level increases from 12% to 24%. EMDLP is less affected by noisy examples in D t than instance-based methods.
Another observation from Figure 4 and Figure 5 is that, the performance on the mushroom data set is obviously better than the other two data sets. It is because the number of attributes in the mushroom data set is the least among the three data sets, while in the splice data set with 60 attributes, it is more difficult to find satisfactory features.
All the experiments above show that EMDLP outperforms others in most circumstances. With the help of the code book, EMDLP could take advantage of good features that can decrease the overall code length, which turns out to decrease the overall error rates. Our algorithm outperforms the other methods even under severe noise levels. In real applications, EMDLP needs only a small number of labeled examples in the target task to achieve a high accuracy.
Related Work
As we stated in the introduction, our problem belongs to the inductive transfer learning, in which labeled data are available both in the source and the target tasks. Existing methods for inductive transfer learning may be classified into an instance-based approach [20, 25] and a feature-based approach [1, 17, 22, 23] . For instanced-based transfer learning, each example in the source task is re-evaluated before being added to the target task to help the classification process in the target task. Both [20] and [25] adopted a re-weighting method to judge the impact of examples in the source task in the learning of the target task. [20] extended AdaBoost algorithm which aims at improving the accuracy of a weak learner by adjusting the weights of the training sets to transfer learning. Their TrAdaBoost algorithm could select useful information from a large amount of data from the source task to boost the accuracy of the classifier on the small amount of data from the target task. [25] also proposed a semi-supervised learning method by extending the co-training method which deals with the same problem as [20] . Instances that can be put into the target task are obtained by re-weighting those in the source task.
The feature-based transfer learning algorithms try to find a subspace spanned by relevant features as common knowledge to help to improve the classification results on the target task. However, most of them are not parameter-free and sensitive to noise. [1] proposed a method to learn a low-dimensional representation underlying multiple tasks. [23] provided a spectralbased solution to transfer the eigenspace that separates the source data to generate a partition of the target data where the process is adjusted by the KL divergence. [17] tried to find a kernel given a set of predefined kernels. Our EMDLP also belongs to the feature-based transfer but with no parameters.
Feature-based methods are also used in other categories in transfer learning [16, 21] . [16] dealt with selftaught learning where the labeled data are available only in the target tasks and performed unsupervised feature construction due to the absence of class labels in the source data set. [21] assumed that class labels are unavailable in both the source and the target data sets and performed clustering on both data sets simultaneously to find the common features between them. For feature selection, the MDLP based method proposed in [13] tried to learn prior knowledge over the features. Although the basic idea of MDLP is adopted, it is a lossy compression to the data and is not parameter-free.
Our work relates to the feature-based transfer learning, and a novel classification framework was proposed based on the MDLP. The basic idea is to find the common components between the target concepts of the source and the target data sets in order to reduce the labeling cost on the target data and decrease the overall error rate.
Conclusion
The method in this paper attempts to apply the MDLP to supervised inductive transfer learning. It is an extension of MDLP which can balance both the simplicity of the hypothesis and the goodness-of-fit to the data. By introducing a code book that consists of extracted useful information from the source task, the proposed parameter-free EMDLP method improves the accuracy, as well as inherits the property of noise-tolerance. In our experiments, EMDLP is shown to outperform other methods and also be robust to noise.
