ABSTRACT In recent years, remote sensing images have played an important role in environmental monitoring, weather forecasting, and agricultural planning. However, remote sensing images often contain a large number of cloud layers. These clouds can cover a large amount of surface information. Therefore, an increasing number of cloud recognition methods have been proposed to reduce the impact of cloud cover. There are many difficulties in traditional cloud recognition methods. For example, the threshold method based on spectral features improves the accuracy of cloud detection, but it often leads to omission or misjudgment in cloud detection and depends on prior knowledge. To improve the accuracy and efficiency of cloud recognition, we use deep learning to address cloud recognition problems in remote sensing imagery. We propose a series of methods from the acquisition and production of training datasets to neural network training and cloud recognition applications. This paper describes a realization of cloud recognition of remote sensing imagery based on SegNet architecture. We have proposed two architectures named P_SegNet and NP_SegNet, which are modified from SegNet. Some parallel structures were also employed into the SegNet architecture to improve the accuracy of cloud recognition. Due to these changes, this paper also discusses the impact of the symmetry network structure on the final accuracy. Our proposed method was compared with the well-known fully convolutional neural network (FCNN) approach. The results have demonstrated the feasibility and practicality of using deep learning approach for cloud recognition in remote sensing images.
I. INTRODUCTION
Remote sensing images [1] - [4] have been widely applied in agricultural and forestry management, geological and mineral resources prediction, natural environment detection, weather forecasting, and many others. However, over 50% of the Earth's sky is covered by various cloud layers that can interfere with a large amount of desired information in remote sensing images. The clouds obscure the information The associate editor coordinating the review of this manuscript and approving it for publication was Manuel Rosa-Zurera.
on the Earth's surface and can raise issues for image processing [5] , [6] .
Various cloud detection methods are now available for remote sensing images. These methods share the common approach of using the spectral features of remote sensing images to detect clouds. They mainly separate the cloud layer from other objects based on the clouds' reflectance or brightness temperature values in the infrared band. Remote sensing imagery processing software, such as ENVI and eCognition, are often used to detect clouds in remote sensing images. To get better accuracy, users have to manually set features such as brightness, shape, infrared reflectivity, brightness temperature values, and other parameters, which are labor-intensive and time-consuming [7] . In addition, most of these software-based image processing methods are CPU intensive, so processing a large set of remote sensing imagery often requires a relatively long time.
Traditional cloud detection approaches, such as the threshold method and texture analysis [8] , face the following major issues: (1) the efficiency of cloud detection is low; (2) these methods merely distinguish between clouds and highlight objects; and (3) some of the methods rely too much on human experience, leading to subjectivity. To address these problems, some researchers begin to utilize intelligent algorithms [8] , [9] .
Recent rapid developments in artificial intelligence have enabled scholars to apply deep learning to cloud detection in remote sensing imagery. For example, Aghdam and Heravi [10] proposed a natural image classification algorithm based on the large deep convolutional neural network (CNN), which achieved high classification accuracy on the ImageNet data set. The CNN is a typical deep learning implementation. Once trained, the CNN can exploit the features of the image to complete the classification required in the remote sensing data [11] . By using deep learning, the steps of manually setting the feature parameters in the traditional cloud detection methods can be eliminated. The system autonomously determines how to process the features, saving time previously taken by manual setting and adjustment [12] .
Deep learning has been used extensively since 2012. The accuracy and training speed of deep learning have been further improved with new technologies, such as the development of the rectified linear unit (ReLu) and the Dropout method [13] . In addition, hardware performance has improved as has been seen in the use of GPUs. Deep learning has strong capabilities in discovering the structure of high-dimensional data. It is often used in many fields such as science, commerce, and government affairs. Remarkable achievements have been made in image and speech recognition as a result of deep learning approaches. ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is one of the most popular and most authoritative academic competitions in computer object detection and image classification. As early as 2015, the error rate of artificial neural network image recognition in a specific data set had been reduced to 4.85% in ILSVRC, compared to 5.1% for human image recognition. This demonstrates the potential of deep learning to surpass human accuracy in specific image recognition tasks.
Our use of deep learning to improve cloud detection performance for remote sensing images over traditional methods is described below. Fig. 1 illustrates the main process of our experiment. First, we produced training and testing datasets, each consisting of two steps. The first step is to obtain the original data, the remote sensing images. The second step is to make corresponding labels, which is time-consuming but vital. Next, we decided which neural network architectures to use. We then trained these neural networks with the previously prepared training dataset. Lastly, the trained neural network models were used to segment the testing dataset.
The main purpose of applying deep learning is to improve the accuracy and processing speed of the cloud recognition in the remote sensing images. The existing neural network model, SegNet [14] - [16] , provided a baseline for evaluation of the processing performance of the cloud detection. By modifying its architecture, we could examine factors that impacted the accuracy of the cloud recognition and the rate of discrimination of highly similar objects. In cloud detection, highly similar objects include snow, highways, highlighted objects, etc. To demonstrate the efficacy of cloud detection with this architecture, we collected approximately 1,000 remote sensing images and manually labeled them. The labels were segmented into three classes: cloud, snow, and background. The specific content of the experiment will be shown in Section IV.
The main contributions of this study are as follows: 1) We propose a approach to identify clouds in remote sensing images by deep neural networks. The approach uses a trained deep neural network model by semantically segmenting the remote sensing images to recognize cloud layers. Further improvement of accuracy and extensiveness for cloud detection is our future research direction.
2) New neural network architectures are proposed which combines SegNet and GoogleNet to improve the performance in cloud detection. We compare and analyze the advantages and disadvantages of the new and old architectures for cloud identification in different situations.
The remainder of this paper is organized as follows. Section II provides an overview of the related work. Section III introduces the method we used to train the neural networks. The neural network architecture, data set acquisition, label creation method, and training steps are described.
Section IV presents the cloud recognition performance of the different neural networks. In Section V, we discuss some of the problems that arose in the experiment and suggest future research directions. The final section concludes the work.
II. RELATED WORK A. DEEP LEARNING
Deep learning is a neural network structure with multiple hidden layers. Analysis in deep learning combines lower-level features into higher-level abstract features. With regard to image processing, this method simulates the processing of images by humans in terms of visual receptor cells and cerebral cortex processes. The CNN is a deep feedforward artificial neural network that has been successfully applied to image recognition. A stochastic gradient descent (SGD) [17] can be used to train the network to obtain the model parameters. The trained CNN can fully exploit the features of the image and complete the classification of the remote sensing image [11] .
1) DEVELOPMENT OF DEEP LEARNING
New theory development has resulted in researchers proposing a variety of deep learning architectures, including such well-known examples as: AlexNet, GoogLeNet, VGGNet, and ResNet. These architectures demonstrate the effectiveness of CNN under complex models. For our experiments we referenced GoogLeNet's Inception model. In the Inception model, convolution is performed on multiple convolution kernels of different sizes which are then combined. In order to diminish the computational cost, a 1×1 convolution layer was used to reduce the dimension. For our experiment, the Batch Normalization regularization method, which was proposed in Inception V2, was also used. With the development of deep learning, many associated frameworks have also been created. These development frameworks greatly improve the speed at which programmers can build artificial neural networks. The frameworks also free researchers from some of the tedious and repetitive aspects of network structure construction. This allows researchers to focus more specifically on the artificial neural network architecture and the development of new deep learning optimization algorithms. Current mainstream examples of deep learning frameworks include: Caffe, TensorFlow, and Torch [18] - [21] . Deep learning has made major breakthroughs in image recognition, including demonstrating error rates that have begun to drop lower than those from human recognition. This illustrates the power of the deep learning approach, and its ability to better express the features of high dimensional data.
2) SEGNET STRUCTURE
In order to address semantic segmentation in images, the Fully Convolutional Network (FCN) architecture was proposed. FCN classifies images at the pixel level, which means every single pixel can be recognized as a small part of a specific class. An FCN can accept input images of any size, and use the deconvolution layer to upsample the feature map of the last convolutional layer, and restore it to the same size of the input image. This allows the prediction of FCN to be generated for each pixel. The approach used by the FCN architecture served as the basis for the development of SegNet. SegNet is an image semantic segmentation network created by the Cambridge University team to address the path analysis needs for autonomous driving and intelligent robots [16] . SegNet inherits the basic approach of the FCN [22] , restores the positional features of the image and realizes pixel-wise labeling [16] , [23] - [25] . SegNet marks different kinds of objects in the input image with different colors at the correct positions.
SegNet architecture uses an encoder-decoder structure [15] which is illustrated in Fig. 4 . The encoder layer is used to extract high-dimensional feature information, and the decoder layer maps the low resolution encoder features at the original resolution. The encoder uses same convolution, so the size of the feature map does not change. Its size is reduced only in the pooling layer. In the decoder, the convolution operation is the same as in the encoder with no change in the feature map size. The feature map is restored only in the upsampling layer so that lost information can be replaced from the encoder to the decoder layer. In addition, the SegNet data will be batch normalized [26] before entering the convolutional layer to accelerate the learning. After each convolution, there is a ReLu layer that enables the neural network to address the nonlinear feature classification and gradient disappearance problems.
B. CLOUD DETECTION METHODS
With the increase of remote sensing image application scenarios, researchers have proposed many methods of cloud detection to reduce the negative effect of the covering cloud layers.
1) TRADITIONAL CLOUD DETECTION METHODS
Many methods existed before the development of intelligent cloud detection. Some of the more popular traditional approaches include: the threshold method, texture analysis, and statistical methods [8] .
The key to the effectiveness of the threshold method is the ability to determine an effective threshold value. In order to improve the accuracy of cloud detection, researchers progressed from a fixed threshold value to more advanced variations using a dynamic threshold value, an adaptive threshold value, and a multi-band combined threshold value [27] . Texture analysis takes advantage of the similarity of objects in remote sensing maps and the discontinuity of boundaries [28] . Statistical methods include mainly statistical equations and cluster analysis. Statistical methods apply various equations to determine values or use techniques, such as cluster analysis. For example, sample data can be used to establish a simulation formula for determining cloud reflectivity or a brightness temperature for cloud detection. VOLUME 7, 2019 Cluster analysis includes a variety of forms: C-means clustering, ISODATA clustering, fuzzy clustering, etc [29] .
These traditional methods have a certain upper limit on the accuracy of cloud detection and have difficulty in distinguishing cloud layers from highly similar objects. In addition, the choice of thresholds for these traditional methods can be subjective. These methods also require more manual intervention and are not as efficient as newer intelligent approaches.
2) INTELLIGENT CLOUD DETECTION METHODS
Intelligent cloud detection methods are those that use artificial intelligence techniques, such as artificial neural network vector machines and fuzzy logic algorithms [30] - [32] . For example, the Chen Yang team used the combination of a deep network and a support vector machine (SVM) in their cloud detection solution [33] , [34] . Their method used principal component analysis pre-train the convolutional neural network. The vector calculated by the neural network was then fed into the SVM for the cloud detection classification.
Chen's research illustrates that the accuracy of using the deep learning method to identify clouds on spectral images was 5.38% higher than that of traditional methods, and the accuracy on panchromatic images was 8.6% higher. This again demonstrates that because deep neural networks have more powerful data processing capabilities for highdimensional data, they can better express the characteristics of clouds compared to artificial feature extraction. Compared with the traditional OTSU cloud detection methods [9] , deep learning methods can more easily distinguish high reflectivity objects, such as snow, open space, and similar objects. Despite the high recognition rates in their result, additional development and research will likely result in further improvement.
III. DATASET AND STRUCTURE
This section will describe the methods used to produce the dataset, the deployment of the frameworks and the structure of the deep neural networks.
A. DATA COLLECTION AND LABELING
The quality and quantity of the training dataset directly affects the performance of the neural network and the accuracy of the classification. For researchers, it is often difficult to obtain a large amount of high-quality training data. This can cause researchers to use a smaller training data set than desired. Expanding the size of the training set and improving the quality of the data used are both very important in order to produce results that can be interpreted meaningfully.
1) DATA COLLECTION
In this experiment, two methods were used to obtain remote sensing cloud images.
Method 1: We obtained some high-resolution remote sensing images and corresponding image labels from China Geological Survey. These images were of high quality and were the main portion of the training data.
Method 2: In order to obtain cloud images from various online sources, web crawling technology was used to automatically gather remote sensing images from public Internet sites. Appropriate images with clouds were selected from this set and manually labeled.
The remote sensing images were all in an RGB format. Although it was a lossy format, it allowed for faster training.
2) LABELING
There are high requirements for the production of labels, and the labels should be as accurate as possible to produce the best performance in the network from the training. For remote sensing cloud images, the label is especially difficult to make. This is due to the irregular boundaries found in the complex and diverse forms of clouds. Using traditional manual labeling is not only inefficient, but also not accurate enough. An object-oriented classification method was used in this experiment [34] . Since SegNet makes pixel-level predictions from supervised learning [15] , [16] , the label image must also be processed. Values of each pixel are changed to its corresponding class number, resulting in a class map. For example, in a class map, the pixel value of the cloud is 1, the pixel value of snow is 2, and the pixel value of the background is 0. The process of labeling is illustrated in Fig. 2 . We first segment the original images by objects' similarities. Next, the features of classes are determined and class samples are chosen. These features include color, brightness, changes, etc. Segmentations that have similar features are then combined. Some exceptions need to be handled manually to improve label accuracy. The last step is to transform the created image labels into the class map.
The software we used to produce the labels was eCognition [35] . It is a remote sensing information retrieval software package based on target information. It uses object-oriented classification methods. As shown in Fig. 3 , the process of cloud recognition in eCognition began with the image segmented according to the similarity of each pixel. The user then selects a certain area as a sample of the class. The user is required to select an algorithm that will be used to merge the separated areas having similar features for classification purposes. Using eCognition is advantageous when clouds appear in isolation, but when clouds and snow are both present the effectiveness of the classification is greatly reduced. In the last, we need to adjust the class map manually which is very inefficient. In addition, this software requires other manual operations during cloud classification, such as the selection of a classification algorithm and the design of feature types.
B. STRUCTURE OF ARCHITECTURES
SegNet's structure has been demonstrated in section II. SegNet architecture processes the input data through a large number of same convolution layers, and the neural network structure of the entire convolution-pooling-upsamplingdeconvolution process is a symmetric structure. Because of the presence of the upsampling layers, the size of the input picture is limited by the manual setting of the length and width of the SegNet neural network.
In order to improve the accuracy of cloud recognition, the SegNet's structure was modified. As illustrated in Fig. 5 , we imitated GoogLeNet's Inception model by using a multiscale filter bank to produce a set of feature maps in a specific layer of the network.
P_SegNet is a variant version of SegNet. Its structure is roughly the same as SegNet. P_SegNet's encoder network consists of 13 convolutional layers, the same as in SegNet. We tried to improve the architecture's performance by expanding the width of the neural network. Multiple convolution kernels of different sizes can enhance the resilience of a network. In our model, the first few convolutional layers in the encoder network have two sizes of filter are 3 × 3 and 5 × 5. They are all same convolution which means the feature maps they produced can be spliced directly by the concat layer. The use of different sizes of convolution kernels means different sizes of receptive fields, and the final splicing means the fusion of different scale features. To address excess parameters problem which causes model getting larger and the efficiency becoming lower, we use the inception module with dimension reduction. The number of parameters and overfittings are reduced by using 1 × 1 convolutional layers. We also added Batch Normalization layer behind each convolution layers. Batch Normalization (BN) is a very effective regularization method. It can speed up the training of large convolutional networks, and the classification accuracy after convergence can be greatly improved.
Reduction of channels in each feature map was not expected, so the stitched feature maps were twice as large as the feature maps generated by the corresponding layers of the SegNet network. Inception models were added on only the first two convolution layers. Adding them to all the layers would have added too much of a burden to the parallel layer. The inception's parallel structures were only added in P_SegNet's encoder network. As a result, we also designed NP_SegNet which has added parallel structure has encoder and decoder network to discover the impact of the neural network's symmetry on cloud recognition accuracy. Table 1 shows the parameters of each layer of the neural network. In the table, ''conv3-64 pad1'' means that this layer of the network does a convolution operation and the kernel size of the layer is 3 × 3 and the pad is 1; ''maxpool'' represents the use of the largest pooling layer, its size is 2, its step size is 2; ''upsample'' represents the upsampling layer, its kernel size is 2, the data length and width are restored to twice larger than before. The ''num'' column represents how many times each layer is repeated. In the parallel structure, R means that there is a 1 × 1 convolution layer before the convolution operation to reduce the number of parameters. P_SegNet has added parallel structure only in encoder layers. NP_SegNet has added parallel structure in both the encoder and decoder layers. Parallel structure has two different sizes of convolution kernels, which are 3 × 3 and 5 × 5. In order to prevent the neural network from being too large, the parallel structures were only added in the first few layers both of the encoder and decoder.
C. TRAINING
The dataset used to train the neural network was relatively small. It contained 670 training and 342 testing RGB images and their corresponding image labels. For this dataset, the neural network was expected to segment three classes: cloud, snow, and background. We believed that the neural network would be able to distinguish some high refractive index objects that were similar to clouds, so the degree of discrimination from cloud and snow recognition were used as an important performance indicator of the neural network.
The weights of the neural network were initialized using the method described in [21] . The cross-entropy loss was used as the objective function in the network. In the process of training the whole dataset directly, the cloud and snow segmentation accuracy reached a very low value, close to zero, and the corresponding loss value remained unchanged no matter how many rounds of training were attempted. Conversely, using a training set of only 10 images, the neural network could still quickly converge with a very high recognition rate for clouds and snow. In order to avoid non-convergence, we chose 50 highly representative images in the dataset to constitute a subset. We used the subset to train the neural network with a learning rate of 0.1 during pretraining. After 1,000 iterations, we lowered the learning rate to 0.01 and trained the neural network with the entire dataset.
IV. EXPERIMENTS AND RESULTS
We examined the performance of each neural network on the test dataset which was obtained from the section III. Input images which were used to test the performance could be divided into four categories: (1) cloudy images, (2) snowy images, (3) mixture of clouds and snow images, and (4) less cloud and snow images. The RGB input images in the test dataset were 480×360. Three different neural network architectures (SegNet, P_SegNet, and NP_SegNet) were tested to determine the factors that affected cloud recognition performance. The P_SegNet and NP_SegNet architectures were also directly compared to determine the extent to which parallel structures affect cloud recognition accuracy. We also compared the performance between the three networks and the traditional architecture, FCN. Our intention was to determine which architecture had a better cloud recognition performance while using the same dataset and keeping the same training parameters. A learning rate of 0.0001 was used with a momentum of 0.9. We also used the same SGD solver for all the tests. In order to prevent overfitting of neural networks in training, we employed the technique of dropout. The rate of the dropout was 0.5. We also used the pre-training approach described in Section III to deal with the phenomenon of nonconvergence during training.
A critical early step was operationally defining we need to define the meaning of cloudy, snowy and mixed cloud-snow images. We decided that if clouds accounted for more than 40% of an image, it would be considered a cloudy image. Likewise, if snow accounted for more than 40% of an image, it would be considered a snowy image. If an image contained more than 20% of both clouds and snow it would be a mixed cloud-snow image.
About 100 cloudy and snowy images were chosen from the dataset using for pretraining. These were assembled as a subset and a higher learning rate (0.1) was used train the network. The subset was used so that an excess of low cloud and low snow images wouldn't slow down training or even cause the recognition output to be completely black (i.e. underfitting). When the loss value tends to be stable, we train the network with the entire dataset and a smaller learning rate (0.001).
The performance comparisons of the three different networks' recognitions of cloudy images can be seen in Fig. 6 . It shows that SegNet and its changed forms could handle cloud recognition very well. In particular, they all had a strong ability to identify boundaries.
By comparing the recognition results, P_SegNet and NP_SegNet, we can see that the neural network structure with symmetric structure was better for cloud-snow discrimination. P_SegNet had a tendency to recognize bright objects as clouds so that the snow recognition accuracy rate was greatly reduced. Fig. 7 illustrates the difference between FCN architecture and the three SegNet architectures (SegNet, P_SegNet, NP_SegNet) for cloud recognition. In comparison, we can see that the FCN architecture is more ambiguous regarding boundaries. The three SegNet neural networks classified boundaries more smoothly and accurately. It is obvious in test 9 that the accuracy of FCN recognition for snow was very low. Fig. 8 is an example which shows the recognition's comparison of the two neural networks SegNet and NP_SegNet. In picture c, we can observe that the top right corner of the results are misidentified. In picture d, the NP_SegNet network does not misidentify at the same position. The lower left corner of picture d shows that NP_SegNet network's discrimination ability of highly similar objects was weaker VOLUME 7, 2019 than SegNet. By comparing multiple sets of experimental data, we found that adding the parallel structure reduced the probability of identifying other objects in the background as clouds. However, this also decreased the cloud-snow discrimination rate. In other words, NP_SegNet recognized clouds more accurately but also more often misidentified snow as clouds.
Although NP_SegNet's recognition accuracy rate for cloud is 2.9% higher than SegNet's, the recognition accuracy rate for snow is 7.8% lower than SegNet's. The result demonstrates that SegNet's performance in cloud-snow discrimination rate was slightly better than NP_SegNet. However, Fig. 8 indicates that SegNet's probability of misidentification which recognizes non-cloud or non-snow as cloud was higher than NP_SegNet. When the cloud accounts for a large proportion of remote sensing image, NP_SegNet's recognition accuracy rate was much higher than SegNet's.
In Table 2 we compare the four architectures' (SegNet, P_SegNet, NP_SegNet, FCN) average class accuracy in different iterations. We tested 50K, 100K, and 500K training iterations separately. In training, we used a mini-batch of size 2. In inference, the batch size was 1. In order to compare the quantitative performance of each architecture, we used class average accuracy and macro F1 score to measure each architecture's ability in classification. Recognition accuracy was tested with 133 selected remote sensing images on different architectures at 50K, 100K, and 500K training iterations. There were some extreme cases which could have affected the final results. For example, in no snow images, if the model recognizes a small part of an object as snow, the recognition accuracy of this class will become zero and affect the overall recognition rate. To prevent such extreme test results affecting class average accuracy, the test images set were only mixed cloud-snow images. The parameters and methods of training were all the same which as described in Section III. The three SegNet architectures achieve a better result in a short time about 100K training iterations as show in Table 2 . Under the same training conditions, FCN architecture's cloud and snow recognition rates were lower than the three SegNet architectures, especially the snow recognition rate. SegNetlike architectures were more suitable for cloud detection. As training iterations increased, the neural network identified the boundaries of the cloud more accurately and the misidentification rate is lower. SegNet and NP_SegNet have similar macro F1 scores and they are better than P_SegNet's. It demonstrates that the symmetric neural networks have better cloud recognition capabilities.
The experimental results showed that the SegNet-like architecture was more suitable for cloud detection than the FCN architecture. Results from NP_SegNet and P_SegNet demonstrate that the convolutional neural network which is symmetric distinguishes high-similar targets better. Although SegNet's cloud-snow discrimination rate is slightly higher than NP_SegNet, its false positive rate is higher than NP_SegNet. NP_SegNet in snowless remote sensing images performance was better than the original SegNet. If the remote sensing imagery of the test was more mixed with clouds and snow, then SegNet was more suitable for cloud detection.
V. DISCUSSION AND FUTURE WORK
Cloud detection accuracy will be reduced because the highlighted surface is misjudged as a cloud. Deep learning can greatly improve the cloud-snow discrimination rate through feature extraction. By comparing deep learning with some existing methods for detecting clouds, deep learning enables the computer to automatically learn the features and reduces the process of human participation. Deep learning for cloud detection can speed up image processing, comparing with traditional methods. Discrimination ability with regard to similar objects is also improved to some extent. Also, the limitation of the spectral value for classification feature has been eliminated. In the training phase, the problems of overfitting and under-fitting of the model have to be addressed. By selecting a small number of samples for training, and then using a number of sample fine-tuning methods, the loss value of the model reaches a satisfactory level.
In the experiment, the remote sensing image cloud recognition based on deep learning also demonstrated the following defects:
(1) Although, SegNet demonstrated a certain ability to distinguish between cloud and snow, there is still room for improvement in the distinguishing ability. In the process of classification, a small part of cloud is recognized as snow, on the other hand a small part of snow is recognized as cloud. Although the overall correct rate is relatively high, this unconventional classification can lead to a significant mistake in cloud detection. For the NP_SegNet network with high cloud recognition rate, the misidentification rate of objects with high similarity to the cloud was also high, which is a limiting factor in practical applications.
(2) The input image size must be fixed. Because of the upsampling layer structure in the decoder layers, the length and width of the output data is fixed, which requires that the input image size must be fixed too. This implies the need to standardize the size of image files before processing. After compression, cutting, and extension operations, remote sensing images could lose essential details and their integrity. This situation could cause the inaccuracy of classification.
(3) The training dataset does not contain all kinds of clouds. Because of cloud diversity, our dataset did not contain all types of cloud. Collecting data sets of all forms of cloud and making the corresponding labels was prohibitive in terms of manpower and time for the purpose of this study. The accuracy rate of the cloud detection for the cloud types in the dataset were high, but the accuracy rate of the cloud detection for cloud types not represented is unknown. Presumably, it is lower due to their absence in training.
These defects may be caused by the limitations of the deep neural network architecture, the limitations of the sample dataset size, and hardware performance limitations. It is believed that these defects can be overcome by advanced neural network structures, comprehensive samples, and more powerful hardware performance.
We have to admit that we were overly optimistic about potential accuracy given the limitations of the small test dataset. However, it provided us with good comparative data for the various networks. In future experiments, we will expand the size of the training dataset and try to include more types of cloud forms. In addition, we will subdivide the types of clouds according to their forms, using deep neural networks to identify cloud categories based on cloud recognition. We believe that with the increasing maturity of VOLUME 7, 2019 neural network theory and the rising quality of training sets, remote sensing image cloud recognition using deep learning will greatly exceed the accuracy and speed of existing cloud recognition technologies.
VI. CONCLUSIONS
In this paper, we have proposed a series of methods from training set acquisition to neural network training, to achieve the purpose of using deep learning to efficiently perform remote sensing image cloud recognition. SegNet was used as the main network architecture for cloud recognition. We presented modifications to the architecture to find the underlying factors which impact the performance in cloud recognition. We also compared the three SegNet-like architectures with traditional fully convolutional architectures. In the experiment we identified a number of advantages and disadvantages of different neural network architectures under different conditions. Experimental results indicated that using deep learning to detect cloud in remote sensing image has more potential than traditional methods. With the further development of neural networks, deep learning can completely replace traditional cloud recognition methods. 
