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Introduction
Face detection has many applications, including teleconferencing [a] , face recognition [6] , and gesture recognition [la] . The goal of face deteclion is to determine whether or not there is any human face in the image, and, if present, return its locatioin and spatial extent. The task involves scale, space, orientation, and viewpoint analysis since faces of different sizes may appear in arbitrary locations and orieni,ations in an image. In recent years, many methods have been proposed to detect human faces in a single image [6, 8, 41 or a sequence of images [ll] based on gray scale [6, 8, 4] or color [a, 111. Yang and Huang [9] develop a rulebased system to detect faces in that face candidates are determined using coded rules and these candidates are classified as face or non-face using edge-based features. Sung and Poggio [8] report an example-based learning approach for locating vertical frontal view of human faces. They model the distribution of human face patterns by means of a few view-based face and non-face prototype clusters. A small window is moved over all portions of an image and determines whether a face exists in each window based on distance metrics. Similar approach is adopted and extended by Rowley, Baluja and Kanade [6] . Support vector machine has also been applied to face detection [4] . Yang and Waibel [ll] use a pixel-based operation to cluster skin-like pixels for face tracking in that motion and geometric information is also employed. Yow and Cipolla [13] present a feature-based algorithm for detecting faces in which feature points are detected using spatial filters and then grouped into face candidates using geometric and gray level constraints. A probabilistic framework is then used to reinforce probabilities and to evaluate the likelihood of the candidate as a face. Most recently, several modular systems using a combination of shape analysis, color segmentation and motion information for locating or tracking heads and faces in an image sequence have been developed [a, 12, 11, 5, 71. Most of the existing systems use window-based or pixel-based operations to detect faces. The problem with window-based approach is that it cannot detect faces of different orientations or view angles. On the other hand, pixel-based operation is ineffective in distinguishing a human face from other skin areas such as hands and arms in an image. We propose a ne.< method to detect human faces to deal with these problems using multiscale segmentation, color, and geometric information. Multiscale segmentation is utilized to generate homogeneous regions that can deal with the scale problem. Under white lighting conditions, color does not vary significantly with orientation or view angles. Thus, we build a skin color model to capture the chromatic characteristics using multivariate statistical analysis. The analysis shows that human skin colors fall in a small region in color space and can be approximated by a Gaussian distribution. Thus, color features of human faces are employed to cope with problems of orientation and view angles. Given a color image, a human faces is detected if the shape of the merged skin color regions can be approximated by an ellipse and there exist some darker fa-cia1 features, such as eye bows and eyes, inside that region. Our experimental results show that human faces in color images can be identified regardless of size, orientation and viewpoint.
Proposed Method 2.1 Multiscale Segmentation
Multiscale image segmentation is used to extract a hierarchy of regions for matching. Segmentation is achieved using a transform function, which maps the feature primitives to a family of attraction force fields, defined by Figure 1 (a) shows an original image. The following three images show the segmented image with all pixels in regions at three different scales (ug = 40,20,6 for (b), (c), and (d)) replaced by a unique gray value for each region. The identified regions are visually correct and the region boundaries align with the actual boundaries at all scales. Note that all segmentation parameters of the transform are selected automatically, eliminating the need to make a priori assumptions about either the geometric or homogeneity characteristics of the structure.
where R = d_omain (l(u,v) )\{(x,y)} and r' = (vz ) ; + (w -y)j. The details of this transform and the segmentation method can be found in [l] . Here we review its basic characteristics. The parameter gg is a homogeneity scale which reflects the homogeneity of the region into which pixel groups and u, is a spatial scale that controls the neighborhood from which the force on the pixel is computed. The force field encodes the region structure in a manner which allows easy extract ion.
The homogeneity between two pixels is given by the Euclidean distance between the associated mdimensional feature vectors (e.g., m = 3 for a color image)
The spatial scale parameter, u s , controls the spatial distance function, d, (.) , and the homogeneity scale parameter, ug, controls the homogeneity distance function, dg(.). One possible form for these functions satisfying criteria discussed in [l] are unnormalized Gaussian (3) With the above definition of force field F, pixels are grouped together into regions whose boundaries correspond to diverging force vectors in F and whose skeletons correspond to converging force vectors in F . An increase in ug causes less homogeneous structures to be encoded and an increase in us causes large structures to be encoded. 
Human Skin Color Model
Although different people have different colors in appearance, several studies have showed the major difference lies in intensity rather than color itself [a, lo].
To build a skin color model, we use CIE LUV color space and discard the luminance value. Based on the histogram of more than five hundred images that contain human skins of different races, we observe that the distribution of skin color, x = ( u , v )~, can be modeled by a Gaussian distribution. Figure 2 shows a uniformly subsampled color. Therefore, we hypothesize the distribution of skin color as a bivariate Gaussian distribution " ( p , E) where p = (,uu,pUv)= and . The null hypothesis of Gaussian distribution is accepted using a chi-square test. A recent report [lo] on skin color modeling using RGB color space has similar results. The parameters of the distribution are obtained by maximum likelihood estimation. A pixel is identified to have skin color if its corresponding probability is greater than a threshold (0.5) and a region is classified to have human skin color if most (above 70%) of its pixels have skin color. Figure 3(a) shows the segmented regions of Figure l(a) that have skin color. Note that skin color helps in detecting human face, but skin color alone cannot detect human faces correctly. 
Geometric Analysis and Postprocess-
Since the shapes of human faces are approximately elliptic, skin color regions are merged until the shape of the merged region is approximately elliptic. The orientation of an ellipse can be calculated by the moments of inertia [3]. The extents of the major and minor axes of the ellipse are approximated by the extents of the region along the axis directions and the degree of fit of the ellipse is determined by the number of pixels that fall into that shape specified by the computed parameters. A merged skin color region is a human face candidate if the ratio of major axis to minor axis is less than a threshold (1.7). If a candidate region has some darken regions or some holes inside the merged region, it is classified as a human face. The rationale is that a face contains eyes or mouth and these facial features have darker colors than skin. If these facial features are included in the skin color region, the color of the facial features should be relatively darker than the rest of the region. If the facial features are not classified as skin color regions, some empty areas should exist inside the candidate region. In this case, the segmented regions of the empty areas are included as part of a face. Figure 3(b) shows the final result of detected human faces in Figure 3. 
Experimental Results
In this section, we present experimental results (color images of the experiments can be found at http://uirvli. ai .uiuc .edu/mhyang/facedetection. html) 
Conclusion
In this paper, we have presented a new method to detect human faces in color images. The proposed method utilizes a multiscale transform to segment images into homogeneous regions and extracts skin regions based on a skin color model. These regions are then merged until the shape is approximately elliptic and verified. Experimental results show that the proposed method can detect human faces in color image regardless of size, orientation and viewpoint. 
