Intrinsic controllers are invariant under the coordinates used for their representation. In the case of rigid-body motion in two and three dimensions, the intrinsic approach eliminates problems with singularity or over-parametrization that may occur in specific choices such as Euler angles or quaternions. Intrinsic PD controllers that combine almost-global stabilization with a familiar and intuitive PD design framework have been known for several years. In this paper we show how intrinsic integral action may be added to intrinsic PD control. We apply the result to stabilize the attitude of a quadrotor UAV model, and demonstrate in simulation that performance is significantly improved in the presence of parameter uncertainty and constant disturbance forces. We also consider the effect of bounded, time-varying, disturbances.
INTRODUCTION
Attitude tracking for fully actuated rigid bodies has a long history, due to its practical implications for aerospace and marine vehicles. Recently much effort has been focused on control of quadrotor UAVs, both as individual devices and in formation, for applications including surveillance, mapping, and exploration [1] [2] [3] [4] . In general, the control objective is tracking of desired time-varying trajectories in the presence of parameter errors and disturbance forces, but in this paper we focus on stabilization of a desired equilibrium point. The configuration space of rigid body rotations is the Lie group of special orthogonal matrices SO(3). * Address correspondence to this author.
Global stabilization on SO(3) by smooth feedback is known to be topologically impossible, with at least one point necessarily omitted from the domain of atttraction [5] . The non-Euclidean nature of SO(3) makes the choice of parameters critical, with minimal parameter sets such as Euler angles necessarily failing at singular points, and over-parameterizations such as quaternions suffering from issues related to nonuniqueness [6] .
The strongest results for almost-global stabilization have been obtained in the geometric framework, that is, for controllers derived without the use of a particular parameterization of the configuration space. These intrinsic formulations have been given the structure of nonlinear PD controllers, which combine almost-global stabilization with an intuitive design framework [7] [8] [9] [10] . However as we will show below the tracking error of these intrinsic PD controllers will not converge to zero in the presence of parameter uncertainty or non-zero disturbance forces. As for the linear case, the steady-state error can be made arbitrarily small by picking the controller gains sufficiently large. However, as for the linear case, this approach brings many problems associated with large actuator commands.
It is natural to seek an intrinsic geometric control analog of integral action in order to obtain convergence in the presence of constant disturbances without the need for large gains. Lee and co-workers have recently presented an approach to solving this problem [11] [12] [13] . These controllers are capable of exponentially stabilizing a reference attitude with almost-global convergence in the presence of constant disturbances. In this paper we present a different intrinsic integral term that provides the following major improvements over the designs of [11] [12] [13] : In the present paper we show that the convergence properties of our integral term are preserved despite uncertainty in the inertia properties, the center of mass location, and the actuator characteristics. We consider the effects of non-constant disturbances, and show that the resulting errors must remain bounded. Finally, the intrinsic integrator used in the present paper has a clear physical interpretation, which lends itself to straightforward extension to general fully actuated mechanical systems on Lie groups, and further, to fully actuated systems on Riemannian manifolds. The extension of these ideas to mechanical systems on general Lie groups tracking time varying configuration trajectories will be treated in [14] while the ideas will be further extended to track classes of trajectories in [15] .
INTRINSIC EQUATIONS OF MOTION ON SO(3)
In this section, we present intrinsic equations for the attitude dynamics of a 3D rigid body. The configuration space for this system is the Lie group SO(3).
Let R ∈ SO(3) be a particular configuration of the body. It is convenient to represent R as a rotation matrix, that is, a 3 × 3 orthogonal matrix with determinant +1. The state space of rigid rotational motion is the tangent bundle formed by SO(3) together with its tangent space at every point. Because SO(3) is a Lie group, the tangent space at an arbitrary point R may be related to the tangent space at the identity element I. The matrix representation of an element of SO(3) must satisfy R T R = I, hence we obtainṘ T R + (Ṙ T R) = 0, and we identify the tangent space at R with Skew 3 , the vector space of all 3 × 3 skew-symmetric matrices using the identificationΩ R TṘ . We can parametrize this space using an operatorˆthat takes an angular velocity vector, Ω ∈ R 3 , into the element,Ω ∈ Skew 3 , as follows:
Together with the commutator [ζ ,η] ζη −ηζ , the vector space Skew 3 forms so(3), the Lie algebra of the Lie group SO(3). It is easiest to visualize these relationships using coordinates. However, the definitions can also be developed intrinsically, using primitive objects R ∈ SO(3) andΩ ∈ so(3) without coordinate representations. Because the definitions can be made intrinsic, matrix/vector formulas obtained will hold for any invertible change of coordinates. Some useful and easily verifiable Lie algebra identities on SO(3) include ζ × η = [ζ ,η] for ζ , η ∈ R 3 , and ζ · η = − 1 2 trace(ζη) where · and × respectively denote the standard dot product and cross product on R 3 .
The rigid-body inertia tensor I is a quadratic form that defines a left invariant inner product on the tangent space by ζ ,η ζ · Iη. The kinetic energy of rotation is defined as T = 1 2 Ω ,Ω . Integrating T along any path on SO(3) provides a length for that path, hence ζ ,η is called the kinetic energy metric. Alternatively, one can require the existence of a function T = 1 2 Ω ,Ω , and derive the inertia tensor and the kinetic energy metric from there.
With these definitions, the equations of rigid body rotation take the form,Ṙ
where T u is the external generalized force expressed in the body frame (equivalent to I −1 τ, where τ is the physical external moment expressed in the body frame), ∆ T represent the disturbance and un-modeled external generalized forces expressed in the body frame and ∇ Ω Ω is the intrinsic acceleration. The intrinsic acceleration plays a central role in the PD and PID controller formulations, so we now provide a brief explanation of its derivation.
The velocityṘ(t) of a point R(t) moving smoothly in SO(3) is well defined, and is an element of the tangent space to R(t). However, different values ofṘ(t) are elements of the tangent spaces to different points of SO(3). That is, they are elements of different vector spaces, and so cannot be directly added together. Thus defining acceleration as the time rate of change of velocity requires a way to "transport" velocities from one tangent space to another. The covariant derivative generalizes the notion of directional derivative, and is used to write the derivative ∇ X(R) Y (R) of smooth vector field Y (R) along smooth vector field X(R). It turns out that there are many different ways to do this, and each gives a different notion of acceleration. However, there is a unique choice that corresponds to transport along geodesics of the kinetic energy metric, that is, the Levi-Civita connection of the kinetic energy metric. Subsequently, when we write ∇ X(R) Y (R) or refer to the covariant derivative, we are always referring to this choice of covariant derivative. Evaluating this derivative for the velocity along itself gives the intrinsic acceleration used in (3). Among other useful properties, ∇ X(R) Y (R) always lies in the tangent space at R. Since the tangent space at R can be identified with so(3) using the identification R TṘ =Ω ∈ so(3) we can define the so(3) version of the covariant derivative by the identity
Because ∇ζη lies in the tangent space so(3), it can be associated with a vector in R 3 using (1). We write this vector as ∇ ζ η. In terms of the corresponding angular velocity vectors, the covariant derivative is [9] ,
Note that ∇ Ω Ω =Ω − IΩ × Ω, whereΩ is obtained simply by differentiating the components of Ω as they vary smoothly in time. The mapΩ is not intrinsic in the sense that it does not hold any physical meaning.
In the the proof of the convergence of the controller we will use the fact that the Levi-Civita connection is metric. For leftinvariant metrics such as the one used here what this means is that the derivative of η, Ω along the vector field ζ (R) = Rζ is given by
INTRINSIC PID CONTROL ON SO(3)
In this section, we present intrinsic PID control for orientation control of a fully actuated 3D rigid body. We first briefly review previous results for intrinsic PD control on SO(3) with and without disturbances. We then present our intrinsic formulation of integral action, and state two theorems on the performance of the resulting intrinsic PID controller.
The control objective is to stabilize the rigid body at a particular desired operating point R d in the configuration space SO (3) . Following the work of [7] and the subsequent work reported in [8, 9] , we define the intrinsic tracking error E(t) R T d R(t). Then the following expression is an intrinsic expression of the error dynamics along the system trajectorieṡ
HereΩ e E TĖ , and T u and ∆ T are, respectively, the generalized control force and the generalized disturbance force. The generalized disturbance force is further decomposed as
where the first term arises due to uncertainties in the inertia tensor and the actuator models, and the second term arises due to external disturbance torques and uncertainties in the center of mass location. We assume that both disturbance terms are bounded. Physical moments can be recovered from the generalized forces with premultiplication by the inertia tensor. [7] . Let f (t) f (E(t)) and let the gradient η E (t) = E T (t) grad f be implicitly defined by Ω e , E T grad f = d f (EΩ e ) =ḟ (t). It can be shown that the intrinsic PD controller
ensures exponential stability of the operating point R d , with almost-global convergence [7] [8] [9] . Here almost-global convergence means that the system will converge to R d from all but a finite set of isolated initial configurations, corresponding to isolated local maxima of f (E). The gains k p and k d are scalar constant gains that are analogous to the proportional and derivative gains in a standard linear PD controller. These gains may be adjusted by the designer just as the standard PD gains are. Therefore the intrinsic PD formulation allows direct extension of one of the best known and most powerful linear control architectures to a class of highly nonlinear systems. A sketch of the proof follows. Define positive definite function W : SO(3) × so(3) → R as
Let
, Ω e (t)). Then the derivative of W (t) along system trajectories iṡ
where the second term in the first equality of the above expression is obtained from (4). In the absence of uncertainties, ∆ T ≡ 0 and soẆ (t) ≤ 0, where equality holds only when Ω e = 0. The LaSalle, invariance principle then implies that the solutions of (5)-(6) converge to the largest forward invariant set of the system contained inẆ ≡ 0. When f (E) is a polar Morse function, this set contains only a finite number of isolated equilibria. The desired point I 3×3 is a global minimum, and all other equilibria are local maxima, so all trajectories will converge to R d except those that have initial configuration error exactly equal to one of the unstable equilibria. Thus intrinsic PD control almost-globally stabilizes the constant attitude R d in the absence of uncertainties. It is interesting to observe that the proportional control assigns a potential energy to the error dynamics. Thus the polar Morse function chosen for the error function plays the role of potential energy of the error dynamics.
In the presence of constant disturbances and parameter errors ∆ T is nonzero, but bounded. Then (8) and (9) imply that the W (t) can be made to converge to an arbitrarily small neighborhood of zero by choosing the gain k d large enough. Small W (t) implies arbitrarily small E(t) by choosing gain k p sufficiently large. This situation is analogous to linear PD control, where steady-state error due to a constant disturbance may be made arbitrarily small by a sufficiently large loop gain. However, just as in the linear PD case, large controller gains have undesirable consequences, such as unreasonably large control amplitudes.
We propose an intrinsic PID controller of the form
where Ω I ∈ R 3 so(3) and we use the globally defined polar Morse function [7] f : SO(3) → R explicitly given by f (E) = tr(I 3×3 − E). From Euler's theorem it can be shown that
From this it can be shown that f (E) has four critical points at E 0 = I 3×3 , E 1 = diag{1, −1, −1}, E 2 = diag{−1, 1, −1}, and E 3 = diag{−1, −1, 1}. The first one is a global minimum, while the others are local (actually global) maxima [7] . Remark 1. Equation (10) essentially defines the integral term Ω I . That equation says that the gradient of f (E(t)) should be the covariant derivative of the integral term along the system velocity. One could say loosely that the term Ω I is the "covariant integral" of the gradient of f (E). where λ min (A) and λ max (A) denote the minimum and maximum eigenvalues of the matrix A. Define
Here ∇η E is the operator that takes ζ ∈ R 3 to ∇ ζ η E ∈ R 3 . Differentiating W along the dynamics of the closed loop system we havė
where ε is a linear operator, ε : so(3) → so(3) that depends on the inertia uncertainties (I −1 I 0 − I 3×3 ) and the actuator model uncertainties where I is the actual inertia tensor and I 0 is the
. Then one can show that W and Q are positive definite as long as k p , k I , k d > 0 satisfy
where 0 < κ < 2/µ and δ |(κ µ − 1)| < 1. The positive definiteness of W and Q shows that the trajectories remain bounded if the disturbances and uncertainties are bounded. When the disturbance ∆ d is constant the application of LaSalle's invariance theorem shows that almost all trajectories of the error dynamics converge to the desired equilibrium (I, 0, (
The only trajectories that do not converge to this equilibrium are the three unstable equilibria (Ē i , 0, (
Since the error function f (E) is a polar Morse function the W is locally quadratic around the equilibrium the local convergence is exponential. We state this formally in the theorem below. A generalization of this result to mechanical systems on general Lie groups tracking time varying trajectories and classes of trajectories will be presented in [14, 15] . (10) and (11) with gains k p , k d , k I > 0 chosen such that (12)- (13) ensures that lim t→∞ R(t) = R d with locally exponential convergence for all initial conditions except the three initial errors corresponding to the three maxima of f . Furthermore, the errors are guaranteed to be globally bounded for
We stress that the condition (12)- (13) imposed on the gains are only sufficient conditions and thus could result in a conservative choice of gains.
Remark 2. The Euclidean space R n is a Lie group, with the group operation of addition. On R n , the error function is just e = x−x d , and a natural choice for the polar Morse function f (e) is any positive definite quadratic form f (e) = e T Pe/2, where P is an n × n positive definite matrix. Then the velocity term isė, oṙ x, and η E = grad f = Pe. On R n the covariant derivative ∇ Ω e Ω I reduces toΩ I and hence the integrator (10) reduces to the well known linear integratorΩ I = Pe and the control (11) becomes u = −k p Pe − k dė − k I Ω I .
INTRINSIC PID CONTROL OF A QUADROTOR UAV
In this section we implement the intrinsic PID controller of the previous section on a quadrotor UAV model. The quadrotor attitude dynamics are modeled by Euler's rigid body equationṡ
where τ u = IT u represents the control moments generated by the thrust of the rotors and ∆ τ = I∆ T represents unmodeled moments arising due to parameter uncertainties in inertial properties and motor constants, the knowledge of the center of mass of the device, and unmodeled forces. In hover mode, neglecting the effect of rotor flapping, the nominal body moments generated by the rotors can be expressed as [2] 
and the total thrust force as f u = Mc l (ω 2 1 + ω 2 2 + ω 2 3 + ω 2 4 ) where l is the distance from the center of mass of the UAV to the center of the rotor, c l is the coefficient of lift acting on a rotor, c d is the co-efficient of drag acting on a rotor, and ω i is the angular velocity of the i th rotor.
The implementation of the controller (10)- (11) requires the measurement of the attitude R(t) and the angular velocity Ω(t). We assume that the vehicle is equipped with a 9-axis IMU mounted at the center of mass of the device. The IMU consists of a 3-axis gyroscope, 3-axis accelerometer, and a 3-axis magnetometer. Let Ω m (t) be the angular velocity, E m be the normalized direction of the magnetic field and E g be the normalized direction of the gravitational field measured in the body frame by the IMUs. It is shown in [16] that the following intrinsic observer ensures that the observed attitude R o (t) ∈ SO(3) converges to the actual attitude R(t) almost globally and locally exponentially,
Here
is the estimated gyro bias, and k Po , k Io , k o1 , k o2 are positive gains. We implement the intrinsic PID controller (10)-(11) with the estimated attitude R o (t) and the estimated angular velocity Ω o (t) = Ω m (t) − b(t). We will set the total thrust f u to be a constant f u = 1.3M 0 g and use the controller τ u = I 0 T u where
Using the linearity property of the connection we can shwo that
SIMULATION RESULTS
We use a nominal value of c l 0 = 6.4 × 10 −8 and c d 0 = 1 × 10 −8 in the inversion of (16) to compute required control rotor speeds while in the simulations of the quad rotor we assume the actual constants to be c l = {6.5, 6.4, 6.3, 6.4} × 10 −8 and c d = 1.2 × 10 −8 . We let the nominal inertia parameters used in the computation of the control thrust force f u and moments τ u to be M 0 = 0.85 kg, I 0 = diag{0.004, 0.004, 0.007} kg m 2 respectively and M = 0.95 kg, I = diag{0.005, 0.005, 0.008} kg m 2 as the actual inertial parameters in the simulation. These correspond to the values of a hobby micro quad rotor kit available in the market. From the nominal inertial properties we have µ = 1040 and λ = 640. Let δ = 0.01 then κ = 9.1712 × 10 −4 . Then we see that the gains k p = 100, k d = 20, k I = 40 satisfy (12)- (13) . The observer gains were chosen to be k Po = 30, k Io = 175, k o1 = 0.9, k o2 = 0.1. In the simulations we assume that the center of mass is off-set by [1, 1, 1] cm and is unknown. The center of mass off-set and the errors in the motor constants give rise to an un-modeled moment ∆ T . We also assume that the IMU measurements Ω m , E g , E m are corrupted by measurement white noise. These simulation results are shown in figures 1 and 2. For comparison purposes we show in figure 3 the tracking error in the absence of noise.
Simulations were carried out in MATLAB using a ODE45 numerical differentiation algorithm. The attitude was parameterized by the unit quaternions for only the integration of the attitude dynamics. In the controller calculations the quaternions were always converted back to the corresponding rotation matrix and thus avoiding any ambiguity in the 2 to 1 representation of SO(3) using the unit quaternions. Initial conditions correspond to an initially upside down configuration.
CONCLUSIONS
Building on previous work by ourselves and others in the formulation of intrinsic PD control on non-Euclidean configuration spaces, we have demonstrated how the intuitive and powerful design framework of PID control can be extended to systems on SO(3), the space of 3D rigid-body rotations. The proposed intrinsic PID controller was implemented on a quadrotor UAV model, and simulations showed that a desired constant attitude can be exponentially stabilized with almost-global convergence in the presence of constant disturbance forces and parameter errors. In the presence of bounded, time-varying, disturbances the trajectories are guaranteed to be bounded.
