The recognition of objects from imagery in a manner that is independent of scale, posii tion, and orientation may be achieved by characterizing an object with a set of extracted nvariant features. Several different recognition techniques have been demonstrated that g utilize moments to generate such invariant features. These techniques are derived from eneral moment theory that is widely used throughout statistics and mechanics. In this a paper, basic Cartesian moment theory is reviewed and its application to object recognition nd image analysis is presented. The geometric properties of low-order moments are dis-. F cussed along with the definition of several moment-space linear geometric transforms inally, significant research in moment-based object recognition is reviewed.
Introduction
The recognition of objects from imagery may be accomplished for many applications by t r identifying an unknown object as a member of a set of well-known objects. Various objec ecognition techniques utilize abstract characterizations for efficient object representation s e and comparison. Such characterizations are typically defined by measurable object feature xtracted from various types of imagery and any a priori knowledge available. Similarity , t between characterizations is interpreted as similarity between the objects themselves herefore, the ability of a given technique to uniquely represent the object from the avail-. S able information determines the effectiveness of the technique for the given application ince no one representation technique will be effective for all recognition problems, the c r choice of object characterization is driven by the requirements and obstacles of a specifi ecognition task.
Several important issues may be identified that distinguish recognition tasks. One 
Moment Theory
In general, moments describe numeric quantities at some distance from a reference f r point or axis. Moments are commonly used in statistics to characterize the distribution o andom variables, and, similarly, in mechanics to characterize bodies by their spatial distrib bution of mass. The use of moments for image analysis is straightforward if we consider a inary or grey level image segment as a two-dimensional density distribution function. In s t this way, moments may be used to to characterize an image segment and extract propertie hat have analogies in statistics and mechanics.
Cartesian Moment Definition
The two-dimensional Cartesian moment, m , of order p + q , of a density distribution function, f (x , y ), is defined as 
Properties of Low-Order Moments
The low-order moment values represent well-known, fundamental geometric propero ties of a distribution or body. To illustrate these properties and show the applicability to bject representation, we can consider the moment values of a distribution function that is s f binary and contiguous, i.e. a silhouette image of a segmented object. The moment value or this distribution may be easily explained in terms of simple shape characteristics of the 2 object.
.
Zeroth Order Moments : Area
The definition of the zeroth order moment, {m }, of the distribution, f (x , y ) 00 (2.03) m ≡ f (x , y ) dx dy
represents the total mass of the given distribution function or image. When computed for a 2 silhouette image of a segmented object, the zeroth moment represents the total object area.
First Order Moments : Center of Mass
The two first order moments, {m , m }, are used to locate the center of mass (COM) 
Second Order Moments
The second order moments, {m , m , m }, known as the moments of inertia, may be sed to determine several useful object features. A description of each feature follows.
Principal Axes
The second order moments are used to determine the principal axes of the object.
The principal axes may be described as the pair of axes about which there is the minimum and maximum second moment (major and minor principal axes respectively). In terms of moments, the orientation of the principal axes, φ, is given by
Note that in equation (2.05), φ is angle of the principal axis nearest to the x axis and is i he range −π/4 ≤ φ ≤π/4. The angle of either principal axis specifically may be determined e from the specific values of µ and (µ − µ ). . major principal axis, θ, may be determined by the second moments and the angle φ 
o describe the object orientation within the field of view (in-plane rotation). Note that θ . T alone does not guarantee a unique orientation since a 180 degree ambiguity still exists he third order central moments may be used to resolve this ambiguity (described below).
Image Ellipse
The first and second order moments also define an inertially equivalent approximation t i of the original image, referred to as the image ellipse [2] . The image ellipse is a constan ntensity elliptical disk with the same mass and second order moments as the original m image. If the image ellipse is defined with semi-major axis, α, along the x axis and semiinor axis, β, along the y axis, then α and β may be determined from the second order moments using If we additionally require that all the moments through order two to be the same as the ori inal image, we can center the ellipse about the image COM and rotate it by θ so that the s major axis is aligned with the principal axis. the image ellipse for a silhouette image of a pace shuttle is shown in figure 2.1.
Radii of Gyration
Another property that may be determined from the second order moments are the e f radii of gyration (ROG) of an image. The radius of gyration about an axis is the distanc rom the axis to a line where all the mass may be concentrated without change to the second moment about that axis. In terms of moments, The radii of gyration ROG and The ROG has the property that it is inherently invariant to image orientation and, con-2 sequently, has been used as a rotationally invariant feature for object representation.
Moments of Projections
An alternative means of describing image properties represented by moments is to f t consider the relationship between the moments of an image segment and the moments o he projections of that image segment. Specifically, the moments in the sets {m } and
m } are equivalent to the moments of the image projection onto the x axis and y axis , respectively. To illustrate this, consider the vertical projection, v (x ), of an image segment f (x , y ), onto the x axis given by 
which is proportional to the variance of the distribution .
Moments of Order Three and Greater
Moments of order three and greater are most easily described using properties of the 2 projection of the image onto the x or y axis rather than properties of the image itself. 
left of y axis symmetric about y axis
Note that Sk = 0 or Sk = 0 does not guarantee that the object is symmetric 
Intensity Transformation
This may be rewritten as
ote that for a given convolution kernal, w , the set of coefficients, Ω, need only be calcu- Standard Moments are unique in that they achieve invariance completely through image eature normalization in the moment domain rather than relying on algebraic invariants.
Moment Invariants
The first significant work considering moments for pattern recognition was performed The first method, the method of principal axes, is based on the observation tha oments may be computed relative to a unique set of principal axes of the distribution and , t will therefore be invariant to the orientation of the distribution. It was noted, however hat this method breaks down for rotationally symmetric objects, i.e. objects with no unique -m set of principal axes. Principal axes were utilized in early character recognition experi ents performed by Giuliano, et.al [5] . However, very little research followed based on this e m method. The second proposed technique for rotation invariance is the method of absolut oment invariants. This technique, and its subsequent variations, proved to be basis for 3 the majority of the moment research to date. .
Two-Dimensional Moment Invariants
The method of moment invariants is derived from algebraic invariants applied to the y One skew invariant is defined to distinguish mirror images and is given b Two absolute moment invariants are then defined by 
Boundary Moment Invariants
Dudani, Breeding, and McGhee [7] applied moment invariants to a model-based a three-dimensional object recognition system. The system was developed to perform utomatic classification of aircraft from television images using moment invariant feature Sluzek [89] proposed a method for using moment invariants to identify objects from a f local boundaries. If the object boundary is represented by a closed curve, x (t ) and y (t ), ragment of this curve may be specified by a starting point, t = α, and a length, β. The moment definition for this fragment is then of a fragment, I ′ and I ′ , and an object, one attempts to solve the following system of equations for α and β
The existence of a solution indicates a match. Additionally, the determined α and β indi ates which segment of the object boundary matched the fragment. Sluzek, however, identifies that analytic descriptions of the moment invariants I (α, β) and I (α, β) are com- nvariants are defined by by defining a new moment normalization that is used to cancel scale and contrast change efore the computation of the moment invariants. In terms of central moments, the new normalization factor is defined by 
Rotational moments may be derived from conventional moments by
o illustrate the simplicity of a rotation transformation, consider an image, f (r ,θ), rotated by an angle φ. The transformed rotational moments are defined by
In terms of the original rotational moments, the transformed moments are 
These moment definitions are the real-valued parts of the rotational moments. 
p . which are the real-valued rotational moments rotated through angle θ Polynomials of these moments, through order three, derived using a linear regression . A technique, were used to estimate the length and aspect ratio of the ship for classification lthough moments through order five were used, it was observed that moments through order three were most useful as they were less sensitive to noise. is the same for the numerator and denominator, thus canceling out the radial scale factor. n Finally, intensity invariance is achieved by ensuring that the number of terms in the umerator and denominator are equal. These rotational moment invariants are defined in terms of rotational moments, D (n , l ), for a given order, n , with l ≤ n and n − l = even .
For n even , the moment invariants are given by
e and for n odd , the invariants ar
Two special-case definitions are provided for the last two invariants when n = 3. In these -a invariants, the term, D (n −2, l ), will always be zero causing the invariant to always evalu te to zero. The special invariant definitions are given by 
Hu's moment invariants based on radial and angular moments of order three are defined as
M 4 is derived from Hu's moment invariant for illustration
Using this definition, absolute moment invariants can be derived without the use of alge raic invariants. Furthermore, it is noted that if the image, f (r ,θ), is radially scaled by a factor α, the resulting radial moments are given by
This allows size invariant moments to be derived by choosing fractions of radial moment hat cancel α. 
Legendre Moments
The Legendre polynomials, P (x ), are defined by
or more simply
The Legendre polynomials are orthogonal over the interval −1.0 ≤ x ≤ 1.0. 
ote that for the moments to be orthogonal, the image f (x , y ) must be scaled to be within the region −1.0 ≤ x ,y ≤ 1.0.
If the Legendre polynomials are expressed in terms of their coefficients, C , then the relationship between conventional and Legendre moments is defined by Reeves and Taylor [4] identify that the problem of perfectly reconstructing a binary s d valued, discretely sampled image directly using the method described above by Teague i ifficult, since the original image violates the necessary continuity assumptions. Conseg quently, even increasing the order of the moment set used in the reconstruction will not uarantee a good result. In an effort to compensate for this problem, an iterative scheme using error feedback was devised to help reconstruct silhouette images.
The fundamental approach in the iterative scheme was based on the fact that the 
The Zernike polynomials are orthogonal within the unit circle x + y = 1. Notice that these polynomials have desirable dynamic range characteristics but become ore correlated as the radius approaches 1.
here * indicates the complex conjugate. Note that for the moments to be orthogonal, the image must be scaled to be within a unit circle centered at the origin.
Zernike moments may be derived from conventional moments µ by 
o illustrate the rotational properties of Zernike moments, Teague showed that a distribution, f (r ,θ), rotated through an angle φ, results in the transformed moments
which is equivalent to ∫ ∫ and then reconstructed, f ′(x , y ), images was computed using With noisy data, Zernike moments are described as good for SNR of 25 dB.
In other work, Khotanzad and Lu [22] The primary invariants are given by
And the secondary invariants are given by
he number of independent ZMI of order n is n +1 and are defined for odd and even n f as or n even :
for n odd :
. Analogous invariants were also derived for pseudo-Zernike moments A normalization technique is described that is claimed to reduce dynamic range and information redundancy. The normalized Zernike moments (NZM) are given by
Experimental results showed normalized Zernike moment invariants outperform Zer ike, pseudo-Zernike, Teague-Zernike [2] , and moment invariants. 
Pseudo-Zernike Moments
The set of pseudo-Zernike polynomials contains (n + 1) linearly independent polynomials o egree ≤ n , while the set of Zernike polynomials contain only 1 ⁄2 (n + 1)(n + 2) linearly o independent polynomials. 
Two-Dimensional Complex Moment Invariant
The two-dimensional complex moment, C , of order, (p , q ), is defined by
If f (x , y ) is non-negative real then C is non-negative real and C is the complex conju ate of C . Complex moments may be expressed as a linear combination of conventional qp moments by re derived for second and third order moments using this technique.
Standard Moments
The first technique not based on algebraic invariants, standard moments, was intro- nalysis. Four "ideal" symmetric generic shapes were selected; a rectangle, ellipse, diaf mond, and concave object. The kurtosis of the major axis (x-axis) projection, K , of each o x these shapes was computed from standard moments using
Additionally, the normalized length and width was determined for the first three shapes a function of the second order moments. These values are given in demonstrated through aspect ratio normalization. Additionally, the aspect ratio was util-S ized as a highly discriminating object feature. In summary, the low-order moments of a 
Grey-Level Standard Moments
Reeves 
Note that aspect ratio normalization had not been defined for moments when this work wa riginally presented. However, the analogous 3-dimensional requirement for aspect ratio normalization would be hape onto the x axis. The kurtosis in each dimension is defined by as more that ten times greater than for S and S . This is attributed to the fact that s a rotation about the major or minor principal axis of a three dimensional rigid body is obust predictor of the basic shape of the object, the kurtosis in the y dimension was considerably smaller than the ideal values in all tests.
Fast Moment Computation
In each of the principal moment techniques, a significant amount of computation is required to generate the original moment values, {m }, from the imagery. To allow 
eague [32] describes a system that calculates moments based on the derivatives of , F the optically computed Fourier transform of an image. Given the Fourier transform (ξ, η), of an image plane irradiance distribution, f (x , y ), the moments, m , may be computed using Fourier transform lens and the final pattern is collected in a photodetector. In thi rrangement, the amplitude at the photo detector, u (ω , ω ), is given by
x y , A simple case to consider is the on-axis amplitude, u (0, 0)
Proper selection of the mask will cause the on-axis output to be a specific moment value.
For example, if g (x , y ) = xy , then the on-axis value will be m . The highest classification rates were achieved using a cross correlation measure l f weighted by the reciprocal of the mean of the intra-class standard deviations. For severa ont classes the recognition rate was over 99%. Similar results were achieved for a m Euclidean distance measure using the same weight. It was noted that the Euclidean ethod is probably more desirable of these two since it requires much less computation.
Conclusion
The method of moments provides a robust technique for decomposing an arbitrary t i shape into a finite set of characterisitic features. A major strength of this approach is tha t is based on a direct linear transformation with no application specific "heuristic" parameters to determine. Object identification using the moment method involves two stages (1) object characterization and (2) object matching. This survey has focused on feature generation techniques. In many cases, object matching is achieved by a nearest neighbor approach l m after, possibly, some preconditioning of the moment features. Once again, the optima atching technique is application dependent. In general, moment techniques have proved to be very effective for global recognition tasks involving rigid objects. 
