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Abstract
This paper contains two parts. In the first part, we obtain the relations between the classical and p-
average Kolmogorov widths for all p, 0 < p < ∞, which is a generalization of the corresponding results
of J. Creutzig given in [J. Creutzig, Relations between classical, average and probabilistic Kolmogorov
widths, J. Complexity 18 (2002) 287–303]. In the second part, we investigate the best approximation of
functions on the weighted Sobolev space BW r2,µ(B
d ) equipped with a centered Gaussian measure by
polynomial subspaces in the Lq,µ metric for 1 ≤ q < ∞, where Lq,µ, 1 ≤ q < ∞, denotes the
weighted Lq space of functions on the unit ball Bd with respect to the weight (1 − |x |2)µ− 12 , µ ≥ 0.
The asymptotic orders of the average error estimations are obtained. We find a striking fact that, in the
average case setting, the polynomial subspaces are the asymptotically optimal linear subspaces in the Lq,µ
metric only for 1 ≤ q < 2 + 1/µ, which means that 2 + 1/µ is the critical value and is independent of
dimension d .
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1. Introduction
This paper contains two parts. In the first part of the paper, we consider the relations between
classical and average Kolmogorov widths. First, we introduce some notations. Let K be a
bounded subset of a normed linear space X with norm ‖ · ‖X , L a bounded linear operator
from X to X , and F a subspace of X . The quantities
E(K , F, X) := sup
x∈K
e(x, F)X := sup
x∈K
inf
y∈F ‖x − y‖X , E(K , L , X) := supx∈K ‖x − Lx‖X
are called the deviation of K from the subspace F and the error of approximation of K by the
operator L , respectively. They show how well the “worst” elements of K can be approximated
by F and by L . The number
dN (K , X) := inf
FN
E(K , FN , X),
where FN runs through all possible linear subspaces of X of dimension at most N , is called the
Kolmogorov N -width of K in X . It reflects the optimal error of the “worst” elements of K in the
approximation by N -dimensional subspaces. The linear N -width of the set K in X is defined by
λN (K , X) := inf
TN
E(K , TN , X),
where TN runs over all linear operators from X to X with rank at most N . It reflects the optimal
error of the “worst” elements of K in the approximation by linear operators with rank N . Detailed
information about the Kolmogorov width and linear width may be found in [8,10].
Now let W be a separable Banach space and assume that W contains a Borel field B consisting
of open subsets of W and is equipped with a probability measure ν defined onB. For 0 < p <∞,
the p-average deviation of W from the subspace F and the p-average error of approximation of
W by the operator L are defined by
E(W, F, ν, X)p :=
(∫
W
(e(x, F)X )
p ν(dx)
)1/p
(1.1)
and
E(W, L , ν, X)p :=
(∫
W
(‖x − Lx‖X )p ν(dx)
)1/p
, (1.2)
respectively. They show how well the “most” elements of W can be approximated by FN and
by L . Similarly, for 0 < p < ∞, the p-average Kolmogorov N -width and the p-average linear
N -width are defined by
d(a)N (W, ν, X)p = infFN
(∫
W
e(x, FN )
p
X ν(dx)
)1/p
(1.3)
and
λ
(a)
N (W, ν, X)p = infTN
(∫
W
‖x − TN x‖pX ν(dx)
)1/p
, (1.4)
respectively. They reflect the optimal approximations of “most” elements of classes by N -
dimension subspaces and linear operators with rank N . Therefore, in the worst case setting,
the approximation emphasizes the behavior of the “worst” elements, while in the average case
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setting, the approximation emphasizes the behavior of “most” elements. Hence, the average case
analysis, as compared with the worst case analysis, allows us to take into account the instances
where approximation performs well, and the results should match practical experience more
closely.
From now on we assume that the probability measure ν is a centered Gaussian measure on W ,
i.e., for any f ∈ W ∗, the induced measure ν ◦ f −1 on R1 is Gaussian, where W ∗ is the space of
all continuous linear functionals on W . Denote by L p(W, dν) the usual space of ν-measurable
functionals φ on W with finite quasinorm
‖φ‖L p(ν) :=
(∫
W
|φ(x)|pν(dx)
)1/p
, 0 < p <∞.
Then W ∗ can be embedded into L2(W, dν). Denote by W ∗ν the closure of W ∗ with respect to the
norm of L2(W, dν). Put (see [1, p. 44])
H(ν) =
{
h ∈ W : |h|H(ν) := sup
f ∈W ∗, Rν ( f )( f )≤1
f (h) <∞
}
,
B H(ν) = {h ∈ H(ν) : |h|H(ν) ≤ 1} ,
where
Rν( f )(g) :=
∫
W
f (x)g(x)ν(dx), f, g ∈ W ∗. (1.5)
The space H(ν) is called the Cameron–Martin space (or the reproducing kernel Hilbert space)
of ν. See [1,4] for more information about the Gaussian measure on Banach spaces.
In the remarkable paper [2], Creutzig obtained the relations between the classical and average
Kolmogorov widths: for any α > 0, β ∈ R1,
d(a)N (W, ν, X)1  N−α(ln N )β iff dN (B H(ν), X)  N−1/2−α(ln N )β . (1.6)
In the first part of the paper, we prove that for 0 < p <∞,
d(a)N (W, ν, X)1  d(a)N (W, ν, X)p,
which is a generalization of (1.6).
The second part of the paper is devoted to studying the best approximation by polynomial
subspaces on weighted Sobolev space of functions on the unit ball Bd with a Gaussian mea-
sure. Similar problems for continuous functions on the Wiener space were investigated in [7,12].
In [15], the authors studied the best approximation of periodic functions by trigonometric poly-
nomials on the Sobolev space with Gaussian measure, and proved that, in the average case set-
ting, the trigonometric polynomial subspaces are the asymptotically optimal subspaces in the Lq
space for 1 ≤ q <∞. In [16], the authors investigated the best approximation of functions on the
sphere by spherical polynomials on the Sobolev space with Gaussian measure, and showed that,
in the average case setting, the spherical polynomial subspaces are the asymptotically optimal
subspaces in the Lq space for 1 ≤ q < ∞. More information about average case setting results
can be found in [11,13]. In the second part of the paper, we obtain the average error estimations
of the best approximation by polynomial subspaces in the weighted Lq space for 1 ≤ q < ∞.
We find a striking fact that, in the average case setting, whether or not the polynomial subspaces
are the asymptotically optimal subspaces in the weighted Lq space for 1 ≤ q < ∞ depends on
the weight and is independent of the dimension d .
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We organize the paper as follows. In Section 2, we introduce the main results of the paper.
Section 3 gives the proof of the theorem of the first part of the paper. In Section 4, we give some
lemmas, and on the basis of these results, we prove the results of the second part of the paper in
Section 5.
Throughout the paper, A(n)  B(n) means A(n)  B(n) and A(n)  B(n), A(n)  B(n)
means that there exists a positive constant c independent of n such that A(n) ≤ cB(n).
2. Main results
We recall that the probability measure ν is a Gaussian measure on a separable Banach space
W , H(ν) is the Cameron–Martin space of ν, and B H(ν) is the unit ball of H(ν). Note that ϕ is
a seminorm on W if ϕ : W → [0,∞) satisfies:
(1) for any t ∈ R and x ∈ X , ϕ(t x) = |t |ϕ(x),
(2) for any x, y ∈ X , ϕ(x + y) ≤ ϕ(x)+ ϕ(y).
If ϕ is continuous on W , then it is ν-measurable. The main result of the first part of this paper is
the following theorem:
Theorem 1. Let 0 < p < r < ∞ and let ϕ be a continuous seminorm on W . Then there exists
a constant C(p, r) depending only on p and r such that
‖ϕ‖Lr (ν) ≤ C(p, r)‖ϕ‖L p(ν).
Remark 1. We often need to estimate a double integral:
∫
W
(∫
Ω | f (x)|pµ(dx)
)1/p
ν(d f ) (for
example, in estimating the Levy means; see [5]), where (Ω , dµ) is a measurable space.
Theorem 1 can be used to interchange the order of integration as follows:∫
W
(∫
Ω
| f (x)|p µ(dx)
)1/p
ν(d f ) 
(∫
W
∣∣∣∣(∫
Ω
| f (x)|p µ(dx)
)1/p∣∣∣∣p ν(d f ))1/p
=
(∫
Ω
∫
W
| f (x)|p ν(d f )µ(dx)
)1/p
.
Besides, Theorem 1 is of independent interest in its own right.
Note that W can be embedded into the normed linear space X continuously. If ϕ is a contin-
uous seminorm on X , then it is also a continuous seminorm on W . Let F be a subspace of X , L
a bounded linear operator on X ; then e(·, F)X and ‖(I − L) · ‖X are the continuous seminorms
on X . Thus, as an immediate consequence of Theorem 1, we have the following corollary.
Corollary 1. For 0 < p, q <∞, we have
E(W, F, ν, X)p  E(W, F, ν, X)q , E(W, L , ν, X)p  E(W, L , ν, X)q ,
and
d(a)N (W, ν, X)p  d(a)N (W, ν, X)q , λ(a)N (W, ν, X)p  λ(a)N (W, ν, X)q ,
where E(W, F, ν, X)p, E(W, L , ν, X)p, d
(a)
N (W, ν, X)p, λ
(a)
N (W, ν, X)p are given in (1.1)–
(1.4).
From Corollary 1 and (1.6), we obtain a generalization of the result of Creutzig.
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Corollary 2. For 0 < p <∞, α > 0, β ∈ R,
d(a)N (W, ν, X)p  N−α(ln N )β iff dN (B H(ν), X)  N−1/2−α(ln N )β . (2.1)
In the second part of this paper we discuss the best approximation of functions on the unit ball
by polynomial subspaces in the average case setting. Let Bd = {x ∈ Rd : |x | ≤ 1} (d ≥ 2) be
the unit ball of Rd , where | · | is the Euclidean norm. For the weight Wµ(x) = (1 − |x |2)µ−1/2,
µ ≥ 0, denote by Lq,µ ≡ Lq(Bd ,Wµ(x)dx), 1 ≤ q <∞, the space of real measurable functions
defined on Bd with the finite norm
‖ f ‖q,µ =
(∫
Bd
| f (x)|q Wµ(x) dx
) 1
q
, 1 ≤ q <∞,
and for q = ∞we assume that L∞,µ is replaced by the space C(Bd) of real continuous functions
on Bd with the uniform norm.
We denote by Π dn the space of all polynomials in d variables of degree at most n and by Vdn
the space of all polynomials of degree n which are orthogonal to lower degree polynomials in
L2,µ. Note that
adn := dimVdn =
(
n + d − 1
n
)
 nd−1.
It is well known (see [3, p. 38 or p. 229]) that the spaces Vdn are just the eigenspaces corresponding
to the eigenvalues −n(n + 2µ+ d − 1) of the second-order differential operator
Dµ := ∆− (x · ∇)2 − (2µ+ d − 1)x · ∇,
where the ∆ and ∇ are the Laplace operator and gradient operator respectively. More precisely,
DµP = −n(n + 2µ+ d − 1)P for P ∈ Vdn .
Also, the spaces Vdn are mutually orthogonal in L2,µ and
L2,µ =
∞⊕
n=0
Vdn , Π dn =
n⊕
k=0
Vdn . (2.2)
Let
{φnk ≡ φdnk | k = 1, . . . , adn }
be a fixed orthonormal basis for Vdn . Then we know that
{φnk | k = 1, . . . , adn , n = 0, 1, 2, . . .}
is an orthonormal basis for L2,µ with inner product
〈 f, g〉 :=
∫
Bd
f (x)g(x)Wµ(x) dx .
Denote by Sn the orthogonal projector of L2,µ onto Π dn in L2,µ, which is called the Fourier
partial summation operator. Evidently, for any f ∈ L2,µ, (2.2) can be rewritten in the form
f =
∞∑
n=0
Projn f, Sn( f ) :=
n∑
k=0
Projk f, (2.3)
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where Projn is the orthogonal projector from L2,µ onto Vdn and can be written as
Projn( f )(x) =
adn∑
k=1
〈φnk, f 〉φnk(x) =
∫
Bd
f (y)Pn(x, y)Wµ(y)dy.
It is known that for µ > 0, the kernel Pn(x, y) =∑adnk=1 φnk(x)φnk(y) has the representation
(see [17])
Pn(x, y) = bµd b
µ− 12
1
n + λ
λ
∫ 1
−1
Cλn
(
(x, y)+ u
√
1− |x |2
√
1− |y|2
)
(1− u2)µ−1du. (2.4)
Here, Cλn is the n-th-degree Gegenbauer polynomial,
λ = µ+ d − 1
2
and bµd :=
(∫
Bd
(1− |x |2)µ−1/2dx
)−1
.
The case µ = 0 is a limit case and we have
Pn(x, y) = λ+ n2λ
(
Cλn
(
(x, y)+
√
1− |x |2
√
1− |y|2)+ Cλn ((x, y)
−
√
1− |x |2
√
1− |y|2)). (2.5)
Given r > 0, we define the fractional power (−Ddµ)r/2 of the operator −Ddµ on f by
(−Ddµ)r/2( f ) =
∞∑
k=0
(k(k + 2µ+ d − 1))r/2Projk( f )
in the sense of distribution. We call f (r) := (−Ddµ)r/2 the r -th-order derivative of the distribution
f . It then follows that for f ∈ L2,µ, r ∈ R, the Fourier series of the distribution f (r) is
f (r) =
∞∑
n=1
(n(n + 2µ+ d − 1))r/2Projn( f )
=
∞∑
n=1
(n(n + 2µ+ d − 1))r/2
adn∑
k=1
fˆnkφnk, (2.6)
where fˆnk := 〈φnk, f 〉.
For r > 0, the weighted Sobolev space W r2,µ ≡ W r2,µ(Bd) is defined by
W r2,µ(B
d) :=
{
f (x) =
∞∑
l=0
Projn( f ) =
∞∑
n=0
adn∑
k=1
〈φnk, f 〉φnk :
‖ f ‖2W r2,µ := 〈 f
(r), f (r)〉 =
∞∑
n=1
(n(n + 2µ+ d − 1))r‖Projn f ‖22,µ
=
∞∑
n=1
(n(n + 2µ+ d − 1))r
adn∑
k=1
| fˆnk |2 <∞
}
(2.7)
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with inner product
〈 f, g〉r := 〈 f (r), g(r)〉. (2.8)
Obviously, it is a Hilbert space. We equip W r2,µ with a Gaussian measure γ whose mean is zero
and whose correlation operator Cγ has eigenfunctions φlk, k = 1, . . . , adl , l = 1, 2, . . ., and
eigenvalues
λl = (l(l + 2µ+ d − 1))−s/2, s > d, (2.9)
that is,
Cγφlk = λlφlk, k = 1, . . . , adl , l = 1, 2, . . . . (2.10)
Then (see [1, pp. 48–49]),
〈Cγ f, g〉r =
∫
W r2,µ
〈 f, h〉r 〈g, h〉rγ (dh), (2.11)
and on the cylindrical subsets, the measure γ has the form: let gk , k = 1, 2, . . . , n, be an arbitrary
orthogonal system for L2,µ, let
σk = 〈gk, gk〉, k = 1, 2, . . . , n,
and let D be an arbitrary Borel subset of Rn ; then the measure of the cylindrical subset
G =
{
f ∈ W r2,µ : (〈 f, g(s/2−r)1 〉r , . . . , 〈 f, g(s/2−r)n 〉r ) ∈ D
}
is equal to
γ (G) =
n∏
l=1
(2piσl)−
1
2
∫
D
exp
(
−1
2
n∑
l=1
σ−1l u
2
l
)
du1 · · · dun .
Clearly, the Cameron–Martin space H(γ ) of the Gaussian measure γ is W r+s/22,µ , i.e.,
H(γ ) = W r+s/22,µ . (2.12)
If 1 ≤ q ≤ ∞, r > max{0, ( 12 − 1q )(d + 2µ)}, then the space W r2,µ can be continuously
embedded into the space Lq,µ (see Lemma 1 in Section 4). Thus, we can study p-average
approximation in Lq,µ. Let L be a bounded linear operator from Lq,µ to Lq,µ. We simply write
E(L , γ )p,q := E(W r2,µ, L , γ, Lq,µ)p =
(∫
W r2,µ
‖ f (x)− L(x)‖pq,µγ (d f )
)1/p
, (2.13)
En(γ )p,q := E(W r2,µ,Π dn , γ, Lq,µ)p
=
(∫
W r2,µ
(
inf
g∈Π dn
‖ f (x)− g(x)‖q,µ
)p
γ (d f )
)1/p
. (2.14)
Our main results of the second part of the paper can be formulated as follows:
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Theorem 2. Let 1 ≤ q <∞, 0 < p <∞, µ ≥ 0, r > d/2+ µ, s > d. Then,
En(γ )p,q  E(Sn, γ )p,q 

nd/2−(r+s/2), q < 2+ 1/µ,
nd/2−(r+s/2)(ln n)1/q , q = 2+ 1/µ,
nd/2−(r+s/2)+µ−(2µ+1)/q , q > 2+ 1/µ,
(2.15)
where Sn is given in (2.3).
Theorem 3. Let 0 < p <∞, µ ≥ 0, r > d/2+ µ, s > d. Then
d(a)N (W
r
2,µ, γ, Lq,µ)p  N−(r+s/2)/d+1/2, 1 ≤ q ≤ ∞, (2.16)
and
λ
(a)
N (W
r
2,µ, γ, Lq,µ)p  N−(r+s/2)/d+1/2, 1 ≤ q < 2+ 1/µ. (2.17)
Remark 2. From Theorems 2 and 3, we obtain that for 0 < p <∞, 1 ≤ q <∞, µ > 0,
En(γ )p,q 

d(a)N (W
r
2,µ, γ, Lq,µ)p, q < 2+ 1/µ,
d(a)N (W
r
2,µ, γ, Lq,µ)p (ln N )
1/q , q = 2+ 1/µ,
d(a)N (W
r
2,µ, γ, Lq,µ)p N
µ/d−(2µ+1)/dq , q > 2+ 1/µ,
where dimΠ dn ≤ N  nd . This means that, in the average case setting,Π dn are the asymptotically
optimal linear subspaces in the Lq,µ metric for 1 ≤ q < 2+ 1/µ; however, if q ≥ 2+ 1/µ, then
Π dn are not the asymptotically optimal linear subspaces in the Lq,µ metric. In other words, in the
average case setting and in the Lq,µ metric, whether or not theΠ dn are the asymptotically optimal
subspaces is determined by the relations between the critical value 2+ 1/µ and the parameter q.
It is worth pointing out that this critical value depends only on the weight and is independent of
the dimension d.
Remark 3. In the average case setting, the weighted approximation on Bd for µ = 0 can
be considered as an analogue of the approximation of functions on the sphere, which was
investigated in [16]. Indeed, in the case µ = 0, we have for 0 < p <∞, 1 ≤ q <∞,
En(γ )p,q  d(a)N (W r2,0, γ, Lq,0)p  λ(a)N (W r2,0, γ, Lq,0)p  E(Sn, γ )p,q ,
where dimΠ dn ≤ N  nd . This means that, in the average case setting and in the Lq,0 metric for
all 1 ≤ q < ∞, the Π dn are the asymptotically optimal linear subspaces, and the Fourier partial
summation operators Sn are the asymptotically optimal linear operators.
Remark 4. From Theorems 2 and 3, we obtain that for µ ≥ 0, 1 ≤ q < 2+ 1/µ,
d(a)N (W
r
2,µ, γ, Lq,µ)p  λ(a)N (W r2,µ, γ, Lq,µ)p  E(Sn, γ )p,q  En(γ )p,q , (2.18)
where dimΠ dn ≤ N  nd . This means that, for 1 ≤ q < 2 + 1/µ, in the average case
setting and in the Lq,µ metric, the Π dn are the asymptotically optimal linear subspaces, and
the Fourier partial summation operators Sn are the asymptotically optimal linear operators. This
is completely different from the situation in the worst case setting, where for 2 < q < ∞, the
Π dn are not asymptotically optimal linear subspaces (in fact, the asymptotically optimal linear
subspaces are still unknown), and for q > 2, the Sn are not uniformly bounded operators in the
Lq,µ metric.
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Remark 5. Let B H(γ ) and BW r+s/22,µ be the unit balls of the Cameron–Martin space H(γ ) and
W r+s/22,µ , respectively. Then by (2.12), B H(γ ) = BW r+s/22,µ . It then follows from [14] that
dN (B H(γ ), Lq,µ)  N−(r+s/2)/d , 1 ≤ q ≤ ∞;
λN (B H(γ ), Lq,µ)  N−(r+s/2)/d+(1/2−1/q)+ , 1 ≤ q ≤ ∞,
where a+ = a if a ≥ 0, a+ = 0 if a < 0. Hence, the classical Kolmogorov and linear widths for
B H(γ ) in Lq,µ have the same error order for 1 ≤ q ≤ 2; however, for q > 2, the Kolmogorov
width dN (B H(γ ), Lq,µ) is essentially less than the linear width λN (B H(γ ), Lq,µ). The linear
operators lose to optimal nonlinear operators by a factor of cN 1/2−1/q . From (2.18) we know that
in the average case setting, the Kolmogorov and linear widths of W r2,µ in the Lq,µ metric have
the same error order when 1 ≤ q < 2+ 1/µ. This means that for “most” functions in W r2,µ, the
optimal linear operators are (modulo a constant) as good as optimal nonlinear operators in the
Lq,µ metric for 1 ≤ q < 2+ 1/µ.
3. Proof of Theorem 1
Proof of Theorem 1. Clearly, by Ho¨lder’s inequality,
‖φ‖L p(ν) ≤ ‖φ‖Lq (ν), 0 < p < q <∞. (3.1)
Since ϕ is a continuous seminorm on W , we get for any x ∈ W and h ∈ H(ν),
|ϕ(x + h)− ϕ(x)| ≤ ϕ(h) ≤ χ(ϕ)|h|H(ν),
where χ(ϕ) := sup{ϕ(h) : |h|H(ν) ≤ 1}. Define Eϕ :=
∫
W ϕ(x)ν(dx) = ‖ϕ‖L1(ν). By Theorem
4.57 in [1, p. 176], we get
ν
{
x ∈ W : |ϕ(x)− Eϕ| > t
}
≤ 2 exp
(
− t
2
2χ2(ϕ)
)
.
For 1 ≤ r <∞, we have
‖ϕ − Eϕ‖Lr (ν) =
(
r
∫ ∞
0
tr−1ν
{
x ∈ W : |ϕ(x)− Eϕ| > t
}
dt
)1/r
≤
(
2r
∫ ∞
0
tr−1 exp
(
− t
2
2χ2(ϕ)
)
dt
)1/r
= √2
(
rΓ (r/2)
)1/r
χ(ϕ). (3.2)
Now we estimate χ(ϕ). For any h ∈ H(ν), |h|H(ν) ≤ 1, by Lemma 2.41 in [1, p. 59], there is
a g ∈ W ∗ν with ‖g‖L2(ν) = |h|H(ν) such that for any f ∈ W ∗,
f (h) =
∫
W
g(x) f (x)ν(dx).
Since ϕ is a continuous seminorm, by the Hahn–Banach theorem there exists a bounded linear
functional l ∈ W ∗ such that
(1) l(h) = ϕ(h),
(2) |l(x)| ≤ ϕ(x) for any x ∈ W.
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It then follows from the Cauchy–Schwarz inequality that
ϕ(h) = l(h) =
∫
W
l(x)g(x)ν(dx) ≤
∫
W
|l(x)||g(x)|ν(dx)
≤
∫
W
ϕ(x)|g(x)|ν(dx) ≤ ‖ϕ‖L2(ν)‖g‖L2(ν) ≤ ‖ϕ‖L2(ν).
Hence,
χ(ϕ) = sup{ϕ(h) : |h|H(ν) ≤ 1} ≤ ‖ϕ‖L2(ν). (3.3)
By (3.1)–(3.3), we get for 2 ≤ r <∞,
‖ϕ‖Lr (ν) ≤ Eϕ + ‖ϕ − Eϕ‖Lr (ν) ≤ Eϕ +
√
2
(
rΓ (r/2)
)1/r ‖ϕ‖L2(ν)
≤ C(r, 2) ‖ϕ‖L2(ν), (3.4)
where C(r, 2) := 1 + √2(rΓ (r/2))1/r . For 0 < r < 2, by (3.1) we still have (3.4) with
C(r, 2) = 1.
For 0 < p < 2, we may choose s, 0 < s < p. By Ho¨lder’s inequality and (3.4), we have
‖ϕ‖2L2(ν) =
∫
W
|ϕ(x)|2−s |ϕ(x)|sν(dx)
≤
(∫
W
|ϕ(x)|(2−s) pp−s ν(dx)
) p−s
p
(∫
W
|ϕ(x)|s ps ν(dx)
) s
p
= ‖ϕ‖2−sL 2p−ps
p−s
(ν) ‖ϕ‖sL p(ν) ≤
(
C
(
2p − ps
p − s , 2
))2−s‖ϕ‖2−sL2(ν) ‖ϕ‖sL p(ν),
which gives
‖ϕ‖L2(ν) ≤ C(2, p)‖ϕ‖L p(ν), C(2, p) =
(
C
(
2p − ps
p − s , 2
))2/s−1
. (3.5)
Note that (3.5) holds also for p ≥ 2 with C(2, p) = 1 by (3.1). It then follows from (3.4) and
(3.5) that for 0 < p < r <∞,
‖ϕ‖Lr (ν) ≤ C(r, 2)‖ϕ‖L2(ν) ≤ C(r, 2)C(2, p)‖ϕ‖L p(ν).
The proof of Theorem 1 is complete. 
4. Main lemmas
For the proof of Theorem 2, we need the following lemmas.
Let η be a nonnegative C∞-function on [0,+∞) supported in [0, 2] and equal to 1 on [0, 1].
We also suppose that η(x) > 0 for x ∈ [0, 2). We define
Ln(x, y) :=
∞∑
j=0
η
(
j
n
)
Pj (x, y) =
2n∑
j=0
η
(
j
n
)
Pj (x, y), x, y ∈ Bd , (4.1)
and
Vn( f )(x) :=
∫
Bd
Ln(x, y) f (y)Wµ(y)dy =
2n∑
j=0
η
(
j
n
)
Proj j ( f )(x), x ∈ Bd . (4.2)
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If g ∈ Π dn , then
Vn(g) =
2n∑
j=0
η
(
j
n
)
Proj j (g) =
n∑
j=0
Proj j (g) = g.
For any f ∈ L p,µ, 1 ≤ p ≤ ∞, we have Vn( f ) ∈ Π d2n , and (see [9])
‖Vn( f )‖p,µ  ‖ f ‖p,µ, and ‖ f − Vn( f )‖p,µ  inf
g∈Π dn
‖ f − g‖p,µ. (4.3)
We will keep the notations η, Ln and Vn for the rest of this paper.
Lemma 1. Let 1 ≤ q ≤ ∞, r > (d+2µ)(1/2−1/q)+, µ ≥ 0. Then W r2,µ can be continuously
embedded into the space Lq,µ.
Proof. Define
A0( f ) = V1( f ), A j ( f ) = V2 j ( f )− V2 j−1( f ), for j ≥ 1.
Then for any f ∈ W r2,µ, by Corollary 4.4 in [18] we have
‖ f − Vn( f )‖2,µ  inf
g∈Π dn
‖ f (x)− g(x)‖2,µ  n−r‖ f (r)‖2,µ = n−r‖ f ‖W r2,µ .
Thus,
‖A j ( f )‖2,µ ≤ ‖ f − V2 j ( f )‖2,µ + ‖ f − V2 j−1( f )‖2,µ  2− j‖ f ‖W r2,µ .
It then follows by Nikolskii’s inequality (see [6], Proposition 2.4) that for 1 ≤ q ≤ ∞,
‖A j ( f )‖q,µ  2 j (d+2µ)(1/2−1/q)+‖A j ( f )‖2,µ  2− jr+ j (d+2µ)(1/2−1/q)+‖ f ‖W r2,µ .
Therefore, for r > (d + 2µ)(1/2− 1/q)+ , we get
‖ f ‖q,µ ≤
∞∑
j=0
‖A j ( f )‖q,µ 
∞∑
j=0
2− jr+ j (d+2µ)(1/2−1/q)+‖ f ‖W r2,µ  ‖ f ‖W r2,µ .
This completes the proof. 
Lemma 2. For any f ∈ W2,µ, r > d/2 + µ, the series ∑∞l=0 |Projl( f )(x)| converges to f (x)
absolutely and uniformly for x ∈ Bd .
Proof. First we claim that
sup
x∈Bd
√
Pn(x, x)  nµ+(d−1)/2 . (4.4)
To show this, we need the following well known estimate for the n-th-degree Gegenbauer poly-
nomial: for µ ≥ 0, λ = µ+ d−12 ,
max
−1≤x≤1
|Cλn (x)| = Cλn (1) =
(
n + 2λ
n
)
 n2λ−1.
Then by (2.4), we get for µ > 0,
max
x∈Bd
Pn(x, x)  n + λ
λ
∫ 1
−1
Cλn (1)(1− u2)µ−1 du  n2λ.
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For the case µ = 0, by (2.5) we have
max
x∈Bd
Pn(x, x) = n + λ
λ
Cλn (1)  n2λ.
Therefore, (4.4) holds.
For f ∈ W r2,µ, r > d/2 + µ, we denote by {Al}∞l=1 the nonincreasing rearrangement of the
sequence {l(d+2µ−1)/2‖Projl( f )‖2,µ}∞l=1. Then we have
l(A2l)
2 ≤
2l∑
k=l+1
(Ak)
2 ≤
∞∑
k=l+1
(Ak)
2 ≤
∞∑
k=l+1
kd+2µ−1‖Projk( f )‖22,µ
≤ c l−2r+d+2µ−1
∞∑
k=l+1
(k(k + d + 2µ− 1))r‖Projk( f )‖22,µ
≤ c l−2r+d+2µ−1‖ f ‖2W r2,µ  l
−2r+d+2µ−1.
It follows that Al  l−r+d/2+µ−1. Since Projl( f )(x) is the orthogonal projector, we get
|Projl( f )(x)| = |Projl(Projl( f ))(x)|
=
∣∣∣∣∫Bd Projl( f )(y)Pl(x, y)Wµ(y) dy
∣∣∣∣
≤ ‖Projl( f )‖2,µ ‖Pl(x, ·)‖2,µ.
Note that by (4.4),
sup
x∈Bd
‖Pl(x, ·)‖22,µ = sup
x∈Bd
adl∑
k=1
(φlk(x))
2 = sup
x∈Bd
Pl(x, x)  l2µ+d−1.
It then follows that
‖Projl( f )‖∞,µ ≤ ‖Projl( f )‖2,µ sup
x∈Bd
‖Pl(x, ·)‖2,µ  lµ+d/2−1/2‖Projl( f )‖2,µ.
Therefore,
∞∑
l=1
‖Projl( f )‖∞,µ 
∞∑
l=1
lµ+d/2−1/2‖Projl( f )‖2,µ =
∞∑
l=1
Al 
∞∑
l=1
l−r+d/2+µ−1 <∞.
This means for any f ∈ W r2,µ, the series
∑∞
l=0 Projl( f )(x) converges to some continuous func-
tion g(x) absolutely and uniformly for x ∈ Bd . Since the series ∑∞l=0 Projl( f )(x) converges to
f (x) in L2,µ, we get f (x) = g(x). The proof of Lemma 2 is complete. 
In the sequel, for x ∈ Bd and a positive integer n, we set
Wµ(n; x) := (
√
1− |x |2 + n−1)2µ, µ ≥ 0.
Lemma 3. For any x ∈ Bd , n ≥ d, we have
2n∑
l=n
Pl(x, x)  n
d
Wµ(n, x)
. (4.5)
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Proof. The inequality
2n∑
l=n
Pl(x, x) ≥ cn
d
Wµ(n, x)
, n ≥ d
follows directly from Lemma 7.1 in [6] with ε = 1/d, where the constant c > 0 depends only
on µ and d. On the other hand, by Theorem 4.2 in [9], we obtain
2n∑
l=n
Pl(x, x) ≤
2n∑
l=1
Pl(x, x) ≤ L2n(x, x) ≤ cn
d
Wµ(n, x)
,
where Ln(x, y) is given in (4.1), c > 0 depends only on µ, d, and η. This completes the proof.

Lemma 4. Let µ ≥ 0 and σ > 0. Then∫
Bd
Wµ(x) dx
(Wµ(n; x))σ 

1, if µ− µσ + 1/2 > 0,
ln n, if µ− µσ + 1/2 = 0,
n2µσ−2µ−1, if µ− µσ + 1/2 < 0.
(4.6)
Proof. For µ ≥ 0 and σ > 0, we have∫
Bd
Wµ(x) dx
(Wµ(n; x))σ =
∫
Bd
(1− |x |2)µ−1/2(
1
n +
√
1− |x |2
)2σµ dx
=
(∫
√
1−|x |2< 1n
+
∫
√
1−|x |2≥ 1n
) (1− |x |2)µ−1/2(
1
n +
√
1− |x |2
)2σµ dx
:= I1 + I2. (4.7)
In the first integral, using the fact that ( 1n +
√
1− |x |2)2σµ  n−2σµ and the formula∫
Bd
ϕ(|x |) dx = ωd−1
∫ 1
0
ϕ(t)td−1dt, (4.8)
where ωd−1 is the surface area of the unit sphere Sd−1, we get
I1  n2σµ
∫
|x |>
√
1− 1
n2
(1− |x |2)µ−1/2 dx = n2σµωd−1
∫ 1√
1− 1
n2
(1− t2)µ−1/2td−1dt
 n2σµ
∫ 1√
1− 1
n2
(1− t)µ−1/2dt  n2σµ(1−√1− 1/n2 )µ+1/2  n2σµ−2µ−1. (4.9)
Similarly, in the second integral, using (4.8) and the fact that ( 1n +
√
1− |x |2)2σµ  (1−|x |2)σµ,
we have
I2 
∫
|x |≤
√
1−1/n2
(1− |x |2)µ−σµ−1/2dx
= ωd−1
∫ √1−1/n2
0
(1− t2)µ−σµ−1/2td−1dt
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= ωd−1
(∫ 1/2
0
+
∫ √1−1/n2
1/2
)
(1− t2)µ−σµ−1/2td−1dt

∫ 1/2
0
td−1dt +
∫ √1−1/n2
1/2
(1− t)µ−σµ−1/2dt
 1+

1, if µ− µσ + 1/2 > 0,
ln n, if µ− µσ + 1/2 = 0,
n2µσ−2µ−1, if µ− µσ + 1/2 < 0


1, if µ− µσ + 1/2 > 0,
ln n, if µ− µσ + 1/2 = 0,
n2µσ−2µ−1, if µ− µσ + 1/2 < 0,
which, combined with (4.7) and (4.9), means (4.6). Lemma 4 is proved. 
5. Proofs of Theorems 2 and 3
Theorem 4. Let 1 ≤ q < ∞, µ ≥ 0, r > µ + d/2, s > d. Sn and Vn are given in (2.3) and
(4.2) respectively. Then
E(Sn, γ )q,q =
(
C(q)
∫
Bd
( ∞∑
l=n+1
(l(l + d + 2µ− 1))−r−s/2 Pl(x, x)
)q/2
Wµ(x)dx
) 1
q
,
(5.1)
and
E(Vn, γ )q,q =
(
C(q)
∫
Bd
( ∞∑
l=n+1
(
1− η
( l
n
))2
(l(l + d + 2µ− 1))−r−s/2 Pl(x, x)
)q/2
×Wµ(x)dx
) 1
q
, (5.2)
where E(Sn, γ )q,q , E(Vn, γ )q,q are defined by (2.14) and C(q) = pi− 12 2 q2 Γ ( q+12 ).
Proof. For each fixed x ∈ Bd , we set
Ln( f ; x) = f (x)− Sn( f )(x).
Obviously, Ln( f ; x) is a bounded linear functional on W r2,µ. Since the measure γ is a symmetric
Gaussian measure on W r2,µ, we know that Ln( f ; x), as a random variable on the measurable
space (W r2,µ, γ ), obeys the normal distribution N (0,E(|Ln( f ; x)|2)), where E denotes the
expectation and
E(|Ln( f ; x)|2) =
∫
W r2,µ
| f (x)− Sn( f )(x)|2γ (d f ) := R2Sn (x).
Then
E(|Ln( f ; x)|q) =
∫
W r2,µ
| f (x)− Sn( f )(x)|qγ (d f ) = (R2Sn (x))q/2C(q),
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where
C(q) = 1√
2pi
∫ +∞
−∞
|t |q exp(−t2/2)dt = pi− 12 2 q2 Γ
(
q + 1
2
)
.
It then follows from the Fubini theorem that
E(Sn, γ )q,q :=
(∫
W r2,µ
∫
Bd
| f (x)− Sn( f )(x)|q Wµ(x)dx γ (d f )
) 1
q
=
(∫
Bd
∫
W r2,µ
| f (x)− Sn( f )(x)|qγ (d f )Wµ(x) dx
) 1
q
=
(
C(q)
∫
Bd
(R2Sn (x))
q/2Wµ(x)dx
) 1
q
. (5.3)
Now, for x ∈ Bd , we calculate R2Sn (x). Note that by (2.8) and (2.6),
〈 f, φli 〉r = 〈 f (r), φ(r)li 〉
=
〈 ∞∑
m=1
adm∑
k=1
(m(m + d + 2µ− 1)) r2 fˆmkφmk , (l(l + d + 2µ− 1)) r2φli
〉
= (l(l + d + 2µ− 1))r fˆli = (l(l + d + 2µ− 1))r 〈 f, φli 〉.
It then follows by (2.8)–(2.11) that∫
W r2,µ
〈 f, φli 〉〈 f, φmj 〉γ (d f ) = (l(l + d + 2µ− 1))−r (m(m + d + 2µ− 1))−r
×
∫
W r2,µ
〈 f, φli 〉r 〈 f, φmj 〉rγ (d f )
= (l(l + d + 2µ− 1))−r (m(m + d + 2µ− 1))−r
×〈Cγφli , φmj 〉r
= (l(l + d + 2µ− 1))−r (m(m + d + 2µ− 1))−r
× λl(l(l + d + 2µ− 1))r 〈φli , φmj 〉
= (l(l + d + 2µ− 1))−r−s/2δlmδi j ,
where δi j =
{
1, i = j,
0, i 6= j. Define Ilm =
∫
W r2,µ
Projl( f )(x)Projm( f )(x)γ (d f ). We obtain
Ilm =
adl∑
i=1
adm∑
j=1
φli (x)φmj (x)
∫
W r2,µ
〈 f, φli 〉〈 f, φmj 〉γ (d f )
=
adl∑
i=1
adm∑
j=1
φli (x)φmj (x)(l(l + d + 2µ− 1))−r−s/2δlmδi j
=
{
0 , l 6= m,
(l(l + d + 2µ− 1))−r−s/2 Pl(x, x), l = m .
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The above formula means that for x ∈ Bd , the functionals Projl( f )(x), l = 1, 2, . . ., on W r2,µ
constitute an orthogonal system for L2(W r2,µ, dγ ). Since for any f ∈ W r2,µ and x ∈ Bd , the
equality
Ln( f ; x) =
∞∑
l=n+1
Projl( f )(x)
holds by Lemma 2, we get
R2Sn (x) =
∫
W r2,µ
∣∣∣∣∣ ∞∑
l=n+1
Projl( f )(x)
∣∣∣∣∣
2
γ (d f )
=
∞∑
l=n+1
∫
W r2,µ
∣∣Projl( f )(x)∣∣2 γ (d f )
=
∞∑
l=n+1
(l(l + d + 2µ− 1))−r−s/2 Pl(x, x), (5.4)
which, combined with (5.3), implies (5.1). Similarly, we can prove (5.2). Theorem 4 is proved.

Now we are in a position to prove Theorems 2 and 3.
Proof of Theorem 2. By Corollary 1, it suffices to show (2.15) with p = q. It follows from (4.3)
that
E(Vn, γ )q,q  En(γ )q,q ≤ E(Sn, γ )q,q , (5.5)
where E(Vn, γ )q,q is defined by (2.14). Set 2i ≤ n < 2i+1. For x ∈ Bd , we deduce by (5.4) and
(4.5) that
R2Sn (x) ≤
∞∑
k=i
2k+1∑
l=2k+1
(l(l + d + 2µ− 1))−r−s/2 Pl(x, x)

∞∑
k=i
2−k(2r+s)
2k+1∑
l=2k+1
Pl(x, x) 
∞∑
k=i
2−k(2r+s−d)
Wµ(2k; x) . (5.6)
For 2 ≤ q <∞, it follows from (5.3) and (5.6) and the triangle inequality that
E(Sn, γ )q,q 
(∫
Bd
RqSn (x)Wµ(x)dx
) 1
q 
(∫
Bd
( ∞∑
k=i
2k(d−2r−s)
Wµ(2k; x)
)q/2
Wµ(x)dx
)1/q
=
∥∥∥∥∥ ∞∑
k=i
2k(d−2r−s)
Wµ(2k; x)
∥∥∥∥∥
q/2,µ
1/2 ≤
 ∞∑
k=i
∥∥∥∥∥2k(d−2r−s)Wµ(2k; x)
∥∥∥∥∥
q/2,µ
1/2 . (5.7)
From Lemma 4 we get∥∥∥∥∥2k(d−2r−s)Wµ(2k; x)
∥∥∥∥∥
q/2,µ
= 2k(d−2r−s)
(∫
Bd
Wµ(x)
(Wµ(2k; x))q/2 dx
)2/q
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

2k(d−2r−s), 2 ≤ q < 2+ 1/µ,
k2/q2k(d−2r−s), q = 2+ 1/µ,
2k(d−2r−s+2µ−4µ/q−2/q), q > 2+ 1/µ.
(5.8)
Combining (5.7) with (5.8), we get for 2 ≤ q <∞,
E(Sn, γ )q,q 

nd/2−r−s/2, 2 ≤ q < 2+ 1/µ,
nd/2−r−s/2(ln n)1/q , q = 2+ 1/µ,
nd/2+µ−r−s/2−(2µ+1)/q , q > 2+ 1/µ.
(5.9)
For 1 ≤ q < 2, it follows from Ho¨lder’s inequality that
E(Sn, γ )q,q  E(Sn, γ )2,2  nd/2−r−s/2. (5.10)
Finally, according to (5.2) and (4.5), we have
E(Vn, γ )q,q ≥
(∫
Bd
( 4n∑
l=2n
(l(l + d + 2µ− 1))−r−s/2 Pl(x, x)
)q/2
Wµ(x)dx
) 1
q
 n−(r+s/2)
(∫
Bd
( 4n∑
l=2n
Pl(x, x)
)q/2
Wµ(x)dx
) 1
q
 n(d−2r−s)/2
(∫
Bd
Wµ(x)
W q/2µ (n; x)
dx
)1/q


nd/2−r−s/2, q < 2+ 1/µ,
nd/2−r−s/2(ln n)1/q , q = 2+ 1/µ,
nd/2+µ−r−s/2−(2µ+1)/q , q > 2+ 1/µ,
which, together with (5.9), (5.10) and (5.5), completes the proof of Theorem 2. 
Proof of Theorem 3. It follows from [14] that for 1 ≤ q ≤ ∞,
dN (B H(γ ), Lq,µ) = dN (BW r+s/22,µ , Lq,µ)  N−(r+s/2)/d ,
where B H(γ ) = BW r+s/22,µ is the unit ball of the Cameron–Martin space H(γ ). Eq. (2.16)
follows directly from (2.1). Similarly, Eq. (2.17) follows from (2.15) and (2.16), and the fact that
d(a)N (W
r
2,µ, γ, Lq,µ)p ≤ λ(a)N (W r2,µ, γ, Lq,µ)p ≤ E(Sn, γ )p,q ,
where dimΠ dn ≤ N and n  N 1/d . Theorem 3 is proved. 
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