









法政大学大学院紀要　理工学・工学研究科編　 Vol.62(2021年 3月） 法政大学
メラノーマ特徴を付与した大量擬似画像を用いた説明可能な
自動診断システム構築の試み
EXPLAINABLE DIAGNOSIS SYSTEM USING





Although highly accurate automated diagnostic techniques for melanoma have been reported, the re-
alization of a system capable of providing diagnostic evidence based on medical indices remains an open
issue because of difficulties in obtaining reliable training data. In this paper, we propose bulk production
augmentation (BPA) to generate high-quality, diverse pseudo-skin tumor images with the desired structural
malignant features for additional training images from a limited number of labeled images. The proposed
BPA acts as an effective data augmentation in constructing the feature detector for the atypical pigment
network (APN), which is a key structure in melanoma diagnosis. Experiments show that training with im-
ages generated by our BPA largely boosts the APN detection performance by 20.0 points in the area under
the receiver operating characteristic curve, which is 11.5 to 13.7 points higher than that of conventional
CycleGAN-based augmentations in AUC.






人種に罹患率が高く，WHO による統計では 2019 年に
287,723人の患者が発病し，60,712人の死亡者を出して
いる [1]．国立がん研究センターの 2006 年～2008 年に
診断を受けた患者の統計によると，早期発見された場合
































情報つき画像が 226枚 (皮膚科医 4名の平均スコアを教
師データ)しかない中，Virtual Adversarial Training[6]
による半教師あり学習および，関連するラベル情報を




























(1) Bulk production augmentation(BPA)
本研究では，まず特徴を付与するための土台となる
擬似健全母斑画像を bulk production augmentationで








及ぼすかを評価する．以下，Fig. 1 を bulk production
augmentationの構成図とする．
Fig.1: Bulk production augmentationの構成図




of GAN(PGGAN)[9] を本段階で用いる．PGGAN は




であったが，PGGAN では 4 × 4，8 × 8 と Generator
のネットワークの縦横のサイズを 2倍に増加させ，最終
的には 1024 × 1024 までスケールを拡大する．その際，






(3) Feature transition phase







れた異なる 2 つのドメイン X，Y の写像を学習するこ
とであり，{xi}Ni=1(xi ∈ X)，{yi}Ni=1(yi ∈ Y ) に属す
る訓練データの相互変換を行う．この時 X → Y への
写像 G と Y → X の写像 F の 2 つの Generator を用
意し，x を元にドメイン Y の画像に変換した G(x) を
Distriminator DY を通して真贋判定に至る．同様に，
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Table 1: 7-point checklist
主要項目 スコア
1. Atypical pigment network × 2
2. Blue-whitish veil × 2
3. Atypical vascular pattern × 2
副項目
4. Irregular streaks × 1
5. Irregular pigmentation × 1
6. Irregular dot/globules × 1
7. Regression structures × 1



















(A) の条件では nevus と APN の 2 値分類器とし，こ
れをベースラインとする．(B) は従来の CycleGAN を
用いた data augmentation手法であり，nevusと APN
に APN nevusを加えた条件とする．(C)は生成した画
像を用いて (B)との比較のため同数の APN nevusGを
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Table 2: 母斑/APN識別器のデータセット比較
Method nevus nevusG APN APN nevus APN nevusG
(A) baseline 10,000 230
(B) CycleGAN 10,000 230 10,000
(C) simplified BPA 10,000 230 10,000
(D) (proposal) BPA 10,000 10,000 230 20,000
用いた条件である．(D)は生成した画像を 2倍とし，そ
れに合わせ nevus と nevusG を用いた条件である．分
類器のアーキテクチャとして EfficientNet-B1 を用い，




SDG[16](momentum= 0.9)，学習率を 1 × 1.0−5，各
epoch ごとに 1 × 1.0−6 の重み減衰を設定した．デー
タ数に偏りのある条件では weighted loss[17] を用いて
データセットに対する重みの調整を行い精度向上の工
夫とした．また，各条件全てに data augumentationと
















に合わせて 224 × 224pixel にリサイズを行っている．
Imagenet の事前学習モデルを用いて転移学習を行い，
その際の学習回数は 200epoch とした．損失関数には
binary cross entropy を用い，最適化関数に Adam[19]





データは ISIC2019 に収録されている健全母斑 8000 枚
とメラノーマ 4000 枚を用いた．ここでもデータ数に偏
りがあるため weighted lossと data augmentationとし
て rand augment を加えている．上記の条件で学習し
た結果，ISIC2019 のデータセットから各 500 枚ずつ健
全母斑とメラノーマの画像を用いて学習モデルの評価
























の CycleGANを用いた data augmentation手法である
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Table 3: 母斑/APN識別器の性能比較
Method Accuracy (%) Recall (%) Precision (%) F1 (%) AUC
(A) baseline 53.8 69.4 58.1 63.3 0.522
(B) CycleGAN 59.8 64.9 64.9 64.9 0.585
(C) simplified BPA 58.5 54.5 70.0 60.1 0.607
(D) (proposal) BPA 69.7 77.6 71.7 74.6 0.722
Fig.5: ROC曲線
(B)や，(B)と同数のデータを用いて評価を行った本研
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