ABSTRACT: Increased focus on predictive aspects of ecology has recently been urged by scientists and policy makers to provide solutions to pressing societal needs. Current challenges include the large knowledge gap on the spatial distribution of marine biodiversity, and its associated goods and services, and the dependence of model performance on spatial resolution. We evaluated the importance of resolution on the predictive power and precision of empirical models of distributions of marine sessile invertebrates and macroalgae along the Swedish west coast. This was done by simulating the limits to prediction, based on 2 independent simulated proportions of biological variables, and comparing these limits to observed models at different resolutions. Simulations showed the highest achievable predictive power (r 2 ) and precision (RMSE) of models at fine resolutions (~1 m). In contrast to the simulations, the performance of quantitative models was better at relatively coarse resolutions (~100 m). Increased model performance at coarse resolutions could not be explained by differences in sampling or spatial variability. Instead, the improvement is likely caused by the mechanistic coupling (direct or indirect) between predictor variables, depth and hard substratum cover and patterns at coarser scales, whereas complex processes, e.g. biological interactions, shape patterns at finer scales. This match between resolution and the scale at which environmental variables operate may differ among systems, which could explain the discrepancy in outcomes between our study and previous studies. Furthermore, we provide an approach for error analysis that identifies contributions of different model components to the total uncertainty, thus facilitating model optimization. 
INTRODUCTION
Formulation of predictive statements (i.e. hypotheses) is an important part of the scientific process because it ensures that existing models and theories are critically assessed and refined (Hilborn & Mangel 1997 , Underwood 1997 , Ford 2000 . Consequently, models that withstand repeated critical tests and continue to produce accurate predictions under a wide range of conditions can be considered successful. Although these ideas are in some way embraced by most ecologists, calls for the development of a more 'predictive ecology' has often come from a perspective of challenging the scientific community to offer solutions to pressing societal needs (e.g. Peters 1991, Evans et al. 2012 and references therein) .
In the marine realm, these challenges include predicting the consequences of climate change (e.g. Phillips et al. 2006) , management of fish stocks (Punt & Hilborn 1997) and options for marine spatial and conservation planning (Sundblad et al. 2011) . One tangible piece of evidence of the societal need for predictive capacity is the large and recognized knowledge gap on the spatial distribution of marine biodiversity and its associated goods and services. The spatial distribution is needed as (1) indicators of status in important European policy documents (e.g. the European Habitat Directive [European Commission 1992] , the Marine Strategy Framework Directive [European Commission 2008] and the Integrated Maritime Policy [European Commission 2007] ) and (2) as a basis for sustainable marine spatial planning. In the benthic marine environment, data on biological structure and function are in the majority of cases collected using small-scale sampling techniques (e.g. cores, dredges, diving or photography). Because these techniques sample a very small part of the area of interest, inferences about global and local distribution of species and structures need to be based on traditional statistical procedures as well as predictive modelling (e.g. Ducrotoy 1999 , Diesing et al. 2009 , Sundblad et al. 2011 .
Important tools in this context are empirical models of species or habitats (e.g. Guisan & Zimmermann 2000 , Elith & Leathwick 2009 ). These models represent an increasingly diverse set of statistical techniques and approaches that use empirical relationships between the biology and associated environmental factors to predict the distribution of the particular biological variable of interest in geographic space. Knowledge about the distribution of species and their relations to environmental gradients is a fundamental component of traditional natural history. Recently, species distribution models (SDMs; Peters 1991 , Guisan & Thuiller 2005 , Elith & Leathwick 2009 ) have emerged and seen an outstanding diversification addressing issues in ecology (Anderson et al. 2002) , biogeography (Leathwick 1998) , invasion biology (Peterson 2003) , evolution (Graham et al. 2004) , conservation biology (Pearce & Lindenmayer 1998) and climate change (Thuiller 2004) .
The predictive performance of empirical models is affected by 3 types of uncertainty: (1) uncertainty in the estimation of the response variable, (2) uncertainty in the estimation of the predictor variable and (3) uncertainties caused by deficiencies in model formulation and structure (Håkanson 1999) . The fact that all of these sources of uncertainty, including their rela tive importance, is highly dependent on spatial and temporal scales means that the performance, optimum structure and sampling design will vary according to the spatial and temporal context (Levin 1992 , Schneider 2001 , Håkanson & Duarte 2008 , Elith & Leathwick 2009 , Beale & Lennon 2012 . Focusing on the spatial dimension, 2 aspects of scale are relevant: extent (i.e. 'outer scale') and resolution (Turner et al. 1989) . While the spatial extent defines the scope and applicability of an empirical model, and extrapolation beyond the extent of a model is not advisable, perhaps even more central to the modelling process are the considerations to do with the spatial resolution.
Firstly, because the importance of processes that structure populations and communities may vary among spatial scales, the usefulness of these factors as predictors will vary with the resolution. Therefore, it is vital to understand the processes that are used to predict distributions of species in order to avoid a mismatch between the scale used for modelling and the scale at which an environmental predictor operates (Thuiller et al. 2003) . However, while some authors advocate the importance of finding one appropriate scale for a specific model (Guisan & Thuiller 2005) , others argue that there is no single correct spatial scale (Wiens 1989) because species respond to different environment processes at different scales (Levin 1992) . Secondly, the intensity of spatial patterns (i.e. patchiness and spatial variability) can be expected to vary strongly among resolutions (see e.g. Morrisey et al. 1992 , Underwood & Chapman 1996 , Norén & Lindegarth 2005 , GonzalezMirelis et al. 2011 for examples from marine benthic environments). Therefore, it follows that the uncertainty in estimates of biological variables to be predicted (within grid-cells) and the amount of variability to be explained by a model (among grid-cells) are also dependent on the resolution. Thus, decisions about spatial resolution can be expected to have fundamental consequences for the success of any attempts to model distribution or abundance using empirical methods. Furthermore, knowledge about the importance of ecological processes and the scaledependence of spatial variability may be used to optimise sampling programmes in a way that will improve models significantly.
Several studies have emphasised the importance of sampling designs and quality of data for the precision and predictive power of SDMs (e.g. Guisan & Zimmermann 2000 , Reese et al. 2005 , Araujo & Guisan 2006 , Elith & Leathwick 2009 , Robinson et al. 2011 , Stokland et al. 2011 . In contrast, studies that address optimisation, sampling design and uncertainty of quantitative models on spatial patterns of species' abundances are scarce. Analyses of uncertainty in empirical or process-based ecological models, however, offer several insights and methodological frameworks that can also apply to spatial predictions of abundance (e.g. Håkanson 1999 , Pary sow et al. 2000 , Jager & King 2004 , Refsgaard et al. 2007 , Håkanson & Duarte 2008 , Renard et al. 2010 . Furthermore, there is a reasonable wealth of literature exploring the consequences of spatial and temporal varia bility on the design and precision of sampling programmes in aquatic environments (e.g. Morrisey et al. 1992 , Underwood 1994 , BenedettiCecchi 2001 , Clarke et al. 2002 . In combination, these different lines of thought suggest that the uncertainty, and therefore the predictive power, of models that predict patterns of abundance may vary strongly depending on spatial resolutions and also that the design and intensity of sampling at relevant scales affects our ability to construct accurate models and to test them critically.
In the present study, we evaluated the importance of spatial resolution on the precision and predictive power of empirical models using video-data from marine subtidal habitats off the Swedish west coast. This was done by (1) estimating spatial variability of a number of biological variables at different resolutions; (2) simulating the limits to prediction, measured as average deviation (RMSE) and proportion of the variance accounted for (r 2 ), set by spatial variability and measurement error; (3) comparing these limits to observed empirical (linear and nonlinear) models at different resolutions; and (4) based on this information, evaluating the relative importance of sampling error compared to other sources of uncertainty.
MATERIALS AND METHODS

Study site
The data used in the present study were collected on the west coast of Sweden at 3 offshore banks (Areas 1, 2 and 3 in Fig. 1 ). The substratum is dominated by flat stone in Area 1 and by rocky benthos in Areas 2 and 3, although all areas have a varying degree of mobile substrata including mearl beds and shell gravel banks. The benthic community in Area 1 is composed mainly of sessile invertebrates, whereas Areas 2 and 3 have a high degree of macroalgal cover. In a survey by the Swedish Environmental Protection Agency, a total of 62 species was observed for Areas 1, 2 and 3, and the most common species in all 3 areas were the soft coral Alcyonium digitatum, the bryozoan Flustra foliacea as well as the red macroalgae Phycodrys rubens, Dellesreria sanguinea and unidentified encrusting red algae (Lindblad & Nikolopoulos 2012) .
Sampling
Samples of benthic flora and fauna were collected at water depths of 10 to 30 m in 3 off-shore areas (3 to 5 km diameter) using a video-camera mounted to a remotely operated vehicle (ROV). In each area, 7 sites (50 to 200 m diameter) were sampled, and 9 plots (mean ± SD: 11 ± 3 m diameter) were sampled at each site (see Fig. 1 ). During sampling at a site, the ROV was operated at a constant speed (0.05 to 0.1 m s −1 ) for 2 to 3 min, and the bottom was filmed from a nearly constant height over the bottom (1 to 2 m). In the laboratory, the video was stopped at 5 randomly ) was analysed using point-samples in 100 regularly spaced points (n point = 100). The points were overlaid on the computer screen, and the species (or genus) of macroalgae or sessile animal as well as the type of substrate (hard substrate or sediment) was recorded under each point.
Estimates of spatial variability
To model precision and predictive power at different spatial resolutions, variance components associated with different spatial resolutions were estimated using the restricted maximum likelihood method with the program R (specifically the library 'lme4' and the function 'lmer()'; R Development Core Team 2008; Table 1 ). As examples, we used 6 conspicuous components of these benthic assemblages: total cover of algae, total cover of invertebrates, cover of 2 red algae (Phycodrys rubens and Delesseria sanguinea) and cover of 2 types of sessile invertebrates (Alcyonium digitatum and Flustra sp.). Furthermore, similar analyses were done using data on depth and substrate (the proportion of hard substrate, i.e. rock or boulders), in which proportion of substrate was calculated from the 100 n points per sample. At a later stage, these were used as environmental predictors in the empirical models (see 'Comparing maximum precision to observed regressions at different resolutions').
Simulating maximum precision and predictive power at different resolutions
The total uncertainty of any predictive model can be conceptually described as consisting of 3 main components: model structure, parameter estimation and data variability (Chatfield 1995 , Refsgaard et al. 2007 . A fundamental presumption of the simulations presented here is that the limits to precision of a model are ultimately set by the precision of the data used for model building and testing (e.g. Håkanson & Duarte 2008) . One way to empirically assess how data uncertainty limits model precision is to plot replicate samples against each other and calculate the 'predictive power' of one sample in relation to the other (e.g. Håkanson & Peters 1995) . In essence, this means that uncertainties due to model structure and parameter estimation are eliminated and all deviations are due to data variability. This empirical procedure can be described by a linear model: (1) where Y i and X i are the values of the first and second sample, respectively, β 0 and β 1 are the regression coefficients, and e i is the residual deviation. Because the samples are repeated samples of the same units, β 0 = 0, β 1 = 1, and the linear model can be simplified as follows: (2) Noting that X is also sampled with error and allowing for j samples to be taken for each Y and k samples of X (X ik = X i η ik ), the model can be written as follows: (3) where η ik is the deviation of the k th measurement in the i th level of X. This means that if data variability is the only source of uncertainty in a model, the variance can be estimated from the following relation: Following the arguments above, we assessed the highest achievable model precision (i.e. lowest RMSE) and predictive power (i.e. highest r 2 ) by Monte Carlo simulations. Instead of using duplicate measurements at identical sites, we used estimated variance components and ranges of percent coverage for a set of taxa at specific spatial resolutions (Table 1) . Thus, in a first set of simulations, we sampled N mean values of percent coverage from a uniform distribution within the observed range of a particular variable and resolution. To assess how accurately these proportions can be estimated in 2 independent times of sampling (p 1 and p 2 ), we added errors by sampling from a set of distributions. For resolutions ranging from 10s to 1000s of meters (plots, sites and areas), errors were added by sampling of n sim values from a normal distribution with the appropriate variance, N (0,V scale ). Note that for all resolutions, the n sim samples were allocated randomly at that particular spatial scale. This means that: (6) and (7) where V Site and V Area are the variance within the resolutions of site and area, respectively, and , and are the variance components for the residual, plot and site, respectively (for calculations of variance components, see Table 1 ). To simulate uncertainty as a function of the number of point samples within individual photos (samples), we sampled n point samples from a binomial distribution, B(n point , p i ) ( Table 1) . A total of 1000 simulations were run for each combination of resolution, N and n sim or n point . For each run, r 2 and RMSE were calculated using the 2 independent simulated proportions, p 1 and p 2 . All simulations were done using purpose-built scripts in R (R Deve lopment Core Team 2008).
Comparing maximum precision to observed regressions at different resolutions
While the aim of the first set of simulations was to explore the theoretical limits to precision and predictive power using a generic sampling design (i.e. completely randomised), a second set of simulations was done to assess the limits using the particular hierarchical design used in this experiment. This second set of simulations was done at the resolution of samples (a total of 945 samples), plots (189 plots) and sites (21 sites) but not on the resolution of areas (only 3 areas available). The aim was to compare the theoretical limits of the performance of 2 very different types of regression models (multiple regression and random forest) using depth and cover of hard substratum as environmental predictors at different re solutions.
Two types of comparisons were made: (1) performance of model fit and (2) performance during testing (validation) of models. This was done because these factors constitute 2 distinct parts of the modelling procedure, which are affected in different ways by variability in the response variable. In the latter type of comparison, variability in the response variable affects the precision in the fitting phase (training data) and in the test phase (test data). Therefore, simulations of limits for tests of models (SIM test ) were identical to those described in the previous section (Eq. 4). In the model-fitting phase, however, measurements of the response variable are only used as training data.
Regression models were fitted and tested using default configurations of the 'stats' package v. . These regression methods were selected because they represent one simple (i.e. linear, parametric) and one highly flexible (i.e. nonlinear, non-parametric) example of possible techniques for modelling. This allows us to assess whether any pattern in relation to spatial resolutions appear to be sensitive to modelling technique.
The method 'random forest' was selected from a range of newly developed techniques of equivalent flexibility and potential performance (e.g. GAM, MARS, GLM and CART; Guisan & Zimmermann 2000 , Prasad et al. 2006 , Elith & Leathwick 2009 ). It is an ensemble method in which a large number of decision trees are built and predictions in regression problems are based on the average prediction for all of these (Breiman 2001 , Liaw & Wiener 2002 . Each tree is based on a bootstrap sample (the remaining samples are used for 'out-of-bag' [OOB] estimation of error), and at each node, only a fraction of predictors (randomly selected) are used. The method maintains the automatic treatment of interactive effects of traditional tree-based methods but avoids the risk of suboptimal solutions due to local maxima and does not require pruning. Because of its OOB estimation, the method does not require that the data be split into training and test datasets (e.g. Liaw & Wiener 2002 , Prasad et al. 2006 , but see Segal 2004 for instances when error may be slightly inflated). This was partic-
ularly useful here because the empirical data had only 21 samples available at the scale of sites. The low number of samples at this resolution is also why multiple regression was not evaluated in the test phase.
RESULTS
Estimates of spatial variability
Variance components of the biological response variables and environmental predictor variables showed 2 types of scale dependence (Table 2) . For all variables except the total cover of algae and depth, the largest variance component was associated with the highest resolution ( , among samples meters apart within plots). In terms of relative importance, the variability associated with the highest resolution amounted to 40-75% of the sum of all sources of variability. For these variables, the variability among plots within sites, , was the se cond most important source (11-34%), while the variability among sites within areas, , was the least important (8-28%). Thus, the variability of most biological features and the type of substrate was dominated by variability at fine spatial resolutions. The total cover of algae and depth showed the opposite pattern. The variability among samples contributed only 22 and 1% for algae and depth, respectively, while at the most coarse resolution, , the corresponding valves were 44 and 69% (Table 2) . Furthermore, calculation and comparison of deviations at different spatial scales showed that normal distribution is a close approximation at all spatial scales, which is an important assumption for methods used in the present study (see Appendix 1).
Best achievable precision and predictive power at different resolutions
Simulations of the highest possible predictive power (r 2 ) and precision (RMSE) show that large differences are to be expected depending on which resolution is chosen for a particular model and species (Figs. 1 & 2) . Importantly, the performance of models in terms of predictive power and precision is strongly affected by how well the abundance is estimated within individual units, i.e. by the number of samples (n sim ). Comparisons among resolutions at equivalent sampling intensity also show that the predictive power decreases strongly at coarse resolutions (Fig. 2) . As an example, the best achievable predictive power (r 2 ) varies from roughly 0.65 to 0.95 if the total cover of algae is modelled using 10 samples for resolutions that represent areas (~1 × 1 km) and plots (10 × 10 m), respectively (Fig. 2d) . The corresponding levels of precision (RMSE) would be 10 and 5% cover (Fig. 3d) . Thus, if the performance of predictive models was determined by sampling errors alone, we would expect performance to im prove at successively more detailed resolution. This is consistent with the observed combination of larger spatial variability and decreased range of mean values at coarse resolutions.
Among the possible sources of uncertainty for the simulations of the highest achievable predictive power and precision are the number of points that are used in the analyses of sample photos (at the highest resolution) as well as the range of the response variables. The predictive power increased with increasing number of points in a photo, and simi larly, the RMSE decreased with increasing number of points in a sample photo (Fig. 4) ) within resolutions of environmental and biological variables at the different spatial resolutions: Sample (1 × 1 m), Plot (10 × 10 m), Site (100 × 100 m) and Area (1000 × 1000 m) response variables also affected precision and predictive power. Large ranges reached high r 2 values already at 100 points, while the lower range (0 to 10) would require several hundred points to reach the same predictive power (Fig. 4a) . The precision of the 2 larger ranges was very similar and showed distinctly higher RMSE values than the smallest range (Fig. 4b) , likely because the larger ranges include more variation, yielding less precision (higher RMSE) in absolute measures.
Comparing best achievable and observed performance at different resolutions
Fitted models
Simulations of the best achievable predictive power and precision (SIM fit ) were compared to observed results from simple linear regressions (LM fit ) and regressions using the more flexible random forest approach (RF fit ). Models were fit for the biological variables using averages of depth and cover of hard substratum as predictors at resolutions of samples (~1 × 1 m), plots (10 × 10 m) and sites (100 × 100 m). Coarser resolutions were deemed irrelevant in the context of habitat models. A number of general patterns emerged from these analyses.
First, if the predictive power was only limited by the precision of sampling, we would expect more powerful models at fine resolution. This is despite the fact that more samples were taken at successively larger scales. Interestingly, this was in sharp contrast to what was observed for the fitted models (Fig. 5) . Both the models based on linear regression and those based on random forest showed strong tendencies toward better explana- tory power at coarser resolutions (Fig. 5) . In particular, high predictive power was observed for resolutions at the scale of sites, where r 2 ranged from 0.4 to 0.8 for linear regressions and were constantly > 0.8 for the random forest model. Apart from improvements in predictive power, plots of observed and predicted data also show that random forest provided a better representation of the ex pected 1:1 relationship at all resolutions (Fig. 6) . Al though none of the models generally reached the best achievable predictive power for any variable, models fitted by random forest occasionally showed higher r 2 values than expected at the coarsest spatial resolution. This is most likely a result of overfitting, which calls for a high degree of caution in the interpretation of the power of fitted models. Nevertheless, the qualitative patterns are consistent among methods and variables.
Second, if precision measured as mean deviation from models (RMSE) were determined only using errors in the measurement of the biological features, the expected deviation would be on the order of 5% cover for most species and resolutions (Fig. 7) . Given the actual sampling design, the simulations show that there is a tendency for smaller deviations at coarser resolution. However, there were some minor deviations from this general pattern, i.e. the simulations of precision showed the highest RMSE at the intermediate resolution for the total cover of invertebrates ( Fig. 7a ) and the lowest RMSE for the finest resolution for the total cover of macroalgae (Fig. 7d ).
In accordance with the conclusions from analyses of predictive power, the fits of the regression models were all better at coarser resolution than at fine resolution. This is true for both types of regression, although the RMSE of the random forest approach was generally lower. One interesting pattern is that the difference between the simulated precision, which is expected from information on sampling variability and design, and the precision observed from fitted models is much larger at finer resolution. This indicates that at fine resolution, the precision of a model is generally not limited by measurement error but by imperfections of the model. At coarser resolution, however, the precision of the model fit approaches the precision expected from sampling errors. Hence, at this scale, an increase in the quality of the samples, i.e. reducing the sampling error, may have larger impacts on model fit than increasing the number of samples.
Tests of models
The test, or validation, of random forest models (RF test ) was performed using the OOB estimate of error and the 'pseudo R-squared' implemented in 'randomForest()'. These measures were compared to best achievable performance from simulated data (SIM test ). The outcome of these analyses was similar to those of the fitted models (i.e. RF fit and LM fit compared to SIM fit ). Simulations suggested that the best achievable predictive power (r 2 ) is generally expected to decrease from an average of 0.94 at a resolution of samples to 0.73 for sites (Fig. 8) . In contrast to this, models of the total cover of invertebrates Flustra sp. and Delesseria sanguinea showed maximum predictive power at the resolution of sites. Models of the total cover of algae and Phycodrys rubens were the most powerful at the intermediate resolution of plots, although models of the total cover of algae were consistently powerful (r 2 ≈ 0.7). The predictive power for models of Alcyonium digitatum was consistently poor (r 2 ≈ 0.2). Furthermore, simulations of precision for the 4 individual species show that, assuming the uncertainty of models was only due to sampling errors (in combination with sampling design), we would expect a decrease in RMSE from finer to coarser (Fig. 9 ). This is also consistent with what is observed for the OOB errors. For the total cover of invertebrates and algae, the patterns were slightly more complex. Simulations indicated that maximum precision could be expected at the finest resolution, while the deviations observed for the models were smaller at the coarsest resolution (Fig. 9) . One important observation is that the sim- ulated best achievable precision was not exceeded by the observed precision, measured as OOB estimates, for any of the biological variables or resolutions (Fig. 9) .
DISCUSSION
In the present study, we evaluated the importance of spatial resolution on the precision (RMSE) and predictive power (r 2 ) of quantitative models of marine benthos by comparing simulations of highest achievable performance to the observed performance of models using 2 types of statistical approaches. The observed performance as well as the highest achievable predictive power and precision of models depended strongly on spatial resolution. The simulations of the highest achievable model performance suggested that both predictive power and precision are expected to increase at fine resolutions (1 × 1 m). In contrast, the observed performance of both simple and flexible modelling approaches was better at coarse (1 × 1 km) to intermediate (10 × 10 m) spatial resolutions.
To elucidate this discrepancy in performance between simulations and observed models, we must first understand why the best achievable performance is expected to be better at fine resolution. The main reason is that the spatial variability within a sampling unit increases, or at least does not decrease, as the resolution gets coarser. This is because nested components of variability successively add uncertainty to mean estimates at successively larger scales (e.g. Morrisey et al. 1992 , Norén & Lindegarth 2005 . Despite this, it is possible from traditional sampling theory to achieve precise mean estimates at larger scales and thus precise models at coarse resolution by extensive sampling (e.g. Underwood 1997 , Quinn & Keough 2002 . Our simulations consequently showed a strong effect of sample size on precision for all variables as well as differences among resolutions for a given sample size. As a general recommendation, we conclude that achieving an average standard error of ±10% cover of the marine benthic species in our study area requires > 3 samples, while ≥10 samples are required for an error of ± 5% cover. Furthermore, because the precision depends on sample size, it is possible to achieve a precision comparable to that of fine resolutions by more extensive sampling per modelling unit at coarser resolution. One example is the simulations of cover of macroalgae (Fig. 3) , where an error of ±10% requires < 3 samples at the plot (10 × 10 m) resolution but 5 to 10 samples at the site (100 × 100 m) resolution and >10 samples at the area (1000 × 1000 m) resolution. The difference in maximum achievable predictive power (r 2 ) among resolutions was even more pronounced than that observed for maximum achievable precision. As a general rule of thumb, < 3 samples were required to achieve a predictive power of r 2 > 0.8 at the finest resolution, while approximately 10 and 30 samples were required at intermediate and coarse resolutions, respectively (Fig. 2) . Similarly to the differences in precision, these large differences among resolutions are explained by increased spatial variability within sampling units but importantly also exist in combination with differences in variability and range among sampling units. The range of sampling units defines the scope of a model by representing the variability 'to be explained' by the model. This scope decreases at coarser resolutions because spatial patterns are averaged out at larger scales. As an example, the range of the total cover of algae decreased from 100% at the level of individual photos to 91, 54 and 16% at resolutions of plots, sites and areas, respectively. Thus, the loss of contrast among sampling units may explain, partly, why the best achievable predictive power decreases with coarsening resolution. However, the impact of the measurement error and spatial variability should not be neglected as there were also differences among resolutions for the best achievable precision, which is not affected by range. In conclusion, there were larger differences among resolutions for the best achievable predictive power compared to the highest possible precision, largely due to range, and decreased precision at coarser resolutions can be compensated for by a larger number of samples. This is in accordance with previous studies showing that small sample size can be a significant source of instability and errors in models (Stockwell & Peterson 2002 , Guisan & Thuiller 2005 . Consequently, it may be worthwhile to consider the benefits of an increased number of samples, and increased quality of samples, in optimizations of model performance (Stockwell & Peterson 2002 , Guisan & Thuiller 2005 , Lobo 2008 ).
In direct contrast to the results from the simulations, the observed models showed increasing performance with coarsening spatial resolution. Both the observed linear models and the more flexible random forest models showed higher predictive power at coarser resolutions for all variables, whereas the simulations showed the opposite pattern (Fig. 5) . Random forest models showed higher predictive power and accuracy (although they also showed overfitting for the coarsest resolution), than the linear models, but all models showed the same pattern of increased performance at coarser resolutions. However, higher predictive power of observed models at coarse resolutions is likely unrelated to the sampling design because both types of simulations of best model performance, i.e. based on the hierarchical or the random sampling design, showed decreasing predictive power with increasing resolution. Because the simulations showed decreasing predictive power at a smaller sample size and more narrow range, the increased performance of the observed models at coarse resolutions occurred in spite of the decreasing number of samples and range.
The increase in model performance at coarser resolution is also in contrast to previously reported results in the literature. Studies that have tested differences among resolutions in model performance are scarce, particularly in marine environments, and show either very low effects or the direct opposite pattern. Gottschalk et al. (2011) showed that the performance of species-habitat models of 13 bird species, measured as the explained deviance, decreased with increasing resolution and that the best model results were observed at a resolution (grain size) of 1 to 3 m. They also showed in a meta-analysis (based on 6 studies) that previous studies show no or very weak effects of resolution (although see Tobalske 2002) but that the pattern of the weak effects still indicated increased performance at higher resolutions. The fact that only weak effects were reported in the meta-analysis was explained by biases among the tested resolutions (e.g. Chust et al. 2004 , Seoane et al. 2004 ) and the fact that the high resolutions were still relatively coarse (i.e. ≥100 m; Guisan et al. 2007a,b) . However, other studies not included in this meta-analysis showed the best model performance at the fine resolutions. For instance, Kendall et al. (2011) observed higher r-values at high spatial resolutions for correlations between resident fish abundance and sediment area as well as for correlations between hard bottom edge and resident species richness. Heikkinen et al. (2007) found the most accurate models (highest AUC and kappa values) of the distribution of the clouded apollo butterfly Parnassius mnemosyne at high to intermediate resolutions. However, Heikkinen et al. (2007) suggested that not only the quality of the data at different resolutions is important (i.e. the accuracy of species records and precise locations of habitats) but also the ecological relevance, because the butterfly species in their study operates at the same spatial scales as the highest level of resolution in the study. Similarly, Graf et al. (2005) found the best species habitat model of capercaillie Tetrao urogallus at resolutions equivalent to the size of an annual home range (250 ha), which was of intermediate resolution in their study. Thompson & McGarigal (2002) investigated both elements of spatial scale, i.e. the extent as well as the resolution, and found different scale-dependent patterns on the habitat selection of bald eagle Haliaeetus leucocephalus. At fine resolution, the eagles avoided disturbed areas and chose nesting sites based on canopy structure, whereas at coarse resolution, they showed a strong selection for areas with human activity and avoided areas with no activity. This shows that important patterns can emerge at multiple scales, which cannot be identified in studies using only one resolution. Hence, it is important to acknowledge that there might be more than one 'best' resolution at which to model (Wiens 1989 , Levin 1992 , Elith & Leathwick 2009 ) and that the ecological relevance is vital for assigning appropriate resolutions (Heikkinen et al. 2007) .
The importance of ecological relevance could possibly explain both the discrepancies in outcomes between our study and previous studies and the differences between the simulations and the observed models. It is likely that the scale at which the natural processes occur, which may be used to determine the distribution of species, can differ among ecological assemblages and systems. In the benthic marine system of our study, it may not be realistic to expect high predictability in species' distributions at very fine resolutions (i.e. ≤1 m 2 ). This is because overall patterns based on depth and cover of hard-substratum are easily obscured by processes that are not easily measured at very small scales, such as small-scale hydrodynamics, the orientation of the surface and sporadic occurrence of predators, antagonists or local disturbances. Instead, coarser resolutions may for certain environmental variables better reflect the natural processes that shape sessile species distributions. Hence, the simulations show the best achievable model performance if measurement error in the response variables and spatial variability are the sole limiting factors (Håkanson 1999 , Håkanson & Duarte 2008 , whereas the observed models also take into account the error in estimates of the environmental variables as well as the model structure and how it relates to pattern of natural processes (Guisan & Zimmermann 2000 , Elith & Leathwick 2009 ). For instance, the linear model used the depth and cover of hard substratum as predictor variables and showed higher predictive power and accuracy at coarser resolutions, suggesting that more general patterns of these variables yield better predictions than the highly localized conditions identified at very fine resolutions. Hence, it is possible that overly detailed data of environmental variables can obscure more general ecologically relevant patterns, which may result in lower performance of qualitative models of species distributions. Consequently, the ecological relevance at different resolutions in different systems may explain why the best model performance was found at fine resolutions at which butterflies operate (Heikkinen et al. 2007) , at intermediate resolutions equivalent to home ranges of birds (Graf et al. 2005) and at coarse resolutions that better reflect the patterns between sessile species and environmental variables in the present study.
One interesting consequence of these findings is that they create possibilities to assess the importance of different sources of variability and, more importantly, to evaluate different options for designing sampling programs and modelling efforts in order to optimise their predictive power, precision and applied benefits. One possibility is to perform error (uncertainty) analyses of simulations and models (e.g. Håkanson & Peters 1995 , Jager & King 2004 , noting again that the total uncertainty of a model ( ) can be partitioned among the uncertainty caused by errors in estimates of the response variable ( ), errors in estimates of predictor variables ( ) and by insufficiencies in the structure of the model ( ) :
Using estimates of precision from simulations and fitted models of the total cover of algae, the scope for model improvements can be analysed at different resolutions (Table 3) . These analyses illustrate previous conclusions of decreasing total uncertainty at successively larger scales for both methods and that the random forest approach more than halves the component that includes model structure at all resolutions. Another interesting observation, however, is that the relative importance of uncertainties due to Table 3 . Analysis of error in models of total cover of algae using simulated uncertainty associated with the y-variable, σ 2 e,y (=RMSE 2 from Fig. 6d ), at different spatial resolutions and the observed total uncertainty of fitted models, σ 2 total , allows calculation of the combined uncertainty associated with model structure and estimation of predictor variables.
SIM: simulation; LM: linear model; RF: random forest errors in the estimation of total cover is low at fine resolution (10 and 25% for linear regression and random forest, respectively) but larger at coarse resolution (50 and ~100%, respectively). These analyses clearly illustrate that efficient strategies for improving the precision of predictions depend on the spatial resolution, despite the fact that the extreme fit observed for random forest at the coarsest resolution (see Fig. 5 ) is an obvious case of overfitting. Random forest models are in some respects protected against overfitting (Breiman 2001 , Liaw & Wiener 2002 , Prasad et al. 2006 ), but this is only true for the number of trees in a forest, not the length of trees (Liaw & Wiener 2002 , Segal 2004 . Consequently, introducing tree pruning or limiting the number of splits may further improve the performance of this technique (Segal 2004) . Therefore, the absolute uncertainties in the random forest models (see Fig. 5 ) need to be interpreted with caution, even though the pattern is consistent among variables. At fine resolution (i.e. 1 m), improving precision in measurements by taking more samples will not likely reduce the overall uncertainty of models substantially. Instead, at these scales, a more fruitful approach would be to improve model structure by including more dynamic factors and small-scale processes. At coarse resolution (10 or 100 m), however, where the model structure (i.e. the factors and the estimated model parameters) appears to have reduced uncertainty to a larger extent, the most efficient strategy for further refinement of predictions may be different. As an example, the uncertainty associated with estimating the coverage of algae amounts to 50-100% at these scales for random forest models. Therefore, the most efficient strategy here is probably to collect more samples and thus to obtain more precise estimates. Note, however, that the uncertainty of models at the 100 m resolution was typically 70-75% smaller than that at 1 m resolution. Despite the general desire to improve models and predictions, it is possible that this precision may suffice for the purposes of the study. Consequently, we believe that much can be gained by investigating whether the largest source of uncertainty is associated with the predictor variable or the model structure before deciding how to improve models on species distributions.
CONCLUSIONS
In the present study, we found that the spatial resolution is vital for the observed performance as well as the highest achievable predictive power and precision of quantitative models. Simulations of the highest achievable model performance showed that the predictive power of models should increase with increasing resolution, but the observed models instead showed higher predictive power with decreasing resolution. Similarly, the precision of the observed models increased with increasing spatial resolution, whereas the simulations showed decreasing precision at coarse resolutions. The simulations show the limits of model performance that are based on the uncertainty associated with the response variable. Therefore, it is instead the structure of the models that can explain the increased performance of the observed models at coarse resolutions. One important aspect of the model structure is how well the spatial resolution matches the scale at which the response and environmental variables operate, i.e. ecological relevance. This could explain the discrepancy in outcomes between our study and previous studies, because the match between resolution and variable is likely to differ among systems. In our study, we found that excessive resolution of environmental variables can obscure more general ecologically relevant patterns that can cause lower performance of models. Furthermore, we showed a technique for determining which component of a model contributes the most to the total amount of uncertainty and therefore has the highest potential for improvement in optimizations of models. Cumulative frequency
S(A) j(i)
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