Quantification of the flow produced by zooplankton as they swim and feed yields insight into locomotion techniques, social aggregations, feeding strategies, and energetics. For instance, various feeding strategies employed by zooplankton have been illuminated by considering the fluid mechanics involved. Fields and Yen (1993) mapped the three-dimensional feeding current of a filter-feeding calanoid copepod (Pleuromamma xiphias) to quantify the volumetric extent of its signature that might be visible to prey or predators. Fields and Yen (1997) also showed how vorticity in the feeding current of the copepod Euchaeta rimana orients the entrained prey such that an escape attempt will transmit positional information to the predator's antennal sensory array. Similarly, Malkiel et al. (2003) showed, using three-dimensional velocity measurements, that filter-feeding copepods must occasionally jump to avoid re-sampling the same fluid volume. Kiørboe et al. (2009) investigated ambush-feeding copepods such as Acartia tonsa and Oithona davisae and showed, using fluid simulations, how these predators can rapidly accelerate toward their prey without developing a significant flow disturbance that would push the prey away. Kiørboe et al. (2010a) also demonstrated with flow measurements how ambush feeding, as opposed to filter-or cruise-feeding, generates a smaller timeaveraged flow signal (and thus a lower predation risk) for copepods smaller than 1 mm, whereas the opposite is true for larger copepods. Further, quantification of zooplankton-generated flow fields can provide energetic estimates of the cost of propulsion or feeding through the viscous dissipation of kinetic energy, a calculation that involves the spatial gradients of the velocity field (Catton et al. 2007 ). For example, van Duren and Videler (2003) showed that the rate of energy dissipation in tethered Temora longicornis was two orders of magnitude higher for escape responses than for feeding. These examples indicate that key aspects of zooplankton behavior and interactions can be understood only by quantifying the flows that they produce and to which they respond.
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Abstract
Quantification of the hydrodynamic disturbance of free-swimming zooplankton provides insight into propulsion as well as organism sensory interactions. Current flow measurement techniques, such as planar particle image velocimetry (PIV), are limited by their two-dimensional nature. These techniques also are challenged by the small spatial scale of zooplankton, by the high speeds achieved by many zooplankton species, and by zooplankton photosensitivity to a broad range of wavelengths. We present a high-speed tomographic PIV system using near-infrared laser illumination that is capable of measuring three-dimensional velocity vectors in a volume surrounding a plankter. This technique is assessed by recording and analyzing the time-resolved flow field created by a high-speed escape of a copepod (Calanus finmarchicus). Persistent body and wake vortices are created by the impulsive momentum transfer to the fluid surrounding the animal. It is shown that some aspects of this flow can be analytically modeled as an impulsive stresslet. Azimuthal asymmetry of the strength and position of the wake vortex is analyzed and attributed to the strong ventral flows created by the metachronally beating swimming legs. In addition, the energy required by a copepod escape jump is estimated by calculating the viscous energy dissipation rate using the spatial gradients of the measured three-dimensional velocity field. Finally, the challenges and benefits of the tomographic PIV technique are discussed. been used to quantify flow fields associated with free-swimming zooplankton behavior (e.g., Stamhuis et al. 2002) . Planar PIV has been used to measure the flow fields associated with copepod swimming and jumping (Catton et al. 2007 (Catton et al. , 2012 ; Kiørboe et al. 2010a) . Digital holographic PIV has been used to measure feeding flow in a three-dimensional volume (Malkiel et al. 2003) . Whereas these previous studies were successful to some extent, quantifying the flow surrounding zooplankton presents the following four unique challenges: 1) Zooplankton behavior and flow disturbances are intrinsically three-dimensional, and capturing certain behaviors (such as a high-speed escape) within a laser light sheet is rare. 2D and stereo PIV are, therefore, highly restrictive for this purpose because they are inherently confined to quantifying the velocity field in a single illumination plane. 2) Zooplankton are small (0.1 to 5 mm) and respond to small strain rates (0.025 s -1 ). Hence, resolution of corresponding velocity gradients requires medium to high particle seeding and dense fields of velocity vectors. 3) Zooplankton swim quickly and generate highly unsteady flows, with copepod escape speeds reaching 1 m s -1 (500 body lengths per second) (Yen 2000) . High temporal resolution is therefore required to resolve these events. 4) Zooplankton are phototactic to a broad range of wavelengths in the visual band. Use of intense laser illumination in this range induces a response that interferes with behavioral assays. Taken together, these four challenges necessitate a new approach to quantifying the flow fields surrounding zooplankton.
Extensions to planar PIV
Several approaches to extending the planar PIV technique to 3D have been developed during the past few years (Arroyo and Hinsch 2008) . These include holographic PIV, scanning illumination approaches, defocusing PIV, and tomographic PIV. The advantages, disadvantages, and limitations of these approaches are briefly discussed. Holographic PIV has been developed by several researchers and offers the greatest spatial resolution (e.g., Hinsch 2002; Pu and Meng 2005; Katz and Sheng 2010; Orlov et al. 2010) . The technique consists of recording a hologram of the light scattered off suspended particles in the flow to determine the 3D position of particles during post-processing (i.e., reconstruction) of the hologram. Subsequent cross-correlation or particle tracking analysis yields the 3D velocity vector field in the holographic volume. The disadvantages of the holographic PIV approach include processing of the emulsion plate in the dark room, tedious extraction of the particle positions during hologram interrogation, and lack of temporal repetition. Commercial holographic PIV systems are not available, largely because of these disadvantages, along with the advanced technical intricacy of the optical systems (Meng et al. 2004 ). In the past few years, the use of digital recording medium, such as CCD cameras, has been suggested as a method to overcome these disadvantages (Meng et al. 2004; Orlov et al. 2010 ). For instance, Malkiel et al. (2003) employed a 2K × 2K digital camera, which effectively records orders of magnitude less information than silver halide holographic film. The camera resolution necessitated low particle density, which resulted in modest velocity vector density and fairly high uncertainty for the velocity measurements. Holographic PIV has great promise and continues to be developed, but it currently lacks the robust operation with high spatial and temporal resolution that the application of flow around zooplankton requires.
One technique to overcome the particle density limitation is to illuminate and image individual planes. Brücker (1997) , Liberzon et al. (2004) , Hoyer et al. (2005) , and Cheng et al. (2011) each used a variation of the basic approach of illuminating parallel planes with a light sheet and recording the particle locations in each plane. The seeding density often can be similar to that for traditional 2D and stereo PIV. One disadvantage of this approach is that the planes often are illuminated sequentially; hence the image acquisition is not simultaneous for parallel planes. Alternatively, Liberzon et al. (2004) illuminated three planes simultaneously, which limits the seeding density and requires sophisticated post-processing to separate the imaged planes. Another disadvantage of the parallel plane illumination technique is that it results in discrete separation of the measurement planes.
Another approach is to record the particle positions with three or more cameras during volume illumination of the flow. Willert and Gharib (1992) , Pereira et al. (2000) , and Kajitani and Dabiri (2005) describe a defocusing approach that employs offset apertures for 3-digital sensors to yield defocused images of the particles. The aperture geometry combined with the information from the three sensors yields the particle position relative to the focus plane. A potential advantage is that once the aperture arrangement is set, the system is effectively calibrated. However, commercially available systems that follow this approach are relatively inflexible in terms of size and resolution of the measurement volume.
In tomographic PIV, the three-dimensional light intensity field of illuminated tracer particles in the flow is reconstructed from multiple cameras viewing the interrogation volume from different angles. The 3D volume of light scattered from the particle distribution is typically reconstructed via a multiplicative algebraic reconstruction technique (MART) algorithm. Velocity vectors are computed via an iterative threedimensional cross-correlation technique between consecutive reconstructed light intensity volumes using deformed interrogation volumes (Elsinga et al. 2006 (Elsinga et al. , 2008 . The method has been advanced in recent years with the development of robust and efficient reconstruction procedures (Atkinson and Soria 2009; Novara et al. 2010) , volumetric self-calibration techniques (Wieneke 2008) , and identification techniques for ghost particles (Elsinga et al. 2011) . Tomographic PIV has the advantage of a simple optical arrangement while allowing medium-seeding density. Tomographic PIV also allows for flexible selection of camera specifications and illumination type. The method is also attractive because it builds on the success of stereo PIV techniques with a simple modification to
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In this article, we describe the development of a high-speed tomographic PIV system that addresses the four challenges described above for flow measurements surrounding zooplankton. Further, we present an example application of an escaping copepod that highlights the system's ability to capture the ephemeral, three-dimensional flows produced by zooplankton.
Materials and procedures
The tomographic PIV system developed to characterize zooplankton flow features four Phantom v210 cameras (Vision Research) capable of filming at up to 2190 frames per second. This frame rate is sufficient to resolve unsteady flow generated by a copepod's powerful escape and to track the high-speed swimming trajectory of an escaping animal at 1 m s -1
. With 1280 × 800 pixels, the spatial resolution of the cameras is sufficient to resolve fine velocity structures that an animal may produce. Each camera is equipped with a 30 mm extension ring, a 2× teleconverter, and a 200 mm focal length lens (Nikon) to obtain a field of view of approximately 1 to 2 cm 2 . The aperture is generally set to f/11 or f/16 to maintain a large depth of field. Scheimpflug mounts are used to correct for offaxis viewing distortion. As shown in Fig. 1 , the four cameras are positioned on one side of the interrogation volume (inside an aquarium) via three-axis gear heads (Manfrotto) and highrigidity optical rails, all of which are mounted on an optical table. The gear heads were used to roll the cameras to an angle that accommodated the Scheimpflug mounts.
The target volume is illuminated by two continuous wave 7 W lasers (CrystaLaser) lasing with a near-infrared (IR) wavelength (808 nm). Previous tests have shown that the target copepod species are not affected by light in the near-IR wavelengths (Catton et al. 2007 (Catton et al. , 2012 . The two lasers are positioned in a counter-propagating manner to minimize shadowing of the tracer particles by the presence of the animal. The laser beam is expanded and collimated using spherical planoconcave and biconvex lenses, and an adjustable aperture is used to create a beam with rectangular cross-section of approximately 20 × 8 mm (height × width). The width of the beam defines the depth of the illuminated interrogation volume from the view of the cameras. The positive z-axis was defined as pointing toward the cameras, with the x-and yaxes defined as horizontal and vertical, respectively, in the imaged plane.
Image acquisition is controlled through DaVis software (LaVision) on a laptop PC and is synchronized by a high-speed controller that generates timing signals for the cameras. Images are preprocessed (sliding minimum subtraction over 3 × 3 pixels; normalization with local average over 100 × 100 pixels; Gaussian smoothing and subsequent sharpening of particles), and volume self-calibration is iteratively performed to correct for errors in the calibration (Wieneke 2008) . Images are reconstructed into a light intensity volume by the MART algorithm in DaVis. Reconstructions with an animal in the field of view present a problem since the reconstructed animal contaminates the subsequent volumetric cross-correlations, leading to spurious vectors representing animal motion rather than fluid motion. Following the technique of Adhikari and Longmire (2012) , the animal is volumetrically masked out of the reconstructed volume using the visual hull method (illustrated in Fig. 2 ). For each time point, the animal is traced manually in each of the four camera images in DaVis. Each image is binarized so that the animal has a value of unity while the background has a value of zero. The four animal silhouettes are back-projected into a volume and multiplied together using the Multiplicative Line of Sight (MLOS) algorithm in DaVis. The volume in which the four back-projections intersect is the animal's visual hull. This visual hull is then applied as a mask to the reconstructed volume; thus all light variation within the volume occupied by the animal was removed. After the masking, consecutive reconstructed volumes are cross-correlated in a multi-pass process to produce a volume field of three-component velocity vectors. A 24-processor server is used to perform these computations.
Once images of zooplankton behavior are acquired and processed into velocity vector volumes, it is necessary to accurately represent the animal's position and orientation within the volume at each time point. The visual hull, which represents the maximum volume possibly occupied by the animal, can be used to estimate the animal's position and orientation. However, to measure kinematic parameters such as swimming speed, a more precise 3D point tracking technique is required. The raw PIV and calibration images from the four cameras therefore are exported to DLTdv5, a MATLAB-based digitization program (Hedrick 2008) . After calibrating the system with the Direct Linear Transform (DLT) method (using the same images used for tomographic PIV calibration), points on the head, tail, and antennal tips are digitized in each image to quantify their 3D coordinates. From the sequence of 3D positions, swimming speed and other kinematic parameters are calculated. In addition, a simple graphical model of the animal (generally consisting of a prolate spheroid with a 'rudder' indicating the position of the posterio-ventral swimming legs and thin, cylindrical antennules) is created in Solid Edge (Siemens Product Life Cycle Management Software, Plano, TX) and imported into the volumetric flow field plot in TecPlot 360 (TecPlot, Bellevue, WA). The length and width of the model are based on measurements of the animal prosome made in DLTdv5. Coordinate transformations then are used to translate and rotate the model into the appropriate position in the flow field plot at each time point in the time-resolved flow, as determined by measurements of animal position in DLTdv5. As seen in Fig. 2 , the visual hull (imported into TecPlot 360 as a graphical model) and the prolate spheroid match well, with the prolate spheroid rarely protruding through the visual hull surface. The prolate spheroid model, therefore, provides information on the animal orientation that is not evident from the visual hull.
To assess the capabilities of the described tomographic PIV system, measurements of an escaping copepod (Calanus finmarchicus) were taken. Images were acquired at 200 frames per second in an aquarium measuring 5 cm on each side filled with seawater at a temperature of 12°C. The copepod's prosome length was measured in DLTdv5 at 2.1 mm. The flow was seeded with titanium dioxide particles with a mean diameter of less than 10 µm. The copepod's escape jump was selfinitiated and possibly was triggered by the approach of a second copepod (which is visible at the edge of the original images for the example presented herein). The field of view of each camera was approximately 19 × 13 mm, and a volume of 12 × 13.5 × 7.5 mm (x × y × z) was reconstructed. The reconstructed volume was approximately 187 times greater than the copepod volume. Cross correlation between consecutive volumes, with a window size decreasing down to 48 cubic pixels and an overlap of 75%, resulted in vector spacing of approximately 0.2 mm. Due to the impulse that a copepod escape jump applies to the surrounding fluid, the resulting flow field contains highly localized velocity peaks, and great care was taken in ensuring that only truly spurious vectors were removed and replaced. The universal outlier detection scheme (with a remove threshold of 4) was applied to remove and replace spurious vectors (Westerweel and Scarano 2005) . To preserve steep velocity gradients, the resulting three dimensional velocity field was only lightly smoothed in the DaVis software with a 3 × 3 × 3 smoothing kernel and a strength of 0.05 (where a strength of 0 corresponds to no smoothing, 0.5 corresponds to Gaussian smoothing, and 1 corresponds to local averaging).
Assessment
The capabilities of the tomographic PIV system and the new opportunities opened by the acquisition of volumetric velocity data around zooplankton will be demonstrated by analysis of an escape event by a calanoid copepod. The copepod escape kinematics will be presented first, followed by a demonstration of three unique capabilities of the tomographic PIV system. First, time-resolved flow measurements surrounding the escaping animal will be presented and com-
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Fig. 2.
The animal body in the raw images is manually masked to create a visual hull at each time point. The animal silhouette in each image is then back-projected to define the volume surrounding the animal. The shaded, diamond-shaped intersection of the back-projections is found by the MLOS algorithm (illustration shown for a two-dimensional example). The visual hull for each animal position, illustrated in the final panel, shows that a good match is achieved between the visual hull (transparent gray envelope) and the animal outline (orange prolate spheroids). The visual hull does not completely surround the leftmost prolate spheroid because the copepod has partially exited the imaged volume at this time point.
pared with a computational fluid dynamics (CFD) simulation (Jiang and Kiørboe 2011a) and two analytical models of the flow (Kiørboe et al. 2010a; Jiang and Kiørboe 2011b) . Second, a volumetric measurement of the flow disturbance generated by the escaping copepod will be presented. Finally, the energy dissipated by viscous effects will be calculated based on spatial gradients of velocity and used to estimate the energy expended by the copepod to accomplish the jump. The results in all three cases are compared with relevant data for other copepod species to highlight the capabilities of the tomographic PIV system and to accentuate the added informational advantage of volumetric velocity fields. Kinematics Fig. 3 shows the position of the smaller (escaping) copepod at consecutive time points during its escape and the position of the larger copepod (with antennules) at the time point at which the smaller copepod initiates its escape. The antennules of the smaller copepod could not be located in the PIV images (and hence are not shown). The larger copepod is swimming upward at an average speed of approximately 20 mm s -1
. The first position of the smaller copepod (nearest the larger copepod) represents its initial stationary position (t = 0 ms). In its second position (t = 5 ms), the copepod has reoriented its body's long axis by 46°, likely by an extremely rapid (<5 ms) manipulation of its urosome (Kiørboe et al. 2010b) , and is accelerating into its escape jump (directed away from the larger approaching animal) at a speed of 114 mm s -1
. A time record of the animal's speed is shown in Fig. 4 . In its third position (t = 10 ms), the escaping copepod is traveling at a speed of 479 mm s -1 . Between its second and third positions, the copepod accelerates at approximately 73 m s -2 (or 7.4 g). The copepod speed decreases to 316 mm s -1 in its fourth position as the swimming legs recover. Swimming leg recovery (and possible urosome action) also seem to rotate the body so that the nose is yawed to a more vertical position, an effect also seen by Kiørboe et al. (2010b) . A second power stroke between the fourth and fifth positions then increases its speed to a maximum of 522 mm s -1 . The second power stroke also reorients the animal on a slightly more horizontal trajectory. After the sixth position shown in Fig. 3 , the escaping copepod exits the field of view.
Flow measurements
The flow generated by the copepod in the 20 ms following initiation of its escape is shown in the four frames in single oblique plane is plotted in Fig. 5 , and the plane is aligned with the dorso-ventral plane of the copepod at the initiation of the escape. Each of these frames represents a time period of 5 ms over which two consecutive images were crosscorrelated to measure the flow motion, and the copepod position at the beginning and end of this time period is shown. It is also important to note that by 15 ms after the jump initiation, the copepod has left the represented plane. For ease of viewing, only the components of the velocity vectors parallel to the plane are plotted. Finally, areas in the plane in which vectors are absent represent the volume masked by the visual hull (i.e., occluded by the animal).
Within the first 5 ms, the animal reorients and metachronally strikes with its swimming legs. As seen in the first frame, this motion creates a highly localized impulsive jet directly behind the animal, with flow speeds up to 50 mm s by other leg pairs (Murphy et al. 2011) . The jet immediately forms into a toroidal wake vortex (indicated by the filled arrows) as the fluid curls forward to fill the space evacuated by the animal. As the copepod is accelerated forward by this impulsive transfer of momentum to the fluid, it pushes the fluid in front of it forward and to the sides. This fluid also curls around to fill the space evacuated by the animal to form a weaker body vortex (indicated by the hollow arrows).
The copepod continues to accelerate in the subsequent frame (t = 5-10 ms), and the flow disturbance created by the animal greatly increases. The effect of the swimming legs on creating flow asymmetry around the animal is particularly noticeable. The flow on the ventral side of the animal (i.e., right side in figure) is much greater than that on the dorsal side. The larger velocity on the ventral side at this time point represents flow being dragged down by the copepod's more anterior (thus later striking) swimming legs. The toroidal vortex in the wake of the animal continues to develop and decay in the two subsequent frames. As the animal travels at high speed in the period 10 to 20 ms after jump initiation, it continues to form a traveling body vortex as it pushes forward. This flow feature is not seen in the last frame of this sequence since the animal's anterior prosome has left the represented plane. In the period of 15 to 20 ms after the initial jump, the copepod recovers its swimming legs and performs another power stroke. The flow associated with this stroke is not apparent in Fig. 5 since the animal has largely left the represented plane by this time. Fig. 6 shows the flow created by the copepod on a longer time scale of 125 ms, represented by five time-averaged intervals of 25 ms each, with a final time-averaged frame showing 500 -530 ms. The oblique plane represented in Fig. 6 (the same as that shown in Fig. 5 ) illustrates the effect of the second power stroke, and the contours of the z-component of vorticity demonstrates the rotation of the body and wake vortices. The initial body position (after the copepod has reoriented) is shown in the first frame. In the first 25 ms, both the wake vortex (solid curved arrows) and body vortex (hollow curved arrows) are evident, although the wake vortex appears to be much stronger. During the second time period shown (25-50 ms), ventral flow from the first power stroke becomes evident (white straight arrow). In addition, the initial body vortex appears to have been revitalized by the second power stroke (black straight arrow). This phenomenon is unexpected since a second power stroke has been assumed to create a wake vortex with the same sense of rotation as the first wake vortex that would cancel out the initial body vortex (Jiang and Kiør-boe 2011a) . Two factors appear to cause this alteration, and both are related to the significant body rotation (yawing) that the copepod undergoes throughout its stroke. First, the copepod yaws (nose-upward) as it recovers its swimming legs. Its posterior end therefore drags fluid in its wake, which strengthens the vortex ring on its dorsal side. Second, the copepod is yawed (nose-downward) by the power stroke of the posteriormost swimming legs. The resulting momentum impulse of the second power stroke therefore is angled such that it re-energizes the vortex core that formed on its ventral side. This development is made more apparent in the third frame (50-75 ms), as a strong flow with speeds up to 40 mm s -1 develops ventrally from the second power stroke. The vortex rings continue to evolve in the next two frames (75-100 ms and 100-125 ms) as they decay and separate from each other. The last frame in Fig. 6 shows the flow at 500 ms after jump initiation (a time average of the flow over a 30 ms interval). At this time point, circulation from the body and wake vortices has dissipated, but posterior flows with speeds up to 5 mm s -1 resulting from both copepod power strokes still are evident (indicated by white and black arrows). Fig. 7 schematically summarizes the main flow features found in this copepod jump. In panel A, the copepod has just begun its metachronal swimming stroke with its posteriormost swimming legs, and by this action, has initiated a wake vortex and body vortex. In panel B, the power strokes of the remaining swimming legs have dragged down a posteriorly directed jet-like flow ventral to the animal. In panel C, this jet moves the ventral region of the toroidal wake vortex in a ventral direction (a phenomenon that will be quantified below). Also in panel C, the copepod has moved through its initial body vortex and recovered its swimming legs for another stroke, an action that has yawed the animal nose upward (into a more vertical position). This rotation creates a strong dorsal flow by directing the flow dragged behind the animal in a dorsal direction. In panel D, the copepod kicks again, which rotates its body nose downward into a more horizontal orientation. The flow created by the copepod's second kick then is directed toward and strengthens the ventral side of the initial body vortex.
Comparison with CFD
A volumetric flow measurement technique such as tomographic PIV also allows further investigation into the characteristics of the flow produced by the copepod escape jump that could not be addressed using planar or stereo PIV and allows validation of assumptions made in 3D computational fluid dynamics (CFD) models. The CFD simulation of Jiang and Kiørboe (2011a) modeling the escape jump (with 7 power strokes) of a 3 mm long Calanus finmarchicus copepod (modeled as a prolate spheroid) escaping at a maximum speed of 732 mm s -1 provides a useful point of comparison. In this simulation, the copepod's metachronal power stroke was approximated as an axisymmetric swimming leg force that was swept anterior to posterior in an arc meant to cover the volume swept out by the swimming legs during an actual power stroke. These researchers found that the dominant flow features were a wake vortex that remained at the animal's initial position and a similarly sized body vortex that moved with the animal, both of which were persistent features. In addition, a trail of flow dragged along its path by the copepod was accompanied by periodic bursts of vorticity (of the same sign
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A high-speed tomographic PIV system as the wake vortex) that indicated additional power strokes. These vorticity bursts were found to quickly decay and disappear as they interacted with the flow trail, which had an opposite sign of vorticity. While agreeing with the main features of Jiang and Kiør-boe's simulation (2011a), two significant and instructive differences with the current experimental work exist, and the three-dimensional nature of the measurements allows these to be examined in detail. The greatest difference between these experiments and the simulations is that the flow created by the second power stroke did not roll up into a burst of vorticity with the same sign as the initial wake vortex and effectively cancel the body vortex. Instead, as seen in Fig. 6 , flow from the second power stroke re-energized the ventral side of the body vortex that was initially formed when the copepod accelerated through that volume. The resulting flow consisted of a pair of oppositely signed toroidal vortices (the wake vortex and the body vortex) that did not dissipate quickly but were persistent in time. This difference largely depends on significant body rotation (yawing) that was not accounted for in the simulation. A second difference, the effect of the swimming legs on the distribution and asymmetry of the flow in the wake vortex, is apparent in Fig. 6 . Whereas in the simulation, the swimming leg force swept front to back to create a single flow feature (an impulsive wake vortex), in the experiments, the posterior-most swimming legs (which strike first) created the impulsive wake vortex while the later-striking anterior legs created a jet-like flow to the ventral side of the animal's initial position. As will be shown, this strong flow substantially affects the ventral position of the wake vortex, thereby creating asymmetry in the wake vortex. The strength of the wake vortex seems to be affected to a lesser extent. These two differences between the empirically derived and model results will be examined in greater detail and analyzed with the aid of analytical flow models.
Body vortex
Various analytical models such as an impulsive Stokeslet and an impulsive stresslet have been proposed to model the flow associated with various copepod jumping behaviors (Kiørboe et al. 2010a; Jiang and Kiørboe 2011b ). An impulsive Stokeslet consists of an impulsive force applied at a point in the fluid, whereas an impulsive stresslet consists of two opposed forces impulsively applied at a point in the fluid. The impulsive stresslet has been found to nicely match the flow produced by a short copepod jump (of approximately 1-2 body lengths), in which the animal's body vortex and wake vortex remain close to and interact with each other (Jiang and Kiørboe 2011a) . Based on CFD simulations, Jiang and Kiørboe (2011a) proposed that long escape jumps could be modeled as an impulsive Stokeslet since their simulation showed that the body vortex is pushed along in front of the escaping animal, leaving the wake vortex to decay alone. The experiments presented here, however, show both a persistent wake vortex and body vortex initiated by the copepod escape jump. This raises the question of whether the flow of copepod escape jumps should be modeled by an impulsive stresslet rather than an impulsive Stokeslet.
The circulation G of a vortex in a meridional half-plane (such that the vorticity is single-signed) produced by an impulsive Stokeslet is: (1) where I is the hydrodynamic impulse. The circulation G of a vortex (either the wake or body vortex) in a meridional halfplane (such that the vorticity is single-signed) produced by an impulsive stresslet is (2) where M is the impulsive stresslet strength. Nonlinear regression can be used to fit the measured circulation of the vortex core to reveal which analytical model is a better fit. It can also provide insight into the symmetry of the wake and body vortices. Circulation can be measured by performing a line integral of the velocity component tangential to the line integral pathway around a closed curve according to As shown in Fig. 8a , eight rectangular pathways (measuring 5 mm × 3.3 mm) encompassing the wake vortex circulation were defined in uniformly spaced meridional planes surrounding the position of the copepod 5 ms after its jump initiation. Eight identically shaped pathways were similarly defined around the copepod position at 10 ms after jump initiation to measure the body vortex circulation. An approximately 20° change in the copepod's swimming direction between these two time points is therefore reflected in the line integral pathway positions. In the wake vortex pathways, the closed curve's uppermost inner corner corresponds to the center of the animal's position at 5 ms after jump initiation. In the body vortex pathways, the center of the long side of the pathway corresponds to the center of the animal's position at 10 ms after jump initiation. Initial pathways were constructed to align as closely as possible to the animal's dorsoventral and mediolateral planes (as measured from DLTdv5), and subsequent pathways were constructed at uniform angle spacing relative to these (Fig. 8a) . Pathways in the wake vortex measurement that extended beyond the measured volume were modified to follow the edge of the measured volume. Circulation was calculated at each time point for both the body and wake vortices using these pathways. Fig. 8b shows an example of three-dimensional velocity vectors along selected wake vortex and body vortex line integral pathways. The vectors clearly reflect the general pattern of a wake vortex and body vortex. Fig. 9 shows the time series of circulation in each of the eight meridional half-planes for the wake vortex and body vortex. In each case, the circulation spikes soon after the animal begins its jump. In every case except for plane 7 for the body vortex (in which a strong flow from the copepod's second kick is evident), the circulation quickly decays. The azimuthally averaged wake vortex circulation (beginning at 0.125 s) was fit to the impulsive stresslet and impulsive Stokeslet models by nonlinear regression (Fig. 10) . The rootmean-square of the residual error for the impulsive stresslet fit was 1.1 whereas that for the impulsive Stokeslet fit was 1.8. Therefore, the temporal pattern of the flow generated by the escaping copepod is better described by the impulsive stresslet model. The impulsive stresslet strength of the wake vortex (averaged for the eight planes) was 77.7 mm 5 s -1 , whereas that for the body vortex (excluding plane 7) was 26 mm 5 s -1
. Thus, there is an asymmetry between the stronger wake vortex and weaker body vortex (which appears to decay more quickly in Fig. 9 ). The peak circulation of the wake vortex found in these experiments (42 mm 2 s -1 from Fig. 9 ) is compared with values found by other researchers both experimentally and computationally for other species performing both escape and repositioning jumps in Fig. 11 . Smaller copepods, such as Acartia, and copepods performing shorter repositioning jumps generally produce smaller values of peak circulation. Larger copepods such as Calanus, which are able to generate higher impulsive forces, produce greater peak circulation.
Vortex asymmetry
A second difference between the experimental work here and the simulations of Jiang and Kiørboe (2011a) of the swimming legs on the distribution and asymmetry of the flow in the wake vortex. Webster and Longmire (1998) found that azimuthally asymmetric vortex rings propagated a shorter distance and died out more quickly than symmetric vortex rings. The possibility then arises that any asymmetry in the wake vortex produced by the action of the swimming legs could erase the animal's wake signature more quickly. This rapid vortex decay could more effectively camouflage the escaping copepod from the pursuit of predators. To investigate this possibility, the strength and position of the vortices in the meridional half planes surrounding the animal were examined.
The wake and body vortex strengths were examined by fitting the impulsive stresslet model to the circulation measured in each meridional half-plane (i.e., the pathways shown in Fig.  8 ). Fig. 12 shows the impulsive stresslet strength M in each halfplane (except for plane 7 for the body vortex, for which the impulsive stresslet model is not a good fit). The animal's ventral side is in the region of planes 6 and 7, and the dorsal side is in the region of planes 2 and 3. The wake vortex impulsive stresslet strength M seems to be slightly larger on the animal's ventral and dorsal sides than on its lateral sides. No strong pattern is seen in the distribution of the body vortex strength.
The position of the vortex center is another measure by which the symmetry of the wake vortex can be investigated.
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A high-speed tomographic PIV system 1106 The vortex center position is known analytically from the solution of the impulsive stresslet, and it has been shown that, in a cylindrical polar coordinate system (x, r, ϕ) where x is the axial distance, r is the radial distance, and ϕ is the azimuthal angle, the radial position of the vortex center relative to the central axis is, from Jiang and Kiørboe (2011b),
and the axial position of the vortex center relative to the point at which the impulsive force was applied is . Fig. 13 reveals that the axial locations of the wake vortex centers for planes 2 and 6 match well with each other but not with the analytical prediction for the impulsive stresslet. Even accounting for an offset of approximately 1 mm (the distance from the center to the posterior of the prosome, where the impulsive force is more realistically applied), the wake vortex translates away from the origin much more quickly than the analytical prediction suggests it should. The radial location of the vortex center in plane 2 (dorsal) matches the analytical prediction of the impulsive stresslet quite well. The radial location of the vortex center in plane 6 (ventral), however, becomes much larger than the impulsive stresslet model suggests it should. The difference appears to be due to flow generated ventrally by the swimming legs. This flow, which can be seen beginning in the second frame of Fig. 6 , pushes the vortex center away from the central axis. The dorso-ventral stretching of the wake vortex could explain why the fitted impulsive stresslet strengths on the lateral sides of the animal were weaker in Fig. 12 . The wake vortex therefore seems to be slightly asymmetric in terms of vortex strength and extremely asymmetric in terms of vortex core location. The possibility of these characteristics leading to accelerated vortex dissipation and superior copepod camouflage will be discussed below.
Finally, the impulsive stresslet model analytically predicts that the positions of maximum vorticity and the vortex center (the flow stagnation point) will not coincide (Jiang and Kiørboe 2011b) . ) for the wake vortex and body vortex measured in each of the eight meridional halfplanes surrounding the escaping copepod. As indicated, the copepod's ventral side is located in the region of planes 6 and 7 whereas its dorsal side is located in the region of planes 2 and 3. tion. The copepod has already exited the field of view by this time point, and the animal's earlier positions (at 5, 10, and 15 ms after jump initiation) are shown to illustrate its pathway. The three-dimensional iso-surface shows a "vortex ring" created by the passage of the copepod. However, the velocity vector field shows that this ring does not coincide with the vortex center (flow stagnation point), which is marked by the yellow arrow.
Implications
In sum, the tomographic PIV results of an escaping calanoid copepod have revealed a picture that is more complicated than the axisymmetric simulations of Jiang and Kiørboe (2011a) and the analytical models of the impulsive stresslet and impulsive Stokeslet. Instead of a single persistent wake vortex as predicted by the simulations and the impulsive Stokeslet model, the empirically derived results showed the presence of oppositely signed, persistent body and wake vortices, a pattern more reflective of the impulsive stresslet model. The body and wake vortices differed in strength, however, so it appears that the impulsive stresslet model does not perfectly correspond to the physical flow either (but is nonetheless useful for understanding the flow physics). The metachronal nature of the swimming leg stroke also gives rise to a flow disturbance that is more spatially distributed (along the path of the escaping copepod) than either the computational or analytical models appreciate. Furthermore, the experiments revealed azimuthal asymmetry caused by body yawing and the action of the swimming legs that was not predicted by the computational model. Similarly, Drescher et al. (2010) found azimuthal flow asymmetry in the biflagellate green alga Chlamydomonas reinhardtii; this flow asymmetry did not match their axisymmetric model and was caused by three-dimensionality of the swimming appendage motion. In the copepod, strong ventral flows caused by the later-striking swimming legs during the first kick distort the initial wake vortex, and the flow generated by the second kick seems to ventrally strengthen, not cancel out, the initial body vortex. This strengthening effect was due to the copepod's body rotation after the first kick, a yaw that may be due to swimming leg recovery and urosome action (Jiang and Kiørboe 2011b) . Body yawing also led to strengthened dorsal flow as the copepod decelerated after its first power stroke. Copepods exhibit a high degree of directional control during their escape jump (the copepod here escaped in a direction away from a larger, approaching copepod), and so it is not clear whether this periodic yawing with every power and recovery stroke is a universal feature in all copepod jumps. The results of Jiang and Kiørboe (2011b) suggest, however, that it is a common feature and that it should be considered in future studies of copepod escape behavior. Contrary to the long-lasting flow trail pointing toward the copepod found in the simulation of Jiang and Kiørboe (2011a) , periodic yawing also could serve to distort or break up the trail of flow dragged behind the copepod, thereby preventing predators from following its trail. Replicates of the current data set would be useful in better understanding this aspect of copepod escapes.
Hydromechanical cue extent
Tomographic PIV also has the ability to make volumetric measurements of the flow disturbance surrounding a swimming copepod. The volume around an animal in which the flow velocity exceeds a certain threshold is important when studying the vulnerability of zooplankton to predators since many predators are thought to use the velocity magnitude to detect prey (Kiørboe and Visser 1999) . Velocity thresholds ranging from 1 to 10 mm s -1 have been used to define the hydrodynamic envelope surrounding different copepod species (Kiørboe et al. 2010a; Catton 2009 ). For the current study, velocity thresholds of 5 mm s -1 and 10 mm s -1 were selected as example thresholds, and the volume in the flow field in which the velocity generated by the animal exceeded each threshold was found at each time point (Fig. 15) . Fig. 15 shows that the volume exceeding the 5 mm s -1 threshold spikes to approximately 43 mm 3 (a volume 61 times greater than the copepod's volume) before dropping precipitously. Within 250 ms, the affected volume in the current experiment has dropped to 5 mm 3 (only 7 times the animal's volume). This pattern is markedly different from the high speed planar PIV analysis of smaller Acartia tonsa repositioning jumps performed by Kiørboe et al. (2010a) , in which the area exceeding the thresholds ranging from 1 -6 mm s -1 declined more gradually. This difference is partially explained by the three dimensional nature of the current work and also likely reflects a hydrodynamic difference between small copepods performing short repositioning jumps and larger copepods performing more powerful escape jumps.
The data do not support the hypothesis that azimuthal asymmetry in the wake and body vortices cause the vortices to break down more quickly than would otherwise be the case. Jiang and Kiørboe (2011b) showed using dimensional analysis for the impulsive stresslet that the time t* required for the entire flow field to fall below a velocity threshold U* is (6) where M is the impulsive stresslet strength. Using the calculated value of M = 77.7 mm 5 s -1 and a velocity threshold of U* = 5 mm s -1 , the required time t* was found to be 255 ms. However, according to Fig. 15 , a volume of 4 mm 3 contains velocity greater than the 5 mm s -1 threshold value at this time point. An additional 150 ms is required for the flow to fall beneath the threshold. Considering that the impulsive stresslet models the flow fairly well, it seems unlikely that the vortex asymmetry measured here contributes to accelerated vortex dissipation. On the contrary, hydrodynamic camouflage is likely not a high priority for the copepod during the initial part of its escape. Impulsively creating a large, persistent flow disturbance at its starting point (as was measured in this experiment) is likely a necessary component of its highspeed, long distance escape strategy. At a point several body lengths away from its starting point, however, stealth likely becomes more important, and it seems plausible that a much smaller hydrodynamic signature during the remainder of its escape would be a useful survival strategy for the copepod.
Viscous energy dissipation rate
An additional advantage of three-dimensional velocity measurements is the ability to directly quantify velocity gradients in all directions. Specifically, tomographic PIV allows direct estimates of the viscous energy dissipation rate Ψ (with units of W m -3 ), which is defined as: (7) Integrating Ψ over a volume gives the total energy dissipation rate. Previous estimates of dissipation rate using planar PIV were not able to measure the velocity in the z direction or directly determine derivatives in the z direction. In Catton et al. (2007) , the ∂u z /∂z term was estimated using the incompressible continuity equation, and the other unknown terms involving the z-derivative were assumed to be approximately equal to one of the measured terms. Furthermore, because velocity data were limited to one plane with planar PIV, previous researchers either had to assume some type of body axisymmetry to obtain a volumetric measure of energy dissipation rate (Yen et al. 1991; van Duren and Videler 2003) or calculate a reduced dimension (i.e., 2D) parameter with the units of W m -1 (Catton et al. 2007) . Tomographic PIV allows all of the terms to be directly calculated. For the escape event presented herein, Ψ was calculated at each time point and was integrated over the measurement volume to give the total viscous energy dissipation rate (Fig. 16 ). The energy dissipation rate spikes to approximately 4.4 × 10 -7 W before quickly dropping. Peak values are therefore one to two orders of magnitude greater than that estimated for tethered Temora longicornis (van Duren and Videler 2003) , which is a smaller copepod species. In addition, a reduced dimension (i.e., 2D) dissipation rate estimate (in W m -1 ) calculated from one plane in the velocity field intersecting the animal showed that the 2D estimate used by Catton et al. (2007) and the 3D estimate of Ψ (integrated over an area in the plane) gave similar results, thereby confirming that the 2D estimate used in the past is a valid technique for comparing trends and relative values (but not absolute magnitudes) in dissipation rate.
Power expended by the swimming leg muscles can be estimated from measurements of the energy dissipated in the water and can yield insight into the high accelerations achieved by escaping copepods. Integrating the energy dissipation rate beginning from the time of jump initiation gives an estimate of 5.58 × 10 -8 J for the total energy delivered to the fluid by the copepod's swimming legs. This value is smaller than but comparable to the simulated values of 1.6 -9.8 × 10 Kiørboe et al. (2010b) and assuming a copepod mass of 1 mg (corresponding to wet weight) gives an estimate of 8.25 × 10 -5 W for the power expended by the swimming legs, a value which is only slightly larger than the current value. As noted by Kiør-boe et al. (2010b) and Lenz et al. (2004) , copepod muscles are able to provide power at levels significantly higher than other organisms, a capability that contributes to their success in performing high-acceleration, impulsive escapes.
The ratio of the power expended in an escape jump to that of the basal metabolism also provides insight into the relative cost of escaping and has been estimated as high as 400 (Strickler 1975; Alcaraz and Strickler 1988) . To estimate the base metabolism, the prosome length was used to reckon the copepod's body mass (dry weight) as 0.19 mg (Cohen and Lough 1981) . Following the calculation of Jiang and Kiørboe (2011a) and using a conversion value of 20.1 J = 1 mL O 2 per individual per hour (van Duren and Videler 2003) , the body mass and temperature (12°C) were used to estimate the metabolic rate (2.27 × 10 -6 W) using the regression relationship of Ikeda et al. (2001) . The escape jump energy consumption is therefore 1014% of (or 10.1 times greater than) the baseline metabolic rate. Jiang and Kiørboe (2011a) found, for the 3 mm long prolate spheroid model of an escaping Calanus finmarchicus, an energy consumption of 414% of the baseline metabolic rate. However, these values are not directly comparable since Jiang and Kiørboe (2011a) do not account for efficiency losses from the muscle (hence they instead compare the work done on the water to the metabolic rate) and since they divide the total work by the time during which the copepod is in motion as opposed to the much shorter time period over which the swimming legs act. These measurements therefore underscore the costliness of performing an escape jump and show how the viscous energy dissipation rate provided by high speed tomographic PIV can be used to build energy budgets for various behaviors such as swimming or generating a feeding current.
Discussion
The tomographic PIV system described here successfully answers the four challenges of planktonic PIV enumerated in the Introduction. The three-dimensional nature of zooplankton flow and swimming patterns has been overcome by illuminating and measuring within a volume with multiple cameras. The small spatial scale and high speeds of zooplankton behavior have been addressed by using a high speed camera system with high magnification. Zooplankton phototaxis to visual light has been overcome by employing near-IR laser illumination. This system thus allows for the nonintrusive measurement of 3D velocity vectors in the volume around planktonic organisms at high spatial and temporal resolution without disturbance to the animal.
While a tomographic PIV system is comparatively easy to set up and use, processing and analysis of tomographic PIV data containing free-swimming zooplankton is time-consuming and complicated. One reason for this is the visual hull creation, which often requires manual tracing of the animal in multiple camera views. Automated masking based on an intensity threshold is possible in theory but proves difficult in practice due to unequal illumination across the animal's complicated morphology. Also, reconstruction of the light intensity field and cross-correlation of these fields is computationally intensive. Finally, visualization of three-dimensional vector fields (especially those containing arbitrary objects within them) is challenging and stretches the capabilities of current flow visualization techniques. Whereas only one event is presented herein, the event was analyzed in depth with regard to the flow patterns produced, the flow signal created, and the energy used by the copepod to display the possibilities that tomographic PIV creates.
Despite the challenges enumerated above, tomographic PIV allows insight that was previously unavailable and is thus a valuable technique for investigating zooplankton behavior. As shown in the presented data of an escape jump by a Calanus finmarchicus copepod, measurement of volumetric flow fields is now possible. Highly three-dimensional and ephemeral flow patterns can now be directly measured without resorting to assumptions of spatial axisymmetry or flow steadiness that are often made when using planar PIV. Also, assumptions made in CFD simulations and analytical models can be better grounded in reality. Analysis of the axisymmetry of the body and wake vortices created by the copepod jump, as shown here, would never have been possible without a volumetric technique. Volumetric measurements of flow can also lead to better estimates of filtration rates, encounter rates, and the cue extent created by various zooplankton species. In addition, direct measurement of parameters such as viscous dissipation rate that previously were unavailable or that required questionable assumptions of flow axisymmetry can be made to build better energy budgets for various animal behaviors. Finally, tomographic PIV could also be used to measure flow fields around zooplankton sensory appendages to quantify hydrodynamic signal thresholds for escape or other behaviors. In sum, tomographic PIV is a powerful new tool that allows quantification and analysis of the flow patterns produced by zooplankton and of the stimuli to which they respond.
