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We theoretically investigate the quantum phase transition in the collective systems of qubits
in a high quality cavity, which is driven by a squeezed light. We show that the squeezed light
induced symmetry breaking can result in quantum phase transition without the ultrastrong coupling
requirement. Using the standard mean field theory, we derive the condition of the quantum phase
transition. Surprisingly, we show that there exist a tricritical point where the first- and second-order
phase transitions meet. With specific atom-cavity coupling strengths, both the first- and second-
order phase transition can be controlled by the squeezed light, leading to an optical switching from
the normal phase to the superradiant phase by just increasing the squeezed light intensity. The
signature of these phase transitions can be observed by detecting the phase space Wigner function
distribution with different profiles controlled by the squeezed light intensity. Such superradiant
phase transition can be implemented in various quantum systems, including atoms, quantum dots
and ions in optical cavities as well as the circuit quantum electrodynamics system.
Quantum phase transitions (QPTs) are phase transi-
tions (PT) between two robust stable states caused by
a non-thermal parameter that occur at zero temperature
(T = 0 K) [1]. Up to date, the QPTs have received exten-
sive attention both in experiments [2, 3] and theories [4–
12]. In general, there exist two categories of QPTs: the
first-order phase transition and the second-order phase
transition. In the second-order phase transitions, this
change is abrupt at a critical point. In addition, the
quantum fluctuations must diverge at a critical point so
that the two kinds of phases with different symmetries
can be matched. However, in the first-order phase tran-
sitions, these two stable phases can coexist in a critical
hysteresis regime, where the quantum fluctuations ex-
hibit a jump across the phase transition boundary.
For cavity quantum electrodynamics (QED) systems,
the QPTs are driven by the quantum fluctuations and
usually take place for a certain critical atom-cavity cou-
pling strength gc [13]. For the coupling strength g < gc,
the cavity field is in the vacuum and the atoms are
in their ground states, which is recognized as the nor-
mal phase (NP) due to the symmetry of system. For
g > gc, both the cavity field and the atoms are excited,
which represents the superradiant phase (SP) due to the
symmetry breaking. In deep strong coupling cases [14],
the undriven Tavis-Cummings (TC) model with rotating
wave approximation has phase transition at the critical
coupling strength gc ∝ √ωcωA under the non-dissipative
regime, where ωc(A) is the cavity (atom) resonant fre-
quency [15, 16]. In the dissipative TC model, the phase
transition is destroyed and the normal phase replaces
the superradiant phase, resulting in the disappearance
of the normal-superradiant PT [17]. In ultrastrong cou-
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pling cases [18–20], where the rotating wave approxima-
tion is not valid, the phase transition can also be ob-
served in the undriven Dicke model [17, 21, 22], but the
critical point is displaced when counter-rotating terms
are considered [2, 23]. It is noted that the normal-
superradiant phase transition are also discovered in the
Rabi model [24–26], Jaynes-Cummings model [27] and
the driven TC system [3, 28–31] by taking the proper
thermodynamical limit. Recently, the PT between the
symmetric normal state and the state where the NP and
SP coexist is proposed in the interpolating Dicke-Tavis-
Cummings [17] and Jaynes-Cummings-Rabi [23] models,
which opens a new direction in this field.
In this letter, we introduce a new direction in the study
of quantum phase transitions. We drive the cavity with
squeezed light and thus break the inherent U(1) sym-
metry of the rotating wave Tavis-Cummings model. In
general, the TC model with cavity dissipation has ro-
tating U(1) symmetry for the transformation a → aeiφ
and S+ → S+e−iφ. In the presence of the squeezed driv-
ing field, however, the driving term G(a2 + a†2) break
the symmetry of system, leading to the occurrence of the
normal-superradiant PT without the requirement of the
ultrastrong coupling. Using the standard mean field ap-
proximation and the quantum fluctuation analysis, we
find that the first- and second-order PT coexist in our
system and they meet at a critical point. We show that
the signature of these superradiant PTs can be observed
by detecting the phase space Wigner function distribu-
tion, whose profile changes with the squeezed light inten-
sity. Moreover, we show that the PT in our system can
be optically controlled, as opposed to many traditional
proposals for realizing PT by changing the atom-cavity
coupling strength. Using these advantages in our system,
an optical switching from normal phase to superradiant
PT can be accomplished by increasing the squeezed light
intensity. We also notice that there exist several propos-
2als to realize phase transitions by tunning the driving
field intensity [32–34]. As opposite to these proposals,
the squeezed field driving will enhance the atom-cavity
coupling, leading to the splitting of the normal phase and
the implementation of the first-order phase transition.
Moreover, with the increase of the driving strength, the
system can enter the strong coupling regime and even
the ultrastrong coupling regime which is challenging in
experiments.
FIG. 1. The setup of the atoms cavity-QED system. The
cavity mode (red) with angular frequency ωcav is generated
by a strong driving field (green) with angular frequency 2ωsq
via the χ(2) nonlinearity. N identical two-level atoms with
resonant frequency ωA interact with the cavity mode with
atom-cavity coupling strength λ. The ground (excited) state
of the atom is labeled as |g〉 (|e〉). Here, γ and κ are the
atomic and cavity decay rates ,respectively.
As depicted in Fig. 1, the system under consideration
is a typical Tavis-Cummings model. N identical two-
level atoms with resonant frequency ωA are trapped in-
side a single-mode cavity (the mode frequency is ωcav).
In our system, the cavity mode is generated through
a crystal with second-order nonlinearity [35, 36]. As
shown in Fig. 1, a strong pump field (green) with angu-
lar frequency 2ωsq drives the nonlinear crystal coherently.
Then, the generated intracavity field interacts with the
atoms with the same coupling strength λ. Such model
can also be realized in many quantum system, such as
atoms and ions cavity QED system [37, 38], optomechan-
ical systems [39], polariton condensates [40] as well as the
superconducting qubits [3, 41, 42]. Assuming a† and a
are the creation and annihilation operators of the cav-
ity mode, respectively, the Hamiltonian of the system is
given by
H = ~∆Ca
†a+ ~∆ASz +
~λ√
N
(S+a+ S−a
†)
+~G(a2 + a†2), (1)
where ∆C = ωcav−ωsq and ∆A = ωA−ωsq are the detun-
ings of the cavity and the atoms, respectively. The oper-
ators S± = Sx ± iSy and Sα =
∑N
j=1 σ
j
α/2 (α = x, y, z)
are the collective spin operators constituted from the in-
dividual Pauli spin operator σjα which are used to de-
scribe the j-th two-level atom systems. It is noted that
the last term on the right-hand side of Eq. (1) repre-
sents the driving term by the squeezed field with driv-
ing strength G. In the absence of the driving term (i.e.,
G = 0), such a system has a continuous U(1)-symmetry
so that the superradiant phase transition will not take
place [17]. However, in the presence of the squeezed field
(i.e., G 6= 0), the U(1)-symmetry is broken and the su-
perradiant phase transition can be observed, leading to
an optical switching from normal phase to superradiant
phase by increasing the squeezing strength.
In general, the squeezed field driven properties of the
TC model is described by the master equation for density
matrix ρ of the system
dρ
dt
= − i
~
[H, ρ] + Lcavρ+ LAρ, (2)
where Lcavρ = κ(2aρa† − a†aρ − ρa†a) and LAρ =
γ(2S−ρS+ − S+S−ρ − ρS+S−)/N are the dissipations
of the cavity and atoms, respectively. In our system,
we assume that the atomic decay rate γ is much smaller
than the cavity decay rate κ. Although the spontaneous
emission may break the phase transition by softening the
quantum fluctuations, we set γ = 0 in the following an-
alytical derivations for mathematical simplicity and the
conservation of spin is considered, which plays an impor-
tant role. It is also noted that the dissipation of cavity
can also cause the symmetry breaking and alter the phase
diagram of the system, which is considered in the follow-
ing derivations [17].
To study the phase transition induced by the squeezed
field, we begin with the Heisenberg equations of motion
for operators, which reads
da
dt
= −i∆Ca− 2iGa† − i λ√
N
Sx − λ√
N
Sy − κa, (3a)
dSx
dt
= −∆ASy + i λ√
N
Sz(a− a†), (3b)
dSy
dt
= ∆ASx − λ√
N
Sz(a+ a
†), (3c)
dSz
dt
=
λ√
N
Sy(a+ a
†)− i λ√
N
Sx(a− a†). (3d)
The above equations can be linearized by the mean-field
approximation by expanding an arbitrary operator A as
the form of A = 〈A〉 + δA, which is widely used for de-
scribing many-body system. Here, 〈A〉 is the mean value
of the operator A, and δA represents the quantum fluc-
tuation on top of the mean value. For mathematical sim-
plicity, one can rewrite the Eqs. (3) by using the follow-
ing definitions 〈Sx〉 = NX , 〈Sy〉 = NY , 〈Sz〉 = NZ and
〈a〉 =
√
Nα, where α = αRe + iαIm.
Under the steady-state approximation and the spin-
conservation law X2 + Y 2 + Z2 = 1/4, the Eqs. (3) can
be solved analytically (assuming ∆C = ∆A = ∆), yield-
ing X = 2λZαRe/∆ and Y = −2λZαIm/∆. To obtain
non-trivial solutions of αRe and αIm, the constraint on
parameter Z is given by
Z± =
∆
2λ2
(−∆±
√
4G2 − κ2). (4)
3In Eq. (4), we assume ∆ 6= 0, otherwise no phase
transition is possible. Obviously, 2G ≥ κ is required to
make Z± be real. This condition implies that there exist
only trivial solutions (normal phase) for αRe and αIm if
G < κ/2. When G > κ/2, the superradiant phase may
take place, leading to a set of non-trivial solutions. We
also note that for G = 0 and κ → 0, the condition for
phase transition is λ > |∆|. This is the case experimen-
tally studied by Feng et al [3]. To obtain stable physical
solutions for αRe and αIm, we carry out standard stabil-
ity analysis [see the supplementary material for details].
It is found that only the solutions associated with Z+
are stable in our system. Using the spin conservation
condition, we get
αRe = ±
√
p/
[
q +
qκ2∆2
(2λ2Z +∆2 − 2G∆)2
]
, (5a)
αIm =
κ∆
2λ2Z +∆2 − 2G∆αRe, (5b)
where p = 1/4 − Z2 and q = 4λ2Z2/∆2. It is worth
noting that the solutions are the opposite of one another,
reflecting the Z2 symmetry breaking of system.
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FIG. 2. Panels (a) and (b) describe the real and imagi-
nary parts of the expectation value 〈a〉, respectively, as func-
tions of the atom-cavity coupling strength λ and the driv-
ing strength G of the squeezed light. The white areas rep-
resent αRe = αIm = 0, corresponding to the normal phase
regimes, while the colored areas represent the superradiant
phase regimes. In panel (b), the horizontal dash-dotted line
and the dashed curve indicate the boundaries from normal
phase to superradiant phase. The system parameters are
given by κ = 0.5 MHz and ∆ = 5 MHz.
In Fig. 2, we plot αRe [panel (a)] and αIm [panel (b)]
as functions of the coupling strength λ and the driv-
ing strength G of the squeezed light, respectively. Here,
the system parameters are chosen as κ = 0.5 MHz and
∆ = 5 MHz. The white areas denote the normal phase
regimes, corresponding to αRe = αIm = 0. The areas
with αRe 6= 0 and αIm 6= 0 represent the superradiant
phase regimes. Obviously, there exist two boundaries
for this phase transition indicated in panel (b). One
boundary condition satisfies G = κ/2 (horizontal dash-
dotted line), representing that the phase transition oc-
curs only if G > κ/2. The other boundary condition sat-
isfies G =
√
κ2 + (∆2 − λ2)2/∆2/2 (dashed curve) ob-
tained by setting Z+ = −1/2. In the left-side area of this
boundary condition, one can obtain |Z+| > 1/2 so that
the system is in the normal phase. In the right-side area,
stable solutions of αRe and αIm can be obtained, leading
to the superradiant phase regime.
To show more characteristics of the superradiant phase
transition, we must examine the quantum fluctuations of
the operators a and a† on top of the stable mean-field
values. Defining the fluctuation operators δa =
√
Nδα
and δSβ = Nδβ (β = X,Y, Z), the quantum fluctua-
tions can be evaluated by solving the quantum Langevin
equations given in the supplementary material. For the
normal phase, the variance of cavity mode quadrature is
given by
〈δα†δα〉 ≈ 2G
2[(2∆2 − λ2) + ∆2(κ2 − 4G2 + λ2)]
(κ2 − 4G2 + 4∆2)[(∆2 − λ2) + ∆2(κ2 − 4G2)] .
However, the explicit expression of the variance of cav-
ity mode quadrature for the superradiant phase is too
lengthy to be given.
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FIG. 3. (a) The photon number fluctuations calculated on
top of the stable mean-field solutions versus the atom-cavity
coupling strength and the driving strength of squeezed field.
Green and red refer to fluctuations on top of the normal phase
and the superradiant phase, respectively. In panel (a), each
regime is marked by the number of stable physical solutions.
Panels (b) and (c) show the photon number fluctuations at
(a) λ = 4.5 MHz and (b) λ = 7 MHz, respectively.
In Fig. 3(a), we show the expected value of the pho-
ton number fluctuations 〈δa†δa〉 evaluated based on the
mean-field solutions. For clarity, ln(〈δa†δa〉+1) is plotted
as functions of the coupling strength λ and the driving
strength G. Here, the green and red correspond to the
fluctuations of the normal phase and the superradiant
phase, repsectively. Since the normal phase splitting in-
duced by the driving term, it is clear to see that there
exist three regime for which the photon fluctuations van-
ish, marked by the number of coexisting solutions. From
regime I to regime II, the photon fluctuations diverge
continuously across both sides of the transition, known as
the continuous second-order transition which morph into
two discontinuous first-order transitions [see panel (b)].
From regime I to regime III, however, one can observe
discontinuous first-order transition between the normal
phase and the superradiant phase accompanying with the
coexistence regime [see panel (c)].
4FIG. 4. Optical switching from normal phase to superradiant
phase by increasing the driving strength G. The red solid and
blue dashed curves denote |αRe| and |αIm|, respectively. The
coupling strengths are chosen as λ = 4.5 MHz and λ = 7 MHz
in panel (a) and (b), respectively.
In sight of these features demonstrated above, opti-
cal switching from the normal phase to the superradi-
ant phase can be accomplished by increasing the driving
strength of the squeezed light. In Fig. 4, we demon-
strate two kinds of optical switching operations by tak-
ing λ = 4.5 MHz (a) and λ = 7 MHz (b), respectively.
One is the switching from normal phase to superradiant
phase without coexisting solutions [see panel (a)]. The
other is the switching from normal phase to superradiant
phase with coexisting solutions [see panel (b)]. As shown
in Fig. 4(a), the values of αRe and αIm change continu-
ously at G > κ, representing an expected second-order
transition. However, there exist an abrupt change for the
values of αRe and αIm at G = κ/2, which is a witness for
the first-order phase transition.
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FIG. 5. Mean photon number 〈a†a〉 calculated by directly
solving the master equation is plotted as a function of the
driving strength G for (a) λ = 4.5 MHz and (b) λ = 7 MHz,
respectively. The inserted figures are the density plot of the
Wigner functions in regime I, II, and III.
To verify these analytical solutions, we carry out full
numerical calculation by directing solving the master
equations. Here, we only consider four two-level atoms
and the accuracy of our numerical calculations is limited
by the finite size of the Hilbert space spanned by 50 pho-
ton states. We must point out that the number of atoms
is enough to exhibit all the properties of the phase tran-
sition process. In our numerical simulation, we also con-
sider the atomic decay by taking γ = 0.001 MHz, which
is valid for the Rdyberg sates and metastable states cou-
pled by two-photon process. As shown in Fig. 5, the
mean photon number grows continuously for λ = 4.5
MHz, while an abrupt increase in the mean photon num-
ber can be observed for λ = 7 MHz, which agrees well
with our analytical results.
Although the mean photon number changes as ex-
pected, the superradiant phase transition can’t be as-
sessed by just measuring the mean photon number. Thus,
we calculate the Wigner function to show the phase char-
acteristics of the cavity field. For small drive strength,
the system is in the normal phase regime and the Wigner
function is that of the vacuum state, which has Gaus-
sian distribution (regime I). When the system enters
into the superradiant phase regime, the Wigner function
varies significantly. For λ = 4.5 MHz, there exist two
peaks in the Wigner function distribution and the shapes
of these two peaks are compressed in the X-direction.
This double-peaked Wigner function demonstrate the
squeezed superradiant phase (regime II) clearly. For
λ = 7 MHz, there exist three peaks in the Wigner func-
tion, which show the mixture of the normal phase and
the superradiant phase (regime III).
In summary, we have studied the quantum phase tran-
sitions induced by a squeezed light in atoms cavity QED
system. Using the standard mean field approximation
and quantum fluctuation analysis, we linearize the equa-
tions for operators and find the critical point for real-
izing the superradiant phase transition. Increasing the
squeezed field intensity, moreover, an optical switching
from the normal phase to superradiant phase can be ac-
complished. By analyzing the quantum fluctuation and
detecting the phase space Wigner function distribution,
we show that the normal phase undergoes a splitting with
the increase of the driving strength. As a result, not only
the first-order phase transition but also the second-order
phase transition can be achieved if a specific atoms-cavity
coupling strength is chosen. For the second-order phase
transition, we show that the system is changed from the
normal phase with classical mode to the superradiant
phase with two squeezed modes continuously. For the
first-order phase transition, however, a sudden change
from the normal phase to the superradiant phase with
coexisting modes can be accomplished in this system.
These results demonstrated in this paper can be used
to optically control the phase transitions and the feasi-
bility of our scheme has direct implications for various
quantum systems, including the atoms, quantum dots
and ions cavity QED systems as well as the circuit QED
system.
Supplementary material - Here, we provide more de-
tail information about the stability analysis, quantum
noise calculation, the calculation of the Wigner function
and more details of numerical simulation, respectively.
5Appendix A: Stability analysis
In general, the solutions of equation (3) aren’t all sta-
ble. Therefore, it is important to carry out the stability
analysis to check the stability of these solutions [43]. For
any solution of the linear ordinary differential equation
f˙(t) = Af(t), if all the eigenvalues of the matrix A have
negative real part, this solution is stable, otherwise this
solution is unstable. For equation (3), the coefficient ma-
trix A is written as
A =


−κ ∆− 2G 0 −√2λ 0
−∆− 2G −κ −√2λ 0 0
0 −√2λZ 0 −∆ −2λαIm
−√2λZ 0 ∆ 0 −2λαRe√
2λY
√
2λX 2λαIm 2λαRe 0
.


By using the standard stability analysis, we show that
FIG. S1. Stable regime of the (a) normal phase and (b) su-
perradiation phase. The white areas indicate the unstable
regimes of the normal phase and superradiant phase, respec-
tively.
the solutions for the normal phase are stable. Corre-
spondingly, the stable regime of the normal phase is il-
lustrated in Fig. S1(a). For the superradiant phase, how-
ever, the solutions constrained by Z+ are stable, while
the solutions constrained by Z− are physical unstable.
The stability regime of the superradiant phase is shown
in Fig. S1(b).
Appendix B: Quantum fluctuations
According to the standard quantum optical procedure
of studying the quantum fluctuations [44], we define
the fluctuation operators as δa =
√
Nδα and δSβ =
Nδβ (β = X,Y, Z) and linearize the nonlinear equations
[Eqs. (3)]. Then, the linearized quantum Langevin equa-
tions for the fluctuation operators take the form
˙δα =− i∆δα− 2iGδα† − iλδX − λδY − κδα
+
√
2κδαin, (S1a)
˙δX =−∆δY − 2λαImδZ + iλZ(δα− δα†), (S1b)
˙δY =∆δX − 2λαReδZ − λZ(δα+ δα†), (S1c)
˙δZ =2λαReδY + λY (δα+ δα
†) + 2λαImδX
− iλX(δα− δα†), (S1d)
where δαin is the fluctuation on top of the zero mean
value operator ain(t), describing the vacuum input noise
operator of the squeezed light, and satisfying the commu-
tation relation [ain(t), a
†
in(t
′)] = δ(t− t′) and the Marko-
vian correlation function 〈ain(t)a†in(t′)〉 = δ(t− t′).
Introducing the amplitude and phase fluctuation
quadratures of the cavity field δQ = (δα + δα†)/
√
2,
δP = i(δα† − δα)/√2, and the input noise quadratures
δQin = (δαin + δα
†
in)/
√
2, δPin = i(δα
†
in − δαin)/
√
2, the
Eqs. (S1) can be written in the following compact matrix
form
f˙(t) = Af(t) + η(t), (S2)
where f(t) = [δQ, δP, δX, δY, δZ]T is the col-
umn vector of the fluctuation, and η(t) =
[
√
2κδQin,
√
2κδPin, 0, 0, 0]
T is the column vector of
the noise sources.
To explore the variances of cavity mode quadratures,
we define the time-dependent covariance matrix V (t)
with Vij(t) = 〈fi(t)fj(t′) + fj(t′)fi(t)〉/2 (i, j = 1 − 5).
Using the Eq. (S2), one can easily find the solutions
of V (∞) by solving the so-called Lyapunov equation
AV + V AT = −D, where D is the diffusion matrix, de-
fined as Dijδ(t− t′) = 〈ηi(t)ηj(t′) + ηj(t′)ηi(t)〉/2 (i, j =
1−5). The diagonal elements of the matrix V correspond
to the variance of quadratures. In our model, the vari-
ance of cavity mode quadrature is given by 〈δα†δα〉 =
[(V11 + V22)− 1]/2.
Appendix C: The Wigner Function
Wigner function is an important phase-space quasi-
probability distribution function proposed byWigner [45]
in 1932. To date, the Wigner function has been proved
to be useful in quantum optics, especially in the repre-
sentation and visualization of non-classical fields [44]. As
known to all, the Wigner function is defined as
W (α) =
1
pi2
∫
d2βCW (β)e
β∗α−βα∗ , (S3)
where the characteristic function CW (β) = Tr(ρD(β))
with ρ being the density matrix and D(β) = exp(βa† −
β∗a) being the displacement operator, respectively.
To understand the characteristics of the Wigner func-
tion in superradiant phase, we first consider the case of
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FIG. S2. The Wigner functions in an empty cavity with driv-
ing term G(a†2+a2). Here, the driving field intensity is chosen
as (a) G = 0, (b) G = κ (c) G = 2κ, respectively.
an empty cavity driven by a squeezed field. In Fig. S2, we
show the Wigner function changing with the driving field
intensity. Here, the horizontal and vertical axises corre-
spond to the real and imaginary parts of the parameter
α, respectively. Clearly, the Wigner function has a Gaus-
sian profile if G = 0, corresponding to a vacuum state.
As the driving field strength increases, the profile of the
Wigner function is compressed in X axis, representing
that the cavity field is in a squeezed state.
Appendix D: Numerical simulation
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FIG. S3. Plot of the mean photon number versus the driving
field strength G with the atom-cavity coupling strength (a)
λ = 4.5 MHz and (b) λ = 7 MHz, respectively. Here, the
number of atoms is chosen as four (red), six (black) and eight
(blue), respectively.
In our numerical simulations, we consider the case of
four atoms in the cavity. Although the results agree well
with the analytical results, which is obtained by assuming
the number of atoms is infinity, it is necessary to examine
the multiatoms case. In Fig. S3, we plot the mean photon
number as a function of the driving field strength G with
the atom-cavity coupling strength (a) λ = 4.5 MHz and
(b) λ = 7 MHz, respectively. Here, the number of atoms
in the cavity is chosen as N = 4 (red curves), N = 6
(black curves) and N = 8 (blue curves), respectively. To
make sure the convergence of the numerical calculation,
we expand the photon number space up to Nph = 50.
It is clear to see that the profiles of the mean photon
number are similar, although the amplitude of the mean
photon number enhances with the increase of the number
of atoms.
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FIG. S4. Plot of the mean photon number versus the coupling
strength λ with separate detuning (a) and driving strength
(b).
Assuming G = κ/2, one can easily obtain λ = ∆ by
taking Z+ = −1/2, which is the critical point for the
quantum phase transition. Thus, the position of the
critical point can be changed by adjusting the detuning
∆. To show this feature, we choose κ = 0.5 MHz and
plot the mean photon number as a function of the atom-
cavity coupling strength in Fig. S4(a). Here, the driving
field strength G = κ/2 and the detuning is chosen as
∆ = 2 MHz (red curve), ∆ = 5 MHz (black curve) and
∆ = 8 MHz (blue curve), respectively. Obviously, there
exist a single peak at λ = ∆, resulting from the quan-
tum fluctuations of the normal phase. The amplitude of
this peak decreases slightly as the detuning increases. In
Fig. S4(b), we set ∆ = 5 MHz and plot the mean pho-
ton number with separate driving strength. With the
increase of G, the regime of λ > ∆ enters into the state
of superradiant phase, leading to a boost of photon num-
ber. However, in the regime of λ < ∆, the system is in
the normal phase, and then the mean photon number is
close to zero.
ACKNOWLEDGMENTS
We acknowledge discussions with Dr. Ricardo Gutier-
rez Jauregui and Dr. Jie Li. CJZ and YPY thank
the support from the National Key Basic Research
Special Foundation (Grant No.2016YFA0302800); the
Shanghai Science and Technology Committee (Grants
No.18JC1410900) and the National Nature Science Foun-
dation (Grant No.11774262). GSA thanks the support of
Air Force Office of scientific Research (Award No. FA-
9550-18-1-0141).
[1] S. Sachdev, Quantum Phase Transitions (Cambridge
University Press, 1999).
[2] K. Baumann, C. Guerlin, F. Brennecke, and
7T. Esslinger, “Dicke quantum phase transi-
tion with a superfluid gas in an optical cavity,”
Nature 464, 1301–1306 (2010).
[3] M. Feng, Y. P. Zhong, T. Liu, L. L. Yan, W. L. Yang,
J. Twamley, and H. Wang, “Exploring the quantum
critical behaviour in a driven tavis–cummings circuit,”
Nat. Commun. 6, 7111 (2015).
[4] F. Dimer, B. Estienne, A. S. Parkins, and H. J.
Carmichael, “Proposed realization of the dicke-model
quantum phase transition in an optical cavity qed sys-
tem,” Phys. Rev. A 75, 013804 (2007).
[5] N. Liu, J. L. Lian, J. Ma, L. T. Xiao, G. Chen, J. Q.
Liang, and S. T. Jia, “Light-shift-induced quantum
phase transitions of a bose-einstein condensate in an op-
tical cavity,” Phys. Rev. A 83, 033601 (2011).
[6] N. Liu, J. D. Li, and J. Q. Liang, “Nonequilibrium quan-
tum phase transition of bose-einstein condensates in an
optical cavity,” Phys. Rev. A 87, 053623 (2013).
[7] X. Q. Zhao, N. Liu, X. M. Bai, and J. Q. Liang, “Dicke
phase transition and collapse of superradiant phase in
optomechanical cavity with arbitrary number of atoms,”
Ann. Phys. 378, 448 – 458 (2017).
[8] A. Baksic and C. Ciuti, “Controlling discrete
and continuous symmetries in “superradiant”
phase transitions with circuit qed systems,”
Phys. Rev. Lett. 112, 173601 (2014).
[9] K. Hepp and E. H. Lieb, “On the superradiant phase
transition for molecules in a quantized radiation field: the
dicke maser model,” Ann. Phys. 76, 360 – 404 (1973).
[10] N. Lambert, C. Emary, and T. Brandes, “Entanglement
and the phase transition in single-mode superradiance,”
Phys. Rev. Lett. 92, 073602 (2004).
[11] C. F. Lee and N. F. Johnson, “First-order superradi-
ant phase transitions in a multiqubit cavity system,”
Phys. Rev. Lett. 93, 083001 (2004).
[12] V. Buzˇek, M. Orszag, and M. Rosˇko, “Instability and
entanglement of the ground state of the dicke model,”
Phys. Rev. Lett. 94, 163601 (2005).
[13] J. Larson and E. K. Irish, “Some remarks on su-
perradiantphase transitions in light-matter systems,”
J. Phys. A: Math. Theor. 50, 174002 (2017).
[14] J. Casanova, G. Romero, I. Lizuain, J. J. Garc´ıa-
Ripoll, and E. Solano, “Deep strong cou-
pling regime of the jaynes-cummings model,”
Phys. Rev. Lett. 105, 263603 (2010).
[15] O. Castanos, R. Lo´pez-Pena, E. Nahmad-Achar, J. G.
Hirsch, E. Lo´pez-Moreno, and J. E. Vitela, “Coher-
ent state description of the ground state in the tavis–
cummings model and its quantum phase transitions,”
Phys. Scr. 79, 065405 (2009).
[16] K. Hepp and E. H. Lieb, “Equilibrium statistical me-
chanics of matter interacting with the quantized radia-
tion field,” Phys. Rev. A 8, 2517 (1973).
[17] M. Soriente, T. Donner, R. Chitra, and O. Zilber-
berg, “Dissipation-induced anomalous multicritical phe-
nomena,” Phys. Rev. Lett. 120, 183603 (2018).
[18] X. Gu, A. F. Kockum, A. Miranowicz, Y. X. Liu, and
F. Nori, “Microwave photonics with superconducting
quantum circuits,” Phys. Rep. 718, 1–102 (2017).
[19] F. Armata, G. Calajo, T. Jaako, M. S. Kim, and
P. Rabl, “Harvesting multiqubit entanglement from ul-
trastrong interactions in circuit quantum electrodynam-
ics,” Phys. Rev. Lett. 119, 183602 (2017).
[20] T. Niemczyk, F. Deppe, H. Huebl, E. P. Menzel,
F. Hocke, M. J. Schwarz, J. J. Garcia-Ripoll, D. Zueco,
T. Hu¨mmer, E. Solano, A. Marx, and R. Gross, “Circuit
quantum electrodynamics in the ultrastrong-coupling
regime,” Nat. Phys. 6, 772 (2010).
[21] F. T. Hioe, “Phase transitions in some generalized dicke
models of superradiance,” Phys. Rev. A 8, 1440 (1973).
[22] L. Bakemeier, A. Alvermann, and H. Fehske, “Quantum
phase transition in the dicke model with critical and non-
critical entanglement,” Phys. Rev. A 85, 043821 (2012).
[23] R. Gutie´rrez-Ja´uregui and H. J. Carmichael,
“Dissipative quantum phase transitions of light
in a generalized jaynes-cummings-rabi model,”
Phys. Rev. A 98, 023804 (2018).
[24] Y. K. Wang and F. T. Hioe, “Phase tran-
sition in the dicke model of superradiance,”
Phys. Rev. A 7, 831–836 (1973).
[25] S. Ashhab, “Superradiance transition in a sys-
tem with a single qubit and a single oscillator,”
Phys. Rev. A 87, 013826 (2013).
[26] M. J. Hwang, R. Puebla, and M. B. Plenio, “Quan-
tum phase transition and universal dynamics in the rabi
model,” Phys. Rev. Lett. 115, 180404 (2015).
[27] M. J. Hwang and M. B. Plenio, “Quantum phase tran-
sition in the finite jaynes-cummings lattice systems,”
Phys. Rev. Lett. 117, 123602 (2016).
[28] J. H. Zou, T. Liu, M. Feng, W. L. Yang,
C. Y. Chen, and J. Twamley, “Quantum phase
transition in a driven tavis–cummings model,”
New J. Phys. 15, 123032 (2013).
[29] L. M. Narducci, D. H. Feng, R. Gilmore, and G. S.
Agarwal, “Transient and steady-state behavior of col-
lective atomic systems driven by a classical field,”
Phys. Rev. A 18, 1571 (1978).
[30] R. R. Puri and S. V. Lawande, “Exact thermodynamic
behaviour of a collective atomic system in an external
field,” Phys. A, Stat. Mech. Appl. 101, 599–612 (1980).
[31] S. Schneider and G. J. Milburn, “Entanglement in the
steady state of a collective-angular-momentum (dicke)
model,” Phys. Rev. A 65, 042107 (2002).
[32] F. Minganti, A. Biella, N. Bartolo, and C. Ciuti, “Spec-
tral theory of liouvillians for dissipative phase transi-
tions,” Phys. Rev. A 98, 042118 (2018).
[33] W. Casteels, R. Fazio, and C. Ciuti, “Critical dynamical
properties of a first-order dissipative phase transition,”
Phys. Rev. A 95, 012128 (2017).
[34] H. J. Carmichael, “Breakdown of photon blockade: A dis-
sipative quantum phase transition in zero dimensions,”
Phys. Rev. X 5, 031028 (2015).
[35] S. M. Huang and G. S. Agarwal, “Normal-mode
splitting in a coupled system of a nanomechan-
ical oscillator and a parametric amplifier cavity,”
Phys. Rev. A 80, 033807 (2009).
[36] C. Leroux, L. C. G. Govia, and A. A. Clerk,
“Enhancing cavity quantum electrodynamics via
antisqueezing: synthetic ultrastrong coupling,”
Phys. Rev. Lett. 120, 093602 (2018).
[37] M. Mu¨ller, S. Diehl, G. Pupillo, and P. Zoller, “En-
gineered open systems and quantum simulations with
atoms and ions,” in Adv. At., Mol., Opt. Phys., Vol. 61
(Elsevier, 2012) pp. 1–80.
[38] H. Bernien, S. Schwartz, A. Keesling, H. Levine, A. Om-
ran, H. Pichler, S. Choi, A. S. Zibrov, M. Endres,
M. Greiner, V. Vuletic, and M. D. Lukin, “Probing
many-body dynamics on a 51-atom quantum simulator,”
8Nature 551, 579 (2017).
[39] L. Ying, Y. C. Lai, and C. Grebogi, “Quantum manifes-
tation of a synchronization transition in optomechanical
systems,” Phys. Rev. A 90, 053810 (2014).
[40] L. M. Sieberer, S. D. Huber, E. Altman, and S. Diehl,
“Dynamical critical phenomena in driven-dissipative sys-
tems,” Phys. Rev. Lett. 110, 195301 (2013).
[41] A. A. Houck, H. E. Tu¨reci, and J. Koch, “On-
chip quantum simulation with superconducting circuits,”
Nat. Phys. 8, 292 (2012).
[42] M. Fitzpatrick, N. M. Sundaresan, A. C. Y. Li, J. Koch,
and A. A. Houck, “Observation of a dissipative phase
transition in a one-dimensional circuit qed lattice,”
Phys. Rev. X 7, 011016 (2017).
[43] M. J. Bhaseen, J. Mayoh, B. D. Simons, and
J. Keeling, “Dynamics of nonequilibrium dicke models,”
Phys. Rev. A 85, 013817 (2012).
[44] G. S. Agarwal, Quantum optics (Cambridge University
Press, 2012).
[45] E. Wigner, “On the quantum correction for thermody-
namic equilibrium,” Phys. Rev. 40, 749–759 (1932).
