Abstract-With block-based compression approaches for both still images and sequences of images annoying blocking artifacts are exhibited, primarily at high compression ratios. They are due to the independent processing (quantization) of the block transformed values of the intensity or the displaced frame difference. In this paper, we propose the application of the hierarchical Bayesian paradigm to the reconstruction of block discrete cosine transform (BDCT) compressed images and the estimation of the required parameters. We derive expressions for the iterative evaluation of these parameters applying the evidence analysis within the hierarchical Bayesian paradigm. The proposed method allows for the combination of parameters estimated at the coder and decoder. The performance of the proposed algorithms is demonstrated experimentally.
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I. INTRODUCTION

T HROUGHOUT this paper, a digital
image is treated as a vector in the space by lexicographically ordering either its rows or columns. The block discrete cosine transform (BDCT) is a linear transformation from to . That is, for an image we can write where is the BDCT of and is the BDCT matrix. To achieve a bit-rate reduction, each element of is quantized. This quantization operator represents mathematically a mapping, from to . The input-output relation of the coder can be modeled by Due to the unitary property of the DCT matrices, the BDCT matrix is also unitary and the inverse transform can be simply expressed by , where denotes the transpose of a matrix. In the Manuscript received June 2, 1998; revised December 2, 1999 . Preliminary versions of this work were presented at the 1996 Conference on Digital Compression Technologies and Video Communications [1] and the 1997 International Conference on Digital Signal Processing [2] . This work was supported in part by the "Comisión Nacional de Ciencia y Tecnología" under Contract TIC97-0989. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Scott T. Acton.
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receiver only the quantized BDCT coefficients are available and the output of a conventional decoder is . Such a compression method results in blocking artifacts for high compression ratios.
These artifacts manifest themselves as artificial discontinuities between adjacent blocks. It is a direct result of the independent processing of the blocks which does not take into account the between-block pixel correlations. They constitute a serious bottleneck for many important visual communication applications that require visually pleasing images at very high compression ratios. The reconstruction problem calls for finding an estimate of given , and possibly knowledge about . The advances in VLSI technology will result in the incorporation of recovery algorithms at the decoders, and will bridge the conflicting requirements of high-quality images and high compression ratios.
In the past various algorithms have been proposed to improve the quality of block-transform compressed images at the decoder without increasing the bit-rate. In fact, in the JPEG standard [3] a technique for predicting the AC coefficients is recommended. However, in areas with sharp intensity transitions such a prediction scheme performs poorly.
In the mid-1980's, Reeves and Lim [4] , Ramamurthi and Gersho [5] , and Baskurt et al. [6] applied filtering and restoration techniques to the blocking artifact removal problem. However, it has been in this decade when the reconstruction of block compressed images in the spatial domain has flourished and a large number of papers have been published using a large variety of methods on the spatial domain.
Sauer pointed out in [7] that: "Classical spatially-invariant filtering techniques are of little use in removing this signal-dependent reconstruction error." A bit later, Zakhor [8] presented a reconstruction algorithm, commented by Reeves and Eddins [9] , based on the POCS theory with two convex sets. One of the convex sets is equivalent to a convolution with an ideal low-pass filter and the other one deals with the quantization intervals of the transform coefficients. Conclusions were similar to Sauer's ones; "the low-pass filtering by itself could remove the blockiness but at the expense of increased blurriness." Yang et al. [10] also used the POCS theory, as well as a constrained least-squares iteration, to smooth block boundaries. After each iteration a constraint on the quantization intervals of the transform coefficients was also applied. However, they used a nonadaptive model and only one regularization parameter so block boundaries on smooth and detailed zones were equally smoothed.
Taking into account the necessity for spatially adaptive techniques, different methods have been proposed. Stevenson [11] proposed a stochastic regularization technique using a statistical model for the image based on the convex Huber prior function. This function is quadratic for values smaller than a threshold, like block boundaries, and linear for greater values like natural discontinuities. Since prior and penalty are convex, the MAP estimation can be performed by gradient descent. This initial work has been developed in [12] - [14] and was the basis for the works of Luo et al. [15] , where a Huber-Markov random field based model is optimized by POCS or using ICM and incorporating two different values for the threshold; one for block boundaries and another for the pixels inside the block. Another Markov random field based method, using mean field annealing for the MAP estimation, was proposed by Özcelik et al. [16] for the removal of blocking artifacts in still images as well as in video.
The method proposed in [10] was later extended in [17] to include spatial adaptivity. Based on these methods, Paek et al. [18] apply a similar technique to block boundaries and the pixels inside the block, and Kwak and Haddad [19] uses the method in [17] but cancel out the DCT-IDCT pair needed for the constraint on the quantization intervals of the transform coefficients.
The method proposed in [17] , like most of the methods mentioned above, requires the estimation of unknown parameters. These parameters are usually estimated using ad hoc techniques. In this paper we formulate a similar algorithm to the one in [17] within the hierarchical Bayesian paradigm [20] , [21] . This algorithm reconstructs the image and estimates the regularization parameters at the same time. We then proceed to estimate these parameters at the encoder using the original image. After transmission they can be combined at the decoder with the ones obtained from the reconstructed image. We show how this combination can be made, rigorously, within the hierarchical Bayesian approach to the reconstruction problem. A simpler idea was used in [22] to transmit to the decoder information of which macroblocks should be processed and which should remain unchanged.
The rest of the paper is organized as follows. In Section II we introduce the required notation. Section III describes the hierarchical Bayesian approach to the reconstruction problem. The adaptive prior and noise models for the reconstruction problem are described in Section III-A. The distributions of the unknown hyperparameters, that is, the second stage of the hierarchical Bayesian paradigm, are defined in Section III-B. In Section IV we describe the use of the evidence analysis for the simultaneous estimation of the hyperparameters and the reconstructed image. We also show how the parameters obtained from the original and reconstructed images can be combined following the evidence analysis. Experimental results are presented in Section V and, finally, Section VI concludes the paper.
II. NOTATION
Let us assume that blocks are used to transform the image, where and are multiples of . Since for the removing of blocking artifacts we will be only operating on the block boundary pixels let us introduce the needed notation to characterize these image pixels.
Let be a column vector formed by stacking all the elements of which are on the left of a block boundary column, , but not on a four-block intersection (see Fig. 1 ), that is with Let also be the column vector formed by stacking all the elements of that are on the right of a block boundary column, , but not on a four-block intersection (see Fig. 1 ). The same way and are formed from . We also define the vectors with (1) Note that , , and are vectors. In a similar way, we define , , and , the column vectors representing the rows above and below a row block boundary of and , respectively (see Fig. 1 ). Related to them are the vectors with (2) We further stack all the elements of above a horizontal boundary and to the left of a vertical boundary, indicated by in Fig. 1, into vector , that is, with Similarly, we form vectors , and , and the observation vectors for these pixels in a four-block boundary , , and (see Fig. 1 ). Using the vectors above, we also define with (3) and when needed. Note that originally represented the complete original image but since the method we are proposing only modifies the pixels at the boundaries we redefine as shown above.
III. HIERARCHIAL BAYESIAN PARADIGM
The hierarchical Bayesian paradigm is currently being applied to many areas of research related to image analysis. Buntine [23] has applied this theory to the construction of classification trees and Spiegelhalter and Lauritzen [24] to the problem of refining probabilistic networks. Buntine [25] and Cooper and Herkovsits [26] have used the same framework for constructing such networks. MacKay [27] and Buntine and Weigund [28] use the full Bayesian framework in backpropagation networks. This framework is also applied to interpolation (Gull [29] and Mackay [30] ) and restoration (Molina et al. [20] ) problems.
In the hierarchical approach to image reconstruction we have at least two stages. In the first stage, knowledge about the structural form of the noise and the structural behavior of the reconstructed image is used in forming and , respectively. These noise and image models depend on the unknown hyperparameters or hypervectors and which are inverses of variances. In the second stage the hierarchical Bayesian paradigm defines a hyperprior on the hyperparameters, where information about these hyperparameters is included.
Although in some cases it would be possible to know, from previous experience, relations between the hyperparameters, we shall study here the model where the global probability is defined as (4) Once is defined, the Bayesian analysis can be carried out in two different ways. In the evidence framework, is integrated over to give the evidence which is then maximized over the hyperparameters and the reconstruction is obtained for these hyperparameters. In the MAP framework is first integrated over and and then maximized with respect to .
In this work we shall adopt the evidence analysis instead of the MAP analysis. We have found that this analysis provides better results for restoration-reconstruction problems (see [20] ). According to this approach the simultaneous estimation of , and is done as follows:
• parameter estimation step:
• reconstruction step:
We examine next the components of the first and second stages for the deblocking problem.
A. Components of the First Stage: Noise and Image Models 1) Adaptive Image Model:
In defining the model for the reconstructed image we take into account the local properties of the images. This provides us with a locally adaptive image model. To capture the vertical local properties of the image we define a diagonal matrix, , with defined in (1), of the form [17] . . .
where the 's, , determine the relative importance of the intensity differences across a vertical block boundary as shown in Fig. 2 (note that the pixels in a four block boundary are not weighted by this matrix). Analogously, we define to capture the horizontal local properties of the image, as shown in Fig. 2 . The size of this matrix is , where is defined in (2) .
For pixels in a four block intersection we take into account the differences , , and , corresponding to column, row, column and row differences, respectively (see Figs. 1 and 2 ). The corresponding weight matrices are denoted by and with entries and , respectively, (see Fig. 2 ). All these matrices have size , where is defined in (3). Let us now consider the adaptive image model we will be using. We assume that the degree of smoothness in the vertical and horizontal directions is different, resulting in the use of two smoothing parameters. More specifically, for the vertical block pixels, we propose the use of (8) with (9) where has been defined in (1) , and measures the roughness between two vertical block boundaries.
For the horizontal block pixels, we propose the use of the following image model:
with (10) where has been defined in (2) , and measures the roughness between two horizontal block boundaries.
Finally, for the four block intersection pixels we have where (11) and (12) The image model we therefore propose is given by (13) with (14) 2) Noise Model: This model takes into account the fidelity to the observed data. It is given by where (15) with (16) (17) (18) It is mentioned here that there is no need to use different 's for the columns, rows and four block intersections, as was the case with the 's. This is the case because the noise does not depend on the image characteristics.
B. Components of the Second Stage
Because of the attractiveness of the Bayesian machinery to perform conditional analysis, Berger [31] describes the possibility of using the Bayesian approach when very little prior information is available. According to it, in situations without prior information what is needed is a non informative prior on the hyperparameters (the term "non informative" prior is meant to imply that no information about the hyperparameters is contained in the prior). For the problem at hand we use improper non informative priors , where denotes or .
However, we propose to also incorporate precise prior knowledge about the value of the noise and prior variances. To do so we use as hyperprior the gamma distribution defined by where , denotes a hyperparameter and and are explained below. This distribution has the following properties and So, the mean of , which represents the inverse of the prior or noise variance, is equal to , and its variance decreases when increases. can then be understood as a measure of the certainty on the knowledge about the prior or noise variances (see [32] , [33] ).
We show in Section IV-B how these distributions can be used to combine information between the coder and decoder.
IV. HIERARCHIAL BAYESIAN ANALYSIS
Having defined , the Bayesian analysis is performed. As mentioned earlier, in the evidence framework, is integrated over to give the evidence which is maximized over the hyperparameters and the reconstruction is obtained for those hyperparameters.
The analysis is made in the following sections using both flat and gamma hyperpriors, which, as it will be explained later, corresponds to having no information about the parameters at the decoder and having some information about them from the coder at the decoder.
A. Evidence Analysis for Flat Priors
As it has been already mentioned, in the evidence approach , and are first selected as (19) and then the reconstruction, , is obtained as (20) where (21) with
and and , ( ), defined in (9)- (11) and (16)- (18), respectively. With the flat hyperpriors, (19) amounts to selecting , , as the maximum likelihood estimates (mle) of , , from . Let us now examine the process to estimate the hyperparameters. To do so, we may use the row, column and four block intersection observation pixels to obtain the posterior distribution of the hyperparameters, (19) , or use only the row and column pixels. In this case we will have an approximation of the posterior distribution whose maximization will provide another estimation of the hyperparameters. Let us describe both approaches in details.
1) Using Row, Column, and Four Block Intersection Pixels to Estimate the Hyperparameters:
To estimate the hyperparameters and the image we will proceed in two steps. 1) Estimate by (see Appendix I-A)
2) Use in (20) to obtain the reconstructed image (see Appendix I-C). The following algorithm, which takes into account the information provided by the four block intersections pixels together with the row and column pixels, is proposed for the simultaneous estimation of the hyperparameters and the image. ii) Compute by solving equations (A11)-(A18). 4) Go to 3 until is less than a prescribed bound.
The convergence of this algorithm is established in Appendix I-A.
2) Using Only Rows and Columns to Estimate the Hyperparameters:
The inclusion of in (25) slows the estimation process down, since the inversion of matrices is required. For this reason we modify the estimation process by using the following two steps 1) Estimate by (see Appendix I-B)
2) Use in (20) to obtain the reconstructed image (see Appendix I-C). Notice that (26) is in fact an approximation of (25) . The following algorithm is proposed for the simultaneous estimation of the hyperparameters and the image using this approximation. The convergence of this algorithm is established by realizing that it corresponds to the EM algorithm, where the complete data are the observations and the unknown reconstruction , that is and Details are provided in [20] .
B. Combining Information from the Coder: Gamma Priors
It is clear that the described process for estimating the image and the hyperparameters can also be performed at the coder, where we use the original image as observation and again flat hyperpriors for the hyperparameters. In this case (20) becomes (27) and the hyperparameters are also estimated using the original image as observation, that is, (28) It is clear that to obtain , and we only need to run Algorithm 1 or Algorithm 2 using the original image as observation.
A (quantized) version of , and is received by the decoder, and denoted, respectively, by , and . They are used as prior information in guiding the estimation of the hyperparameters at the decoder. More specifically, they are used in defining the following hyperpriors for each hyperparameter (29) (30) (31) Following again the hierarchical Bayesian approach to the reconstruction problem and using the gamma distributions in (29)- (31), we perform the estimation of the hyperparameters and the reconstruction using the following two steps. 2) Use in (32) to obtain the reconstructed image (see Appendix I-C). We notice that (32) is again an approximation of the true posterior distribution of the hyperparameters and that it would also be possible to use (33) The derivation of the parameter estimation step when (33) is used instead of (32) is similar to the process described in Appendix II-A and it will therefore not be shown here. We notice that the reconstruction step is the same for the flat and gamma hyperprior cases.
Using steps 1 and 2 above the following algorithm is proposed for the simultaneous estimation of the hyperparameters and the image assuming gamma hyperpriors. The proof of the convergence of this algorithm is again based on the fact that it is an EM algorithm. (see [34] ).
Assuming that and , we can write (B2)-(B4) as (34) (35) (36) where (37) (38) (39) and , and are calculated by substituting , and in the right hand side of (A6)-(A8). We note now that and can be understood as normalized confidence parameters. They take values in the interval and so when they are zero no confidence is put on the corresponding transmitted mean (full estimation at the decoder, that is, , and are not transmitted or used), while when the corresponding normalized confidence parameter is one it fully enforces the prior knowledge of the mean (no estimation of the hyperparameters is performed at the decoder). It is then clear 
V. EXPERIMENTAL RESULTS
In obtaining the required weights, and , the pixel at location is treated as a random variable with mean and variance . The mean serves as a measure of the local brightness and the variance as a measure of the local detail. Several forms of the weighting functions have been previously suggested [17] . The one we use in this work is given by (40) It represents a compressed range function which decreases as a function of and captures the intensity changes since, in our experiments, the blocking artifacts seem to be more visible in bright rather than in dark areas of the image. We follow [17] in obtaining and . The DC coefficient in each block is the average (to a constant) of the pixel intensity within this block. Let us consider the vertical boundary and let and denote the DC coefficient of its left and right block, respectively. Then, the estimate of the mean is given by
The mean is estimated in a similar fashion using in this case the DC coefficients of the blocks above and below this horizontal boundary, .
The variance at the vertical block boundary is estimated by (42) where and are the sums of the squared AC coefficients in the first column of the blocks to the left and to the right of the boundary , respectively ( is estimated in a similar fashion). Equations (41) and (42) are used in (40) to define the entries of the weight matrices . A similar process can be carried out to obtain and . The scaled weight maps for the Lena image corresponding to and are shown in Fig. 3(a) and (b) , respectively.
Two quantization matrices are used in the experiments presented here. They correspond to compression ratios of approxi- mately 0.50 bpp and 0.30 bpp using the JPEG compression standard ("moderate" and "high" compression ratio, respectively). Experiments were carried out on a set of de facto standard 256 graylevel images of size pixels in order to evaluate the performance of the proposed methods and compare them with other existing methods, such as, the POCS method proposed in [17] and the method proposed by Choy et al. [35] , which performs the estimation of all the DCT coefficients (in implementing this method we tried various windows sizes and chose the one which provided the best PSNR reconstruction).
Results are presented with three of the images (airplane, Lena, and peppers) representing various types and spatial activities.
In the first experiment the parameters are estimated at the decoder using Algorithms 1 and 2, with and without projecting the image coefficients on the quantization intervals after each iteration. In addition the POCS algorithms in [17] and the WLS algorithm in [35] are tested. The PSNR results are summarized in Table I . Similar results are obtained with the use of Algorithms widely as an objective metric for measuring image quality, it does not fully reflect the visual quality of an image. Since the improvement of the visual quality of the image is the objective of the work described in this paper, the quality of the presented reconstructed images should be considered in addition to the reported PSNR values. Next experiments were performed for estimating , and by Algorithms 1 and 2 at the coder with the use of the original image as observation, and then using these parameters in (20) to obtain the reconstruction. The results are shown in Table II . It can be seen that the PSNR improves slightly in this case.
The parameters obtained at the coder and the decoder were then combined. The same normalized confidence parameters and , defined in (37) and (38), were used for and . The values used in the experiments were . The normalized confidence parameter , defined in (39), belongs to the same range. The 3-D plot in Fig. 6 shows the PSNR as a function of and for the Lena highly compressed image. The center part of the compressed image and the best reconstruction, corresponding to the parameter values , and with and is displayed in Fig. 7(b) . The corresponding PSNR is 31.40 dB. Similar results are obtained using other high compressed images showing that best reconstructions in terms of PSNR are obtained using between 0.7-1.0 and . From the above experiment we observe that using only the parameters obtained at the coder (  ,  ,  and ) we obtain better PSNR than when we estimate the parameters at the decoder and use . However, neither performing the estimation strictly at the coder nor strictly at the decoder provide the best PSNR. This may be due to the different characteristics of the images at the coder and at the decoder. When the estimation is performed at the coder, the noise variance of the image is usually smaller than the one estimated at the decoder, at least for many highly compressed images. It is, therefore usually better to estimate it at the decoder in order to obtain the best reconstruction. On the other hand, the prior variance at the coder is more accurate than the one estimated at the decoder since it was obtained from the original image and should be used at the decoder. These reasons could explain why the highest PSNR is obtained when is near 1.0 and . However, most of the moderately compressed images tested show another behavior. In these cases, the better reconstruction in PSNR is obtained when both and are near 1.0. This may be due to the fact that, for moderate compression rates, the noise parameter value obtained at the coder is similar to the real one for the compressed image thus obtaining better reconstructions. Results on combining parameters obtained at the coder and the decoder are summarized in Table III . The same experiment was performed using two quantized versions of , and as , and , respectively. The obtained results, summarized in Tables IV and V, were similar to the ones obtained using the unquantized values.
VI. CONCLUSIONS
A new spatially adaptive image recovery algorithm based on the Bayesian hierarchical approach has been proposed to decode BDCT based compressed image. Using this approach we have shown how to estimate the unknown hyperparameters using well grounded estimation procedures and how to incorporate from vague to precise knowledge about the unknown parameters into the recovery process. In addition we have shown how to rigorously combine the hyperparameters estimated at the coder and transmitted to the decoder, with those estimated at the decoder. The experimental results demonstrate and compare the performance of the algorithms with other algorithms. They show a good improvement in term of the PSNR metric and the visual quality of the reconstructed images, and an improved performance over the two algorithms it was compared against. The added advantage of the proposed algorithms is that no arbitrary choice of the hyperparameters is required, since they are rigorously estimated. Although the proposed method only includes smoothness between blocks, the extension to within blocks smoothness is currently being investigated.
APPENDIX I DERIVATION OF THE EVIDENCE ANALYSIS FOR FLAT HYPERPRIORS
A. Parameter Estimation Step in Algorithm 1
We now describe in details the estimation of and for the flat hyperprior case when Algorithm 1 is used. Note that we are taking into account the row, column and four block intersection pixels to estimate the hyperparameters.
First we take into account that and for the flat hyperpriors but they do not provide a way to estimate them. However, we notice that the substitution of the old values of and on the right hand side of (A2)-(A4) to obtain the new values on the left hand side, is a gradient descent method to decrease .
B. Parameter Estimation
Step in Algorithm 2.
As described in Section IV-A, the inclusion of in the estimation process of and requires the inversion of matrices. So, as it has been mentioned in (26) 
Since these equations do not provide a way to estimate the values of the hyperparameter, Algorithm 2 is used to estimate them.
C. Reconstruction Step
Let us examine the reconstruction step. Given , and , from (19) , is calculated by differentiating (22) 
