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Abstract
Layered multicast protocol (LMP) is designed to
support simultaneous and real-time multimedia content
distribution to large number ofdisparate receivers across
the heterogeneous Internet. However, the current layered
multicast protocols (LMPs) use the techniques that do not
correctly model TCP behaviour, which results in the
protocols can't fairly compete with TCP. TCP-friendly
layered multicast protocol (TjLMP) is designed to solve
the problems with the current LMPs. It use the techniques
that closely model TCP behaviour, i.e. scalable RTT
estimation and 2-step loss event rate filtering. The
techniques enable TjLMP to compete with TCP and get
fair amount ofbandwidth share. TjLMP is evaluated using
ns2 simulation and the results are compared with the
other LMPs.
Index Terms- Congestion Control, Layered Multicast,
Transport Protocol, TCP-equation Model, Packet-pair Probe
1. INTRODUCTION
Layered Multicast Protocol (LMP) is designed for
content distribution to large number of receivers. It is
regarded as one of the solutions for transmission of
continuous multimedia data over the best-effort Internet
services. LMP allows users with different network
capacities to achieve different reception rates and
therefore users of different network bandwidth perceive
different multimedia qualities. With this feature, layered
multicast protocol can be regarded as the suitable protocol
multimedia application over the Internet, e.g. radio and
television broadcast over the Internet.
The Internet is a large and highly heterogeneous
network. It is shared by millions of hosts with different
network capacities, which run various applications. In this
kind of environment, the behaviour of the protocols
particularly their response toward congestion is critical for
the stability of the Internet. Since TCP is the most
dominant protocol in the Internet, some researchers [1, 2]
suggest that for the sake of the Internet stability and
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operability non-TCP protocols should be friendly towards
TCP flows.
This paper reports the work on TCP-friendly Layered
Multicast Protocol (TfLMP). The protocol is designed
based on the previous LMP in addition we incorporate
scaleable RTT (SRTT) [3] and 2-steps filtering [4]. The
remainder of this paper is organized as follows. The next
section gives an overview of network heterogeneity,
Section 3 gives an overview of TCP-friendliness, Section
4 describes two prominent rate estimators, Section 5 gives
a brief overview of statistical multiplexing concept,
Section 6 describes the experimental settings, Section 7
presents results and discussions, and Section 8 concludes
this paper.
2. LAYERED MULTICAST PROTOCOL
Several LMPs have been proposed in the past, among
others are RLM [5], RLC [6], FLID-DL [7], WEBRC [8],
ERA [9] and VMCC [10]. These protocols used different
techniques in regulating their sending and reception rates.
The extensive review on the techniques in these protocols
is provided in [11]. In this paper, we focus on three
important techniques, namely rate estimator, RTT
estimation and loss rate estimation. Table 1 shows the
summary of the techniques used in current LMPs.
3. TCP-FRIENDLINESS
TCP is the most dominant protocol in the Internet and it
is very responsive to congestion signal, consequently TCP
flows will be the most affected by the irresponsiveness to
congestion signal of other protocols. An effective
congestion control mechanism is required to prevent TCP
flows from being starved by other competing flows.
The concept of TCP-friendliness concept was proposed
as the good protocol behaviour in the Internet. It is mean
protect TCP protocol from being starved by other network
traffics. TCP-friendly rate control has been recognised as
an effective mechanism for some non TCP-based
applications to control its data flow behaviour [1]. TCP
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friendliness is defined as the long-term throughput of non-
TCP competing data flows must not exceed the long-term
throughput of competing TCP data flows. That is, being
TCP friendly, a protocol can fairly share network
resources with TCP.
Table 1. Techniques In Current LMPs
Protocol Rate Estimator RTT Estimation Loss Rate
Estimation
RLM No No No
RLC Periodic Burst No No
PLM Packet Pair Fixed RTT value No
FLID-DL TCP equation Fixed RTT value Packet loss
model rate
WEBRC TCPequation The duration of time from Loss event
model join request until the rate
arrival of the first packet.
ERA TCP equation Fixed RTT value Packet loss
model, Packet Pair rate
VMCC TCPequation Fixed rate and average Loss event
model queuing delay rate
4. RATE ESTIMATOR
LMPs perform congestion control by regulating their
reception rates based on estimated target reception rate.
Typically, receivers of a layered multicast session adjust
their reception rate at the level that the receiving
throughput must not exceed the target reception rate. Two
prominent rate estimators, namely TCP-equation Model
and Packet-pair Probe, are currently used in LMPs. TCP-
equation Model is used in Fair Layer Increase Decrease
with Dynamic Layering (FLID-DL) [7], Wave and
Equation Based Rate Control (WEBRC) [8], Adaptive
Vegas Multicast Rate Control (VMCC) [10], Explicit Rate
Adjustment (ERA) [9], and TCP-Friendly Layered
Multicast Protocol (TtLMP) [12], while Packet-pair
Probe is used in Packet-pair receive-driven Layered
Multicast (PLM) [13] and ERA.
5. TCP-FRIENDLY LAYERED MULTICAST
PROTOCOL
TtLMP is the enhancement of our LMP [12]. It
architectural design is based on the previous LMPs, which
have been proven to support real-time video
communications. This protocol maintains the
functionalities of the current LMPs in its design, and
besides that make some improvements that are necessary
for better support of real-time video delivery to large
amounts of receivers over the Internet, in which we
incorporate with SRTT [3] and 2-steps filtering [4]. The
basic configurations of the protocol are explained in the
next sub-sections.
A. Best Effort
TtLMP is designed to run on a network that provides
only a 'best effort' service such as the Internet. Best-Effort
Service does not guarantee QoS, which means it does not
guarantee that packets will reach their destination within a
particular time period nor does it guarantee that the
packets will reach the destination at all. So, the real-time
multimedia applications supported by TfLMP will be
limited to Best-Effort service only.
B. Multicast Support
TfLMP runs on a multicast-capable network, which
assumes multicast support at the network layer. This
network can handle inter-network IP multicast datagram
forwarding, which is the main mechanism for scalable
layered multicast. We also assume that IGMP version 3,
which enables instant multicast layer drops, is
implemented on the network.
C. Layered Coding
TfLMP is designed using the receiver-based layered
multicast approach. The approach provides scalability for
video delivery to a very large heterogeneous group of
receivers. The approach used in TfLMP is compatible
with the Layer Coding Transport defined in RFC-3451
[14].
TtLMP employs a cumulative layering scheme that
encodes video signal into a few non-redundant layers
using layered video coding. A cumulative layering
technique encodes video data into a base layer and
enhancement layers. Subscription to layers is in a
cumulative manner.
D. Sender Functionality
The sender is responsible to encode the data into
multiple layers using layered encoding compression
techniques. It sends the data for each layer to separate
multicast groups, where each data stream layer has its own
multicast group. For TtLMP the rate for each layer is
static.
The sender is responsible to coordinate receiver
subscriptions and RTT estimation. Every certain interval,
e.g. 1 second, the sender will send an announcement
packet for receivers to estimate a new RTT sample.
Similarly, every certain interval, e.g. 1 second, the sender
will send an announcement packet for receivers to
estimate a new RTT sample to adjust their layer
subscription level.
E. Receiver Functionality
Receivers are responsible to perform layer decoding
and rate adaptation. Layer decoding depends on the
techniques used at the sender to encode video signals; it
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where Rrcp is the throughput of TCP connection, s is the
segment size (in bytes), RTT represents the round trip
time, RTO is the retransmission timeout, and I denotes the
loss rate (between 0.0 and 1.0). Among the parameters
RTT and loss rate are the most important in modelling
TCP behaviour.
has to be done before video playback. As for rate
adaptation, TtLMP uses rate-based congestion controls
that will be explained next.
F. Rate-based Congestion Control
TfLMP employs a rate-based congestion control
scheme at the receiver. In TfLMP, the sender sends data to
the nearest router. The receiver regulates the traffic by
adjusting the reception rate according to the estimated
target rate. The target rate is calculated using the TCP
Reno equation model, which relies on explicit information
from the network such as packet delays and loss event
rate.
The TCP Reno equation model proposed in [15] by
Padhye et aI., please refer to equation 1 for the outline of
the model. The protocol used in this work employs the
TCP-equation Model to estimate TCP-compatible rates,
and adjust the sending or reception rate correspond to the
estimated target rate.
G. Scalable RTTEstimation
The techniques achieve scalability by exploiting
network multicast features. A shown in Figure 1, the
sender sent RTT estimation announcement packet (green
arrow) to all receivers only once, and then the routers will
replicate the packet to all receivers. When the receivers
receive the packet, they join the RTT layer by sending the
IGMP join request (blue arrow) to Router 2. The join
request from Receiver A is the first request received by
Router 2. Upon receiving the join request from Receiver
A, Router 2 immediately sends join request to Router 1.
When Router 2 receives join request from Receiver Band
Receiver C, it will not send another join request to Router
1 as the request already sent. This prevents the join
requests imploding the upper routers and the sender. Upon
receiving join request from Router 2, Router 1 will
forward the RTT layer packet (black arrow) to Router 2.
Upon receiving RTT layer data packets from Router 1,
Router 2 replicates the packets and forwards the packet
the all subscribing nodes.
H. Two-step Loss Interval Filtering
Two-step loss interval filtering has been proposed to
reduce the oscillation of estimated loss event rate that is
caused by variation of per-flow packet drop interval at the
bottleneck link [4]. The technique consists of three filtering
steps that test the formation loss interval trend. Any new
observed loss interval that is within this trend will be used
for calculation of new loss event rate. However, loss
intervals that are outside of the trend will be further test for
bandwidth change. These loss intervals will be accepted
for calculation of new loss event rate if further test confirm
that the trend violation is due to bandwidth change,
otherwise it will be discarded.
The three filtering steps involved in Two-step filtering
technique are preliminary test, step 1 and step 2. The
preliminary test is to examine the newly observed loss
interval and assign its status, the first filtering step is to test
whether the change in the observed loss interval is a
formation of a new loss interval trend, and the third step is
to confirm the formation of the new loss interval trend.
The two-step filtering technique requires two additional
loss interval history windows on top of the recommended
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Table 3. Simulation Parameters
the network is R1-R2• The bottleneck bandwidth is shared
by a LMP and TCP connections. This topology is chosen
because it is simple, but represents the environment where
the network condition and the behaviour of competing










We used multicast-capable routing protocols at all
routers, and the RED queuing policy with a buffer size of
double the bandwidth delay product for all routers. CBR
was used as the LMP data source, and we set the packet
size of all flows to 1000 bytes. For the TCP flows, we
used New TCP Reno, and to avoid the influence of the
maximum window, we set the max-window to 4000
packets.
We started the multicast source at time zero and its
sinks at 3 seconds later. In order to avoid
synchronisations, all TCP sessions started at between 3
and 4 seconds using RNG seeds. Each scenario was run
20 times for a period of 200 seconds. Our analysis is
The basic setting and parameters used in this
experiment are summarized in Table 3. The amount of
traffic competing for network bandwidth affects the
performance of competing flows. Therefore, in this
experiment we varied the number of competing flows to
represent multiple competing traffic environments. We
also performed the experiment using multiple propagation
delays. This is to evaluate the performance of the network
protocol under different RTT, i.e. short and long RTT. A
layer multiplicative factor of 1.3 is used for all LMPs.
Simulation Parameter Scenario 1 Scenario 3
Number of competing flows 2 5
TRLMP session 1 1
Tep session 1 4
Bottleneck bandwidth 1.0 Mbps 2.5 Mbps
( 2 x 500 Kbps) (5 x 500 Kbps)
Propagation delay of the 40, 80, and 160 40, 80, and 160 ms
bottleneck link ms
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6. SIMULATION EXPERIMENT
Table 2. TCP-Friendliness Characterization
loss history windows - so the new size of loss history
windows is k=8+2=10.
In order to evaluate TfLMP we conducted a
comparative performance evaluation with the current
LMPs. The LMP protocols selected for this experiment
were ERA, PLM and FLID-DL. The main criteria for this
selection are the category of the protocols that is all
protocols must be in the same category with TfLMP, and
the availability of the protocols' code for public use. So
that, some protocols that are the same types as TfLMP
cannot be used in this experiment due to the unavailability
of their codes.
This experiment evaluates TfLMP by comparing its
TCP-friendliness with other LMPs. TCP-friendliness is
one of the important non-TCP protocol characteristics that
determines whether the protocol consumes a fair amount
of bandwidth or not when coexisting with TCP flows. The
friendliness ratio (Fr) is obtained by dividing the average
throughput of TCP-Friendly connections with the average




where TF is the average throughput of TCP-Friendly
connections, and Trep is the average throughput of TCP
connections.
TCP-friendliness characterization proposed in [16] is
used to characterize the TCP-friendliness of the protocols.
The TCP-friendliness characterization scheme is depicted
in Table 2.
The experiment is conducted with a dumbbell network
topology but with variation in the link delays, so that we
use the same network topology but with multiple link
delays. A dumbbell network topology as depicted in
Figure 2 is used in the experiment. The bottleneck link of
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based on the trace data produced by the simulations. All
figures regarding TCP-friendliness and throughput were
extracted from the trace data between 50 seconds and 200
seconds. We expected that during the period all flows
would settle into their steady states. The results were
averaged for all of the simulation runs.
7. RESULT AND DISCUSSION
Table 4 and Figure 3 shows the TCP-friendliness ratio
for all TRLMPs in a low amount of traffic environment
i.e. n=2. TfLMP achieved satisfactory TCP-friendliness i~
favour of TCP, where the TCP-friendliness ratios were
between 0.69 and 0.72, while ERA achieved
unsatisfactory TCP-friendliness in favour of TCP, where
the TCP-friendliness ratios were between 0.44 and 0.61.
TfLMP achieved a higher TCP-friendliness ratio than
ERA under all network conditions. ERA achieved a lower
TCP-friendliness due to the DaRTT estimation.
Therefore, ERA was severely suppressed by TCP when
competing with TCP.
On the other hand, PLM achieved poor TCP-
friendliness in favour of PLM. Under all network
conditions, PLM achieved a TCP-friendliness ratio more
than 2.33. This was due to the packet pair probe
mechanism used in PLM. Packet pair probes are not
friendly toward TCP and tend to use more bandwidth than
TCP [17].
FLID-DL shows varied TCP-friendliness when
competing under different link delays. When competing
with TCP under a 44ms link delay, FLID-DL achieved
excellent TCP-friendliness. However, the TCP-
friendliness turns to unsatisfactory when it competed
under an 84ms propagation delay. TCP-friendliness
further degraded when it competed under a 164 ms
propagation delay. This is due to the FRTT used in FLID-
DL. FLID-DL uses an FRTT of 100 ms, therefore when it
competes under short link delays it can compete fairly
with TCP. However, when it competes with TCP under
long link delays it becomes more aggressive than TCP and
consumes more bandwidth than TCP.
Table 4. TCP-Friendliness Ratio (n=2) Table 5. TCP-Friendliness Ratio (n=5)
Protocol 44ms 84ms 164ms
TtLMP 0.6986 0.7124 0.7206
ERA 0.4441 0.5552 0.6037
PLM 2.4223 2.7853 3.0619
FLID-DL 0.9679 1.8172 3.3556
Protocol 44ms 84ms 164ms
TFLMP 0.8423 0.8544 0.8605
ERA 0.4861 0.5227 0.4975
PLM 4.9692 6.0001 8.3505
FLID-DL 0.9468 1.9193 3.2101
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Figure 3. TCP-Friendliness ratio (n=2)
As shown in Figure 3 both TfLMP and ERA TCP-
friendliness lines are below 1.0. This indicates TfLMP and
ERA consumed less bandwidth than TCP. In an
environment where small amounts of flow compete for
bandwidth resources, TCP behaviour tends to be
aggressive and volatile. This affected the performance of
TfLMP and ERA. Consequently, they were suppressed
and under-performed by TCP, and could not compete
fairly with TCP
Figure 4. TCP-Friendliness ratio (n=5)
Table 5 and Figure 4 show the TCP-friendliness ratio
for all LMPs when competing with four TCP flows, i.e.
n=5. TfLMP shows an increase in TCP-friendliness
compared to the environment where it competed with one
TCP flow. In this environment it achieved a TCP-
friendliness ratio between 0.84 and 0.86, which is
satisfactory in favour of TCP. However, ERA did not
show a similar increase in TCP-friendliness. It maintained
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a similar TCP-friendliness instead. PLM showed a
significant increase in its TCP-friendliness ratio, which
indicates that it consumes more bandwidth than the
environment where it competes with one TCP flow. In this
environment PLM achieved a TCP-friendliness ratio
between 4.9 and 8.4. FLID-DL also did not show any
improvement in its TCP-friendliness ratio compared to the
environment where n=2. It maintained satisfactory TCP
friendliness when competing under a low latency scenario,
and increased bandwidth consumption when competing in
increased latency scenarios.
TfLMP achieved an improved TCP friendliness because
when many TCPs compete with each other for the same
network resources they will naturalise each other. This
makes them aggregately become less aggressive than a
single TCP flow. This enables TfLMP to compete fairly
with TCP. However, ERA did not show any improvement
when the number of flows increased. This could be
attributed to two reasons. The first is that it uses a double-
one way RTT estimation technique, which results in a
longer RTT than the actual RTT estimated by TCP.
Second, it used a PLR that does not represent the actual
behaviour of TCP. Consequently, it cannot benefit from
the increased amount of TCP flows.
PLM shows an aggregate increase in bandwidth
consumption due to less aggressive TCP flows. This
enables PLM to become more aggressive when competing
with less aggressive TCP flows. This results in PLM
consuming more bandwidth and further suppressing TCP
flows. As for FLID-DL, due to its FRTT it maintains the
same performance as when competing with one TCP flow.
8. CONCLUSIONS
The result from the experiments show TfLMP
outperforms ERA, PLM and FLID-DL in TCP-
friendliness evaluation. In all network environments, i.e. a
network delay of 44 ms, 84 ms and 164 ms, TfLMP
achieved a better TCP-friendliness ratio.
TfLMP achieved satisfactory TCP-friendliness due to
its congestion control mechanism, i.e. Scalable RTT
Estimation, which closely models the behaviour of TCP
congestion control. Although FLID-DL and ERA also
employed the same TCP-equation model, they were not as
close as TfLMP in imitating the behaviour of TCP
congestion control. FLID-DL employs FRTT, while ERA
employs DORTT. Both techniques do not represent the
actual way of how TCP estimates RTT; this results in the
respective protocols deviating from the actual TCP
behaviour. A protocol with FRTT tends to be more
aggressive than TCP when competing with TCP in a long
latency network environment, while a protocol with
DORTT tends to estimate a longer RTT than TCP and
therefore results in being suppressed by TCP. PLM
aggressively suppresses TCP with its packet pair probe
congestion control. Packet pair probe mechanisms do not
represent TCP behaviour and are not friendly towards
TCP.
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