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In this work, we show that the quantum coherence among non-degenerate energy subspaces
(CANES for short) is essential for the energy flow in any quantum system. CANES satisfies al-
most all of the requirements as a coherence measure, except that the coherence within degenerate
subspaces is explicitly eliminated. We show that the energy of a system becomes frozen if and
only if the corresponding CANES vanishes, which is true regardless the form of interaction with
the environment. However, CANES can remain zero even if the entanglement changes over time.
Furthermore, we show how the power of energy flow is bounded by the value of CANES. An explicit
relation connecting the variation of energy and CANES is also presented. These results allow us to
bound the generation of system-environment correlation through the local measurement of system’s
energy flow.
PACS numbers: 03.65.Ud, 03.67.-a
I. INTRODUCTION
The transfer of energy from one system to another is
one of the most fundamental processes in nature. From
the modern point of view, the flow of energy is al-
ways associated with the flow of information, or varia-
tion of correlations, between the physical systems, which
has become an active research area in the context of
quantum thermodynamics [1–11]. In particular, recent
works on quantum battery [12–15] and quantum heat en-
gine [16, 17] suggest that quantum coherence can provide
advantages over many tasks.
On the other hand, a quantum mechanical under-
standing of energy flow is crucial for quantum biology.
In particular, for photosynthetic light-harvesting com-
plexes [18, 19], it has been speculated that quantum co-
herence may play an important role in boosting the effi-
ciency of energy transfer in this biological system [20, 21],
even though the photosynthetic complexes are working in
a “hot-and-wet” environment [22–24].
As one of the key features in quantum theory, quan-
tum coherence is indispensable for many physical phe-
nomena and applications, such as interference of light,
laser [25], and superconductivity [26]. Similar to quan-
tum entanglement [27] and other quantum correlations
such as discord [28–30], quantum coherence can be re-
garded as a kind of physical resource [31, 32, 34–40] for
quantum computation and quantum information process-
ing [41], and also in thermodynamic processes [42, 43].
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Recent work of quantifying coherence [32] in the context
of quantum information science gives an informational
perspective for coherence. Moreover, the coherence is
found to be connected to the quantum correlations [34–
37, 44, 45].
In this work, we uncover the role of quantum coher-
ence in energy flow between two quantum systems, from
the quantum information perspective. The key physical
quantity is called coherence among non-degenerate en-
ergy subspaces (or “CANES” for short), which measures
the quantum coherence among different eigen-subspaces
of a given Hamiltonian. Specifically, we show that
CANES imposes an upper bound for the power of the
energy flow (i.e., the change rate of energy). Further-
more, we prove that the vanishing of CANES is both
 
FIG. 1. The role played by CANES in energy flow. (a) The
local average energy of system A keeps a constant for any
interaction iff the corresponding CANES gets zero. (b) When
there is some energy flow from system A, the CANES limits
the power of energy flow. The system A and its environment
B may be entangled due to the degenerated energy levels of
system A for both cases.
2sufficient and necessary for freezing the energy flow of
open quantum systems. In addition, we also estab-
lish a CANES production-energy flow relation for non-
equilibrium systems, which limits the energy variation in
terms of CANES. An example is given for the purpose of
illustration.
II. CANES
Let us consider a physical system with Hamilto-
nian H =
∑
i hiPi, where hi is the i-th eigenvalue which
generally associates to a degenerate subspace spanned by
span {|ei1〉 , |ei2〉 , |ei3〉 ...}, Pi ≡
∑
k |eik〉 〈eik| whose rank
is equal to the degeneracy of the eigenvalue hi. For any
state ρ, the CANES is defined as follows:
Ce(ρ) ≡ S(Λρ)− S(ρ) , (1)
where S(ρ) ≡ − tr(ρ ln ρ) is the von Neumann entropy,
Λ =
∑
i Pi(·)Pi is a superoperator. The CANES reduces
to the original relative-entropy coherence [32] only if the
Hamiltonian H is non-degenerate. It should be pointed
out that the CANES is actually within the definition of
the relative entropy of superposition appeared in [33]:
the CANES is respect to specific spaces, i.e., the energy
subspaces, while the relative entropy of superposition can
be with respect to any spaces.
Furthermore, the CANES vanishes if and only if the
coherence among different eigen-subspaces vanishes, i.e.,
Ce(ρ) = 0 ⇔ ρ =
∑
i
PiρPi . (2)
In addition, since ρ =
∑
i PiρPi ⇔ [ρ,H ] = 0, see Ap-
pendix A, we can also conclude that the state ρ becomes
stationary, i.e., ρ˙ = i [ρ,H] = 0 (setting ~ = 1), which
also implies that
Ce(ρ) = 0 ⇔ [ρ,H ] = 0 . (3)
The concept of CANES can be extended to bipar-
tite systems A and B. Denote the local Hamiltoni-
ans by HX =
∑
i h
X
i P
X
i (X = A,B), where P
X
i ≡∑
k
∣∣eXik〉 〈eXik∣∣ is the projector onto the eigen-subspace
corresponding to the eigenvalue hXi . For a given bi-
partite state ρAB, we define the left and right CANES
as, C→e (ρAB) ≡ S((ΛA ⊗ I)ρAB) − S(ρAB), C←e (ρAB) ≡
S(I ⊗ ΛB)ρAB) − S(ρAB), where ΛX ≡
∑
i P
X
i (·)PXi .
Furthermore, we will also need to define the bilateral
CANES, C↔e (ρAB) ≡ S((ΛA ⊗ ΛB)ρAB)− S(ρAB).
III. FREEZING THEOREM FOR LOCAL
ENERGY
To show that CANES is closely related to the energy
flow between two quantum sub-systems A and B, sub-
jecting to the global Hamiltonian, H = HA +HB +HI
with time-independent HX , let us consider the Liouville-
von Neumann equation of motion, i d
dt
ρAB = [H, ρAB].
The local energies EX ≡ tr (ρABHX) satisfy the follow-
ing equation of motion,
i
d
dt
EX = tr ([H, ρAB]HX) = tr (HI [ρAB, HX ]) . (4)
A generalization of Eq. (3), e.g.,
C→e (ρAB) = 0 ⇔ [ρAB, HA] = 0 , (5)
implies that the rate of local energy d
dt
EX = 0 for all HI ,
if and only if C→e (ρAB) = 0 (for X = A) or C←e (ρAB) =
0 (for X = B). These results are summarized by the
following theorem:
Theorem 1 (Freezing of local energy). For a period
of time t ∈ [0, τ ], the local energy is a constant for any
interaction HI if and only if the corresponding CANES
remains zero, i.e.,
C→e (ρAB) = 0 ⇔ EA = constant ∀HI , (6)
C←e (ρAB) = 0 ⇔ EB = constant ∀HI , (7)
C↔e (ρAB) = 0 ⇔ EA & EB = constant ∀HI . (8)
The relations in Theorem 1 indicate the sufficiency and
necessity of the CANES in energy flow. In particular, if
there is energy flow between the system and its environ-
ment, the associated CANES must be non-zero.
In fact, there are two more consequences when the bi-
partite CANES vanishes. (i) The corresponding local
CANES is zero, i.e.,
C→e (ρAB) = 0 ⇒ Ce (ρA) = 0 , (9)
where ρA ≡ trB(ρAB). It is because, for any local opera-
tor OA⊗ I, the following relation holds, [ρAB, OA ⊗ I] =
0 ⇒ [ρA, OA] = 0 (the opposite may not be true).
Therefore, we have [ρA, HA] = 0 from Eq. (5), which
implies the advertised result in Eq. (9) from Eq. (3).
Furthermore, since C↔e (ρAB) = 0 ⇔ C←e (ρAB) =
0 & C→e (ρAB) = 0 (see Appendix A), we can also con-
clude that
C↔e (ρAB) = 0 ⇒ Ce (ρA) = 0 & Ce(ρB) = 0 . (10)
TABLE I. Implications to local CANES and quantum corre-
lations, when local energies are frozen and the corresponding
local Hamiltonians are non-degenerate (ND).
C→e (ρAB) = 0 C
←
e (ρAB) = 0 C
↔
e (ρAB) = 0
Local CANES Ce(ρA) = 0 Ce(ρB) = 0
Ce(ρA) = 0
Ce(ρB) = 0
HA ND I-Q state
a
HB ND Q-I state
b
HA&HB ND I-Q state Q-I state I-I state
c
a Incoherent-quantum state, see main text.
b Similar to I-Q state, with A and B swapped.
c Incoherent-Incoherent state, see main text.
3(ii) When HA is non-degenerate, C→e (ρAB) = 0 implies
(see Appendix A) that the state can be written as an
incoherent-quantum state [46, 47], i.e.,
C→e (ρAB) = 0 ⇒ ρAB =
∑
i
pi
∣∣eAi 〉 〈eAi ∣∣⊗ ρBi , (11)
where |eAi 〉s are the eigenbasis ofHA. Furthermore, when
HA and HB are both non-degenerate, C↔e (ρAB) = 0 im-
plies the state can be written as an incoherent-incoherent
state [46, 47], i.e., ρAB =
∑
ij pij |eAi 〉〈eAi | ⊗ |eBj 〉〈eBj |.
In this case, since continuous unitary evolution does not
change the eigenvalues pij of ρAB, the state becomes in-
variant over time. Hence freezing a system’s energy im-
poses restrictions not only on the system’s coherence, but
also on the way that the system correlates with its envi-
ronment (see Table I).
It should be noted that, in order to keep CANES van-
ishing for t ∈ [0, τ ], strong restrictions on HI in Theorem
1 need to be imposed, although there are no such restric-
tions on HI for the rate of energy flow
d
dt
EX = 0 in Eq.
(4). For example, keeping C→e (ρAB) = 0 implies that ρAB
keeps block diagonal under the product of local energy
basis (the block scale is dependent on the degeneracy of
HA). And a sufficient condition for that is that HI has
the same shape (block diagonal form) as ρAB. Further-
more, when both HA and HB are non-degenerate, keep-
ing C↔e (ρAB) = 0 implies that ρAB keeps diagonal under
the product of local energy basis, for which a sufficient
condition is that HI also has the diagonal form.
For bipartite systems, there is a related quantum corre-
lation called discord [28–30], which can also be classified
as left, right, and bilateral. For example, the left discord
is defined as D→(ρAB) ≡ minΠA{I(ρAB) − I(ΠAρAB)},
where I(ρAB) ≡ S(ρAB)+S(ρB)−S(ρAB) is the quantum
mutual information associated with the von Neumann
entropy. Here ΠA is a set of rank-one POVM projec-
tors on system A. Recently, the role of discord in energy
transport has been investigated [5]. It was found that
whenever the bilateral discord is zero, the joint system
becomes effectively non-interacting. Here we found that
whenever the local energies are frozen, the correspond-
ing discord may or may not be zero. This observation
is justified explicitly through an example shown in Ap-
pendix B, where we showed that both entanglement and
discord can be non-zero, even if the local energies are
frozen. Overall, instead of discord, our results show that
CANES plays a necessary and sufficient role in freezing
the local energies of quantum systems.
Moreover, we found that discord does play a role in
freezing local energy when the corresponding local system
is in a thermal state, i.e., for system A, ρthA ∝ e−βAHA ,
where βA is the inverse temperature. Note that system
B is not necessarily in a thermal state. First of all, we
found that zero left discord D→(ρAB|ρthA ) (conditioned
on A being thermal) implies local energy freezing, i.e.,
D→(ρAB|ρthA ) = 0 ⇒ EA = const. ∀HI . It is because
D→(ρAB|ρthA ) = 0⇒ [ρAB, ρthA ] = 0 (see Ref. [30]), which
further implies that [ρAB, HA] = 0 when system A is a
thermal state. The advertised result follows from Eq. (5)
and (6). Similar results can be obtained by requiring sys-
tem B to be thermal. These are summarized as follows.
D→(ρAB|ρthA ) = 0⇒ EA = const. ∀HI ,
D←(ρAB|ρthB ) = 0⇒ EB = const. ∀HI ,
D↔(ρAB|ρthA , ρthB ) = 0⇒ EA&EB = const. ∀HI .
IV. BOUNDING THE POWER OF ENERGY
FLOW
Taking a step further, we shall show that the CANES
also bounds the “power” PA ≡ |dEAdt | of energy flow be-
tween the system A and its environment B. From Eq. (4),
we have explicitly PA =
∣∣tr{[HI , HA](ρAB − ρAinAB)}∣∣ due
to thatHA and ρ
Ain
AB commute, where ρ
Ain
AB ≡ (ΛA⊗I)ρAB.
By applying the Ho¨lder’s inequality, we obtain an up-
per bound (see Appendix C for a complete derivation),
PA 6 κH
∣∣∣∣ρAB − ρAinAB ∣∣∣∣1, where κH ≡ ||[HI , HA]||∞ is
a state-independent constant that can be regarded as
the coupling strength for energy flow, and the coherence-
related part
∣∣∣∣ρAB − ρAinAB ∣∣∣∣1 can be bounded by the quan-
tum Pinsker’s inequality, which gives rise to
PA 6 κH
√
2C→e (ρAB) . (12)
Note that C→e (ρAB) = 0 implies PA = 0, which is con-
sistent with Theorem 1. In this sense, CANES may be
regarded as a resource limiting the power of energy flow.
V. CANES PRODUCTION IN ENERGY FLOW
As CANES is indispensable for energy flow, we next
investigate how much CANES is produced at each mo-
ment of time. For this purpose, we introduce the concept
of effective temperature for any non-equilibrium state as
follows. Given any quantum state ρ and Hamiltonian H ,
the thermal state is given by ρth = e−β
thH/Zth, where
Zth = tr(e−β
thH) is the partition function. The effec-
tive temperature, 1/βth, of ρ is defined by the condi-
tion where ρ and ρth have the same average energy, i.e.,
tr(ρH) = tr(ρthH).
Our goal is to investigate how much CANES is pro-
duced, i.e., the variation of CANES, ∆C↔e , when the
effective temperatures of two systems A and B are dif-
ferent, i.e., βthA 6= βthB . Within an infinitesimal change of
time, ∆t, the whole system evolves from the state ρAB to
ρ′AB = ρAB +∆ρAB. For the case where the interaction
energy 〈HI〉 remains a constant in ∆t [48], the sum of the
local energies are conserved, i.e., ∆E = ∆EB = −∆EA,
which can be expressed (see Appendix D) as,
∆E =
f1
βthB − βthA
∆t+
f2
βthB − βthA
∆t2 + ... , (13)
where f1 ≡ i tr{H [ρAB, ln(ρthA ⊗ ρthB )]} and f2 ≡
− tr{[H, ρAB][H, ln(ρthA ⊗ ρthB )]}/2. On the other hand,
4the short-time expansion of the CANES can be expressed
as
∆C↔e = g1∆t+ (g2 − gr2)∆t2 + ... , (14)
where g1 ≡ i tr{H [ρAB, ln(ΛA ⊗ ΛB)ρAB]}, g2 ≡
− tr{[H, ρAB][H, ln(ΛA ⊗ ΛB)ρAB]}/2, and gr2 ≡
− tr{((ΛA ⊗ ΛB)[H, ρAB ])2((ΛA ⊗ ΛB)ρAB)−1}/2.
From Eq. (13) and (14), we can get the variation rela-
tion between CANES production and energy flow:
(βthB − βthA )∆E = η∆C↔e , (15)
where η = fi/(gj−grj ) with fi, gj, grj the minimal nonzero
orders in the expansions (13) and (14), which connects
the energy flowed to the variations of CANES. We per-
form the first and second order analysis for Eq. (15) as
follows.
(i) First-order analysis. Suppose the CANES and local
energy (as functions of t) are not at stationary points
simultaneously, i.e., f1 6= 0 or g1 6= 0, we have
η = f1/g1 , (16)
and ∆E = dE/dt∆t,∆C↔e = dC↔e /dt∆t in Eq. (15).
Specially, when the systems A and B are all in thermal
equilibrium states, the entropy change ∆SX = β
th
X∆EX .
Thus the mutual information change ∆IAB = ∆SA +
∆SB − ∆SAB = (βthB − βthA )∆E, where we have used
energy conservation ∆E = ∆EB = −∆EA, and ∆SAB =
0, by applying the identity S
(
UρU †
)
= S (ρ). Together
with (16) one gets
(βthB − βthA )∆E =
f1
g1
∆C↔e = ∆IAB . (17)
It shows that for two thermal equilibrium systems with
f1 6= 0 or g1 6= 0, the mutual information variation is just
the energy flowed at any moment. In this process, the
contribution of CANES is ∆C↔/∆IAB = g1/f1.
(ii) Second-order analysis. When both the CANES and
local energy are at stationary points, i.e., f1 = g1 = 0,
we have to consider the second order expansion. Typi-
cally, when the whole system in a zero CANES state, i.e.,
C↔e (ρAB) = 0, with [H, ρAB] 6= 0 and the local Hamil-
tonian HA and HB being non-degenerate, we have (see
Appendix E)
η = f2/g2 , (18)
and ∆E = d2E/dt2∆t2,∆C↔e = d2C↔e /dt2∆t2 in Eq.
(15).
An important case of (18) is that the whole system
is in a product of two thermal equilibrium states, i.e.,
ρAB = ρ
th
A ⊗ ρthB . In this case, it is easy to check f2 = g2
in Eq. (13) and (14), then η = 1 from (18). Thus near
a product of two thermal equilibrium states, both the
variation of CANES and the variation of energy can be
described by a kind of logarithmic skew information [49]
(see Appendix E and F),
(βthB − βthA )∆E = ∆C↔e = Is(H, ρthA ⊗ ρthB )∆t2 . (19)
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FIG. 2. Energy flow vs. CANES relation (color online). The
subfigures (a) and (b) exhibit the power of energy flow (orange
line) and its upper bound (12) (blue dashed line) for the JC
model between the atom and photon. The CANES limits
the power of energy flow between the atom and photon. The
subfigure (c) exhibits the inverse effective temperatures for
the atom (blue line) and the light field (red line) respectively.
The subfigure (d) exhibits the energy variation vs. CANES
variation relations (19) and (16). At the very beginning of
the evolution, through the second order analysis, the CANES
variation is just the energy flowed, i.e., η = f2/g2 = 1. For a
later time, η is determined by the first orders, i.e., η = f1/g1.
In this examples, we set ∆ = ω/2 (resonance case), g = ω,
ω = 1, βA = 0.1 and βB = 0.05. These settings ensure that
the total energy of the atom and light field is conserved.
The above relation shows that the variation of CANES is
just the energy flowed, which emphasizes the significance
of CANES in the very initial energy flow between two
uncorrelated equilibrium states.
VI. EXAMPLE
A detailed example exhibiting the role played by
CANES in energy flow is the Jaynes-Cummings (JC)
model [50] between a two-level atom and a single mode
of photons. In the context of quantum thermodynamics,
this model has been applied to quantum heat engine as
well as light-harvesting complexes [51]. The Hamiltonian
of the JC model is given by HJC = HA + HB + HI .
where HA = −∆σz and HB = ωa†a are the local
Hamiltonians for the atom and light field respectively,
HI = g(σa
† + σ†a) is the coupling between them, where
σ ≡ |g〉〈e|. Initially, the system is assumed to be in a
product of two thermal states with different tempera-
tures,
ρAB = e
−βAHA/ZA ⊗ e−βBHB/ZB , (20)
where ZX = tr(e
−βXHX ) is the partition function.
5Fig. 2 shows the CANES as an upper bound for the
power of energy flow, Eq. (12), and the CANES pro-
duction versus energy variation, Eq. (16) and (19), in
the energy exchange between the two level-atom and the
light field.
VII. CONCLUSIONS
We have introduced CANES to quantify the coher-
ence among different energy eigen-subspaces of quantum
states, and have presented its role played in energy flow.
We proved that the local energy of any bipartite systems
must be frozen if and only if the corresponding CANES
vanishes. We have also demonstrated that the power of
energy flow can be bounded by CANES. Furthermore,
we have investigated the relations between the CANES
production and energy flow. Our results show that the
quantumness, in terms of the CANES, is an indispensable
resource for energy flow.
Finally, we point out that for other physical quantities
besides energy, e.g., 〈O〉, which can be associated with
physical observable O, our approach is also suitable and
similar results also hold. Coherence amnong O’s eigen-
subspaces is necessary in 〈O〉’s flow, and the flow power
is bounded by the coherence. This means that CANES
like coherence with respect to a physical observable is an
indispensable resource in the flow of the physical quantity
associate with that observable.
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Appendix A: Properties of the CANES
Under the definition of CANES, the set of incoherent
states with respect to a Hamiltonian H is given by
Ie = {ρ|ρ = Λρ},
where Λ(·) =∑i Pi(·)Pi with Pi being the projector onto
the eigen-subspace of H corresponding to the eigenvalue
hi. The incoherent operation K satisfies
K(ρ) ∈ Ie, ∀ρ ∈ Ie.
With the above assumptions, following the the same
steps as the ones given in [Phys. Rev. Lett. 113,
140401 (2014)], it is easy to show that the CANES
(with relative entropy measure, i.e., the Eq. (1) in
the main text) is a faithful measure of coherence, since
(i) Ce(ρ) = 0 iff ρ ∈ Ie; (ii) Ce(ρ) is convex, i.e.,∑
i piCe(ρi) ≥ Ce(
∑
i piρi), for
∑
i pi = 1 & pi ≥ 0;
(iii) Ce(ρ) is non-increasing under incoherent operations,
i.e., Ce(ρ) ≥ Ce(Kρ). Moreover, since CANES is within
the definition of the relative entropy of superposition
in [arXiv:quant-ph/0612146, (2006)], it also obeys the
properties of relative entropy of superposition listed in
[arXiv:quant-ph/0612146, (2006)].
Furthermore, we have the following properties for
CANES.
1. The CANES is actually the “external” coherence:
Ce(ρ) = C(ρ)− C(ρin), (A1)
where C(ρ) = S(Πρ) − S(ρ) is the relative entropy
coherence of state ρ with respect to a set of basis,
Π(·) = ∑iΠi(·)Πi with the reference basis, {Πi}, be-
ing a specific set of eigenbasis of H , the projected state
ρin ≡ Λρ = ∑i PiρPi with Pi being the projection onto
the eigen-subspace of H corresponding to the eigenvalue
hi. C(ρ
in) only contains “internal” coherence, i.e., the co-
herence among different eigenbasis with the same eigen-
value of H .
Proof: Since {Πi} is a set of rank one projectors
onto the eigenbasis of H , we have C(ρ) − C(ρin) =
S(
∑
iΠiρΠi)−S(ρ)−[S(
∑
iΠiρ
inΠi)−S(ρin)] = S(ρin)−
S(ρ) = S(Λρ) − S(ρ) = Ce(ρ), where we have used∑
iΠiρ
inΠi =
∑
iΠiρΠi.
Similar results like (A1) also hold for the bipartite
CANES:
C→e (ρAB) = C→(ρAB)− C→(ρAinAB ), (A2)
C←e (ρAB) = C←(ρAB)− C←(ρBinAB ), (A3)
C↔e (ρAB) = C↔(ρAB)− C↔(ρABinAB ), (A4)
where C→(ρAB) = S(ΠA⊗IρAB)−S(ρAB) with ΠA(·) =∑
iΠ
A
i (·)ΠAi , is the left side relative entropy coherence
of ρAB with respect to a specific set of HA’s eigenbasis
{ΠAi }, ρA inAB ≡ (ΛA ⊗ I)ρAB =
∑
i(P
A
i ⊗ I)ρAB(PAi ⊗ I),
ΛA(·) =
∑
i P
A
i (·)PAi with PAi being the projector onto
the eigen-subspace ofHA corresponding to the eigenvalue
hAi (the terms in Eq. (A3) and (A4) are similar).
Note that although the values of total coherence C(ρ)
and internal coherence C(ρin) may have variation (when
H has degeneracy) due to different chosen of the reference
basis (eigenbasis of H), the CANES is independent of
the basis chosen. We can also see that when H is non-
degenerate, C(ρin) = 0, then the CANES is reduced to
the original relative entropy coherence in [Phys. Rev.
Lett. 113, 140401 (2014)].
2. For the CANES, we have
Ce(ρ) = 0⇔ Λρ =
∑
i
PiρPi = ρ⇔ [ρ,H ] = 0, (A5)
6where Pi is the projector onto the eigen-subspace of H
corresponding to the eigenvalue hi.
Proof: Ce(ρ) = S(Λρ)− S(ρ) = 0⇔ Λρ =
∑
i PiρPi =
ρ. The Hamiltonian can be expressed as H =
∑
i hiPi.
Then it is easy to check [H, ρ] = 0. Conversely, if [H, ρ] =
0 with H =
∑
i hiPi, then
[H, ρ] = 0
=[
∑
i
hiPi,
∑
ij
PiρPj ]
=
∑
ij
hiPiρPj −
∑
ij
hjPiρPj
=
∑
ij
(hi − hj)PiρPj .
(A6)
Since hi 6= hj with i 6= j, we have PiρPj = 0 for all i 6= j,
which give rise to ρ =
∑
ij PiρPj =
∑
i PiρPi = Λρ.
Similarly, for the left CANES, we have
C→e (ρAB) = 0
⇔(ΛA ⊗ I)ρAB =
∑
i
(PAi ⊗ I)ρAB(PAi ⊗ I) = ρAB
⇔[ρAB, HA ⊗ I] = 0.
(A7)
Note that when HA is non-degenerate, C→e (ρAB) = 0 im-
plies that ρAB can be written as an incoherent-quantum
state, i.e.,
ρAB =
∑
i
pi|eAi 〉〈eAi | ⊗ ρBi , (A8)
where {|eAi 〉} is the eigenstates of HA. This can be seen
by ρAB =
∑
i(|eAi 〉〈eAi | ⊗ I)ρAB(|eAi 〉〈eAi | ⊗ I) from (A7).
For the right CANES,
C←e (ρAB) = 0
⇔(I⊗ ΛB)ρAB =
∑
i
(I⊗ PBi )ρAB(I⊗ PBi ) = ρAB
⇔[ρAB, I⊗HB] = 0,
(A9)
and the bilateral CANES,
C↔e (ρAB) = 0
⇔(ΛA ⊗ ΛB)ρAB =
∑
ij
PAi ⊗ PBj ρABPAi ⊗ PBj = ρAB
⇔[ρAB, I⊗HB] = 0 & [ρAB , HA ⊗ I] = 0
⇔C←e (ρAB) = 0 & C→e (ρAB) = 0.
(A10)
Eq. (A10) can be seen by (ΛA ⊗ ΛB)ρAB = ρAB ⇔
(ΛA⊗I)ρAB = ρAB & (I⊗ΛB)ρAB = ρAB ⇔ [ρAB , HA⊗
I] = 0 & [ρAB, I ⊗ HB] = 0. Note that when both HA
and HB are non-degenerate, C↔e (ρAB) = 0 implies that
ρAB can be written as an incoherent-incoherent (bipartite
incoherent) state, i.e.,
ρAB =
∑
ij
pij |eAi 〉〈eAi | ⊗ |eBj 〉〈eBj |, (A11)
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FIG. 3. The quantum correlation (purple line) between two
quantum systems A and B changes while the local energies
(blue dashed lines) are frozen. We use the entanglement mea-
surement negativity, N (ρAB) = 1/2(||ρ
TA
AB
||1 − 1), to capture
the quantum correlation between the systems A and B, where
ρTA is the partial transpose of ρ, and || · ||1 is the trace norm.
where |eAi 〉s and |eBj 〉s are the eigenbasis of HA and HB,
respectively. This can be seen by (A10).
Appendix B: Changing quantum correlation with
frozen local energies
We give an example that the quantum correlation be-
tween two quantum systems A and B changes while local
energies are frozen due to the degeneracy of local Hamil-
tonian. The whole system evolves under Hamiltonian
H = HA ⊗ I+ I⊗HB +HI ,
where HA = 10|0〉〈0|+10|1〉〈1|+2|2〉〈2|,HB = 5|0〉〈0|+
5|1〉〈1| + 2|2〉〈2|, and the interaction HI = 10|00〉〈10|+
10|10〉〈00|. Note that HX (X = A,B) is degenerate in
the eigen-subspace span{|0〉, |1〉}.
The whole system is initially in state
ρAB(0) = 9/10|ψ〉〈ψ|+ 1/10|22〉〈22|,
where |ψ〉 = 1/√2(|00〉 + |11〉). The system evolves
under the Liouville-von Neumann equation ρ˙AB(t) =
−i[H, ρAB(t)].
It is easy to check that [ρAB(t), HX ⊗ I] = 0 ∀t ≥ 0,
i.e., the corresponding CANES is zero. Then our theorem
1 assures that the energies of the local systems keep a
constant during the evolution, i.e., there is no energy flow
between systems A and B. However, the entanglement
(including quantum discord) between systems A and B
changes over the evolution (see Fig. 3).
7Appendix C: The upper bounds of the power of
energy flow
From Theorem 1 in the main text, by straightforward
calculations we get the first derivative of energy,
dEA
dt
= −i tr{HI [ρAB, HA]}
= −i tr{HI [ρAB − ρAinAB , HA]}
= i tr{[HI , HA](ρAB − ρAinAB)},
(C1)
due to that HA and ρ
Ain
AB commute, where ρ
Ain
AB ≡ (ΛA ⊗
I)ρAB =
∑
i(P
A
i ⊗ I)ρAB(PAi ⊗ I) with PAi the projec-
tor onto the eigen-subspace of HA corresponding to the
eigenvalue hAi .
Then the power of energy flow, PA ≡
∣∣dEA
dt
∣∣, satisfies
PA =
∣∣tr{[HI , HA](ρAB − ρAinAB)}∣∣
=
∣∣∣∣∣
∑
i
[HI , HA]ii(ρAB − ρAinAB )i
∣∣∣∣∣
≤
∑
i
∣∣[HI , HA]ii(ρAB − ρAinAB )i∣∣
≤ ||[HI , HA]d||∞
∣∣∣∣ρAB − ρAinAB ∣∣∣∣1 ,
(C2)
where [HI , HA]ii = 〈ψi|[HI , HA]|ψi〉 are the diagonal
elements of [HI , HA] under the eigenstates of (ρAB −
ρAinAB) =
∑
i(ρAB−ρAinAB)i|ψi〉〈ψi|, with (ρAB −ρAinAB)i and
|ψi〉 being the eigenvalues and eigenstates respectively,
[HI , HA]d =
∑
i[HI , HA]ii|ψi〉〈ψi| (here the subscript ‘d’
denotes the projection with respect to basis {|ψi〉}). The
last inequality is due to the Ho¨lder’s inequality: for two
vectors X and Y , |〈X |Y 〉| ≤ ||X ||∞||Y ||1 with || · ||∞ and
||·||1 being the infinity norm and trace norm respectively.
Owning to ||Ad||∞ ≤ ||A||∞ for a matrix A (a projec-
tive measurement decreases the infinity norm), and the
quantum Pinsker’s inequality S(ρ||σ) ≥ 12 ||ρ− σ||
2
1 for
two states ρ and σ, we have
PA ≤ ||[HI , HA]d||∞
√
2S(ρAB||ρAinAB )
= ||[HI , HA]d||∞
√
2C→e (ρAB)
≤ ||[HI , HA]||∞
√
2C→e (ρAB)
(C3)
from (C2), where we have used S(ρAB||ρAinAB) = S(ρAinAB )−
S(ρAB) = C→e (ρAB). There is an equality in (C3) when
C→e (ρAB) gets zero.
Appendix D: Expansions for energy flow and
CANES
For the energy flow, we have
(βthB − βthA )∆E
=− tr(∆ρA ln ρthA )− tr(∆ρB ln ρthB )
=− tr[∆ρAB ln(ρthA ⊗ ρthB )],
(D1)
where we have used ∆EX = tr(∆ρXHX) (X =
A,B), ∆E = ∆EB = −∆EA (energy conservation),
ln ρthX = −βthXHX − lnZthX , and ∆ρA(B) = trB(A)(∆ρAB).
The evolution of the whole system is governed by the
Liouville-von Neumann equation, ρ˙AB = −i[H, ρAB],
where i =
√−1 and [a, b] = ab − ba. By Taylor’s for-
mula, we can expand ρAB in terms of ∆t,
∆ρAB = −i[H, ρAB]∆t− 1
2
[H, [H, ρAB]]∆t
2 + .... (D2)
Plugging (D2) into (D1) and using the cycle property of
the trace, we have the expansion for the energy flow in
terms of ∆t,
(βthB − βthA )∆E = f1∆t+ f2∆t2 + ..., (D3)
where
f1 = i tr{H [ρAB, ln(ρthA ⊗ ρthB )]},
f2 = − tr{[H, ρAB][H, ln(ρthA ⊗ ρthB )]}/2,
(D4)
which correspond to the first derivative of energy,
dE/dt = f1/(β
th
B − βthA ), and the second derivative of
energy, d2E/dt2 = 2f2/(β
th
B − βthA ), respectively.
For the variation of CANES, we have
∆C↔e = ∆(SA˜B˜ − SAB) = ∆SA˜B˜, (D5)
here X˜ (X = A,B) denotes the projection on the system
X , e.g., ρ
A˜B˜
= (ΛA ⊗ ΛB)ρAB, and SA˜B˜ = S(ρA˜B˜). In
the last equality we have used ∆SAB = 0 due to that the
evolution of the whole system is unitary. By straightfor-
ward calculations, we have
∆S(ρ
A˜B˜
)
=− tr(∆ρ
A˜B˜
ln ρ
A˜B˜
)− S(ρ′
A˜B˜
||ρ
A˜B˜
)
=− tr{∆ρAB ln(ΛA ⊗ ΛB)ρAB} − S(ρ′A˜B˜||ρA˜B˜),
(D6)
where we have used the fact that ∆ and ΛX are com-
mutating (since ΛX is fixed), Λ lnΛρ = lnΛρ for any
projection Λ, and ρ′
A˜B˜
= (ΛA ⊗ ΛB)ρ′AB. For the rel-
ative entropy term in (D6), one can find that the first
order of ∆t in its Taylor’s expansion vanishes (gr1 = 0),
and
S(ρ′
A˜B˜
||ρ
A˜B˜
) = gr2∆t
2 + ..., (D7)
where gr2 = tr{(ρ˙A˜B˜)2(ρA˜B˜)−1}/2 = − tr{((ΛA ⊗
ΛB)[H, ρAB])
2((ΛA ⊗ΛB)ρAB)−1}/2. Substituting (D2)
and (D7) into (D6), and taking into account the relation
(D5), we have the expansion for the variation of CANES
in terms of ∆t,
∆C↔e = g1∆t+ (g2 − gr2)∆t2 + ...,
where
g1 = i tr{H [ρAB, ln(ΛA ⊗ ΛB)ρAB]},
g2 = − tr{[H, ρAB][H, ln(ΛA ⊗ ΛB)ρAB]}/2,
gr2 = − tr{((ΛA ⊗ ΛB)[H, ρAB ])2/((ΛA ⊗ ΛB)ρAB)}/2,
which correspond to the first derivative of the CANES,
dC↔e /dt = g1, and the second derivative of the CANES,
d2C↔e /dt2 = 2(g2 − gr2), respectively.
8Appendix E: The second order analysis of CANES
production versus energy flow
For a zero CANES state ρAB, we have C↔e (ρAB) =
0 ⇔ (ΛA ⊗ ΛB)ρAB = ρAB, which leads to g1 =
i tr{H [ρAB, ln(ΛA⊗ΛB)ρAB]} = 0. As the product state
ρthA ⊗ ρthB
∝e−βthA HA ⊗ e−βthB HB
=e−(β
th
A
HA⊗I+β
th
B
I⊗HB),
we have [ρAB, ln(ρ
th
A ⊗ ρthB )] = −[ρAB, βthA HA ⊗ I +
βthB I ⊗ HB]. On the other hand, we have C↔e (ρAB) =
0 ⇔ [ρAB, I ⊗ HB] = 0 & [ρAB, HA ⊗ I] = 0 ⇒
[ρAB, β
th
A HA ⊗ I + βthB I ⊗ HB] = 0, which leads to
f1 = i tr{H [ρAB, ln(ρthA ⊗ ρthB )]} = 0. Hence we need
to consider the second order.
For the term gr2, assuming that HA and HB are non-
degenerate, we have rank(P
A(B)
i ) = 1 ∀i. It is easy to
check (ΛA ⊗ ΛB)[H, ρAB ] = 0, which leads to gr2 =
− tr{((ΛA⊗ΛB)[H, ρAB ])2/((ΛA⊗ΛB)ρAB)}/2 = 0. For
the term g2, from (ΛA ⊗ ΛB)ρAB = ρAB, we obtain
g2 =− tr{[H, ρAB][H, ln(ΛA ⊗ ΛB)ρAB]}/2
=− tr{[H, ρAB][H, ln ρAB]}/2.
Given [H, ρAB] 6= 0, one can show that the above g2 =
Is(H, ρAB), which is always positive (see Appendix F).
Finally, we have f1 = g1 = g
r
1 = g
r
2 = 0, and g2 6= 0,
which means that the second order expansion is enough
to determine η = f2/g2.
Specifically, when the state is a product of two ther-
mal state, i.e., ρAB = ρ
th
A ⊗ ρthB , we have η = 1 due
to f2 = g2 = Is(H, ρthA ⊗ ρthB ). In this case, we have
(βthB − βthA )∆E = ∆C↔e = Is(H, ρthA ⊗ ρthB ).
Appendix F: The logarithmic skew information
The logarithmic skew information Is(H, ρ) =
−1/2 tr{[ρ,H ][ln ρ,H ]} ≥ 0, with the equality holding
if and only if [ρ,H ] = 0.
Proof: Under ρ’s eigenbasis |i〉, we can write ρ =∑
i pi|i〉〈i| and H =
∑
ij hij |i〉〈j|. Hence [ρ,H ] =∑
ij hij(pi − pj)|i〉〈j|, and [ln ρ,H ] =
∑
kl hkl(ln pk −
ln pl)|k〉〈l|. Thus
Is(H, ρ) = −1
2
tr{
∑
ijl
hij(pi − pj)hjl(ln pj − ln pl)|i〉〈l|}
=
1
2
∑
ij
|hij |2(pi − pj)(ln pi − ln pj).
Due to monotone property of log function, (pi−pj)(ln pi−
ln pj) ≥ 0 ∀i, j, we have Is(ρ,H) ≥ 0, with the equality
holding if and only if |hij |2(pi−pj)(ln pi−ln pj) = 0, ∀i, j.
This requires that if pi 6= pj, then hij = 0, which means
that H is diagonal under ρ’s all non-degenerate eigen-
subspaces, i.e., [ρ,H ] = 0.
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