Distributed architecture offers many advantages compared to centralized architecture in terms of providing multimedia services. However, as a trade-off, distributed architecture requires that peers contribute a portion of their bandwidth and computational capacity to maintain the mutual overlay interconnection. This requirement develops into a serious problem for mobile users and wireless infrastructure, as the radio resource in this network is tremendously expensive, based on 3gpp (2005), and is one of the reasons why distributed architecture has not been widely applied in next-generation (4G) networks. It is also the main reason why multimedia services such as video conference have to rely on a costly centralized architecture built over an expensive media resource function controllers via the Internet protocol (IP) multimedia subsystem (IMS). This research work proposes a new distributed architecture utilizing intelligence and extra capacity, currently available on LTE and WiMAX base stations to reduce the required bit rates that each peer has to provide in order to maintain the overlay network. This reduction saves valuable radio resources and allows a distributed architecture to provide video conferencing services on 4G networks, with all the advantages of a distributed architecture such as flexibility, scalability, smaller delay, and lower cost. In addition, this can be implemented with a minimum modification of the standardized IMS platform and the 4G infrastructure, thereby saving the operators and service providers from excessive investments. A prototype has been built to prove the feasibility of the proposed architecture and evaluate its performances. The results show that our proposed distributed video conferencing service can actually reduce the average bandwidth required for data and signaling messages at wireless mobile terminals while maintaining the main operations of a video conference session.
Introduction
Video conferencing service is the most complex type of multimedia communication. There are two main types of video conferencing service architectures: centralized architecture using multipoint control units (MCU) and distributed architecture using a multicast mechanism. Centralized architecture has many disadvantages, such as cost (incapable of decreasing the capital expenditures or of lowering operational expenditure, moreover, the radio resource in wireless network is tremendously expensive [1] ) or a very high level of delay -especially when the http://jwcn.eurasipjournals.com/content/2013/1/170 hosts and super nodes. An ordinary host is a Skype application that can be used to place voice calls and send text messages. A super node is an ordinary host on the Skype network [3] . Its main limitation is that the 'super node' architecture requires an infrastructure, similar to a content delivery network, to be built and maintained in order to provide the video conferencing service. Moreover, as a commercial production, all its architectures and protocols are closed source which leads to many difficulties for the research community in their attempts to improve Skype's performance. Spiers and Ventura [4] implemented Internet protocol (IP) multimedia subsystem (IMS)-based video conference systems with two different architectures, server-client and P2P, and measured their signaling and data traffic overhead. Their results showed that server-client offers better network control together with a reduction in signaling and media overhead, whereas P2P allows flexibility but at the expense of higher overhead. Another system, Nefsis, provides dedicated cloud computing resources for video conferencing. Users automatically connect to geographically close servers distributed on the Internet to have a low-latency experience [5] .
The MCU centralized architectures act as a singlepoint recipient for each participant, thus requiring a large bandwidth connection just only for itself. It prepares a multipoint video representation that can fit into a smaller bandwidth and sends it to each participant. However, because of the complexity and cost of the operating of the MCUs, they are mostly used by large business applications that can afford such equipment. They also suffer from single point of failures and hence are not failure transparent. A distributed architecture needs no special hardware or network infrastructure. Its P2P architecture prevents single point of failures and provides failure transparency. There is no additional networking and computing resources needed at the end points other than that of a point-to-point video conference [6] . In terms of delay performance and required computational capacity, distributed architecture outperforms its centralized counterpart as shown in [7] . The quality of video content transmitted over the specifically designed overlay network has also been proved to be better than that of the centralized architecture, using objective quality evaluation methods [8] .
One of the main reasons why distributed architecture has not been widely applied in the wireless networks is that it increases the required bit rates at mobile terminals and within the network. Indeed, in mobile wireless networks, bandwidth is a very costly and limited resource. Therefore, it is almost impossible (for users) to apply directly the basic distributed architecture in mobile networks (due to the extra requirements in bit rates, mobile terminals' battery life, computation, and the wireless resources for maintaining the overlay structure). To date, the mobile network and services have only been based on a centralized architecture. Almost no work has been found for distributed video conferencing service on mobile networks.
Recently, mobile participants have been equipped with high computational devices using radio access networks (e.g., fourth generation (4G) long-term evolution, WiMAX), bigger screen sizes, and better computational capacity. Real-time multimedia services (such as video conference, video streaming) are foreseen to be 'killer' applications on 4G. It is expensive and difficult to provide such services based on a centralized architecture. However, the distributed video conferencing service architecture and the 4G network architecture have been designed separately without considering the other's requirements. Therefore, it is currently also difficult to provide real-time multimedia services based on a distributed architecture over 4G networks.
4G networks rely on the IMS [9] to provide multimedia services including video conferencing. In turn, the IMS-based video conferencing service is built and standardized for MCU-based or centralized service architecture. Therefore, it shares many similar problems with the centralized video conferencing service architecture [8] , especially when the number of user equipment (UE) units that participate in the conference via the 4G infrastructure increases.
This research work proposes a solution for a distributed architecture that allows the reduction of bit rates required by peers to save their valuable radio resources and make the distributed architecture possible for next-generation mobile networks. In this research work, the long-term evolution-worldwide interoperability for microwave access (LTE-WiMAX) network is used as a demonstration of a 4G infrastructure. The main difference between the proposal and the conventional methods is that it can apply the distributed service architecture on next-generation wireless network without modifying too much of its standardized architecture. That is the reason why in the prototype's scenarios, we concentrated mainly on how the new proposal can perform better on 4G WiMAX networks rather than only compare between the centralized and distributed architectures.
Due to the many advantages of the distributed architecture over the centralized architecture, the main purpose of our research is not to compare it with the centralized architecture. That is out of the scope of this research, and we leave it to the many other ongoing research projects. Our purpose is to enable the distributed architecture video conferencing service for next-generation mobile networks with slight modifications of the 4G infrastructure and of the IMS platform. To enable the distributed architecture to function over a mobile network, we have to solve the crucial problem of the high bit rates required http://jwcn.eurasipjournals.com/content/2013/1/170 at the wireless terminals. In our solution, we will try to overcome this main disadvantage of the distributed architecture, which is why we will evaluate the performance of our proposal in terms of bit rates for data and signaling plans.
A new solution is proposed here, which makes it possible for the current IMS-based LTE-WiMAX infrastructure to seamlessly support distributed video conferencing services. The main contributions of the research are the following:
• Propose an IMS-based architecture that supports LTE-WiMAX's UEs and WiMAX's SU to participate in distributed scalable video conferencing service without using a centralized MCU. It significantly reduces the bit rates required at mobile terminals, thus conserving the wireless resources • Develop a proof of concept prototype to prove the feasibility and compatibility of the newly proposed solution • Evaluate the performance of the proposed system under audio and video conference working scenarios
Our proposed architecture's requirements call for the following:
• New session initiation protocol (SIP) messages and some standard ones with modifications for new functionalities, new purposes, and in new contexts in their destinations and content • A minimum modification of the 4G's base station (BS)
• New xAS features
The rest of the paper is organized as follows. In Section 2, the 3rd Generation Partnership Project (3Gpp)'s standard for IMS-based video conferencing service will be introduced. Section 3 introduces our proposal for the IMS-based distributed video conference service and shows how it enables a distributed service architecture to be utilized over wireless networks without increasing the radio resource requirements.
In Section 4, a prototype is constructed and the performance results are evaluated. We present our conclusions in Section 5. Figure 1 shows the 3Gpp standard architecture for the IMS-based conference architecture. Here, SIP and realtime transfer protocol (RTP) are used as the main signaling and media transportation protocols. The call session control functions (CSCFs) are entities that route SIP messages. The media gateway is the entity that handles-forwards RTP traffic down to the UE when necessary. The conference focus is in both the media resource function controller (MRFC) and in the conferencing application server (AS). The MRFC provides all of the media-related functions (e.g., mixing, transcoding, transrating, etc.) required for conferencing. It may also contain a floor control server (FCS) function. Floor control is the term for managing the system according to user status (in-out-pause-return) and conference status (active users, chairman). Since all of the media-related functions for conferencing are done in the MRFC, this architecture is highly centralized. To overcome the disadvantages of the centralized architecture, a number of concepts have been proposed to support distributed conferencing service architecture on the current centralized architecture of IMS-based conferencing services on LTE-WiMAX networks. One example proposes that the FCS feature is proposed to be separated from the media resource function processor (MRFP) [10] . That is the modification, however, that does not change the centralized nature of the architecture. In another effort [11] , a distributed solution is proposed as an overlay network of centralized conferencing clouds. However, that is the architecture that would not provide for a proper integration with any specific overlay algorithm. Moreover, even though a content distributed network with proxy servers has been constructed to support this integration, clients still have to process all of the signaling and media loads. The proxy servers mainly serve as proxy MCUs to connect several clients together using a centralized architecture and then connect all of those centralized groups together by creating an overlay of proxy servers.
3GPP IMS-based conference architecture
To conclude, the conventional methods for IMS-based video conferencing services are either centralized (in one form or another) or they have not fully utilized the capacity of the 4G infrastructure.
Proposed IMS-based distributed video conferencing service
As a many-to-many communication mechanism, distributed video conferencing services are mainly built on multicast systems. IP multicast [13] is the most efficient type of multicast today. However, its problems with deployment are preventing it from being widely applied http://jwcn.eurasipjournals.com/content/2013/1/170 [14] . The application layer multicast (ALM) infrastructure is a promising alternative. Many ALM algorithms have been proposed, and distributed video conferencing services have been built using ALM [15] . The problem is that, since ALM algorithms work on the application layer, there is no preference as to what kind of access network is used by the session terminals when they participate in a conference. In fact, many participants use a radio access network (such as LTE or WiMAX [16] ) to participate in conference sessions. Thus, limited and expensive resources of the mobile terminals and of radio channels are sometimes unnecessarily expended by ALM's required operations such as heartbeating and data forwarding. While distributed conferencing service architecture can overcome many of the technical limitations of centralized architecture, the business model of the distributed conferencing architecture can create a win-win service for participants in which they can contribute their computation and get a free service in return (or they can even contribute their computation for their direct financial gain). At the same time, the distributed architecture can still support the existing business model that is provided by the centralized architecture. Our proposal to overcome these limitations has been partly presented in [17] .
Interconnectivity with LTE-WiMAX networks
A LTE-WiMAX system applies a ring topology [18] where components connect together using the same core network. All evolved node B (eNodeBs) in LTEWiMAX systems are smart base station systems (BSS) built with built-in intelligence and are capable of contributing computational capacity to the service [19] . If these eNodeB-extended base stations (xBS) can represent UEs in handling ALM data traffic forwarding and control message processing, UEs can participate in the distributed conference as if they are participating in a conventional IMS-based centralized conference. The possibility of deploying our proposal onto a LTE-WiMAX infrastructure is discussed in this research work [20] .
WiMAX is a broadband wireless access (BWA) technology for wireless metropolitan area networks. It has been fostered by the WiMAX Forum, an international industrial organization founded in June 2001 to promote the adoption of WiMAX compatible products and services [21] . A WiMAX network usually contains the following network entities [21] : an access service network (ASN), a connectivity service network (CSN), an access service provider (ASP), and a mobile station-subscriber station. The ASN provides radio access to WiMAX subscribers, and its features and roles include: transferring of AAA authentication messages, authorization, and session accounting for subscriber sessions and radio resource management [21] . The CSN provides IP connectivity services to WiMAX subscribers meaning that the CSN covers several functions such as: Internet access, AAA proxy and server, and policy and admission control based on user's subscription profiles [21] . The ASP is a business entity which provides applications or services [21] . In this entity, the WiMAX Forum proposes two types of connection to an application: via a non-IMS application server and via P-CSCF (IMS). However, it is not clear how to develop such a non-IMS application server [21] . Thus, we suppose that the WiMAX Forum method uses the IMS-based application server to provide services for WiMAX subscribers.
WiMAX has two types of interconnectivities with other wireless networks such as LTE (3GPP): loose couple and tight couple [22] . Figure 2 shows how loose couple interworking utilizes the AAA-server of a 3GPP network. Data streams are not passed through the core network of a 3GPP LTE system. This method guarantees the independence of WiMAX network; however, it results in high handover latency between the two networks. The handover between WLAN and UMTS was studied [23] , and the average handover latency results for loose couple and tight couple were found to be 400 and 150 ms, respectively. Therefore, this option is not suitable for real-time services. On the other hand, Figure 3 shows that a tight couple does apply to a radio network controller (RNC) and to the core network (SGSN and GGSN). The WiMAX's BS connects to WCDMA's RNC or SGSN directly. The advantage of this mode is that it reduces the handover latency and guarantees a seamless handover. In fact, it is possible to provide real-time services for WiMAX subscribers via IMS and the tight couple connectivity with LTE. Figures 2 and 3 also show the proposed blocks of xBS (in WiMAX), XeNodeB (in LTE), and xAS and their positions inside the network (Figure 4 ). These blocks are essential in order to provide our distributed scalable video conferencing services on WiMAX-LTE networks.
Design requirements
The main target of this section is to provide the 4G mobile terminals the capability of using a distributed video conferencing service based on the ALM-based overlay network to save the cost of expensive MCU use as well as reducing the redundant signaling and data forwarding required by that overlay network. The solution is built based on IMS's standards and 4G infrastructure. The main requirements of the design are the following:
• Utilize available resource and information which can be easily obtained from the LTE-WiMAX infrastructure to acknowledge the ALM-based distributed conference so that the limited resources of the mobile terminals are used efficiently http://jwcn.eurasipjournals.com/content/2013/1/170
Figure 2 Loose couple of interworking between LTE-WiMAX and IMS.
• Discard the standard centralized architecture that uses a MRFC thereby reducing the total expense of the entire solution and avoid the single point of failure while still maintaining multi-party conferencing features • Utilize floor control, a mechanism which coordinates simultaneous access to shared resources in multimedia conferences. Floor control allows applications and users to gain safe and mutually exclusive or non-exclusive access to the shared resources. Floor control can be used to avoid or resolve conflicts among simultaneous media inputs. For example, at any given time, the moderator of a floor can ensure that only one person is heard by other participants or that one person types (writes) into a shared document. In our proposal, floor control is defined as the mechanisms with which to manage a conference session such as join-leave, pause-return, and application layer handover [24] . Floor control is required to provide a well-managed conference service. Since floor control has not yet been considered for a distributed architecture, we need to find a solution to apply floor control mechanisms into our ALM-based conferencing architecture • Support a seamless integration among the LTE-WiMAX mobile terminals and the ALM-based conferencing platform during a mobile video conferencing session such as join-leave, pause-return, soft handover, heartbeat, etc.
• Provide a quality of service (QoS)-guaranteed mechanism for QoS-required ALM conferencing architecture systems
Proposed protocol of the IMS-based LTE-WiMAX distributed conferencing service 3.3.1 New features of our proposal
In this proposal, eNodeB(s)-xBS(s) are used as the proxy servers for bridging between the participating UEs and the distributed conference. It will represent the UE in the overlay network as a representative overlay node. An AS will be used primarily to manage the floor control and the mapping between UEs and their proxy eNodeB-xBS. We call the extended version of eNodeB that supports the ALM's protocol the XeNodeB and the extended version of the AS the xAS.
To obtain these design requirements (described in Section 3.2), we propose new solutions to support a new version of eNodeB-xBS:
• Application level soft handover: since our proposal is based on an overlay network in which the peers are arranged in layers and clusters according to their connection conditions (bandwidth, delay, packet-loss, computational capacity, availability), it is mandatory to update this information whenever it is changed during the communication session. The xBS(s)-eNodeB(s) are used as proxies for wireless terminals to participate in the overlay network, and so, when the wireless terminals change their base stations during the handover process at the wireless layer, the handover process must also be performed at the handover process at the overlay network (application level). This is required because each base station has its own capacity and available bandwidth, and each wireless terminal has to update their resource reservation process before attaching to another base station. Since the new base station will represent the wireless terminal in the overlay network, the new connection conditions must be updated to the overlay network before the connection can be actually released in the radio layer to finish the handover process. If the old overlay node is deleted before the handover process finishes, all forwarding traffic going through that node will be discarded. Therefore, for a smooth and effective soft handover process in the overlay network (application level), it is necessary to have a duplicated node in the overlay until the handover process at the radio layer is finished. The application layer handover can also reduce the unnecessary cost to the mobile subscribers that occurs during pause-return.
• Heartbeat: a mechanism widely applied in overlay-distributed architecture in which peers periodically send short messages to inform other peers about their existence (whether the node is still alive and connecting) in the overlay. It also receives heartbeats from other peers updating about their existence. Many ALM algorithms have to depend on a heartbeat mechanism to maintain their group, and if the UE has to directly respond to all heartbeats, it will soon run out of power and computational capacity. The heartbeat can be handled at the http://jwcn.eurasipjournals.com/content/2013/1/170 Figure 5 Representing nodes during join-leave.
representative xBS-eNodeB level to prevent the UEs from being resource abused.
• Pause-return: during the pause-return process of the UE(s) from the conference session, the representative eNodeB-xBS can do the data forwarding work for the UE(s) in the overlay network. This new feature saves considerable valuable radio resources on the part of the wireless mobile terminals.
• Join-leave: while joining-leaving a conference, each UE has to pass through a QoS resource reservation process. The QoS parameters (bandwidth, delay, packet-loss) of the wireless connection is thereby confirmed for each UE. The representative eNodeB-xBS will create a node in the overlay for each UE that it represents. The position of that newly created overlay node in the media distribution tree is determined by the application-aware cost function based on the confirmed QoS resource reservation of each UE. Hence, the representative eNodeB-xBS can create several nodes in the overlay network according to the number of UEs it is representing as shown in Figure 5 . Our proposal will enable this process with the extended version of the xBS-eNodeB. The proposal has been briefly introduced in [20] .
Many questions have been posed about whether the eNodeB(s)-xBS(s) have enough computational capacity and intelligence to enable the functionalities required in a distributed architecture. The feasibility of using eNodeB-xBS for advanced features has been investigated in [25, 26] . Moreover, the relay stations with extra capacities have been introduced to the WiMAX networks [27] and they can be also a perfect fit to our solution. Figure 6 shows the extended features of the XeNodeBxBS:
Detailed descriptions of XeNodedB and xAS
• Participate as a node in the overlay's network • Transfer or forward data and control messages • Scalable video layer registration. The video codec can be AVC or SVC, and a video transcoder [28] can be applied to transcode between these two video codecs.
To achieve these features, each XeNodeB manages the following:
• Routing tables: -A listing UE participants served by that XeNodeB. The list contains the UEs' IP, overlay role (source-relay-forwarding), status (idle-active), and registered video layer(s) (base-enhanced). -Tables are updated based on the status (idle-left-active) of their managing UEs.
• A list of peers in the distributed conference containing the peer's IP, distance (cost to reach that peer from the current XeNodeB).
• An event processor:
-Updates the participant list in join-leave, pause-return and handover operations and -Reports to xAS regarding the status (idle-left-active) of its managing UEs.
• An overlay interface:
-The interface between its participating UEs and the overlay network and -Filters forwarding packets and send them back to the overlay network to save UE's capacity. • A signal processor:
-Obtains UEs' status (availability, its available QoS level) from the xAS and -Sends back UE's status to the distributed conference via the overlay interface as required.
• The QoS and video layer registration: Checks each UE's available QoS and its registered video layers to see if they can be matched together. Figure 7 shows the extended features of the xAS:
• Floor control for the video conferencing application: conference ID, participant's list, participant's status • Obtain UE-related information from the LTE-WiMAX network and forward to the overlaying nodes • QoS guarantee, conference's QoS policies This xAS can be developed by operators and service providers and placed inside of a network. It then provides distributed video conferencing service for 4G users. xAS manages the service, and operators are usually included in providing such service. To achieve these features, each xAS manages a:
• Conference list: contains conference ID, IP, XeNode ID, conference status (in progress-terminated) • Signaling processor: -Receives requests from XeNodeB's signaling processor and -Interrogates the UE's (QoS, availability, etc.) from the home subscriber server and IMS and sends it back to XeNodeB's signaling processor,
• Event processor:
-Receives updates from XeNodeB's event processor about leave-join, pause-return, and handover -Updates the conference list
• Conference policy, including the following: -Starting time, duration, maximum number of participants -QoS requirements -Billing information Figure 8 shows the call flow when a UE wants to participate in or leave a distributed video conference. Firstly, when turned on, it automatically sends a REGISTER message to its XeNodeB. The XeNodeB then updates its routing table and sends (eNodeB-ID, UE-SIP-account) to the xAS. This information will be stored in the xAS's conference list. When the UE wants to initiate its participation in a distributed conference, it sends the INVITE (conference ID, layer registration) message, containing the maximum number of enhancement layer(s) it wants to receive from the conference multicast tree, to the controlling XeNodeB. The XeNodeB converts the layer(s) number to a QoS parameter which is comprehensible to the policy charging rule function (PCRF). Next, the invite message is forwarded to the xAS for mapping among the conference-ID, UE-SIP-account, and XeNodeB-ID in the xAS's conference list. At the same time, the INVITE message is forwarded to the policy charging enforcement function (PCEF) using the authorization-authentication request (AAR) message sent by the CSCF. The PCRF will check whether the UE has subscribed for enough QoS resource in order to receive the required number of enhancement layers. If its subscription is sufficient, a resource reservation request will be sent to the PCEF to activate the resource policy for the UE to join the distributed conference [29] . The confirm resource is then reported to the xAS for updating of the QoS requirements and of the billing information in the conference policy [26] . Upon receiving the QoS confirmation, the XeNodeB sends an ALM's JOIN-REQ (UE-SIP-account, layer-reg) message to the ALM group to represent the UE participating in the ALM tree. After a new node has been successfully added to the ALM tree, a JOIN-REP (UE-ID, UE-SIP-account, lay-reg) is sent to the XeNodeB. The UE-ID is assigned by the ALM and reported to the XeNodeB for management purposes. When the UE wants to leave the conference, a De-REGISTER (eNodeB-ID, UE-SIP-account) is sent to the xAS and then a REQ-LEAVE http://jwcn.eurasipjournals.com/content/2013/1/170 (UE-ID) is sent to the ALM tree for a leaving request. The UE's record is then removed from the xAS's conference list. Figure 9 illustrates the pause-return operations of a UE over a distributed video conferencing service.
During the conference session, the UE may want to suspend the service (it does not want to receive or transmit video streams and signaling messages for a time duration) while preferring to be able to return to the ALM group with the smallest delay afterwards. Of course, if the suspending time is too long, the UE will be automatically discarded from the ALM group. When a UE wants to become idle, it sends the PAUSE (UE-SIP-account) to the XeNodeB and to the xAS so that they can update their lists. The XeNodeB then automatically sends a PAUSE-REQ (UE-ID) to the ALM group. The ALM group will stop sending bit streams and signaling messages (HEART-BEAT) to the specific UE-ID, thus placing that UE on the waiting list of the ALM group within a certain time period. If the UE returns to the conference within that time period, it will only have to send a RETURN (UE-SIPaccount, UE-ID) to the RDV point of the ALM group and then comes back to the ALM tree. If the UE is idle beyond the set time period, it will automatically be discarded from the ALM group's waiting list. When working in the idle mode, the UE returns its reserved resources to the network via a resource modification process. The resource will be given back to the UE when it returns. Figure 10 shows a UE going through a while participating in a distributed conference.
This process is compatible with the 3GPP recommendation on the radio layer handover process in LTE-WiMAX [30] [31] [32] . The radio layer handover process starts with the hard handover of the mobile terminal in the radio level between two eNodeB-xBS [33] . It starts when the original eNodeB finds that the radio connection with the UE is reducing to below a predefined level. The original eNodeB will contact the destination eNodeB with a HO request. If everything is ok, the destination eNodeB will acknowledge with a HO response. The original eNodeB notifies the UE that it can start the handover process. At the service layer, when a UE is about to be handed over from the source to the destination XeNodeB, the destination eNodeB sends an APPLICATION-LAYER-HANDOVER-SUBSCRIBE (Des-eNodeB-ID, UE node id) to the xAS. The xAS will then update its list with this information and response the destination eNodeB with an APPLICATION-LAYER-HANDOVER-SUBSCRIBE-ACK. Afterwards, the destination eNodeB can create a duplicated node in the overlay by using REQ:MESSAGE-CREATE-DUP-NODE. The duplicated node will manage the data forwarding from the old node while the old node is performing its handover. A response is sent when the duplication is finished and confirmed. A new resource reservation process is made for the UE to be attached to the new eNodeB.
At this time, two representing nodes are maintained by the two XeNodeBs in the ALM group in order to assure a soft handover process. Even though there are two nodes in the overlay, they are actually sending and receiving identical data. The identical nodes send and receive bit streams as any other normal node in the ALM group thus helping the UE to maintain its conference service via both eNodeB-xBS until the old connection is actually broken. However, only the duplicated node has to manage the data forwarding required by the overlay network. After the handover is finished at the radio layer, the source XeNodeB sends a DELETE-DUP-NODE (UE id, layer registration, eNode ID) message to the ALM group and waits to receive the response to confirm that all is finished. It sends a confirmation message to the xAS so that it can be updated. Information regarding the old eNodeB will then be removed from the xAS. The old UE-ID is then removed from the ALM group and only one UE-ID will represent the UE in the conference. The handover process at the service layer is then finished and confirmed. Figure 11 shows the heartbeat handling process in the distributed conference with the support of the link measurement process available at the eNodeB. Heartbeat is the mechanism widely applied in an overlay-distributed architecture, in which peers periodically send short messages to inform other peers about their existence in the overlay. It also receives heartbeats from other peers to update about their existence. Many ALM algorithms have to depend on a heartbeat mechanism to maintain their group. If a UE has to directly respond to all heartbeats it receives, it will soon run out of power and computational capacity. Meanwhile, all information regarding a UE's availability is available at the managing eNodeB, a simple link measurement interrogation operation triggered by the xAS can resolve this problem. Therefore, the XeNodeB will periodically consult the link status to query for the availability of all UEs that are joining the distributed conference under its representative and report back to the xAS.
The XeNodeB will then send back the heartbeats of all the UEs it is representing to the ALM group to signal their availability. For floor control purposes, the ALMbased distributed conference will update the list of peers participating in the conference to the xAS.
Prototype and performance evaluation

Evaluation method
A prototype designed to evaluate the proposal's performance and its feasibility was developed and implemented. The prototype is publicly available at [34] . Figure 12 using a LTE-WiMAX infrastructure with IMS support. We used OpenIMS [35] -open as the IMS core and the Mobicents platform to build the xAS and XeNodeB. A distributed conferencing service was built based on [8] . A 'rendezvous' point in the overlay and the XeNodeBs are equipped with a SIP interface so that the overlay can communicate with the xAS via the IMS core. We constructed three evaluation scenarios run with different numbers of participants, in which four UEs participate via the IMS core:
• Scenario 1: Centralized IMS-based video conferencing using MRFP, as recommended in the standards (i.e., LTE, WiMAX, IMS) • Scenario 2: Conventional ALM-based distributed video conferencing service • Scenario 3: Our proposed IMS-based distributed video conferencing service for LTE-WiMAX networks Scenario 1 is widely used as the standard architecture to provide the video conferencing services over wireless mobile networks.
Scenario 2 can be referred to as the Web-NGN converged multimedia conferencing system. The most troublesome problem with this scenario (and which is investigated further in the evaluation) is that the mobile terminals are obligated to handle all the unnecessary signaling and data forwarding traffic that any other peer in the ALM group may handle (even though some peers may be workstations on fixed networks with unlimited power, high computational capacity and high bandwidth connections). Therefore, the limited power of the mobile terminals will be rapidly used up and their poor radio resources filled up almost exclusively by the ALM's unnecessary signaling and data forwarding traffic.
We selected these three scenarios because they help to explain how our proposal (scenario 3) can sharply reduce the redundant signaling and data forwarding traffic compared to the situation with the conventional overlay-based architecture (scenario 2). By comparing our solution, scenario 3, with the standard centralized solution (scenario 1), we show that our proposed scenario has an equivalent traffic to the centralized architecture but with all the advantages (delay, flexibility, scalability, lower cost, single point of failure) of a distributed architecture as stated in Section 2.
In all three scenarios, each peer sends 100 audio packets for audio conferencing and 300 video frames for video conferencing. The data was measured three times for each number of participants in each scenario for convergence purposes. In each of these scenarios, we built and applied the following:
• A prototype of our proposed distributed architecture with the sample nodes in the overlay network • A prototype of the proxy nodes running on BSs 
Evaluation results
The numerous advantages of the distributed architecture over the centralized architecture have been elaborated elsewhere; the main purpose of our research is not to compare our solution's performance with that of centralized architecture and prove that our solution has a better performance. Once again, our purpose is to enable video conferencing service via distributed architecture for next-generation wireless networks with only a slight modification of the 4G infrastructure and the IMS platform. To establish the distributed architecture over a mobile network, we have to resolve the crucial problem posed by requiring a high bit rate of wireless terminals. Therefore, we evaluate the performance of our proposal in terms of bit rates for data and signaling plans. Figures 13 and 14 show the average number of signaling messages calculated at UE interfaces during an audio-video conferencing session for all three scenarios ( Figure 13 ) and for scenarios 2 and 3 ( Figure 14) . The result shows that scenario 2 needs to use much more signaling packets than scenario 3 to maintain a distributed conference. Our solution, scenario 3, performs better because most of the signaling loads have been processed by the XeNodeBs. Figures 15 and 16 show the comparison between the average data traffic monitored on UEs in scenarios 2 and 3 for an audio-video conference. Apparently, the data traffic in scenario 3 is lower than in scenario 2 because the XeNodeBs have automatically routed the forwarding traffic for its managing UEs in the overlay. Therefore, the UEs only have to process the data traffic that is intentionally sent to them. We can hereby confirm that our scenario 3 has sharply reduced the traffic that mobile terminals have to contribute to maintain the overlay network. Figure 13 also shows that scenarios 1 and 3 require a similar number of signaling packets on UEs. We can conclude that our scenario 3 imposes a requirement similar to that of the standardized centralized scenario but with all benefits of the distributed architecture that are so obviously lacking in centralized architecture. Figure 17 shows that the average data traffic at a UE in scenario 3 is slightly higher than the average UE traffic in scenario 1 but far less than the MCU's average traffic in scenario 1. Apparently, the signaling and data traffic in scenario 1 is the smallest because it does not have to maintain a distributed architecture, and the MCU is in charge of almost everything which comes with an excessively high cost. Our proposed scenario 3 has fulfilled our design requirements to reduce the data traffic at wireless terminal while maintained all the benefits of a distributed architecture.
Conclusions
This paper proposes a new architecture for the interconnectivity between UEs running on the LTE-WiMAX infrastructure and participating in an overlay-based distributed conference. Experimental results from the prototype have shown a great reduction in signaling traffic as well as in the data traffic handled by each UE and by the core network. The average bit rate required at the wireless terminals in our distributed architecture is equivalent to that of centralized architecture while it is much less than that required for conventional overlay networks.
Various conferencing scenarios such as join-leave, pause-return, application layer handover, and heartbeat have been considered in the prototype. The main contribution is that it enables an overlay-based video conference with all the benefits of a distributed architecture and without the disadvantages of too much traffic stressing the mobile terminals' wireless connections (a mandatory criterion for wireless networks). The bit rate required of wireless peers in our proposed distributed architecture is equivalent to that of a standard centralized case (based on results obtained from evaluating our prototype of audio and video distributed conferencing services). The results confirm that it is possible to apply distributed architectures in next generation of wireless networks. Taking advantage of 4G's BSs means that the total cost of the conferencing services can be reduced and that these services can be provided with a minimum modification of relevant standards. The proposal replaces the standard centralized architecture of the IMS-based conference by a more robust solution utilizing intelligence and computational capacity of 4G's BS(s). The prototype of our proposed distributed architecture for a multimedia service has shown that it can be integrated well into a 4G network. Its distributed nature leads to a considerable reduction in cost as well as more flexibility and scalability combined with smaller delay. The architecture can also be applied in WiMAX networks with a reasonable amount of modifications. The security for this distributed architecture can be inherited from the authentication and encryption mechanisms applied by LTE, WiMAX, and SIP technologies.
Our solution profits from all the advantages of distributed architecture, such as flexibility, more scalability, smaller delay, and lower cost. As a trade-off, some of the computational capacity of the infrastructure (core network and eNodeB-xBS) is required to enable distributed architecture in a mobile network. However, this situation is not really a disadvantage because the counterpart computational capacity required at the centralized media server (MRFC) is now distributed over the network infrastructure (eNodeB(s)-xBS(s) and the core network).
The only drawback of this solution is the computationalintelligence requirements demanded of base stations. In 2G-3G, this solution might not be possible because the BSs were just simple antennas with very little capacity and intelligence and the base station controllers (BSC) are separated from BSs. In 4G, the BSC and the BSs are integrated into one entity, the xBS (in WiMAX) or the eNodeB (in LTE). Therefore, the intelligence and capacity of the BSC is now available in xBS-eNodeB. They can now support a distributed architecture and make our proposal a realizable goal. http://jwcn.eurasipjournals.com/content/2013/1/170
