A digital predistortion algorithm for radio frequency power amplifiers based on orthonormal basis functions is presented. It has the same general properties as a Volterra model, but fewer parameters. Experimentally, using a 3.84 MHz wide signal at 2.14 GHz, the adjacent channel power was suppressed 12 to 15 dB, which was 5 to 7 dB more than a polynomial predistorter.
Introduction: Power amplifiers (PAs) with high power efficiency are inherently nonlinear (NL). The requirements on linearity have increased since wideband signals with high peak-to-average ratios are used more in, e.g. mobile systems. Linearisation is, thus, necessary for high power efficiency of PAs. Digital predistortion (DPD) has attracted much interest since it is a cost-effective linearisation technique. In DPD the signal is distorted in the digital domain to compensate for the PA's signal distortion. In model based DPD an approximate inverse of the PA's transfer function is used. The inverse can be complicated also for relatively simple NL systems [1] . PAs often have both 'linear' and 'NL memory effects' [2] and an exact inverse could not be found even if a PA's direct transfer function were known. The inverse model is also NL with memory, but has, in many cases, longer memory than the direct model of the same system [1] .
Neural networks can be used for approximating NL systems with memory and have been used for DPD [3] . A Volterra model, which can be used for any causal stable NL system with fading memory, could in principle also be used. The high number of parameters and the computational complexity make both neural networks and a Volterra model unsuitable in practice. Models that are special cases of the Volterra model are, thus, used [4, 5] . These models, sometimes referred to as memory polynomials, may give good results when used in DPD algorithms, although they do not have the general properties of a Volterra model. In this Letter we report the use of an odd order Kautz-Volterra (KV) model as a DPD algorithm. The model uses orthonormal basis functions, so-called Kautz functions [6] . The KV model has the same general properties as the Volterra model, but the number of parameters can be significantly lower. A Volterra model is based on FIR filters; a KV model uses IIR filters and can in practice be used for systems with longer memory effects [6] . KV models have, to our knowledge, previously not been used for inverse models, such as a DPD algorithm. The KV model has the advantage over memory polynomials that it could be used for any NL system with fading memory. In the KV model the basis functions of each NL order are orthonormal. DPD algorithms using orthogonal polynomials have been reported. In these the orthogonality depends on the signals probability density function [7] . Loosely speaking one could say that the KV model is orthogonal in memory and orthogonal polynomials in amplitude.
DPD algorithm: The DPD algorithm, K, is an inverse model of the PA's transfer function, H, i.e. it models
, where u(n) and y(n) are the sampled complex envelope baseband input and output signals, respectively, and H À1 is the inverse of H. In our case the DPD algorithm, K, is an odd order KV model
where N 1 is the number of basis functions for order 1, etc., k m . . . are complex constants, O is the highest nonlinear order, * denotes the complex conjugate, and v i,m (n) is the signal y(n), filtered by an IIR filter [8] 
where If the poles in x are known, the constants k m . . . can be identified from u(n) and y(n), using standard techniques for system identification, i.e. minimising the mean square error of the experimental u(n) and u(n) calculated from y(n) using (2), see e.g. [3, 9] . The optimum poles were found as follows. We first determined p 1 , with O ¼ 1 in (1); we keep p 1 fix and then determine p 3 with O ¼ 3 in (1), etc. We tried other methods for finding the optimal x for the PA described below; they gave the same pole placement.
Experiment: The measurement system [9] and the use of it in DPD studies [3] have been described elsewhere. In short, the input signal to the PA was generated and upconverted by a vector signal generator (VSG) (R&S SMU200A). The output signal was downconverted and sampled by a vector signal analyser (R&S FSQ26). The PA was a base station LDMOS PA for 3G from Ericsson AB designed for feedforward linearisation, but that was not in operation; the 1 dB compression point was rated as 54 dBm and the small-signal gain was 52 dB. The measurements were made with the PA at thermal equilibrium. The centre frequency was 2.14 GHz. The clock frequency for generating u(n) and the sampling frequency for y(n) were both 40.8 MHz. A 3.84 MHz-wide WCDMA signal was used with a peak-to-average ratio of 7.7 dB, (undistorted). The DPD algorithm, (1), was identified using measured output signals, y(n) and the input signal to the VSA, u(n). The DPD was, thus, made on the cascaded VSG and PA. The distorted input signals, u(n), were calculated from a desired output signal, y(n), using the identified DPD algorithm, (1). (1) and (2) . For comparison a seventh-order polynomial predistorter [3] was used. Fig. 1a shows the output spectra for an output power, P out ¼ 47 dBm. The optimum poles were x (47) ¼ [À0.078 À 0.02j 0.57 0.68 þ 0.04j 0.54]. In Table 1 the adjacent channel power ratios (ACPR) are given. Also given in Fig. 1a and Table 1 are the results for the case of no DPD. In Fig. 1a one sees that the KV model suppresses the ACPR further than the polynomial but also gives a more symmetric spectrum. The KV model suppresses ACPR 5 to 7 dB further than the polynomial predistorter (Table 1) . (47) , that were optimal for P out ¼ 47 dBm were used also at P out ¼ 44 dBm. The output spectrum, not shown in Fig. 1b , and ACPR, Table 1 , were similar to those with x (44) . The difference in ACPR between the KV models with x (44) and x (47) is $0.5 dB. The KV model is, thus, not sensitive to the position of the poles with respect to output power. The power efficiency was $15% for P out ¼ 47 dBm and $9% for P out ¼ 44 dBm.
Discussion: Since the presented DPD algorithm has the same general properties as a Volterra model it could possibly find applications other than PA linearisation. Since it is based on IIR filters it is computationally efficient and needs relatively few parameters for modelling long memory effects. Since wideband signals are more affected by memory effects than narrowband signals, and inverse models often have longer memory effects than direct ones, we believe that the proposed algorithm could be of use in future wideband applications.
