The lollipop graph, denoted by H n,p , is obtained by appending a cycle C p to a pendant vertex of a path P n−p . We will show that no two non-isomorphic lollipop graphs are cospectral with respect to the adjacency matrix. It is proved that for p odd the lollipop graphs H n,p and some related graphs H n,p are determined by the adjacency spectrum, and that all lollipop graphs are determined by its Laplacian spectrum.
Introduction

Let G = (V (G), E(G)) be a graph with vertex set V (G)
=
. , d n } as diagonal entries (and all other entries 0). The polynomials P A(G) (λ) = det(λI − A(G)) and P L(G) (μ) = det(μI − L(G))
, where I is the identity matrix, are defined as the characteristic polynomials of the graph G with respect to the adjacency matrix and the Laplacian matrix, respectively, which can be written as P A(G) (λ) = λ n + a 1 λ n−1 + · · · + a n and P L(G) (μ) = q 0 μ n + q 1 μ n−1 + · · · + q n , respectively. Since both matrices A(G) and L(G) are real and symmetric, their eigenvalues are all real numbers. Assume that λ 1 λ 2 · · · λ n and μ 1 μ 2 · · · μ n (= 0) are respectively the adjacency eigenvalues and the Laplacian eigenvalues of graph G. The adjacency spectrum of the graph G consists of the adjacency eigenvalues (together with their multiplicities), and the Laplacian spectrum of the graph G consists of the Laplacian eigenvalues (together with their multiplicities). Two graphs G and H are said to be cospectral if they have equal spectrum (i.e., equal characteristic polynomial). If G and H are isomorphic, they are necessarily cospectral. Clearly, if two graph are cospectral, they must possess equal number of vertices. Up to now, numerous examples of cospectral but non-isomorphic graphs are reported (see for example Fig.  2) . But, only few graphs with very special structures have been proved to be determined by their spectra. So, "which graphs are determined by their spectrum? [2] " seems to be a difficult problem in the theory of graph spectrum.
The following known results can be found in [2, 3, 7, 8, 11, 12, 13, 14] .
(1) Graphs determined by the adjacency spectra as well as the Laplacian spectra: graphs with the number of vertices less than 5, the path P n , the compete graph K n , the regular complete bipartite graph K m,m , the cycle C n , graph Z n and their complements, the disjoint union of k disjoint paths P n 1 + P n 2 + · · · + P n k , where n 1 , n 2 , . . . , n k are at least, and some T-shape trees.
(2) Graphs determined by the adjacency spectra: the disjoint union of k complete graph Graphs determined by the Laplacian spectra: the graph W n , the graph T n , the starlike trees and their complements, the graph kZ n , where k is a positive integer, and some threshold graphs.
In this paper, some more special graphs will be discussed. The lollipop graph, denoted by H n,p , is obtained by appending a cycle C p to a pendant vertex of a path P n−p (see [4] ). Clearly, it is a unicyclic graph with n vertices and n edges. If we view an isolated vertex as P 1 , and append the cycle C p to this vertex, the graph H p+1,p is the first graph shown in Fig. 1 . If we append the cycle C p to a pendant vertex of paths P 2 , P n , respectively, we can obtain the graphs H p+2,p and H n,p , shown in Fig. 1 . This paper is organized as follows: In Section 2, some available lemmas will be summarized. In Section 3, the adjacency characteristic polynomial of H n,p will be calculated. In Section 4, it will be proved that no two non-isomorphic lollipop graphs are cospectral with respect to the adjacency matrix. In Section 5, lollipop graphs with p odd will be proved to be determined by their adjacency spectra. In Section 6, it will be proved that H n,p is determined by its Laplacian spectrum.
Basic results
Some preciously established results about the spectrum are summarized in this section. They will play important role throughout this paper.
Lemma 2.1 [1] . Let x 1 be a vertex of degree 1 in the graph G and let x 2 be the vertex adjacent to x 1 . Let G 1 be the induced subgraph obtained from G by deleting the vertex x 1 . If x 1 and x 2 are deleted, the induced subgraph G 2 is obtained. Then
Lemma 2.2 [1] . Let C n , P n denote the cycle and the path on n vertices, respectively. Then
Let λ = 2 cos θ, set t 1/2 = e iθ , then it is useful to write the adjacency characteristic polynomial of C n , P n in the following form:
Lemma 2.3 [2] . For n × n matrices A and B, the following are equivalent:
(1) A and B are cospectral; (2) A and B have the same characteristic polynomial;
If A is the adjacency matrix of a graph, then tr(A i ) gives the number of closed walks of length i. So cospectral graphs have the same number of closed walks of a given length i. In particular, they have the same number of edges (take i = 2) and triangles (take i = 3). The following lemma gives the well-known eigenvalue interlacing inequalities (see for example [6] ).
Lemma 2.4. If G is graph on n vertices with eigenvalues λ 1 (G) · · · λ n (G), and H is an induced subgraph on m vertices with eigenvalues
λ 1 (H ) · · · λ m (H ), then λ i (G) λ i (H ) λ n−m+i (G) (i = 1, . . . ,
m).
As a direct consequence of interlacing we have Lemma 2.5. The second largest eigenvalue of a lollipop graph is strictly less than 2.
Proof. If we delete the vertex of degree 3 from H n,p we obtain an induced subgraph H consisting of two paths. By Lemma 2.2, the largest eigenvalue of H is strictly less than 2. Interlacing gives
Lemma 2.5 also follows from the characteristic polynomial of H n,p , which we will obtain in the next section. Lemma 2.6 [9] . ( 
where m is the number of edges of G.S(G) is the number of spanning trees in G. (2) For the Laplacian matrix of a graph, the following follows from its spectrum: (a) the number of components. (b) the number of spanning trees.
Lemma 2.7 [9, 10] . Let G be a graph with
where (G) denotes the maximum vertex degree of G, μ 1 denotes the largest Laplacian eigenvalue of G, m v denotes the average of the degrees of the vertices adjacent to vertex v in G.
The adjacency characteristic polynomial of the graph H n,p
In the following, we calculate the adjacency characteristic polynomial of H n,p . First, calculate the adjacency characteristic polynomial of H p+1,p . By Lemma 2.1,
Second, calculate the adjacency characteristic polynomial of H p+2,p . Lemma 2.1 implies that
Then, calculate the adjacency characteristic polynomial of H p+3,p . Lemma 2.1 implies that
Obviously, for n 3, a n = λa n−1 − a n−2 . In the following, solve a n . Solve the equation
. Suppose a n = c
, where c 1 , c 2 are unknown numbers. Since a 1 = λ, a 2 = λ 2 − 1, we can obtain the following equations:
Solve these equations, c 1 =
. Then
Let λ = 2 cos θ , and set t 1/2 = e iθ , clearly, a n = n i=0 t 2i−n 2
. Then, by Lemma 2.2 and Maple, the adjacency characteristic polynomial of H n,p is:
2 ).
No lollipop graphs are cospectral Theorem 4.1. No two non-isomorphic lollipop graphs are cospectral with respect to the adjacency matrix.
Proof. In view of that if two graphs are cospectral, they must possess equal number of vertices. Then, as for two cospectral lollipop graphs, by Lemma 2.3, they must have the same adjacency characteristic polynomial. Suppose that the graph G 1 = H n,p 1 and the graph G 2 = H n,p 2 have the same adjacency spectrum, we show that G 1 and G 2 are isomorphic. By the calculation in Section 3, we can easily get the adjacency characteristic polynomials of the graphs G 1 and G 2 , respectively.
where
)) = 0. Multiply t n 2 with both sides of the above equation.
). We consider the following cases. Case 1. p 1 = n − p 1 + 2. Clearly, p 1 = n+2 2 . In order to make f (t) = 0, there must exist p 2 = n − p 2 + 2, obviously,
2 . But, n must be even, a contradiction.
Case 2. p 1 = n − p 2 + 2. In order to make f (t) = 0, there must exist p 2 = n − p 1 + 2.
Then f (t) = (t p 1 + t n−p 1 +2 + 2t
Then G 1 and G 2 are isomorphic.
5.
For odd p, the graph H n,p is determined by its adjacency spectrum Theorem 5.1. The graph H n,p with p odd is determined by its adjacency spectrum.
Proof. Let G be a graph cospectral with H = H n,p , p odd. Then G has the same number of vertices and edges as H . In addition, H and G have the same number of closed walks of a given length k. Let us call such a closed walk a k-tour (remember that, by definition, a closed walk has an orientation and a fixed vertex where it begins and ends). By Lemma 2.5, the second largest eigenvalue of G is less than 2. If G is disconnected, eigenvalue interlacing implies that only one component can have an eigenvalue 2 and hence contain a cycle. Next, we will prove by induction on i (1 i n − p) that G consists of a lollipop graph H p+i,p with the pendant vertex replaced by some graph on n − p − i + 1 vertices. This proves the theorem, since for i = n − p this means that G is isomorphic to H .
Case i = 1. We know that G has no k-tours with k < p, k odd, and that G has 2p p-tours and hence one cycle C of length p. Moreover, G and H have the same number of (p + 2)-tours. In H there are two types of (p + 2)-tours: tours around the cycle where one edge is used three times (there are precisely 2p 2 of these), and tours around C that go one step up and down the tail of the lollipop (there are 2(p + 2) such (p + 2)-tours). So G has the same number of (p + 2)-tours. Clearly G also has the 2p 2 (p + 2)-tours around C. If C is a component, then all other components have no cycles and therefore G has no other (p + 2)-tours, a contradiction. Therefore there must be at least one edge between C and the other vertices of G. If there is more than one such edge, G has too many (p + 2)-tours, so there is exactly one such edge.
Case i 2. By the induction hypothesis, G contains H p+i−1,p , where only the pendant vertex v (say) can be incident with other edges of G. Now G has the same number of (p + 2i)-tours as H . If H p+i−1,p is a component of G, this is impossible because the remaining components have no cycle. If v has degree 3 or more, G has more (p + 2i)-tours than H . Therefore v has degree 2, which proves the claim. So we can conclude that G is isomorphic to H . The above proof also works for graphs H n,p (p odd), which are slightly different from H n,p . The graphs H n,p are defined (for n p + 3) as a lollipop graph H n−2,p with two pendant vertices attached to the pendant vertex of H n−2,p (see Fig. 2 ). These graphs also have the property that the second largest eigenvalue is less than 2 (indeed, by deleting the vertex of degree 3 in the cycle, we obtain a graph with largest eigenvalue less than 2). The induction argument above can be copied for i n − 2, and then in a final step it follows that vertex v has degree 3.
Theorem 5.2. The graph H n,p with p odd is determined by its adjacency spectrum.
The above approach fails if p is even. We have no example of a graph cospectral but nonisomorphic to a lollipop graph H n,p with even p, but we have one for H n,p . Proof. Consider the four black vertices of H 9, 6 in Fig. 2 . We see that each other (white) vertex has two or zero black neighbors. For each white vertex v with two black neighbors, delete the two edges between v and the two black neighbors, and insert the two edges between v and the other two black vertices. It is easily checked that this operation transforms H 9,6 into G . Godsil and McKay (see [5] or [2] ) have shown that this operation leaves the adjacency spectrum of the graph and its complement unchanged. (In [2] , the operation is called Godsil-McKay switching.) It is clear that H 9, 6 and G are non-isomorphic. So H 9, 6 is not determined by its adjacency spectrum. Since also the complements of H 9, 6 and G are cospectral it also follows that H 9,6 is not even determined by the spectra of all its generalized adjacency matrices (see [2] ).
6.
The graph H n,p is determined by its Laplacian spectrum Theorem 6.1. The graph H n,p is determined by its Laplacian spectrum.
Proof. Suppose that graphs G and H n,p are cospectral with respect to the Laplacian spectrum, then G has n vertices. By Lemma 2.6, graphs G and H n,p have the same characteristic polynomial of L(G). Then, G and H n,p have the same number of edges and the spanning trees. Applying Lemma 2.7, we can obtain that 4 μ 1 4.8. So G is a graph with no vertex of degree more than 3. At the same time, by Lemma 2.6, we can obtain that By solving these equations, x = 1, y = n − 2, z = 1. Then there must exist one cycle in the graph G, i.e., G must be the graph H n,a (a is unknown). Now, we begin to confirm the number a. By calculating the number of the spanning trees of graph H n,p , the number of the spanning trees is p. Since graphs G and H n,p have the same number of the spanning trees, and, the number of the spanning trees is rested with the length of the cycle C p , then a = p. So, the graph G is isomorphic to the graph H n,p .
For a graph, its Laplacian eigenvalues determine the eigenvalues of its complement [9] , so the complement of the graph H n,p is determined by its Laplacian spectrum.
Conclusion
In this paper, lollipop graphs with an odd cycle are proved to be determined by their adjacency spectra. Whether all the lollipop graphs are determined by the adjacency spectra? The answer is unknown. For graphs H n,p with p even, the most difficult problem seems to show connectivity. Therefore, we should try to find some new methods to solve these problems.
Note added in proof
Tayfeh-Rezaie (private communication) pointed out that by counting closed walks of length four, it can be shown that also the lollipop graphs with an even cycle of length at least six are determined by the spectrum of the adjacency matrix.
