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Abstract. The main object in this paper is a certain rational convex polytope whose lattice points
give a polyhedral realization of a highest weight crystal basis. This is also identical to a Newton-
Okounkov body of a flag variety, and it gives a toric degeneration. In this paper, we prove that a
specific class of this polytope is given by Kiritchenko’s Demazure operators on polytopes. This implies
that polytopes in this class are all lattice polytopes. As an application, we give a sufficient condition
for the corresponding toric variety to be Gorenstein Fano.
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1. Introduction
The theory of crystal bases [18, 19] gives a combinatorial skeleton of a representation of a semisimple
Lie algebra. In the theory of crystal bases, it is important to give their concrete realizations. Until now,
many useful realizations have been discovered; Nakashima-Zelevinsky’s polyhedral realization [34, 37]
is one of them, which realizes a highest weight crystal basis as the set of lattice points in some rational
convex polytope. This polytope is called a Nakashima-Zelevinsky polytope. The author and Naito
[10] proved that the Nakashima-Zelevinsky polytope is identical to a Newton-Okounkov body of a
flag variety. The theory of Newton-Okounkov bodies was introduced by Okounkov [38, 39, 40], and
afterward developed independently by Kaveh-Khovanskii [24, 25] and by Lazarsfeld-Mustata [30]. A
remarkable fact is that the theory of Newton-Okounkov bodies gives a systematic method of constructing
toric degenerations [2, Theorem 1]; in particular, there exists a flat degeneration of the flag variety to
the normal toric variety associated with the Nakashima-Zelevinsky polytope. In this paper, we relate
Nakashima-Zelevinsky polytopes with Demazure operators on polytopes.
To be more precise, let g be a semisimple Lie algebra, P+ the set of dominant integral weights,
I = {1, . . . , n} an index set for the vertices of the Dynkin diagram, and {αi | i ∈ I} the set of simple
roots. For λ ∈ P+, we denote by V (λ) the irreducible highest weight g-module with highest weight
λ, and by B(λ) the crystal basis for V (λ). Fix a reduced word i = (i1, . . . , iN ) ∈ IN for the longest
element w0 in the Weyl group. We associate to i a specific parametrization Ψi : B(λ) ↪→ ZN of B(λ),
which gives an explicit description of the crystal structure; see Section 3 for the precise definition.
Nakashima-Zelevinsky [37] and Nakashima [34] described explicitly the image Ψi(B(λ)) under some
technical assumptions on i. The author and Naito [10] proved that the image Ψi(B(λ)) is identical to
the set of lattice points in some rational convex polytope ∆i(λ) without any assumptions on i. We call
∆i(λ) the Nakashima-Zelevinsky polytope associated with i and λ.
The theory of Demazure operators on polytopes was introduced by Kiritchenko [26] to construct
a (possibly virtual) convex polytope, whose lattice points yield the character of V (λ). For instance,
Date: May 1, 2019.
2010 Mathematics Subject Classification. Primary 05E10; Secondary 14M15, 14M25, 52B20.
Key words and phrases. Nakashima-Zelevinsky’s polyhedral realization, Crystal basis, Demazure operator, Toric
degeneration.
The work was partially supported by Grant-in-Aid for JSPS Fellows (No. 16J00420).
1
ar
X
iv
:1
81
0.
12
48
0v
1 
 [m
ath
.A
G]
  3
0 O
ct 
20
18
2 N. FUJITA
Gelfand-Zetlin polytopes [12] and Grossberg-Karshon’s twisted cubes [14] are obtained in a uniform
way (see [26]). For i ∈ I and 1 ≤ k ≤ N with ik = i, let D(k)i denote the corresponding Demazure
operator on polytopes; see Section 2 for the precise definition. This operator is defined for a specific class
of polytopes, called parapolytopes. Our purpose is to compute D
(N)
iN
· · ·D(1)i1 (a) for specific a ∈ RN .
Note that D
(N)
iN
· · ·D(1)i1 (a) is not necessarily well-defined as we will see in Example 2.4. For i ∈ I, we
denote by di the number of 1 ≤ k ≤ N such that ik = i. For λ ∈ P+, we write λ =
∑
i∈I λˆidiαi, and set
aλ := −Ψi(bw0λ) + (λˆi1 , . . . , λˆiN ),
where bw0λ ∈ B(λ) is the lowest weight element. For subsets X,Y ⊂ RN , we define X + Y to be the
Minkowski sum:
X + Y := {x+ y | x ∈ X, y ∈ Y }.
The following are the main results of this paper.
Theorem 1 (Theorem 4.1). Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0, and λ ∈ P+. Assume
that the Nakashima-Zelevinsky polytope ∆i(λ) is a parapolytope.
(1) The polytope ∆i(λ) is a lattice polytope.
(2) The polytope D
(N)
iN
· · ·D(1)i1 (aλ) is well-defined.
(3) The following equality holds:
D
(N)
iN
· · ·D(1)i1 (aλ) = −∆i(λ) + (λˆi1 , . . . , λˆiN ).
Theorem 2 (Theorem 4.10). Let i ∈ IN be a reduced word for w0, and λ, µ ∈ P+. Assume that the
polytopes ∆i(λ),∆i(µ), and ∆i(λ+ µ) are all parapolytopes. Then, the following equalities hold:
Ψi(B(λ+ µ)) = Ψi(B(λ)) + Ψi(B(µ)), and
∆i(λ+ µ) = ∆i(λ) + ∆i(µ).
We give some examples of ∆i(λ) which are parapolytopes.
Example 3 (Examples 4.2, 4.3, 4.4). The Nakashima-Zelevinsky polytope ∆i(λ) is a parapolytope for
all λ ∈ P+ if
(i) g is of type An, and i = (1, 2, 1, 3, 2, 1, . . . , n, n− 1, . . . , 1);
(ii) g is of type Bn or Cn, and i = (n, n− 1, . . . , 1, n, n− 1, . . . , 1, . . . , n, n− 1, . . . , 1) ∈ In2 ;
(iii) g is of type Dn, and i = (n, n− 1, . . . , 1, n, n− 1, . . . , 1, . . . , n, n− 1, . . . , 1) ∈ In(n−1);
(iv) g is of type G2, and i = (1, 2, 1, 2, 1, 2) or i = (2, 1, 2, 1, 2, 1).
Let G/B be the full flag variety associated with g, and X(∆i(λ)) the normal toric variety associated
with the rational convex polytope ∆i(λ). Then, we obtain a flat degeneration of G/B to X(∆i(λ))
by the theory of Newton-Okounkov bodies [2]; such a degeneration to a toric variety is called a toric
degeneration. Toric degenerations ofG/B have been studied from various points of view such as standard
monomial theory [5, 13], string parametrizations of dual canonical bases [1, 4], Newton-Okounkov bodies
[7, 9, 23, 27], and so on; see [8] for a survey on this topic. Let P++ ⊂ P+ denote the set of regular
dominant integral weights. In this paper, we apply Alexeev-Brion’s argument [1] to ∆i(λ), which implies
that the toric varieties X(∆i(λ)), λ ∈ P++, are all identical and Gorenstein Fano if
(i) ∆i(λ+ µ) = ∆i(λ) + ∆i(µ) for all λ, µ ∈ P+;
(ii) the polytope ∆i(2ρ) is a lattice polytope,
where ρ is the half sum of the positive roots. Hence we obtain the following by Theorems 1, 2.
Corollary 4. Take g and i as in Example 3. Then, the toric varieties X(∆i(λ)), λ ∈ P++, are all
identical and Gorenstein Fano.
If g is of type An, and i = (1, 2, 1, 3, 2, 1, . . . , n, n−1, . . . , 1), then the Nakashima-Zelevinsky polytope
∆i(λ) is identical to the corresponding Gelfand-Zetlin polytope (see Example 3.11). Hence in this case,
Theorems 1, 2 and Corollary 4 are not new (see [1, 26]).
In addition, we mention that a relation between convex-geometric Demazure operators and the ad-
ditivity with respect to the Minkowski sum is discussed in [28].
This paper is organized as follows. In Section 2, we recall the definition of Kiritchenko’s Demazure
operators on polytopes. In Section 3, we review some basic facts about crystal bases and their polyhedral
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realizations. In Section 4, we prove Theorems 1, 2 above. In Section 5, we study the crystal structure on
the set of lattice points in ∆i(λ). Section 6 is devoted to some applications to toric varieties associated
with Nakashima-Zelevinsky polytopes; in particular, we show Corollary 4 above.
Acknowledgments. The author is greatly indebted to Satoshi Naito for numerous helpful suggestions
and fruitful discussions. The author would also like to express his gratitude to Dave Anderson and
Valentina Kiritchenko for useful comments and suggestions. At the conference “Algebraic Analysis and
Representation Theory” in June 2017, the author gave a poster presentation on the result of this paper.
But there was a gap in the proof at that time, and the condition of the main result has been corrected
from the one at the conference.
2. Convex-geometric Demazure operators
Let G be a connected, simply-connected semisimple algebraic group over C, g its Lie algebra, W
the Weyl group, I = {1, . . . , n} an index set for the vertices of the Dynkin diagram, and (ci,j)i,j∈I the
Cartan matrix. We fix a reduced word i = (i1, . . . , iN ) ∈ IN for the longest element w0 ∈ W . For
i ∈ I, let di denote the number of 1 ≤ k ≤ N such that ik = i. We identify RN with the direct sum
Rd1 ⊕ · · · ⊕ Rdn as follows:
RN ∼−→ Rd1 ⊕ · · · ⊕ Rdn ,
(a1, . . . , aN ) 7→ (a(1)1 , . . . , a(1)d1 , . . . , a
(n)
1 , . . . , a
(n)
dn
),
where we set (a
(i)
1 , . . . , a
(i)
di
) := (ak)1≤k≤N ; ik=i. If we define an R-linear subspace (Rdi)⊥ ⊂ RN to be
(Rdi)⊥ :=
⊕
1≤j≤n; j 6=i
Rdj ,
then we have RN = (Rdi)⊥ ⊕ Rdi . A subset P ⊂ RN is called a convex polytope if it is the convex hull
of a finite number of points. Let PN denote the set of convex polytopes in RN . This set is endowed
with a commutative semigroup structure by the Minkowski sum of convex polytopes:
P1 + P2 := {p1 + p2 | p1 ∈ P1, p2 ∈ P2}.
For c ∈ R≥0 and a convex polytope P ⊂ RN , define a convex polytope cP ⊂ RN by cP := {cp | p ∈ P}.
We denote by F (RN ) the set of R-valued functions on RN . For a convex polytope P ⊂ RN , let
IP ∈ F (RN ) be the characteristic function of P , that is,
IP (x) =
{
1 if x ∈ P,
0 otherwise.
Definition 2.1 ([26, Definition 2]). A convex polytope P ⊂ RN is called a parapolytope if for all i ∈ I
and c ∈ RN , there exist µ = (µ1, . . . , µdi), ν = (ν1, . . . , νdi) ∈ Rdi such that
P ∩ (c + Rdi) = c + Π(µ, ν),
where [µk, νk] := {x ∈ R | µk ≤ x ≤ νk} ⊂ R for 1 ≤ k ≤ di, and
Π(µ, ν) := [µ1, ν1]× · · · × [µdi , νdi ] ⊂ Rdi .
Let P2 ⊂PN denote the set of parapolytopes in RN . For 1 ≤ k ≤ N , we set
P2(k) := {P ∈P2 | the coordinate function ak is constant on P}.
For i ∈ I, define an R-linear function li : RN → R by
li(a) := −
∑
j∈I; j 6=i
ci,j(a
(j)
1 + · · ·+ a(j)dj ).
Following [26, Sect. 2.3], we define a convex-geometric Demazure operator D
(k)
i : P2(k) → F (RN ) for
i ∈ I and 1 ≤ k ≤ N such that ik = i as follows. We take P ∈P2(k), and denote by 1 ≤ mk ≤ di the
number of 1 ≤ l ≤ k such that il = ik.
First, we consider the case P ⊂ c + Rdi for some c ∈ (Rdi)⊥. Write
P = c + Π(µ, ν) = c + [µ1, ν1]× · · · × [µdi , νdi ],
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and set
ν′mk := νmk + li(c)−
∑
1≤l≤di
(µl + νl).
We define ν′ ∈ Rdi (resp., µ′ ∈ Rdi) by replacing νmk in ν (resp., µmk in µ) by ν′mk . If ν′mk ≥ νmk , then
we set
D
(k)
i (P ) := Ic+Π(µ,ν′).
If ν′mk < νmk , then we set
D
(k)
i (P ) := −Ic+Π(µ′,ν) + IP + IP ′ ,
where P ′ is the facet of c + Π(µ′, ν) parallel to P .
In general, we define D
(k)
i (P ) ∈ F (RN ) by
D
(k)
i (P )|c+Rdi := D(k)i (P ∩ (c + Rdi))
for c ∈ (Rdi)⊥.
Definition 2.2. Let 1 ≤ k ≤ N , i := ik, and P ∈ P2(k). If the function D(k)i (P ) is identical to the
characteristic function IQ of a convex polytope Q, then by abuse of notation, we write Q = D(k)i (P ).
Remark 2.3. In the paper [26], she defined convex-geometric Demazure operators for convex parachains.
Even for parapolytopes, our definition of convex-geometric Demazure operators is slightly different from
hers since we specify which direction we expand in.
See [26, Sect. 2.4] for examples of functions constructed by convex-geometric Demazure operators.
Our purpose is to compute D
(N)
iN
· · ·D(1)i1 (a) for specific a ∈ RN . Note that D
(N)
iN
· · ·D(1)i1 (a) is not
necessarily well-defined as the following example.
Example 2.4. Let G = SL4(C), and i = (2, 1, 2, 3, 2, 1) ∈ I6, which is a reduced word for w0. Then,
the functions li, i ∈ I, are given by
l1(a) = l3(a) = a
(2)
1 + a
(2)
2 + a
(2)
3 and l2(a) = a
(1)
1 + a
(1)
2 + a
(3)
1
for a = (a
(1)
1 , a
(1)
2 , a
(2)
1 , a
(2)
2 , a
(2)
3 , a
(3)
1 ) ∈ R6 = R2 ⊕ R3 ⊕ R. If we set
alow := −
(
5
4
,
1
4
,
1
3
,
1
3
,
4
3
,
3
2
)
∈ R2 ⊕ R3 ⊕ R,
then we have D
(1)
2 (alow), D
(2)
1 D
(1)
2 (alow), D
(3)
2 D
(2)
1 D
(1)
2 (alow) ∈ P2 and D(4)3 D(3)2 D(2)1 D(1)2 (alow) ∈ P6.
In addition, the polytope D
(4)
3 D
(3)
2 D
(2)
1 D
(1)
2 (alow) is given by the following conditions:
(a
(1)
2 , a
(2)
3 ) =
(
−1
4
,−4
3
)
, −1
3
≤ a(2)1 ≤
2
3
, −5
4
≤ a(1)1 ≤ a(2)1 +
1
12
,
− 1
3
≤ a(2)2 ≤ min
{
a
(1)
1 +
11
12
,
2
3
}
, −3
2
≤ a(3)1 ≤ a(2)1 + a(2)2 +
1
6
.
Hence for c := (− 14 ,− 14 , 0, 0, 0, 12 ) ∈ (Rd2)⊥, the intersection D(4)3 D(3)2 D(2)1 D(1)2 (alow) ∩ (c + Rd2) is
identified with the set of (a
(2)
1 , a
(2)
2 , a
(2)
3 ) ∈ R3 satisfying the following conditions:
−1
3
≤ a(2)1 ≤
2
3
, −a(2)1 +
1
3
≤ a(2)2 ≤
2
3
, a
(2)
3 = −
4
3
.
Since this is not of the form Π(µ, ν), we deduce that D
(4)
3 D
(3)
2 D
(2)
1 D
(1)
2 (alow) is not a parapolytope, and
hence that D
(5)
2 D
(4)
3 D
(3)
2 D
(2)
1 D
(1)
2 (alow) is not well-defined.
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3. Polyhedral realizations of crystal bases
In this section, we review some fundamental properties of polyhedral realizations of crystal bases,
following [10, 34, 37]. We start with recalling the definition of abstract crystals, introduced in [21].
Choose a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. Denote by t the Lie algebra of T , by
t∗ := HomC(t,C) its dual space, and by 〈·, ·〉 : t∗ × t→ C the canonical pairing. Let {αi | i ∈ I} ⊂ t∗ be
the set of simple roots, {hi | i ∈ I} ⊂ t the set of simple coroots, and P ⊂ t∗ the weight lattice.
Definition 3.1 ([21, Definition 1.2.1]). A crystal B is a set equipped with maps
wt: B → P ,
εi : B → Z ∪ {−∞}, ϕi : B → Z ∪ {−∞} for i ∈ I, and
e˜i : B → B ∪ {0}, f˜i : B → B ∪ {0} for i ∈ I,
satisfying the following conditions:
(i) ϕi(b) = εi(b) + 〈wt(b), hi〉 for i ∈ I,
(ii) wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b)− 1, and ϕi(e˜ib) = ϕi(b) + 1 for i ∈ I and b ∈ B such that
e˜ib ∈ B,
(iii) wt(f˜ib) = wt(b)− αi, εi(f˜ib) = εi(b) + 1, and ϕi(f˜ib) = ϕi(b)− 1 for i ∈ I and b ∈ B such that
f˜ib ∈ B,
(iv) b′ = e˜ib if and only if b = f˜ib′ for i ∈ I and b, b′ ∈ B,
(v) e˜ib = f˜ib = 0 for i ∈ I and b ∈ B such that ϕi(b) = −∞;
here, −∞ and 0 are additional elements that are not contained in Z and B, respectively.
The maps e˜i and f˜i are called the Kashiwara operators.
Example 3.2. For λ ∈ P , let Rλ = {rλ} be a crystal consisting of only one element, given by:
wt(rλ) = λ, εi(rλ) = −〈λ, hi〉, ϕi(rλ) = 0, and e˜irλ = f˜irλ = 0.
Example 3.3. For i ∈ I, we define a crystal B˜i := {(x)i | x ∈ Z} as follows:
wt((x)i) := −xαi, εi((x)i) := x, ϕi((x)i) := −x, e˜i(x)i := (x− 1)i, f˜i(x)i := (x+ 1)i, and
εj((x)i) = ϕj((x)i) := −∞, e˜j(x)i = f˜j(x)i := 0 for j 6= i.
Definition 3.4 ([21, Sect. 1.2]). Let B1,B2 be two crystals. A map
ψ : B1 ∪ {0} → B2 ∪ {0}
is called a strict morphism of crystals from B1 to B2 if it satisfies the following conditions:
(i) ψ(0) = 0,
(ii) wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), and ϕi(ψ(b)) = ϕi(b) for i ∈ I and b ∈ B1 such that
ψ(b) ∈ B2,
(iii) e˜iψ(b) = ψ(e˜ib) and f˜iψ(b) = ψ(f˜ib) for i ∈ I and b ∈ B1;
here, if ψ(b) = 0, then we set e˜iψ(b) = f˜iψ(b) = 0. An injective strict morphism is called a strict
embedding of crystals.
Consider the total order < on Z∪{−∞} given by the usual order on Z, and by −∞ < s for all s ∈ Z.
For two crystals B1,B2, we can define another crystal B1 ⊗ B2, called the tensor product of B1 and B2,
as follows (see [21, Sect. 1.3]):
B1 ⊗ B2 := {b1 ⊗ b2 | b1 ∈ B1, b2 ∈ B2},
wt(b1 ⊗ b2) := wt(b1) + wt(b2),
εi(b1 ⊗ b2) := max{εi(b1), εi(b2)− 〈wt(b1), hi〉},
ϕi(b1 ⊗ b2) := max{ϕi(b2), ϕi(b1) + 〈wt(b2), hi〉},
e˜i(b1 ⊗ b2) :=
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) :=
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2);
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here, b1 ⊗ b2 stands for an ordered pair (b1, b2), and we set b1 ⊗ 0 = 0⊗ b2 = 0.
Let P+ ⊂ P be the set of dominant integral weights, B− ⊂ G the Borel subgroup opposite to B,
and ei, fi, hi ∈ g, i ∈ I, the Chevalley generators such that {ei, hi | i ∈ I} ⊂ Lie(B) and {fi, hi | i ∈
I} ⊂ Lie(B−). For λ ∈ P+, we denote by V (λ) the irreducible highest weight G-module over C with
highest weight λ and with highest weight vector vλ. Lusztig [31, 32, 33] and Kashiwara [18, 19, 20]
constructed a specific C-basis of V (λ) via the quantized enveloping algebra associated with g. This is
called (the specialization at q = 1 of) the lower global basis (= the canonical basis), and denoted by
{Glowλ (b) | b ∈ B(λ)} ⊂ V (λ). The index set B(λ) has a crystal structure, which satisfies the following
conditions:
wt(bλ) = λ,
εi(b) = max{k ∈ Z≥0 | e˜ki b 6= 0},
ϕi(b) = max{k ∈ Z≥0 | f˜ki b 6= 0},
ei ·Glowλ (b) ∈ C×Glowλ (e˜ib) +
∑
b′∈B(λ); wt(b′)=wt(b)+αi,
ϕi(b
′)>ϕi(b)+1
CGlowλ (b′),
fi ·Glowλ (b) ∈ C×Glowλ (f˜ib) +
∑
b′∈B(λ); wt(b′)=wt(b)−αi,
εi(b
′)>εi(b)+1
CGlowλ (b′)
for i ∈ I and b ∈ B(λ), where C× := C \ {0}, Glowλ (0) := 0 if e˜ib = 0 or f˜ib = 0, and bλ ∈ B(λ) is given
by Glowλ (bλ) ∈ C×vλ. We call B(λ) the crystal basis for V (λ); see [22] for a survey on lower global bases
and crystal bases.
Fix a reduced word i = (i1, . . . , iN ) ∈ IN for the longest element w0 ∈ W , and consider a sequence
j = (. . . , jk, . . . , jN+1, jN , . . . , j1) of elements in I such that jk = iN−k+1 for 1 ≤ k ≤ N , jk 6= jk+1
for all k ≥ 1, and the cardinality of {k ≥ 1 | jk = i} is ∞ for every i ∈ I. Following [21] and [37], we
associate to j a crystal structure on
Z∞ := {(. . . , ak, . . . , a2, a1) | ak ∈ Z for k ≥ 1 and ak = 0 for k  0}
as follows. For k ≥ 1, i ∈ I, and a = (. . . , al, . . . , a2, a1) ∈ Z∞, we set
σk(a) := ak +
∑
l>k
cjk,jlal ∈ Z,
σ(i)(a) := max{σk(a) | k ≥ 1, jk = i} ∈ Z, and
M (i)(a) := {k ≥ 1 | jk = i, σk(a) = σ(i)(a)}.
Since al = 0 for l  0, the integers σk(a), σ(i)(a) are well-defined; also, we have σ(i)(a) ≥ 0. Moreover,
M (i)(a) is a finite set if and only if σ(i)(a) > 0. Define a crystal structure on Z∞ by
wt(a) := −
∞∑
k=1
akαjk , εi(a) := σ
(i)(a), ϕi(a) := εi(a) + 〈wt(a), hi〉, and
e˜ia :=
{
(ak − δk,maxM(i)(a))k≥1 if σ(i)(a) > 0,
0 otherwise,
f˜ia := (ak + δk,minM(i)(a))k≥1
for i ∈ I and a = (. . . , ak, . . . , a2, a1) ∈ Z∞, where δk,l is the Kronecker delta; we denote this crystal
by Z∞j . For k ≥ 1, we set j≥k := (. . . , jl, . . . , jk+1, jk). Then, we see that the crystal Z∞j is naturally
isomorphic to the tensor product Z∞j≥k ⊗ B˜jk−1 ⊗ · · · ⊗ B˜j1 for all k ≥ 2.
Proposition 3.5 (see [34, Theorem 3.2] and [35, Proposition 3.1]). For λ ∈ P+, the following hold.
(1) There exists a unique strict embedding of crystals
Ψ˜j : B(λ) ↪→ Z∞j ⊗Rλ
such that Ψ˜j(bλ) = (. . . , 0, . . . , 0, 0)⊗ rλ.
(2) If (. . . , ak, . . . , a2, a1)⊗ rλ ∈ Ψ˜j(B(λ)), then ak = 0 for all k > N .
The embedding Ψ˜j (resp., the image Ψ˜j(B(λ))) is called the Kashiwara embedding (resp., the polyhe-
dral realization) of B(λ) with respect to j.
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Remark 3.6. We may regard Proposition 3.5 (1) as a definition of the crystal B(λ), that is, B(λ) is
identified with
{f˜k1 · · · f˜kl((. . . , 0, 0)⊗ rλ) | l ≥ 0, k1, . . . , kl ∈ I} \ {0} ⊂ Z∞j ⊗Rλ
as a set, and its crystal structure is given by that on Z∞j ⊗Rλ.
Definition 3.7. We define Ψi : B(λ) ↪→ ZN , b 7→ (a1, a2, . . . , aN ), by
Ψ˜j(b) = (. . . , 0, 0, a1, a2, . . . , aN )⊗ rλ;
this is also called the Kashiwara embedding of B(λ) with respect to i.
Note that the embedding Ψi is independent of the choice of an extension j by [37, Sect. 2.4].
Definition 3.8 (see [10, Definition 2.15]). Let i ∈ IN be a reduced word for w0, and λ ∈ P+. Define a
subset Si(λ) ⊂ Z>0 × ZN by
Si(λ) :=
⋃
k>0
{(k,Ψi(b)) | b ∈ B(kλ)},
and denote by Ci(λ) ⊂ R≥0 × RN the smallest real closed cone containing Si(λ). Now let us define a
subset ∆i(λ) ⊂ RN by
∆i(λ) := {a ∈ RN | (1,a) ∈ Ci(λ)}.
The set ∆i(λ) is called the Nakashima-Zelevinsky polytope associated with i and λ.
Proposition 3.9 ([10, Corollaries 2.18 (2), 2.20, and 4.3]). Let i ∈ IN be a reduced word for w0, and
λ ∈ P+.
(1) The real closed cone Ci(λ) is a rational convex polyhedral cone, and the equality Si(λ) = Ci(λ)∩
(Z>0 × ZN ) holds.
(2) The Nakashima-Zelevinsky polytope ∆i(λ) is a rational convex polytope, and the equality ∆i(λ)∩
ZN = Ψi(B(λ)) holds.
Remark 3.10. In the case that (j, λ) is ample (see [34, Sect. 4.2] for the definition), a system of explicit
linear inequalities defining ∆i(λ) is given by [34, Theorem 4.1] (see also [10, Corollary 5.3]). Note that
in order to prove Proposition 3.9, the ampleness of (j, λ) is not necessary.
Example 3.11 ([34]). Let G = SLn+1(C), and λ ∈ P+. We consider a specific reduced word i =
(1, 2, 1, 3, 2, 1, . . . , n, n − 1, . . . , 1) for w0. Then, by [34, Theorem 6.1] (see also [36, Corollary 2.7]), the
Nakashima-Zelevinsky polytope ∆i(λ) is identical to the set of (a
(1)
n , a
(2)
n−1, a
(1)
n−1, . . . , a
(n)
1 , . . . , a
(1)
1 ) ∈ RN
satisfying the following conditions:
λ≥1 λ≥2 · · · λ≥n 0
a
(1)
1 + λ≥2 a
(1)
2 + λ≥3 · · · a(1)n
a
(2)
1 + λ≥3 · · · a(2)n−1
. . . . . .
a
(n−1)
1 + λ≥n a
(n−1)
2
a
(n)
1 ,
where N := n(n+1)2 , λ≥k :=
∑
k≤l≤n〈λ, hl〉 for 1 ≤ k ≤ n, and the notation
a c
b
means that a ≥ b ≥ c. This implies that the translation
∆i(λ) + (0, 0, λ≥n︸ ︷︷ ︸
2
, 0, λ≥n, λ≥n−1︸ ︷︷ ︸
3
, . . . , 0, λ≥n, λ≥n−1, . . . , λ≥2︸ ︷︷ ︸
n
)
of the Nakashima-Zelevinsky polytope is identical to the Gelfand-Zetlin polytope GZ(λ) associated with
the non-increasing sequence λ := (λ≥1, λ≥2, . . . , λ≥n, 0).
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For w ∈W and λ ∈ P+, let vwλ ∈ V (λ) be a weight vector of weight wλ, which is called an extremal
weight vector. We define a B-submodule Vw(λ) ⊂ V (λ) (resp., a B−-submodule V w(λ) ⊂ V (λ)) by
Vw(λ) :=
∑
b∈B
Cbvwλ
(resp., V w(λ) :=
∑
b∈B−
Cbvwλ);
this is called the Demazure module (resp., the opposite Demazure module) associated with w ∈ W . By
[21, Proposition 3.2.3 (i) and equation (4.1)], there uniquely exists a subset Bw(λ) (resp., Bw(λ)) of
B(λ) such that
Vw(λ) =
∑
b∈Bw(λ)
CGlowλ (b)
(resp., V w(λ) =
∑
b∈Bw(λ)
CGlowλ (b));
this subset Bw(λ) (resp., Bw(λ)) is called a Demazure crystal (resp., an opposite Demazure crystal). Let
bwλ ∈ B(λ) denote the extremal weight element of weight wλ, that is, bwλ is a unique element in B(λ)
such that Glowλ (bwλ) ∈ C×vwλ. Then, we have
Bw(λ) ∩ Bw(λ) = {bwλ}.
Let {si | i ∈ I} ⊂ W be the set of simple reflections. The following is a collection of fundamental
properties of Demazure crystals and opposite Demazure crystals.
Proposition 3.12 ([21, Propositions 3.2.3 (ii), (iii) and 4.2]). Let w ∈W , and λ ∈ P+.
(1) e˜iBw(λ) ⊂ Bw(λ) ∪ {0} and f˜iBw(λ) ⊂ Bw(λ) ∪ {0} for all i ∈ I.
(2) If siw < w, then
Bw(λ) =
⋃
k≥0
f˜ki Bsiw(λ) \ {0},
Bsiw(λ) =
⋃
k≥0
e˜ki Bw(λ) \ {0}.
(3) Let i = (i1, . . . , ir) ∈ Ir be a reduced word for w ∈W . Then,
Bw(λ) = {f˜a1i1 · · · f˜arir bλ | a1, . . . , ar ∈ Z≥0} \ {0}.
(4) Let i = (i1, . . . , ir) ∈ Ir be a reduced word for ww0 ∈W . Then,
Bw(λ) = {e˜a1i1 · · · e˜arir bw0λ | a1, . . . , ar ∈ Z≥0} \ {0}.
For λ ∈ P+, the crystal B(−w0λ) is identified with the dual crystal of B(λ) (see [21, Sect. 1.2] for more
details). Under this identification, the opposite Demazure crystals of B(λ) correspond to the Demazure
crystals of B(−w0λ). For i ∈ I, a subset S ⊂ B(λ) is called an i-string if there exists bhighS ∈ S such
that e˜ib
high
S = 0, and such that
S = {f˜ki bhighS | k ∈ Z≥0} \ {0}.
This element bhighS is called the highest weight element of S; similarly, the lowest weight element b
low
S ∈ S
is defined by f˜ib
low
S = 0. The following is called the string property of Demazure crystals and opposite
Demazure crystals.
Proposition 3.13 (see [21, Proposition 3.3.5]). Let w ∈W , λ ∈ P+, and i ∈ I.
(1) For each i-string S of B(λ) with highest weight element bhighS , the intersection Bw(λ)∩S is either
∅, S, or {bhighS }.
(2) For each i-string S of B(λ) with lowest weight element blowS , the intersection Bw(λ)∩S is either
∅, S, or {blowS }.
Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0, and λ ∈ P+. We write w≥k := sik · · · siN ∈ W
and xk := −〈w≥kλ, hik〉 for 1 ≤ k ≤ N .
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Theorem 3.14 ([35, Theorem 4.1]). Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0, λ ∈ P+, and
1 ≤ k ≤ N . Then, the image Ψi(bw≥kλ) is given by
Ψi(bw≥kλ) = (0, . . . , 0, xk, . . . , xN ).
For 1 ≤ k ≤ N , we define
pi≥k : B(λ)→ B˜ik ⊗ · · · ⊗ B˜iN ⊗Rλ and
pi≤k : B(λ)→ Z∞j≥N+1 ⊗ B˜i1 ⊗ · · · ⊗ B˜ik
by pi≥k(b) := b2 and pi≤k(b′) := b′1 for b, b
′ ∈ B(λ) such that
Ψ˜j(b) = b1 ⊗ b2 ∈ (Z∞j≥N+1 ⊗ B˜i1 ⊗ · · · ⊗ B˜ik−1)⊗ (B˜ik ⊗ · · · ⊗ B˜iN ⊗Rλ) and
Ψ˜j(b
′) = b′1 ⊗ b′2 ∈ (Z∞j≥N+1 ⊗ B˜i1 ⊗ · · · ⊗ B˜ik)⊗ (B˜ik+1 ⊗ · · · ⊗ B˜iN ⊗Rλ),
respectively. In addition, we set pi≥0 = pi≤N+1 = Ψ˜j, and
pi≥N+1 : B(λ)→ Rλ, b 7→ rλ,
pi≤0 : B(λ)→ Z∞j≥N+1 , b 7→ (. . . , 0, . . . , 0, 0).
We write x≥k := pi≥k(bw≥kλ) for 1 ≤ k ≤ N .
Lemma 3.15. The following equalities hold for 2 ≤ k ≤ N :
εik−1(x≥k−1) = xk−1, e˜
xk−1
ik−1 x≥k−1 = (0)ik−1 ⊗ x≥k,
ϕik−1((0)ik−1 ⊗ x≥k) = xk−1, f˜xk−1ik−1 ((0)ik−1 ⊗ x≥k) = x≥k−1.
Proof. Since εik−1(bw≥k−1λ) = xk−1 = εik−1((xk−1)ik−1), and
Ψ˜j(bw≥kλ) = e˜
εik−1 (bw≥k−1λ)
ik−1 Ψ˜j(bw≥k−1λ)
= e˜
xk−1
ik−1 Ψ˜j(bw≥k−1λ),
Theorem 3.14 and the tensor product rule for crystals imply that εik−1(x≥k−1) = xk−1, e˜
xk−1
ik−1 x≥k−1 =
(0)ik−1 ⊗ x≥k. The other assertions of the lemma follow from these and ϕik−1(bw≥kλ) = xk−1. 
Proposition 3.16. The following equality holds for 1 ≤ k ≤ N :
Ψi(Bw≥k(λ)) = {a = (a1, . . . , aN ) ∈ Ψi(B(λ)) | al = xl for all k ≤ l ≤ N}.
Proof. We will prove that
Bw≥k(λ) = {b ∈ B(λ) | pi≥k(b) = x≥k}
for 1 ≤ k ≤ N . We proceed by induction on k. If k = 1, then the assertion is obvious since Bw≥1(λ) =
Bw0(λ) = {bw0λ} and Ψi(bw0λ) = (x1, . . . , xN ) by Theorem 3.14. We assume that k > 1, and that
Bw≥k−1(λ) = {b ∈ B(λ) | pi≥k−1(b) = x≥k−1}.
Take b ∈ Bw≥k(λ). Then, we see by Proposition 3.12 that f˜ϕik−1 (b)ik−1 b ∈ Bw≥k−1(λ); hence the equality
pi≥k−1(f˜
ϕik−1 (b)
ik−1 b) = x≥k−1 holds. From this and Lemma 3.15, we deduce that
pi≥k(b) = pi≥k(e˜
ϕik−1 (b)
ik−1 f˜
ϕik−1 (b)
ik−1 b) = x≥k.
Conversely, take b ∈ B(λ) such that pi≥k(b) = x≥k. Then, we have Ψ˜j(b) = pi≤k−2(b) ⊗ (a)ik−1 ⊗ x≥k
for some 0 ≤ a ≤ xk−1. By Lemma 3.15, it follows that ϕik−1((a)ik−1 ⊗ x≥k) = xk−1 − a, and that
f˜
xk−1−a
ik−1 ((a)ik−1 ⊗ x≥k) = x≥k−1. Hence by the tensor product rule for crystals, we deduce that
f˜
ϕik−1 (b)
ik−1 Ψ˜j(b) = f˜
ϕik−1 (b)−(xk−1−a)
ik−1 pi≤k−2(b)⊗ x≥k−1.
From this, it follows that pi≥k−1(f˜
ϕik−1 (b)
ik−1 b) = x≥k−1, and hence that f˜
ϕik−1 (b)
ik−1 b ∈ Bw≥k−1(λ). By
Proposition 3.12, this implies that b ∈ Bw≥k(λ). These prove the proposition. 
Corollary 3.17. For all λ, µ ∈ P+ and 1 ≤ k ≤ N , the following holds:
Ψi(Bw≥k(λ)) + Ψi(Bw≥k(µ)) ⊂ Ψi(Bw≥k(λ+ µ)).
Proof. Since −〈w≥l(λ+µ), hil〉 = −〈w≥lλ, hil〉−〈w≥lµ, hil〉 for k ≤ l ≤ N , Proposition 3.16 implies that
it suffices to show that Ψi(Bw≥k(λ)) + Ψi(Bw≥k(µ)) ⊂ Ψi(B(λ+ µ)). However, this follows immediately
by the additivity of Ψi (see [10, Theorem 4.1]). 
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4. Main result
4.1. Statement of the main result. Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0. For i ∈ I,
recall that di is the number of 1 ≤ k ≤ N such that ik = i. For λ ∈ P+, we write λ =
∑
i∈I λˆidiαi, and
set
xλ := Ψi(bw0λ) = (x1, . . . , xN ),
aλ := −xλ + (λˆi1 , . . . , λˆiN ).
The following is the main result of this paper.
Theorem 4.1. Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0, and λ ∈ P+. Assume that the
Nakashima-Zelevinsky polytope ∆i(λ) is a parapolytope.
(1) The polytope ∆i(λ) is a lattice polytope.
(2) The polytope D
(N)
iN
· · ·D(1)i1 (aλ) is well-defined.
(3) The following equality holds:
D
(N)
iN
· · ·D(1)i1 (aλ) = −∆i(λ) + (λˆi1 , . . . , λˆiN ).
We prove Theorem 4.1 in the next subsection. In the rest of this subsection, we give some examples
of ∆i(λ) which are parapolytopes.
Example 4.2. Let G = SLn+1(C), and i = (1, 2, 1, 3, 2, 1, . . . , n, n − 1, . . . , 1). Then, the Nakashima-
Zelevinsky polytope ∆i(λ) is a parapolytope for all λ ∈ P+ by Example 3.11.
Example 4.3 ([16]). Let G be of type Bn, Cn, or Dn. We identify the set of vertices of the Dynkin
diagram with {1, . . . , n} as follows:
Bn
1 2 n− 1 n
+3 ,
Cn
1 2 n− 1 n
ks ,
Dn
1 2 n− 2 n− 1
n.
We take a reduced word i for w0 to be
i = (n, n− 1, . . . , 1, n, n− 1, . . . , 1, . . . , n, n− 1, . . . , 1),
where i ∈ In2 if G is of type Bn or Cn, and i ∈ In(n−1) if G is of type Dn.
If G is of type Bn, then we see by [16, Sect. III.A] that ∆i(λ) is identical to the set of
(a(n)n , a
(n−1)
n , . . . , a
(1)
n , . . . , a
(n)
1 , a
(n−1)
1 , . . . , a
(1)
1 ) ∈ Rn
2
≥0
satisfying the following inequalities:
a
(i)
1 ≥ a(i−1)2 ≥ · · · ≥ a(1)i for 2 ≤ i ≤ n− 1,
a
(n)
j ≥ a(n−1)j+1 ≥ · · · ≥ a(j)n for 1 ≤ j ≤ n− 1,
a
(n−j+1)
j ≥ a(n−j+2)j ≥ · · · ≥ a(n)j for 2 ≤ j ≤ n,
λi ≥ a(i−j+1)j − a(i−j)j for 1 ≤ j ≤ i ≤ n− 1,
λn ≥ a(n)l − 2a(n−1)l + 2
∑
1≤k≤l−1
(a
(n−µk+1)
µk+k−1 − a
(n−µk)
µk+k−1) for l ≥ 1, n ≥ µ1 > · · · > µl = 1,
λn ≥ −a(n)l + 2
∑
1≤k≤l
(a
(n−µk+1)
µk+k−1 − a
(n−µk)
µk+k−1) for l ≥ 1, n ≥ µ1 > · · · > µl > 1.
If G is of type Cn, then it follows by [16, Sect. III.B] that ∆i(λ) is identical to the set of
(a(n)n , a
(n−1)
n , . . . , a
(1)
n , . . . , a
(n)
1 , a
(n−1)
1 , . . . , a
(1)
1 ) ∈ Rn
2
≥0
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satisfying the following inequalities:
a
(i)
1 ≥ a(i−1)2 ≥ · · · ≥ a(1)i for 2 ≤ i ≤ n− 1,
2a
(n)
j ≥ a(n−1)j+1 ≥ · · · ≥ a(j)n for 1 ≤ j ≤ n− 1,
a
(n−j+1)
j ≥ a(n−j+2)j ≥ · · · ≥ a(n−1)j ≥ 2a(n)j for 2 ≤ j ≤ n,
λi ≥ a(i−j+1)j − a(i−j)j for 1 ≤ j ≤ i ≤ n− 1,
λn ≥ a(n)l − a(n−1)l +
∑
1≤k≤l−1
(a
(n−µk+1)
µk+k−1 − a
(n−µk)
µk+k−1) for l ≥ 1, n ≥ µ1 > · · · > µl = 1,
λn ≥ −a(n)l +
∑
1≤k≤l
(a
(n−µk+1)
µk+k−1 − a
(n−µk)
µk+k−1) for l ≥ 1, n ≥ µ1 > · · · > µl > 1.
If G is of type Dn, then it follows by [16, Sect. III.C] that ∆i(λ) is identical to the set of
(a
(n)
n−1, a
(n−1)
n−1 , . . . , a
(1)
n−1, . . . , a
(n)
1 , a
(n−1)
1 , . . . , a
(1)
1 ) ∈ Rn(n−1)≥0
satisfying the following inequalities:
a
(i)
1 ≥ a(i−1)2 ≥ · · · ≥ a(1)i for 2 ≤ i ≤ n− 2,
a
(n−1)
j + a
(n)
j ≥ a(n−2)j+1 ≥ a(n−3)j+2 ≥ · · · ≥ a(j)n−1 for 1 ≤ j ≤ n− 2,
a
(n−j)
j ≥ a(n−j+1)j ≥ a(n−j+2)j ≥ · · · ≥ a(n−2)j ≥ a(n−1)j + a(n)j for 2 ≤ j ≤ n− 1,
a
(n−1)
1 ≥ a(n)2 ≥ a(n−1)3 ≥ a(n)4 ≥ · · · ,
a
(n)
1 ≥ a(n−1)2 ≥ a(n)3 ≥ a(n−1)4 ≥ · · · ,
λi ≥ a(i−j+1)j − a(i−j)j for 1 ≤ j ≤ i ≤ n− 2,
λn−1 ≥ a(n−1)1 − a(n−2)1 ,
λn ≥ a(n)1 − a(n−2)1 ,
λn−1 ≥ max{−a(n)2l−1, a(n)2l − a(n−2)2l }+
∑
1≤k≤2l−1
(a
(n−µk)
µk+k−1 − a
(n−µk−1)
µk+k−1 ),
λn ≥ max{−a(n−1)2l−1 , a(n−1)2l − a(n−2)2l }+
∑
1≤k≤2l−1
(a
(n−µk)
µk+k−1 − a
(n−µk−1)
µk+k−1 )
for l ≥ 1, n− 1 ≥ µ1 > · · · > µ2l−1 > 1,
λn−1 ≥ max{−a(n−1)2l , a(n−1)2l+1 − a(n−2)2l+1 }+
∑
1≤k≤2l
(a
(n−µk)
µk+k−1 − a
(n−µk−1)
µk+k−1 ),
λn ≥ max{−a(n)2l , a(n)2l+1 − a(n−2)2l+1 }+
∑
1≤k≤2l
(a
(n−µk)
µk+k−1 − a
(n−µk−1)
µk+k−1 ),
for l ≥ 1, n− 1 ≥ µ1 > · · · > µ2l > 1.
In all cases, the Nakashima-Zelevinsky polytopes ∆i(λ), λ ∈ P+, are parapolytopes.
Example 4.4. Let G be of type G2. We set i := (1, 2, 1, 2, 1, 2) and i
op := (2, 1, 2, 1, 2, 1). By [34,
Theorem 5.1], the Nakashima-Zelevinsky polytopes ∆i(λ) and ∆iop(λ) are parapolytopes for all λ ∈ P+.
4.2. Proof of Theorem 4.1. We set (Zdi)⊥ := (Rdi)⊥ ∩ ZN for i ∈ I. Since Ψi(B(λ)) = ∆i(λ) ∩ ZN
by Proposition 3.9 (2), for i ∈ I and c ∈ (Zdi)⊥ such that Ψi(B(λ))∩ (c +Zdi) 6= ∅, there uniquely exist
µ(i)(c) = (µ
(i)
1 (c), . . . , µ
(i)
di
(c)), ν(i)(c) = (ν
(i)
1 (c), . . . , ν
(i)
di
(c)) ∈ Zdi such that
Ψi(B(λ)) ∩ (c + Zdi) = c + ΠZ(µ(i)(c), ν(i)(c)),
where we write
ΠZ(µ
(i)(c), ν(i)(c)) := {(a(i)1 , . . . , a(i)di ) ∈ Zdi | µ
(i)
l (c) ≤ a(i)l ≤ ν(i)l (c), 1 ≤ l ≤ di}.
Note that the subset (B(λ) ∩Ψ−1i (c + Zdi)) ∪ {0} of B(λ) ∪ {0} is stable under e˜i and f˜i by the crystal
structure on Z∞j ⊗Rλ. For 0 ≤ k ≤ N , i ∈ I, and c ∈ (Zdi)⊥ such that Ψi(Bw≥k+1(λ)) ∩ (c + Zdi) 6= ∅,
Proposition 3.16 implies that there uniquely exist
µ(i,k)(c) = (µ
(i,k)
1 (c), . . . , µ
(i,k)
di
(c)), ν(i,k)(c) = (ν
(i,k)
1 (c), . . . , ν
(i,k)
di
(c)) ∈ Zdi
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such that
Ψi(Bw≥k+1(λ)) ∩ (c + Zdi) = c + ΠZ(µ(i,k)(c), ν(i,k)(c)),
where we define w≥N+1 ∈ W to be the identity element. For 1 ≤ k ≤ N and c = (cs)1≤s≤N ; is 6=ik ∈
(Zdik )⊥ such that Ψi(Bw≥k(λ)) ∩ (c + Zdik ) 6= ∅, we define Lk(c) ∈ Z by
Lk(c) := −〈λ, hik〉+
∑
1≤l≤dik
(µ
(ik,k−1)
l (c) + ν
(ik,k−1)
l (c)) +
∑
1≤s≤N ; is 6=ik
cik,iscs.
Lemma 4.5. The integer Lk(c) is nonnegative.
Proof. Let bhigh ∈ Bw≥k(λ)∩Ψ−1i (c+Zdik ) be the unique element such that Ψi(bhigh) = c+µ(ik,k−1)(c).
Then, we see that
wt(bhigh) = λ−
∑
1≤l≤dik
µ
(ik,k−1)
l (c)αik −
∑
1≤s≤N ; is 6=ik
csαis ,
and hence that
〈wt(bhigh), hik〉 = 〈λ, hik〉 − 2
∑
1≤l≤dik
µ
(ik,k−1)
l (c)−
∑
1≤s≤N ; is 6=ik
cik,iscs.
From this, it follows that
Lk(c) = −〈wt(bhigh), hik〉+
∑
1≤l≤dik
(ν
(ik,k−1)
l (c)− µ(ik,k−1)l (c)).
Since we have f˜
ϕik (bhigh)
ik
bhigh ∈ Bw≥k(λ) ∩Ψ−1i (c + Zdik ) by Proposition 3.12 (1), the equality
Ψi(Bw≥k(λ)) ∩ (c + Zdik ) = c + ΠZ(µ(ik,k−1)(c), ν(ik,k−1)(c))
implies that ϕik(bhigh) ≤
∑
1≤l≤dik (ν
(ik,k−1)
l (c)− µ(ik,k−1)l (c)), and hence that
〈wt(bhigh), hik〉 = ϕik(bhigh)− εik(bhigh) ≤
∑
1≤l≤dik
(ν
(ik,k−1)
l (c)− µ(ik,k−1)l (c)).
This proves the lemma. 
We set
{s(k)1 < · · · < s(k)dik } := {1 ≤ s ≤ N | is = ik}
for 1 ≤ k ≤ N , and define 1 ≤ mk ≤ dik by s(k)mk = k.
Lemma 4.6. For c ∈ (Zdik )⊥, it follows that Ψi(Bw≥k(λ))∩(c+Zdik ) 6= ∅ if and only if Ψi(Bw≥k+1(λ))∩
(c + Zdik ) 6= ∅. In this case, the following equalities hold:
µ
(ik,k)
l (c) = µ
(ik,k−1)
l (c), ν
(ik,k)
l (c) = ν
(ik,k−1)
l (c) for 1 ≤ l < mk,
µ(ik,k)mk (c) = xk − Lk(c), ν(ik,k)mk (c) = xk, and
µ
(ik,k)
l (c) = ν
(ik,k)
l (c) = xs(k)l
for mk < l ≤ dik .
Proof. Since
(4.1) Bw≥k+1(λ) =
⋃
a≥0
e˜aikBw≥k(λ) \ {0}
by Proposition 3.12 (2), the first assertion follows immediately by the crystal structure on Z∞j ⊗ Rλ.
By Proposition 3.16, we have µ
(ik,k)
l (c) = ν
(ik,k)
l (c) = xs(k)l
for mk < l ≤ dik , and
(4.2) Ψi(Bw≥k(λ)) = {a ∈ Ψi(Bw≥k+1(λ)) | ak = xk}.
By (4.1) and (4.2), there exists L˜k(c) ∈ Z≥0 such that
µ
(ik,k)
l (c) = µ
(ik,k−1)
l (c), ν
(ik,k)
l (c) = ν
(ik,k−1)
l (c) for 1 ≤ l < mk, and
µ(ik,k)mk (c) = xk − L˜k(c), ν(ik,k)mk (c) = xk.
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Hence for the second assertion of the lemma, it suffices to show that L˜k(c) = Lk(c). For i ∈ I, let us
consider the Demazure operator Di : Z[P ]→ Z[P ] given by
Di(e
λ) :=
eλ − esi(λ)+αi
1− eαi
for λ ∈ P . For λ ∈ P with 〈λ, hi〉 ≤ 0, we have
Di(e
λ) = eλ + eλ+αi + · · ·+ esi(λ).
By the string property of Bw≥k(λ) (Proposition 3.13 (2)) and the equality
Bw≥k+1(λ) ∩Ψ−1i (c + Zdik ) =
⋃
a≥0
e˜aik(Bw≥k(λ) ∩Ψ−1i (c + Zdik )) \ {0},
we deduce that
(4.3) ch(Bw≥k+1(λ) ∩Ψ−1i (c + Zdik )) = Dik(ch(Bw≥k(λ) ∩Ψ−1i (c + Zdik ))).
Set Π1 := ΠZ(µ(ik,k)(c), ν(ik,k)(c)) and Π2 := ΠZ(µˆ(ik,k)(c), ν(ik,k)(c)), where we define µˆ(ik,k)(c) by
replacing µ
(ik,k−1)
mk (c) = xk in µ
(ik,k−1)(c) by xk − Lk(c). Then, it follows that
(4.4)
Dik
(
ch(Bw≥k(λ) ∩Ψ−1i (c + Zdik ))
)
= e
λ−∑1≤s≤N; is 6=ik csαis ∑
(a
(i)
1 ,...,a
(i)
dik
)∈Π2
e
(a
(i)
1 +···+a(i)dik )αik ;
see [29, Proposition 6.3]. From the equalities (4.3) and (4.4), we see that∑
(a
(i)
1 ,...,a
(i)
dik
)∈Π1
e
(a
(i)
1 +···+a(i)dik )αik =
∑
(a
(i)
1 ,...,a
(i)
dik
)∈Π2
e
(a
(i)
1 +···+a(i)dik )αik .
By comparing the number of terms, we deduce that L˜k(c) = Lk(c). This proves the lemma. 
For subsets X,Y ⊂ RN , we define X + Y to be the Minkowski sum:
X + Y := {x+ y | x ∈ X, y ∈ Y }.
Lemma 4.7. Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0, and λ1, λ2 ∈ P+. Assume that the
polytopes ∆i(λ1),∆i(λ2), and ∆i(λ1 + λ2) are all parapolytopes. Then, the following equality holds for
all 1 ≤ k ≤ N + 1:
Ψi(Bw≥k(λ1 + λ2)) = Ψi(Bw≥k(λ1)) + Ψi(Bw≥k(λ2)).
Proof. We proceed by induction on k. If k = 1, then the assertion is obvious since
Ψi(bw0(λ1+λ2)) = Ψi(bw0λ1) + Ψi(bw0λ2)
by Theorem 3.14. Let 1 ≤ k ≤ N , and assume that
(4.5) Ψi(Bw≥k(λ1 + λ2)) = Ψi(Bw≥k(λ1)) + Ψi(Bw≥k(λ2)).
By Corollary 3.17, for the inductive step, it suffices to prove that
Ψi(Bw≥k+1(λ1 + λ2)) ⊂ Ψi(Bw≥k+1(λ1)) + Ψi(Bw≥k+1(λ2)).
Fix c ∈ (Zdik )⊥ such that Ψi(Bw≥k(λ1 +λ2))∩(c+Zdik ) 6= ∅. We denote µ(ik,k−1)(c), ν(ik,k−1)(c), Lk(c)
for Bw≥k(λ) by µ(ik,k−1)(λ, c), ν(ik,k−1)(λ, c), Lk(λ, c), respectively, where λ = λ1, λ2, λ1 + λ2. The
equality (4.5) implies that
Ψi(Bw≥k(λ1 + λ2)) ∩ (c + Zdik )
=
⋃
c1,c2∈(Zdik )⊥; c1+c2=c
(
Ψi(Bw≥k(λ1)) ∩ (c1 + Zdik ) + Ψi(Bw≥k(λ2)) ∩ (c2 + Zdik )
)
,
and hence that
ΠZ(µ
(ik,k−1)(λ1 + λ2, c), ν(ik,k−1)(λ1 + λ2, c))
=
⋃
c1,c2∈(Zdik )⊥; c1+c2=c
ΠZ(µ
(ik,k−1)(λ1, c1) + µ(ik,k−1)(λ2, c2), ν(ik,k−1)(λ1, c1) + ν(ik,k−1)(λ2, c2)).
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From this, there exist c1, c2 ∈ (Zdik )⊥ such that c1 + c2 = c, and such that
(4.6)
ν(ik,k−1)(λ1 + λ2, c) = ν(ik,k−1)(λ1, c1) + ν(ik,k−1)(λ2, c2),
µ
(ik,k−1)
l (λ1 + λ2, c) ≤ µ(ik,k−1)l (λ1, c1) + µ(ik,k−1)l (λ2, c2) for all 1 ≤ l ≤ dik .
Since
Ψi(Bw≥k+1(λ1)) + Ψi(Bw≥k+1(λ2)) ⊂ Ψi(Bw≥k+1(λ1 + λ2))
by Corollary 3.17, we have
(4.7)
ΠZ(µ
(ik,k)(λ1, c1) + µ
(ik,k)(λ2, c2), ν
(ik,k)(λ1, c1) + ν
(ik,k)(λ2, c2))
⊂ ΠZ(µ(ik,k)(λ1 + λ2, c), ν(ik,k)(λ1 + λ2, c)).
Also, Lemma 4.6 implies that
(4.8)
ν(ik,k)(λ1 + λ2, c) = ν
(ik,k−1)(λ1 + λ2, c)
= ν(ik,k−1)(λ1, c1) + ν(ik,k−1)(λ2, c2)
= ν(ik,k)(λ1, c1) + ν
(ik,k)(λ2, c2),
and that
µ(ik,k)mk (λ1 + λ2, c) = −〈w≥k(λ1 + λ2), hik〉 − Lk(λ1 + λ2, c)
≥ −〈w≥kλ1, hik〉 − 〈w≥kλ2, hik〉 − (Lk(λ1, c1) + Lk(λ2, c2))
(by (4.6) and the definition of Lk(c))
= µ(ik,k)mk (λ1, c1) + µ
(ik,k)
mk
(λ2, c2).
In addition, this inequality becomes the equality if and only if µ
(ik,k−1)
l (λ1 +λ2, c) = µ
(ik,k−1)
l (λ1, c1) +
µ
(ik,k−1)
l (λ2, c2) for all 1 ≤ l ≤ dik . However, the inclusion relation (4.7) implies that µ(ik,k)mk (λ1, c1) +
µ
(ik,k)
mk (λ2, c2) ≥ µ(ik,k)mk (λ1 + λ2, c), and hence that µ(ik,k)mk (λ1, c1) + µ(ik,k)mk (λ2, c2) = µ(ik,k)mk (λ1 + λ2, c).
This proves µ(ik,k)(λ1 + λ2, c) = µ
(ik,k)(λ1, c1) + µ
(ik,k)(λ2, c2) by Lemma 4.6, which implies by (4.8)
that
c + ΠZ(µ
(ik,k)(λ1 + λ2, c), ν
(ik,k)(λ1 + λ2, c))
=
(
c1 + ΠZ(µ
(ik,k)(λ1, c1), ν
(ik,k)(λ1, c1))
)
+
(
c2 + ΠZ(µ
(ik,k)(λ2, c2), ν
(ik,k)(λ2, c2))
)
⊂ Ψi(Bw≥k+1(λ1)) + Ψi(Bw≥k+1(λ2)).
Hence we conclude that Ψi(Bw≥k+1(λ1 + λ2)) ⊂ Ψi(Bw≥k+1(λ1)) + Ψi(Bw≥k+1(λ2)). This proves the
lemma. 
Note that ∆i(mλ) = m∆i(λ) for m ∈ Z>0 by the additivity of Ψi (see [10, Theorem 4.1]). Hence if
∆i(λ) is a parapolytope, then the polytopes ∆i(mλ), m ∈ Z>0, are all parapolytopes. By Lemma 4.7,
this implies that
Ψi(B(mλ)) = Ψi(B(λ)) + · · ·+ Ψi(B(λ))︸ ︷︷ ︸
m
for m ∈ Z>0, and hence that the equality ∆i(λ) = Conv(Ψi(B(λ))) holds. This proves part (1) of
Theorem 4.1.
For c = (cs)1≤s≤N ; is 6=ik ∈ (Rdik )⊥ and l = k− 1, k such that Conv(Ψi(Bw≥l+1(λ)))∩ (c +Rdik ) 6= ∅,
there uniquely exist
µ
(ik,l)
+ (c) = (µ
(ik,l)
+,1 (c), . . . , µ
(ik,l)
+,dik
(c)), ν
(ik,l)
+ (c) = (ν
(ik,l)
+,1 (c), . . . , ν
(ik,l)
+,dik
(c)) ∈ Rdik
such that
Conv(Ψi(Bw≥l+1(λ))) ∩ (c + Rdik ) = c + Π(µ(ik,l)+ (c), ν(ik,l)+ (c)).
If we set
c˜ := (λˆis − cs)1≤s≤N ; is 6=ik ,
µ˜
(ik,l)
+ (c) = (µ˜
(ik,l)
+,1 (c), . . . , µ˜
(ik,l)
+,dik
(c)) := (λˆik , . . . , λˆik)− ν(ik,l)+ (c), and
ν˜
(ik,l)
+ (c) = (ν˜
(ik,l)
+,1 (c), . . . , ν˜
(ik,l)
+,dik
(c)) := (λˆik , . . . , λˆik)− µ(ik,l)+ (c)
for l = k − 1, k, then we have(
−Conv(Ψi(Bw≥l+1(λ))) + (λˆi1 , . . . , λˆiN )
)
∩ (c˜ + Rdik ) = c˜ + Π(µ˜(ik,l)+ (c), ν˜(ik,l)+ (c)).
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Lemma 4.8. For c ∈ (Rdik )⊥, it follows that Conv(Ψi(Bw≥k(λ))) ∩ (c + Rdik ) 6= ∅ if and only if
Conv(Ψi(Bw≥k+1(λ))) ∩ (c + Rdik ) 6= ∅.
Proof. If we denote by Pk : RN → (Rdik )⊥ the canonical projection, then we have
Pk(Conv(Ψi(Bw≥l(λ)))) = {c ∈ (Rdik )⊥ | Conv(Ψi(Bw≥l(λ))) ∩ (c + Rdik ) 6= ∅}
for l = k, k + 1. Hence it suffices to prove that Pk(Conv(Ψi(Bw≥k+1(λ)))) = Pk(Conv(Ψi(Bw≥k(λ)))).
Since Bw≥k(λ) ⊂ Bw≥k+1(λ), we have Pk(Conv(Ψi(Bw≥k(λ)))) ⊂ Pk(Conv(Ψi(Bw≥k+1(λ)))). Let
c ∈ (Zdik )⊥ be a vertex of the lattice polytope Pk(Conv(Ψi(Bw≥k+1(λ)))). Then, it follows that
Conv(Ψi(Bw≥k+1(λ)))∩ (c +Rdik ) 6= ∅, and that µ(ik,k)+ (c), ν(ik,k)+ (c) ∈ Qdik . We take l ∈ Z>0 such that
lµ
(ik,k)
+ (c), lν
(ik,k)
+ (c) ∈ Zdik . Since we have
Conv(Ψi(Bw≥k+1(lλ))) ∩ (lc + Rdik ) = l
(
Conv(Ψi(Bw≥k+1(λ))) ∩ (c + Rdik )
)
= lc + Π(lµ
(ik,k)
+ (c), lν
(ik,k)
+ (c)),
it follows that
Ψi(Bw≥k+1(lλ)) ∩ (lc + Zdik ) =
(
Conv(Ψi(Bw≥k+1(lλ))) ∩ (lc + Rdik )
) ∩ ZN 6= ∅.
Hence Lemma 4.6 implies that
Ψi(Bw≥k(lλ)) ∩ (lc + Zdik ) 6= ∅,
and hence that
Conv(Ψi(Bw≥k(λ))) ∩ (c + Rdik ) = 1
l
(
Conv(Ψi(Bw≥k(lλ))) ∩ (lc + Rdik )
) 6= ∅.
Thus, the vertices of Pk(Conv(Ψi(Bw≥k+1(λ)))) are contained in Pk(Conv(Ψi(Bw≥k(λ)))). From this and
the convexity of Pk(Conv(Ψi(Bw≥k(λ)))), we obtain Pk(Conv(Ψi(Bw≥k+1(λ)))) ⊂ Pk(Conv(Ψi(Bw≥k(λ)))),
which proves the lemma. 
Lemma 4.9. The polytope Conv(Ψi(Bw≥k(λ))) is a parapolytope for all 1 ≤ k ≤ N+1, and the following
equality holds for all 1 ≤ k ≤ N :
−Conv(Ψi(Bw≥k+1(λ))) + (λˆi1 , . . . , λˆiN ) = D(k)ik
(
−Conv(Ψi(Bw≥k(λ))) + (λˆi1 , . . . , λˆiN )
)
.
Proof. Since ∆i(λ) = Conv(Ψi(B(λ))), Proposition 3.16 implies that
Conv(Ψi(Bw≥k(λ))) = {(a1, . . . , aN ) ∈ ∆i(λ) | ak = xk, . . . , aN = xN},
and hence that this is a parapolytope. In particular, a function
D
(k)
ik
(
−Conv(Ψi(Bw≥k(λ))) + (λˆi1 , . . . , λˆiN )
)
is well-defined. We will show that(
−Conv(Ψi(Bw≥k+1(λ))) + (λˆi1 , . . . , λˆiN )
)
∩ (c˜ + Rdik )
= D
(k)
ik
((
−Conv(Ψi(Bw≥k(λ))) + (λˆi1 , . . . , λˆiN )
)
∩ (c˜ + Rdik )
)
for all c ∈ (Rdik )⊥ such that Conv(Ψi(Bw≥k(λ))) ∩ (c + Rdik ) 6= ∅.
First, we consider the case c ∈ (Qdik )⊥, where we set (Qdik )⊥ := (Rdik )⊥∩QN . In this case, we have
µ
(ik,k−1)
+ (c), ν
(ik,k−1)
+ (c), µ
(ik,k)
+ (c), ν
(ik,k)
+ (c) ∈ Qdik .
By the definition of D
(k)
ik
, it suffices to prove that there exists l ∈ Z>0 such that
l
(
−Conv(Ψi(Bw≥k+1(λ))) + (λˆi1 , . . . , λˆiN )
)
∩ (lc˜ + Rdik )
= D
(k)
ik
(
l
(
−Conv(Ψi(Bw≥k(λ))) + (λˆi1 , . . . , λˆiN )
)
∩ (lc˜ + Rdik )
)
.
From this, we may assume that c ∈ (Zdik )⊥, µ(ik,k−1)+ (c), ν(ik,k−1)+ (c), µ(ik,k)+ (c), ν(ik,k)+ (c) ∈ Zdik . Then,
the following equalities hold:
µ
(ik,k−1)
+ (c) = µ
(ik,k−1)(c), ν(ik,k−1)+ (c) = ν
(ik,k−1)(c),
µ
(ik,k)
+ (c) = µ
(ik,k)(c), ν
(ik,k)
+ (c) = ν
(ik,k)(c).
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We set
µ˜(ik,l)(c) = (µ˜
(ik,l)
1 (c), . . . , µ˜
(ik,l)
dik
(c)) := (λˆik , . . . , λˆik)− ν(ik,l)(c), and
ν˜(ik,l)(c) = (ν˜
(ik,l)
1 (c), . . . , ν˜
(ik,l)
dik
(c)) := (λˆik , . . . , λˆik)− µ(ik,l)(c)
for l = k − 1, k. By the definition of D(k)ik , the polytope
D
(k)
ik
((
−Conv(Ψi(Bw≥k(λ))) + (λˆi1 , . . . , λˆiN )
)
∩ (c˜ + Rdik )
)
= D
(k)
ik
(
c˜ + Π(µ˜(ik,k−1)(c), ν˜(ik,k−1)(c))
)
is given by replacing ν˜
(ik,k−1)
mk (c) in ν˜
(ik,k−1)(c) with
νˆ(ik,k−1)mk (c) := ν˜
(ik,k−1)
mk
(c)−
∑
1≤s≤N ; is 6=ik
cik,is(λˆis − cs)−
∑
1≤l≤dik
(µ˜
(ik,k−1)
l (c) + ν˜
(ik,k−1)
l (c))
if νˆ
(ik,k−1)
mk (c) ≥ ν˜(ik,k−1)mk (c). Note that
νˆ(ik,k−1)mk (c)− ν˜(ik,k−1)mk (c) = −
∑
1≤s≤N
cik,is λˆis +
∑
1≤s≤N ; is 6=ik
cik,iscs +
∑
1≤l≤dik
(µ
(ik,k−1)
l (c) + ν
(ik,k−1)
l (c))
= Lk(c)
since
∑
1≤s≤N cik,is λˆis = 〈λ, hik〉 by λ =
∑
i∈I λˆidiαi. Since Lk(c) ≥ 0 by Lemma 4.5, it fol-
lows that D
(k)
ik
(c˜ + Π(µ˜(ik,k−1)(c), ν˜(ik,k−1)(c))) is the polytope given by replacing ν˜(ik,k−1)mk (c) in c˜ +
Π(µ˜(ik,k−1)(c), ν˜(ik,k−1)(c)) with νˆ(ik,k−1)mk (c) = ν˜
(ik,k−1)
mk (c) + Lk(c), which implies by Lemma 4.6 that
D
(k)
ik
(c˜ + Π(µ˜(ik,k−1)(c), ν˜(ik,k−1)(c))) = c˜ + Π(µ˜(ik,k)(c), ν˜(ik,k)(c)).
Second, we consider the case c ∈ (Rdik )⊥. We regard µ˜(ik,k−1)+,l (c), ν˜(ik,k−1)+,l (c), µ˜(ik,k)+,l (c), ν˜(ik,k)+,l (c)
for 1 ≤ l ≤ dik as R-valued functions on the lattice polytope
Pk(Conv(Ψi(Bw≥k+1(λ)))) = Pk(Conv(Ψi(Bw≥k(λ))));
see the proof of Lemma 4.8. Since −Conv(Ψi(Bw≥k+1(λ))) + (λˆi1 , . . . , λˆiN ) and −Conv(Ψi(Bw≥k(λ))) +
(λˆi1 , . . . , λˆiN ) are convex, the functions µ˜
(ik,k−1)
+,l (c), ν˜
(ik,k−1)
+,l (c), µ˜
(ik,k)
+,l (c), ν˜
(ik,k)
+,l (c) are (upper or lower)
convex on each line segment S ⊂ Pk(Conv(Ψi(Bw≥k+1(λ)))); hence they are continuous on the relative
interior of S. From this and the assertion in the case c ∈ (Qdik )⊥, we deduce that
ν˜(ik,k−1)mk (c) ≤ νˆ(ik,k−1)mk (c),
D
(k)
ik
(c˜ + Π(µ˜
(ik,k−1)
+ (c), ν˜
(ik,k−1)
+ (c))) = c˜ + Π(µ˜
(ik,k)
+ (c), ν˜
(ik,k)
+ (c))
for all c ∈ Pk(Conv(Ψi(Bw≥k+1(λ)))). This proves the lemma. 
Since we have
−Conv(Ψi(Bw≥1(λ))) + (λˆi1 , . . . , λˆiN ) = −xλ + (λˆi1 , . . . , λˆiN )
= aλ,
Lemma 4.9 implies that D
(k)
ik
· · ·D(1)i1 (aλ) is a well-defined parapolytope for 1 ≤ k ≤ N , and that the
following equality holds for 1 ≤ k ≤ N :
D
(k)
ik
· · ·D(1)i1 (aλ) = −Conv(Ψi(Bw≥k+1(λ))) + (λˆi1 , . . . , λˆiN ).
From these, we obtain parts (2), (3) of Theorem 4.1.
4.3. Immediate consequences. By Theorem 4.1 (1) and Lemma 4.7, we obtain the following.
Theorem 4.10. Let i ∈ IN be a reduced word for w0, and λ, µ ∈ P+. Assume that the polytopes
∆i(λ),∆i(µ), and ∆i(λ+ µ) are all parapolytopes. Then, the following equalities hold:
Ψi(B(λ+ µ)) = Ψi(B(λ)) + Ψi(B(µ)), and
∆i(λ+ µ) = ∆i(λ) + ∆i(µ).
The proof of Theorem 4.1 implies the following.
Proposition 4.11. Let i = (i1, . . . , iN ) ∈ IN be a reduced word for w0, λ ∈ P+, and 2 ≤ k ≤ N .
Assume that the face {a ∈ ∆i(λ) | ak = xk, . . . , aN = xN} of ∆i(λ) is a parapolytope.
(1) The face {a ∈ ∆i(λ) | ak = xk, . . . , aN = xN} is a lattice polytope.
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(2) The polytope D
(l)
il
· · ·D(1)i1 (aλ) is well-defined for 1 ≤ l ≤ k − 1.
(3) The following equality holds for all 1 ≤ l ≤ k − 1:
D
(l)
il
· · ·D(1)i1 (aλ) = −{a ∈ ∆i(λ) | al+1 = xl+1, . . . , aN = xN}+ (λˆi1 , . . . , λˆiN ).
5. Crystal structures
In this section, we study the crystal structure on the set of lattice points in ∆i(λ). Recall that
ei, fi, hi ∈ g, i ∈ I, are the Chevalley generators such that {ei, hi | i ∈ I} ⊂ Lie(B) and {fi, hi | i ∈
I} ⊂ Lie(B−). For i ∈ I, let gi be the Lie subalgebra of g generated by ei, fi, hi, which is isomorphic
to sl2(C) as a Lie algebra. For m ∈ Z≥0, we denote by B(i)(m) the crystal basis for the (m + 1)-
dimensional irreducible gi-module with highest weight element bm. We fix i ∈ I and c ∈ (Zdi)⊥ such that
Ψi(B(λ))∩(c+Zdi) 6= ∅. Recall that µ(i)(c) = (µ(i)1 (c), . . . , µ(i)di (c)), ν(i)(c) = (ν
(i)
1 (c), . . . , ν
(i)
di
(c)) ∈ Zdi
are uniquely determined by
Ψi(B(λ)) ∩ (c + Zdi) = c + ΠZ(µ(i)(c), ν(i)(c)).
We define a bijective map
ηi : B(λ) ∩Ψ−1i (c + Zdi)
∼−→ B(i)(ν(i)1 (c)− µ(i)1 (c))⊗ · · · ⊗ B(i)(ν(i)di (c)− µ
(i)
di
(c))
by
ηi(b) := f˜
a
(i)
1 −µ(i)1 (c)
i bν(i)1 (c)−µ(i)1 (c)
⊗ · · · ⊗ f˜a
(i)
di
−µ(i)di (c)
i bν(i)di (c)−µ
(i)
di
(c)
when Ψi(b) = c + (a
(i)
1 , . . . , a
(i)
di
) in c + Zdi .
Proposition 5.1. The map ηi is an isomorphism of gi-crystals.
Proof. It suffices to prove that ηi is compatible with the actions of e˜i and f˜i. We show that ηi(e˜ib) =
e˜iηi(b) for all b ∈ B(λ) ∩ Ψ−1i (c + Zdi), where we set ηi(0) := 0 if e˜ib = 0; a proof of the compatibility
with f˜i is similar. Let bhigh (resp., blow) be the unique element in B(λ) ∩ Ψ−1i (c + Zdi) such that
Ψi(bhigh) = c + µ
(i)(c) (resp., Ψi(blow) = c + ν
(i)(c)). Considering the weights of elements in the gi-
crystal B(λ)∩Ψ−1i (c+Zdi), the standard representation theory of sl2(C) implies that bhigh is the highest
weight element in the i-string through blow. By the crystal structure on Z∞j ⊗Rλ, this implies that
(5.1) ηi(e˜
k
i blow) = e˜
k
i ηi(blow)
for all k ∈ Z≥0. We set
{s1 < · · · < sdi} := {1 ≤ s ≤ N | is = i}.
For b ∈ B(λ) ∩Ψ−1i (c + Zdi), define Υ1(b),Υ2(b), . . . ,Υdi+1(b) by
Ψ˜j(b) = Υ1(b)⊗Υ2(b)⊗ · · · ⊗Υdi+1(b)
∈ (Z∞j≥N+1 ⊗ B˜i1 ⊗ · · · ⊗ B˜is1 )⊗ (B˜is1+1 ⊗ · · · ⊗ B˜is2 )⊗ · · · ⊗ (B˜isdi+1 ⊗ · · · ⊗ B˜iN ⊗Rλ),
and set Υ≤k(b) := Υ1(b)⊗Υ2(b)⊗· · ·⊗Υk(b) for 1 ≤ k ≤ di. In addition, for b ∈ B(i)(ν(i)1 (c)−µ(i)1 (c))⊗
· · · ⊗ B(i)(ν(i)di (c)− µ
(i)
di
(c)), we define Υ1(b),Υ2(b), . . . ,Υdi(b) by
b = Υ1(b)⊗Υ2(b)⊗ · · · ⊗Υdi(b)
∈ B(i)(ν(i)1 (c)− µ(i)1 (c))⊗ B(i)(ν(i)2 (c)− µ(i)2 (c))⊗ · · · ⊗ B(i)(ν(i)di (c)− µ
(i)
di
(c)),
and set Υ≤k(b) := Υ1(b)⊗Υ2(b)⊗ · · · ⊗Υk(b) for 1 ≤ k ≤ di. By the tensor product rule for crystals,
it suffices to prove that
εi(Υ≤k(b)) = εi(Υ≤k(ηi(b))), 1 ≤ k ≤ di,
εi(Υk(b))− ϕi(Υ≤k−1(b)) = εi(Υk(ηi(b)))− ϕi(Υ≤k−1(ηi(b))), 2 ≤ k ≤ di,
for b ∈ B(λ) ∩Ψ−1i (c + Zdi). We proceed by induction on k.
If k = 1, then we take b′ in the i-string through blow such that Υ1(b′) = Υ1(b); the existence of b′
follows by (5.1). Then, we deduce that
εi(Υ≤1(b)) = εi(Υ1(b′))
= εi(Υ1(ηi(b
′))) (by (5.1))
= εi(Υ1(ηi(b))) (by the definition of ηi)
= εi(Υ≤1(ηi(b))).
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If k ≥ 2, then we take b′′ in the i-string through blow such that
Υ≤k−1(b′′) = Υ≤k−1(blow), Υk(b′′) = Υk(b);
the existence of b′′ follows by (5.1). Then, it follows that
(5.2)
εi(Υk(b))− ϕi(Υ≤k−1(b)) = εi(Υk(b))− ϕi(Υ≤k−1(b′′)) + ϕi(Υ≤k−1(b′′))− ϕi(Υ≤k−1(b))
= εi(Υk(b
′′))− ϕi(Υ≤k−1(b′′)) + ϕi(Υ≤k−1(blow))− ϕi(Υ≤k−1(b))
= εi(Υk(b
′′))− ϕi(Υ≤k−1(b′′)) + εi(Υ≤k−1(blow))− εi(Υ≤k−1(b))
+ 〈wt(Υ≤k−1(blow)), hi〉 − 〈wt(Υ≤k−1(b)), hi〉.
Note that the following equality holds by (5.1):
(5.3) εi(Υk(b
′′))− ϕi(Υ≤k−1(b′′)) = εi(Υk(ηi(b′′)))− ϕi(Υ≤k−1(ηi(b′′))).
In addition, we deduce by (5.1) and by the induction hypothesis that
(5.4) εi(Υ≤k−1(blow))− εi(Υ≤k−1(b)) = εi(Υ≤k−1(ηi(blow)))− εi(Υ≤k−1(ηi(b))).
If we write Ψi(b) = c + (a
(i)
1 , . . . , a
(i)
di
) in c + Zdi , then we have
(5.5)
〈wt(Υ≤k−1(blow)), hi〉 − 〈wt(Υ≤k−1(b)), hi〉
= 2
∑
1≤l≤k−1
(a
(i)
l − ν(i)l (c))
= 〈wt(Υ≤k−1(ηi(blow))), hi〉 − 〈wt(Υ≤k−1(ηi(b))), hi〉
by the definition of ηi. By (5.2)–(5.5), it follows that
εi(Υk(b))− ϕi(Υ≤k−1(b))
= εi(Υk(ηi(b
′′)))− ϕi(Υ≤k−1(ηi(b′′))) + εi(Υ≤k−1(ηi(blow)))− εi(Υ≤k−1(ηi(b)))
+ 〈wt(Υ≤k−1(ηi(blow))), hi〉 − 〈wt(Υ≤k−1(ηi(b))), hi〉
= εi(Υk(ηi(b
′′)))− ϕi(Υ≤k−1(ηi(b′′))) + ϕi(Υ≤k−1(ηi(blow)))− ϕi(Υ≤k−1(ηi(b)))
= εi(Υk(ηi(b)))− ϕi(Υ≤k−1(ηi(b′′))) + ϕi(Υ≤k−1(ηi(b′′)))− ϕi(Υ≤k−1(ηi(b)))
(by the definition of ηi)
= εi(Υk(ηi(b)))− ϕi(Υ≤k−1(ηi(b))),
and hence that
εi(Υ≤k(b)) = max{εi(Υ≤k−1(b)), εi(Υ≤k−1(b)) + εi(Υk(b))− ϕi(Υ≤k−1(b))}
(by the tensor product rule for crystals)
= max{εi(Υ≤k−1(ηi(b))), εi(Υ≤k−1(ηi(b))) + εi(Υk(ηi(b)))− ϕi(Υ≤k−1(ηi(b)))}
= εi(Υ≤k(ηi(b))).
This proves the proposition. 
6. Geometric applications
In this section, we discuss toric degenerations arising from Nakashima-Zelevinsky polytopes by the
theory of Newton-Okounkov bodies [2]. We start with recalling the main result of [10], which states that
∆i(λ) is identical to the Newton-Okounkov body of the full flag variety G/B associated with a specific
valuation. For λ ∈ P+, we define a line bundle Lλ on G/B by
Lλ := (G× C)/B,
where B acts on G× C on the right as follows:
(g, c) · b = (gb, λ(b)c)
for g ∈ G, c ∈ C, and b ∈ B. Take a reduced word i = (i1, . . . , iN ) ∈ IN for the longest element w0 ∈W .
We see by [17, Ch. II.13] that the morphism
CN → G/B, (t1, . . . , tN ) 7→ exp(t1fi1) · · · exp(tNfiN ) mod B,
is birational. Hence the function field C(G/B) is identified with the rational function field C(t1, . . . , tN ).
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Definition 6.1. We define a lexicographic order ≺ on ZN as follows: (a1, . . . , aN ) ≺ (a′1, . . . , a′N ) if and
only if there exists 1 ≤ k ≤ N such that aN = a′N , . . . , ak+1 = a′k+1, ak < a′k. The lexicographic order ≺
on ZN induces a total order (denoted by the same symbol ≺) on the set of monomials in the polynomial
ring C[t1, . . . , tN ] as follows: ta11 · · · taNN ≺ ta
′
1
1 · · · ta
′
N
N if and only if (a1, . . . , aN ) ≺ (a′1, . . . , a′N ). Let us
define a valuation vhighi,≺ : C(G/B)\{0} → ZN by vhighi,≺ (f/g) := vhighi,≺ (f)−vhighi,≺ (g) for f, g ∈ C[t1, . . . , tN ]\
{0}, and by
vhighi,≺ (f) := −(a1, . . . , aN ) for f = cta11 · · · taNN + (lower terms) ∈ C[t1, . . . , tN ] \ {0},
where c ∈ C \ {0}, and we mean by “lower terms” a linear combination of monomials smaller than
ta11 · · · taNN with respect to the total order ≺.
Definition 6.2 (see [23, Sect. 1.2] and [25, Definition 1.10]). Let i ∈ IN be a reduced word for w0, and
λ ∈ P+. Take a nonzero section τ ∈ H0(G/B,Lλ). We define a subset S(G/B,Lλ, vhighi,≺ , τ) ⊂ Z>0×ZN
by
S(G/B,Lλ, vhighi,≺ , τ) :=
⋃
k>0
{(k, vhighi,≺ (σ/τk)) | σ ∈ H0(G/B,L⊗kλ ) \ {0}},
and denote by C(G/B,Lλ, vhighi,≺ , τ) ⊂ R≥0×RN the smallest real closed cone containing S(G/B,Lλ, vhighi,≺ , τ).
Let us define a subset ∆(G/B,Lλ, vhighi,≺ , τ) ⊂ RN by
∆(G/B,Lλ, vhighi,≺ , τ) := {a ∈ RN | (1,a) ∈ C(G/B,Lλ, vhighi,≺ , τ)};
this is called the Newton-Okounkov body of G/B associated with Lλ, vhighi,≺ , and τ .
We define an R-linear automorphism ω : R× RN ∼−→ R× RN by ω(k,a) := (k,−a).
Theorem 6.3 (see [10, Sect. 4]). Let i ∈ IN be a reduced word for w0, and λ ∈ P+. Then, there exists
a nonzero section τλ ∈ H0(G/B,Lλ) such that the following equalities hold:
Si(λ) = ω(S(G/B,Lλ, vhighi,≺ , τλ)), Ci(λ) = ω(C(G/B,Lλ, vhighi,≺ , τλ)), and
∆i(λ) = −∆(G/B,Lλ, vhighi,≺ , τλ).
Remark 6.4. The author and Oya [11] proved that ∆i(λ) is also identical to the Newton-Okounkov
body of G/B associated with a geometrically natural valuation, which is given by counting the orders
of zeros along a specific sequence of Schubert subvarieties.
We say that G/B admits a flat degeneration to a variety X if there exists a flat morphism
pi : X→ Spec(C[t])
of schemes such that the scheme-theoretic fiber pi−1(t) (resp., pi−1(0)) over a closed point t ∈ C \ {0}
(resp., the origin 0 ∈ C) is isomorphic to G/B (resp., X). By Theorem 6.3 and [2, Theorem 1] (see also
[15, Corollary 3.14]), there exists a flat degeneration of G/B to Proj(C[Si(λ)]), where the Z>0-grading
of Si(λ) induces a Z≥0-grading of C[Si(λ)]. By Proposition 3.9 (1) and [6, Theorem 1.3.5], we see that
Proj(C[Si(λ)]) is normal; hence it is identical to the normal toric variety X(∆i(λ)) associated with the
rational convex polytope ∆i(λ). Thus, we obtain the following.
Theorem 6.5. There exists a flat degeneration of G/B to the normal toric variety X(∆i(λ)) associated
with the Nakashima-Zelevinsky polytope ∆i(λ).
We apply Alexeev-Brion’s argument [1] to this flat degeneration.
Definition 6.6. Let i ∈ IN be a reduced word for w0, and write PR := P ⊗Z R. Define a subset
Si ⊂ P+ × ZN by
Si :=
⋃
λ∈P+
{(λ,Ψi(b)) | b ∈ B(λ)},
and denote by Ci ⊂ PR × RN the smallest real closed cone containing Si.
In a way similar to the proof of [10, Corollaries 2.18 and 4.3], we deduce the following.
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Proposition 6.7. Let i ∈ IN be a reduced word for w0. Then, the real closed cone Ci is a rational
convex polyhedral cone, and the equality Si = Ci ∩ (P+ × ZN ) holds.
Let {$i | i ∈ I} ⊂ P+ be the set of fundamental weights, and PR,+ ⊂ PR the closure of the
fundamental Weyl chamber with respect to the Euclidean topology, that is,
PR,+ :=
∑
i∈I
R≥0$i.
Denote by pi1 : PR × RN → PR the first projection, which maps the rational convex polyhedral cone
Ci onto PR,+. Then, for λ ∈ P+, the Nakashima-Zelevinsky polytope ∆i(λ) is identical to the fiber
Ci ∩ pi−11 (λ). Imitating [1, Definition 4.1], we define a fan Σi from Ci. For λ ∈ PR,+, we set
Fλ := {faces τ of Ci | λ ∈ pi1(τ0)}, and
σ0λ :=
⋂
τ∈Fλ
pi1(τ
0),
where τ0 is the relative interior of τ . Denote by σλ the closure of σ
0
λ in PR with respect to the Euclidean
topology. Then, a fan Σi with support PR,+ is defined to be
Σi := {σλ | λ ∈ PR,+};
the fan Σi is said to be trivial if it consists only of the faces of PR,+. Let P++ ⊂ P+ denote the set
of regular dominant integral weights. For λ ∈ P++, the line bundle Lλ on G/B is very ample (see, for
instance, [17, Sect. II.8.5]); hence we see by [25, Corollary 3.2] that the real dimension of ∆i(λ) equals
N . In a way similar to the argument in [1], we obtain the following.
Proposition 6.8 (cf. [1, Lemma 4.2 and Corollary 4.3]). Let i ∈ IN be a reduced word for w0.
(1) Two weights λ, µ ∈ P+ lie in the same cone of Σi if and only if ∆i(λ+µ) is the Minkowski sum
of ∆i(λ) and ∆i(µ).
(2) If the fan Σi is trivial, then the polytopes ∆i(λ), λ ∈ P++, have the same normal fan.
The following is an immediate consequence of Theorem 4.10 and Proposition 6.8.
Corollary 6.9. If ∆i(λ) is a parapolytope for all λ ∈ P+, then the toric varieties X(∆i(λ)), λ ∈ P++,
are all identical.
We say that X(∆i(λ)) is Gorenstein Fano if the anti-canonical class −KX(∆i(λ)) is Cartier and ample
(see [6, Sect. 8.3]). Let O(KG/B) denote the canonical bundle of G/B. By [3, Proposition 2.2.7 (ii)], we
have O(KG/B) ' L−2ρ, where ρ ∈ P++ is the half sum of the positive roots. By the argument in the
proof of [1, Proposition 2.4] (see also [1, Theorem 3.8]), the anti-canonical sheaf O(−KX(∆i(2ρ))) is the
limit of L2ρ ' O(−KG/B) under the flat degeneration of G/B to X(∆i(2ρ)) in Theorem 6.5. Hence we
obtain the following by Theorem 4.1 (1).
Corollary 6.10. If ∆i(2ρ) is a parapolytope, then the toric variety X(∆i(2ρ)) is Gorenstein Fano, that
is, ∆i(2ρ) is reflexive.
By Corollaries 6.9 and 6.10, we obtain Corollary 4 in Introduction.
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