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Zusammenfassung
Akute myeloische Leukämie (AML) ist eine bösartige Erkrankung des blutbildenden Systems,
die durch die Akkumulation von Mutationen in hämatopoietischen Vorläufer- und Stammzellen
verursacht wird. Die Zellen transformieren sich dabei in lekämische Stammzellen (leukemic stem
cells, LSCs), die sich durch die derzeitige Standardtherapie – die Chemotherapie – nicht effizient
eliminieren lassen. Die LSCs stellen somit ein Risiko dar, einen Rückfall hervorzurufen. Darum
beschäftigt sich das Gebiet der AML-Forschung intensiv mit der Identifizierung und Charakterisie-
rung der LSCs. Der Einsatz von Next Generation Sequencing (NGS) ermöglichte die Aufdeckung
des gesamten Spektrums der Mutationen, die in einer AML vorkommen. Die aktuelle Forschung
widmet sich der Frage nach der zeitlichen Reihenfolge, in der die Mutationen in den Zellen auftre-
ten, und ihren funktionellen Konsequenzen. In einem Subtyp der AML, der durch eine Mutation
in dem Gen Nucleophosmin 1 (NPM1 ) charakterisiert ist, kommt häufig eine Mutation in der
DNA-Methyltransferase 3A (DNMT3A) vor. Es wurde experimentell belegt, dass diese Mutati-
on in einem frühen Entwicklungsstadium der AML auftritt und in den leukämischen Vorläufer-
und Stammzellen vorhanden ist. Welche neue Eigenschaften die Zellen dadurch bekommen und
wie man sie für therapeutische Zwecke ausnutzen kann ist jedoch nicht bekannt. Das Ziel der
vorliegenden Arbeit ist es, mittels einer funktionellen Studie neue therapeutische Ansätze gegen
DNMT3A-mutierte AML aufzudecken.
Um evaluiren zu können, welche Gene für das Überleben der primären AML Zellen essenzi-
ell sind, habe ich eine funktionelle RNA-Interferenz-basierte Screening mit 38 DNMT3A- und
NPM1 -mutierten AML Patientenproben durchgeführt. Der Probenpool setzte sich aus zwei Pati-
entengruppen zusammen. Diese unterschieden sich in ihrer Reaktion auf eine Chemotherapie: eine
Rückfallgruppe (early relapse, ER) und eine Remissionsgruppe (long term remission, LTR). Um
in jeder Gruppe die essenziellen Gene nominieren zu können, habe ich mich auf zwölf Screens mit
der höchsten Datenqualität konzentriert und eine differenzielle bioinformatische Analyse durch-
geführt. Die Analyse hat sieben Kandidatengene ergeben, von denen ich zunächst drei validieren
konnte: Glucocorticoid modulatory element binding protein 1 (GMEB1 ), Mouse double minute
4 (MDM4 ) – die in beiden Gruppen vorkamen – und Thioredoxin domain containing protein
9 (TXNDC9 ), welches nur in der ER Gruppe nominiert wurde. Durch weitere Validierungsex-
perimente hat sich MDM4 als der stärkste Kandidat erwiesen. Zur Aufklärung der Funktion
von MDM4 in LSCs, wurde es in Zellen von drei Patientenproben ausgeschaltet, um die hervor-
gerufenen Effekte in den hämatopoietischen Vorläufer- und Stammzellen beobachtet (long-term
culture-initiating cell assay). Aufgrund der mangelnden Anzahl von Vorläufer- und Stammzellen
in den Patientenproben, war eine statistische Auswertung, und folglich eine Aussage bezüglich
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der Rolle von MDM4 in LSCs, nicht möglich. Eine Studie aus dem Jahr 2018 hat jedoch gezeigt,
dass der Verlust von MDM4 in leukämischen Zellen, samt der LSCs, den Zellzyklus anhält und
Apoptose einleitet. Durch diese Studie wurden die Erkenntnisse aus dieser Arbeit bestätigt. Den-
noch bleibt die Frage nach der Funktion von MDM4 in NPM1 -mutierten AML Zellen offen. In
Anbetracht der Mitwirkung von NPM1 im p14Arf-MDM2-p53 Signalweg und der Destabilisie-
rung dieses Signalweges infolge der NPM1 Mutation, kann eine spezielle Funktion von MDM4 in
NPM1 -mutierten AML Zellen vermutet werden.
Abstract
Acute myeloid leukemia (AML) is a malignancy of the hematopoietic system caused by somatic
mutations that accumulate in hematopoietic stem and progenitor cells. The cells are thereby
transformed into leukemic stem cells (LSCs), which cannot be efficiently eliminated with the
standard chemotherapy treatment. Thus, LSCs pose a risk of relapse for AML patients. There-
fore, identification and characterization of LSCs is a major challenge in the field of AML research.
Through next generation sequencing approaches the mutational spectrum of AML cells has been
established and a continuous effort is being made to resolve the order of mutation acquisition
and their functional consequences. In the subgroup of AML patients that bear a mutation in
Nucleophosmin 1 (NPM1 ), a mutation in DNA-methyltransferase 3 A (DNMT3A) has been often
found as a co-occurring event. Evidence suggests that this mutation arises early in leukemogene-
sis and marks leukemic progenitors and stem cells. However, the functional consequences of this
mutation are far from being understood. In this thesis work, I set out to unravel novel functional
dependencies of the DNMT3A-mutant AML cells that can be exploited for therapeutic purposes.
To nominate genes that are essential for the survival of primary AML cells, I performed a func-
tional RNA interference-mediated drop out screen in 38 DNMT3A- and NPM1 -mutant AML
patient lines. The patients in this cohort were divided into two groups, based on the treatment
outcome: an early relapse (ER) group and a long term remission (LTR) group. To nominate can-
didate genes in each group, I have selected 12 screens with the highest data quality and performed
a differential bioinformatic analysis. The analysis yielded 7 potential candidates, from which I
initially validated three: Glucocorticoid modulatory element binding protein 1 (GMEB1 ), Mouse
double minute 4 (MDM4 ) – both shared between the ER and the LTR groups – and Thioredoxin
domain containing protein 9 (TXNDC9 ), which scored only in the ER group. Additional rounds
of validation nominated MDM4 as the strongest candidate. To investigate the role of MDM4 in
LSCs, I knocked it down in three patient samples and performed the long-term culture-initiating
cell assay. However, the number of progenitor colonies that formed by the end of the assay was
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not enough for a statistical evaluation, probably due to the low frequency of long-term culture-
initiating cells in the samples. Therefore, no conclusion regarding the functional dependency of
LSCs on MDM4 could be made. However, a recent study suggested that loss of MDM4 causes cell
cycle arrest and induces apoptosis in leukemic cell lines and primary cells, including progenitor
populations, confirming the findings of this thesis. Nevertheless, the question about the role of
MDM4 in NPM1 -mutant AML cells remains open. The NPM1 involvement in the p14Arf-MDM2-
p53 pathway and the deregulation of this pathway caused by the NPM1 mutation indicate that
MDM4 might poses special functions in NPM1 -mutant AML. Therefore, it should be investigated
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1 Introduction
1.1 Acute myeloid leukemia
1.1.1 The hematopoietic system
Hematopoiesis (from Greek αιµα "blood" and πoιειν "to make") is a process of generation of
blood cells, which in adults takes place in the bone marrow. The bone marrow microenviron-
ment, also known as the hematopoietic niche, orchestrates hematopoiesis through juxtacrine and
paracrine signaling, mediated by secreted messengers, called cytokines. These molecules bind to
specific receptors on the surface of hematopoietic cells and trigger signaling cascades that result
in activation of various transcription factors. Together with epigenetic regulators of cell fate,
the transcription factors initiate cell differentiation by modulating the expression of self-renewal-
and differentiation-associated genes (reviewed in Purton & Scadden, 2008). The differentiation
state of the cells allows the hematopoietic system to be arranged in a hierarchical way, with the
most primitive cells – the hematopoietic stem cells (HSCs) – on the top 1.1. HSCs are multi-
potent, i.e. have the ability to differentiate into any cell type within the hematopoietic lineage,
and have a long-term (possibly life-long) self-renewal potential (Rieger & Schroeder, 2012). The
bone marrow microenvironment maintains HSCs in a quiescent state, but allows them to enter
the cell cycle under stress conditions (Wilson et al., 2008). As HSCs differentiate, they pro-
duce multiple intermediates with varying degrees of self-renewal potential, as studies of murine
hematopoiesis suggest (Doulatov et al., 2012). In humans, one of these intermediate popula-
tions has been described so far – the multipotent progenitor (MPP). The MPPs give rise to
the first lineage-commited progenitors – a common myeloid progenitor (CMP) and a common
lymphoid progenitor (CLP) – that mark the starting points of myelopoisesis and lymphopoiesis,
respectively. These multistage processes differentiate the progenitors into the mature blood cells.
The end products of myelopoiesis that leave the bone marrow to become blood components and
to participate in innate immunity and blood clotting are granulocytes (basophils, neutrophils,
eosinophils), monocytes and thrombocytes. The red blood cells (erythrocytes) also originate from
the myeloid lineage and are generated through a process called erythropoiesis. Lymphopoiesis
13
Figure 1.1: The hierarchy of the hematopoietic system. See text for details. Created with BioRen-
der.com
gives rise to the main players in adaptive immunity – small lymphocytes and natural killer cells
(reviewed in Rieger & Schroeder, 2012). Like any other process in the organism, hematopoiesis
becomes prone to dysfunction with time. As a consequence of cell-intrinsic and cell-extrinsic
changes, aged HSCs display low regenerative potential, myeloid skewing, lymphoid and erythroid
differentiation deficiency (reviewed in de Haan & Lazare, 2018). Additionally, there is a strik-
ing association between age and myeloid-derived hematological cancers such as acute myeloid
leukemias (AML), myelodysplastic syndromes (MDS) and myeloproliferative neoplasms (MPN)
(Deschler & Lübbert, 2006). Acute myeloid leukemia will be the focus of this thesis and explained
in greater detail in the following sections.
1.1.2 AML classification and prognosis
Leukemia is a term used to refer to blood cancers. The first documented mention goes back
to Rudolf Virchow in 1856, who for the first time described cases of the excess of white blood
cells in people, which he called "leukemia" (Virchow, 1856). Depending on the speed of disease
progression, i.e. how rapidly the dysfunctional cells take over the bone marrow, the leukemias
are divided into the acute and chronic forms, as first proposed by Wilhelm Ebstein in 1889
(Freireich et al., 2014). The distinction between myeloid and lymphocytic leukemias was made in
1900 by Otto Naegeli, based on the affected cell lineage, with the malignant cells residing in the
lymphopoietic or myelopoietic compartments, respectively (Naegli, 1900). Thus, acute myeloid
leukemia, or AML, is a rapidly progressing oncologic condition that affects the production of
14
mature white blood cells of the myeloid lineage and impairs the associated blood functions. AML
rarely develops in young adults, with the incidence gradually increasing after the age of 40 years
and reaching 17 cases per 100.000 in people aged >65 years. Overall, the incidence of AML
accounts for <3% of all cancers in the US (Deschler & Lübbert, 2006). The mortality depends,
among other factors, on the subtype and the associated risk group. Nowadays, the term AML
refers to a group of malignant cancers that can be divided into 24 genetically defined subtypes,
based on the World Health Organisation classification (Arber et al., 2016):
• AML with recurrent genetic abnormalities
– AML with t(8;21)(q22;q22.1);RUNX1-RUNX1T1
– AML with inv(16)(p13.1q22) or t(16;16)(p13.1;q22);CBFB-MYH11
– APL with PML-RARA
– AML with t(9;11)(p21.3;q23.3);MLLT3-KMT2A
– AML with t(6;9)(p23;q34.1);DEK-NUP214
– AML with inv(3)(q21.3q26.2) or t(3;3)(q21.3;q26.2); GATA2, MECOM
– AML (megakaryoblastic) with t(1;22)(p13.3;q13.3);RBM15-MKL1
– Provisional entity: AML with BCR-ABL1
– AML with mutated NPM1
– AML with biallelic mutations of CEBPA
– Provisional entity: AML with mutated RUNX1
• AML with myelodysplasia-related changes
• Therapy-related myeloid neoplasms
• AML, not otherwise specified (NOS)
– AML with minimal differentiation
– AML without maturation
– AML with maturation
– Acute myelomonocytic leukemia
– Acute monoblastic/monocytic leukemia
– Pure erythroid leukemia
– Acute megakaryoblastic leukemia
– Acute basophilic leukemia
– Acute panmyelosis with myelofibrosis
• Myeloid sarcoma
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• Myeloid proliferations related to Down syndrome
– Transient abnormal myelopoiesis (TAM)
– Myeloid leukemia associated with Down syndrome
The AML subtype can inform treatment options and indicate the prognosis. As seen in the above
list, classifying a case into one of the subtypes implies knowing the genetic makeup of the cells
at diagnosis. The following two sections summarize what is known about the origins and the
landscape of oncogenic mutations in AML.
1.1.3 Somatic mutations and leukemogenesis
Throughout the lifetime of a cell its genome is accumulating somatic mutations that result mainly
from inaccurate repair of DNA damage or incorrect base insertions by the DNA polymerase dur-
ing cell replication. The more long-lived a cell is, the higher are the chances that it experienced
(1) more DNA damage followed by inaccurate repair and (2) more cell divisions with associated
replication mistakes. Thus, the HSCs that arise during embryonic development and persist into
adulthood as a reservoir, from which the hematopoietic system is replenished, are prone to the
accumulation of somatic mutations. In 2012, a study by Welch et al. proposed a clonal evolution
model of leukemogenesis. According to this model, many of the acquired somatic mutations in
hematopoietic stem and progenitor cells (HSPCs) are silent or occur in non-coding regions of the
genome, thus not having a phenotypic effect (passenger mutations). However, eventually, a dam-
aging mutation may alter the functionality of a coding gene (driver mutation) and provide the
affected cell with a growth and/or fitness advantage in relation to its peers (Welch et al., 2012).
As will be discussed in the next section, this initiating driver event in AML often affects epige-
Figure 1.2: Clonal evolution model of leukemogenesis. See text for details. HSC - hematopoietic
stem cells, LSC - leukemic stem cell. Created with BioRender.com
netic regulators, such as DNA-methyltransferase 3 A (DNMT3A) and ten-eleven translocation2
(TET2 ) genes, where loss of function in mice was shown to increase expansion and self-renewal
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capacity of HSCs (Challen et al., 2011, Moran-Crusio et al., 2011, Quivoron et al., 2011)). The
mutated cell gives rise to a new clonal population that undergoes dysplastic growth and contin-
ues accumulating passenger mutations. Acquisition of one or several additional driver mutations
(cooperating mutation) completes the transformation of the HSC into a leukemic stem cell (LSC)
and generates the founding AML clone, characterized by high proliferation and impaired differ-
entiation (Figure 1.2 A). The progeny of this clone, in turn, obtains unique passenger mutations,
allowing branching out of separate subclones with distinct mutational profiles (Figure 1.2 B).
Following the principles of Darwinian evolution, these subclones compete with each other for
resources and the clone that is best adapted to the micrenvironmental conditions expands. Of
note, recent studies have shown that clonal HSPC populations carrying a mutation in an AML-
associated driver can coexist with healthy cells for years without ever progressing to leukemia –
a condition termed clonal hematopoiesis of indeterminate potential (CHIP) or age-related clonal
hematopoiesis (ARCH) (Genovese et al., 2014, Xie et al., 2014, Jaiswal et al., 2014). A study
by Abelson et al. detected clonal hematopoiesis with known AML-associated driver mutations in
36.7% of 676 healthy individuals aged 40 to 79 years. According to this study, the major determi-
nants of progression to AML were the number of driver mutations (>2) and the clonal size (>8%
variant allele frequency (VAF)) 1 (Abelson et al., 2018). As a refinement of the clonal evolution
model proposed by Welch et al., recent evidence from Shlush et al. suggests that the transform-
ing event (the cooperating mutation) may affect one of the two hematopoietic compartments:
the more primitive and rare HSPCs or the more abundant committed progenitors, in which the
event induces a stemness signature. The two population groups produce distinct developmental
hierarchies and both have the potential to relapse (Shlush et al., 2017).
In summary, the risk of developing AML increases with age and requires a transformation of
an HSPC or a more committed progenitor into a leukemic cell after acquisition of at least two
damaging mutations and expansion of the malignant clone. The following section reveals which
mutations are commonly found in AML.
1.1.4 The mutational landscape of AML
Historically, AML was classified based on the morphological and cytochemical appearance of the
patient bone marrow cells. The French-American-British classification system was introduced in
1976 (Bennett et al., 1976) and has guided clinicians in stratifying AML patients. In the 1980s, the
underlying genetic abnormalities started to be explored with the available molecular techniques,
such as karyotyping and fluorescent in-situ hybridization (FISH), which only allowed microscopic
resolution of genetic aberrations larger than the length of a single chromosomal band. Thus, the
first discovered mutations in AML were large structural rearrangements, mostly chromosomal in-
1Originally, the primitive cells with one AML-associated driver mutation were referred to as pre-leukemic stem
cells. More recently, some of these AML-associated driver mutations were found in healthy individuals with
ARCH, compromising the term "pre-leukemic", as ARCH does not always progress to leukemia. In this thesis,
which is mainly focused around AML, these cells will be referred to as pre-leukemic stem cells or AML-initiating
cells. The reader is asked to take note of this definition.
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versions and translocations, that generated novel fusion transcripts that acted as oncogenes, such
as CBFB-MYH11 (Jenkins et al., 1989), RUNX1-RUNX1T1 (Miyoshi et al., 1991), PML-RARA
(von Lindern et al., 1992) and MLLT3-KMT2A (Joh et al., 1996). Following these discoveries, the
World Health Organization has proposed a new classification system of the myeloid neoplasms
that integrated the mutational information along with the morphological and cytochemical data
(Vardiman et al., 2002). Most of the known recurrent genetic abnormalities could be linked to
either favorable or adverse prognosis (reviewed in Mrózek et al., 2004), emphasizing the role of mu-
tational data for patient stratification. Intriguingly, around 50% of AML patients do not display
chromosomal structural abnormalities, suggesting shorter aberrations and/or point mutations are
the drivers of malignant transformation in this normal karyotype patient group. Targeted se-
quencing approaches helped identifying recurrent mutations in FLT3 (Nakao et al., 1996), KIT
(Gari et al., 1999), CEBPA (Pabst et al., 2001), NPM1 (Falini et al., 2005) and TET2 (Delhom-
meau et al., 2009). Of note, the mutant FLT3 was recognized as an actionable therapeutic target
and prompted the development of a targeted treatment in form of FLT3 inhibitors (reviewed in
Bacher et al., 2010). With the rise of Next Generation Sequencing (NGS) technologies, the nor-
mal karyotype AML could be studied in more details and in 2008 AML became the first cancer
genome to be analyzed by whole genome sequencing (Ley et al., 2008). By 2010, the recurrency of
the previously described point mutations in FLT3, NPM1, KIT, CEBPA, TET2, RUNX1, NRAS
was confirmed with the NGS technologies and two novel recurrent mutations, in the genes IDH1
(Mardis et al., 2009) and DNMT3A (Ley et al., 2010), were discovered. A further development of
NGS technologies and associated reduction of sequencing costs have allowed The Cancer Genome
Atlas (TCGA) research network to use whole genome and whole exome sequencing to profile a
comprehensive set of 200 AML patient samples (The Cancer Genome Atlas Research Network,
2013). This study revealed all somatic variants represented at a >10% VAF. It determined that on
average an AML patient genome contains only 13 tier 1 mutations2 – one of the lowest mutational
burdens among all cancers (Alexandrov et al., 2013). Only 23 genes were found to be recurrently
mutated, including those previously described, with NPM1, FLT3 and DNMT3A mutations being
present in >20% of samples (Figure 1.3). The study also provided a stratification of all uncovered
recurrently mutated genes into nine categories, according to their biological function (Figure 1.4).
Finally, the study demonstrated an occurrence pattern, where some mutations frequently occur
together (e.g. DNMT3A, NPM1 and FLT3 ) and some are mutually exclusive (e.g. transcription
factor fusions and DNMT3A).
To sum up, AML genomes bear a few damaging somatic mutations, either in form of chromoso-
mal rearrangements producing novel fusion genes acting as oncogenes or, in the case of normal
karyotype AML, in form of smaller insertions/deletions and point mutations. The most frequently
affected genes are NPM1, FLT3 and DNMT3A.
2Changes in the amino acid coding regions of annotated exons, consensus splice-site regions, and RNA genes
(including microRNAs).
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Figure 1.3: Frequency of recurrent somatic mutations in the TCGA cohort (The Cancer Genome
Atlas Research Network, 2013).
Figure 1.4: Classification of recurrently mutated genes in the TCGA cohort according to the
biological function. PTP – protein tyrosine phosphatase, TF – transcription factor,
Tyr – tyrosine, Thr – threonine, Ser – serine. Created with BioRender.com
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1.1.5 NPM1 and DNMT3A mutations in AML
The mutated form of Nucleophosmin 1 (NPM1 ) in normal karyotype AML was discovered more
than a decade ago and shown to be an independent prognostic factor for complete remission
(Falini et al., 2005). The mutation affects the last exon of NPM1 and introduces a nuclear ex-
port sequence (NES) into the protein. The NES causes a translocation of the normally nuclear
protein NPM1 into the cytoplasm. Nuclear NPM1 is involved in downregulation of HOX genes
and promotes differentiation of AML cells (Brunetti et al., 2018).
The mutation affects 27% of all AML patients, with a particularly high prevalence of 46% among
normal karyotype AML, and often occurs together with the FLT3-ITD mutation (40% of NPM1 -
mutant cases), which aggravates the prognosis (Thiede et al., 2006). Because of its prognostic
value and high prevalence, the World Health Organization has classified AML with mutated NPM1
as a separate subtype in 2008. Although, in general, patients with mutant NPM1 represent a
favorable risk cohort in the absence of FLT3-ITD mutations, still up to 50% of these patients will
relapse and many of them will eventually die from their leukemia (Thiede et al., 2006).
At the same time, patients with mutant NPM1 have the highest prevalence of mutations in DNA-
methyltransferase 3a (DNMT3A), which are present in 50% of all NPM1 -mutant cases (Döhner
et al., 2017). The most common mutation occurrs at the amino acid position 882 and affects the
methyltransferase domain of the protein (Tate et al.), leading to up to 80% reduction in methyla-
tion activity in vitro (Spencer et al., 2017). On the cellular scale, the functional consequences of
this mutation are not well understood. A study by Spencer et al. has demonstrated a hypomethy-
lation phenotype in DNMT3A-mutant primary human hematopoietic cells and suggested it as an
AML-initiating process (Spencer et al., 2017).
DNMT3A mutations confer lower relapse-free and overall survival rates than wild type DNMT3A,
according to several reports (reviewed in Thiede, 2012). This correlation agrees with the previous
studies performed in purified HSC populations from diagnostic and relapse AML samples inves-
tigating the order of mutation acquisition and classifying recurrent mutations into early and late
event subgroups (Jan et al., 2012, Corces-Zimmerman et al., 2014, Shlush et al., 2014). Corces-
Zimmerman et al. reported that the NPM1 mutation was rarely present in pre-leukemic HSCs,
indicating late occurrence in leukemogenesis process, while the mutations in cohesin complex
genes, chromatin modifiers and DNA-methylation related genes were early events occurring in
pre-leukemic HSCs (Corces-Zimmerman et al., 2014). The results from Shlush et al. further sup-
ported this finding and demonstrated that the DNMT3A, but not the NPM1 mutation is detected
in the HSC compartment, arguing for its role as the initiating event in DNMT3A-mutant AML.
Additionally, the study showed that DNMT3A-mutant HSCs persisted through chemotherapy and
were present in the remission sample and the relapsed AML, suggesting that these cells represent
a reservoir for AML relapse (Shlush et al., 2014). However, as demonstrated by Abelson et al.,
mutated DNMT3A is frequently found among healthy people with ARCH and confers a lower
risk of progressing to AML than an average early driver mutation (Abelson et al., 2018). Never-
theless, the results from Shlush et al. suggest that the most effective way of preventing relapse
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in DNMT3A-mutant AML would be to eliminate the chemotherapy-resistant pre-leukemic HSC
pool.
In summary, although the NPM1 mutation is highly prevalent and crucial for the survival of the
bulk of leukemic cells (Gebler et al., 2017), it does not affect the chemotherapy-resistant LSCs
cells that are capable of initiating relapse. Instead, the chemotherapy-resistant LSCs in normal
karyotype AML are marked by the presence of DNMT3A mutations and there is an unmet clinical
need for a targeted therapy exploiting the vulnerabilities of this cell population.
1.1.6 AML treatment options
The standard treatment of AML is intensive induction chemotherapy followed by postremission
treatment. Chemotherapy utilizes non-specific cytotoxic agents that are capable of stopping cell
division and growth. The induction chemotherapy, where the main goal is to quickly eliminate
the bulk of the leukemic cells, has been applied since 1970s and consists of an antimetabolite
cytarabine and an anthracycline drug, such as daunorubicin (Crowther et al., 1970, Yates et al.,
1973). Thereafter, patients fit for a consolidation chemotherapy, which is designed to eliminate
the leukemic cells that resisted the induction therapy and increase the chances of relapse-free sur-
vival, are treated with high-dose cytarabine, sometimes followed by a stem cell transplant. The
cure rates are 35-40% in adults <60 years of age and 5-15% in adults >60 years of age (reviewed
in Döhner et al., 2015), meaning that at least two thirds of patients die of their disease. Since
chemotherapy is based on drugs with general cytotoxicity, it harms not only the leukemic cells,
but also other, in particular highly proliferative, cells in the body (e.g. lining epithelium and
hair follicles), producing major side effects. This is a serious concern particularly in older and/or
frail patients, for whom a chemotherapy treatment may represent a greater health risk than the
disease itself. These considerations have motivated the search for targeted treatment approaches
that would specifically eliminate cancer while sparing the normal cells. The first AML subtype,
for which a targeted therapy was developed, was acute promyelocytic leukemia (APL) (Huang
et al., 1988), where the oncogenic PML-RARA fusion protein can be targeted for degradation by
all-trans retinoic acid (ATRA) (Yoshida et al., 1996). Since 2013 ATRA is used clinically in com-
bination with arsenic trioxide (ATRA-ATO), resulting in a very high (80-90%) 10-year survival
rate of APL patients (reviewed in Coombs et al., 2015). More recently, based on the advances
made in studying normal karyotype AML, the European LeukemiaNet released diagnostic guide-
lines, according to which AML patients should be tested for several recurrent mutations (NPM1,
CEBPA, RUNX1, FLT3, TP53 and ASXL1 ) in order to improve prognosis and inform treatment
decisions (Döhner et al., 2017). Moreover, since 2017 The Food and Drug Administration (FDA)
approved the clinical use of FLT3-inhibitors (Midostaurin, Gilteritinib), IDH1/2 inhibitors (Ivosi-
denib, Enasidenib), a BCL2 inhibitor (Venetoclax), a Hedgehog pathway inhibitor (Glasdegib)
and the antibody-drug conjugate against CD33 (Gemtuzumab ozogamicin). These targeted ther-
apy options have helped improving the outcome for subgroups of AML patients (reviewed in
Winer & Stone, 2019). The ongoing trials include drugs targeting the p53-pathway (MDM2/4),
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the immune checkpoint (CTLA4, PD-1), the cell cycle (aurora kinase, PLK1), the microenviron-
ment (E-selectin) and epigenetic mechanisms (BET protein family, DOT1L, histone deacetylases).
Overall, clinical management of AML started to adopt more personalized approaches, tailored to
the profiles of individual patients, acknowledging the heterogeneous nature of AML.
1.2 Loss-of-function screens
1.2.1 Functional screens
As will be discussed in the next section, functional screens have been instrumental in discovery of
new therapeutic targets and proved to be a useful tool in AML research. In cases when transcrip-
tional and mutational tumor profiles fail to pinpoint an actionable cell dependency, functional
vulnerabilities can be directly exploited as therapeutic targets for cancer treatment. The goal of
loss of function (LOF) genetic studies is to map the genotype-phenotype connection by perturbing
gene functions and analyzing the phenotypic consequences.
The perturbation of gene functions in mammalian cells can be achieved using a variety of meth-
ods, such as insertional mutagenesis (Carette et al., 2009), RNA interference (RNAi; discussed
in the next section) and CRISPR/Cas (Hartenian & Doench, 2015). The perturbation agents
of RNAi are short interfering RNAs (siRNA), endoribonuclease-prepared short interfering RNAs
(esiRNAs) and short hairpin RNAs (shRNAs). The CRISPR/Cas is a two-component system
consisting of a guide RNA (gRNA) as the perturbation agent and the effector Cas protein. RNAi
relies on gene silencing on the transcriptional level. The silencing of an mRNA species is not 100%
efficient (the gene function is preserved to some extent), but completely reversible, and is referred
to as mRNA "knock down". In contrast, insertional mutagenesis and CRISPR/Cas induce a
"knock out". It is a state, where the gene function is lost completely and irreversibly, due to the
modification of the gene on the DNA level. Each method has its advantages and disadvantages.
A shared disadvantage of RNAi and CRISPR technologies are off-target effects that arise from
unspecific binding of the perturbing agents to sequences similar to the actual target (reviewed
in Kaelin, 2012; Fu et al., 2013). Off-target effects mask the on-target effects and increase the
number of false positive hits. A shared advantage of these methods is the option to stably express
the perturbation agent in the target cells. This allows to observe the long-term effects of gene
function loss and possible cellular adaptations.
LOF genetic studies have been adapted to investigate individual candidate genes, a selected group
of genes or the whole genome. Targeting a large subset of genes or the whole genome in LOF
studies, known as functional screening, is a powerful and unbiased way to discover novel functional
links. It can be performed in an arrayed or a pooled, a negative or a positive selection format,
depending on the phenotype of interest and the perturbation method.
In an arrayed screen, the perturbation agents (si/esiRNAs or gRNAs) are physically separated
from each other in distinct wells of a micro-well plate. Once the cells have taken them up,
the desired selection pressure is applied and the response of the cells in each well is recorded.
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The typical readouts for such assays are fluorescence/luminescence measurements or high-content
imaging (Mohr & Perrimon, 2012). A pooled screen requires stable integration of the barcoded
perturbation agent (shRNA or gRNA) into the genome of the target cells. The barcoding elim-
inates the need for the physical separation of the cells. Instead, the barcodes allow to identify
the perturbation agent with a high-throughput method, e.g. NGS or microarray, followed by a
bioinformatic analysis. Thus, pooled screens are particularly suitable for large studies, such as
genome-wide screens.
The aim of a positive selection screen is to find genes that confer a selective advantage to the cells
upon knock down. An example of this is loss of ARID1A that through activation of AKT causes
resistance to the HER2-targeting antibody Trastuzumab (Berns et al., 2016). On the other hand,
a negative selection screen focuses on the genes that, when lost, decrease the fitness of the cells.
For instance, loss of FZD5 results in cell death in RNF43-mutant pancreatic tumors (Steinhart
et al., 2017).
Overall, a carefully designed functional screen is capable of interrogating a wide range of pheno-
types, from transcriptional and metabolic activity to apoptosis (Mohr & Perrimon, 2012). The
next section will describe RNAi-based screens in greater detail.
1.2.2 RNA interference
RNA interference was first described by Fire and Mello in 1998 – a discovery, for which they
received the 2006 Nobel prize in Physiology and Medicine (Fire et al., 1998). RNA interference
is an evolutionary conserved process that allows the organism to regulate gene expression on
the post-transcriptional level and is particularly relevant during embryonic development. The
mechanistic details of this fundamental pathway have been investigated for almost two decades
(Hannon, 2002) and today are part of the textbook knowledge (Zhang, 2013). The RNA-coding
portions of the genome, apart from producing protein-coding transcripts, can produce transcripts
containing an RNA hairpin, known as primary micro RNAs (pri-miRNAs, see Figure 1.5). When
an mRNA needs to be downregulated, the corresponding pri-miRNA is expressed and the hairpin
is cleaved from the pri-miRNA by the Drosha enzyme (1), forming a premature miRNA (pre-
miRNA). The pre-miRNA gets transferred into the cytoplasm through the Exportin-5 nuclear
membrane transporter (2), where it is cleaved by the Dicer enzyme (3), producing a short (ca.
21 nucleotides) mature miRNA. The double-stranded miRNA is separated into the guide strand
(antisense), which is loaded into the RNA-inducible silencing complex (RISC), and the passenger
strand (sense), which is degraded (4). The RISC-miRNA complexes bind to the complementary
target mRNAs and trigger one of the two pathways: degradation of the mRNA (5) or inhibition
of translation (not shown). RNAi has been quickly adapted as a molecular tool, because it utilizes
the naturally available cellular machinery and only requires an exogenous source of miRNA-like
molecules. There are three artificially designed forms of miRNA-like agents, which are called
short interfering RNAs (siRNA), endoribonuclease-prepared short interfering RNAs (esiRNAs)
and short hairpin RNAs (shRNAs). The former are delivered into the target cells in form of
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Figure 1.5: The RNA interference pathway. See text for details. pri-miRNA – primary miRNA,
pre-miRNA – premature miRNA, miRNA - micro RNA, mRNA – messenger RNA.
Created with BioRender.com
double-stranded RNA via transfection or electroporation and exert transient effects. The latter
can be cloned into a viral vector, stably integrated into the target cells via transduction and
continuously transcribed in the cells from the integrated cassette. The small size of the viral
vectors allows for high integration rates and is particularly valuable when working with difficult-
to-transduce cells. Therefore, despite the growing popularity of the CRISPR-based methods,
shRNA-based RNAi remains an instrumental tool for large-scale pooled screens in difficult-to-
transduce, postmitotic and other non-dividing cells. In this work, RNAi-based approach was used
to perform a screen in difficult-to-transduce primary AML cells.
1.2.3 Functional screens in AML cells
In search for therapeutic targets, high-throughput functional screens have been applied in the
field of AML research since 2004, when a gene-expression based chemical compound screen (1739
chemicals) in HL-60 cell line model of AML was reported by Stegmaier et al. and showed anti-
leukemic effects of the EGFR inhibitor gefitinib. Five years later the same group performed a
kinome RNAi screen in HL-60 cells and identified the tyrosine-protein kinase Syk as the target of
EGFR-inhibitors in AML (Hahn et al., 2009). The first in vivo RNAi-based screen was done in
2011 and was targeting a small group of chromatin modifiers (243 genes) in a mouse model of AML
driven by MLL-AF9 fusion and NrasG12D. This screen identified Brd4 as a therapeutic target
in AML (Zuber et al., 2011) and initiated clinical studies of Bromodomain and Extra-Terminal
motif (BET) inhibitors. A year later, the results of the first genome-wide RNAi screen in cell line
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models of AML MOLM13 and MV4-11 were reported and revealed the role of Wee1 as a mediator
of chemoresistance (Porter et al., 2012), paving the way for Wee1 inhibitors into clinical trials.
In the next three years, RNAi-based screens have uncovered leukemic cell dependencies on the
Integrin Beta 3 signaling (Miller et al., 2013), Bcl-2 family proteins (Bogenberger et al., 2014) and
the Hedgehog signaling pathway (Tibes et al., 2015). The more recent CRISPR/Cas technology
started to be applied for functional screening of AML cells in 2016 and has since confirmed many
targets uncovered by RNAi and exposed novel potential vulnerabilities (Tzelepis et al., 2016,
Kurata et al., 2016, Kühn et al., 2016). The screens performed up until then were restricted
to cell line models of AML - immortalized cell lines derived from AML patients and adapted
to growth in cell culture. Because of this adaptation, the cell lines do not closely resemble the
original patient AML cells. Moreover, there are only a few established cell line models of AML,
which are unlikely to recapitulate the biology of individual AML patients, due to the fairly broad
mutational spectrum present in AML (see sections 1.1.2 AML classification and prognosis and
1.1.4 The mutational landscape of AML). This issue was addressed in a study by Wermke et al.
that demonstrated the feasibility of functional RNAi screens in primary AML cells and nominated
ROCK1 as a potential therapeutic target. The authors suggest to further develop this technology
to be able to apply functional screens as a personalized approach to cancer therapy in the future.
Indeed, this exciting prospect motivated the work presented in this dissertation.
1.3 Aim of the thesis
Despite the advances made in the discovery of anti-leukemic drugs and the development of tar-
geted therapies over the past two decades, for a subgroup of AML patients with mutated NPM1
chemotherapy remains the standard treatment. However, less than 60% of patients with NPM1
mutation achieve complete remission and the 4-year probability of relapse reaches only 57%
(Thiede et al., 2006). Recent reports show that the NPM1 mutation often co-occurs with the
DNMT3A mutation, which marks a chemotherapy-resistant population of pre-leukemic HSCs ca-
pable of initiating relapse (Shlush et al., 2014). Intriguingly, although more than 60% of patients
with the DNMT3A mutation relapse within 12 months of treatment, 19% remain in complete
remission as long as 5 years after diagnosis (Renneville et al., 2012). This indicates that the
DNMT3A-mutant pre-leukemic HSCs of relapsed patients posses features that increase their fit-
ness and allow them to survive chemotherapy and/or enhance their leukemia-initiating potential.
In the work described in this dissertation, I aimed to identify these features in three stages:
(1) perform a pooled RNAi-based negative selection functional screen in a set of DNMT3A-
mutant/NPM1 -mutant AML patient samples; (2) based on the data from (1), dissect functional
differences between the leukemic cells of relapsed patients and those who achieved long-term remis-
sion through computational analysis; (3) using a special culture system for primitive hematopoi-
etic progenitors, probe the essentiality of the hits identified in (1) and (2) for cell survival in the
therapeutically relevant DNMT3A-mutant (pre-)LSC population in a set of patient samples. In
summary, the goal of this work was to propose a therapeutically actionable target that would
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2.1 Pre-screen: Screening considerations and optimization
2.1.1 The screening library
An overview of the cytogenetics of the screened patient samples can be found in the supplementary
Figure 5.1. The unifying feature of the patient samples selected for screening was the presence
of a mutation in the epigenetic writer DNMT3A . Therefore, the screening library was designed
to silence transcriptional and epigenetic regulators and identify new functional dependencies that
arose in this mutant genetic background. It consisted of 6482 shRNAs targeting 540 genes involved
in transcription regulation and epigenetic modifications (see Figure 2.1). Among the targeted
genes were the proteasomal genes PSMA1 and PSMA3 and the ribosomal genes RPL30, RPL6
and RPS13. The respective gene products are essential for cell survival (Vizeacoumar et al., 2013,
Hart et al., 2015), hence served as positive controls in the screen. The library also contained
shRNAs against luciferase (LUC), which is not found in the human genome and is routinely used
as a negative control in functional studies.
The lentiviral construct carrying the library contained an shRNA casette, a GFP and a puromycine
resistance (PuroR) selection markers. The shRNA expression was driven by the U6 promoter,
whereas GFP and PuroR were expressed under the human Ubiquitin C (UbC) promoter. The
GFP and the PuroR casettes were separated by the T2A self-cleaving peptide, yielding separate
polypeptides. The vector map can be found in the supplementary materials (Figure 5.8).
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Figure 2.1: The genes represented in the screening library are broken down into categories based on
the gene ontology terms "biological process" (20 most frequent categories are shown).
One gene can be part of several biological processes. The x-axis shows the number of
genes in the screening library that belong to a certain biological process.
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2.1.2 Viral titer and MOI optimization
Since primary AML cells are known to be hard to transduce, screening over 20 patient samples
required a large quantity of high-titer virus for shRNA delivery. The production of the virus
was outsourced to a company, to avoid batch-to-batch variability that would result from in-house
virus production and to ensure the highest quality of the virus. Prior to using the obtained viral
particles (titer=4,2 x 109 IU/mL in HEK293 cells, according to the manufacturer) for screening
primary samples, I have titrated the virus using OCI-AML3 cells (the cell line maximally similar
to the primary AML cells I was looking to infect) (see Figure 2.2) and determined the experimental
titer (1,8 x 108 IU/mL).
Figure 2.2: A standard curve for determination of the infectious titer of the library-carrying virus
in OCI-AML3 cells. The plot shows the correlation between the theoretical MOI on
the x-axis and the real transduction rate of OCI-AML3 cells on the y-axis
2.1.3 Screen duration
The importance of selecting the right screen duration is discussed in the chapter 3 Discussion, 3.1
On the challenges of functional screening in primary cells. The consensus in the field is that the
screen duration should be 5-10 doubling times of the screened cell line (guidelines of the shRNA
library manufacturer Cellecta, Inc.). Because the amount of vials for each patient sample was
limited and in most cases only one vial was available, which had to be used for the screen, I could
not determine the doubling time of every AML patient sample. However, I have determined
the doubling time of three randomly selected AML patient samples: SYT18 (5.5 days), SYT30
(4 days) and SYT59 (4 days) and observed that these cells had a limited proliferation capacity
in culture, as the viable cell counts started decreasing/became irregular after 10 (SYT30), 20
(SYT59) or maximally 35 (SYT18) days (see Figure 2.3). As a compromise between maximizing
the number of cell divisions and minimizing the time in culture, I have chosen the screen length of
20 days. I have experimentally demonstrated that this screen length was sufficient for a positive
control shRNA to exert its effects in a primary patient sample SYT59 (see Figure 2.3).
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Figure 2.3: A The plots show the change in viable cell counts of the cultured primary AML
cell lines SYT18, SYT30 and SYT59 over time. B Test infection of the primary
AML cell line SYT59 with shRNAs against positive control genes PSMA3, RPL6 and
RPS13 (two shRNAs each, designated with 1 and 2). The graph shows the change
in proportion of the shRNA-carrying cells over time in culture relative to day 5 post
infection. Mock is the empty vector control.
2.2 The screen
2.2.1 Viability of the primary AML cells after thawing
The screen procedure is illustrated in the Figure 2.4. Overall I have thawed 38 primary AML
samples from 30 individual patients. Primary cells do not tolerate freezing and thawing procedures
very well and many cells die within a few hours after thawing (Figure 2.4, 42% median viability
directly after thawing vs. 14% median viability 24 hours after thawing). Therefore, despite
starting with a large amount of cells at thawing, the amount of viable cells on the day of the
infection was the limiting factor for achieving a good shRNA representation and varied from only
1% to 55% (see Figure 5.3 in the chapter 5 Supplements for viability values of individual patient
samples). Due to the low number of viable cells, a reasonable shRNA representation could not be
achieved with the patient samples SYT18 and SYT74, so that I did not proceed with the screen
in these cases and kept them in culture to monitor their growth as an uninfected reference. The
data on the growth of the primary cells in culture is presented in the next section.
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Figure 2.4: (A) The screening procedure. (B) A boxplot summarizing the proportion of viable
cells in a primary AML sample measured directly after thawing and after overnight
cytokine induction. Each data point is one primary sample. (C) A boxplot summariz-
ing the transduction rates of primary AML samples with the screening library. Each
data point is one primary sample. Created with BioRender.com
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2.2.2 Transduction rate of the primary AML cells
To ensure that every cell integrates only one shRNA construct, it is advised to transduce the
cells at a rate no higher than 40%, which corresponds to a multiplicity of infection (MOI) of 0,4.
For performing the screens, I took into account that primary AML cells are harder to transduce
than OCI-AML3 cells and increased the MOI to 0,7. I have achieved a median transduction rate
of 21%, with the majority of samples falling below the 40% infection rate threshold (see Figure
2.4C).
2.2.3 Ex vivo growth of primary AML cells after infection
As a proxy for cell proliferation I have been counting the number of viable cells in each infected
sample throughout the duration of the screen. However, it was not possible to derive the true
growth rate of the infected cells, because the ongoing negative selection was masking the cell
proliferation. As shown in the Figure 5.2 in chapter 5, this resulted in very inconsistent counts,
so that only a general trend could be determined, indicating whether there were more dying
or more proliferating cells during the screen period. The patient samples SYT17, SYT27 and
SYT42 did not survive in culture beyond a few days after infection with the screening library and
are not represented in this figure. Considering only those samples that have survived in culture
until collection at the final timepoint, I have performed screens in 25 individual patient samples.
Taking into account that some screens were performed in replicates, the total number of screens
performed amounts to 34. After the end of the screen, the samples were processed as described in
the chapter Materials and Methods section 4.3.2 Preparation of the samples for deep sequencing,
submitted for deep sequencing and the results were analyzed as described in section 4.4 Deep
sequencing data analysis.
2.3 Post-screen
2.3.1 Individual analysis of the screens
The role of shRNA representation for the analysis of the screen data is discussed in chapter 3
section 3.1. I have calculated the shRNA representation (coverage) on Day 0 and on Day 20
for each screen (see chapter 5, Table 5.1) and identified 13 screens with a coverage of >60x (see
Figure 2.5).
To evaluate whether the coverage achieved in each of these 13 screens would be sufficient to
reliably identify screen hits, I have assessed the depletion of the control shRNAs PSMA1, PSMA3,
RPS13, RPL6 and RPL30 compared to the non-targeting control shRANAs against luciferase
(LUC), using the Wilcoxon rank sum test (see section 4.4.3). As shown in the Figures 5.4- 5.7,
a significant reduction of all 5 control shRNAs was detected in 3 out of 34 screened samples
- SYT25, SYT26, SYT39. No significant reduction of any control shRNA was observed in 10
samples. In the rest of the samples, at least one control shRNA showed significant reduction of
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Figure 2.5: shRNA library coverage in the primary AML screens on day 0 (x-axis, log2) and day
20 (y-axis, log2). The solid lines mark 60x coverage.
counts. This result indicated that the overall dropout levels in the screens were shallow. This
means that the difference between the counts of the shRNAs on day 0 and on day 20 was too
small to be distinguished from the background count variance, leading to the failed statistical
test. The reasons for that are extensively discussed in the chapter 3, section 3.1.
Next, I went on to identify recurrent hits among those screens, where at least one positive control
was significantly depleted and where the coverage was high (see Figure 2.5). Five of these screens
represented patient samples from the ER group (SYT06a/b, SYT08, SYT25 and SYT39) and 7
from the LTR group (SYT13, SYT26, SYT59a, SYT64a, SYT76a/b and SAL2353d). Figure 2.6
shows an overview of the shRNAs that on day 20 of the screen were found to be depleted in more
than one sample. None of the shRNAs including the positive controls were consistently depleted
in all the samples of one group (ER or LTR). Therefore, to increase the power of the statistical
analysis and the confidence in hit nomination, I have decided to combine the count data of these
screens, based on the outcome group. The ER group was represented by the samples SYT06a/b,
SYT08, SYT25 and SYT39. The LTR group was represented by the samples SYT13, SYT26,
SYT59a, SYT64a, SYT76a/b and SAL2353d. Strictly speaking, the different patient samples
cannot be treated as replicates, because of the biological uniqueness of each individual patient.
However, the aim of this work was to identify functional differences between the patient groups
"early relapse" and "long term remission" and allowed me to merge the screen data from samples
belonging to the same group. The results of the group analysis are presented in the next section.
Overall, the evaluation of the screen results based on the performance of the positive controls
indicates technical problems. The shallow dropout can mostly be attributed to the low coverage,
which, in turn, is a direct consequence of insufficient cell number available for the screen (see
section 2.2.1 and chapter 3 section 3.1).
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Figure 2.6: List of hits from the individual analysis of the screens. Only the hits that come up in
more than one screen and have a negative fold change value are listed. The color of the
tiles corresponds to the strength of the phenotype within this panel of hits, from dark
blue being very weak to yellow being very strong. Patient IDs in blue color designate
the samples of the early relapse group. The list of hits is sorted alphabetically from
the bottom up. The italic font marks common essential genes.
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2.3.2 Group analysis and candidate identification
The comparison of the pooled mean shRNA counts for each gene between day 0 and day 20
revealed 31 hits in the ER and 30 hits in the LTR groups (Welch t-test, FDR-adjusted, q-
value<0.05; see Figure 2.7 and Figure 2.8). The top depleted genes in the ER and LTR groups
were positive control genes, whereas the tumor suppressor TP53 was among the top enriched hits,
indicating that pooling individual screens increased the power of the analysis to identify true cell
dependencies. I focused on the hits with a negative fold change value to find genes that affect
AML cell fitness and growth. Moreover, I predominantly concentrated on the hits of the ER
group samples, in accordance with my aim to study the features that make AML cells capable of
initiating relapse after chemotherapy (see section 1.3).
The ER group revealed 18 genes, which upon knock down decreased the fitness of the primary
AML cells (see Figure 2.7). Of these, four genes were internal controls. Other four scoring genes
have been previously annotated as common essential, based on large scale functional screens in
hundreds of cell lines (Meyers et al., 2017, McFarland et al., 2018, Dempster et al., 2019). These
genes are not optimal as therapeutic targets and were therefore excluded from the further analysis.
Nevertheless, the presence of these genes among the top hits emphasized that the group analysis
pipeline was capable of successfully identifying true cell vulnerabilities. From the remaining 10
hits, I have picked 6 for validation experiments. The genes RNF17, SP100, TDRD3 and TRIM24
were not included in this list. RNF17 is a gene that is overexpressed in human testis (Schaschl
& Wallner, 2020) and is mostly known for its role in meiosis and spermatogenesis (Pan et al.,
2005). TRIM24 was excluded, because it ranked higher in the LTR than in the ER group (rank
8 vs. rank 17, respectively). The genes SP100 and TDRD3 were saved for the second round
of validation, which is not part of this thesis work. Thus, the six hits nominated by the group
analysis and selected for validation experiments were MSH6, MDM4, TRERF1, MBD2, TXNDC9
and TCF19.
Finally, I went back to the individual analysis and the three samples that performed best in the
screen (SYT25, SYT26, SYT39). I selected one more candidate that score in at least two of
these screens, was not an essential genes and was had not already been nominated by the group
analysis. This candidate gene was GMEB1 (see Figure 2.6). The volcano plots in the Figure 2.9
show the fold change and the statistical significance of the 7 candidate genes relative to the rest
of the genes in the screens. The next section presents the experiments that were performed to
validate the candidate genes.
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Figure 2.7: Hits identified through the group analysis of the ER screens. CPM - counts per million;
D0 - the baseline count on day 0; D20 - the end count on day 20; Fold change - counts
per million on D20 divided by counts per million on Day0; n - number of shRNAs
targeting this gene; FDR - false discovery rate.
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Figure 2.8: Hits identified through the group analysis of the LTR screens. CPM - counts per
million; D0 - the baseline count on day 0; D20 - the end count on day 20; Fold change
- counts per million on D20 divided by counts per million on Day0; n - number of
shRNAs targeting this gene; FDR - false discovery rate.
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A B
Figure 2.9: A volcano plot visualization of A the ER and B the LTR group analysis results.
The fold changes of individual genes between day 0 and day 20 are on the x-axis.
The FDR-adjusted statistical test results (q-value) are on the y-axis. Positive control
genes are marked in colors, the selected candidate genes are labelled with the official
gene symbol. The dashed line indicates a q-value cut-off of 0.05.
2.4 Validation of the candidate genes
2.4.1 Validation I: Validation of the screen phenotype with the primary method
I have selected two shRNAs per candidate gene to validate the screen results. First, I have con-
firmed that the knock down of the target gene with either shRNA resulted in the same phenotype.
For that I introduced a lentiviral cassette expressing the shRNA and GFP into the genome of
OCI-AML3 cells and tracked the proportion of GFP-expressing cells over time by flow cytometry
(see Figure 2.10A). The screen result was regarded as validated when the expression of both tested
shRNAs resulted in >50% depletion of the targeted cells (see Figure 2.10B). This step reduced
the list of the candidates to GMEB1, MDM4 and TXNDC9 (see Figure 2.11).
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Figure 2.10: Validation of the screen phenotype with RNAi. A A schematic of the phenotype
validation experiment. See text for the description of the procedure. B The plots
show the change in proportion of OCI-AML3 cells carrying the indicated shRNA over
time in culture (N=1). The GFP signal was normalized to day 2 post infection (day
0 in the graph). PSMA1 is a positive control, Scramble is a non-targeting control.
Created with BioRender.com.
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Figure 2.11: Growth impairment of OCI-AML3 cells after the knock down of the selected candi-
date genes. The plots show the change in proportion of OCI-AML3 cells carrying
the indicated shRNA over time in culture (N=3, displayed are the p-values of the
Student’s two-tailed t-test comapring the mean normalized GFP signal on day 2 to
the mean on day 9). The GFP signal was normalized to day 2 post infection. PSMA1
is a positive control, Scramble is a non-targeting control.
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2.4.2 Validation II: On-target knock down of the candidate mRNA
After confirming the screen phenotype, I have tested the on-target activity of the selected shRNAs
by qPCR (the list of primers can be found in the supplementary Table 5.3). The objective was to
demonstrate that the observed phenotype occurred due to the specific silencing of the candidate
mRNA. I showed that mRNA knock down was on-target for all three candidates (N=3). The
statistical evaluation can be viewed in Table 5.2 in chapter 5.
Figure 2.12: Validation of the on-target activity of the candidate shRNAs by qPCR. The bars show
the expression levels of the targeted mRNAs as measured by qPCR (N=3). One data
point is one biological replicate. TBP was used as the housekeeping control gene.
The values are normalized to the non-targeting control shRNA (Scramble).
2.4.3 Validation III: Independent validation with CRISPR/Cas
Although I have confirmed the on-target activity of the tested shRNAs, it was not possible to
definitely exclude the possibility of off-target effects without performing a global mRNA expression
analysis. However, to increase the certainty that the observed phenotype was due to the on-target
effects, I have performed an independent validation of the screen results using the CRISPR/Cas
system. I designed gRNAs to target the candidate genes in the first coding exon (see Figure 2.13)
and stably integrated the gRNAs together with Cas9-GFP into OCI-AML3 cells using lentiviral
transduction. I have measured the proportion of GFP-positive cells over time by flow cytometry
as a proxy for cell growth (see Figure 2.14). In the pilot experiment, only the gRNA against
MDM4 has shown a phenotype consistent in strength with the shRNA data (see Figure 2.14B).






28,680,000 28,690,000 28,700,000 28,710,000 28,720,000
blat on GMEB1-gRNA
UCSC annotations of RefSeq RNAs (NM_* and NR_*)












204,520,000 204,525,000 204,530,000 204,535,000 204,540,000 204,545,000 204,550,000 204,555,000
UCSC annotations of RefSeq RNAs (NM_* and NR_*)















99,320,000 99,325,000 99,330,000 99,335,000
UCSC annotations of RefSeq RNAs (NM_* and NR_*)





Figure 2.13: The genome browser view of the candidate genes A GMEB1, B MDM4 and C
TXNDC9. The RefSeq-annotated mRNA transcripts are in blue. The location
of the gRNA binding within the first coding exon is indicated below the tran-
scripts. The consensus coding DNA sequence (CCDS) is in green. Generated with
http://genome.ucsc.edu
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Figure 2.14: Independent validation of the screen phenotype with CRISPR/Cas. (a) A schematic
of the phenotype validation experiment. See text for the description of the proce-
dure. (b) The plots show the change in proportion of OCI-AML3 cells carrying the
indicated gRNA over time in culture (N=1). The GFP signal was normalized to day
4 post infection. RPL30 is a positive control, Stuffer is an empty vector control.
Created with BioRender.com.
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wild type as well as gRNA-Cas9-GFP expressing cells, amplified the targeted region by PCR and
performed TA-cloning to sequence individual clones. I analyzed the cutting efficiency and the
repair pattern of the gRNAs and found that the MDM4 gRNA was very efficient (156 % cutting
efficiency) and generated 84% frameshift mutants (see Figure 2.15). The analysis of the TXNDC9
Figure 2.15: A summary of the cutting efficiency and repair pattern of the Cas9 targeted against
the candidate genes GMEB1, MDM4, TXNDC9. Mutant - a DNA sequence cut by
Cas9 and repaired with indels.* - the predictions were generated by the gRNA design
software InDelphi (Shen et al., 2018) and CHOPCHOP v3 (Labun et al., 2019).
gRNA efficiency and repair pattern showed that the cutting was very efficient (200%) and 80% of
all generated mutants were frameshift mutants. Nevertheless, the observed phenotype was very
mild and not consistent with that after shRNA-mediated targeting of TXNDC9 (discussed in 3
Discussion, section 3.2 On the importance of validation experiments). Therefore I have employed
the rescue expression strategy for a robust validation of the shRNA phenotype, which I will
present in the next section.
2.4.4 Validation IV: Phenotype rescue by overexpression
The expression rescue principle is illustrated in the Figure 2.16. The rescue construct consisted
of: 1) an shRNA-encoding cassette for endogenous mRNA targeting; 2) a cassette containing
the cDNA sequence of the candidate gene, modified to protect its mRNA product from shRNA
binding, providing an exogenous mRNA source; 3) a GFP cassette to track the population carrying
the rescue construct (see section 4.5.2 Cloning of the rescue constructs).
In the first rescue attempt, I modified the wobble positions of three consecutive codons located
in the center of the shRNA binding site (positions 7, 10, 13 in GMEB1 and positions 6, 9, 12 in
TNXDC9), as per protocol published by Ma & Poon (Figure 2.18A and B). This was required to
abolish shRNA binding to the mRNA transcribed from the rescue construct and make it resistant
to RNAi. Three constructs were used for this experiment:
1. shRNA and a GFP cassette (positive control);
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2. shRNA, rescue cDNA and GFP cassettes;
3. scrambled shRNA, rescue cDNA and GFP cassettes (negative control).
Figure 2.16: The principle of the rescue expression experiment. OCI-AML3 cells are transduced
with (1) a construct expressing the shRNA targeting the candidate gene or (2) a
construct expressing the shRNA targeting the candidate gene and a rescue cDNA.
The target gene knock down in (1) leads to the death/arrest of the cells carrying the
construct, which are identified by GFP expression. The target gene knock down in (2)
does not result in death/arrest of the cells carrying the construct, because an shRNA-
resistant form of the target gene mRNA is expressed. Created with BioRender.com.
Moreover, I used the leukemic cell line HL60, which showed no phenotype upon the knock down of
either of the candidate genes in a pilot experiment (data not shown), as a control to demonstrate
that the exogeneous rescue mRNA was not targeted by the shRNA. In this control cell line, no
GFP drop should be observed in either of the three samples, unless RNAi-mediated degradation
of the GFP-T2A-cDNA transcript occurs. I stably integrated the constructs into the genomes of
OCI-AML3 and HL60 cells and measured the proportion of the construct-containing cells over
time by flow cytometry. The overexpression of the candidate genes on day 4 after infection in
the samples containing the rescue cassette was confirmed on the mRNA level by qPCR (N=2,
Figure 2.17A). The overexpression on the protein level could only be confirmed for the candidate
TXNDC9 (N=1, Figure 2.17B). The negative control, containing a non-targeting shRNA and
the cDNA (shScramble-GMEB1 and shScramble-TXNDC9 in Figure 2.18C), showed no growth
disadvantage, suggesting that the cells can tolerate the overexpression of the candidate genes.
Remarkably, the overexpression of GMEB1 seemed to boost cell proliferation. In the positive
controls (shGMEB1-1 and shTXNDC9-2 in Figure 2.18C) the expected phenotype was observed
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Figure 2.17: Validation of the first rescue overexpression on AmRNA (N=2) and B protein (N=1)
levels in OCI-AML3 cells. The material was collected on day 4 after infection. Data
for the GMEB1 western blot is not shown. WT - wild type.
for both OCI-AML3 (loss of the infected cells over time) and HL60 (resistance to the knock down
and stable GFP signal over time) cells. However, 9 days after infection with the rescue construct
both OCI-AML3 and HL60 cells showed an >50% decrease in the proportion of the GFP-positive
cells (N=2) compared to day 2 after infection (shGMEB1-GMEB1 and shTXNDC9-TXNDC9 in
Figure 2.18C). Loss of the GFP signal in HL60 cells suggested that shRNA-mediated degradation
of the rescue construct was still occurring, despite the mutagenized shRNA-binding site within
the rescue cassette.
I performed an additional round of mutagenesis on the shRNA-binding site of the rescue cDNA. I
expanded the changes to those nucleotides within the shRNA-binding site that correspond to the
seed region of the shRNA (positions 1, 4-7 in GMEB1 and positions 3 and 6 in TXNDC9, Figure
2.20A and B). I infected OCI-AML3 and HL60 cells with these new constructs and observed the
change of GFP signal over time. As seen on the right side of the Figure 2.20C, HL60 cells were
not affected by the expression of either of the three constructs (positive control, rescue, negative
control). This indicated, that the new cDNA modifications conferred shRNA-resistance to the
GFP-T2A-TXNDC9 transcript. However, the GFP signal in OCI-AML3 cells was still decreas-
ing over time, suggesting a growth/fitness disadvantage in the cells carrying the rescue construct
(Figure 2.20C, middle right panel). To confirm that the rescue cDNA was indeed expressed, I
measured the mRNA and the protein levels of TXNDC9 in OCI-AML3 cells on day 4 after in-
fection (N=1). The TXNDC9 mRNA was overexpressed compared to the wild type cells (Figure
2.19A). However, on the protein level no rescue overexpression of TXNDC9 could be detected
(N=1, Figure 2.19B). Instead, the levels of TXNDC9 in the rescue sample were comparable to
those in the knock down sample. Thus, the second attempt to rescue TXNDC9-deficient cells
failed because the rescue TXNDC9 protein could not be expressed. In the case of GMEB1, the
GFP signal in HL60 cells infected with the rescue construct was decreasing over time, although
at a slower rate than in the first rescue attempt (see Figure 2.20C, middle left panel). Given that
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Figure 2.18: The design and the outcome of the first rescue expression experiment. A - the
shRNA binding sites of the two candidate genes GMEB1 and TXNDC9 in the wild
type genome (WT) and within the rescue cDNA (mutated), modified by site-directed
mutagenesis. The unchanged nucleotides in the mutated sequence are represented as
dots. The seed region of the shRNA is in brown. B - the alignment of the mutated
cDNA sequences to the wild type cDNA sequence confirming the presence of the
shRNA binding site mutations in the rescue constructs. C - The plots show the
change in proportion of OCI-AML3 cells carrying the indicated construct over time
in culture (N=2).
Figure 2.19: Validation of the second rescue overexpression on A mRNA and B protein levels in
OCI-AML3 cells. The material was collected on day 4 after infection. WT - wild
type.
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the GFP signal was stable in the shRNA-only sample (top left panel), this result suggested that
the degradation of the rescue mRNA was occurring. Thus, no conclusion could be made regarding
the off-target effects of shGMEB1 in OCI-AML3 cells (validation inconclusive).
Figure 2.20: The design and the outcome of the second rescue expression experiment. A - the
shRNA binding sites of the two candidate genes GMEB1 and TXNDC9 in the wild
type genome (WT) and within the rescue cDNA (mutated), modified by site-directed
mutagenesis. The unchanged nucleotides in the mutated sequence are represented as
dots. The seed region of the shRNA is in brown. B - the alignment of the mutated
cDNA sequences to the wild type cDNA sequence confirming the presence of the
shRNA binding site mutations in the rescue constructs. C - The plots show the
change in proportion of OCI-AML3 cells carrying the indicated construct over time
in culture (N=1).
In summary, of the three candidate genes nominated based on the screen data in primary AML
cells GMEB1, MDM4 and TXNDC9 only the candidate MDM4 could be validated with an inde-
pendent method. Thus, I focused on testing the dependence of primary leukemic progenitor cells
on MDM4, which is described in the next section.
2.5 MDM4 knock down effects in LSCs
The ultimate goal of every cancer therapy is the eradication of cancer stem cells - a very rare,
often quiescent and immature cell type that is capable of initiating relapse (outgrowth of a sec-
ondary tumor). Thus, a good therapy is the therapy that eliminates not only the tumor bulk,
but also the tumor-initiating cells. In the previous sections I have shown that the loss of MDM4
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leads to a growth retardation of the bulk patient-derived AML cells (functional screen result) and
the leukemic cell line OCI-AML3. To test whether the inhibition of MDM4 affects the growth of
leukemic progenitor cells, I have employed an assay for quantification of primitive hematopoietic
progenitors capable of initiating and sustaining myelopoiesis for several weeks in vitro. These
cells share functional and phenotypic properties with in vivo repopulating stem cells and are
commonly referred to as long-term culture-initiating cells (LTC-IC). The LTC-IC assay proce-
dure is illustrated in the Figure 2.21. In brief, primary AML cells are seeded on top of stromal
cells ("feeders") and maintained in this co-culture system for several weeks. The LTC-ICs are
detectable after 4-5 weeks of culture via microscopy as cell aggregates associated with the feeder
layer, i.e. as adherent cells, while non-progenitor cells remain in suspension. The LTC-IC aggre-
gates are referred to as cobblestone areas.
Figure 2.21: The LTC-IC assay procedure. Created with BioRender.com.
First, I have performed the LTC-IC assay with the patient samples SYT02 (LTR group) and
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SYT30 (ER group). The cells were infected with two shRNA against MDM4 and a scrambled
control. The infection rate on day 3 after transduction was 30% and 27% for shMDM4-1; 32%
and 23% for shMDM4-2; 39% and 41% for shScramble in samples SYT02 and SYT30, respec-
tively (Figure 2.22A and B, left panels). Because the frequency of (leukemic) stem cells, hence
the number of cells to be seeded to yield a quantifiable number of cobblestones, was unknown
in these patient samples, the cells were seeded in a limiting dilution format, i.e. 5 wells of each
of the following cell numbers: 10000, 5000, 1000, 200, 40. The idea was to build a standard
curve (number of cobblestones vs number of cells seeded), determine the approximate frequency
of (leukemic) stem cells in each sample and compare this number between the cells treated with
shMDM4 and shScramble. However, no cobblestones could be detected after 5 weeks of culturing
of SYT02 cells. Interestingly, the cells did form aggregates in suspension, some of which contained
cells infected with the shRNAs (Figure 2.22A, right panel, the aggregates are marked with arrows
in the WT sample). The number of the aggregates per well was proportionate to the number
of cells seeded, making it unlikely that these observations were artefacts. In the patient sample
SYT30, one cobblestone was formed in one shMDM4-1, one shScramble and one wild type well 3
weeks after the start of the assay. The one well where cobblestone formation was observed was
that with the highest number of cells seeded in all three cases, while the rest of the dilutions
failed to produce cobblestones. All three cobblestones were GFP-negative, suggesting that the
founder cells of these cobblestones were not infected with the shRNA constructs (Figure 2.22B,
right panel; the GFP signal detected in the shScramble well is a background originating from the
feeder layer). Overall, the results of the LTC-IC assays in the patient samples SYT02 and SYT30
were not quantifiable and did not help to draw any conclusions about the impact of MDM4 loss
on (leukemic) progenitor cells.
For the next LTC-IC assay I have picked the patient sample SYT34 (ER group), which was
the sample with the highest estimated LSC frequency from all samples available (LSC frequency
1 in 7000; estimated based on the putative LSC population size in the quadrant sorting ex-
periment performed by Elisa Donato, Andreas Trumpp lab, German Cancer Research Center
(DKFZ), Heidelberg; unpublished data). These cells were infected with one shRNA against
MDM4 (shMDM4-1, infection rate 17% 3 days post transduction) and shScramble (infection rate
29%) (Figure 2.23A) and seeded at the density of 60000 cells/well. After 2 and 3 weeks in cul-
ture, GFP-positive suspension cells were observed in the shScramble control wells, but not in the
shMDM4-1038 wells. After 4 weeks the first cobblestones appeared (6 cobblestones in shScramble;
7 cobblestones in shMDM4-1; 8 cobblestones in wild type). One GFP-positive cobbestone formed
in one of the shScramble wells, while all cobblestones in the shMDM4-1 wells were GFP-negative
(Figure 2.23B). Altogether the results of the LTC-IC experiment in the patient sample SYT34
suggest that MDM4-deficient cells are lost during the first two weeks of culture. Whether these
cells include LSCs is inconclusive with the given infection rate and the number of cobblestones (7
cobblestones in total, 1 in 7 expected to be GFP-positive; 0 of 7 actually GFP-positive). Given
the fact that only one GFP-positive cobblestone was formed in the shScramble control well (6
cobblestones in total, 2 in 6 expected to be GFP-positive; 1 of 6 actually GFP-positive), it is
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Figure 2.22: LTC-IC data of the patient samples SYT02 and SYT30. Left panels A and B -
flow cytometry data showing the proportion of the shRNA-expressing cells as GFP
percentage (indicated at the top right corner of the respective gate), including the
backgating (a - live cells (PI-negative), b - single cells, c - total cells); Right panels
A and B - representative images (bright field and GFP-channel merge) of the cells
transduced with the indicated constructs and cultured for the indicated times. SYT02
WT well was imaged at 10x, the rest of the wells at 20x magnification using the EVOS
Cell Imaging System.. The orange dashed lines indicate the cobblestone areas.
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impossible to conclude whether the absence of GFP-positive cobblestones in shMDM4-1 wells is
a biological effect of MDM4 loss or a consequence of the low infection rate and insufficient cell
number seeded.
In summary, the cobblestone formation in the LTC-IC assay in three different primary patient
samples was too inefficient to make a conclusion about the dependency of the LSCs/progenitors
on MDM4 activity. The efficiency of cobblestone formation is directly correlated with the number
of long-term culture initiating cells, i.e. HSPCs and LSCs, in a patient sample. The HSPC/LSC
frequency was unknown in all three samples. Thus, two samples were seeded in the limiting dilu-
tion format with up to 10000 cells per well. However, the frequency of HSPC/LSC appeared to
be below 1 in 10000. The remaining sample had a higher estimated HSPC/LSC frequency of 1 in
7000, which, however, was still insufficient for a conclusive assay.
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Figure 2.23: LTC-IC data of the patient sample SYT34. A - flow cytometry data showing the pro-
portion of the shRNA-expressing cells as GFP percentage (indicated at the top right
corner of the respective gate), including the backgating (a - live cells (PI-negative), b
- single cells, c - total cells); B - representative images (bright field and GFP-channel
merge) of the cells transduced with the indicated constructs and cultured for the
indicated times. Week 2 and week 3 images show suspension cells; week 4 images
show adherent cobblestone areas. All wells were imaged at 20x magnification using
the EVOS Cell Imaging System.
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3 Discussion
In this work I was aiming to identify genes with functional relevance for survival and growth of
DNMT3A-mutant AML cells with the goal to propose a therapeutically actionable target that
would eliminate chemotherapy-resistant DNMT3A-mutant pre-leukemic HSCs and prevent relapse
in AML patients. I did that using primary AML cells as an experimental model to demonstrate
the feasibility of performing large-scale functional studies on patient-derived material. In this
chapter I will review the currently existing limitations of this approach that I encountered during
the thesis conduct. In the final section, I will review the biology of the emerged candidate MDM4
and its possible role in AML cell survival, as well as the therapeutic implications of this finding.
3.1 On the challenges of functional screening in primary cells
3.1.1 Improving the data quality on the level of individual screens
In this work, primary cryopreserved AML cells were subjected to a pooled negative selection RNAi
screen. Out of 38 profiled samples, 13 have passed the evaluation based on the library coverage
(>60x) and a significant depletion of control shRNAs. The data of these screens was used for
candidate gene identification. The analysis has yielded three candidate genes, one of which has
recently come in focus of AML research as a potential therapeutic target. This demonstrates the
power of functional screens as a technique for identification of true cell dependencies. However, to
harness the full potential of this method, the success rate needs to be improved. In this section I
will discuss how some technical aspects of negative selection screens can be tuned to achieve this
goal.
In a negative selection screen the focus is on the cells that do not survive the selection. Thus, in
cells infected with a pooled library of shRNAs the goal is to capture the cells that got depleted from
the pool after the selection period and accurately identify the integrated shRNA that made them
susceptible to this selection. Currently, the identity of the shRNA and its effect are determined by
next generation sequencing, whereby the abundance of an shRNA species in the pool before and
after selection is quantified. To be able to resolve the differences in shRNA abundance between
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the two timepoints, the screen has to fulfil the following technical requirements.
• Screen duration and cell doubling time The screen duration is a key factor determining
the success of a screen. The cells under selection need to be propagated long enough for
the populations where the growth/viability is not affected by the shRNA to divide and
increase their abundance compared to the affected populations. If the screen duration is
too short, the range of shRNA counts will be too narrow and will not allow to distinguish
significantly depleted shRNAs from the background variability. At the same time, the
screen duration should not be too long, in order to not broaden the background variability
in shRNA abundance present at the baseline (before the selection) through the clonal effects
(intrinsic growth properties of each individual cell), also known as genetic drift. When it
comes to quantifying the abundance of the shRNA species before and after the selection,
the genetic drift masks the real shRNA-mediated effects. Evidently, the screen duration is
tightly connected to the doubling time of the cells under selection. The consensus in the field
is that the screen duration should be 5x-10x doubling times of the screened cell population
(guidelines of the shRNA library manufacturer Cellecta, Inc.). While this guideline is easy
to follow when working with immortalized cell lines, with primary AML cells it becomes
challenging due to the individual media requirements and in vitro behaviour of cells from
different patients. For example, it is known that some primary AML cells can proliferate
in a very basic culture medium, a phenomenon termed autocrine (spontaneous) in vitro
proliferation, while others require the addition of exogenous growth factors, such as Flt3L,
SCF, IL-1β, IL-3, GM-SCF, G-CSF, M-CSF, TPO (reviewed in Bruserud et al., 2001).
The addition of growth factors may, however, induce unwanted AML blast differentiation
(Bruserud et al., 2001), therefore, the composition and the concentrations of the cytokines
should be established for each primary sample individually. Due to the limited sample
availability and the aim to have uniform culture conditions for all samples, the medium
composition was selected based on the recommendations of the SyTASC consortium without
testing the compatibility with every individual primary cell line. As seen with the three
patient samples randomly selected for the pilot experiment determining the screen duration
(see Chapter 2 Section 2.1.3), the chosen medium composition maintained long-term growth
of some samples (SYT18), while others doubled only once before differentiation/cell death
occurred (SYT30). Thus, optimizing the growth conditions for each individual primary
AML sample is crucial for long-term in vitro applications such as functional screens.
• Library coverage and cell viability. Another crucial point is the library coverage, also
known as shRNA representation. The library coverage relates to the statistical concept of
sample size and determines how reliable the experimental data will be to draw conclusions.
A good library coverage means that every shRNA in the library is represented in the cell
pool multiple times. The current standards dictate that there should be at least 200 cells
carrying the same shRNA species at the start of the selection to differentiate between the
biological variance (genetic drift) and shRNA-mediated effects on the selected population.
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The coverage multiplied by the library size gives the number of shRNA-carrying cells at
the start of the selection that will be sufficient for a good quality screen. Of note, the
requirement for sufficient coverage is what makes whole-genome in vitro and any large scale
in vivo screens so technically challenging – the former implies handling large cell volumes
and the latter necessitates a big number of animals. Based on the formula 4.1 (Chapter
4 Materials and Methods Section 4.4.1 Calculating library coverage), the average total
cell number required for one screen with the shRNA library described in this work is 70
Million. The availability of patient material was one of the main limitations of this work.
As shown in the Figure 2.5 (Chapter 2 Results Section 2.3.1 Individual analysis of the
screens), more than half of the samples did not reach even a 60x coverage mark already
at the first collection time point, before the potential disadvantageous effects of long-term
in vitro growth occurred. This can be explained by two purely technical reasons: (1) the
limited size of the cryopreserved samples (for many patients only 1-2 vials with 20 Million
cells were available) and (2) poor cell viability after thawing (see Figure 5.3 in Chapter
5 Supplements). The negative effect of cryopreservation on progenitor cell viability has
been described previously (Winter et al., 2014, (Dimas-González et al., 2019)). Thus, the
combination of a small sample size and vast cell losses during the first days of culture
probably explain the low coverage for the majority of the profiled samples.
• Transduction rate. In an effort to increase the library coverage it is important to keep in
mind the concept of multiplicity of infection (MOI). The MOI is a number that indicates
how many viral particles carrying the shRNA construct are available per target cell during
infection. To avoid integrating multiple shRNAs into one cell, the number of cells should
be 2-3 times higher than the number of the applied viral particles, which corresponds to an
MOI of 0.3-0.5. and a 30-40% transduction rate (Kustikova et al., 2003). Because primary
AML cells are difficult to infect, the transduction rate in one third of all samples was <15%
(median 20%), which, combined with the low viable cell number, further aggravated the
shRNA coverage. Furthermore, upon infection a proportion of cells that have incorporated
the lentiviral cassette into their genome will not be expressing the construct, because of inte-
gration issues, such as integration in transcriptionally silent regions (Mok et al., 2007). Since
in this work the infected primary cells were not selected for RFP-positivity or Puromycin
resistance, the pool of cells processed for NGS contained such cases. This means that, al-
though the shRNA was not expressed and the cell remained unaffected, it will be counted
as a cell with a knock down by the NGS, because its genome contained the shRNA cassette.
To sum up this part, the success of an in vitro functional screen highly depends on the optimization
of the factors discussed above. The cell viability and, possibly, the sample size limitation issues
can be circumvented by working with fresh patient material. However, the absence of optimized,
universal culture conditions for primary AML cells that would allow streamlined processing of
fresh patient material for in vitro screening remains a problem to be solved. An exciting possibility
is the use of co-culture systems, where primary AML cells are maintained in vitro in the presence
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of stromal cells that simulate the bone marrow niche, thereby providing the optimal growth
environment (Garrido et al., 2001). An important consideration when using this approach is that,
as AML cell features vary from patient to patient, so do the features of the respective bone marrow
niches (Kornblau et al., 2018). Therefore, establishing an optimal in vitro culture of primary AML
cells might necessitate isolating stromal cells from the same patient and presents new technical
challenges for the functional screening. Nevertheless, as seen with the recently emerged primary
3D culture systems for solid tissues, faithful recapitulation of the patient tumor in vitro offers
vast opportunities for disease modelling and personalized therapy (Artegiani & Clevers, 2018).
3.1.2 The contribution of the RNAi and AML biology to the data quality
One of the advantages of functional screening in patient-derived cells is the ability to nominate
patient-specific therapeutically actionable targets (Tyner et al., 2009, Friedman et al., 2015).
This approach, however, requires high quality, replicated data for a statistically solid analysis and
candidate identification, which is challenging to obtain and was not feasible in this work. Thus,
to reduce the noise and enhance the true differences in the data, I identified the samples with
the highest quality sequencing data within the two outcome groups (early relapse ER and long
term remission LTR) and treated them as replicate samples in the group analysis. Although the
patient-specific functional information was thereby lost, this analysis had improved power and
helped identify vulnerabilities shared between the samples of one group (Figures 2.7 and 2.8 in
chapter 2 section 2.3.2). Despite the statistical significance of the identified differences, the effect
size, i.e. the fold change of shRNA counts before and after selection, was relatively mild, partic-
ularly in the case of positive control genes. Apart from the technical reasons that are responsible
for this phenomenon (discussed in the previous section), here I would like to consider an idea that
could explain the mild phenotype from the biological standpoint.
It is connected to the functionality of the cell-intrinsic machinery, in particular the RNAi pathway.
RNA interference is a fundamental process that plays a central role in regulation of various cellular
programmes by controlling the abundance of cellular mRNAs available for translation (Hannon,
2002). For example, granulocytic differentiation was shown to be orchestrated by miRNA-223
(Johnnidis et al., 2008). In cancer, differentiation programs are often corrupted. The differen-
tiation block has been linked to repressed miRNA expression (Jongen-Lavrencic et al., 2008, Li
et al., 2013) and loss/downregulation of the key players of the RNAi pathway (Khoshnaw et al.,
2012, Heravi-Moussavi et al., 2012, Jafarnejad et al., 2013) in several cancer types, including
AML. In a study comparing one hundred primary AML patient samples to mature granulocytes,
Wampfler et al. demonstrated a significant downregulation of mRNA expression for 10 members
of the RNAi pathway, including Dicer1 and the catalytic domain of the RISC complex Ago2
(Wampfler et al., 2015). Furthermore, the work by Wampfler et al. and others suggests that the
deregulation of the RNAi pathway is associated with primitive cancer cells, while the more dif-
ferentiated malignant cells are more capable of RNAi (Wampfler et al., 2015). Thus, the success
of an shRNA-mediated functional screen in primary AML cells highly depends on the biology of
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the sample: (1) how differentiated the cell populations contained in the sample are, i.e. to which
extent can they activate RNAi, and (2) how big each population is, i.e. what is the proportion
of the sample that can be expected to efficiently knock down the target gene. In a heterogeneous
sample, the outcomes will range from a strong knock down in some clones to no knock down (and
consequently no phenotype) in others. This means that the expression of an shRNA targeting
an essential gene (e.g. PSMA1) will result in cell death in RNAi-proficient cells, while RNAi-
deficient cells will survive. The integrated shRNA barcode from the surviving cells will be picked
up by the NGS and mask the true effect of the shRNA. Indirectly, I did test this hypothesis by
knocking down the essential genes PSMA3, RPL6 anad RPS13 in the patient sample SYT59 (see
Figure 2.3). In this sample, the tested shRNAs induced a strong phenotype, suggesting that the
RNAi mechanism is fully functional. Nevertheless, the possibility of a deregulation of the RNAi
pathway in one of the other screened patient samples cannot be excluded.
In summary, while not meeting the technical requirements for the functional screening was the
major determinant of the small effect size, the contribution of the unique AML cell biology needs
to be taken into account.
3.1.3 Clinical application of functional screening
As discussed in the introduction to this thesis (see section 1.2.3) functional screens have proved
to be a powerful tool in search for new therapeutic targets in AML. However, functional screens
are mostly applied in basic research laboratories and several considerations stand in the way of
them becoming a personalized medicine tool in the clinics. I want to discuss some of these con-
siderations based on my experience with this work.
One issue that needs to be resolved if functional screening is to become a routine clinical pro-
cedure is the issue of time. In the best case scenario, functional screening as described in this
thesis work from obtaining the patient material to nomination of a validated therapeutic target
would take 6 weeks, and 5 more weeks would be needed to demonstrate the efficacy of the sug-
gested treatment on the relapse-initiating LSCs with the LTC-IC assay. As proposed by Wermke
et al., this time can be used to treat the patient with the induction chemotherapy, so that the
treatment suggested on the basis of the functional screen would only be applied to eliminate the
chemotherapy-resistant cell populations, which are usually represented by LSCs (Wermke et al.,
2015). A great improvement of this approach would be achieved if the screens could be performed
directly in LSCs. However, three biology-related issues impede the development of this procedure.
First, LSCs features are still far from being understood and there is no LSC-specific marker that
would faithfully distinguish this cell population from other immature cells in the sample. Second,
the estimated frequency of LSCs is very low and can vary from 1 in 1000 to 1 in 1 million, depend-
ing on the patient (Eppert et al., 2011). This makes it challenging to isolate a sufficient number
of cells to perform a screen. Third, the optimal conditions for long-term expansion of LSCs have
not yet been established. In other words, functional screening in LSCs does not meet the tech-
nical requirements, first and foremost the requirement for a high cell number and high library
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coverage, discussed in the section 3.1. Therefore, identification of specific markers, isolation of the
LSC population and in vitro expansion are the steps that would speed up the available protocols
and bring functional screening of primary AML cells one step closer to a clinical application.
Another important consideration is the question of which genes to include into the screen panel.
Given the current status of the screening technology, the gene panel cannot be too big, so a ratio-
nal selection of genes is necessary. In a clinical setting, where the goal is to find the most efficient
treatment option in the shortest possible time, a logical decision would be to screen those genes
for which an approved drug or a therapy is already available. Of note, RNAi/CRISPR screens
offer an important advantage over chemical drug screens. Unlike the latter, genetic interrogation
techniques allow to employ several agents targeting the same gene. This reduces the false positive
hit rate and greatly improves the confidence in the screen hits. On the negative side, even if a
drug is approved for use in one cancer entity, it can still take a long time to receive the approval
for use in AML.
Overall, functional screens are a useful tool for discovery of novel context-specific cancer cell vul-
nerabilities. Specifically for AML, further development of cell isolation and culturing protocols
would greatly enhance the potential of this technology for personalized medicine applications.
3.2 On the importance of validation experiments
In the first years of application of RNAi for functional studies it became clear that cleavage-
based off-targeting will be the major drawback of this technology (Jackson et al., 2003). The
elucidation of mRNA knock down by sh/siRNAs is enabled by perfect complementarity of the
interfering agent with the target mRNA region. However, the nature of the RNAi pathway allows
imperfectly matching agents to trigger inhibition of unintended mRNA targets, which can have
phenotypic consequences and lead to misinterpretation of the experimental results. To circumvent
this problem, the community has defined a set of standard controls that need to be included in
functional experiments to demonstrate the specificity of the elicited effects (Nature Cell Biology,
2003). These include:
(a) application of several shRNA/siRNA per target mRNA,
(b) use of a scrambled shRNA,
(c) confirmation of the knock down on the mRNA level,
(d) confirmation of the knock down on the protein level,
(e) validation of the phenotype of the gene function loss with an independent method (e.g. a
knock out or chemical inhibition),
(f) ultimately, rescue expression of the target gene in a form refractory to the sh/siRNA.
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In this thesis work, all of the above controls were performed to ensure the most robust validation
of the screen hits. While the screen hit MDM4 could be validated using the methods (a-e), the
two other hits, GMEB1 and TXNDC9, showed an inconsistent phenotype in the validation step
(e) and failed the validation step (f). In this section I will discuss this issue in a greater detail.
3.2.1 The pitfalls of validating RNAi experiments with CRISPR
The discrepancy between knockdown and mutant phenotypes is not a new phenomenon in the
field of functional genomics and has been extensively discussed in the literature (reviewed in El-
Brolosy & Stainier, 2017). It has been noted that the phenotype inconsistency cannot always
be explained by the off-target effects of the knockdown agents. Genetic compensation has been
proposed as the biological explanation for the observed differences.
Genetic compensation describes a phenomenon, in which upon the introduction of a deactivating
mutation, the expression of functionally related genes increases, leading to a phenotype rescue
(El-Brolosy & Stainier, 2017). Recently, mechanistic details of a novel genetic compensation
pathway have been unravelled (El-Brolosy et al., 2019, Ma et al., 2019). The proposed mech-
anism involves generation of truncated mRNA transcripts with premature termination codons
(PTCs) that trigger nonsense-mediated decay (NMD). The mRNA fragments produced by NMD
are thought to translocate to the nucleus and bind to the complementary DNA sequences, such as
paralogous genes, while recruiting transcriptional activation machinery to these loci. This newly
discovered genetic compensation pathway was termed nonsense-induced transcriptional compen-
sation (NITC). Although it is unknown, whether NITC is a universal phenomenon or a property
of only certain genes or tissues, in CRIPSR-based knock out experiments performed in this work,
the possibility of NITC induction cannot be excluded. Transcriptional activation of GMEB2
(GMEB1 paralog) and PDC, PDCL, PDCL2, PDCL3 (TXNDC9 paralogs) may have been the
result of CRISPR-mediated cutting of the GMEB1 and TXNDC9 loci, respectively, and may
have masked the expected viability phenotype through NITC. To resolve this question, a qPCR
experiment detecting the levels of the targeted gene paralogs can be performed. Notably, the
viability phenotype achieved upon CRISPR-based inactivation of MDM4 was consistent with the
RNAi phenotype (Figure 2.14 in chapter 2 section 2.4.3). MDM4 has only one paralog MDM2,
with which it is known to have some non-overlapping functions (Parant et al., 2001, Barboza
et al., 2008). Moreover, Parant et al. showed that the MDM2:MDM4 ratio is an important de-
terminant in p53 regulation (Parant et al., 2001). Xiong et al. demonstrated that MDM4 has
p53-independent tumorigenic functions (Xiong et al., 2017). Therefore, NITC induction upon
MDM4 inactivation cannot be expected to rescue the viability phenotype.
Another explanation for the weak phenotype observed upon CRISPR-based cutting of GMEB1
and TXNDC9 is the phenomenon of (in frame) exon skipping. It results from an alternative splic-
ing event and can generate a protein with retained wild type or new functionality. Remarkably,
exon skipping does not require a large DNA deletion, but can occur even upon introduction of
small indels, as a consequence of the loss of splice sites at the exon boundaries or exon splicing
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enhancer/silencer sites within the modified exon (reviewed in Sharpe & Cooper, 2017) and mask
the true knock out phenotype.
Finally, such parameters as gRNA efficiency and the frequency of out-of-frame indel formation
play an important role. A low efficiency gRNA will fail to disrupt the target locus, so that the
production of the wild type protein will remain undisrupted. A high rate of in-frame repair will
yield a full-length protein with potentially preserved functionality. Both effects are specific to
CRISPR biology and do not occur with RNAi. The low efficiency predicted for the gRNA against
GMEB1 (59%, see Figure 2.15, chapter 2 section 2.4.3) could explain the mild phenotype observed
upon the disruption of the gene in OCI-AML3 cells. Unfortunately, the experimental confirmation
of the gRNA efficiency failed due to problems with the Sanger sequencing of the TA-cloned PCR
products. The gRNA against TXNDC9 had a predicted efficicency of only 61%, however, the
experimental efficiency value was determined to be 200% (the number of mutant clones retrieved
was twice as much as the theoretically possible value). This indicates a bias either in the am-
plification of the repaired sequences over the wild type sequences or in the colony picking (also
applicable to the MDM4 gRNA, where the experimental gRNA efficiency was 156%).
The missing evidence that would conclusively establish whether the absence of the phenotype in
cells with disrupted GMEB1/TXNDC9 loci is due to the retained functionality of the respective
protein (as a result of exon skipping or low gRNA efficiency) is mRNA and/or protein expression
data. The failure to obtain this data is largely attributed to the technical challenges of work-
ing with difficult to transduce OCI-AML3 cells and the typically low-titer gRNA-Cas9 viruses,
together resulting in insufficient amounts of material (isolated RNA/protein) required for the
expression experiments.
In summary, CRISPR-based gene inactivation represents a fast and straight-forward way to val-
idate a functional phenotype, but needs to be carefully designed (an efficient gRNA inducing
predominantly frameshift mutants) and include a series of controls (confirmation of the gene
disruption and absence of NITC on mRNA/protein level).
3.2.2 What can be learned from rescue experiments
The CRISPR-mediated validation of the hits GMEB1 and TXNDC9 did not yield a phenotype
consistent with that achieved with RNAi. Therefore, I have attempted a rescue expression exper-
iment. Rescue experiments are often utilized in functional studies to unambiguously connect the
gene function to the obtained phenotype (Nature Cell Biology, 2003). During this work I have
faced two challenges: generating an shRNA-resistant rescue construct and achieving overexpres-
sion of the respective proteins.
To generate an shRNA-resistant rescue construct, a published protocol by Ma & Poon suggested
to introduce mismatches in each of the three consecutive codons within the central region of the
shRNA binding site (Ma & Poon, 2010). These modifications should have abolished on-target
mRNA cleavage since the catalytic component of the RISC complex (Ago2 in mammals) requires
perfect complementarity at the cleavage site, 10 base pairs away from the 5’ end of the shRNA
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guide strand (reviewed in Sigoillot & King, 2011 and Angart et al., 2013). However, judged by
the drop of the GFP signal in shRNA-resistant HL60 cells over time, a stable expression of the
rescue construct could not be achieved. Because the infection of HL60 cells with the shRNA
alone did not result in the reduction of the GFP signal over time, this result suggested that the
rescue mRNA was undergoing RNAi, despite the three mismatches. Taking into account that
the sequence complementary to the seed region of the shRNA remained unmodified in these con-
structs, a likely explanation for RNAi activation are seed-match-based off-target effects (Sigoillot
& King, 2011). Indeed, introducing two mismatches into the seed-region-corresponding locus in
the TXNDC9 rescue construct protected the mRNA from shRNA-mediated degradation. In con-
trast, despite 4 mismatches within the seed region and a mismatch at the critical position 10 of
the shRNA binding site, GMEB1 rescue transcript was still susceptible to RNAi. As reported
by Holen et al., mismatches at these positions lead to a dramatic drop in silencing of the target
mRNA (Holen et al., 2005). However, the silencing is not abolished completely, but reduced com-
pared to a perfectly matching shRNA:mRNA pair (Holen et al., 2005). Therefore, it is possible
that the GMEB1 shRNA, although not perfectly matching with the GMEB1 rescue construct,
is still capable of inducing RNAi and prevent its translation. In summary, I was successful with
the generation of an shRNA-resistant TXNDC9, but not GMEB1 rescue construct. However, the
former was unable to rescue the TXNDC9 knock down phenotype.
The most common reason for a failed rescue experiment are issues with the construct expres-
sion (Kittler et al., 2005).The rescue approach used in this work involved cDNA-based rescue.
There are three considerations that influence the success of a cDNA-based rescue experiment.
First, the features and the quality of the promoter driving the cDNA expression. Ideally, physi-
ological expression levels should be achieved, for which the actual gene promoter is the optimal
choice (Kittler et al., 2005). In this work, a Ubiquitin promoter was driving the expression of
the TXNDC9 rescue cDNA and resulted in mRNA expression levels beyond those measured in
the wild type cells 2.19A). Although excessive expression of a protein can sometimes inhibit the
pathway of interest (Morita et al., 2012), in case of TXNDC9 it did not harm the cells (see Figure
2.20C, bottom right panel). Thus, suboptimal levels of expression could not explain the depletion
of cells over time. Second, cDNA-based rescue constructs do not allow the expression of alterna-
tively spliced transcripts (Kittler et al., 2005). In case of TXNDC9, there are two protein-coding
annotated isoforms (Rigden & Fernández, 2020) and the main one was used to generate the rescue
construct. Third, cis-regulatory elements of the gene of interest are not included in a cDNA-based
rescue construct (Kittler et al., 2005). However, as can be seen in the Figure 2.19, the problem
with the rescue overexpression occurred at the translational rather than transcriptional level. In-
deed, it has been shown that codon usage impacts protein translation and folding. In extreme
cases, synonymous mutations can lead to ribosome stalling and failed protein folding (reviewed in
Spencer, Paige S & Barral, José M, 2012). Although these results were obtained mostly in E.coli
or in vitro, this phenomenon could explain the absence of TXNDC9 protein overexpression. This
is further supported by the fact that the GFP protein, which is translated from the same mRNA
(GFP-T2A-TXNDC9) is overexpressed in the cells as expected.
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Overall, cDNA-based rescue expression is a fast way to validate an RNAI phenotype, particularly
when the gene of interest is small and can be easily mutated by overlap PCR and cloned into the
expression vector. This is why this method was selected for validating TXNDC9 (cDNA is 681
bp long) and GMEB1 (cDNA is 1722 bp long) phenotypes. An alternative method that addresses
all of the issues described above is rescue by bacterial artificial chromosome (BAC) transgenesis.
A rescue BAC includes the physiological promoter and other cis-regulatory elements of the gene
of interest and allows alternative splicing (Kittler et al., 2005). The main disadvantage of BAC
transgenesis is the efficiency and hence the time that it takes to establish the transgenic line.
Nevertheless, because my cDNA rescue attempt was not successful, BAC transgenesis would be
my next step in validating the TXNDC9 knock down phenotype.
3.3 The biological role of MDM4 in NPM1 -mutated AML
The Murine Double Minute 4 (MDM4) is a ubiquitiously expressed nuclear protein which reg-
ulates the activity of the tumor suppressor p53. Unlike its homolog Murine Double Minute 2
(MDM2), MDM4 lacks the E3 ubiquitin ligase activity and is unable to induce degradation of
p53. Instead, MDM4 binds the transcriptional activation domain of p53, inhibiting its effector
function. Thus, MDM2 and MDM4 utilize different mechanisms to control p53 activity. Ampli-
fication of MDM2 and MDM4 has been detected in several cancers and linked to tumorigenesis,
triggering the exploration of MDM2/4 inhibitors as a therapeutic approach in cancer (reviewed
in Haupt et al., 2019).
A recent report from Carvajal et al. demonstrated that MDM4 is particularly highly expressed in
AML cell lines and patient-derived primary cells and that the dual inhibition of MDM2/MDM4
induces apoptosis and cell cycle arrest in leukemic cells and gives survival advantage in xeno-
transplantation models of AML (Carvajal et al., 2018). Of note, this study also demonstrated
the sensitivity of enriched leukemic progenitor populations to MDM2/4 inhibition and nominated
them as therapeutically actionable targets for p53 wild type tumors (Carvajal et al., 2018). Thus,
MDM4 could be essential also in DNMT3A-mutant pre-leukemic cells, for which I was trying to
obtain evidence witht he LTC-IC assays (see section 2.5). Nevertheless, the discovery described
in this thesis that DNMT3A- and NPM1 -mutant OCI-AML3, as well as primary AML cells, are
sensitive to MDM4 loss is interesting because of the direct involvement of NPM1 and MDM4 in
the Arf-p53 tumor suppressor pathway, which I would like to discuss in more detail.
Wild type Nucleophosmin-1 (NPM1) is a multifunctional nucleolar protein, mostly associated
with ribosome biogenesis, DNA repair and chromatin remodelling (reviewed in Box et al., 2016).
The role of NPM1 in regulating apoptosis manifests through its direct interaction with the tumor
suppressor protein p14Arf, also known as CDKN2A (Brady et al., 2004) (see Figure 3.1). In
unstressed cells, NPM1 binds p14Arf and retains it in the nucleolus, allowing MDM2 to bind p53
and promote its degradation (Kurki et al., 2004). Upon stress stimuli, NPM1 releases p14Arf,
which moves into the nucleus and binds MDM2, therefore restraining its ability to inhibit p53,
leading to apoptosis induction (Brady et al., 2004). The aberrant localization of the mutant form
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of NPM1 in the cytoplasm (Falini et al., 2005), attributed to the acquisition of a nuclear export
sequence (Brunetti et al., 2018) and characteristic for AML, was shown to obstruct the function
of the p14Arf-p53 pathway (Colombo et al., 2006). Mutant NPM1 promotes cytoplasmic delo-
calization and destabilization of p14Arf, making excessive MDM2 available for p53 binding and
consequently disrupting p53-dependent regulation of cell cycle and apoptosis.
To explain the viability phenotype in NPM1-mutant cells upon MDM4 knock down, I propose
Figure 3.1: The proposed model of MDM4 actions in p14Arf-NPM1-p53 interaction network. The
left panel shows NPM1 wild type cells under normal conditions, where p53 is tightly
controlled my MDM2 and MDM4. The middle panel shows NPM1 wild type cells
under stress conditions, where the tumor suppressor p14Arf and NPM1 bind MDM2,
thereby activating p53 (indicated by the red dot) and triggering a stress response. The
right panel shows NPM1-mutant cells (NPM1 cytoplasmic, NPM1c), where MDM2
is constantly active and the p53-mediated stress response cannot be initiated. Upon
loss of MDM4 a proportion of p53 is activated and triggers the stress response. NES
- nuclear export sequence. Created with BioRender.com.
the following hypothesis: NPM1-mutant cells have adapted to the absence of p53 and have a very
low tolerance to even a partial restoration of p53 activity. Thus, loss of the p53 inhibitor MDM4
has a major adverse effect on fitness and/or viability of these cells. This hypothesis is supported
by the recent finding showing the dependence of OCI-AML3 cells on NPM1 mutation (Gebler
et al., 2017), albeit no connection to p53 was made. To collect further experimental evidence, I
suggest to, first, analyze the levels of p53 protein and its downstream targets (p21, BAX, PUMA)
in OCI-AML3 cells upon MDM4 loss. This would show whether the effects of MDM4 loss are
p53-dependent or arise because of an interrogation with p53-independent functions of MDM4.
Second, to demonstrate that in NPM1-mutant cells MDM2 is constantly active and the p53 levels
are low, I propose to evaluate the response of OCI-AML3 cells to DNA-damaging agents. This
would normally induce a stress response and apoptosis, however, without the active p53 OCI-
AML3 cells should be more resistant to it than an NPM1 wild type cell line. Because OCI-AML3
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cells cannot survive without the NPM1 mutation, no isogenic cell line with wild type NPM1 can
be created, which complicates the testing of my hypothesis.
In summary, a more in depth study of the interactions between p14Arf, cytoplasmic NPM1 and
MDM4 are required to understand the biological effects of MDM4 loss in NPM1-mutant AML
cells.
3.4 Conclusion
The work presented in this thesis aimed at identifying functional vulnerabilities of DNMT3A-
mutant LSCs that can be exploited therapeutically to prevent relapse in affected AML patients.
It showed that potential vulnerabilities can be nominated through screening of a large number
of patient-derived AML samples. This unbiased method revealed entirely unexplored targets,
GMEB1 and TXNDC9, which, however, require further validation and an in depth study of their
mode of action in order to establish their role in AML cells.
The emerging therapeutic target MDM4 was also nominated as a functional dependency of
DNMT3A-mutant AML cells. The effect of MDM4 loss in emphDNMT3A-mutant LSCs could not
be resolved in this work, however, other recent studies have suggested that leukemic progenitor
cells rely on MDM4 (and MDM2) activity for their survival.
A promising hypothesis that resulted from this thesis work is that MDM4 inhibition might have
a particularly strong impact on NPM1 -mutant AML cells, because of the involvement of NPM1
in the regulation of the tumor suppressor and MDM4 target p53. I proposed further experiments
to address this question.
With further development, the functional screening technology has the potential to make major
contributions to the advancement of translational research and will be invaluable in the upcoming
era of personalized medicine.
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4 Materials and Methods
4.1 Reagents, Materials and Equipment
Reagents
ABsolute QPCR Mix with ROX Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
Agarose SERVA for DNA Electrophoresis SERVA Electrophoresis GmbH, Heidelberg, Ger-
many
Alpha-MEM Biochrom AG, Berlin, Germany
BamHI-HF New England Biolabs, Ipswich, Massachusetts,
United States




Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
Cell Lysis Buffer Cell Signaling Technology, Danvers, Mas-
sachusetts, United States
CutSmart® (10x) New England Biolabs, Ipswich, Massachusetts,
United States
DAPI Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
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DNase I Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
DMEM - Dulbecco’s Modified Eagle Medium Gibco™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
EasySep™ Human CD3 Positive Selection Kit II STEMCELL Technologies Canada Inc., Vancou-
ver, Canada
EasySep™ Human CD19 Positive Selection Kit
II
STEMCELL Technologies Canada Inc., Vancou-
ver, Canada
FBS Gibco™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
Heparin Cofactor II from human plasma Biochrom AG, Berlin, Germany
Herculase II Fusion DNA Polymerase Agilent Technologies, Inc., Santa Clara, Califor-
nia, United States
ISOLATE II PCR and Gel Kit Bioline, Meridian Bioscience, Cincinnati, Ohio,
United States
Isopropyl β-D-thiogalactopyranoside (IPTG) so-
lution
Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
L-Glutamine Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
MyTaq™ Red DNA Polymerase Bioline, Meridian Bioscience, Cincinnati, Ohio,
United States
5x MyTaq™ Reaction Buffer Bioline, Meridian Bioscience, Cincinnati, Ohio,
United States
NuPAGE™ LDS Sample Buffer Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
PEI Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
Penicillin/Streptomycin Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
Protamine sulfate Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
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Protease Inhibitor Cocktail Cell Signaling Technology, Danvers, Mas-
sachusetts, United States
Puromycin Dihydrochloride Gibco™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
Purple Loading Dye (6x) New England Biolabs, Ipswich, Massachusetts,
United States
QIAamp® DNA Blood Mini Kit Qiagen, Hilden, Germany
Qiagen Plasmid Maxi Kit Qiagen, Hilden, Germany
Qiagen Plasmid Mini Kit Qiagen, Hilden, Germany
Recombinant Human Flt3-Ligand PeproTech Inc., Rocky Hill, New Jersey, United
States
Recombinant Human TPO PeproTech Inc., Rocky Hill, New Jersey, United
States
Recombinant Human SCF PeproTech Inc., Rocky Hill, New Jersey, United
States
Recombinant Human IL-3 PeproTech Inc., Rocky Hill, New Jersey, United
States
RetroNectin® Takara Clontech, Mountain View, California,
United States
RedSafe™ Nucleic Acid Staining Solution iNtRON Biotechnology, Inc., Korea
RNase-Free DNase Set Qiagen, Hilden, Germany
RNeasy Mini Kit Qiagen, Hilden, Germany
RPMI-1640 Gibco™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
SalI-HF New England Biolabs, Ipswich, Massachusetts,
United States
StemSpan Serum-Free Expansion Medium II STEMCELL Technologies Canada Inc., Vancou-
ver, Canada
StemRegenin1 STEMCELL Technologies Canada Inc., Vancou-
ver, Canada
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SuperScript IV Reverse Transcriptase kit Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
TA Cloning™ Kit, with pCR™2.1 Vector Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
Tango Buffer (10x) New England Biolabs, Ipswich, Massachusetts,
United States
T7 Endonuclease I New England Biolabs, Ipswich, Massachusetts,
United States
Titanium® Taq PCR Kit Takara Clontech, Mountain View, California,
United States
T4 ligase New England Biolabs, Ipswich, Massachusetts,
United States
T4 ligation buffer New England Biolabs, Ipswich, Massachusetts,
United States
T4 Polynucleotide Kinase New England Biolabs, Ipswich, Massachusetts,
United States
Tween® 20 Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States
UM729 STEMCELL Technologies Canada Inc., Vancou-
ver, Canada
XL-1 Blue Competent Cells Stratagene California, San Diego, California,
United States
Materials
Amersham Protran 0.45 NC nitrocellulose West-
ern blotting membrane
GE Healthcare, Chicago, Illinois, United States
Amicon® Ultra-15 Centrifugal Filter Devices Merck Millipore Ltd., Tullagreen, Ireland
Corning® Costar® microplates Sigma-Aldrich®, Sigma-Aldrich, Inc., St. Louis,
United States





Bio-Rad Laboratories, Hercules, California,
United States
Nunc™ EasYFlask™ Cell Culture Flasks ThermoScientific™ Thermo Fisher Scientific,
Waltham, Massachusetts, United States
NuPAGE™ 4-12% Bis-Tris Protein Gel Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
Equipment and Software
Avanti JXN-30 centrifuge Beckman Coulter, Brea, California, United
States
Avanti JS-24.38 swinging-bucket rotor Beckman Coulter, Brea, California, United
States
BD™ Canto II Becton Dickinson, Heidelberg,Germany
BD™ LSR II Becton Dickinson, Heidelberg,Germany
CFX96 Touch Real-Time PCR Detection Sys-
tem
Bio-Rad Laboratories, Hercules, California,
United States
EasyEights™ EasySep™ Magnet STEMCELL Technologies Canada Inc., Vancou-
ver, Canada
Eppendorf Electroporator 2510 Eppendorf, Hamburg, Germany
FlowJo™ Software FlowJo, LLC, Ashland, Oregon, United States
GelDoc Infinity 3000 Vilber Lourmat Sté, Collégien, France
MACSQuant® X Miltenyi Biotec, Bergisch Gladbach, Germany
Horizontal Electrophoresis Systems Bio-Rad Laboratories, Hercules, California,
United States
NanoDrop™ 8000 Spectrophotometer Thermo Scientific™ Thermo Fisher Scientific,
Waltham, Massachusetts, United States
Odyssey® CLx Imaging System Li-cor Biosciences GmbH, Bad Homburg von der
Höhe, Germany
Qubit 2.0 Fluorometer Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
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RStudio Version 1.2.1335 RStudio, Inc., Boston, Massachusetts, United
States
Semi-Phor TE 70 Semi Dry Transfer Unit Hoefer® Harvard Bioscience, Holliston, Mas-
sachusetts, United States
XCell SureLock™ Mini-Cell Electrophoresis Sys-
tem
Invitrogen™ Thermo Fisher Scientific, Waltham,
Massachusetts, United States
4.2 Cell culture techniques
4.2.1 General
The leukemic cell lines OCI-AML2 and OCI-AML3 were maintained in Alpha-MEM supplemented
with L-Glutamine (2mM), Penicillin/Streptomycin (50 U/mL) and 20% heat-inactivated FBS.
The leukemic cell lines HL-60, Kasumi-1, MV4-11, MOLM13, EOL-1 were maintained in RPMI-
1640, supplemented with Penicillin/Streptomycin (50 U/mL) and 20% heat-inactivated FBS.
HEK293T cells were cultured in DMEM supplemented with Penicillin/Streptomycin (50 U/mL)
and 10% FBS. All cell lines were kept at 37°C and 5% CO2 and were split twice a week. Primary
AML cells were cultured in StemSpan Serum-Free Expansion Medium II containing L-Glutamine
(2 mM), Penicillin/Streptomycin (50 U/mL), the cytokines Flt3-Ligand (50 ng/mL), TPO (50
ng/mL), SCF (100 ng/mL) and IL-3 (20 ng/mL) and the compounds StemRegenin1 (500 nM)
and UM729 (50 nM). Whenever possible, primary AML cells were maintained at high density
(5-10x106 cells/mL) and the medium was changed every second day.
4.2.2 Virus production
Fifteen million HEK293T cells were seeded in T-175 flasks and transfected on the next day at
80% confluency with pMD2.G (Addgene plasmid # 12259), psPAX2 (Addgene plasmid #12260)
and pL.CRISPR.EFS.GFP.gRNA or pRSI12.U6-shRNA.UbiC-GFP-T2A-Puromycin using PEI
(1 mg/mL). After 20 hours the medium was changed to complete DMEM and 72 hours post
transfection the viral supernatant was collected, passed through 0.45 µm filter and centrifuged for
1.5 hours at 100000xg and 4°C. The supernatant was decanted and the viral pellets resuspended
in PBS for at least 4 hours at 4°C on a rocking table. For long-term storage the virus particles
were kept in cryovials at -80°C. Where indicated, the virus particles where concentrated using
Amicon Ultra-15 Centrifugal Filter Devices according to the manufacturer’s instructions.
4.2.3 Transduction of cells by spinoculation
Prior to transduction, microplates were coated with RetroNectin® according to manufacturer’s
instructions. Cells were infected in the presence of protamine sulfate (5 mg/mL) at 880xg and
37°C for 45 minutes and then incubated for 20 hours until the medium was changed. To introduce
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the shRNA library into primary AML cells, 50 µl of virus particles were used in a total volume
of 4 mL in a 6-well plate. To introduce individual shRNAs into cell lines, 200 µl of concentrated
virus particles were used in a total volume of 1 mL in a 24-well plate. To introduce a gRNA and
Cas9-GFP into cell lines, 200 µl of concentrated virus particles were used in a total volume of 400
µl in a 48-well plate.
4.2.4 Knock down of candidate genes in cell lines with RNAi
In a 24-well plate 1x106 cells were infected with 200 µl Amicon-concentrated lentiviral particles
by spinoculation to stably express an shRNA and GFP. The next day 1,5x105 cells were split into
three wells of a U-bottom 96-well plate and maintained for flow cytometric analysis. The cells
were analyzed for GFP expression on MACSQuant® X every second day starting at 48 hours until
9 days after transduction. The remaining cells were transferred into a 6-well plate, where they
were selected with puromycin (2 µg/mL) for two days starting at 48 hours after transduction. The
selected cells were collected for RNA isolation and qPCR analysis of the knock down efficiency.
4.2.5 Knock out of candidate genes in cell lines with CRISPR/Cas
In a 48-well plate 1x105 cells were infected with 200 µl Amicon-concentrated lentiviral particles
by spinoculation to stably express a gRNA and Cas9-GFP. The next day the cells were split into
three wells of a U-bottom 96-well plate and maintained for flow cytometric analysis. The cells
were analyzed for GFP expression on MACSQuant® X every second day starting at 96 hours
until 14 days after transduction.
4.2.6 Thawing of primary AML cells
Frozen vials with primary AML cells were rapidly thawed in a 37°C waterbath, added dropwise
to 10 mL of the RPMI 1640 medium containing Heparin (20 U/mL), DNAse I (8 U/mL) and
MgCl2 (4 mM) and incubated at 37°C for 1 hour. Next, cells were pelleted for 10 minutes at
300xg and resuspended in the culture medium. The cells were incubated overnight to allow
cytokine-mediated activation and expansion before proceeding to B-/T-cell depletion.
4.2.7 B-/T-cell depletion
After overnight cytokine induction B- and T-cells were removed from the samples using the
EasySep™ Human CD19/CD3 Positive Selection Kit II according to manufacturer’s instructions
with the difference that the supernatant was kept and the B/ and T-cells containing tubes were
discarded. Cells were counted and a sample of 1x105 cells was used for flow cytometry to check
for successful depletion of the lymphocytes. In brief, cells were washed with PBS-EB (PBS with
EDTA and BSA) and incubated with anti-human CD2-FITC and anti-human CD19-PE-Cy7 (see
Table ??? for details) antibodies for 30 minutes at 4°C in the dark. The stained cells were
72
washed twice in PBS-EB and resuspended in PBS containing 1 µg/mL DAPI. Flow cytometry
was performed on the BD™ LSR II machine and the data analysed using FlowJo™ software.
4.2.8 Long-term culture initiating cell (LTC-IC) assay
B-/T-cell depleted primary AML cells or normal CD34+ HSPCs were seeded on MS-5 murine
bone marrow stromal cells in MyeloCult™ H5100 supplemented with 1 µM hydrocortisone and
maintained at 37°C and 5% CO2 for 5 weeks with weekly half-medium change. The cultures were
then treated with 10nM ALRN-6942 for 4 days and the area of the colonies scored compared to
an untreated condition.
4.3 Loss of function screens in primary AML cells
4.3.1 Transduction of primary AML cells
B- and T-cell depleted primary AML cells were counted and 1 x 107 (or the maximum available
number) were infected with the shRNA library at the MOI (multiplicity of infection) of xxx
according to the spinoculation protocol. The lentiviral shRNA library was prepared by Sirion-
Biotech GmbH (Planegg, Germany) and had a functional titer of 4,2 x 109 IU/mL as detected
by the manufacturer in HEK293 cells. After 20 hours of incubation at 37°C and 5% CO2 the
cells were washed twice in PBS, resuspended in the culture medium and returned to the cell
culture incubator. At 96 hours after transduction the infection rate was analyzed by assessing
the percentage of RFP-positive cells using BD™ Canto II and the FlowJo™ software. The cells
were counted and half of the cells was collected as a baseline sample. The remaining cells were
cultured for 20 more days and then collected as a final timepoint sample.
4.3.2 Preparation of the samples for deep sequencing
Genomic DNA was isolated from the samples with the QIAamp® DNA Blood Mini Kit according
to the manufacturer’s instructions. Two rounds of PCR were performed using Titanium® Taq
PCR Kit to amplify the library barcodes (primer pair #18; with up to 50 µg DNA in a 100 µL
reaction volume) and to attach the adapters for Illumina sequencing (primer pair #19; 1 µL of a
1:500 dilution of PCR1 as input). The PCR conditions are summarized in the Table 4.2. The PCR
products were purified with the ISOLATE II PCR and Gel Kit according to the manufacturer’s
instructions, quantified using Qubit Fluorometer and submitted to the NGS Facility (CRTD,
Dresden, Germany), where multiplexed libraries were prepared. The sequencing was performed
with the NextSeq 500 sequencer (Illumina Inc., San Diego, California, United States) and the
requested sequencing depth was 1x107 reads per sample.
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Table 4.2: PCR conditions for amplification of shRNA barcodes from gDNA




















4.4 Deep sequencing data analysis
4.4.1 Calculating library coverage
Due to the limited number of primary cells available for screening as well as unique growth
dynamics of every patient cell line in culture, it was challenging to plan and achieve the desired
library coverage. Instead, the library coverage was calculated based on the actual number of cells
collected on Day 0 and on Day 20, using the following formula:
Coverage =
Total cell number ∗ V iability ∗ Transduction rate
6482 shRNAs
. (4.1)
4.4.2 Re-evaluation of the shRNA library
Prior to analyzing the data, the shRNA reference list (6482 shRNAs) was re-evaluated in order to
detect non-functional or toxic shRNAs. This was achieved by employing the local outlier factor
(LOF) statistic (Breunig et al., 2000), which allowed for detection of shRNAs that clearly do not
follow the same enrichment or depletion patterns as other shRNAs targeting the same gene, based
on the screen data previously produced in the lab using the same library (performed by the lab
bioinformatician Maciej Paszkowski-Rogacz). This resulted in the reduction of the referene list
by 17%, with the new reference list now containing 5351 shRNAs. This step was done to improve
the reliability of the data analysis.
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4.4.3 Individual analysis
The raw sequencing files were processed in RStudio Version 1.2.1335 (RStudio Inc., Boston,
Massachusetts, United States) using the edgeR package (version 3.26.7) pipeline (Robinson et al.,
2010, McCarthy et al., 2012, Dai et al., 2014). Each patient sample was sequenced at the start of
the screen (Day 0) and at the end of the screen (Day 20). After obtaining the normalized counts
per shRNA, the data was summarized to obtain median counts per gene and the fold change (FC)
from Day 0 to Day 20. To evaluate the success of the screen, the statistical difference between
the mean counts of control genes (PSMA1, RPL30, RPL6, RPS13, LUC) on Day 0 and on Day
20 was determined using paired Wilcoxon rank-sum test (Wilcoxon, 1945). The samples with at
least one positive control with FC<1 and p-value<0.05 were selected for the group-based analysis.
4.4.4 Group analysis
The ER group contained the samples SYT06a/b, SYT08, SYT25 and SYT39. The LTR group
contained the samples SYT13, SYT26, SYT59a, SYT64a, SYT76a/b and SAL2353d. For the
group-based analysis, the raw counts of the selected screens were transformed into log2 counts
per million, normalized using the cyclic loess method, pooled for each gene across all samples
in the group, compared between Day 0 and Day 20 using Welch’s t-Tests (Welch, 1947) and
corrected for multiple testing by computing FDR-adjusted p-values and q-values based on Storey’s
method (Storey & Tibshirani, 2003)(performed by a collaborator Michael Seifert). An shRNA
was regarded depleted or enriched when the q-value was <0.05.
4.5 Molecular techniques
4.5.1 Cloning of shRNAs and gRNAs
The two most strongly depleted shRNAs for each candidate gene according to the obtained screen
data were selected for validation experiments. For gRNA design, GPP sgRNA Designer (Doench
et al., 2016), the CHOPCHOP V3 (Labun et al., 2019) and InDelphi (Shen et al., 2018) tools were
used. All oligos were synthesized by metabion international AG (Planegg, Germany)(see Table
5.5). The oligos were processed and cloned into pRSI12 vector (Cellecta Inc., Mountain View,
California, United States) in case of shRNAs or pL.CRISPR.EFS.GFP (a gift from Benjamin
Ebert, Addgene plasmid # 57818) in case of gRNAs, following the protocol described in Ran
et al., 2013. In brief, the oligos were phosphorylated and annealed with T4 PNK in T4 ligation
buffer, digested with BbsI and ligated with T4 ligase in Tango buffer. The ligate was transformed
into home-made electrocompetent XL1 blue cells at 170 V. Home-made SOC medium was added
and the bacteria plated on Ampicillin agar plates. The colonies were picked after overnight
incubation at 37°C and a colony PCR was performed, with MyTaq™ Red Polymerase following
the manufacturer’s instructions using the primer pair # 1 (for shRNA inserts) or # 2 (for gRNA
inserts)(see Table 5.4) with the indicated annealing temperature, an extension time of 20 seconds
75
and 30 cycles. The PCR products were sent to the sequencing service provider Microsynth Seqlab
GmbH (Göttingen, Germany). The positive clones were grown overnight in 230 mL LB under
Ampicillin selection (50 µg/mL) and the cultures were processed with Qiagen Plasmid Maxi Kit
according to manufacturer’s instructions.
4.5.2 Cloning of the rescue constructs
The rescue constructs were generated by exchanging the Puromycin cassette inside the pRSI12-
GMEB1-649-shRNA and pRSI12-TXNDC9-6212-shRNA (see Subsection 4.5.1)(referred to as
pRSI12 below) plasmids for the cDNA of the respective candidate gene. The Puromycin cas-
sette could only be excised together with the T2A linker, so that the latter had to be introduced
into the cDNA fragments prior to cloning (see text below). To excise the Puromycin cassette,
pRSI12 plasmid was digested with BamHI-HF and SalI-HF in CutSmart buffer at 37°C for 15
minutes. The digestion reaction was run on a 0.8% Ultrapure agarose gel (0,01% RedSafe™) for 30
minutes at 90 V and the DNA band corresponding to the linearized pRSI12 was cut out from the
gel and purified with ISOLATE II PCR and Gel kit, following the manufacturer’s instructions. To
generate the insert, RNA was isolated from OCI-AML3 cells using RNeasy Mini Kit and RNase-
Free DNase Set according to manufacturer’s instructions. Reverse transcription of 1 µg total
RNA was performed with oligo(dT)20 (50 µM) using SuperScript IV Reverse Transcriptase kit.
The desired sequences were amplified from 2µL cDNA with Herculase II Fusion DNA Polymerase
according to the manufacturer’s suggestions, using the primer pair #8 for GMEB1 (amplifies the
transcript variant 1, NM_006582.4 and the transcript variant 2, NM_024482.3, ) and #9 for
TXNDC9 (amplifies the transcript variant 1, NM_005783.4), an extension time of 2 minutes and
45 seconds, respectively, and 30 cycles. The T2A linker fragment was amplified from the pRSI12
plasmid with Herculase II Fusion DNA Polymerase according to the manufacturer’s suggestions,
using the primer pair #10 for the GMEB1 construct and #11 for the TXNDC9 construct, an
extension time of 15 seconds and 30 cycles. The T2A fragments were fused to the corresponding
cDNA fragments by overlap PCR with Herculase II Fusion DNA Polymerase according to the
manufacturer’s suggestions (primer pairs #12 and #13). The generated fragments were digested
and gel-purified as described above. The ligation was performed at a 5:1 molar ratio of insert to
vector using T4 DNA ligase following the manufacturer’s suggestions. The ligate was transformed
and the bacteria plated for overnight incubation (see Subsection 4.5.1). Clones were picked and
sequenced using the E.coli NightSeq® service from Microsynth Seqlab GmbH (Göttingen, Ger-
many) with the standard primer EGFPCfor provided by the service. Clones containing the correct
insert were grown overnight in 10 mL LB under Ampicillin selection (50 µg/mL) and the cultures
were processed with Qiagen Plasmid Mini Kit according to manufacturer’s instructions, gener-
ating pRSI12-GMEB1-649-wtGMEB1 and pRSI12-TXNDC9-6212-wtTXNDC9 plasmids. These
plasmids were used to mutagenize the shRNA binding site. Two overlapping fragments were gen-
erated by PCR with primers containing the desired mutations (primer pairs #14-17) and then
fused by overlap PCR (primer pairs #12 and #13) and cloned into pRSI12-GMEB1-649-shRNA or
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pRSI12-TXNDC9-6212-shRNA as described above, generating pRSI12-GMEB1-649-mutGMEB1
and pRSI12-TXNDC9-6212-mutTXNDC9 plasmids.
4.5.3 TA-cloning to determine Cas9 cutting efficiency
Genomic DNA was isolated from OCI-AML3 cells stably expressing Cas9-GFP and a gRNA
against a candidate gene using QIAamp® DNA Blood Mini Kit following manufacturer’s instruc-
tions. The genomic locus in the region of gRNA binding was amplified by PCR using MyTaq™
Red Polymerase, the primers listed in the Table 5.4 (pairs #3-6) and an extension time of 30 sec-
onds. The PCR products were then cloned into the pCR2.1™ vector according to the instructions
of the TA Cloning™ Kit and 2 µl of the ligate were transformed into home-made electrocompetent
XL1 blue cells at 170 V. SOC medium was added and the bacteria were plated on ampicillin
agar plates containing 40 mg/mL X-Gal and 100 mM IPTG (40 µl each) for blue-white screening.
After overnight incubation 48 white colonies for each candidate gene were picked and a colony
PCR was performed using MyTaq™ Red Polymerase, the M13 primer pair (see Table 5.4), an
extension time of 30 seconds and 30 cycles. The PCR products were sent to the sequencing
service provider Microsynth Seqlab GmbH (Göttingen, Germany). The cutting efficiency as well
as the proportion of disruptive frameshift mutations was determined based on the alignment of
the sequencing reads to the wild type loci using SnapGene® Version 4.3.2 software (GSL Biotech
LLC, San Diego, California, United States).
4.5.4 T7 Endonuclease assay
The PCR products were generated as described in the subsection 4.5.3, purified with ISOLATE II
PCR and Gel Kit according to the manufacturer’s instructions and quantified with NanoDrop™.
The T7 Endonuclease I digestion was performed according to the manufacturer’s instructions.
The reaction products were analyzed by gel electrophoresis: 10 µL of the reaction were mixed
with 2 µl Purple Loading Dye and loaded on a 1% agarose gel containing 0,01% RedSafe. The
gel was run at 90 V for 30 minutes and imaged in GelDoc Infinity system.
4.5.5 Quantitative real-time PCR
RNA was isolated from the cells using RNeasy Mini Kit and RNase-Free DNase Set according
to manufacturer’s instructions. Reverse transcription of 1 µg total RNA was performed with
oligo(dT)20 (50 µM) using SuperScript IV Reverse Transcriptase kit. The qPCR was done with
the ABsolute QPCR Mix with ROX in CFX96 Touch Real-Time PCR Detection System.
4.5.6 Western blot
Infected cells were collected, washed in PBS, counted and resuspended in Cell Lysis Buffer sup-
plemented with Protease Inhibitor Cocktail at 10 µl per 1x105 cells for cell lines or 10 µl per
1x106 cells for primary AML cells. After 10-minute incubation on ice, the suspension was spun
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down for 15 minutes at 14000xg and the supernatant transferred into a new tube. The lysate was
mixed with the 4x NuPAGE™ LDS Sample Buffer, boiled at 70°C for 10 minutes and loaded onto
NuPAGE™ 4-12% Bis-Tris Protein Gel. The gel was run at the constant voltage of 130 V. The
transfer of the proteins onto Amersham Protran 0.45 NC nitrocellulose membrane was done with
the semi-dry blotting method at 50 mA. The membrane was blocked with 5% milk in PBS-Tween
(PBST, 0.1%) for 30 minutes at room temperature prior to overnight incubation with primary
antibodies at 4°C (diluted in 5% milk in PBST; the dilutions can be found in Table???). The
membrane was washed 3 times for 10 minutes in PBST and incubated with secondary antibod-
ies (diluted in 5% milk in PBST; the dilutions can be found in Table???) for 1 hour at room
temperature. After washing, the membrane was imaged with Odyssey® CLx Imaging System.
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5 Supplements
5.1 Additional characteristics of the primary AML samples
Table 5.1: Summary of the measurements used for coverage estimation of the screened primary
AML samples. To estimate the coverage on the DNA level, the assumption was made
that every cell contains 7 picogramms DNA. See section 4 Materials and Methods for
details.










SYT02 0 0.48 1860 0.21 9 15
SYT02 20 0.23 960 0.18 4 6
SYT03 0 4.00 8190 0.11 20 68
SYT03 20 3.50 11700 0.1 26 54
SYT04 0 3.00 5640 0.13 16 60
SYT04 20 4.80 26400 0.22 129 162
SYT06 0 2.60 18180 0.3 121 120
SYT06 10 4.80 14130 0.3 94 222
SYT06 0 3.30 14820 0.53 174 269
SYT06 20 3.20 14040 0.44 137 217
SYT08 0 2.40 5180 0.16 18 59
Continued on next page
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SYT08 20 3.80 16500 0.14 51 82
SYT10 0 1.90 1400 0.19 6 56
SYT10 20 4.90 12420 0.05 14 38
SYT13 0 5.00 15050 0.39 130 300
SYT13 20 3.20 14560 0.3 97 148
SYT20 0 1.50 7700 0.19 32 44
SYT20 20 4.00 14350 0.09 29 55
SYT25 0 2.30 1960 0.41 18 145
SYT25 20 3.50 7500 0.22 37 118
SYT26 0 3.00 9170 0.58 118 268
SYT26 20 5.90 19670 0.4 174 363
SYT30 0 1.00 6390 0 0 0
SYT30 10 1.63 6018 0 0 0
SYT30 20 2.13 6000 0 0 0
SYT30-1 0 1.08 7680 0.15 26 25
SYT30-1 10 2.00 4896 0.13 14 40
SYT30-1 20 2.75 3720 0.09 7 38
SYT30-2 0 1.25 5970 0.13 17 25
SYT30-2 10 2.00 11186 0.13 32 40
SYT30-2 20 2.50 180 0.08 0 31
SYT34ab 0 5.50 19110 0.24 102 203
SYT34ab 20 3.70 16100 0.16 57 91
SYT34c 0 3.70 7140 0.26 41 148
Continued on next page
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SYT34c 20 3.80 15050 0.17 57 99
SYT39 0 2.70 6120 0.29 39 120
SYT39 20 1.50 7800 0.15 26 35
SYT45 0 5.50 17220 0.05 19 42
SYT45 20 2.80 24000 0.11 58 47
SYT47 0 4.50 5520 0.09 11 62
SYT47 20 1.50 7200 0.07 11 16
SYT50 0 0.70 5460 0.44 53 47
SYT50 20 1.50 8820 0.28 55 65
SYT51 0 0.28 1680 0.23 9 10
SYT51 10 0.35 1080 0.14 3 8
SYT51 20 0.37 990 0.087 2 5
SYT56 0 1.00 3810 0.14 12 22
SYT56 10 2.00 18930 0.08 34 25
SYT56 20 4.50 23310 0.06 31 42
SYT59 0 0.95 4740 0.12 13 18
SYT59 10 1.83 9928 0.07 15 20
SYT59 0 1.20 4140 0.26 24 48
SYT59 20 2.30 18960 0.12 50 42
SYT64a 0 2.50 14910 0.39 129 150
SYT64a 20 16.00 34950 0.46 356 1132
SYT64b 0 4.40 51540 0.11 125 74
Continued on next page
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SYT64b 20 20.00 58680 0.07 91 215
SYT76a 0 4.50 14070 0.34 106 235
SYT76a 20 3.50 8330 0.24 44 129
SYT76b 0 5.50 14840 0.35 115 296
SYT76b 20 2.60 10150 0.23 52 92
SAL0313a 0 2.40 9720 0.075 16 28
SAL0313a 20 1.20 2640 0.075 4 14
SAL0313b 0 2.40 9360 0.075 16 28
SAL0313b 20 1.40 2480 0.075 4 16
SAL0313c 0 2.20 12480 0.084 23 28
SAL0313c 20 0.60 720 0.16 3 15
SAL0313d 0 1.80 10680 0.097 23 27
SAL0313d 20 0.60 640 0.15 2 14
SAL0313e 0 2.80 14200 0.07 22 30
SAL0313e 20 0.70 520 0.16 2 17
SAL1788a 0 2.50 8400 0.21 39 81
SAL1788a 10 2.80 4000 0.21 19 90
SAL1788b 0 2.20 6400 0.105 15 36
SAL1788b 10 2.80 9120 0.105 21 45
SAL1788c 0 1.90 5680 0.14 18 41
SAL1788c 20 4.10 4080 0.21 19 132
SAL1788d 0 1.50 5920 0.13 17 30
Continued on next page
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SAL1788d 20 4.90 4400 0.18 18 136
SAL1790a 0 1.30 5960 0.63 83 126
SAL1790a 10 1.60 4200 0.63 59 155
SAL1790b 0 0.90 6960 0.63 97 87
SAL1790b 20 1.60 2360 0.45 24 111
SAL1790c 0 1.20 7960 0.65 115 120
SAL1790c 20 1.50 2600 0.46 26 106
SAL2353a 0 1.40 8800 0.18 35 39
SAL2353a 10 0.90 2680 0.18 11 25
SAL2353b 0 2.40 9440 0.15 31 55
SAL2353b 10 2.00 2000 0.15 7 46
SAL2353c 0 1.60 8280 0.14 26 34
SAL2353c 20 1.50 1360 0.23 7 53
SAL2353d 0 1.80 8800 0.22 43 61
SAL2353d 20 1.30 1400 0.21 7 42
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Figure 5.1: An overview of the cytogenetics and clinical characteristics of the SyTASC patient
cohort. The column DNMT3A shows the amino acid change at the position 882 (R-
arginine, C- cytosine, X - unknown). A yellow tick mark in the columns NPM1 and
FLT3-ITD indicates the presence of a mutation in the respective gene. A yellow
tick mark in the column CD34 labels the samples that contained a CD34-positive
population, as determined by flow cytometry. A question mark indicates missing
information. ER - early relapse, LTR- long term remission.
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Figure 5.2: The plots show the change in cell number of infected primary AML cells during the
functional screens. Each data point is one cell count measurement. The trend line
is based on the linear regression method. A small letter after the sample name, e.g.
"SYT64a", designates replicates of the same patient sample. In the case of samples
SYT03 and SYT30, the replicates were generated on separate days. The asterisk
marks non-infected samples.
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Figure 5.3: Viability of primary AML cells after thawing as determined by trypan blue exclusion
assay. The percentage is relative to the number of cells per vial, determined and
indicated on the vial at the time of freezing. The viability at 0 hours after thawing
was not measured in the samples indicated with ** and is assumed to be 100 % for
the purpose of this plot.
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Figure 5.4: The fold change of control shRNAs in in the first set of primary AML screens between
day 0 and day 20. Each data point is one shRNA. The boxplots summarize the data
per target gene. LUC - a non-targeting control (luciferase); PSMA1, PSMA3, RPL30,
RPL6, RPS13 - positive controls.ns: p > 0.05; *: p≤0.05; **: p ≤ 0.01; ***: p ≤0.001;
****: p ≤0.0001.
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Figure 5.5: The fold change of control shRNAs in the second set of primary AML screens between
day 0 and day 20. Each data point is one shRNA. The boxplots summarize the data
per target gene. LUC - a non-targeting control (luciferase); PSMA1, PSMA3, RPL30,
RPL6, RPS13 - positive controls.ns: p > 0.05; *: p≤0.05; **: p ≤ 0.01; ***: p ≤0.001;
****: p ≤0.0001.
88
Figure 5.6: The fold change of control shRNAs in the third set of primary AML screen between
day 0 and day20. Each data point is one shRNA. The boxplots summarize the data per
target gene.. LUC - a non-targeting control (luciferase); PSMA1, PSMA3, RPL30,
RPL6, RPS13 - positive controls.ns: p > 0.05; *: p ≤ 0.05; **: p ≤ 0.01; ***: p
≤0.001; ****: p≤0.0001.
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Figure 5.7: The fold change of control shRNAs in the fourth set of primary AML screen between
day 0 and day20. Each data point is one shRNA. The boxplots summarize the data per
target gene.. LUC - a non-targeting control (luciferase); PSMA1, PSMA3, RPL30,
RPL6, RPS13 - positive controls.ns: p > 0.05; *: p ≤ 0.05; **: p ≤ 0.01; ***: p
≤0.001; ****: p≤0.0001.
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5.2 Statistical analysis of the validation experiments
Table 5.2: Statistical evaluation of the candidate genes’ mRNA knock down (Welch’s t-test, N=3)









Figure 5.8: Vector map of DECIPHER-pRSI12-U6-sh-HTS4-UbiC-GFP-2A-Puro, which carried




Figure 5.9: A The pRSI12 vector carrying the shRNA against GMEB1 (shGMEB1-1) and used
for validation experiments. This vector was used to create rescue constructs. The
restriction enzymes BamHI and SalI used for exchanging the puromycin resistance
cassette (PuroR) for GMEB1 cDNA are indicated. B The resulting construct car-
rying the shRNA against GMEB1 (shGMEB1-1) and the GMEB1 cDNA. The final
rescue construct is identical to B except for three substituted basepairs at the loca-
tion indicated by the primers 120 and 121. The same startegy was used to create the
TXNDC9 rescue construct. See section 4 Materials and Methods for details.
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5.4 Tables of primers and cloning oligos
Table 5.3: List of primers used for real-time PCR.
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Table 5.4: List of PCR primers and the corresponding melting temperatures
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Table 5.5: List of oligos for the cloning of the individual shRNAs.
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5.5 List of antibodies
Table 5.6: List of antibodies used for western blot.
Name Manufacturer Catalog No. species dilution
GMEB1 Antibody (H2) Santa Cruz Biotechnology sc-376775 mouse 1000x
TXNDC9 antibody
(N1C3-2)
GeneTex GTX117713 rabbit 1000x
HdmX/MDM4 Anti-
body
Bethyl Laboratories, Inc. A300-287A rabbit 1000x
GAPDH Goat Poly-
clonal Antibody
OriGene TA302944 goat 1000x
IRDye 680LT Donkey
anti-Goat IgG (H + L)
LI-COR 926-68024 donkey 10000x
IRDye 800CW Donkey
anti-Mouse IgG (H + L)
LI-COR 926-32212 donkey 10000x
IRDye 800CW Donkey
anti-Rabbit IgG (H +
L)
LI-COR 926-32213 donkey 10000x
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