A mixture from two distribution families is characterized via a differential equation as well as a recurrence relation between three consecutive conditional moments of some function ݄ ሺܺሻ, k = 1, 2, 3 ... given X > y. Some wellknown results follow as special cases from our results.
Introduction
The problem of identifying distributions is an important topic in statistics, reliability studies, theory of mixture models and other varieties of practical purposes. Some excellent references are, e.g., Azlarov and Volodin [15] , Galambos and Kotz [9] , Kagan, Linnik and Rao [1] , Everitt and Hand [2] , Lindsay [3] , Holzmann et al. [7] , Chou and Huang [4] and Bairamov and Ozkal [8] .
Let X be a mixture of two continuous random variables with distribution function F(x) defined by: 2) d and ܿ are constants such that ܿ ∉ ሼെ1, 0ሽ, ݅ ൌ 1, 2.
3) h(x) is a real valued differentiable function on (α, β) such that: 
= -d (c) E (݄(X)) exists and finite
Mixtures of distributions have an important role in both theoretical and practical studies. Their uses as models in several disciplines have been noted (see, e.g., Abu Zinadah [6] , Sultan et al. [10] , Tetterington, Smith and Makov [5] and Trivedi [11] .
In this paper, some characterizations for the distribution (1.1) are given. Theorem (2.1) characterizes the distribution (1.1) through a differential equation of the second order. In Theorem (2.2), we characterize the distribution (1.1) using a recurrence relation between conditional moments of ݄ (ܺ), k = 1, 2, ….. given X >y. Finally a characterization for the distribution (1.1) using the first conditional moment of h(X) given X > y is deduced. Some known results follow from our results as special cases.
2-The Main Results
The following Theorem identifies the distribution (1.1) through a differential equation of the 2 nd order.
Theorem 2.1. Let X be a continuous random variable with cdf F(•ሻ, survival function G(·) and density function f(·) such that G(α) = 1 and G(·) has continuous second order derivative on (α, β) with ‫ܩ‬ ሗ ሺ‫ݔ‬ሻ ൏ 0 for all ‫ݔ‬ ߙ (so that 0 ‫ܩ‬ሺ‫ݔ‬ሻ 1 for all x).Then X has the distribution defined by (1.1) iff for any y ∈ ( α , β ), the following equation is satisfied:
Proof. The necessity of this Theorem can be verified directly. To prove sufficiency, set
Substituting these results in equation (2.1) one gets:
Putting ‫ݖ‬ ൌ ݁ ି௫ , one gets:
Substituting these results in equation (2.2), we get:
This is a second order differential equation with constant coefficients, its solution is known to be (see, e.g., Ross [13] ):
The assumption that ‫ܩ‬ሺߙሻ ൌ 1 gives A +B = 1. Moreover, the fact that 0 ൏ ‫ܩ‬ሺ‫ݕ‬ሻ ൏ 1 implies that A > 0 and B > 0.
The proof is complete.
Remarks 2.1.
(1) Theorem (2.1) can be used to characterize a mixture of two Weibull distributions with respective positive parameters b , ܿ ଵ and b , ܿ ଶ .To this end, set:
For b = 2, we have a characterization concerning a mixture of two Rayleigh distributions with parameters ܿ ଵ and ܿ ଶ , while for b = 1, we have a characterization concerning a mixture of two exponential distributions with parameters ܿ ଵ and ܿ ଶ .
(2)Theorem (2.1) can be used to identify a mixture of two Burr distributions with respective parameters ܽ , ܾ ଵ and ܽ , ܾ ଶ . To see this, set:
For a = 1, we obtain a characterization concerning a mixture of two Pareto distributions with respective parameters ܾ ଵ and ܾ ଶ . Therefore, we have :
For β =1 and α =0, we have a characterization concerning a mixture of two beta distributions with respective parameters 1, ߠ ଵ and 1, ߠ ଶ . Now, we identify, the distribution defined by (1.1) by a recurrence relation between consecutive conditional moments of ݄ሺ‫ݔ‬ሻ. 
Proof. Necessity
By definition:
Integrating by parts and recalling that − →β x lim ݄ ሺ‫ݔ‬ሻ‫ܩ‬ሺ‫ݔ‬ሻ ൌ 0, one gets:
From equation (2.1), we have:
Substituting this result in equation (2.5), one gets:
Recalling that:
, one gets: = 0, one gets:
Using equation (2.6), recalling that r(y) G(y) = -‫ܩ‬ ሗ (y) and performing some easy computation, one finds:
Substituting this result in equation (2.7) one gets:
Solving the last equation for μ and setting: ߠ ൌ ሾܿ ଵ ܿ ଶ ݇ሺܿ ଵ ܿ ଶ ݇ሻሿ ିଵ ,One gets:
Equation (2.4) can be written in integral form as follows:
Multiplying both sides by ߠ ିଵ ‫ܩ‬ሺ‫ݕ‬ሻ, differentiating both sides with respect to y and cancelling out the term ܿ ଵ ܿ ଶ ݄ ሺ‫ݕ‬ሻ݂ሺ‫ݕ‬ሻfrom both sides, one gets:
therefore, after performing some easy computation, one gets:
Dividing both sides by ‫݄ܭ‬ ିଵ ሺ‫ݕ‬ሻ݄`ሺ‫ݕ‬ሻ, noting that ‫ܩ‬ ሗ ሺ‫ݕ‬ሻ ൌ െ݂ሺ‫ݕ‬ሻ and rearranging terms, one gets:
Using Theorem (2.1), it follows that:
This completes the proof .
Remarks 2.2.
2), one gets:
,i.e., X is a mixture from two Weibull distributions with respective positive parameters a, c 1 and a,c 2 . For ܽ = 2, we obtain a characterization concerning a mixture from two Rayleigh distributions with respective parameters ܿ ଵ and ܿ ଶ . For ܽ = 1, we have a characterization concerning a mixture from two exponential distributions with respective parameters c 1 , c 2 > 0. Proof. Set K = 1 in Theorem (2.2) , noting that u 0 = 1 and performing some elementary computation, we obtain the result. i.e., X is a mixture of two Pareto distributions of the 1 st type with respective parameters ܽ ଵ and ܽ ଶ . For ܽ ଵ = ܽ ଶ = , the result reduces to that of Ouyang [12] concerning Pareto distribution of the first type with positive parameter ܽ.
