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Using RUFDATA for the evaluation of assessment authenticity: An Overview
1. Introduction
Programmatic evaluations are adopted by higher education institutions to maintain the
standards, integrity and viability of their academic programme offerings, as they are a way of
attributing value or worth to activities associated with academic programmes (Saunders et al.,
2011). Evaluative activities are typically undertaken to meet internal university quality
assurance and enhancement requirements, as well as those of external accreditation bodies.
Evaluations must be systematic (Stufflebeam & Coryn, 2014) involving iterative functions of
feedback, evaluation and action (Land & Gordon, 2013). Such a systematic approach can be
facilitated using Saunder’s (2000) RUFDATA framework, which has been applied as an
effective strategic planning tool in the evaluation of education (e.g., Sherman et al., 2016; Sobel
et al., 2016; MacGiolla Rí, 2019) and healthcare practices (e.g., Ebenso et al., 2019; Thompson
et al., 2021) and interventions. It is recommended here as a useful evaluation instrument where
evidence of review of existing academic practices, such as assessments, is sought as the basis
for proposed changes into the future. This need may arise within the context of academic
quality enhancement and programme accreditation requirements, particularly where
justification of proposed changes is sought. RUFDATA can then be applied as a useful
monitoring tool with regards to the effectiveness of the changes implemented as a result of the
evaluation.
The purpose of this paper is to promote a broad understanding of the theory and practice of
evaluation of academic practices, such as assessment authenticity as part of curriculum
planning, within the RUFDATA framework. It can also be used for the evaluation of any
changes to the assessment authenticity of such a programme. Consideration of the authenticity
of assessments is highly relevant to contemporary higher education, in that such assessments
move away from the more traditional types of tests and exams that focus on knowledge
production and surface learning by measuring “…lower order thinking skills in a
decontextualised manner” (Villaroel et al., 2202:38), towards the demonstration and
application of acquired knowledge, skills and attitudes, relevant to the student’s professional
context (Ashford-Rowe et al., 2014). This promotes work-readiness and graduate
employability as the assessment task corresponds to the work and professional practice
situations (Boud & Falchikov, 2006; Gulikers et al., 2006) and the complexities of these
environments (Raymond et al., 2013).
This paper commences with an overview of evaluation as a social practice, followed by a
description of utilisation-focused formative evaluations. The RUFDATA framework,
importance of stakeholder consultation and ethical considerations are then explored. Guidance
is then given on how to share evaluation evidence in the form of an evaluation report.
2. Evaluation as a social practice
Academic environments comprise interactions between students, staff and service users. They
in turn, interact with artifacts relevant to both their academic work and professional and
disciplinary contexts. Sociocultural theory posits that learning occurs in interactions with
others. Education is therefore a dialogue between students, staff and others, such as external
stakeholders, using communication based on shared ways of using language, thinking, social
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practices and tools. It is suggested that success (or failure) in this environment depends on the
quality of these communications and interactions and the social practices therein (Long, 2011).
Social practice theory describes a “…concern with activity, with behaviour, with what people
do, what they value and what meanings they ascribe either singly, in groups, in institutions
through their systems, or nationally through national managing structures” (Saunders et al.,
2011:2). This is demonstrated within the context of an evaluation, whereby educational
activities (e.g., authentic assessments) are considered social practices, as are the practices and
behaviours constituting the evaluation process itself. Consideration should also be given to
education-related interactions with external stakeholders. For example, in healthcare education
settings, authentic assessments often involve interactions with service users and peers, with
these student-service user and student-peer interactions also aligning with the definition of
social practices.
3. Utilisation-focussed programmatic evaluation
Evaluation of assessment authenticity of an academic programme is a utilisation-focused
formative evaluation (Patton, 2012). The predominant feature of such an evaluation is that the
outcomes of the evaluation will be used to inform decision-making and practice in a specific
context (Patton, 1994; Brosnan et al., 2006). Usability of the evaluation outcomes is central to
a utilisation-focussed evaluation (Saunders et al., 2011). This is consistent with Leeuw and
Donaldson’s (2015) view of such an evaluation being a ‘theory of use’. This type of evaluation
is also deemed to be formative, as it is undertaken for practical reasons (Scriven, 1996). Such
evaluations are improvement-focused (Raven, 2015), aiming to identify and propose ways to
enhance programme processes, while also providing feedback on programme strengths and
weaknesses (Macdonald, 2006; Patton, 2012). Formative evaluations are recommended as a
way of generating information for use in quality assurance of academic programmes
(Stufflebeam & Coryn, 2014) as part of programme enhancement in higher education (e.g.,
Raven, 2015; Wade, 2017), thereby supporting its use in the evaluation of assessment
authenticity in higher education programmes. The findings and recommendations of such an
evaluation can be used to inform overall programme team decisions on assessment design and
requirements as part of the quality enhancement process for a programme of study, while also
ensuring that a programme continues to meet external accreditation and regulatory
requirements. Formative evaluations such as the type described here should ideally take place
mid-cycle (Raven, 2015) and can be used to prepare programmes for summative evaluation
(Patton, 1994), which typically occur at the end of a programmatic cycle. RUFDATA as a tool
for evaluation planning is described next.
4. The RUFDATA framework
The RUFDATA framework (Saunders, 2000), provides an effective strategic planning tool for
the systematic evaluation of educational activities (Sobel et al., 2016). RUFDATA summarises
evaluation as a series of knowledge-based practices. This provides a structured way to
reflexively question the procedures associated with an evaluation and facilitates the addressing
of the key procedural dimensions of an evaluation, while also allowing for the clarification of
various components of the evaluation. Educators should be reflective practitioners, routinely
questioning and reviewing their programme design, delivery and assessment activities as part
of their quality enhancement responsibilities. The acronym RUFDATA arises from the
questions that consolidate this reflexive process (Saunders et al., 2011), as summarised in Table
1 below. This also provides a brief description of each RUFDATA component, as well as
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domains of application and examples of how each of these can be applied when evaluating the
authenticity of assessments in an academic programme. In this instance, assessment
authenticity is considered to be the evaluand, which is the focus of the evaluation (Scriven,
1996).
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Table 1. RUFDATA framework (Saunders, 2000)
Component

Description

Domains of application

Application example

R

What are the reasons that the evaluation is being
carried out?

Planning, managing, learning, developing,
accountability.

May be carried out to meet the requirements of a
programme review by an accreditation body.

Reasons

For what purposes will the evaluation findings be
used?

U

Uses

What are the evaluation findings going to be used
for?

Providing and learning from examples of good
practice, staff development, strategic planning.

The findings may be used for a gap analysis, to
identify areas for improvement of assessment
authenticity.

F

Foci

What is the focus of the evaluation going to be?

Activities, aspects, emphasis to be evaluated,
should connect to the priority areas for
evaluation.

Assessment practices in a module or programme
of study.

D

Data

What data is going to inform the evaluation?

Documentary analysis (incl. mapping exercise),
quantitative, qualitative, observational, case
accounts.

Review of the programme documents, including
module descriptors, assessment information
issued to students and rubrics, reflecting the
assessment strategy and enactment.

A

Audience

Who is the audience who is going to be interested
in/benefit from the outcomes of the evaluation?

Statutory/healthcare regulatory bodies, academic
staff on the programme, university administration
(quality assurance office).

Statutory/healthcare regulatory bodies, academic
staff on the programme, university administration
(quality enhancement office).

T

Timing

When will this evaluation be carried out? What
timeline applies? What period of time forms the
focus?

Coincidence with decision making cycles, life
cycle of projects.

Mid-review cycle to inform decisions at the end
of the review cycle, informing the subsequent revalidation/re-accreditation of the programme.

A

Agency

Who will be carrying out the evaluation?

Lecturers on the programme; academic
administrator; external consultant; external
accreditation body.

Lecturers might have to carry this out and present
the findings of the evaluation to an external revalidation panel.
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Two main shortcomings of RUFDATA have been identified. Firstly, RUFDATA does not
encompass the consideration of the resourcing of an evaluation (Sherman, 2016), including
human resources and materials, transport and subsistence costs associated with the evaluation.
Human resource factors should include consideration of who undertakes the evaluation, as well
as those responsible for the gathering, collation and presentation of data associated with the
evaluation, as guided by the work breakdown structure. These are potentially time-consuming
activities and need to be costed appropriately, particularly for large-scale evaluations. The
evaluation workload for internal evaluators should also be acknowledged and included within
their overall assigned workloads for medium and smaller evaluations to ensure that academic
staff have the time to undertake an evaluation efficiently for the purposes for which it is
intended. The second limitation proposed here is that RUFDATA omits consideration of risk,
both of undertaking the evaluation and the risks associated with presenting the findings of the
evaluation. For example, when undertaking an evaluation of assessment authenticity of a
programme, is there is a risk that the evaluation findings may lead to suspension of a
programme or withdrawal of accreditation status? Is there a reputational risk for the university
associated with this? Does this carry with it a financial risk, e.g., the risk of needing to allocate
additional resources to a programme to ensure continued accreditation, reduced international
student funding?
It is also useful to consider RUDATA in alignment with fundamental project management
principles. The role of the evaluator in formative evaluations is to appraise and assist with
evaluation goal formation and prioritisation. Provision of direction for planning by considering
alternative approaches, drafting of plans and guidance of programme management in their
implementation and assessment of plans also forms part of the remit of the evaluator
(Stufflebeam & Coryn, 2014). As it was first designed to enable the initial planning of an
evaluation (Saunders et al., 2011), RUFDATA could be used as a useful tool for the scoping
stage of an evaluation project. This stage involves the definition of project boundaries prior to
project commencement (Wysocki et al., 2014). It is also proposed here that RUFDATA can be
used to identify components of the work breakdown structure and resourcing of the associated
stages of an evaluation project, as well as the assignment of areas of responsibility for the
implementation and monitoring of an education evaluation project. This assignment of roles
and responsibilities of those involved in the evaluative process can be undertaken using a
Responsibility Assignment Matrix (RAM), such as the RACI (responsible, accountable,
consult, inform) tool (Project Management Institute, 2021). It is suggested here that this is
particularly useful where evidence of review of existing practices is sought as a basis for
proposed changes into the future. This need may arise within the context of academic quality
enhancement and programme accreditation requirements, particularly where justification of
proposed changes is sought. The evaluation should provide output and recommendations to
facilitate decision-making about educational programmes, while the actual decision-making in
relation to these proposals is situated externally to the evaluation itself. Scheduling tools such
as a work breakdown structure and critical path analyses should also be considered for largerscale evaluations, particularly with a view to estimating the amount of time such an evaluation
is likely to take, as well as a timeline for the meeting of the deliverables of the evaluation.
5. Stakeholders
Formative evaluations undertaken for educational quality assurance and enhancement purposes
should also pay attention to the needs of the programme’s consumers (Stufflebeam & Coryn,
2014). The engagement of stakeholders is also supported by Patton’s (1994) claim that the
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utility needs of the people should be the focus of an evaluation. This means that evaluators
should actively collaborate with stakeholders during evaluation planning and implementation
(Payne & Payne, 2004). Stakeholder engagement should commence when formulating the
terms of reference for an evaluation (Project Management Institute, 2021). The main
stakeholders that should be consulted in the evaluation of an academic programme include
students of the programme, staff delivering and administering the programme, and external
accreditation and regulatory bodies. When evaluating a medical or healthcare education
programme, the service users should also be considered, as students are required to evidence
significant professional interactions with service users to achieve the practical requirements
associated with their programme of study. This can be pursued through a Public and Patient
Involvement (PPI) mechanism, as is increasingly required in healthcare research (Bee et al.,
2018). All such consultations should be externally facilitated to avoid potential bias associated
with insider evaluators. Similar feedback mechanisms can be used to gather student feedback
on both the evaluand, and the approach taken in the conducting of the evaluation.
6. Ethical considerations
Patton (2012) proposed that ‘research’ emphasises exploration of information, while
‘evaluation’ is more action-focussed, with an emphasis on outputs that can be used to facilitate
change. Despite this distinction, both ‘research’ and ‘evaluation’ share the same ethical
considerations. Institutional ethical principles and policies should be reviewed and adhered to
in the gathering and presentation and sharing of data as part of an evaluation of an academic
programme. Although stakeholder consultation is ideally required for programmatic
evaluations (Saunders et al., 2011), such engagement with stakeholders is likely to require
institutional research ethics approval (Barnett & Camfield, 2016). Participants recruitment,
informed consent, data gathering and protection, participant anonymity and power relations are
the main ethical considerations (Oates, 2021).
Evaluations can be carried out by either internal or external evaluators, or as a collaboration
between these. While Payne and Payne (2004) suggest that the appointment of an outside
evaluator is better ethical practice, this is not always feasible or practical, particularly for smallscale evaluations that are likely to lack the resources available to large-scale evaluations.
Where internal evaluators are used, special consideration needs to be given to ‘insider’
research. This is when the agent for the evaluation is someone internal to the academic
programme, e.g., a programme chair or lecturer(s) on the programme. As this is often the
context in which evaluations take place, it is important to take note of some of the ethical
challenges associated with such an insider (emic) perspective. The main ethical challenge of
insider evaluation is that of objectivity. Mercer (2007) suggests that objectivity presents a
challenge to insider research due to the reliance on researcher interpretation of practices.
Interpretation is inherently subjective to the person making the interpretation, thereby
challenging the objectivity requirement for an evaluation. This is aligned to the axiological
positioning of the insider researcher, in that the evaluation approach is informed by the
researcher’s values (Zaidi & Larsen, 2018). This challenge of objectivity is compounded by
the assumption that a utilisation-focused evaluation depends a lot on the value judgements of
the evaluator. According to Brannick and Coghlan (2007:60), “…insiders are perceived to be
prone to charges of being too close, and thereby, not attaining the distance and objectivity
deemed to be necessary for valid research”. Humphrey (2013:573) cautions that research into
professional education from such an insider perspective “…may be a particularly sensitive
enterprise…given that the audiences for such research can include…students, colleagues, in
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one’s home territory and elsewhere, and regulators in professional bodies…”. It is proposed
here that evaluation objectivity may be enhanced by mapping findings against pre-existing
frameworks, e.g., frameworks for authentic assessment characteristics, such as Ashford-Rowe
et al.’s (2014) assessment authenticity guidelines, as promoted by the Irish National Forum for
the Enhancement of Teaching and Learning in Higher Education. This facilitates a more
objective benchmarking and interpretation of findings. This alignment with published
guidelines should enhance the transparency of the research procedures used here, helping to
identify gaps where assessments may be deficient in some authenticity characteristics, while
also facilitating clear and justified evaluation outcomes.
7. Exposition of data and evidence: Writing the evaluation report
These general guidelines for writing an evaluation report are indicative only and should be
adapted for the purposes of each unique evaluation.
Executive summary: This brief synopsis introduces the reader to the longer, more substantial,
version of the evaluation report. It contains a summary of this longer document, including a
concise statement of the evaluation’s background and rationale, while also highlighting key
points, outputs and recommendations. While likely to be expected in reports for large-scale
evaluations, this may not be necessary for small-scale evaluations.
Evaluators: The list of evaluators, their qualifications and academic affiliations should be
reported.
Introduction: This should include a statement identifying the desired evaluation aims, outputs
and format. Use the “R” and “U” of RUFDATA to explain why the evaluation was undertaken.
Explain the “F” – what did the evaluation focus on? Describe the “A” – who commissioned
and undertook this evaluation and why? Give an overview of the “T” – when did the evaluation
take place and why is this timing significant? What was the general timeline for the evaluation?
Context: What was the context of the evaluation? An evaluation of an academic programme
should be situated in a disciplinary, departmental, institutional and/or national context. Are
there any relevant accreditation or regulatory requirements that were relevant to the
evaluation?
Data collection (gathering of evidence): Briefly describe the methodology and methods used,
as well as naming the stakeholders involved (Who collected the data? Who is the data being
collected from and why?). What data extraction and analysis tools were used? What analyses
were undertaken? What features of the data were extracted as priority areas for this evaluation?
According to Patton (1994), larger utilisation-focused evaluations should use multiple methods
of data collection and analysis.
Findings: This should be presented as a summary of the data analysis – ensuring that the data
relevant to the aims of the evaluation are prioritised for presentation.
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Limitations: The limitations of the overall evaluation design, process and data gathering,
collation and analysis should be briefly summarised.
Evaluation outputs: Interpretation of evaluation evidence should inform the main evaluation
outputs. The order in which these are presented should reflect the original evaluation aims and
data gathering sequence. These can also be extended to include recommendations arising from
the evaluation. The evaluation should also include recommendations for improvements. In the
instances of evaluating authentic assessments, the updated programme documentation and
assessment information reflecting these changes, e.g., programme module catalogue, might be
used as the end-product of the evaluation.
Other information: Other considerations relevant to the evaluation project, e.g., resources and
risks, should be summarised.
Conclusion: A brief summary of the findings of the evaluation should be given.

8. Conclusion
The transparency and rigour afforded by using a well-established evaluative structure, such as
the RUFDATA framework, lends credibility to both the processes and outputs of evaluations
of academic programmes. These outputs and recommendations can be used as evidence of
meeting internal and external programme validation and accreditation requirements. Where
these are not met, the use of RUFDATA facilitates the identification of areas for improvement
and actions that can be taken to enact these modifications and improvements. Undertaking an
evaluation within this framework can also be useful in demonstrating the rigour underpinning
these outputs and recommendations, particularly where this entails the justification of
additional resources to meet academic programme requirements. While this paper outlined
how RUFDATA may be used in a practical sense, this only represents a part of the educational
sub-discipline of evaluative practice and more in-depth review of some of the references used
here is therefore encouraged for those who would like to further expand their knowledge, skills
and practice in this area.
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