It is easy to check that both kxk k and kxk are permutation invariant absolute norms (also known as symmetric gauge functions or symmetric norms, e.g., see 3, Chapter 3]) on IR n . There is a simple relation between these two families of norms: kxk = n X k=1 ( k ? k+1 )kxk k ; ( 
1.1)
{ we set n+1 = 0. Note that the factors ( k ? k+1 ) are non-negative. Ky Fan's Dominance Theorem 2, Theorem 7. 4 .45] is Theorem 1.1 Take x; y 2 IR n . Then kxk kyk (1.2) for all permutation invariant absolute norms on IR n if and only if kxk k kyk k k = 1; 2; : : : ; n: (1.3) This is a very useful theorem, especially because according to a result of von Neumann (see e.g., 2, Theorem 7.4.24]), any unitarily invariant norm on the space of matrices can be represented as a permutation invariant absolute norm of the singular values of the matrix. For 1 k n, de ne the Ky-Fan k-norm of an n n matrix X by
where 1 (X) n (X) denote the singular values of X. Then Theorem 1.1 immediately implies a similar result for unitarily invariant norms: Theorem 1.2 Take n n complex matrices X and Y . Then kXk kY k for all unitarily invariant norms on the space of n n complex matrices if and only if kXk k kY k k k = 1; 2; : : : ; n:
In this note we give some generalizations of Theorem 1. In some sense, the above result says that the collection of k k with 2 IR n +# forms a generating set for permutation invariant absolute norms. In fact, the set A in Theorem 1.3 can be taken to be the intersection of IR n +# and the unit ball of the dual of k k. To The following is our main result. Although we shall further generalize it in the next section, we prefer to present the statement and proof here since the statement can be directly applied to the work of Bhatia et. al. 1, Theorem 2.2] on spectral variation as mentioned before, and the proof contains one of the key ideas in this paper. To see that Theorem 1.4 is indeed a generalization of Theorem 1.1 take y = z and take square-roots of (1.4) and (1.5). Proof: Clearly, one only needs to prove the (() part. Take any permutation invariant absolute norm k k on IR n . Let A be a compact convex set corresponding to the norm k k. Let We have used the homogeneity of f and (2.8) for the rst inequality and the concavity of f for the second, and the increasing property of f for the nal inequality. 2
To verify the concavity of the geometric and harmonic means one can compute the Hessian and show that it is negative semide nite on IR n + .
Note that Theorem 2.1 is very similar to 3, Corollary 3.5.11], which asserts that (2.7) holds for all functions f that increase in each variable if and only if (2.7) is valid for allnorms k k . Our result focuses on those functions f satisfying (2.7) whenever the nite set of conditions in (2.8) hold, and is easier to use in applications (cf. 1, Theorem 2.2]). There are other types of norms that admit quasi-linear representations (e.g., see 5, Theorem 3.3]) so that one may prove results similar to 3, Corollary 3.5.11] for such norms. However, in many cases, it is impossible to obtain results similar to that of Ky Fan (e.g., see 5, Section 4]), and hence hopeless to obtain analogs of Theorem 2.1. is increasing in each variable on the domain D = fx = (kxk n ; : : :; kxk 1 ) : x 2 IR n + g: In the same spirit, one sees that a function : IR n + ! IR belongs to P 2 if and only if the function~ de ned above satis es (x) 2 ~ (y)~ (z) whenever x; y; z 2 D satisfy y z ? x x 2 IR n + ; (2.10) where denotes the Schur (entrywise) product of vectors. This condition is reasonably easy to check, and it is not di cult to construct examples of~ that do not correspond to permutation invariant absolute norms. For instance, one may let~ be the kth elementary symmetric function or the kth completely symmetric function on n variables for any 1 k n. Furthermore, one may construct~ which is increasing in each variable, but (2.10) does not hold. One will then get a function 2 P 1 n P 2 . For example, if (x) = log(1 + kxk 1 ), then clearly 2 P 1 , but (2.10) does not hold for x = (2; 0; : : : ; 0), y = 2x and z = x=2.
The characterization of functions in P m becomes more complicated and not so easy to check if m 3. As a result, it is di cult to use the technique in the preceding paragraph to check whether the inclusion P m P m+1 is proper for m 2. Fortunately, we have the following result. Proof. By the previous discussion and (2.9), it su ces to prove that P 2 P m . Suppose 2 P 2 , and x 0 ; x 1 ; : : : ; x m 2 IR n + . We may assume that x i 2 IR n +# for all i = 0; : : : ; m. If x 1 = = x m , then kx 0 k k kx 1 k k for all k = 1; : : : ; m. Since 
ifx r = x r for all r 6 = p; q. Moreover, the equality holds if is replaced by k k k for each k = 1; : : :; n.
Iterating the above procedure, we see that the m vectors will converge to a single vector, sayx, and thisx will satisfy One may also consider generalizations along the direction of Theorem 2.1.
