High signal-to-noise ratio reconstruction of low bit-depth optical
  coherence tomography using deep learning by Hao, Qiangjiang et al.
High signal-to-noise ratio reconstruction of low
bit-depth optical coherence tomography using
deep learning
QIANGJIANG HAO,1,4,5 KANG ZHOU,1,2,5 JIANLONG YANG,1,*
LIYANG FANG,1 ZHENGJIE CHAI,2 YUHUI MA,1 YAN HU,3 SHENGHUA
GAO,2 AND JIANG LIU1,3
1Ningbo Institute of Industrial Technology, Chinese Academy of Sciences, China
2ShanghaiTech University, China
3Southern University of Science and Technology, China
4Nano Science and Technology Institute of USTC, China
5 Equally contribution
*yangjianlong@nimte.ac.cn
Abstract: Reducing the bit-depth is an effective approach to lower the cost of optical coherence
tomography (OCT) systems and increase the transmission efficiency in data acquisition and
telemedicine. However, a low bit-depth will lead to the degeneration of the detection sensitivity
thus reduce the signal-to-noise ratio (SNR) of OCT images. In this paper, we propose to use deep
learning for the reconstruction of the high SNR OCT images from the low bit-depth acquisition.
Its feasibility was preliminarily evaluated by applying the proposed method to the quantized
3 ∼ 8-bit data from native 12-bit interference fringes. We employed a pixel-to-pixel generative
adversarial network architecture in the low to high bit-depth OCT image transition. Retinal OCT
data of a healthy subject from a homemade spectral-domain OCT system was used in the study.
Extensively qualitative and quantitative results show this deep-learning-based approach could
significantly improve the SNR of the low bit-depth OCT images especially at the choroidal region.
Superior similarity and SNR between the reconstructed images and the original 12-bit OCT
images could be derived when the bit-depth ≥ 5. This work demonstrates the proper integration
of OCT and deep learning could benefit the development of healthcare in low-resource settings.
© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Optical coherence tomography (OCT) is a non-invasive cross-sectional high-resolution imaging
modality that has been widely used in various medical fields, such as ophthalmology, cardiovascu-
lar endoscopy, and dermatology [1]. In ophthalmology, OCT has become the clinical standard for
the examination of non-superficial retinal lesions, such as choroidal neovascularization, macular
edema, and pigment epithelial detachment [2]. In the technical aspect, the acquisition speed of
OCT systems keeps increasing from tens of hertz at the beginning of its invention to several
megahertz nowadays [3], which enables the OCT imaging to have fewer motion artifacts, wider
field of view, better resolutions, and higher detection sensitivity.
However, as the OCT systems become faster, the data acquisition and transmission of the OCT
scans become problematic. For example, OCT acquisition usually has the bit-depth of 12 or 14
bit, so 1-gigabyte data will be generated during a typical volumetric scan with 2048 data points in
axial directions and 512 data points in both lateral directions. This large amount of data requires
the analog-to-digital converter (ADC) to have high digitizing speed and large on-board memory,
which will significantly increase the cost of the OCT systems thus hinder their popularization in
clinical applications. On the other hand, the large sizes of the OCT data bring difficulties to their
transmission, so the telemedicine that bridges the regions in shortage of medical resources and
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the medical experts is hard to implement.
To reduce the sizes of the OCT data, researchers have tried to first decrease the spatial
sampling rate below the Nyquist-Shannon limit then reconstruct the data using compressed
sensing (CS) techniques [4]. Liu and Kang applied pseudo-random masks to sample part of
the CCD pixels then reconstruct the k-space signal by minimizing the l1 norm of a transformed
image to enforce sparsity, subject to data consistency constraints [5]. Lebed et al. proposed a
volumetric scan pattern that composed randomly spaced horizontal and vertical B-scans for the
CS reconstruction [6] then they used this method in the real-time 3D imaging of the optic nerve
head by a spectral domain (SD) OCT system [7]. Zhang et al. employed a k-linear mask to
sample the OCT interferogram evenly spaced in the wavenumber domain, which could use less
than 20% of the total data and get rid of the spectral calibration and interpolation processes [8].
Fang et al. reconstructed the low transverse sampled OCT images using sparse representation [9].
Although the spatial undersampling for the OCT compression has been well explored, there is
no attempt to reconstruct the OCT images from a low bit-depth data (undersampling in intensity),
to the best of our knowledge. Even though the influences of the bit-depth on OCT imaging have
been extensively investigated by several groups [10–12]. Goldberg et al. used a swept source (SS)
OCT system for human coronary imaging and studied the signal-to-noise ratio (SNR), sensitivity,
and dynamic range as a function of the bit-depth [10]. They found the SNR increased as the
bit-depth increased but trended to be stable when the bit-depth ≥ 8. Lu et al. compared the
performance of an 8-bit ADC and a 14-bit ADC in a polarization sensitive SS OCT system and
found the sensitivity and dynamic range drops due to the low bit-depth [11]. Ling and Ellerbee
studied the effects of the low bit-depth on the phase of the OCT data and demonstrated the phase
noise could be significantly magnified as the bit-depth decreased [12].
Here we propose to compress the OCT data by reducing the acquisition bit-depth. We further
Fig. 1. Schematic of reconstructing high SNR OCT images from low bit-depth signals
using deep learning. (a) Converting the low bit-depth signals into OCT images then
using a deep neural network (DNN-1) to generate high SNR OCT images. (b) Directly
converting the low bit-depth signals into high SNR images using the DNN-2. (c)
Using telecommunication to transmit the low bit-depth interferograms to the servers of
medical experts then converting them into OCT images using the DNN-2.
propose to employ the emerging deep learning techniques to compensate for the data quality
degeneration caused by the low bit-depth mentioned above. Deep learning techniques have
been successfully used in the data reconstruction of medical imaging modalities like magnetic
resonance imaging and low-dose X-ray computed tomography [13,14]. However, we did not find
the works related to the reconstruction of OCT data in the literature. The ultimate goal of this
study is using the high SNR reconstruction of the low bit-depth OCT to benefit the popularization
of this technique (reduce its cost) and the telemedicine as shown in Fig. 1(c). The previous
step of this goal is to convert the original low bit-depth interference signals to the high SNR
OCT images through a deep neural network (DNN) as shown in Fig. 1(b). Figure 1(a) gives an
alternative approach for OCT data compression in telemedicine suggested by Mousavi et al. [15],
which converts the interference signals into OCT images before feeds them into the DNN. Serial
number 1 and 2 are used to differentiate the DNN used in the image to image conversion from
the DNN used in the interferogram to image conversion.
In this paper, we preliminarily evaluated the feasibility of the proposed idea by converting
the low bit-depth OCT images to high bit-depth OCT images using a generative adversarial
network (GAN). The original 12-bit OCT interferograms was requantized into 3 ∼ 8-bit fringes
and converted to the OCT images with different bit-depths using standard OCT postprocessing
method. We qualitatively and quantitatively compared the deep-learning-converted OCT images
with the native 12-bit OCT images. The results show the proposed approach is promising in the
reconstruction of high SNR OCT from low bit-depth images.
2. Materials and methods
2.1. Data preparation
We employed a homemade spectral domain OCT system with a A-line rate of 70 kHz. a 24 years
old healthy volunteer was recruited in this study. The acquired OCT volumes have a field-of-view
of 3 × 3 mm2 and were centered on the fovea. An equivalent sampling of 200 was used along the
two transverse directions. Each A-line has 1024 pixels. The human study protocol was approved
by the Institutional Review Board of Cixi Institute of Biomedical Engineering, Chinese Academy
of Sciences and followed the tenets of the Declaration of Helsinki.
To achieve the lower bit-depth images, we quantized the raw 12-bit interference fringes to
simulate the sampling depths ranging from 3 to 8 bit with an increment of 1 bit [16].
Figure 2 illustrates the steps involved. The original data from the ADC board was read out
Fig. 2. Method to generate the low bit-depth OCT images.
as the integral values ranging from 0 to 212 − 1. For each bit-depth level, the intensity values of
the interference signal were convert from the original 12-bit values using [17]:
I ′ = f loor
(
I · 2N
212
)
(1)
Where f loor is the floor function that rounds toward negative infinity. N represents the different
bit depth, I presents the raw data, while I ′ presents the converted data. Then the background is
removed by
DS = I ′j − ave
(
I ′j
)
(2)
Where DS presents the signal to remove the background, j presents every column of the data
I ′, function ave calculates the average of each column of the raw matrix. Then the signal
goes through the entire OCT post-processing including background subtraction, k-linearization,
Fig. 3. Different bit-depth digital signals correspond to different quality OCT B-scan
images.
dispersion compensation, Fourier transformation, and image logarithm. Figure 3 demonstrates
different bit-depth digital signals correspond to different quality OCT B-scan images.
2.2. Deep learning network
In this paper, we propose to use the pixel-to-pixel GAN architecture [18] for the low to high
bit-depth transition, because the structure and texture information of the low bit-depth images
and the high bit-depth images are precisely corresponding.
The overall framework is illustrated in Fig 4. In this framework, the generator is implemented
by the U-shape network architecture, which can prevent losing small objects because of the skip
connection between each centrally symmetric layers [19]. As for the discriminator, we adopt the
PatchGAN [18], which models the OCT image as a Markov random field and only penalizes
structure at the scale of patches. The patchGAN restricts the attention of the discriminator to
high-frequency, so it can avoid blurry results. Also, using the patches instead of the entire image
can reduce the number of parameters and accelerate the training.
The objective of the pixel-to-pixel GAN is expressed as [18]:
LGAN (G,D) = Ex,y[logD(x, y)] + Ex[log(1 − D(x,G(x)))] (3)
where the generator G tries to minimize this objective against an adversarial D tries to maximize
it, x is the input low-bit OCT B-scan image, y is the corresponding 12-bit depth OCT B-scan set
as the ground truth for x. During the training process [20], G tries to minimize the goal, while D
tries to maximize the goal, so the results are optimized:
G∗ = argmin
G
max
D
LGAN (G,D) (4)
Where G∗ means the resulted optimized generator.
The purpose of the discriminator remains the same, but the task of the generator is not only to
trick the discriminator, but also to approach L2’s ground real-time output so we use L1 distance
instead of L2:
LL1(G) = Ex,y [‖y − G(x)‖1] (5)
So the final objective is:
G∗ = argmin
G
max
D
LGAN (G,D) + λLL1(G) (6)
Fig. 4. Illustration of the proposed framework for the high SNR reconstruction of the
low bit-depth OCT images.
2.3. Implementation
The code was implenented in PyTorch and trained on a personal workstation using the NVIDIA
GTX 1080ti GPU with 12G memory and the operating system is Ubuntu 16.04 LTS. To optimize
the deep neural network, we adopt the standard approaches from [18]. We set the epoch = 200,
λ = 10, batch size = 1. We used the Adam solver [21] to train generator from scratch. The
initial learning rate was set as 2 × 10−4. For training the discriminator, we also adopt the Adam
optimizer [21] with the learning rate as 2 × 10−4. We set β1 = 0.5, β2 = 0.999 for both of the
two Adam optimizers.
In our experiment, we achieved 200 B-scans at each bit depth using the method described in
Section 2.1. These images were divided into 160 training images, 20 validation images, and 20
test images randomly. The size of the original B-scans is 200 × 1024 pixels, we resized them to
256 × 256 pixels for the convenience of the network training.
2.4. Quantitative evaluation metrics
We employed three metrics in the quantitative comparison: peak signal-to-nise ratio (PSNR),
multi-scale structural similarity index (MSSSIM), and 2D correlation coefficient (CORR2) [22].
The PSNR is an objective standard for evaluating the SNR of an image. It is the ratio between
the maximum signal and background noise. The values of the PSNR are in direct proportion to
the SNR of an image. It is defined as
PSNR = 10 · log10
(
MAX2I
MSE
)
, (7)
where the MAXI is the maximum value of the intensity in the OCT images, and MSE is the
mean squared error.
We employ the MSSSIM to indicate the similarity between two images. Compared with the
single-scale structural similarity index, the MSSSIM supplies more flexibility in incorporating
the variations of viewing conditions [23]. The measures of luminance L, contrast C and structure
comparison S are defined as follows:
L(X,Y) = 2uXuY + C1
u2X + u
2
Y + C1
(8)
C(X,Y ) = 2σXσY + C2
σ2X + σ
2
Y + C2
(9)
S(X,Y) = σXY + C3
σXσY + C3
(10)
where X is the tested image and Y is the reference image. uX and uY are their mean values. σX
and σY are their standard deviations. C1, C2 and C3 are small constants, we take C1 = 10−4,
C2 = 10−4 and C3 = 0.5C2 here.
So the overall MSSSIM evaluation is the combination of these measures at different scales:
MSSSIM(X,Y) = [LM (X,Y )]αM
M∏
j=1
[
Cj(X,Y )
]β j [SJ (X,Y )]γj (11)
The exponents αM , βj , and γj are used to adjust the relative importance of different components.
We take M = 1, α = 1, β = γ = 0.0448.
The CORR2 function implements the Pearson correlation to 2D arrays [24] between images
A and B. The function is defined as:
R =
∑
m
∑
n
(
Amn − A
) (
Bmn − B
)
√(∑
m
∑
n
(
Amn − A
)2) (∑
m
∑
n
(
Bmn − B
)2) (12)
where Amn is the intensity of the (m, n) pixel in the image A, Bmn is the intensity of the (m, n)
the pixel in the image B, A is the average intensity of the image A, and B is the average intensity
of the image B.
3. Results
We first compared the original low bit-depth OCT images with the GAN-reconstructed images
qualitatively as demonstrated in Fig. 5. The Original 3-bit and 4-bit images are quite blurry
and are unable to visualize the retinal layers clearly. When the bit-depth increases to 5, the
blur of the image disappears but the SNR is very low except the high reflective inner limiting
membrane (ILM) and retinal pigment epithelium (RPE) layers. As the bit-depth further increases
to 6 ∼ 7, the SNR of the image keeps improving especially the visibility of the choroid. When
the bit-depth ≥ 8, further increase of the bit-depth only slightly improve the SNR. The 8-bit OCT
B-scans have good similarity compared with the 12-bit images.
The reconstructed images, on the other hand, are presented without the blur and low SNR of the
original images even at the 3-bit sampling. All of the reconstructed images have good visibility
of the retinal layers and the choroid and excellent similarity compared with the 12-bit images.
We further compared the zoom-in view of the red boxes inside the reconstructed images. When
the images with 3 and 4-bit depths, the inaccurate reconstruction exists at the outer plexiform and
nuclear layers of the left side image and the foveal position of the right side image. When the bit
depth ≥ 5, the reconstructed images are quite close to the 12-bit OCT B-scans.
Fig. 5. The qualitative comparison of the original OCT images with different bit
depths, their corresponding GAN-reconstructed images, and the zoom-in view of the
reconstructed images in the red boxes.
We then evaluated this deep-learning-based reconstruction using the quantitative metrics
defined in Section 2.4. We used the 12-bit images as the reference in the calculation. The PSNR
is capable of characterizing the enhancement of the SNR. As shown in Table 1, We can see the
reconstruction can significantly raise the PSNR when the bit depths are low. As the bit-depth
increases to 8, the improvement of the reconstruction becomes marginal, because the original
images are very similar to the reference. Usually, a PSNR of > 20 dB is an indicator of good
image recovery (e.g., denoising), which has been achieved at a bit depth of 3 using the proposed
method. The MSSSIM and CORR2 are the metrics of similarity from different aspects. As the
bit-depth increases, these metrics keep raising and getting close to 1. The deep-learning-based
reconstruction can significantly improve the similarity of the low-bit depth images. The original
high bit-depth images have good similarity thus the room for improvement becomes low. Even
so, the proposed method still can enhance their similarity with the 12-bit reference. When
the bit-depth ≥ 5, the MSSSIM > 0.85 and the CORR2 > 0.95, which indicates the accurate
reconstruction of the OCT images.
Figure 6 plotted the values of these quantitative metrics as the functions of the bit-depth. As
the bit-depth increase, for each metric, the difference of the original and reconstructed images
keep decreasing and converge at the high bit-depths. For the two similarity metrics, the MSSSIM
and CORR2, there is a leap from the values of the bit-depth of 3 ∼ 4 to that of the bit-depth of
5, which corresponds to the conversion of the blur OCT B-scans to clear low SNR images as
Table 1. Comparison of the quantitaitve metrics from the original and reconstructed
images with different bit depths.
Bit depth image PSNR (dB) MSSSIM CORR2
3-bit Original 16.494±0.492 0.573±0.010 0.638±0.025
Reconstructed 20.495±0.270 0.786±0.015 0.880±0.021
4-bit Original 17.276±0.473 0.625±0.027 0.675±0.026
Reconstructed 21.387±0.356 0.814±0.013 0.905±0.015
5-bit Original 19.499±0.339 0.787±0.020 0.926±0.026
Reconstructed 23.389±0.386 0.866±0.010 0.951±0.010
6-bit Original 23.309±0.344 0.849±0.016 0.938±0.009
Reconstructed 26.239±0.402 0.871±0.010 0.969±0.005
7-bit Original 27.106±0.401 0.944±0.006 0.983±0.002
Reconstructed 29.402±0.679 0.944±0.007 0.985±0.003
8-bit Original 33.788±0.517 0.982±0.002 0.995±0.001
Reconstructed 34.365±0.568 0.975±0.004 0.994±0.002
Fig. 6. The PSNR, MSSSIM and CORR2 as the functions of the bit depth. The black
triangles represents the values of the original images. The red boxes represents the
valuses of the reconstructed images.
shown in Fig. 5. The metric values of the reconstructed images are always higher than those of
the original images, which demonstrates the effectiveness of the proposed method.
To further prove the improvement of the SNR and similarity brought by this deep-learning-
Fig. 7. The segmentation results of the CSI (red lines) using the original and
reconstructed images with different bit depths.
based reconstruction method, we employed a graph-search-based algorithm [25] to segment the
choroid-sclera interface (CSI) from the original and reconstructed OCT B-scan with different
bit depths. The segmentation of the CSI is the most challenging task among the retinal layers
because the OCT probe light is severely attenuated before reaching this layer. Also, the choroid
is a vascular layer thus the boundary is composed of large vessels instead of the membranes
separating other retinal layers. The light attenuation and the vascular boundary make the CSI
very fuzzy. Besides, as mentioned above, the low bit-depth would cause the reduction of the
SNR especially at the choroidal region. If the reconstruction succeeds, the SNR of the images
will be improved, which further leads to the accurate segmentation of the CSI.
Fig. 8. The segmentation errors of the original (red) and reconstructed (black) images
with the bit depths of 3 ∼ 6.
Figure 7 demonstrates the representative segmentation results of the CSI using different
bit-depth B-scans. the red lines indicate the positions of the segmented CSI. We can see the
segmentation is very inaccurate in the original low bit-depth images because of the blur or low
SNR. After the GAN-based reconstruction, the segmentation is significantly improved because
the CSI can be clearly visualized in each image. As the bit-depth increases, the segmentation is
closer to that of the 12-bit image.
We set the segmentation result of the 12-bit B-scan as the ground truth. Using it as the
reference, the segmentation errors of the original and reconstructed images were plotted in Fig. 8.
For each bit depth, the errors are significantly decreased using the reconstructed image compared
with the errors of the original image. For the reconstructed images, the average segmentation
error decreases as the bit depth increases from 39.86 µm at 3 bit to 18.13 µm at 6 bit.
4. Discussion and conclusions
Using the low bit-depth acquisition could effectively lower the sampling and transmission
requirements of OCT data, which will further contribute to reducing the cost of clinical OCT
systems and the popularization of telemedicine. But it also has the side effect of degrading
the image quality. The emerging of deep learning techniques bring the opportunities to reduce
the bit-depth while keep the high SNR and resolution of OCT images. In this paper, we have
preliminarily investigated the feasibility of this idea using an adversarial network to reconstruct
the high SNR OCT images using their low bit-depth counterparts. Using the native 12-bit
OCT images as the reference, we have found that the GAN-reconstructed images could achieve
excellent structure and texture similarity especially when the bit-depth of the original images are
≥ 5.
The success of this high SNR reconstruction of the low bit-depth OCT images suggests the
implementation of the proposed idea (as demonstrated in Fig. 1) can be safely moved to the next
stage [Fig. 1(b)]: the reconstruction from low bit-depth interference fringes to high SNR OCT
images. In this reconstruction from OCT raw photoelectric signals to B-scan images, we need to
train the DNNs to learn not only the features of different bit depths, but also the characteristics of
the entire OCT post-processing including background subtraction, k-linearization, dispersion
compensation, Fourier transformation, and image logarithm. So it may not be enough to use the
current GAN architecture, we need to investigate the possibilities of infusing other deep learning
architectures, CS techniques, and OCT knowledge for achieving high-quality reconstruction. The
progressive realization of the proposed technique will benefit the development of healthcare in
low-resource settings and telemedicine.
In summary, We have proposed and implemented a deep learning based approach to reconstruct
the low bit-depth OCT images for achieving high definition and SNR. Since the structure and
texture information of the low bit-depth OCT B-scans and the native 12-bit OCT B-scans have
precisely correspondence, we have adopted a pixel-to-pixel GAN architecture in the reconstruction.
The GAN-generated images have achieved qualitatively and quantitatively accordance with the
native 12-bit OCT images. We have further applied the reconstruction images in the segmentation
of the CSI and achieved significant improvement in accuracy.
Funding
Ningbo 3315 Innovation team grant; Cixi Institute of Biomedical Engineering, Chinese Academy
of Sciences (Y60001RA01, Y80002RA01); Zhejiang Provincial Natural Science Foundation
(LQ19H180001); Ningbo Public Welfare Science and Technology Project (2018C50049).
Disclosures
The authors declare no conflicts of interest.
References
1. E. A. Swanson and J. G. Fujimoto, “The ecosystem that powered the translation of OCT from fundamental research
to clinical and commercial impact [Invited],” Biomed. Opt. Express 8, 1638 (2017).
2. J. S. D. Mehreen Adhi, “Optical coherence tomography âĂŞ current and future applications,” Curr Opin Ophthalmol.
24, 15 (2012).
3. T. Klein and R. Huber, “High-speed OCT light sources and systems [Invited],” Biomed. Opt. Express 8, 828 (2017).
4. C. G. Graff and E. Y. Sidky, “Compressive sensing in medical imaging,” Appl. Opt. 54, C23 (2015).
5. X. Liu and J. U. Kang, “Compressive SD-OCT: the application of compressed sensing in spectral domain optical
coherence tomography,” Opt. Express 18, 22010 (2010).
6. E. Lebed, P. J. Mackenzie, M. V. Sarunic, and F. M. Beg, “Rapid Volumetric OCT Image Acquisition Using
Compressive Sampling,” Opt. Express 18, 21003 (2010).
7. M. Young, E. Lebed, Y. Jian, P. J. Mackenzie, M. F. Beg, and M. V. Sarunic, “Real-time high-speed volumetric
imaging using compressive sampling optical coherence tomography,” Biomed. Opt. Express 2, 2690 (2011).
8. N. Zhang, T. Huo, C. Wang, T. Chen, J.-g. Zheng, and P. Xue, “Compressed sensing with linear-in-wavenumber
sampling in spectral-domain optical coherence tomography,” Opt. Lett. 37, 3075 (2012).
9. L. Fang, S. Li, R. P. McNabb, Q. Nie, A. N. Kuo, C. A. Toth, J. A. Izatt, and S. Farsiu, “Fast acquisition and
reconstruction of optical coherence tomography images via sparse representation,” IEEE Transactions on Med.
Imaging 32, 2034–2049 (2013).
10. B. D. Goldberg, B. J. Vakoc, W.-Y. Oh, M. J. Suter, S. Waxman, M. I. Freilich, B. E. Bouma, and G. J. Tearney,
“Performance of reduced bit-depth acquisition for optical frequency domain imaging,” Opt. Express 17, 16957 (2009).
11. Z. Lu, D. K. Kasaragod, and S. J. Matcher, “Performance comparison between 8- and 14-bit-depth imaging in
polarization-sensitive swept-source optical coherence tomography,” Biomed. Opt. Express 2, 794 (2011).
12. W. A. Ling and A. K. Ellerbee, “Effects of reduced bit-depth on phase data in common-path optical coherence
tomography,” Opt. Express 20, 6953–6958 (2012).
13. B. Zhu, J. Z. Liu, S. F. Cauley, B. R. Rosen, and M. S. Rosen, “Image reconstruction by domain-transform manifold
learning,” Nature 555, 487–492 (2018).
14. Y. Han, L. Sunwoo, and J. C. Ye, “k-Space Deep Learning for Accelerated MRI,” IEEE Transactions on Med. Imaging
pp. 1–1 (2019).
15. M. Mousavi, K. Lurie, J. Land, T. Javidi, and A. K. Ellerbee, “Telemedicine + OCT: toward design of optimized
algorithms for high-quality compressed images,” SPIE 8936, 893608 (2014).
16. W. A. Ling and A. K. Ellerbee, “The effects of reduced bit depth on optical coherence tomography phase data,” Opt.
express 20, 15654–15668 (2012).
17. B. D. Goldberg, B. J. Vakoc, W.-Y. Oh, M. J. Suter, S. Waxman, M. I. Freilich, B. E. Bouma, and G. J. Tearney,
“Performance of reduced bit-depth acquisition for optical frequency domain imaging,” Opt. express 17, 16957–16968
(2009).
18. P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros, “Image-to-image translation with conditional adversarial networks,” in
The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), .
19. M. Sato, K. Hotta, A. Imanishi, M. Matsuda, and K. Terai, “Segmentation of cell membrane and nucleus by improving
pix2pix,” in 11th International Conference on Bio-Inspired Systems and Signal Processing, BIOSIGNALS 2018-Part
of 11th International Joint Conference on Biomedical Engineering Systems and Technologies, BIOSTEC 2018,
(SciTePress, 2018), pp. 216–220.
20. Y. Ma, X. Chen, W. Zhu, X. Cheng, D. Xiang, and F. Shi, “Speckle noise reduction in optical coherence tomography
images based on edge-sensitive cgan,” Biomed. optics express 9, 5129–5146 (2018).
21. D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv: Learn. (2014).
22. A. Hore and D. Ziou, “Image quality metrics: Psnr vs. ssim,” in 2010 20th International Conference on Pattern
Recognition, (IEEE, 2010), pp. 2366–2369.
23. Z. Wang, E. P. Simoncelli, and A. C. Bovik, “Multiscale structural similarity for image quality assessment,” in The
Thrity-Seventh Asilomar Conference on Signals, Systems & Computers, 2003, vol. 2 (Ieee, 2003), pp. 1398–1402.
24. Z. M. Ramadan, “Using entropy and 2-d correlation coefficient as measuring indices for impulsive noise reduction
techniques,” Int. J. Appl. Eng. Res. 12, 11101–11106 (2017).
25. J. Mazzaferri, L. Beaton, G. Hounye, D. N. Sayah, and S. Costantinoa, “Mazzaferri j, beaton l, hounye g, sayah dn,
costantino s. open-source algorithm for automatic choroid segmentation of oct volume reconstructions,” Sci. reports
7 (2017).
