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Abstract
We study the dynamical behavior of a discrete time dynamical system which can serve as a model
of a learning process. We determine fixed points of this system and basins of attraction of attracting
points. This system was studied by Fernanda Botelho and James J. Jamison in [A learning rule
with generalized Hebbian synapses, J. Math. Anal. Appl. 273 (2002) 529–547] but authors used its
continuous counterpart to describe basins of attraction.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to analyse a discrete time dynamical system xk+1 = f (xk)
where the nonlinear function f : Rn → Rn has the form f (x) = x + ∆x, ∆x = T Cx −
(xᵀCx)x, and T ,C are n × n matrices to be specified below. Such a system can serve
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thors analysed its continuous counterpart. Namely, they analysed the differential equation
x′ = F(x), where F(x) = T Cx − (xᵀCx)x. We think that the approach presented here is
more natural and simpler. In [1,2] the authors determined the basin of attraction of fixed
points and suggested that it is equal Rn. In a discrete case this result seems to be very inac-
curate. It appears that depending on the parameter fixed points form an (n−1)-dimensional
attractive hyperplane, or there are two extra symmetric fixed points with the proper subsets
of Rn as their attraction basins.
In this paper we answer the question when this hyperplane is attracting and when is
repelling. We also describe its basin of attraction.
In Section 2 we briefly recall the derivation of model from [1]. In Section 3 we review
some standard facts from algebra. Section 4 contains a brief summary of the results of
Botelho and Jamison from [1] and [2]. In Section 5 we study the stability of equilibrium
points using difference equations and Lyapunow function. In Section 6 we give an example
which shows that the basins of attractions are relatively small.
2. Background
Neural networks are the mathematical models of specific brain process that is learning.
The neural network’s architecture consists of several processing units (neurons), which are
interconnected by channels (synapses). Information flowing through a synapse changes via
a multiplicative factor, designated a connecting weight. This weight reflects the relation-
ship between pre- and postsynaptic neural activity. Learning is a brain process by which the
weights undergo a sequence of changes. Kingsley and Adams in [3] propose that biolog-
ical observations suggest that synaptic changes occur not only between co-active pairs of
neurons but also the neurons from its neighbours. In [1,2] the convergence of the Adams’
learning model is reduced to examination of the stability behavior of the equilibrium points
of a nonlinear system of differential equations.
In this paper we deal with the following Adams’ learning model: a neural network has
n input neurons and one output neuron. Let ξ = [ξ1, . . . , ξn]ᵀ, where ‖ξ‖2 = 1, denote
the n-dimensional input vector (an activation function). If ‖ξ‖2 = 1, we normalise it. The
output value, denoted by V , is a response of the neural network to ξ . Information ξj which
travels through the j th synapse, is changed by multiplication by the weight xj . Hence we
can write V =∑nj=1 xj ξj . Introducing the activation function to the neural network might
cause new synapses to appear, under a constant error rate E, E ∈ (0,1). Therefore the
entire weight of j th synapse may change, since, according to Adams’ learning rule, the
weight xj is influenced by the weights of the neighbour neurons. The synaptic corrections
(the weights of new synapses) are given by
∆xi =


V ((1 − E)ξi + 12Eξi+1 + 12Eξi−1 − V xi), for i = 2, . . . , n − 1,
V ((1 − E)ξ1 + 12Eξ2 − V x1), for i = 1, (1)
V ((1 − E)ξn + 12Eξn−1 − V xn), for i = n.
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∆xi =


(1 − E)∑nj=1 xj ξj ξi + 12E∑nj=1 xj ξj ξi+1
+ 12E
∑n
j=1 xj ξj ξi−1 −
∑n
j,k=1 xjxkξj ξkxi, for i = 1 and i = n,
(1 − E)∑nj=1 xj ξj ξ1 + 12E∑nj=1 xj ξj ξ2
−∑nj,k=1 xjxkξj ξkx1, for i = 1,
(1 − E)∑nj=1 xj ξj ξn + 12E∑nj=1 xj ξj ξn−1
−∑nj,k=1 xjxkξj ξkxn, for i = n.
The expected synaptic updating is given by the following vector equation:
xnew = xold + ∆x. (2)
The learning process consists in repeatedly introducing the activation function ξ . The
process finishes, when new synapses are not created anymore, i.e., when ∆x = 0. Our
neural system generates the following discrete dynamical system:
xk+1 = f (xk), (3)
where f (xk) = xk + ∆xk, and ∆xk = [∆x1k , . . . ,∆xnk ]ᵀ.
Now we determine the set of the fixed points of the system (3). Note that these points
satisfy the equation ∆x = 0 at the same time. We can represent ∆x as the following cu-
bic polynomial T Cx − (xᵀCx)x, where C is n × n matrix, C = ξξᵀ, and the tridiagonal
matrix T = [tij ] is of the form
tij =


1 − E, if i = j,
E
2 , if |i − j | = 1,
0, otherwise.
Hence we can write the system (3) as follows:
f (xk) = xk + T Cxk −
(
x
ᵀ
k Cxk
)
xk. (4)
3. Results from algebra
In this section we show applications of basic facts from linear algebra concerning eigen-
values, the eigenvectors of matrices to the matrices T and C defined in Section 2.
Let us recall that a matrix B is nonnegative if xᵀBx  0 for all x ∈Rn.
Proposition 1 [1].
(1) The matrix T is nonnegative if and only if E  12 or (E > 12 and n arccos(1 − 1E )/
(π − arccos(1 − 1
E
))).
(2) All the eigenvalues λk of T are simple and if T is singular its kernel is one-
dimensional.
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such that QtTQ = D with D = diag(λ1, . . . , λn).
Proof. (1) The matrix T is symmetric, so all its eigenvalues are real [4]. By [1] the
eigenvalues of T are equal to λk = 1 − E + E cos( kπn+1 ) for k = 1, . . . , n. The ma-
trix T is nonnegative if and only if all its eigenvalues are nonnegative. The inequality
1 − E + E cos( kπ
n+1 )  0 is obviously true for E 
1
2 . If E >
1
2 , then cos(
kπ
n+1 )  1 − 1E
for k = 1,2, . . . , n. Function cos decreases in (0,π), so cos( nπ
n+1 )  1 − 1E or equiva-
lently
− arccos(1 − 1
E
)
π + arccos(1 − 1
E
)
 n
arccos(1 − 1
E
)
π − arccos(1 − 1
E
)
.
As n 0 we have
n
arccos(1 − 1
E
)
π − arccos(1 − 1
E
)
.
(2) The eigenvalues of T are simple, because a function cos is injective in (0,π). In par-
ticular, if T is singular, then 0 is simple eigenvalue of T , thus Ker(T ) is one-dimensional.
(3) The matrix T has n distinct eigenvalues, so T is diagonalizabled, i.e., T is similar
to the matrix D = diag(λ1, . . . , λn). 
Proposition 2 [1]. The matrix C defines an orthogonal invariant splitting of Rn,
R
n = Ker(C) ⊕ Lin{ξ},
where Lin{ξ} = {tξ, t ∈R}.
Proof. Let λ1 = ξ21 + · · · + ξ2n . As Cξ = (ξξᵀ)ξ = ξ(ξᵀξ) = λ1ξ , we see that ξ is an
eigenvector and λ1 is its eigenvalue. Now let x ⊥ ξ . Then Cx = (ξξᵀ)x = ξ(ξᵀx) = 0.
Hence Ker(C) = {x ∈Rn: x ⊥ ξ} is an (n−1)-dimensional vector subspace corresponding
to λ0 = 0. 
Corollary 3. Ker(C) = {x ∈Rn: ξᵀx = 0}.
4. Solving T Cx − (xᵀCx)x = 0
In this section we determine the set of fixed points of the dynamical system (4). Namely,
we determine all x = [x1, . . . , xn]ᵀ ∈Rn such that
T Cx − (xᵀCx)x + x = x.
Let φ(x) = T Cx − (xᵀCx)x. Note that this equation is equivalent to the following matrix
equation: ( )φ(x) = T Cx − xᵀCx x = 0. (5)
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a solution of Eq. (5).
Observe that Ker(C) ⊂ S. Indeed, if η ∈ Ker(C), then from Corollary 3 Cη = 0 and
T 0 − (ηᵀ0)η = 0. The vectors in S which are not in Ker(C) are of the form η + tξ , where
η ∈ Ker(C) and t is a real number. We also have that ηᵀC = 0 for η ∈ Ker(C). Moreover,
when x ∈ S then −x ∈ S. Thus
φ(η + tξ ) = T C(η + tξ ) − ((η + tξ )ᵀC(η + tξ ))(η + tξ )
= T Cη + tT Cξ − (ηᵀCη)η − t(ηᵀCξ)η − t(ξᵀCη)η − t2(ξᵀCξ)η
− t(ηᵀCη)ξ − t2(CηᵀCξ)ξ + t2(ξᵀCη)ξ − t3(ξᵀCξ)ξ
= tT Cξ − t2(ξᵀCξ)η − t3(ξᵀCξ)ξ = t‖ξ‖2T (ξ) − t3‖ξ‖4ξ − t2‖ξ‖4η.
Hence
φ(η + tξ ) = t‖ξ‖2(−t2‖ξ‖2ξ − t‖ξ‖2η + T (ξ)).
We conclude that
φ(η + tξ ) = 0
if and only if
t = 0 or T ξ = t‖ξ‖2(η + tξ ). (6)
In the second case ξᵀT ξ = t‖ξ‖2ξᵀ(η + tξ ) = t2‖ξ‖4. Thus t = −√ξᵀT ξ/‖ξ‖2 or t =√
ξᵀT ξ/‖ξ‖2 whenever ξᵀT ξ is positive. We have
Ker(C) ⊆ S ⊆ Ker(C) ∪
(
Ker(C) +
√
ξᵀT ξ
‖ξ‖2 ξ
)
∪
(
Ker(C) −
√
ξᵀT ξ
‖ξ‖2 ξ
)
.
From (6) we can calculate a unique η ∈ Ker(C),
η = 1√
ξᵀT ξ
(
T ξ − ξ
ᵀT ξ
‖ξ‖2 ξ
)
such that
S = Ker(C) ∪
{
η +
√
ξᵀT ξ
‖ξ‖2 ξ
}
∪
{
−η −
√
ξᵀT ξ
‖ξ‖2 ξ
}
.
Thus we get
Proposition 4. If ξᵀT ξ > 0, then
S = Ker(C) ∪
{
T ξ√
ξᵀT ξ
,− T ξ√
ξᵀT ξ
}
.
ᵀIf ξ T ξ  0, then S = Ker(C).
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We examine the stability behavior of the fixed points of system (4). As in the previous
sections, we deal with the system xk+1 = f (xk), where
f (x) = x + φ(x) = x + T Cx − (xᵀCx)x.
The Jacobi matrix of f at any ω = [ω1, . . . ,ωn]ᵀ has the form
Dfω = T C − 2
(
ξᵀω
)
ξωᵀ − (ωᵀCω)I + I. (7)
To decide if the fixed point is attracting or repelling, we have to determine eigenvalues
µi of Jacobi matrix. If, for all i, |µi | < 1, then the point is attracting, if |µi | > 1, then the
point is repelling.
If υ ∈ Ker(C), then Dfυ = T C − 2ξ(ξᵀυ)υᵀ − (υᵀCυ)I + I = T C + I , so
Dfυ = T C + I. (8)
Note that for η ∈ Ker(C) we have Dfυ(η) = T Cη + Iη = Iη = η, so one of eigenvalues
of Dfυ is
µ1 = 1
with (n − 1)-dimensional eigenspace Ker(C). The last eigenvalue denoted by µ2 is asso-
ciated with the eigenvector η2 + t2ξ where t2 = 0 and η2 ∈ Ker(C).
Thus we have Dfυ(η2 + t2ξ) = µ2(η2 + t2ξ). This and (8) give
T C(η2 + t2ξ) + (η2 + t2ξ) = µ2(η2 + t2ξ).
On the other hand, since η2 ∈ Ker(C), we have T Cη2 = 0, so
t2T Cξ + η2 + t2ξ = µ2(η2 + t2ξ).
Multiplying both sides of the above equality by ξᵀ, we get
t2
(
ξᵀT Cξ
)+ (ξᵀη2)+ t2(ξᵀξ)= µ2((ξᵀη2)+ t2(ξᵀξ)).
Thus, from the equalities ξᵀξ = λ1 = 1 and ξᵀη2 = 0, we have
µ2 =
(
ξᵀT ξ
)+ 1. (9)
Dfυ has 2 distinct eigenvalues, one of them is µ1 = 1, another one depends on ξᵀT ξ .
To check stability of hyperplane Ker(C) in the case ξᵀT ξ = 0, we need another approach
shown in Section 5.1.
Moreover, we will confirm stability, in the case ξᵀT ξ < 0, and instability, in the case
ξᵀT ξ > 0, of Ker(C).
We have the following definitions:
Definition 5 [5]. Basin of attraction of an attracting fixed point p is the set of all points
which approach p, i.e., {x ∈Rn: Fn(x) → p as n → ∞}.
Definition 6. Basin of attraction of an attracting set A is the set of all points which ap-
proach A, i.e., {x ∈Rn: dist(F n(x),A) → 0 as n → ∞}.
In following sections we show when attracting points exist in dynamical system, and
when Ker(C) is attracting or repelling subset. We also determine basins of attraction.
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Let L : Rn → [0,+∞) be a function defined by the following formula L(x) = |ξᵀx|,
x ∈Rn. As ξ is a vector of norm 1 orthogonal to Ker(C), L is simply the distance to
Ker(C).
If x ∈ Ker(C), then obviously L(x) = 0. For any x ∈Rn, there exist an η ∈ Ker(C) and
t ∈R, such that x = η + tξ , so L(x) = L(η + tξ ) = |ξᵀξ t | = |t |λ1 = |t |.
Note that
L
(
f (x)
)= ∣∣ξᵀT Cx − ξᵀ(xᵀCx)x + ξᵀx∣∣= ∣∣ξᵀT ξt − t3 + t∣∣
= ∣∣t(ξᵀT ξ − t2 + 1)∣∣.
If we assume now that ξᵀT ξ  0, then for t ∈ (−√2 + ξᵀT ξ,√2 + ξᵀT ξ), we obtain
L
(
f (x)
)= ∣∣t(ξᵀT ξ − t2 + 1)∣∣ |t | = L(x),
where equality holds only for t = 0. Moreover, for t = ±√2 + ξᵀT ξ , we get L(f (x)) =
L(x), and for |t | > √2 + ξᵀT ξ , we have L(f (x)) > L(x).
Thus L is a strictly decreasing along trajectories disjoint with Ker(C) starting in dis-
tance smaller than
√
2 + ξᵀT ξ from Ker(C). If (xi)i0 is any such trajectory, then L(xi)
has nonnegative limit g. If we take any point x such that L(x) = g, from continuity of L,
L(f (x)) = L(x), so must be g = 0. Thus we get
Proposition 7. If ξᵀT ξ  0, then Ker(C) is an attracting asymptotically stable hyperplane
and its basin of attraction is a set{
x = η + tξ : η ∈ Ker(C), t ∈ (−√2 + ξᵀT ξ,√2 + ξᵀT ξ )}.
Similarly, if ξᵀT ξ > 0, then taking x = η + tξ with |t | ∈ (0,√ξᵀT ξ), we obtain
L
(
f (x)
)= ∣∣t(ξᵀT ξ − t2 + 1)∣∣> |t | = L(x)
and the hyperplane Ker(C) is repelling.
5.2. Stability of fixed points − T ξ√
ξᵀT ξ ,
T ξ√
ξᵀT ξ
We will need the following result.
Lemma 8. If a sequence (pn) in a metric space (X,d) converges to p, (qn) is a sequence
such that d(pn, qn+1) < Kd(pn, qn) for some K < 1, then qn → p.
Proof. Let ε > 0 be arbitrary. We will show, that almost all qn satisfy d(p,qn) < ε.
For ε′ = ε 1−K2(1+K) there exists an N0 such that for every n > N0 we have d(pn,p) < ε′.
Then for such n we get
d(p,qn+1) d(p,pn) + d(pn, qn+1) < ε′ + Kd(pn, qn)
 ε′ + K(d(pn,p) + d(p,qn))< (1 + K)ε′ + Kd(p,qn)
1 − K= ε
2
+ Kd(p,qn).
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satisfy d(p,qn+k) < ε. It is enough to prove, that d(p,qN1) < ε for some N1. If there were
d(p,qn) ε, then we would have
d(p,qn+1)
d(p, qn)
< K + ε(1 − K)
2d(p,qn)
K + 1 − K
2
= 1 + K
2
< 1.
This means, that as long as d(p,qn)  ε, the sequence (d(p, qn)) decreases faster than( 1+K
2
)n
. Thus there exists an N1 > N0 such that d(p,qN1) < ε and, in consequence,
d(p,qn) < ε for n > N1. 
Later on we will use the sets of the form
Uα,β =
{
x = η + tξ : η ∈ Ker(C), t ∈ (α,β)}.
It is easy to see that Uα,β are open sets, bounded by hyperplanes parallel to Ker(C). Let A+
and A− denote the basins of attraction of x+ = T ξ√ξᵀT ξ and x− = − T ξ√ξᵀT ξ , respectively.
If ξᵀT ξ > 0, then S = Ker(C) ∪ {x+,x−}.
Put x+ = t0ξ +η0, where t0 = √ξᵀT ξ and explicit formula for η0 is given in Section 4.
Therefore, T ξ = t0η0 + t20 ξ . We have calculated, that for x = tξ + η there is
φ(x) = T Cx − (xᵀCx)x = tT ξ − t3ξ − t2η = t t0η0 + t t20 ξ − t3ξ − t2η. (10)
As η and η0 are orthogonal to ξ and f (x) = x +φ(x), we see that dynamics in ξ -direction
is described by the iterations of polynomial fˆ (x) = (1 + t20 )x − x3 and does not depend
on η (here x denotes real argument).
Now we will study one-dimensional dynamics of
fˆ (x) = −x(x2 − t20 − 1), (11)
where t0 =
√
ξ tT ξ . Obviously t0 ∈ (0,1). The polynomial fˆ is an odd function. Let us note
a few facts about fˆ . The roots of (11) are 0,
√
t20 + 1, −
√
t20 + 1. The fixed points of (11)
are 0, t0, −t0. The first derivative of (11) equals fˆ ′(x) = −3x2 + t20 + 1. The critical points
of (11) are
√
(t2 + 1)/3, −√(t2 + 1)/3. Let d =√(t20 + 1)/3. Because fˆ ′(0) = t20 +1 > 1,
so x = 0 is a repelling fixed point of (11). Analogously since fˆ ′(t0) = −2t20 + 1 ∈ (−1,1),
thus x = t0 is an attracting fixed point of (11). We determine the basin of attraction of
x = t0. As fˆ is an odd function, the basin of attraction of x = −t0 is symmetric.
It is easy to check, that the fixed point x = t0 is a local maximum for t0 = 1/
√
2. Thus
we will consider two qualitatively different cases:
Case t0 ∈
(
0, 1√
2
]
.
Let t˜0 be sup fˆ −1(t0), see Fig. 1 (in case t0 = 1/
√
2 it equals t0, and is greater than t0 if
t0 < 1/
√
2).
The interval [0, t0] is invariant with respect to fˆ and except its endpoints the graph of
fˆ lies above the line y = x. Thus for any x ∈ (0, t0) the iterations fˆ n(x) form sequence
convergent from below to t0.
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2 and t0 > 1/
√
2.
Similarly, the interval [t0, t˜0] is invariant and the graph fˆ is below the line y = x except
the point t0, so for every point of (t0, t˜0] has the iteration sequence convergent from above
to t0.
Lastly, the interval (t˜0,
√
t20 + 1) is mapped by fˆ into (0, t0) and we know that sequence
of iterations will tend to t0.
Case t0 ∈
( 1√
2
)
.
We will need the following lemma.
Lemma 9. There is no periodic point of base period 2 in the interval [0,
√
t20 + 1].
Proof. From (11) we obtain that
fˆ 2(x) − x = x(x2 − t20 )(x4 − x2(t20 + 1)+ 1)(x2 − t20 − 2).
Note, that x4 − x2(t20 + 1) + 1 > 0 for any x (and |t0| < 1), x2 − t20 − 2 = 0 for x =√
t20 + 2 >
√
t20 + 1 and x = −
√
t20 + 2 < 0. Thus the only points of period 2 in this interval
are 0 and t0. But they are fixed points of fˆ , so their base period is 1. 
Now let t˜0 be inf(fˆ −1(t0) ∩ R+) (Fig. 1). It is easy to check, that fˆ ([0, t˜0]) = [0, t0],
fˆ ([t˜0, t0]) ⊂ [t0,
√
t20 + 1] and fˆ ([t0,
√
t20 + 1]) = [0, t0].
Let x ∈ (t˜0, t0). Then fˆ (x) ∈ (t0,
√
t20 + 1) and fˆ 2(x) ∈ (0, t0). It is impossible to have|fˆ 2(x) − t0| = |x − t0| as it would mean that x is periodic point of period 2.
We will prove that for such an x holds the following condition:
∣∣fˆ 2(x) − t0∣∣< |x − t0|. (12)
Suppose, on the contrary, that |fˆ 2(x)− t0| > |x − t0|. Since in the interval (t˜0, t0) there
are no periodic points of period 2, from continuity of fˆ 2 we conclude that |fˆ 2(x) − t0| >
|x − t0| for all x ∈ (t˜0, t0). But we know, that the point t0 is the hyperbolic attracting fixed
point of fˆ so is of fˆ 2. A contradiction.
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From inequality (12) we conclude also that fˆ 2(t˜0, t0) ⊂ (t˜0, t0). Thus we get, that even
iterations of fˆ tend to t0 for all x ∈ (t˜0, t0). Since t0 is the fixed point of fˆ , the same is true
for odd iterations of fˆ .
Now consider the other points.
If x ∈ (0, t˜0), then the sequence fˆ n(x), as long as it does not leave (0, t˜0), is increasing.
As there is no fixed point in (0, t˜0], the sequence fˆ leaves, that interval, let us say in step m.
But that means fˆ m(x) ∈ fˆ (0, t0) \ (0, t˜0) ⊂ [t˜0, t0] and, from what we have proved earlier,
the iterations fˆ n(x) = fˆ n−m(fˆ m(x)) → t0 as n → ∞.
Finally, if x ∈ (t0,
√
t20 + 1), then its first iteration is in (0, t0) and again the limit of
fˆ n(x) is t0.
Now we describe dynamics outside of the interval [−
√
1 + t20 ,
√
1 + t20 ].
Let us denote by p0 = 0, p1 =
√
1 + t20 and p−1 =
√
1 + t20 positive and negative roots
of the polynomial g(q) = q3 − (1 + t20 )q , and by p+∞ =
√
2 + t20 and p−∞ = −
√
2 + t20
positive and negative fixed points of g, see Fig. 2. Since gˆ = g|[p1,p+∞]: [p1,p+∞] →
[0,p+∞] is an increasing bijection with one fixed point p+∞, one can check that
limn→∞ gˆ−n(x) = p+∞ for any x ∈ [p1,p+∞]. Thus pn = gˆ−n+1(p1) is monotonically
convergent to p+∞. Let p−n = −pn, and In = [pn−1,pn], I−n = [p−n,p−n+1] for n > 0,
I+∞ = [p+∞,+∞), I−∞ = (−∞,p−∞].
Going back to the polynomial fˆ = −g, we have fˆ (Ii+1) = −g(Ii+1) = I−i for i > 1
and fˆ (I2) = −g(I2) ⊂ I−1, similarly fˆ (I−i−1) = −g(I−i−1) = Ii for i > 1 and fˆ (I−2) =
−g(I−2) ⊂ I1. Moreover fˆ (I+∞) = I−∞ and fˆ (I−∞) = I+∞.
Thus every point from int In after n−1 iterations belongs to int I1 (if n is an odd positive
or even negative integer) or to int I−1. It is easy to see that fˆ |n|(pn) = p0. The interiors of
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basin of attraction of ±t0 is of the form
A(t0) =
⋃
n>0
int I−(−1)n·n, A(−t0) =
⋃
n>0
int I(−1)n·n.
Thus we have
Conclusion 10. For any point x such that ξT x ∈ (p−∞,p+∞) one of the following condi-
tions holds:
(i) if ξT x ∈ A(t0) × Ker(C), then there is an n such that f n(x) ∈ (int I1) × Ker(C) and,
afterwards f n(x) will tend to hyperplane Ker(C) + x+,
(ii) if ξT x ∈ A(−t0)×Ker(C), iterations will drop into (int I−1)×Ker(C) and eventually
tend to hyperplane Ker(C) + x−,
(iii) every point such that ξT x = pn (n integer) in |n| steps is in positively invariant hy-
perplane Ker(C).
We will prove, that any point attracted by Ker(C)+x+ (or Ker(C)+x−) is also attracted
by x+ (x−, respectively).
For the convenience denote the point x as x = (t + t0)ξ + (η + η0). Substituting this
formula to Eq. (10), we get
φ
(
(t + t0)ξ + (η + η0)
)
= (t + t0)t0η0 + (t + t0)t20 ξ − (t + t0)3ξ − (t + t0)2(η + η0)
= −t (t + t0)(t + 2t0)ξ − t (t + t0)(η + η0) − t0(t + t0)η. (13)
We see, that taking α,β close to t0, α < t0 < β , we obtain that the distance of points in
Uα,β from Ker(C) + x+ decreases to 0. Indeed, if x = (t + t0)ξ + (η + η0), then
dist
(
f (x),Ker(C) + x+)= ∣∣ξT (f (x) − x+)∣∣= ∣∣ξT (φ(x) + x − x+)∣∣
= ∣∣t − t (t + t0)(t + 2t0)∣∣= |t |∣∣1 − (t + t0)(t + 2t0)∣∣.
For small |t | we have (t + t0)(t + 2t0) ∈ (0,2) and |1 − (t + t0)(t + 2t0)| < 1. So
dist
(
f (x),Ker(C) + x+)< |t | = ∣∣ξT (x − x+)∣∣= dist(x,Ker(C) + x+).
Now let x1 = (t1 + t0)ξ + (η1 +η0) ∈ Uα,β , and xn = f (xn−1) = (tn + t0)ξ + (ηn +η0).
We know that ti → 0. To prove the convergence xn → x+ it is enough to show that ηn → 0.
To do this denote η¯n = t0tn+t0 η0 and observe that η¯n → η0. Obviously
|η0 + ηn − η¯n| =
∣∣∣∣ tntn + t0 η0 + ηn
∣∣∣∣.
Let P be orthogonal projection on Ker(C). From (13) we conclude, that
P
(
φ
(
(t + t0)ξ + (η + η0)
))= −t (t + t0)(η + η0) − t0(t + t0)η.
Therefore
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∣∣η0 + ηn + P (φ(xn))− η¯n∣∣
= ∣∣η0 + ηn − η¯n − tn(tn + t0)(ηn + η0) − t0(tn + t0)ηn∣∣
=
∣∣∣∣ tntn + t0 η0 + ηn − (tn + t0)
2
(
tn
tn + t0 η0 + ηn
)∣∣∣∣
=
∣∣∣∣(1 − (tn + t0)2)
(
tn
tn + t0 η0 + ηn
)∣∣∣∣
= ∣∣1 − (tn + t0)2∣∣|η0 + ηn − η¯n|.
So, if tn + t0 ∈ (0,1), then |η0 + ηn+1 − η¯n| < K|η0 + ηn − η¯n|, K < 1.
Taking p = η0, pn = η¯n, qn = η0 + ηn, we obtain, from Lemma 8, that η0 + ηn → η0.
Thus we have the following proposition.
Proposition 11. If ξᵀT ξ > 0, then T ξ√
ξᵀT ξ is an attracting point and its basin of attraction
is the set A(t0) × Ker(C).
Similar argument (or symmetry of equation) gives us
Proposition 12. If ξᵀT ξ > 0, then − T ξ√
ξᵀT ξ is an attracting point and its basin of attraction
is the set A(−t0) × Ker(C).
As a consequence of Conclusion 10(iii) and the fact that Ker(C) contains only fixed
points, we have
Proposition 13. Every point x such that ξT x = pn is an eventually fixed point.
6. Example
We determined S the set of fixed points of the system (4). S is simultaneously the set of
weights of the synapses, for which the neural network is educated and the algorithm stops.
If the weights of synapses are from the basin of attraction of a fixed point, then the weights
evolve toward this fixed point and the network would be educated too.
Botelho and Jamison in [1] write “we study a particular case of Adams learning model
(. . . ) Convergence properties of this model are reduced to the stability behavior of the
equilibrium points of a nonlinear system of differential equations.”
In [1] and [2] authors show that if ξᵀT ξ < 0, the basin of attraction of Ker(C) is Rn. We
obtain another result still using the difference equation to examine the stability behavior of
the fixed point.
We give an example of the point which is not attracted by Ker(C).
Consider the point x such that ξᵀx >
√
2 + ξᵀT ξ . Reasoning from Section 5.1 shows,
that function L (the distance) is greater on f (x) then on x. Thus it is increasing along the
trajectory of x, and that point is not convergent to Ker(C).
Similarly if ξᵀx = √2 + ξᵀT ξ , then trajectory of x stays in constant distance√
2 + ξᵀT ξ from Ker(C).
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