Abstract. In this paper, we study the Cauchy problem for a two-component higher order Camassa-Holm systems with fractional inertia operator
Introduction
In this paper, we consider the following Cauchy problem This family of so-called b-equations possess a number of structural phenomena which are shared by solutions of the family of equations (c.f. [20, 30, 32] ). By using Painlevé analysis, there are only two asymptotically integrable within this family: the Camassa-Holm (CH) equation (Eq.(1.2) with b = 2, c.f. [4, 5] ) and the Degasperis-Procesi (DP) equation (Eq.(1.2) with b = 3, c.f. [13] ). Integrable equations have widely been studied because they usually have very good properties including infinitely many conservation laws, infinite higher-order symmetries, bi-Hamiltonian structure, and Lax pair, which make them solved by the inverse scattering method. Conserved quantities are very feasible for proving the existence of global solution in time, while a bi-Hamiltonian formulation helps in finding conserved quantities effectively. The advantage of the CH and DP equation in comparison with the KdV equation lie in the fact that they not only have peaked solitons but also model the peculiar wave breaking phenomena (c.f. [5, 9] ), and hence they represent the first examples of integrable equations which possess both global solutions and solutions which display wave-breaking in finite time, c.f. [7, 8, 9] .
In recent years, a number of integrable multi-component generalisations of the CH equation has been Apparently, the two-component Camassa-Holm system [10] , and the two-component Degasperis-Procesi system [28] are included in Eq. (1.3) as two special cases with b = 2 and b = 3, respectively. Recently, Escher et al. presented the hydrodynamical derivation of the system (1.3), as a model for water waves with α a constant incorporating an underlying vorticity of the flow [18] . They also proved the local well-posedness of (1.3) using a geometrical framework, studied the blow-up scenarios and global strong solutions of (1.3) on the circle.
All of these hydrodynamical models have a geometrical interpretation in terms of a geodesic flow on an appropriate infinite dimensional Lie group. The seminal work of Arnold [1] reformulated the Euler equation
describing an ideal fluid, as a geodesic flow on the group of volume preserving diffeomorphisms of the fluid domain. Following this, Ebin and Marsden [17] reinterpreted this group of volume preserving diffeomorphisms as an inverse limit of Hilbert manifolds. This technique has been used in [11, 26] for the periodic CH equation.
It was extended to (nonmetric) geodesic flows such as the DP equation in [21] and to right-invariant metrics induced by fractional Sobolev norm (non-local inertia operators) in [22] . In 2009, Mclachlan and Zhang [25] studied the Cauchy problem for a modified CH equation derived as the Euler-Poincaré differential equation
on the Bott-Virasoro group with respect to the H k metric, i.e., However, the Cauchy problem of (1.1) on the line has not been studied yet. In this paper, using the Littlewood-Paley theory, we established the local well-posedness of (1.1) in nonhomogeneous Besov spaces.
Furthermore, We examine the propagation behaviour of compactly supported solutions, namely whether solutions which are initially compactly supported will retain this property throughout their time of evolution.
In [23] , the authors shown that the solution of Eq.(1.3) has exponential decay if the initial data in
with s > 5/2 and has exponential decay, in present paper, working with moderate weight functions that are commonly used in time-frequency analysis [3] , we generalize the persistence result on the solution to Eq.
spaces, and we also extend the Sobolev index to s > 3/2.
Our paper is organized as follows. In Section 2, we establish the local well-posedness of the Cauchy problem associated with (1.1) in Besov spaces. In Section 3, we discuss the infinite propagation speed for (1.1). In the last section, we establish persistence properties and some unique continuation properties of the solutions to the Eq.(
Local well-posedness in Besov spaces
In this section, we shall discuss the local well-posedness of the Cauchy problem Eq.(1.1) in the nonhomogeneous Besov spaces. The Littlewood-Paley theory and the properties of the Besov-Sobolev spaces can refer to [2, 12] and references therein.
In this section, we shall discuss the local well-posedness of the Cauchy problem (1.1). First, we present the following definition.
and
The result of the local well-posedness in the Besov space may now be stated. 
(T ), and map
for every s ′ < s when r = +∞ and s ′ = s whereas r < +∞. 
, and the map (u 0 , ρ 0 ) → (u, ρ) is continuous from a neighborhood of
In the following, we denote C > 0 a generic constant only depending on p, q, s. Uniqueness and continuity with respect to the initial data are an immediate consequence of the following result.
be two given solutions of the initial-value problem (1.1) with the initial data (u i (0),
, and denote
where
(ii) If s = 2r + 2 + 1/p, then
where θ ∈ (0, 1)(i.e., θ = Proof. It is obvious that
p,q ), and (u 12 , ρ 12 ) solves the transport equations
Since s > max 2r +
Note that the inertia operator being an algebra for s − 2r ≥ 1/p, one can yields
For s > 2r + 1 + 1 p , the above inequality also holds true in view of the fact that B s−2r−1 p,q is an algebra. Thus, we may derive
Similarly, we can also treat the inequality for the component ρ:
being an algebra, we arrive at
Applying Gronwall's lemma to the above inequality leads to (i).
For the critical case (ii) s = 2r + 2 + 1/p, we here use the interpolation method to deal with it. Indeed,
) . According to Proposition 2.2(5) in [32] and the above inequality, we have
which yields the desired result. Now, let us start the proof of Theorem 2.1, which is motivated by the proof of local existence theorem about Camassa-Holm type equations in [12, 32] . We shall use the classical Friedrichs regularization method to construct the approximate solutions to Eq.(1.1) . 
Moreover, there is a positive time T such that the solutions satisfying the following properties:
Proof. Since all the data S k+1 u 0 and S k+1 ρ 0 belong to B ∞ p,q , Lemma 2.3 in [32] indicates that for all k ∈ N, the equation (T k ) has a global solution in
For s > max 2r + 
Due to s > 2r + 
Thus, adding the two resulted inequalities yields
Suppose by induction that for all t ∈ [0, T * )
, and inserting the above inequality and (2.7) into (2.6), we obtain
Using the equation (T k ) and the similar argument in the proof Lemma 2.1, one can easily prove that
(T ).
Let us now show that (u k , ρ k ) k∈R is a Cauchy sequence in
Applying Lemma 2.2 in [32] again, similar to the proof of Lemma 2.1, yields for every t ∈ [0, T )
and 
with
Submitting above inequality to (2.8)-(2.9), we get
As per Proposition 2.1 in [32] , we have
Similarly, we obtain
(T ), one may find a positive constant C T independent of k, j such that
Employing the induction procedure with respect to the index k leads to
which reveals the desired result as k → ∞. Finally, applying the interpolation method to the critical case s = 2r + 2 + 
On the other hand, the continuity with respect to the initial data in
can be obtained by Lemma 2.1 and a simple interpolation argument. The case s ′ = s can be proved through the use of a sequence of viscosity approximation solutions (u ǫ , v ǫ ) ǫ>0 for System (1.1) which converges uniformly in
gives the continuity of solution
Critical case
It is well known that B 
Moreover, the solution depends continuously on the initial data, i.e. the mapping
is continuous.
Proof. On account of (u 0 , ρ 0 ) ∈ B Next, let us consider the following initial value problem:
where u is the first component of the solution (u, ρ) for the problem (1.1).
Lemma 3.1. (see [31] ) Let (u 0 , ρ 0 ) ∈ H s × H s−2r+1 with s > 2r + 1/2, and T > 0 be the life span of the solution to Eq.(1.1). Then there exists a unique solution ϕ ∈ C 1 ([0, T ), R) to Eq. (3.1). Moreover, the map ϕ(t, ·) is an increasing diffeomorphism over R, where
Our next result shows the component ρ of the solution for system (1.1) retains the property of being compactly supported as it evolves over time, totally independent of the form of the initial data u 0 (and m 0 ).
In the following we assume that (u 0 , ρ 0 ) ∈ H s × H s−2r+1 with s > 2r + 1/2, and so ρ is a classical solution of the system.
with s > 2r + 1/2, and T > 0 be the maximal existence time of the corresponding solution (u, ρ) to system (1.1). Then, we have
Proof. Noticing
, differentiating the left-hand side of the equation in (3.3) with respect to t, and using the second equation in (1.1), we obtain
which means that ρ(t, ϕ(t, x))ϕ
is independent on the time t. By (3.1), we know ϕ(0, x) = x and ϕ x (x, 0) = 1, thus, Eq.(3.3) holds.
By Lemma 3.1, in view of Eq. (3.3), and ϕ x (0, x) = 1 we have
which guarantee the lemma is true.
Corollary 3.1. If ρ(t, x) is a solution for (1.1) with initial data ρ 0 = ρ(0, x) then we have the following representation,
Moreover, if ρ 0 = ρ(0, x) is supported in the interval [β ρ0 , γ ρ0 ], then ρ will remain compactly supported for all further times of its existence t ∈ [0, T ), with the support of ρ(t, x) contained in the interval [ϕ(t, β ρ0 ), ϕ(t, γ ρ0 )].
Proof. The relation (3.5) follows from the identities (3.3) and (3.2) and the invertibility of ϕ for each t ∈ [0, T ). Furthermore, since ϕ x > 0, and ρ 0 is compactly supported, it follows from this relation that ρ(t, x) is compactly supported for all times t ∈ [0, T ), with support contained in [ϕ(t, β ρ0 ), ϕ(t, γ ρ0 )].
The next result proves a similar property for solutions m of (1.1), namely that a solution which is initially compactly supported retains this property throughout its evolution. However, whereas Corollary 3.1 made no assumptions on the form of the initial data u 0 , m 0 aside from the required level of smoothness, Corollary 3.2 below requires that ρ 0 be also compactly supported. with the given initial data (u 0 (x), ρ 0 (x)) and α ≡ 0, then for any t ∈ [0, T ) the C 1 function x → m(t, x) has compact support.
Proof. Applying the family of diffeomorphisms (3.1) and the first equation in (1.1), we get
Now, by assumption, m 0 (x) is supported in the compact interval [β m0 , γ m0 ]. For fixed t ∈ [0, T ), Corollary 3.1 assures us that ρ(t, ·) is compactly supported in the interval [β ρ0 , γ ρ0 ], and therefore the integral term in (3.6), regarded as a function of x, must also be compactly supported in the interval [β ρ0 , γ ρ0 ]. Therefore, setting α = max{α m0 , α ρ0 }, γ = min{γ m0 , γ ρ0 }, it follows that m(t, ·) is compactly supported, with its support contained in the interval [ϕ(t, β), ϕ(t, γ)], for all t ∈ [0, T ).
In Section 3, we prove that solutions of (1.3) have infinite propagation speed in the sense that (non-zero) compactly supported initial data lead to solutions that are not compactly supported for any positive time.
In [23] , the authors shown that the solutions possess exponentially decaying profiles for large values of the 
this way we obtain a persistence result on solutions (u, ρ) to Eq. (
As a consequence and an application we determine the spatial asymptotic behavior of certain solutions to Eq. (1.3). We will work with moderate weight functions which appear with regularity in the theory of time-frequency analysis and have led to optimal results for the Camassa-Holm equation in [3] , we first give the definition for admissible weight function. The pre-defined terminologies like v-moderate, sub-multiplicative can be refer the reader to [3, 29] ). We can now state our main result on admissible weights.
3), and T be the maximal time of the solution z = (u, ρ) to system (1.3) with the initial data
there is a constant C > 0 depending only on the weight φ such that
If we take the standard weights φ = φ a,b,c,d (x) = e a|x| b (1+|x|) c log(e+|x|) d with the following conditions:
then, the restriction ab < 1 guarantees the validity of condition (4.1) for a multiplicative function v(x) ≥ 1.
Thus, the classical example of the application for Theorem 4.1 is the following special persistence properties.
the condition
implies the uniform algebraic decay in [0, T ):
Thus, we obtain the algebraic decay rates of strong solutions to the Eq. (1.3) . A corresponding result on algebraic decay rates of strong solutions for the CH equation can be found in [27] . 
be the strong solution of the Cauchy problem for Equation (1.1) emanating from
are finite. 
Given a sub-multiplicative function v, a positive function φ is v-moderate if and only if
If φ is v-moderate for some sub-multiplicative function v, then we say that φ is moderate. This is the usual terminology in time-frequency analysis papers [3] . Let us recall the most standard examples of such weights.
Let
We have (see [3] ) the following conditions:
(i) For a, c, d ≥ 0 and 0 ≤ b ≤ 1 such weight is sub-multiplicative.
(ii) If a, c, d ∈ R and 0 ≤ b ≤ 1, then φ is moderate. More precisely, φ a,b,c,d is φ α,β,γ,δ -moderate for |a| ≤ α,|b| ≤ β, |c| ≤ γ and |d| ≤ δ.
The elementary properties of sub-multiplicative and moderate weights can be find in [3] . Now, we prove 
and T be the maximal existence times of the solution z, which is guaranteed by Theorem 3.2 in [23] .
For any N ∈ Z + , let us consider the N -truncations of φ(
is a locally absolutely continuous function such that
In addition, if
Moreover, as shown in [3] , the N -truncations f of a v-moderate weight φ are uniformly v-moderate with respect to N .
Recall that the operator Λ −2 , acting on L 2 (R), can be expressed in its associated Green's function 
(4.4)
Let us start from the case 1 ≤ p < ∞. Multiplying the first equation in Eq. (4.4) by |uf | p−1 sgn(uf )f and integrating it lead to
The first term on the left hand of (4.5) reads
Then, the Hölder's inequality is followed by the estimate
For the nonlocal term, we have
where the Hölder's inequality, Proposition 3.1 and 3.2 in [3] , and Condition (4.1) are applied in the first inequality, the second one, and the last one, respectively, and the constant C only depends on v and φ. Form
Let us now give the estimate on u x f . Differentiating the first equation in Eq. (4.4) with respect to the variable x and then multiplying by f , we may arrive at
For the second order derivative term, we have
where the inequality |f x (x)| ≤ Af (x), for a.e. x, is applied. Thus, it follows that 
Based on the inequalities (4.6)-(4.8), by Gronwall's inequality
, for all t ∈ [0, T ).
Since f (x) = f N (x) ↑ φ(x) as N → ∞ for a.e. x ∈ R and u 0 φ, u 0,x φ, ρ 0 φ ∈ L p (R) the assertion of the theorem follows for the case p ∈ [1, ∞). Since || · || L ∞ = lim p→∞ || · || L p it is clear that the theorem also applies for p = ∞.
Proof of Corollary 4.1. As explained in [3] , if the function φ is a v-moderate weight function, then the function φ 1/2 is also a v 1/2 -moderate weight satisfying |(φ 1/2 ) ′ (x)| ≤ In view of Proposition 3.2 in [3] , noticing f (x) = f N (x) = min{φ(x), N } admits
where we used (4.9) and Theorem 4.1 with p = 1.
Similarly, noticing ∂ 2
where the constants on the right-hand side of Eqs. (4.10) and (4.11) are independent of N .
By using the procedure as shown in the proof of Theorem 4.1, we can readily obtain 
which is taken integration and limit N → ∞ to get the conclusion in the case 1 ≤ p < ∞. The constants throughout the proof are independent of p. Therefore, for p = ∞ one can rely on the result established for the finite exponents q and then let q → ∞. The rest of the theorem is fully similar to that of Theorem 4.1.
