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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ vyuzˇitı´m modernı´ graficke´ karty s technologiı´ CUDA
firmy NVIDIA pro generova´nı´ izocˇa´r. Soucˇa´stı´ bakala´rˇske´ pra´ce je na´vrh a implementace
aplikace, ktera´ z dane´ho obra´zku (naprˇı´klad vy´sˇkove´ mapy) vypocˇı´ta´ izocˇa´ry a pu˚vodnı´
obra´zek s vygenerovany´mi izocˇa´rami exportuje do zvolene´ho forma´tu pro vektorovou
grafiku. Technologie CUDA se vyznacˇuje paralelnı´m zpracova´nı´m jednoduchy´ch i slozˇi-
teˇjsˇı´ch vy´pocˇtu˚ pomocı´ modernı´ graficke´ karty, jejı´zˇ ja´dro je tvorˇeno mnoha procesory.
Dı´ky tomu mohou by´t tyto vy´pocˇty zpracova´ny neˇkolikana´sobneˇ rychleji nezˇ by tomu
bylo prˇi zpracova´nı´ na jake´mkoli procesoru soucˇasnosti a pra´veˇ proto tato pra´ce zahrnuje
i zpracova´nı´ vy´konnostnı´ch testu˚ a jejich porovna´nı´.
Klı´cˇova´ slova: CUDA, generova´nı´ izocˇa´r, vy´pocˇty pomocı´ GPU, algoritmus marching
squares
Abstract
This baccalaureate thesis deals with usage modern graphic card with CUDA technology
of firm NVIDIA for generating isolines. Part of the baccalaureate thesis is design and
implementation of application, which from given picture (for example height map) will
calculate isolines and original picture with generated isolines exports to the selected
format for vector graphic. CUDA technology features by multiprocessing of simple and
also more complex calculations by force of modern graphic card, whose core is formed
by many processors. Thanks that these calculations can be processed many times faster
than that would be by processing on any present processor and that’s just it this work
also includes elaboration performance tests and theirs comparison.
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41 U´vod
Hlavnı´mi te´maty te´to bakala´rˇske´ pra´ce bylo vytvorˇenı´ funkcˇnı´ aplikace vyuzˇı´vajı´cı´
v hlavnı´ vy´pocˇetnı´ cˇa´sti technologii CUDA a na´sledne´ provedenı´ vy´konnostnı´ch testu˚,
ktere´ by porovna´valy dobu beˇhu aplikace prˇi zpracova´nı´ vy´konnostneˇ na´rocˇny´ch vy´po-
cˇtu˚ za pomocı´ graficke´ karty a cˇas vykona´va´nı´ naprosto stejny´ch vy´pocˇtu˚, avsˇak pouze
s vyuzˇitı´m procesoru. Dana´ aplikace ma´ prˇijı´mat zvoleny´ forma´t obra´zku vy´sˇkove´ mapy,
nacˇı´st hodnoty jednotlivy´ch pixelu˚ obra´zku, na´sledneˇ tyto hodnoty pouzˇı´t k vy´pocˇtu
izocˇa´r, cozˇ jsou cˇa´ry na mapeˇ nebo v grafu spojujı´cı´ mı´sta stejny´ch hodnot dane´ velicˇiny.
Nakonec se vygenerovane´ izocˇa´ry vyexportujı´ do zvolene´ho forma´tu vektorove´ grafiky.
Prvnı´ cˇa´st tohoto dokumentu je veˇnova´na popisu teorie potrˇebne´ k pochopenı´ dal-
sˇı´ch cˇa´stı´ pra´ce. Jedna´ se o sezna´menı´ s historiı´ vy´voje graficky´ch cˇipu˚ a jejich na´sledne´
vyuzˇitı´ nejen ke zpracova´nı´ graficke´ho vy´stupu pocˇı´tacˇe, ale take´ pro vy´konnostneˇ na´-
rocˇne´ vy´pocˇty. Je zde srozumitelneˇ vysveˇtlen za´kladnı´ princip fungova´nı´ graficke´ho ja´dra
prˇi paralelnı´ch vy´pocˇtech a take´ za´kladnı´ pojmy programove´ cˇa´sti technologie CUDA.
Na´sledujı´cı´ kapitola se pak zaobı´ra´ teoreticky´m vysveˇtlenı´m funkce algoritmu Marching
squares a v jejı´m za´veˇru je k dipozici i na´zorny´ prˇı´klad pro pochopenı´ zpu˚sobu, jaky´m
jsou generova´ny krˇivky pouzˇitı´m te´to metody.
V dalsˇı´ cˇa´sti dokumentu je jizˇ podrobneˇ popsa´n dany´ proble´m a pote´ i postup prˇi im-
plementaci aplikace, prˇesneˇji jaky´m zpu˚sobem je zı´ska´n vstupnı´ obra´zek a hodnoty jeho
pixelu˚. Na´sleduje popis generova´nı´ izocˇa´r ze zı´skany´ch hodnot a ulozˇenı´ vypocˇteny´ch
izocˇa´r. Ke konci kapitoly je osveˇtlen zpu˚sob exportu vygenerovany´ch izocˇa´r do vektorove´
grafiky.
Te´meˇrˇ na konci pra´ce se nacha´zı´ zpracova´nı´ vy´konnostnı´ch testu˚ a podrobne´ shrnutı´
jejich vy´sledku˚ s patrˇicˇny´m komenta´rˇem.
V za´veˇru je popsa´n souhrn vy´sledku˚ te´to bakala´rˇske´ pra´ce amozˇnosti vyuzˇitı´ aplikace
pro dalsˇı´ u´cˇely i s na´pady na jejı´ vylepsˇenı´.
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2.1 U´vod do vy´pocˇtu˚ pomocı´ GPU
Jizˇ neˇkolik let jsou graficke´ karty vy´konnostneˇ na vysˇsˇı´ u´rovni, nezˇ jaky´koli modernı´
procesor poslednı´ch let. Prˇiblizˇneˇ od roku 2003 zacˇaly GPU (Graphic Processing Unit,
neboli cˇesky graficky´ procesor) svy´m vy´konemprˇevysˇovat procesory z tohoto obdobı´. Jak
mu˚zˇeme videˇt na obra´zku 1 nı´zˇe, graficka´ ja´dra rok od roku zvysˇovala svu˚j vy´konnostnı´
na´skok oproti obycˇejny´m procesoru˚m a v soucˇasnosti se tento na´skok sta´le vı´ce zvysˇuje.
Obra´zek 1: Srovna´nı´ vy´konu nVidia GPU a Intel CPU. [6]
Dı´ky tomuto vy´konu meˇly GPU velky´ potencia´l pro na´rocˇne´ vy´pocˇty, ktere´ by zvla´-
daly spocˇı´tat rychleji nezˇ beˇzˇne´ procesory. Proto zacˇaly vznikat technologie jako v prve´
rˇadeˇ Compute UnifiedDevice Architecture (da´le jen CUDA) od firmy nVidia, Open Com-
puting Language (da´le jen OpenCL) vyvı´jeny´ konsorciem Khronos, ktery´ mimochodem
vyvı´jı´ take´ standard Open Graphics Library (zkratka OpenGL) pro tvorbu pocˇı´tacˇove´
grafiky, nebo ATI Stream spolecˇnosti AMD (drˇı´ve ATI). I prˇes to, zˇe OpenCL je mno-
hem variabilneˇjsˇı´ jazyk, protozˇe se neomezuje pouze na ja´dra graficky´ch karet, ale lze ho
pouzˇı´t i pro CPU (Central Processing Unit), Cell procesory a jine´ platformy, je v soucˇas-
nosti technologie CUDA nejrozsˇı´rˇeneˇjsˇı´. Tento fakt je da´n tı´m, zˇe CUDA byla vyvinuta
ze vsˇech vy´sˇe zmı´neˇny´ch technologiı´ jako prvnı´ a spolecˇnost nVidia ji implementuje te´meˇrˇ
do vsˇech svy´ch novy´ch graficky´ch karet.
2.2 Architektura CUDA
Z vy´sˇe zmı´neˇne´ho textu tedy vyply´va´, zˇe technologie CUDA slouzˇı´ k prova´deˇnı´ vy´po-
cˇtu˚ pomocı´ graficky´ch karet spolecˇnosti nVidia. Abych byl prˇesny´, jedna´ se o graficke´
karty s ja´drem G80 a vysˇsˇı´m a to jak v ra´mci se´rie GeForce, tak i se´riı´ Quadro a Tesla.
Tato modernı´ graficka´ ja´dra jsou tvorˇena neˇkolika multiprocesory a kazˇdy´ multiprocesor
obsahuje 8 procesoru˚. To znamena´, zˇe v te´to dobeˇ nejmoderneˇjsˇı´ ja´dro GT200b s trˇiceti
multiprocesory obsahuje 240 procesoru˚, ktere´ doka´zˇou soucˇasneˇ prova´deˇt dane´ vy´po-
cˇty. To zarucˇuje mnohona´sobne´ zrychlenı´ vy´pocˇtu˚ na´rocˇny´ch aplikacı´, ktere´ se pouzˇı´vajı´
6naprˇı´klad v odveˇtvı´ veˇdy, le´karˇske´ho vy´zkumu nebo ke zpracova´nı´ videa a pocˇı´tacˇove´
grafiky.
Ovsˇempokudnemajı´ vsˇechnagraficka´ ja´dra stejny´ pocˇet procesoru˚, bylonutne´ zajistit,
aby vy´sledna´ aplikace nebyla pouzˇitelna´ pouze pro urcˇite´ typy graficky´ch karet, alemohla
by´t spustitelna´ na vsˇech ja´drech podporujı´cı´ch technologii CUDA. Proto byly vymysˇleny
v ra´mci programove´ho ko´du logicke´ celky, ktere´ jsou pak dle dane´ho ja´dra usporˇa´da´ny
a rovnomeˇrneˇ rozmı´steˇny mezi dostupne´ multiprocesory.
Tyto logicke´ celky jsou:
• Grid - zde se uchova´va´ pocˇet spusˇteˇny´ch bloku˚ v ra´mci jednoho kernelu1. Tento
celek je dvourozmeˇrny´ a mohou tak by´t spusˇteˇny dva gridy najednou. Maxima´lnı´
pocˇet spusˇteˇny´ch bloku˚: 65 535.
• Block - tento celek prˇedstavuje pocˇet vla´ken spusˇteˇny´ch v kazˇde´m bloku. Blok
je trˇı´rozmeˇrny´, cozˇ je uzˇitecˇne´ naprˇı´klad pro vy´pocˇty ve vı´cerozmeˇrny´ch polı´ch.
Maxima´lnı´ pocˇet spusˇteˇny´ch vla´ken v ra´mci jednoho bloku: 512.
Obra´zek 2 v prvnı´ cˇa´sti zna´zornˇuje, jak se dany´ Grid usporˇa´da´ v graficke´m ja´drˇe
s dveˇma multiprocesory, a druha´ cˇa´st ukazuje stejny´ Grid, ale usporˇa´dany´ pro ja´dro
se cˇtyrˇmi multiprocesory.
Obra´zek 2: Usporˇa´da´nı´ bloku˚ na ru˚zny´ch GPU.
Zdroj obra´zku:
http://www.root.cz/clanky/cuda-optimalizace-pristupu-do-globalni-pameti/
1Kernel je metoda spousˇteˇna´ na GPU
7Da´le si prˇedstavı´me architekturu z pohledu pameˇtı´ graficke´ho ja´dra. Jak je videˇt
na obra´zku 3, rozdeˇlenı´ pameˇtı´ je velice podobne´ klasicke´mu procesoru. Jsou tu vsˇak jiste´
rozdı´ly, a proto jednotlive´ typy pameˇtı´ popı´sˇi blı´zˇe.
Obra´zek 3: Rozdeˇlenı´ pameˇtı´ GPU. [5]
Typy pameˇtı´:
1. Registers (registry)
• nejrychlejsˇı´ pameˇt’, kterou graficke´ ja´dro poskytuje
• prˇı´stup k registru˚m ma´ pouze dane´ vla´kno
• umı´steˇnı´ - cˇip ja´dra
2. Shared memory (sdı´lena´ pameˇt’)
• za urcˇity´ch okolnostı´ mu˚zˇe by´t stejneˇ rychla´ jako registry
• do te´to pameˇti majı´ prˇı´stup vsˇechna vla´kna, ktera´ jsou ve stejne´m bloku
• umı´steˇnı´ - cˇip ja´dra
3. Global memory (globa´lnı´ pameˇt’)
• mu˚zˇe by´t azˇ 150-kra´t pomalejsˇı´ nezˇ registry
• globa´lnı´ pameˇt’ je prˇedevsˇı´m urcˇena pro prˇena´sˇenı´ dat mezi grafickou kar-
tou a hostitelsky´m zarˇı´zenı´m, je tedy prˇı´stupna´ pro vsˇechna vla´kna i bloky
graficke´ho ja´dra
• umı´steˇnı´ - Dynamic Random Access Memory (da´le jen DRAM)
4. Local memory (loka´lnı´ pameˇt’)
• i kdyzˇ je tato pameˇt’ na obra´zku zobrazena samostatneˇ, jedna´ se v podstateˇ
o globa´lnı´ pameˇt’, a proto mu˚zˇe take´ by´t azˇ 150-kra´t pomalejsˇı´ nezˇ registry
8• pouzˇı´va´ se naprˇı´klad v prˇı´padech, kdy pameˇt’registru˚ nedoka´zˇe pojmout velke´
mnozˇstvı´ promeˇnny´ch
• prˇı´stup k te´to pameˇti ma´ pouze dane´ vla´kno
• umı´steˇnı´ - DRAM
5. Constant memory (konstantnı´ pameˇt’)
• je opeˇt soucˇa´stı´ globa´lnı´ pameˇti, ale je take´ cacheovana´, proto je rychlejsˇı´ nezˇ za´-
kladnı´ globa´lnı´ pameˇt’
• slouzˇı´ pro konstantnı´ hodnoty, ktere´ jsou pouzˇı´va´ny vsˇemi vla´kny
• zapisovat hodnoty do te´to pameˇti mu˚zˇe pouze hostitelske´ zarˇı´zenı´ a cˇı´st hod-
noty mohou vsˇechna vla´kna
• umı´steˇnı´ - DRAM
6. Texture memory (pameˇt’pro textury)
• soucˇa´st globa´lnı´ pameˇti a je opeˇt cacheovana´
• je prˇizpu˚sobena´ pro cˇasto prova´deˇne´ operace jako mapova´nı´ nebo deformace
2D textur na 3D polygona´lnı´ modely
• stejne´ pravidla prˇı´stupu jako u konstantnı´ pameˇti
• umı´steˇnı´ - DRAM
2.3 Za´kladnı´ pojmy programove´ cˇa´sti
Nynı´, kdyzˇ alesponˇ obecneˇ vı´me, jak vypada´ architektura technologie CUDA, vysveˇtlı´m
za´kladnı´ principy psanı´ programove´ho ko´du spustitelne´ho na graficke´m ja´drˇe. CUDA
Software development kit (da´le jen SDK) podporuje relativneˇ velke´ mnozˇstvı´ progra-
movacı´ch jazyku˚ a operacˇnı´ch syste´mu˚. Z programovacı´ch jazyku˚ se jedna´ jmenoviteˇ
o Fortran, OpenCL, C a DirectCompute. Z operacˇnı´ch syste´mu˚ zase Windows, Linux
a Mac OS X (podpora Mac OS X byla prˇida´na azˇ ve verzi CUDA SDK 2.0). Programovat
CUDA aplikace lze i v dalsˇı´ch technologiı´ch jako Java, .NET nebo Python, ale azˇ po doin-
stalova´nı´ knihoven takzvany´ch vy´robcu˚ trˇetı´ch stran. V programu k te´to bakala´rˇske´ pra´ci
jsem pouzˇil jazyk C, a proto za´kladnı´ principy programova´nı´ CUDA aplikacı´ budou
take´ v tomto jazyce.
Ko´d, ktery´ je urcˇen pro vykona´va´nı´ na graficke´ karteˇ, se zapisuje do souboru s prˇı´po-
nou cu. Metoda vykona´vana´ na graficke´m ja´drˇe se v terminologii CUDA nazy´va´ kernel.
Aby bylo prˇi prˇekladu zrˇejme´, zˇe se jedna´ o kernel a ma´ se tedy kompilovat pomocı´ kom-
pila´toru CUDA SDK, prˇed na´zev kernelu a jeho na´vratovy´ typ se zapı´sˇe klı´cˇove´ slovo
global . Samotny´ kernel se pak spousˇtı´ uvedenı´m na´zvu kernelu, na´sleduje specia´lnı´
syntaxe <<<pocetBloku, pocetVlaken, velikostSdilenePameti>>> a za touto syntaxı´ na´sle-
dujı´ v kulaty´ch za´vorka´ch parametry kernelu. Prvnı´ parametr specia´lnı´ syntaxe uda´va´
pocˇet spousˇteˇny´ch bloku˚, druhy´ parametr pocˇet vla´ken v kazˇde´m spusˇteˇne´m bloku a po-
slednı´ parametr je volitelny´. Uda´va´ velikost sdı´lene´ pameˇti v bytech a pouzˇı´va´ se pouze
9v prˇı´padeˇ, zˇe chceme pouzˇı´t tuto pameˇt’. Promeˇnne´ pro pocˇet bloku˚ a vla´ken jsou dvou-
rozmeˇrne´, respektive trˇı´-rozmeˇrne´, vektory, ale pokudna´mpro spusˇteˇnı´ kernelupostacˇuje
pouze jedna slozˇka vektoru, mohou by´t tyto promeˇnne´ celocˇı´selne´ (tedy typu int).
Jelikozˇ se kernel spousˇtı´ ve vı´ce vla´knech, ktera´ jsou navı´c umı´steˇna v neˇkolika blocı´ch,
musı´me veˇdeˇt, v jake´m vla´kneˇ nebo bloku se spusˇteˇny´ kernel nacha´zı´ nebo kolik vla´ken
cˇi bloku˚ bylo celkem definova´no. K tomuto u´cˇelu slouzˇı´ neˇkolik promeˇnny´ch:
• threadIdx - uda´va´ index vla´kna (cˇı´slova´no od nuly), ve ktere´m je aktua´lneˇ spusˇteˇn
kernel. Nejcˇasteˇji vyuzˇı´vana´ promeˇnna´ typu dim3, cozˇ je trˇı´ slozˇkovy´ vektor. Jak bylo
uvedeno v prˇedcha´zejı´cı´ podkapitole a v textu vy´sˇe, velikost bloku (tedy pocˇet vla´-
ken v bloku) je trojrozmeˇrna´ hodnota a slouzˇı´ ke snadneˇjsˇı´ pra´ci s vı´cerozmeˇrny´mi
poli. V praxi nemusı´me vzˇdy pouzˇı´vat vsˇechny slozˇky vektoru, ale mu˚zˇeme pouzˇı´t
naprˇı´klad pouze jednu. I v takove´m prˇı´padeˇ vsˇak musı´me uve´st, ze ktere´ slozˇky
pozˇadujeme identifikacˇnı´ cˇı´slo vla´kna (threadIdx.x). Obdobneˇ prˇistupujeme k hod-
nota´m jednotlivy´ch slozˇek i u vsˇech ostatnı´ch promeˇnny´ch.
• blockDim - uda´va´ velikost bloku (pocˇet vla´ken v bloku), promeˇnna´ typu dim3.
• blockIdx - uda´va´ index bloku, promeˇnna´ typu dim2 (dvou-rozmeˇrny´ vektor).
• gridDim - uda´va´ pocˇet bloku˚ v dane´m gridu, promeˇnna´ typu dim2.
Parametry kernelu se zada´vajı´ obdobneˇ jako u klasicke´ metody v jazyce C. Pokud
vsˇak chceme v pameˇti graficke´ karty alokovat pole (linea´rnı´ pameˇt’), musı´me k tomuto
u´cˇelu vyuzˇı´t metodu z knihovny CUDA, ktera´ je velmi podobna´ metodeˇ pro alokaci pole
v jazyce C. Pokud chceme nakopı´rovat data ulozˇena´ v poli v operacˇnı´ pameˇti do pole,
ktere´ je alokova´no v pameˇti graficke´ karty, nebo chceme data nakopı´rovat opacˇny´m
smeˇrem, opeˇt je pro tento prˇı´pad vytvorˇena metoda v knihovneˇ CUDA SDK. Vy´pis 1
na´zorneˇ prˇedstavuje nejpouzˇı´vaneˇjsˇı´ metody knihovny CUDA SDK.
...
int ∗h pole, ∗d pole;
h pole = ( int ∗)malloc(5 ∗ sizeof(int ) ) ;
cudaMalloc((void∗∗)&d pole, 5 ∗ sizeof(int));
naplnPole<<<1, 5>>>(d pole);
cudaThreadSynchronize();
cudaMemcpy(h pole, d pole, 5∗sizeof(int), cudaMemcpyDeviceToHost);
cudaFree(d pole);
...
Vy´pis 1: Vytvorˇenı´ a kopı´rova´nı´ pole v CUDA aplikaci
Pozna´mka 2.1 Pro prˇehlednost a lepsˇı´ orientaci v ko´du doporucˇuji pouzˇı´vat prefixy uka-
zatelu˚, pro ktere´ chceme alokovat pameˇt’ (h pro ukazatel alokovany´ v operacˇnı´ pameˇti
a d pro ukazatel alokovany´ v pameˇti graficke´ karty).
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Nejprve si deklarujemepointery (ukazatele) na jednotliva´ pole.Na´sledneˇ alokujimı´sto
v operacˇnı´ pameˇti pro pole o velikosti 5 a pote´ alokuji mı´sto pro totozˇne´ pole v globa´lnı´
pameˇti graficke´ karty. Zavola´ se kernel naplnPole, ktery´ na´m naplnı´ pole v pameˇti graficke´
karty neˇjaky´mi hodnotami. Metoda cudaThreadSynchronize() zajistı´, zˇe program nebude
pokracˇovat ve vykona´va´nı´ na´sledujı´cı´ho ko´du, dokud nebudou vsˇechna vla´kna spusˇteˇna´
pro dany´ kernel ukoncˇena. Metoda cudaMemcpy pozˇaduje vzˇdy cˇtyrˇi parametry a to:
cı´lovy´ ukazatel, vy´chozı´ ukazatel na pole, velikost prˇena´sˇeny´ch dat a smeˇr prˇena´sˇenı´
dat (pro kopı´rova´nı´ dat z operacˇnı´ pameˇti do globa´lnı´ pameˇti graficke´ karty se pouzˇı´va´
prˇı´znak cudaMemcpyHostToDevice). Po prˇekopı´rova´nı´ dat je mı´sto alokovane´ v pameˇti
graficke´ karty uvolneˇno.
Existujı´ take´ metody pro alokaci a kopı´rova´nı´ dat urcˇene´ pro dvourozmeˇrna´ a trojroz-
meˇrna´ pole. Jsou to metody cudaMallocPitch, cudaMalloc3D pro alokaci a cudaMemcpy2D,
cudaMemcpy3D pro kopı´rova´nı´ dat.
Pro lepsˇı´ pochopenı´ paralelnı´ho programova´nı´ doporucˇuji nastudovat alesponˇ jednu
z publikacı´ [2], [3] nebo [1].
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3 Algoritmus Marching squares
3.1 Marching cubes
Algoritmus Marching cubes (v prˇekladu ”Pochodujı´cı´ krychle”) je metoda pouzˇı´vana´
k povrchove´mu vyja´drˇenı´ dat zaznamenany´ch ve voxelove´ podobeˇ. Jedna´ se tedy o popis
dane´ho voxelove´ho objektu pomocı´ plochy navza´jem propojeny´ch n-u´helnı´ku˚. Nejcˇasteˇji
je vyuzˇı´va´na pro vyja´drˇenı´ medicı´nsky´ch dat, tedy ve spojenı´ s dobry´m prahova´nı´m
objektu, pro snadneˇjsˇı´ odlisˇenı´ jeho cˇa´stı´.[4]
Pozna´mka 3.1 Voxel - jedna´ se o slozˇeninu anglicky´ch slov volumetric, cˇesky ”obje-
movy´”, a pixel. Je to cˇa´stice objemu, prˇedstavujı´cı´ hodnotu v pravidelne´ mrˇı´zˇce trˇı´ dimen-
ziona´lnı´ho (da´le jen 3D) prostoru pocˇı´tacˇove´ grafiky. Je to v podstateˇ analogie k pixelu,
ktery´ reprezentuje dvou dimenziona´lnı´ (da´le jen 2D) grafiku.
Jelikozˇ ve sve´ pra´ci tento algoritmus nevyuzˇı´va´m a uva´dı´m ho zde jen proto, zˇe algo-




Princip algoritmu Marching squares (cˇesky ”Pochodujı´cı´ cˇtverce”) je velice podobny´
principu vy´sˇe zmı´neˇne´ho algoritmuMarching cubes.Hlavnı´ rozdı´lmezi teˇmito algoritmy
je v tom, zˇe Marching cubes se pouzˇı´va´ v trojrozmeˇrne´m prostoru a Marching squares
zase v dvojrozmeˇrne´m prostoru. Jak podrobneˇji uvedu nı´zˇe, obeˇ metody majı´ neˇkolik
prˇı´padu˚, podle ktery´ch se pak rozhoduje, jak se ma´ algoritmus da´le chovat. V ra´mci
Marching squares se jedna´ prˇesneˇ o sˇestna´ct prˇı´padu˚, kdezˇto Marching cubes jich ma´
dı´ky 3D prostoru daleko vı´ce a to 256.
Meˇjme tedy mrˇı´zˇku s indexy i a j, ktere´ odpovı´dajı´ kroku˚m na ose x a y, o velikosti
m a n, kde index i naby´va´ hodnot od nuly azˇ po m − 1 a index j hodnot od nuly azˇ
po n − 1. Tyto indexy na´m oznacˇujı´ jednotlive´ vrcholy dane´ mrˇı´zˇky. Kazˇdy´ vrchol te´to
mrˇı´zˇky je ohodnocenurcˇitouhodnotou.Da´le si nadefinujemehodnotuh, ktera´ na´muda´va´
rea´lnou velikost posuvu prˇi posunu v indexu o 1 a platı´ jak pro index i, tak pro index j.
Nakonec ma´me danou urcˇitou referencˇnı´ hodnotu, se kterou jednotlive´ vrcholy mrˇı´zˇky
porovna´va´me. Tuto hodnotu si nazveme naprˇı´klad f0 a hodnotu vrcholu˚ mrˇı´zˇky jako
fij . Pomocı´ referencˇnı´ hodnoty f0 hleda´me v nasˇı´ mrˇı´zˇce krˇivku, ktera´ te´to hodnoteˇ
odpovı´da´. Na´sledneˇ procha´zı´me mrˇı´zˇku po jednotlivy´ch bunˇka´ch (procha´zı´me pouze
vrcholy mrˇı´zˇky, ale vzˇdy porovna´va´me s referencˇnı´ hodnotou cˇtyrˇi vrcholy, ktere´ na´m
tvorˇı´ bunˇkumrˇı´zˇky) a rozhodujeme, zda vrcholy dane´ bunˇky vyhovujı´ referencˇnı´ hodnoteˇ
nebo ne. V prˇı´padeˇ, zˇe porovna´vany´ vrchol splnˇuje podmı´nku fij ≤ f0, pak tento vrchol
oznacˇujeme v ra´mci dane´ bunˇky jako vnitrˇnı´ vrchol. Jestlizˇe porovna´vany´ vrchol tuto
podmı´nkunesplnˇuje, pak jej oznacˇujeme jako vneˇjsˇı´ vrchol. Pokud je jeden vrchol oznacˇen
jako vnitrˇnı´ a druhy´ jako vneˇjsˇı´ a za´rovenˇ tyto dva vrcholy lezˇı´ na stejne´ hraneˇ bunˇky,
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vyply´va´ na´m z te´to situace, zˇe jeden z bodu˚ hledane´ krˇivky lezˇı´ neˇkde mezi teˇmito
vrcholy. Takto si oznacˇı´me vsˇechny cˇtyrˇi vrcholy porovna´vane´ bunˇky a dostaneme index,
ktery´ na´muda´va´, o ktery´ z sˇestna´ctimozˇny´chprˇı´padu˚ ohodnocenı´ bodu˚ se jedna´.Obra´zek
4 nı´zˇe zobrazuje vsˇech sˇestna´ct prˇı´padu˚ rozmı´steˇnı´ vnitrˇnı´ch bodu˚. Vrcholy s bı´lou vy´plnı´
uda´vajı´ vneˇjsˇı´ body a vrcholy s cˇernou vy´plnı´ naopak vnitrˇnı´ body. Cˇervena´ cˇa´ra oznacˇuje,
kudy vede hledana´ krˇivka.
Obra´zek 4: 16 prˇı´padu˚ rozmı´steˇnı´ vnitrˇnı´ch bodu˚.
Nejvy´hodneˇjsˇı´ metoda pro zı´ska´nı´ indexu cele´ bunˇky je ohodnocenı´ vrcholu˚ pomocı´
dvojkove´ soustavy. Pokud si vrcholy bunˇky oznacˇı´me jako A, B, C a D (levy´ dolnı´, pravy´
dolnı´, pravy´ hornı´ a levy´ hornı´ vrchol), pak index zı´ska´me jako
index = a ·20+b ·21+c ·22+d ·23, kde a, b, c, d jsou hodnoty 0 nebo 1 podle toho, zda body
A, B, C, D jsou vnitrˇnı´mi body nebo ne. Tı´mto zpu˚sobemdostaneme index v rozmezı´ hod-
not <0, 15>. Podle tohoto zı´skane´ho indexu pak z takzvane´ tabulky u´secˇek (nebo jinak
definovany´ch bodu˚ hledane´ krˇivky pro dany´ prˇı´pad) zjistı´me, na ktery´ch hrana´ch, re-
spektive mezi ktery´mi vrcholy porovna´vane´ bunˇky, se nacha´zı´ koncove´ body hledane´
krˇivky. Kdyzˇ zı´ska´me polohu jednotlivy´ch bodu˚ krˇivky, stacˇı´ jizˇ jen vypocˇı´st vzda´lenost
teˇchto bodu˚ od vrcholu˚ bunˇky a to jako h/2. Takto vypocˇtena´ vzda´lenost vsˇak nenı´ velmi
prˇesna´, a proto se spı´sˇe pouzˇı´va´ linea´rnı´ interpolace.
3.2.2 Nejednoznacˇnosti algoritmu
Prˇi vypocˇı´ta´va´nı´ krˇivek pomocı´ algoritmu Marching squares (stejneˇ jako u Marching
cubes) mohou nastat za urcˇity´ch podmı´nek prˇı´pady, ktery´m rˇı´ka´me nejednoznacˇne´
nebo dvojsmyslne´ (anglicky nazy´vane´ jako ambiguous cases). Na obra´zku 5 jsou tyto
prˇı´pady demonstrova´ny. V praxi nelze jednoznacˇneˇ urcˇit, zda pouzˇijeme k vykreslenı´
krˇivek prˇı´pady z prvnı´ho cˇi z druhe´ho rˇa´dku. Proto se musı´me jizˇ prˇi implementaci
algoritmu rozhodnout, ktery´ z teˇchto rˇa´dku˚ pouzˇijeme. Pokud nebudeme oba rˇa´dky
kombinovat, mu˚zˇeme pouzˇı´t ktery´koli rˇa´dek a vy´sledek bude obdobny´. Jestlizˇe zvolı´me
prˇı´pady z druhe´ho rˇa´dku, vymezene´ oblasti, ktere´ vyhovujı´ hodnoteˇ f0, budou souvisle´.
Kdyzˇ zvolı´me pro implementaci prvnı´ rˇa´dek, vymezene´ oblasti vyhovujı´cı´ hodnoteˇ f0
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budou odtrzˇene´ a naopak zbyla´ oblast (nevyhovujı´cı´ referencˇnı´ hodnoteˇ) bude souvisla´.
Pro svou aplikaci jsem zvolil pra´veˇ prˇı´pady z druhe´ho rˇa´dku.
Obra´zek 5: Nejednoznacˇne´ prˇı´pady.
3.2.3 Na´zorny´ prˇı´klad
Pro snadneˇjsˇı´ pochopenı´ principu algoritmuMarching squares jsem si prˇipravil na´sledu-
jı´cı´ prˇı´klad. Obra´zek 6 ukazuje na´hodnou bunˇku zmrˇı´zˇky s jizˇ vygenerovanou vy´slednou
krˇivkou s vyuzˇitı´m linea´rnı´ interpolace. Na´sledujı´cı´m postupem si uka´zˇeme, jak zjistit
velikosti u´secˇek x a y, tedy vzda´lenosti koncovy´ch bodu˚ hledane´ krˇivky od vy´chozı´ch
vrcholu˚ dane´ bunˇky.
Obra´zek 6: Na´hodna´ bunˇka z mrˇı´zˇky.
Meˇjme hodnotu f0 = 4. Nejprve zı´ska´me hodnoty vrcholu˚ pro porovna´va´nı´ s f0:
• A = fij+1 = 1
• B = fi+1j+1 = 3
• C = fi+1j = 5
• D = fij = 1
Z teˇchto vrcholu˚ za pomocı´ porovna´vacı´ funkceA(B,C,D) ≤ f0 se dozvı´me, zˇe pouze
jediny´ vrchol zkoumane´ bunˇky je oznacˇen jako vneˇjsˇı´ a to vrchol C. Ohodnotı´me vsˇechny
vnitrˇnı´ vrcholy dle vy´sˇe uvedene´ho sche´matu dvojkove´ soustavy a dostaneme hodnotu
index = 11. Podle neˇj vyhleda´me v tabulce u´secˇek, kde se nacha´zejı´ koncove´ body krˇivky.
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Takto zjistı´me, zˇe hledane´ body krˇivky se nacha´zı´ mezi vrcholy DC a CB. Na´sledneˇ
linea´rnı´ interpolacı´ vypocˇteme vzda´lenost mezi teˇmito body:
x =
f0 −D
C −D · h =
4− 1





B − C · h =
4− 5
3− 5 · h =
h
2
Tento postup opakujeme pro vsˇechny ostatnı´ bunˇky v mrˇı´zˇce, cˇı´mzˇ vznikne jedna
nebo vı´ce souvisly´ch oblastı´, ktere´ vyhovujı´ referencˇnı´ hodnoteˇ f0. Vsˇechny sousednı´
bunˇky, ktere´ majı´ na sve´ spolecˇne´ hraneˇ koncovy´ bod krˇivky, majı´ take´ vzˇdy stejne´
hodnoty vrcholu˚ na spolecˇne´ hraneˇ. Z toho vyply´va´, zˇe i linea´rnı´ interpolace teˇchto
vrcholu˚ si budou rovny a vy´sledna´ krˇivka bude souvisla´. V idea´lnı´m prˇı´padeˇ krˇivka
nebo krˇivky tvorˇı´ uzavrˇeny´ obrazec. U buneˇk lezˇı´cı´ch na okraji mrˇı´zˇky vsˇak docha´zı´
k prˇı´padu˚m, kdy dı´ky konci mrˇı´zˇky nemu˚zˇeme urcˇit jak krˇivka pokracˇuje a vy´sledna´
krˇivka je v teˇchto mı´stech otevrˇena´.
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4 Rozbor zadane´ho proble´mu
My´m u´kolem je na za´kladeˇ vy´sˇe uvedene´ teorie vytvorˇit aplikaci, ktera´ pro zjednodusˇenı´
a prˇehlednost v tomto dokumentu bude rozdeˇlena do na´sledujı´cı´ch cˇa´stı´:
1. Nacˇtenı´ obra´zku a vytvorˇenı´ matice z hodnot pixelu˚
2. Generova´nı´ izocˇa´r
3. Export izocˇa´r do vektorove´ grafiky
4.1 Nacˇtenı´ obra´zku a vytvorˇenı´ matice z hodnot pixelu˚
Jako vstupnı´ soubor jsem si pro mou aplikaci vybral bitmapu (forma´t obra´zku pro ukla´-
da´nı´ rastrove´ grafiky) ve stupnı´ch sˇedi, jejı´zˇ bitova´ hloubka cˇinı´ 8 nebo 24 bitu˚. Pro za´-
kladnı´ operace typu nacˇtenı´ obra´zku, zjisˇteˇnı´ sˇı´rˇky a vy´sˇky obra´zku a jine´, vyuzˇı´va´m
ve sve´m projektu open source (cˇesky ”otevrˇeny´ zdrojovy´ ko´d”) knihovnu FreeImage
(verze 3.13.1), ktera´ je sˇı´rˇena pod dvojı´ licencı´ GNU General Public License a FreeImage
Public License, ktere´ umozˇnˇujı´ volne´ uzˇitı´ te´to knihovny pro open source, respektive ko-
mercˇnı´, projekty. Vı´ce informacı´ zjistı´te na adrese <http://freeimage.sourceforge.net/>.
Pomocı´ metody, ktera´ vyuzˇı´va´ te´to knihovny, tedy nacˇtu danou bitmapu. Tato metodami
za´rovenˇ nastavı´ promeˇnne´ width = sˇı´rˇka bitmapy a height = vy´sˇka bitmapy.
Na´sledneˇ potrˇebuji zı´skat matici o velikosti width x height, do ktere´ ulozˇı´m hodnoty
zı´skane´ z jednotlivy´ch pixelu˚ bitmapy. Jelikozˇ tuto matici bych da´le poslal do nı´zˇe po-
psane´ho kernelu pro generova´nı´ izocˇa´r, rozhodl jsem se pro ulozˇenı´ hodnot z bitmapy
do matice pouzˇı´t take´ kernel, ve ktere´m provedu ulozˇenı´ dat do matice a ukazatel na tuto
matici ulozˇenou v pameˇti graficke´ karty pote´ prˇeposˇlu do kernelu pro generova´nı´ izocˇa´r.
Pozna´mka 4.1 I kdyzˇ pouzˇı´va´m vy´raz matice, ktery´ prˇedstavuje dvojrozmeˇrne´ pole,
v programu ukla´da´m data pouze do jednorozmeˇrny´ch polı´. Vy´raz matice uzˇı´va´m jen
proto, zˇe si lze pak le´pe prˇedstavit popisovane´ pojmy.
4.2 Generova´nı´ izocˇa´r
Pro tuto cˇa´st aplikace je vytvorˇen cyklus, ktery´ prˇedstavuje zvysˇova´nı´ testovacı´ (refe-
rencˇnı´) u´rovneˇ o velikost kroku. Testovacı´ u´rovenˇ mu˚zˇe naby´vat hodnot z intervalu
<0, 255> (256 stupnˇu˚ sˇedı´) a krok je nastaven prˇi spusˇteˇnı´ programu. V prve´ rˇadeˇ je
spusˇteˇn kernel pro generova´nı´ izocˇa´r. Jednı´m z parametru˚ tohoto kernelu je i jizˇ vy´sˇe
zmı´neˇny´ ukazatel na pole s nacˇteny´mi hodnotami jednotlivy´ch pixelu˚. Tento postup je
vy´hodny´, jelikozˇ data zu˚sta´vajı´ sta´le v pameˇti graficke´ karty a nemusejı´ by´t sta´le prˇe-
kopı´rova´va´ny z graficke´ pameˇti do operacˇnı´ a naopak. Kernel implementuje algoritmus
Marching squares. Pro vy´pocˇty pouzˇı´va´m druhou takzvanou vy´pocˇetnı´ matici o velikosti
width − 1xheight − 1. Tato matice, obrazneˇ rˇecˇeno, lezˇı´ na matici s hodnotami pixelu˚,
ktera´ na´m tak uda´va´ hodnoty vrcholu˚ buneˇk vy´pocˇetnı´ matice. Vy´pocˇetnı´ matice v pod-
stateˇ prˇedstavuje testovanoumrˇı´zˇku algoritmuMarching squares. Jak toto napojenı´ obou
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matic prˇesneˇ funguje na´m demonstruje obra´zek 7. Cˇernou, respektive sˇedou, barvou je
zna´zorneˇna matice s hodnotami jednotlivy´ch vrcholu˚ vy´pocˇetnı´ matice a modra´ barva
zna´zornˇuje vy´pocˇetnı´ matici. Zna´zorneˇne´ sˇipky prˇedstavujı´ smeˇr ”ru˚stu” spusˇteˇny´ch
bloku˚ a vla´ken. Tuto metodu organizace vla´ken jsem zvolil proto, zˇe maxima´lnı´ pocˇet
vla´ken spusˇteˇny´ch v ra´mci jednoho bloku je 512, pocˇet bloku˚ v gridu mu˚zˇe by´t azˇ 65000
a obra´zky se veˇtsˇinou vytva´rˇejı´ nalezˇato nebo jsou cˇtvercove´ho forma´tu. Z tohoto du˚vodu
pouzˇı´va´m vla´kna pro procha´zenı´ sloupcu˚ a ne rˇa´dku˚ (pocˇet spusˇteˇny´ch bloku˚ je roven
sˇı´rˇce vy´pocˇetnı´ matice). Pokud je vy´sˇka vy´pocˇetnı´ matice veˇtsˇı´ nezˇ 512, kdy pocˇet vla´ken
jizˇ na tuto velikost nestacˇı´, vla´kna pak dany´ vy´pocˇet izocˇa´r opakujı´ i pro bunˇky s indexem
veˇtsˇı´m nezˇ 511, dokud nespocˇı´tajı´ vsˇechny bunˇky ve sve´m sloupci.
Obra´zek 7: Propojenı´ vy´pocˇetnı´ matice a matice s hodnotami vrcholu˚.
V implementovane´m algoritmu Marching squares nepouzˇı´va´m klasickou linea´rnı´
interpolaci, jelikozˇ jsou jiste´ prˇı´pady, kdy pomocı´ linea´rnı´ interpolace nebude vykreslena
krˇivka, ale pouze bod, ktery´ vsˇak v konecˇne´m du˚sledku nebude videˇt. Mou domneˇnku
vysveˇtlı´m na na´sledujı´cı´m prˇı´kladu.
Meˇjme naprˇı´klad bunˇku s vrcholy A, B, C a D, kde jejich vrcholy majı´ hodnoty (5,
5, 5, 1), a hodnotu f0 = 1. Kdyzˇ postup zı´ska´va´nı´ krˇivky zkra´tı´m, po urcˇity´ch krocı´ch
budu veˇdeˇt, zˇe koncove´ body hledane´ krˇivky se nacha´zejı´ mezi vrcholy DA a DC. Po
aplikaci linea´rnı´ interpolace na jednotlive´ hodnoty teˇchto vrcholu˚ zı´ska´me hodnoty x =
y = 0. V takove´m prˇı´padeˇ, jak jsem jizˇ zmı´nil, dostanu pouze bod a ne krˇivku. Dana´
bunˇka pak vypada´, jako by vsˇechny jejı´ vrcholy byly vnitrˇnı´mi nebo vneˇjsˇı´mi vrcholy.
Proto pouzˇı´va´m na´sledujı´cı´ postup:
1. porovna´m hodnoty vy´chozı´ho a koncove´ho vrcholu
2. vypocˇı´ta´m velikost kroku add = hvetsiHodnotaV rcholu−mensiHodnotaV rcholu+1
3. zjistı´m na´sobek velikosti krokumulti = vychoziV rchol − f0
4. pokud jemulti ≤ 0 provedumulti = multi · (−1) a pote´multi = multi+ 1
5. nakonec vypocˇı´ta´m vzda´lenost bodu krˇivky od vy´chozı´ho vrcholu add = add·multi
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Tatometoda sice spra´vneˇ vykresluje krajnı´ krˇivky, ale nenı´ prˇı´lisˇ prˇesna´, protozˇepokud
bychom meˇli stejnou bunˇku jako jsme pouzˇili vy´sˇe a referencˇnı´ hodnota by byla f0 = 3,
pak by vzda´lenost od vy´chozı´ho bodu meˇla by´t h/2. V prˇı´padeˇ me´ metody vsˇak docha´zı´
k vychy´lenı´ smeˇrem k vrcholu s vysˇsˇı´ hodnotou. Jelikozˇ je ale vme´ aplikaci hodnota h = 1
(reprezentuje velikost pixelu), je tato odchylka zanedbatelna´.
Po skoncˇenı´ vy´pocˇtu˚ kernelu se vygenerovane´ izocˇa´ry ulozˇı´ do u´lozˇisˇteˇ v pameˇti,
kde jsou ukla´da´ny i se svy´mi prˇı´slusˇny´mi body. Jakmile jsou porovna´ny vsˇechny u´rovneˇ,
respektive testovacı´ u´rovenˇ prˇevy´sˇı´ hodnotu 255, tato cˇa´st aplikace koncˇı´.
4.3 Export izocˇa´r do vektorove´ grafiky
Pro provedenı´ exportu vygenerovany´ch izocˇa´r vyuzˇı´va´m knihovny LibBoard (verze
0.8.6b), ktera´ je sˇı´rˇena pod licencı´ GNU Lesser General Public License. Blizˇsˇı´ informace
na adrese <http://libboard.sourceforge.net/>. Tato knihovna umozˇnˇuje ze zadany´ch
objektu˚ (cˇa´ry, obde´lnı´ky, body, a jine´) prova´deˇt exporty do forma´tu˚ PostScript, Fig a SVG
(Scalable Vector Graphics).
Export izocˇa´r probı´ha´ v teˇle samostatne´metody, ktera´ procha´zı´ jednotlive´ ulozˇene´ cˇa´ry
v pameˇti. Pro kazˇdou cˇa´ru zı´ska´ pocˇa´tecˇnı´ a koncovy´ bod a jejich sourˇadnice nacˇte do ob-
jektu, ktery´ prˇedstavuje knihovnu LibBoard, v podobeˇ cˇa´ry. Kdyzˇ metoda nacˇte vsˇechny
izocˇa´ry, zavola´ se metoda knihovny LibBoard, ktera´ vsˇechny nacˇtene´ cˇa´ry ulozˇı´ do SVG
souboru. Protozˇe knihovna LibBoard prozatı´m nepodporuje vkla´da´nı´ obra´zku˚ do SVG
souboru, upravil jsem ji tak, aby bylo mozˇne´ vstupnı´ obra´zek importovat do vy´stup-
nı´ho souboru s vykresleny´mi izocˇa´rami. Je tedy nutne´ mı´t origina´lnı´ bitmapu umı´steˇnou
ve stejne´ slozˇce s vy´stupnı´ SVG souborem, aby se bitmapa zobrazovala jako pozadı´.
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5 Programova´ cˇa´st
Aplikace je napsa´na v jazyce C++ s vyuzˇitı´m knihovny CUDA SDK 2.3, ktera´ je urcˇena
pro tvorbu ko´du spustitelne´ho na graficky´ch karta´ch s cˇipem spolecˇnosti nVidia. V te´to
cˇa´sti na´sledovneˇ podrobneˇji popı´sˇi jednotlive´ cˇa´sti aplikace, jejich metody (kernely) a pa-
rametry dany´ch funkcı´.
5.1 Main
Hlavnı´ cˇa´st aplikace, ktera´ tvorˇı´ jakousi kostru programu, obsahuje pouze ko´d spustitelny´
na procesoru a metody pro u´vodnı´ inicializaci nebo za´veˇrecˇny´ export izocˇa´r do SVG for-
ma´tu.
ParseCommands
• Kontroluje zadane´ parametry prˇi spousˇteˇnı´ programu a u nepovinny´ch parametru˚
nastavuje jejich vy´chozı´ hodnoty.
• Parametry:
– argc - pocˇet zadany´ch argumentu˚
– argv[] - pole se zadany´mi argumenty
– path - na´zev (cesta) souboru s bitmapu vy´sˇkove´ mapy
– stepLevel - velikost kroku pro zvysˇova´nı´ testovany´ch u´rovnı´
– textOutput - pokud je hodnota nastavena na true, ukla´da´ sourˇadnice vygene-
rovany´ch izocˇa´r do textove´ho souboru ”output.txt”
• na´vratova´ hodnota - true v prˇı´padeˇ, zˇe byly dane´ argumenty zada´ny spra´vneˇ
PrintHelp
• Vytiskne na´poveˇdu s vy´pisem vsˇech podporovany´ch parametru˚ pro spusˇteˇnı´ apli-
kace. Metoda je zavola´na pokud metoda ParseCommands vra´tı´ hodnotu false.
LoadImage
• Oveˇrˇuje zda zadany´ soubor je cˇi nenı´ bitmapa.
• Parametry:
– fileName - na´zev souboru s bitmapou
– width - sˇı´rˇka bitmapy
– height - vy´sˇka bitmapy
– pitch - sˇı´rˇka bitmapy bytech (Pro vy´konnostnı´ u´cˇely je v knihovneˇ FreeImage
kazˇdy´ rˇa´dek s RGB hodnotami jednotlivy´ch pixelu˚ zarovna´n na na´sobky 16-ti,
proto je nutne´ pro spra´vne´ procha´zenı´ hodnot pixelu˚ zna´t tuto hodnotu. Nelze
se orientovat dle hodnoty width!)
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– bitDepth - bitova´ hloubka bitmapy
• na´vratova´ hodnota - ukazatel na objekt nacˇtene´ bitmapy
ExportToSVG
• Procha´zı´ ulozˇene´ izocˇa´ry a exportuje je pomocı´ knihovny LibBoard do SVG souboru
vektorove´ grafiky.
• Parametry:
– lines - objekt s ulozˇeny´mi izocˇa´rami a jejich body
– width - sˇı´rˇka bitmapy
– height - vy´sˇka bitmapy
– fileName - na´zev vy´stupnı´ho SVG souboru
– original - na´zev vstupnı´ bitmapy
5.2 IsoLines
Zde jsou ulozˇeny kernely a jejich inicializacˇnı´ metody.
CheckCUDAError
• Kontroluje, zda prˇi operacı´ch na GPU nedosˇlo k chybeˇ. Pokud ano, danou chybu
vypı´sˇe a ukoncˇı´ aplikaci.
• Parametry:
– msg - oznacˇenı´ prova´deˇne´ operace (naprˇı´kladmemcpy nebo kernel invocation)
GetPixelValue
• Inicializuje potrˇebne´ promeˇnne´ pro kernel GetPixelValueKernel a pote´ ho spustı´.
– h bits - pole s RGB hodnotami pixelu˚
– d imageGrid - pole pro ulozˇenı´ hodnot z pixelu˚
– width - sˇı´rˇka bitmapy
– height - vy´sˇka bitmapy
– pitch - sˇı´rˇka bitmapy v bytech
– bitDepth - bitova´ hloubka
– gridMemSize - velikost pole d imageGrid




• Inicializuje potrˇebne´ promeˇnne´ pro kernel IsoLinesKernel a pote´ ho spustı´.
• Parametry:
– d imageGrid - pole s ulozˇeny´mi hodnotami pixelu˚
– width - sˇı´rˇka bitmapy
– height - vy´sˇka bitmapy
– lines - ukazatel na objekt pro ulozˇenı´ izocˇa´r a jejich bodu˚
– levelStep - velikost kroku testovacı´ch u´rovnı´
– textOutput - pokud je nastavena hodnota true, sourˇadnice bodu˚ izocˇa´r budou
ulozˇeny do textove´ho souboru ”output.txt”
5.3 StoragePoint
V te´to trˇı´deˇ jsou uchova´va´ny sourˇadnice bodu. Dva tyto body pak tvorˇı´ cˇa´ru. Trˇı´da
obsahuje takzvane´ get a set metody, cozˇ jsou metody pro nastavenı´ a zı´ska´nı´ jednotlivy´ch
bodu˚.
• priva´tnı´ promeˇnne´:
– x - sourˇadnice x typu float
– y - sourˇadnice y typu float
5.4 StorageLine
Trˇı´da prˇedstavuje cˇa´ru, ktera´ uchova´va´ odkazy na body dane´ cˇa´ry formou indexu jed-
norozmeˇrne´ho vektoru, ktery´ ukla´da´ vsˇechny body. Jsou zde take´ get a set metody pro
jednotlive´ indexy bodu˚.
• priva´tnı´ promeˇnne´:
– point1 - index na pocˇa´tecˇnı´ bod typu unsigned int
– point2 - index na koncovy´ bod typu unsigned int
5.5 PLStorage
Trˇı´da, ktera´ uchova´va´ v samostatny´ch jednorozmeˇrny´ch vektorech body a cˇa´ry. Navı´c
obsahuje hash tabulku implementovanou jako mapu. Hash tabulka slouzˇı´ pro rychlejsˇı´
porovna´va´nı´ sourˇadnic vkla´dany´ch bodu˚. Protozˇe vygenerovane´ izocˇa´ry ohranicˇujı´cı´
souvisle´ oblasti na sebe navazujı´, kazˇde´ dveˇ cˇa´ry majı´ tedy jeden spolecˇny´ bod. Proto je
zbytecˇne´ ukla´dat tyto spolecˇne´ body vı´cekra´t.
V prˇı´padeˇ, zˇe vkla´da´me novy´ bod, vytvorˇı´ se pomocı´ hash funkce z jeho sourˇadnic
hash hodnota. Tato hodnota se na´sledneˇ porovna´va´ s hodnotami v hashovacı´ tabulce.
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Pokud dany´ hash v tabulce existuje, znamena´ to, zˇe dany´ bod take´ existuje a nenı´ nutne´
jej ukla´dat. Pokud ale hodnota hashe v hashovacı´ tabulce neexistuje, ulozˇı´ se hash do ha-
shovacı´ tabulky a bod do vektoru s uchova´vany´mi body.
Trˇı´da vsˇak nenı´ prima´rneˇ urcˇena´ pro ukla´da´nı´ samotny´ch bodu˚, i kdyzˇ se takto da´
pouzˇı´t. Jejı´ hlavnı´ funkcı´ v ra´mci te´to aplikace je ukla´danı´ cˇar. Cˇa´ra je tvorˇena dveˇma
body a vy´sˇe zmı´neˇny´ postup ukla´da´nı´ bodu je pouzˇit pro oba body vkla´dane´ cˇa´ry.
• definovane´ typy:
– HashTable - vlastnı´ definovany´ typ pro hash tabulku, ktery´ je vytvorˇen z pu˚-
vodnı´ho typu map< int64, unsigned int>
• priva´tnı´ promeˇnne´:
– points - jednorozmeˇrny´ vektor pro uchova´va´nı´ bodu˚ typu
vector<SotragePoint>
– lines - jednorozmeˇrny´ vektor pro uchova´va´nı´ cˇar typu
vector<SotrageLine>
HashPoint
• Vytva´rˇı´ z dany´ch sourˇadnic hash hodnotu.
• Parametry:
– x - sourˇadnice x
– y - sourˇadnice y
• na´vratova´ hodnota - hash vytvorˇeny´ z dany´ch sourˇadnic
PointExists
• Procha´zı´ hashovacı´ tabulku a zjisˇt’uje, zda hash porovna´vane´ho bodu existuje.
– hash - hash hodnota
• na´vratova´ hodnota - pokud je nalezen dany´ hash v tabulce, vracı´ jeho index, ktery´ je
totozˇny´ s indexemboduulozˇeny´mvevektoru sulozˇeny´mi body, jinakvracı´ hodnotu
-1
AddPoint
• Pokud bod s dany´mi sourˇadnicemi neexistuje, pak tento bod ulozˇı´.
• Parametry:
– x - sourˇadnice x
– y - sourˇadnice y
• na´vratova´ hodnota - index pozice bodu ve vektoru points
22
AddLine
• Pocˇa´tecˇnı´ i koncovy´ bod cˇa´ry je ulozˇen a indexy obou bodu˚ pak tvorˇı´ cˇa´ru, ktera´ je
ulozˇena do vektoru lines.
• Parametry:
– x1 - sourˇadnice x pocˇa´tecˇnı´ho bodu
– y1 - sourˇadnice y pocˇa´tecˇnı´ho bodu
– x2 - sourˇadnice x koncove´ho bodu
– y2 - sourˇadnice y koncove´ho bodu
V trˇı´deˇ se take´ nacha´zı´ getmetodypronacˇtenı´ cˇa´ry neboboduna zadane´ pozici (pokud
je pozice mimo hranice vektoru lines, respektive points, je vra´cena hodnota NULL) a




Soucˇa´stı´ te´to bakala´rˇske´ pra´ce bylo vytvorˇenı´ vy´konnostnı´ch testu˚, ktere´ by porovna´valy
prˇı´nosy zrychlenı´ prˇi prova´deˇnı´ vy´pocˇetneˇ na´rocˇny´ch cˇa´stı´ aplikace. Jelikozˇ jsemprogram
vytva´rˇel v neˇkolika iteracı´ch, meˇl jsemmozˇnost porovnat nejen zrychlenı´ prova´deˇnı´ ko´du
na graficke´ karteˇ s vyuzˇitı´m sdı´lene´ pameˇti oproti zpracova´nı´ na beˇzˇne´m procesoru,
ale mohl jsem do vy´konnostnı´ch testu˚ zahrnout i srovna´nı´ vy´konu aplikace prˇi spusˇteˇnı´
na graficke´ karteˇ pouze s vyuzˇitı´m globa´lnı´ pameˇti.
Svou fina´lnı´ aplikaci jsem tedy pro potrˇeby testova´nı´ rozsˇı´rˇil o drˇı´ve napsany´ kernel,
ktery´ nevyuzˇı´val sdı´lenou pameˇt’a jeho vstupnı´ parametry jsem upravil tak, aby se daly
meˇnit podmı´nky testova´nı´ bez nutnosti opeˇtovne´ kompilace programu. Jedna´ se jmeno-
viteˇ o tyto parametry:
• /iteration - za parametrem na´sleduje cˇı´slo od 1 do 10, ktere´ urcˇuje pocˇet opakova´nı´
dane´ konfigurace.
• /noShareMem - pokud je nastaven tento parametr, bude spusˇteˇna verze kernelu
bez sdı´lene´ pameˇti.
Na´sledneˇ jsem odstranil exportova´nı´ vygenerovany´ch izocˇa´r do forma´tu vektorove´
grafiky SVG a to proto, zˇe tato cˇa´st programu je vykona´va´na pouze procesorem,
takzˇe nema´ prˇı´lisˇ velkou vypovı´dajı´cı´ hodnotu prˇi porovna´va´nı´ rychlosti zpracova´nı´ ge-
nerova´nı´ izocˇa´r na graficke´ karteˇ a procesoru. Navı´c export izocˇa´r je cˇasoveˇ nejna´rocˇneˇjsˇı´
cˇa´st aplikace, cˇili byl odstraneˇn i z cˇasovy´ch du˚vodu˚. I prˇes fakt, zˇe ukla´da´nı´ jednotlivy´ch
izocˇa´r a jejich bodu˚ do prˇipravene´ho u´lozˇisˇteˇ je take´ vykona´va´no jen na procesoru, ne-
jedna´ se v porovna´nı´ s exportem o cˇasoveˇ na´rocˇnou operaci, a proto jsem ji v programu
ponechal. Technologie CUDA doka´zˇe emulovat grafickou kartu podporujı´cı´ tuto techno-
logii, kdy vesˇkery´ ko´d aplikace probı´ha´ pouze na procesoru. Tato vlastnost je prima´rneˇ
urcˇena pro prˇı´pad, kdy vy´voja´rˇ CUDA aplikacı´ nema´ prˇı´stup ke graficke´ karteˇ, ktera´ do-
ka´zˇe zpracovat takovy´ program. Ja´ jsem vsˇak toho vyuzˇil pro otestova´nı´ vy´konnosti
aplikace prˇi zpracova´nı´ procesorem. Nemusel jsem tak zbytecˇneˇ a zdlouhaveˇ prˇepisovat
ko´d urcˇeny´ pro zpracova´nı´ na graficke´ karteˇ, ktery´ by byl pouzˇit jen pro u´cˇely porovna´nı´
vy´konnosti.
6.2 Vstupnı´ parametry testu˚
Jako vstupnı´ testovacı´ obra´zek jsem pouzˇil obra´zek vy´sˇkove´ mapy z webove´ stra´nky
<http://www.letka13.sk/forum/viewtopic.php?f=19&t=1089>.
Protozˇe obra´zek byl pu˚vodneˇ ve forma´tu JPEG (Joint Photographic Experts Group) a ma´
aplikace vyzˇaduje bitmapu, prˇevedl jsem tedy tento obra´zek pomocı´ obycˇejne´ho Malo-
va´nı´, ktere´ je soucˇa´stı´ operacˇnı´ho syste´mu Windows, do neˇkolika bitmapovy´ch obra´zku˚
s bitovou hloubkou 24 bitu˚. Tyto testovacı´ obra´zky meˇly velikost 64x64, 128x128, 256x256
a 512x512 pixelu˚.
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Da´le jsem vytvorˇil dveˇ skupiny testu˚. Prvnı´ sada testu˚ porovna´vala vliv rozmeˇru˚ ob-
ra´zku na de´lku zpracova´nı´ vy´pocˇtu˚, prˇicˇemzˇ velikost kroku zvysˇova´nı´ testovacı´ch u´rovnı´
byla nastavena na hodnotu 8. Druha´ sada testu˚ zkoumala vztah mezi vy´pocˇetnı´m cˇasem
aplikace a velikostı´ kroku testovacı´ u´rovneˇ. K testova´nı´ byl pouzˇit obra´zek o velikosti
512x512 pixelu˚. Aby byla zı´ska´na pru˚meˇrna´ hodnota doby beˇhu programu, nastavil jsem
pocˇet opakova´nı´ pro vsˇechny testy na trˇi, mimo testu aplikace spusˇteˇne´ pouze na CPU.
Jelikozˇ z prvnı´ch zkusˇenostı´ s testova´nı´m jsem vypozoroval, zˇe zpracova´nı´ cele´ho pro-
gramu pouze na procesoru trva´ dlouhou dobu, u testu˚ vy´konu procesoru jsem pouzˇil
pouze jedno opakova´nı´. Nejedena´ se tedy o pru˚meˇrnou hodnotu.
6.3 Testovacı´ sestava
Jako testovacı´ sestavu pro vy´konnostnı´ testy jsem pouzˇil vlastnı´ laptop s na´sledujı´cı´mi
parametry:
• operacˇnı´ syste´m - Microsoft Windows 7
• procesor - AMD Turion Ultra ZM-80 (2,1 GHz)
• operacˇnı´ pameˇt’ - 4GB DDR2
• graficka´ karta - NVIDIA GeForce GT 130M
– velikost pameˇti: 512MB
– pocˇet multiprocesoru˚: 4
– pocˇet jader: 32 (4 · 8)
6.4 Zhodnocenı´ vy´sledku˚ testu˚
Protozˇe rozdı´ly mezi zpracova´nı´m vy´pocˇtu˚ na GPU a CPU byly velke´ a naopak rozdı´ly
mezi GPU s vyuzˇitı´m sdı´lene´ pameˇti a GPU s pouzˇitı´m globa´lnı´ pameˇti byly v rˇa´dech
milisekund, vy´sledne´ grafy jsem rozdeˇlil u obou skupin testu˚ na srovna´nı´ vy´konu mezi
GPUse sdı´lenoupameˇtı´ aCPUana srovna´nı´ vy´konuvy´pocˇtu˚ pouzenagraficky´chkarta´ch
s vyuzˇitı´m ru˚zny´ch pameˇtı´. Zameˇrˇı´m se nejprve na zhodnocenı´ testova´nı´ vy´konnosti
graficke´ho ja´dra s pouzˇitı´m sdı´lene´ pameˇti a bez nı´. Zde byly pro mne vy´sledky mı´rny´m
zklama´nı´m. Ocˇeka´val jsem od pouzˇitı´ sdı´lene´ pameˇti daleko veˇtsˇı´ zrychlenı´ nezˇ jake´ jsem
nameˇrˇil. Rozdı´lymezi jednotlivy´mi vy´pocˇetnı´mi cˇasy byly i v testech s nejveˇtsˇı´mi odstupy
v rˇa´dech milisekund. Prˇesneˇ 0,067 sekundy u minima´lnı´ velikosti kroku v prˇı´padeˇ testu˚
vlivu velikosti kroku a 0,05 sekundy u velikosti obra´zku 512x512 v ra´mci porovna´va´nı´
vlivu velikosti obra´zku. Domnı´va´m se, zˇe veˇtsˇı´ zrychlenı´ by se projevilo azˇ prˇi zpracova´nı´
veˇtsˇı´ho mnozˇstvı´ dat, tedy pokud by byl obra´zek veˇtsˇı´ch rozmeˇru nezˇ 512x512 pixelu˚
(naprˇı´klad 1024x768 a vysˇsˇı´) a za´rovenˇ by byla velikost kroku nastavena na minima´lnı´
hodnotu.
U testu˚ srovna´nı´ vy´konnosti GPU a CPU byla situace opacˇna´. Zde mne naopak rozdı´l
cˇasu˚ zpracova´nı´ prˇekvapil. Nejveˇtsˇı´ rozdı´l pro test vlivu velikosti kroku byl nameˇrˇen
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opeˇt u hodnoty velikosti kroku 4 a to 439,323 sekund, cozˇ je 98-mi na´sobne´ zrychlenı´
vy´pocˇtu GPU oproti CPU. U testu vlivu velikosti obra´zku to byl rozdı´l 223,010 sekund
a 103 kra´t rychlejsˇı´ zpracova´nı´ vy´pocˇtu na GPU pro velikost obra´zku 512x512. Navı´c jsou
tyto vy´sledky dosazˇeny na graficke´ karteˇ pouze s 32-mi ja´dry, kdyzˇ vezmeme v u´vahu,
zˇe nejnoveˇjsˇı´ karty majı´ azˇ 240 jader, rozdı´ly mohou by´t daleko veˇtsˇı´.
6.5 Prˇehled vy´sledku˚ testu˚
Kvu˚li prˇehlednosti a velikosti grafu˚ jsem jejich obra´zky umı´stil do prˇı´lohy A. Obra´zky 11
a 12 ukazujı´ vy´sledky k testu vlivu rozmeˇru˚ obra´zku˚ na vy´pocˇetnı´ cˇas aplikace. Obra´zky
13 a 14 pak zobrazujı´ nameˇrˇene´ hodnoty pro test vztahu mezi velikostı´ kroku testovacı´ch
u´rovnı´ na de´lku vy´pocˇtu programu. Prvnı´ obra´zek u obou sad testu˚ vzˇdy zna´zornˇuje
vy´sledky pro srovna´nı´ GPU s vyuzˇitı´m sdı´lene´ a globa´lnı´ pameˇti, druhy´ obra´zek pak
vy´sledky testu˚ pro srovna´nı´ de´lky vy´pocˇtu˚ na graficke´ karteˇ a procesoru.
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7 Prˇı´klady pouzˇitı´ aplikace
Program ke sve´mu chodu potrˇebuje pouze CUDA a FreeImage dynamicke´ knihovny.
Autor knihovny pro generova´nı´ vektorove´ grafiky LibBoard poskytuje pouze zdrojove´
soubory a tudı´zˇ musı´ by´t tyto zdrojove´ ko´dy zahrnuty prˇı´mo v projektu a kompilujı´
se spolu s ostatnı´mi zdrojovy´mi soubory. Aplikace je spousˇteˇna prˇes prˇı´kazovou rˇa´dku
a vyzˇaduje pouze jeden povinny´ parametr a to na´zev bitmapove´ho souboru s vy´sˇkovou
mapou. Soucˇa´stı´ zdrojovy´ch souboru˚ aplikace jsou take´ pozˇadovane´ dynamicke´ knihovny
i testovacı´ bitmapy. Proto lze vyzkousˇet funkce programu, anizˇ by bylo nutne´ hledat
vhodny´ obra´zek. Program podporuje na´sledujı´cı´ parametry:
• na´zev souboru - na´zev bitmapove´ho souboru musı´ by´t vzˇdy uveden jako prvnı´
parametr
• /levelStep - nepovinny´ parametr, uda´va´ velikost kroku prˇi zvysˇova´nı´ testovacı´ch
u´rovnı´ (hodnota z intervalu <1, 256> na´sleduje za tı´mto parametrem)
• /textOut - nepovinny´ parametr, pokud je nastaven, jednotlive´ body krˇivek budou
ulozˇeny do textove´ho souboru s na´zvem output.txt
Ve zbyle´ cˇa´sti te´to kapitoly prˇikla´da´m dveˇ uka´zky pouzˇitı´ me´ aplikace i s na´hledy
na vstupnı´ a vy´stupnı´ obra´zky. Vy´stupnı´ obra´zky pak demonstrujı´ rozdı´ly ve vygenero-
vany´ch souborech prˇi pouzˇitı´ ru˚zny´ch hodnot kroku˚ pro zvysˇova´nı´ testovacı´ch u´rovnı´.
Na obra´zku 8 je videˇt bitmapa s na´zvem 512x512x24.bmp, ktera´ byla pouzˇita pro vy´-
konnostnı´ testy a kterou pouzˇiji jako vstupnı´ obra´zek i v na´sledujı´cı´ch prˇı´kladech pouzˇitı´
aplikace.
Obra´zek 8: Vstupnı´ vy´sˇkova´ mapa
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Pokud spustı´me aplikaci pouze s parametrem, ktery´ oznacˇuje na´zev vstupnı´ bitmapy,
pouzˇije se vy´chozı´ krok pro zvysˇova´nı´ testovacı´ch u´rovnı´. Ten je implicitneˇ nastaven
na hodnotu 4. Na obra´zku 9 je pak videˇt vy´stupnı´ obra´zek s vypocˇı´tany´mi izocˇa´rami.
Spusˇteˇnı´ z prˇı´kazove´ rˇa´dky: isolines.exe 512x512x24.bmp
Obra´zek 9: Vy´stupnı´ obra´zek s velikostı´ kroku 4
V prˇı´padeˇ, zˇe pouzˇijeme prˇi spusˇteˇnı´ parametr pro nastavenı´ velikosti kroku testo-
vacı´ch u´rovnı´, za nı´m hodnotu 16 a za´rovenˇ pouzˇijeme stejnou vstupnı´ bitmapu jako
v prˇedchozı´m prˇı´kladu, vy´stupnı´ SVG soubor bude vypadat stejneˇ jako na obra´zku 10.
Spusˇteˇnı´ z prˇı´kazove´ rˇa´dky: isolines.exe 512x512x24.bmp /stepLevel 16
Obra´zek 10: Vy´stupnı´ obra´zek s velikostı´ kroku 16
Jak je patrne´ z obra´zku˚ 9 a 10, mezi velikostı´ kroku a pocˇtem izocˇa´r platı´ neprˇı´ma´




Cı´lem te´to pra´ce bylo v prve´ rˇadeˇ nastudova´nı´ za´kladnı´ch principu˚ a postupu˚ prˇi tvorbeˇ
aplikacı´ za vyuzˇitı´ technologie CUDA tak, abych byl schopen v dalsˇı´ fa´zi po sezna´menı´
se s dany´m proble´mem generova´nı´ izocˇa´r pomocı´ algoritmuMarching squares naprogra-
movat aplikaci, ktera´ by s vyuzˇitı´m vy´konu graficke´ karty doka´zala paralelneˇ zpracovat
vstupnı´ data z vlozˇene´ho obra´zku s vy´sˇkovou mapou.
Vy´sledna´ aplikace splnˇuje definovane´ pozˇadavky.Doka´zˇe tedy nacˇı´st vstupnı´ obra´zek
ve forma´tu BMP, ohodnotit jeho pixely a tyto hodnoty pouzˇı´t pro generova´nı´ izocˇa´r.
Nakonec jsou izocˇa´ry vyexportova´ny do SVG forma´tu vektorove´ grafiky.
Vy´hodou te´to aplikace je jejı´ velmi rychle´ generova´nı´ izocˇa´r prova´deˇne´ grafickou kar-
tou. Nevy´hodou je vsˇak cˇa´st ko´du zpracova´vana´ procesorem, ktera´ vy´razneˇ zpomaluje
celou aplikaci. Jedna´ se prˇedevsˇı´m o export vygenerovany´ch izocˇa´r do vektorove´ grafiky.
Pokud se totizˇ v obra´zku vyskytuje mnoho ru˚znorody´ch oblastı´ (cˇaste´ prˇechody u´rovnı´
barev) nebo jiny´m zpu˚sobem zvysˇuje na´rocˇnost na pocˇet vygenerovany´ch izocˇa´r (na-
prˇı´klad velky´mi rozmeˇry), vygenerovany´ch izocˇa´r je spousta a trva´ neu´meˇrneˇ dlouhou
dobu, nezˇ se tyto cˇa´ry postupneˇ ulozˇı´ do vy´stupnı´ho souboru prˇedstavujı´cı´ho obra´zek
vektorove´ grafiky. Navı´c takovy´to obra´zek ma´ velikost v rˇa´dech desı´tek megabytu˚ a na´-
sledneˇ se i pomalu otevı´ra´ v prˇı´slusˇne´m programu pro prohlı´zˇenı´ cˇi editaci vektorove´
grafiky.
Na´vrhu˚ na vylepsˇenı´ aplikace je hned neˇkolik. V prve´ rˇadeˇ by se dala rozsˇı´rˇit podpora
vstupnı´ch obra´zku˚ a to nejen z hlediska forma´tu˚, ale i barevne´ hloubky (vyuzˇitı´ nejen
stupnˇu˚ sˇedi, ale vsˇech RGB slozˇek). Da´le by se dala zpracovat podpora vı´ce forma´tu˚
pro export izocˇa´r do vektorove´ grafiky nebo upravit sta´vajı´cı´ export tak, aby byl me´neˇ
na´rocˇny´ jak na dobu zpracova´nı´, tak na velikost vy´stupnı´ho souboru.
Vyuzˇitı´ programu bych videˇl ve zapracova´nı´ algoritmu pro vy´pocˇet izocˇa´r a jejich ulo-
zˇenı´ v pameˇti do pokrocˇilejsˇı´ aplikace, ktera´ teˇchto vy´pocˇtu˚ vyuzˇı´va´. Mohlo by se jednat
naprˇı´klad o aplikaci, ktera´ by vypocˇı´ta´vala urcˇitou deformaci tere´nu na za´kladeˇ dodane´
vstupnı´ vy´sˇkove´ mapy.
Jak je i z vy´sledku˚ vy´konnostnı´ch testu˚ patrne´, zpracova´nı´m vy´pocˇetneˇ na´rocˇny´ch
aplikacı´ pomocı´ graficky´ch karet s podporou technologie CUDA docha´zı´ k razantnı´mu
zrychlenı´ v rˇa´dech desetina´sobku˚ oproti rychlosti zpracova´nı´ s vyuzˇitı´m soucˇasny´ch pro-
cesoru˚. Proto si myslı´m, zˇe technologie CUDAnajde v brzke´ budoucnosti hojne´ uplatneˇnı´
u aplikacı´ na´rocˇny´ch na vy´pocˇetnı´ vy´kon. Mezi neˇ se rˇadı´ hlavneˇ aplikace pouzˇı´vane´ ve
veˇdeˇ a vy´zkumu, kdy jizˇ nebude zapotrˇebı´ velke´ mnozˇstvı´ specia´lneˇ navrzˇeny´ch sa´lo-
vy´ch pocˇı´tacˇu˚ pro tyto u´cˇely, ale bude mozˇne´ takove´to vy´pocˇty prova´deˇt na obycˇejny´ch
osobnı´ch pocˇı´tacˇı´ch. Nebo vzniknou nove´ sa´love´ pocˇı´tacˇe, ktere´ ovsˇem nebudou sesta-
veny z neˇkolika procesoru˚, ale budou sestaveny z neˇkolika graficky´ch karet a hranice
maxima´lnı´ho dosazˇene´ho vy´konu se opeˇt posune o velky´ kus da´le.
Uplatneˇnı´ by tato technologie nasˇla samozrˇejmeˇ i v programech pro sˇirokou verˇejnost,
jako jsou naprˇı´klad editacˇnı´ na´stroje pro hudbu, grafiku (2D i 3D) cˇi video. Ovsˇem jak
jsme se jizˇ mohli neˇkolikra´t v historii prˇesveˇdcˇit, vy´robci softwaru neradi meˇnı´ zabeˇhane´
zvyklosti. Vı´ce ja´drove´ procesory jsou na trhu jizˇ neˇkolik let, ale softwaru, ktery´ by byl
schopen takovy´ vy´pocˇetnı´ vy´kon vyuzˇı´t, za tu dobu prˇı´lisˇ neprˇibylo. Navı´c aplikace
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vyvı´jene´ s vyuzˇitı´m technologie CUDA lze provozovat pouze na graficky´ch karta´ch s
cˇipem spolecˇnosti nVidia, tudı´zˇ takovy´ software nebude dostupny´ pro celou sˇirokou
verˇejnost, ale jen pro jejı´ cˇa´st. A proto si myslı´m, zˇe prozatı´m budemı´t technologie CUDA
sve´ hlavnı´ pole pu˚sobnosti pouze v odveˇtvı´ veˇdy a vy´zkumu.
30
9 Reference
[1] HUGHES, Cameron - HUGHERS, Tracey. Parallel and distributed programming using
C++, 2004. ISBN 0-13-101376-9
[2] HUGHES, Cameron - HUGHERS, Tracey. Professional Multicore Programming: Design
and Implementation for C++ Developers, Indiana: Wiley Publishing Inc., 2008. ISBN
978-0-470-28962-4.
[3] HERLIHY, Maurice - SHAVIT, Nir. The Art of Multiprocessor Programming, 2008. ISBN
978-0-12-370591-4.
[4] CˇERVENY´, Jirˇı´ - SˇIMEK, Petr.Marching Cubes [online], 1998 [cit. 2010-04.29]. Dostupne´
z: <http://iris.uhk.cz/grafika/mcb/mc0.htm>
[5] FARBER, Rob. CUDA, Supercomputing for the Masses: Part 4 [online], June 03,
2008 [cit. 2010-04-29]. Dostupne´ z: <http://www.drdobbs.com/architecture-and-
design/208401741>
[6] NVIDIA CUDA Programming Guide [online], NVIDIA, 2010.
Dostupne´ z: <http://developer.download.nvidia.com/compute/cuda/3 0/toolkit/
docs/NVIDIA CUDA ProgrammingGuide.pdf>
31
A Grafy vy´sledku˚ testu˚
Obra´zek 11: Srovna´nı´ pameˇtı´ GPU prˇi ru˚zny´ch rozmeˇrech obra´zku.
Obra´zek 12: Srovna´nı´ GPU a CPU prˇi ru˚zny´ch rozmeˇrech obra´zku.
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Obra´zek 13: Srovna´nı´ pameˇtı´ GPU prˇi ru˚zny´ch velikostech kroku.
Obra´zek 14: Srovna´nı´ GPU a CPU prˇi ru˚zny´ch velikostech kroku.
