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Abstract
We consider the asymptotic relationship as n → ∞ between the eigenvalues λ1n  · · · λnn and μ1n 
· · · μnn of the Sturm–Liouville problems defined for n 2k + 1 by
k∑
=0
(−1)Δ(rn(i − )Δxi−)= λφinxi , 1 i  n,
and
k∑
=0
(−1)Δ(sn(i − )Δxi−)= μψinxi , 1 i  n,
where xi = 0 if −k + 1 i  0 or n + 1 i  n + k, all quantities are real, and φin,ψin > 0, 1 i  n,
n 2k + 1. We give conditions implying that
lim
n→∞
1
n
n∑
i=1
∣∣F(λin) − F(μin)∣∣= 0
for all F ∈ C(−∞,∞) such that limx→−∞ F(x) and limx→∞ F(x) exist (finite).
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We consider the asymptotic relationship as n → ∞ between the eigenvalues of the Sturm–
Liouville problems defined for n 2k + 1 by
k∑
=0
(−1)Δ(rn(i − )Δxi−)= λφinxi, 1 i  n, (1)
and
k∑
=0
(−1)Δ(sn(i − )Δxi−)= μψinxi, 1 i  n, (2)
with boundary conditions
xi = 0 if −k + 1 i  0 or n + 1 i  n + k. (3)
We assume throughout that all quantities are real and φin,ψin > 0, 1 i  n, n 2k+ 1. If {dn}
is a sequence of positive numbers, we write an = o(dn) to indicate that limn→∞ an/dn = 0 and
an = O(dn) to indicate that lim supn→∞ |an|/dn < ∞.
Definition 1. Let #S denote the cardinality of a set S. We say that a family of ordered sets
{{cin}ni=i0}∞n=2k+1 is essentially null if
#
{
i | i0  i  n and |cin| > 
}= o(n)
for every  > 0. We say that {{cin}ni=i0}∞n=2k+1 is essentially bounded if there is an M ∈ [0,∞)
such that
#
{
i | i0  i  n and |cin| > M
}= o(n).
This definition is closely related to [3, Definitions 4.2–4.4].
Let F be the set of all F ∈ C(−∞,∞) such that
lim
x→−∞F(x) and limx→∞F(x) exist (finite). (4)
Let λ1n  λ2n  · · · λnn and μ1n  μ2n  · · · μnn be the eigenvalues of (1), (3) and (2), (3),
respectively. The following theorems are proved in Section 2.
Theorem 1. If {{φin}ni=1}∞n=2k+1, {{1/φin}ni=1}∞n=2k+1, and{{
rn(i)
}n
i=−+1
}∞
n=2k+1, 0  k,
are essentially bounded and{{φin − ψin}ni=1}∞n=2k+1 and {{rn(i) − sn(i)}ni=−+1}∞n=2k+1, 0  k,
are essentially null, then
lim
n→∞
1
n
n∑
i=1
∣∣F(λin) − F(μin)∣∣= 0 for all F ∈F . (5)
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bounded, and{{
rn(i) − sn(i)
}n
i=−+1
}∞
n=2k+1, 0  k,
are essentially null. Then (5) holds.
As a simple example, consider the case where the parameters in (1) and (2) are independent
of n, so that (1) and (2) become
k∑
=0
(−1)Δ(r(i − )Δxi−)= λφixi, 1 i  n,
and
k∑
=0
(−1)Δ(s(i − )Δxi−)= μψixi, 1 i  n.
Now Theorems 1 and 2 have the following corollaries.
Corollary 1. Suppose that {φi}∞i=1, {1/φi}∞i=1, and {r(i)}∞i=−+1, 0    k, are bounded,
limi→∞(φi − ψi) = 0, and
lim
i→∞
(
r(i) − s(i)
)= 0, 0  k. (6)
Then (5) holds.
Corollary 2. Suppose that φi = ψi , i  1, {1/φi}∞i=1 is bounded and (6) holds. Then (5) holds.
Using terminology introduced in [4], we say that the families {{λin}ni=1}∞n=2k+1 and{{μin}ni=1}∞n=2k+1 are absolutely equally distributed with respect to F if (5) holds.
2. Proof of Theorems 1 and 2
The following lemma is essentially contained in [2]; however, since our notation differs sig-
nificantly from the notation in [2], we include a proof here for the sake of clarity.
Lemma 1. The boundary value problems (1), (3) and (2), (3) are respectively equivalent to the
generalized eigenvalue problems
Anx = λΦnx and Bnx = μΨnx, (7)
where Φn = diag(φ1n,φ2n, . . . , φnn), Ψn = diag(ψ1n,ψ2n, . . . ,ψnn) and An = [a(n)ij ]ni,j=1, Bn =
[b(n)ij ]ni,j=1 are banded symmetric matrices with
a
(n)
ij = b(n)ij = 0, |i − j | > k,
a
(n)
i,i+m = (−1)m
k∑ −m∑( 
q + m
)(

q
)
rn(i − q), 0mmax(k, n − i), (8)=m q=0
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(n)
i,i−m = (−1)m
k∑
=m
∑
q=m
(

q − m
)(

q
)
rn(i − q), 1mmax(k, i − 1), (9)
b
(n)
i,i+m = (−1)m
k∑
=m
−m∑
q=0
(

q + m
)(

q
)
sn(i − q), 0mmax(k, n − i), (10)
and
b
(n)
i,i−m = (−1)m
k∑
=m
∑
q=m
(

q − m
)(

q
)
sn(i − q), 1mmax(k, i − 1).
Proof. It suffices to consider (1), (3). Obviously, a(n)ij = 0 if |i − j | > k. Since
Δ
(
rn(i − )Δxi−
)= ∑
p,q=0
(−1)p+q
(

p
)(

q
)
rn(i + q − )xi−+p+q
= (−1)
∑
p,q=0
(−1)p−q
(

p
)(

q
)
rn(i − q)xi+p−q,
it follows that
k∑
=0
(−1)Δ(rn(i − )Δxi−)= k∑
m=−k
a
(n)
i,i+mxi+m,
where
a
(n)
i,i+m = (−1)m
k∑
=0
∑
p−q=m,
0p,q
(

p
)(

q
)
rn(i − q), −k m k.
This and (3) imply (8) and (9). Replacing i by i − m in (8) yields
a
(n)
i−m,i = (−1)m
k∑
=m
−m∑
q=0
(

q + m
)(

q
)
rn(i − q − m).
Now replacing q by q + m yields
a
(n)
i−m,i = (−1)m
k∑
=m
∑
q=m
(

q
)(

q − m
)
rn(i − q).
Comparing this with (9) shows that A is symmetric. 
The generalized eigenvalue problems (7) are equivalent respectively to
Gnu = λu and Hnv = μv,
with u = Φ1/2n x, v = Ψ 1/2n x,
Gn = Φ−1/2n AnΦ−1/2n and Hn = Ψ−1/2n BnΨ−1/2n . (11)
The following lemma is elementary.
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(i) If {{cin}ni=i0}∞n=2k+1 is essentially null and {{din}ni=i0}∞n=2k+1 is essentially bounded, then{{cindin}ni=i0}∞n=2k+1 is essentially null.
(ii) If {{c(1)in }ni=i0}∞n=2k+1, . . . , {{c
(m)
in }ni=i0}∞n=2k+1 are essentially null and a1, . . . , am are con-
stants, then {{a1c(1)in + · · · + amc(m)in }ni=i0}∞n=2k+1 is essentially null.
(iii) If {{cin}ni=i0}∞n=2k+1 and {{din}ni=i0}∞n=2k+1 are essentially bounded, then we have that{{cindin}ni=i0}∞n=2k+1 is essentially bounded.
(iv) If {{cin − din}ni=i0}∞n=2k+1 and {{win − zin}ni=i0}∞n=2k+1 are essentially null and{{win}ni=i0}∞n=2k+1 and {{din}ni=i0}∞n=2k+1 are essentially bounded, then{{cinwin − dinzin}ni=i0}∞n=2k+1 is essentially null.
Lemma 3. Let Gn = [g(n)ij ]ni,j=1 and Hn = [h(n)ij ]ni,j=1 be as in (11). For  > 0, let
Sn() =
{
(i, j)
∣∣ 1 i, j  n and ∣∣g(n)ij − h(n)ij ∣∣> }.
Then, under the hypotheses of Theorem 1 or Theorem 2, #Sn() = o(n).
Proof. Since G and H are symmetric and g(n)ij = h(n)ij = 0 if |i − j | > k, it suffices to show that{{
g
(n)
i,i+m − h(n)i,i+m
}n
i=1
}∞
n=2k+1 is essentially null, 0m k. (12)
From (11),
g
(n)
i,i+m − h(n)i,i+m =
a
(n)
i,i+m√
φinφi+m,n
− b
(n)
i,i+m√
ψinψi+m,n
, i  1, 0m k. (13)
Since {{rn(i − q) − sn(i − q)}ni=1}∞n=2k+1 is essentially null for 0    k, (8), (10), and
Lemma 2(ii) imply that {{a(n)i,i+m − b(n)i,i+m}ni=1}∞n=2k+1 is essentially null for 0  m  k. Since
{{1/φin}ni=1}∞n=2k+1 is essentially bounded, so is {{1/
√
φin}ni=1}∞n=2k+1. Hence,
{{1/√φinφi+m}ni=1}∞n=2k+1 is essentially bounded for each m, by Lemma 2(iii). Therefore, if
ψin = φin for all i  1, then (13), Lemma 2(i) and the assumptions of Theorem 2 imply (12).
Now suppose the assumptions of Theorem 1 hold. Since {{φin}ni=1}∞n=2k+1 is essentially
bounded and {{φin − ψin}ni=1}∞n=2k+1 is essentially null, it follows that {{ψin}ni=1}∞n=2k+1 is es-
sentially bounded. A similar argument shows that {{sn(i)}ni=−+1}∞n=2k+1 is essentially bounded,
0  k. Since
1
ψin
= 1
φin
1
1 + (ψin − φin)/φin
and Lemma 2(i) implies that the second quotient on the right is essentially bounded, Lemma 2(iii)
implies that {{1/ψin}ni=1}∞n=2k+1 is essentially bounded.
Now let
σin = 1√
φinφi+m,n
− 1√
ψinψi+m,n
.
Elementary manipulations yield σin = uin/vin with
uin = ψinψi+m,n − φinφi+m,n
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vin = 1
(
√
ψinψi+m,n +
√
φinφi+m,n)
√
ψinψi+m,nφinφi+m,n
.
Lemma 2(iv) with cin = φin, din = ψin, win = φi+m,n, and zin = ψi+m,n implies that
{{uin}ni=1}∞n=2k+1 is essentially null. Clearly, {{vin}ni=1}∞n=2k+1 is essentially bounded. Hence,
Lemma 2(i) implies that {{σin}ni=1}∞n=2k+1 is essentially null. From (8) and (10),
{{a(n)i,i+m}ni=1}∞n=2k+1 and {{b(n)i,i+m}ni=1}∞n=2k+1 are essentially bounded for 0  m  k. Hence,
from (13), Lemma 2(iv) with
cin = a(n)i,m+i , din = b(n)i,i+m, win =
1√
φinφi+m,n
, zin = 1√
ψinψi+m,n
implies (12). 
Motivated by [5, Theorem 3.1], we will now use Lemma 3 to complete the proof of Theo-
rems 1 and 2.
Lemma 4. Let E = [eij ]mi,j=1 and F = [fij ]mi,j=1 be Hermitian matrices with eigenvalues u1 
u2  · · · um and v1  v2  · · · vm. Then
(i)
m∑
i=1
(ui − vi)2  ‖E − F‖2,
where ‖·‖ is the Frobenius norm; i.e.,
‖E − F‖2 =
m∑
i,j=1
|eij − fij |2.
Also,
(ii) if rank(E − F) < m/2, there are nonnegative integers p and q such that p + q =
rank(E − F) and
ui−p  vi  ui+q, p + 1 i m − q.
Part (i) is the Wielandt–Hoffman theorem [6, pp. 104–108], while part (ii) follows from re-
peated application of [1, Corollary 8.1-5].
The next lemma is more general than required for the proof of Theorems 1 and 2, but seems
of interest in itself.
Lemma 5. Let {dn}∞n=1 be an increasing sequence of positive integers. For each n 1, let Gn =
[g(n)ij ]dni,j=1 and Hn = [h(n)ij ]dni,j=1 be Hermitian matrices with eigenvalues λ1n  λ2n  · · · λdn,n
and μ1n  μ2n  · · · μdn,n. Define Pn = {1,2, . . . , dn} and suppose that there is a sequence of
sets {Tn}∞n=1 such that Tn ⊂ Pn × Pn, #Tn = O(dn),
#
{
(i, j) ∈ Tn
∣∣ ∣∣g(n)ij − h(n)ij ∣∣> }= o(dn) for each  > 0,
and
#
{
(i, j) ∈ (Pn × Pn) \ Tn
∣∣ g(n) 	= h(n)}= o(dn).ij ij
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lim
n→∞
1
dn
dn∑
i=1
∣∣F(λin) − F(μin)∣∣= 0 for every F ∈F . (14)
Proof. Denote
mid(a, x, b) =
⎧⎨
⎩
a if x < a,
x if a  x  b,
b if x > b.
We will first show that
lim
n→∞
1
dn
dn∑
i=1
∣∣mid(a,λin, b) − mid(a,μin, b)∣∣= 0 if −∞ < a < b < ∞. (15)
Let  > 0 be fixed. Let
Sn() =
{
(i, j) ∈ Tn
∣∣ ∣∣g(n)ij − h(n)ij ∣∣> }.
We will define several objects that depend on  without making the dependence explicit in the
notation. Let Un = [u(n)ij ]ni,j=1 and Vn = [v(n)ij ]ni,j=1, where
u
(n)
ij =
{
h
(n)
ij − g(n)ij if (i, j) ∈ Tn \ Sn(),
0 if (i, j) ∈ Sn() or (i, j) ∈ (Pn × Pn) \ Tn
and
v
(n)
ij =
{
0 if (i, j) ∈ Tn \ Sn(),
h
(n)
ij − g(n)ij if (i, j) ∈ Sn() or (i, j) ∈ (Pn × Pn) \ Tn.
Note that Un +Vn = Hn −Gn, Un has fewer than #Tn = O(dn) nonzero entries, all with absolute
value < , and Vn has only o(dn) nonzero entries; hence, rank(Vn) = o(dn).
Let Wn = Gn+Un; then Hn = Wn+Vn. Let ν1n  ν2n  · · · νdn,n be the eigenvalues of Un.
By Lemma 4(i),
dn∑
i=1
(λin − νin)2  ‖Un‖2  #Tn2.
From this and the Cauchy–Schwarz inequality,
dn∑
i=1
|λin − νin|
√
dn#Tn ,
so
dn∑
i=1
∣∣mid(a,λin, b) − mid(a, νin, b)∣∣√dn#Tn . (16)
From Lemma 4(ii) there are sequences {pn}∞n=n0 and {qn}∞n=n0 of nonnegative integers such
that pn + qn = rank(Vn) = o(dn), and
μi−pn,n  νin  μi+qn,n, pn+1  i  dn − qn.
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mid(a,μi−pn,n, b)mid(a, νin, b)mid(a,μi+qn,n, b), pn+1  i  dn − qn.
Since
mid(a,μi−pn,n, b)mid(a,μin, b)mid(a,μi+qn,n, b), pn+1  i  dn − qn,
it follows that
dn−qn∑
i=pn+1
∣∣mid(a, νin, b) − mid(a,μin, b)∣∣

dn−qn∑
i=pn+1
(
mid(a,μi+qn, b) − mid(a,μi−pn,n, b)
)
 (pn + qn)(b − a).
Therefore,
dn∑
i=1
∣∣mid(a, νin, b) − mid(a,μin, b)∣∣ 2(pn + qn)(b − a).
This and (16) imply that
dn∑
i=1
∣∣mid(a,λin, b) − mid(a,μin, b)∣∣√dn#Tn  + 2(pn + qn)(b − a).
Hence, since pn + qn = o(dn),
lim sup
n→∞
1
dn
dn∑
i=1
∣∣mid(a,λin, b) − mid(a,μin, b)∣∣M,
where M = lim supn→∞
√
#Tn/dn < ∞, since #Tn = O(dn). This implies (15).
Now suppose F ∈F and  > 0. Since
F(x) − F (mid(a, x, b))=
⎧⎨
⎩
F(x) − F(a), x < a,
0, a  x  b,
F (x) − F(b), x > b,
(4) implies that there is an [a, b] such that∣∣F(x) − F (mid(a, x, b))∣∣< /4, −∞ < x < ∞.
By the Weierstrass approximation theorem, there is a polynomial P such that∣∣F(x) − P(x)∣∣< /4, a  x  b.
By the triangle inequality,∣∣F(λin) − F(μin)∣∣<  + ∣∣P (mid(a,λin, b))− P (mid(a,μin, b))∣∣,
so
dn∑∣∣F(λin) − F(μin)∣∣< dn + K dn∑∣∣mid(a,λin, b) − mid(a,μin, b)∣∣,
i=1 i=1
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lim sup
n→∞
1
dn
dn∑
i=1
∣∣F(λin) − F(μin)∣∣ ,
which implies (14). 
Lemma 3 implies the assumptions of Lemma 5 with dn = n, Gn and Hn as in (11), and
Tn =
{
(i, j) | 1  i, j  n and |i − j | k}. Hence, Lemma 5 implies (5), which completes the
proof of Theorems 1 and 2.
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