One-bit radar involving direct one-bit sampling is a promising technology for many civilian applications due to its low-cost and low-power consumptions. In this paper, problems encountered by one-bit LFMCW radar are studied and a two-stage target detection approach termed as DR-GAMP is proposed.
C. Notation
Let csign(·) = sign(Re(·)) + jsign(Im(·)), where Re(·) and Im(·) denote the real and imaginary parts, respectively, and sign(·) returns the componentwise sign. Let E(·) denote the expectation operation. Let ⊗ denote the Kronecker product. F(·) denotes the Fourier transform. · 0 is the zero pseudo-norm. · rounds its variable to the nearest integer less than or equal to that variable. rect(·) denotes the rectangle function.
II. SIGNAL MODEL
In this paper, the transmitter for one-bit LFMCW radar is the same as the conventional radar and in a coherent pulse interval (CPI), periodic linear frequency modulated pulses are transmitted. Considering a fully digital uniform linear array, the receiver architecture and general model of data collection for one-bit LFMCW radar is illustrated in Fig. 1 . Different from conventional radar applying high-precision ADCs, one-bit ADCs are adopted. 
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The lth element The receiver architecture and general model of data collection for a fully digital one-bit radar. RX denotes the RF channel mainly including low noise amplifier (LNA), dechirping and filter. After RX, one-bit ADC is applied to implement signal sampling. After sampling, the baseband data can be collected in a data cube.
As shown in Fig. 1 , each antenna element includes a separate radio frequency (RF) channel represented as the RX block. Before dechirping (also known as stretch processing), the received signal in a CPI for DRAFT the lth antenna element can be represented as 1 q l (t)= P p=1σ s,p rect t−kT I −τ p (t) T I exp(−j2πf c (t−KT I −τ p (t))+jπµ(t−kT I −τ p (t)) 2 +j2πf sp,p l)
where 0 ≤ l ≤ L − 1, f c is the carrier frequency, P is the number of targets, τ p (t) is the delay of the pth target andσ s,p is the random, complex voltage. K is the number of pulses in a CPI, 0 ≤ k ≤ K − 1. T I is the pulse interval and µ is the frequency modulation slope. w q (t) is the additive white Gaussian noise (AWGN). f sp,p = dsinϕ p /λ is the spatial frequency, where ϕ p is the azimuth angle of the pth target and d is the inter-element spacing of the antenna array. Then, the dechirping is performed to obtain a beat signal as r l (t) = q l (t)rect t − kT I T I exp(j2πf c (t − KT I )−jπµ(t − kT I ) 2 ).
Let τ max be the maximum target delay and 0 < τ p (t) ≤ τ max . The valid observation time in the kth pulse is (kT I + τ max , (k + 1)T I ]. Here, we merely consider the received signal (2) in the valid time duration and we have r l (t) = P p=1σ s,p exp −j2πf c τ p (t) − j2πµ(t − kT I )τ p (t) + jπµτ 2 p (t) + j2πf sp,p l + w q (t),
where τ p (t) is τ p (t) = 2(R 0,p − v p t)/c = τ 0,p − 2v p (kT I + t − kT I )/c, R 0,p is the initial range of the pth target for the current CPI, τ 0,p = 2R 0,p /c and c is the speed of light. kT I and t − kT I are known as the slow time and fast time, respectively. Then, (3) can be further simplified as r l (t) = P p=1 σ s,p exp j2π(f d,p kT I +(f r,p +f d,p +2µv p t/c)(t−kT I )+f sp,p l+ 1 2 µτ 2 p (t)) +w q (t), (4) where σ s,p =σ s,p exp(−j4πR 0,p /λ), f d,p = 2v p /λ is the Doppler shift, v p denotes the pth target velocity.
f r,p = −µτ 0,p denotes beat frequency which represents the range of the pth target. In general, |(f d,p + 2µv p t/c)(t − kT I )| 1 and |µτ 2 p (t)| 1. Hence, (4) can be approximated as
σ s,p exp (j2π(f d,p kT I + f r,p (t − kT I ) + f sp,p l))+ w(t),
The signal bandwidth of targets in the fast time domain is no more than |µτ max |, i.e., f r,p ∈ [−B r , 0].
Then, the received signal bandwidth is limited to B r by applying a bandpass filter. Meanwhile, the 1 Here the clutter are neglected. Since the clutter can be modeled as a signal dependent noise and is correlated over the slow time domain, it is difficult to analyze the performance and provide effective detection algorithms. This paper plans to take a first step to study the one-bit LFMCW radar without clutter.
DRAFT bandwidth of noise is reduced to B r as well. After one-bit ADC sampling, the received data in one CPI can be represented by a K×L×N data cube, as shown in Fig. 1 . The one-bit baseband sample r(k, l, n)
of the data cube can be modeled as
where 0 ≤ n ≤ N − 1 and N is the number of samples in the fast time domain within the duration T in one received pulse. T s = 1/f s is the sampling interval.
For conventional system with high-precision ADCs, linear signal processing is generally implemented independently in the three domains. In contrast, as will be seen, the nonlinear algorithm is applied to process the received data in the three domains jointly in one-bit radar system. In order to satisfy the later requirement of one-bit signal processing, we subsequently represent the received signal model in matrix forms.
The slow time domain is first considered. 
Then, for the lth antenna element and nth range cell, the received signal can be expressed as
where
T ∈C Md×1 and the number of nonzero ele-
The inequality comes from the fact that targets with different spatial or beat frequency may share the same Doppler shift, otherwise equality holds. In practice, targets do not lie on the grids exactly. However, when the dictionary is densely enough, (7) is valid and
is approximately sparse [28] .
Similarly, observation vectors in the spatial and fast time domain can be described by
and
DRAFT where elements of x sp (k, n) and x r (k, l) satisfy x sp (k, n) 0 ≤ P and x r (k, l) 0 ≤ P , respectively. At m sp th spatial grid, the spatial frequency is f sp,msp = m sp /L. For the fast time domain, the beat frequency at m r th grid is f r,mr = −2µR mr /c, where R mr is the target range corresponding to the m r th grid.
A sp ∈C L×Msp is the dictionary matrix in the spatial domain and its m sp th column is a sp (f sp,msp ) =
A r is the dictionary matrix in the fast time domain and its m r th column is a r (f r,mr ) = [1, exp(j2πf r,mr ), ..., exp (j2π
Combining (7), (8) and (9), the received data cube can be reduced to a KLN ×1 column vector which is represented as 
Because one-bit ADC is a highly nonlinear device, conventional linear processing methods, as shown in the ensuing Section III, may be ineffective because of harmonics. While for nonlinear reconstruction methods, it is generally impossible to implement because of the large dimension of A in (10) . For example, assuming the vector r and x both have dimension 10 6 , the matrix A contains 10 12 entries which leads to difficulties with computation and memory.
III. SPECTRUM ANALYSIS OF ONE-BIT QUANTIZED SIGNAL
For the target detection in one-bit radar, a natural question is whether linear processing methods, e.g., fast Fourier transform (FFT), are still effective or not. To answer this question, signal spectrum of onebit signal is investigated in a multiple target scenarios. An approximation of one-bit signal after FFT is provided based on which, effects of one-bit quantization on target detection are discussed.
DRAFT
A. Harmonics analysis
In this subsection, the real part of the received complex one-bit signal is firstly analyzed and then the main difference between the real signal and complex signal is provided. Without loss of generality, we take the signal in fast time domain of (6) for example to analyze. In the continuous form, according to (6) with both indices of the slow time and spatial domain fixed, the received signal of one pulse in the fast time domain can be abstracted as
Since the term rect t T has no effect on the discuss of harmonic characteristics and its effects on spectrum of v q (t) is known, we ignore rect A p cos(ω p t + Φ p ), the one-bit signal v q (t) is given by
where J mp (·) is the Bessel function of the first kind and equality (a) follows from [29, pp. 361] . 0 = 1 and m = 2 for m ≥ 1. From equation (12) , it is shown that v q (t) not only preserves their original frequencies ( also known as fundamental harmonics), but also generates new frequencies (higher-order harmonics) due to both the cross terms of the original different sinusoidal signals and terms of the same sinusoidal signals. Amplitudes of both original and new frequencies in v q (t) are related to the noise w(t), i.e. these amplitudes are all random variables. As will be seen in section IV, one-bit signal is first processed using 3-D FFT in the slow time, spatial, and fast time domain. Clearly, the 3-D FFT can be regarded as an averaging process over the noise signal w(t). Since the number of observation points is very large in radar, similar to [19] , amplitudes of both original and new frequencies can be represented approximately by its average value after 3-D FFT. The average of v q (t) with respect to w(t) is
DRAFT where the expectation E(·) is taken with respect to the noise w and σ 2 w is the noise power. From equation (13) , the self-generated and cross-generated harmonics can be extracted. For an even m, i.e., m = m 1 + ... + m P is an even nonnegative number including zero, both the average amplitudes of self-generated and cross-generated harmonics are equal to zero (refer to Appendix VII-A). For an odd m, calculating the average amplitudes of the harmonics is rather clumsy and not necessary for a general P .
In [19] , the spectrum under P = 1 has been analyzed. For completeness, we outline the results presented in [19] . To reveal the characteristics of both self-generated and cross-generated harmonics, the spectrum under P = 2 are studied. Detailed derivations are moved to Appendix VII-A and here, we summarize the main results and provide interesting insights.
For P = 1, the average signal E(v q (t)) is [19] 
, m is odd.
For example,
According to (17) , we have
When SNR << 0 dB, the harmonics decrease rapidly with the harmonic order m. Nevertheless, whether high-order harmonics can be omitted or not is determined by the following three factors: the received SNR, the order m and the digital integration gain of radar. As will be seen later, the 3-order harmonic
can not be omitted for many applications. For m > 5, the average energy of harmonics are really small and can be omitted. For the case m = 5, 5-order harmonics are merely needed to be considered in some cases at high received SNRs.
For P = 2, the average signal E(v q (t)) can be viewed as the superposition of the self-generated harmonics and cross-generated harmonics (Note that for P = 1, the average signal E(v q (t)) only has self-generated harmonics.). The general expression for the average amplitudes of the self-generated and DRAFT cross-generated harmonics are given in (41) and (43) (refer to Appendix VII-A). Here we consider the special case where A 1 = A 2 and reveal characteristics about the self-generated and cross-generated harmonics.
For the m-order self-generated harmonics, without loss of generality, we only consider the coefficient of c m,0 cos(mω 1 t + mΦ 1 ) from the first target signal A 1 cos(ω 1 t + Φ 1 ). From (41) in Appendix VII-A, the coefficient is given by
When SNR 0 dB, F (·, ·, ·) ≈ 1 and we have
The above result is the same as the P = 1 case as shown in (17) .
For the m-order cross-generated term c m1,m2 cos(
the coefficient c m1,m2 is calculated by (refer to (43) in Appendix VII-A)
When SNR 0 dB, we have
Consider the 3-order self-generated and cross-generated harmonics, according to (20) and (22), we have
In (24), it shows that for the A 1 = A 2 case, the average energy of the 3-order cross-generated harmonics is 9.5 dB higher than that of the 3-order self-generated harmonics. As a result, the 3-order cross-generated harmonics may have a stronger effect on target detection in practice.
Subsequently, we consider a complex signal. In a single target scenario, the complex signal after one-bit quantization is
DRAFT Its spectrum can be, respectively, obtained through analyzing the real and imaginary parts and similar results can be obtained. Comparing with real signal, we need to pay attention to the frequency localizations of high-order harmonics. For example, according to (14) and (25), the 3-order harmonic is
which means that the frequency of the self-generated 3-harmonic is −3ω. Furthermore, when the number of targets is P = 2, it can be calculated that the 3-order harmonics contain 6 components and the corresponding frequencies are −3w 1 , −3w 2 , 2w 1 −w 2 , 2w 2 −w 1 , −2w 1 −w 2 , and −2w 2 −w 1 , respectively.
For a general P and the order m, we can similarly obtain the frequency localizations.
B. Approximation of one-bit signal after FFT
We still take the signal in fast time domain for example and omit rect t T . The received one-bit complex signal in continuous form can be described as
For the pth target, its received SNR before one-bit quantization is defined as
w is the noise power of the real part or image part of v qC (t). For many applications, SNR p satisfies SNR p < 0 dB and then, m-order harmonics (m > 5) can be generally neglected since their average amplitudes are really small. The average of F(v qC (t)) can be approximated as
where Q is the number of main components in (27) including fundamental and 3/5-order harmonics.
Similar to [19] and the previous analysis in (13), the signal component (including harmonics) of v qC (t)
can be represented approximately by their average value after Fourier transform. Taking the noise into account, we have
Here, we assume the term w(f ) is Gaussian noise with its bandwidth B r . Such an assumption will be validated through numerical experiments in Section V. Using the approximation (28), (29) , the one-bit signal after performing the Fourier transform can be approximated as
DRAFT The above assumption shows the following two important points:
1) When the signal (27) is sampled, the conventional FFT processing method is still effective for improving the SNR of both fundamental and high-order harmonics.
2) Based on the FFT results, we can design the CFAR detector to detect both fundamental and high-order harmonics. The fundamental components correspond to true targets, while high-order harmonics detected are called as ghost targets or FAs that need to suppress.
IV. A TWO-STAGE DR-GAMP TARGET DETECTION APPROACH
Section III shows that for one-bit signal in (6), linear approach is effective for improving target SNRs, while it is difficult to suppress higher-order harmonics. To overcome the drawback, GAMP algorithm which takes the quantization effects into account is proposed. Nevertheless, because the number of grids in the target space is very large in a typical radar system, considering the computation and memory required, GAMP can not be performed directly. As a result, a two-stage DR-GAMP target detection scheme is proposed and is shown in Fig. 2 . At the first stage, efficient linear processing is applied in the three domains separately to improve target SNRs and then a pre-detection procedure is carried out to perform DR. At the second stage, GAMP algorithm is performed to recover the true targets and suppresses the harmonics simultaneously. The first stage The second stage 
where r is the received data in vector form, as shown in (10) . a(c d , c sp , c r ) is the steering vector of the current cell in frequency domain and
where f d,cd , f sp,csp and f r,cr denotes the Doppler, spatial and beat frequency, respectively, and
Subsequently, target predetection is implemented for the 3-D frequency-domain map. In this paper, we apply the order statistic constant false alarm rate (OS CFAR) detector [30, pp. 371 ]. The threshold γ 1 of the OS CFAR detector is
where x η is the ηth order statistic of reference cells, α OS is a scale factor. OS CFAR is sequentially performed over the Doppler, spatial and beat frequency domain, respectively. Let I pd denote the number of pre-detection targets (PTs) after OS CFAR. PTs consist of three parts, i.e., true targets, FAs caused by the high-order harmonics and FAs caused by noise. γ 1 is chosen based on the noise FAs rate P FA,w .
Under the assumption of Gaussian noise in (30), γ 1 can be easily set based on P FA,w . Typically, we can set a very small P FA,w , e.g., ranging from P FA,w = 10 −3 ∼ 10 −6 . On the other hand, for most practical scenarios, true targets and their m-order harmonics (consider m ≤ 5 case) are sparse in the 3-D frequency data cube as well. That is the FA rate P FA,h caused by high-order harmonics satisfies P FA,h << 1 as well. Therefore, I pd obviously satisfies
represents the pre-detection vector, wherex κ (i pd ) denotes the complex amplitude of the i pd th PT and its corresponding frequency cell indices are c d,ipd , c sp,ipd and c r,ipd , respectively, and
Considering the definition of m d , m sp and m r , the frequency cell indices of c d , c sp and c r can be regarded as grid indices in the slow time, spatial, and fast time as well. Let
M r = C r and we have m d = c d , m sp = c sp , m r = c r . Therefore, the number of grids in the three domains can be controlled by adjusting the FFT points. As a result, we introduce the common overgriding
DRAFT Obviously, a higher value of r a indicates larger number of grids in the three domains. As will be seen later in Section V, when targets are off-grid, in order to suppress high-order harmonics, r a should be increased.
Based on the above discussion, the number of pre-detection targets satisfies
Since pre-detection results reveal the grid indices of the main components in the vector r,
we can obtain a dimension reduced model of (10) given by 2 r≈csign(A κ x κ + w).
For the i pd th entry, if a target is absent, x κ (i pd ) = 0. Otherwise, x κ (i pd ) denotes the true complex amplitude of the target whose Doppler, spatial and beat fre-
A κ ∈C KLN ×Ipd is the dimension reduced observation matrix and
Based on the known A κ and r, we can try to reconstruct the vector x κ instead of x in (10).
B. GAMP Reconstruction
Mathematically, the goal of the target reconstruction problem is to find a sparse vector x κ consistent with the observation model (35) . Here we recover x κ via Bayesian methods.
The above problem can be abstracted as a sparse signal recovery problem in generalized linear model (GLM), where a sparse signal x κ follows i.
p(x κi ) and undergoes a linear transform z = Ax κ , and the measurements r is a componentwise probabilistic mapping of z, i.e., p(r|z) = i p(r i |z i ). To apply GAMP, the i.i.d. Bernoulli Gaussian prior distribution is imposed for the signal x κ , i.e., p(
where the sparsity rate ρ κ , prior nonzero mean µ κ and variance σ 2 κ are all unknown. Given that the parameters θ = [ρ κ , µ κ , σ 2 κ ] T of the prior distribution are unknown, expectation-maximization (EM) algorithm is incorporated to iteratively learn the parameters [31] . For the details about the implementation including the EM step, please refer to [32] . Since A∈C KLM ×Ipd , the computation complexity of GAMP is O(KLN I pd ). Without DR, GAMP works directly on the matrix A∈C KLM ×MdMspMr , and the computation complexity is O(KLN M d M sp M r ), which is significantly higher as Further, to compare with the received signal before one-bit quantization, we can obtain, based onx κ , the recovered synthesis signal in a vector formŝ = A κxκ .
As we show later, the strength of the harmonics of the reconstructed signalŝ is largely reduced. It is worth noting that GAMP takes the quantization effects into consideration, and tries to find a sparse vector
x κ while consistent with the observation model (35) . As shown in [33, 34] , GAMP can be viewed as the iteration between the standard linear model (SLM) running AMP and the minimum mean squared error (MMSE) or maximum a posterior (MAP) module. The MMSE or MAP module takes the quantization into account and iteratively refine the pseudo observations of the SLM. While for the SLM, AMP takes the signal sparsity into account and estimate the signal. For the conventional FFT method, it performs directly on the binary data, which has plentiful harmonics and yields harmonic false alarms. As a result, GAMP has the powerful harmonic suppression capabilities.
C. Considerations of Sampling Frequency
The two-stage approach combines linear and nonlinear signal processing method to implement target detection. In this paper, we consider the case that targets are sparse in the spatial, slow time and fast time domain, i.e., the number of targets P << M d M sp M r . Meanwhile, we only, in general, need to take 3-order harmonics generated by targets with high received SNRs and high-order harmonics are sparse as well in the three domains. Then, the number (represented by Q) of discrete frequencies of fundamental components and high-order harmonics satisfies Q << M d M sp M r and spectrum aliasing has little impacts on target predetection. On the other hand, in order to avoid frequency ambiguities of true targets, f s should satisfies f s ≥ B r . Based on the above considerations, we apply Nyquist sampling frequency in this paper, i.e., f s = B r 3 .
From the respect of nonlinear signal processing, recent works [24] [25] [26] [27] for wireless communications study the relationship between the bound of the Fisher information and sampling frequency. It is show that the loss in one-bit ADC can be compensated via oversampling with respect to Nyquist rate. Nevertheless, oversampling results in noise correlation and it is hard not only to characterize the performance gain analytically, but also to design efficient algorithms. Investigating the performance gains of oversampling for one-bit radar will be left for future work.
V. NUMERICAL RESULTS
In this section, substantial numerical experiments are provided from three aspects: Firstly, effects of one-bit quantization on target detection is evaluated. Secondly, the effectiveness of the proposed method on reconstructing of targets and suppressing FAs caused by high-order harmonics is investigated. Thirdly, the target detection performances are presented and performance comparisons are provided between onebit radar and conventional radar using high-precision ADCs.
The variance of the additive complex noise 2σ 2 w is assumed to be available since this information can be estimated through a training process in the built-in self-test (BIST) stage of radar. Here we set 2σ 2 w = 1. To perform DR-GAMP, the ηth statistics x η in (33) are set as the 0.75R d th, 0.75R sp th and 0.75R r th elements of the ordered lists of reference cells in the three domains, where R d , R sp and R r are the corresponding numbers of reference cells. For the scale factor α OS , it is set according to noise false alarm P FA,w and is given in the corresponding simulations.
A. Effects of one-bit quantization on target detection
In this subsection, we firstly validate the assumption (30) via numerical experiments. Then, attenuations of 3-order harmonics relative to the fundamental frequencies, FAs caused by 3-order harmonics and SNR losses caused by one-bit quantization are discussed. After the Fourier transform, define the SNR of a fundamental frequency or a high-order harmonic in (30) as 10log(|A q | 2 /(2σ 2 wf )) dB.
1) Validation of Noise statistical characteristics in (30):
In (30), we assume that w(f ) is Gaussian noise with its bandwidth B r . At Nyquist sampling frequency, i.e., f s = B r , the noise cells after FFT should be i.i.d. complex Gaussian random variables 4 . Without loss of generality, we take the fast time domain for example and consider the received one-bit signal v qC (t) in (27) . Assume that the number of target is P = 2. The sampling frequency is 100 MHz and the normalized frequencies of the two target are f r,1 = 0.4 and f r,2 = 0.05, respectively. The observation time duration is 10 ms and the corresponding number of samples is N = 10 6 .
The frequency spectrum of one-bit signal after FFT is shown in Fig. 3 . It is shown that energies for both fundamental frequencies and high-order harmonics are focused in the frequency domain at Autocorrelation coefficients of noise cells are shown in Fig. 4 (d) . Clearly, the noise after FFT is almost independent. Hence, the noise w(t) in (30) can be modeled as the additive Gaussian noise with the bandwidth of B r .
2) FAs caused by high-order harmonics:
We still consider the two targets scenario and set SNR 1 = SNR 2 . The frequencies of the two targets are denotes as f r,1 and f r,2 , respectively. The attenuations of the self-generated and cross-generated 3-order harmonics relative to the fundamental frequencies are shown in Fig. 5 . It can be seen that when SNR < −10 dB, both the theoretical exact results (19) and (21) are consistent with their approximations (20) and (22) . In addition, when −15 dB≤ SNR ≤ 8 dB, 5 A QQplot is a visual inspection tool for checking the Gaussianity of the data. In a QQplot, deviation from a straight line is an evidence of non-Gaussianity. the Monte Carlo (MC) results are consistent with (19) and (21) which validates the theoretical analysis.
In Fig. 5 , it is shown that when the SNR is low, the attenuations are very large and both the selfgenerated and cross-generated 3-order harmonics can be ignored. As SNR increases, the attenuations becomes smaller and the strength of the 3-order harmonics can not be ignored. For example, when SNR = −5 dB, the SNRs of the 3-order cross-generated and self-generated harmonics are about 23.6 dB and 34.8 dB lower than that of fundamental frequencies, respectively. The 3-order harmonics will result in FAs in many application scenarios. Consider a set of typical parameters (details will be shown later in Table I ) in automotive radar: K = 200, L = 24 and N = 1000. The digital integration gain is 10log(KLN ) = 66.8 dB (without considering processing loss) and after integration, the SNRs of the 3-order cross-generated and self-generated harmonics are about 38.2 dB and 27.0 dB, respectively. As a consequence, the 3-order harmonics can not be ignored. Since 3-order harmonics are target-like (as shown in Fig. 3 ), they will result in FAs.
DRAFT Furthermore, the corresponding frequency range of 3-order harmonics is partly overlap with that of true targets (no matter how large the sampling frequency f s is selected) and hence, linear processing methods is difficult to completely remove FAs caused by harmonics. For example, two of the 3-order harmonics that have frequencies of 2f r,1 − f r,2 and 2f r,2 − f r,1 may be equal to that of true targets and can not be suppressed in frequency domain 6 .
3) SNR loss of one-bit quatization: For one-bit quantization, fundamental frequencies suffer SNR losses comparing with high-precision quantization especially for scenarios with high SNR targets. The SNR loss can be evaluated through conducting statistics of the SNR differences between the conventional and one-bit radar after 3-D FFT. For a given target, the SNR loss is defined as SNR c − SNR ob , where SNR c and SNR ob denotes the target SNRs in conventional system and one-bit radar. We again consider a two targets scenario. For the first target, we fix its SNR as SNR 1 = −30 dB. For the second target, its SNR is varied from −30 dB to 20 dB. The SNR losses for the both targets are calculated and results are shown in Fig. 6 . When the SNR of the second target satisfies SNR 2 < −10 dB, the SNR loss is about 2 dB for both targets. As SNR 2 increases from −10 dB to 20 dB, the SNR loss of the first target increases from 2 dB to 14 dB. At SNR 2 = 0 dB, the SNR loss of the first target is about 3.5 dB which is generally acceptable in practice. However, when SNR 2 > 12 dB, the SNR loss of the first target is about 10 dB which can degrade the detection performance of targets with low SNRs significantly. The SNR losses indicate that the dynamic range is reduced for one-bit radar due to the application of one-bit quantization. A possible solution is to adopt the time varying threshold in one-bit radar system
by accommodating large dynamic range of the received signal [7, 18, 35] .
B. Effectiveness of DR-GAMP
In this subsection, effectiveness of DR-GAMP is investigated under both on-grid and off-grid cases.
Firstly, the benefit of DR in DR-GAMP is elucidated. Then, the excellent performance of DR-GAMP in terms of suppression of high-order harmonics is demonstrated. To evaluate the performance of reconstruction, the normalized mean squared error (NMSE)
is also used, whereŝ is defined in (37). GAMP, which will lead to false alarms. In contrast, DR-GAMP recovers the true targets without false components, and its NMSE is about −8 dB in Fig. 7 (b) , which demonstrates the benefit of DR.
2) Off-grid scenario: The frequencies of the two targets are f r,1 = −40.07 MHz and f r,2 = −15.18
MHz. The biases of the two frequencies from their nearest grids (the corresponding frequencies 7 We choose N = 1000 for two reasons: (1) GAMP can be directly implemented as the dimension is not huge. (2) The harmonics can be neglected and we thus focus on the benefit of dimension reduction. As shown in Fig. 5 , the attenuation of the 3-order cross-generated harmonics compared to the fundamental frequency is at least 23 dB. Under one-bit quantization, Fig. 6 shows the SNR loss (corresponding to the conventional radar) is at least 2 dB. The integration gain is 10 log N = 30 dB. DR-GAMP still works well and reconstructs the targets located on the grids which are nearest to the true frequencies, which also demonstrates the benefit of DR.
2) High-order harmonic FAs suppression: We consider the on-grid and off-grid scenarios with two targets. Simulation parameters are shown in Table I . Here we mainly concern high-order harmonic FAs DRAFT For the on-grid case, the two targets share both the same zero spatial frequencies f sp,1 = f sp,2 = 0.
Beat frequencies and Doppler shifts are f r,1 = −40 MHz, f r,2 = −3 MHz, f d1 = 2 KHz and f d2 = 7
KHz, respectively. Note that the above parameter settings make the high-order harmonic FAs appear merely in the c sp th spatial cell with f sp,csp = 0. The overgriding factor r a in (34) is set as r a = 2.
For the off-grid case, targets parameters are set as follows:
f sp,1 = 0.0125 Hz, f sp,2 = 0.0354 Hz, f r,1 = −40.015 MHz, f r,2 = −3.06 MHz. We investigate the performance under r a = 1, 2, 3, 4. Under each r a , the biases between the true frequencies of targets in the three domains and their nearest grids are given in Table II. 1) On-grid scenario: Numerical results are presented in Fig. 9 . In Fig. 9(a) , normalized amplitudes of vector x κ ,x κ andx κ are presented. It can be seen that after predetection, 34 PTs are detected, including 2 true targets, 6 3-order harmonic FAs and 26 noise FAs. Then, applying the DR-GAMP algorithm, all the 3-order harmonics are suppressed significantly. Range-Doppler maps are provided in Fig. 9 (b) and 9(c) for the one-bit signal and reconstructed signal at the spatial cell with f sp = 0.
Results show that after FFT, 3-order harmonics of one-bit signal have high SNRs, while the 3-DRAFT order harmonic strengths of the DR-GAMP reconstructed signal in (37) is negligible, which further demonstrates the excellent harmonics suppression performance of DR-GAMP.
2) Off-grid scenario: Simulation Results are plotted in Fig. 10 . The ability of suppressing harmonics improves as r a increases. For r a = 1, DR-GAMP is almost ineffective to suppress harmonics.
While for r a = 4, DR-GAMP suppresses the harmonics effectively. C. Performance comparisons between one-bit and conventional radar
In this subsection, the detection performance of one-bit radar is compared with that of the conventional radar under off-grid case. Two scenarios are considered:
• Scenario 1: 10 targets with identical SNRs are added for each trial. The SNRs of targets varies from −28 dB to −19 dB.
• Scenario 2: The parameters are the same as scenario 1, except that we add a new target with a high SNR being 0 dB. For one-bit radar, the overgriding factor is r a = 4. The threshold γ 1 in (33) is α OS = 7.0 dB 8 and η are 18, 75 and 75 in spatial, slow time, and fast time domain, respectively. To detect targets based on reconstructed results in the second stage, the threshold γ 2 should be chosen carefully. If γ 2 is too large, the true targets can be missed. While if γ 2 is too small, the FA rate increases. In this paper, we empirically set γ 2 = (G a − 11.6) dB, where G a = 10log(KLN ).
For the conventional radar, 3-D FFT and OS CFAR detector is implemented to detect targets. The parameter settings about the OS CFAR are the same as the one-bit radar except the scale factor α OS , which is set based on the average FA rate of the one-bit radar. The detection performances of the two 8 Since the predetection in the first stage only provides coarse information about targets and the GAMP algorithm is powerful to suppress FAs, we can, in the first stage, set a lower threshold than that of conventional system. dB and −8.4 dB (ra = 2), 55.1 dB and −7.6 dB (ra = 3), 55.2 dB and −7.3 dB (ra = 4).
system are compared under the same FA rate. For the first scenario, the average FA rates of one-bit radar are P FA,1 = 7.2 × 10 −5 and we set the scale factor in the conventional radar as α OS,c1 = 9.9 dB. For the second scenario, the average FA rates of one-bit radar are P FA,2 = 3.5 × 10 −4 and we set α OS,c2 = 8.9
dB.
The detection performances versus the target SNRs for both scenarios are presented in Fig. 11(a) and Fig. 11(b) . For the first scenario, though SNR loss of targets is 2 dB, the performance of one-bit radar has a slight superiority to the conventional system, as shown in Fig. 11 system. In contrast, for the one-bit radar, although the weighted loss still exists in the first predetection stage, a lower threshold γ 1 < γ c is set to have a higher sensitivity, and in the second stage, GAMP algorithm which has no weighted loss is applied to suppress FAs.
For the second scenario, due to the presence of the target with high received SNR, SNR loss of weak targets increases from 2 dB to 3.5 dB (refer to Fig. 5 ) and this makes the one-bit system inferior to the conventional system. At P D = 0.5, the one-bit system has about 1.6 dB performance loss under the parameter settings.
VI. CONCLUSIONS
In this paper, we investigate problems encountered in one-bit LFMCW radar and propose a two-stage DR-GAMP approach for target detection. It is shown that for a multiple targets scenarios, the 3-order harmonics including self-generated and cross-generated terms can not be omitted and linear processing is ineffective because it can not suppress these 3-order harmonics especially for 3-order cross-generated terms. As a result, a two stage DR-GAMP target detection approach is proposed. In the first stage, the linear preprocessing is performed to coherently integrate the received data and then, CFAR is performed to predetect the targets. Based on CFAR results, the number of grids in the target space is reduced significantly. Then, the GAMP algorithm is proposed to reconstruct true targets. Substantial numerical experiments are conducted to validate the effectiveness of DR-GAMP.
DRAFT VII. APPENDIX
A. The average amplitudes of harmonics
The average of v q (t) with respect to w(t) is given by (13) . 
Similarly, for the self-generated even harmonics, its average amplitudes are zeroes as well. For the odd harmonics, we calculate the case where P = 2. For general P , calculations are very similar but the analytical expressions are hard to obtain. 
