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Abstract
We consider the set of Hausdorff dimensions of limit sets of ﬁnite subsystems of an inﬁnite
conformal iterated function system and refer to it as the restricted dimension set. The corre-
sponding set for all subsystems will be referred to as the complete dimension set. We give
sufﬁcient conditions for a point to belong to the complete dimension set and consequently to be
an accumulation point of the restricted dimension set. We also give sufﬁcient conditions on the
system for both sets to be nowhere dense in some interval. Both general results are illustrated
by examples. Applying the ﬁrst result to the case of continued fraction we are able to prove
the Texan Conjecture, that is we show that the set of Hausdorff dimensions of bounded type
continued fraction sets is dense in the unit interval.
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1. Introduction
Let us consider the continued fraction expansion of an irrational number x from the
unit interval given by
x = [a1, a2, . . .] := 1
a1 + 1
a2 + 1
a3 + · · ·
for some ai ∈ N = {1, 2, 3, . . .} , i ∈ N.
For  ⊂ N we deﬁne
J := {[a1, a2, . . .] : ai ∈ } ⊂ [0, 1] , (1.1)
the set of irrationals with entries in the continued fraction expansion restricted to the
set . Hausdorff dimensions of the sets J have been investigated in the context of
the Markov and Lagrange spectrum for instance in [1,2]. By a classical result of Jarník
[4] we know that
lim
n→∞ HD
(
J{1,2,...,n}
) = 1,
where HD (A) denotes the Hausdorff dimension of A ⊂ R. On the other hand we
clearly have HD
(
J{i}
) = HD ({[i, i, i, . . .]}) = 0 for any i ∈ N. Let us deﬁne the
complete and restricted dimension set
CCF := {HD (J) :  ⊂ N} and DCF := {HD (J) :  ⊂ N ﬁnite} .
Then it follows that both CCF and the closure DCF of the restricted dimension set are
both subsets of the unit interval and contain the two boundary points 0 and 1. We are
going to prove the following theorem.
Theorem 1.1. For the complete dimension set we have
CCF = [0, 1] .
Note that the statement of the following corollary was referred to as the Texan
Conjecture in [5]. It is an immediate consequence of the above theorem due to the fact
that HD (J) = limn→∞ HD
(
J{∈:n}
)
(cf. Corollary 2.3 below).
Corollary 1.2. The restricted dimension set DCF is dense in [0, 1].
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This statement was ﬁrst conjectured in [3] and some years later independently in
[9]. Both in [9,5] we ﬁnd a proof for the fact that DCF intersects [0, 1/2] densely. The
proof of this theorem at the end of the Section 4 will reveal why the value 1/2 is
crucial for this conjecture.
Since the representation by continued fractions can be described by the inﬁnite
iterated function system
SCF :=
{
i : [0, 1] → [0, 1] ; x → 1/ (i + x) : i ∈ I = N
}
,
we are going to formulate our general results within this theory. Actually, we only
consider conformal iterated function system (cIFS) as deﬁned in Section 2, which
are especially—unlike the system SCF—uniformly contractive. As mentioned in [9]
this problem can be overcome by taking the system of second level maps S′CF :={ ◦  : , ∈ SCF} into consideration, which has the same limit set and turns out to
be uniformly contractive.
If we denote the limit set of the restricted cIFS S :=
{
i ∈ S : i ∈ 
}
,  ⊂ I , by
J then for S = SCF the set J coincides with the one deﬁned in (1.1). Furthermore,
if we set
CS := {HD (J) :  ⊂ I } and DS := {HD (J) :  ⊂ I ﬁnite}
then we have CSCF = CCF and DSCF = DCF. As a good text book on the theory
of inﬁnite cIFS as used in this paper we refer to [10]. In Theorem 2.2 we state a
sufﬁcient condition for a point s ∈ [0,HD (JI )] to lie in CS . A contrary statement to
that of Theorem 2.2 is given for absolutely regular cIFS in Theorem 2.4. In there we
provide a sufﬁcient condition for CS and DS to be nowhere dense in a given interval
A ⊂ [0,HD (JI )].
In Section 3 we use the general results from Section 2 to construct four examples all
giving rise to different topological properties of the dimension sets. In the ﬁrst example
we have that the dimension set DS is dense in [0,HD (JI )]. In the second one the
dimension set appears to have a ﬁnite number of holes, whereas in the third examples
we construct a cIFS S for which there exists a number  ∈ (0,HD (JI )) such that
DS intersects [0, ] densely but is nowhere dense in [,HD (JI )]. The last example
shows that there exists cIFS such that its dimension set is nowhere dense. For ease of
calculations all examples considered here are actually based on afﬁne IFS.
Finally, to actually prove the Texan Conjecture some extra effort is needed. For
this we give in Section 4 a more number theoretical representation of the pressure
function associated to continued fraction in terms of denominators of convergents. We
remark that this representation has also been used to develop a multifractal analysis
for continued fractions in [6]. This representation together with some reﬁned estimates
on the denominators of convergents (cf. Lemma 4.3) allows us to apply Theorem 2.2
to give a positive answer to the Texan Conjecture.
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2. Characterization of the dimension sets of inﬁnite cIFS
We ﬁrst recall some deﬁnitions concerning conformal iterated function systems. For
more details, see [10,8].
Let X be a non-empty compact subset of Rd equipped with the metric  and let I
be a countable index set with at least two elements. The collection S = {i : i ∈ I}
of injective contractions from X to X for which there exists s ∈ (0, 1) such that

(
i (x) , i (y)
)
s (x, y) for every i ∈ I and (x, y) ∈ X ×X is called a uniformly
contractive iterated function system (abbreviated IFS). We write
In :=
n∏
i=1
I, I ∗ :=
⋃
n1
In, I∞ :=
∞∏
i=1
I.
For each n ∈ N and  ∈ ⋃kn I k ∪ I∞, we set
|n := (1,2, . . . ,n) , |n := 1 ◦ 2 · · · ◦ n .
The limit set JI with respect to the IFS S is deﬁned to be
JI :=
⋃
∈I∞
∞⋂
n=1
|n (X) .
Clearly, we have JI = ⋃i∈I i (JI ). If I is ﬁnite then JI is compact.
The topological pressure PI of an IFS S =
{
i : X → X : i ∈ I
}
is deﬁned for
each t ∈ R by
PI (t) := lim
n→∞
1
n
log
∑
∈In
∥∥′∥∥t , (2.1)
where ‖ · ‖ denotes the supremum norm on X. For I (t) :=
∑
∈I
∥∥′∥∥t , t ∈ R, and
I := inf
{
t : I (t) < ∞
}
it is shown in [8] that PI is non-increasing on [0,∞),
strictly decreasing, continuous and convex on [I ,∞), and P (d) 0.
An IFS S is said to satisfy the open set condition (abbreviated OSC) if there
exists a non-empty open set U ⊂ X such that i (U) ⊂ U for every i ∈ I and
i (U) ∩j (U) = ∅ for every pair (i, j) with i, j ∈ I, i = j .
An IFS S = {i : X → X : i ∈ I} is said to be conformal (abbreviated cIFS) if the
following conditions are satisﬁed.
(1) X is a connected subset of Rd and for U := IntRd (X) the OSC is satisﬁed.
(2) There exist , l > 0 such that for every x ∈ X ⊂ Rd there exists an open
cone Con (x, ux, , l) ⊂ Int (X) with vertex x, direction vector ux , central angle of
Lebesgue measure  and altitude l.
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(3) There exists an open connected set X ⊂ V ⊂ Rd such that all maps i , i ∈ I
extends to C1+ diffeomorphisms of V into V and are conformal on V.
(4) Bounded distortion property (BDP): There exists a constant K1 such that ∣∣′ (y)∣∣
K
∣∣′ (x)∣∣ for every  ∈ I ∗ and every pair (x, y) of points x, y ∈ V , where∣∣′ (y)∣∣ denotes the norm of the derivative.
In the following S = {i : X → X : i ∈ I} will always denote an inﬁnite cIFS. Also,
since our general results do not depend on the denumeration of I we choose I = N.
The dimensional and measure-theoretical properties for the limit set JI with respect
to a cIFS S are studied in detail in [8] and we are going to use some of their results.
For instance the following dimension formula holds
HD (JI ) = sup {HD (J) :  ⊂ I ﬁnite} = inf {t : PI (t) 0} I , (2.2)
and if PI (t) = 0, then t is the only zero of the pressure function PI , and we have
t = HD (JI ) (see also [9,10]). Note, that from this we immediately deduce that
DS ⊂ CS ⊂ DS. (2.3)
To prepare for the ﬁrst main theorem of this section we need the following lemma. In
there we use the notation
	 := exp (P) ,
where P denotes the pressure function for the restricted cIFS S with  ⊂ I .
Lemma 2.1. For any s > 0 there exists a sequence 
m → 0, m → ∞, such that for
any ﬁnite subset  of I we have with  :=  \ {max}
	 (s) − 	 (s) 
max. (2.4)
Proof. It is easy to verify that under the OSC (cf. [8, Lemma 2.5]), we have
∥∥′i∥∥ =: i → 0 as i → ∞.
Let m, n2, 1j < n, 1n1 < n2 < · · · < nj n, and (1,2, . . . ,n) ∈ Nn such
that for all k ∈ {1, 2, . . . , n}\{ni}ji=1 we have k = m, that is the letter ‘m’ is canceled
r := n − j times in the word 12 . . .n to obtain the word n1n2 . . .nj . To use
the observation in (2.5) we deﬁne a sequence
εn :=
∣∣∣∣∣∣∣∣P (s) −
1
n
log
∑
∈
(

)n
∥∥′∥∥s
∣∣∣∣∣∣∣∣ → 0, n → ∞.
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Then by the BDP
∥∥′1···n∥∥  (Km)r ∥∥∥′n1 ···nj
∥∥∥ .
	 (s) = lim
n→∞
⎛
⎝∑
∈n
∥∥′∥∥s
⎞
⎠1/n
 lim
n→∞
⎛
⎜⎜⎝
n∑
j=0
(
n
j
) (
Km
)js ∑
∈
(

)n−j
∥∥′∥∥s
⎞
⎟⎟⎠
1/n
 lim
n→∞
⎛
⎝ n∑
j=0
(
n
j
) (
Km
)js 	 (s)n−j e−n (n−j)n εn−j
⎞
⎠1/n
= (Km)s + 	 (s) .
The last equality follows from the elementary observation that since (εn)n∈N is a
sequence tending to zero we also have
max
1 jn
(n − j)
n
εn−j → 0, n → ∞. (2.5)
Setting 
n :=
(
Kn
)s ﬁnishes the proof. 
Theorem 2.2. Suppose that for s ∈ [0,HD (JI )] we have for all ﬁnite non-empty
subset  of I that
	 (s) > 1 ⇒ 	 (s) 1, (2.6)
where  := ( \ {max})∪(I ∩ {max+ 1,max+ 2, . . .}). Then s ∈ CS , i.e. there
exists s ⊂ I with HD
(
Js
) = s.
Proof. Let s ∈ [0,HD (JI )] be ﬁxed. If there exists a ﬁnite subset  ⊂ N such
that either 	 (s) = 1 or 	∪{m,m+1,m+2,...} (s) = 1 for some m ∈ N, then by (2.2) the
theorem holds by either setting s :=  or s := ∪{m,m + 1,m + 2, . . .}. Hence, we
may assume without loss of generality that s ∈ [0,HD (JI )) and has none of the above
two properties. Now we are going to construct a sequence (n)n∈N of ﬁnite subsets
of N such that the sequence of sets
(
n
)
n∈N is increasing and limn→∞ 	n (s) = 1.
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Again by (2.2) we have that
k1 := min
{
m1 : 	{1,2,...,m} (s) > 1
}
exists. The sequence of ﬁnite subsets n will be deﬁned inductively such that for all
n ∈ N the following three properties are fulﬁlled.
(1) maxn < maxn+1,
(2) n ⊂ n+1,
(3) 	n (s) > 1 > 	n (s).
Clearly, 1 := {1, . . . , k1} fulﬁlls condition (3). Suppose the above conditions holds
for some n ∈ N. Then by (2.6) we know that
kn := min
{
m1 : 	n∪{maxn+1,...,maxn+m} (s) > 1
}
exists. Hence, by setting n+1 := n ∪ {maxn + 1, . . . ,maxn + kn} the above con-
ditions are also fulﬁlled for n + 1.
Observing Lemma 2.1 this construction allows us to deduce limn→∞ 	n (s) =
limn→∞ 	n (s) = 1.
Finally, let sn be given implicitly by 	n (sn) = 1. For s :=
⋃
n1 

n, we have by
(2.2) that
HD
(
Js
) = lim
n→∞ sn =: s0.
Hence, we are left to show that s = s0. If we suppose that s < s0 then for n large we
have s < sn, and hence
	n
(s) 	n (sn) = 1.
This contradicts the fact that 	n (s) < 1.
Now suppose s > s0. Since 	n (s) 	s (s) we have by (2.2) and the fact that Ps
is strictly decreasing on
(
s ,∞
)
that
	n
(s) 	s (s) < 1.
This contradicts the fact that limn→∞ 	n (s) = 1. This ﬁnishes the proof. 
Corollary 2.3. Any s ∈ [0,HD (JI )] fulﬁlling the conditions stated in Theorem 2.2 is
an accumulation point of DS .
Proof. This follows from Theorem 2.2 by observing (2.2). 
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For the following recall that a cIFS S is said to be regular if PI (t) = 0 has a
solution. S is called absolutely regular if every subsystem of S is regular. If S is
absolutely regular, then for any  ⊂ I , we denote by s () the unique solution to
the equation 	 (s) = 1. We remark that the cIFS is absolutely regular if and only if
I = 0 (cf. [9, Theorem 2.3]).
Theorem 2.4. Let S = {i : i ∈ I} be an absolutely regular cIFS and A be some
subinterval of [0,HD (JI )]. Suppose that for all ﬁnite  with s () ∈ A, and for all
˜ ⊂  and s ∈ A we have
	
˜
 (s) < 	˜ (s) .
Then both DS and CS are nowhere dense in A.
Proof. Due to (2.3) we only have to prove the statement for DS . Without loss of
generality we may assume that A ∩ DS = ∅. It sufﬁces to show that for any open
interval (a, b) ⊂ A, there exists a subinterval (c, d) of (a, b) with (c, d) ∩DS = ∅. In
fact, if (a, b)∩DS = ∅, then we have nothing to prove. Otherwise, let  ∈ (a, b)∩DS .
Then there exists a ﬁnite 0 ⊂ I such that 	0 () = 1. By Lemma 2.1 we may choose
m large enough such that s () ∈ (a, b) ∩DS with  := 0 ∪ {m}. By the hypothesis,
we have 	 (s ()) < 1. Let ˜ be an arbitrary ﬁnite subset of I. Deﬁning
k$ := min
{
k ∈ $ ˜
}
we can distinguish the following four cases.
(1) k$ = m. Then min
{
k ∈ ˜ \ 0
}
m+1. Hence ˜ ⊂ . Thus by the hypothesis,
we have
	˜ (s ()) 	 (s ()) < 	 (s ()) = 1.
This implies that s
(
˜
)
s
(

)
< s ().
(2) k$ > m. In this case, we clearly have  ⊂ ˜, so s
(
˜
)
s ().
(3) k$ ∈  ∩ {1, . . . , m − 1}. Setting C :=  ∩ {1, . . . , k$}, then
C ⊂  = 0, C =  ∩ [1, k$ − 1] = ˜ ∩ [1, k$ − 1]
and
	˜
(
s
(

))
	C
(
s
(

))
< 	C
(
s
(

))
	
(
s
(

))
= 1.
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This shows that s
(
˜
)
< s
(

)
.
(4) k$ ∈ ˜ ∩ {1, . . . , m − 1}. Then again by the hypothesis we have for
D := ˜ ∩ {1, . . . , k$} that
	
(
s
(
˜
))
	D
(
s
(
˜
))
< 	D
(
s
(
˜
))
	˜
(
s
(
˜
))
= 1.
This implies that s
(
˜
)
> s ().
By the above analysis we have
sup {s ∈ DS : s < s ()} = s
(

)
< s ()
implying that
(
s
(

)
, s ()
)
∩DS = ∅. 
3. Examples
Next we give some examples to illustrate Theorems 2.2 and 2.4. For ease of calcu-
lation we consider only afﬁne IFS acting on the unit interval, i.e. we let
S := {Ai : [0, 1] → [0, 1] , x → aix + bi, i1} ,
ai, bi ∈ R such that the OSC is satisﬁed.
The ﬁrst example is a linearized version of the Gauss map.
Example 3.1. Let ak := k−1 (k + 1)−1 and bk := (k + 1)−1 for k1. Then CS =
DS = [0, 1].
In fact, for any s ∈ [0, 1/2] we have ∑∞k=n+1 ask = ∞ > asn, and for any s ∈ (1/2, 1]
and n2 we have
∞∑
k=n+1
ask =
∞∑
k=n+1
1
(k (k + 1))s 
∫ ∞
n+1
1
(x + 1)2s dx
= 1
2s − 1 (n + 2)
1−2s > n−2s > 1
(n (n + 1))s .
The claim then follows immediately from Theorem 2.2.
Our second example shows that even when the series converges more quickly the
corresponding dimension set is still dense in [0, 1]. But if we remove some items from
S a ﬁnite number of holes appears.
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Example 3.2. Let ak := 2−k and bk := ∑k−1j=1 aj = 1 − 2−k for k1. Then CS =
DS = [0, 1]. This can be seen from the following. For any s ∈ (0, 1] and any n ∈ N,
∞∑
k=n+1
ask =
∞∑
k=n+1
2−ks = 2
−(n+1)s
1 − 2−s 2
−ns .
The claim again follows from Theorem 2.2. If we now investigate the absolutely regular
afﬁne IFS S′ := SN\{m} for some m > 2 we see that CS′ and DS′ are equal to the unit
interval minus a ﬁnite number of open intervals. Here we only consider m = 5. The
calculations for arbitrary m can be carried out in a similar way. Set
1 = {1, 2} , 2 = {1, 3, 4} , 3 = {1, 2, 6} , 4 = {1, 2, 4}
5 = {1, 2, 3, 6} , 6 = {1, 2, 3, 4} .
Then clearly we have
s (1) = s (2) < s (3) < s (4) < s (5) < s (6) .
Note that for any s > s (1) and any n1 we have 22s − 2s > 1. It follows that
∞∑
k=n+1
2−ks = 2
−(n+1)s
1 − 2−s = 2
−(n−1)s 1
22s − 2s < 2
−(n−1)s , s ∈ (s (1) , 1) . (3.1)
Hence for i = 4, 6, we have for s > s (1) that ∑k∈i 2−ks < ∑k∈i 2−ks . We next
use (3.1) to prove the existence of two holes in CS . We ﬁrst note that for any ﬁnite
˜ ⊂ N \ {5} we have
s
(
˜
)
/∈
(
s
(
6
)
, s (6)
)
.
We now consider 4. For any ˜ ⊂ N \ {5}, if ˜ ⊃ {1, 2}, then clearly we have
s
(
˜
)
∈
[
s (1) , s
(
4
)]⋃[
s (4) , 1
]
.
It sufﬁces now to consider ˜ with 2 /∈ ˜ ⊃ {1, 3, 4}. Note that s
(
4
)
> s (1)
∑
k∈˜
2−ks
(
4
)

∑
k=1,3,4
2−ks
(
4
)
+
∞∑
k=6
2−ks
(
4
)
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= 2−s
(
4
)
+ 2−2s
(
4
) (
2−s
(
4
)
+ 2−2s
(
4
))
+
∞∑
k=6
2−ks
(
4
)
< 2−s
(
4
)
+ 2−2s
(
4
)
+
∞∑
k=6
2−ks
(
4
)
= 1.
It follows that s
(
˜
)
< s
(
4
)
. Hence there exist two holes respectively in
[
s (3) ,
s (4)
]
and
[
s (5) , s (6)
]
. For s ∈ [0, s (1)], we have 22s −2s1, so for any ﬁnite
 with
∑
k∈ ask > 1 it follows that
∑
k∈ a
s
k > 1. By Theorem 2.2 DS is dense in
[0, s1]. Similar arguments show that DS is also dense in
[
s (6) , 1
]
,
[
s (1) , s (3)
]
.
In our next example we choose a sequence ak such that DS is dense in some interval
[0, ] and nowhere dense in [,HD (JN)] for some  ∈ (0,HD (JN)).
Example 3.3. Let ak := 2 · 3−k , bk := ∑k−1j=1 aj , k1. For any s ∈ [0, log 2log 3], we have∑∞
k=n+1 askasn. Thus for any ﬁnite , we have
∑
k∈
ask =
∑
k∈
ask +
∞∑
k=max+1
ask
∑
k∈
ask.
By Theorem 2.2 DS is dense in
[
0, log 2log 3
]
. On the other hand, for any s ∈
(
log 2
log 3 , 1
)
and any n1, we have
∞∑
k=n+1
ask = 2s
∞∑
k=n+1
3−ks < asn.
Hence the condition in Proposition 2.4 holds and consequently DS is nowhere dense
in
(
log 2
log 3 , 1
)
.
Our last example shows that if ak converges rapidly to 0 then CS and DS are nowhere
dense in [0,HD (JN)].
Example 3.4. Let us consider the absolute regular afﬁne IFS with ak = 2−2k , bk :=∑k−1
j=1 aj , k1. Then CS and DS are nowhere dense in [0,HD (JN)].
For each n ∈ N we deﬁne sn by the equation ∑∞k=n+1 asnk = asnn and s0 := HD (JN).
Then we have
∞∑
k=1
2−2n
(
2k−1)sn = 1, n1. (3.2)
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It is clear that (sn)∞n=1 strictly decreases to zero. Moreover, for each n ∈ N and
s ∈ (sn+1, sn), we make the following observations.
(1) We have
∞∑
k=n+2
2−2ks < 2−2(n+1)s ,
∞∑
k=m+1
2−2ks > 2−2ms, 1mn. (3.3)
(2) For any  ⊂ N with s () = s, we have
min { \ {min}} n + 1. (3.4)
The ﬁrst observation follows directly form the deﬁnition of the sn. To verify the second
one, we notice that
1 =
∞∑
k=1
2−2n
(
2k−1)sn = 2−2nsn +
∞∑
k=2
2−2n
(
2k−1)sn
 2−2nsn +
∞∑
k=2
2−2n+k−1sn = 2−2nsn +
∞∑
k=n+1
2−2ksn
= 2−2nsn + 2−2nsn .
We next use these two observations to show that DS is nowhere dense in [0, HD (JN)].
We ﬁrst show that DS is nowhere dense in (s1, s0). This is true according to Proposition
2.4 since for any s ∈ (s1, s0] and any n1, we have
∞∑
k=n+1
ask < a
s
n.
Now it sufﬁces to show that for each n1 DS is nowhere dense in (sn+1, sn). We ﬁrst
show that for any open interval (a, b) ⊂ (sn+1, sn) with (a, b) ∩ DS = ∅, there exists
a subinterval In of (a, b) such that
In ∩ {s () :  ⊂ N ﬁnite, minn} = ∅. (3.5)
We show this by a ﬁnite induction over n. We deﬁne
Ak := {s () : min = k, is ﬁnite} , 1kn, and A :=
n⋃
k=1
Ak.
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If (a, b)∩A1 = ∅ we set I1 := (a, b). Otherwise there exists a ﬁnite set ˜1 ⊂ N such
that 1 := s
(
˜1
)
∈ (a, b) ∩ A1. By Lemma 2.1 we may choose m1 > n large enough
such that s
(
˜1 ∪ {m1}
)
∈ (a, b). We set 1 = ˜1 ∪ {m}. By (3.4) we know that
min
(
˜1 \ {1}
)
n + 1.
Using this and (3.3) we consider the same four cases as in the proof of Theorem 2.4
and get for I1 :=
(
s
(
1
)
, s (1)
)
I1 ∩ A1 = ∅.
Now assume that for some 1kn−1 we have constructed an open interval Ik ⊂ (a, b)
with
Ik ∩
⎛
⎝ k⋃
j=1
Aj
⎞
⎠ = ∅.
If Ik ∩Ak+1 = ∅ we set Ik+1 := Ik . Otherwise we assume that for some ﬁnite ˜k+1 we
have s
(
˜k+1
)
∈ Ik . We may choose mk+1 large enough such that s
(
˜k+1 ∪ {mk+1}
)
∈
Ik . Setting k+1 = ˜k+1 ∪ {mk+1}, by (3.4) we have
min {k+1 \ {k + 1}} n + 1.
Again using this and (3.3) and consider the same four cases as in the proof of Propo-
sition 2.4, we have for Ik+1 :=
(
s
(
k+1
)
, s (k+1)
)
Ik+1 ∩
⎛
⎝k+1⋃
j=1
Aj
⎞
⎠ = ∅.
This proves the existence of the interval In ⊂ (a, b) with In ∩ A = ∅.
We ﬁnally show that there exists an open subinterval (p, q) of In such that (p, q)∩
DS = ∅. If In ∩DS = ∅, then we are done. Otherwise we have
min {min :  ⊂ N ﬁnite, s () ∈ In} n + 1.
By (3.3) we know the condition in Proposition 2.4 holds for In. Hence there exists an
open interval (p, q) ⊂ In such that (p, q) ∩DS = ∅. This implies that DS is nowhere
dense in (sn+1, sn).
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4. Texan Conjecture
For  := (1, . . . ,n) ∈ Nn the ﬁnite continued fraction [1, . . . ,n] ∈ Q will be
represented by the reduced fraction
pn ()
qn ()
:= [1, . . . ,n] .
Recall that for a given sequence (1,2, . . .) ∈ NN the following recurrence relation
holds for the denominators qn = qn (|n) of the convergents [1, . . . ,n].
q−1 = 0, q0 = 1, qi = iqi−1 + qi−2, i1.
Lemma 4.1. For all s ∈ R and  ⊂ N we have
P (s) = lim
n→∞
1
n
log
∑
∈n
qn ()
−2s .
Proof. This follows immediately from (2.1) and the fact that for  ∈ n we have
′ (x) =
(−1)n
(qn () + xqn−1 ())2
= (−1)
n
qn ()2
(
1 + x
(
qn−1()
qn()
))2 . 
We remark that this pressure function deﬁned in terms of the denominators of the
convergents has also been used in [7; 6, Theorem 1.3] to determine certain multifractal
spectra.
Lemma 4.2. Let m, n2, 1j < n, 1n1 < n2 < · · · < nj n, and  := (1, . . . ,
n) ∈ Nn such that for all k ∈ {1, 2, . . . , n} \ {ni}ji=1 we have k = m, that is
there are r := n − j entries ‘m’ removed from the n-tuple  to obtain the j-tuple
′ := (n1 ,n2 , . . . ,nj ). Then
(
m + 2
2
)r
 qn ()
qj (′)
 (m + 1)r . (4.1)
Proof. First note that is sufﬁcient to show (4.1) only for r = 1 as the general statement
follows easily by an induction over the number of m’s removed. For this let us assume
that l = m with 1 ln. If we set
qk := qk (1,2, . . . ,k) for 1kn,
q ′k−1 := qk−1 (1,2, . . . ,l−1,l+1, . . . ,k) for l + 1kn,
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we deduce
m + 2
2
m ql
ql−1
= mql−1 + ql−2
ql−1
m + 1.
Furthermore, using the recursive formula qk+1 = k+1qk + qk−1 we get for the upper
bound
ql+1
q ′l
= l+1ql + ql−1
l+1ql−1 + ql−2 =
(ml+1 + 1) ql−1 + l+1ql−2
l+1ql−1 + ql−2
= 1 + ((m − 1)l+1 + 1) ql−1 + (l+1 − 1) ql−2
l+1ql−1 + ql−2
 1 + ((m − 1)l+1 + 1) ql−1 + (l+1 − 1) ql−1
l+1ql−1
= m + 1,
and for the lower bound
ql+1
q ′l
= 1 + ((m − 1)l+1 + 1) ql−1 + (l+1 − 1) ql−2
l+1ql−1 + ql−2
 1 + ((m − 1)l+1 + 1) ql−1
(l+1 + 1) ql−1 1 +
(m − 1) + 1
2
= m + 2
2
.
By ﬁnite induction we clearly get
m + 2
2
 qn
q ′n−1
m + 1. 
Lemma 4.3. Let m2 and  be a ﬁnite subset of N \ {m}. Then
(
1
m + 1
)2s
	∪{m} (s) − 	 (s) 
(
2
m + 2
)2s
.
Proof. Let ′ := ∪ {m}. We will use the observation in (2.5) stated within the proof
of Lemma 2.1 this time for the sequence
εn :=
∣∣∣∣∣∣P (s) −
1
n
log
∑
∈n
qn ()
−2s
∣∣∣∣∣∣ → 0, n → ∞.
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Then by the above observation and Lemma 4.2 we have
	′ (s) = limn→∞
⎛
⎝ ∑
∈(′)n
(qn ())
−2s
⎞
⎠1/n
 lim
n→∞
⎛
⎝ n∑
j=0
(
n
j
)
(m + 1)−2js
∑
∈n−j
(
qn−j ()
)−2s⎞⎠1/n
 lim
n→∞
⎛
⎝ n∑
j=0
(
n
j
)
(m + 1)−2js 	 (s)n−j e−n
(n−j)
n
εn−j
⎞
⎠1/n
= 1
(m + 1)2s + 	 (s) ,
and for the reverse inequality
	′ (s)  limn→∞
⎛
⎝ n∑
j=0
(
n
j
)(
m + 2
2
)−2js
	 (s)
n−j en
(n−j)
n
εn−j
⎞
⎠1/n
= 2
2s
(m + 2)2s + 	 (s) . 
Now we are in the position to give a proof of the Texan Conjecture.
Proof of Theorem 1.1. Since the system of second level maps of any subsystem S
of SCF deﬁnes an cIFS it is easy to verify that the dimension formula (2.2), which was
crucial in the proof of Theorem 2.2 also holds for these subsystems. Hence, it sufﬁces
to check the condition stated in Theorem 2.2. By Lemma 4.3, we know that for any
s ∈ (0, 1) and any ﬁnite subset  of N with 	 (s) > 1, we have
	 (s) 	 (s) +
∞∑
k=max+1
1
(k + 1)2s = (‡),
where (‡) = ∞ for s1/2. For s > 1/2 we still have
(‡)  	 (s) +
∫ ∞
max+1
1
(x + 1)2s dx
= 	 (s) +
1
2s − 1 (max+ 2)
1−2s
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> 	 (s) +
22s
(max+ 2)2s
 	 (s) > 1. 
Thus, the Texan Conjecture follows immediately from Theorem 2.2.
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