Abstract-In this paper we investigate a class of artificial neural networks with delays subject to periodic impulses. By exploiting Lyapunov functions, we analyze the global exponential stability of an arbitrary solution with initial value being bounded by  .
INTRODUCTION
It is a significant fact that we spend a lot time in investigating artificial neural networks. We explore and study artificial neural networks, and we intend to reproduce products such as Robots, which possess functions similar to human's and can process signals and information. Mathematical models for artificial neural networks have been established. Neural networks, which are described as continuous differential dynamical systems, have been discussed, and there are extensive results about their dynamical behaviors including equilibriums, periodic solutions, anti-periodic solutions and their respective stability ( [1] , [2] , [3] , [4] , [6] , [10] , [11] ). But, in artificial networks for signal and image processing, the finites switching speed of amplifiers may cause delays in the transmission of signals, in addition, faulty elements may experience abrupt changes of state voltage and therefore the normal transient behaviors in processing signal and information are influenced. Consequently an artificial neural network with delays and impulses should be modeled. The dynamics of autonomous neural networks with delays and impulses have been considered recently, and the research are mainly focus on the existence and stability of an equilibrium state and periodic solution ( [5] , [7] , [8] , [19] ). To the best of our knowledge, few authors have considered the problems of anti-periodic solutions for non-autonomous delayed networks with impulses. In the neural networks, the performance of the global stable anti-periodic solution may reveal the characteristic and stability of the mode of the signal. Sometimes, the existence and stability of a unique anti-periodic solution is a requirement in designing artificial neural networks, especially the existence of destabilizing factors such as delays and impulses. So we discuss anti-periodic problems on ANNs with delays and impulses. In this paper, we
Here n is the number of units in a neural network, ) ( 
, and 
From inequality (2), we easily know 
of (1) exists.
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AN EXAMPLE
In this section, we illustrate our results by numerical simulation. Example 3.1. Consider the following neural network consisting of two neurons
, which is described by 
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, from the result of paper [11] , we know that there exists unique 2-anti-periodic solution, which is globally exponentially stable. In Fig.1  and 2 , we draw the time-series of " ) (t
" and the phase graph of " ) ( ) ( Figure 4 . The time series graph of ``t-x(t)" and ``t-y(t)"for system (14) with impulses
CONCLUDING REMARKS
A set of sufficient conditions are derived in this work to guarantee the existence and global exponential stability of a unique anti-periodic solution for an artificial neural networks with delays and impulses. One of our conclusions is that every solution eventually converges exponentially to the anti-periodic solution under the impulsive jumps of the form ) ( ) (
, if the frequency and the magnitude of the impulsive effects satisfy the hypotheses (H2) and (H3). Although continuous differential ANNs systems are studied extensively, but there are few results on antiperiodic solution for non-autonomous ANNs with delays and impulses.
