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Kurzfassung
Faserversta¨rkte Verbundmaterialien nehmen in zuku¨nftigen industriellen Leichtbau-
anwendungen eine zentrale Bedeutung ein, insbesondere im Hinblick auf die aktuel-
len Entwicklungen im Bereich Elektromobilita¨t. Komposite besitzen jedoch ein sehr
komplexes Materialverhalten. Da experimentelle Untersuchungen teuer und zeitauf-
wendig sind, werden fortschrittliche Simulationsmethoden beno¨tigt, um diese Mate-
rialien effektiv einsetzen zu ko¨nnen. Speziell die Modellierung von Scha¨digung und
Versagen stellt eine große Herausforderung dar. Konventionelle makromechanische
Methoden sind in vielen Anwendungen nicht ausreichend, um die korrekte Mate-
rialantwort vorherzusagen. Das Versagen von Verbundmaterialien geschieht infolge
verschiedener mikromechanischer Scha¨digungsmechanismen in den einzelnen Mate-
rialphasen. Diese Effekte mu¨ssen beru¨cksichtigt werden, um das Materialverhalten
korrekt zu simulieren. Daher wurden verschiedene Multiskalen-Modellierungs- und
Simulationstechniken entwickelt, die das mikromechanische Materialverhalten be-
ru¨cksichtigen. Multiskalenmethoden, die auf analytischen Abscha¨tzungen oder semi-
analytischen Interpolationsmethoden basieren, sind nur fu¨r einfache Materialein-
schlu¨sse geeignet oder in ihrer Anwendbarkeit fu¨r komplexe, makroskopische Last-
fa¨lle begrenzt. Daher muss auf gekoppelte Simulationsmethoden zuru¨ckgegriffen wer-
den. Bei diesen werden die mikrostrukturellen Bestandteile explizit modelliert und
die resultierende Materialantwort wird in einer gekoppelten Simulation erhalten. Im
Zuge des damit verbundenen Anstiegs der im System erhaltenen Freiheitsgrade ist
eine effiziente Lo¨sung des mikromechanischen Randwertproblems notwendig. In die-
ser Arbeit wird eine schnelle und speichereffiziente numerische Methode angewendet,
die ein periodisches Randwertproblem auf der Mikroskala lo¨st. Die Differentialglei-
chung des statischen Gleichgewichts wird in eine Integralgleichung vom Lippmann-
Schwinger-Typ u¨berfu¨hrt, und das entsprechende Faltungsintegral mittels schneller
Fourier-Transformation gelo¨st. Mithilfe der Methode wird die effektive Materialant-
wort von periodischen Mikrostrukturen an makroskopischen Punkten berechnet. Das
makroskopische Problem wird mittels der Finite Element Methode (FEM) gelo¨st.
Zur Berechnung effektiver, nichtlinearer Materialeigenschaften von Verbundwerk-
stoffen wird ein mikromechanisches Modell erstellt. In einem ersten Schritt wer-
den Konstitutivgesetze der entsprechenden mikroskopischen Materialphasen defi-
niert. Spro¨des Versagen des Matrixmaterials wird durch ein isotropes elastisches
Scha¨digungsgesetz beschrieben. Die Fasern werden linear elastisch modelliert. Um
duktiles Versagen von thermoplastischen Polymeren zu modellieren, muss ein Kon-
stitutivgesetz verwendet werden, welches die Interaktion von Scha¨digung und plasti-
scher Deformation beschreiben kann. Verschiedene Ansa¨tze zur Kopplung beider Ef-
fekte werden in Kapitel 2 diskutiert. Die Hauptunterschiede zwischen den Ansa¨tzen
liegen in der Gestaltung des Stoffgesetzes, das aus der freien Energie abgeleitet
wird, der Form des Scha¨digungskriteriums und der Art der Kopplung und Evolu-
tion der internen Variablen. Das Modell von Ju [1989] behandelt die Entwicklung
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von Plastizita¨ts- und Scha¨digungseffekten separat und ermo¨glicht somit das Verhal-
ten thermoplastischer Polymere zu reproduzieren. Neben der Definition des physi-
kalischen Verhaltens der einzelnen Materialbestandteile werden unter Verwendung
experimentell ermittelter geometrischer Mikrostrukturparameter repra¨sentative Vo-
lumenelemente (RVE) generiert. Auflo¨sung und Gro¨ße der RVEs werden getestet und
mit experimentellen Daten validiert. Periodische Randbedingungen werden gewa¨hlt,
da diese zur Berechnung effektiver Eigenschaften periodischer Mikrostrukturen die
besten Ergebnisse liefern. Die effektiven Eigenschaften ergeben sich als Volumenmit-
tel u¨ber das gesamte Volumenelement. Es wird auf das Energiekriterium von Hill
zuru¨ckgegriffen um die Konsistenz der aufgebrachten makroskopischen Energie mit
der gemittelten mikroskopischen Energie sicher zu stellen.
Die in der Arbeit betrachteten Mikroprobleme werden mittels eines effizienten nume-
rischen Ansatzes gelo¨st. Dabei wird die Differentialgleichung des statischen Gleich-
gewichts auf der Mikroskala in eine Integralgleichung vom Lippmann-Schwinger-
Typ umformuliert. Die effektive Materialantwort wird mit einem auf der schnel-
len Fourier-Transformation basierenden Algorithmus berechnet. Die iterative nu-
merische Lo¨sung der Lippmann-Schwinger-Gleichung wird in Kapitel 3 erla¨utert.
Neben Vorzu¨gen hinsichtlich Berechnungszeit und Speicherbedarf erfordert die Me-
thode nicht das Assemblieren und Speichern einer globalen Steifigkeitsmatrix. Da-
her ko¨nnen gro¨ßere, und somit realistischere Mikrostrukturen effizient berechnet
werden. Weiterhin kann die effektive Materialantwort direkt aus dreidimensionalen
Bildaufnahmen periodischer Mikrostrukturen ermittelt werden. Die zeitaufwendige
und speicherintensive Netzgenerierung entfa¨llt. Der gesamte Algorithmus ist in einer
detaillierten U¨bersicht dargestellt. Der urspru¨ngliche Algorithmus von Moulinec und
Suquet [1998] erwies sich fu¨r die in dieser Arbeit behandelten Probleme hinsichtlich
Genauigkeit und numerischer Robustheit als am besten geeignet. Die numerische
Konvergenz der Methode wird an einem Testproblem untersucht.
In Kapitel 5.1 werden anhand eines numerischen Beispiels die Mechanismen fort-
schreitender Scha¨digung veranschaulicht, die man bei faserversta¨rkten Kunststoffen
beobachten kann. Die U¨bereinstimmung der Simulation mit Mikroaufnahmen ge-
scha¨digter Strukturen zeigt, dass die mikromechanischen Scha¨digungsmechanismen
durch die Simulation sehr gut erfasst werden. Des Weiteren wird das Mikrostruktur-
modell mit experimentellen Daten eines kurzfaserversta¨rkten thermoplastischen Ma-
terials validiert. Um das Polymermatrix Verhalten zu simulieren wird das Modell
von Ju [1989] modifiziert. In einem zyklischen Entlastungsversuch gemessene tabel-
larische Werte werden linear interpoliert. Zur Simulation des Verbundverhaltens
wird ein mikroskopisches Modell mit Geometriedaten erzeugt, die aus einer mikro-
skopischen Bildanalyse stammen. Fu¨r die elastischen Parameter der Glasfasern wer-
den Standardwerte gewa¨hlt. Gro¨ße und Auflo¨sung der RVEs werden anhand ge-
messener anisotroper Steifigkeitswerte validiert. Ein Vergleich mit experimentellen
Ergebnissen zeigt, dass die effektive lineare und nichtlineare Antwort des Verbun-
des pra¨zise vorhergesagt werden kann. Die effektive Materialantwort folgt direkt aus
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dem Verhalten der Materialphasen und der Geometrie des mikrostrukturellen Mo-
dells. Mit Hilfe dieses effizienten numerischen mikromechanischen Ansatzes ko¨nnen
sogar Entlastungsversuche in unterschiedlichen Lastrichtungen korrekt reproduziert
werden. Mittels analytischer oder semi-analytischer Homogenisierungsmethoden ist
es kaum mo¨glich, diese experimentellen Ergebnisse zu reproduzieren, gerade wenn
nichtproportionale Lastpfade in Betracht gezogen werden.
Zur Untersuchung des makroskopischen Verhaltens nichtlinearer Verbundwerkstof-
fe wurde eine Multiskalenmethode entwickelt. Die numerischen Methoden, die zur
Lo¨sung der Randwertprobleme auf den betrachteten Skalen eingesetzt werden, sind
in einem FE2-a¨hnlichen Ansatz gekoppelt. Die Konstitutivgleichung der Makroskala
wird durch ein assoziiertes Randwertproblem auf der Mikroskala ersetzt. Aufgrund
steigender Rechenzeiten, die mit der Verwendung eines voll gekoppelten Ansatzes
entstehen, wird die entwickelte effiziente mikroskopische Methode verwendet um das
Mikroproblem zu lo¨sen. Die Verwendung der FEM zur Lo¨sung des Makroproblems
ermo¨glicht es, beliebig geformte makroskopische Bauteile in herko¨mmlicher Weise zu
behandeln. Das eigensta¨ndige mikroskopische Problem kann leicht in kommerzielle
FEM-Codes implementiert werden. Die Technik der Skalenkopplung und die Be-
rechnung des makroskopischen tangentialen Steifigkeitstensors mittels numerischer
Sto¨rung werden in Kapitel 4 erla¨utert. Details u¨ber die algorithmische Implementie-
rung und das Speichern bzw. die Evolution der internen Variablen sind beschrieben.
Mittels eines numerischen Beispiels werden die Gro¨ße der numerischen Sto¨rung und
deren Einfluss auf das Konvergenzverhalten des Makroproblems analysiert. Optima-
le Ergebnisse werden mit Perturbationsdehnungen zwischen 10−7 und 10−5 erzielt.
Des Weiteren wird der Startpunkt makroskopischen Versagens in einer numerischen
Analyse untersucht. Mikroskopisches Versagen fu¨hrt zum Verlust der Elliptizita¨t der
makroskopischen Differentialgleichung, sobald die kleinsten Eigenwerte des mit der
effektiven Steifigkeitsmatrix assoziierten Akustiktensors Null oder sogar negativ wer-
den. Anhand eines numerischen Beispiels wird der Startpunkt des Versagens durch
eine Studie am akustischen Tensor detektiert, der aus dem homogenisierten Steifig-
keitstensor berechnet wird. Mit der entwickelten Methode kann der Versagensbeginn
beliebiger Mikrostrukturen effizient bestimmt werden.
Abschließend sind in Kapitel 5.2 einige Multiskalenrechnungen realistischer Struktu-
ren dargestellt. Der mikromechanische Scha¨digungsfortschritt wird zur Makroskala
transportiert und resultiert in einem Verlust makroskopischer Steifigkeit sowie einer
Umverteilung der makroskopischen Spannungen. Die Multiskalenmethode erlaubt es,
nichtlineare Materialeffekte direkt auf einer feineren Skala zu erfassen. Somit wird
die exakte Materialantwort unter nichtproportionalen multiaxialen Lasten fu¨r belie-
big komplexe Mikrostrukturen erhalten. Die beno¨tigten Parameter der Materialpha-
sen ko¨nnen direkt aus physikalischen Messungen bestimmt werden. Eine Untersu-
chung des Newton-Algorithmus auf der Makroskala zeigt quadratische Konvergenz
fu¨r alle Lastschritte. Zur Reduzierung der Rechenzeiten werden die entkoppelten
RVE-Rechnungen unter Verwendung paralleler Algorithmen simultan ausgefu¨hrt.

Abstract
Fiber reinforced composite materials play a crucial role in future light-weight ap-
plications, especially in current developments in the field of electro mobility. At
the same time, composites possess a highly complex material behavior. Since ex-
perimental tests are expensive and time consuming, advanced simulation techniques
are necessary to use these composite materials efficiently. In particular, modeling
progressive damage and failure of composite materials presents a challenging task.
Conventional macro mechanical methods are in many cases not sufficient to predict
the appropriate mechanical material response. Composite failure occurs as a result
of complex microstructural damage mechanisms. These effects have to be taken
into account in order to predict the material behavior correctly. Hence, several
multiscale modeling and simulation techniques were developed to incorporate the
micromechanical material behavior. Multiscale methods, based on analytical closed
form estimates or semi-analytical interpolation methods, are only applicable to sim-
ple reinforcement shapes and are not always suitable when complex macroscopic
loads are applied. In these cases coupled full-field simulations must be resorted to.
This is performed by modeling the microstructural constituents explicitly and the
resultant material response is obtained in a coupled simulation. However, the cou-
pled simulation results in an increase in the overall number of degrees of freedom,
and so an efficient solution of the microscopic boundary value problem (BVP) is
necessary. In this work, a fast and memory efficient numerical method is applied
to solve a periodic BVP at the microscale. The governing differential equation is
transformed into an integral equation of Lippmann-Schwinger type and the convo-
lution is solved using the fast Fourier transformation (FFT). Using this method, the
overall material response at a macroscopic point is computed, and the finite element
method (FEM) is applied for solving the macroscopic problem.
In order to compute the effective material properties of nonlinear composite mate-
rials, a microscopic model is generated. In the first step, suitable constitutive laws
for the microscopic constituents are defined. Brittle damage of fiber reinforced ma-
terials is modeled by an elastic isotropic damage law for the matrix material. The
reinforcements are assumed to behave linear elastic. For modeling ductile damage
of thermoplastic polymer materials a constitutive law describing the interaction be-
tween the physical effects of damage and plastic deformation is necessary. Different
approaches for coupling both these effects are discussed in Chapter 2. The model
of Ju [1989] treats the evolution of plasticity and damage effects in a separate way
which enables one to reproduce the material behavior of thermoplastic polymers.
Besides the definition of the physical behavior of the particular material phases,
representative volume elements (RVE) are generated using measured geometrical
microstructural parameters. Size and resolution of the RVEs are tested and vali-
dated with experimental data. Periodic boundary conditions are chosen, since these
are the most accurate for computing effective properties of periodic microstructures.
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Effective homogenized quantities are calculated as volume averages over the entire
unit cell. Hill’s energy criterion is resorted to ensure the consistency of the applied
macroscopic energy with the resulting averaged microscopic energy.
The homogenization problems are solved using an efficient numerical framework.
The governing differential equation that describes the static equilibrium at the mi-
croscopic level is reformulated into an integral equation of Lippmann-Schwinger type
and the overall material response is computed by an efficient numerical algorithm
based on fast Fourier transforms. Details regarding the iterative numerical solution
of the Lippmann-Schwinger equation are discussed in Chapter 3. In addition to its
benefits in terms of memory consumption and computational time, the method does
not require the assembly and storage of a global stiffness matrix. Thus, larger and
more realistic microstructures can be computed efficiently. Furthermore, homog-
enized quantities can be directly computed from three dimensional micro images.
The time and memory consuming mesh generation is omitted. A detailed descrip-
tion of the entire algorithm of the numerical method is given. In terms of accuracy
and numerical robustness, the original algorithm of Moulinec and Suquet [1998] was
found to be appropriate for the applications treated in this work. The numerical
convergence of the method is investigated on a test problem.
In Chapter 5.1 a comparison of microscans of failed structures with simulated re-
sults is performed and shows that the mechanisms of growing damage in short fiber
reinforced composites are captured very well by the numerical simulation. Further-
more, the microstructural model is validated with experimental data of a short fiber
reinforced thermoplastic material. In order to reproduce the matrix material behav-
ior, the modified coupled constitutive law of Ju [1989] is used. For simulating the
effective composite response, a microstructural model is generated with geometrical
data obtained from micrograph analysis. Standard values for the elastic parameters
of the glass fibers are chosen. The size and resolution of the RVE are validated
with measured anisotropic stiffness values. Comparison with experimental results
shows that the effective linear and nonlinear response of the composite is predicted
precisely. The effective response follows directly from the material laws of the con-
stituents and the geometry of the microstructural model. The approach can also
reproduce results of unloading tests in different loading directions. Using analytical
or semi-analytical homogenization approaches, it would be hard to reproduce these
results, in particular when non proportional load paths are taken into consideration.
For the investigation of the macroscopic damage behavior a multiscale approach has
been established. The numerical methods, which are used to solve the boundary
value problems on the two considered spatial scales, are coupled by a procedure
similar to the FE2 approach. The constitutive equation at the coarse scale is re-
placed by an associated boundary value problem at the microscopic level. Due to the
increased computational costs involved with the application of a fully coupled multi-
scale framework, the proposed efficient microscopic homogenization method is used
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to compute the microscale BVP. Solving the macroscale problem by FEM enables
us to deal with arbitrary shaped macroscopic components in a standard manner.
The decoupled microscopic problem can easily be implemented as a material rou-
tine in commercial FEM codes. The scale coupling technique and the computation
of the macroscopic tangential stiffness tensor by numerical perturbation is shown in
Chapter 4. Details of the algorithmic implementation and the storage and evolution
of internal variables are assessed. In a numerical example, the size of the perturba-
tion strain and its influence on the convergence behavior of the Newton algorithm
at the macroscale is investigated. Optimal results are obtained by choosing the
perturbation strain in a range between 10−5 and 10−7. Furthermore, the onset of
macroscopic failure is studied using the effective stiffness matrix. Microscopic fail-
ure leads to the loss of ellipticity of the governing macroscopic differential equation,
when the eigenvalues of the associated acoustic tensor become zero or even negative.
By means of a numerical example, the failure onset is detected by an analysis of
the acoustic tensor of the current homogenized tangent stiffness tensor. Within the
established procedure, failure of arbitrary microstructures can be detected efficiently.
Finally, in Chapter 5.2, some multiscale examples of realistic structures are shown.
Growing damage among the material constituents at the microscale results in a
macroscopic reduction of stiffness and a redistribution of macroscopic stresses. The
multiscale approach enables us to capture the nonlinear material effects directly at
a finer length scale. Hence, within this method, the correct physical response under
complex non-proportional, multiaxial loading conditions is obtained for arbitrary
microstructures. The required parameters of the material phases can be measured
directly in physical experiments. An investigation of the Newton algorithm at the
macroscale shows quadratic convergence for all load steps. In order to reduce the
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1.1 Motivation and State of the Art
Recent research activities in aerospace and automotive industries are focused on de-
veloping and applying new light-weight materials in order to reduce vehicle weight
and thus decrease fuel consumption and carbon dioxide emissions. Fiber reinforced
composite materials play a crucial role in future industrial applications, especially
in the context of electro mobility. Besides their outstanding mechanical properties
in terms of strength and stiffness related to their weight, fiber reinforced composite
materials possess a highly complex material behavior. As experimental tests are
expensive and time consuming, advanced simulation techniques are necessary in or-
der to use these composite materials efficiently. In particular, modeling failure and
progressive damage of composite materials presents a challenging task in current
research activities. Composite failure occurs as a result of a variety of complex mi-
crostructural damage mechanisms, such as matrix damage, fiber pull out and fiber
breakage. These effects have to be taken into account in order to predict the mate-
rial behavior correctly.
In many practical applications, phenomenological macroscale models are used for
failure investigations of composite materials, for instance in the work of Maimı´ et al.
[2007] and Pinho et al. [2012]. These models assume homogeneous material behavior
and are usually based on macroscopic failure criteria, like those proposed by Puck
and Schu¨rmann [1998] and Cuntze [2006]. The material parameters have to be de-
termined in an extensive identification process for each particular material structure
and loading condition. Physical phenomena occurring on a finer length scale are not
considered.
A more accurate approach is to capture nonlinear material effects directly at a finer
length scale within a multiscale approach. Involved with an increase of the overall
degrees of freedom coming along with the use of a multiscale method recent mod-
eling and simulation techniques were developed to limit the computational effort to
an acceptable extent, see Kanoute´ et al. [2009] and Zohdi and Wriggers [2008] for
an overview.
In this context, analytical homogenization methods were established to compute
overall effective material properties from heterogeneous microstructures. So called
mean field approaches are based on Eshelby’s inclusion theory [Eshelby, 1957] and
consider the geometrical shape of the micromechanical material structure by means
of analytical approximations like the Mori-Tanaka model [Mori and Tanaka, 1973].
2 CHAPTER 1. INTRODUCTION
In this regard, reinforcements, such as fibers, are considered as ellipsoidal inclusions
in a surrounding matrix material. The elastic fields around these inclusions are ob-
tained as closed form estimates which are only accessible for certain inclusion shapes
[Klusemann et al., 2012]. Hence, the method is restricted to simple microstructures
containing particles that are locally uniformly distributed in terms of their size, ori-
entation and volume density. Furthermore, the volume fraction of the particles is
restricted and interactions between separated particles are only captured to a lim-
ited degree. This is an important limitation for the simulation of the evolution of
micro cracks. Progressive damage is usually modeled using empirical failure criteria,
for example, the Tsai-Wu, Tsai-Hill, maximum stress or strain criterion, which are
based on the work of Tsai and Wu [1971] and Hill [1998].
To improve the accuracy of a micromechanical model, the microstructural con-
stituents are modeled explicitly on the scale of interest. However, the detailed
resolution of the microstructural constituents leads to a fine discretization of the
computational model and thus to large algebraic systems with many degrees of free-
dom. Despite increasing computational power, simulations of macroscopic compo-
nents using explicitly modeled realistic microstructures cannot be accomplished with
reasonable computational times today. In this context, semi-analytical methods were
proposed. The key idea of these is to utilize the benefits of numerical homogeniza-
tion techniques in terms of their accuracy and their ability to deal with sophisticated
reinforcement shapes while retaining the efficiency of analytical methods. In this
regard, the generalized method of cells (see [Aboudi, 1996]) or the transformation
field analysis (TFA) proposed by Dvorak [1992] were developed. Moreover, Michel
and Suquet [2003] introduced the so called nonuniform TFA. The latter method
aims to reconstruct local inelastic fields from a finite number of precomputed unit
cell problems. Instead of forming effective macroscopic constitutive equations, sep-
arate material models are defined for the explicitly modeled microstructural con-
stituents. Besides its numerical efficiency, the nonuniform TFA method has some
limitations. The choice of the precomputed unit cell problems depends in general
on the type of macroscopic loading. In particular, when strongly non-proportional
cyclic and/or temperature dependent loads are applied the method could hardly
predict any macroscopic loading situation.
The following numerical example shows the dependence of a microstructural re-
sponse on a particular loading history. Periodic Neumann boundary conditions are
used to apply a combined load in the x- and y-directions on a microstructural sample
containing a single elliptical inclusion. As shown in Figure 1.1a, the load is applied
first in the x-direction and, after a small decrease of the x-load, an additional load
in y-direction is applied (load path 1). Applying the loads in the opposite order is
referred to as load path 2, and is illustrated in Figure 1.1b. The resulting damage
fields are shown in Figure 1.2. The difference between the two fields is obvious. In
the local field resulting from load path 1 (Figure 1.2a) high damage values around
the tips of the ellipsoid can be observed. While the load order according to load
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(a) Load path 1: σxx → σyy.












(b) Load path 2: σyy → σxx.
Figure 1.1: Different ordering of loads applied on the microstructure.
path 1 would result in global failure of the structure (see Figure 1.2a), the reverse
order of the applied loads according to load path 2 reduces the critical damage
zones significantly (see Figure 1.2b). Applying the critical x-load after the load in
y-direction according to load path 2 attenuates the influence of the critical x-load
(see Figure 1.2b).
(a) Damage field for load path 1 (σxx → σyy) (b) Damage field for load path 2 (σyy → σxx)
Figure 1.2: Resulting local damage fields for different load history. The loads according to
Figure 1.1 are applied using periodic Neumann boundary conditions.
The example illustrates the influence of the proper loading history on the resulting
local fields and thus, on the overall global response.
In order to overcome the shortcomings related to analytical and semi-analytical
methods, one has to resort to coupled direct or full-field simulations. Therein, the
microstructural constituents are modeled explicitly and the resultant material re-
sponse is obtained in a coupled simulation. Hence, any arbitrary microstructure can
be considered. In each load step the particular current macroscopic load is applied
on the microstructure and thus, any complex non-proportional, multiaxial loading
condition can be captured. The response of the actual load state is consequently
based on genuine physical effects. Moreover, simple (isotropic) constitutive laws
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can be used to define the material behavior of the microstructural constituents and
the required parameters can be measured directly in physical experiments. Over
the last decade, several fully coupled numerical multiscale modeling and simulation
techniques have been developed. One well-known method is the FE2 approach intro-
duced by Feyel and Chaboche [2000] and Smit et al. [1998]. This numerical method
considers different length scales of the material structure by means of a fully cou-
pled micro-macro simulation process. The scales are solved separately and every
macroscopic point is equipped with a certain microstructure, which describes the
material behavior at this spatial point. The constitutive equation at the coarse scale
is replaced by an associated microscopic boundary value problem (BVP). Informa-
tion passes in both directions and a mutual exchange between both scales takes place.
Due to the increased computational costs involved with the application of a fully
coupled multiscale framework, an efficient solution of the microscopic BVP is nec-
essary. In this work, an alternative numerical method is applied which uses the fast
Fourier transformation (FFT) to solve an equivalent periodic BVP on the microscale.
This periodic BVP is reformulated in an integral equation of Lippmann-Schwinger
type, as proposed by Kro¨ner [1977], Zeller and Dederichs [1973]. Neumann series
is used to solve the integral equation iteratively. An efficient FFT-based numerical
algorithm was introduced by Moulinec and Suquet [1998]. The method is applicable
on regular periodic unit cell structures and is used in this work to compute the
overall material response on a certain macroscopic point. Advantages of the numer-
ical method are its efficiency in terms of memory consumption and computational
time. Furthermore, the unit cell computations are carried out on regular voxel grids.
Therefore, the method can be applied directly, to compute homogenized quantities
on three dimensional images like tomographies without using any complicated mesh
generation. The fine scale problem can easily be integrated in a standard finite ele-
ment framework which is used to solve the macroscopic BVP. Hence, regarding the
incorporation of boundary conditions and the spatial discretization arbitrary shaped
macroscopic components can be treated in a standard finite element manner.
A more detailed overview of the current state of research and the fundamental
contributions related to the topics of this work are given in the particular chapters
of this thesis.
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1.2 Scope and Outline
The scope of this thesis is to develop an efficient computational multiscale method
for modeling nonlinear material effects in composite materials in order to precisely
predict component failure for arbitrary external loading conditions. A particular
focus is on the modeling of progressive damage and plasticity in fiber reinforced
polymers and its related microstructural mechanisms.
The thesis is composed of six chapters. Chapter 2 covers the fundamentals of con-
tinuum mechanics and the constitutive equations regarding continuum damage me-
chanics and the coupling to plasticity. Furthermore, the theory of homogenization
and micromechanics, its basic concepts, analytical bounds, and computational mod-
eling approaches are briefly discussed.
The numerical methods which are used to solve the boundary value problems related
to the spatial scales considered in this work are outlined in Chapter 3. In addition
to the finite element method, which is associated to the macroscopic problem, the
microscopic homogenization method is described. In this context, the Lippmann-
Schwinger equation in elasticity and its iterative solution using fast Fourier trans-
forms to compute the convolution with a Green’s function are discussed.
The coupling technique of the geometrical scales by combining the two numerical
methods is addressed in Chapter 4. The numerical homogenization process including
the computation of the macroscopic tangent and the evolution of internal variables
at the microscale are explained. The onset of macroscopic failure is demonstrated
by an illustrative numerical example.
In the first part of Chapter 5, some numerical examples of microscale computations
are given. The microscopic damage mechanisms are investigated, and simulated
results are validated with experimental data for short fiber reinforced thermoplastic
materials. The second part of this chapter illustrates the macroscopic convergence
behavior of the numerical method by specific scale coupling problems.




Continuum mechanics is known as the branch of mechanics that aims at describing
the mechanical relations of continuously distributed matter. This chapter deals
with the basic concepts which serve as the underlying physical and mathematical
theory of this work. For more detailed information in the field and some nonlinear
extensions the reader is referred to the textbooks of Bonet and Wood [2008] and
Holzapfel [2000].
2.1 Kinematics of Deformations
The kinematic relations describe the motion and the deformation of a body. Ac-
cording to Figure 2.1 the original position of the material points in the reference
configuration Ω0 at time t = 0 is described with the position vector X. For the
specification of the material points at time t in the current configuration Ωt the






Figure 2.1: Motion of the body Ω.
The motion of the body is given by a nonlinear deformation map
x = ϕ(X, t) . (2.1)
The displacement vector u is defined by the difference of the position vectors
x = x(X) and X, i.e.
u = x−X . (2.2)
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Furthermore, the deformation gradient F




and its closely related displacement gradient H








= F − I (2.4)
are introduced. The symbol I in (2.4) represents the second order identity tensor.
To obtain a suitable measurement for the deformation of the body, the distances
between the material points in the reference and the current configuration are con-
sidered. Therefore the squares of the lengths of a line element in the respective
configuration are introduced
ds2 = dx · dx = (H dX + dX) · (H dX + dX) (2.5)
dS2 = dX · dX , (2.6)
and the difference between the lengths of these line elements
ds2 − dS2 = (H dX + dX) · (H dX + dX)− dX · dX (2.7)
= dX · [(H +HT +HTH) dX] = dX · [2E dX] , (2.8)
gives the definition of the Green-Lagrange strain tensor E
















For infinitesimal small displacement gradients (|∂u/∂X|  1) the derivative with
respect to the reference coordinates X is replaced by the derivative with respect to
the current coordinates x and the terms of higher order in (2.9) are neglected. The








= grads u . (2.10)
This work is restricted to infinitesimal small deformations states for which the linear
deformation theory can be applied. This means that no explicit distinction between
the two configurations Ω0 and Ωt is necessary. The stress and strain measurements
used in this work are related to the same single configuration Ω.
2.2 Balance Equations
The resulting deformation of a solid body under prescribed external load can be
described by the static equilibrium in differential form. To derive these differential
static equilibrium conditions, as illustrated in Figure 2.2, a deformable body defined
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by a bounded domain Ω with Lipschitz boundary ∂Ω is considered.
Remark: A function f(x) is Lipschitz continuous if there exists a constant L, with
|f(x)−f(y)| ≤ L · |x−y|. Assuming Lipschitz continuous boundary functions allows
considering not only smooth but more realistic shaped domains.
The body is deformed under the action of volume forces f = ρb per unit volume








dm = ρ dv
Figure 2.2: Boundary value problem with arbitrary boundary conditions.
inertia forces are neglected and the translational equilibrium equation in terms of





f dV = 0 . (2.11)
Applying Cauchy’s theorem t = σTn which introduces the Cauchy stress tensor σ
that maps the outward normal vector n to the respective surface traction vector t





f dV = 0 . (2.12)
The surface integral of the first term in (2.12) can be transformed into a volume
integral using Gauss’ theorem∫
Ω
(divσ + f) dV = 0 . (2.13)
The above equation is valid in any closed region of the body so that the local form
reads
divσ + f = 0 . (2.14)
1The outward normal vector n is defined uniquely for smooth boundaries, only.
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The symmetry of the Cauchy stress tensor
σ = σT (2.15)
follows from the rotational equilibrium equation∫
Ω
x× f dV +
∫
∂Ω
x× t dA = 0 . (2.16)
Equation (2.13) represents the strong form of the static equilibrium equations which
describe the mechanical state of a solid body in the presence of volume forces. For
defining a solvable boundary value problem appropriate boundary conditions have
to be applied and further, suitable constitutive equations have to be defined. The
latter describe the mechanical material behavior and connect the deformation state
of the body with the corresponding stress field.
2.3 Constitutive Equations
This section refers to the basic concept of continuum damage mechanics. The cou-
pling of damage mechanics with linear elastic material behavior and elasto-plastic
behavior is described.
2.3.1 Continuum Damage Mechanics
Damage mechanics is considered as the theory that describes the deterioration pro-
cess of matter due to growing micro cracks or micro voids. In contrast to fracture
mechanics that is related to macroscopic discontinuous failure mechanisms, like crack
development and crack branching, damage mechanics is focused on mechanisms oc-
curring on the micro- and mesoscale in the framework of continuous deformable
bodies. Hence, damage mechanics can be regarded as the theory for describing de-
terioration of matter until the onset of macroscopic failure. Two approaches are
mainly used to model the effect of material degradation due to growing micro de-
fects. The first one considers the macroscopic damage behavior with nucleation and
growth of microscopic voids. This approach was mainly developed by Gurson [1977],
Rousselier [1981] and Tvergaard and Needleman [1984]. The second approach, the
Continuum Damage Mechanics (CDM), can be classified in a more phenomenological
way. The considered domain is regarded on the continuum’s level and microscopic
degradation is described by internal variables which can be determined in physical
experiments. The first approach is not object of this work and thus, only the second
one will be explained more in detail in the following sections. For a comprehensive
review in the field of damage mechanics see, for instance, the work of Krajcinovic
[1989, 1996], more recently Lemaitre and Desmorat [2005], Besson et al. [2010] and
Murakami [2012]. Concerning the numerical implementation of these kinds of mod-
els see de Souza Neto et al. [2011] or Simo and Ju [1987b].
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In the context of CDM, Kachanov [1958, 1986] introduced an internal variable d
ranging from 0 to 1. While d = 0 represents the undamaged state, d = 1 describes
the status of completely failed material. The parameter d describes the relation




in [0, 1] . (2.17)
In addition, an effective undamaged reference material with cross section A0 − Ad
according to Figure 2.3 is defined. The reference material is homogeneous and allows
for the formulation of isotropic constitutive relations in an effective manner.
Figure 2.3: Concept of strain equivalence between real damaged (left) and effective undamaged
reference material (right).
In this regard, Rabotnov et al. [1969] introduced the concept of effective stresses
which sets the nominal stresses in relation to the (higher) effective stresses which
would act in an undamaged material. Models using this concept are either based
on the principle of strain equivalence (Chaboche [1977], Ju [1989]) or the principle
of equivalent strain energy (Cordebois and Sidoroff [1982], Hansen and Schreyer
[1994]). The concept of strain equivalence states that the effective strain ε¯ equals
the real strain ε. From the balance of forces acting on both areas we obtain
σ¯(A0 − Ad) = σA0 with σ¯ = σ
1− d . (2.18)
The scalar variable d is used for characterizing isotropic damage processes. Consider-
ing materials with pre-existing directions in which damage takes place preferentially,
an anisotropic damage model is necessary. In this regard, second or fourth order
damage tensors are introduced.
Murakami and Ohno [1982] proposed a second order damage tensor D to describe





(1−D)−1σ + σ(1−D)−1) . (2.19)
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A more general framework is obtained from the effective stress concept directly.
Chaboche [1979] introduced a fourth order damage effect tensor M to describe the
damage induced anisotropy accurately (see also Cordebois and Sidoroff [1982], Simo
and Ju [1989]). The tensor M transforms the stress in the effective space
σ¯ = M−1 : σ . (2.20)
The above expression can be written similar to (2.18) as
M = I−D , (2.21)
where I is the fourth order identity tensor and D the fourth order damage tensor
that describes the state of damage. For the isotropic damage case M reduces to
M = (1− d)I . (2.22)
Later, among others, Chaboche [1988], Lemaitre [1984], Lemaitre and Lippmann
[1996] and Krajcinovic [1985] formulated the theory of continuum damage mechanics
in the context of a thermodynamical framework for irreversible processes.
2.3.2 Elasticity Coupled with Damage
In this work a strain based continuum damage model according to Ju [1989] and
Simo and Ju [1987a], respectively, is used to describe the elastic deterioration process
of composite materials. The constitutive equation is derived from a thermodynamic




(1− d) ε : Ce : ε , (2.23)
where Ce is the isotropic elasticity tensor. Furthermore, the stresses σ can be derived
subsequently as the thermodynamical conjugated force related to the strains ε. The




= (1− d) Ce : ε . (2.24)







ε : Ce : ε . (2.25)
For the isothermal case the second law of thermodynamics can be expressed in terms
of the Clausius-Duhem inequality
D = P − ψ˙ ≥ 0 , (2.26)
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with the energy dissipation D and the rate of mechanical work
P = σ : ε˙ . (2.27)
Equation (2.26) claims that the rate of mechanical work P is always greater then the
change of energy ψ˙ and thus, no negative energy dissipation is allowed. With the
absence of further dissipative processes one obtains the Clausius-Duhem inequality
in the following form:



















d˙ ≥ 0 , (2.28)
D = Y d˙ ≥ 0 .
Thus, according to (2.29) the dissipated energy is defined by the product of the
strain energy and the rate of the growing damage variable. A damage criterion f is
introduced describing the state of damage, which is in the case of growing damage
expressed by a monotonic function φ(Y )
f(Y, d) = φ(Y )− d ≤ 0
{
f < 0 elastic
f = 0 damage .
(2.29)
According to Kuhl [2000] and Simo and Ju [1987a] the above damage criterion
function f and the dissipation inequality (2.28) in combination with the principle
of maximum dissipation
D = Y d˙ → max , (2.30)
leads to a constrained optimization problem subject to the constraint f = 0. In-
troducing the Lagrangian multiplier λ˙ ≥ 0 the constrained optimization problem
is transformed into a saddle point problem described by the following Lagrangian
functional:
L = −D + λ˙f = −Y d˙+ λ˙ (φ(Y )− d) → stat . (2.31)
The necessary condition for the extremum problem of the Lagrangian functional
∂L
∂Y
= −d˙+ λ˙ ∂φ
∂Y
= 0 , (2.32)








λ˙ (for f = 0) . (2.33)
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Introducing the loading/unloading conditions according to the Kuhn-Tucker rela-
tions with λ˙ as the damage consistency parameter
f ≤ 0, λ˙ ≥ 0, f λ˙ = 0 , (2.34)
and assuming that φ(·) is a monotonic increasing function λ˙ is determined by the
consistency condition
f˙ = f = 0 . (2.35)










Y˙ − d˙ = ∂f
∂Y
(Y˙ − λ˙) = 0 , (2.36)
yields the following consistency parameter
λ˙ = Y˙ . (2.37)




Y˙ = φ˙(Y ) . (2.38)
Usually the time integration of the damage evolution law is performed by an iterative
predictor-corrector scheme. However, in some simple cases, an analytical integration
yields an exponential expression for the growing damage variable d
d = φ(Y ) + d0 . (2.39)
Remark: In the work at hand the initial damage value d0 is equal to zero and the
following functional form for the growing damage variable d is chosen:







In the above equation the material parameters H as the damage growth rate and Y0
as the initial damage threshold are introduced. The maximization expression means
that the damage variable always takes the maximal value during the time history t.
This takes the irreversibility of the damage variable into account and ensures that
the value of the damage variable never decreases. According to Simo and Ju [1987a]
the strain energy Y is replaced by an equivalent strain measurement ε˜(Y ) which is





ε : Ce : ε . (2.42)
There exist several proposals to calculate the equivalent strain (see e.g. Lemaitre
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and Desmorat [2005] and Mazars and Pijaudier-Cabot [1989]). Choosing the en-
ergy norm of the strain tensor as an equivalent strain measurement in conjunction
with the thermodynamic consistent (associated) damage formulation ensures the
symmetry of the fourth order elastic-damage tangential material modulus C (see
Simo and Ju [1987a]) which relates the stress rate tensor and the strain rate tensor
σ˙ = C : ε˙









= (1− d)Ce −He−H(ε˜(Y )−Y0) 1
ε˜(Y )
σe ⊗ σe . (2.43)
The schematic stress strain response of the elastic damage model is depicted in Fig-
ure 2.4. The Young’s modulus Ee decreases progressively with increasing load and





Figure 2.4: Schematic stress strain relation of the continuum damage model in a 1D tensile test.
increasing damage, while unloading occurs on linear paths. During these unloading
paths the damage remains constant. Beyond the maximum stress peak, softening
takes place and thus the tangential stiffness becomes negative. Failure of brittle ma-
terials usually occurs before the stress starts to decrease. A wide softening regime
can be observed for rubber-like materials.
The basic equations of the elastic damage law are summarized in Table 2.1.
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Helmholtz free energy ψ = 12(1− d) ε : Ce : ε
Damage criterion f(Y, d) = φ(Y )− d ≤ 0





State law σ = (1− d)Ce : ε
Table 2.1: Summary and basic equations of the isotropic damage model.
2.3.3 Elastoplasticity Coupled with Damage
While continuum damage mechanics focuses on the degradation of the elastic prop-
erties, due to growing microscopic defects (cracks or voids), the theory of plasticity
is motivated by describing irreversible inelastic deformations based on microscopic
slip or dislocation processes. Ductile materials, like e.g. thermoplastic polymers,
show both effects at the same time and thus, a complex constitutive law contain-
ing the non-trivial interaction between the different processes is required. Several
approaches of the coupling of both effects were introduced. For an overview and a
discussion of some common models see for example Sciarra [1997], Hesebeck [2000]
and Besson et al. [2010]. According to Besson et al. [2010] a basic classification in
three characteristics is possible. First, the definition of the state or constitutive law
which is derived from the free energy. The coupling of the dissipations and the form
of the evolution of the variables associated with the dissipative mechanisms, and
finally the form of the elastic limit criterion.
Neglecting thermal effects and considering isotropic damage and isotropic hardening
only, the required state variables can be summarized according to Lemaitre and
Desmorat [2005] in the following Table (2.2).




Isotropic hardening r R
Isotropic damage d Y
Table 2.2: State and associated variables occurring in an elasto-plastic damage model.
In the following some general differences in the thermodynamic framework are de-
scribed by means of two common models, namely the models of Lemaitre [1985a]
and Ju [1989].
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Model of Lemaitre
In the model of Lemaitre [1984, 1985b] (see also Lemaitre and Lippmann [1996]) the
constitutive relations are derived from a thermodynamic potential, the Helmholtz
free energy ψ, which is decomposed into an elastic ψe and into a plastic ψp part
ψ(εe, d, r) = ψe(εe, d) + ψp(r) =
1
2
(1− d) εe : Ce : εe + ψp(r) . (2.44)
In this case there is no coupling between both effects, because the internal variables
occur only in the respective associated part of the free energy. Consequently, the
thermodynamic force Y associated with damage is only associated with the elastic








εe : Ce : εe . (2.45)







= (1− d) Ce : εe , (2.46)
where Ce is the isotropic elasticity tensor. The driving force R is conjugated to the






Considering small deformations, the total strain tensor can be split into an elastic
and a plastic part
ε = εe + εp , (2.48)
and the dissipation or Clausius-Duhem inequality for the purely mechanical problem
takes the form
D = P − ψ˙ = P − ψ˙e − ψ˙p ≥ 0 (2.49)












≥ 0 . (2.50)
Taking the time derivative of the free energy (2.44) the dissipation inequality can
be written as the product of the thermodynamic forces with the associated internal
variables
D = σ : ε˙p −R r˙ + Y d˙ ≥ 0 . (2.51)
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The evolution laws of the internal variables are derived from a dissipation potential
F associated with the variables
F (σ, R, Y, d) = Fp(σ, R, d) + Fd(Y, d) = f(σ, R, d) + Fd(Y, d) , (2.52)
whereby the potential can be decomposed into an elastic Fe and a plastic Fp part.
Applying the normality rule and introducing only one common multiplier λ˙ the

























The associated evolution of the plastic flow is determined by a von Mises type yield
function evaluated in the effective stress space
f(σ, R, d) = f(σ¯, R) =
σeq
1− d − σY −R ≤ 0 , (2.56)
where σeq is the equivalent von Mises stress. According to the effective stress concept,
the stress is replaced by its effective value and consequently the plastic flow is
influenced by damage through the size of the effective elastic domain.
The plastic multiplier λ˙ is determined from the consistency condition, f = 0, f˙ = 0.
The condition, f = 0 means that the yield conditions is fulfilled and the current
stress state is located on the actual yield surface. The second condition f˙ = 0
means that an increasing stress state leads to an increase of the yield stress. Elastic
unloading occurs if the condition f < 0 or f˙ < 0 are satisfied. In this case the
internal variables keep a constant value. The numerical integration of the model
requires a Jacobian matrix containing all residual functions to solve the system
of equations, see Lemaitre and Desmorat [2005] for details. Neglecting kinematic
hardening de Souza Neto [2002] introduced a fast algorithm which consists only of
one single equation.
The evolution of the damage variable is governed by the plastic strain and can only
increase during plastic flow. Both effects are coupled through the same multiplier
λ˙. A separate treatment of the damage evolution can only be enabled to a limited
degree by introducing a initial threshold value for the elastic strain energy release
rate. Beyond this damage initiation threshold plastic flow comes always along with
an increase in damage. Using the same multiplier λ˙ the evolution of both internal
variables are strongly coupled with each other. This fact represents in general a
strong limitation in the modeling capacity. Especially for modeling materials, which
show brittle damage character at lower strain states and a damage saturation effect
with increasing ductility.
This damage saturation effect over the plastic strain (see Figure 2.5) was observed
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Figure 2.5: Possible curves for damage growth with increasing plastic strain.
e.g. for aluminum alloys (see Zhang and Cai [2010]), high strength steels (see e.g.
Abu Al-Rub and Voyiadjis [2003] and Hesebeck [2001]) or thermoplastic polymers
(see Detrez et al. [2011], Hoffmann [2012]). In Section 5.1.3 this behavior of ther-
moplastic polymers is shown and reproduced with numerical simulations. How-
ever, in other contributions (see e.g. Celentano and Chaboche [2007], Lemaitre and
Desmorat [2005] and Saanouni et al. [2000]) an opposite behavior for steels or steel
alloys is demonstrated. In this case damage starts growing only at higher plastic
strain states, rises rapidly and ends in sudden ductile failure. A discussion for the
damage accumulation behavior with increasing strain and a micromechanical inter-
pretation in terms of the nucleation, grows and coalescence of voids can be found in
Bonora [1997].
Model of Ju
The model of Ju Ju [1989] is based on the former work of Simo and Ju [1987a]
who originally formulated the model in the stress space. It treats the evolution of
plastic and damage effects in an independent manner. This allows more flexibility
in designing a material model and further, from the numerical point of view, the
separation of plasticity and damage results in a reduction of the complexity of the
numerical system and the problem becomes easier to solve. The free energy is
decomposed in an elastic and a plastic part, whereby here the damage variable is
also included in the plastic part
ψ(εe, d, r) = ψe(εe, d) + ψp(d, r) =
1
2
(1− d) (εe : Ce : εe + ψp(r)) . (2.57)
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One can observe that the plastic hardening part of the free energy ψp(d, r) is also




















Hence, the damage conjugated force Y includes, contrary to Lemaitre [1984, 1985b]
and Cordebois and Sidoroff [1982] an additional plastic part. This approach which
was also followed by Saanouni [1988], Saanouni et al. [1994] considers the influence
of the plastic strain on the continuous micro crack process. The evolution laws of
the internal variables are derived from two independent dissipation potentials Fp
and Fd and two independent multipliers λ˙p and λ˙d. Furthermore, both mechanisms
are controlled by two independent criteria.
fp(σ, R, d) ≤ 0 fd(Y, d) ≤ 0 (2.61)
















The associated evolution of the plastic flow is determined by a von Mises type yield
function which is evaluated in the effective stress space, similar to Lemaitre’s model
fp(σ, R, d) = fp(σ¯, R) =
σeq
1− d − σY −R ≤ 0 . (2.65)
The damage criterion is characterized by a damage threshold in terms of a current
energy barrier that limits the elastic domain
fd(Y, d) = Y (t)− max−∞<τ<t {Y } . (2.66)
The two independent multipliers for plasticity and damage are determined by the
two consistency conditions fp = f˙p = 0 and fd = f˙d = 0.
The computational algorithm for the integration of the elastoplastic damage evolu-
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The plastic corrector step is in the case of the simple von Mises type plasticity
usually solved using the return mapping algorithm Simo and Hughes [1998] followed
from an additional damage corrector step which is usually performed in a single
iteration step. This approach is in general quite popular because it allows to establish
independent relations for plasticity and damage. Similar ideas are followed by many
other authors in this field, see for instance Chow and Wang [1987], Hansen and
Schreyer [1994], Zhu and Cescotto [1995] or Chaboche [1996]. Both mechanisms are
coupled only by the effective stress concept in the plastic yield criterion, like in the
Lemaitre model, but additionally the plastic part of the strain energy is evolved in
the associated evolution of the damage variable. Within this model the extreme
cases of material behavior can be captured. For instance, brittle damage, that takes
place without a remarkable increase of the plastic strain. On the opposite it is
possible to model large plastic strains before damage occurs.
In the following, possible choices for the thermodynamic potentials and the resultant
evolution laws for the internal variables are given. The evolution of the plastic
strain εp and the isotropic hardening variable r are formulated similar to ordinary
von Mises plasticity
Fp(σ, R, d) = fp(σ, R, d) =
σeq
1− d − σY −R (2.67)




⇒ r˙ = λ˙p = (1− d)ε˙eqp . (2.69)
Simo and Ju [1987a] and Ju [1989] proposed to define the damage evolution as a
function of the strain energy Y
Fd(Y ) = 1− Y0(1− b1)
Y
− b1 eb2(Y0−Y ) (2.70)










Thus the damage variable can directly be expressed form the current value of Y . It is
possible to formulate the damage accumulation in terms of a closed form expression
of the damage variabel according to Mazars et al. [1981]
d = 1− Y0(1− b1)
Y
− b1 eb2(Y0−Y ) . (2.72)
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The above expression was used by Simo and Ju [1989] to describe quasi-static dam-
age propagation in the context of elasto-plasticity and damage at finite strains. The
evolution of the damage variable can be expressed additionally as a function of the
current absolute value of the damage variable itself, as proposed by Hesebeck [2001].
This enables to model the saturation of damage in dependence of the total damage
history
Fd(Y, d) = b1
Y 2
2
e−b2d ⇒ d˙ = Y˙ b1Y e−b2d . (2.73)
The isotropic hardening can be defined by linear or exponential functions of the
hardening variable r
ψp(r) = a1(r +
1
a2




r2 ⇒ R = a1r . (2.75)
In general it is desirable to have a method for measuring the damage variable. The
simplest way, among others (see Lemaitre and Desmorat [2005], Tasan et al. [2012]),
is the measurement of the degradation of the elastic modulus Ed
d = 1− Ed
Ee
. (2.76)
This can be realized in some cyclic tensile tests (see Section 5.1.3), whereby the
degraded modulus can be determined in the unloading regime.
In Table 2.3 the basic equations of the elasto-plastic damage law are summarized.
Helmholtz free energy ψ = 12(1− d) (εe : Ce : εe + ψp(r))
Damage criterion fd(Y, d) = Y (t)−max−∞<τ<t {Y } ≤ 0
Plasticity criterion fp(σ, R, d) = fp(σ¯, R) =
σeq
1−d − σY −R ≤ 0
Evolution laws ε˙p = λ˙p
∂Fp
∂σ
d˙ = λ˙d ∂Fd∂Y
r˙ = −λ˙p ∂Fp∂R
State laws σ = ∂ψ∂εe =
∂ψe
∂εe = (1− d) Ce : εe
Y = −∂ψ∂d = 12 εe : Ce : εe + ψp(r)
R = ∂ψ∂r =
∂ψp
∂r
Table 2.3: Summary and basic equations of the elasto-plastic damage model.
2.4. MICROMECHANICS AND HOMOGENIZATION 23
2.4 Micromechanics and Homogenization
In this section the basics of homogenization as well as analytical bounds for effec-
tive composite properties are explained. In addition, a comprehensive overview of
analytical, semi-analytical and numerical homogenization methods is given.
2.4.1 Basic Concept and Length Scales
Engineering materials and also naturally occurring materials are often considered as
homogeneous on the macroscopic scale. But on certain finer scales these materials
show heterogeneities, like different laminate layers at the meso scale, inclusions,
cracks or voids at the microscale or grain boundaries and defects or irregularities in
the crystal lattice at the atomistic scale (see Figure 2.6).
Figure 2.6: Equivalent Mises stress distribution in a homogeneous component at the macroscale
(filter housing of IBS Filtran GmbH) and underlying heterogeneous microstructures.
Micromechanical concepts investigate the influence of these heterogeneities or defects
on the macroscopic material behavior. These inhomogeneities are often character-
istic for the macroscopic behavior and in many cases, even represent local stress
concentrations and thus, initiate local material degradation. On the other hand, a
more detailed consideration of the material structure increases the computational
effort of the mechanical problem. The correct choice of the scales and which of
them influence the macroscopic material behavior in a significant way are important
issues of the micromechanical model. Furthermore, in a coupled simulation, the
connection between the scales has to be realized within a technical framework.
The overall material behavior of a microstructure is regarded as the behavior of a
single macroscopic material point. This micro-macro transition is performed with
suitable averaging techniques of the spatial quantities and is referred to as homog-
enization. The macroscopic properties which are influenced by the microstructural
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quantities are called effective properties. These properties characterize the macro-
scopic material by averaging the underlying heterogeneous microstructure. They are
determined on a sample which has to be representative for the microscopic material





Figure 2.7: Characteristic lengthscales on macro and microscale.
For a sample to be representative in a statistical sense, its characteristic length L
has to be much larger than the characteristic length l of the attached RVE
L l . (2.77)
Thus, the assumption of separation of scales holds, which allows a separate treatment
of multiple scales. Furthermore, the sample must contain a sufficient large number
of heterogeneities, and thus, the characteristic length lh of the heterogeneities
2 has
to be much smaller than the characteristic length l of the microstructure
l lh . (2.78)
The mathematical theory of homogenization (see e.g. Bakhvalov and Panasenko
[1989] and Sa´nchez-Palencia [1980]) introduces a small parameter as the ratio be-
tween the characteristic length of the heterogeneities and the length of the mi-
crostructure. Homogenized equations are obtained if this parameter goes to 0. On
the other hand, to keep the computational effort of a RVE simulation in accept-
able limit the RVE size should be as small as possible. The representative size of
the RVE depends on the scale of the underlying microstructure and the size of its
heterogeneities. The statistical representativity can be tested by investigating the
convergence of the responses of varying RVE sizes. By applying uniform traction or
displacement boundary conditions on a RVE the response should coincide in both
cases and even more for arbitrary boundary conditions. For a detailed study of the
2The characteristic length lh can also be determined by other microscopic values, like for ex-
ample the localization or buckling length.
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construction and testing of representative samples the reader is referred to the work
of Drugan and Willis [1996], Gusev [1997], Kanit et al. [2003], Ostoja-Starzewski
[2006], Gitman et al. [2007] or more recently, Balzani et al. [2014].
2.4.2 Bounds and Estimates
The simplest approach for forming effective, homogenized quantities of heteroge-
neous materials is given by the rule of mixtures. The average properties are ob-
tained by adding the different properties of the material phases, weighted by their
volume fraction cα. Averaging either the stiffness moduli or the compliance of the
material phases upper or lower bounds for the macroscopic effective moduli have









ε1 = ε2 σ1 = σ2
Figure 2.8: Simplified stiffness model for estimating the effective properties of a composite ma-
terial. Left, constant strain condition, Voigt bound, right, constant stress condition, Reuss bound.
the materials phases under macroscopic loading. The obtained effective composite
properties correspond to the effective response of simplified stiffness model in which
the material phases are arranged in a parallel manner. Conversely, Reuss simplified
the macroscopic homogenized behavior of a composite by a serial arrangement of











α = 〈C−1〉 , σ(x) = 〈σ〉 = const (2.80)
In the above equations the brackets < · > denote the average of a certain quantity,
and cα the volume fraction of the phase α. The results are rough estimates of the
macroscopic effective properties. More rigorous bounds for overall properties are
obtained using variational principles which were introduced by Hashin and Shtrik-
man [1963] for heterogeneous multiphase materials. These second order bounds are
based on the principle of minimum potential energy and use the concept of polariza-
tion with an auxiliary stress or strain field. The result are strict optimal upper and
lower bounds for the overall properties of composites. Nonlinear extensions of the
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Hashin-Shtrikman variational principle were proposed by Ponte Castan˜eda [1991,
1992], Talbot and Willis [1985] and Suquet [1993].
2.4.3 Analytical Homogenization Techniques
Classical analytical methods relate back to Eshelby’s inclusion theory (Eshelby
[1957]) which considers the micromechanical material response by means of ana-
lytical approximations. The heterogeneous microstructure is decomposed into a ho-
mogeneous infinite matrix material and isolated inclusions which are approximated
by spheres or ellipsoids. Assuming constant, uniform stress and strain fields in the
inclusions the elastic field under uniform far field loading is obtained. Extensions
of Eshelby’s inclusion theory for determining effective properties of composites in-
cluding several regularly shaped particles were developed. The so called mean-field
approaches consider interaction of inclusions by mutual influence of its analytical
microfields. In this regard, see for instance the work of Kro¨ner [1958] who intro-
duced the so-called self-consistent scheme (see Hashin [1962], Budiansky [1965] and
Hill [1965]) or the generalized self-consistent scheme (see Christensen and Lo [1979],
Christensen [1990]). Furthermore, in the context of interacting adjacent particles,
the Mori-Tanaka method (Mori and Tanaka [1973]) was introduced and later ex-
tended by Benveniste [1987] and Lielens [1999]. With regard to analytical methods
based on Eshelby’s theory the differential scheme (see e.g. McLaughlin [1977]) and
the double inclusion method (Nemat-Nasser et al. [1993]) have to be mentioned.
Moreover, higher order theories have been proposed by Ponte Castan˜eda [1996,
2002], Ponte Castan˜eda and Suquet [1997] and Suquet [1995] using the secant or
tangent moduli of the phases. In a more mathematical context the asymptotic
homogenization theory, documented in Bensoussan et al. [1978, 2011], Sa´nchez-
Palencia [1980] and Fish et al. [1999] should be mentioned. Within this method
asymptotic expansions of displacement and stress fields provide the effective (ho-
mogenized) material parameters by applying appropriate variational principles.
However, there are a number of limitations coming along with analytical methods
(see for instance Hashin [1983]). These closed form estimates fail in cases of large
stiffness ratios between the inclusion and the matrix material or for structures with
a complex microscopic setting. Therefore, they are restricted to simple inclusion
shapes (ellipsoidal, convex, unbent) which are uniformly distributed, see e.g. the
work of Klusemann et al. [2012], who investigated several analytical methods con-
cerning their applicability for materials with inhomogeneities of non-elliptical shape.
Furthermore, interactions between inclusions and local stress and strain concentra-
tions are only captured to a limited degree. Damage and failure are governed by
these local field concentrations and hence, analytical methods experience difficulties
in modeling progressive damage and failure of composite materials.
2.4. MICROMECHANICS AND HOMOGENIZATION 27
2.4.4 Semi-analytical Homogenization Techniques
To overcome the shortcomings related to analytical homogenization methods, semi-
analytical methods were proposed. The key idea is to utilize the benefits of numerical
homogenization techniques in terms of their accuracy and keep at the same time the
efficiency of analytical methods. In this regard, the method of cells (Aboudi [1989]),
later extended to the generalized method of cells (see Aboudi [1996], Paley and
Aboudi [1992]), and the Transformation Field analysis (TFA) proposed by Dvorak
[1992] were introduced.
The latter method aims to reconstruct local inelastic fields from a finite number
of precomputed eigen- or transformation modes using interpolation operators. The
number of internal variables to be stored is reduced by decomposing the unit cell
into a finite number of subdomains. The inelastic transformation strains which can
be caused by e.g. plastic strain or thermal expansion are considered to be uniform
in the subdomains. The constant strain ε in each subdomain s caused by given
eigenstrains ε∗ in the subdomains r is obtained by






The mechanical influence or localization tensor A and the transformation influence
tensor L describe the local influence of the macroscopic strain E and the given
eigenstrains ε∗. These fourth order tensors depend on the local elastic moduli, as
well as the shape and volume fraction of the material phases. In simple cases they
can be expressed in closed form by means of Eshelby tensors. For a larger number
of subdomains and complex shaped microstructures the tensors are precomputed
by solving a set of linear elastic unit cell problems. Chaboche et al. [2001] and
Fish et al. [1997] for instance, used the method for analyzing composite structures
under consideration of plasticity and damage effects. However, in many cases a
large number of subdomains is necessary to predict the effective material behavior
correctly.
In order to increase the accuracy within an acceptable computational effort, Michel
and Suquet [2003] introduced the so-called nonuniform TFA for considering a nonuni-
form distribution of eigenstrains in the subdomains. While the localization and
transformation tensors are precomputed in elastic load cases, the spatially depen-
dent transformation fields ε∗(x) are determined by solving selected inelastic unit
cell problems during several time steps. In crystal plasticity the inelastic load cases
are selected according to existing crystal slip systems and are referred to as plas-
tic modes. In general cases these modes are identified from the precomputed fields
(snapshots) by an eigenvalue analysis (see e.g. Proper Orthogonal Decomposition
(POD) method). In the framework of a multiscale simulation the applied macro-
scopic load history is defined by the strain tensorE(t). The path dependent effective
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stress response Σ(t) is obtained by superposition of the precomputed modes ε∗j(x)












The scalar mode stimulation coefficients or generalized inelastic strains εj(t), re-
spectively, result from evolution equations for each mode. In an iterative time inte-
gration scheme the constitutive law is integrated and the current coefficients εt+∆tj
corresponding to the current macroscopic load Et+∆t are obtained. The tensors in
expressions 1 (the effective elastic stiffness) and 2 are computed once in advance.
For more details about the computational implementation of the method see Michel
and Suquet [2004] and Fritzen and Bo¨hlke [2010]. In contrary to Michel and Suquet
[2003, 2004] who used the FFT method (see Moulinec and Suquet [1998], Section
3.2) to solve two dimensional precomputed unit cell problems, Fritzen and Bo¨hlke
[2010] discretized the microstructure using finite elements and extended the method
to three dimensional plasticity problems. Recent contributions take into account
rate dependent material behavior, see Roussette et al. [2009], Fritzen and Boehlke
[2013] in the context of viscoplasticity and viscoelasticity. Largenton et al. [2014]
extended the method for viscoelasticity in the presence of aging and swelling.
Besides the evident benefits in terms of reducing the size of the numerical model
significantly, the method points out some limitations: First, the choice of the pre-
computed modes is a difficult task and in general depends on the type of macroscopic
loading. Especially when strongly non-proportional, cyclic and/or temperature de-
pendent loads are applied, hardly any macroscopic loading situation could be re-
constructed from precomputed modes. The same applies to strongly anisotropic
structures with even anisotropic constitutive behavior of the constituents. Due to
the applied superposition principle the method is limited to infinitesimal strains.
Furthermore, for defining evolution laws only a class of generalized standard mate-
rials can be applied to specify the phases’ constitutive behavior.
Remark: The expression in (2.81) can be seen as discretization of a continuous
strain field. The exact expression can be obtained by applying a Green’s operator Γ
operating on the transformation strain induced eigenstress τ = C : ε∗





L(x,y) : ε∗(y) dy , (2.83)
with L(x,y) = Γ(x,y) : C(y) .
For more detailed information on the Green’s operator see Section 3.2 of this work.
An overview of classical analytical and semi-analytical homogenization methods
can be found in Mura [1987], Nemat-Nasser and Hori [1999], Torquato [2002] and
Segurado and Llorca [2002], more recently in Zohdi and Wriggers [2008], Gross and
Seelig [2011] and Christensen [2012]. Recent comprehensive overviews and critical
comparisons of different methods can be found in the work of Kanoute´ et al. [2009]
and Geers et al. [2010].
2.4. MICROMECHANICS AND HOMOGENIZATION 29
2.4.5 Computational Homogenization Techniques
With increasing computational power numerical homogenization methods or full-
field simulations become more and more interesting. Instead of formulating closed-
form macroscopic constitutive equations, the microscopic material setting is directly
resolved on a finer length scale. The actual physical phenomena occurring on a finer
scale are captured and consequently, the direct simulation substantially improves the
accuracy of the macroscopic material response. In addition, the direct resolution
of the microscopic constituents enables to deal with complex inclusion shapes like
non-elliptical or even convex geometries.
Several modeling and simulation techniques were developed in the last decade to
obtain the effective numerical material response and establish the coupling across
different length scales. There are various ways to classify multiscale or numerical
homogenization methods in a general setting, see for instance Weinan et al. [2007].
Domain decomposition methods, so-called (embedded) concurrent methods, decom-
pose the macroscopic domain in several finer subdomains. The coarse scale mesh is
refined in interesting zones by resolving the microstructural setting, whereby both
modeling scales refer to the same length scale. Thus, the scales are strongly linked
together and solved simultaneously. Mutual exchange of information takes place
between the scales in both directions. For contributions in this field see the e.g.
the work of Zohdi and Wriggers [1999], Farhat et al. [2000], Guidault et al. [2008],
Ibrahimbegovic´ and Markovicˇ [2003] and Belytschko et al. [1990].
On the other hand hierarchical methods pre-compute effective properties on a sep-
arated microscale problem and pass this information to a coupled or uncoupled
macroscale. Due to the fact that the fine and the coarse scale problem ’live’ in
different length scales the assumption of the separation of scales is valid and the
microscopic sample can be regarded as a representative volume element (RVE). The
idea of computing the microscopic material response by solving a separate micro-
scopic boundary value problem was introduced by Suquet [1985, 1987] and Renard
and Marmonier [1987].
In an uncoupled simulation effective homogenized properties are pre-computed on
a discretized microscopic cell containing the microscopic structural setting. Sub-
sequently, the effective quantities are transferred to the macroscale and used to
formulate effective constitutive equations. The exchange only takes place in one
direction in terms of a numerical upscaling process. This allows to pre-compute
anisotropic linear elastic properties. Furthermore, the method can be used to pro-
vide quantities like failure or yield surfaces for a nonlinear macroscopic simulation.
In the context of pre-computing viscoelastic fiber composites see for instance Staub
et al. [2012] or Schmidt [2011] for elasto-plastic polymers.
Dealing with strongly nonlinear problems including microscopic irreversible effects,
like progressive damage, an iterative coupling between the scales is necessary. Within
the scope of a coupled hierarchical simulation the separated scales are solved sequen-
tially, information passes in both directions and a mutual exchange between both
scales takes place. Every macroscopic point is equipped with a certain microstruc-
ture which captures the complete geometrical information by detailed modeling of
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the microstructural setting. The macroscopic constitutive material behavior at a
particular point is replaced by the effective response of a representative sample
associated with this point. For describing the mechanical behavior any arbitrary
constitutive law can be assigned to the microscopic constituents.
Following the ideas of Guedes and Kikuchi [1990], Ghosh et al. [1995], Smit et al.
[1998] and Miehe et al. [1999] coupled computational homogenization techniques
were developed. One well-known method is the FE2 approach introduced by Feyel
and Chaboche [2000]. Appropriate boundary conditions which are mainly lin-
ear displacements, constant tractions or periodic conditions are applied on the
RVE. For different techniques to impose these boundary conditions see for instance
Kouznetsova et al. [2001], Miehe and Koch [2002] and Bayreuther [2005]. The micro-
scopic boundary value problem is solved using numerical approximation techniques.
Besides the finite element method which is used in most publications in this context
(see e.g. Kouznetsova et al. [2001], Miehe et al. [1999] and Terada et al. [2000]), other
numerical methods are used to analyze the microstructural problem, like the Voroni-
Cell method documented in Ghosh et al. [1995, 1996], or methods using fast Fourier
transforms introduced by Moulinec and Suquet [1998]. The latter was compared in
Michel et al. [1999] with the finite element method for computing linear effective
properties of composites. Both methods are also described shortly in Chapter 3.
Furthermore, Kouznetsova et al. [2004, 2002] introduced homogenization schemes
of higher order. These methods involve higher order approximations of the strain
and stress fields. Consequently, besides the macroscopic strain also its gradients
are imposed on the microscopic domain. The response of the microscale boundary
value problem contains in addition to the averaged stress tensor, also the higher-
order stress tensor and the corresponding tangents. Consequently, the size of the
RVE is taken into account and geometrical size effects, as far as they occur, are
considered. Softening and localization phenomena coming along with damage and
fracture of heterogeneous microstructured materials can be treated independently
of the macroscopic mesh size.
Regarding damage and fracture of composite materials the continuous-discontinuous
homogenization approach represents another interesting multiscale technique which
enables to deal with macroscopic localization effects. The macroscale is enriched
with a discontinuity in terms of an effective displacement jump. This enables the
incorporation of a macroscopic crack which is obtained by extracting a shear band
on the microscopic scale. In this regard see for instance the work of Coenen et al.
[2012], Massart et al. [2007] and Linder and Raina [2013]. In these contributions the
macroscopic enrichment is based on the embedded discontinuity concept (see Armero
and Garikipati [1996], Linder and Armero [2007] and Simo et al. [1993]). Loehnert
and Belytschko [2007] proposed the so-called multiscale projection method using the
extended finite element method (XFEM) approach to incorporate a discontinuity at
the macroscale. In this context the so-called multiscale aggregating discontinuity was
proposed by Belytschko et al. [2008] and Song and Belytschko [2009]. This method
also takes the advantages of the XFEM approach to inject a discontinuity at the
macroscale which is in this case obtained by ’aggregating’ the averaged microscopic
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localization effects. However, due to the fact that the fine scale problem and its
corresponding macro element have the same size, the separation of scales is no
longer valid.
In this work a classical first order homogenization scheme is employed. The de-
velopment of macroscopic cracks is not treated and the simulations performed in
this work were stopped when localization on the coarse scale occurred. Thus, the
assumption of separation of scales remains valid.
Recent contributions concerning the FE2 method can be found in Schro¨der [2014]
or Gruttmann and Wagner [2013] in the context of layered shell structures. Nu-
merical investigations of damage in fiber reinforced thermoplastic polymers with
experimental background are addressed in Hoffmann [2012], Pan and Pelegri [2011]
and Spahn et al. [2014b]. Multiscale techniques concerning damage of composite
materials were presented by Zohdi et al. [1998], Do¨bert [2001] or more recently by
Unger and Eckardt [2011].
First Order Homogenization Technique
The classical first order homogenization schemes consist of four steps (see Kouznetsova
et al. [2001]):
• defining a representative volume element including the definition of the mate-
rial phases’ constitutive behavior
• choosing appropriate boundary conditions derived from macroscopic quantities
• determining the macroscopic variables from the computed microscopic solution
fields
• specify the relation between the macroscopic input and computed output vari-
ables (tangential stiffness matrix)
Effective macroscopic properties, basically the stress or strain response are obtained
by averaging the computed microscopic solution fields. The macroscopic stresses Σ
or strains E are calculated as the volume average over the volume ω of the RVE




E = 〈E〉 = 1|ω|
∫
ω
ε dv . (2.85)
The computation of the macroscopic stress during the homogenization procedure has
to meet the energy criterion proposed by Hill [1963, 1972]. This energy averaging
theorem, also known as Hill-Mandel condition, states that the rate of mechanical
work done at the microscale equals the rate of work resulting from the computed
macroscopic quantities. The micro-macro work balance in differential form has to
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be satisfied
Σ : E˙ = 〈σ : ε˙〉 = 1|ω|
∫
ω
σ : ε˙ dv . (2.86)
In the sense of a direct micro-macro scale coupling the averaged variables are trans-
ferred or upscaled to the macroscale. Using the Newton-Raphson algorithm to solve
the global macroscopic BVP the macroscopic tangent stiffness has to be computed.
The tangential stiffness matrix sets the macroscopic load in relation to the micro-
scopic solution fields. In a strain driven algorithm the tangent is defined as the





In general, the constitutive behavior on the macroscale is not explicitly defined a
priori and thus, there is no closed form expression of the macroscopic tangent at
each macro point available. The stiffness matrix has to be determined numerically.
Classical FE2 schemes use finite elements to solve the boundary value problems
on both scales. The tangent can be directly obtained using the condensed micro-
scopic (global) stiffness matrix k received from the RVE computation. Miehe and
Koch [2002] extracted the overall stress and stiffness tangent in terms of the re-
lation between forces acting on the RVE boundary and the associated boundary
displacements. Lagrange multiplier method was used to incorporate the bound-
ary constraints. An similar approach was proposed by Kouznetsova et al. [2001],
Kouznetsova [2002] which is based on a direct condensation of the constrained de-
grees of freedom. The microstructural system is rearranged through partition of the
global matrix k into degrees of freedom related to the boundary (index b) and the













Macroscopic stress and the macroscopic tangent are obtained from the external force
vector f b on the boundary and from the condensed stiffness matrix k˜bb associated
with this boundary
k˜bb = kbb − kbak−1aa kab (2.89)
f b = k˜bbub (2.90)
Σ =
1








Thereby D denotes the global coordinate matrix associated with all surface points.
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The direct tangent computation appears very efficient, but the inverse k−1aa is not
determined explicitly. Rather, it is obtained by solving a system of linear equations
using direct or iterative solvers. Using standard Gaussian elimination or Cholesky
method kaa is decomposed into triangular factors L,D and the problem is reduced
to solve two triangular systems
kaa = LDL
T . (2.93)
By an efficient reordering of nodes the computational labor still increases with an
order of O(N2.33) for three dimensional problems (see [Axelsson and Barker, 1984]),
where N represents the number of degrees of freedom. Hence, with increasing size of
the microstructural problem the computation of k−1aa becomes more and more expen-
sive. For larger systems the memory requirements for storing the matrix coefficients
increases significantly. Regarding realistic microstructures the memory requirements
may not be met using standard workstations.
In this work, we compute the macroscopic tangent by numerical linearization around
the current macroscopic load step, see Section 4. As proposed by Miehe [1996]
the tangent is obtained by numerical differentiation of the macroscopic stress-strain





Many time dependent or even just static nonlinear physical problems are described
by partial differential equations (PDEs). Basically, there exist several numerical
methods for solving PDEs by approximating the solution fields in time and space
domain. In this chapter the two numerical methods which are used to solve the
governing static equations expressing the physical phenomena of deformation related
to this work are shortly described.
3.1 Finite Element Method
In this section the spatial resolution of a static problem by the Finite Element
Method (FEM) is considered. In this work, the method is used to solve the macro-
scopic boundary problem. After introducing the variational formulation of the static
equilibrium equation the linearization of a general nonlinear problem is shortly de-
scribed. Finally, the spatial discretization of a solid body and the iterative solution
procedure are depicted. For more detailed information and extensions of the finite
element method it is referred to the textbooks of Hughes [2012], Wriggers [2008] or
Zienkiewicz and Taylor [2005]. In a more mathematical context see also Oden and
Reddy [2012] or Belytschko et al. [2013].
3.1.1 Weak Formulation of the Equilibrium Equations
The strong form of the static equilibrium introduced in (2.13) can be reformulated





(divσ + f) · v dV = 0 . (3.1)
The displacements take prescribed values u0 at the Dirichlet boundary ΓD of the
domain Ω (see Figure 3.1, left) and are defined in the solution space
V∗ = {u H1(Ω) : u|ΓD = u0} . (3.2)
In the weak formulation the strong form is not required to hold absolutely anymore,
but has instead weak solutions in the Sobolev space H1(Ω). Similarly, associated
with V∗ the function space V0 of admissible test functions v is defined
V0 = {v H1(Ω) : v|ΓD = 0} . (3.3)
In terms of the kinematical relations for small deformations (see Section 2.1) the
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The constitutive behavior that connects the stresses σ with the strains ε is defined
by the general nonlinear relation F
σ = F (ε(u)) . (3.5)
Applying the Gauss theorem and integrating by parts, one obtains the weak form
of the static equilibrium equations, also known as the principle of virtual work. The









t0 · v dA−
∫
Ω
f · v dV︸ ︷︷ ︸
−Gext
= 0 . (3.6)
The gradient of v can also be interpreted as the variation of the strain tensor δε.
The weak form in (3.6) is identical to the first variation of the total potential energy
(if such a potential exists) or Gateaux directional derivative, respectively. The
Gateaux variation gives the directional derivative of a functional F : V → R at u in
a direction v.
A functional F (u) is Gateaux differentiable if there exists a linear functional DF (u) V ′
such that for every v V
〈DF (u),v〉 = lim
→0








The following notations for the Gateaux differential can also be found in literature
〈DF (u),v〉 = DF (u)(v) = δF (u;v) . (3.8)






σ : ε dV −
∫
∂Ω
t0 · u dA−
∫
Ω
f · u dV . (3.9)
Using Gateaux derivative the first variation of the total potential energy functional




σ : gradv dV −
∫
∂Ω
t0 · v dA−
∫
Ω
f · v dV ≡ G(u,v) . (3.10)
In this regard, the variation v represents a small kinematically admissible perturba-
tion of the equilibrated solution field u. The weak formulation in (3.6) is a necessary
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condition for the existence of a minimum of the total potential energy
min
u V∗
Π(u) with δΠ(u,v) = 0 and δ2Π(u,v) > 0 . (3.11)
In the equation above δ2Π(u,v) represents the second variation of the potential en-
ergy and is obtained by the second Gateaux derivative of the total energy functional.
A necessary condition for the existence of a minimum of Π is the positive value of
δ2Π. The existence of the minimum characterizes a stable equilibrium state and
uniqueness of the solution. The uniqueness is ensured, if the constitutive relation





3.1.2 Linearized Equilibrium Equations
Dealing with strongly nonlinear problems it is in general advisable to increase the ex-
ternal load progressively and linearize the governing nonlinear differential equations
around the particular deformation state. The governing equation is transformed into
a system of piecewise linear functions and solved in each load step. The linearized
form of the weak formulation G expanded in Taylor series form reads as follows






·w +Rn . (3.13)
In the linearized form above the second Gateaux differential δG or second variation
of the potential energy δ2Π(u,v), respectively, occurs. By differentiation of the first










































C(u) : ε(w) : ε(v) dV .
In the equations above the linearization of the stress tensor is written in terms of
the linearized tangential material stiffness tensor. It is obtained from the derivative
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While for linear elastic material behavior the coefficients of C are constant and
thus independent in variations of u, in the case of nonlinear material behavior the
constitutive equation has to be linearized in each solution iteration. This is the case
when the material law is dependent on the current deformation state, as it occurs
in strain hardening or softening materials (see Section 2.3). This is even more
particular in terms of a multiscale simulation, where the microscopic problem has
to be linearized around the current macroscopic deformation state (see Section 4.3).
3.1.3 Spatial Discretization
For the numerical solution of the governing PDE which is transferred in a weak
linearized form, the domain Ω of the continuous body is decomposed into small









Figure 3.1: Discretization of a body Ω by triangular finite elements Ωe.
by a discretized domain Ωh




The exact solution of the field variables are interpolated between discrete points
within the finite elements. Thus, the nodal values uI of a function u(·), here the
displacements, are approximated by shape functions NI between the nodes of a finite
element
u(x) ≈ uh(x) =
n∑
I=1
NI(x)uI ∀ x in Ωe . (3.17)
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Within the isoparametric concept the field variables and the geometric shape of the
domain are approximated by the same shape functions
x ≈ xh =
n∑
I=1
NIxI ∀ x in Ωe . (3.18)










(·) dV . (3.19)
Neglecting body forces (f = 0) the continuous variational formulation of the equi-




σ : δε dV −
∫
∂Ω
t0 · v dA = 0 . (3.20)










































vTI P I = v
TP (3.22)
are obtained. Thereby the matrix BI contains the derivatives of the shape func-
tions NI of a finite element. The internal and external nodal forces are denoted by
RI and P I , and the sum over the nodal values of each element gives the global force
vectors R and P .
Remark: In the second part of 3.21 and 3.22 Voigt notation is used. For the sake
of simplicity, a special matrix notation is omitted in the following part. Multi
dimensional variables, as well as matrices and vectors are indicated with bolt letters.







vTI (RI(uI)− P I) = vT (R(u)− P ) = 0 . (3.23)
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For any admissible virtual test function v the equation above simplifies to an equi-
librium of the internal R(u) and external force vector P
R(u)− P = 0 . (3.24)
The discretized field variables in matrix form are given by







and we end up with the discrete linearized variational formulation of the incremental
static equilibrium equations














BTI CBJ dV︸ ︷︷ ︸
KeIJ
∆uJ . (3.26)
In the equation above an incremental increase of G by ∆G with an incremental
increase of the solution u by ∆u is considered. Furthermore, the element stiffness
matrix KeIJ connecting the nodes I and J of a finite element is introduced. The





3.1.4 Iterative Solution Procedure
Finally the following nonlinear set of equations has to be solved iteratively
G(u) = R(u)− P = 0 . (3.28)
In the equation above R(u) covers the internal forces which are dependent on the
deformation state and the constant external loads are represented by the vector P .
The most popular method for solving systems of nonlinear equations is the Newton-
Raphson method. For obtaining the unknown displacement field iteratively the
following approximated Taylor series based on known conditions is used
G(ui+1, λ) = G(ui, λ) + δG(ui, λ)∆ui+1
!
= 0 . (3.29)
Thereby the load factor λ enables the gradual increase of the external force
G = R− λP . Using the linearized form δG defined in (3.26) and the global stiffness
matrix K according to (3.27) the new increment of the unknown displacement field
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∆ui+1 can be computed with
Ki∆ui+1 = Gi . (3.30)
In addition, suitable displacement boundary conditions are incorporated at the
boundary nodes to fix possible rigid body modes. Hence, the system matrix K
becomes positive definite and the linearized system can be solved for the current
load factor λ within the following algorithm
1. Start ui = u0
2. Assemble Gi = G(ui, λ), K(ui)
3. Solve Ki∆ui+1 = −Gi
4. Update ui+1 = ui + ∆ui+1
5. Check if ||Gi+1|| ≥ TOL then i = i+ 1 return to 2
The linearized set of equations (step 3) can be solved directly by standard Gaussian
elimination or Cholesky method. Dealing with larger algebraic systems, iterative
methods, like e.g. the conjugate gradient method (CG), the biconjugate gradient
stabilized method (BiCGSTAB) or multigrid methods (MG) are used in combination
with suitable preconditioning methods.
3.2 Lippmann-Schwinger Equation and Fast
Fourier Transformation
Considering microstructures with complex geometric shape difficulties may arise dur-
ing the meshing of these structures. Microstructural images, which are discretized by
cubic voxel cells, can be used directly. In this context, methods using Fast (FFT) or
Discrete Fourier Transforms (DFT) were introduced by Moulinec and Suquet [1994]
and Mu¨ller [1996]. These methods operate on regular spatial grids and can directly
be applied to analyze cubic volume elements. The problem is solved iteratively and,
in contrary to the standard finite element method does not require the assemblage
and storage of a global stiffness matrix. The method described in this section is
used to solve periodic microstructural unit cell problems.
3.2.1 Periodic Strain Field and Local Boundary Value
Problem
In terms of a homogenization problem the macroscopic scale is considered as ho-
mogeneous and its effective constitutive response can be obtained by well-separated
local unit cell problems. All the heterogeneities are transferred into the microscopic
problem and from the macroscopic point of view the samples are homogenized,
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so that a smeared macroscopic response is obtained. Composites with periodic mi-
crostructure can be represented by a periodic arrangement of these similar unit cells.
During macroscopic deformation the unit cells are subjected to displacements on the
boundary which result from the macroscopic point of view in a homogeneous strain
over the homogenized microscopic domain ω. Due to the local heterogeneous setting
of the microstructure the microscopic strain field ε(x) strongly varies between the
microscopic points x. This local strain field can be decomposed into a spatially con-
stant overall strain E which would act in a completely homogeneous microstructure
and a fluctuation or correction field ε∗(x) that accounts for the heterogeneities of
the microstructure
ε(x) = E + ε∗(x) . (3.31)
The strain fluctuation field ε (u∗(x)) is compatible with the fluctuating displacement
field u∗(x) and is calculated according to the kinematical relations by the symmetric




(5u∗(x) + (5u∗(x))T ) . (3.32)
The mean deformation of the unit cell is obtained from the constant macroscopic
strain within the relation E · x and hence, the entire displacement field in the
microscopic domain reads as follows:
u(x) = E · x+ u∗(x) . (3.33)
The coupling of periodic unit cells is ensured by assuming identical values for the
components of u∗(x) on opposite boundaries of the microscopic domain ∂ω
u∗(x) periodic x on ∂ω . (3.34)
The periodic nature of u∗ and ε(u∗), respectively, implies that the averages over








ε(u∗) dv = 0 . (3.36)
Consequently, a compatible displacement field from unit cell to unit cell over the
macroscopic domain is obtained. Furthermore, the equilibrium condition (here in
the absence of volume forces) has to be fulfilled in each point of the microscopic
domain
divσ(x) = 0 x in ω . (3.37)
To satisfy the equilibrium throughout the global entire macroscopic periodic com-
posite, the interfaces between periodic unit cells have to be in equilibrium. This
implies, that tractions t on opposite boundaries have to cancel each other and thus,
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to be opposite or anti-periodic on the boundaries
t(x) = σ(x) · n(x) anti-periodic x on ∂ω . (3.38)
Thus, the required periodicity of the stress tensor σ is ensured by the opposite








Figure 3.2: Periodic unit cell with periodic displacements u and anti-periodic tractions t on
opposite boundaries ∂ω− and ∂ω+.
the following the microscopic boundary value problem is summarized by considering
a cubic unit cell with the domain ω which is subjected to a prescribed macroscopic
constant strain E. The fluctuating solution field u∗(x) has to be find such that,
divσ(x) = 0 x inω , (3.39a)
σ(x) = C(x) : ε(x) x inω , (3.39b)
ε(x) = E +
1
2
(5u∗(x) + (5u∗(x))T ) x inω , (3.39c)
u∗(x) periodic x on ∂ω , (3.39d)
σ(x) · n(x) anti-periodic x on ∂ω . (3.39e)
In the equations above linear elastic material behavior and periodic boundary con-
ditions on ∂ω are assumed.
3.2.2 Lippmann-Schwinger Equation and Equivalent
Boundary Value Problem
Due to the heterogeneities occurring on the microscale the local stiffness tensor C(x)
varies between the local points x. This heterogeneous character of the local stiff-
ness C(x) represents the main complexity of the problem according to (3.39). In the
context of a finite element framework locally strongly varying stiffness contrasts be-
tween local material points x lead to a large condition number of the global matrix
K (see Section 3.1) and hence, makes it difficult to solve with standard methods.
To overcome this problem, equivalent formulations of the governing equations are
used in many homogenization approaches. The idea of introducing a homogeneous
reference medium to solve complex heterogeneous micromechanical problems in a
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homogeneous setting goes back to Eshelby [1957]. He considered the heterogeneity
of an inclusion by an equivalent eigenstrain transformation and solved the original
inhomogeneous problem in an auxiliary homogeneous medium.
In a more general setting Dederichs and Zeller [1973] established a method for disor-
dered or heterogeneous materials by reformulating the heterogeneous elastic problem
stated in (3.39). The method which was introduced in a homogenization context was
extended by Zeller and Dederichs [1973] and Kro¨ner [1977] to estimate bounds for
the effective elastic constants of polycrystals. The authors established an auxiliary
problem formulated in a homogeneous linear elastic medium to eliminate the local
dependence of the stiffness C(x).
A homogeneous reference material with the spatially constant elastic stiffness C0 is
defined and the local stress field reads as follows:
σ(x) = C0 : ε(x) + τ (x) . (3.40)
The polarization stress τ (x) expresses the difference between the stress states in the






: ε(x) = δC(x) : (ε∗(x) +E) , (3.41)
where τ (x) depends on the solution field u∗(x) and thus, in the case of nonlinear
material behavior, depends nonlinear on the fluctuation field u∗(x). The governing
differential equation (3.39a)
divσ(x) = div (C(x) : ε(x)) = 0, x inω , (3.42)




0 : ε(x) + τ (x)
)
= 0, x inω . (3.43)
Thus, the equivalent microscopic boundary problem for linear elastic material be-
havior according to (3.39) reads as follows:






= − div τ (x) x inω ,
σ(x) = C0 : ε(x) + τ (x) x inω , (3.44b)
ε(x) = E +
1
2
(5u∗(x) + (5u∗(x))T ) x inω , (3.44c)
u∗(x) periodic x on ∂ω , (3.44d)
σ(x) · n(x) anti-periodic x on ∂ω . (3.44e)
In the equivalent problem stated above the complexity of the heterogeneous problem
is transferred into the polarization field τ (x). The divergence of τ can be interpreted
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as a distributed body force acting in the whole domain ω
f(x) = div τ (x), x inω . (3.45)
Hence, the problem reduces to find the fluctuation field u∗(x) in an equilibrated
homogeneous medium with constant stiffness C0 subjected to the macroscopic strain
E and a corresponding initial polarization stress field τ (x), see Figure 3.3. The
C
0
f = div (τ (x))




Figure 3.3: Heterogeneous problem (left) and homogeneous reference problem subjected to a
body force f(x) (right).
solution of such problems can be directly expressed by applying a so-called Green’s
operator Γ0 which is associated to the reference material (see Zeller and Dederichs
[1973]). The fluctuating strain field ε∗ is obtained by convolution of the Green’s
operator with the stress polarization τ
ε (u∗(x)) =
(
Γ0 ∗ τ) (x) . (3.46)
The Green’s operator Γ0 has a nonlocal character and couples two points x and y
of the micro domain. The convolution denoted by ’∗’ in (3.46) is defined by
(
Γ0 ∗ τ) (x) := ∫
ω
Γ0(x,y) : τ (y) dy . (3.47)
The solution for the total strain field can be written in the following integral equa-
tion:
ε(x) = E −
∫
ω
Γ0(x,y) : τ (y) dy . (3.48)
This type of integral equation is referred to as Lippmann-Schwinger equation in
elasticity. The formulation is originally attributed to Lippmann and Schwinger
[1950] in the context of the theory of scattering in quantum mechanics. The authors
proposed an equivalent integral equation as an alternative to the direct solution
of the Schro¨dinger differential equation describing mechanics of molecular systems
on the atomistic level. Later, Zeller and Dederichs [1973] applied this method to
reformulate the governing differential equation of heterogeneous elasticity problems
on the continuum level. In the regard of the equivalent inclusion method Green’s
operator was introduced by Mura [1987].
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Lippmann-Schwinger Equation for Nonlinear Material Behavior
Dealing with nonlinear material behavior, the constitutive equation for a linear
elastic material
σ = C(x) : ε(x) , (3.49)
has to be replaced by a nonlinear stress-strain relation and possibly additional in-
ternal history variables I(x), like e.g. the plastic strain εp(x), the hardening r(x)
or damage variable d(x)
σ(x) = F (ε(x),I(x)) . (3.50)
The stress polarization τ according to Equation (3.41) reads
τ (x) = σ (ε(x),I(x))−C0 : ε(x) . (3.51)
The solution of the nonlinear problem according to Equation (3.48) turns into the
following form:





σ (ε(x),I(x))−C0 : ε(x)) dy . (3.52)
The nonlinear stress-strain relation also implies a nonlinear the polarization stress-
strain relation. The entire equivalent microscopic boundary value problem according
to Equations (3.44) for nonlinear material behavior reads as follows:
div (σ(ε(x),I(x))) = 0 x inω , (3.53a)
σ(x) = F (ε(x),I(x)) x inω (3.53b)
ε(x) = E +
1
2
(5u∗(x) + (5u∗(x))T ) x inω , (3.53c)
u∗(x) periodic x on ∂ω , (3.53d)
σ(x) · n(x) anti-periodic x on ∂ω , . (3.53e)
The stiffness of the reference material C0 still remains constant, and thus, the solu-
tion of the nonlinear problem can still be expressed in terms of the Green’s opera-
tor Γ0 which is associated to the constant, homogeneous reference material. Solving
the Lippmann-Schwinger equation in the framework of a numerical scheme (see Sec-
tion 3.2.6), the nonlinear computation is decomposed in several time steps, or load
increments, respectively. The stiffness of the reference material and the associated
Green’s operator are updated at the beginning of each time step for obtaining a
better convergence behavior.
In this work a linear elastic and a coupled elasto-plastic damage model described
in Section 2.3 are implemented in the framework of a three dimensional elasticity
solver.
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3.2.3 Green’s Operator in Bounded Domains
The fourth order Green’s operator Γ0 in Equation (3.48) is obtained from a second
order Green’s operator G0, also referred to as Green’s function, according to Brisard




















km,lj(x,y) + δimδ(x− y) = 0 , (3.55)
where δim is the Kronecker symbol, and δ(x − y) is the Dirac delta distribution.
Following Brisard [2011] the interpretation of the second order Green’s operator G0
can be exemplified by considering a bounded domain ω. The homogeneous body
with the material stiffness C0 is subjected to a vector point force F at the local









Figure 3.4: Homogeneous domain ω subjected to a vector point force F at the local point y and
the Dirichlet boundary condition u(x) = 0 on ∂ω.
The boundaries ∂ω are subjected to homogeneous Dirichlet conditions
u(x) = 0 , x on ∂ω , (3.56)
the constitutive behavior is assumed to be linear elastic
σ = C0 : ε(x) , (3.57)







+ δ(x− y)F = 0 . (3.58)
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Here δ is the Dirac distribution which describes the local point character of the
force F and is defined by the normalized distribution in the domain ω∫
ω
δ(x− y) dy = 1 , (3.59)
and hence, the distribution of the point force can be written as
f(x) = δ(x− y)F . (3.60)




In the equation above G0ik is the Green’s operator describing the displacement com-
ponent ui at point x in direction of xi due to the applied unit force at point y in
direction xk. In other words, the Green’s operator expresses the fundamental (dis-
placement) solution in a homogeneous elastic medium. In the bounded domain ω
with zero displacement condition on the boundary ∂ω the Green’s operator has to
vanish on the boundary
G0(x,y) = 0 , x on ∂ω . (3.62)
Considering the more general case when the homogeneous body ω is subjected to a
body force f , instead of the concentrated point force F used in the example above.
The body force can be seen as a superposition of the elementary case (3.60)∫
ω
f(y)δ(x− y) dy = f(x) , (3.63)





G0(x,y) · f(y) dy . (3.64)
In the problem stated in Equation (3.44a) one is interested in an equilibrated solution
field u for the elastic body that is subjected to a polarization stress field τ . In
order to establish a connection to the problem stated above, the right-hand side
of Equation (3.44a), i.e. the divergence of the polarization or eigenstress field, is
interpreted as a body force f(x)
f(x) = div τ (x) . (3.65)





G0(x,y) · div τ (y) dy . (3.66)
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By partial integration and subsequent differentiation the strain field is given by the




Γ0(x,y) : τ (y) dy . (3.67)
Applying a macroscopic strain E on the boundary, instead of zero displacements
u(x) = E · x, x on ∂ω , (3.68)
the resulting strain field reads as follows
ε(x) = E −
∫
ω
Γ0(x,y) : τ (y) dy . (3.69)
The meaning becomes more transparent by writing (3.69) in index notation
εij(x) = E −
∫
ω
Γ0ijkl(x,y) : τkl(y) dy . (3.70)
The operator Γ0ijkl gives the strain components ij at point x due to the applied stress
components kl at y. The operator Γ0 does not depend on the fluctuating quantities,
but only on the stiffness of the homogeneous linear elastic reference material C0 and
given boundary conditions.
In the previous part the meaning of the Green’s operator is explained for bounded
domains with displacement free surfaces. The original contributions of Zeller and
Dederichs [1973], Dederichs and Zeller [1973] and Kro¨ner [1977] are also referred
to bounded domains with stress or displacement free boundaries. For more details
concerning Green operators for bounded domains see Kro¨ner [1990].
Mura [1987] introduced the Green’s operator in an infinitely extended material sub-
jected to a given periodic eigenstrain distribution. In order to establish a connection
to the present homogenization problem, the eigenstrain distribution can be caused
by material heterogeneities, similar to the polarization stress τ introduced in this
chapter. Due to periodicity the applied eigenstrain distribution can be expressed
in Fourier series form and the elastic solution field is obtained by superposition of
elementary solutions. The Green’s operator G∞ as the fundamental solution of this
problem is expressed in Fourier space. Basically, due to the non-local character a
direct expression of Green operators for periodic problems can be given more easily
in Fourier space and will be given in Section 3.2.4.
3.2.4 Lippmann-Schwinger Equation in Fourier Space
The solution of a periodic boundary value problem according to Equations (3.44) or
(3.53a), respectively, can be obtained using Fourier transforms. As introduced by
Mura [1987] continuous Fourier transforms can be used to solve eigenstrain problems
in heterogeneous linear elastic bodies. In this context methods using Fast (FFT) or
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Discrete Fourier Transforms (DFT) were introduced by Moulinec and Suquet [1994]
and Mu¨ller [1996] to solve homogenization problems of heterogeneous materials.3
The partial differential equation describing the elastic problem which is reformulated
into an integral equation of Lippmann-Schwinger type is transferred in Fourier space.
Fourier series are used to express the corresponding field variables. In Fourier space
the discrete second order PDE’s turn in a system of linear equations which are
formally much easier to solve.
The elastic fields according to Equations (3.44) or (3.53a) are periodic and can be







u(x) exp(−iξ · x) dx , (3.71)
with the complex number i =
√−1. In the following, uˆ(·) denotes a function in
Fourier space and ξ is the Fourier space variable or spatial frequency corresponding





uˆ(ξ) exp(iξ · x) dξ . (3.72)
An important issue of the Fourier expression is given by the following definition:





u(x) dx . (3.73)
The expression above means that the value of the function in Fourier space at the
point ξ = 0 equals to the average of the function u(x) over the whole domain ω in
the real space. Furthermore, the spatial derivative of a function in the real space




= i uˆ(ξ) ξ . (3.74)
Thus, the equilibrium condition (3.44a) and the constitutive equation (3.44b) have





m(ξ) + τˆkl(ξ) (3.75)
iσˆkl(ξ)ξl = 0 . (3.76)





m(ξ) = iτˆkl(ξ)ξl . (3.77)
3FFT represents a fast algorithm for computing discrete Fourier transforms and is due to its
efficiency more frequently used. The number of computations is reduced by factorizing the DFT
matrix.
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The kinematical compatibility conditions of the fluctuating displacement field u∗m















the corresponding strain field is obtained by
εˆkl(u
∗) = −Γˆ0klmn(ξ)τˆmn(ξ) . (3.82)
In the equation above one observes that the convolution in Equation (3.46) trans-
forms in Fourier space, into a multiplication. This is a very important fact and rep-
resents the key advantage for solving the Lippmann-Schwinger equation in Fourier






0(δikδjl + δjkδil) , (3.83)
the Fourier transform of the Green’s operator Γˆ0ijkl is explicitly known and takes the
form
Γˆ0ijkl(ξ) =






The second order Green’s operator Gˆ0ij(ξ) and its inverse (Gˆ










(Gˆ0)−1ij (ξ) = (λ
0 + µ0)ξiξj + µ
0|ξ|2δij . (3.86)
Expressions of Γˆ0 associated with different types of anisotropic material behavior
can be found in Mura [1987].
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3.2.5 Voxel Discretization and Fast Fourier Transformation
The numerical homogenization problem described in the previous sections is located
in a cubic volume element according to Figure 3.5.4 The structure is discretized in

















Figure 3.5: Discretization of the cubic volume element ωh with N cells in each spatial directions
ai, the grid size h and the periodic length L.
N ×N ×N cubic cells arranged in a regular grid with the base length L and hence,





The regular distribution of the discrete points x, which are located at the center of
a cubic cell, permits the expression of the local field variables in Fourier space at the
discrete spatial frequency points ξ. The indices a1, a2, a3 (0 ≤ a1, a2, a3 ≤ N − 1)
correspond to the discrete points x in each spatial direction in real space. The
corresponding numbers of the discrete spatial frequencies ξ in Fourier space are
denoted by α1, α2, α3. For an even number of cells N the indices α1, α2, α3 of the
discrete frequency points are defined in the range −N/2 + 1 ≤ α1, α2, α3 ≤ N/2 and
for an odd number of N by −N/2 ≤ α1, α2, α3 ≤ N/2. Hence, the discrete Fourier










u(xa1 ,xa2 ,xa3) exp
−i(ξα1,2,3 ·xa1+ξα1,2,3 ·xa2+ξα1,2,3 ·xa3 ) ,
(3.88)
4In the example illustrated in Figure 3.5 the volume element has a cubic shape and is discretized
by the same amount of cells N in each direction. In general, the transformation rules can also be
applied on cuboid structures with a varying number of cells N1, N2, N3 in each spatial direction.
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uˆ(ξα1 , ξα2 , ξα3) exp
i(xa1,2,3 ·ξα1+xa1,2,3 ·ξα2+xa1,2,3 ·ξα3 ) .
(3.89)
With this method, images obtained from three dimensional image processing tech-
niques, like computer tomography (CT), can be used directly. The discretization
is obtained in an additional image processing step by segmentation (also referred
to as binarization) of the materials’ phases according to the gradation of the corre-
sponding grey values, whereby the materials are assumed to be perfectly bonded. In
image processing the discrete micro cells or three dimensional image points, respec-
tively, are also referred to as voxels. In comparison to the finite element technique
no additional effort has to be put into the mesh generation to discretize the com-
plex geometrical setting of materials’ microstructures. The regularity of the grid
renders superfluous the storage of the geometrical mesh information, permits the
use of higher image resolutions and thus, enables the computation of larger, realistic
microstructures. However, periodic boundary conditions are applied for homoge-
nization and periodicity of the microstructures is assumed.
3.2.6 Numerical Solution Scheme and Discrete Algorithm
Moulinec and Suquet [1994] proposed a numerical scheme to solve the Lippmann-
Schwinger integral equation iteratively. The so called basic scheme which was origi-
nally proposed for linear elastic material behavior was subsequently extended by the
authors to account for nonlinear material behavior (Moulinec and Suquet [1998]).
Remark: In the following part, a special matrix notation is omitted. Multi dimen-
sional variables, as well as matrices are indicated with bolt letters.
For the linear elastic case the Lippmann-Schwinger equation can be rewritten as a
system of equations which is given in operator notation as
(I +B)ε := ε+ Γ0 ∗ ((C−C0) : ε) = E , (3.90)
where I is the identity matrix and B a non-symmetric system matrix associated
with the linear reference material (see Kabel and Andra¨ [2012], Zeman et al. [2010])
Bε := Γ0 ∗ ((C−C0) : ε) . (3.91)
The solution vector ε of the strain field is given by
ε = (I +B)−1E . (3.92)
The matrix inverse (I +B)−1 is obtained by a Neumann series expansion and the
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The expansion converges for the operator norm ||B|| < 1. The following equivalent
expression gives the iterative solution scheme
εl+1 = E −Bεl , (3.94)
with the first iterate ε0 = E, and hence, the Lippmann-Schwinger equation to be
solved has the following iterative form
εl+1(x) = E − (Γ0 ∗ ((C−C0) : εl)) (x) , x inωh . (3.95)
The main benefit of the scheme is based on the fact that the constitutive part in
Equation (3.95) (C −C0) : εl is evaluated in the real space at a local point x inωh
and the convolution integral Γ0 : τ is solved in Fourier space as a direct product
for each spatial Fourier frequency ξ. The transformation of the calculated fields
is performed by fast Fourier transformation (FFT). Basically, the transformation
strongly affects the efficiency of the numerical scheme, due to the fact that the fields
have to be transformed several times in each equilibrium iteration. In this work the
transformation of the local field variables is performed with the C subroutine library
FFTW [2014].
The problem stated in Equation (3.95) is solved iteratively. Each iteration l consists
of four steps which are repeated until global convergence is reached. In the first
iteration, l = 0, the strain field is initialized at each point in the real space x by a
uniform strain with the size of the constant macroscopic deformation E
ε0(x) = E . (3.96)
The stress polarization is calculated at each point in the real space
τ l(x) =
(
C−C0) : εl(x) , (3.97)
and is then transformed in Fourier space by applying the discrete transformation
rule according to Equation (3.88)














τ l(xa1 ,xa2 ,xa3) exp
−i(ξα1,2,3 ·xa1+ξα1,2,3 ·xa2+ξα1,2,3 ·xa3 ) .
The Green’s operator is applied on the calculated stress polarization and the updated
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l(ξα1,2,3) ∀α1,2,3 6= 0 , (3.99)
εˆl+1(0) = E . (3.100)
Finally, the solution is retransformed in the real space according to the inverse
transformation rule specified in Equation (3.89)








εˆl+1(ξα1 , ξα2 , ξα3) exp
i(xa1,2,3 ·ξα1+xa1,2,3 ·ξα2+xa1,2,3 ·ξα3 ) .
The transformation of the strain field, which is known at discrete Fourier frequencies
can be interpreted as a trigonometric collocation by approximating the point values
with exponential basis functions (see Schneider [2014]). Hence, the continuity of the
searched strain field is given.
The iteration steps of the basic scheme are repeated until convergence in terms of
an equilibrated global system is reached. The steps are summarized in the following
box
1. Solve the constitutive equation in the real space, compute stress polarization
2. Fourier transformation of the stress polarization field
3. Convolution with the Green’s operator in the Fourier space




τˆ l = FFT(τ l)
εˆl+1 = −Γˆ0 : τˆ l, εˆl+1(0) = E
εl+1 = FFT−1(εˆl+1)
(3.102)
The basic scheme is in principle applicable for any arbitrary nonlinear constitutive
law
σ(x) = F (ε(x),I(x)) . (3.103)
The nonlinear form of the Lippmann-Schwinger equation according to Equation
(3.52) has to be solved iteratively:
εl+1 = E − Γ0 ∗ (σ (εl,I)−C0 : εl) . (3.104)
In this work, the coupled linear elastic and the coupled elasto-plastic damage model
described in Section 2.3 are implemented. In a general form the nonlinear scheme
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can be summarized as follows.
τ l = σ(εl,I)−C0 : εl
τˆ l = FFT(τ l)
εˆl+1 = −Γˆ0 : τˆ l, εˆl+1(0) = E
εl+1 = FFT−1(εˆl+1)
(3.105)
In the nonlinear scheme the linear elastic constitutive law σ = C : ε in (3.102) is
replaced by a nonlinear constitutive equation σ = F(ε,I) which is computed in
the real space. The current stress state and the updated internal variables can be
computed in a separated material routine, e.g in a plastic return mapping algorithm.
The constitutive law has to be integrated at each local material point x during the
global load step, similar to the procedure well-known from the finite element method.
The task of the material routine is to find the stress state σl corresponding to the
current strain increment ∆εl according the following scheme:
εl = εl−1 + ∆εl
σl, Cl
I l−1σ = F(εl,I) I l
Furthermore, the internal variables I are updated and the tangential material stiff-
ness Cl is computed.
The polarization stress τ l is obtained from the current stress state σl and the stress
in the homogeneous reference material C0 : εl. Thereby the reference stiffness C0
remains constant during the iterations. Performing a nonlinear computation in sev-
eral time steps, the stiffness of the reference material C0 and the associated Green’s
operator Γ0 can be updated in each time step for obtaining a better convergence
behavior.
Several authors proposed extended algorithms dealing with nonlinear material be-
havior in a computational framework. Moulinec and Suquet [1998] introduced an
algorithm for strain-hardening plasticity, Bilger et al. [2007] suggested a method to
describe rigid plastic behavior in porous media and Idiart et al. [2006] as well as
Lebensohn et al. [2012] extended existing methods for visco-plastic material behav-
ior. An algorithm for implementing non-local damage was proposed by Moos [2013],
and furthermore, in the context of damage mechanics Li et al. [2012] developed a
non-local fracture model.
Regarding the stopping criterion of the numerical schemes, several proposals exist,
how to check the global solution of a unit cell problem. According to Moulinec and
Suquet [1998] convergence is reached when the global stress field is in equilibrium
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and the stopping criterion is given by∥∥div σl+1∥∥
‖σl+1‖ ≤ tol1 , (3.106)
which can easily be computed in Fourier space by a simple direct product:∥∥ξ · σˆl+1(ξ)∥∥∥∥σˆl+1(0)∥∥ ≤ tol1 . (3.107)
Here, σˆ(0) represents the average or macroscopic stress Σ = 〈σ〉 and ‖ · ‖ denotes
the L2-norm of the appropriate field variable. Applying this criterion both fields,
the strain and the stress field have to be stored and for computing ξ ·σˆ an additional
Fourier transformation has to be performed.
In this work, a second convergence criterion is applied, which controls the difference
of the strain field between two iterations in real space (see e.g. Brisard and Dormieux
[2010]): ∥∥εl+1 − εl∥∥2
‖E‖2 ≤ tol2 . (3.108)
Besides the current strain field εl+1 the strain field of the previous iteration εl has
to be stored, which requires additional memory. Typical values for the convergence
tolerances are tol1 = 10
−4 and tol2 = 10−10.
The elastic parameters of the reference material C0 have important influence on the
convergence rate of the scheme, especially when dealing with nonlinear materials.
According to Moulinec and Suquet [1998] the parameters are chosen as an average






















where k(x) and µ(x) denote shear and bulk modulus of an isotropic material, respec-
tively. Instead of choosing the arithmetic average, the parameters of the reference
material can be chosen by weighting the local maximum and minimum values of
k(x) and µ(x) by their volume content in the unit cell. In addition, Eisenlohr et al.
[2013] proposed to use C0 as the volume average of the stiffness matrices over the
entire domain
C
0 = 〈C(x)〉 . (3.110)
This choice leads to a fully anisotropic reference material which does not admit the
explicit expression of the Green’s operator Γ0. In this work, the reference material is
chosen as the average of the minimal and maximal eigenvalue of the local tangential
stiffness matrices C(x). According to Kabel et al. [2014] the identity matrix I
is multiplied by a scalar value which is computed as the average of the positive
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(λmin(C(x)) + λmax(C(x))) I . (3.111)
Besides the choice of the reference material the convergence rate generally depends
strongly on the stiffness contrast of the material phases. In particular, progressive
damage behavior leads to increasing stiffness contrasts and consequently the conver-
gence behavior becomes worse. Certain numerical schemes were developed during
the last decade to improve the convergence behavior of the method for materials
with high stiffness contrasts.
In the context of electrical conductivity problems Eyre and Milton [1999] introduced
an accelerated scheme using a modified Green’s operator. Michel et al. [2000, 2001]
established an augmented Lagrangian scheme to improve the convergence of the ba-
sic scheme for elasticity problems with high contrasts. In this regard, an equivalent
saddle-point formulation is solved using an augmented Lagrangian method. Zeman
et al. [2010] proposed a modified scheme using Krylov subspace solvers instead of
fixed-point iterations which were initially proposed by Moulinec and Suquet [1998].
The method is applied on a linear electric conduction problem and the linear sys-
tem is solved by the conjugate gradient (CG) or the biconjugate gradient (BiCG)
method. A numerical scheme, which is also applicable to arbitrary phase contrasts
was derived by Brisard and Dormieux [2010]. The Green’s operator is obtained
within a variational framework from the upper Hashin-Shrikman bound (see Hashin
and Shtrikman [1963]). Monchiet and Bonnet [2012] introduced a polarization-based
iterative scheme in which a polarization is prescribed over the unit cell instead of a
uniform macroscopic strain. Furthermore, Brisard and Dormieux [2012] introduced
a modified, so-called filtered Green’s operator. By removing oscillations which arise
in the neighborhood of inclusions the convergence should be improved for higher
phase contrasts. A review of different schemes and an analysis of the convergence
behavior for the computation of precise bounds of effective properties in comparison
with analytical estimates can be found in Kabel and Andra¨ [2012] or in Moulinec
and Silva [2014].
Regarding large deformations in the context of a FFT-based framework the Newton-
Raphson (NR) method can be used. The system has to be linearized at the current
load state and the linearized equations are solved iteratively in each NR iteration
step. While Lahellec et al. [2003] suggested to use fixed point iteration to solve the
linearized equation, Kabel et al. [2014] proposed a memory efficient Newton-Krylov
method. The CG method as particular Krylov subspace method is used to solve the
linearized differential equation in each Newton iteration. Furthermore, Eisenlohr
et al. [2013] applied the fixed point iteration to solve the nonlinear equation directly,
without preceding Newton linearization.
As far as no convergence problems occurred, the basic scheme is used to compute
the examples in this work. Fixed point iteration is used to solve the (non-linearized)
nonlinear equations directly. Regarding its simplicity, accuracy and numerical effi-
ciency the scheme is, in the opinion of the author, still difficult to surpass for most
3.2. LIPPMANN-SCHWINGER EQU. AND FAST FOURIER TRANS. 59
practical problems.
The complete numerical scheme is illustrated in Algorithm 1. The basic scheme is
implemented in the three dimensional code FeelMath [2014].
Loop over time steps n
En = En−1 + ∆En
εi=0(x) = En
Compute reference stiffness C0,n from local tangential matrices Cn(x)
Loop over fixed-point iterations i
Basic Scheme 1 - 4 :
Loop over discrete points x
Read internal variables from last converged time step In−1• (x)
Loop over iterations of constitutive algorithm







Store internal variables Ii(x)
τ i(x) = σi(x)−C0,n : εi(x)
2 τˆ i(ξ) = FFT (τ i(x))
Loop over discrete frequencies ξ
3 εˆi+1(ξ) = −Γˆ0,n(ξ) : τˆ i(ξ), εˆi+1(0) = En
4 εi+1 = FFT−1 (εˆi+1(ξ))
If stopping criterion ‖εi+1−εi‖
2
‖En‖2 > tol then i=i+1 else break
Update internal variables In(x) = Ii+1(x)
Export solution
Algorithm 1: Incremental solution of nonlinear periodic boundary value prob-




This section concerns the multiscale approach proposed in this work. The iterative
coupling procedure, the boundary value problems on both scales and the technique
to obtain the macroscopic stiffness tangent in each macroscopic Newton iteration
are introduced. In the following, capital letters are used to describe macroscopic
quantities, whereby the lowercase is used to define quantities on the microscale.
4.1 Iterative Scale Coupling
The microscopic model is used in a multiscale framework in order to investigate
the macroscopic damage behavior. The detailed resolution of the microstructural
constituents leads to a fine discretization of the computational model and thus to
large algebraic systems with many degrees of freedom. Hence, an efficient solution
of the microscopic boundary value problem is necessary.
In the work at hand, the Lippmann Schwinger equations and the FFT based formu-
lation introduced in Section 3.2 are used to solve an equivalent periodic microscopic
BVP for the homogenization. The macroscopic problem is discretized with finite el-
ements and solved iteratively with the Newton Raphson method (see Section 3.1.4).
The approach combines the advantages of both numerical methods, also see Spahn
et al. [2014a]. Arbitrary macroscopic geometries can be discretized by the finite
element method, while the microscopic problem benefits from its efficiency in terms
of computational time and memory consumption. The assembly of a global matrix
is circumvented and no further meshing is necessary. The discretized microstructure
can directly be obtained from a CT scan. Both scales are coupled by a procedure
similar to the FE2 approach (see Smit et al. [1998] and Feyel and Chaboche [2000]).
Thus the constitutive equation on the macroscale is replaced by a separate BVP on
the microscale (see Figure 4.1).
Each macroscopic integration point is equipped with a RVE which represents the
particular microstructure at this point. The variables which are transferred between




(·) dv . (4.1)
The macroscopic strain tensor E = 〈ε〉 is imposed on the microscopic domain and
a local periodic boundary value problem is solved. The macroscopic stress response
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Figure 4.1: Scale coupling and multiscale approach schematically. Macroscopic scale represented
by a glass fiber reinforced filter housing.
Σ is obtained in terms of the averaged equilibrated microscopic stress field 〈σ〉
Σ = 〈σ〉 = 1|ω|
∫
ω
σ(x) dv . (4.2)
Besides the averaged stress, the macroscopic tangential stiffness matrix C has to be
computed at the current macroscopic load iteration. Due to the nonlinearity of the
macroscopic and microscopic problem both scales have to be coupled in an iterative
way. Hence, the multiscale scheme depicted in Figure 4.1 is repeated until conver-
gence of the global (macroscopic) problem is reached. The microscopic problem is
solved in each Newton iteration for the macroscopic level in each macroscopic point
X. In the following the boundary value problems on both scales are introduced.
4.2 Boundary Value Problems at the Spatial Scales
As already mentioned in Section 2.4.5, the computation of the macroscopic stress
during the homogenization procedure has to fulfill the energy criterion proposed by
Hill [1963, 1972]. According to the energy equivalence principle on both scales the
linear elastic homogenized stiffness is defined by the following equation:
1
2
〈ε : C : ε〉ω =
1
2
〈ε〉ω : C : 〈ε〉ω , where C = C(x). (4.3)
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The criterion is valid, among others, for the following type of boundary conditions
applied on the RVE:
• Kinematic boundary conditions with prescribed linear displacements
(Dirichlet conditions)
u(x) = E · x , x on ∂ω . (4.4)
• Periodic boundary conditions for u∗(x) and
u(x) = E · x+ u∗(x) , x inω . (4.5)
• Static boundary conditions with prescribed constant tractions
(Neumann conditions)
t(x) = Σ · n , x on ∂ω . (4.6)
While Dirichlet and Neumann boundary conditions provide upper and lower bounds
for the effective stiffness C, the estimation with periodic boundary conditions is
situated between both (see Hazanov and Huet [1994], Kanit et al. [2003] and Ostoja-
Starzewski [2006] for more details).
In this work strain-controlled periodic BCs according to Section 3.2.1 are applied
on the microscopic BVP. Considering a general constitutive relation F the periodic
micro BVP reads as follows:
div (σ(ε(x),I(x))) = 0 x inω , (4.7a)
σ(x) = F (ε(x),I(x)) x inω , (4.7b)
ε(x) = E +
1
2
(∇u∗(x) + (∇u∗(x))T ) x inω , (4.7c)
u∗(x) periodic x on ∂ω , (4.7d)
σ(x) · n(x) anti-periodic x on ∂ω . (4.7e)
The strain tensor E in (4.7c) is obtained from the macroscale at a certain point
X. On the macroscale mixed BCs could be used and hence, the static macroscopic
BVP with the absence of body forces reads as follows:




(∇U(X) + (∇U (X))T ) X in Ω , (4.8b)
U(X) = U 0(X) X on ∂Ω , (4.8c)
Σ(X) ·N (X) = T 0(X) X on ∂Ω , (4.8d)
where U 0(X) and T 0(X) denote the prescribed macroscopic displacement vector
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and traction vector on the boundary of the macroscopic domain Ω.
4.3 Consistent Macroscopic Tangent Computation
and Numerical Algorithm
The macroscopic BVP is solved using a standard Newton-Raphson scheme, see Sec-
tion 3.1.4. In each macroscopic Newton iteration, at each macroscopic point X, the
averaged microscopic stress 〈σ〉 has to be computed for setting up the macroscopic
residual force vector G. According to (3.21) the internal force vector for a macro




BTΣ dV . (4.9)
Additionally, for an efficient macro computation, the linearization of the internal
forces DG is required. The linearized macroscopic tangential stiffness C has to
be computed at each macroscopic integration point to obtain the element stiffness




BTCB dV . (4.10)
The macroscopic tangential stiffness is defined by the variation of the macroscopic





Dealing with a sophisticated non linear stress-strain relation, as in the present case
of a micro-macro multiscale approach, it is not possible to obtain the analytical
tangent directly. In this work, the macroscopic tangent is computed by a numer-
ical linearization around the current macroscopic load iteration. This is done by
applying six small deformation states δE 5 on the equilibrated solution field ε(x)
which was computed during the current macroscopic load iteration (see Figure 4.2).
These perturbation strains are applied on the RVE using periodic boundary con-
ditions. The resulting stress field is comprised of the equilibrated stress field of
the macroscopic load iteration σ(x) and the incremental perturbation field δσ(x)
caused by δE
σδE(x) = σ(x) + δσ(x) = F (ε(x) + δE, I(x)) . (4.12)






σδE(x) dv . (4.13)
5In the context of numerical perturbation the symbol δ should not be confused with the in-
finitesimal variation of the total energy functional in the weak formulation of Section 3.1.1.
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Figure 4.2: Perturbation procedure, six infinitesimal load cases are applied on the current stress
state to obtain the columns of the macroscopic tangent C.
The difference between the perturbed stress ΣδE and the unperturbed macroscopic
stress Σ gives the perturbation stress increment, which is caused by δE
δΣ = ΣδE −Σ . (4.14)
The numerical tangent CδE can be calculated by setting the perturbation stress
increment into relation with the perturbation strain
δΣ = CδE : δE . (4.15)
Numerically, each column of the homogenized stiffness CδE is obtained by solving
six microscopic boundary value problems according to (4.7). In the following the six
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The computation of the perturbation load cases requires additional computational
time. But in comparison to the condensation procedure introduced in Section 2.4.5
less memory is required for the computation of the macroscopic tangent. There is
no need for a memory expensive matrix inverting, and thus, larger micro systems
can be treated.
For an infinitesimal small δE the numerical tangent equals the analytical one which
is defined in (4.11)
lim
δE→0
CδE = C . (4.16)
But the perturbation must not be too small for practical purposes, to avoid nu-
merical problems caused by round-off errors. Difficulties occur when the sensitivity
of the numerical method is not sufficient enough to identify the small stress in-
crement δΣ correctly. The accuracy is limited in the convergence behavior of the
micromechanical method and at least in the machine precision. In this context Den-
nis and Schnabel [1987] and Miehe [1996] investigated the size of the perturbation
in dependence of the existing machine precision. Assuming a machine precision of
10−16, in literature values between 10−8 and 10−6 are mostly proposed to obtain
an efficient macroscopic convergence behavior. In this work ‖δE‖ = 10−6 yields
sufficiently accurate results.
For an efficient macroscopic Newton algorithm the macroscopic tangent obtained by
the perturbation procedure CδE has to be consistent with the macroscopic stress Σ
which is computed during the current macroscopic load iteration. This means, the
algorithms for obtaining both quantities have to be compatible with each other.
Hence, the type of boundary conditions applied on the RVE for the computation
of both macroscopic quantities has to be consistent. This distinction between dif-
ferent types of boundary conditions is redundant if the micro samples fulfill the
requirements of being representative for the microstructural setting, because differ-
ent types of boundary conditions should cause the same effective response, see for
instance Hazanov and Huet [1994], Kanit et al. [2003] and Ostoja-Starzewski [2006]
for a more detailed discussion. However, in this work, strain driven periodic bound-
ary conditions are applied on the representative microscopic sample for solving the
macroscopic load step and the six numerical homogenization load cases.
Moreover, besides the type of boundary conditions, the evolution of the internal
variables I during the perturbation step has to be consistent with the macroscopic
load iteration. In this regard, In• = I•(En) denotes a fixed state of the internal
variables which is stored after the macroscopic load iteration tn. Thereby, the time
step is defined by tn = tn−1 +∆tn and a fixed state in the sense that the variables are
irreversible from this loading point onwards is marked by ’•’. Different techniques
concerning the storage, loading and evolution of these variables on the microscale
can be used to obtain a consistent macroscopic tangent during the perturbation
step. Temizer and Wriggers [2008] proposed to store the internal variables In• at the
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end of the current macroscopic load iteration ∆tn and reload this state in advance
of each perturbation load case. Performing the subsequent perturbation procedure
with frozen internal variables, i.e. δI(δE) = 0, leads to an elastic secant stiffness.
The macroscopic perturbation stress increment is obtained by the following relation
δΣn = ΣδE (E
n + δE , In• )−Σ
(
En , In−1• + ∆I(En−1,∆En)
)
. (4.17)
Using the secant stiffness leads to slower convergence rates of the macroscopic itera-
tive algorithm, while the convergence with a consistent tangent is quadratic at least
in the neighborhood of the solution.
In order to obtain the consistent tangent stiffness the perturbation has to be per-
formed inelastically. This means, the internal variables have to be able to evolve
during the perturbation step by δI(En, δE), consistent with the evolution during
the macroscopic load step I(En). The stress during the perturbation step σδE(x)
has to evolve at a local micro point x along the same elastic or inelastic load path as
the stress has evolved during the macro load iteration σ(x). If the internal variables
are updated at the end of the current macroscopic load iteration ∆tn, the evolution
of the variables during the perturbation step has to be treated in a special way.
Temizer and Wriggers [2008] proposed the evolution of the internal variables under
certain constraint conditions. In dependence of the local evolution history during
the current load iteration ∆tn a particular material point of the RVE behaves elasti-
cally or inelastically during the perturbation step. That means, if at a certain micro
point x elastic unloading occurred during the macro load iteration, the perturba-
tion at this point is also performed elastically, i.e. with frozen internal variables,
even if loading occurs during the perturbation at this point. On the other hand,
an inelastic loading step at a micro point is followed from an inelastic perturbation,
regardless of whether loading or unloading occurs during the perturbation at this
point. This is also valid for damage, where normally the internal variables only
increase during a loading step, while elastic unloading occurs always with frozen
internal variables. The relation for the macroscopic perturbation stress increment
by a constraint inelastic perturbation procedure can be summarized as follows
δΣn = ΣδE (E
n + δE , In• + δI(En, δE)) (4.18)
−Σ (En , In−1• + ∆I(En−1,∆En)) .
Miehe [1996] proposed an alternative approach for obtaining the consistent tangent
stiffness by loading back from the last load step and performing an inelastic per-
turbation. The internal variables of the former macroscopic load step ∆tn−1 are
reloaded before each perturbation load case and evolve unconstrained (i.e. indepen-
dent form the current load history) during the perturbation procedure.
In this work, the perturbation is done by applying the current macro load En to-
gether with the particular perturbation strain δE. According to the scheme shown
in Figure 4.3 the macroscopic load step ∆tn is solved by applying the current strain
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Figure 4.3: Multiscale approach and perturbation procedure schematically.
increment on the RVE
En = En−1 + ∆En . (4.19)
Volume averaging of the resulting microscopic stresses over the whole micro domain






σn(x) dv . (4.20)
The solution field εn is stored at the end of the current load step and reloaded in each
perturbation load case in order to obtain the perturbed solution field with less micro
iterations. For each perturbation step the internal variables In−1• are loaded from the
previous converged macro step tn−1. There is no need to distinct between an elastic
or inelastic evolution during the perturbation step, because the internal variables
are taken from tn−1 and can evolve freely during ∆tn. They evolve inelastically
and unconstrained, i.e. they locally increase during a loading step and remain fixed
during unloading. The perturbation stress increment for the computation of the
macroscopic tangent according to (4.15) is given by
δΣn = ΣδE
(
En + δE , In−1• + δI(En, δE)
)
(4.21)
−Σ (En , In−1• + ∆I(En−1,∆En)) .
The entire algorithm of the nested multiscale scheme is illustrated in Algorithm 2.
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Initialize macro mesh
I Set U00 = 0
Loop over macro load increments n
Update load increment and boundary conditions
Loop over macro Newton iterations j
II Assemble Knj and G
n
j :
Loop over macro elements e





∇Unj + (∇Unj )T
”
, Unj from IV , if 1st load step: E
0
0 = 0
−−−−−−−−−−−−−−− BEGIN MICRO −−−−−−−−−−−−−−−




Compute reference stiffness C0,j from local tangential matrices Cj(x)
Loop over fixed-point iterations i
Basic Scheme 1 - 4 :
Loop over micro points x
Read internal variables from last converged macro step In−1• (x)




, Cji (x) =
∂σji (x)
∂εji (x)
τ ji (x) = σ
j
i (x)−C0,j : εji (x)




Loop over discrete frequencies ξ
3 εˆji+1(ξ) = −Γˆ
0,j










‚‚‚εji+1 − εji‚‚‚2 /‚‚Ej‚‚2 ≤tol =⇒ STOP




Compute homogenized stiffness Cj at current macro load increment E
n
j :
Loop over 6 homogenization load cases k
Read internal variables from last converged macro step In−1• (x)
Read current converged strain field εji+1(x)
Apply δEk and Enj on RVE
Loop over fixed-point iterations i
Basic Scheme 1 - 4
Store equilibrated stress ΣkδE
Assemble columns of Cj by Σj −ΣkδE = CkδEk
Export micro solution, write macro stress Σj and stiffness Cj




BTCjB dV , Re =
R
Ωe






e=1Ke , Gj =
Sne
e=1 (Re − P e)
III Solve Kj∆Uj+1 = Gj
IV Update solution Uj+1 = Uj + ∆Uj+1
V Convergence test macro ‖∆Uj+1‖/‖Uj+1‖ ≤tol =⇒ set n+ 1 = j + 1, STOP
Export macro solution
Algorithm 2: Algorithm for the nested multiscale scheme.
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The the macroscale is solved by a FEM solver written in C++ programming lan-
guage. The microscale problem including the numerical homogenization procedure
is solved by an encapsulated FFT-based solver which is started in each macroscopic
Newton iteration at each macroscopic integration point. The data between both
scales are transferred via input and result files. The solution fields and the internal
variables of the microstructures are stored in restart files.
Macroscopic Tangent Computation - Convergence Analysis
The size of the perturbation strain is investigated by a numerical example. Within
this context two objectives are pursued: On the one hand δE has to be infinitesimally
small to obtain a numerical tangent which is close to the analytical one. But on the
other side, the perturbation strain must not be too small, to avoid round-off errors,
which occur if the machine precision is not accurate enough to identify the small
stress increment δΣ caused by δE correctly.
In order to investigate the size of the perturbation strain, a multiscale test example
according to Figure 4.4 is set up. A strip with a hole is coupled in each integration
point to only one single homogeneous voxel. The microstructure is modeled with
the linear elastic damage model introduced in Section 2.3.2 (E = 100MPa, H =
0.5, Y0 = 0). The macrostructure is subjected to a prescribed displacement load
which is increased during five time steps. In Figures 4.5 and 4.6 the prescribed
macro load and the stress-strain response are shown.
Figure 4.4: Multiscale simulation: Strip with a hole (macro) and a single homogeneous voxel
(microscale).
In the case of this simplified example the analytical material tangent C of the simple
homogeneous microstructure
C = (1− d)Ce −He−H(ε˜(Y )−Y0) 1
ε˜(Y )
σe ⊗ σe , (4.22)
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Figure 4.5: Prescribed macroscopic strain ap-
plied in five time steps.












Figure 4.6: Macroscopic stress-strain re-
sponse.
equals to the effective macroscopic tangent obtained by a homogenization process





Choosing an infinitesimal small perturbation strain δE, the numerical tangent C
δE
is equal to the microscopic material tangent C. In Table 4.1 the macroscopic con-
vergence behavior during the five macroscopic load increments is investigated for
different sizes of the perturbation strain. The results are compared to a single scale
simulation, where the constitutive equation is directly defined on the macroscale.
In this case, the analytical tangent is obtained from the material law itself, instead
of using a numerical tangent obtained from an underlying microstructure. The rel-
Load step Newton Iterations
analytical ‖δE‖ = 10−6 ‖δE‖ = 10−4 ‖δE‖ = 10−2 ‖δE‖ = 10−1
1 4 4 4 5 24
2 4 4 4 5 24
3 4 4 4 5 26
4 4 4 4 5 28
5 4 4 4 5 38
Table 4.1: Number of macro Newton iterations for different perturbation strains ‖δE‖. Macro-
scopic convergence criterion: relative residuum R < 10−6.
ative residuum of the macroscale problem is shown in Table 4.2 during the last
macroscopic load step.
The first component C11 of the homogenized stiffness matrix C is illustrated in
Figure 4.7 in comparison to the value of the analytical one obtained from the micro-
72 CHAPTER 4. MULTISCALE METHOD
NR iter. analytical ‖δE‖ = 10−6 ‖δE‖ = 10−4 ‖δE‖ = 10−2 ‖δE‖ = 10−1
1 3.85 · 10−1 3.60 · 10−1 3.60 · 10−1 3.50 · 10−1 2.63 · 10−1
2 1.66 · 10−3 4.94 · 10−4 4.94 · 10−4 5.75 · 10−4 1.99 · 10−3
3 1.46 · 10−5 1.62 · 10−5 1.62 · 10−5 3.26 · 10−5 5.67 · 10−4
4 1.12 · 10−9 2.86 · 10−7 2.94 · 10−7 2.34 · 10−6 2.83 · 10−4
5 2.55 · 10−7 1.70 · 10−4
6 1.10 · 10−4
· · · · · ·
38 4.98 · 10−7
Table 4.2: Relative macroscale residuum R for the last load increment over Newton iterations for
different perturbation strains ‖δE‖. Macroscopic criterion: R < 10−6.
scopic constitutive law C. The matrix component C11 is shown for different values
of the perturbation strain during the last (fifth) macro load step. In Figure 4.8
the relative error of the numerical tangent is depicted in relation to the analytical
material tangent.












analytical mat. tangent C
homog. num. tangent CδE
Figure 4.7: Homogenized Voigt matrix com-
ponentC11 for different perturbation sizes com-
pared to the analytical material stiffness value.

















Figure 4.8: Relative error |(C11−C11 δE)/C11|
for different perturbation sizes.
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In the following the analytical material tangent C and the homogenized macro tan-




59.6480 0.0000 0.0193 0.0164 0.1226 0.9617
0.0000 78.5573 0.0000 0.0000 0.0000 0.0000
0.0193 0.0000 78.5573 0.0000 0.0001 0.0010
0.0164 0.0000 0.0000 39.2787 0.0001 0.0008
0.1226 0.0000 0.0001 0.0001 39.2779 0.0062




59.6476 0.0000 0.0193 0.0164 0.1226 0.9617
0.0000 78.5573 0.0000 0.0000 0.0000 0.0000
0.0193 0.0000 78.5573 0.0000 0.0001 0.0010
0.0164 0.0000 0.0000 39.2787 0.0001 0.0004
0.1226 0.0000 0.0001 0.0001 39.2783 0.0031
0.9617 0.0000 0.0010 0.0004 0.0031 39.2542

The value for the perturbation strain ‖δE‖ = 10−6 yield sufficiently accurate results
for obtaining an efficient algorithm on the macroscale and was used for computing
the multiscale examples in this work.
4.4 Onset of Macroscopic Failure
In some cases, e.g. in the case of softening material behavior, the assumption of the
separation of the geometrical scales and thus, the basic theory of homogenization
is no longer valid. Microscopic failure leads to the loss of ellipticity of the gov-
erning macroscopic differential equation and consequently the macroscopic problem
becomes ill-posed (see Hill [1962] and Rice and Rudnicki [1980]). Occurring localized
micro cracks lead to evolving macro cracks and special scale coupling techniques are
necessary to describe failure evolution on the coarse scale. For instance, Belytschko
et al. [2008] proposed a method, called multiscale aggregating discontinuities, which
allows to transport a discontinuity between the scales. The latter is injected at the
macroscale by the extended finite element method. Coenen et al. [2012] established
a special multiscale framework which enables the incorporation of a shear band into
the microstructural sample and an effective displacement jump is transported to the
macroscale. The failed micro material sample isn’t any more representative for the
whole microstructural behavior and consequently it is denoted as microstructural
volume element. In this context, Linder and Raina [2013] used the embedded strong
discontinuity approach (see Linder and Armero [2007]) to model solids at failure on
multiple scales.
This work is only related to pre-failure material behavior i.e. the state before local-
ization of the macroscale occurs and consequently the separation of scales remains
valid. The micro samples can be regarded as RVEs. The point when the microscopic
boundary value problem loses its ellipticity can be regarded as the onset of macro-
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scopic failure. According to Hill [1962] and Rice and Rudnicki [1980] the failure
onset is detected by an analysis of the acoustic tensor of the current homogenized
tangent stiffness tensor. The acoustic tensor A(n) is calculated by the macroscopic
tangent stiffness C and all possible orientations n (see de Borst et al. [1993], Han
et al. [2009])
Ajk(n) = Cijkl ni nl (4.24)
n = n(ϕ, θ) (4.25)
‖n‖ = 1 , (4.26)
where the definition of the acoustic tensorA is given in index notation. The orienta-
tions n can be expressed in spherical coordinates by two angles ϕ and θ. Localization
occurs, if the following criterion is fulfilled for any direction n:
detA(n) = 0 . (4.27)
We demonstrate this analysis on a cubic RVE containing a single linear elastic fiber
inclusion (see Figure 4.9). The matrix material is modeled with the linear elastic
damage model introduced in Section 2.3.2 (E = 2.8GPa, ν = 0.3, H = 0.5, Y0 = 0)
and the fibers behave linear elastic (E = 72GPa, ν = 0.2). The structure is dis-
cretized by 753=421,875 voxel cells and loaded during 10 time steps with a uniaxial
macroscopic strain perpendicular to the fiber direction.
















Figure 4.10: Stress-strain plot of the failed micro
structure.
In each time step the homogenized macroscopic tangent is computed by numerical
linearization. Subsequently, the determinant of the acoustic tensor is calculated for
all directions. In practice, the determinant is calculated for discrete angels ϕ and
θ with an increment of 1° to 5°. In Figure 4.11, at the bottom, the normalized
determinant of the acoustic tensor is plotted in all directions using spherical coordi-
nates (r, ϕ, θ). Thereby the value of the determinant is illustrated as the spherical
radius. The initial value of the radius r = 1 in each direction at t = 0 decreases
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Figure 4.11: Detection of the onset of macroscopic failure with the acoustic tensor (below) and
corresponding micro damage fields (above).
with growing damage in the direction which is perpendicular to the failure direction.
The corresponding damage field of the microstructure is shown on the top in Figure
4.11 for the selected time steps.
Furthermore, similar to the investigation described in the previous section, the in-
fluence of the perturbation size is analyzed for this example. In Figure 4.12 the
component C11 of the homogenized Voigt matrix obtained after load step t = 1,
t = 6 and t = 7 is illustrated for different perturbation sizes.

















Figure 4.12: Component C11 of the homogenized Voigt matrix for different perturbation sizes
after load step t = 1, t = 6 and t = 7.
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The value increases for smaller perturbation sizes, because the analytical macro
tangent is met more precisely. In the range between ‖δE‖ = 10−5 and ‖δE‖ =
10−7 the stiffness remains stable and decreases again for ‖δE‖ = 10−8, due to the
limitation in the existing machine precision. Hence, best results are obtained by




The microscopic problem is solved using the FFT code FeelMath developed at the
Fraunhofer ITWM. In some numerical examples the convergence behavior of the
numerical method and the micromechanical damage behavior of fiber reinforced
composite materials are investigated. The numerical results are validated with ex-
perimental data. Furthermore, in the second part of this chapter, the scale coupling
technique is illustrated by some numerical multiscale examples.
5.1.1 Convergence Microscale Model
In the following example the convergence behavior of the microscopic model is shown.
The cubic microstructure depicted in Figure 5.1 contains an elastic spherical inclu-
sion and is discretized by 106 voxel cells. The behavior of the inclusion is assumed
to be linear elastic, while for the polymer matrix the elastic isotropic damage model
described in Section 2.3.2 is used. The structure is subjected to a periodic deforma-
tion load which is applied in x-direction. The problem is solved numerically using
Figure 5.1: Microscopic setup of the single inclusion test.
the Lippmann-Schwinger equation and the FFT based basic scheme described in
Section 3.2.6. During one nonlinear load step the two different convergence criteria
according to (3.107) and (3.108) are analyzed. Furthermore, a third criterion is
demonstrated, which is calculated by the difference between the norm of the strain
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fields of two successive iterations∣∣ ‖εi+1‖2 − ‖εi‖2 ∣∣
‖E‖2 ≤ tol . (5.1)
This criterion is very efficient in terms of memory consumption, because only the
norm of the strain field has to be stored in each iteration instead of the entire field of
the solution. As illustrated in Figure 5.3 the two conventional criteria behave very
stable, while the strain error (Equation (3.108), red curve) decreases faster than the
error of the equilibrated stress field (Equation (3.107), blue curve). For this reason
the typical tolerance value of 10−10 is much smaller in comparison to 10−5 for the
error of the stress field. The memory optimized criterion (Equation (5.1), green
curve) seems to be unstable in some areas and has to be used with caution. The
resulting damage field is shown in Figure 5.2.





















rel. error strain norm
rel. error strain
Figure 5.3: Relative error of the inclusion prob-
lem over the number of FFT iterations.
5.1.2 Microscopic Failure Mechanisms in Fiber Reinforced
Composites
Fracture and progressive damage of fiber reinforced composite materials occur as
a result of complex microstructural damage mechanisms. It is important to con-
sider these microstructural effects in order to be able to understand and to predict
macroscopic damage evolution. Several authors investigated micromechanical failure
mechanisms in short glass fiber reinforced thermoplastic materials using microscopic
image processing techniques, like computer tomography (CT) or scanning electron
microscopy (SEM). In this regard, polypropylene (see Michler [2008] and Schossig
[2011]), polyamide (see Horst and Spoormaker [1997], Horst et al. [1998] and Sato
et al. [1991]) or polybutylene therephtalate (see Hoffmann [2012]) are considered.
The main mechanisms are damage in the matrix material, fiber pull out and fiber
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breakage. The dominating micromechanical mechanism strongly depends on the
adhesion between fibers and matrix material. Horst and Spoormaker [1996, 1997]
investigated the influence of moisture and different loading conditions on the adhe-
sion. They observed that monotonic tensile loads applied in fiber direction lead to
pure shear stresses in the fiber matrix interface and consequently, the matrix mate-
rial fails. Conversely, cyclic fatigue loads cause in addition to the above-mentioned
shear stresses additional tensile stresses on the interface, due to ductile contraction
of the matrix material. These additional normal tensile stress components lead to
classical fiber debonding and the composite fails directly in the interface.
The fiber matrix bond quality can be analyzed by considering micrographs of pulled
out fibers. Sato et al. [1991] observed that the fibers are still covered with matrix
material, which implies that the adhesion of the matrix material and the fibers at
the interface is quite good. The same observations are made by Hoffmann [2012].
Figure 5.4 shows adhered matrix material in a SEM micrograph of a pulled out
fiber. Injection molded composite materials are treated with additives to increase
Figure 5.4: Pulled out glass fiber still covered
with PBT matrix material. SEM micrograph
from Hoffmann [2012].
Figure 5.5: SEM analysis of evolving micro
cracks in PBT GF10. Micrograph from Hoff-
mann [2012].
the bonding between fibers and matrix material. The analyses of the micrograph
shows that by the use of modern coating technologies the adhesion of glass fibers
and thermoplastic matrix materials is basically sufficient for transferring the existing
loads through the interface into the fibers.
In the following, different mechanisms occurring on the micromechanical level are
considered. The microstructure shown in Figure 5.6 contains two single fibers and
is subjected to a periodic deformation load applied in fiber direction. In Figure 5.7,
micromechanical simulations are compared with micrographs obtained by scanning
electron microscopy analyses of an injection molded short fiber reinforced thermo-
plastic composite. The micrographs are taken from Sato et al. [1991] and Hoffmann
[2012], the latter are provided by the Robert Bosch GmbH. Damage starts growing
at the fiber tips (Figure 5.7 a). This can be explained by the fact that the pre-coated
fibers are broken during the compounding and injection molding process. These bro-
ken ends are usually not covered with adhesion agent any more and, therefore, are
not well bonded to the matrix material. Furthermore, due to the applied tensile
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Figure 5.6: Boundary conditions for single fiber RVE computations.
(a) Microcracks in the matrix
around the fiber tips.
(b) Microvoids at fiber tips
and damage propagation
along the interface.
(c) Evolving shear bands bet-
ween fiber tips.
Figure 5.7: Microscopic damage evolution observed in scanning electron microscopy analyses for
PA GF (top) and micro simulations (bottom). Micrographs from Sato et al. [1991].
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load along the fiber axes stress concentrations occur at the sharp edges of the fiber
ends. Voids grow at the fiber tips and the damage zone propagates along the fiber
axes in the interface area between fiber and matrix material (Figure 5.7 b). This
cohesive failure occurs in the matrix material close to the fiber interface due to shear
stress concentrations along the fiber sides. The interface itself does not fail by simple
debonding, which indicates a good fiber matrix adhesion. Damage effects are local-
ized around the interface area and develop in isolated zones. With increasing load
shear bands evolve connecting the isolated zones until global failure of the composite
occurs (Figure 5.7 c). Within the SEM image depicted in Figure 5.5 evolving micro
cracks are shown in a thermoplastic PBT material reinforced with 10 per cent glass
fibers.
Generally, the mechanisms observed by SEM analyses of glass fiber reinforced poly-
mers are captured very well by the micromechanical simulation. The simulation can
further be used to identify the local mechanisms up to global composite failure in
dependence of the microstructural setting and applied loading conditions. The com-
puted effective composite response can be applied in a coupled multiscale simulation
to predict the macroscopic structural failure behavior.
5.1.3 Experimental Validation with a Short Fiber Reinforced
Thermoplastic Material
Within this example an experimental validation of the microscopic numerical method
applied in this work is demonstrated. Therefore, a modified form of the elasto-
plastic damage model of Ju [1989] introduced in Section 2.3.3 is used to simulate the
mechanical behavior of a short fiber reinforced injection-molded composite material.
The experimental data are taken from Hoffmann [2012] and kindly provided by the
Robert Bosch GmbH in digital form. In the first section the experimental parameter
identification and the validation of the matrix material are shown. Furthermore,
monotonic and cyclic tensile tests on the composite material with different fiber
orientation distributions are compared with unit cell computations.
The material under consideration is polybutylene terephthalate (PBT) and E-glass
fibers of 30 % mass fraction. The material parameters listed in Table 5.1 are either
obtained by experimental results (see Hoffmann [2012]) or taken from the particular
indicated source.
PBT E-glass fibers PBT-GF30
Fiber mass / volume fraction [%] 30.0 / 18.2
Fiber diameter / av. length [µm] 10 / 250
Young’s modulus [MPa] 2500 72000 9800 6
Poisson ratio [MPa] 0.35 0.2
Strain at breakage [%] 20-50 6 3-4.8 6 2.5 6
Maximum strength [MPa] 50-60 6 2000-3500 6 130-150 6
Table 5.1: Material parameters of PBT, glass fibers and composite material.
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Matrix Material - Experimental Parameter Identification
The parameters of the matrix material model, namely σY , εp and d, are obtained by
the 1D stress-strain response of a uniaxial cyclic tensile test. Therefore an injection-
molded standard tensile bar is loaded with gradual increasing prescribed strain ac-
cording to Figure 5.8. The tests are performed at room temperature and a strain
rate of ε˙ = 10−3/min. In the unloading phase the load is decreased until the stress
in the sample equals zero. Within the resulting stress strain diagram shown in


















Figure 5.8: Experimental applied cyclic strain and stress response of the thermoplastic matrix
material.
Figure 5.9 the parameters can be obtained for each load cycle. Thereby the yield
stress σY corresponds to the maximal stress point reached during a cycle. After
subsequent unloading the residual strain at zero stress equals the irreversible plastic
strain εp. The elastic strain εe is the reversible strain that is required to obtain the
zero stress point during the unloading path, it is calculated by the difference of the
total strain εtot and the plastic strain εp. Finally, the decreased Young’s modulus Ed
is obtained by the slope of the unloading path, setting the elastic strain to relation
with the corresponding yield stress. The decrease of the elastic stiffness gives the
damage variable d with the following expression:








The decrease of the Young’s modulus Ed results in an increase of the damage variable
d during each cycle. The obtained parameters of the matrix material for each load
cycle are listed in Table 5.2.
6see Baur et al. [2013]
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Figure 5.9: Material parameter identification with the experimental cyclic stress strain response
of the thermoplastic matrix material.
cycle σY [MPa] εp[−] d[−] εtot[−]
1 44.64 0.0065 0.322 0.0328
2 51.36 0.0218 0.519 0.0645
3 56.34 0.0391 0.599 0.0953
4 58.78 0.0562 0.659 0.1252
5 60.38 0.0779 0.683 0.1542
6 61.88 0.1001 0.699 0.1823
7 62.68 0.1224 0.713 0.2097
Table 5.2: Identified material parameters of the matrix material model.
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Matrix Material - Validation
The material behavior is defined by the elasto-plastic material law introduced in Sec-
tion 2.3.3 and implemented into the FFT-based solver FeelMath. Finding suitable
analytical functions and material parameters which describe the damage and hard-
ening evolution of the plastic matrix material is in general a difficult task. Defining
the material behavior by linear interpolation between the measured tabular values
proved to be a more simple and accurate way to reproduce the experimental results.
Thereby current values of damage variable and yield stress are interpolated between
discrete points by piecewise linear functions of the current plastic and total strain.
The measured tabular values and the corresponding strains are listed in Table 5.2.
According to the effective stress concept introduced in Section 2.3.3 the yield stress
is recognized in the material model by its undamaged effective value. Consequently,
the plastic return mapping is performed in the effective stress space. The damage
step follows subsequently without any additional iteration.
Similar to the experimental tensile test the cyclic strain load is applied on the struc-
ture by increasing the macroscopic strain tensor E in one direction. For obtaining
an uniaxial stress state, according to the experimental setting, mixed BCs with
stress free conditions on the remaining boundaries are chosen. The resulting stress















Figure 5.10: Experimental and simulated cyclic stress strain response of the matrix material.
strain curve and the experimental curve are depicted in Figure 5.10. The nonlinear
stress strain behavior, the residual plastic strain as well as the degraded Young’s
modulus are well predicted by the computational model. Due to the fact that kine-
matic hardening is neglected in the plastic material law, the hysteresis loops of the
experimental curves are not captured.
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Remark: Due to the high relaxation times of PBT the experimental results are also
influenced by time dependent viscoelastic effects. Despite the very low strain rate
of ε˙ = 0.1%/min the hysteresis is reduced to an acceptable level, but the equilibrium
stress and strain state is not finally reached.
Composite Material - RVE generation
For the simulation of the composite material behavior, representative unit cells are
created. With the software Geodict [2014] realizations of stochastic micro structures
are generated characterized by the orientation, content, and geometry of their in-
clusions. Length, diameter, and volume fraction of the fibers are chosen according
to the measured data listed in Table 5.1. Concerning the fiber orientation, injection
molded parts are characterized by a certain symmetrical layer structure. Hence, the
RVEs are divided in three layers with different fiber orientations. The measured
components of the fiber orientation tensor over the sample thickness (t = 2mm) are
listed in Table 5.3. The second order tensor aij is obtained from the distribution
Figure 5.11: RVE structure with three fiber
orientation layers through the thickness.
Layer t [mm] axx ayy azz
1 0.89 0.755 0.204 0.041
2 0.22 0.454 0.505 0.041
3 0.89 0.755 0.204 0.041
Table 5.3: Diagonal components of the mea-
sured fiber orientation tensor aij in the layers.





In the RVE realization illustrated in Figure 5.11 the fibers are mainly aligned in
x-direction. The thinner middle layer also contains a significant portion of fibers
which are oriented in y-direction. This layer structure is usually observed in injection
molded samples with x as the melt flow direction during the manufacturing process.





namely in ϕ =0°, 45° and 90° with respect to the main fiber orientation. Therefore
three experimental specimens are cut from an injection molded plate relative to the
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melt flow direction. For simulating the elastic properties the same RVE is used and
the anisotropic properties are obtained by simply rotating the loading direction.
Composite Material - Elastic Properties
In the first validation step the elastic properties of the RVE are tested. Therefore, the
geometrical fiber properties as well as the linear elastic material parameters of fibers
and matrix according to Table 5.1 are chosen. The cubic RVE is discretized by 127
voxel cells in each spatial direction. Assuming a voxel edge length of 2.5 µm the total
length of the RVE is L=317.5 µm. Choosing an average fiber length of l=250 µm
yields the ratio for fiber length to RVE edge length of l/L=0.79. The elastic stiffness
and compliance tensor, respectively, are obtained during a numerical homogenization
process, by applying six mechanical load cases according to Section 4.3 at a single
RVE structure. Hence, the directional dependent Young’s modulus E(n) can be
represented as a function of the loading direction n, see Figure 5.12. According to
Bo¨hlke and Bru¨ggemann [2001], Bo¨hlke [2001] and Mu¨ller [2001] E(n) is obtained
by decomposing the homogenized compliance tensor S in the spatial directions n
1
E(n)
= (n⊗ n) : (S(n⊗ n)) . (5.5)
The spatial distribution of the simulated RVE is plotted in Figure 5.12. The Young’s
Figure 5.12: Graphical representation of the directional dependent Young’s modulus E(n).
moduli for the three loading directions can be identified by the corresponding spatial
directions in the distribution. Whereby the values for the 0° and 90° direction
correspond to the values in the x- and y-direction in the xy-plane of the distribution,
and the 45°, to the bisector of x- and y-axes, respectively.
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Simulated and measured values of the Young’s modulus for different directions in
the xy-plane are illustrated in Figures 5.13 and 5.14. Both values show very good











Figure 5.13: Experimental and simulated














Figure 5.14: Experimental and simulated
Young’s modulus for different angles ϕ in xy-plane.
agreement which indicates that the anisotropy of the elastic constants are captured
very accurately by the microstructural setting. The results show, that the linear
elastic properties of complicated micro structures can be predicted very well with the
applied numerical homogenization method. Simply the elastic material parameters
for fiber and matrix material have to be known. Concerning the micro structural
setting only the diagonal components of the second order fiber orientation tensor
as well as length and diameter of the fibers are known. In this work an average
fiber length is chosen. However, in real micro structures the fibers length would
vary locally in dependence of the manufacturing process. Furthermore, the tensor
components do not contain the complete information about the orientation as it
would be the case for a CT scan of the real micro structure. Thus, several statistically
similar realizations of the micro structural models are possible. However, even if not
the complete geometrical information of the micro structural setting is available,
the anisotropic stiffness could be predicted very well. The elastic properties are
determined for different realizations and sample sizes and the smallest representative
micro structure consisting of approximately two million voxels is chosen for the
following nonlinear simulations.
Composite Material - Monotonic Nonlinear Properties
In the following, monotonic tensile tests (ε˙ = 10−3/min) for the different load-
ing directions are compared to experimental results. While the nonlinear material
behavior of the thermoplastic matrix material is modeled with the elasto-plastic ma-
terial model, the fibers are assumed to behave linear elastic. Thus, fiber breakage
is not considered in these simulations. The 0° and 90° simulations are performed
on the same RVE sample which is used for the elastic simulations. The 0° test is
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given by the effective stress-strain response in x-direction, which corresponds to the
direction of the main fiber alignment. The 90° response is obtained by applying the
load in y-direction, perpendicular to the main fiber orientation. The load is applied
in several time steps in x- and y-direction, respectively. For obtaining the 45° results
the fiber orientation tensors are rotated by 45° and a second RVE is generated with
the same layer structure. The load is applied in in x-direction. Experimental and
simulated results for each direction are illustrated in Figure 5.15.













experiment 0° experiment 45° experiment 90°
simulation 0° simulation 45° simulation 90°
Figure 5.15: Experimental and simulated stress-strain curves for different loading angles ϕ.
Basically, the simulated stress-strain curves agree well with the measured data. The
linear elastic behavior and the transition to a nonlinear stress-strain regime are
captured almost perfectly. At higher strains the local values of the plastic strain
and damage exceed the measured values and are interpolated linear. Furthermore,
fiber breakage is not taken into account and hence, the slope of the curve for the 0°
simulation is too high at the very end. In Figures 5.16 and 5.17 the distribution of
the damage variable and plastic strain are shown for the different loading directions.
The von Mises stress is depicted in Figure 5.18. One can observe that in each
loading direction the maximum stress in some fibers is close to the critical value of
2000 MPa. Thus, fiber breakage is possible in each structure. The highest stresses
are reached in fibers which are aligned in the particular load direction. Consequently,
fiber breakage will affect mainly the results in the 0° direction, because here most
of the fibers are aligned in load direction. In the 90° direction most of the fibers in
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(a) 0° sample, load applied in x-direction. (b) 45° sample, load applied in x-direction.
(c) 90° sample, load applied in y-direction.
Figure 5.16: Microscopic damage fields in different samples after monotonic loading.
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(a) 0° sample, load applied in x-direction. (b) 45° sample, load applied in x-direction.
(c) 90° sample, load applied in y-direction.
Figure 5.17: Distribution of the equivalent plastic strain in different samples after monotonic
loading.
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the middle layer are aligned in load direction. Thus, the highly stressed fibers are
located there.
(a) 0° sample, load applied in x-direction. (b) 45° sample, load applied in x-direction.
(c) 90° sample, load applied in y-direction.
Figure 5.18: Von Mises stress in the fibers after monotonic loading in different samples.
In Figures 5.19 and 5.20 the maximum values of the damage variable and the equiv-
alent plastic strain are shown. Both are located in the surrounding of the sharp
fiber edges, in the fiber-matrix interface region.
Composite Material - Cyclic Nonlinear Properties
During a last test the quasi-static loading/unloading behavior of the composite
material is simulated. Therefore cyclic tensile tests are performed for the three
different loading directions with a strain rate of ε˙ = 10−3/min. The experimental
and simulated curves are compared to each other. In Figure 5.21 the resulting stress-
strain curves are displayed. The simulated curves show a very good agreement with
the experimental data. Residual strain and the degraded stiffness are captured very
well, especially in the 0° and 45° directions. The enveloping stress-strain curves,
particularly the ones of the 0° and 90° samples, present a very similar behavior as
the experimental results. Due to the negligence of fiber breakage, the model behavior
is always too stiff in the regime of pronounced strains near fracture.
In summary, the results show that it is possible to predict the nonlinear composite
behavior based on the validated microstructural model and the related resulting
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Figure 5.19: Maximum damage values in the
90° sample after monotonic loading.
Figure 5.20: Maximum equiv. plastic strain
in the 90° sample after monotonic loading.






































Figure 5.21: Experimental and simulated cyclic stress strain curves for different loading angles ϕ.
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linear elastic effective properties. This is achieved by defining separately suitable
material properties for both constituents. Using tabular material parameters for the
matrix material obtained from a standard cyclic tensile test, the matrix material
behavior can be reproduced easily. Besides the elastic parameters for the glass
fibers no further material parameters had been defined. The effective response
of the composite follows directly from the material laws of the constituents, and
the geometry of the microstructural model. With this effective numerical method
even the unloading tests could be reproduced correctly for different micro structures.
Reproducing these results would be hardly possible with analytical or semi-analytical
homogenization approaches. Especially when non-proportional load paths are taken
into consideration, as already indicated in the introductory example of this work.
5.2 Multiscale Computations
5.2.1 Strip with a Hole and Spherical Inclusion
In Figure 5.22 an example for a fully coupled multiscale approach is demonstrated.
A strip with a hole modeled with 516 tetrahedral finite elements is coupled to a RVE
structure containing a single spherical inclusion and discretized by 203 (8000) voxel
cells. All macroscopic integration points are fully coupled with the same RVE. The
matrix material of the RVE is modeled by the isotropic damage model described in
Section 2.3.2 and the behavior of the inclusion is assumed to be linear elastic.
Figure 5.22: Multiscale simulation strip with a hole (macro) and a cubic RVE containing a single
spherical inclusion (microscale).
Growing damage on the fine scale with an increasing macroscopic load results
in macroscopic reduction of stiffness. Consequently, the macroscopic stress-strain
response shows a nonlinear material behavior. The damage distribution of the
macroscale and the stress-strain response is illustrated in Figure 5.24.
In Figure 5.25 and 5.26 the convergence behavior of the macroscopic Newton algo-
rithm is illustrated over the load step history. In Figure 5.26 the relative residuum is
plotted against the total number of macro Newton iterations. As a second measure
of the macroscopic error the norm of the update of the solution relative to the norm
of the solution, i.e. ‖∆U‖ / ‖U‖ is shown in Figure 5.25.
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Figure 5.24: Stress-strain response of the
macroscale.














Figure 5.25: Relative error of the solution
‖∆U‖ / ‖U‖ of the macroscale over the total
number of Newton iterations.















Figure 5.26: Relative residuum R of the
macroscale problem over the total number of
Newton iterations.
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Quadratic convergence is observed for all load steps. The CPU time of the entire
problem is around 13 hours on a standard workstation, while a single RVE compu-
tation took only a few seconds. For this and the following simulations illustrated in
this work, a convergence criterion by means of the relative error of the solution U
of 10−6 is chosen.
5.2.2 Strip with a Hole and Fiber Composite
In Figure 5.27 an example for a fully coupled multiscale approach with a more
realistic microstructure is demonstrated. The strip with a hole discretized by 516
tetrahedral finite elements is coupled to short fiber reinforced RVE structures which
are modeled with 643 (262,144) voxel cells. RVEs with 45◦ fiber orientation with
respect to the macro loading direction are associated to the macroscopic integration
points. However, for each different macroscopic point any arbitrary RVE structure
could be chosen. The polymer matrix of the RVE is modeled with the isotropic
damage model and the behavior of the fibers is assumed to be linear elastic.
Figure 5.27: Fully coupled micro-macro computation of a strip with a hole (left) and a short
fiber reinforced composite structure (right).
An exemplary micro field computed during the multiscale simulation is monitored
in Figure 5.29. At the right the relative error of the macroscopic solution field is
plotted over the total number of macro iterations. Quadratic convergence can be
observed clearly.
During the computation of this example approximately 20,000 unit cell calculations
consisting each of 262,144 voxel cells have to be performed. The computational time
of the entire problem is around 240 hours on single CPU of a standard workstation.
The computation of a single micro problem including the macroscopic load case and
six homogenization load cases is distributed over five threads and took on average
approximately 40 seconds. The last value strongly depends on the nonlinearity of
the micro problem.
In a first attempt the macroscopic problem is parallelized. The self-contained RVE
computations are performed sequentially using massage passing interface (MPI).
The microscopic problems are distributed over five cores and one core is used to
control the global process. Thus, the total computational time could be reduced to
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Figure 5.28: Damage distribution of a exem-
plary micro sample.














Figure 5.29: Relative error of the solution
‖∆U‖ / ‖U‖ of the macroscale over the total
number of Newton iterations.
155 hours. It should be mentioned that the parallelization technique has not been
optimized. Each core has to wait until the last process is finished and macroscopic
points are computed. A better algorithm would be useful to distribute the micro
processes in a more intelligent way. A significant improvement could be achieved
if the critical microstructures that are subjected to high macroscopic loads are dis-
tributed on different cores and, thus, the most time consuming microstructures are
computed sequentially.
5.2.3 L-Profile and Fiber Composite
In the last example a very challenging macrostructural example is demonstrated.
An L-shaped structure is discretized with 1650 tetrahedral finite elements of which
93 in the most critical region are coupled to the short fiber reinforced RVE structure
already used in the example above, see Figure 5.30. Linear elastic material behavior
is assigned to the remaining area of the macroscopic structure. The polymer matrix
of the RVE is modeled by the isotropic damage model and the behavior of the fibers
is assumed to be linear elastic.
The damage distribution of the L-profile computed during the multiscale simulation
is illustrated in Figure 5.32. At the right the relative error of the macroscopic
solution field is plotted over the total number of macro iterations. The simulation is
stopped when the relative error of the macro solution U falls below a value of 10−6.
The simulation is aborted at the fifth load step due to convergence problems, be-
cause the microscale started to localize at this point. The CPU time amounts to
approximately 17 hours on standard workstation.
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Figure 5.30: Coupled micro-macro computation of an L-profile (left) and a short fiber reinforced
composite structure (right). The constitutive equation of the macroscale is replaced in the most
critical regions by a multiscale approach.
Figure 5.31: Macroscopic damage field in the
vertex of the L-profile.














Figure 5.32: Relative error of the solution
‖∆U‖ / ‖U‖ of the macroscale over the total
number of Newton iterations.
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Remark: The examples shown in this work were considered until material soften-
ing appeared. This means the simulations were stopped when localization on the
material scale occurred, so that the governing equation keeps its ellipticity and the
assumption of separation of scales remains valid. In the opinion of the authors this
should be satisfactory in this case, due to the brittle fracture characteristics of the
considered fiber reinforced composite materials.
Chapter 6
Conclusion and Outlook
6.1 Conclusion and Main Results
The main results achieved in this work can be divided in two parts. The first part
covers the computations of nonlinear composite materials at the microscale level,
with a particular focus on progressive damage of short fiber reinforced polymers.
This includes the physical and geometrical modeling of heterogeneous microstruc-
tures, the homogenization technique in order to form effective quantities of the
microstructural models, and the numerical framework for solving the related dif-
ferential equations. The second part addresses the efficient multiscale approach
established in this work.
With regard to the first part, suitable constitutive laws for the microscopic con-
stituents have been defined, see Chapter 2. For modeling brittle damage, as it
occurs for instance in reinforced concrete or resin matrix composite materials, the
reinforcements are assumed to be linear elastic and the matrix material is modeled
by an elastic isotropic damage law. In order to predict ductile damage of thermoplas-
tic polymer materials it is shown that a constitutive law describing the interaction
between the physical effects of damage and plastic deformation is necessary. Some
general differences in the thermodynamic framework of elastoplastic damage models
are discussed. The main differences are the state law which is derived from a free
energy, the form of the elastic limit criterion, and the coupling and evolution of
internal variables. In experimental data of thermoplastic polymers a damage satu-
ration effect over the plastic strain is observed. It has been recognized that many
common models could not reproduce the material behavior. The model of Ju [1989]
treats the evolution of plasticity and damage effects in a separate way which enables
one to model the interaction specifically. Furthermore, the separate treatment re-
duces the complexity of the numerical system. Besides the definition of the physical
behavior of the particular material phases, a geometrical model is generated that
represents the materials microstructure. Representative volume elements (RVE) are
generated using information of fiber diameter, solid volume fraction and orientation
of measured data. Size and resolution of the RVEs are tested and validated with
experimental data. Periodic boundary conditions are proven to be the most accurate
for computing effective properties and have been chosen to incorporate the bound-
ary conditions in the numerical simulation. Effective homogenized quantities are
calculated as volume averages over the entire unit cell and the homogenized stiffness
is obtained using Hill’s energy criterion.
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An efficient numerical framework is used to solve the periodic micromechanical prob-
lems, see Chapter 3. The governing differential equation that describes the static
equilibrium at the microscopic level is reformulated into an integral equation of
Lippmann-Schwinger type and the overall material response of composite materials
is computed by an efficient numerical algorithm based on fast Fourier transforms.
Besides its benefits in terms of memory consumption and computational time, the
method does not require the assembly and storage of a global stiffness matrix. Thus,
larger and more realistic microstructures can be computed efficiently. Furthermore,
the unit cell computations are carried out on regular voxel grids. Therefore, the
method can be applied directly to compute homogenized quantities on three dimen-
sional images like tomographies without using any complicated mesh generation.
A detailed description for the entire algorithm of the numerical method is given.
Several authors proposed extended algorithms dealing with nonlinear material be-
havior, in order to improve the convergence behavior. In this work, fixed point
iteration is applied to solve the nonlinear equations directly, as proposed in the orig-
inal algorithm of Moulinec and Suquet [1998]. In terms of accuracy and numerical
robustness, it turned out to be the best way to deal with the issues related to this
work. The convergence of the method is examined on a unit cell computation, which
contains a spherical inclusion.
The mechanisms of growing damage which can be observed in short fiber reinforced
composites are shown in Chapter 5.1. Microscans of failed structures compared with
simulated results show that within the numerical simulation the micromechanical
damage mechanisms are captured. Furthermore, the microstructural model has been
validated with experimental data of a short fiber reinforced thermoplastic material.
In order to reproduce the matrix material behavior the coupled constitutive law of
Ju [1989] has been modified using linear interpolation of the measured tabular values
obtained from standard cyclic tensile tests. For simulating the effective composite
response, a microstructural model is generated with geometrical data obtained from
micrograph analysis. Standard values for the elastic parameters of the glass fibers
have been chosen and size and resolution of the RVE have been validated with
measured anisotropic stiffness properties. Comparison with experimental results
show that the effective linear and nonlinear response of the composite is predicted
precisely. It follows directly from the material laws of the constituents, and the
geometry of the microstructural model. Using this efficient numerical homogeniza-
tion approach, also unloading tests in different loading directions are reproduced
correctly. Reproducing these results would be hardly possible with analytical or
semi-analytical homogenization approaches, especially when non proportional load
paths are taken into consideration.
In regard to the second part of this conclusion an efficient multiscale approach has
been established. The macroscopic behavior of nonlinear composite materials is in-
vestigated in Chapter 4. The numerical methods which are used to solve the bound-
ary value problems related to the spatial scales considered in this work are coupled by
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a procedure similar to the FE2 approach proposed by Feyel and Chaboche [2000] and
Smit et al. [1998]. The constitutive equation at the coarse scale is replaced by an as-
sociated boundary value problem at the microscopic level and progressive damage is
transported between the scales. Due to the increased computational costs involved
with the application of a fully coupled multiscale framework, the efficient micro-
scopic homogenization method is used to compute the micro BVP. The macroscopic
scale is solved by the finite element method. Hence, arbitrary shaped macroscopic
components can be treated in a standard manner. The multiscale approach enables
to capture nonlinear material effects caused by microscopic physical effects directly
on a finer length scale. Hence, within this method, the exact physical response
under different loading conditions is obtained for arbitrary microstructures. More-
over, simple (isotropic) constitutive laws can be used to define the material behavior
of the microstructural constituents and the required parameters can be measured
directly in physical experiments. Besides the isotropic damage model used in this
work basically any arbitrary (anisotropic) material model can be implemented.
The scale coupling technique and the computation of the macroscopic tangent by
numerical perturbation is shown. Details about the algorithmic implementation and
the storage and evolution of internal variables are assessed. In a numerical example,
the size of the perturbation strain and its influence on the convergence behavior of
the macroscopic Newton algorithm is investigated. Furthermore, the onset of macro-
scopic failure is studied in a numerical analysis of the acoustic tensor of the current
homogenized tangent stiffness tensor. Within the established procedure failure of
microstructures can be detected efficiently. Finally, some multiscale examples of
realistic structures are shown in Chapter 5.2. Growing damage among the material
constituents at the micro scale results in a macroscopic reduction of stiffness and
a redistribution of macroscopic stresses. The convergence behavior of the macro-
scopic Newton algorithm and the computational times are investigated. Quadratic
convergence for all load steps is observed. In order to reduce the computational time
the macroscopic problem is parallelized. The self-contained RVE computations are
performed simultaneously using massage passing interface (MPI).
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6.2 Outlook and Future Work
In summary, the established multiscale method presents an accurate and efficient
tool for computing the effective nonlinear response of composite materials. The mi-
croscale problem can easily be implemented in commercial software codes. In Sliseris
et al. [2014a,b] the microscopic problem has been implemented in the implicit FEM
code Abaqus by using a user defined material subroutine. Scripting interfaces can
be used to manage the micro computations, in order to read and write input and
output parameters from files and to execute computations. The decoupled micro-
scopic problems can be solved simultaneously. With increasing computational power
the method will become more and more interesting for future industrial applications.
The microscopic computational homogenization framework can be used as a kind
of virtual material laboratory for computing effective material quantities of varying
microstructures and loading situations. In this regard, the computation of failure or
plastic yield surfaces for particular microstructures represents a highly interesting
application. The point of failure of some selected micro structures is precomputed
for a certain amount of loading situations. The onset of macroscopic failure can be
detected using the acoustic tensor of the computed homogenized stiffness matrix.
Technical details concerning the determination of effective plastic yield and failure
surfaces of composite materials using the finite element method are presented in the
works of Hoffmann [2012] and Schmidt [2011]. Furthermore, with the micromechan-
ical approach, conventional macroscopic failure criteria can be parameterized. The
material parameters are identified by precomputing selected loading situations on
representative volume elements. The macroscopic criteria can be applied for fail-
ure investigations at the macroscopic scale, when simple proportional macroscopic
loading situations and uniform microstructures over the macroscopic domain are
expected. Otherwise, the parameters for the failure criteria have to be precomputed
for each microstructure and each macroscopic loading situation again. Precomputed
failure surfaces or conventional failure criteria can be used in order to obtain a first
estimation of the onset of macroscopic failure. For a more precise prediction of the
macromechanical material behavior including progressive damage, a coupled simu-
lation has to be performed. In particular, a coupled simulation becomes essential
when complex macroscopic loading situations and even unloading occurs.
Despite the use of an efficient algorithm for solving the microscopic problem, the high
computational time of the multiscale approach represents still the main shortcom-
ing of the coupled method. In future work, the efficiency of the multiscale approach
can be increased by parallel computing and hence, growing computational resources
can be used more efficiently. Nevertheless, due to the expensive coupled simula-
tion, the quantity of microscopic computations should be minimized. The number
can be reduced by interpolating database values obtained from previous computed
similar macroscopic loading situations. A new microscopic simulation is only per-
formed if the macroscopic load changes significantly in a particular macroscopic
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point. Furthermore, coupled full-field simulations should only be accomplished in
critical macroscopic points. Homogenization techniques can be combined, and at
less critical points, coupled analytical or semi-analytical interpolation methods can
be used. Critical macroscopic points can be identified for instance, using configura-
tional forces [Kuhn, 2013, Mu¨ller et al., 2002] or principal stress criteria [Linder and
Zhang, 2013].
Furthermore, the proposed multiscale method can be extended to deal with the prop-
agation of macroscopic cracks. The method can be used to analyze the nucleation
of macroscopic cracks by detecting failure in microstructures at specific macroscopic
points. In order to be able to transport evolving cracks between the scales, special
coupling techniques are necessary. Cracks, considered as discontinuities in the dis-
placement field, can be incorporated in the macroscale simulation by the extended
finite element method [Belytschko et al., 2008, Holl et al., 2013] or the embedded
strong discontinuity approach [Linder and Raina, 2013].
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