Abstract. We generalize a size-biased distribution related to the Riemann xi function using the work of Ferrar. Some analysis and properties of this more general distribution are offered as well.
Introduction
The Riemann xi function is defined to be [4, 10] The function Θ(x) also enjoys the nice functional property that xΘ(x) = Θ(x −1 ).
It is this property that gives rise to its sized-biased distribution property, as can be seen in [1, 3] . Namely, we have that E(Xf (X)) = E(f ( 1 X )), for a measurable function f, and random variable X with density 1 x Θ(x). See [9] for more information on this distribution and applications. In particular, it can be found in [1, 3] that 2ξ(0) = 1, and hence also 2ξ(1) = 1, which suggests one property [2, pg.34 , F2] of a probability distribution (on (0, ∞)) given (1.1). In addition, it has been discovered that, for a random variable X with density function x −1 Θ(x) [1, 3] ,
Here we denote E and V to be the expectation and variance, respectively.
In [6] Ferrar made use of the underlying functional relationship ξ(s) = ξ(1 − s) to establish that the function
for integers k ≥ 1, and real c > 1, satisfies
Here we used Ferrar's notation to denote R(x, k) as the residue at the pole s = 0, corresponding to k. For k = 1 we find a connection the the Riemann xi function and consequently the probability distribution we have noted.
The purpose of this paper is to generalize the distribution of the Riemann xi function using the work of Ferrar and offer some of its properties. In doing so we provide a new general size-biased distribution.
Define the differential operator by:
Throughout we will define
. Then, consequently, 1/X k is equivalent to the size-biased distribution from X k and hence
and
Additionally, we have E(X k ) = 1, and V(X k ) = 2(
Ferrar [6] had written the function explicitly in terms of d k (n), the number of ways of representing n as a product of k factors. However, there is no simple known
when k ≥ 3. Although, it is possible to work with Parseval's theorem to create nested integrals as an alternative expression. For k = 2, the integral may be shown to be connected to K m (x), the modified Bessel function of the second kind for
Convergence of this series is absolute since K v (x) decays exponentially as x → ∞ [7, pg.250].
We next give an interesting transformation property giving a connection between the k = 2 and k = 1 distributions through series identities.
The proofs of Main Results
To prove our theorem we will use standard properties of Mellin transforms, and refer the reader to [8] for an introduction.
Proof of Theorem 1.1. Taking Mellin transform of v k (x), we have
for ℜ(s) > 1. It follows from analytic continuation, similar to [4, 10] , that we also have s ∈ C. One way to see this is to observe that the residue at the poles s = 0 and s = 1 of (s(s − 1)Γ( 
Proof of Theorem 1.2. Using the definition given in [2, pg. 302], we need to prove that (2.1)
Therefore, we need to only show that
Parseval's theorem for Mellin transforms [7] may be applied with (1.1)-(1.2) to show that The exchange of integral and series is justified by absolute convergence. Replacing
x by mx in (2.3) and again summing over m gives the result when comparing with
