With a small parameter ε, Poisson-Nernst-Planck (PNP) systems over a finite onedimensional (1D) spatial domain have steady state solutions, called 1D boundary layer solutions, which profiles form boundary layers near boundary points and become flat in the interior domain as ε approaches zero. For the stability of 1D boundary layer solutions to (time-dependent) PNP systems, we estimate the solution of the perturbed problem with global electroneutrality. We prove that the H −1
Introduction
The Poisson-Nernst-Planck (PNP) system, a well-known mathematical model for ion transport, plays a crucial role in the study of many physical and biological problems [1, 4, 5, 6, 8, 9, 14, 15, 16, 17, 18] . Such a model can be represented as
1) is the Laplacian. Physically, φ is the electrostatic potential, n is the charge density of anions, p is the charge density of cations, ρ is the permanent (fixed) charge density in the domain, z n , z p are the valence of ions, e is the elementary charge, k B is the Boltzmann constant, T is temperature, J n , J p are the ionic flux densities and D n , D p are their diffusion coefficients. The parameter ε related to the dielectric constant and the Debye length can be assumed as a small parameter tending to zero (cf. [2, 7, 13] ). For simplicity, we only consider monovalent ions, that is, z n = z p = 1, and set e/k B T = 1, ρ = 0, D n = D p = 1. Besides, we rescale ε and transform (1.1)-(1.3) into n t = −∇ · J n , p t = −∇ · J p , (1.4) J n = −(∇n − n∇φ) , J p = −(∇p + p∇φ), (1.5) ε∆φ = n − p , (1.6) for x ∈ Ω, t > 0. Debye (diffuse) layers occur in ionic liquids near electrodes and have many applications in the fields of chemical physics and biophysics (cf. [10] ). To see Debye layers, solutions of (1.4)-(1.6) with boundary layers need to be investigated. For simplicity, the domain Ω is set as Ω = (−1, 1) a one-dimensional interval in the whole paper. Then (1.4)-(1.6) can be denoted as for x ∈ (−1, 1), t > 0. For the boundary conditions of (1.7), we consider no-flux boundary conditions of n and p to describe the insulated domain boundaries, which are commonly used to study physical (biophysical) phenomena like the electric double layer and the ion transport through channels. Besides, we use Robin type boundary condition of φ to represent the capacitance effect of physical systems (cf. [11, 15, 18] ) given as follows:      n x − nφ x = p x + pφ x = 0, at x = ±1 , φ + γ ε φ x = φ 0 (1) at x = 1 , φ − γ ε φ x = φ 0 (−1) at x = −1 , 8) where φ 0 (1), φ 0 (−1) are constants, and γ ε > 0 is a constant depending on ε. System (1.7) with (1.8) has the conservation of total charges of the individual ions
p dx = B for t > 0, where A and B are positive constants (independent of t) representing total negative and positive charges, respectively. In most of the physical and biological systems, global electroneutrality holds true which means the total positive charge equal to the total negative charge. Consequently, we assume that A = B = m 0 > 0, i.e., global electroneutrality holds true in the whole paper.
System (1.7) with (1.8) has a steady state solution (n, p, φ) = (n 0 , p 0 , ψ) denoted as 
(1.10)
Without loss of generality, we may assume φ 0 (1) = −φ 0 (−1) > 0. From [12] , we get the following results of boundary layer solutions of (1.10): Theorem A. (cf. [12] ) Let ψ be the solution of (1.10). Then ψ is odd, i.e., ψ(x) = −ψ(−x) for x ∈ [−1, 1], increasing in (−1, 1), convex in (0, 1), and concave in (−1, 0). Moreover, ψ satisfies (i) Interior Estimate:
and lim
Theorem A implies that as ε goes to zero, ψ have asymptotic behavior of boundary layer so we call (n, p, φ) = (n 0 , p 0 , ψ) as a boundary layer solution of system (1.7) with (1.8). Note that (n 0 , p 0 ) is represented in (1.9). To get the stability of the boundary layer solution (n 0 , p 0 , ψ) to system (1.7) with (1.8), we study the perturbed problem (1.11) with (1.12) which comes from the assumption that system (1.7) with (1.8) has solution
where ñ,p,φ satisfies the perturbed problem
with boundary conditions:
(1.12)
Hereñ andp denote charge density perturbation of anions and cations, respectively. To let the global electroneutrality hold true, i.e.,
pdx > 0, we need to have
dx = 0, which comes from condition (1.25). Otherwise, if A = B and A, B > 0 independent of ε, then as ε approaches zero, steady state solution of (1.7) with (1.8) becomes unbounded and far away from (n 0 , p 0 , ψ) the boundary layer solution of (1.7) with (1.8) for the case of A = B = m 0 > 0 (cf. [12] ). It seems impossible to get the stability of (n 0 , p 0 , ψ) if condition (1.25) fails and
pdx (A, B > 0 independent of ε) holds true. This motivates us to assume A = B = m 0 > 0 and (1.25) in the whole paper.
Conventionally, the stability of (1.7) with ε = 1 and the Dirichlet boundary condition for φ holds true because of lim [3] ) and the exponential decay estimate
−λt (cf. [4] ) for t > 0, where the constant C and exponent λ are positive. Here we study the stability of (1.7) with 0 < ε ≪ 1 a small parameter tending to zero and the Robin boundary condition for φ (see (1.8) ). It seems difficult to get the exponential decay estimate in L 1 x -norm with exponent independent of ε. The main difficulty is that the profile of the solution ψ has boundary layers near boundary points x = ±1, and ψ x blows up at boundary points x = ±1 with order ε −1/2 , i.e., |ψ x (±1)| ∼ ε −1/2 as ε tends to zero (cf. [12] ). Instead of the L 1 x -norm estimate, we prove the exponential decay estimate in H −1
x -norm denoted as ñ
−αt for t > 0, where α is a positive constant independent of ε, and I 0 is a positive constant depending on the H −1
x -norm of initial datañ| t=0 andp| t=0 .
Main Results
To study system (1.11) with (1.12), we introduce the change of variables 13) whereδ is the gap between concentrations of positive (cations) and negative (anions) ions. Note that
dx means the total positive charge equal to the total negative charge, and then global electroneutrality holds true. By (1.13), system (1.11) with (1.12) becomes
with boundary conditions: 15) where due to (1.13), 16) and (n 0 , p 0 ) is defined in (1.9). By (1.9), (1.10) and (1.16), ψ satisfies
Linear Stability
To get linear stability, we consider the linearized problem of (1.14) with (1.15) as follows:
By (1.18) and (1.19) , it is obvious that
and then 
The physical meaning of (1.25) is: the total charge of solution (n, p) = (n 0 +ñ, p 0 +p) is same as that of (n 0 , p 0 ) so the (global) electroneutrality
p (x, t) dx holds true for t > 0.
We use (1.22), (1.23), and integrate equations of (1.18) from −1 to x. Then we get
which give the energy law of (D, H) expressed as follows:
Ddx (see (2.13) in Section 2) and γ ε ∼ √ εγ as ε → 0+ (see Theorem A) imply that φ x (−1, t) becomes extremely large as ε approaches zero if the integral
Ddx is away from zero. This makes (1.28) hard to be used for the L 2 x estimates of D and H. To overcome such difficulty, we use the following transformation:
, where
Then we prove the following result for (1.26) and (1.27).
hold true,
for t > 0 and 0 < ε <ε, where
, andε depends only on m 0 and φ 0 (1).
|e y −1| |y| > 0 which depends only on φ 0 (1) and approaches to one as φ 0 (1) tends to zero. Hence for any γ > 0, if lim
can be fulfilled if φ 0 (1) > 0 is sufficiently small or m 0 > 0 is sufficiently large for all small ε, where M = m 0
From Theorem 1.1, we obtain the following estimates.
, then there exists a positive constant α > 0, independent of ε, such that
for t > 0, where
≤ I 0 e −αt for t > 0, which implies the linear stability of (1.7) with (1.
x -norm, where I 0 is a positive constant depending only on the initial data. Here we have used the equivalence between
To get the H −1
x -norm estimate, we firstly transform the linear part of the perturbed problem (1.11) with (1.12) (i.e., (1.13), (1.22) and (1.23)) into a coupled system of linear parabolic equations of (D, H) denoted as (1.26) and (1.27) with zero Dirichlet boundary condition (1.24). To preserve the global electroneutrality, we assume that the total charge density perturbation is zero for anions and cations, i.e., the initial data satisfies (1.25), which implies boundary condition (1.24). Then we find the associated energy law (1.28) (proved in Theorem 2.1) but the coefficient of the last integral of (1.28) still blow up as ε tends to zero if the integral ≤ I 0 e −αt for t > 0, which gives the linear stability of (1.7) with (1.8) in H −1
x -norm under global electroneutrality. Here α is a positive constant independent of ε and I 0 is a positive constant depending on the L 2 x -norm of initial data D| t=0 and H| t=0 , i.e., the H −1
(see Appendix I) and γ ε > 0 is assumed to have a suitable positive lower bound (see Theorem 1.1), which makes the last three terms of (2.40) together become nonpositive so (1.29) holds true. Such an assumption of γ ε is also used to study nonlinear system (1.14) with boundary condition (1.15).
Nonlinear Stability
For nonlinear stability, we may generalize the idea of linear stability to study (δ,η,φ) the solution of nonlinear system (1.14) with boundary condition (1.15). The main difficulty is to control the nonlinear termsηφ x andδφ x of system (1.14). Here we assume that the initial data satisfies (1.33), which implies that the right side of (1.32) becomes negative (see Theorem 1.3). Consequently, (1.32) is useful to show (1.34) (see Corollary 1.4) and get the nonlinear stability of (n 0 , p 0 , ψ) to system (1.7) with (1.8). Now we state results for nonlinear stability as follows: Theorem 1.3. Under the same hypotheses as in Theorem 1.1, suppose furthermore that the initial data (n, p)
, andε ′ depends only on m 0 and φ 0 (1). Moreover, if the initial data satisfies
Besides, from Theorem 1.3, we get Corollary 1.4. Under the same hypotheses of Theorem 1.3, if (1.33) holds true, then there exists a positive constant α ′ > 0, independent of ε, such that
for t > 0 and 0 < ε <ε ′ .
Due to D =D + d and H =H + h, (1.34) may imply (1.35) and show that the upper bound of D
(see Appendix I) approaches zero exponentially with exponent independent of ε as t goes to infinity. This represents the exponential decay estimate (to ε) of ñ H
and gives the nonlinear stability of (1.7) with (1.8) in H −1
x norm. For nonlinear stability, we use the same idea of linear stability to study (δ,η,φ) the solution of nonlinear system (1.14) with boundary condition (1.15). The main difficulty is to control the extra nonlinear termsηφ x andδφ x of system (1.14). Here we assume that the initial data (n, p) x -norm of initial data D| t=0 and H| t=0 , i.e., the H −1
x -norm of initial datañ| t=0 andp| t=0 satisfying (1.33). Note that condition n 0 (x), p 0 (x) ≥ 0 for x ∈ (−1, 1) implies n(x, t), p(x, t) ≥ 0 (see Proposition 3.2) and η(x, t) = n(x, t) + p(x, t) ≥ 0 for x ∈ (−1, 1), t > 0, which implies
2 dx ≥ 0 a crucial inequality for the use of (3.4) to prove Theorem 1.3. In physical point of view, the nonnegativeness of n 0 and p 0 is reasonable because n 0 and p 0 are concentrations of anions and cations, respectively, at the initial time t = 0.
The rest of this paper is organized as follows: For linear stability, we prove Theorem 1.1 and Corollary 1.2 in Section 2. In Section 3, the proofs of Theorem 1.3 and Corollary 1.4 are provided for nonlinear stability.
Proof of linear stability
In this section, we study (1.18) with (1.19), which is the linearized problem of (1.14) with (1.15). We derive the energy law of (D, H) as follows:
Proof. For equation (1.26), we multiply it by D, integrate it from −1 to 1, and use integration by parts. Then
Here we have used the fact that D = 0 at x = ±1 from (1.24). On the other hand, we integrate εφ xx =δ the Poisson equation of (1.18) from −1 to x. Then
yy (y, t)dy
(y, t)dy
which givesφ
for x ∈ (−1, 1), t > 0. Consequently,
For equation (1.27), we multiply it by H, integrate it from −1 to 1, and use integration by parts. Then
Here we have used the fact that H = 0 at x = ±1 from (1.24). Moreover, we use (1.17), (2.3) and integration by parts to get
Therefore, the proof of (2.1), i.e., Theorem 2.1 is complete by combining (2.2), (2.4), (2.5) and (2.6).
In order to use Theorem 2.1 for the proof of the linear stability of (n 0 , p 0 , ψ), we need to considerφ x (−1, t) the gradient estimate at the boundary point x = −1. Notice thatφ satisfies εφ xx =δ for x ∈ (−1, 1) , (2.7)
with Robin boundary conditionφ
for each t > 0. Fix t > 0 arbitrarily. Then we integrate both sides of equation (2.7) in x over the interval (−1, 1), and get
Here we have used (1.22) and (1.24). Thus (2.8) and (2.9) givẽ
By (2.9) and (2.10), we have
Furthermore, we use (1.22) (which gives D x =δ), (2.7) and integration by parts to get
Consequently, (2.11) and (2.12) implỹ
Note that γ ε ∼ √ εγ as ε → 0+ (see Theorem A). Thus as ε approaches zero, φ x (−1, t)
becomes extremely large if the integral
Ddx is away from zero. This makes (2.1) hard to be used for the proof of the linear stability of (n 0 , p 0 , ψ). To overcome the difficulty, we transform D and H intoD andH by truncating the average of D and H, respectively:D
Ddx, (2.14) where d and h are the average of D and H at time t, respectively. Note thatD = D − d and 
Then we put (2.13) into (2.22) and get d dt
which gives (2.19) and complete the proof of Theorem 2.2. Here the last equality uses the fact that d and h are independent of x, and
Proof of Theorem 1.1
In order to use Theorem 2.2 for the proof of stability, we need to estimate the integral terms of (2.19) involving η 0 and δ 0 , where
e −ψ and ψ is the solution of (1.10) satisfying
By Theorem A,
for all x ∈ [−1, 1] and ε > 0, where M = m 0 2e φ 0 (1) independent of ε and γ. Then we claim that
where K 0 is a positive constant defined as follows:
Note that K 0 only depends on φ 0 (1). By Theorem A, ψ is odd, increasing, and |ψ(x)| ≤ φ 0 (1) for x ∈ [−1, 1], which implies
And then we may use (2.24) to get (2.25). Now we claim that
We divide the domain interval [−1, 1] into two parts as follows:
Then we get
On B, by the definition of η 0 and (2.26), we get
Here we have used the fact that e ψ + e −ψ ≥ 2 and (2.25). Therefore, we complete the proof of (2.28). Moreover, by (2.28) and the fact that
To get the gradient estimate of ψ, we multiply (2.23) by ψ x and integrate it over (−1, x). Then
where C ε is a constant depending on ε. Taking the value at x = 0 for both sides of (2.30), we have
Integrate both sides of (2.30) and by (2.31), we get
Then using (2.25), we have
By Theorem A, ψ is increasing on [−1, 1], convex in (0, 1), and concave in (−1, 0), which implies ψ x ≥ ψ x (0) ≥ 0. By the mean value theorem and (2.24),
Therefore, (2.32) implies
And we have
for 0 < ε < ε 0 , where ε 0 is a positive constant depending only on m 0 and φ 0 (1). Moreover, we use (2.23) and integration by parts to get
The boundary integral of the last equality is zero because ψ x is even andH(−1) =H(1) = −h. Hence by (2.35) and Hölder's inequality, we have
Here we have used the fact that γ ε > 0. Now we want to estimate the integral
Due to
so we may use the Hölder's inequality and ab ≤ a 2 + 1 4
For the integral
Hence (2.37) becomes
Furthermore, we may use (2.28)
and (2.38) to get
Again, here we have used γ ε > 0. And we can choose ε 1 > 0 depending only on m 0 and φ 0 (1) such that
for 0 < ε < ε 1 . We substitute (2.36) and (2.39) into (2.19). Then
Recall that (2.36):
In order to get (1.29), we need the nonpositiveness of the last three terms of (2.40) together, which may hold true by assuming
. Here we have used the fact that γ ε ≤ γ max . Therefore, we setε = min {ε 0 , ε 1 } (ε 0 , ε 1 > 0 only depends on m 0 and φ 0 (1)) and complete the proof of Theorem 1.1.
Proof of Corollary 1.2
Recall that since D(±1, t) = H(±1, t) = 0 and
dx = 0, we may use the Poincaré's inequality to get
where C is a positive constant from the Poincaré's inequality. Hence by the Hölder inequality, we have
for some α > 0 depending only on the constants from the Poincaré's inequality. Therefore, we obtain (1.30) and complete the proof.
Proof of nonlinear stability
To get nonlinear stability, we generalize the idea of linear stability to study (δ,η,φ) the solution of nonlinear system (1.14) with boundary condition (1.15), which also has conservation laws as follows:
As for linear stability, we assume the initial data of (δ,η) satisfying
which is same as (1.25). Moreover, as for Theorem 1.1, we set
Ddx and h = Hdx. To control the nonlinear termsηφ x andδφ x of system (1.14), we assume that the initial data satisfies n (x, 0) = n 0 (x) +ñ (x, 0), p (x, 0) = p 0 (x) +p (x, 0) ≥ 0 for x ∈ (−1, 1) and (1.33), which implies that the right side of (1.32) becomes negative (see Theorem 1.3). To prove Theorem 1.3, we first derive energy laws as for linear stability in Section 2. Such energy laws are represented as follows: Theorem 3.1. If (δ,η,φ) is a solution of (1.14) with boundary condition (1.15) , and the initial data satisfy (3.2). Then we have
where η = n + p, (n, p, φ) is the corresponding solution of the PNP system (1.7)-(1.8) with initial data satisfying n (x, 0) = n 0 (x) +ñ (x, 0), p (x, 0) = p 0 (x) +p (x, 0) ≥ 0 for x ∈ (−1, 1).
Proof. The proof of Theorem 3.1 is similar to those of Theorem 2.1 and Theorem 2.2, the difference is to deal with the nonlinear terms. By integrating the equations forδ andη in (1.14) from −1 to x, we obtain
Multiply (3.5) by D, integrate it from −1 to 1, and do integration by parts, then 1 2
Here we have used the fact that D(−1) = D(1) = 0. On the other hand, we multiply (3.6) by H, integrate it from −1 to 1, and do integration by parts, then 1 2
Similarly, we have used the fact that H(−1) = H(1) = 0. By the same argument in Theorem 2.1, we have
For the nonlinear terms, we have
Notice that η = η 0 +η. Combining (3.7)-(3.10), we obtain (3.3). Now we use the relations between D, H,D,H, d and h, and (3.3). Then
As for (2.13), we haveφ 12) because the Poisson's equation ofφ here is the same as that of the linearized problem. Then (3.11) becomes d dt
Here we have usedη =H x . Then we complete the proof of Theorem 3.1.
Proof of Theorem 1.3
In order to use (3.4) for the proof of Theorem 1.3, we need to estimate terms in the righthand side of (3.4). For the term 1 −1 ηD 2 dx ≥ 0, we need the nonnegative sign of η = n + p which may come from the following result: Proposition 3.2. Let (n, p, φ) be the solution of (1.7)-(1.8) with initial data n 0 , p 0 ∈ L 2 (−1, 1) and n 0 , p 0 ≥ 0 for x ∈ (−1, 1). Then n, p ≥ 0 for x ∈ (−1, 1) , t > 0.
The proof of Proposition 3.2 is standard and is given in Appendix II. A similar proof can be found in [3] . Proposition 3.2 implies η (x, t) = n(x, t) + p(x, t) ≥ 0 for x ∈ (−1, 1) , t > 0.
Here we assume initial data n 0 (x) = n (x, 0) = n 0 (x) +ñ (x, 0) ≥ 0 and p 0 (x) = p (x, 0) = p 0 (x) +p (x, 0) ≥ 0 for x ∈ (−1, 1). Now we need to deal with the last three integrals in the right-hand side of (3.4). For the integral for some constants C j > 0, j = 1, 2 independent of D, H,δ andη. For any fixed t > 0, we set δ ∈ H
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