The marginal maximum likelihood estimation (MMLE) procedure (Bock & Lieberman, 1970; Bock & Aitkin, 1981) has led to advances in the estimation of item parameters in item response theory. Mislevy (1986) (1972) and Wright (1977) have discussed this problem in the context of IRT. Bock and Lieberman (1970) Aitkin, 1981) . It should be noted that the Rasch model resolves the problem of incidental parameters by replacing an examinee's 0 parameter with its sufficient statistic-the number-correct score. This solution is only possible under the Rasch model (see Anderson, 1972; Mislevy, 1988) .
Mislevy and Bock (1986) (Mislevy, 1986) . The use of estimation procedures based on a Bayesian approach may prevent such values from occurring.
Bayesian approaches in IRT can be distinguished by whether parameter estimation takes place after marginalization (i.e., integration) over incidental parameters (Mislevy, 1986; Tsutakawa & Lin, 1986) or without any marginalization (Swaminathan & Gifford, 1982 ). This paper focuses on Mislevy's (1986) marginalized procedure because it is a direct extension of the MMLE approach of Bock and Aitkin (1981) and because O'Hagan (1976) provides numerical evidence that marginalized solutions are superior to unmarginalized solutions. Mislevy's estimation procedure inherits the properties of MMLE but constrains the item parameter estimates.
The availability of these Bayesian methods in PC-BILOG (Mislevy & Bock, 1986 ) provides a powerful yet flexible set of procedures for estimating item parameters in IRT. However, for a practitioner to take full advantage of the method, a complete understanding of the mathematical underpinnings of these procedures-especially the role of prior distributions-is necessary.
In a didactic paper, Harwell et al. (1988) provided the mathematical and implementation details of the MMLE procedure. This paper extends that presentation to encompass Mislevy's (1986) marginalized Bayesian procedure for estimating item parameters. The purpose was to supplement the work of Mislevy by communicating the essential conceptual and mathematical details of Mislevy's (1986) procedure to users of PC-BILOG. This should aid users of PC-BILOG and others in understanding the fundamentals on which the program is based. This paper does not explicate how to use PC-BILOG in specific testing situations. For an overview and comparison of LOGIST and BILOG, see Mislevy and Stocking (1989) and Yen (1987) . The present discussion centers on the three-parameter logistic IRT model because the one-and two-parameter MITT models are special cases of this model and, with a few exceptions, the current presentation is applicable to the simpler models.
The Bayesian approach to parameter estimation is first outlined. An explanation of the marginalized procedure (Mislevy, 1986 ) is presented next, and the use of prior information in the Mislevy procedure, as implemented in PC-BILOG, is described. The role of prior probability distributions in estimating item parameters is emphasized. (1969 ( ), de Finetti (1974 , Edwards, Lindman, and Savage (1963 ), Lindley (1970a , 1970b , 1971 , and Novick and Jackson (1974) . Examples of the use of these methods in educational settings can be found in Novick and Jackson (1974) , Novick, Jackson, Thayer, and Cole (1972) , and Rubin (1980) . Lord (1986) compared maximum likelihood and Bayesian estimation methods in IRT. Bayes' Theorem provides a way of expressing conditional probability. It combines probabilities obtained from a likelihood function that uses sample data with probabilities obtained using prior information about the distribution of the set of unknown parameters. An application of Bayes' Theorem produces a posterior probability distribution, which is proportional to the product of the likelihood function and the prior probability distribution. The posterior probability distribuDownloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ tion is used to make inferences about the unknown parameters (Lindley, 1971, p. 36 ). (Swaminathan & Gifford, 1985; see Mislevy, 1988 for an alternative conceptualization of exchangeability). With these assumptions, an appropriate distributional form for the prior distribution is specified. (Novick & Jackson, 1974, p. 154) . Other things being equal, a prior distribution with a large variance would have less impact on parameter estimation than a prior with a small variance. Hence, the variance of a prior distribution plays a key role in estimating item parameters.
The primary effect of an informative prior on parameter estimation is to &dquo;shrink&dquo; the estimate toward the mean of the parameter's prior distribution by an amount that is proportional to the information contained in the prior distribution of that parameter (Mislevy & Stocking, 1989 (Swaminathan & Gifford, 1985 ).
Mislevy's Marginalized, Two-Stage Bayesian Procedure
Recall that a Bayesian approach produces a posterior distribution that depends on the contribution of both prior information about parameters and information obtained from the sample item response data. Inferences about unknown parameters are then based on the posterior distribution.
Mislevy (1986) presented a Bayesian procedure for estimating item parameters in IRT that is a generalized form of Equation 6 and represents an extension of the marginalized solution of Bock and Aitkin (1981) . Mislevy employed the two-stage, classical Bayesian estimation procedure attributed to Lindley and Smith (1972) in which prior information is specified in a hierarchical fashion.
The General Form of Mislevy's Model Following Mislevy (1986) , the process begins with the joint density of all of the parameters prior to data collection. These parameters are assumed to be independent and continuous random variables with specified probability distributions:
Recall that ~(6,JT) is the probability distribution of an examinee's 0 parameter and is conditional on the population parameters of the 0 distribution in the vector r. Typically, the prior distribution of 0 is posited to be normally distributed. Because abilities are assumed to be independently and identically distributed, T contains the common mean (go) and variance (o~) of these prior 0 distributions.
In the Lindley and Smith (1972) hierarchical model, the population parameters go and ae are known as hyperparameters. The hyperparameters can also be treated as random variables having a probability distribution [e.g., g(i) ].
To make inferences about all the unknown parameters-in this case 0,T,~&horbar;after data collection, the posterior distribution across all items and examinees obtained from an application of Bayes' Equation 9 contains all the information available about the unknown parameters (Mislevy, 1986 by integrating over their probability distributions. In the presence of moderate numbers of items and examinees, this will have little effect on the item parameter estimates. In contrast, the hyperparameters contained in T are often of interest in 0 estimation and their probability distribution is retained.
Integrating over the probability distributions of 0 parameters g(9lt) and item population parameters g(11) leads to a marginalized posterior distribution of the form: L(YI4,T) is the marginal likelihood resulting from the integration of L(YI4,O) with respect to 0. Equation 10 is the posterior probability distribution that is appropriate for making inferences about item parameters and about the parameters of the 0 distribution in the population of examinees. Note that integrating over the population distribution of 0 has eliminated the dependence of item parameter estimates on 0 estimates of individual examinees. However, the marginal likelihood is still conditional on the hyperparameters, ~,B and 6B, of the population 0 distribution. Thus, these hyperparameter values and g(T) must be specified. Similarly, integrating over the population distribution of item parameters in Equation 10 has not eliminated the need to specify values for the hyperparameters in q and g(~).
Marginalized Bayesian Item Parameter Estimation in PC-BILOG
To estimate the unknown item parameters, the partial derivatives of Equation 10 are taken with respect to these parameters and set to 0. The resulting estimation equations are solved one item at a time in the M (maximization) step of the EM (expectation maximization) algorithm (see Mislevy, 1986; Harwell et al., 1988 (1985) . An undocumented algorithm is used to standardize the histogram so that the constraints are met for the set of nodes employed.
The use of numerical quadrature involves a change from working with individual examinee data to using &dquo;artificial&dquo; data at each of theuadrature points (see Bock & Aitkin, 1981; Harwell et al., 1988) . The &dquo;artificial&dquo; data consists of the expected number of examinees, njk, and the expected number of correct responses, Tjk' at each node X, (see Harwell et al., 1988 (Mislevy, 1986; Mislevy & Stocking, 1989; Swaminathan & Gifford, 1985 Theoretical justification for the use of a lognormal prior rests on the fact that in most testing settings the a) are typically greater than 0, suggesting that the distribution of the a) can be modeled by a unimodal and positively skewed distribution such as the lognormal (Mislevy, 1986 The transformation a; = log a; was used earlier without justification. This transformation is convenient because it keeps the metric of the discrimination parameter the same in both components of the Bayes modal estimation equations. Because a normal prior is used for the item difficulty Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ parameter, b~, the Bayes modal estimation equation for bj can be written from Equation 31:
Prior distributions supplement the information contained in the sample data; therefore, if the prior distribution is informative, the appending term should have an impact on item parameter estimation. As noted above, this is accomplished through the Bayesian concept of &dquo;shrinkage.&dquo; The contribution of a prior distribution to the solution equation depends on the amount of &dquo;shrinkage&dquo; of the estimated item parameter toward the mean, say 4,, of its prior distribution. The amount of &dquo;shrinkage&dquo; is associated with the loss function (a, -uj and with the size of a. (see Novick & Jackson, 1974, pp. 3-15) .
Other things being equal, the more similar a, and Il&dquo; are, the smaller the loss and the less the shrinkage. Greater shrinkage occurs with estimates of a, that differ substantially from 4,. This tends to restrain estimates from assuming unreasonable values. Suppose, for example, that 0&dquo; = .5 and Il&dquo; = 0. If the estimated a, = 5, the contribution of the appending term in Equation 31 (i.e., the weight of the prior) is -20; if a, = 2, the contribution is -8; for a, = Il&dquo; = 0, the appending term makes no contribution and there is no shrinkage.
These examples illustrate that, other things being equal, the closer the estimated a, is to the mean of its prior distribution, the less impact the prior has on the estimation process. These examples also help illustrate the key role that a., plays. A noninformative prior distribution would tend to have a large variance and would reduce the value of (a, -wa)/6q to a small contribution, whereas an informative prior would tend to have a small variance and, other things being equal, the (a, -g,&dquo; 0,2 term would make a larger contribution to estimating the item parameter.
It is important to emphasize that an informative prior is not necessarily an appropriate prior. For example, a user-specified value of 4(,, or a default value could differ considerably from the true underlying mean discrimination. When combined with a small a., the result would be to pull the a, estimate toward an inappropriate mean of the prior distribution of discrimination-clearly an undesirable effect. Mislevy (1986) pointed out that incorrectly specifying 4. is likely to result in an &dquo;ensemble bias.&dquo; This means that the estimated a, will be biased, and statistical properties like consistency are unlikely to hold. The same holds true for estimates of other item parameters. Mislevy and Stocking (1989) urge PC-BILOG users to avail themselves of the diagnostic features of PC-BILOG to check on the correctness of the IRT model and the prior distributions to minimize the possibility of ensemble bias.
The possibility of incorrectly specifying the mean of a prior distribution can sometimes be lessened by using the FLOAT option in PC-BILOG. Under this option, the hyperparameter Il&dquo; is estimated from the sample's item response data. The formula for estimating Il&dquo; is obtained by finding the partial derivative of the densities g(<<1 1l&dquo;,OJ and g(~.a~~a,Sa) with respect to Il&dquo;, setting the resulting equation equal to 0, and solving for Il&dquo;. The latter density arises when Il&dquo; is treated as a continuous (normally distributed) random variable with mean ),., and variance q~ (see Anderson, 1984, p. 272) . The expression for Ila is a weighted average of the mean of the J estimated (transformed) discrimination parameters (a) and X,,:
The scalar d is the weight or believability of the prior information, expressed in terms of the number of items that the prior information is considered to be worth (see Equation 26 in Mislevy, 1986 Baker (1990) . It seems safe to conclude that considerable computer simulation work needs to be done before questions of this nature can be adequately addressed.
Bayes Modal Estimation Equations for Guessing Parameters
Consider the role of a prior distribution when estimating &dquo;guessing&dquo; parameters. Because cj is bounded by 0 and 1, a beta prior distribution was proposed by Swaminathan and Gifford (1986) and was incorporated into PC-BILOG. A beta distribution is bounded by 0 and 1 and, depending on the values of the parameters, can assume a variety of shapes. The two parameters of a beta distribution are given in PC-BILOG as al3 and J313 (the subscripts were added here to differentiate from the item parameters). These parameters are defined as al3 = mp + 1 and J313 = m(1 -p) + 1, in which m is an a priori weight assigned to the prior information and p is the mean of the beta prior distribution. Swaminathan and Gifford (1986) The use of a beta prior for guessing parameters revolves around interpreting the mean p as the probability that a low 0 examinee will respond correctly to an item. The idea is to specify al3 and J313 values that result in the desired p value. This is achieved through the relationship The assigned values of m also influence the credibility intervals (akin to confidence intervals) constructed about c, (see Swaminathan & Gifford, 1986; Novick & Jackson, 1974, p. Swaminathan & Gifford, 1986 
Summary
The application of Bayesian statistical procedures in IRT provides a powerful yet flexible method for estimating item parameters. The Bayesian estimation procedure proposed by Mislevy (1986) permits prior probability distributions to be posited for item parameters, and under the assumption that the prior probability distributions and the IRT model are correct, produces estimates that possess desirable properties, such as consistency. These estimates are also likely to assume reasonable values. The availability of this estimation procedure in PC-BILOG makes it possible for users to take full advantage of the Bayesian approach. However, the complexity of the mathematics underlying Bayesian item parameter estimation makes understanding the procedure difficult. The key to understanding the procedure and its implementation in PC-BILOG is the role of prior distributions in estimating item parameters. Essentially, the original MMLE equations, which do not posit prior probability distributions for item parameters, are appended by expressions based on these priors. An examination of these appending terms clarifies the impact of informative versus noninformative prior distributions Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ on item parameter estimation and the role that the hyperparameters of these prior distributions play.
Little is known about the quality of item parameter estimates produced by PC-BILOG for small datasets or the impact of prior distributions other than those used in PC-BILOG on item parameter estimation. Computer simulation studies of the effect of these factors on item parameter estimation in PC-BILOG are needed to provide additional guidelines for the use of the Mislevy estimation model.
