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Abstract
This article investigates the quality of the estimator of the linear Monge mapping be-
tween distributions. We provide the first concentration result on the linear mapping
operator and prove a sample complexity of n−1/2 when using empirical estimates
of first and second order moments. This result is then used to derive a general-
ization bound for domain adaptation with optimal transport. As a consequence,
this method approaches the performance of theoretical Bayes predictor under mild
conditions on the covariance structure of the problem. We also discuss the compu-
tational complexity of the linear mapping estimation and show that when the source
and target are stationary the mapping is a convolution that can be estimated very
efficiently using fast Fourier transforms. Numerical experiments reproduce the
behavior of the proven bounds on simulated and real data for mapping estimation
and domain adaptation on images.
1 Introduction
Optimal transport (OT) and the related Wasserstein distance has been widely used in machine learning
in recent years [1, 2, 3]. OT tools allow for a geometric comparison of distributions and Wasserstein
distance is one of the few divergence that can be applied (and sub-differentiated) on empirical
distribution with no need for kernel smoothing as done in MMD [4]. In addition to those nice
properties, the rising interest of the machine learning community has been possible thanks to the
recent development of efficient optimization techniques. For instance entropic regularization [5, 6]
has lead to new efficient algorithms that can scale to large datasets and even opened the door to
stochastic optimization [7, 8].
Among recent applications of OT, one can cite training of Generative Adversarial Networks, that
is a particularly difficult optimization problem, where the Wasserstein distance has been used to
provide meaningful gradients [1, 9, 10]. But OT has also been used in other learning problems
such as unsupervised Domain Adaptation (DA) that aim at training a classifier that perform well
on an unlabeled target dataset using information from a related but different labeled source dataset.
Recent works on Optimal Transport for Domain Adaptation (OTDA) have shown that under some
assumptions, the optimal transport map [2, 11, 8] (also called Monge map) or the OT matrix itself
[12] can be used to transfer label knowledge between the source and target datasets.
While OTDA approaches has been used with success on several DA application, theoretical justi-
fications are still limited. For instance [2] and [13] derived generalization bounds that include a
divergence term between the source and target distributions close to that of [14]. Because of this term,
those generalization bound require source and target distributions to be similar in order to achieve
domain adaptation. Our goal in this paper is to derived explicit generalization bounds for OTDA
under milder conditions since OT and its corresponding Monge mapping has the ability to align
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distributions. As we will prove it in the following, in order to provide meaningful generalization
bounds, the core of our analysis consists in bounding the error of estimation of the empirical Monge
mapping.
In this paper we investigate the quality of the estimation of a linear Monge mapping when estimated
from empirical distribution with finite number of samples. Concentration bounds have been proved
on the value of Wasserstein distance between empirical distributions [15] [16]. Very recent results
have investigated the quality of a theoretical estimator that cannot be used in practice and have shown
error bounds on the estimated Monge mapping with smoothness conditions of O(n−1/d) similar to
concentrations of the Wasserstein distance [17]. But this results have several limits, the estimator
cannot be computed in practice and the convergence speed is very slow for large dimensionality d.
We focus here on the estimation of a linear Monge mapping that admits in particular a close form
solution for transport between Gaussian distribution[18]. We prove that this solution is also the
solution for any Borel distributions when the true Monge mapping is linear. Then we obtain the first
estimation bounds for the linear Monge mapping based on finite samples of sub-gaussian distributions.
This result is then used to derive a new generalization bound for OT Domain Adaptation. We also
discuss the numerical complexity of the linear Monge mapping estimation and provide an efficient
estimation procedure for stationary signal and image data relying on FFT. This last approach called
Convolutional Monge Mapping allows for a fast adaptation of image datasets. Numerical experiments
are provided to verify the provided theoretical bounds both in error of the monge mapping and
Domain Adaptation generalization.
Definitions In what follows, for any symmetric positive definite matrix B, we denote by λmin(B),
λmax(B) the minimum and maximum eigenvalues of B respectively. We also define the effective
rank of B by r(B) = tr(B)λmax(B) where tr(B) is the trace of B. By abuse of notation, ‖ · ‖ refers either
to the l2-norm of a vector or to the operator norm of a matrix. We also define the condition number
of B as κ(B) = λmax(B)λmin(B) . Finally note that in order to save space we use the binary operators ∨ and∧ to denote maximum and minimum respectively.
2 Linear Monge mapping estimation and concentration
2.1 Linear Monge mapping
Linear Monge mapping between Gaussian distributions Let µ1 = N (m1,Σ1) and µ2 =
N (m2,Σ2) be two distributions. In the remaining we suppose that both Σ1 and Σ2 are sym-
metric strictly positive definite. The Monge mapping for a quadratic loss between µ1 and µ2 can be
expressed as
T (x) = m2 +A(x−m1) (1)
with
A = Σ
− 12
1
(
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
Σ
− 12
1 = A
T (2)
This is a well known fact in the Optimal Transport literature [19, 20, 18, 21, 22]. See also [23,
Remark 2.29]. Note that as discussed in the supplementary material, the matrix A is actually the
matrix geometric mean between Σ−11 and Σ2.
Linear Monge mapping between general distributions The linear mapping between Gaussian
distribution discussed above is very elegant but real life data in machine learning seldom follow
Gaussian distribution (especially classification problems that are at best a mixture of Gaussian). We
now show that even when source and target distribution are not Gaussian, if there exists a positive
definite linear mapping between them, then the optimal transport mapping is in fact this linear
mapping.
Proposition 1. Let µ1 and µ2 be two Borel probability measures with finite second order moments
with expectations m1,m2 and positive-definite covariance operators Σ1, Σ2 respectively and such
that µ2 = T˜#µ1 for an affine T˜ (x) = Bx+ c with B symmetric positive definite. Then the optimal
transport mapping is T = T˜ and is given by Eq. 1-2.
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Figure 1: Example of linear Monge mapping estimation between empirical distributions. (left) 2D
source and target distributions. (middle) Estimations for means and covariances of the distributions.
(right) resulting linear mapping where green samples are the mapped source samples.
Proof. First recall that the Brenier Theorem [24] for quadratic loss states that the optimal transport is
the unique map T such that µ2 = T#µ1 and T = ∇ϕ for some convex function ϕ, see [25, Theorem
2.32]. Application of Brenier’s Theorem with ϕ(x) = (1/2)x>Bx + c>x + d implies that the
optimal transport map T is unique and equal to T (x) = Bx+ c.
From µ2 = T#µ1 we know that m2 = Bm1 + c and the covariance of the mapped source samples is
equal to Σ2:
B>Σ1B = Σ2
The only symmetric positive definite solution to the Riccati equation above [22, Eq. (8)] is provided
by Equation 2. This shows that the linear OT mapping between µ1 and µ2 is the same as the one
between Gaussians with same covariances.
Empirical estimation of the Monge mapping In practice the distributions µ1, µ2 are unknown
and we have only access to independent samples X1 =
{
Xs1 , . . . , X
s
n1
}
and X2 =
{
Xt1, . . . , X
t
n2
}
where the Xsi are i.i.d. with distribution µ1 and the X
t
j are i.i.d. with distribution µ2. In this case,
the linear Monge mapping can be estimated using empirical means and covariances mˆ1, mˆ2, Σˆ1, Σˆ2
based on n1 and n2 samples respectively. Hence we define the empirical linear Monge mapping as
Tˆ (x) = Tˆ(Xs,Xt)(x) = mˆ2 + Aˆ(x− mˆ1), (3)
where Aˆ comes from Eq. 2 where the covariances are replaced by their empirical counterpart. An
illustration of this method for a highly non-Gaussian distribution can be seen in Figure 1. We can
clearly see here that under the assumptions in Proposition 1, we can recover the Monge mapping and
align very well complex distributions.
2.2 Concentration of the expected mapping error
Let T and T ′ be two mappings, we define the L2-divergence between mapped distributions T#µ1
and T ′#µ1 as
d(T, T ′) = Ex∼µ1 [‖T (x)− T ′(x)‖] . (4)
In the next theorem, we prove a bound for the error of estimation of T by Tˆ .
Theorem 1. Let µ1 and µ2 be sub-Gaussian distributions with expectations m1,m2 and positive-
definite covariance operators Σ1, Σ2 respectively. We assume furthermore that
c < min
j=1,2
{(λmin(Σj)} ≤ max
j=1,2
{λmax(Σj)} ≤ C, (5)
for some fixed absolute constants 0 < c ≤ C <∞. We also assume that
nj ≥ Cr(Σj), j = 1, 2, (6)
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for some sufficiently large numerical constant C > 0.
Then, for any t > 0, we have with probability at least 1− e−t − 1n1 ,
d(T, Tˆ ) ≤ C ′
√r(Σ1)
n1
∨
√
r(Σ2)
n2
∨
√
t
n1 ∧ n2 ∨
t
n1 ∧ n2
√r(Σ1), (7)
where C ′ > 0 is a constant independent of n1, n2, r(Σ1), r(Σ2).
The detailed proof is provided in supplementary material. This result is one of the first bound on the
quality of an estimated continuous Monge mapping from empirical distribution. The fact that we limit
ourselves to linear Monge mapping means that we can recover a sample complexity of O(n−1/2)
when n = n1 = n2 which compares favorably to the O(n−
1
d ) obtained with the more general but
not computationally feasible estimator in [17]. Note that this result also provides a convergence rate
for the generalization bound in [11, Eq. (13)] in the linear case where the term d(T, Tˆ ) appeared in
the bound but was not studied.
2.3 Numerical implementation and computational complexity
General covariance matrices The mapping is estimated from empirical distributions by using the
empirical version of the means and covariances in Equations (1)-(2). The complexity of estimating
those parameters in O((n1 + n2)d2) which is linear wrt the number of samples but quadratic in
dimensionality d of the data. Equation (2) also requires the commutation of matrix square root and
inverse which are O(d3) leading to a final complexity of O((n1 + n2)d2 + d3). This complexity
scales well with the number of training samples but not with the dimensionality of the space.
Convolutional Monge mapping on signals and images When the data samples are temporally or
spatially stationary signal or images, it is a common practice for large d to approximate their Toeplitz
or block-Toeplitz covariance matrices by circulant matrices and assume that they are diagonalizable
by a discrete Fourier transform: Σ1 = FΛ1FH , Σ2 = FΛ2FH , [26]. In this case the linear operator
in (2) is actually a convolution operator with frequency response D = Λ
1
2
2 Λ
− 12
1 :
A = FDFH (8)
that can be computed efficiently in the Fourier domain using the Fast Fourier transform (FFT)
algorithm. The speedup of the FFT leads to a final computational cost of of O((n1 + n2)d log(d)) to
estimate D that is greatly reduced compared to the general linear case discussed above. Note that in
this case in order to use the FFT we suppose that the linear mapping operator is a positive definite
circular convolution operator which can introduce artefacts at the border of images.
Regularization We suppose in all our theoretical results that the empirical covariance matrices are
strictly positive definite. While this is often true when n1 > d and n2 > d, in practice this assumption
can be false on real data (especially when the data lies in a linear sub-manifold). A classical practice
is to replace the empirical covariance matrix Σi by Σ˜i = (1− α)Σi + αI where α ≥ 0 and I is the
identity matrix. In our numerical experiments we did not use this regularization in the simulated
examples but needed to use it with a small α = 10−6 on the real life image data.
3 Domain adaptation generalization bound
Now we focus on the problem of domain adaptation where we have access to data from a source
joint feature/label distribution Ps but want to predict well on a target joint distribution Pt where only
features are available (the marginal distribution µt). We define the risk of a prediction rule f in the
source domain as
Rs(f) := E(x,y)∼Ps [L(y, f(x))] . (9)
where L is a loss of Lipschitz constant ML wrt its second variable. For instance we have ML = 1 for
SVM Hinge loss for instance independently of the class y. The risk on the target domain Rt(f) is
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defined similarly with an expectation done wrt Pt. The optimal prediction rule on the source domain
is defined as
fs∗ := argminf :Rd→R Rs(f), (10)
where the minimization is taken over all measurable functions. We assume here for simplicity that
the minimum is attained. Similarly the optimal prediction rule on target is defined as f t∗.
Optimal Transport Domain Adaptation One major assumption that was made in [2] is that there
exist a mapping m between the source and target such that Pt = m#Ps and that the pusfhorward
m can be expressed as m(x, y) = (T (x), y). In other words the samples in the feature space have
been transformed by T but have conserved their label through this transformation. This assumption
corresponds to a number of real life situations such as a change in the acquisition conditions, sensor
drifts, thermal noise in signal processing. This implies that for functions f and g in the source and
target domains respectively :
Rs(f) = Rt(f ◦ T−1) and Rt(g) = Rs(g ◦ T ) (11)
where T is assumed to be invertible. Note that (11) and (10) imply that the best performance in the
source and target domains are equal Rs(fs∗ ) = Rt(f
t
∗). This motivated the main idea in [2] that if
one can estimate the mapping T , then it is possible to map the labeled source samples in the target
domain with Tˆ and train a classifier gˆ in the target domain using the labels from the original source
samples. This classifier can predict the labels for new data in the target domain. In the following we
investigate the generalization performance of a similar procedure where we train a classifier fˆ in the
source domain and use fˆ ◦ Tˆ−1 to predict in the target domain.
Generalization bound Ideally, the goal is to build a prediction rule g that performs almost as well
as the optimal prediction rule in the target domain w.r.t. the generalization error Rt(g). Without
available labels in the target domain this goal seems out of reach as illustrated by the impossibility
theorem in [14]. But our assumption that a mapping T exists can be used to find a good prediction
rule. In view of (11), if f is a prediction rule in the source domain, then g = f ◦ T−1 is a prediction
rule in the target domain such thatRt(g) = Rs(f). Since T is unknown, we replace it by an estimator
Tˆ as defined in (3).
Theorem 2. Let f be a prediction rule in the source domain with a Lispschitz constant Mf and Rp
the expected risk on domain p with a Lispschitz continuous loss L of constant ML. Under the OTDA
assumptions (11) we have the following generalization bound
Rt(f ◦ Tˆ−1) ≤ Rs(f) +MfMLE(x,y)∼Ps
[
‖Tˆ−1(T (x))− Tˆ−1(Tˆ (x))‖
]
(12)
If Tˆ is the linear mapping as defined in (3) then we have
Rt(f ◦ Tˆ−1) ≤ Rs(f) +MfML‖Â−1‖ d(T, Tˆ ) (13)
This result means that our estimated transfered rule f ◦ Tˆ−1 will perform almost as well in the target
domain as the initial rule f in the source domain up to a remainder term that depends on the transport
mapping. Note that (30) is valid for arbitrary transport while (31) is specific to linear Monge mapping.
Generalization bound for finite samples Note that our goal is to learn a good prediction rule in
the target domain fˆ : Rd → T from finite datasets. To this end we have access to respectively n1
and n2 unlabeled samples in Xs,Xt from the source and target domains that will be used to estimate
the mapping Tˆ . We also have access to nl labeled samples (X li , Y
l
i ), i = 1, . . . , nl in the source
domain independently samples from Xs.
Theorem 3. Let HK be a reproducing kernel Hilbert space (RKHS) associated with a symmetric
nonnegatively definite kernel K : Rd × Rd → R such that for any x ∈ Rd, Kx(·) = K(·, x) ∈ HK
and f(x) = 〈f(x),Kx〉HK for all f ∈ HK . Assume that f∗ ∈ HK and ‖f∗‖HK ≤ 1. We consider
the following empirical risk minimization estimator:
fˆnl := argmin‖f‖HK≤1
1
nl
nl∑
i=1
l(Y li , f(X
l
i)). (14)
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Figure 2: Experiments with Gaussian data. (left) mapping error as a function of n = n1 = n2
for different values of d (left) domain adaptation test error rate as a function of n (right) domain
adaptation test error rate as a function of nl. Colored area corresponds to 10th and 90th percentile.
where we assume that the eigenvalues of the integral operator TK ofHK decrease with λk  k−2β
for some β > 1/2 (see [27]). If Rs(fs∗ ) = Rt(f
t
∗) and Tˆ is the linear mapping as defined in (3),
under the assumptions of Theorem 1, we get with probability at least 1− e−t − 1n1 ,
Rt(fˆnl ◦ Tˆ−1)−Rt(f t∗) . n−2β/(1+2β)l +
t
nl
(15)
+MfML
√r(Σ2)
n2
∨
√
r(Σ1)
n1
∨
√
t
n1 ∧ n2 ∨
t
n1 ∧ n2
√r(Σ1).
The proof of the previous theorem and more details about the assumptions in the RKHS are available
in supplementary. The bound above prove that under the mapping assumption, the generalization
error of fˆnl ◦ Tˆ−1 converges to the Bayes risk Rt(f t∗) in the target domain even though we do not
have access to target labels during the training phase. This is to the best of our knowledge the first
theoretical result that leads to such performances on unsupervised domain adaptation problem. We can
get away from the impossibility theorem of domain adaptation of [14] thanks to the strong assumption
on the existence of a linear Monge mapping that allows reducing the distribution discrepancy with
the mapping. Finally note that while this result is specific to linear Monge mapping, it can be easily
extended to any mapping estimation such as Virtual Regressive training [28] that also have a o(n−1/2)
convergence speed when n is the number of one-to-one mapping samples between source and target
domain.
4 Numerical experiments
In this section we provide numerical experiments that aim at verifying our theoretical results. The
linear mapping estimation from (3) is implemented using class LinearTransport from the Python
Optimal Transport library [29].
4.1 Convergence of the mapping error and domain adaptation generalization
Linear mapping error between Gaussian distributions In a first numerical experiments we
illustrate the convergence speed in term of mapping quality as a function of the number of samples in
source and target domains n = n1 = n2. To this end, for every dimensionality dwe generate Gaussian
distributions with random means µi ∼ N (0, 10Id) and covariance Σi ∼ Wd(I, d) following Wishart
distributions of order d. For each (µi,Σi) we generate n = n1 = n2 Gaussian distributed samples.
All experiments are repeated 10 times (Monte Carlo) and the mean mapping error is computed on
106 source samples. Figure 2(left) shows the convergence in n for different values of dimensionality
d. This log/log plot clearly shows the slope of − 12 corresponding to the O(n−
1
2 ) convergence speed
in Theorem 1.
Domain adaptation of simulated examples Next we reproduce the domain adaptation bounds
discussed in section 3. To this end we design a classification problem where samples from class + are
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Figure 3: (left) 2D motion blur filter applied to the target MNIST images. (center to right) estimated
2D filters for different number of samples n = n1 = n2 for the filter estimation. All images are
shown with a square root of their magnitude in order to better see small errors.
drawn from N (0,Σ0) and samples from class - from N (1,Σ0), which can be solved with the LDA
linear classifier. We draw a linear mapping T (x) = Bx+ c where the operator B is a realization of
a Wishart distribution of order d and the bias term is a vector c = [10, 10, . . . , 0, 0] with half of its
values set to 10 and 0 elsewhere (so that training on source data leads to very bad performance on
target). All numerical experiments were performed with d = 10. The number of trainings samples
in the source domain is denoted as nl and the number of unlabeled samples in source and target is
n = n1 = n2 as in the previous experiments.
We estimate the mapping Tˆ−1 from n sample and the classifier fˆnl in the source domain from nl
independent labeled samples as suggested by Eq. 15. The average classification error rate on 50
Monte Carlo realizations is reported in Figure 2(center) and (right) for different values of n and nl
respectively. We can see in both plots that when both n and nl become large, the error rate converges
to the Bayes error rate Rt(f t∗) since the problem is not perfectly separable.
4.2 Convolutional Monge mapping between images
In this section we investigate the estimation of Monge mapping between images when the mapping is
a convolution. To this end we use the well known MNIST dataset [30] for both 2D filter estimation
and convolutional domain adaptation.
2D Filter estimation between distributions In order to see if our approach is able to recover a
convolution operator between two datasets, we design a simple positive definite motion blur filtering
illustrated in Figure 3 (left), that is used to generate the target images from original MNIST images.
Example images from the source distribution (original MNIST) can be seen at the top line of Figure
4 and examples from the target distribution (filtered MNIST) can be seen at the bottom. Note that the
source and target (filtered source) samples do not overlap in all the numerical experiments.
The 2D filters estimated using Eq. 8 for a different number of samples in source/target can be seen
in the right part of Figure 3. Note that even for n = 10 the filter is surprisingly well estimated
considering that there is not even one sample per class in the source/target distributions. For n = 1000
the error on the filter is not visible anymore which is also very good for a problem of dimensionality
d = 28× 28 = 784 variables (pixels). We provide also a visualization of the source samples from
the top line of Figure 4 after convolution by the estimated filter in the center line of the Figure and we
can see that the mapped samples are very similar to the target samples.
In order to have a quantitative measure of the quality of both linear and convolutional Monge mapping
we perform 20 monte Carlo experiments where we randomly draw a varying number of n samples
for estimating the filter described above. The mapping for the linear Monge mapping is estimated
using the general formulation in Eq. 3 whereas for convolutional mapping, we use the simplified
formulation in Eq. 8 computed by FFT. The average error of the mapping for both approaches is
reported in Figure 5(left). We can see that the linear mapping has a hard time estimating the mapping
especially when n < d (estimated covariance matrix is singular but small regularization is used) but
recovers its theoretical convergence speed for n ≥ 103. The convolutional mapping that is much
more structured and estimates a smaller number of parameter (block Toeplitz covariance matrix)
shows its theoretical convergence speed for n ≥ 10.
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Figure 4: Example images from the MNIST images data. (top) Images from the source distribution.
(middle) Examples from the source distribution mapped to the target distribution (convolved with
estimated filter). (bottom) Examples from the Target distribution (with the motion blur filter applied).
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Figure 5: (left) Mapping error on the MNIST data for a convolutional and linear mapping (right)
Target prediction error for domain adaptation problem with training on source, training on target and
OTDA with linear and convolutional mapping.
Convolutional mapping for domain adaptation We then investigate the performance in domain
adaptation between the two domains presented above (from original to filtered MNIST) when
training a Convolutional Neural Network (CNN) in the source domain. We use the architecture from
the MNIST example of Keras2 with all hyperparameters fixed (nb epoch, step, minibatch) for all
comparisons. CNN are trained on nl = 104 samples and their test error rate is evaluated also on 104
independent target samples We first compute baselines with a CNN trained on source domain (fˆsnl)
and target domain (fˆ tnl ). This last approach is not domain adaptation since some labeled target data is
available to train a classifier but provides a reasonable performance on target for comparison. We
also compare the performance of OTDA with classifier fˆnl ◦ Tˆ−1 when Tˆ is estimated using Linear
(linear) and Convolutional (conv.) Monge Mapping estimation. The average classification error
on test over 20 Monte Carlo simulations (data sampling) with a varying n = n1 = n2 is reported
in Figure 5(right). We can see that the convolutional mapping quickly reaches the performance of
classifier fˆ tnl trained directly on target data. This might be due to a regularization effect coming from
the convolution operator Tˆ−1 to the data before classification that also seem to lead to a slightly
better final performance than fˆ tnl . The linear Monge mapping requires more samples for a proper
mapping (n ≥ 103) estimation but also reaches the best performance on target.
5 Conclusion
In this work, we provided the first concentration bound on the quality of a linear Monge mapping
when estimated from a discrete sampling. We have shown that this linear mapping can be estimated
from non-Gaussian distributions. We discussed the computational complexity of the linear Monge
mapping estimation and investigated a variant that leads to both a speedup and better estimation
when the data is a 1D/2D stationary signal which implies a convolutional mapping. This fundamental
results allowed us to prove the first bound for Optimal Transport Domain Adaptation [2] that actually
2Available at https://github.com/keras-team/keras/blob/master/examples/mnist_cnn.py
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converge to the Bayes risk for large number of samples. Finally we provided numerical experiments
that recover the theoretical bounds for both linear and convolutional mapping.
Future works will investigate the design and convergence of an applicable non-linear Monge mapping
estimated from finite distributions [17]. An approach would be to study the quality of the barycentric
mapping that has been used in practice [31, 2] and is known to converge weakly to the true Monge
mapping [8]. The study of the mapping estimation in the presence of additive noise is also an
interesting research direction related to Gaussian deconvolution [32]. Also note that the estimation of
a convolutional mapping between distributions of images opens the door for applications in image
processing and especially in astronomy where it could be used to estimate changes in the Point Spread
Function (filter) of a telescope or parameters of weak gravitational lensing [33].
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Supplementary material
6 Proof of Theorem 1
From now on, by abuse of notation, ‖ · ‖ will refer either to the l2-norm of a vector or the operator
norm of a matrix.
We first observe that
‖T (x)− Tˆ (x)‖ = ‖m2 − mˆ2 + (A− Aˆ)(x−m1 + Aˆ(m1 − mˆ1)‖
≤ ‖m2 − mˆ2‖+ ‖A− Aˆ‖‖x−m1‖+ ‖Aˆ‖‖mˆ1 −m1‖. (16)
6.1 Bounding ‖mˆj −mj‖, j = 1, 2.
Bounding ‖mˆj −mj‖, j = 1, 2 poses no particular difficulty. We have Xs d= Σ1/21 Z where Z ∈ Rp
is a sub-Gaussian random vector, that is, for any deterministic vector α, we have
E [exp(〈α,Zi〉)] ≤ exp
(‖α‖2
2
)
.
Note that
mˆ1 −m1 d= Σ1/21
1
n1
n1∑
i=1
Zi,
where Z1, . . . , Zn1 are independent distributed as Z. Theorem 2.1 in [34] gives for any t > 0, with
probability at least 1− e−t,
‖mˆ1 −m1‖2 ≤ ‖Σ1‖
n1
[
r(Σ1) + 2
√
r(Σ1)t+ 2t
]
(17)
A similar bound holds valid for Xt with Σ1 and n1 replaced by Σ2 and n2.
6.2 Bounding ‖A− Aˆ‖
We concentrate now on ‖A− Aˆ‖ that requires more work. We prove the following result.
Theorem 4. Let µ1 and µ2 be sub-Gaussian distributions with respective means and covariance
µj ,Σj , j = 1, 2. Assume that
C
√r(Σ1)
n1
∨ r(Σ1)
n1
∨
√
log(n1)
n1
 ≤ 1
2
min
{
1
κ(Σ1)
, 1,
λmin(Σ2Σ1)
‖Σ1‖‖Σ2‖ .
}
, (18)
for some sufficiently large numerical constant C > 0. Then we have with probability at least
1− e−t − 1n1 ,
‖Aˆ−A‖ . κ(Σ1)‖Σ2‖
λ
1/2
min(Σ1Σ2)
√r(Σ2)
n2
∨ r(Σ2)
n2
∨
√
t
n2
∨ t
n2

+
κ(Σ2)κ(Σ1)‖Σ2‖
λ
1/2
min(Σ
−1
2 Σ1)
√r(Σ1)
n1
∨ r(Σ1)
n1
∨
√
log n1
n1
 . (19)
Matrix geometric mean. We recall first some useful facts. The geometric mean of 2 positive
definite matrices is defined as
B#C := B1/2(B−1/2CB−1/2)1/2B1/2 = B(B−1C)1/2.
Note that for readability, in the remaining of this section, the # operator refers to the matrix geometric
mean and not to the pushforward operator # used in the main paper. The matrix geometric mean
satisfies
B#C = C#B
(B#C)−1 = B−1#C−1.
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Based on the last two displays, we deduce that
Aˆ−A = Σˆ−11 #Σˆ2 − Σ−11 #Σ2
= Σˆ−11 #Σˆ2 − Σˆ−11 #Σ2 + Σˆ−11 #Σ2 − Σ−11 #Σ2
= Σˆ−11 #Σˆ2 − Σˆ−11 #Σ2 + Σ2#Σˆ−11 − Σ2#Σ−11
= Σˆ−11 #Σˆ2 − Σˆ−11 #Σ2 + (Σ−12 #Σˆ1)−1 − (Σ−12 #Σ1)−1. (20)
Next we have by definition of the matrix geometric mean that
Σˆ−11 #Σˆ2 − Σˆ−11 #Σ2 = Σˆ−1/21
[
(Σˆ
1/2
1 Σˆ2Σˆ
1/2
1 )
1/2 − (Σˆ1/21 Σ2Σˆ1/21 )1/2
]
Σˆ
−1/2
1 .
Taking the operator norm, we get
‖Σˆ−11 #Σˆ2 − Σˆ−11 #Σ2‖ ≤ ‖Σˆ−1/21 ‖2‖(Σˆ1/21 Σˆ2Σˆ1/21 )1/2 − (Σˆ1/21 Σ2Σˆ1/21 )1/2‖.
Perturbation argument. We set B = Σˆ
1
2
1 Σ2Σˆ
1
2
1 and Bˆ = Σˆ
1
2
1 Σˆ2Σˆ
1
2
1 . Note that X = Bˆ
1/2−B1/2
is solution of XU + V X = W, with U = Bˆ1/2, V = B1/2, W = Bˆ − B. Then, we can apply
Lemma 2.1 in [35] to obtain the following bound:
‖X‖ ≤ 1
λmin(B1/2)
‖Bˆ −B‖. (21)
where λmin(A) is the minimum eigenvalue of symmetric matrix A.
Thus we get
‖X‖ ≤ 1
λmin(B1/2)
‖Σˆ1‖‖Σˆ2 − Σ2‖.
Combining the previous display with (21), we deduce that
‖Σˆ−11 #Σˆ2 − Σˆ−11 #Σ2‖ ≤
κ(Σˆ1)
λmin((Σˆ
1
2
1 Σ2Σˆ
1
2
1 )
1/2)
‖Σˆ2 − Σ2‖, (22)
where κ(A) = ‖A−1‖‖A‖ is the condition number of A.
We study now the second difference in the right-hand side of (20). In view of [36], we have
‖(Σ−12 #Σˆ1)−1 − (Σ−12 #Σ1)−1‖ ≤ ‖(Σ−12 #Σˆ1)−1‖‖(Σ−12 #Σ1)−1‖‖Σ−12 #Σˆ1 − Σ−12 #Σ1‖.
A similar reasoning to that yielding (22) gives us
‖Σ−12 #Σˆ1 − Σ−12 #Σ1‖ ≤
κ(Σ2)‖Σ2#Σˆ−11 ‖‖Σ2#Σ−11 ‖
λmin((Σ
−1/2
2 Σ1Σ
−1/2
2 )
1/2)
‖Σˆ1 − Σ1‖. (23)
Combining the last display with (20) and (22), we obtain
‖Aˆ−A‖ ≤ κ(Σˆ1)
λ
1/2
min(Σˆ
1
2
1 Σ2Σˆ
1
2
1 )
‖E2‖+ κ(Σ2)‖Σ2#Σˆ
−1
1 ‖‖Σ2#Σ−11 ‖
λ
1/2
min(Σ
−1/2
2 Σ1Σ
−1/2
2 )
‖E1‖. (24)
with E1 := Σˆ1 − Σ1 and E2 := Σˆ2 − Σ2.
We now need to control the following randon terms: κ(Σˆ1), λmin((Σˆ
1
2
1 Σ2Σˆ
1
2
1 )
1/2) and ‖Σ2#Σˆ−11 ‖.
To this end, we introduce the event
E1 =
{
‖Σ−11 E1‖ ≤
1
2
}
∩
{
‖E1‖ ≤ ‖Σ1‖
2
}
∩
{
‖E1‖ ≤ λmin(Σ2Σ1)
2‖Σ2‖
}
. (25)
We have on E1 that
‖Σˆ−11 − Σ−11 ‖ ≤ 2‖Σ−11 E1‖‖Σ−11 ‖,
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and consequently
‖Σˆ−11 ‖ ≤ 2‖Σ−11 ‖, ‖Σˆ1‖ ≤
3
2
‖Σ1‖.
Thus we have on E1 that
κ(Σˆ1) ≤ 3κ(Σ1)
and
‖Σ2#Σˆ−11 ‖ ≤ ‖Σ2‖1/2‖Σˆ−11 ‖1/2 ≤
√
2‖Σ2‖1/2‖Σ−11 ‖1/2.
Next, applying again Lemma 2.1 in [35], we get that∣∣∣λmin((Σˆ1/21 Σ2Σˆ1/21 )1/2)− λmin((Σ1/21 Σ2Σ1/21 )1/2)∣∣∣ ≤ 1
λ
1/2
min(Σ2Σ1)
‖Σ2E1‖.
Thus, we get on the event E1 that
λ
1/2
min(Σˆ
1/2
1 Σ2Σˆ
1/2
1 ) ≥
1
2
λ
1/2
min(Σ2Σ1).
Combining these facts with (24), we get
‖Aˆ−A‖ . κ(Σ1)
λ
1/2
min(Σ1Σ2)
‖E2‖+ κ(Σ2)‖Σ2‖‖Σ
−1
1 ‖
λ
1/2
min(Σ
−1
2 Σ1)
‖E1‖. (26)
Bounding ‖E1‖ and ‖E2‖. We apply now Theorem 2 in [37]. We obtain for any t > 0, with
probability at least 1− e−t,
‖E1‖ ≤ C‖Σ1‖
√r(Σ1)
n1
∨ r(Σ1)
n1
∨√ t
n1
∨ t
n1
 ,
and
‖E2‖ ≤ C‖Σ2‖
√r(Σ2)
n2
∨ r(Σ2)
n2
∨√ t
n2
∨ t
n2
 ,
for some sufficiently large numerical constant C > 0.
Taking t1 = 2 log n1 and using condition (18), we obtain the result.
6.3 Proof of Theorem 1
Now lets go back to the original problem. We have
‖T (x)− Tˆ (x)‖ ≤ ‖m2 − mˆ2‖+ ‖A− Aˆ‖‖x−m1‖+ ‖Aˆ‖‖mˆ1 −m1‖ (27)
Taking the expectation w.r.t. x ∼ µ1, we get
Ex∼µ1
[
‖T (x)− Tˆ (x)‖
]
≤ ‖m2 − mˆ2‖+ ‖A− Aˆ‖Ex∼µ1 [‖x−m1‖] + ‖Aˆ‖‖mˆ1 −m1‖
≤ ‖m2 − mˆ2‖+ ‖A− Aˆ‖E1/2x∼µ1
[‖x−m1‖2]+ ‖Aˆ‖‖mˆ1 −m1‖,
(28)
where we use Cauchy-Schwarz’s inequality in the last line.
Bounding ‖E1/2x∼µ1
[‖x−m1‖2] is a straightforward computation. We get
E1/2x∼µ1
[‖x−m1‖2] ≤ C‖Σ1‖1/2√r(Σ1),
for some numerical constant C > 0.
Under conditions (5), (6) with Theorem 4, we get that
‖Aˆ‖ ≤P ‖A‖+ ‖Aˆ−A‖ ≤ C
13
for some numerical constant C > 0.
Combining (17), Theorem 4 with conditions (5), (6), we get with probability at least 1− 3e−t − 1n1 ,
d(T, Tˆ ) ≤ C ′
√r(Σ2)
n2
∨
√
r(Σ1)
n1
∨
√
t
n1 ∧ n2 ∨
t
n1 ∧ n2
√r(Σ1), (29)
for some absolute constant C ′ > 0. Up to a rescaling of the constant, we can replace probability
1− 3e−t − 1n1 by 1− e−t − 1n1 .
7 Proof of theorem 2
In view of (11), we have
E(x,y)∼Pt
[
L(y, f ◦ Tˆ−1(x))
]
= E(x,y)∼Ps
[
L(y, f ◦ Tˆ−1(T (x)))
]
= E(x,y)∼Ps
[
L(y, f ◦ Tˆ−1(Tˆ (x)))
]
+ E(x,y)∼Ps
[
L(y, f ◦ Tˆ−1(T (x)))− L(y, f ◦ Tˆ−1(Tˆ (x)))
]
≤ E(x,y)∼Ps [L(y, f(x))] +MfMLE(x,y)∼Ps
[
‖Tˆ−1(T (x))− Tˆ−1(Tˆ (x))‖
]
(30)
≤ E(x,y)∼Ps [L(y, f(x))] +MfMLE(x,y)∼Ps
[
‖Â−1(T (x)− Tˆ (x))‖
]
≤ Rs(f) +MfMLE(x,y)∼Ps
[
‖Â−1‖‖T (x)− Tˆ (x)‖
]
≤ Rs(f) +MfML‖Â−1‖ d(T, Tˆ ), (31)
where the last two lines follows from the definition of Tˆ−1.
8 Proof of theorem 3
LetHK be a reproducing kernel Hilbert space (RKHS) associated with a symmetric nonnegatively
definite kernel K : Rd × Rd → R such that for any x ∈ Rd, Kx(·) = K(·, x) ∈ HK and
f(x) = 〈f(x),Kx〉HK for all f ∈ HK . See the seminal paper [38] for more details. Let Πs be the
marginal distribution of Xs and TK be the integral operator from L2(Πs) into L2(Πs) with square
integrable kernel K. Then it is known that the operator TK is compact, self-adjoint and its spectrum
is discrete. Let {λk}k≥1 be the eigenvalues of TK arranged in decreasing order and {φk} are the
corresponding L2(Πs)-orthonormal eigenfunctions. Then the RKHS-norm of any function f in the
linear span of {φk} can be written as
‖f‖2HK =
∑
k≥1
|〈f, φk〉L2(Πs)|2
λk
.
Set fs∗ = argminfRs(f). Assume that f∗ ∈ HK and ‖f∗‖HK ≤ 1. We consider the following
empirical risk minimization estimator:
fˆnl := argmin‖f‖HK≤1
1
nl
nl∑
i=1
l(Y li , f(X
l
i)). (32)
The performances of this procedure have been investigated in [27]. If we assume in particular that
λk  k−2β for some β > 1/2, then there exists a constant C > 0 such that with probability at least
1− e−t,
Rs(fˆn) ≤ Rs(fs∗ ) + C
(
n
−2β/(1+2β)
l +
t
nl
)
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Under the assumptions of Theorem 1, we have ‖Â−1‖ ≤P C for some numerical constant. Combin-
ing the previous display with (31) and Theorem 1, we get with probability at least 1− e−t − 1n1 ,
Rt(fˆnl ◦ Tˆ−1)−Rs(fs∗ ) . n−2β/(1+2β)l +
t
nl
+MfML
√r(Σ2)
n2
∨
√
r(Σ1)
n1
∨
√
t
n1 ∧ n2 ∨
t
n1 ∧ n2
√r(Σ1).
(33)
The final bound use the fact that with our assumption Rs(fs∗ ) = Rt(f
t
∗).
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