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1. Introduction
Vector addition systems (shortly, VAS), or equivalently Petri nets (e.g., [1]), are a fundamental model of computation,
which is more expressive than ﬁnite-state machines and less than Turing-powerful. Decidability and complexity of a variety
of problems have been extensively studied ([2] is a comprehensive survey).
A k-dimensional VAS consists of an initial vector of non-negative integers, and a ﬁnite set of vectors of integers, all of
dimension k. Let us call the initial vector axiom, and the other vectors rules. A computation can then be thought of as a
derivation: it starts with the axiom, and at each step, the next vector is derived from the current one by adding a rule. The
vectors of interest are the ones derived admissibly, i.e. at the end of a derivation which is such that none of the vectors
derived during it contains a negative entry.
Covering and boundedness are two central decision problems for VAS. The former asks whether a vector that is pointwise
greater than or equal to a given vector can be admissibly derived, and the latter asks whether the set of all admissibly
derived vectors is ﬁnite. In a landmark article [3], Rackoff showed that covering and boundedness for VAS are in ExpSpace,
matching Lipton’s lower bound of ExpSpace-hardness [4].2 Considering the expressively equivalent VAS with states (shortly,
VASS), Rosier and Yen reﬁned the proofs of Lipton and Rackoff to obtain almost matching lower and upper bounds in terms
of three parameters: the dimension, the binary size of the maximum absolute value of an entry in a rule, and the number of
states [5]. Lipton’s result was also extended by Mayr and Meyer to reversible Petri nets, which are equivalent to commutative
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polynomial in the size of the formula suﬃces for model checking the propositional linear-time μ-calculus on VASS, and
he obtained a matching lower bound already for LTL on BPP [7]. Further related developments include the identiﬁcation
by Atig and Habermehl of another path logic for Petri nets whose model checking problem is ExpSpace-complete [8], and
Demri’s proof of ExpSpace-membership of a generalised boundedness problem which subsumes reversal boundedness, place
boundedness, regularity and several other interesting problems for VASS [9].
The following is a natural extension of VAS: instead of linearly, computation proceeds from the leaves to the root of a
tree. For each node which is not a leaf, its vector is derived by summing the vectors derived at its children and adding a
rule vector.3 The same condition of admissibility applies, i.e. no derived vector may contain a negative entry. This model of
computation is branching VAS (shortly, BVAS).
In recent years, it has turned out that BVAS have interesting connections to a number of formalisms:
• BVAS correspond to a class of linear index grammars in computational linguistics [11,12];
• reachability (i.e. admissible derivability) for BVAS is decidable iff provability in multiplicative exponential linear logic is
decidable [13];
• Verma and Goubault-Larrecq have extended the computation of Karp and Miller trees [14] to BVAS, and used it to draw
conclusions about a class of equational tree automata which are useful for analysing cryptographic protocols [15];
• if ﬁrst-order logic with 2 variables on ﬁnite data trees (which has applications to the XPath query language for XML) is
decidable, then so is reachability for BVAS [16].
Covering and boundedness for BVAS are decidable easily using the branching extension of Karp and Miller’s procedure
[15]. However, the resulting algorithms do not operate in primitive recursive time or space, even in the linear case [17].
The main results we report are that, by switching from VAS to BVAS, covering and boundedness move two notches up
the complexity hierarchy, to 2ExpTime-complete.
For the 2ExpTime-memberships, consider the following simple-minded idea for transferring knowledge about VAS deriva-
tions to the branching case:
Every simple path from a leaf to the root in a BVAS derivation is a VAS derivation.
We show that the idea can give us mileage, but only after the following new insight, which is needed because the sub-
derivations that grow off the simple path and hence contribute summands to it make the resulting VAS contain rules with
unbounded positive entries.
For VAS, we can obtain similar upper bounds to Rackoff ’s, but which depend only on the dimension and the minimum negative
entry in a rule, i.e. not on the maximum positive entry in a rule.
The insight is at the centre of our proofs. In the case of covering, we show it essentially by inspecting carefully a proof
of Rackoff, but in the case of boundedness, it relies on proving a new result on small solutions of integer programming
problems, which extends a classical theorem of Borosh and Treybig and may also be a contribution of wider interest. To
complete the proofs of the 2ExpTime-memberships, we provide arguments for reducing the heights of appropriate BVAS
derivations to at most doubly-exponential, and for why resulting small witnesses can be guessed and veriﬁed by alternating
Turing machines in exponential space.
To obtain 2ExpTime-hardness for covering and boundedness for BVAS, we extend the proof of Lipton to show that com-
putations of alternating machines of size N with counters bounded by 22
N
can be simulated in reverse by BVAS of size
O (N2). Although universal branchings of alternating counter machines copy counter valuations whereas BVAS sum vectors
derived at children nodes, the inner workings of Lipton’s construction enable us to add a bit of machinery by which the
BVAS can simulate the copying. We remark that, as is the case with Lipton’s result, the lower bound is shown already for
BVAS whose rules contain only entries −1, 0 or 1.
After ﬁxing notations and making some preliminary observations in the next section, that covering and boundedness are
in 2ExpTime is shown in Sections 3 and 4, respectively. We then argue in Section 5 that both problems are 2ExpTime-hard.
2. Preliminaries
Numbers, vectors and matrices We write N+ , N and Z for the sets of all positive, non-negative and arbitrary integers,
respectively. Since we shall only work with integers, let the open interval (a,b) denote (a,b) ∩ Z, and analogously for
half-open and closed intervals.
Given a dimension k ∈N, let 0 denote the zero vector and, for each i ∈ [1,k], ei denote the ith unit vector. For v,w ∈ Zk
and B ∈ Z, we write:
3 A different branching extension of VAS was used by Urquhart [10].
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• supp(v) for the set of all i ∈ [1,k] such that v(i) = 0;
• vw iff v(i)w(i) for all i ∈ [1,k], and v< w iff vw and v =w;
• min(B,v) for the vector 〈min{B,v(1)}, . . . ,min{B,v(k)}〉, and analogously for max;
• v− for the vector −min(0,v), and v+ for the vector max(0,v).
For v ∈ Nk , let max(v) = max{v(1), . . . ,v(k)}, where in case k = 0, we have max(〈〉) = max∅ = 0. For ﬁnite R ⊆ Zk , let
max(R−/+) denote max{max(r−/+): r ∈ R}, respectively.
Let Sk×n denote the set of all matrices with k rows, n columns and entries from S . Conveniently albeit slightly eccentri-
cally, we use −i for an index i to denote all rows or columns other than the ith, and • to denote all rows or columns. For
example, Ai• is row i of A, and A•(− j) is A with column j removed.
Trees A ﬁnite binary tree T , which may contain nodes with one child, is a non-empty ﬁnite subset of {1,2}∗ such that, for
all n ∈ {1,2}∗ and i ∈ {1,2}, n · 2 ∈ T implies n · 1 ∈ T , and n · i ∈ T implies n ∈ T . The nodes of T are its elements. The
root of T is ε, the empty word. All notions such as parent, ﬁrst child, second child, subtree and leaf, have their standard
meanings. The height of T is the length, i.e. the number of nodes, of the longest simple path from the root to a leaf.
BVAS The systems we deﬁne are equivalent to the branching vector addition systems with states [15] and the vector
addition tree automata [13,16]. To simplify our technical life, we work with stateless systems. In the linear case, it is
well known that states can be eliminated in logarithmic space, e.g. by adding the number of states to the dimension. For
branching systems, the same is true, but computation steps that join two vectors by addition need to be generalised so
that a vector from a ﬁxed ﬁnite set (which may contain negative entries) is added also. Since we are not studying the
systems as recognisers of languages, we do not have to work with alphabets either. Another simpliﬁcation which costs only
a logarithmic amount of space is in relation to the VATA [13], where branching up to a ﬁxed ﬁnite arity was permitted.
Hence, adopting a proof-theoretic terminology like that of Verma and Goubault-Larrecq [15], a system will consist of ﬁnite
sets of axioms, unary rules and binary rules, all of which are simply integral vectors. The unary rules are present for easy
compatibility with the linear case.
Let a branching vector addition system (BVAS) be a tuple B = 〈k, A0, R1, R2〉, where:
• k ∈N is the dimension;
• A0 ⊆Nk is a non-empty ﬁnite set of axioms;
• R1, R2 ⊆ Zk are ﬁnite sets of unary and binary rules, respectively.
A derivation starts with a number of integral vectors, proceeds by applying the rules, and ﬁnishes with a single vector.
Applying a unary rule means adding it to a derived vector, and applying a binary rule means adding it to the sum of two
derived vectors. For a vector to be considered produced by the system, it needs to be derived by a derivation which starts
with the axioms and whose derived vectors are all non-negative.
Formally, a derivation of B is a labelling D : T → Zk such that:
• T is a ﬁnite binary tree;
• if n has one child in T , then D(n) ∈ R1;
• if n has two children in T , then D(n) ∈ R2.
The vectors that are derived at every node are obtained recursively as follows:
• if n is a leaf in T , then D̂(n) =D(n);
• if n has one child n′ in T , then D̂(n) =D(n) + D̂(n′);
• if n has two children n′ and n′′ in T , then D̂(n) =D(n) + D̂(n′) + D̂(n′′).
Now, we say that D:
• is initialised iff, for each leaf n of T , we have D(n) ∈ A0;
• is admissible iff, for each node n of T , we have D̂(n) ∈Nk;
• derives D̂(ε), which is the vector derived at the root.
For v ∈Nk , we say that B produces v iff some initialised admissible derivation of B derives v.
Substitutions and contractions For ﬁnite binary trees T and T ′ , and a node n of T , let T [n ← T ′] denote the tree obtained
by replacing with T ′ the subtree of T rooted at n. To extend the notation to derivations, for D : T → Zk and D′ : T ′ → Zk ,
and a node n of T , let D[n ←D′] : T [n ← T ′] → Zk denote the derivation obtained by replacing with D′ the subderivation
of D rooted at n. Observe that the vector derived at node n† in D[n ←D′] is:
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• D̂(n†) − D̂(n) + D̂′(ε), if n† is an ancestor of n;
• D̂(n†), otherwise.
When D′ has only one leaf n, we write D;D′ instead of D′[n ←D].
For a derivation D and its nodes n and n′ such that n is an ancestor of n′ , we write D[n ← n′] instead of D[n ←D′],
where D′ is the subderivation of D rooted at n′ . We call such substitutions contracting. For two derivations D† and D‡, we
say that D‡ is a contraction of D† iff D‡ is obtained from D† by a ﬁnite sequence of contracting substitutions.
VAS The classical vector addition systems can be deﬁned as BVAS of the form V = 〈k, {a}, R,∅〉, i.e. with one axiom and no
binary rules. We may write them as just 〈k,a, R〉.
All the deﬁnitions for BVAS apply to VAS, but they simplify. For each derivation D : T → Zk , its underlying tree T is a
sequence.
Restrictions and bounds For k-dimensional X , and I ⊆ [1,k], we write X(I) for the “restriction of X to the set of places I”,
e.g.: v(I) is the vector obtained from v by removing the entries in places outside of I; 〈k,a, R〉(I) is the |I|-dimensional
VAS obtained from 〈k,a, R〉 by replacing a with a(I), and by replacing every rule r ∈ R with r(I); and D(I) is the derivation
obtained from D by replacing, for every node n, the label D(n) of n with D(n)(I).
For v ∈ Zk and B ∈N, we say that v is B-bounded iff v ∈ [0, B − 1]k . We regard a derivation B-bounded iff all the vectors
derived at its nodes are B-bounded. Thus, B-boundedness implies admissibility.
For a k-dimensional vector or derivation X , and I ⊆ [1,k], we say that X is I–B-bounded iff X(I) is B-bounded.
Decision problems We study the complexity of the following problems. As is standard, the input sizes are with respect to
binary representations of integers.
Covering Given a BVAS B and a non-negative vector t of the same dimension, does B produce some v such that v t?
Boundedness Given a BVAS, is the set of all vectors that it produces ﬁnite?
Theorem 1. (See [4,3].) Covering and boundedness for VAS are ExpSpace-complete.
Theorem 2. (See [15].) Covering and boundedness for BVAS are decidable.
3. Upper bound for the covering problem
We say that a derivation D of a BVAS B is a covering of a vector t iff the vector that D derives is at least t, i.e. D̂(ε) t.
Thus, the covering problem asks whether there exists an initialised admissible covering.
For VAS, Rackoff [3] established ExpSpace-membership of the covering problem by showing that, if an initialised ad-
missible covering exists, then there must exist one of at most doubly-exponential length. Such a “short” covering can be
guessed and veriﬁed in non-deterministic exponential space, and determinism is regained by Savitch’s Theorem.
More precisely, Rackoff proved:
Lemma 3. (See [3, Section 3].) If a VAS 〈k,a, R〉 has an initialised admissible covering of t ∈Nk, then it has one whose length is at most
2(3L)
k+1
, where L = max{size(R), size(t)}.
Now, consider the following proof scheme for showing that, if a k-dimensional BVAS B has an initialised admissible
covering D of t, then it has one of at most doubly-exponential height:
(i) If D has an excessively high leaf n, let V be the VAS whose axiom is D(n) and whose rules R are all the vectors:
• D(n′), such that n′ is on the path π from n to the root, and has one child;
• D(n′) + D̂(n′′), such that n′ is on π , and n′′ is a child of n′ not on π .
Hence, the sequence obtained from π by relabelling the nodes with two children as speciﬁed is a derivation D† of V .
The vectors derived along D† are the same as the vectors derived along π in D, so D† is an initialised admissible
covering of t.
(ii) By Lemma 3, V has an initialised admissible covering D‡ of t with length at most 2(3L)k+1 , where L = max{size(R),
size(t)}.
(iii) Let D′ be a derivation of B obtained from D‡ by undoing the linearisation done in (i), i.e. by unfolding each rule in D‡
which is not a unary rule of B into a binary rule of B and a subderivation of D. It is straightforward to check that D′
is also an initialised admissible covering of t. We repeat from (i) with D′ instead of D, until there are no excessively
high leaves.
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• Since the deﬁnition of R in (i) involves adding derived vectors (the ones at the nodes one edge away from the path π ),
we have no bound on size(R) in terms of size(B) and size(t), and therefore neither on L in (ii).
• Even if we obtain a bound on L, Lemma 3 gives us no guarantees about the shape of D‡ in (ii) in relation to the shape
of D†. Hence, although the length of D‡ is bounded, we are not able to deduce that, after the unfolding in (iii), D′ has
fewer excessively high leaves than D.
The key to overcoming both obstacles is observing that, essentially, Rackoff’s proof of Lemma 3 shows more than is stated
in that result. Firstly, any initialised admissible covering has a contraction which is a short initialised admissible covering,
and secondly, the length of the latter is bounded by the sizes of the target vector and only the negative entries in the rules
of the VAS. More precisely, we have:
Lemma 4. If a VAS 〈k,a, R〉 has an initialised admissible covering D of t ∈Nk, then it has one which is a contraction of D and whose
length is at most (max(R−) +max(t) + 2)(3k)! .
Proof. Although this is a reworking of the proof of Lemma 3, we present it in detail to show exactly how the new conclu-
sions are obtained.
For an initialised admissible covering D of t ∈ Nk in a VAS 〈k,a, R〉, let m(D, t, 〈k,a, R〉) be the smallest length of a
contraction of D that is also an initialised admissible covering of t in 〈k,a, R〉. Trivially, m(D, t, 〈k,a, R〉) is at most the
length of D. For L,k ∈N, we then let:
ML(k) = sup
{
m
(D, t, 〈k,a, R〉): D is an initialised admissible covering of t ∈Nk in VAS 〈k,a, R〉, and
max
(
R−
)+max(t) L}.
The set of tuples (D, t, 〈k,a, R〉), over which the supremum of the m(D, t, 〈k,a, R〉) values is taken in the deﬁnition of ML(k),
is always inﬁnite, and hence it is not a priori clear that the number ML(k) is well deﬁned. The following lemma implies
that, and it paves the way to an easy inductive proof of Lemma 4.
Lemma 5. For all L ∈N, the following inequalities hold:
ML(k)
{
1 if k = 0,
(L · ML(k − 1))k + ML(k − 1) if k 1.
Proof. The case when k = 0 is trivial. For every k 1, it is suﬃcient to prove that for every initialised admissible covering D
of t ∈Nk in a VAS 〈k,a, R〉, where max(R−) +max(t) L, the following inequality holds:
m
(D, t, 〈k,a, R〉) (L · ML(k − 1))k + ML(k − 1). (1)
Let B = ML(k − 1) · max(R−) + max(t). We consider the following two cases: (a) D is B-bounded, and (b) D is not B-
bounded.
Assume that D is B-bounded. Note that if D̂(n) = D̂(n′) and n′ precedes n, then the derivation D[n ← n′] obtained
by the contracting substitution is also an initialised B-bounded covering of t. By performing such substitutions repeatedly,
then we will eventually obtain a contraction of D that is an initialised B-bounded covering of t, and such that the vectors
derived at its nodes are mutually distinct; the length of such a derivation is clearly at most Bk . We have now proved (1) in
case (a) because
Bk = (ML(k − 1) ·max(R−)+max(t))k  (L · ML(k − 1))k,
where the inequality follows from the assumption that max(R−) +max(t) L.
We now handle case (b), i.e., when D is not B-bounded. In this case there are derivations: D1 in the VAS 〈k,a, R〉,
and D2 in the VAS 〈k, D̂1(ε), R〉, such that:
• D =D1;D2,
• D1 is B-bounded except for the vector D̂1(ε) derived at its last node,
• D̂1(ε) is not B-bounded because there is a place i ∈ [1,k] such that D̂1(ε)(i) B .
Observe that, as in case (a), we can choose a contraction D′1 of D1 that is an initialised derivation of D̂1(ε), B-bounded
except for the vector derived at its last node, and of length at most Bk + 1. Moreover, letting I = [1,k] \ {i}, note that D2(I)
is an initialised admissible covering of t(I) in the VAS 〈k, D̂1(ε), R〉(I), and hence there is a contraction D′2 of D2 such thatD′ (I) is also an initialised admissible covering of t(I), and of length at most ML(|I|) = ML(k − 1).2
28 S. Demri et al. / Journal of Computer and System Sciences 79 (2013) 23–38Observe that D′1;D′2 is a contraction of D, and that it is of length at most
Bk + ML(k − 1)
(
L · ML(k − 1)
)k + ML(k − 1).
In order to establish (1) in case (b) we argue that D′1;D′2 is an initialised admissible covering of t in 〈k,a, R〉. It suﬃces to
prove that for every node n in D′2, we have D̂′2(n)(i) t(i) 0. This follows from
D̂′1(ε)(i) = D̂1(ε)(i) B 
(
ML(k − 1) − 1
) ·max(R−)+max(t),
and the number of applications of rules in D′2 being at most ML(k − 1) − 1. 
Now, to prove Lemma 4, we show by induction on k ∈N that M(k) (3k)! , where  = max(R−) +max(t) + 2. The base
case, when k = 0, is trivial.4 If we assume M(k − 1) (3(k−1))! then we have:
M(k)
(
 · M(k − 1)
)k + M(k − 1) ( · M(k − 1))k+1  (1+(3(k−1))!)k+1  (3k)!,
where the ﬁrst inequality holds by Lemma 5, the second is true because   2, and the third follows from the inductive
hypothesis. 
We are now in a position to show that, indeed, if a given BVAS has an initialised admissible covering of a given vector
of non-negative integers, then it has one of at most doubly-exponential height. Although that is all that is required in this
article, we can easily infer a little more:
Lemma 6. If a BVAS 〈k, A0, R1, R2〉 has an initialised admissible coveringD of t ∈Nk, then it has one which is a contraction ofD and
whose height is at most (max((R1 ∪ R2)−) +max(t) + 2)(3k)! .
Proof. We follow the scheme in (i)–(iii) for B = 〈k, A0, R1, R2〉, with “excessively high” replaced by “of height more than
(max((R1 ∪ R2)−) +max(t) + 2)(3k)!”, and with the application of Lemma 3 in (ii) replaced by an application of Lemma 4.
Let D, n, V = 〈k,D(n), R〉 and D† be as in (i). Since D is admissible, we have that, in particular for all nodes n′′ that are
one edge away from the path π from n to the root, D̂(n′′) 0. Hence, max(R−)max((R1 ∪ R2)−), and so by Lemma 4,
V has an initialised admissible covering D‡ of t, which is a contraction of D† and whose length is at most(
max
(
R−
)+max(t) + 2)(3k)!  (max((R1 ∪ R2)−)+max(t) + 2)(3k)!.
As outlined in (iii), D‡ can be unfolded into an initialised admissible covering D′ of t in B. By taking care that, for each
node in D‡ that corresponds to a node n′ in D with a child n′′ not on the path π , the unfolding is performed so that the
subderivation of D rooted at n′′ is attached on the same side as n′′ is in relation to π , we obtain D′ which is in addition a
contraction of D.
Let n′ be the leaf of D′ that was obtained from the unique leaf of D‡. The height of n′ equals the length of D‡, so it is
not excessively high. By the properties of D′ , there is an injection ι from the leaves of D′ to the leaves of D which does not
decrease heights and such that ι(n′) = n. Since the height of n is excessively high, we conclude that D′ has fewer excessively
high leaves than D, as required. 
Therefore, to decide the covering problem, it suﬃces to search for an initialised admissible covering of at most doubly-
exponential height. Note, however, that the size of a binary tree of doubly-exponential height can be triply exponential,
and hence vectors derived in a derivation of doubly-exponential height may contain triply-exponential entries. In order to
prove the main result of this section, i.e., that the covering problem for BVAS is in 2ExpTime, we need to avoid having to
manipulate such large numbers. That is achieved by our next result, Proposition 7, which shows that whether a derivation
is admissible and a covering can be veriﬁed accurately with arithmetic where values that are not less than a suﬃciently
large bound B are replaced by ∞.
Let us ﬁrst, for integral a and B , denote by aB the B-truncation of a:
aB =
{
a if a < B,
∞ otherwise.
For an integral vector v, we deﬁne its B-truncation vB pointwise. We then let, for a derivation D : T → Zk , its B-derived
vectors D̂B(n) be obtained by B-truncating its derived vectors and propagating ∞ entries along all simple paths to the root,
as follows. Here, the B-truncation of ∞ is ∞, and sums that contain ∞ evaluate to ∞:
4 Recall that 0! = 1.
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• if n has one child n′ in T , then D̂B(n) =D(n) + D̂B(n′)B ;
• if n has two children n′ and n′′ in T , then D̂B(n) =D(n) + D̂B(n′) + D̂B(n′′)B .
Proposition 7. Suppose B = 〈k, A0, R1, R2〉 is a BVAS, t ∈ Nk, D is a derivation in B of height at most H, and B  H · max((R1 ∪
R2)−) +max(t). ThenD is an admissible covering of t iff, for each node n inD, D̂B(n) 0, and D̂B(ε) t.
Proof. That D being admissible and a covering of t implies D̂B(n)  0 for all n and D̂B(ε)  t is trivial, since for each n
and i, D̂B(n)(i) either equals D̂(n)(i) or is ∞.
For the other direction, it suﬃces to consider n and i such that D̂B(n)(i) = ∞. We can also assume (∗) that D̂(n′)(i) 0
has been shown for all descendents n′ of n. Since ∞ entries propagate pointwise towards the root, there must exist n†
which is either n or a descendent of n, such that D̂B(n†)(i) = ∞, and which does not have a descendent with the same
property. From the deﬁnition of B-derived vectors, we have that D̂(n†)(i)  B . Recalling the assumption (∗) and that the
number of additions of a rule of B along the simple path from n† to n is less than H , we have
D̂(n)(i) D̂(n†)(i) − H ·max((R1 ∪ R2)−) B − H ·max((R1 ∪ R2)−)max(t) t(i) 0,
as required. 
Theorem 8. Covering for BVAS is in 2ExpTime.
Proof. Let B = 〈k, A0, R1, R2〉 be a BVAS and t ∈Nk . Let N = size(B) + size(t). If
 = max((R1 ∪ R2)−)+max(t) + 2
then  2N , and without any loss of generality we can assume that 3k N .
Lemma 6 implies that if there is an initialised admissible covering of t in B then there is one of height at most (3k)! 
(2N )N!  22C1N logN , for some constant C1 > 1. If we set H = 22C1N logN and B = H2, then from Proposition 7 it follows that in
order to establish existence of an initialised admissible covering of t in B, it suﬃces to:
• guess an initialised derivation D in B of height at most H ;
• guess the B-derived vectors at all nodes in D, and for every node and its children, verify that they satisfy the equations
deﬁning B-derived vectors, and that they are non-negative;
• verify that the B-derived vector at the root covers t.
We argue that the guessing and veriﬁcation of such a structure can be carried out by an alternating Turing machine with
exponential space, and hence the covering problem is in 2ExpTime [18]. The alternating Turing machine starts at the root of
the derivation, it uses non-deterministic states to guess the rules labelling the current node and its children, and their B-
derived vectors, and it uses universal states to proceed with the guessing and veriﬁcation process to both children (for nodes
labelled by binary rules) in parallel. All those tasks can indeed be carried out by a Turing machine with only exponential
space because it can represent—in binary—and manipulate numbers of doubly-exponential magnitude. 
We remark that, for BVAS whose dimension is ﬁxed, covering is in ExpTime. That follows from the proof of Theorem 8,
where if k is ﬁxed then H and B are only singly exponential in N , so polynomial space suﬃces for the alternating Turing
machine.
4. Upper bound for the boundedness problem
Let us say that a derivation D is self-covering iff, for some node n, the vector derived at n is less than or equal to the
one at the root, and less in at least one place, i.e. D̂(n) < D̂(ε).
The following fact tells us that boundedness is equivalent to non-existence of an initialised admissible self-covering
derivation. The “if” part is easy. The “only if” part was inferred by Verma and Goubault-Larrecq, using the properties of their
extension of Karp and Miller’s procedure.
Theorem 9. (See [15].) A BVAS produces inﬁnitely many vectors iff it has an initialised admissible self-covering derivation.
In the simpler setting of VAS, to conclude that boundedness is in ExpSpace, Rackoff showed that if an initialised admis-
sible self-covering derivation exists, then there exists one of at most doubly-exponential length:
Lemma 10. (See [3, Section 4].) If a VAS V = 〈k,a, R〉 has an initialised admissible self-covering derivation, then it has one whose
length is at most 22
C2 L log L , where L = size(R) and C2 is some constant.
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B = 〈k, A0, R1, R2〉 has an initialised admissible self-covering derivation D, then it has one of at most doubly-exponential
height:
(I) Let node n be such that D̂(n) < D̂(ε), and pick a simple path π in D which is from a leaf to the root and passes
through n. Let V be the VAS deﬁned as in (i) in Section 3, i.e. its axiom is the label of the leaf of π and its rules R are
obtained by linearising the binary rules on π . Thus, V has a derivation D† whose sequence of derived vectors is the
same as the sequence of derived vectors along π in D. In particular, D† is initialised, admissible and self-covering.
(II) By Lemma 10, V has an initialised admissible self-covering derivation D‡ whose length is at most 22C2 L log L , where
L = size(R).
(III) Let D′ be a derivation of B obtained from D‡ by undoing the linearisation done in (I), as in (iii) in Section 3, and let
π ′ be the path in D′ that is from a leaf to the root and corresponds to D‡. It is straightforward to check that D′ is also
initialised, admissible and self-covering.
(IV) Let H be the length of π ′ , which equals the length of D‡. For each node n′ that is one edge away from π ′ in D′ (i.e.,
that was attached in (III)), the subderivation of D′ rooted at n′ is an initialised admissible covering of min((H − 1) ·
max(R−) + 1, D̂′(n′)). By Lemma 6, B has an initialised admissible covering D∗n′ of the same vector, whose height is at
most
(
max
(
(R1 ∪ R2)−
)+max(min((H − 1) ·max(R−)+ 1, D̂′(n′)))+ 2)(3k)!

(
max
(
(R1 ∪ R2)−
)+ (H − 1) ·max(R−)+ 3)(3k)!  (H ·max((R1 ∪ R2)−)+ 3)(3k)!.
Let D′′ be obtained from D′ by performing each substitution [n′ ←D∗n′ ]. The threshold (H − 1) · max(R−) + 1 is such
that D′′ is still admissible and self-covering, certainly it is still initialised, and H + (H ·max((R1 ∪ R2)−)+3)(3k)! bounds
its height.
Of course, we have the same problem as the ﬁrst one in Section 3: we have no bound on size(R) in terms of size(B),
and therefore neither on H in (IV). Seeking therefore a reﬁnement of Lemma 10, we ﬁnd that the key ingredient in its proof
is:
Lemma 11. (See [3, Lemma 4.5].) SupposeV = 〈k,a, R〉 is a VAS, I ⊆ [1,k] and B > 1. IfV has an initialised I–B-bounded self-covering
derivation, then it has one whose length is at most B(size(R))
C
3 , where C3 is some constant.
In turn, at the centre of the proof of Lemma 11, Rackoff invokes the following theorem of Borosh and Treybig on small
solutions of integer linear programming problems. Recall that the interval notations denote sets of integers.
Theorem 12. (See [19].) Let A ∈ (−m,m)k×n and b ∈ (−m,m)k, where k,n,m ∈N. If there exists x ∈Nn such that Ax b, then there
exists y ∈ [0, (max{n,m})C4k]n such that Ay b, where C4 is some constant.
When we examine feeding a VAS 〈k,a, R〉 for which we have a bound on max(R−) but not on max(R+) into Rackoff ’s
proof of Lemma 11, we discover that Theorem 12 is invoked for bounded k, unbounded n, A whose entries are bounded
below but not above, and b whose entries are bounded above but not below. Surprisingly, this is where we can make
progress. We now show that, if we can afford roughly one exponential more, small solutions exist for A and b which are
only one-sidedly bounded by m. Moreover, the number of non-zero entries in the small solutions and their values are
bounded only in terms of k and m.
Theorem 13. Let A ∈ (−m,∞)k×n and b ∈ (−∞,m)k, where k,n,m ∈ N. If there exists x ∈ Nn such that Ax  b, then there exists
y ∈ [0, L]n such that |supp(y)| L and Ay b, where L =m2C5k2 and C5 is some constant.
In order to reformulate Theorem 13 so that it becomes amenable to a proof by induction on k (cf. Lemma 15), we
deﬁne Fk(m), for all integers k 1 and m 2, by:
Fk(m) =
{
m if k = 1,
(Fk−1(2m))4C4k
2
if k > 1,
where C4 is the constant from Theorem 12, which we can assume is at least 1.
Proposition 14. For all integers k 1 and m 2, we have Fk(m)m(4C4)
k ·(2k)! .
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m(4C4)
k−1·(2(k−1))! for all integers m 2, then we have:
Fk(m) =
(
Fk−1(2m)
)4C4k2  ((2m)(4C4)k−1·(2(k−1))!)4C4k2 m(4C4)k·(2k)!,
where the equality holds by the deﬁnition of Fk(m), and the ﬁrst inequality by the inductive hypothesis. 
Observe that there is a constant C5 such that, for all integers k  1 and m  2, we have Fk(m)m(4C4)
k ·(2k)! m2C5k
2
.
Hence, and since Theorem 13 is true trivially when k = 0 or m 1, Theorem 13 follows from the following lemma.
Lemma 15. Let A ∈ (−m,∞)k×n and b ∈ (−∞,m)k, where k 1 andm 2. If there exists x ∈Nn such that Ax b, then there exists
y ∈ [0, Fk(m)]n such that |supp(y)| Fk(m) and Ay b.
Proof. We can assume without any loss of generality that, for each j ∈ [1,n], there exists x ∈ Nn such that Ax  b and
x( j) 1. Otherwise, consider A′ = A•(− j) , where there exists no x ∈Nn such that Ax b and x( j) 1.
The proof is by induction on k. First we consider the base case when k = 1. If b 0 then Ay b for y = 0. If, however,
b > 0 then the existence of x ∈ Nn such that Ax  b implies that there must be i ∈ [1,n] such that A(1, i) > 0. Then, we
have Ay b for y=m · ei .
For the inductive step we consider the following three cases. Essentially, if either b contains a large negative entry or A
contains a large positive entry, then we remove that row of A and argue by the inductive hypothesis and the largeness of
the entry. Otherwise, we have a lower bound for all entries of b and an upper bound for all entries of A, and we invoke
Theorem 12.
Case 1: There exists i ∈ [1,k] such that b(i)  −m · (Fk−1(m))2 . Let A′ = A(−i)• and let b′ = b−i . By the inductive hypoth-
esis, there exists y ∈ [0, Fk−1(m)]n—and hence y ∈ [0, Fk(m)]n—such that |supp(y)|  Fk−1(m) < Fk(m) and A′y  b′ . The
assumption that A(i, j) > −m for all j ∈ [1,n] then implies that Ai•y > −m · (Fk−1(m))2  b(i), and hence we have Ay b.
Case 2: There exist i ∈ [1,k] and j ∈ [1,n] such that A(i, j)  2m · (Fk−1(2m))2 , and there exists x ∈ Nn such that Ax  b and
x( j) 1. Let A′ = A(−i)• , let b′ = b−i , and let b′′ = b′ − A(−i) j . Note that A′(x− e j) b′′ and that, since x( j) 1, we have
x − e j ∈ Nn . Observe also that b′′ ∈ (−∞,2m)k−1 and hence, by the inductive hypothesis, there exists y ∈ [0, Fk−1(2m)]n
such that |supp(y)| Fk−1(2m) and A′y b′′ .
Let z = y+ e j . Note that then z ∈ [0, Fk−1(2m) + 1]n ⊆ [0, Fk(m)]n and |supp(y)| Fk−1(2m) + 1 Fk(m), and hence we
only need to establish that Az b. We have:
(Az)(i) = Ai•(y+ e j) A(i, j) −m ·
(
Fk−1(2m)
)2 m · (Fk−1(2m))2 m b(i),
where the ﬁrst inequality follows from A ∈ (−m,∞)k×n , from y ∈ [0, Fk−1(2m)], and from |supp(y)|  Fk−1(2m); and the
second inequality follows from the assumption that A(i, j) 2m · (Fk−1(2m))2. Moreover, we have:
(Az)−i = A′(y+ e j) = A′y+ A(−i) j  b′′ + A(−i) j = b′ = b−i .
Case 3: Neither Case 1 nor Case 2 applies. Observe that, in this case, every column of A is in [−m,2m · (Fk−1(2m))2]k , and
b ∈ [−m · (Fk−1(m))2,m]k . The number of distinct columns of A is therefore at most (3m · (Fk−1(2m))2)k  (Fk−1(2m))4k ,
and so without loss of generality we may assume n  (Fk−1(2m))4k . By Theorem 12, there exists y ∈ [0, Fk−1(2m)4C4k2 ]n =
[0, Fk(m)]n such that |supp(y)| (Fk−1(2m))4k  Fk(m) and Ay b. 
Having proved Theorem 13, we can use it to obtain a revision of Lemma 11, where the dependence of the bound on the
size of the set of rules is replaced by dependences on the minimum negative entry in a rule and the dimension. The price
to pay is that the revised bound is doubly exponential in the dimension.
Lemma 16. Suppose V = 〈k,a, R〉 is a VAS, I ⊆ [1,k] and B > 1. If V has an initialised I–B-bounded self-covering derivation, then it
has one of length at most ((max(R−) + 1) · B)2C6k2 , where C6 is some constant.
Proof. Let d = |I|, and let D be a minimal (i.e., shortest) initialised I–B-bounded self-covering derivation. By the self-
covering property of D, we can decompose it as D1;D2, where D1 and D2 are I–B-bounded derivations, the vector D̂1(ε)
derived at the last node of D1 is the label of the ﬁrst node of D2, and is less than the vector D̂2(ε) derived at the last node
of D2. By the minimality of D, the length of D1 is at most Bd  Bk (cf. the proof of Lemma 5).
We claim that the length of D2 is at most(
Bk + 1)2 + Bk · (((max(R−)+ 1) · (Bk + 1)2)2)2C5k2 ,
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Bk + (Bk + 1)2 + Bk · (((max(R−)+ 1) · (Bk + 1)2)2)2C5k2  ((max(R−)+ 1) · B)2C6k2 ,
where C6 is some constant.
The argument for the claim follows Rackoff ’s proof of Lemma 11, except that it uses Theorem 13 instead of Theorem 12.
We therefore skip some details that are the same as in the original.
The following notions will be useful, where D′ is a derivation of V :
• a segment of D′ , from a node n to a node n′ , is a derivation D† whose ﬁrst node (i.e., leaf) is labelled by D̂′(n) and
whose remaining nodes are labelled by the sequence of rules in D′ from node n′′ to node n′ , where n′′ is next after n;
• the effect of D′ , written (D′), is the sum of its rules, which equals the difference between its last and ﬁrst derived
vectors;
• D′ is an I-loop iff (D′)(I) = 0;
• D′ is a simple I-loop iff it is an I-loop and no proper segment of it is an I-loop;
• a segment D† of D′ from n to n′ is a light I-loop iff it is an I-loop and, for every node n′′ in the interior of the segment,
there exists n′′′ outside of the interior such that D̂′(n′′)(I) equals D̂′(n′′′)(I);
• deleting a segment of D′ , which is from n to n′ , results in the contraction D′[n′ ← n];
• inserting a derivation D† of V into D′ at a node n inserts the sequence of rules in D† immediately after n in D′ (the
ﬁrst node of D† is irrelevant).
The rest of the proof consists of three stages: analysing D2 to obtain a solution to a certain integer programming
problem, applying Theorem 13 to get a small solution to the same problem, and synthesising from the small solution a
short I–B-bounded derivation D′′2 of V whose initial vector is the same as that of D2 and is strictly covered by the last
derived vector in D′′2 .
For the ﬁrst stage, observe that:
• if D2 does not have a segment of length at least 2 which is a light simple I-loop, then its length is at most (Bd + 1)2 
(Bk + 1)2;
• deleting any light simple I-loop does not alter the set of all I-restrictions of the derived vectors in D2.
Hence, starting with D2, there exists a sequence of deletions of light simple I-loops of length at least 2, which ﬁnishes with
a derivation D′2 whose length is at most (Bk + 1)2 and for which the set of all I-restrictions of its derived vectors is the
same as for D2. Let E ⊆ Zk be the set of all effects of the deleted I-loops (of course, their I-restrictions equal 0), and for
each e ∈ E:
• let xe be the number of deleted I-loops whose effect is e;
• let D†e be some deleted I-loop whose effect is e.
By the deﬁnition of D′2 and the self-covering property of D2, we have (D2) = (D′2) +
∑
e∈E xe · e > 0, i.e., there is
i ∈ [1,k] such that:(∑
e∈E
xe · e
)([1,k] \ {i})−(D′2)([1,k] \ {i}), (2)
(∑
e∈E
xe · e
)
(i) 1− (D′2)(i). (3)
The system of inequalities (2)–(3) states that x ∈ N|E| satisﬁes Ax  b, where A ∈ [−max(R−) · Bk,∞)k×|E| since the
length of any simple I-loop is at most Bk + 1, and b ∈ (−∞,max(R−) · (Bk + 1)2 + 1]k since the length of D′2 is at most
(Bk + 1)2. Letting m = (max(R−) + 1) · (Bk + 1)2 and applying Theorem 13, we get y ∈ [0, L]|E| such that |supp(y)| L and
Ay b, where L =m2C5k2 .
For the last stage, recall that the set of all I-restrictions of the derived vectors in D′2 is the same as for D2. Let D′′2
be obtained from D′2 by, for each e ∈ E , inserting ye times the I-loop D†e at some node for which the I-restriction of its
derived vector equals the I-restriction of the ﬁrst and last derived vectors in D†e (those two I-restrictions are the same). It
is straightforward to check that D′′2 is I–B-bounded and that its initial vector is the same as that of D2. The latter is also
strictly covered by the last derived vector in D′′2 because y satisﬁes the inequalities (2)–(3). It remains to observe that the
length of D′′2 is at most (Bk + 1)2 + Bk · L2, which establishes the claim by the assumed minimality of D. 
The ﬁnal step in obtaining a revision of Lemma 10 that we can apply to VAS whose rules are bounded below but not
above is to substitute in its proof uses of Lemma 11 by uses of Lemma 16. That yields the next result, which shows that
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the following proof.
Lemma 17. If a VAS V = 〈k,a, R〉 has an initialised admissible self-covering derivation, then it has one of length at most (2(max(R−)+
1))2
C7k3 , where C7 is some constant.
Proof. Given a VAS V = 〈k,a, R〉 and I ⊆ [1,k], let m(〈k,a, R〉, I) be the smallest length of an initialised self-covering deriva-
tion D such that D(I) is admissible in V(I). If there is none, by convention m(〈k,a, R〉, I) = 0.
For L  2 and i ∈N, we then let:
mL(i) = sup
{
m
(〈k,a, R〉, I): |I| = i, 〈k,a, R〉 is a VAS and max(R−)+ 1 L}.
The set over which the supremum of the m(〈k,a, R〉, I) values is taken in the deﬁnition of mL(i) is always inﬁnite, and
hence it is not a priori clear that the number mL(i) is well deﬁned.
By Lemma 16, mL(0) (2L)2
C6k2 .
Suppose D is an initialised self-covering derivation in a VAS V = 〈k,a, R〉, such that D(I) is admissible in V(I),
max(R−) + 1 L and |I| = i + 1. Let B = max(R−) ·mL(i).
If D is I–B-bounded, then by Lemma 16, V has an initialised self-covering derivation D′ such that D′(I) is admissible
in V(I) and its length is at most ((max(R−) + 1) ·max(R−) ·mL(i))2C6k
2
 (L2 ·mL(i))2C6k
2
.
Otherwise, D is not I–B-bounded, so we can write it as D1;D2, where D1 is I–B-bounded except for its last derived
vector D̂1(ε), which is also the ﬁrst vector in D2. Let j ∈ I be such that D̂1(ε)( j) B . Without any loss of generality, we
can assume that D2 is self-covering, and that the length of D1 is at most Bi+1 +1 (L ·mL(i))k +1. Now, letting I ′ = I \ { j},
the VAS V ′ = 〈k, D̂1(ε), R〉 must have an initialised self-covering derivation D′2 such that D′2(I ′) is admissible in V ′(I ′) and
its length is at most mL(i). Since D̂1(ε)( j) B = max(R−) ·mL(i), we have that (D1;D′2)(I) is admissible in V(I). Moreover,
the length of D1;D′2 is at most (L ·mL(i))k +mL(i) (L2 ·mL(i))2
C6k2 .
We conclude that mL(0) (2L)2
C6k2 and mL(i + 1) (L2 ·mL(i))2C6k
2
. It follows that, for all i ∈ [0,k],
mL(i)
(
L2
1+i·C6k2 )i · (2L)2(i+1)·C6k2 .
Thus, mL(k) L2
logk+k·C6k2 · (2L)2(k+1)·C6k2  (2L)2C7k3 for some constant C7. 
Theorem 18. Boundedness for BVAS is in 2ExpTime.
Proof. We ﬁx the proof scheme in (I)–(IV) by using Lemma 17 instead of Lemma 10 in (II), and thus deduce that every
unbounded BVAS 〈k, A0, R1, R2〉 has an initialised admissible self-covering derivation whose height is at most
H + (H ·max((R1 ∪ R2)−)+ 3)(3k)!  (2(max((R1 ∪ R2)−)+ 1))2C8k3
for a constant C8, since H  (2(max(R−) + 1))2C7k
3
and max(R−)  max((R1 ∪ R2)−). Moreover, the argument in (IV)
shows that, to establish existence of such an initialised admissible self-covering derivation, it suﬃces to guess and verify
an admissible self-covering derivation which is a path with single edges attached to it, all of whose derived vectors are
doubly-exponentially bounded, and such that the vectors that label the nodes off the path are coverable. By Lemma 6 and
Proposition 7, as in the proof of Theorem 8, each of the instances of covering is decidable in alternating exponential space.
We conclude that the boundedness problem is in co-AExpSpace, which equals AExpSpace, which equals 2ExpTime [18]. 
As with Theorem 8, for BVAS whose dimension is ﬁxed, the bounds in the proof of Theorem 18 are only singly exponen-
tial in its size, so we have membership of APSpace, which is included in ExpTime [18].
5. Lower bounds
We shall obtain lower bounds for covering and boundedness for BVAS by reducing from the following problem, which
is for a simple class of programs with natural-valued variables (called counters) and with non-deterministic and universal
branchings. We ﬁrst introduce the programs, and then state the problem, whose AExpSpace-hardness (and thus 2ExpTime-
hardness [18]) is a straightforward consequence of standard translations from Turing machines to counter machines (e.g.,
by simulating the tape by two stacks and encoding the latter by counters).
An alternating counter program is a ﬁnite sequence of lines, which are numbered by 1,2, . . . . Each line contains a
command, which is one of: an increment of a counter (x := x + 1), a decrement of a counter (x := x − 1), a zero test
(if x = 0 then L else L′), a non-deterministic jump (goto L or L′), a universal jump (goto L and L′), or termination
(halt). In every program, halt occurs only as the last command.
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a counter valuation. The root is labelled by the initial conﬁguration: line number 1 with all counters having value 0.
Decrements of counters with value 0 cannot be performed. Nodes with more than one child are labelled by conﬁgurations
from which there is a universal jump: they have two children, to whom they pass their counter valuation unchanged. We
say that a conﬁguration is terminated iff its line number is the last in the program.
Doubly-exponential halting Given an alternating counter program with N lines, does it have a ﬁnite computation in which
every counter value is at most 22
N
and every leaf conﬁguration is terminated?5
Our main technical goal in the rest of this section is to show how to compute, in polynomial time, BVAS which simulate
alternating counter programs as long as their counters are doubly-exponentially bounded. Instead of programming the BVAS
directly, we use a slightly higher-level formalism. We now deﬁne the latter, and establish a lemma which relates it with
BVAS, where the emphasis is on the covering and boundedness properties.
Branching net programs are deﬁned like alternating counter programs, except that they have no zero tests and no universal
jumps, but they can contain calls of subroutines (gosub L) and returns from subroutines (return), as well as joinings of
computations (gojoin L). The call-return stack involved is bounded, since we require that each subroutine can be assigned
a level so that subroutines of level i can only call subroutines of level i + 1. That includes the main program, whose level
is 0. Moreover, only jumps to commands in the same subroutine are permitted, and in every subroutine which is not the
main program, return occurs only as the last command. The gojoin L and halt commands may occur only in the main
program (i.e., at level 0), where such lines L must contain halt. The effect of a gojoin L command is to launch a new
copy of the program and, provided it terminates at line L, add its ﬁnal counter valuation pointwise to the current counter
valuation.
A computation of a branching net program is therefore also a tree, but of opposite orientation compared with alternating
counter programs. Each leaf is labelled by the initial conﬁguration: empty call-return stack, line number 1, and all counters
having value 0. Nodes with more than one child are results of the launches and joins: the command at the left-hand child’s
line number L is gojoin L′ where L′ is the right-hand child’s line number, the line number at the parent node is L + 1,
and the value of each counter at the parent node is the sum of its values at the child nodes (and the three call-return stacks
are empty). We say that a conﬁguration is reachable iff it is at the root of some computation.
Lemma 19. Given a branching net program M with N lines, a BVAS B(M) of size O (N2) is computable in space logarithmic in N
such that:
(a) given a line number L, a vector tL is computable in space logarithmic in N such that M can reach a conﬁguration whose line
number is L iff B(M) can produce some v tL ;
(b) M can reach only ﬁnitely many conﬁgurations iff B(M) can produce only ﬁnitely many vectors.
Proof. A simple translation from net programs with N lines to VAS of size O (N2) was described by Esparza [20, Section 7],
where the former are the subclass of branching net programs obtained by disallowing the gojoin L commands. It operates
in space logarithmic in N , and outputs VAS which have a separate place (i.e. vector component) for each counter in the
program and for each line in the program. The translation is straightforward to extend to branching net programs and BVAS:
each gojoin L′ command at a line L results in a binary rule whose −1 entries ensure that the two derived vectors being
summed correspond to lines L and L′ . For (a), it suﬃces to let tL have entry 1 in the place for line L and all other entries 0.
For (b), we recall that the call-return stack of M is bounded and note that vectors produced by B(M) have only entries
0 or 1 in the places for the lines of M, so M can reach only ﬁnitely many conﬁgurations iff all its counters are bounded,
which is the case iff B(M) can produce only ﬁnitely many vectors. 
We now present the main technical result in this section. Although it is phrased in terms of the properties of branching
net programs that correspond to covering and boundedness for BVAS (cf. Lemma 19), the bulk of the proof shows how to
construct, in polynomial time, branching net programs that simulate alternating counter programs as long as their counters
are doubly-exponentially bounded.
Lemma 20. Given an alternating counter program C with N lines, we have that a branching net programM(C) with O (N) lines and
a line number Lﬁn are computable in time polynomial in N such that the following are equivalent:
• C has a ﬁnite computation in which every counter value is at most 22N and every leaf conﬁguration is terminated;
• M(C) can reach a conﬁguration whose line number is Lﬁn;
• M(C) can reach inﬁnitely many conﬁgurations.
5 The bound of 22
N
suﬃces for AExpSpace-hardness since the program can be padded to Nk lines.
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• since computations of C are trees that start from the root, whereas those of M(C) are trees that start from the leaves,
M(C) will simulate C in reverse;
• it is trivial for M(C) to simulate increments and decrements of counters in C , but to simulate zero tests (which are
not available in branching net programs), we can use Lipton’s polynomial-time construction [4] (cf. the presentation by
Esparza [20, Section 7]), which employs O (N) counters and works as long as values of counters in C are at most 22N ;
• since universal jumps in C copy counter valuations, whereas joinings of computations in M(C) sum them, M(C) will
use auxiliary counters to store one of the counter valuations before each joining and to verify its equality with the other
counter valuation afterwards;
• before each reverse step of C , M(C) can attempt to verify that the current conﬁguration of C is initial, in which case it
will pass through line number Lﬁn and enter a loop that makes a counter unbounded.
Let x1, . . . , xK be the counters of C . Then M(C) has counters x j and x¯ j for each 1 j  K , x′j and x¯′j for each 1 j 
K +1, si and s¯i for each 0 i  N , and yi , y¯i , zi and z¯i for each 0 i < N (N is the number of lines in C). At the beginning,
M(C) performs a subroutine InitN(x1, . . . , xK ) which for each x j non-deterministically chooses a value from [0,22N ], and
ensures that:
(1) for all 1 j  K , x j + x¯ j = 22N ;
(2) for all 1 j  K + 1, x′j = 0 and x¯′j = 0;
(3) for all 0 i  N , si = 0 and s¯i = 22i ;
(4) for all 0 i < N , yi = 22i = zi and y¯i = 0 = z¯i .
The rest of the main program in M(C) consists of a segment that begins at a line StepL , for each line L in C , starting
with the last (i.e. N , whose command is halt). For each L, the segment attempts to simulate in reverse a step of C that
leads to line L and to the current values of x1, . . . , xK , which may be an increment, a decrement, a successful zero test,
an unsuccessful zero test, a non-deterministic jump, or a universal jump. In addition, if L is the ﬁrst line in C (i.e. 1), the
segment may verify that x1, . . . , xK are all zero, and then pass through Lﬁn and make a counter unbounded; and if L occurs
as the second destination of a universal jump in C , the segment may terminate M(C), making it ready for joining in a
reverse simulation of such a jump. The segments are programmed so that, at the beginning and at the end (if any) of each,
properties (1)–(4) hold.
More speciﬁcally, from each line StepL , M(C) non-deterministically chooses to perform one of the following, where line
numbers are inserted as appropriate, and goto L′ abbreviates goto L′ or L′ . Recalling that subroutines in branching net
programs do not have parameters, we have that M(C) contains, for example, a separate copy of the subroutine Testi(c, c¯)
for each i, c and c¯ that occur in an actual call.
• If L > 1 and the command at line L − 1 in C is x j := x j + 1, then do:
x j := x j − 1; x¯ j := x¯ j + 1;
goto StepL−1.
• If L > 1 and the command at line L − 1 in C is x j := x j − 1, then do:
x j := x j + 1; x¯ j := x¯ j − 1;
goto StepL−1.
• For any line L† of C whose command is of the form if x j = 0 then L else L′ , do:
gosub TestN(x j, x¯ j); gosub TestN(x¯ j, x j);
goto StepL† ,
where Testi(c, c¯) is a subroutine that transfers a non-deterministic amount from c¯ to si and then attempts to decrement
si exactly 22
i
times by a subroutine Deci , while keeping constant c + c¯ and si + s¯i :
Testi(c, c¯): c := c + 1; c¯ := c¯ − 1;
si := si + 1; s¯i := s¯i − 1;
goto Testi(c, c¯) or exit;
exit: gosub Deci; return.
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again x j = 0 and sN = 0.
• For any line L† of C whose command is of the form if x j = 0 then L′ else L, do:
x j := x j − 1; x j := x j + 1;
goto StepL† .
• For any line L† of C whose command is of the form goto L or L′ , or of the form goto L′ or L, do goto StepL† .• For any line L† of C whose command is of the form goto L and L′ , do:
gosubMoveN(x1, . . . , xK ); gosub FinN ;
gojoin StepL′ ; gosub VerN(x1, . . . , xK );
goto StepL† ,
where MoveN (x1, . . . , xK ) transfers x j and x¯ j to x′j and x¯
′
j for each 1 j  K :
MoveN(x1, . . . , xK ): gosub TransN
(
x1, x′1
); gosub TransN(x¯1, x¯′1); gosub DecN ;
. . .
gosub TransN
(
xK , x′K
); gosub TransN(x¯K , x¯′K ); gosub DecN ;
return;
TransN(c, c′): goto loop or exit;
loop: c := c − 1; c′ := c′ + 1;
sN := sN + 1; s¯N := s¯N − 1;
goto TransN
(
c, c′
);
exit: return,
and where FinN empties s¯i for all 0 i  N , and yi and zi for all 0 i < N (their duals si , y¯i and z¯i are already zero,
and the emptying is undone by gojoin StepL′ ), and VerN (x1, . . . , xK ) uses the auxiliary counters x′K+1 and x¯′K+1 to
check that x j (i.e. its value after the universal jump to L′) equals x′j (i.e. x j ’s value after the universal jump to L) and
then to empty x′j and x¯
′
j , for all 1 j  K :
VerN(x1, . . . , xK ): gosub Trans2N
(
x1, x′1, x′K+1
); gosub Trans2N(x¯1, x¯′1, x¯′K+1); gosub DecN ;
gosub TransN
(
x′K+1, x1
); gosub TransN(x¯′K+1, x¯1); gosub DecN ;
. . .
gosub Trans2N
(
xK , x′K , x′K+1
); gosub Trans2N(x¯K , x¯′K , x¯′K+1); gosub DecN ;
gosub TransN
(
x′K+1, xK
); gosub TransN(x¯′K+1, x¯K ); gosub DecN ;
return;
Trans2N
(
c, c′, c′′
): goto loop or exit;
loop: c := c − 1; c′ := c′ − 1; c′′ := c′′ + 1;
sN := sN + 1; s¯N := s¯N − 1;
goto Trans2N
(
c, c′, c′′
);
exit: return.
• For any line L† of C whose command is of the form goto L′ and L, do halt.
• If L = 1, then do:
gosub TestN(x1, x¯1); gosub TestN(x¯1, x1);
. . .
gosub TestN(xK , x¯K ); gosub TestN(x¯K , xK );
Lﬁn: xK+1 := xK+1 + 1; goto Lﬁn.
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s¯i := s¯i + 1 exactly 22i times, and FinN . The code for Dec0 is trivial. For Deci+1, the auxiliary counters yi , y¯i , zi and z¯i are
used to provide two nested loops that count from 22
i
to 0 each, and so iterate 22
i · 22i = 22i+1 times together. Whether a
loop counter has reached zero is checked by the already deﬁned subroutine Testi(c, c¯), which may call Deci . Its side effect,
that c is complemented if it is zero, ensures that Deci+1 ﬁnishes with yi = 22i = zi and y¯i = 0 = z¯i , which are also assumed
at the start (cf. property (4)).
Deci+1: yi := yi − 1; y¯i := y¯i + 1;
Dec′i+1: zi := zi − 1; z¯i := z¯i + 1;
si+1 := si+1 − 1; s¯i+1 := s¯i+1 + 1;
goto Dec′i+1 or exit
′
i+1;
exit′i+1: gosub Testi(zi, z¯i); goto Deci+1 or exiti+1;
exiti+1: gosub Testi(yi, y¯i); return.
Deﬁnitions of InitN (x1, . . . , xK ) and FinN are similar, where the former ensures s¯i = 22i and yi = 22i = zi in the increasing
order of i, the latter empties those counters in the decreasing order of i, and some further details can found in Esparza’s
presentation of Lipton’s construction [20, Section 7].
To conclude that M(C) has O (N) lines and is computable in time polynomial in N , observe that:
• the number of lines of each StepL segment is O (1), except that there are O (N) lines from Step1;
• the number of subroutines Testi(c, c¯) required is O (N) and each has O (1) lines;
• each subroutine Deci has O (1) lines;
• the number of subroutines TransN (c, c′) and Trans2N (c, c′, c′′) required is O (N) and each has O (1) lines. 
From the 2ExpTime-hardness of the doubly-exponential halting problem for alternating counter programs, and Lem-
mas 20 and 19, we infer the same for the covering and boundedness problems for BVAS. We remark that, since Esparza’s
translation from net programs outputs VAS whose rules contain only entries −1, 0 or 1 [20, Section 7], the BVAS in
Lemma 19 have the same property, and consequently covering and boundedness are 2ExpTime-hard already for that sub-
class.
Theorem 21. Covering and boundedness for BVAS are 2ExpTime-hard.
6. Concluding remarks
The extra work in this article in relation to the proofs of Lipton and Rackoff [4,3], and the recent result that reachability
for BVAS is 2ExpSpace-hard [21] (the highest known lower bound for VAS is Lipton’s), indicate that BVAS are not a trivial
extension of VAS.
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