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ABSTRACT
The deep convolutional neural network(CNN) has signifi-
cantly raised the performance of image classification and face
recognition. Softmax is usually used as supervision, but it
only penalizes the classification loss. In this paper, we pro-
pose a novel auxiliary supervision signal called contrastive-
center loss, which can further enhance the discriminative
power of the features, for it learns a class center for each
class. The proposed contrastive-center loss simultaneously
considers intra-class compactness and inter-class separability,
by penalizing the contrastive values between: (1)the distances
of training samples to their corresponding class centers, and
(2)the sum of the distances of training samples to their
non-corresponding class centers. Experiments on different
datasets demonstrate the effectiveness of contrastive-center
loss.
Index Terms— Class center, Auxiliary loss, Deep convo-
lutional neural networks, Image classification and face recog-
nition
1. INTRODUCTION
Recently, deep neural networks have achieved state of the art
performance on different tasks such as visual object classi-
fication [1–5] and recognition [6–13], showing the power of
the discriminative features.
In general visual classification and recognition task, deep
convolutional neural networks(CNN) [1–3,5] are usually cho-
sen. For the discriminative features extracted from CNN, the
performance is usually much higher than other traditional ma-
chine learning algorithms. Usually, the CNN maps images to
high dimension space to let the softmax or SVM easy to clas-
sify the images to a certain class. The softmax loss only pe-
nalizes the classification loss, and does not consider the intra-
class compactness and inter-class separability explicitly.
Recently, there are some works learning with even more
discriminative features to further improve the performance of
CNN. Some researchers use deeper, wider and more complex
network structures to obtain better features, such as [5], in
which the authors train a very deep neural network with some
training tricks to make the network converge to get more dis-
criminative features, but the training is relatively harder and
not that effective. There are also some other efforts on new
non-linear activations [4, 14], dropout [1] and batch normal-
ization [15] to make the network perform better.
Another kind of strategy to obtain more discriminative
features is to use auxiliary loss to train the neural network,
such as contrastive loss [8], triplet loss [10] and center loss
[13]. The three new losses are proposed for the purpose of
enforcing better intra-class compactness and inter-class sep-
arability. The contrastive loss and triplet loss do really im-
prove the quality of features extracted from the network. The
triplet needs carefully pre-selected triple samples consisted
of two same people’s face images and one different person’s
face image. And the selection of triple samples is significant
for it will influence the result of training. The contrastive loss
chooses couple sample pairs to get the loss, so contrastive loss
needs careful pre-selection, too. What’s more, if all possi-
ble training samples combinations are chosen, the number of
training pairs and triplets would theoretically go up to O(N2),
where N is the total number of training samples. The center
loss [13], which learns a center for each class and penalizes
the distances between the deep features and their correspond-
ing class centers, is a new novel loss to enforce extra intra-
class compactness. However, the center loss does not con-
sider the inter-class separability.
In this paper, we propose the contrastive-center loss,
which learns a center for each class. This new loss will simul-
taneously consider intra-class compactness and inter-class
separability by penalizing the contrastive values between:
(1)the distances of training samples to their corresponding
class centers, and (2)the sum of the distances of training sam-
ples to their non-corresponding class centers. The training
process is simple because the contrastive-center loss does not
need pre-selected sample pairs or triples.
Experiments and visualizations show the effectiveness of
our proposed contrastive-center loss. The experiments on
MNIST [16] and CIFAR10 [17] demonstrate the effective-
ness of contrastive-center loss on classification task. And the
experiments of face recognition on LFW [18] demonstrate the
effectiveness of contrastive-center loss on recognition task.
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2. PROPOSED METHOD
In this section, we introduce center loss and indicate its weak-
ness of only considering intra-class compactness. Then the
proposed contrastive-center loss is described, which simulta-
neously considers the intra-class compactness and inter-class
separability. Using softmax loss assisted with our contrastive-
center loss to train a deep neural network will do really boost
the performance of the network.
2.1. Center loss
The features extracted from the deep neural network trained
under the supervision of softmax loss are separable but not
that discriminative enough, since they show significant intra-
class variations, as shown in Fig. 1(a). Based on the phe-
nomenon, authors in [13] develop an effective loss function to
improve the power of the deep features extracted from deep
neural networks. Center loss minimizes the intra-class dis-
tances while keeping the features can be classified into right
classes by softmax. Eq. (1) gives the center loss function.
Lc =
1
2
m∑
i=1
‖xi − cyi‖22 (1)
Where Lc denotes the center loss. m denotes the number of
training samples in a min-batch. xi ∈ Rd denotes the ith
training sample. yi denotes the label of xi. cyi ∈ Rd de-
notes the yith class center of deep features. d is the feature
dimension.
When training the deep neural networks, authors in [13]
adopt the joint supervision of softmax loss and center loss to
train the networks, as formulated in Eq. (2).
L = Ls + λLc (2)
Where L denotes the total loss of deep neural network. Ls de-
notes the softmax loss. Lc denotes the center loss. λ denotes
the scalar used for balancing the two loss functions.
The weakness of center loss: Discriminative features
should have better intra-class compactness and inter-class
separability. The center loss uses loss function Equation 1
to penalize big intra-class distances. However, center loss
does not consider the inter-class separability. It will make
the distances of different classes not that far, as show in Fig.
1(b). As we know, if the distances of different classes is far
enough, the features will more discriminative for the better
inter-class separability. In addition, for the center loss just
penalizes big intra-class distances, does not consider inter-
class distances, the changing of inter-class is small, meaning
the positions of class centers will be slightly changed through
all the training process. As a result, if the network initializes
the class centers using a relatively smaller variance, it will
result in the smaller distances between class centers after
training because the center loss function only penalize the
big intra-class distances without considering the inter-class
distances.
2.2. Contrastive-center loss
As mentioned in section 2.1, the weakness of center loss
is that it does not consider the inter-class separability. So,
we propose a new loss function to consider the intra-class
compactness and inter-class separability simultaneously by
penalizing the contrastive values between: (1)the distances
of training samples to their corresponding class centers, and
(2)the sum of the distances of training samples to their non-
corresponding class centers. Formally, it is defined as illus-
trated in Eq.3.
Lct−c =
1
2
m∑
i=1
‖xi − cyi‖22
(
∑k
j=1,j 6=yi ‖xi − cj‖22) + δ
(3)
Where Lct−c denotes the contrastive-center loss. m denotes
the number of training samples in a min-batch. xi ∈ Rd de-
notes the ith training sample with dimension d. d is the fea-
ture dimension. yi denotes the label of xi. cyi ∈ Rd denotes
the yith class center of deep features with dimension d. k de-
notes the number of class. δ is a constant used for preventing
the denominator equal to 0. In our experiments, we set δ = 1
by default.
Obviously, the contrastive-center loss can be used in deep
neural network directly and the network will be trained as
general deep neural network. The class centers cyi will be up-
dated through the training process. Comparing with those in
the center loss, the class centers of our proposed contrastive-
center loss will be updated to a more discrete distribution for
the existence of penalization for too small distances between
different class centers.
In this method, we update the class centers based on mini-
batch, for it is not possible to update the centers based on the
entire training set. And to make the training process is more
stable, we use a scalar α to control the learning rate of class
centers.
In each iteration, the deep neural network updates the
class centers and network parameters simultaneously. The
derivative of Lct−c with respect to xi and derivative of Lct−c
with respect to cn is illustrated in Eq. (4) and Eq. (5) respec-
tively. The two derivatives are used to update the parameters
of deep neural networks and class centers respectively.
∂Lct−c
∂xi
=
xi − cyi
(
∑k
j=1,j 6=yi ‖xi − cj‖22) + δ
− ‖xi − cyi‖
2
2
∑k
j=1,j 6=yi(xi − cj)
[(
∑k
j=1,j 6=yi ‖xi − cj‖22) + δ]2
(4)
(a) softmax loss (b) center loss
(c) our contrastive-center loss
Fig. 1. Visualization of MNIST. Note: The domain of coor-
dinates axis of the visualization of contrastive-center loss is
bigger than center loss’s. The average L2 distance of class
centers to the center of class centers is about 10 to 15. The
average L2 distance of class centers to the center of class cen-
ters is about 50. The average L2 distance of class centers
to the center of class centers is obvious, which indicates the
contrastive-center loss’s is about 3.3 to 5 times of the center
loss’s.
∂Lct−c
∂cn
=
∑m
i=1

cyi−xi
(
∑k
j=1,j 6=yi ‖xi−cj‖
2
2)+δ
if yi = n
(xi−cn)‖xi−cyi‖22
[(
∑k
j=1,j 6=yi ‖xi−cj‖
2
2)+δ]
2 if yi 6= n
(5)
In Eq. (4) and Eq. (5), the meaning of symbols are the
same as those in Eq. (3), except that n = 1, ...,m denotes the
current class center‘s serial number.
3. EXPERIMENTS
To verify the effectiveness of the contrastive-center loss, we
evaluate the experiments on two typical visual tasks: visual
classification and face recognition. The experiment results
demonstrate our contrastive-center loss can not only improve
the accuracy on classification, but also boost the performance
on visual recognition. In visual classification, we use two
wildly used dataset(MNIST [16] and CIFAR10 [17]). In face
recognition, the LFW [18] dataset is used. We implement the
contractive-center loss and do the experiments using the Caffe
library [19].
Table 1. The CNNs architecture we use for MNIST and vi-
sualization is same as [13], called LeNets++. (5, 32)/1,2 × 2
denotes 2 cascaded convolution layers with 32 filters of size
5 × 5, where the stride and padding are 1 and 2 respectively.
2/2,0 denotes the max-pooling layers with grid of 2×2, where
the stride and padding are 2 and 0 respectively. In LeNets++,
Parametric Rectified Linear Unit (PReLU) [4] is used as the
nonlinear unit.
stage 1 stage 2 stage 3 stage 4
Layer conv pool conv pool conv pool FC
LeNets (5, 20)/1,0 2/2,0 (5, 50)/1,0 2/2,0 500
LeNets++ (5, 32)/1,2 × 2 2/2,0 (5, 64)/1,2 × 2 2/2,0 (5, 128)/1,2 × 2 2/2,0 2
Table 2. Classification accuracy (%) on MNIST dataset.
Method Accuracy(%)
Softmax 98.8
Center loss 98.94
Our contrastive-center loss 99.17
3.1. Experiments on MNIST and visualiztion
The MNIST [16] are consisted of 60, 000 training images and
10, 000 testing images in total. The images are all hand writ-
ten digits 0− 9 in 10 classes which are 28× 28 in size.
The network used in this experiments are the same as the
network used for MNIST in [13]. The network are modified
from LeNets [20] to a deeper and wider network, but reduce
the output number of the last hidden layer to 2, meaning the
dimension of the deep features is 2, which is easy to be plot
in 2-D surface for visualization. The details of the network
architecture are given in Table 1. Note that we set loss weight
λ = 0.1 for Lct−c there.
When training and testing LeNet++, we only use original
training images and original testing images without any data
augmentation. The result is shown in Table 2. Contrastive-
center loss boosts accuracy of 0.37% compared to softmax
loss and 0.23% compared to center loss respectively.
We then visualize the deep features of the last hidden
layer(the output number is 2) of LeNet++. All the features
are extracted using the 10, 000 testing images as input. The
visualization is shown in Fig. 1. We can observe that:
(1) Under the single supervision signal of softmax loss,
the features are separable, but with significant intra-class vari-
ations.
(2) The center loss makes the deep features have better
intra-class compactness. But the inter-class separability is not
good enough. The average L2 distance of class centers to the
center of class centers is about 10 to 15.
(3) The contrastive-center loss simultaneously achieves
good intra-class compactness and inter-class separability. The
average L2 distance of class centers to the center of class cen-
ters is about 50.
(4) The contrastive-center loss’s average L2 distance of
class centers to the center of class centers is about 3.3 to 5
times of the center loss’s, showing that the contrastive-center
loss gets better inter-class separability than the center loss.
3.2. Experiments on CIFAR10
The CIFAR10 dataset [17] is consisted of 10 classes of nat-
ural images with 50, 000 training images and 10, 000 testing
images. Each image is RGB image of size 32× 32.
We use 20-layer ResNet [13] in the experiments. Follow-
ing the commonly used strategy, we do data augmentation in
training, and in testing, there is no data augmentation. We
follow the standard data augmentation in [13] for training: 4
pixels are padded on each side, and a 32 × 32 crop is ran-
domly sampled from the padded images or its horizontal flip.
In testing, we only evaluate the single view of the original
32× 32 testing images. Note that we set loss weight λ = 0.1
for Lct−c there.
The result is shown in Table 3. We can observe that:
(1) The center loss makes the net’s accuracy increased by
0.4% compared with the net’s only supervised under softmax
loss.
(2) Our contrastive-center loss makes the net’s accuracy
increased by 1.2% compared with the net only supervised un-
der softmax loss.
(3) Our contrastive-center loss gets better result than the
center loss with accuracy gain of 0.35% on CIFAR10.
Table 3. Classification accuracy (%) on CIFAR10 dataset.
Method Accuracy(%)
20-layer ResNet [5] 91.25
20-layer ResNet(our implementation based on center loss [13]) 92.1
20-layer ResNet(our contrastive-center loss) 92.45
3.3. Experiments on LFW
To further demonstrate the effectiveness of our contrastive-
center loss, we conduct the experiments on LFW dataset [18].
The dataset collects 13, 233 face images from 5749 persons
from uncontrolled conditions. Following the unrestricted with
labeled outside data protocol [18], we train on the publicly
available CASIA-WebFace [21] outside dataset (490k labeled
face images belonging to over 10, 000 individuals) and test
on the 6, 000 face pairs on LFW. The training data is cleaned
for wrong collected images. People overlapping between the
outside training data and the LFW testing data are excluded.
As preprocessing, we use MTCNN [22] to detect the faces
and align them based on 5 points.
Then we train a single network for feature extraction. For
good comparison, we use the network released by center loss
[13], which is called FRN(or FaceResNet) in later. Note that
the network released by center loss is not the network they use
in the paper [13]. Based on the network publicly available,
we re-implement the training process of center loss and get
better result than the models released by the author. We also
Table 4. Verification accuracy (%) on LFW dataset. ∗ denotes
the outside data is private (not publicly available).
Method Images Networks Accuracy(%)
DeepFace [6] 4M 3 97.35
Fusion [11] 10M 5 98.37
SeetaFace [23] 0.5M 1 98.60
SeetaFace(Full) [23] 0.5M 1 98.62
DeepID-2+ [9] − 1 98.70
DeepFR [24] 2.6M 1 98.95
Yi et al., 2014 [21] 0.494, 414M 1 97.73
Ding & Tao, 2015 [25] 0.494, 414M 1 98.43
FRN(trian with softmax loss only) 0.455, 594M 1 97.47
FRN(model released by center loss [13]) 0.494, 414M 1 98.43
FRN(retrain with center loss [13]) 0.455, 594M 1 98.55
FRN(our contrastive-center loss) 0.455,594M 1 98.68
train the networks under the supervision of softmax loss and
our contrastive-center loss jointly. In feature extraction, like
in [13], the original image and its flip one are used to get two
feature vectors and concatenate them as the final feature. Note
that we set loss weight λ = 1 for Lct−c there.
The result is shown in Table 4. We can observe that:
(1) We train the FRN(FaceResNet) only with small
data(CASIA webface cleaned, 0.455, 594M ). And the ac-
curacy is comparable to the current state-of-art CNNs.
(2) FRN trained with our contrastive-center loss boosts
the accuracy on LFW of 1.21%, 0.25% and 0.13% compared
respectively with FRN trained with softmax loss only, model
released by center loss [13] and our re-implementation of cen-
ter loss.
4. CONCLUSION
We proposed a contrastive-center loss for deep neural net-
works. The contrastive-center loss simultaneously considers
intra-class compactness and inter-class separability, by pe-
nalizing the contrastive values between (1)the distances of
training samples to their corresponding class centers, and
(2)the sum of the distances of training samples to their
non-corresponding class centers. More appealingly, the
contrastive-center loss has very clear intuition and geo-
metric interpretation. The experimental results on several
benchmark datasets prove the effectiveness of the proposed
contrastive-center loss.
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