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A MECHANISM FOR QUARK CONFINEMENT
SOURAV CHATTERJEE
ABSTRACT. The confinement of quarks is one of the enduring mysteries of
modern physics. This article shows that if a pure lattice gauge theory at some
given coupling strength has exponential decay of correlations for local operators
under arbitrary boundary conditions, and the gauge group is a compact con-
nected matrix Lie group with a nontrivial center, then the theory is confining.
The exponential decay assumption is stronger than usual mass gap, which means
exponential decay under a specific boundary condition dictated by the Feynman
path integral associated with the theory. The strengthening ensures that center
symmetry is not spontaneously broken. This gives the first mathematical sup-
port for the longstanding belief in physics that mass gap plus unbroken center
symmetry imply confinement. It also gives the first evidence that correlation de-
cay for local operators can prevent the breaking of center symmetry and cause
confinement. The main step in the argument uses correlation decay for local
operators to deduce correlation decay for certain nonlocal operators similar to
Polyakov loops. The proof is almost entirely based in probability theory, making
extensive use of the idea of coupling probability measures.
1. INTRODUCTION
Quantum gauge theories, also known as quantum Yang–Mills theories, are com-
ponents of the Standard Model of quantum mechanics. In spite of many decades
of research, physically relevant quantum gauge theories have not yet been con-
structed in a rigorous mathematical sense. The most popular approach to solving
this problem is via the program of constructive field theory [16]. In this approach,
one starts with a statistical mechanical model on the lattice; the next step is to pass
to a continuum limit of this model; the third step is to show that the continuum
limit satisfies certain ‘axioms’; if these axioms are satisfied, then there is a stan-
dard machinery which allows the construction of a quantum field theory. Taking
this program to its completion is one of the Clay millennium problems [6, 21].
There are various well-known difficulties in adapting the constructive field theory
approach to gauge theories, which is probably why the question has remained open
for so long; for an alternative (but also unfinished) approach, see [25].
The statistical mechanical models considered in the first step of the above pro-
gram are known as lattice gauge theories. (For the mathematical definition of
lattice gauge theories, see Section 2.) A lattice gauge theory may be coupled with
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a Higgs field, or it may be a pure lattice gauge theory. We will only deal with
pure lattice gauge theories in this manuscript. A pure lattice gauge theory is char-
acterized by its gauge group (usually a compact matrix Lie group), the dimension
of spacetime, and a parameter known as the coupling strength. These theories on
their own, even without passing to the continuum limit or constructing the quantum
theory, can yield substantial physically relevant information [18]. Two of the most
important open questions in this area have lattice gauge theoretic formulations. The
first is the question of Yang–Mills mass gap. In lattice gauge theories, mass gap
is equivalent to exponential decay of correlations under a certain kind of boundary
condition. Mass gap is not hard to establish at sufficiently large values of the cou-
pling strength. However, it is widely believed (with some dissent [24]) that certain
lattice gauge theories have mass gap at all values of the coupling strength. Perhaps
the most important example is four-dimensional SU(3) lattice gauge theory. If one
can show that this theory has a mass gap at all values of the coupling strength, that
would explain why particles known as glueballs in the theory of strong interactions
have mass. All such questions remain open.
The second big open question is the problem of quark confinement. Quarks are
the constituents of various elementary particles, such as protons and neutrons. It is
an enduring mystery why quarks are never observed freely in nature. The problem
of quark confinement has received enormous attention in the physics literature, and
yet the current consensus seems to be that a satisfactory theoretical explanation
does not exist [18].
Wilson [27] argued that quark confinement is equivalent to showing that the rel-
evant lattice gauge theory satisfies what’s now known as Wilson’s area law. (For
the definition of Wilson’s area law and why it implies confinement, see Section 2.)
Soon after Wilson’s work, Osterwalder and Seiler [23] proved that the area law is
always satisfied at sufficiently large coupling strength. However, to prove quark
confinement, one needs to show that the area law holds at all values of the cou-
pling strength — and in particular, for very small values. This need not always
be true; for example, Guth [20] and Fro¨hlich and Spencer [15] showed that four-
dimensional U(1) lattice gauge theory is not confining at weak coupling.
Proving that the area law holds at weak coupling remains a largely open problem
above dimension two (where it is relatively easy). A rare instance where the area
law has been shown to hold at weak coupling is three-dimensional U(1) lattice
gauge theory [17]. But the most important case of four-dimensional SU(3) theory
remains out of reach.
Some of the other notable advances in the mathematical study of confinement
include the work of Fro¨hlich [14], who showed that confinement holds in SU(n)
theory if it holds in the corresponding Zn theory, the work of Durhuus and Fro¨hlich
[9], who showed that confinement in a d-dimensional pure lattice gauge theory
holds if there is exponential decay of correlations in a (d−1)-dimensional nonlinear
σ model, and the work of Borgs and Seiler [2], who investigated confinement in
lattice gauge theories at nonzero temperature, building on technology developed
by Brydges and Federbush [3]. For some recent progress towards understanding
confinement in large n lattice gauge theories, see [5, 8].
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In physics, it has been believed since the work of ’t Hooft [26] that a lattice
gauge theory is confining when it has a mass gap, and a certain kind of symmetry,
known as center symmetry, is not spontaneously broken. For a discussion of center
symmetry, see the last part of Section 2. For more on the physical point of view,
see [18].
In this article, it is shown by a rigorous mathematical argument that if the gauge
group is compact, connected, and has a nontrivial center, then the presence of ex-
ponential decay of correlations under arbitrary boundary conditions implies that
Wilson’s area law holds. Note that our exponential decay assumption is stronger
than usual mass gap, which is exponential decay under a specific boundary con-
dition dictated by the Feynman path integral (or transfer matrix) associated with
the theory. This strengthening is needed to ensure that center symmetry is not
spontaneously broken, because usual mass gap is not sufficient to guarantee that.
There are models which possess both mass gap and center symmetry, and yet have
a deconfining phase where the center symmetry is spontaneously broken [13].
One of the most significant aspects of this result (besides that it is rigorous) is
the following. The usual heuristic explanations of confinement in physics involve
correlation decay for nonlocal operators such as Wilson loops, Polyakov loops or ’t
Hooft loops [18]. This is unsatisfactory, because correlation decay cannot usually
be justified, even by heuristics, for nonlocal operators. The exponential decay
assumption of this paper does not have this unsatisfactory feature; it is only for
local operators. The passage from local to nonlocal is the key step in the proof.
The proof of the result is almost entirely based in probability theory. In par-
ticular, it uses the powerful idea of coupling probability measures in a number of
steps. This is not a surprise, since lattice gauge theories are probabilistic objects
and many of the open problems in the area can be formulated as problems in prob-
ability theory. For a survey of these problems and how they connect with physics,
see [6].
The rest of the paper is organized as follows. The main result and all relevant
definitions are given in Section 2. Some open questions are mentioned in Section 3.
A sketch of the proof is given in Section 4. The remaining sections contain the
details of the argument.
2. RESULT
This section contains the definitions of lattice gauge theory and Wilson loop, the
statement of the area law and an explanation of quark confinement, the statement
of the main result of the paper, and a brief discussion of center symmetry breaking.
2.1. Lattice gauge theories. Let n ≥ 1 and d ≥ 2 be two integers. Let G be a
closed connected subgroup of U(n). Pure lattice gauge theory on Zd with gauge
groupG is defined as follows. For eachN ≥ 1, let BN be the cube [−N,N ]d∩Zd.
Let EN be the set of directed nearest-neighbor edges of BN , where the direction
is from the smaller vertex to the bigger one in the lexicographic ordering. We will
call such edges positively oriented. For a positively oriented edge e ∈ EN , let
e−1 denote the same edge but directed in the opposite direction. Such edges will
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FIGURE 1. A plaquette p bounded by four directed edges e1, e2, e3, e4.
be called negatively oriented. Let ΩN be the set of all functions from EN into G.
That is, an element ω ∈ ΩN assigns a matrix ωe ∈ G to each edge e ∈ EN . If
ω ∈ ΩN and e is a negatively oriented edge, we define ωe := ω−1e−1 .
A plaquette in Zd is a set of four directed edges that form the boundary of a
square. Let PN be the set of all plaquettes in BN . Given some p ∈ PN and ω ∈
ΩN , we define ωp as follows. Write p as a sequence of directed edges e1, e2, e3, e4,
each one followed by the next (see Figure 1). Then let ωp := ωe1ωe2ωe3ωe4 .
Although there are ambiguities in this definition about the choice of e1 and the
direction of traversal, that is not problematic because we will only use the quantity
Re(Tr(ωp)), which is not affected by these ambiguities. (Here ωe’s are n × n
matrices, and Tr denotes the trace of a matrix.)
We will say that a vertex in BN is a boundary vertex if it is adjacent to some
vertex outside BN . We will say that an edge in BN is a boundary edge if both of
its endpoints are boundary vertices. Let ∂EN denote the set of positively oriented
boundary edges of BN . Let ∂ΩN denote the set of all functions from ∂EN into G.
An element of ∂ΩN will be called a boundary condition. Let E
◦
N := EN \ ∂EN
be the set interior edges of BN . Let Ω
◦
N be the set of all functions from E
◦
N into
G. An element of Ω◦N will be called a configuration. (See Figure 2 for a depiction
of interior and boundary edges.)
Take any boundary condition δ. For each ω ∈ Ω◦N , extend ω to an element
ω˜ ∈ ΩN by defining
ω˜e :=
{
ωe if e ∈ E◦N ,
δe if e ∈ ∂EN .
Define the Hamiltonian H = HN,δ : Ω
◦
N → R by
H(ω) :=
∑
p∈PN
Re(Tr(ω˜p)). (2.1)
The pure lattice gauge theory on BN with gauge group G, coupling parameter
β ∈ R, and boundary condition δ, is the probability measure µ = µN,δ,β on Ω◦N
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Interior edge
Boundary edge
FIGURE 2. Interior edges and boundary edges of a cube.
defined as
dµ(ω) = ZN,δ(β)
−1eβH(ω)dλN (ω), (2.2)
where λN is the product Haar measure on Ω
◦
N and ZN,δ(β) is the normalizing con-
stant. Here β = 1/g20 , where g0 is the coupling strength. So small β means strong
coupling, and large β means weak coupling. We will keep β fixed throughout this
manuscript. Given a measurable function f : Ω◦N → C, the expected value of the
function under the above lattice gauge theory is the quantity
〈f〉 :=
∫
Ω◦
N
f(ω)dµ(ω), (2.3)
provided that the integral on the right is well-defined.
2.2. Infinite volumeGibbs states. We have defined lattice gauge theory in a cube.
One can similarly define lattice gauge theory on the whole of Zd. These are known
as infinite volume Gibbs states in mathematical physics. Let E(Zd) be the set of
positively oriented edges of Zd. Let Ω(Zd) be the set of all functions from E(Zd)
intoG. This is the space of configurations, endowed with the product topology and
the accompanying product σ-algebra. An infinite volume Gibbs state for our lattice
gauge theory is a probability measure µ onΩ(Zd)which has the property that if ω is
a random configuration drawn from µ, then for any N , the conditional distribution
of (ωe)e∈E◦
N
given (ωe)e/∈E◦
N
is the lattice gauge theory on BN defined above,
with boundary condition (ωe)e∈∂EN . (See Section 8 for the rigorous definition of
conditional probabilities on Polish spaces.) The existence of at least one infinite
volume Gibbs state is guaranteed by standard arguments, but uniqueness is largely
an open question for lattice gauge theories in dimensions three and above.
2.3. Wilson loops and area law. Let π be a finite-dimensional unitary represen-
tation of the group G, and let χπ be the character of π. Along with G, β and d, the
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FIGURE 3. Rectangular Wilson loop representing a static quark-
antiquark pair separated by distance R over a time interval of
length T .
representation π will remain fixed throughout this manuscript. The simplest case
is where π is just the identity map on G, giving the n-dimensional representation
where G acts on Cn in the usual way.
A loop ℓ in Zd is a sequence of directed edges e1, e2, . . . , ek such that the end
vertex of ei is the same as the beginning vertex of ei+1 for i = 1, . . . , k − 1, and
the end vertex of ek is the beginning vertex of e1. Given a Wilson loop ℓ and a
configuration ω ∈ Ω(Zd), the Wilson loop variable Wℓ(ω) is defined as
Wℓ(ω) := χπ(ωe1ωe2 · · ·ωek)
= Tr(π(ωe1)π(ωe2) · · · π(ωek)). (2.4)
Take any infinite volume Gibbs state of our lattice gauge theory. The expected
value 〈Wℓ〉 of aWilson loop variable is known as aWilson loop expectation. A loop
is called rectangular if it forms the boundary of a rectangle. The area enclosed by
a rectangular loop is the product of the length and the breadth of the rectangle. The
lattice gauge theory (or rather, this particular Gibbs state) is said to satisfyWilson’s
area law if
|〈Wℓ〉| ≤ C1e−C2 area(ℓ)
for any rectangular loop ℓ, where C1 and C2 are positive constants that do not
depend on ℓ, and area(ℓ) is the area enclosed by ℓ.
The reason why the area law is thought to imply confinement of quarks is as
follows. Let V (R) be the potential energy of a static quark-antiquark pair separated
by distance R. Then quantum field theoretic calculations (worked out by Wilson
[27]) indicate that for a loop ℓ of side-lengths R and T in a hypothetical continuum
limit of four-dimensional SU(3) lattice gauge theory and Wilson loop variables
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defined using a suitable representation π, 〈Wℓ〉 should behave like e−V (R)T . Here
the sides of length R represent the lines joining the quark-antiquark pair at times
0 and T , and the sides of length T represent the trajectories of the quark and the
antiquark in the time direction (see Figure 3). So if the area law holds, then V (R)
grows linearly in the distance R between the quark and the antiquark. By the
conservation of energy, this implies that the pair will not be able to separate beyond
a certain distance.
Renormalization group arguments predict that β has to be sent to infinity as the
lattice spacing goes to zero to obtain the continuum limit of non-Abelian theories;
that is why we need the area law to hold at arbitrarily large values of β.
2.4. Main result. We will now make the following two assumptions about the
pure lattice gauge theory on the cube BN defined in equation (2.2), the group G,
and the unitary representation π introduced in Subsection 2.3.
(1) Center symmetry. In addition to compactness and connectedness, we as-
sume that the center of G is nontrivial, and there is an element g0 in the
center such that π(g0) = cI for some c 6= 1, where I is them×m identity
matrix, m being the dimension of π.
(2) Strong mass gap. We will say that two edges are neighbors if they both
belong to some common plaquette. A measurable map f : Ω◦N → R will
be called a local function supported on an edge e ∈ EN if f(ω) depends
only on the values of ωu for u that are neighbors of e. Given two local
functions f and g, let dist(f, g) denote the Euclidean distance between
the midpoints of their supporting edges. We assume that there are positive
constants K1 and K2 depending only on G, β and d, and not on N or
the boundary condition δ, such that for any local functions f, g : Ω◦N →
[−1, 1], we have |〈fg〉 − 〈f〉〈g〉| ≤ K1e−K2 dist(f,g).
Under the above assumptions, we have the following result about rectangular loops
that are not too close to the boundary. This is the main result of this paper.
Theorem 2.1. Let G be a compact connected subgroup of U(n) for some n, and
let π be a finite-dimensional unitary representation of G. Take any d ≥ 1 and
β ∈ R, and consider the lattice gauge theory on the cube BN defined in (2.2).
Suppose that the center symmetry and strong mass gap assumptions stated above
are satisfied. Then there are positive constants C1 and C2 depending only onG, β,
π and d, such that the following holds. Take any N ≥ 2, any boundary condition δ
on BN , and any rectangular loop ℓ contained in BN ′ for some N
′ ≤ N/2. Let the
Wilson loop variable Wℓ be defined using the representation π as in (2.4). Then
|〈Wℓ〉| ≤ C1e−C2 area(ℓ), (2.5)
where area(ℓ) is the area enclosed by ℓ. Moreover, there is a unique infinite volume
Gibbs state, and (2.5) holds for any rectangular loop ℓ if the expectation on the left
is taken with respect to this Gibbs state.
It is not hard to show by standard methods that our strong mass gap assumption
is satisfied by any lattice gauge theory if β is small enough. This recovers the result
8 SOURAV CHATTERJEE
of Osterwalder and Seiler [23], but it says much more, since Theorem 2.1 has no
requirement that β be sufficiently small. This is also the first rigorous result that
throws light on the role of center symmetry in confinement.
As mentioned in Section 1, our strong mass gap assumption is stronger than
usual mass gap, because mass gap means exponential decay of correlations under
a specific boundary condition, whereas we assume decay under all boundary con-
ditions. Physicists know that there are models that have center symmetry and mass
gap, but do not obey the area law [13]. It is believed that this anomaly happens be-
cause center symmetry is spontaneously broken in the deconfining phases of these
theories [18].
The meaning of center symmetry breaking is a little complicated. One definition
uses the notion of a Polyakov loop. Suppose that instead of Zd, we restricted our
lattice gauge theory to the ‘cylinder’ Tr × Zd−1, where Tr = {0, 1, . . . , r − 1}
is the one-dimensional torus of length r, where r is arbitrary. Consider a loop ℓ
that winds around this cylinder once, in a straight line. Such loops are known as
Polyakov loops. Define Pℓ to be the product of π(ωe) the edges of this loop. Let g0
and c be as in our center symmetry assumption. Consider the global transforma-
tion where we replace ωe by g0ωe for each edge e with vertices like (0, x2, . . . , xd)
and (1, x2, . . . , xd). It is easy to see that the Hamiltonian is invariant under this
global transformation, but Pℓ transforms to cPℓ. Thus, 〈Pℓ〉 = c〈Pℓ〉, which im-
plies that 〈Pℓ〉 = 0. (The expected value of a matrix is just the matrix of expected
values.) Physicists say that center symmetry is spontaneously broken if for any r,
〈PℓP−1ℓ′ 〉 6→ 0 when ℓ and ℓ′ are two Polyakov loops moving farther and farther
apart from each other. Spontaneous breaking of center symmetry can also be de-
fined using the more complicated ’t Hooft loops, which allow us to define it for the
theory on Zd instead of on a cylinder. For details, see [18].
Spontaneous breaking of center symmetry implies that there must be multiple
infinite volume Gibbs states. And indeed, there are rigorous results showing that at
least in some of the models where center symmetry breaks spontaneously, there are
multiple infinite volume Gibbs states in the deconfining phase [1]. By Theorem 2.1,
this is impossible under the strong mass gap assumption. Thus, our strong mass
gap condition ensures that center symmetry is not spontaneously broken.
The main step in the proof of Theorem 2.1 is to deduce correlation decay for
an object very much like the Polyakov loop in a cylinder of large enough radius.
Here, the meaning of ‘large enough’ depends on G, β, and d. In particular, the
radius increases as the correlation length goes up.
Note that the Polyakov loop needed for carrying out this argument is a nonlo-
cal object because, as mentioned above, the radius of the cylinder has to be much
greater than the correlation length. On the other hand, our strong mass gap as-
sumption is only for local functions. This transition from local to nonlocal is the
most intricate part of the proof, using couplings of probability measures in succes-
sively increasing levels of complexity. See the proof sketch in Section 4 for further
details.
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3. OPEN PROBLEMS
Of course, the most important open problem is to establish exponential decay
of correlations at large β (weak coupling) in four-dimensional non-Abelian lattice
gauge theories, such as SU(3) theory. The question is also open in dimension
three, which is probably easier than dimension four. Even showing uniqueness of
the infinite volume Gibbs state remains an open question. See [6] for references.
Understanding the precise dependence of the exponent C2 in Theorem 2.1 on
the parameter β is also a very important question, since it is related to the question
of taking continuum limits. For recent progress on this question in lattice gauge
theories with finite gauge groups, see [4, 7, 12].
Another open problem related to Theorem 2.1 is to extend the result to all loops
instead of just rectangular loops. The definition of area(ℓ) then becomes unclear;
one can assume that it means the minimum surface area enclosed by ℓ according to
some reasonable definition (such as the one adopted in [5]).
Generalizing Theorem 2.1 to theories coupled with Higgs fields is a natural next
step for the program initiated in this paper. A good starting point for the inves-
tigation is the classic paper [13], which contains a wealth of open problems and
conjectures for someone wishing to prove rigorous results about gauge theories
coupled with Higgs fields.
4. SKETCH OF THE PROOF
In this proof sketch, as well as in the rest of the manuscript, we will follow the
convention that C,C1, C2, . . . denote positive constants that may only depend on
G, β, π and d, and nothing else. The values of these constants may change from
line to line or even within a line.
Let us adopt the convention that the first coordinate in Rd denotes time, and the
other d − 1 coordinates denote space. In pictures, time will always be shown to
evolve in the vertical direction.
A key idea in the proof is to partition d-dimensional spacetime into slabs, where
a slab is a region of the form [a, b] × Rd−1. A slab is just like a cylinder in the
definition of Polyakov loop, except that we do not connect the top and bottom
faces. We will say that b− a is the thickness of the slab.
In a nutshell, the main step in the proof is to show that correlations for certain
nonlocal objects similar to Polyakov loops decay exponentially inside any suffi-
ciently thick slab. Here the meaning of ‘sufficiently thick’ depends on G, β and
d. This is proved using our strong mass gap assumption. Since a Polyakov loop is
a nonlocal object, whereas our strong mass gap assumption is only for local func-
tions, it takes a considerable amount of work to prove this claim. Before sketching
the proof of this step, let us first see how it implies the area law.
Let ℓ be a Wilson loop with side lengths R and T , where the sides of length T
are parallel to the time axis. Figure 4 depicts such a Wilson loop, embedded in a
partition of spacetime into slabs of thickness L. We wish to show that |〈Wℓ〉| ≤
C1e
−C2RT . It is not very difficult to prove the perimeter law upper bound |〈Wℓ〉| ≤
C1e
−C2(R+T ) (we will show this). Once we have the perimeter law bound, it is not
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FIGURE 4. Partitioning spacetime into slabs of thickness L. The
rectangle drawn in bold is a Wilson loop of side lengths R and T .
hard to see that the area law can be established by proving the weaker bound
|〈Wℓ〉| ≤ C1eC2(R+T )−C3RT . (4.1)
So this is what we will aim for. Take one element from each of the matrices π(ωe),
e ∈ ℓ, and let f be the product of these elements. Such a variable will be called a
component variable of ℓ. Note thatWℓ is a sum ofm
2(R+T ) component variables.
Thus, to show (4.1), it suffices to prove that for any component variable f ,
|〈f〉| ≤ C1eC2(R+T )−C3RT . (4.2)
Take any component variable f . Partition spacetime into slabs of thickness L,
where we will later choose L depending on G, β and d. Suppose for simplicity
that T is a multiple of L, and that the top and bottom sides of ℓ are contained in
boundaries between slabs. Then f can be written as the product
f = uvf1f2 · · · frg1g2 · · · gr,
where u and v are the contributions from the bottom and top sides, fi is the contri-
bution from the right side of ℓ in slab i, gi is the contribution from the left side of
ℓ in slab i, and r = T/L. See Figure 4 for a depiction of all this.
Although we will actually work in finite volume, let us for simplicity work with
an infinite volume Gibbs state µ in this proof sketch. Let ω be a random configu-
ration from µ, and let µ′ be the conditional probability distribution given ωe for all
e that belong to boundaries between slabs. Let 〈f〉′ denote the expected value of
f under µ′, so that by the tower property of conditional expectation, 〈f〉 = 〈〈f〉′〉.
Thus, it suffices to prove (4.2) for 〈f〉′ instead of 〈f〉.
The proof now uses three key ideas. The first is the following. The nice thing
about µ′ is that under µ′, the ωe’s inside one slab are independent of the ωe’s inside
another slab, and the ωe’s on the boundaries are not random. Thus, we get the
identity
〈f〉′ = uv〈f1g1〉′〈f2g2〉′ · · · 〈frgr〉′.
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Since |u| and |v| are bounded by 1, it suffices to show that for each i,
|〈figi〉′| ≤ C1e−C2R, (4.3)
because then that would imply
|〈f〉′| ≤ (C1e−C2R)r = CT/L1 e−C2RT/L,
which proves (4.2) for 〈f〉′ since L depends only on G, β and d.
The second key idea is that under µ′, irrespective of the values of the ωe’s on the
slab boundaries, 〈fi〉′ = 〈gi〉′ = 0. We will prove this using the center symmetry
assumption. (This may not hold in the absence of center symmetry.) Thus, to
establish (4.3), it suffices to prove
|〈figi〉′ − 〈fi〉′〈gi〉′| ≤ C1e−C2R. (4.4)
Note that this is very similar to the non-breaking of center symmetry in the Polyakov
loop formulation, if we replace the cylinder by a slab.
So we now need to establish that correlations decay exponentially within a slab,
with an exponent that does not depend on the boundary condition imposed on the
slab. The third key idea in the proof, already mentioned in the beginning, is to show
that this kind of correlation decay holds if the slab is thick enough, depending on
G, β and d. It is very important for this step that the correlation decay assumption
of Theorem 2.1 holds under arbitrary boundary conditions. The proof of this step
is the most involved of the three, taking up more than half of the paper. It goes
roughly as follows.
Take a large but finite slab S = ([−N,N ]×[−M,M ]d−1)∩Zd, whereM ≫ N .
The set of all boundary edges of S that do not belong to either the top face or the
bottom face will be called the spatial boundary of S. Consider lattice gauge theory
in S with some given boundary condition. It’s not hard to see that for proving
exponential decay of correlations in an infinite slab of thickness 2N , it suffices
to show that the influence of the spatial boundary near the central region of S is
exponentially small in M when N is fixed and M → ∞. We will show that this
holds if N is sufficiently large, depending on G, β and d.
To prove this, we use the technique of coupling from probability theory. Take
two boundary conditions on S that differ only on the spatial boundary. Let µ and µ′
be the probability measures defined by these two boundary conditions. A coupling
of µ and µ′ is a pair of random configurations (ω, ω′) such that ω is drawn from
µ and ω′ is drawn from µ′, but ω and ω′ may be dependent in any arbitrary way.
Our goal would be achieved if we can construct a coupling such that for any edge
e near the center of S, the chance of ωe 6= ω′e is exponentially small inM .
Such a coupling will be constructed in three steps. First, we will construct a
coupling with similar properties in the cube BN instead of the slab S, using the
strong mass gap assumption and the coupling characterization of total variation
distance between probability measures (see Section 7).
Next, given any coupling (ω, ω′) of µ and µ′ on S, we will update the coupling
to get a better coupling as follows. Choose a copy B of BN inside S uniformly
at random. Fixing ωe and ω
′
e outside the interior of B, replace the values in the
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interior by a coupled pair generated using the mechanism from the previous step.
We will show that the resulting pair of configurations is again a coupling of µ
and µ′, and we will prove an inequality which shows that the new coupling is an
‘improvement’ of the old one in a certain sense. The updating is then repeated an
infinite number of times to get a vastly improved coupling as a subsequential limit.
Applying the inequality from the previous step and the method outlined above, we
will then use this coupling to prove exponential decay of correlations in a slab if
the thickness of the slab is large enough. The condition that the thickness has to be
large is required to ensure that a certain parameter in the inequality is strictly less
than one, which leads to the exponential decay.
5. NOTATIONS AND PRELIMINARIES
We will denote the Euclidean norm of a vector x ∈ Cn by ‖x‖, and the Eu-
clidean inner product of two vectors x and y by x · y. The space of all n × n
complex matrices will be denoted by Mn(C). We will identify Mn(C) with R
2n2
as a real manifold. If f : Mn(C) → R is a smooth function, ∇f will denote the
gradient of f , viewing f as a function from R2n
2
into R.
For a matrixM ∈Mn(C), ‖M‖will denote the Euclidean (or Hilbert–Schmidt)
norm of M — that is, the square-root of the sum of squared absolute values of
the entries of M . An observation that we will use is that if M ∈ Mn(C) and
U ∈ U(n), then ‖MU‖ = ‖UM‖ = ‖M‖. Another basic observation is that for
any A,B ∈Mn(C), the Cauchy–Schwarz inequality implies that
|Tr(AB)| ≤ ‖A‖‖B‖. (5.1)
We will also use another norm on matrices — the operator norm — defined as
‖M‖op := sup{‖Mx‖ : x ∈ Cn, ‖x‖ = 1}.
It is easy to see that the operator norm satisfies
‖AB‖op ≤ ‖A‖op‖B‖op. (5.2)
Take any A,B ∈Mn(C). Let b1, . . . , bn be the columns of B. Then
‖AB‖2 =
n∑
i=1
‖Abi‖2 ≤
n∑
i=1
‖A‖2op‖bi‖2 = ‖A‖2op‖B‖2.
As a consequence of this inequality and the inequalities (5.1) and (5.2), we get that
for any sequence A1, . . . , Ak ∈Mn(C), where k ≥ 3,
|Tr(A1A2 · · ·Ak)| ≤ ‖A1 · · ·Ak−1‖‖Ak‖
≤ ‖A1‖op‖A2‖op · · · ‖Ak−2‖op‖Ak−1‖‖Ak‖. (5.3)
We will often have to deal with expected values of random vectors and random
matrices. These are simply the vectors and matrices of the expected values of the
components.
We have already defined the distance dist(f, g) between two local functions f
and g. In a similar vein, we define the distance dist(e, e′) between two edges e and
e′ to be the distance between their midpoints.
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We will think of Zd as a discretization of d-dimensional spacetime, with the first
coordinate denoting time and the other coordinates denoting space. The direction
of increase of the first coordinate will be referred to as the temporal direction or
the vertical direction. The two faces of the cube BN where x1 = N and x1 = −N
will be called the temporal faces. The two temporal faces will also be called the
top and bottom faces. The set of all boundary edges that do not belong to either of
the temporal faces will be called the spatial boundary of BN , and will be denoted
by ∂′EN .
Given any positive integersM and N , the set
SM,N := ([−N,N ]× [−M,M ]d−1) ∩ Zd
will be called a slab. More generally, any translate of a set of this form will be
called a slab. Just as for cubes, the faces of SM,N corresponding to x1 = N and
x1 = −N will be called the temporal faces, and the spatial boundary is defined to
be the set of all boundary edges that are not in either temporal face. We will say
that the thickness or height of the slab is 2N and the width of the slab is 2M .
Just as for cubes, we define EM,N to be the set of edges of SM,N , E
◦
M,N to be
the set of interior edges, and ∂EM,N to be the set of boundary edges. The spatial
boundary will be denoted by ∂′EM,N . The set of all maps from E
◦
M,N into G
will be denoted by Ω◦M,N , and the set of all maps from ∂EM,N into G by ∂ΩM,N .
Lattice gauge theory on SM,N is defined analogously.
The above notations and terminologies will be used throughout the rest of the
manuscript. Some more notations and terminologies will be introduced later. As
mentioned earlier, C,C1, C2, . . . will denote positive constants that may only de-
pend onG, β, π and d, and nothing else. The values of these constants may change
from line to line or even within a line.
6. PATHS IN THE GAUGE GROUP
In this section we investigate the variation in a function on the gauge group G
depending on the size of its gradient. Here we view G as embedded in Mn(C),
and the function as a function from Mn(C) into R. The gradient of f refers to
the gradient on the real manifold Mn(C), as explained in Section 5. The first step
is proving the existence of well-behaved paths connecting any two elements of G.
The key ingredient in the proof of this lemma is the closed subgroup theorem of
Lie theory.
Lemma 6.1. There is a finite constant K , depending only on G, such that the
following is true. For any g, h ∈ G, there is a continuous path φ : [0, 1] → G such
that φ(0) = g, φ(1) = h, φ is piecewise smooth with a finite number of pieces, and
‖φ′(t)‖ ≤ K everywhere inside the smooth pieces.
Proof. Fix some ε > 0, to be chosen later. Let
Uε := {g ∈ G : ‖g − I‖ < ε}.
For any g ∈ G, let Uε(g) := {gh : h ∈ Uε}. Each Uε(g) is a relatively open subset
of G, and these open sets cover G. So by the compactness of G, there exist finitely
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FIGURE 5. A piecewise smooth path from g to h, withm = 3.
many g1, . . . , gk ∈ G such that
G =
k⋃
i=1
Uε(gi).
Let us put a graph structure on {Uε(gi)}1≤i≤k by putting an edge between Uε(gi)
and Uε(gj) when Uε(gi) ∩ Uε(gj) 6= ∅. If this graph has more than one connected
component, then G can be written as a union of two disjoint nonempty relatively
open sets, which is impossible since G is connected. Thus, the graph constructed
above must be connected.
Take any g, h ∈ G. Find i and j such that g ∈ Uε(gi) and h ∈ Uε(gj). By the
above paragraph, there is a sequence i = i0, i1, . . . , im = j such that Uε(gia) ∩
Uε(gia+1) 6= ∅ for each a. Choose some ha ∈ Uε(gia) ∩ Uε(gia+1) for a =
0, 1, . . . ,m− 1. (See Figure 5.)
By the closed subgroup theorem of Lie theory, there exist ε, ε′ > 0 such that for
any g ∈ Uε, there is some X ∈ Mn(C) with ‖X‖ < ε′, such that eX = g and
etX ∈ G for all t ∈ R. (For example, see [22, Corollary 3.44].) Let this ε be our
chosen ε.
Take any 0 ≤ a ≤ m− 1. Since ha ∈ Uε(gia), there is some ua ∈ Uε such that
ha = giaua. By the previous paragraph, ua = e
Xa for some Xa ∈ Mn(C) with
‖Xa‖ < ε′, such that etXa ∈ G for all t ∈ R. Define a path φa from gia to ha as
φa(t) := giae
tXa , for 0 ≤ t ≤ 1. This is a smooth path in G connecting gia to ha,
and for each t,
‖φ′a(t)‖ = ‖giaXaetXa‖ = ‖Xa‖ ≤ ε′,
where the second equality holds because gia and e
tXa are unitary matrices.
We can similarly construct paths connecting ha to gia+1 for each a, and paths
connecting g to gi and gj to h. These paths will all satisfy the above bound on the
norm of the derivative. Therefore if we join these 2m+2 paths, we get a piecewise
smooth path φ : [0, 2m + 2] → G connecting g to h, such that ‖φ′(t)‖ ≤ ε′ for
all t inside the smooth pieces. Rescaling the parameter, we get a piecewise smooth
φ : [0, 1] → G connecting g to h such that ‖φ′(t)‖ ≤ (2m + 2)ε′ for all t inside
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the smooth pieces. Since m ≤ k, and k and ε′ depend only on G, this completes
the proof. 
As a consequence of the above lemma, we obtain the following corollary, which
says that if f : Mn(C) → R is a smooth function, then the diameter of the set
f(G) is bounded by a constant multiple of the maximum value of ‖∇f‖ on G.
This technical result will be enormously useful for us in later sections.
Corollary 6.2. Let K be as in Lemma 6.1. Let f : Mn(C) → R be a smooth
function. Then for any g, h ∈ G, |f(g) − f(h)| ≤ K‖∇f‖G, where ‖∇f‖G :=
sup{‖∇f(g)‖ : g ∈ G}.
Proof. Take any g, h ∈ G. Let φ be as in Lemma 6.1. There are numbers 0 =
t0 < t1 < t2 < · · · < tk = 1 for some k, such that φ is smooth in each interval
(ti, ti+1). By the continuity of φ,
f(h)− f(g) =
k−1∑
i=0
(f(φ(ti+1))− f(φ(ti)))
=
k−1∑
i=0
∫ ti+1
ti
∇f(φ(t)) · φ′(t)dt.
Since
|∇f(φ(t)) · φ′(t)| ≤ ‖∇f(φ(t))‖‖φ′(t)‖ ≤ K‖∇f‖G,
this completes the proof. 
7. TOTAL VARIATION DISTANCE
Let X be a Polish space equipped with its Borel σ-algebra B(X ). Let µ and ν
be two probability measures on X . Recall that the total variation distance between
µ and ν is defined as
TV (µ, ν) := sup
A∈B(X )
|µ(A)− ν(A)|.
The total variation distance has a number of alternate representations. For example,
TV (µ, ν) =
1
2
inf
{∣∣∣∣∫
X
f(x)dµ(x)−
∫
X
f(x)dν(x)
∣∣∣∣ :
f is a measurable map from X into [−1, 1]
}
. (7.1)
Next, suppose that µ and ν are both absolutely continuous with respect to a σ-finite
measure α. Let f and g be the Radon–Nikodym derivatives of µ and ν with respect
to α. The total variation distance between µ and ν can be alternately expressed as
TV (µ, ν) =
1
2
∫
X
|f(x)− g(x)|dα(x). (7.2)
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Finally, recall also the coupling characterization of total variation distance: If γ is
a probability measure on the product space X ×X , the marginal probabilities of γ
are the probability measures γ1 and γ2 on X defined as
γ1(A) := γ(A× X ), γ2(A) := γ(X ×A).
A coupling of µ and ν is a probability measure γ on X × X whose marginal
probabilities are µ and ν. The coupling characterization of total variation distance
says that
TV (µ, ν) = inf{γ({(x, y) : x 6= y}) : γ is a coupling of µ and ν}. (7.3)
There is a standard formula for a coupling that attains the infimum in the above
formula. It is as follows. Let α be a σ-finite measure such that both µ and ν
are absolutely continuous with respect to α. (For example, we can always take
α = µ + ν.) Let f and g be the Radon–Nikodym derivatives of µ and ν with
respect to α. Define
h(x) := min{f(x), g(x)},
f1(x) := f(x)− h(x), g1(x) := g(x)− h(x). (7.4)
For any S ∈ B(X × X ), the set S˜ := {x ∈ X : (x, x) ∈ S} is measurable since
the map x 7→ (x, x) is continuous and hence measurable. So we can legitimately
define, for any S ∈ B(X × X ),
γ(S) :=
∫
S˜
h(x)dα(x) +
1
TV (µ, ν)
∫
S
f1(x)g1(y)dα
⊗2(x, y), (7.5)
where α⊗2 stands for the product measure α × α on X × X , and the second term
is interpreted as zero if TV (µ, ν) = 0. It is not hard to check that γ is a probability
measure on X × X , and that it is a coupling of µ and ν which attains the infimum
in (7.3). Also, it is not hard to check that γ does not depend on the choice of α.
The reason why we took the trouble of writing down the explicit form of γ is that
we will need it in the following lemma.
Lemma 7.1. Let µ, ν, µ′ and ν ′ be probability measures on a Polish space X . Let
γ be an optimal coupling of µ and ν, and let γ′ be an optimal coupling of µ′ and
ν ′, both defined according to the formula (7.5). Then
TV (γ, γ′) ≤ 10
√
max{TV (µ, µ′), TV (ν, ν ′)}.
Proof. Let α be a σ-finite measure on X such that µ, ν, µ′ and ν ′ are all absolutely
continuous with respect to α. Let f and g be the probability density functions of µ
and ν with respect to α, and define f1, g1 and h as in (7.4). Let f
′, g′, h′, f ′1 and
g′1 be the analogous functions for µ
′ and ν ′. Define
a := max{TV (µ, ν), TV (µ′, ν ′)}, b := max{TV (µ, µ′), TV (ν, ν ′)}.
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Suppose that TV (µ, ν) and TV (µ′, ν ′) are both nonzero. Then for any set S ∈
B(X × X ),
|γ(S)− γ′(S)|
≤
∫
S˜
|h(x)− h′(x)|dα(x)
+
1
TV (µ, ν)
∫
S
|f1(x)g1(y)− f ′1(x)g′1(y)|dα⊗2(x, y)
+
∣∣∣∣ 1TV (µ, ν) − 1TV (µ′, ν ′)
∣∣∣∣ ∫
S
f ′1(x)g
′
1(y)dα
⊗2(x, y). (7.6)
Let us now estimate the three terms on the right. By the inequality
|min{u, v} −min{u′, v′}| ≤ |u− u′|+ |v − v′|,
we get
|h(x)− h′(x)| ≤ |f(x)− f ′(x)|+ |g(x)− g′(x)|. (7.7)
By (7.2), this gives ∫
S˜
|h(x) − h′(x)|dα(x) ≤ 4b. (7.8)
Again using (7.7) and (7.2), note that∫
X
|f1(x)− f ′1(x)|dα(x) ≤ 6b,
∫
X
|g1(x)− g′1(x)|dα(x) ≤ 6b.
Thus, ∫
S
|f1(x)g1(y)− f ′1(x)g′1(y)|dα⊗2(x, y)
≤
∫
X×X
(|f1(x)− f ′1(x)|g1(y) + f ′1(x)|g1(y)− g′1(y)|)dα⊗2(x, y)
≤ 12b. (7.9)
Next, note that by the triangle inequality for total variation distance,
|TV (µ, ν)− TV (µ′, ν ′)| ≤ TV (µ, µ′) + TV (ν, ν ′) ≤ 2b.
This gives ∣∣∣∣ 1TV (µ, ν) − 1TV (µ′, ν ′)
∣∣∣∣ ∫
S
f ′1(x)g
′
1(y)dα
⊗2(x, y)
≤ 2b
TV (µ, ν)TV (µ′, ν ′)
∫
X×X
f ′1(x)g
′
1(y)dα
⊗2(x, y)
=
2b
TV (µ, ν)TV (µ′, ν ′)
TV (µ′, ν ′)2 ≤ 2b
TV (µ, ν)
, (7.10)
where the identity in the last line holds because∫
X
f ′1(x)dα(x) =
∫
X
g′1(x)dα(x) = TV (µ
′, ν ′).
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Using the bounds (7.8), (7.9) and (7.10) in (7.6), we get
TV (γ, γ′) ≤ 4b+ 14b
TV (µ, ν)
.
But by the symmetry of the problem, the same bound should hold if we replace
TV (µ, ν) by TV (µ′, ν ′) on the right. Thus,
TV (γ, γ′) ≤ 4b+ 14bmin
{
1
TV (µ, ν)
,
1
TV (µ′, ν ′)
}
= 4b+
14b
a
. (7.11)
The above bound was derived under the assumption that TV (µ, ν) and TV (µ′, ν ′)
are nonzero. But it is not hard to check that all the steps go through even if one or
both of them are zero. Next, note that for any S,∣∣∣∣γ(S)− ∫
S˜
h(x)dα(x)
∣∣∣∣ ≤ 1TV (µ, ν)
∫
X×X
f1(x)g1(y)dα
⊗2(x, y)
=
1
TV (µ, ν)
TV (µ, ν)2 = TV (µ, ν).
Note that the bound holds even if TV (µ, ν) = 0. Similarly,∣∣∣∣γ′(S)− ∫
S˜
h′(x)dα(x)
∣∣∣∣ ≤ TV (µ′, ν ′).
Thus, by (7.8),
|γ(S)− γ′(S)| ≤
∫
S˜
|h(x) − h′(x)|dα(x) + TV (µ, ν) + TV (µ′, ν ′)
≤ 4b+ 2a.
Since this holds for any S, we get
TV (γ, γ′) ≤ 4b+ 2a. (7.12)
The proof is now completed by combining (7.11) and (7.12), as follows. If a <√
7b, we use (7.12) to get
TV (γ, γ′) ≤ 4b+ 2
√
7b ≤ 10
√
b.
On the other hand, if a ≥ √7b, we use (7.11) to get
TV (γ, γ′) ≤ 4b+ 14b√
7b
≤ 10
√
b.
This completes the proof of the lemma. 
8. CONDITIONAL PROBABILITIES
Let X and Y be two Polish spaces, equipped with their respective Borel σ-
algebras. A function φ : X × B(Y) → [0, 1] is called a conditional probability
from X to Y if the following two conditions are satisfied:
(1) For each x ∈ X , φ(x, ·) is a probability measure on Y .
(2) For each B ∈ B(Y), the map x 7→ φ(x,B) is measurable.
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If α is a σ-finite measure on Y such that each φ(x, ·) is absolutely continuous with
respect to α with Radon–Nikodym derivative f(x, ·), and f satisfies the condition
that (x, y) 7→ f(x, y) is measurable, then we say that f(x, ·) are conditional prob-
ability densities from X to Y . We will need the following lemma about conditional
probabilities.
Lemma 8.1. Let X , Y and φ be as above. Then, given any probability measure µ
on X , there is a unique probability measure γ on X × Y satisfying
γ(A×B) =
∫
A
φ(x,B)dµ(x) (8.1)
for any A ∈ B(X ) and B ∈ B(Y). Next, suppose that we have two probability
measures µ and µ′ and two conditional probabilities φ and φ′ having conditional
probability densities f and f ′ with respect to some probability measure α. Suppose
that f and f ′ are uniformly bounded by a constant a. Let γ and γ′ be as in (8.1).
Then
TV (γ, γ′) ≤ aTV (µ, µ′) + sup
x∈X ,y∈Y
|f(x, y)− f ′(x, y)|.
Proof. The existence and uniqueness of γ can be established by standard measure-
theoretic methods, via Carathe´odory’s extension theorem [10, Theorem A.1.1.].
For the second part, we proceed as follows. Let β := µ × α. For each S ∈
B(X × Y), let
γ˜(S) :=
∫
S
f(x, y)dβ(x, y).
It is easy to verify that γ˜ is a probability measure on X × Y , and that it satisfies
equation (8.1). So by the uniqueness of γ, we get that γ˜ = γ. Therefore by Fubini’s
theorem, we have
γ(S) = γ˜(S) =
∫
X
∫
Y
1S(x, y)f(x, y)dα(y)dµ(x), (8.2)
where 1S denotes the indicator function for the set S. A similar formula holds for
γ′. Thus, if we let
g(x) :=
∫
Y
1S(x, y)f(x, y)dα(y),
then g is measurable, and
|γ(S)− γ′(S)| ≤
∣∣∣∣∫
X
g(x)dµ(x) −
∫
X
g(x)dµ′(x)
∣∣∣∣
+
∫
X
∫
Y
|f(x, y)− f ′(x, y)|dα(y)dµ′(x). (8.3)
By assumption, there is a constant a such that f(x, y) ≤ a for all x and y. Since α
is a probability measure, this implies that 0 ≤ g(x) ≤ a for all x. Thus, by (7.1),∣∣∣∣∫
X
g(x)dµ(x) −
∫
X
g(x)dµ′(x)
∣∣∣∣ ≤ aTV (µ, µ′). (8.4)
Combining (8.3) and (8.4), we get the required bound. 
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9. INFLUENCE OF A BOUNDARY EDGE
Thinking of ΩN as the Cartesian product of Ω
◦
N and ∂ΩN , we can write an
element of ΩN as a pair (ω, δ), where ω ∈ Ω◦N and δ ∈ ∂ΩN . Note that the Hamil-
tonian H defined in (2.1) is actually a function of both ω and δ, but we suppressed
δ considering it as fixed. So H(ω) should be written as H(ω, δ) when we want to
emphasize its dependence on δ. We will henceforth use both conventions.
Given some boundary conditions δ, and a measurable function f : ΩN → R, let
us define
〈f〉 :=
∫
Ω◦
N
f(ω, δ)eβH(ω,δ)dλN (ω)∫
Ω◦
N
eβH(ω,δ)dλN (ω)
. (9.1)
Note that this is a function of δ. If f has no dependence on δ, then this is the same
function of δ as the one displayed in (2.3), but if f has some dependence on δ, then
it is a generalization of (2.3).
Let us generalize the notion of a local function by saying that f : ΩN → R is a
generalized local function supported on an edge e ∈ EN if f(ω, δ) depends only
on those ωu and δv such that u and v are adjacent to e (that is, they share some
plaquette with e). We will mainly be interested in the following generalized local
function. Take any edge e ∈ ∂EN , and consider the Hamiltonian H has a function
of only δe, fixing the matrices assigned to all other edges. Let ∇eHN denote the
gradient of this function (as defined in Section 5). Then the formula (2.1) shows
that each component of ∇eH is a generalized local function supported on e. We
will abbreviate this by simply saying that ∇eH is a generalized local function
supported on e. Moreover, observe that ‖∇eH‖ can be bounded by a constant that
depends only on G, β and d.
It is simple to see that the strong mass gap assumption continues to hold for
generalized local functions, because when we are computing expectations, we fix
the boundary condition; and when we fix the boundary condition, generalized local
functions become local functions.
Let f : ΩN → R be a bounded measurable function. Let e ∈ ∂EN be an
edge such that f has no dependence on δe. Then using the dominated convergence
theorem for Lebesgue integrals, it is not hard to see that the gradient can be moved
inside the integrals in the following calculation, giving
∇e〈f〉 =
∫
Ω◦
N
f(ω, δ)∇e(eβH(ω,δ))dλN (ω)∫
Ω◦
N
eβH(ω,δ)dλN (ω)
−
∫
Ω◦
N
f(ω, δ)eβH(ω,δ)dλN (ω)
∫
Ω◦
N
∇e(eβH(ω,δ))dλN (ω)
(
∫
Ω◦
N
eβH(ω,δ)dλN (ω))2
= β〈f∇eH〉 − β〈f〉〈∇eH〉, (9.2)
where the last identity holds because ∇e(eβH(ω,δ)) = βeβH(ω,δ)∇eH(ω, δ).
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10. TRUNCATING THE BOUNDARY INFLUENCE
The expected value of a generalized local function f : ΩN → R, as defined
in (9.1), is a function of the boundary condition. Using the strong mass gap as-
sumption, we can show that this function can be approximated by a function of the
boundary values that are close to the supporting edge of f . The following lemma
makes this precise. It is a consequence of equation (9.2) and Corollary 6.2.
Lemma 10.1. Let f : ΩN → [−1, 1] be a generalized local function supported
on an edge e ∈ ∂EN . Take any r ≥ 1. Then there is a function g : ∂ΩN → R
that depends only on {δu : u ∈ ∂EN , dist(e, u) ≤ r}, such that for any boundary
condition δ, |〈f〉 − g(δ)| ≤ C1Nd−1e−C2r.
Proof. Take any u ∈ ∂EN such that dist(e, u) > r. Then u is not adjacent to e.
Since r ≥ 1 and f is a generalized local function supported on e, this shows that f
has no dependence of δu. So, by the formula (9.2) and the fact that f and∇uH are
generalized local functions that are bounded by constants that depend only of G, β
and d, and whose supporting edges are separated by a distance greater than r, the
strong mass gap assumption implies that
‖∇u〈f〉‖ ≤ C1e−C2r.
Note that this bound holds irrespective of the boundary condition. Therefore,
Corollary 6.2 implies that if we replace δu by I , the value of 〈f〉 changes by at
most C1e
−C2r. We can perform this operation successively to replace δu by I for
each u ∈ ∂EN such that dist(e, u) > r. The total change in 〈f〉will be bounded by
C1N
d−1e−C2r. The new value of 〈f〉 is a function of {δu : u ∈ ∂EN , dist(e, u) ≤
r}. Let this function be denoted by g. Clearly, this g has the desired property. 
11. THE r-NEIGHBORHOOD OF A BOUNDARY EDGE
Take any e ∈ ∂EN and any 1 ≤ r ≤ N/4. Let x = (x1, . . . , xd) and y =
(y1, . . . , yd) be the endpoints of e, in lexicographic order. For each i, let
ai :=

xi − 2r if −N + 2r ≤ xi ≤ N − 2r,
−N if xi < −N + 2r,
N − 4r if xi > N − 2r.
Let bi := ai + 4r. Let
B(e, r) := ([a1, b1]× · · · × [ad, bd]) ∩ Zd.
Clearly, B(e, r) is a cube. Let E(e, r) denote the set of edges of B(e, r) and let
∂E(e, r) denote the boundary edges of B(e, r). We will refer to B(e, r) as the
r-neighborhood of the edge e (see Figure 6). The following lemma gathers some
basic facts about the structure of B(e, r).
Lemma 11.1. The set B(e, r) defined above is a cube of side-length 4r, and is a
subset of BN . The edge e is a boundary edge of B(e, r). Any edge of BN that is
adjacent to e is also an edge of B(e, r). Lastly, any u ∈ ∂E(e, r) \ ∂EN must
satisfy dist(e, u) > r.
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e
e′
B(e, 1)
B(e′, 1)
FIGURE 6. The 1-neighborhoods of two boundary edges e and e′.
Proof. For simplicity, let us write B and E instead of B(e, r) and E(e, r). By
construction, ai and bi are in [−N,N ] for each i. Therefore, B ⊆ BN . Also by
construction, bi − ai = 4r for each i. Thus, B is a cube of side-length 4r.
By construction, xi ∈ [ai, bi] for each i. Thus, x ∈ B. Since x and y are
neighbors and y is lexicographically bigger than x, there is exactly one coordinate
i such that yi = xi + 1 and yj = xj for all j 6= i. Since y ∈ BN , it must be that
xi < N , and hence yi ∈ [ai, bi]. For j 6= i, yj = xj ∈ [aj , bj ]. So we conclude that
y ∈ B. Since x and y are both in B, we get that e ∈ E. But B is a cube contained
in BN and e ∈ ∂EN . Therefore e must be a boundary edge of B. Thus, e ∈ ∂E.
Take any u ∈ EN \E(e, r). Let w = (w1, . . . , wd) and z = (z1, . . . , zd) be the
endpoints of u, in lexicographic order. Since u /∈ E(e, r), at least one of w and z
is not in B(e, r). Suppose that w /∈ B(e, r). Then there is a coordinate j such that
wj /∈ [aj , bj ]. That is, either wj < aj or wj > bj . Since w ∈ BN , the definitions
of aj and bj now show that |wj −xj| > 2r. Since |xj − yj| ≤ 1 and |wj − zj | ≤ 1,
and r ≥ 1, this gives
dist(e, u)2 ≥
(
wj + zj
2
− xj + yj
2
)2
> (2r − 1)2 ≥ r2.
A similar argument shows that if z /∈ B(e, r), then dist(e, u) > r. Thus, we
conclude that if u ∈ EN \E(e, r), then dist(e, u) > r ≥ 1. In particular, u cannot
be adjacent to e.
Finally, take any u ∈ ∂E \ ∂EN . Let w = (w1, . . . , wd) and z = (z1, . . . , zd)
be the endpoints of u, in lexicographic order. Since u ∈ ∂E, there must exist j
such that either wj = zj = aj or wj = zj = bj . Moreover, since u /∈ ∂EN , there
must exist j with this property and also satisfying −N < wj < N . Take any such
j. Then it is easy to see that |wj − xj| ≥ 2r. Since |yj − xj| ≤ 1 and r ≥ 1, this
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gives
dist(e, u)2 ≥
(
wj + zj
2
− xj + yj
2
)2
=
(
wj − xj + yj
2
)2
≥
(
2r − 1
2
)2
> r2.
This completes the proof of the lemma. 
12. INFLUENCE OUTSIDE THE r-NEIGHBORHOOD
The goal of this section is to establish that a boundary edge has very little influ-
ence outside its r-neighborhood if r is sufficiently large. More generally, any set
of boundary edges has little influence outside the union of the r-neighborhoods of
the elements of that set. This is a consequence of Lemma 10.1, Corollary 6.2 and
Lemma 11.1.
Take any e ∈ ∂EN and any 1 ≤ r ≤ N/4. Let B(e, r), E(e, r) and ∂E(e, r) be
defined as in the previous section. The following lemma gives an upper bound on
the correlation between a local function supported on e and a function that depends
only on edges outside the r-neighborhood of e.
Lemma 12.1. Let e and r be as above. Let f : Ω◦N → [−1, 1] be a measurable
function that depends only on {ωu : u ∈ E◦N \ E(e, r)}. Let h : ΩN → [−1, 1] be
a generalized local function supported on e. Then
|〈fh〉 − 〈f〉〈h〉| ≤ C1rd−1e−C2r.
Proof. Fix some boundary condition δ and let µ be the probability measure defined
in (2.2). Let µ′ denote the conditional probability measure given {ωu : u ∈ E◦N \
E(e, r)}. Since a lattice gauge theory is a Markov random field, it is clear that µ′ is
again a lattice gauge theory on the cube B(e, r). This has the same form as (2.2),
except that the domain BN is now replaced byB(e, r), and the boundary condition
δ on ∂EN is replaced by a boundary condition δ
′ on ∂E(e, r), where
δ′u =
{
ωu if u ∈ ∂E(e, r) \ ∂EN ,
δu if u ∈ ∂E(e, r) ∩ ∂EN .
Let 〈h〉′ denote the expected value of h with respect to µ′. By Lemma 11.1,
any edge of BN that is adjacent to e is also an edge of B(e, r). Therefore by
Lemma 10.1 applied to the cube B(e, r), there is a function g(δ′) of the boundary
condition δ′, which depends only on {δ′u : u ∈ ∂E(e, r), dist(e, u) ≤ r}, such
that
|〈h〉′ − g(δ′)| ≤ C1rd−1e−C2r.
But for any u ∈ ∂E(e, r) \ ∂EN , Lemma 11.1 tells us that dist(e, u) > r. Thus,
g(δ′) depends only on a subset of {δ′u : u ∈ ∂E(e, r) ∩ ∂EN}. In particular, g(δ′)
is simply a function of the original boundary condition δ and has no dependence
on {ωu : u ∈ ∂E(e, r) \ ∂EN}. So we can write g(δ) instead of g(δ′).
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Now note that by the tower property of conditional expectation and the fact that
f has no dependence on {ωu : u ∈ E◦N ∩ E(e, r)}, we get 〈fh〉 = 〈f〈h〉′〉. Since
f maps into [−1, 1], this gives
|〈fh〉 − 〈f〉g(δ)| = |〈f(〈h〉′ − g(δ))〉|
≤ 〈|〈h〉′ − g(δ)|〉 ≤ C1rd−1e−C2r.
Similarly, since 〈h〉 = 〈〈h〉′〉,
|〈f〉〈h〉 − 〈f〉g(δ)| ≤ |〈〈h〉′ − g(δ)〉|
≤ 〈|〈h〉′ − g(δ)|〉 ≤ C1rd−1e−C2r.
The claim now follows by combining the above inequalities. 
Combining the above Lemma with Corollary 6.2 and equation (9.2), we obtain
the following upper bound. It says that the expected value of a function that de-
pends only on edges outside the r-neighborhood of e cannot change by much if δe
is replaced by a new value.
Corollary 12.2. Let f and e be as in Lemma 12.1. Then
‖∇e〈f〉‖ ≤ C1rd−1e−C2r.
Consequently, if δe is replaced by any other value δ
′
e, the value of 〈f〉 changes by
at most C1r
d−1e−C2r.
Proof. Recall that by (9.2), ∇e〈f〉 = β〈f∇eH〉 − β〈f〉〈∇eH〉. Also, recall from
the discussion in Section 9 that ∇eH is a generalized local function supported on
e, whose norm is bounded by a constant that depends only on G, β and d. These
two facts, combined with Lemma 12.1, prove the first claim. For the second, apply
the first claim and Corollary 6.2. 
We will now extend Corollary 12.2 to collections of boundary edges. Let A be
any nonempty subset of ∂EN . Define E(A, r) to be the union of E(e, r) over all
e ∈ A.
Lemma 12.3. Let E(A, r) be as above. Take any measurable function f : Ω◦N →
[−1, 1] that depends only on {ωu : u ∈ E◦N \E(A, r)}. Then for any two boundary
conditions δ and δ′ that agree on the complement of A, the values of 〈f〉 differ by
at most C1|A|rd−1e−C2r.
Proof. By Corollary 12.2, 〈f〉 changes by at most C1rd−1e−C2r when the value
of δe is changed for a single e ∈ A. Therefore the cumulative change when δe is
changed for all e ∈ A is at most C1|A|rd−1e−C2r. 
Take any nonempty setA ⊆ ∂EN . LetΩA,r be the set of all functions fromE◦N \
E(A, r) into G, and let Ω∗A,r be the set of all functions from E(A, r) into G. Note
that Ω◦N can be viewed as the Cartesian product of ΩA,r and Ω
∗
A,r. The following
corollary of Lemma 12.3 tells us that if µ is the lattice gauge theory defined in (2.2),
then the marginal probability of µ on ΩA,r has a very small dependence on {δe :
e ∈ A}. This is quantified by a bound in total variation distance.
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Corollary 12.4. Let δ and δ′ be two boundary conditions on BN , defining two
probability measures µ and µ′ according to (2.2). Let A be the set of all e ∈ ∂EN
such that δe 6= δ′e. Viewing Ω◦N as ΩA,r × Ω∗A,r, let µr and µ′r be the marginal
probabilities of µ and µ′ on ΩA,r. Then
TV (µr, µ
′
r) ≤ C1|A|rd−1e−C2r.
Proof. Let f : ΩA,r → [−1, 1] be a measurable function. Then f has a natural
extension to a function on Ω◦N , which we also denote by f . By Lemma 12.3, 〈f〉
changes by at most C1|A|rd−1e−C2r if the boundary condition δ is replaced by δ′.
The result now follows by the formula (7.1) for total variation distance. 
13. COUPLING IN A CUBE
Take anyN ≥ 1 and 1 ≤ r ≤ N/4. In this section we give a general prescription
for coupling two lattice gauge theories with two different boundary conditions on
BN . This is the first of several steps towards defining a similar coupling on a slab,
which is the main component of the proof of Theorem 2.1.
Let us endow the space of all pairs of boundary conditions onBN with the usual
Euclidean metric (viewing it as a subset of a Euclidean space of sufficiently large
dimension). On the other hand, let us endow the space of all probability measures
on Ω◦N × Ω◦N with the total variation metric. These topologies generate Borel σ-
algebras on the two spaces. We will say that a map from one space to the other is
measurable if it is measurable with respect to these σ-algebras.
Lemma 13.1. Let δ and δ′ be two boundary conditions on BN and let µ and µ
′ be
the probability measures defined by these boundary conditions according to (2.2).
Let A be the set of all e ∈ ∂EN such that δe 6= δ′e. Let E(A, r) be the union of
E(e, r) over all e ∈ A. Then there is a coupling γ of µ and µ′ such that
γ({(ω, ω′) : ωu 6= ω′u for some u ∈ E◦N \E(A, r)})
≤ C1|A|rd−1e−C2r.
(13.1)
Moreover, the coupling can be defined in such a way that the map (δ, δ′) 7→ γ is
measurable in the sense defined above.
Proof. As in Corollary 12.4, let us view Ω◦N as ΩA,r × Ω∗A,r. Let µr and µ′r be the
marginal probabilities of µ and µ′ on ΩA,r. By Corollary 12.4 and the coupling
characterization of total variation distance, there is a coupling γr of µr and µ
′
r
satisfying
γr({(x, x′) ∈ ΩA,r × ΩA,r : x 6= x′}) ≤ C1|A|rd−1e−C2r. (13.2)
Now, given any boundary condition δ, the lattice gauge theory (2.2) defines a con-
ditional probability φδ from ΩA,r to Ω
∗
A,r. For x ∈ ΩA,r and y ∈ Ω∗A,r, let fδ(x, y)
denote the conditional probability density of φδ at the point (x, y). Then
gδ,δ′(x, x
′, y, y′) := fδ(x, y)fδ′(x
′, y′)
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is a conditional probability density fromΩA,r×ΩA,r toΩ∗A,r×Ω∗A,r, corresponding
to the conditional probability
φδ,δ′((x, x
′), ·) := φδ(x, ·) × φδ′(x′, ·).
Using the first part of Lemma 8.1 with these conditional probability densities, we
can now extend γr to a probability measure γ on Ω
◦
N × Ω◦N . By the definition of
γ and the property (13.2) of γr, we see that γ satisfies (13.1). Let us now verify
that γ is a coupling of µ and µ′. Take any S ∈ B(Ω◦N ) of the form S1 × S2, where
S1 ∈ B(ΩA,r) and S2 ∈ B(Ω∗A,r). Then
γ(S1 × ΩA,r × S2 × Ω∗A,r) =
∫
S1×ΩA,r
φδ(x, S2)φδ′(x
′,Ω∗A,r)dγr(x, x
′)
=
∫
S1×ΩA,r
φδ(x, S2)dγr(x, x
′)
=
∫
S1
φδ(x, S2)dµr(x) = µ(S1 × S2).
Similarly,
γ(ΩA,r × S1 × Ω∗A,r × S2) = µ′(S1 × S2).
From this, it is easy to see using the uniqueness part of Carathe´odory’s extension
theorem that γ is indeed a coupling of µ and µ′.
Finally, to prove measurability of (δ, δ′) 7→ γ, we argue as follows. For any
A ⊆ ∂EN , let ∆(A) be the set of all pairs of boundary conditions (δ, δ′) such that
A = {e : δe 6= δ′e}. The space ∆ of all pairs of boundary conditions is the disjoint
union of these sets, and each ∆(A) is a measurable subset of ∆. So it suffices to
prove that (δ, δ′) 7→ γ is measurable on each∆(A). We will, in fact, show that this
map is continuous on every ∆(A).
So take any A ⊆ ∂EN . First, suppose that A is nonempty. It is not hard to
verify directly from the definition of lattice gauge theory that δ 7→ µ is a contin-
uous map, and therefore so is (δ, δ′) 7→ (µ, µ′). The definition of total variation
distance makes it clear that µ 7→ µr is continuous, and therefore so is the map
(µ, µ′) 7→ (µr, µ′r). By the inequality from Lemma 7.1, (µr, µ′r) 7→ γr is continu-
ous. Combining, we get that (δ, δ′) 7→ γr is a continuous map on∆(A).
Now, it is not hard to see that (δ, x, y) 7→ fδ(x, y) is a continuous map, and
therefore uniformly continuous since its domain is compact. Consequently, the
map (δ, x, y, δ′ , x′, y′) 7→ gδ,δ′(x, x′, y, y′) is uniformly continuous. Thus, by the
second part of Lemma 8.1, (δ, δ′, γr) 7→ γ is continuous. But as observed above,
γr is itself a continuous function of (δ, δ
′). Thus, (δ, δ′) 7→ γ is continuous.
If A is empty, the proof is simpler. In this case, γr = γ, so we already have the
continuity of (δ, δ′) 7→ γ from the first step above. 
14. LOCAL UPDATE MAP ON A SLAB
Take any M and N , and let δ and δ′ be two boundary conditions on the slab
SM,N that agree on the temporal faces. Let µ and µ
′ be the probability measures
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B2N
2M
FIGURE 7. A cube of width 2N sitting inside the slab SM,N .
defined by these two boundary conditions. Take any 1 ≤ r ≤ N/4. We will
now define the local update map, which maps any coupling of µ and µ′ to another
coupling of µ and µ′. The construction of the local update map uses the coupling
in a cube defined in the previous section. The purpose of the local update map is
to ‘improve’ any given coupling by making the marginal probabilities more tightly
coupled. This is the second step towards the construction of a coupling in a slab.
Take any translate B of the cube BN that is contained in SM,N , such that B has
no intersection with the spatial boundary of SM,N . (Assume thatM > N , so that
such a B exists.) Then B must be of the form
B = ([−N,N ]× [a2, b2]× · · · × [ad, bd]) ∩ Zd,
where ai and bi are integers such that −M < ai < bi < M and bi − ai = 2N for
each i. LetB be the set of all such B. (See Figure 7.)
Let E◦ be the set of interior edges of B. Let ΩB be the set of all functions from
E◦M,N \E◦ into G, and let Ω∗B be the set of all functions from E◦ into G. Let γ be
a coupling of µ and µ′. Viewing Ω◦M,N × Ω◦M,N as ΩB × ΩB × Ω∗B × Ω∗B, let γB
be the marginal probability of γ on ΩB × ΩB .
Let µB and µ
′
B be the marginal probabilities of µ and µ
′ on ΩB , viewing Ω
◦
N
as ΩB × Ω∗B. We claim that µB and µ′B are also the marginal probabilities of the
probability measure γB on ΩB ×ΩB . To see this, take any S ∈ B(ΩB). Then
γB(S × ΩB) = γ(S × ΩB × Ω∗B × Ω∗B)
= µ(S × Ω∗B) (since γ is a coupling of µ and µ′)
= µB(S),
and similarly, γB(ΩB × S) = µ′B(S).
Now, any pair (x, x′) ∈ ΩB × ΩB defines a pair of boundary conditions on
B. By Lemma 13.1, this pair of boundary conditions lets us define a probability
measure φ((x, x′), ·) on Ω∗B × Ω∗B, which is a coupling of the two lattice gauge
theories µx and µx′ defined by the two boundary conditions. By the measurability
assertion of Lemma 13.1, φ is a conditional probability fromΩB×ΩB toΩ∗B×Ω∗B.
Using γB and φ, we can now invoke Lemma 8.1 to define a probability measure γ˜
on Ω◦M,N ×Ω◦M,N . We claim that γ˜ is a coupling of µ and µ′. To see this, take any
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S1 ∈ B(ΩB) and S2 ∈ B(Ω∗B). Then
γ˜(S1 × ΩB × S2 × Ω∗B) =
∫
S1×ΩB
φ((x, x′), S2 × Ω∗B)dγB(x, x′)
=
∫
S1×ΩB
µx(S2)dγB(x, x
′)
=
∫
S1
µx(S2)dµB(x) = µ(S1 × S2),
where the second-to-last identity holds because µB is a marginal probability of γB ,
as deduced above. Similarly,
γ˜(ΩB × S1 × Ω∗B × S2) = µ′(S1 × S2).
Thus, γ˜ is indeed a coupling of µ and µ′. Let us denote γ˜ by τB(γ), viewing it as
a function of γ. The map τB will be called the local update map corresponding to
the cube B. Note that the definition of τB depends not only on B, but also on M ,
N , δ, δ′ and r, but we will consider those as fixed.
For any coupling γ of µ and µ′, and any edge e ∈ E◦M,N , let
ρ(γ, e) := γ({(ω, ω′) : ωe 6= ω′e}). (14.1)
For any edge e ∈ E◦M,N , let U(e) be the set of all edges u ∈ E◦M,N such that e
and u are both in some common cube of width 4r, and let V (e) be the set of all
u ∈ E◦M,N such that both e and u are in some common cube of width 2N . The
following lemma estimates how ρ changes under a local update map.
Lemma 14.1. Let all notation be as above. Take any B ∈ B, any e ∈ E◦M,N and
any coupling γ of µ and µ′. Let E◦ be the set of interior edges of B, and let ∂′E
be the spatial boundary of B. If e /∈ E◦, then ρ(τB(γ), e) = ρ(γ, e). On the other
hand, if e ∈ E◦, then
ρ(τB(γ), e) ≤ C1Nd−1e−C2r
∑
u∈∂′E∩V (e)
ρ(γ, u) +
∑
u∈∂′E∩U(e)
ρ(γ, u).
Proof. For simplicity of notation, let γ˜ := τB(γ). Take any (ω, ω
′) ∈ Ω◦M,N ×
Ω◦M,N . Write (ω, ω
′) as an element (x, x′, y, y′) of ΩB × ΩB × Ω∗B × Ω∗B . If
e /∈ E◦, then ωe 6= ω′e means that xe 6= x′e. So in this case, by the definitions of γ
and γ˜,
ρ(γ˜, e) = γ˜({(ω, ω′) : ωe 6= ω′e})
= γB({(x, x′) : xe 6= x′e}) = ρ(γ, e).
Next, suppose that e ∈ E◦. Then ωe 6= ω′e means that ye 6= y′e. Thus,
ρ(γ˜, e) = γ˜({(ω, ω′) : ωe 6= ω′e})
=
∫
ΩB×ΩB
φ((x, x′), {(y, y′) : ye 6= y′e})dγB(x, x′). (14.2)
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Take any (x, x′). Let
p := φ((x, x′), {(y, y′) : ye 6= y′e}).
LetA be the set of u ∈ ∂′E such that xu 6= x′u. Since δ and δ′ agree on the temporal
faces, and B has no intersection with the spatial boundary of SM,N , we see that A
consists of all boundary edges of B where the boundary conditions defined by x
and x′ disagree. So by the construction of φ (using Lemma 13.1), we see that if
U(e) has no intersection with A, then
p ≤ C1|A|rd−1e−C2r ≤ C1Nd−1e−C2r|A|.
If U(e) intersects A, we simply use p ≤ 1. Combining, we get that for any (x, x′)
and e,
p ≤ C1Nd−1e−C2r|A|+ |U(e) ∩A|. (14.3)
But note that by the definition of γB ,∫
ΩB×ΩB
|A|dγB(x, x′) =
∫
Ω◦
M,N
×Ω◦
M,N
|{u ∈ ∂′E : ωu 6= ω′u}|dγ(ω, ω′)
=
∑
u∈∂′E
γ({(ω, ω′) : ωu 6= ω′u})
=
∑
u∈∂′E
ρ(γ, u).
We can replace ∂′E by ∂′E ∩ V (e) in the above sum since the two sets are equal
for any e ∈ E◦. Thus,∫
ΩB×ΩB
|A|dγB(x, x′) =
∑
u∈∂′E∩V (e)
ρ(γ, u). (14.4)
Similarly, ∫
ΩB×ΩB
|U(e) ∩A|dγB(x, x′) =
∑
u∈∂′E∩U(e)
ρ(γ, u). (14.5)
Using the information obtained from (14.3), (14.4) and (14.5) in (14.2), we get the
required upper bound. 
15. GLOBAL UPDATE MAP ON A SLAB
Let us continue to use the notations introduced in the previous section. In par-
ticular, let us fixM , N , δ, δ′ and r as before. We define the global update map on
the space of all couplings of µ and µ′ as
τ(γ) :=
1
|B|
∑
B∈B
τB(γ).
If B is empty (which happens ifM ≤ N ), just let τ(γ) := γ. For any edge e, let
B(e) be the set of all B ∈ B such that e is an interior edge of B. The following
lemma quantifies how the global update map ‘improves’ any given coupling. This
is the third step towards the construction of the coupling in a slab.
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Lemma 15.1. Suppose thatM > N , so thatB is nonempty. Then for any coupling
γ of µ and µ′, and any e ∈ E◦M,N ,
ρ(τ(γ), e) ≤
(
1− |B(e)||B|
)
ρ(γ, e) +
C1N
2d−3e−C2r
|B|
∑
u∈V (e)
ρ(γ, u)
+
C3N
d−2
|B|
∑
u∈U(e)
ρ(γ, u).
Proof. Note that for any edge e, there can be at most CNd−2 cubes B ∈ B such
that e ∈ ∂′E (where, as before, ∂′E denotes the spatial boundary of B). Therefore
by Lemma 14.1,∑
B∈B
ρ(τB(γ), e) ≤ (|B| − |B(e)|)ρ(γ, e) + C1N2d−3e−C2r
∑
u∈V (e)
ρ(γ, u)
+ C3N
d−2
∑
u∈U(e)
ρ(γ, u).
Since the function ρ is linear in γ,
ρ(τ(γ), e) =
1
|B|
∑
B∈B
ρ(τB(γ), e).
Combining the above identity with the inequality from the previous display, we get
the required bound. 
16. COUPLING IN A SLAB
Let M , N , δ, δ′ and r be fixed as in the previous two sections. We will now
construct a coupling of µ and µ′ using an infinite number of iterations of the global
update map τ . Start with the coupling γ0 := µ × µ′. For each n, let γn := τn(γ).
Since {γn}n≥0 is a sequence of probability measures on the compact Polish space
Ω◦M,N × Ω◦M,N , it has a subsequence {γnk}k≥1 converging weakly to a limit γ.
Then γ is also a coupling of µ and µ′. The following lemma gives the main property
of this coupling that will be useful for us.
Lemma 16.1. There is some N0 depending only on G, β and d, such that if N ≥
N0, and r is chosen to be ⌊(logN)2⌋, then for anyM and any e ∈ E◦M,N ,
ρ(γ, e) ≤ C1 exp
(
−C2 dist(e, ∂
′EM,N )
N
)
,
where dist(e, ∂′EM,N ) is the minimum value of dist(e, u) over all u ∈ ∂′EM,N .
Proof. If M ≤ N , the proof is trivial. So let us assume that M > N , which
renders B nonempty. For each e, let
p(e) := lim sup
n→∞
ρ(γn, e).
A MECHANISM FOR QUARK CONFINEMENT 31
Since {(ω, ω′) : ωe 6= ω′e} is a relatively open subset of Ω◦M,N × Ω◦M,N , the
portmanteau lemma for weak convergence [10, Theorem 3.9.1] gives us that
ρ(γ, e) ≤ lim inf
k→∞
ρ(γnk , e)
≤ lim sup
k→∞
ρ(γnk , e) ≤ lim sup
n→∞
ρ(γn, e) = p(e). (16.1)
Thus, it suffices to get an upper bound for p(e). Now, by Lemma 15.1,
p(e) ≤
(
1− |B(e)||B|
)
p(e) +
C1N
2d−3e−C2r
|B|
∑
u∈V (e)
p(u)
+
C3N
d−2
|B|
∑
u∈U(e)
p(u)
for every e. IfB(e) is nonempty, this can be rearranged as
p(e) ≤ C1N
2d−3e−C2r
|B(e)|
∑
u∈V (e)
p(u) +
C3N
d−2
|B(e)|
∑
u∈U(e)
p(u). (16.2)
Let E′ be the set of all e ∈ E◦M,N such that dist(e, ∂′EM,N ) > 3N . Clearly, it
suffices to prove the required bound for e ∈ E′. So let us take any such e. It is easy
to see that |B(e)| > CNd−1. Also, |V (e)| ≤ CNd and |U(e)| ≤ Crd. Therefore
by (16.2), we get
p(e) ≤ C1N2d−2e−C2r max
u∈V (e)
p(u) +
C3r
d
N
max
u∈U(e)
p(u).
Now, if N is large enough (depending on G, β and d) and r = ⌊(logN)2⌋, then
the coefficients in front both the maxima on the right are less than 1/4. Since
U(e) ⊆ V (e), this implies that there is some e1 ∈ V (e) such that
p(e) ≤ p(e1)
2
.
If e1 is also in E
′, then by the above argument applied to e1 instead of e, we get an
edge e2 such that p(e1) ≤ p(e2)/2, and so on. Since ei+1 ∈ V (ei) for each i (with
e0 = e), it follows that each ei+1 is within distance CN from ei. Therefore, the
minimum i such that ei 6∈ E′ must be at least CN−1 dist(e, ∂′EM,N ). The final
p(ei) can simply be bounded by 1. This completes the proof of the lemma. 
17. VERTICAL CHAIN VARIABLES
Take a slab SM,N . We will say that an edge e is a vertical edge if its endpoints
differ in the first coordinate. A sequence of vertical edges that connects the two
temporal faces of SM,N will be called a vertical chain of edges. Note that a vertical
chain must have exactly 2N edges. Let e1, . . . , e2N be a vertical chain. A vertical
chain variable f associated with this chain is a function from Ω◦N into C that is a
product of one element from each of the matrices π(ωe1), . . . , π(ωe2N ). Since π is
anm-dimensional representation, there arem4N vertical chain variables associated
with a given vertical chain. Note that dist(e, ∂′EM,N) is the same for any edge e
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ξ
dist(ξ, ∂′EM,N )
FIGURE 8. A vertical chain ξ in a slab and its distance from the
spatial boundary.
in a given vertical chain ξ. We will denote this number by dist(ξ, ∂′EM,N ). (See
Figure 8.)
We will now show that the expected value of a vertical chain variable in a slab
is exponentially decaying in the distance of the chain to the spatial boundary when
the thickness of the slab is kept fixed. The bound will have a bad dependence on
the thickness of the slab (it becomes worse as the thickness increases). In the next
section, we will prove a key bootstrapping lemma which bootstraps the estimate
obtained in the following lemma to obtain a much better bound that decays expo-
nentially in both the distance of the chain to the spatial boundary and the thickness
of the slab.
Lemma 17.1. Let N0 be as in Lemma 16.1, and take N ≥ N0 and any M . Let δ
be any boundary condition on SM,N , and consider the lattice gauge theory defined
by this boundary condition. Then for any vertical chain variable f defined on a
vertical chain ξ,
|〈f〉| ≤ C1N exp
(
−C2 dist(ξ, ∂
′EM,N )
N
)
.
Proof. We will say that a vertical edge e is of lowest rank if its lower endpoint is
in the bottom face of SM,N . Let g0 and c be as in the center symmetry assumption
of Theorem 2.1. Since π is a unitary representation, |c| = 1. Let us create a
new boundary condition δ′ out of δ by replacing δe by g0δe for each vertical edge
e ∈ ∂′EM,N of lowest rank. Let µ′ be the probability measure defined by δ′.
Similarly, for any ω ∈ Ω◦M,N , define a new configuration θ(ω) by replacing
ωe by g0ωe for each vertical edge e ∈ E◦M,N of lowest rank. Now observe the
following:
(1) The bijective map θ and its inverse both preserve the product Haar measure
λM,N on Ω
◦
M,N .
(2) LetH andH ′ be the Hamiltonians for the lattice gauge theories defined by
δ and δ′. Then H(ω) = H ′(θ(ω)) for any ω. (This holds because g0 is in
the center of G.)
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For any bounded measurable f : Ω◦M,N → C, define θf(ω) := f(θ(ω)). Then by
the above observations, we get
〈f〉′ =
∫
Ω◦
M,N
f(ω)eβH
′(ω)dλM,N (ω)∫
Ω◦
M,N
eβH
′(ω)dλM,N (ω)
=
∫
Ω◦
M,N
f(θ(ω))eβH
′(θ(ω))dλM,N (ω)∫
Ω◦
M,N
eβH′(θ(ω))dλM,N (ω)
=
∫
Ω◦
M,N
θf(ω)eβH(ω)dλM,N (ω)∫
Ω◦
M,N
eβH(ω)dλM,N (ω)
= 〈θf〉.
Let f be a vertical chain variable defined on a vertical chain ξ = (e1, . . . , e2N ).
Then θf(ω) = cf(ω). Thus, by the above identity,
〈f〉′ = c〈f〉. (17.1)
Let γ be the coupling of µ and µ′ defined in Section 16. Then note that
〈f〉 − 〈f〉′ =
∫
Ω◦
M,N
f(ω)dµ(ω)−
∫
Ω◦
M,N
f(ω)dµ′(ω)
=
∫
Ω◦
M,N
×Ω◦
M,N
(f(ω)− f(ω′))dγ(ω, ω′).
If ωei = ω
′
ei for i = 1, . . . , 2N , then f(ω) = f(ω
′). Moreover, |f | ≤ 1. Therefore
the above expression and Lemma 16.1 give us
|〈f〉 − 〈f〉′| ≤ 2
2N∑
i=1
ρ(γ, ei) ≤ C1N exp
(
−C2 dist(ξ, ∂
′EM,N )
N
)
.
Combined with (17.1), this completes the proof of the lemma. 
18. BOOTSTRAPPING LEMMA
We will now bootstrap the bound obtained in Lemma 17.1 to show that the
expected value of a vertical chain variable in a slab is exponentially decaying in
both the distance of the chain to the spatial boundary, as well as the thickness of
the slab. The Markovian nature of lattice gauge theory is the key ingredient in this
proof. This dual decay is the chief reason behind the area law decay of Wilson loop
expectations, as we will see in the next section.
Lemma 18.1. Let N0 be as in Lemma 16.1, and take N ≥ N0 and any M . Let δ
be any boundary condition on SM,N , and consider the lattice gauge theory defined
by this boundary condition. Then for any vertical chain variable f defined on a
vertical chain ξ,
|〈f〉| ≤ C1 exp(C2N − C3N dist(ξ, ∂′EM,N )).
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f1
f2
f3
f4
2M
2N
2N0
FIGURE 9. Bootstrapping by subdividing into smaller slabs.
Proof. For simplicity of notation, let us put ∆ := dist(ξ, ∂′EM,N ). Write 2N =
2qN0 + k, where q ≥ 1 and k < 2N0 are the quotient and the remainder when
2N is divided by 2N0. Divide SM,N into q + 1 slabs S1, S2, . . . , Sq+1, where Si
has thickness 2N0 for i = 1, . . . , q, and Sq+1 has thickness k. Let the top face of
Si, which is the same as the bottom face of Si+1, be called Fi. Conditioning on
ωe for all e ∈ ∪q+1i=1Fi, the lattice gauge theory on SM,N splits up into independent
lattice gauge theories in the slabs S1, . . . , Sq+1. The vertical chain observable f
also splits up as a product f1f2 · · · fq+1, where fi is the part of f coming from Si.
Under the above conditioning, the random variables f1, . . . , fq+1 are independent.
(See Figure 9.)
Now let 〈fi〉′ denote the conditional expectation of fi under the above condi-
tioning. For each 1 ≤ i ≤ q, Lemma 17.1 gives
|〈fi〉′| ≤ C1N0e−C2∆/N0 .
The crucial point here is that the upper bound is deterministic. Also, trivially,
|〈fq+1〉| ≤ 1. Thus,
|〈f〉| = |〈f1f2 · · · fq+1〉|
= |〈〈f1f2 · · · fq+1〉′〉|
= |〈〈f1〉′〈f2〉′ · · · 〈fq+1〉′〉|
≤ 〈|〈f1〉′||〈f2〉′| · · · |〈fq+1〉′|〉 ≤ (C1N0e−C2∆/N0)q.
Since N0 depends only on G, β and d, and consequently q ≤ CN , this completes
the proof of the lemma. 
19. ALMOST A PROOF OF THEOREM 2.1
In this section we prove a result which is ‘almost’ Wilson’s area law, except that
is also has the perimeter of the loop in the exponent, but with a wrong sign. That
is, we will show that
|〈Wℓ〉| ≤ C1eC2|ℓ|−C3 area(ℓ),
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S
ℓ
2N 2N ′ T
R
FIGURE 10. A slab S containing a part of one side of a rectangu-
lar loop ℓ contained in BN ′ ⊆ BN .
where |ℓ| is the perimeter of ℓ. It will take some more work in the subsequent
sections to eliminate the perimeter term.
Let e1, . . . , ek be a sequence of edges forming a loop ℓ. Let f(ω) be a product
of one element from each of the matrices π(ωe1), . . . , π(ωek). Any such f will be
called a component variable associated with the loop ℓ. Note that the Wilson loop
variableWℓ is a sum ofm
k component variables.
Take anyN and take a rectangular loop ℓ contained inBN ′ for someN
′ ≤ N/2.
Without loss of generality, suppose that two sides of ℓ are vertical. Let T be the
length of the vertical sides, and let R be the length of the other two sides. Let us
assume that T ≥ N0 ≥ 4 and R ≥ 4. Then we can find a slab S ⊆ BN of height
T ′ ∈ [T/2, T ] and width R′ ∈ [R/2, R] such that
(1) S contains a part of one of the vertical sides of ℓ, but no part of any of the
other sides, and
(2) ℓ passes through the center of S.
(Here we use the assumption that ℓ is in BN ′ for some N
′ ≤ N/2. See Figure 10.)
Take any component variable f associated with ℓ. Then f can be written as the
product f1f2, where f1 comes from all the edges that are in S, and f2 comes
from all the edges that outside S. Let 〈·〉′ denote conditional expectation given
{ωe : e /∈ S}. Then
〈f〉 = 〈f1f2〉 = 〈〈f1f2〉′〉 = 〈〈f1〉′f2〉, (19.1)
where the second identity holds by the tower property of conditional expectation
and the third identity holds because f2 depends only on edges outside S. Now note
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that f1 is a vertical chain variable defined on a vertical chain passing through the
center of S. Thus, by Lemma 18.1,
|〈f1〉′| ≤ C1eC2T−C3RT .
Since |f2| ≤ 1, the identity (19.1) now shows that the same bound holds for |〈f〉|.
SinceWℓ is a sum of n
2(R+T ) component variables, this shows that
|〈Wℓ〉| ≤ C1eC2(R+T )−C3RT . (19.2)
Suitably increasing C2 (depending on G, β, π and d), we can now drop the as-
sumptions that T ≥ N0 and R ≥ 4. The above inequality holds for all rectangular
loops.
In the following sections, we will work towards eliminating the C2(R+T ) term.
The plan is to show that |〈Wℓ〉| is also bounded by C4e−C5(R+T ) (this is called the
perimeter law), which, in conjunction with (19.2), will allow us to show that it is
bounded by C6e
−C7RT .
20. AN INEQUALITY FOR THE HAAR MEASURE
The first step towards eliminating the perimeter term in (19.2) is to prove the
following lemma about the pair (G,π). It gives a lower bound on the fluctuations of
any composition of π followed by a linear function under any probability measure
on G whose density with respect to Haar measure is uniformly bounded above and
below by positive constants.
Lemma 20.1. Assume that the pair (G,π) satisfies the center symmetry condition.
Let λ denote the Haar measure on G. Let ρ be a probability density with respect to
λ. Suppose that there are positive constants a and b such that a ≤ ρ(g) ≤ b for all
g ∈ G. Then there is some ε ∈ (0, 1) depending only on G, π, a, and b, such that
for any function f : G→ C which is a composition of π followed by a linear map,∣∣∣∣∫
G
f(g)ρ(g)dλ(g)
∣∣∣∣2 ≤ (1− ε)2 ∫
G
|f(g)|2ρ(g)dλ(g).
Proof. Let λ⊗2 denote the product Haar measure on G × G. Let z∗ denote the
conjugate of a complex number z. Then note that
1
2
∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
=
1
2
∫
G×G
(|f(g)|2 − f(g)f(g′)∗ − f(g)∗f(g′) + |f(g′)|2)ρ(g)ρ(g′)dλ⊗2(g, g′)
=
∫
G
|f(g)|2ρ(g)dλ(g) −
∣∣∣∣∫
G
f(g)ρ(g)dλ(g)
∣∣∣∣2. (20.1)
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Since f is the composition of π followed by a linear map, the invariance of the
Haar measure gives us∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
=
∫
G×G
|f(g)− f(g0g′)|2ρ(g)ρ(g0g′)dλ⊗2(g, g′)
=
∫
G×G
|f(g)− cf(g′)|2ρ(g)ρ(g0g′)dλ⊗2(g, g′).
Since a ≤ ρ(g) ≤ b for all g, we have
ρ(g0g
′) ≥ a ≥ a
b
ρ(g′).
Applying this to the previous display gives∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
≥ a
b
∫
G×G
|f(g)− cf(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′).
But trivially, since a/b ≤ 1,∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
≥ a
b
∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′).
Combining the last two displays, we get∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
≥ a
2b
∫
G×G
(|f(g) − f(g′)|2 + |f(g)− cf(g′)|2)ρ(g)ρ(g′)dλ⊗2(g, g′).
But by the inequality |w − z|2 ≤ 2|w|2 + 2|z|2, we have
|f(g)− f(g′)|2 + |f(g)− cf(g′)|2 ≥ |1− c|
2
2
|f(g′)|2.
Therefore, ∫
G×G
|f(g)− f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
≥ a|1− c|
2
4b
∫
G×G
|f(g′)|2ρ(g)ρ(g′)dλ⊗2(g, g′)
=
a|1− c|2
4b
∫
G
|f(g)|2ρ(g)dλ(g).
The proof is now easily completed by combining the above inequality with the
identity (20.1). 
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21. NORM OF CONDITIONAL EXPECTATION
In this section we use Lemma 20.1 to show that for any edge e, the conditional
expectation of π(ωe) given {ωu : u 6= e} is a matrix whose operator norm is strictly
less than 1. Moreover, the gap is uniformly bounded below by a constant. This is
the key ingredient in the proof of the perimeter law, which will be presented in the
next section.
Lemma 21.1. Consider the lattice gauge theory defined in (2.2). For any edge
e ∈ E◦N , let 〈ωe〉′ denote the matrix of conditional expectations of the entries of ωe
given {ωu : u 6= e}. There is a constant ε ∈ (0, 1), depending only on G, β, π and
d, such that ‖〈π(ωe)〉′‖op ≤ 1− ε.
Proof. It is not hard to see that the conditional probability density (with respect
to Haar measure) of ωe given {ωu : u 6= e} is bounded above and below by two
positive constants a and b, which depend only on G, β and d. Take any x ∈ Cm
such that ‖x‖ = 1. Then each component of the vector π(ωe)x is a linear function
of π(ωe). Therefore by Lemma 20.1,
‖〈π(ωe)x〉′‖2 ≤ (1− ε)2〈‖π(ωe)x‖2〉′,
where ε ∈ (0, 1) depends only on G, β, π and d. Since π(ωe) is a unitary matrix,
‖π(ωe)x‖ = ‖x‖ = 1. Thus, ‖〈π(ωe)〉′x‖ = ‖〈π(ωe)x〉′‖ ≤ 1 − ε. Taking
supremum over x, we get the desired result. 
22. PERIMETER LAW
In this section we prove the perimeter law of Wilson loop expectations. As
mentioned earlier, this is required for eliminating the perimeter term in (19.2).
Lemma 22.1. For any rectangular loop ℓ, |〈Wℓ〉| ≤ C1e−C2|ℓ|, where |ℓ| denotes
the length of ℓ.
Proof. A rectangular loop ℓ has a side s of length at least |ℓ|/4. Fix such a side, and
let us write the edges of ℓ as e1, e2, . . . , ek, where the first r edges are in s. Let 〈·〉′
denote the conditional expectation given {ωe : e /∈ s}. Under this conditioning,
{ωe : e ∈ s} are independent random matrices. Moreover, for any e ∈ s, the
conditional distribution of ωe given {ωu : u /∈ s} is the same as the conditional
distribution of ωe given {ωu : u 6= e}, since e shares no plaquette with any other
member of s. Applying this independence to each summand in the formula for the
trace in the following display, we get
〈Wℓ〉′ = 〈Tr(π(ωe1) · · · π(ωek))〉′
= Tr(〈π(ωe1)〉′〈π(ωe2)〉′ · · · 〈π(ωer)〉′π(ωer+1) · · · π(ωek)).
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Thus, by Lemma 21.1, the matrix inequality (5.3) (observing that k − 3 ≥ r), and
the fact that ‖π(ωe)‖op = 1 for all e, we get
|〈Wℓ〉′| = |Tr(〈π(ωe1)〉′〈π(ωe2)〉′ · · · 〈π(ωer)〉′π(ωer+1) · · · π(ωek))|
≤ ‖〈π(ωe1)〉′‖op · · · ‖〈π(ωer)〉′‖op‖π(ωer+1)‖op
· · · ‖π(ωek−2)‖op‖π(ωek−1)‖‖π(ωek)‖
≤ C(1− ε)r ≤ C(1− ε)k/4,
where C > 0 and ε ∈ (0, 1) depend only on G, β, π and d. Thus, the same bound
holds for |〈Wℓ〉|. 
23. COMPLETING THE PROOF OF THEOREM 2.1
We now have all the ingredients required for completing the proof of Theo-
rem 2.1. Take any N ≥ 2. Let ℓ be a loop contained in BN ′ for some N ′ ≤ N/2.
By inequality (19.2),
|〈Wℓ〉| ≤ C1eC2|ℓ|−C3 area(ℓ). (23.1)
On the other hand, by Lemma 22.1,
|〈Wℓ〉| ≤ C4e−C5|ℓ|. (23.2)
If area(ℓ) > 2C2|ℓ|/C3, (23.1) gives
|〈Wℓ〉| ≤ C1e−C3 area(ℓ)/2.
On the other hand, if area(ℓ) ≤ 2C2|ℓ|/C3, then (23.2) implies that
|〈Wℓ〉| ≤ C4e−C5C3 area(ℓ)/2C2 .
Therefore in either case, |〈Wℓ〉| ≤ C6e−C7 area(ℓ)/2, where C6 := max{C1, C4},
and C7 := min{C3/2, C5C3/2C2}. This completes the proof of the first part of
Theorem 2.1.
For the second part, let us first prove the uniqueness of the infinite volume Gibbs
state. By the nature of the product topology on Ω(Zd), it suffices to prove that for
any bounded measurable function f : Ω(Zd) → R that depends only on a finite
number of ωe’s, 〈f〉 is the same for any infinite volume Gibbs state. Take any N
so large that f has no dependence on ωe for any e that is within distance N/2 from
the boundary ofBN . Then by Lemma 13.1, the values of 〈f〉 for any two boundary
conditions δ and δ′ on BN differ by at most C1N
2d−2e−C2N . From this, it is not
hard to show that 〈f〉 must be the same for any two infinite volume Gibbs states.
Once we have the uniqueness, the area law follows immediately since the constants
C1 and C2 in (2.5) do not depend on N .
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