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Abstract—Predicting and controlling plant behavior in con-
trolled environments is a growing requirement in precision agri-
culture. In this context sensor networks and artificial intelligence
methods represent key aspects for optimizing the processes of
data acquisition, mathematical modeling and decision making.
In this paper we present a general architecture for automatic
greenhouse control. In particular, we focus on a preliminary
model for predicting the risk of new infections of downy mildew
of basil (Peronospora belbahrii) on sweet basil. The architecture
has three main elements of innovation: new kinds of sensors are
used to extract information about the state of the plants, model
predictors are generated from this information by non-trivial
processing methods, and informative predictors are automatically
selected using regularization techniques.
I. INTRODUCTION
In agriculture yields of the principal food and cash crops
worldwide are yearly reduced by almost 20% because of dam-
age caused by plant pathogens (e.g. fungi, bacteria, virus) [1].
For decades conventional pesticides have assured several ben-
efits to crop production, mainly increased and stable yields
thanks to the effective control of pests. More recently, increas-
ing public concerns regarding the use of pesticides and related
negative consequences on the environment and the human
health has led to the development of harmonized legislation
concerning the reduction of risks deriving from the use of
agrochemicals.
In this frame, the implementation of precision agricultural
systems becomes crucial. Historically, first approaches con-
sisted in collecting several physical variables, e.g., humidity,
air and soil temperature by using sensors featuring low cost,
high robustness, energy-harvesting capability, wireless com-
munication [2]. The interpretation of generated charts was a
responsibility of agronomists. The second generation of ap-
proaches consisted in the development of automatic prediction
models to interpret the huge amount of data collected by
sensors and provide the probability of occurrence of critical
events such as disease development. In [3], for instance, the
study of environmental factors affecting a disease of the rose
named Downy Mildew led to the development of a forecasting
model for a nursery production system. In [4] a Downy Mildew
risk prediction model has been developed for boysenberry.
In [5] data mining and wireless sensor networks are used for
the study and prediction of groundnut diseases. Readers may
refer to [6] for a survey on advanced machine learning methods
for detection of biotic stress in precision crop protection. Risk
assessment is used to drive farmer actions, e.g., chemical
treatment. The obtained Decision Support Systems (DSS)
are arguably one of the most important application domain
for artificial intelligence techniques in today’s agricultural
applications [7].
The EXPO-AGRI project aims at advancing DSS technol-
ogy in the context of greenhouse farming. While in traditional
DSS suggested actions on the farming system are manually
performed, in the proposed approach an automatic closed-loop
control system is built where a controller triggers fine-grain
actions on the greenhouse actuators. In particular, temperature,
humidity, light and wetness can be automatically regulated to
create adverse conditions for disease development. As case
study, we adopted the production of fresh sweet basil (i.e.,
Ocimum basilicum L.) largely produced in Italy accounting
around 900 ha in open field and greenhouse (according to
CeRSAA’s data). Downy mildew, caused by the biotrophic
oomycete Peronospora belbahrii, has become a major disease
of sweet basil in many countries. In Italy it appeared in
2003 in different farms located in Liguria Region and it has
heavily impaired basil production in all the areas where it is
cultivated. The development of the disease is strictly related to
the environmental conditions, namely, high relative humidity
(80-100%), warm temperatures (20 − 25◦C, optimal 20◦C),
leaf wetness at least for 6 hours [8], [9].
This paper shows mid-term results of the EXPO-AGRI
project, namely, the proposed control architecture, the method-
ology for creating the prediction model and the introduction of
a new sensor for detecting leaf temperature that conveys new
information according to preliminary results. The methodol-
ogy for the creation of the prediction model is particularly
interesting because sensor dataflow is not used “as is” but
a feature extraction method was implemented to generate
more informative predictors of plant behavior. Furthermore,
an automatic method is used to select the most informative
features to be inserted in the prediction model. This method
also helps to identify the most relevant sensors to be deployed
for the phenomenon of interest. The outline is as follows.
Section II describes the proposed methodology. Section III
presents experimental results and Section IV reports some
conclusions and possible future work.
II. PROPOSED METHODOLOGY
The project aims at defining a general architecture for au-
tomatic greenhouse control. The control technique is based on
a predictive model connected to a system for data acquisition
and greenhouse actuation. All these components are described
in the following.
A. System architecture
The control architecture (shown in Figure 1) follows the
so-called model predictive approach [10]. A predictive model
is fed by measurements from the greenhouse data acquisition
system. Such measurements are used to estimate various tem-
poral traces for the future evolution of the greenhouse system
as a function of different commands. Traces and possible
commands are processed by an optimization framework which
finds the command that minimizes the error between future
evolution and user expectation (i.e., low risk of infection).
Even if we are currently focusing on disease minimization,
the optimization framework is quite flexible and it allows to
work on several metrics (e.g., farming cost as well as energy
or water consumption) as either objectives or constraints.
Figure 1. Block diagram of the control architecture.
B. System for data acquisition and greenhouse actuation
The systems for data acquisition and greenhouse actuation
are based on Agricontrol’s MCX Distributed Climate Control
System. All the local controllers are connected to a Supervision
PC by means of a serial bus. The new control system can
use both internal measurements (i.e., greenhouse temperature,
relative humidity, light intensity, global radiation, PAR and
UVA radiation) and external information such as temperature,
light intensity, solar radiation, wind speed and direction as
well as occurrence of precipitations. An ad-hoc RS-485 bus
(Sensor BUS) hosts the following sensors for monitoring the
experimental benches:
• ventilated dry/wet bulb temperature/humidity sensors;
• PT100 substrate temperature sensors;
• contactless infrared sensors for leaf temperature;
• sensors based on frequency domain reflectometry
(FDR) that provide a value proportional to the vol-
umetric water content of the cultivation substrate.
The contactless temperature sensor was expressly devel-
oped during the project (upper right detail in Figure 1). It
is based on the Melexis MLX90614-EBAC infrared sensor.
The MCX controller periodically sends a request message,
through the Sensor BUS, to the sensor and this replies with
the measurement message. The contactless temperature sensor
has a measurement range of 0− 100◦C, field of view of 35◦,
resolution 0.1◦C and accuracy ±0.5◦C.
C. Dataset
Cultivation trials were carried out in a greenhouse built in
iron and glass at CeRSAA’s premises. Two metallic benches
having a surface of 5m2 filled in with a commercial substrate
(peat 70% v/v, pomix 25% v/v, clay 5%) were sown with basil
seeds cv “Italiano classico” at the dose of 2g/m2. Benches
were heated by electric mats laying underneath the substrate in
order to maintain a substrate temperature of 30◦C till seedlings
emergence, afterwards bench 1 was kept warm during the
entire duration of the trial, while bench 2 was switched off.
After downy mildew symptoms appearance (leaf chlorosis
and presence of greyish-brown sporangia on the underside
of leaves), surveys about disease spread on basil plants were
carried out on a daily basis on both benches and expressed as
number of leaves showing downy mildew symptoms out of 50
leaves observed within an area of the bench arbitrarily chosen
and repeated 3 times. Trials were suspended when the diffusion
of Peronospora stopped increasing during two subsequent days.
At the same time basil yield expressed as fresh weight of the
epigeal part of plants collected within an area of 20x20 cm in
each bench and in 4 replications was calculated.
Two experiments were performed from 19/05/2016 to
27/07/2016 and from 19/09/2016 to 28/10/2016, respectively.
Every experiment generated two datasets, one for bench 1 and
one for bench 2, each containing a matrix of environmental
measurements generated by sensors and a vector of downy
mildew incidence values (i.e., percentage of infected leaves)
measured by agronomists as described above. Sensors had a
sample frequency of 10 minutes and allowed to measure the
physical quantities reported in Table I.
# Name Description
1 AT Air temperature [◦C]
2 RH Relative humidity [%]
3 AH Absolute humidity [Kg/m3]
4 DWP Dew point [◦C]
5 BT Bench temperature [◦C]
6 LT Leaf temperature [◦C]
7 IL Illuminance [lx]
8 PAR Photosynthetic active radiation [µmol/cm2s]
9 RAD Radiation [W/m2]
10 UVA UVA radiation [W/m2]
Table I. VARIABLES IN THE DATASET.
D. Modeling: problem definition
Given the dataset described in the previous section, our
goal is to define models able to predict the risk of new in-
fections of downy mildew from the time evolution of environ-
mental parameters. Figure 2 shows a graphical representation
of this problem. It is a situation in which the farmer at day
5 after sowing would like to know the risk of new infections
given the evolution of environmental conditions in the last 5
days.
Figure 2. Problem definition: the risk of downy mildew new infections is
computed as a function of past environmental conditions.
E. Modeling: generation of informative predictors
A key problem related to the generation of these models
concerns the identification of informative predictors. From
an agronomic point of view predictors represent disease-
related conditions. Our models aim at identifying relationships
between predictors (i.e., independent variables) and risk of new
infection (i.e., dependent variable).
We generate predictors by aggregating observations in en-
vironmental parameter time series according to a-priori knowl-
edge or simply splitting the entire range o values of a parameter
in subintervals. Table II shows the list of predictors that we
generated in this way. Predictor AT21−25UR80−100D1−10,
for instance, is the number of observations in which the air
temperature (AT) was between 21◦C and 25◦C and the relative
humidity (RH) between 80% and 100% in the last ten days
(D). Predictor AT − DEW<2D1−10 instead represents the
number of observations in which the difference between air
temperature and dew point (AT-DEW) was less than 2◦C in
the last ten days (D). The meaning of the other predictors can
be understood from the nomenclature using the same encoding.
The first five predictors (in rows 1-3) were suggested by
experts according to state-of-the-art knowledge [8], [11], [9],
while the rest of the predictors were taken from [3]. The entire
range of observed air temperatures (i.e., 15− 35◦C) was split
into intervals of 5◦C and the entire range of observed relative
humidities (i.e., 65 − 95%) was split into intervals of 10%.
Moreover we added four predictors in which the entire range
of observed air temperatures was split into intervals of 5◦C
considering only observations in which the relative humidity
is high (i.e., between 80% and 95%), and four predictors
considering the same conditions for leaf temperature instead
of air temperature. These predictors attempt to substitute
predictors based on leaf wetness, which were not available in
our dataset but proved to be crucial in [3] for predicting risk
of downy mildew in roses. Upgrades of the data acquisition
system are being made for sensing these signals. A small
subset of predictors in Table II were actually inserted in our














Table II. AVAILABLE PREDICTORS.
F. Modeling: regularized logistic regression
Linear logistic regression was used to predict the risk of
new infections given predictor values, since the dependent
variable in this problem is binary. It takes, in particular, value
1 in case of “new infections” and 0 in case of “no new
infections”, as in [3]. We used regularization methods [12] to
select the most informative predictors among those in the list
of Table II. Let us denote by Y ∈ {0, 1} the response variable,
and by X ∈ Rp the vector of p predictor values, the logistic
regression model represents the class-conditional probabilities
through a linear function of the predictors:
P (Y = 0|x) = 1
1 + e−(β0+xT β)
,
P (Y = 1|x) = 1
1 + e+(β0+xT β)




P (Y = 0|x)
P (Y = 1|x)
= β0 + x
Tβ. (2)









{I(yi = 0) log p(xi)+
+I(yi = 1) log(1− p(xi))} − λPα(β)
] (3)
where p(xi) = P (Y = 0|xi) is the probability in equation
(1) for observation i at a particular value of parameters
(β0, β), λ is a parameter which controls the contribution of
the regularization term and Pα is the regularization term, a
compromise between the ridge regression penalty (α = 0) and
the LASSO penalty (α = 1) [13].
G. Data preprocessing
Raw data were loaded from sensor log files and merged
into a single matrix from which predictors were computed.
Anomalous values due to faults in the data acquisition system
were removed and missing values of downy mildew incidence
interpolated by logistic fitting since logistic growth is typical
in plant disease epidemics [1]. Because of this assumption,
confirmed also by experimental data, our dependent variable
contained value 0 (i.e., no new infections) from the beginning
of the experiment to the first observation of downy mildew,
and value 1 (new infections) from the first observation of
downy mildew to the end of the experiment. The model
presented in section III was trained using data from the 15th
day after sowing since before this moment the presence of the
pathogen was assumed not to be visible. This way to select
training data holds in our experimental setting since similar
environmental conditions characterized the two experiments,
hence similar growing trends were observed. More complex
strategies based on real plant dimension must be considered if
different environmental conditions occur.
III. RESULTS
The predictive model here presented was generated by con-
sidering data from both the available experiments on bench 2
(i.e., non-heated substrate) as training set in order to maximize
the amount of information included in the model itself. All the
predictors in Table II were provided to the algorithm for model
estimation and LASSO penalty (α = 1 in equation (3)) was
used to generate a multivariate logistic linear model able to
classify “new infections” and “no new infections”. The effect
of different λs (see equation (3)) on model performance was
evaluated by binomial deviance in a 10-fold cross-validation
schema. The regularization path generated in this way is
displayed on top of Figure 3. It shows the relationship between
the value of λ, model sparsity and model performance. We ana-
lyzed all the models in the regularization path and interestingly
found that, even if the model with minimum cross-validation
deviance had five variables, the misclassification error was very
low also for the sparsest models having only two and three
variables (called respectively M2 and M3 in the following).
Table III shows the coefficients of these models and their
performance, in terms of Matthews Correlation Coefficient
(MCC).
Predictor Coef. model M2 Coef. model M3




Performance (MCC) 0.88 1.0
Table III. COEFFICIENTS OF MODELS M2 AND M3 .
Model M2, the most sparse, does not perfectly classify
the training set but it has however very good performance
(MCC=0.88). Moreover, it uses two predictors of interest: i)
the number of observations in which the air temperature was
between 20◦C and 25◦C in the last ten days (AT20−25D1−10),
which is relevant from an agronomic point of view since
its effect in promoting downy mildew in basil is confirmed
by the literature [8], [9]; ii) the number of observations in
which the leaf temperature was between 15◦C and 20◦C in
the last ten days (LT15−20D1−10), which is relevant because
it shows that the leaf temperature is highly informative with
respect to the risk of new infections. In particular, the second
predictor suggests both new scientific experiments and new
ways to predict the risk of Peronospora by cheap sensors. We
notice that less sparse models in the regularization path (not
reported here) contain also another variable of interest, namely,
the number of observations in which relative humidity was
between 65% and 75% in the last ten days (RH65−75D1−10)
which was also proved to have a negative influence on downy
mildew development [9].
The bottom part of Figure 3 provides an in-depth view
of the model. It shows the distribution of training data points
projected onto the two-dimensional space defined by predic-
tors AT20−25D1−10 (x-axis) and LT15−20D1−10 (y-axis). Red
points represent data points (i.e., days) correctly classified as
“no new infection” by model M2, green points represent data
points correctly classified as “new infections” by model M2
and grey points represent mis-classified data points. It is clear
that predictor AT20−25D1−10 is able to classify data points
from experiment 1 (in the bottom of the chart) since all data
points corresponding to “no new infection” of that experiment
have values less than about 500 observations for the predictor
(here an observation represents a sample acquired by sensors
every 10 minutes, thus 500 observations correspond to about
83 hours) and all data points corresponding to “new infection”
have values greater than about 500 for this predictor. On
the other hand, predictor LT15−20D1−10 is able to classify
data points from experiment 2 (on top of the chart) since
all data points corresponding to “no new infection” have
values less than about 600 observations (i.e., 100 hours)
for this predictor and all data points corresponding to “new
infection” have values greater than about 600 observations
for this predictor. However, predictor AT20−25D1−10 does
not provide good performance on experiment 2 and predictor
LT15−20D1−10 does not provide good performance on ex-
periment 1. This behavior suggests the presence of multiple
(possibly dependent) conditions which promote downy mildew
infection. In experiment 1, for instance, the cause of downy
mildew infection could be the large amount of time in which
the air temperature was between 20◦C and 25◦C, while in
experiment 2 it could be the large amount of time in which
the leaf temperature was between 15◦C and 20◦C (since air
temperature never stayed between 20◦C and 25◦C for long
time in that experiment). This hypothesis must be validated
by further experiments (currently under development), however
we consider the current results very promising since they show
clear patterns in data distributions, and these patterns could
emerge only from informative predictors.
IV. CONCLUSIONS AND FUTURE WORK
We presented an architecture based on sensors and artificial
intelligence for controlling downy mildew infections on sweet
basil in greenhouse. A key module of this architecture is
the mathematical model which predicts the risk of disease
from environmental time series acquired by sensors. This
preliminary model suggests possible relationships between
environmental/plant conditions and risk of new infections but it
needs further experiments to be validated and extended. To im-
prove this model we are currently performing new experiments
and considering predictors based on new signals, such as, leaf
wetness and light intensity. Automatic methods for generating
informative predictors from data are also under investigation.
Different modeling frameworks, such as Bayesian networks,
will be considered in the next future and related performance
compared to that of the current approach.
Figure 3. Models trained on experiments 1 and 2, bench 2. On top left, the
regularization path and related positions of models M2 and M3. In the center,
prediction on training set and related performance. On the right, distributions
of training data points projected onto the two-dimensional space defined by
predictors AT20−25D1−10 and LT15−20D1−10.
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