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1. Introduction {#sec001}
===============

The genetic algorithm (GA) is a widely used evolutionary algorithm \[[@pone.0233759.ref001]--[@pone.0233759.ref003]\]. When solving problems with GA, feasible solutions are first encoded in individuals, which can then be conveniently processed by operators (e.g., crossover and mutation). A certain number of individuals constitute a population, wherein the individuals communicate with each other, and advantageous genes propagate and accumulate in the population. Finally, a satisfactory solution is obtained. To avoid premature convergence, which is the main disadvantage of standard GA, a multi-population method that is effective in improving GA is used. This results in a different algorithm: the multi-population genetic algorithm (MPGA) \[[@pone.0233759.ref004], [@pone.0233759.ref005]\]. The MPGA divides the population of a standard GA into *N* sub-populations (the sub-population number is denoted by *N*) that each include the same number of individuals (the sub-population size is denoted by *S*). Here, elite individuals migrate among different sub-populations with a certain frequency (*R*), thereby resulting in advantageous genes propagating among and within sub-populations. Concepts such as distributed GAs \[[@pone.0233759.ref010]\] and parallel GAs \[[@pone.0233759.ref011]\] are similar to MPGA because they maintain several sub-populations during the process of evolution. If sub-populations are regarded as nodes, and the migrations of elite individuals between them as edges connecting different nodes, then MPGA can be depicted as a network. Studies have shown that a network structure formed by the edges of a network has a significant impact on its behavior. For example, cooperative evolution \[[@pone.0233759.ref006], [@pone.0233759.ref007]\], risk propagation \[[@pone.0233759.ref008]\], and distress propagation \[[@pone.0233759.ref009]\] have shown that network structures indeed have a significant impact on their behaviors. Similarly, a network structure formed by the propagation mode of advantageous genes among sub-populations of MPGA also affects the behavior of the MPGA itself. In fact, some scholars have studied GA and other evolutionary algorithms by using various networks. For example, in \[[@pone.0233759.ref010]\], different crossovers were used in different sub-populations, and a GA with a better performance was proposed by using a regular network. In \[[@pone.0233759.ref011]\], a GA was proposed using regular networks, such as fully connected networks, and the influence of migration frequency and other parameters on its performance was studied. In \[[@pone.0233759.ref012]\], the selection pressures of evolutionary algorithms were studied using one- and two-dimensional regular networks. In \[[@pone.0233759.ref013]\], graph-based evolutionary algorithms were proposed using networks such as complete graphs, complete bipartite graphs, n-cycles, and trees. In the aforementioned studies, scholars often used regular networks to study GA and other evolutionary algorithms; however, some studies have shown that real networks (e.g., the Internet network) are mostly irregular scale-free networks \[[@pone.0233759.ref014]\]. Furthermore, some scholars have used scale-free networks to study evolutionary algorithms. For example, in \[[@pone.0233759.ref015]\], the authors studied the propagation dynamics behavior of an evolutionary algorithm using scale-free networks from a theoretical perspective (it was measured by takeover time, i.e., the duration it takes until advantageous genes fill the whole population), thereby revealing the influencing mechanisms of different network structural parameters on the selection pressures of the algorithm. However, only two fitness values (0 and 1) were considered in that study, which limits the practical applications of its results. In \[[@pone.0233759.ref016]\], the authors indicated that evolutionary algorithms designed by scale-free networks do not perform better than those designed by regular networks. In \[[@pone.0233759.ref018]\], the authors stated that the performance of evolutionary algorithms designed by scale-free networks is worse than those designed by random and small-world networks \[[@pone.0233759.ref019]\] while solving the double-objective problem. An evolutionary algorithm designed by a scale-free network tends to perform better when the number of optimization objectives increases. In \[[@pone.0233759.ref020]\], a multi-objective evolutionary algorithm with improved performance was designed using control graphs. Additionally, in our previous research \[[@pone.0233759.ref017]\], we used seven different networks to design MPGAs and then studied how different network topologies affected the performance of the MPGAs.

As summarized in [Table 1](#pone.0233759.t001){ref-type="table"}, in the existing literature, mainly regular \[[@pone.0233759.ref010]--[@pone.0233759.ref013]\], scale-free \[[@pone.0233759.ref015]--[@pone.0233759.ref018]\], random \[[@pone.0233759.ref018]\], and small-world networks \[[@pone.0233759.ref018]\] have been used to study GA or other evolutionary algorithms. In addition, these networks have been mostly used to control propagation behaviors of advantageous genes between individuals \[[@pone.0233759.ref013], [@pone.0233759.ref015], [@pone.0233759.ref016], [@pone.0233759.ref018], [@pone.0233759.ref020]\], and have rarely been used to control the propagation behaviors of advantageous genes among sub-populations. Therefore, it is still not clear how the propagation behavior (this study mainly refers to the propagation rate) of advantageous genes among sub-populations affects the performance of MPGA. Meanwhile, existing literature \[[@pone.0233759.ref012], [@pone.0233759.ref015]\] mainly includes studies on the propagation behaviors of advantageous genes in evolutionary algorithms from a theoretical perspective. However, the relationship between the propagation rate of advantageous genes and the performance of algorithms while solving practical problems was rarely studied. Moreover, existing literature rarely includes studies on how parameters *N* and *S* affect MPGA while considering a certain total individual number (TIN) \[[@pone.0233759.ref004]\]. Therefore, by using the example of the flexible job shop scheduling problem (FJSP) \[[@pone.0233759.ref021]\], this work studies how parameters *N*, *S*, and the propagation rate of advantageous genes among sub-populations affect the performance of MPGA. In recent years, some scholars have used MPGA to solve FJSP \[[@pone.0233759.ref004], [@pone.0233759.ref022]\]; however, the number of sub-populations in their studies was very limited.

10.1371/journal.pone.0233759.t001

###### Examples of evolutionary algorithms using different networks.

![](pone.0233759.t001){#pone.0233759.t001g}

  Studies                                       Networks                                                                                                                             Descriptions
  --------------------------------------------- ------------------------------------------------------------------------------------------------------------------------------------ -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Herrera et al. \[[@pone.0233759.ref010]\]     ▪Regular hypercube.                                                                                                                  ▪Apply different crossover operators to different sub-populations to distinguish between these sub-populations.▪Use the network to control sub-populations.
  Cantu-Paz \[[@pone.0233759.ref011]\]          ▪Fully connected topology.▪Uni- and bi-directional rings.▪Regular hypercube.                                                         ▪Apply different topology to design GAs, and then study how some parameters, such as the number of populations, their size and the migration rate affect the performance of these GAs.▪Use the network to control sub-populations.
  Giacobini et al. \[[@pone.0233759.ref012]\]   ▪One-dimensional lattice.▪Two-dimensional lattice.                                                                                   ▪Apply regular one- and two-dimensional (2-D) lattices to design evolutionary algorithms, and then study their selection pressures.▪Use the network to control sub-populations.
  Bryden et al. \[[@pone.0233759.ref013]\]      ▪Twenty-six types of networks, such as complete graph, complete bipartite graph, *n*-cycle and tree.                                 ▪Apply different graphs to limit possible crossover partners in a population, and then study the performance of differently obtained evolution algorithms.▪Use the network to control individuals.
  Payne et al. \[[@pone.0233759.ref015]\]       ▪Scale-free network                                                                                                                  ▪Apply scale-free networks with different parameters to limit possible crossover partners in a population, and then reveal the influencing mechanisms of different network structural parameters on the selection pressures of the evolution algorithm.▪Use the network to control individuals.
  Giacobini et al. \[[@pone.0233759.ref016]\]   ▪Scale-free network▪Small-world network                                                                                              ▪Apply scale-free and small-world networks to limit possible crossover partners in a population, revealing that evolutionary algorithms designed by scale-free networks are not better than those designed by regular networks.▪Use the network to control individuals.
  Kirley et al. \[[@pone.0233759.ref018]\]      ▪Scale-free network▪Small-world network▪Random network                                                                               ▪Apply scale-free, small-world and random networks to limit possible crossover partners in a population, and then study the performance of differently obtained algorithms on multi-objective optimization problems.▪Use the network to control individuals.
  Mateo et al. \[[@pone.0233759.ref020]\]       ▪Directed domination graphs                                                                                                          ▪Use directed domination graphs to represent the domination relations between individuals in the population, obtaining a multi-objective evolutionary algorithm with an improved performance.▪Use the network to control individuals.
  Shi et al. \[[@pone.0233759.ref017]\]         ▪Seven kinds of networks, including scale-free, block-diagonal, centralized, random, hierarchical, local and small-world networks.   ▪Apply seven networks to design MPGAs, and then study how different network topologies affect the performance of MPGAs.▪Use the network to control sub-populations.

To this end, first, the network generated by the ER model \[[@pone.0233759.ref023]\] and the migration frequency are used to control the propagation behaviors of advantageous genes among sub-populations. Then, for simplicity, easy realization, and a wide applicability of GA, we use the ER network to design the MPGA, obtaining a multi-population genetic algorithm with the ER network (MPGA-ER). In \[[@pone.0233759.ref017]\], we used seven networks, including the ER network, to design the MPGA, whereas the connection probability (*P*) of the ER model was a constant. We found that the propagation rate of advantageous genes among sub-populations was limited by these network topologies; hence, how the propagation rate affects the performance of MPGA over a wider range is still not clear. Fortunately, when the connection probability of the ER model changes from 0 to 1, the corresponding network gradually transforms from a graph that only includes isolated points to a complete graph. Therefore, the propagation rate of the advantageous genes changes from considerably low to high. *P* and *R* can conveniently be used to control the propagation rate of advantageous genes over a wide range. Accordingly, as an extension of our previous research \[[@pone.0233759.ref017]\], the ER model is used in this study to design the MPGA, thereby revealing how the propagation rate affects the performance of the MPGA over a wide range. Second, an evaluation index, the Hamming distance evaluator (HDE) \[[@pone.0233759.ref017]\], was used to evaluate the propagation rate of advantageous genes. Third, MPGA-ER is used to solve an FJSP instance, and how the propagation rate of advantageous genes affects the performance of MPGA-ER is also studied. Meanwhile, the influence of parameters *N* and *S* on the performance of MPGA-ER based on TIN (which is defined as the total individual number used by the algorithm during an entire searching process) is also studied. Finally, the parameter-optimized MPGA-ER is used to solve more FJSP instances. A comparison of this MPGA-ER with other algorithms proposed in other studies demonstrates its effectiveness.

2. Basic problems and solution methodologies {#sec002}
============================================

2.1 Flexible job shop scheduling problem {#sec003}
----------------------------------------

For the realization of a cost-effective and reliable production, many scheduling problems have been studied in recent years, such as the flexible job shop scheduling problem \[[@pone.0233759.ref004], [@pone.0233759.ref017]\], job shop scheduling problem \[[@pone.0233759.ref024]\], flow shop scheduling problem \[[@pone.0233759.ref035]\], and stable maintenance tasks scheduling \[[@pone.0233759.ref036]\]. Among them, FJSP was initially proposed by Brucker et al. \[[@pone.0233759.ref021]\], wherein an operation can be processed on multiple machines. Therefore, this FJSP becomes a more complex NP-hard problem than the basic job shop scheduling problem, in which an operation can only be processed on a single machine \[[@pone.0233759.ref024]\]. Owing to its complexity, FJSP has attracted the attention of several scholars, and many corresponding mathematical models have been established \[[@pone.0233759.ref004], [@pone.0233759.ref017], [@pone.0233759.ref025]--[@pone.0233759.ref027]\]. Hence, we investigated FJSP in this study. In comparison to these models \[[@pone.0233759.ref004], [@pone.0233759.ref017]\], FJSP can be described as follows:

There are *n* jobs (*J*~*1*~, *J*~*2*,~ ..., *J*~*n*~) that can be processed on *m* machines (*M*~*1*~, *M*~*2*~, ..., *M*~*m*~), whereas the *i*^th^ job (*J*~*i*~) comprises *n*~*i*~ operations (*O*~*i1*~, *O*~*i2*~, ..., *O*~*ini*~). The total number of operations of all jobs is denoted by *J*~*t*~. The *j*^th^ operation of the *i*^th^ job (*O*~*ij*~) can be processed on a candidate machine set (*S*~*ij*~). The processing time of *O*~*ij*~ on the *k*^th^ machine (*M*~*k*~) is denoted by *P*~*ijk*~. The processing times of an operation on different machines can be different; all machines are available at the starting time, regardless of machine failure. All materials were prepared at the starting time, regardless of the handling time. An operation at a given time can only be processed on one machine without interruption. One machine can only process one operation at a time. The processing order of the given job is known and fixed (this is known as a processing constraint). FJSP comprises two sub-problems: (i) machine selection, which refers to the selection of suitable machines for each operation and (ii) operation arrangement, which refers to the arrangement of a reasonable processing sequence that meets the processing constraints for all the operations assigned to a machine. Therefore, FJSP must determine the start and completion times of each operation on the selected machine under the premise of meeting the processing constraints to meet the given targets. Common goals of FJSP include minimizing the maximum completion time, minimizing the machine load, etc. For simplicity, the most widely used goal, minimizing the maximum completion time, is adopted here. The mathematical model of FJSP is as follows \[[@pone.0233759.ref004], [@pone.0233759.ref017]\]: $$\text{min}F_{\text{max}} = \text{min}(\text{max}_{j}(F_{ij}))$$ *s*.*t*.
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In [Eq (1)](#pone.0233759.e001){ref-type="disp-formula"}, which is an objective function, "min ()" and "max ()" represent the functions that set the minimum and maximum values, respectively. *F*~*max*~ represents the maximum completion time, and *F*~*ij*~ represents the completion time of *O*~*ij*~. [Eq (2)](#pone.0233759.e002){ref-type="disp-formula"} represents the processing constraints: *F*~*i(j-1)*~ represents the completion time of the previous operation of *O*~*ij*~, and symbol "∀" represents "any." When *O*~*ij*~ is processed on *M*~*k*~, *X*~*ijk*~ is set to 1; otherwise, it is set to 0. [Eq (3)](#pone.0233759.e003){ref-type="disp-formula"} guarantees that an operation can only be processed on one machine at a time without interruption, where *F*~*ijk*~ and *B*~*ijk*~ represent the start and the completion times of *O*~*ij*~ on *M*~*k*~, respectively, and symbol "∧" represents a "Logical AND". [Eq (4)](#pone.0233759.e004){ref-type="disp-formula"} indicates that one machine can only process one operation at a time, where symbol "∨" represents a "Logical OR". Eqs [(5)](#pone.0233759.e005){ref-type="disp-formula"}--[(10)](#pone.0233759.e010){ref-type="disp-formula"} denote the domains of these variables. For clarity, the symbols used in the aforementioned FJSP model are summarized in [Table 2](#pone.0233759.t002){ref-type="table"}.

10.1371/journal.pone.0233759.t002

###### Symbols of FJSP.
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  Symbols         Descriptions
  --------------- -----------------------------------------------------------------------------------------------
  *n*             The number of jobs.
  *J*~*i*~        The *i*^th^ job, *i* = 1, ..., *n*.
  *n*~*i*~        The number of the *i*^th^ job.
  *O*~*ij*~       The *j*^th^ operation of the *i*^th^ job, *j* = 1, 2, ... *n*~*i*~.
  *J*~*t*~        The total number of operations of all jobs.
  *m*             The number of machines.
  *M*~*k*~        The *k*^th^ machine, *k* = 1, ..., *m*.
  *S*~*ij*~       The candidate machine set of *O*~*ij*~, wherein *O*~*ij*~ can be processed on these machines.
  *P*~*ijk*~      The processing time of *O*~*ij*~ on *M*~*k*~.
  *F*~*max*~      The maximum completion time of all jobs.
  *F*~*ij*~       The completion time of *O*~*ij*~.
  *F*~*i(j-1)*~   The completion time of the previous operation of *O*~*ij*~.
  *F*~*ijk*~      The start time of *O*~*ij*~ on *M*~*k*~.
  *B*~*ijk*~      The completion time of *O*~*ij*~ on *M*~*k*~.
  min ()          The function that sets the minimum value.
  max ()          The function that sets the maximum value.
  ∀               Denotes "any".
  *X*~*ijk*~      When *O*~*ij*~ is processed on *M*~*k*~, it is set to 1, otherwise it is set to 0.
  ∧               Denotes "Logical AND".
  ∨               Denotes "Logical OR".

[Table 3](#pone.0233759.t003){ref-type="table"} presents an FJSP example with two jobs and five machines, wherein symbol "/" indicates that the corresponding operation cannot be processed on the corresponding machine.

10.1371/journal.pone.0233759.t003

###### Example of FJSP.

![](pone.0233759.t003){#pone.0233759.t003g}

  Jobs        Operations   *M*~*1*~   *M*~*2*~   *M*~*3*~   *M*~*4*~   *M*~*5*~
  ----------- ------------ ---------- ---------- ---------- ---------- ----------
  *J*~*1*~    *O*~*11*~    2          5          /          5          /
  *O*~*12*~   1            5          9          7          4          
  *J*~*2*~    *O*~*21*~    /          1          /          4          /
  *O*~*22*~   /            /          1          5          5          
  *O*~*23*~   5            /          /          2          /          

2.2 Multi-population genetic algorithm with ER network {#sec004}
------------------------------------------------------

A network can simply be regarded as a graph *G* = (*V*, *E*), where *V* represents the node set and *E* is the edge set. If there exists an edge (*e*~*ij*~) between nodes *V*~*i*~ and *V*~*j*~, then *e*~*ij*~ ∈ *E*. The ER model is a classic model for generating random networks. The generated ER network is used in this study to design the MPGA, thereby obtaining the MPGA-ER. The ER model can be described as follows: (i) given a graph *G*~0~ with *N* isolated nodes; (ii) given a predefined connection probability *P*; (iii) for each pair of nodes (*V*~*i*~ and *V*~*j*~) in *G*~0~, if rand(1) \< *P*, the two nodes are connected by using an edge *e*~*ij*~ (multiple edges and rings are not allowed), where "rand(1)" refers to a random number between 0 and 1; and (iv) if all pairs of nodes adhere to "(iii)", an ER network with a given *P* is obtained. As mentioned above, nodes represent the sub-populations of MPGA-ER, and edges are the migrations of elite individuals among sub-populations. In [Fig 1](#pone.0233759.g001){ref-type="fig"}, an MPGA-ER with five sub-populations, each of which includes four individuals is illustrated, wherein advantageous genes are propagated among these sub-populations through the migrations of elite individuals.

![Schematic diagram of MPGA-ER.](pone.0233759.g001){#pone.0233759.g001}

The details of the MPGA-ER are as follows.

1.  **Step 1**: This is the initialization step. Here, each of the *N* sub-populations, each comprising *S* individuals, is randomly initialized according to the coding rules, which are described later.

2.  **Step 2**: If the algorithm has executed the given maximum number of iterations (*I*~*max*~), exit the execution, and output the best solution for all sub-populations; otherwise, go to **Step 3**.

3.  **Step 3**: For each sub-population, the fitness of each individual is decoded by the decoding algorithm, which is described later, and elite individuals are selected and stored in the elite set.

4.  **Step 4**: For each sub-population, a standard competition selection of GA is used to generate the next sub-population, thereby keeping the sub-population size unchanged.

5.  **Step 5**: For each sub-population, individuals are randomly divided into pairs that will undergo a crossover, which is described below, thereby obtaining the next generation of each sub-population.

6.  **Step 6**: For each sub-population, a mutation, which is described below, occurs according to the mutation probability (*P*~*r*~).

7.  **Step 7**: Repeat **Steps** 3 to 6 *N* times and obtain an elite set with *N* elite individuals.

8.  **Step** 8: If rand(1) \> = *P*~*c*~, go to **Step** 9, otherwise go to **Step** 2. Here, "rand(1)" refers to a random number between 0 and 1, and *P*~*c*~ can be expressed as: $$P_{c} = {(\frac{I_{max} - I_{now}}{I_{max}})}^{R},$$ where *I*~*now*~ represents the current number of iterations of the algorithm, and *R* is a term used to control the migration frequency of elite individuals among sub-populations. For *R* = 0, there are no migrations of elite individuals among sub-populations, and the greater the value of *R*, the higher the migration frequency of elite individuals.

9.  **Step 9**: Randomly select a sub-population (*V*~*i*~), find all neighboring sub-populations of *V*~*i*~ according to the given ER network, find the best elite individual of all selected neighboring sub-populations (including *V*~*i*~ itself), place the best elite individual randomly into all selected neighboring sub-populations, and return to **Step 2**.

2.3 MPGA-ER for solving FJSP {#sec005}
----------------------------

The main operators for solving FJSP using an MPGA-ER are coding, decoding, crossover, and mutation. They are explained as follows:

### 2.3.1 Coding {#sec006}

Integer coding described in \[[@pone.0233759.ref027]\] is used to generate an individual. It comprises of two parts: machine coding and operation coding. (i) Machine coding: it is represented as an integer string of length *J*~*t*~, for which the position of integer represents the operation, and the integer itself determines which machine of the candidate machine set is selected. For example, a machine coding for the FJSP example in [Table 3](#pone.0233759.t003){ref-type="table"} is \[3 1 2 3 2\]. This FJSP has five operations; therefore, the machine coding string has exactly five integers. The first integer, 3, means that *O*~*11*~ selects the third machine from its candidate machine set, *S*~*11*~ = {*M*~*1*~, *M*~*2*~, *M*~*4*~}, that is, *M*~*4*~ rather than *M*~*3*~, and so on. (ii) Operation coding: it is also expressed as an integer string of length *J*~*t*~, for which the position of the integer represents the processing order, and the integer itself represents the job number. The operation coding of the FJSP example shown in [Table 3](#pone.0233759.t003){ref-type="table"} is \[2 1 2 1 2\]. *J*~*2*~ comprises of 3 operations; therefore, integer 2 appears exactly three times. The first integer, 2, denotes that *O*~*21*~ will be processed first, and so on. The machine and operation coding are then combined to represent individuals such as \[3 1 2 3 2 2 1 2 1 2\].

### 2.3.2 Decoding {#sec007}

The description of the decoding algorithm \[[@pone.0233759.ref004]\] adopted in this study is as follows.

1.  *Step 1*: Initialize a matrix (**F**) containing six columns and *J*~*t*~ rows. Each row represents an operation. According to the coding rules, the machine selected for each operation and the corresponding processing time can easily be obtained. For example, consider the aforementioned individual, \[3 1 2 3 2 2 1 2 1 2\], as an example. The corresponding **F** is \[2 1 4 4 0 0; 1 1 4 5 0 0; 2 2 5 5 0 0; 1 2 1 1 0 0; 2 3 4 2 0 0\]. The first row, \[2 1 4 4 0 0\], means that *O*~*21*~ is processed on *M*~*4*,~ and *P*~*214*~ is 4, and the start and completion times of the operation are unknown (represented by 0s).

2.  *Step 2*: Consider each row of **F**. If the operation represented by the row (set to *O*~*ij*~) is the first operation of *J*~*i*~ and no other operations are arranged on the machine selected by *O*~*ij*~ (set it to *M*~*k*~), then *B*~*ijk*~ = 0, and *F*~*ijk*~ = *B*~*ijk*~ + *P*~*ijk*~. Store *B*~*ijk*~ and *P*~*ijk*~ in columns 5 and 6 of **F**, respectively. If *O*~*ij*~ is the first operation of *J*~*i*~ and other operations have been arranged on *M*~*k*~, then all free intervals on *M*~*k*~ denoted by \[*s*~*q*~, *e*~*q*~\] (*q* = 1, 2, ...) can be found. Find the first interval with a length greater than or equal to *P*~*ijk*~, then *B*~*ijk*~ = *s*~*q*~, and *F*~*ijk*~ = *s*~*q*~ + *P*~*ijk*~. If *O*~*ij*~ is not the first operation of *J*~*i*~, and no other operation is arranged on *M*~*k*~, then *B*~*ijk*~ = *F*~*ij-1k*~, and *F*~*ijk*~ = *B*~*ijk*~ +*P*~*ijk*~. If *O*~*ij*~ is not the first operation of *J*~*i*~, and other operations have been arranged on *M*~*k*~, then find all free intervals of *M*~*k*~. Consider each free interval, \[*s*~*q*~, *e*~*q*~\], in turn, if *e*~*q*~-*s*~*q*~ \> = *P*~*ijk*~ and *F*~*ij-1k*~ \< = *s*~*q*~, then *B*~*ijk*~ = *s*~*q*~, *F*~*ijk*~ = *B*~*ijk*~ +*P*~*ijk*~; if *e*~*q*~-*s*~*q*~ \> = *P*~*ijk*~, *F*~*ij-1k*~ \> = *s*~*q*~ and *e*~*q*~- *F*~*ij-1k*~ \> = *P*~*ijk*~, then *B*~*ijk*~ = *F*~*ij-1k*,~ *F*~*ijk*~ = *B*~*ijk*~ +*P*~*ijk*~ (The last interval is infinite; therefore, we can always find an interval that satisfies one of these conditions). For example, if the individual, \[3 1 2 3 2 2 1 2 1 2\], is decoded by the above algorithm, then **F** = \[2 1 4 4 0 4; 1 1 4 5 4 9; 2 2 5 5 4 9; 1 2 1 1 9 10; 2 3 4 2 9 11\], representing a schedule. The Gantt chart of the schedule represented by **F** in the example in [Table 3](#pone.0233759.t003){ref-type="table"} is shown in [Fig 2](#pone.0233759.g002){ref-type="fig"}.

![The Gantt chart of a schedule for the example in [Table 3](#pone.0233759.t003){ref-type="table"}.](pone.0233759.g002){#pone.0233759.g002}

### 2.3.3 Crossover {#sec008}

According to the characteristics of the aforementioned integer coding, crossover can be divided into two stages: machine and operation crossover. (i) Machine crossover: two machine codings (Parent M-1 and Parent M-2) are randomly selected; two integers less than *J*~*t*~ are randomly generated, and they are considered to be the points of the two-point crossover (as shown in [Fig 3](#pone.0233759.g003){ref-type="fig"}). In [Fig 3](#pone.0233759.g003){ref-type="fig"}, Parent M-1 \[2 2 1 2 5 2 2 4\] and Parent M-2 \[1 1 2 2 3 4 5 5\] are crossed. If the two randomly selected integers are less than *J*~*t*~ and are 3 and 6, respectively, the integers of Parent M-1 between the 3^rd^ position and 6^th^ position, that is, (1 2 5 2), and the integers of Parent M-2 between the 3^rd^ position and 6^th^ position, that is, (2 2 3 4), are exchanged. Thus, Offspring M-1 and Offspring M-2 obtained using the two-point crossover are \[2 2 2 2 3 4 2 4\] and \[1 1 1 2 5 2 5 5\], respectively. (ii) Operation crossover \[[@pone.0233759.ref027]\]: two operation codings (Parent O-1 and Parent O-2) are randomly selected the jobs are randomly divided into two groups (Group 1 and Group 2); the integers of Parent O-1 (Parent O-2) which belong to Group 1 are copied to Offspring O-1 (Offspring O-2), where their positions are preserved; the integers of Parent O-2 (Parent O-1) which belong to Group 2 are copied to Offspring O-1 (Offspring O-2), where their order is preserved (as shown in [Fig 4](#pone.0233759.g004){ref-type="fig"}). In [Fig 4](#pone.0233759.g004){ref-type="fig"}, Parent O-1 \[1 2 1 2 3 3 3 4\] and Parent O-2 \[2 1 3 2 1 4 3 3\] are crossed. Jobs 2 and 4 are considered to be Group 1, and the remaining jobs Group 2. First, integers (2, 2, 4), which belong to Group 1 of Parent O-1 (Parent O-2), are copied to Offspring O-1 (Offspring O-2), where the positions are preserved. Then integers (1, 1, 3, 3, 3) of Parent O-1, which belong to Group 2 are copied to Offspring O-2, where the order is preserved. Finally, integers (1, 3, 1, 3, 3) of Parent O-2, which belong to Group 2, are copied to Offspring O-1, where the order is preserved.

![Schematic diagram of two-point crossover.](pone.0233759.g003){#pone.0233759.g003}

![Schematic diagram of operation crossover.](pone.0233759.g004){#pone.0233759.g004}

### 2.3.4 Mutation {#sec009}

Mutation is also divided into two stages: machine and operation mutation. (i) Machine mutation: randomly select some individuals according to *P*~*r*~; for each individual, an integer *r* less than *J*~*t*~ is randomly generated to represent a position; for this position, an integer smaller than the number of the corresponding candidate machines is randomly generated, and the generated integer is placed in the selected position. (ii) Operation mutation: some individuals are randomly selected according to *P*~*r*~; for each individual, an integer *r*′ smaller than *J*~*t*~/2 is randomly generated; two integers smaller than *J*~*t*~ representing two positions are generated randomly; the two integers in the selected two positions are exchanged, and this process is repeated *r*′ times.

2.4 Evaluation index {#sec010}
--------------------

To explore the influencing mechanisms of the propagation rate of advantageous genes on the performance of MPGA-ER, it is necessary to know how to measure this rate. Most existing literature measured the propagation rate of advantageous genes based on takeover time \[[@pone.0233759.ref012], [@pone.0233759.ref015]\], and then studied the algorithm's selection pressure from a theoretical perspective. However, the selection pressure of an algorithm is not related to the performance of the algorithm when solving practical problems; therefore, the takeover time proposed in these studies cannot be directly used to measure the propagation rate of advantageous genes in our study. According to the coding characteristics, HDE is proposed to measure the propagation rate of advantageous genes within and between sub-populations. When individuals in a sub-population evolve through the operators of GA, advantageous genes accumulate gradually, and good individuals gradually fill the whole sub-population. Then, the "differences" between these individuals in a sub-population are also reduced over time. Meanwhile, elite individuals migrate between sub-populations; therefore, advantageous genes propagate from one sub-population to another. Then, the "differences" between these elite individuals of different sub-populations are reduced over time. Therefore, the Hamming distance between all elite individuals of different sub-populations can be used to measure their differences in order to measure the propagation rate of the advantageous genes. However, measuring the propagation rate with the average of the Hamming distances of all individual pairs in the elite set is time-consuming. Therefore, in this study, *X* individual pairs are randomly selected from the elite set to form a sample set, and the sample set mean then replaces the population mean. Consequently, HDE is defined by [Eq (12)](#pone.0233759.e012){ref-type="disp-formula"} \[[@pone.0233759.ref017]\]: $$\text{HDE} = ({\sum\limits_{i = 1}^{X}{\sum\limits_{j = 1}^{2 \times J_{t}}{(1 - \delta(h_{ij}^{1},h_{ij}^{2}))}}}/(X \times 2 \times J_{t})$$ where *δ*(.,.) is the Kronecker delta. When two independent variables are identical, then *δ*(.,.) equals 1; otherwise, 0. *h*~*ij*~^*1*^ and *h*~*ij*~^*2*^ represent the two integers at the *j*^th^ position of the *i*^th^ pair of the elite individuals. In this study, *X* is set to 100.

As described in \[[@pone.0233759.ref004]\], GA is actually a random search algorithm with some control strategies. The larger the TIN of a GA, the better is the solution found by this GA. In other words, if two algorithms find the same solution, the algorithm with a smaller TIN performs better. Therefore, while comparing the performances of different algorithms, especially while studying the influences of parameters on their performance, a constant, here, TIN, should be considered. Therefore, an average optimal value (AOV) and a success rate (SR) based on TIN are used in this study to measure the performance of MPGA-ER. For a given TIN, every algorithm runs several times (denoted by *N*~*tol*~) independently. The AOV is defined as in [Eq (13)](#pone.0233759.e013){ref-type="disp-formula"}: $$\text{Average}\mspace{360mu}\text{Optimal}\mspace{360mu}\text{Value} = \frac{1}{N_{tol}}{\sum\limits_{i = 1}^{N_{tol}}{AOV_{i}}}$$ where *AOV*~*i*~ refers to the best solution of the corresponding FJSP problem found by the algorithm in a single run. *N*~*tol*~ is 10 in this study. SR is defined in [Eq (14)](#pone.0233759.e014){ref-type="disp-formula"}: $$\text{Success}\mspace{360mu}\text{Rate} = \frac{N_{suc}}{N_{tol}} \times 100\text{\%}$$ where *N*~*suc*~ denotes the number of times MPGA-ER can find the optimal value (the optimal value herein refers to the best solution for the corresponding FJSP problem that could be found in the literature to date) of the corresponding FJSP problem among *N*~*tol*~ independent runs.

Finally, the size of the maximum connected sub-graph (SMCS) and average shortest path (ASP) are used to measure the ER network structures. Furthermore, the relationship between the network structure and the propagation rate of advantageous genes is explored. SMCS is defined as the number of nodes of the maximum connected sub-graph in a network \[[@pone.0233759.ref028]\]. ASP is calculated as shown in [Eq (15)](#pone.0233759.e015){ref-type="disp-formula"}: $$\text{Average}\mspace{360mu}\text{Shortest}\mspace{360mu}\text{Path} = {\sum\limits_{i,j = 1,i \neq j}^{N}L_{ij}}/(N \times (N - 1))$$ where *L*~*ij*~ represents the shortest path between nodes *V*~*i*~ and *V*~*j*~; the definition of the shortest path is similar to that used in \[[@pone.0233759.ref028]\]. When an ER network is not connected (SMCS is smaller than the total number of nodes), ASP is defined to be infinity.

3. Simulation study {#sec011}
===================

First, we study how the sub-population size, *S*, and the sub-population number, *N*, affect the performance of MPGA-ER with a certain TIN. Subsequently, we address how the connection probability, *P*, and the migration frequency, *R*, affect the performance of MPGA-ER. Finally, the effectiveness of solving FJSP by MPGA-ER is verified by solving more FJSP examples.

3.1 Effect of sub-population size on MPGA-ER {#sec012}
--------------------------------------------

A 10×10 FJSP instance \[[@pone.0233759.ref029]\] is considered as an example for studying the influence of the sub-population size, *S*, on the performance of MPGA-ER. This instance is a medium-size FJSP and has been widely studied in several studies \[[@pone.0233759.ref004], [@pone.0233759.ref017], [@pone.0233759.ref029]\]. This instance is neither too simple nor too difficult, giving us the opportunity to investigate the performance of MPGA-ER under quite different parameters. To connect all sub-populations together, *P* is set to 0.02, thereby obtaining a connected ER network. To ensure that the migration frequency, *R*, does not affect the results, *R* is set to a large number, for example, 10,000. In \[[@pone.0233759.ref017]\], in which they solved the same FJSP instance, the TIN was 1,600,000. To provide more chances for communication among sub-populations, we set TIN to be 2,000,000. The remaining parameters are set as follows: *N* = 100, *P*~*r*~ = 0.08, and *S* changes from 10 to 150 with a step size of 10. Each algorithm runs independently 10 times, and we use the average of the values of these runs to measure the performance of MPGA-ER. [Fig 5](#pone.0233759.g005){ref-type="fig"} shows the simulation results. In [Fig 5](#pone.0233759.g005){ref-type="fig"}, the X-axis, Y-axis (left), and Y-axis (right) represent *S*, AOV, and SR, respectively. For *S* = 10, the performance of MPGA-ER is extremely poor for AOV is 10.1. The optimal value of 7 cannot be found at this point (the optimal value of 10×10 FJSP is 7, and [Fig 6](#pone.0233759.g006){ref-type="fig"} shows its Gantt chart). For increasing *S*, the performance of MPGA-ER improved rapidly. For *S* = 40, the optimal value of 7 is found (AOV is 7.9, and SR is 20%). For *S* = 50, MPGA-ER shows an improved performance with an AOV of 7.4, and SR is 60%. When *S* is 80 or 100, MPGA-ER performs best, and AOV is 7.3, and SR is 70%. However, as *S* continues to increase, the performance of MPGA-ER slowly decreases; however, the optimal value, 7, can still be found. Therefore, it can be concluded that, under certain TIN, the performance of MPGA-ER improves rapidly with increasing *S*, and then decreases slowly. To obtain an improved MPGA-ER, the value of *S* cannot be too small; more specifically, a value greater than or equal to 50 is an appropriate choice.

![Effect of sub-population size on MPGA-ER.](pone.0233759.g005){#pone.0233759.g005}

![Gantt chart of the 10×10 FJSP example.](pone.0233759.g006){#pone.0233759.g006}

3.2 Effect of sub-population number on MPGA-ER {#sec013}
----------------------------------------------

The aforementioned 10×10 FJSP example is considered again. First, we study the influence of the sub-population number, *N*, on the performance of MPGA-ER. *N* is changed from 20 to 200 with a step size of 20, and *S* = 80. The rest of the parameters are similar to those chosen in Section 3.1. [Fig 7](#pone.0233759.g007){ref-type="fig"} presents the simulation results.

![Effect of sub-population number on MPGA-ER.](pone.0233759.g007){#pone.0233759.g007}

In [Fig 7](#pone.0233759.g007){ref-type="fig"}, the X-axis, Y-axis (left), and Y-axis (right) represent *N*, AOV, and SR, respectively. For *N* = 20, the performance of MPGA-ER is poor and AOV is 7.8, and SR is 20%. The performance of MPGA-ER increases slowly with increasing *N*. For *N* = 40, AOV is 7.4, and SR is 60%. For *N* is 100 or 120, MPGA-ER performs the best, AOV is 7.3, and SR is 70%. As *N* continues to increase, the performance of MPGA-ER rapidly decreases. For *N* = 180, MPGA-ER cannot find the optimal value of 7. Therefore, it can be concluded that, with certain TIN, the performance of MPGA-ER first improves slowly and then decreases rapidly with increasing *N*. To obtain an improved MPGA-ER, the value of *N* should not be too small or too large; more specifically, a value between 40 and 120 is an appropriate choice.

3.3 Effect of connection probability on MPGA-ER {#sec014}
-----------------------------------------------

Considering the aforementioned example of 10×10 FJSP again, we study the influence of the connection probability, *P*, on the performance of MPGA-ER. The related parameters are set as follows: TIN = 2,000,000; *N* = 100; *S* = 80; *P*~*r*~ = 0.08; *R* = 10,000; *P* = 0, 0.001, 0.002, 0.003, 0.004, 0.005, 0.006, 0.007, 0.008, 0.009, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1. Each algorithm runs 10 times independently, and we use the average of the optimum values of these runs to measure the performance of MPGA-ER. [Table 4](#pone.0233759.t004){ref-type="table"} lists the values of AOV, SR, ASP, and SMCS for each *P* value. [Fig 8](#pone.0233759.g008){ref-type="fig"} illustrates the curves of HDE against the iteration times (IT) for several values of *P*. In [Fig 8](#pone.0233759.g008){ref-type="fig"}, the X- and Y-axes represent the values of IT and HDE, respectively. For TIN = 2,000,000, *S* = 80, *N* = 100, then IT is 250. Consequently, each curve in [Fig 8](#pone.0233759.g008){ref-type="fig"} should have 250 points. To clearly express these curves, we consider a point every 10 generations; therefore, there are approximately 26 points in each curve. For *P* = 0, the corresponding ER network is a graph that includes only isolated points (at this time, MPGA-ER is equivalent to 100 standard GAs running simultaneously). The advantageous genes propagate only within the sub-populations; therefore, HDE declines very slowly with the evolution of the algorithm. Combined with [Table 4](#pone.0233759.t004){ref-type="table"}, the AOV of this algorithm is 9.5, whereas the optimal value, 7, cannot be found. Meanwhile, the ASP of the corresponding ER network is infinite, and the propagation rate of the advantageous genes is extremely low. As *P* increases, SMCS gradually increases, and advantageous genes begin to propagate among different sub-populations; therefore, the propagation rate becomes higher. For *P* = 0.001, SMCS is 4. There will be some migrations of elite individuals between these four sub-populations; therefore, HDE will decline faster. The AOV of this algorithm is 8.4, which is obviously smaller than 9.5 for *P* = 0; however, the optimal value of 7 cannot be found. [Table 4](#pone.0233759.t004){ref-type="table"} shows that for *P* = 0.002, MPGA-ER starts to find the optimal value, 7 and AOV is 8.1 and SR is 10%. When *P* = 0.005, SMCS is 30, the propagation rate is larger, and HDE eventually drops to approximately 0.2. However, the ER network is still not connected; therefore, advantageous genes do not fill all sub-populations, and the HDE value does not drop to 0. The AOV of this algorithm is 7.4, and SR is 70%, which indicates that the performance of MPGA-ER improves as the propagation rate increases. For *P* = 0.009, SMCS is 83, for which the ER network is close to the connected network. At this point, the propagation rate of the advantageous genes is faster, and the HDE drops to approximately 0.07. At this time, MPGA-ER performs best for an AOV of 7.1, and SR is 90%. For *P* = 0.02, SMCS is 100, the network is a connected network, and the value of ASP is 3.4584. At this time, the HDE becomes 0 at approximately the 250^th^ generation, at which point the advantageous genes fill all sub-populations. Additionally, the algorithm performs satisfactorily for AOV is 7.4, and SR is 60%. As *P* continues to increase, ASP continues to decrease, and the advantageous genes propagate faster over time. For example, for *P* = 0.1, ASP is 1.8273, and HDE drops to 0 at approximately the 100^th^ generation. The performance of this algorithm becomes worse whenever SR is only 10%. For *P* = 0.5, ASP is only 1.2501, and HDE drops to 0 at approximately the 50^th^ generation. The propagation rate of the advantageous genes is considerably high; the performance of this algorithm is extremely poor because it cannot find the optimal value of 7. Finally, for *P* = 1, the network becomes a complete graph, and each sub-population communicates with all other sub-populations in each generation. Further, the advantageous genes propagate the fastest, and the corresponding algorithm performs very poorly; however, it is still better than the standard GA. Therefore, it can be concluded that as *P* changes from 0 to 1, the network gradually changes from a graph including just isolated points (for *P* = 0) to a connected network (for *P* = 0.02), and further to a complete graph (for *P* = 1). The propagation rate of advantageous genes increases over time; however, the performance of MPGA-ER first increases rapidly, and then begins to decrease slowly. To obtain an improved MPGA-ER, the value of *P* should be greater than 0 but considerably less than 1; more specifically, a value between 0.004 and 0.04 is an appropriate choice.

![HDE curves over the iteration times for several values of *P*.](pone.0233759.g008){#pone.0233759.g008}

10.1371/journal.pone.0233759.t004

###### Values of AOV, SR, ASP, and SMCS for different values of *P*.

![](pone.0233759.t004){#pone.0233759.t004g}

  *P*     AOV   SR (%)   ASP      SMCS
  ------- ----- -------- -------- ------
  0       9.5   0        ∞        0
  0.001   8.4   0        ∞        4
  0.002   8.1   10       ∞        10
  0.003   8     10       ∞        12
  0.004   7.6   40       ∞        22
  0.005   7.4   70       ∞        30
  0.006   7.7   40       ∞        65
  0.007   7.4   60       ∞        72
  0.008   7.1   90       ∞        75
  0.009   7.1   90       ∞        83
  0.01    7.3   70       ∞        91
  0.02    7.4   60       3.4584   100
  0.03    7.4   60       2.8527   100
  0.04    7.2   80       2.3653   100
  0.05    7.5   50       2.2194   100
  0.06    7.5   50       2.1077   100
  0.07    7.8   20       1.9937   100
  0.08    7.8   20       1.9083   100
  0.09    7.8   20       1.8591   100
  0.1     7.9   10       1.8273   100
  0.2     8     0        1.6372   100
  0.3     8.1   0        1.4812   100
  0.4     8     0        1.3479   100
  0.5     8.1   0        1.2501   100
  0.6     8     10       1.1591   100
  0.7     8     10       1.0883   100
  0.8     8.1   0        1.0391   100
  0.9     8     0        1.0113   100
  1       8.2   0        1        100

3.4 Effect of migration frequency on MPGA-ER {#sec015}
--------------------------------------------

The aforementioned example of a 10×10 FJSP is considered again, and the influence of *R* on the performance of MPGA-ER is studied. To eliminate the effect of *P* on the results in this subsection, *P* is set to 1. The other parameters are set as follows: TIN = 2,000,000; *N* = 100; *S* = 80; *P*~*r*~ = 0.08; *R* = 0, 0.2, 0.4, 0.6, 0.8, 1, 3, 5, 7, 9, 20, 40, 60, 80, 100. Every algorithm runs 10 times independently. [Fig 9](#pone.0233759.g009){ref-type="fig"} illustrates the HDE curves over the ITs for several values of *P*. [Table 5](#pone.0233759.t005){ref-type="table"} lists the values of AOV, SR, and the communication times (CT) for different values of *P*.

![HDE curves over the iteration times for several values of *R*.](pone.0233759.g009){#pone.0233759.g009}

10.1371/journal.pone.0233759.t005

###### Values of AOV, SR, and CT for different values of *R*.

![](pone.0233759.t005){#pone.0233759.t005g}

  *R*      0     0.2   0.4   0.6   0.8   1     3     5     7     9     20    40    60    80    100
  -------- ----- ----- ----- ----- ----- ----- ----- ----- ----- ----- ----- ----- ----- ----- -----
  AOV      9.3   7.8   7.6   7.4   7.5   7.6   7.4   7.5   7.4   7.7   8     8     8.1   8.2   8.2
  SR (%)   0     30    50    60    50    40    60    50    60    30    10    10    0     0     0
  CT       0     41    75    93    112   126   187   210   217   225   238   244   246   247   248

The data points in [Fig 9](#pone.0233759.g009){ref-type="fig"} are selected to be similar to those in [Fig 8](#pone.0233759.g008){ref-type="fig"}, thereby resulting in 26 points. For *R* = 0, the condition is similar to when *P* = 0 in [Fig 8](#pone.0233759.g008){ref-type="fig"}. Here, no elite individuals propagate between different sub-populations; therefore, the HDE values remain almost unchanged (as shown in [Fig 9](#pone.0233759.g009){ref-type="fig"}). As *R* increases, the CT increases, and the propagation rate accelerates. For *R* = 0.2, CT is 41. HDE decreases rapidly with increasing IT; it drops to 0 at approximately the 140^th^ generation. Combined with [Table 5](#pone.0233759.t005){ref-type="table"}, the algorithm can find the optimal value of 7, thereby achieving 30% success. For *R* = 0.6, CT is 93, and the advantageous genes propagate faster; therefore, HDE decreases to 0 at approximately the 70^th^ generation. However, the algorithm can still find the optimal value of 7 and achieves a 60% success. For *R* = 9, CT is 217, and the propagation rate of the advantageous genes is extremely high; therefore, HDE decreases to 0 at approximately the 30^th^ generation, which is similar to the propagation rate for *P* = 0.5 (it decreases to 0 at approximately the 40^th^ generation). The algorithm still performs satisfactorily in this case and achieves 60% success. However, for *P* = 0.5 shown in [Table 4](#pone.0233759.t004){ref-type="table"}, the algorithm shows extremely poor performance, and the optimal value cannot be found. This means that the performance of MPGA-ER with a tunable communication strategy, that is, less communication at an earlier stage and more communication at a later stage is better than that of MPGA-ER with an invariant communication strategy. For *R* greater than 20, the performance of MPGA-ER becomes extremely poor, which is similar to that of MPGA-ER with an invariant communication strategy. Therefore, it can be concluded that a tunable communication strategy with less communication at an earlier stage and more communication at a later stage is an effective strategy for improving the performance of MPGA-ER. Here, a value of *R* between 0.6 and 7 is an appropriate choice.

3.5 Effectiveness of MPGA-ER in solving FJSP {#sec016}
--------------------------------------------

To verify the effectiveness of MPGA-ER, it is employed to solve more of the FJSP instances mentioned in \[[@pone.0233759.ref030]\], and is compared with that of other algorithms (AIA and HHS in \[[@pone.0233759.ref031]\], M2 in \[[@pone.0233759.ref032]\], MILP in \[[@pone.0233759.ref033]\], and HA in \[[@pone.0233759.ref034]\]). These instances, including small-size FJSP (SFJS01 --SFJS10) and medium- and large-size FJSP (MFJS01 --MFJS08), have been widely used in previous studies \[[@pone.0233759.ref030]--[@pone.0233759.ref034]\]; hence, it is convenient to solve them by using MPGA-ER and then compare it with results obtained using other algorithms directly. These algorithms were chosen due to their simplicity and wide applicability. In line with previous researchers, we use the optimal value found by an algorithm to measure its performance. The optimal values found by other algorithms are cited directly from the relevant papers. According to Sections 3.1--3.4, the related parameters of MPGA-ER are set as follows: *P*~*r*~ = 0.08, *P* = 0.009, *S* = 100, *N* = 80, *R* = 3, and IT = 1,000. [Table 6](#pone.0233759.t006){ref-type="table"} lists the results of the comparison.

10.1371/journal.pone.0233759.t006

###### Results of the 18 FJSP instances.

![](pone.0233759.t006){#pone.0233759.t006g}

  Problems   AIA and HHS \[[@pone.0233759.ref031]\]   M2 \[[@pone.0233759.ref032]\]   MILP \[[@pone.0233759.ref033]\]           HA \[[@pone.0233759.ref034]\]             MPGA-ER   
  ---------- ---------------------------------------- ------------------------------- ----------------------------------------- ----------------------------------------- --------- -----
  SFJS01     66                                       66                              66                                        66                                        66        66
  SFJS02     107                                      107                             107                                       107                                       107       107
  SFJS03     221                                      221                             221                                       221                                       221       221
  SFJS04     355                                      355                             355                                       355                                       355       355
  SFJS05     119                                      119                             119                                       119                                       119       119
  SFJS06     320                                      320                             320                                       320                                       320       320
  SFJS07     397                                      397                             397                                       397                                       397       397
  SFJS08     253                                      253                             253                                       253                                       253       253
  SFJS09     210                                      210                             210                                       210                                       210       210
  SFJS10     516                                      516                             516                                       516                                       516       516
  MFJS01     468                                      468                             468                                       468                                       468       468
  MFJS02     448                                      446                             446                                       446                                       446       446
  MFJS03     468                                      466                             466                                       466                                       466       466
  MFJS04     554                                      554                             564                                       554                                       554       554
  MFJS05     527                                      514                             514                                       514                                       514       514
  MFJS06     635                                      634                             634                                       634                                       634       634
  MFJS07     879                                      879                             928                                       879                                       879       879
  MFJS08     884                                      884                             /[^a^](#t006fn001){ref-type="table-fn"}   /[^a^](#t006fn001){ref-type="table-fn"}   884       884

^a^Symbol "/" indicates that the corresponding value is not provided in the corresponding paper.

As shown in [Table 6](#pone.0233759.t006){ref-type="table"}, when solving MFJS02 using MPGA-ER, the optimal value is 446, which is better than the value of 448 found by the AIA algorithm. When solving MFJS05 using MPGA-ER, the optimal value is 514, which is better than the value of 527 that was found by the AIA algorithm. When solving MFJS06 using MPGA-ER, the optimal value is 634, which is better than the value of 635 that was found by the AIA algorithm. While solving MFJS04 using MPGA-ER, the optimal value is 554, which is better than the value of 564 found by the algorithm M2. When solving MFJS07 using MPGA-ER, the optimal value is 879, which is better than the value of 928 that was found by algorithm M2. Meanwhile, the optimal values of all 18 FJSP instances can be found with MPGA-ER. Therefore, the effectiveness of MPGA-ER could be verified. [Fig 10](#pone.0233759.g010){ref-type="fig"} illustrates the Gantt chart of MFJS08.

![Gantt chart of MFJS08.](pone.0233759.g010){#pone.0233759.g010}

4. Analysis of results and discussion {#sec017}
=====================================

As described in Section 3.1, for a certain TIN, the performance of MPGA-ER first increases rapidly and then decreases slowly with increasing sub-population size. When *S* is small, a sub-population consists of few individuals; therefore, the gene pool of the small sub-population is naturally uniform. Consequently, the performance of the corresponding MPGA-ER is considerably poor. As *S* increases, there are enough individuals in a single sub-subpopulation for the maintenance of population diversity; therefore, the performance of the corresponding MPGA-ER improves. This implies that when an algorithm engineer wants to design an improved multi-population GA, the sub-population size cannot be too small.

As described in Section 3.2, for a certain TIN, the performance of MPGA-ER first increases slowly, and then decreases rapidly with increasing sub-population number. A small value of *N* is not conducive to maintaining population diversity; however, the number of individuals in a single sub-population is moderate (the number of individuals in a single sub-population in Section 3.2 is 80), which is conducive to maintaining gene diversity. Therefore, the performance of the corresponding MPGA-ER is not very poor. With increasing *N*, the number of individuals used in an iteration is very large (for *N* = 200, the number of individuals used in an iteration is 16,000); therefore, the total number of iterations is very small (for *N* = 200, the number of iterations is only 125). Individuals do not have enough time to accumulate advantageous genes. Therefore, the performance of the corresponding MPGA-ER worsens. This implies that *N* should not be too small or too large when an algorithm engineer wants to design an improved multi-population GA.

As described in Section 3.3, for *P* = 0, MPGA-ER is equivalent to 100 standard GAs running simultaneously. The main operator of the GA is a crossover that readily accumulates advantageous genes without being destroyed, thereby leading to premature convergence. The performance of the corresponding MPGA-ER is very poor. As *P* increases, the sub-graph of the network gradually becomes larger; therefore, advantageous genes propagate among different sub-populations, thereby causing a larger propagation rate. Individuals of different sub-populations can use the advantageous genes of the other sub-populations to improve their fitness; therefore, the performance of the corresponding MPGA-ER gradually improves. For *P* = 0.008, MPGA-ER performs the best; however, the network is still not a connected network. When *P* is greater than 0.02, the network starts to become a connected network. At this time, individuals in a sub-population have the opportunity to communicate with all other sub-populations to improve their fitness; therefore, the performance of MPGA-ER is still considerably good. However, as *P* continues to increase, the neighboring sub-populations of a sub-population also increase. In each communication, the advantageous genes of a sub-population propagate to other sub-populations; therefore, the propagation rate increases over time, which leads to the advantageous genes filling all sub-populations more quickly. Therefore, the corresponding MPGA-ER is similar to the standard GA, thereby causing advantageous genes to accumulate rapidly without being destroyed. Therefore, the performance of MPGA-ER starts to decrease again. As shown in [Table 4](#pone.0233759.t004){ref-type="table"}, the performance of MPGA-ER for *P* = 0 (equivalent to 100 standard GAs running simultaneously) is not better than that of MPGA-ER for *P* = 1, let alone that of MPGA-ER when *P* = 0.009, which is the best, implying that its performance shows considerable improvement compared with traditional GA. This implies that to obtain an improved multi-population GA, an appropriate value of *P* should be adopted to ensure that the propagation rate is neither so slow that individuals cannot benefit from other sub-populations nor too fast so that a single elite individual quickly fills all sub-populations. Additionally, in previous studies (such as \[[@pone.0233759.ref009], [@pone.0233759.ref015]\]), to obtain a limited takeover time, all networks involved were connected. However, according to our simulation results, to obtain an improved MPGA-ER, network connectivity is not necessary. For example, the performance of MPGA-ER for *P* = 0.009 (the corresponding ER network is not connected completely) is better than that of MPGA-ER for *P* = 0.02 (the corresponding ER network is connected completely). When *P* = 0.009, the maximum connected sub-graph of the corresponding ER network was 83, and the advantageous genes could then be propagated among these sub-populations. However, there are still 17 sub-populations that are not connected with the maximum connected sub-graph; hence, the advantageous genes of these 17 sub-populations cannot be communicated with the sub-populations in the maximum connected sub-graph. This means that the advantageous genes can be propagated among most sub-populations; however, they cannot be propagated among a small number of sub-populations, which ensures that the propagation rate is neither so slow that individuals can benefit from other sub-populations (among 83 sub-populations) or too fast so that a single elite individual quickly fills all sub-populations (cannot fill the other 17 sub-populations). This implies that network connectivity is not necessary when an algorithm engineer wants to obtain an improved MPGA-ER.

As described in Section 3.4, a tunable communication strategy with less communication in the earlier stages and more communication in later stages is an effective strategy. Less communication in the earlier stages is beneficial for accumulating advantageous genes within a sub-population, whereas more communication in the later stages is beneficial for accumulating advantageous genes between different sub-populations and promoting algorithm convergence. This implies that the performance of the corresponding MPGA-ER with the aforementioned strategy is better than that of the MPGA-ER with an invariant communication strategy under the same conditions. This may shed light on how an algorithm engineer should design an improved multi-population GA when considering variable migration frequency.

5. Conclusion and future work {#sec018}
=============================

In this study, an ER network with different connection probabilities and variable migration frequency was used to control the propagation rate of advantageous genes between sub-populations of a GA, thereby obtaining an MPGA-ER. Using MPGA-ER to solve an FJSP instance, the influencing mechanisms of the propagation rate of advantageous genes on the performance of MPGA-ER were addressed. Meanwhile, the influencing mechanisms of parameters *N* and *S* on MPGA-ER under a certain TIN were also studied. The simulation results indicate that MPGA-ER shows considerable performance improvement compared with the standard GA. The propagation rate of advantageous genes has a significant impact on the performance of MPGA-ER---when the propagation rate is extremely low or extremely high, the performance of MPGA-ER is poor. Only a moderate propagation rate can ensure a satisfactory performance of the algorithm. Specifically, the desired intervals for *P* and *R* are between \[0.004, 0.04\] and \[0.6, 7\], respectively. Unlike shown in previous studies, to obtain an improved MPGA-ER, network connectivity is not necessary. Additionally, parameters *N* and *S* have a significant impact on the performance of MPGA-ER---for a certain TIN, the performance of MPGA-ER first increases slowly, and then decreases rapidly with increasing *N*. More specifically, the desired interval of *N* is \[40, 120\]. The performance of MPGA-ER first increases rapidly and then decreases slowly with increasing *S*; more specifically, the desired value of *S* is greater than or equal to 50. Our results may shed light on how to use an ER network to achieve a better MPGA.

In this study, we used a multi-population to improve a standard GA for obtaining a MPGA-ER, which may limit its performance. As described in \[[@pone.0233759.ref004]\], there are five main methods (multi-population is just one of them) to improve GA and other algorithms. In our future work, we will first use another method to improve the standard GA or other algorithms, and then, use ER or other networks to design improved algorithms, thereby obtaining a corresponding multi-population algorithm that may perform even better.
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Reviewer \#1

In the study "Multi-population genetic algorithm with ER network to solve flexible job shop scheduling problem", the authors propose a multi-population GA with ER network to solve the flexible job shop scheduling problem. They can show that their developed algorithm can dominate the traditional GA.

This topic is interesting. However, a major revision is needed to improve the paper quality. Some important comments are given below:

1\. The writing and English should be improved. Pay careful attention to the usage of articles. Moreover, you can't use "research" as a countable noun.

Responses: According to your comments, we have improved our writing and English language carefully by us. We also ask "Editage" for a professional English language editing.

2\. Number the sections and subsections for better positioning.

Responses: According to your comments, we have numbered the sections and subsections.

3\. This topic has a widespread background. So, I suggest the authors use a tabular form for better comparisons.

Responses: According to your comments, we have used a Table to compare several evolutionary algorithms with different networks. (see Table 1 in the manuscript)

4\. Add the domain of variables to the mathematical model of FJSP.

Responses: According to your comments, we have added the domains of all variables to our mathematical model. (see Equations (1)\~(10))

5\. My major concern is regarding the novelty of the algorithm, which combines a number of methods. Two questions are raised to me. 1) Why these methods are selected rather than others? 2) What are the specialties for the studied problem?

Responses: To avoid premature convergence which is the main disadvantage of the standard genetic algorithm (GA), we used the multi-population method and ER network to improve GA, obtaining the multi-population GA with ER network (MPGA-ER) in this study. We think there are several reasons why we choose GA that is improved by multi-population method: 1) the GA is simplicity, easy realization, and wide applicability; 2) in our previous research \[4\], we have found that the performance of GA can be improved by using multi-population method solely; and 3) we are familiar with genetic algorithm. There are some reasons why we choose ER network to design multi-population GA (MPGA) as follows. In our previous research \[17\], we have used seven networks including ER network to design MPGA to address how different networks affect the performance of MPGA, where the connection probability (P) of the ER model was a constant. We found that the propagation rate of advantageous genes among sub-populations was limited by these network topologies; hence, how the propagation rate over a wide range affects the performance of MPGA is still not clear. Fortunately, when the connection probability of the ER model changes from 0 to 1, the corresponding network gradually transforms from a graph that completely includes isolated points to a complete graph; therefore, the propagation rate of the advantageous genes changes from considerably low to high. Accordingly, to know how the propagation rate over a wide range affects the performance of MPGA, we used the multi-population method and ER network to improve GA. We think this may be the specialties of our study. According to your comments, these reasons are described in our revised manuscript directly or indirectly. (see the words in red color in Section 1 of the version named "Revised Manuscript with Track Changes")

6\. How could you set the parameters of the algorithm?

Responses: We set the parameters of the algorithm according to our simulations.

7\. You should explain the main limitations of your proposed algorithm. Moreover, the practical aspect of the problem you studied should be discussed in more detail.

Responses: According to your comments, we have explained the main limitations of our algorithm in the Conclusion Section. We also discussed some practical applications of our study in the Conclusion Section.

8\. The authors may read and consider the following references to improve the introduction of the manuscript.

\- <https://doi.org/10.1016/j.cie.2019.106007>

\- <https://doi.org/10.1080/21693277.2019.1620651>

\- <https://doi.org/10.3390/su10051366>

Responses: According to your comments, we have read all the three papers you give us carefully to improve our introduction. (see the words in red color in Sections 1 and 2 of the version named "Revised Manuscript with Track Changes")

Finally, thank you very much, and your comments are constructive and helpful.

Reviewer \#2

I want to thank the author for submitting the paper "Multi-population genetic algorithm with ER network to solve flexible job shop scheduling problem". Even though I find the research idea and the topic in general quite interesting and relevant, I have many concerns that should be addressed:

1\. Most of this work is already published in previous work (Shi, Long et al. 2020). As an extension, the authors solved more FJSP instances and compared the obtained results with previous works for the same instances. The authors should clearly explain the similarity and differences between this research and the one mentioned above.

Responses: In our previous research \[17\] that you mentioned, we have used seven different networks including ER network to design MPGA (multi-population genetic algorithm), thereby addressing how different networks affect the performance of MPGA. However, in \[17\], the connection probability (P) of the ER model was a constant. We found that the propagation rate of advantageous genes among sub-populations was limited by these network topologies; hence, how the propagation rate over a wide range affects the performance of MPGA is still not clear. Fortunately, when the connection probability of the ER model changes from 0 to 1, the corresponding network gradually transforms from a graph that completely includes isolated points to a complete graph; therefore, the propagation rate of the advantageous genes changes from considerably low to high. Accordingly, as an extension of \[17\], to know how the propagation rate over a wide range affects the performance of MPGA, we used the ER network to improve GA. These reasons are added to our revised manuscript directly or indirectly. (see the words in red color in Section 1 of the version named "Revised Manuscript with Track Changes")

2\. The methodology of the study should be clearly elaborated, in order to argue your decisions and to remove the doubts.

Responses: According to your comments, the methodology of this study has been read and the revised carefully, such as the description of ER model. (see the words in red color in Section 2 of the version named "Revised Manuscript with Track Changes")

3\. In lines 15-25, the authors stated that they study the effects of sub-population size and number and the propagation rate of advantageous genes on the performance of MPGA-ER. However, they did not define what the performance is.

Responses: According to your comments, we have defined what the performance is in the Abstract Section. (see the words in red color in Abstract Section of the version named "Revised Manuscript with Track Changes")

4\. The language structure needs to be improved.

Responses: According to your comments, we have improved our English language carefully by us. We also ask "Editage" for a professional English language editing.

5\. Sections are not numbered.

Responses: According to your comments, we have numbered the Sections and Sub-sections in our revised manuscript.

6\. In lines 17 -18, the author mentioned that "the performance shows considerable improvement compared to the traditional GA". However, this comparison is not found in the work.

Responses: This results is implied as follows: as shown in Table 3, the performance of MPGA-ER when P = 0 (equivalent to 100 standard GAs running simultaneously) is not better than that of MPGA-ER when P = 1, let alone that of MPGA-ER when P = 0.009 which is the best, implying that the performance shows considerable improvement compared to the traditional GA. These descriptions have been added in our revised manuscript. (see the words in red color in Section 4 of the version named "Revised Manuscript with Track Changes")

7\. The study mentioned ER network as the main contribution, however, it is not defined clearly.

Responses: According to your comments, we have defined the ER model more clearly. (see the words in red color in Section 2.2 of the version named "Revised Manuscript with Track Changes")

8\. In line 277, it was mentioned: "The average of the obtained optimal values termed as AOV is used to evaluate the performance of MPGA-ER". The authors did not clearly define the optimal values.

Responses: Actually, there are two concepts of optimal values in our study, which are not defined clearly. We feel sorry about it. The optimal value in the concept of AOV refers to the best solution of the corresponding FJSP problem found by the algorithm in a single run. In addition, we have added an equation to define AOV (Equation (13)). On the other hand, the optimal value in the concept of SR refers to the best solution of the corresponding FJSP problem can be found so far in the literature. And these descriptions are added to our revised manuscript. (see the words in red color in Section 2.4 of the version named "Revised Manuscript with Track Changes")

9\. In line 280 an equation of success rate was introduced "eq. 7", "where Nsuc denotes the number of times MPGA-ER can find the optimal value of the corresponding FJSP problem among Ntol independent runs" how the authors guarantee that the solution is optimal?

Responses: Here, the optimal value refers to the best solution of the corresponding FJSP problem can be found so far in the literature. Actually, the optimal value means the best solution of the corresponding FJSP problem can be found so far in the literature, which we defined it as optimal value.

10\. What is the "average optimal value"?

Responses: According to your comments, we have added an equation to define AOV (Equation (13)).

11\. In line 425, it was mentioned that "According to Sections 3.1\~3.4". These numbers were not presented.

Responses: According to your comments, we have numbered all the Sections.

12\. In line 426, the reported optimization parameters of MPGA-ER are Pr = 0.08, P = 0.009, S = 100, N = 80, R = 3, and IT = 1000, however various GA parameters have not optimized.

Responses: The parameters Pr and IT are indeed ignored in our study. The parameter Pr of GA is used to increase population diversity, but cannot be set too large. In this study, we mainly use multi-population to increase the diversity of GA. Thus, the parameter Pr is set as a small value randomly in this study. When considering TIN, the parameter IT can be calculated approximately when other parameters are given. In our previous research \[4\], we addressed how different TINs (associated with IT) affect the performance of MPGA. We found that it cannot affect the performance of MPGA when it is large (larger than 450,000 according to \[4\]). When it is very small, with increase of TIN, the performance of MPGA becomes better. Thus, the parameter IT is set as a large number randomly in this study.

13\. In Table 4, the authors compared the results with previous works only in terms of "optimal values" (Cmax). However, the CPU times were not presented.

Responses: For fairly, we did not realize these algorithms in other papers by us and cited the results directly from the original papers. Thus, the CPU times may become meaningless and were not given.

14\. In Table 4, the authors compared the results with previous works in terms of "optimal values". Referring to one of these works, \[31\], these results are the best-obtained solutions (but not proofed to be optimal) as shown below.

Responses: The optimal value here also refers to the best solution of the corresponding FJSP problem can be found so far in the literature.

15\. In the conclusion section (line 506), it was mentioned: "Unlike previous studies, to obtain an improved MPGA-ER, network connectivity is not necessary". However, this conclusion was not clearly explained in the results section.

Responses: According to your comments, we have explained this conclusion carefully in the Section 4. (see the words in red color in Section 4 of the version named "Revised Manuscript with Track Changes")

Finally, thank you very much, and your comments are constructive and helpful.
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Dear Editors and Reviewers,

We would like to express our sincere gratitude for all of you.

Thank you for your letter and for the reviewers' comments concerning our manuscript entitled "Multi-population genetic algorithm with ER network for solving flexible job shop scheduling problems." We have studied comments carefully and made some changes. The main changes in the manuscript and the responds to the reviewers' comments are as flows.

Reviewer \#1

Good work. The authors tried to improve the quality of the manuscript based on my previous comments. However, there are still two minor concerns to be resolved.

1\. I asked the authors \"How could you set the parameters of the algorithm?\" I mean what was the motivation? How can you ensure these values are logical?

Responses: We are very sorry to misunderstand you last time. And we are trying to answer your question correctly here. In our study, all parameters of the algorithm are as follows: TIN (total individual number), Pr (mutation probability), P (connection probability of the ER model), S (sub-population size), N (sub-population number), R (a parameter used to control the migration frequency), and IT (iteration times). How the parameters P, S, N, and R affect the performance of the algorithm is our theme in this study and hence they are studied by using simulation. And we think these parameters are set reasonably. The parameters Pr, TIN and IT are indeed ignored in our study. The parameter Pr of GA is used to increase population diversity, but cannot be set too large. In our study, we mainly use multi-population to increase the diversity of GA. Thus, the parameter Pr is set as a small value (0.08) randomly in our study. The parameter TIN was studied in our previous research \[4\]. We found that it cannot affect the performance of MPGA when it is very large (larger than 450,000 according to \[4\] for the same FJSP instance). When it is very small, with increase of TIN, the performance of MPGA becomes better. Thus, it is ignored and set to be a large number. In \[17\], in which they solved the same FJSP instance, the TIN was 1,600,000. To provide more chances for communication among sub-populations, we set TIN to be 2,000,000 in this study randomly. The parameter IT (associated with TIN) is also ignored. And when it is very large it cannot affect the performance of MPGA-ER. Thus, it is also ignored and set to be a large number (1,000) randomly in Section 3.5. According to your comments, these reasons are added to the revised manuscript directly or indirectly.

2\. Develop the managerial insights section and provide more useful suggestion based on the main achievements of the study.

Responses: According to your comments, we have tried to improve Section 4 whose title is changed from "Analysis of results" to "Analysis of results and discussion", giving more discussion and useful suggestion in this section. (see the words in red color in Section 4 of the version named "Revised Manuscript with Track Changes")

Finally, thank you very much, and your comments are constructive and helpful.

Reviewer \#2

The authors address all the previous comments, however, still there is a need for explaination, and there are some other comments.

1\. In abstract: "Finally, we use a parameter-optimized MPGA-ER to solve for more FJSP instances and demonstrate its effectiveness by comparing it with other algorithms." Did the authors propose different algorithms? Besides, In Table 5, there are no algorithms presented in columns 4-6 or even in the discussion.

Responses: We did not propose different algorithms. The other algorithms used to compare were proposed in other papers. These algorithms were not described directly in our manuscript last time. According to your comments, these algorithms are all described directly (in both Table 6 and the discussion) in the revised manuscript. And the sentence "Finally, we use a parameter-optimized MPGA-ER to solve for more FJSP instances and demonstrate its effectiveness by comparing it with other algorithms." is changed to "Finally, we use a parameter-optimized MPGA-ER to solve for more FJSP instances and demonstrate its effectiveness by comparing it with that of other algorithms proposed in other studies." for more clarity. (see the words in red color in Abstract and Section 3.5 of the version named "Revised Manuscript with Track Changes")

2\. No consistency in writing for example in line 249 "(i) Machine crossover: two integers less than" and in line 251 "(ii) Operation crossover is POX crossover". The same also in line 264 '(i) Machine mutation:" and no number in line 268 "Operation mutation:"

Responses: According to your comments, these descriptions have been revised for consistency. (see the words in red color in Sections 2.3.3 and 2.3.4 of the version named "Revised Manuscript with Track Changes")

3\. No consistency in writing for example in line 313 "Finally, the measures: average shortest path (ASP) and size of the maximum connected sub-graph (SMCS) are used to measure the ER network structures.". However, the authors started describing SMCS first.

Responses: According to your comments, these descriptions have been revised for consistency. (see the words in red color in Section 2.4 of the version named "Revised Manuscript with Track Changes")

4\. In section 2.3, point (3) mutation: different crossover operators were presented and the caption of Figure 2 is Fig 2. Schematic diagram of a crossover. Which one of them is that?

Responses: The crossover operator you mentioned is the operation crossover. And the caption is changed to "Fig. 4. Schematic diagram of operation crossover." in the revised manuscript. (see Fig. 4)

5\. In abstract:"we study how the sub-population size and number and the propagation rate of advantageous genes affect the performance (evaluated by the average optimal value and success rate based on TIN) of MPGA-ER. Is it appropriate to insert the sentence "(evaluated by the average ...) in this way?

Responses: According to your comments, this sentence has been changed to "we study how the sub-population number and size and the propagation rate of advantageous genes affect the performance of MPGA-ER, wherein the performance is evaluated by the average optimal value and success rate based on TIN."(see the words in red color in Abstract of the version named "Revised Manuscript with Track Changes")

6\. In line 144, there is no reference for the mathematical model.

Responses: According to your comments, we have added two references to the mathematical model. (see the words in red color in Section 2.1 of the version named "Revised Manuscript with Track Changes")

7\. Symbols of FJSP should be tabulated.

Responses: According to your comments, the symbols used in the FJSP model are summarized in Table 2. (see Table 2)

8\. The authors did not show a Gantt chart of an arbitrary schedule to the example presented in Table 2.

Responses: According to your comments, we have given a Gantt chart of the schedule represented by F (\[2 1 4 4 0 4; 1 1 4 5 4 9; 2 2 5 5 4 9; 1 2 1 1 9 10; 2 3 4 2 9 11\]) which is described in Section 2.3.2 in the example in Table 3, shown in Fig. 2. (see Fig. 2)

9\. What is Jt in Line 214?

Responses: Jt is the total number of operations of all jobs. According to your comments, we have explained Jt in Table 2. (see Table 2)

10\. What is POX crossover stands for?

Responses: POX crossover stands for the operation crossover. For consistency, the word "POX" is deleted in the revised manuscript. And we called it operation crossover directly. (see the words in red color in Section 2.3.3 of the version named "Revised Manuscript with Track Changes")

11\. The two-point crossover was not explained and a figure is needed to present it.

Responses: According to your comments, we have used a figure (Fig. 3) to explain the two-point crossover. (see Fig.3)

12\. There is a reference (\[27\]) in line 251 ("Operation crossover is POX crossover \[27\]"). This refers to what.

Responses: This reference means that the POX crossover was described in \[27\]. As described above, the word "POX" is deleted in the revised manuscript, and we called it operation crossover directly for consistency. Then, we explain how to use it, which is also described in \[27\].

13\. Subsections numbers of 2.3 section.

Responses: According to your comments, we have numbered all the subsections. (see Sections 2.3.1\~2.3.4)

14\. In line 307 it was mentioned" SR, which is also used to evaluate the performance of MPGA-ER". However, this is the same as that in line 302.

Responses: According to your comments, we have deleted the redundant description. (see Section 2.4)

15\. In line 303: "For a given TIN, every algorithm runs several times (denoted by Ntol) independently". However, this number was not stated.

Responses: Ntol is set to be 10 in this study. According to your comments, this description has been added in the revised manuscript. (see the words in red color in Section 2.4 of the version named "Revised Manuscript with Track Changes")

16\. A short description of how the instances were generated is preferred.

Responses: According to your comments, we have tried to explain why we choose these instances. (see the words in red color in Sections 3.1 and 3.5 of the version named "Revised Manuscript with Track Changes")

Finally, thank you very much, and your comments are constructive and helpful.

Thank you and beat regards.

Yours sincerely

Xiaoqiu Shi; Wei Long; Yanyan Li; Dingshan Deng
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Dear Dr. li,

We are pleased to inform you that your manuscript has been judged scientifically suitable for publication and will be formally accepted for publication once it complies with all outstanding technical requirements.

Within one week, you will receive an e-mail containing information on the amendments required prior to publication. When all required modifications have been addressed, you will receive a formal acceptance letter and your manuscript will proceed to our production department and be scheduled for publication.

Shortly after the formal acceptance letter is sent, an invoice for payment will follow. To ensure an efficient production and billing process, please log into Editorial Manager at <https://www.editorialmanager.com/pone/>, click the \"Update My Information\" link at the top of the page, and update your user information. If you have any billing related questions, please contact our Author Billing department directly at <authorbilling@plos.org>.

If your institution or institutions have a press office, please notify them about your upcoming paper to enable them to help maximize its impact. If they will be preparing press materials for this manuscript, you must inform our press team as soon as possible and no later than 48 hours after receiving the formal acceptance. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information, please contact <onepress@plos.org>.

With kind regards,

Ashkan Memari

Academic Editor

PLOS ONE

Additional Editor Comments (optional):

Reviewers\' comments:

Reviewer\'s Responses to Questions

**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#1: All comments have been addressed

Reviewer \#2: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*

2\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: N/A

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

6\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: Good work. The authors could efficiently address the remaining issues. It can be now accepted for publication.

Reviewer \#2: The authors address all the previous comments, and the research work is publishable. I recommend this work for acceptance

\*\*\*\*\*\*\*\*\*\*

7\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: Yes: Moath Alatefi

10.1371/journal.pone.0233759.r006
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Multi-population genetic algorithm with ER network for solving flexible job shop scheduling problems

Dear Dr. Li:

I am pleased to inform you that your manuscript has been deemed suitable for publication in PLOS ONE. Congratulations! Your manuscript is now with our production department.

If your institution or institutions have a press office, please notify them about your upcoming paper at this point, to enable them to help maximize its impact. If they will be preparing press materials for this manuscript, please inform our press team within the next 48 hours. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information please contact <onepress@plos.org>.

For any other questions or concerns, please email <plosone@plos.org>.

Thank you for submitting your work to PLOS ONE.

With kind regards,

PLOS ONE Editorial Office Staff

on behalf of

Dr. Ashkan Memari

Academic Editor

PLOS ONE
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