This paper presents a vectorization technique to implement FIR filterbanks. The word vectorization, in the context of this work, refers to a strategy in which all iterative operations are replaced by equivalent vector and matrix operations. This approach allows that the increasing parallelism of the most recent computer processors and systems be properly explored. The vectorization techniques are applied to two kinds of FIR filterbanks (conventional and recursive), and are presented in such a way that they can be easily extended to any kind of FIR filterbanks. The vectorization approach is compared to other kinds of implementation that do not explore the parallelism, and also to a previous FIR filter vectorization approach. The tests were performed in Matlab and C, in order to explore different aspects of the proposed technique.
INTRODUCTION
Since its beginning, the fast Fourier transform (FFT) has been one of the most popular techniques for time-frequency decomposition. The arising of faster FFT algorithms [1, 2] caused an even more pronounced supremacy. However, the properties of the time-frequency decomposition performed by FFT do not match with the requirements of certain applications, especially when good temporal and spectral resolutions are demanded at the same time. In those cases, other techniques must be considered. One of such alternatives is the finite impulse response (FIR) filterbank.
Although filterbanks have several advantages over FFT [3] , the high computational complexity associated to them often implies their replacement by FFT, even with sacrifice of the temporal or spectral resolution. In this context, this paper aims to provide a fast and effective implementation of FIR filterbanks by using vectorization techniques which are able to efficiently explore the increasing parallelism of modern microprocessors, vector processors, and supercomputers. Moreover, it is intended that the information presented in this paper inspire the development of new efficient codes in different areas of digital signal processing.
The word vectorization is often associated to the highperformance computational field, by using supercomputers with great number of parallel processors or vector processors highly specialized to deal with vector and matrix operations [4] [5] [6] [7] . Nevertheless, the microprocessors used in personal computers have gradually incorporated parallel computational capabilities in order to improve their performance. In the context of this work, the vectorization is associated to the substitution of iterative segments of a code by vector and matrix operations.
All tests to assess the performance of the vectorization techniques proposed here were carried out in a computer with conventional processor. Codes written in C were used whenever the main goal was to compare the proposed approach with previous techniques, which are often implemented in C. On the other hand, codes written in Matlab were preferred when the main goal was showing the relative difference between the runtimes of vectorized and nonvectorized codes. In this context, Matlab shows several desirable characteristics, like easier implementation and better visualization of the vectorization effects, since purely vector codes written in this tool can be much faster than their loop-based versions. This occurs because Matlab uses the processor's registers to store the vectors instead of sending and recovering them from memory, saving lots of time and making the execution much faster. In other words, it automatically uses the parallelism capability of the processor.
The vectorizing techniques to be presented next are useful not only in cases where the implementations are carried out in Matlab or C, but also in situations where other general purpose programming languages are used together 2 EURASIP Journal on Advances in Signal Processing with vectorizing compilers. In this last case, the information present in the paper can make the construction of vectorizable loops quite straightforward. In the case of Matlab, the procedure is even simpler, since the equations must be implemented exactly as presented in the following Sections.
Finally, it is important to underline that the following sections include some optimization techniques that are not directly related to vectorization. The most important of such techniques is the division of the signals into frames, which aims to reduce memory requirements. This procedure is particularly effective when long signals are considered, because the memory requirements are no longer determined by the length of the entire signal, but by the length of each frame. The association of the signal division with vectorization techniques led to good results, as presented in Section 5.
The paper is divided as follows. Section 2 presents a brief discussion about related works; Section 3 explores the vectorization applied to decimation finite impulse response filterbanks; Section 4 presents a vectorization technique applied to a specific example of a recursive FIR filterbank, which combines characteristics from both FIR and IIR filterbanks, as well as some particular features; Section 5 describes the tests and corresponding results; finally, Section 6 presents some conclusions.
RELATED WORKS
The optimization of filters and filterbanks computational performance is not a new task. The efforts to find efficient implementations have begun practically together with the digital signal processing field itself, and lots of techniques have been proposed so far. This section presents some of the most important of those works. The first part of the section presents some general proposals, while the second part is dedicated to works dealing with vectorization.
An interesting early work dealing with the efficient implementation of filterbanks was [8] . The author presented an optimized implementation of a decimation filterbank used in speech recognition applications. The techniques used to reduce the computational complexity were dithering and the Winograd Fourier transform algorithm.
In [9] , the authors use genetic algorithms to design low complexity digital FIR filters. The proposed method also uses a primitive operator directed graph implementation to reduce the computational complexity.
A combination of minimum-adder canonic signed digit (CSD) multiplier blocks with a technique that trades adders for delays is used in [10] to reduce the hardware requirements for fixed coefficient FIR filters.
In [11] , the authors present a public domain Matlab program that generates optimized VHDL descriptions of filter implementations, using CSD or DM (Dempster and Macleod) techniques.
An optimized structure for decimation filterbanks to be used in mobile systems is the focus of the techniques proposed in [12] . The final goal is a hardware efficient VLSI implementation.
The optimization of nearly perfect reconstruction FIR cosine-modulated filterbanks is presented in [13] . The implementation is based on a new expression for the analysis bank.
The optimization procedures of the works presented next are all based on vectorization techniques.
An important early work dealing specifically with vectorization was [14] . The authors present a number of vectorization methods applied to the implementation of digital filters in pipelined vector processors.
Reference [15] deals with the subject of high sampling rate realizations for transversal adaptive filters. A parallel algorithm is mapped onto a linear array of highly pipelined processing modules, resulting in a system able to efficiently implement transversal adaptive filters.
In [16] , the authors present a tool that eases the conversion of conventional DSP programs into vector operations using simple vector units.
An efficient implementation of recursive digital filters into vector SIMD DSP architectures is presented in [17] . Vector DSPs are also the focus of references [18, 19] .
Some ideas present in previous works inspired part of the strategy presented in this paper, but the general approach of the method is quite different from its predecessors, as will be seen in next sections.
VECTOR IMPLEMENTATION OF DECIMATION FIR FILTERBANK
There are several situations that require some kind of signal decimation. It is common that the decimation be associated to a filtering process. In general, both procedures can be combined in such a way that computational resources are saved. This situation has motivated the use of a decimation FIR filterbank instead of a regular one, making the techniques presented here more general. The procedure for nondecimation FIR filterbanks can be obtained by simply making the decimation factor presented in (1) equal to one. In this section, a signal x(n), 1 ≤ n ≤ N s , to be filtered by a decimation FIR filterbank, is considered. The kth filter, 1
The corresponding signal at the output of the kth filter is
where D is the desired decimation factor. The vectorial procedure to implement the filtering process has three main goals: (1) the FIR filtering convolutions must be carried out using multiplication of matrices instead of loops; (2) all filters in the filterbank must be applied at once; (3) the decimation must be performed during the filtering, and not after, in such a way that the calculations are done only for those output samples to be considered after the decimation. This particular filtering process was chosen because it contains a number of procedures commonly used in the implementation of filters. In this way, the techniques can be easily extended both to simpler and more complex implementations. The strategy to be presented can be divided into six steps:
(1) the coefficient vectors of the filters are prepared to be submitted to the next processing in step (2); (2) the coefficient vectors are grouped into a single matrix, the coefficient matrix; (3) the signal to be filtered is divided into frames; (4) each frame is split into subframes, which are grouped into a matrix, the frame matrix; (5) each frame matrix is multiplied by the coefficient matrix, producing the corresponding convolved matrix, that is, the matrix composed of the corresponding filterbank output; (6) the convolved matrices are concatenated, generating the final time-frequency decomposition of the signal.
As can be seen, the first two steps are related to the preprocessing of the filters, the next two prepare the signal for filtering and the last two perform the filtering. The details of the steps are presented next.
Preparing the filters for the vector processing
Firstly, the number of coefficients of each filter must be adjusted to match the number of coefficients of the filter with longest impulse response. Moreover, the coefficient vectors must be aligned in such a way that the center coefficients match the same position along the vectors. This procedure is necessary to prepare the coefficients for the convolution to be performed in following steps.
This adjustment is done by adding zeros at the beginning and at the end of each coefficient vector, as shown in Figure 1 . If the difference between the number of coefficients is odd, an extra null coefficient must be located at the beginning of the vector.
After the length adjustment, each sequence of coefficients must be reversed, meaning that the last coefficient becomes the first, the penultimate becomes the second, and so on.
Finally, the reversed coefficient vectors are grouped into a single K-by-C f matrix, here named C k , where C f is the length of the longest impulse response. Note that the kth row of matrix C k is the reversed coefficient vector for the kth filter.
Division of signal
The signal must be divided into frames aiming to reduce the amount of data to be stored in the memory at a time. This procedure has practically no impact on the number of mathematical operations, but makes storing, accessing, and retrieving the data much faster, as can be seen in the results presented in Section 5. The designer must choose a frame size adequate to the available computational resources and the characteristics of his project. Figure 2 illustrates this division. In Figure 2 , N f is the length of the frames and S p is the superposition between the frames. This superposition is necessary to assure that the filtering will be correctly performed, as will be seen in Section 3.3.
Subdivision of the frames
Each frame is divided into subframes with C f samples. Each subframe corresponds to the ensemble of samples necessary to produce an output sample. Also, the beginning of a subframe is D samples after the beginning of the last subframe, as shown in Figure 3 , in order to take into account the desired decimation factor D. Figure 4 shows that the last subframe of a frame will not necessarily exactly fit the end of the respective frame. In this case, a number of samples will remain unprocessed (a in Figure 4 ). Those samples must be considered in the next frame. As a consequence, the beginning of the next frame must be at the sample located at D samples after the beginning of the last subframe. This arrangement justifies the superposition between consecutive frames mentioned in Section 3.2.
The superposition between frames is
where
After this division, the subframes of the ith frame are concatenated into an R-by-C f matrix, named X(i), as shown in Figure 5 . This matrix allows that the filter coefficients be ith frame (N f samples) applied matricially to the whole signal, in such a way that all K filters are applied at a time.
Matrix filtering
Next, the matrix filtering is performed according to
where X T denotes the transposed of X. The rows of matrix F(i) are the signals at the output of the filters, corresponding to the ith frame at the input. This procedure is repeated for all frames (index i in (3)).
Concatenation of results
The matrices F(i) are concatenated into a single matrix G according to (4) , where M is the number of frames. The rows of matrix G are the signals at the output of the filterbank, corresponding to the entire signal x(n) at the input,
Note that the procedure described here can be applied to signals of any length. Moreover, the procedure can be applied even if the length is unknown. In any circumstance there will be an output delay of one frame or more.
VECTOR IMPLEMENTATION OF DECIMATION RECURSIVE FIR FILTERBANK
This section presents vectorization techniques for a specific FIR filterbank implemented in a recursive way. This recursion is obtained by means of a pole added to the system function; a zero, at the same position, cancels the pole. This particular form is motivated by a proposal presented in [3] for a bandpass filterbank.
Description of the filterbank
The kth filter of the bank, 1 ≤ k ≤ K, is described by the difference equation
D is the decimation factor, which must be smaller than the order C jk of the filters. Note that the recursive part of the filters corresponds to the feedback of a single output sample. The nonrecursive part involves two terms. Each of those terms uses only D samples of the signal x(n) to produce an output sample. This is a special situation that demands additional vectorization procedures because the application of the procedures presented in Section 3 would lead to a sparse coefficient matrix, with zero elements in the positions that do not play a role in the filtering. This sparse matrix would demand useless computational effort due to multiplications by zero.
Therefore, it is necessary to create a procedure to calculate the nonrecursive part of (5).
Implementation of the nonrecursive part
This proposal follows the same general strategy described in Section 3. Then, the first task is the division of the signal x(n) into frames with N f samples in order to reduce memory requirements.
Next, each frame is divided into subframes. However, the frame division must be performed carefully, since some questions must be considered: (1) the length C f k of the filters can vary considerably, depending on the passband width of each filter; (2) the relative position of the filter coefficients and the signal must be adjusted in order to keep the filtered versions of the signal aligned. This implies that the center coefficient of each filter must be aligned with the same signal sample; (3) as can be seen in (5), the first term of the nonrecursive part uses the samples x(n), x(n − 1), . . . , x(n − D + 1), while the second term uses the samples
Those samples are located at the opposite extremes of a segment of a signal with length of
The frame division proposed here creates subframes with D samples (equal to the decimation factor). This is because each term of the nonrecursive part in (5) uses only D samples of x(n) to produce an output sample.
The frame division is illustrated in Figure 6 , where the decimation factor is D = 8 and the highest filter order is C f = 60. A 40th-order filter is also shown in the example. Each frame is, therefore, divided into 8-sample segments. The following procedures must be carried out.
(i) In the case of the highest-order filter (Figure 6(a) ), the first D = 8 coefficients are applied to the first eight samples of the signal (situation 1). Unless the order of the filter is a multiple of eight, the last eight coefficients of the filter will not be applied to the correct samples, as in the example. To align the last eight coefficients of the highest-order filter with the correct samples of the signal, a new splitting must be applied. In the example, the new division must begin at the 5th sample of the signal, ignoring the first four samples; thus, a correct alignment is accomplished (situation 2).
(ii) The situation shown in Figure 6 (b) refers to the 40th-order filter, whose center must be aligned to the center of the highest-order filter. In this case, the eight first coefficients of the 40th-order filter will not be applied to the eight first samples of the signal, and in most cases, the samples to be weighted by the coefficients will be located in different segments of the signal (situation 3). To correct this mismatch, the new splitting must begin at the 3rd sample, ignoring the first two samples (situation 4). As this filter has an order that is a multiple of the decimation factor, this alignment is also appropriate for the last coefficients. If this was not true, a new splitting must be carried out.
The same procedure must be applied to all other lower order filters of the bank.
As can be seen, depending on the number of filters, the signal must be split as many times as the decimation factor. This situation increases the amount of data to be stored, justifying the first division of the signal into frames. However, despite the frame division, the additional processing demanded by the splitting can be a problem if the decimation factor is high. One possible solution, which was adopted here, is to force the filter orders to be a multiple of some number. For instance, in a case where D = 32 and the order of the filters is forced to be a multiple of 8, there will be at most 8 possible different alignments, as illustrated in Figure 7 . The number of samples shown in the left of Figure 7 indicates the number of samples to be discarded from the signal for each case. In the case of Figure 7 , the number of splits to be applied to the signal is determined by half the difference between the lengths of two consecutive filters. This is because the filters must have the center coefficients aligned and the difference between their lengths will be equally distributed between both extremities. Therefore, the number of splits for this example is 32/4 = 8. This is the maximum number of splits required when the filter orders are multiples of a number H. This maximum occurs when there are as many filter orders as the multiples of H inside the range between the lowest to highest orders. Therefore, the maximum number S of splits for the proposed procedure is
Note that increasing the value of H reduces the filter design flexibility. The designer must determine the compromise between flexibility and memory requirements based on the characteristics of the project.
Finally, it is important to emphasize that all possible signal splits are performed and stored before applying the filters to the signal. This procedure increases the amount of data to be stored, but saves lots of computational resources, since each split is performed only once.
Performing the summation
As described before, all split versions of a frame will be generated before the filtering procedure and will be stored. Additionally, the filters will be grouped according to the corresponding split version required. Hence, the number of groups will be equal to the number of splits applied to the signal. The expression to determine in which group a given filter must be is given by
where "mod 2D" is the module 2D operation. Using the example of Figure 7 , the first filter pertains to group 8, the second to group 7, and so on, until the eighth filter, which pertains to group 1. The possible following filters would repeat such classifications, being grouped accordingly. In this case, the 64th-order filter would be grouped together with the 128th-order filter, the 56th with the 120th, and so on.
In order to present the proposed concatenation of the filter coefficients, note that the expression inside the summation in (5) is divided into two terms: the first one makes use of the first D coefficients of the filters, here called f k (i); the second one makes use of the last D coefficients of the filters, here called g k (i).
The coefficients f k (i) and g k (i) of the filters pertaining to a certain group are arranged into matrices F s and G s , respectively. The index s varies from 1 to S, and indicates the filter groups. The rows of matrix F s are the coefficients f k (i) of those filters that pertain to group s. In the same way, the rows of matrix G s are the coefficients g k (i) of the filters that pertain to group s . Therefore, matrices F s and G s have D columns and a number of rows equal to the number of filters that pertain to group s.
The subframes corresponding to the split group s are concatenated as the columns of a matrix X s with dimensions D × N f /D . After that, the summation of each term in (5) is calculated by
At this point, matrices P s and Q s , for all values of s, contain a number of patterns resulting from the filtering process, but they are not correctly ordered, because the previous grouping of filters does not respect the original sequence of filters. Therefore, the matrices P s and Q s must not only be concatenated, but the sequence of filters must be restored. This procedure is indicated by the operator O(·) in the following equations:
Finally, the matrices P and Q are combined according to (5) as
This procedure completes the nonrecursive part of (5) for a frame.
Implementation of the recursive part
The factor b k that multiplies y k in the last part of (5) is a constant for each filter. Considering that the summation of the nonrecursive part has already been determined, (5) can be rewritten as
In (12), i varies from 1 to L (length of the frames at the output of the filters) and c k (i) is the summation vector for the kth filter and ith sample, extracted from the matrix C. Expanding (12) results in
. (13) Equation (13) 
Both sets of vectors can be grouped into matrices in such a way that (13) can be written as
where ⊗ is the convolution between the corresponding lines of matrices C and B. Performing this convolution in timedomain implies a high computational cost. Thus, the best alternative is to perform the convolution in the frequency domain, as given by
In (15) and (16), indicates the FFT, −1 the inverse FFT, Z is an all-zero matrix with the same dimensions of matrices B and C, and the multiplication in (16) is scalar, meaning that an element of one matrix will multiply only its correspondent in the other one. The matrix Z is concatenated with the other ones in order to change the convolution from circular to linear.
It is important to note that matrix B depends only on the filters. Therefore, matrix B is known a priori and its FFT can be calculated and stored before the filtering. This procedure can save lots of computation, and the only shortcoming is the physical memory resources needed. Nevertheless, the size of the matrix is almost always insignificant compared to the computational resources available in most systems.
The matrix Y resulting from the process corresponds to the time-domain output of the filterbank.
Considerations on the IIR filterbanks vectorization
Due to the intrinsic recursive nature of IIR filters, only the nonrecursive part of this kind of structure can be directly vectorized using the strategies described in Section 3. However, some particular implementations can benefit from the techniques described in this section. The degree of vectorization that can be reached in such cases will depend on the characteristics of the project and also on the ability of the designer in identifying possible vectorizable code segments.
TESTS AND RESULTS

Description of the filterbank used in the tests
The filterbank used in the tests is an approximate model to the frequency separation performed by the human ear, which consists of 40 filters [20] [21] [22] . The passbands have different widths in Hertz, but are equally spaced and have a constant bandwidth when measured in a perceptual scale. The center frequencies vary from 50 Hz to 18 kHz. The envelopes of the impulse responses have a cos 2 shape. The filter coefficients are given by [22] 
where k is the filter index, n is the time sample index, T is the time between two samples, N[k] is the length of the impulse response, and f (k) is the center frequency of the kth band in Hertz. During the filtering, the signals are decimated by a factor of 32. This filterbank was implemented using both strategies presented in Sections 3 (FIR filterbank) and 4 (recursive FIR filterbank).
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Results
The tests were designed to compare the performance of the proposed strategy with nonvectorized codes, and also with another vectorization strategy found in the literature. The results achieved for conventional and recursive FIR filterbanks are presented separately.
FIR filterbank
Six different implementations were tested for the filterbank, as described in the following.
(1) All-sample approach using loops: in this implementation, the filtering is done using loops; additionally, the decimation is done after the signal has been filtered.
(2) Selected-sample approach using loops: this version also uses loops, but calculates only those samples to be considered after the decimation.
(3) Quantization of the filter coefficients: there are some applications for which the quality of the filtered signal remains satisfactory if the filter coefficients are quantized; this procedure reduces drastically the number of multiplications, since it is possible to group and sum samples to be submitted to a same quantized coefficient before performing the multiplication; decimation is performed during the filtering, as described in the second approach; this strategy also uses loops.
(4) Frequency-domain multiplication: the signals and filter coefficients are submitted to a fast Fourier transform (FFT), the resulting patterns are multiplied and the inverse FFT is calculated; the decimation is performed after the filtering procedure.
(5) Overlap-and-save approach: it is quite similar to the previous approach, but it reduces the amount of memory required at a time by dividing the signal into frames and combining the filtered segments according to the overlap-andsave methodology [23] ; decimation is also performed after the filtering procedure.
(6) Vectorized approach: it uses the procedure described in Section 3.
Two audio excerpts sampled at 48 kHz and with durations of 2 and 20 seconds were used in the tests. The experiments were performed in a microcomputer with processor AMD Athlon 2000+, 512 MB of RAM, and Microsoft Windows XP as operational system. All tests and implementations were performed using Matlab 6.5. The results for each approach are shown in Table 1 , and the comments are presented in the following.
It is important to highlight that the computation time required by each algorithm was used as parameter of comparison, instead of the number of flops. This is because the number of flops is related to the number of operations, but the techniques proposed here were developed having in mind not only the reduction of the number of operations, but also the reduction of memory requirements. Therefore, techniques that do not result in fewer operations, but reduce the time needed to access memory, as the division of the signals into frames, can be properly considered and assessed. Another factor that has been considered in the comparison of the approaches is the index RI given by
where t The following remarks are drawn from Table 1 .
(i) Approach 1 is the worst option, due to the excessive number of multiplications and the large amount of data to be stored and retrieved from memory during the process. The RI index indicates that the required computation time increases exponentially with the length of the signal, which is mostly due to the huge amount of memory required when the entire signal is considered at once.
(ii) The number of calculations for approach 2 is 32 times smaller than approach 1. Moreover, fewer samples are being considered. As a consequence, the memory resources are less stressed. However, although a lot of time has been saved, the overall time spent is still too expensive. The RI indicates that this approach is not appropriate to long signals, essentially due to the same reasons pointed out for approach 1.
(iii) The performance of approach 3 is very disappointing, because it was expected that the great reduction in the number of multiplications would improve the performance of the filtering. However, this approach requires that a large amount of data be continuously stored and retrieved from memory, making the process slower. The RI value does not recommend the use of this method for long signals.
(iv) Approach 4 was inefficient due to the large amount of data to be stored in the memory. RI is high, but its use only becomes advantageous for very long signals. However, in such cases the memory required can exceed the computational resources.
(v) Technique 5 presents better results than the previous ones, but its execution is still too slow. This is due to the impossibility to perform the decimation directly during the calculation of the inverse FFT, yielding lots of unnecessary calculations. Nevertheless, fixing this problem would not be enough to make its performance superior to the vectorized approach. The RI is low.
(vi) As can be seen, the proposed technique (approach 6) is the fastest, confirming the effectiveness of such a strategy. Additionally, the high RI makes it appropriate for longer signals. In order to test the effect of splitting the signal into frames, approach 6 was also tested with the entire signal at once. This version spent, in average, twice the time required using the frame division, confirming the effectiveness of this action.
The implementation of the filterbank using approach 6 was also written in C. This version was compared with an implementation based on the VIOL (vectorizing inner and outer loops) approach presented in [19] . The proposed strategy is almost 2.5 times faster than the VIOL-based implementation. This means that the strategy not only provides a significant speedup over nonvectorized codes, but also presents a good performance compared with other FIR filter vectorization approaches.
Recursive FIR filterbank
The signal used here is the same as the 20-second excerpt used in the tests of the FIR filterbank (see Section 5.2.1). The specifications of the filterbank used here are also the same as that used in Section 5.2.1. The results for each approach are shown in Table 2 , and the comments are presented in the following.
In approach 1, the filtering was implemented using forloops instead of a vector-based approach, and the signal was not divided into frames. As can be seen, the results were very poor, since the parallelism of the processor was not explored at all. Furthermore, the time demanded increases exponentially with the length of the signal.
Approach 2 follows the same strategy of the first one, but here the memory requirements are reduced by dividing the signal into 96.000 sample frames. As a result, the time spent dropped nearly 50%, and this reduction tends to increase as longer signals are considered. Additionally, the time demanded increases almost linearly with the length of the signal. However, this strategy is still too slow.
Approach 3 is the one presented in Section 4. The program has run 26 times faster than the code implemented using the second approach, and its performance varies practically linearly with the length of the signal. These remarks support the theoretical advantages of vectorization.
This last approach was also tested using a C code. In this case, the proposed strategy was 3.2 times faster than the VIOL-based implementation. This result is even better than that one achieved for the regular FIR filterbank, confirming the effectiveness of the vectorization approaches of FIR filterbanks proposed in this paper.
CONCLUSION
A vectorized implementation of FIR filters, which is able to explore the growing parallelism present in modern computer processors, has been proposed. The technique has been presented in a generalized form, in such a way it can be extended to a large number of different FIR filter architectures.
The performance of the proposed strategy was assessed using codes written in both Matlab and C, and the results were compared with nonvectorized codes and also with a previous approach. In all cases, the proposed technique has provided significant speedup.
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