When a material breaks due to a collision in a manufacturing process, the more expensive the material is, the greater the cost incurred by the manufacturer. As a result, estimating collision probability is very important. A method for computing collision probability in an in-line machines model already exists. In this paper, in order to create a general manufacturing model, we focus on parallel machines, and present a framework for computing collision probability in a parallel machines model. We first define the collision probability in the parallel machines model, and offer an effective method of computing whether a collision occurs or not when a job is fed into the line. This method searches for an idle machine if no collision occurs, and is applied in order to compute the collision probability from computer simulations. The effect of the method presented is then confirmed through implementation of this framework.
Introduction
When designing a production line, obtaining the maximum number of finished products in a given time is a fundamental requirement. To this end, the time interval for feeding materials into a production line should be as short as possible. When the time interval is shortened, the probability of a collision occurring between materials increases. In a manufacturing process, a collision between materials that make up a product can result in losses in many areas. For example, financial or time losses can be incurred if a manufacturing system shuts down. Moreover, a shutdown in manufacture can also increase labor costs due to the recovery required. Therefore, when designing a manufacturing line, it is considered to be extremely important to estimate the probability of a collision occurring in the designed line.
Research already exists on collision probability in a manufacturing model [2, 3] . The concept of collision probability was first derived in [2] , where the focus of collision probability was in an in-line machines model. From the discussion in [2, 3] , the theoretical analysis of collision probability appears to be hard to carry out and so it is practicable to compute collision probability using * corresponding author:taiki.otsuka.98@hosei.ac.jp computer simulations. In fact, such an approach has already been implemented to compute collision probability in an in-line machines model [2, 3] .
When considering actual manufacturing lines, in-line systems are not always used. For example, if the processing time on a machine M j is much larger than the processing times on the other machines, the number of M j machines should be increased in order to improve the efficiency of manufacturing. Such a situation could benefit from a parallel machines model.
In scheduling theory, research considering parallel machines exists [1] . Although, for parallel machines models, the research discusses the production efficiency, it does not discuss collision probability. On the other hand, queueing theory research includes parallel machines models. Concretely, for parallel machines models, the analytical results relating to loss probability, average waiting time, etc. exist in the steady state [6, 7] . Note that collision probability is an evaluation item in an unsteady state. Research relating to collision probability exists in an in-line machines model [2, 3] , whereas no previous research relating to collision probability exists in a parallel machines model.
In this paper, we focus on a parallel machines model. Then, we present a framework for computing collision probability in the model. For this, we first define the colli-sion probability in this type of model. Next, we present an efficient method to compute whether a collision occurs or not when a job is fed into the line, where an idle machine is computed if no collision occurs. This method is applied to compute the collision probability from computer simulations. The above framework is then implemented, and we confirm the effect of the method presented.
Parallel Machines Model
We describe a parallel machines model. The following notations are used:
• J 1 , J 2 , . . . , J n : n jobs to be processed.
• T i (> 0) : Processing time of J i .
• t tact (> 0): Tact time, i.e., the time difference between the time instants of feeding J i and J i+1 for all 1 ≤ i ≤ n − 1 at the entrance to the line.
The parallel machines model is illustrated in Fig. 1 . With the same time interval, t tact , jobs are fed one by one into the line at the entrance. The feeding order of jobs into the line is J 1 , J 2 , . . . , J n . Each job is first delivered to an idle machine. As soon as the machine receives the job, it starts processing. After the processing, the job is then delivered to the exit. It is assumed, for simplicity, that the delivery time is nil. Moreover, the processing time T i is assumed to be a random variable that follows a continuous probability distribution, and all T i (1 ≤ i ≤ n) are independent of each other.
If a job is fed into the line when no idle machines exist, a collision occurs. The collision probability is the probability that there will be at least one collision. 
Flag Search
In this section, we present a method to compute whether a collision occurs or not when a job is fed into the line, where an idle machine is computed if no collision occurs. This method is called a flag search.
To explain a flag search, for each machine, if the machine is idle, it is assigned the number zero; otherwise, it is assigned the number one. To carry out the flag search, a method is required that searches for a zero in the 0/1 sequence which corresponds to m machines. If a zero exists, the job to be process is processed on the machine corresponding to the zero; otherwise, a collision occurs.
A method using bitwise operation exists in order to search for a zero in a 0/1 sequence, where the length of the sequence is fixed [8] . This paper presents a search method for any length of 0/1 sequence, where the term flag search is used to describe this type of search. Two such flag searches are presented i.e. a simple flag search and a bisection flag search.
We execute the flag search using the integer which corresponds to a 0/1 sequence. In this section, we first define the integer which corresponds to a 0/1 sequence, then present two flag searches. Moreover, since the 0/1 sequence corresponding to m machines changes every time a job is fed into the line, we also present a method to update this integer which corresponds to the 0/1 sequence.
Definition of RN i when feeding job J i
To define the integer which corresponds to a 0/1 sequence, we derive a 0/1 variable a j for each machine M j . For each machine M j , if M j is idle, then a j = 0; otherwise, a j = 1. The mapping φ m is a relation between the set of 0/1 sequences consisting of m digits and the set of integers between 0 to 2 m − 1, and is defined as
Note that a 0/1 sequence consisting of m digits changes every time a job is fed into the line. Therefore, the value of mapping φ m corresponding to a m , a m−1 , . . . , a 1 is denoted by RN i when feeding each job J i . RN i can be considered to represent the state of parallel machines when feeding job J i . For example, assuming that m = 5 and the two machines M 3 and M 4 are idle when feeding job J i , the value of RN i is 19 (see Fig. 2 ).
Simple Flag Search
Given the number of machines m and the state of parallel machines, i.e.
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These recursive expressions mean that we can check the value of each a j by dividing the integer corresponding to a 0/1 sequence by two, and checking the remainder of the division. This brute-force method is called a simple flag search, and is written algorithmically as follows.
Simple flag search
Step 1. If RN i = 2 m − 1 holds, stop since a collision occurs.
Step 2. rnv := RN i , j := 1.
Step 3. If the remainder of rnv divided by 2 equals one, then return to Step 3 after rnv := ⌊ rnv 2 ⌋ , j := j + 1; otherwise, output the idle machine M j and stop.
The merits of the simple flag search are that it is easily understood and implemented. The time complexity of this simple flag search is clearly O(m).
In the simple flag search, when there is an idle machine exists, the expected value E m of the number of executions of step 3 can be given by an expression. When an idle machine exists, since RN i is an integer from 0 to 2 m − 2 as follows,
Therefore,
We therefore get
Therefore, since E m < 2 and
it was found that we are proved that an expected value of the number of executions for searching an idle machine with simple flag search does not exceed 2.
Bisection Flag Search
In this subsection, we present a flag search which is more efficient than the simple flag search. The method for checking whether a collision occurs or not is similar to that of the simple flag search: if RN i = 2 m − 1 holds, a collision occurs; otherwise, an idle machine exists. When an idle machine exists, this method searches for a zero in a 0/1 sequence by the bisection method using the integer which corresponds to the 0/1 sequence. This method is referred to as a bisection flag search.
The following recursive expressions hold:
where
Assuming that an idle machine exists and m = 2k (k ≥ 1), Quot and Rema in (1) are written as follows: Assuming that an idle machine exists and m = 2k + 1 (k ≥ 1), Quot and Rema in (1) are written as follows:
In this case, we can not halve the search range from the comparison between Quot and Rema. For example, consider the case where
Therefore, we derive Rema ′ , which is defined as follows: The bisection flag search is written algorithmically as follows, where
m).
Bisection flag search
Step 1. If RN i = p m − 1 holds, stop since a collision occurs.
Step 2. idx := 1, rnv := RN i , Digit0 := m.
Step 3.
Step 4. If Rema = 0, then output the idle machine M idx and stop.
Step 5. If Quot = 0, then idx := idx + Digit1, output the idle machine M idx and stop.
Step
Step 7. If Digit0 = 1, then output the idle machine M idx and stop; otherwise return to Step 3.
In the above, the variable idx relates to the smallest index of the search range and the variable Digit0 means the size of the search range. In Step 4, if Rema = 0, then every variable a j corresponding to Rema is zero. In Step 5, if Quot = 0, then every variable a j corresponding to Quot is zero. In Step 6, the comparison between Quot and Rema is executed. Note that, when Digit0 is even,
when Digit0 is odd,
In
Step 7, if Digit0 = 1, which means that the size of the search range is one, the variable in this search range is zero.
The time complexity for the bisection flag search is analyzed as follows. Every time Steps 3, 4, . . . , 7 are executed, the search range halves. Therefore, the number of repetitions from Step 3 to Step 7 is O(log m). Assuming that p k (k = 1, 2, . . . , m) are computed in advance, the time complexity of the bisection flag search is O(log m).
Updating RN i
Initially all RN i are set to zero. Because the state of parallel machines changes after the entry of each job, it is necessary to update RN i after each job enters the line. In this section, we give an update algorithm 1 to update RN i with a brute-force method, then propose an update algorithm 2 more efficient than one.
First, we describe an update algorithm 1. When feeding job J i , if an idle machine M j is found using a flag search, this machine processes job J i . This machine becomes idle again when feeding i + From the above, we denote update algorithm 1 as below. We assume that machine M j processes J i , processing time of J i is t i .
Update algorithm 1
Step 1.
We denote the validity of an algorithm 1. Assuming that machine M j is feeding job J 1 . In Step 3, update algorithm 1 update RN k (k = 0, . . . , L 1 − 1) as machine Taiki OTSUKA, Eishi CHIBA International Journal of Japan Association for Management Systems M j is processing job. Also, if l ≥ L 1 then machine RN l is not updated. Therefore, when feeding job J l at machine M j , RN l+k (k = 0, . . . , L l − 1) is updated to the state that machine M j is processing job J l in step 3. For the same reason, when the next job is fed to machine M j , RN i+k (k = 0, . . . , L i − 1) is updated to the state that machine M j is processing job J i in step 3.
As Step 3 is executed L i times, the time complexity for this algorithm is O(L i ).
Next, we present a more efficient method update algorithm 2. If an idle machine is found using a flag search, this idle machine M j processes job J i . We assume RN i be updated as follows. a m , a m−1 , . . . , a j , . . . , a 1 )(a j = 1) .
Further, let
is equivalent to subtracting each bit of the binary number. If
Therefore, if L i < 1 and b j = 0 then RN i+1 is updated to the state that machine M j is processing, from (3). If L i = 1 and b j = 1 then RN i+1 is updated to the state that machine M j is idle, from (4). Therefore, we propose the following algorithm as below. We assume that machine M j processes J i , processing time of J i is t i .
Update algorithm 2
Step 2.
Step 4.
We denote the validity of an update algorithm 2. Assuming that machine M j is feeding job J 1 . Update algorithm 2 update RN 1 as machine M j is processing job. a l ≥ b l (1 ≤ l ≤ m) holds from RN 2 = 0. Therefore, RN 2 is correctly updated in Step 4. We assume machine M k is feeding job J 2 . Update algorithm 2 update RN 2 as machine M k is processing job. Then, 
Collision Check Algorithm when all jobs are fed one by one into the line
The collision Check Algorithm when all jobs are fed one by one into the line at the entrance, we use either the simple flag search or the bisection flag search. We are given the number of jobs n, the number of machines m, the tact time t tact , and processing time t i .
Collision check algorithm
Step 2. From i = 1 we run either the simple flag search or the bisection flag search. If a collision occurs, output 1 and stop.
Step 3. Run update algorithm 2. Repeat until i = n.
The time complexity for the collision Check Algorithm is analysed as follows. The number of repetitions Step 1 is O(n + m). From Step 2 to
Step 3 is repeated at most n times. Therefore, if we have run the simple flag search, we get O(nm). If we have run the bisection flag search, we get O(n log m). From the above, the time complexity using the simple flag search would be
The time complexity using the bisection flag search would be
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We can write a collision check algorithm in C Programming Language as follows, where use the bisection flag search. Function COLLISION CHECK(J i ) Input: the number of jobs n, the number of machines m. the tact time tact, an Erlang distribution with parameters λ and k. Question: Does at least one collision occur at J i ?
Algorithm for Computing Collision Probability
When given the number of jobs n, the number of machines m, the tact times t tact , and processing time t i , a simulation algorithm for computing the collision probability can be made by repeating a flag search c times.
Collision probability simulate algorithm
Step 1. loop := 1.
Step 2. Generate processing times t i (i = 1, 2, . . . , n) randomly from an Erlang distribution.
Step 3. Apply the collision check algorithm. loop := loop + 1. If loop ≤ c, then go to Step 2; otherwise go to Step 4.
Step 4. Output collision probability (the number of times collision occurred in Step 3/c).
Computational Experimentation
The proposed algorithm was implemented and computational experimentation was carried out. The proposed algorithm was implemented on a PC (CPU: Intel Core i7 3.50 GHz, RAM: 32 GB, OS: Windows 10 Professional). Moreover, we assume that the processing time t i is a random variable that follows Erlang distribution, which is defined as follows:
where two parameters λ and k are a positive real number and a positive integer, respectively. All t i are independent of each other. In all computational experimentation, the processing time t i follows its Erlang distribution, where its expectation is 1 and its variance 0.001. Collision probability was computed following 30,000 iterations of each flag search. First, we focused on the collision check algorithm is stopping the process when a collision occurs. The collision probability is determined by the number of collisions. Therefore, the relationship between collision probability and CPU time was analyzed. Fig. 3 shows CPU times for the simple flag search and the bisection flag search, when the number of jobs was set to n = 1000, the number of machines m = 50. If a collision occurs, all jobs are not processed and the program stops. Because of this, CPU time tends to drop the higher the collision probability. A similar computational experimentation was conducted from m = 5 to 60 (increased by 5) for n = 1000 to 10000 (increased by 1000) respectively. Also in this case, CPU time tended to drop the higher the collision probability. Next, we focused the time complexity. The time complexity is determined by the number of machines and the number of jobs. Therefore, we compared the CPU times of the simple flag search and the bisection flag search when changing the number of machines and the number of jobs respectively.
When the number of jobs n = 1000 and tact time t tact = 0.0357, Table 1 the number of machines m and the CPU time for computing collision probability. From Table 1 , when the number of machines is 5, the simple flag search quickly computes collision probability. If the number of machines exceeds 10, we can confirm that the bisection flag search is faster than the simple flag search. When the number of machines m = 40 and tact time t tact = 0.0267, Table 2 shows the relationship between the number of jobs n and the CPU time for computing collision probability. We can confirm that at Table 2 , the bisection flag search is faster than the simple flag search.
We are analyzed a computational experimentation similar to comparing the CPU times of the simple flag search and the bisection flag search at changing the number of machines for n = 1000 to 10000 (increased by 1000) respectively. We also are analyzed a computational experimentation similar to comparing the CPU times of the simple flag search and the bisection flag search at changing the number of jobs for m = 5 to 60 (increased by 5) respectively. In all case, it was found that the bisection flag search is faster than. Therefore, we can confirm that the bisection flag search is faster than one in the pattern of this computational experimentation.
In contrast to this, with the bisection flag search, the average number of searches when m = 7 is 2.1875. We can confirm that we need more than an average of 2 searches with the bisection flag search until m = 30, which is more than the average number of searches required for the simple flag search.
Conclusions
We presented an efficient flag search (i.e. bisection flag search) to compute whether a collision occurs or not when a job is fed into the line of a parallel machines model, where an idle machine is computed if no collision occurs. A framework was then presented, allowing a computer simulation to be created. This simulation used the bisection flag search in order to compute collision probability. Moreover, we confirmed the performance of the bisection flag search from computational experimentation.
Refs. [4] and [5] present an in-line machines model with buffer spaces and delivery times, respectively. Modelling parallel machines with consideration of buffer spaces and delivery times, together with research relating to the computation of collision probability in such models would, therefore, be a natural and logical possible area of future work. Moreover, extending the discussion in this -123 -paper to a serial-parallel line or a network line is also worthy of further consideration.
