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Abstract— We study the problem of using high-resolution
tactile sensors to control the insertion of objects in a box-
packing scenario. In this paper, we propose an insertion strategy
that leverages tactile sensing to: 1) safely probe the box with
the grasped object while monitoring incipient slip to maintain a
stable grasp on the object. 2) estimate and correct for residual
position uncertainties to insert the object into a designated gap
without disturbing the environment.
Our proposed methodology is based on two neural networks
that estimate the error direction and error magnitude, from
a stream of tactile imprints, acquired by two GelSlim fingers,
during the insertion process. The system is trained on four
objects with basic geometric shapes, which we show generalizes
to four other common objects. Based on the estimated positional
errors, a heuristic controller iteratively adjusts the position
of the object and eventually inserts it successfully without
requiring prior knowledge of the geometry of the object.
The key insight is that dense tactile feedback contains useful
information with respect to the contact interaction between the
grasped object and its environment. We achieve high success
rate and show that unknown objects can be inserted with an
average of 6 attempts of the probe-correct loop. The method’s
ability to generalize to novel objects makes it a good fit for box
packing in warehouse automation.
I. INTRODUCTION
Warehouse automation plays an important role in retail
for improving efficiency, increasing reliability, and reducing
cost. Recently, automatic item picking has experienced an
increased interest in the robotics community, due in part to
the Amazon Robotics Challenge [1].
Automatic item packing is the dual of item picking in
warehouse settings. Packing items densely improves the stor-
age capacity, decreases the delivery cost and saves packing
materials. It is however a demanding manipulation task
which has not been thoroughly explored by the research
community.
Dense box-packing requires an accurate vision system
to estimate the packing position. To avoid collisions, the
perception and control systems need to use spatial margins of
several centimeters, wasting space. Figure 1 shows a collision
event in a dense box-packing task.
To address the limitations of vision systems, we propose a
packing strategy based on high-resolution tactile information.
In particular, we use GelSlim [2], a sensor capable of
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Fig. 1. Dense packing task. The robot is inserting a cylindrical tape into
a box containing other packed objects. With the position error, the tape is
blocked by the surrounding object. The error is detected by GelSlim sensor
and passed to the machine learning model and a controller. The controller
decides to move to the +x direction by 10 mm, which results in a successful
insertion.
capturing the small changes to the tactile imprints left in
the sensor by a grasped object that accidentally collides
with the box or surrounding objects. The captured images
are processed by two neural networks that estimate position
errors. Based on these estimated errors, a controller adjusts
the insertion position in the next attempt. During the packing
process, GelSlim also monitors incipient slip between fingers
and object to avoid breaking the grasp. We demonstrate
that 1) by monitoring incipient slip signals, the system can
effectively prevent items from slipping out of the gripper
or being crushed by a hard collision, 2) by estimating the
relative position between the target object in-hand and the
environment objects, small position errors can be corrected,
3) by training with 4 objects with different shapes, the system
can generalize to packing new objects.
Dense packing task is related to the much more explored
peg-in-hole insertion problem, but with more tolerance on
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positional errors and larger object variability. Most solutions
to the classic peg-in-hole problem based on either hardware
aids or force feedback control [3], [4] require the knowledge
of geometry of the object and the hole, which are not
effective for the dense packing task.
The key insight in this paper is that dense high-resolution
tactile information is better suited to the packing problem,
than suggested measurements such as with force torque
sensors, with which it is more difficult to give a geometric
interpretation in terms of contact with the environment
without knowledge of the geometry of the object and the
environment. Our method does not require prior information
of the objects and can conform to objects with different
geometries. In addition, we only gently and vertically poke
the surrounding objects, preventing the surrounding objects
from shifting or falling. The tactile-based packing system we
propose enables closed-loop control for eliminating position
uncertainties.
II. RELATED WORK
Dense packing into a cluttered environment has similarities
with the peg-in-hole problem. Therefore, in section II-A we
review different methods for the peg-in-hole problem and
discuss whether these methods can be implemented in the
dense packing task. Since we adopt a deep learning approach
to process image sequences acquired by the vision-based
tactile sensor, we review deep learning approaches for image
sequence processing in Section II-B.
A. Peg-in-hole
As an active research topic in robotics for decades, the
peg-in-hole problem is a typical contact manipulation task
that requires precise position and some form of compliance,
either passive or active. It represents a large class of assembly
tasks in industry. Many approaches have been proposed to
solve the problem. One class of methods is based on pas-
sive compliance hardware and control algorithms. Drake [5]
designed a passive compliance device called Remote Center
Compliance (RCC) for correcting small uncertainties in the
assembly task. Whitney [6] further analyzed deformations
of the geometry and the forces of rigid part mating. The
parameters of the RCC device were tuned to adjust the
peg orientation relative to the hole. Jain et al. [7] demon-
strated that adding compliance with two ionic polymer metal
composite (IPMC) compliant fingers had advantages in peg-
in-hole assembly. Park et al. [3] proposed a strategy that
adopted hybrid force/position control and passive compliance
control for successful peg-in-hole assembly.
Another class of methods is model-based active sensing.
By utilizing feedback from sensors to identify the configu-
rations or errors in the assembly process, these methods are
usually more adaptable to new environments. Bruyninckx et
al. [8] proposed a model-based method to model different
contact situations and deployed the model and feedback from
a force sensor to explicitly find the hole and align the axes
of the peg with the hole. Kim [4] developed an insertion
algorithm according to the quasi-static analysis of normal
and tilted modes with force/moment sensors. These model-
based methods leveraged the geometry of the peg, which
was usually cylindrical. These methods are ineffective for
the packing task, where object geometry varies and is often
not known.
Learning-based methods instead utilize patterns of data
acquired by the sensor in different situations to guide the hole
search and motion corrections. These sensors are most often
force torque sensors. Newman et al. [9] proposed a method to
interpret the force and the momentum signal in a preliminary
assembly attempt, and used it to find holes in the compliant
peg-in-hole task. Gullapalli et al. [10] trained a policy that
learned the mapping between the contact force resulting from
misalignment and the motion that reduced the misalignment.
As the computation power increases, more and more vision
sensors are used to solve the peg-in-hole problem. Levine et
al. [11] trained an end-to-end strategy which took images
from an external camera as the input and directly outputted
applied robot motor torques. They demonstrated the policy
in several peg-in-hole like assembly tasks. Lee et al. [12]
proposed a deep reinforcement learning method with both
images and forces as the input. They used self-supervised
learning to learn the representation of the images and the
forces in advance, which improved the data efficiency of the
learning process. In addition, the policy can be generalized
to several pegs with different shapes.
Our method belongs to the learning-based active sensing
methods. Different from the peg-in-hold problem, the sur-
rounding objects in the dense packing task are not fastened.
Therefore the searching strategies with force control [3], [4],
[13] that rely on an known geometry are not appropriate.
To retain the position of surrounding objects, our method
performs a vertical poking to the surrounding objects, instead
of sliding into them. It’s worth pointing out that the GelSlim
sensor uses a soft gel layer as the contact surface, yielding
some compliance to facilitate the insertion task.
B. Deep Learning for Image Sequence Processing
Deep learning approaches for processing image sequences
are mostly used in action classification tasks in computer
vision. According to whether 2D or 3D convolutional kernels
are deployed, the neural networks can be classified into two
main classes. The ConvNet+LSTM [14] method we use here
has 2D kernels. It employs CNN to extract spatial features
and LSTM to capture temporal features. This method can
benefit from classical CNN models pretrained with Ima-
geNet. Carreira et al. [15] proposed the state of the art 3D
convolution method, which is basically an inflated Inception
net [16]. It requires not only the raw RGB image sequence
but also the corresponding optical images at the input. This
type of two-stream network fusion style can be naturally
adapted to our task, because we can obtain the optical images
easily by tracking the markers on GelSlim sensor.
There are also related works in robotics that extract
useful information from sequential image signals with deep
learning. Nguyen et al. [17] proposed a new method to trans-
late videos to commands in robotic manipulations, enabling
robots to perform manipulation tasks by watching human
behaviors. Finn et al. [18] developed a video prediction
model that predicted the pixel motion (object motion). Based
on the actions and the initial frames of the robot, the model
predicts the next several frames in a robot pushing task.
The architecture of the model belongs to the family of
CNN+LSTM. Lee et al. [19] designed a convolutional and
temporal model that allowed robots to learn new activities
from unlabeled example videos of humans. The basic idea
was to learn the temporal structure of human activity and
then apply to the motor executions of robots.
Several prior works use video signals from vision-based
tactile sensors to extract physical properties or motion in-
formation. Yuan et al. [20] demonstrated that the GelSight
tactile sensor could estimate the hardness of objects, since the
sensor generated different image sequences when contacting
with soft and hard objects. They trained a CNN+LSTM
model to learn the hardness of objects directly from the
image sequences in the contact period. They also applied a
similar principle to infer the physical properties of different
clothes [21]. Li et al. [22] trained a neural network with
image sequences from GelSight and an external camera
to detect slip. Zhang et al. [23] performed an analogous
experiment with a different tactile sensor. The slip detection
task with tactile sensors is similar to our task to some extent,
because both require tracking local motion of the object in
hand.
III. BOX-PACKING TASK
Task Description We perform the dense packing task under
position uncertainties. We assume the position of the gap
has been roughly estimated by a vision system and the
initial position of the object to pack is known. The packing
environment is shown in Fig. 6. We introduce controlled
position errors in x direction (translation) and in yaw (ro-
tation). The range of translation errors and rotation errors
are −30% ∼ 30% of the object’s width and −15◦ ∼ −15◦,
respectively. The assembly clearance is about 2 mm. The
two objects on the side of the hole are not fixed in test
experiments. We assume no prior knowledge of the geometry
of the target object. We perform the task on a series of objects
with different shapes.
Performance Criteria We ask the insertion algorithm three
goals: 1) the target object is firmly grasped in the gripper
in the insertion process. 2) the robot does not change the
positions of the surrounding two objects. 3) the robot is able
to correct the position error within several trials for realistic
applications.
IV. METHOD
Humans can roughly estimate a correction signal in a
blind insertion process, especially if the positional error is
relatively small. The tactile sensors in our compliant fingers
can detect the small motion of the object in-hand when the
in-hand object collides with the surrounding objects. The key
idea we exploit is that the tactile signal generated during that
Fig. 2. Example image sequence of a cylindrical object in the collision
process, captured by the GelSlim sensor. Top rows: raw images (frame 1, 6
and 8). Bottom row: differences between the corresponding raw image and
frame 1.
contact event is correlated with the contact formation, and
the relative position and orientation between object and gap.
GelSlim sensor To detect the motion of the object during
contact, we use the GelSlim [2] vision-based tactile sensor
(Fig. 1). The contact surface of the sensor is a piece of soft
elastomeric gel, covered with a textured wear-resistant cloth.
Black dots that move with applied shear force are uniformly
marked on the gel. A camera captures the deformation of the
gel surface, as well as the motion of the markers. Force/strain
information can be estimated from the motion of the markers
on the gel surface [24]. The soft sensor surface exhibits
compliance, enabling the sensor to detect the 3D motion of
the object in-hand and slip [25]. The motion of the object
during contact is encoded in the sequence of images captured
by the sensor, shown in Fig. 2. To estimate the relative
position of the object and the hole from the image sequence,
we use a deep learning network.
Classification of error directions Yu et al. [26] categorized
the contact formation of a rectangular prism with a parallel
gap as in our case, into 8 classes, according to which edge
of the object was contacted with the environment. Because
we are aimed at generalizing the method to objects with
different shapes and estimating the direction of the error, here
we categorize the contact situations into 8 classes according
to different combinations of the directions of two errors (x
and θ ). We set Tθ = 5◦ as the threshold of rotation errors
and Tx = 2.5 mm as the threshold of translation errors in
our experiment, as shown by the red and green dash lines in
Fig. 3. For example, the region in the upper left corner (class
3) represents the translation error along −x direction and the
rotation error along +θ direction. The neighboring region on
the right refers to only the rotation error along +θ direction.
Our hypothesis is that different error directions will result in
distinguishable tactile imprints.
When the object held by two GelSlim fingers collides
with the surrounding objects, it rotates along the edge of the
environment object. If there is only a translation error, the
Fig. 3. (1) 8 regions categorized by the error direction in the error space.
(2) Schematic illustration of the error magnitude estimation. The length of
the arrow represents the magnitude of the error. The direction of the arrow
aligns with the error direction.
Fig. 4. Architecture of the CNN+LSTM neural network. The image
sequences from two GelSlim sensors are processed by the Alexnet and
then concatenated. The output features from Alexnet feed the LSTM for
predicting the errors of the insertion position.
rotation of the object is parallel to the gel surface, resulting
in marker motions on the sensor surface. However, if a
rotation error occurs, the rotation direction of the object can
be decomposed into the directions parallel and perpendicular
to the gel surface. It results in both marker motions and
normal pressure changes on the gel surface. This fact lays the
foundation of distinguishing error directions from the image
sequences with a neural network. Furthermore, after obtain-
ing the error signal, we can reduce the error by moving the
object in the direction that negates the error gradually. Since
the output of the classifier are the probabilities of each class,
it interpreted the confidence of the neural network in the
current state. We call this neural network DirectionNN.
Regression of error magnitude Inserting the object into the
hole with a minimal amount of trials requires more than the
direction of the error. We experimentally observe that errors
with different magnitudes but same direction also produce
distinctive image sequences. Therefore, we train another
neural network to estimate the error magnitude. Regression
with a neural network is more difficult than classification, but
even a rough estimate of the error is helpful for efficiency.
We name this neural network MagnitudeNN. We combine
the outputs of two independent models, which can boost the
performance and robustness of the model.
Model As discussed above, we train two independent neural
networks to classify the error directions and to regress the
error magnitude, using a Convolutional Neural Networks
(CNN) + Recurrent Neural Networks (RNN) architecture
(Fig. 4). The CNN with Alexnet [27] architecture (the last
layer removed) extracts 4096 features from each image.
The input data is two streams of images from two GelSlim
sensors. Because the contact period is very short, we select 8
frames starting from the frame that first captures the motion
of the object. We pair the 16 images into 8 pairs by the
sequence order. The two lists of features from each pair
of images are concatenated into a list of 8192 features.
Afterward, the 8 lists of features are processed by an RNN
model (LSTM) [28] with 1 hidden layer and 170 hidden
units. The output of DirectionNN is the number of regions
in error space, and the output of MagnitudeNN is estimated
errors in x (∆xe) and θ (∆θe). Though the architectures of the
two networks are the same, they are trained independently.
Control strategy Based on the estimation of the error
magnitude and direction, we propose an heuristic controller
to correct the position error. The class number obtained from
the DirectionNN is converted to the signs of the errors
in x (Sx) and θ (Sθ ). Sx and Sθ can take a value of 1,
0, or -1 with -1 and 1 indicating errors in the positive or
negative direction and 0 indicating no error. The outputs of
the controller are Cx and Cθ , which are the corrections in x
and θ directions.
We formulate the control strategy with Eq. 1. When
the estimations from the two models are consistent, the
corrections are directly -∆xe and -∆θe, shrunken by a factor
0.7, which experimentally helps avoid overshooting. When
the DirectionNN indicates no error in the direction, we
further decrease the factor to 0.3. We observe from experi-
ments that estimating the error direction is easier and more
robust than estimating the error magnitude. Therefore, we
trust the DirectionNN prediction if the two models are
contradictory. In this case, a constant step (3 mm or 3◦) is
chosen for Cx and Cθ . To prevent overshooting after one
trial, we clip the magnitude of Cx and Cθ at 4 mm and 4◦for
later trials. We summarize the workflow of the box-packing
approach in Figure 5.
Cx =

−0.7×∆xe if Sx×∆xe > 0
−0.3×∆xe if Sx = 0
−3.0×Sx if Sx×∆xe < 0
Cθ =

−0.7×∆θe if Sθ ×∆θe > 0
−0.3×∆θe if Sθ = 0
−3.0×Sθ if Sθ ×∆θe < 0
(1)
V. EXPERIMENTS
In this section, we explain the details of the experimental
setup, data collection process, parameter tuning for model
training and the test experiments for evaluating the system.
A. Experimental setup
The experimental setup shown in Fig. 6 is a simplified
version of the grasping system developed in [29]. The
Fig. 5. Workflow of our control strategy. The robot starts the insertion and if successful, the process is done. If the object collides with the environment,
the motion of the object in the contact period is captured by the image sequences of GelSlim sensors. The image sequences are used to train two neural
networks. The class of error is estimated by DirectionNN and the magnitude of the error is predicted by MagnitudeNN. The output from the neural
networks is passed to a heuristic controller. The controller decides adjustment of the insertion position. If at the new position the insertion is successful,
the process ends. Otherwise, the new error is again detected by GelSlim sensors. The loops run until success.
Fig. 6. Experimental setup. The system is composed of two GelSlim
sensors, 4 fixtures (only one is shown) for adjusting the pose of the object
in the gripper, two environment objects and 4 objects for training the neural
networks.
system includes a 6-DOF ABB-1600 robot arm, two GelSlim
sensors attached to a WSG-50 parallel gripper. The packing
environment is designed as two 3D printed rigid blocks (top
surface: 45× 155 mm) with 56 mm gap between them. To
ensure that the data labelling is accurate, the two environment
objects are fixed in the data collection process. In the test
experiments, the two objects are free to move.
We 3D print 4 target objects of different shapes. The base
shapes are a circle (Ø = 25.5 mm), a rectangle (51×80 mm)
, an ellipse (a = 105 mm, b = 25.5 mm) and a hexagon
(R = 25.5 mm). We prepare a fixture to precisely relocate
each object after a few experiments. Fig. 6 shows the fixture
for the ellipse object.
B. Data Collection
We use a self-supervised scheme to collect and label the
packing data for a set of training objects under controlled
positional errors. We first sample translation and rotation
errors uniformly from −15 mm < x < 15 mm, −15◦ <
θ < 15◦. As the position of the gap is known, we can
introduce controlled error by adding the position error to
the gap position. The robot moves down vertically while
the slip detection function [25] of GelSlim sensor monitors
slip. If the slip detection is triggered earlier than expected,
the object is blocked by the surrounding objects. In this
case, we log the last 30 frames of GelSlim images and the
corresponding position error. Otherwise, the robot inserts the
object successfully, and we do not need to log the data.
The robot repeats the process described above with different
errors until enough data is acquired. To better observe the
motion of the object, we set the grasping force slightly higher
than the minimum force required. The pose of the object in
hand changes after several pokes. To acquire consistent data,
the robot puts the object back to the fixture to correct the
pose after every 5 trials. We collect about 7500 data for each
object and about 30000 data in total.
C. Model Training
Data preprocess Since circle and hexagon objects do not
have class 7 and 8 errors (only rotation errors and no transla-
tion errors), the data becomes unbalanced. We manually dou-
ble the entire data of class 7 and 8 with data augmentations
(random cropping). Because Alexnet is pretrained for object
recognition, the absolute location of the tactile imprints in
the sensor image is neglected. However, the relative position
information for us is crucial. Therefore, instead of using
the raw images, we use image differences as the input data
(example in Fig. 2 second row)
Training specifics For faster training, we freeze the convo-
lutional layers of Alexnet and train a smaller neural network
with 2 fully connected layers of CNN and LSTM. We use
ADAM optimizer [30], NVIDIA Titan X Pascal GPU and
Pytorch package for training.
D. Test experiment
Test with training objects We first test the system with the 4
training objects to evaluate whether the neural networks can
learn useful features. The two environment objects with a 56
mm gap are released and free to move or fall during test. We
test 26 packing attempts with random positional errors. To
test the method in the extreme error conditions, we also test
the four extreme error conditions where ∆x and ∆θ saturate
in both positive and negative directions.
In the experiment, the robot picks the target object from
a known position and moved it to a noisy position above
the gap. It vertically inserts the object and stops if incipient
slip is detected. If the object is blocked by the environment
objects, the GelSlims signals during the contact period will
be fed to the two neural networks and then the estimation
of the errors from the neural networks will be sent to the
controller. The robot adjusts the pose according to the Cx
and Cθ produced by the controller and start the next trial.
The process repeats until the object is successfully inserted
or it stops after 15 trials. We record the number of trials
and perturbations to surrounding objects to evaluate the
performance.
Test with new objects We further test the system with
4 daily objects that the neural networks have never seen.
The objects (Table I) have different base shapes, weights,
and widths. The vitamin bottle is cylindrical, similar to the
cylinder object in the training. However, the bottle cap part
the robot grasps in the experiment has sharp textures. The
radius is also smaller than that of the base. The white box is a
rectangle but with different sizes from the box in the training.
Box packing or stacking is very common in warehouse, so it
is important that the method works for boxes with different
sizes. The mustard container and the metal can are heavy
and their base shapes are rounded rectangles with different
curvatures. They all have flat bottoms because the method
we propose only considers the contact problem in 2D space.
Taking into account the different sizes of the 4 daily objects,
we change the width of the gap to keep the clearance to be
2mm when testing each object. The range of the translation
error x is also adapted to the specific object, from -30% to
30% of the width of the object. The rest of the experiment
is the same as the experiment of training objects described
above.
VI. RESULTS
A. Model accuracy
The training accuracy of the DirectionNN is 80.5% and
validation accuracy is 74.4%. The relatively similar values
of training and validation accuracies indicate that the system
does not overfit. The confusion matrix in Fig. 7 demonstrates
the effectiveness of the trained classifier. The large diagonal
values confirm the high accuracy. The off-diagonal elements
also give hints about the types of misclassification. For
example, the top row indicates that the model is confused
by class 3 and 4 when the truth is class 1. It makes sense
that they all have the -x error, lying on the left-hand side
of the error space (see Fig. 3). Similarly, the bottom row
shows that it is more difficult for the model to distinguish
class 8 from class 3 and class 5, because they all have errors
in +θ direction. The model can always distinguish -x from
+x directions and it is similar for the rotation errors. By
Fig. 7. Confusion matrix of the DirectionNN for training objects. The
diagonal elements represent the classification accuracy for each class. The
off-diagonal elements are the error rates of classifications to a wrong class.
following the classifier, a simple controller that moves small
steps along the opposite direction can highly probably insert
the object into the designated gap. The training loss of the
MagnitudeNN is 10.5 and the validation loss is 14.4. The
averaged error for translation error ∆x and rotation error ∆θ
are estimated to be -1.9 mm∼1.9 mm and −1.9◦ ∼ 1.9◦,
assuming the two errors contribute equally to the mean
square loss. Though the error magnitude estimation performs
better than expected, we still use a discount factor in the
controller to avoid overshooting.
B. Experimental results with training objects
In 120 tests of the 4 training objects, the objects were
inserted successfully 100% within 15 trials. The two sur-
rounding objects were stable during the test. We plot the
number of trials vs. error x and error θ for each test in Fig. 8.
The colors of the points represent the number of trials. We
summarize the successful rate, mean and max number of
trials for each object in Table I.
The rectangle object is the most difficult case, because
even a slight rotation error will result in a collision. The
average number of trials of inserting the rectangle object is
4.7, twice higher than that of the other 3 objects. In addition,
from Fig. 8, almost all tests that require more trials fall in
the region of large rotation error θ . It is due to the fact that
a large rotation error reduces the object motion parallel with
the sensor plane that is easy to capture, and increases the
motion perpendicular to the sensor surface that is hard to
capture.
These results demonstrate that the two neural networks
and the simple control strategy perform well on the 4 training
objects. The 2D textures of the 4 objects are very different,
but the neural network can extract useful information for
TABLE I
SUCCESS RATE, MEAN AND MAX NUMBER OF TRIALS OF THE TESTS FOR 4 TRAINING OBJECTS AND 4 NEW OBJECTS
Rectangle Circle Ellipse Hexagon White box Vitamin bottle Metal can Mustard container
Success Rate 100.0% 100 % 100.0% 100.0% 93.3% 96.7% 93.3% 100%
Mean number of trials 4.7 2.97 2.77 2.4 6.53 2.97 7.4 3.6
Max number of trials 11 5 8 6 > 15 > 15 > 15 9
Fig. 8. Number of trials before a successful insertion for the 4 training
objects with different initial position errors. The rotation error θ changes
from -15◦ to 15 ◦ and the translation error x varies from -15 mm to 15 mm.
The color of the points corresponds to the number of trials.
the insertion task. Though the accuracy of a single neural
network is not high, the complimentary contributions of the
two neural networks and the control strategy significantly
benefit the decision making. By estimating the error magni-
tude, MagnitudeNN reduces the number of trials when the
error is large, as shown by the large error regions in Fig. 8.
C. Experiment results with new objects
We also achieved a high successful rate for the 4 new
objects. In 30 tests of each object, the mustard container
has 100% success rate. There is only 1 failure case for the
Vitamin bottle and 2 failure cases for the other 2 objects.
We plot the number of trials at each error point in Fig. 9
and summarize the successful rate, mean and max number
of trials in Tabel I. The dark red crosses in Fig. 9 represent
the failure cases, which always happen in the region of large
rotation or translation errors. The number of trials of the
failures is set to 16 for calculating the mean.
The vitamin bottle and the mustard container both have
rounded edges and require only a few trials (averagely 2.97
and 3.6). The numbers are similar to the average numbers of
trials of the circle, ellipse and hexagon objects, confirming
the adaptability of the neural networks to new objects with
rounded base shapes. The base shapes of the metal can and
the white box are close to a rectangle. Comparing to the
Fig. 9. Number of trials before a successful insertion for the 4 new
objects with different initial position errors. The rotation error θ changes
from -15◦ to 15 ◦ and the translation error x varies from -15 mm to 15 mm.
The color of the points corresponds to the number of trials. The dark red
crosses indicate failed insertions after 15 trials.
mean number of trials of the trained rectangle object, the
robot needs 2 or 3 more trials to insert the two new objects.
If we remove the 2 failure cases, they only require one more
trial than rounded shapes. All of the failure cases happened
under bigger rotation error and translation error. An incorrect
estimation of the error direction in the first trial makes the
controller diverge and it takes several attempts to recover and
capture useful information to locate the gap.
Overall, our method can be directly generalized to the
insertion task of objects with rounded base shape. For objects
with rectangle base shape, our method performs a little bit
worse than the result of the trained object. Considering all
tested new objects, it takes averagely 6 trials to insert the
object into the gap successfully.
VII. DISCUSSION
In this paper, we propose a box-packing strategy with a
vision-based high-resolution tactile sensor GelSlim [2]. The
contributions of the work are: 1) by detecting incipient slip in
the packing process with GelSlim, the robot can avoid hard
collision with the environment objects. It not only protects
the items to pack but also maintains the stability of the grasp
and that of the environment objects, enabling future trials. 2)
The image sequences acquired by GelSlim during the contact
period are used to estimate both the direction and magnitude
of the position error. Based on the estimation, the heuristic
control strategy enables the robot to insert new objects within
a few trials. The averaged number of trials for new objects
is comparable to that of trained objects.
Here we briefly comment on the limitations of the pro-
posed strategy and future research directions:
• The control strategy is based on a hand-crafted heuris-
tic that combines the learned estimations of the error
direction and magnitude. It does not take into account
the sequence of past actions and observations. Due
to the lack of full observability of the contact state
between the object and the packed box, a model-based
reinforcement learning (RL) framework could come
up with a more efficient packing policy with better
generalization.
• The dimension of the error space is small: translation
errors in axis x and rotation errors in yaw θ . A more
advanced packing policy would also consider tilting
the object, which increases the dimension of the ac-
tion space, but can also provide natural robustness to
packing.
• The representation of the alignment error is a not direct
observation, but something that we have to estimate. It
would be interesting to compare this method to a purely
RL controller that is trained directly on tactile imprints.
• The objects all have a flat base and all rigid. Exploring
generalization to a larger set of objects is important.
The proposed box-packing strategy can be further im-
proved in several ways, but provides a highly flexible
baseline that can be applied, for example, on warehouse
automation.
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