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ABSTRACT
We investigated and implemented two computational creativity applications
in generating engineering processes and building material designs respec-
tively. To synthesize engineering processes, we developed a full system that
generates engaging Rube Goldberg Machine designs. We first describe the
use of case-based reasoning (CBR) and an existing knowledge base to yield a
combinatorial design space for experiments. We then apply automated plan-
ning techniques to generate experiment procedures. We further use func-
tional modeling to represent the experiment devices and demonstrate how
that representation enables the planner to generate a valid Rube Goldberg
Machine. Finally, a semantic similarity metric is proposed to evaluate the
quality of a generated chain of experiments.
To discover concrete formulas as building materials with desired proper-
ties, we use a conditional variational autoencoder (CVAE), a type of semi-
supervised generative model. Our model is trained using open data from the
UCI Machine Learning Repository joined with environmental impact data
computed using a web-based tool. We demonstrate that the CVAE can de-
sign concrete formulas with lower emissions and natural resource usage while
meeting design requirements. To ensure fair comparison between extant and
generated formulas, we also train regression models to predict the environ-
mental impacts and strength of discovered formulas. With these results, a
construction engineer may create a formula that meets structural needs and
best addresses local environmental concerns.
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CHAPTER 1
INTRODUCTION
Computational creativity (CC) is a branch of artificial intelligence (AI) re-
search. One commonly accepted definition for computational creativity is
the generation of a product that is judged to be novel and also to be appro-
priate, useful, or valuable by a suitably knowledgeable social group [1]. The
research goal of CC is to model, simulate, or replicate creativity using a com-
puter. During the 1956 Dartmouth AI Workshop, some of the very first AI
researchers including Marvin Minsky, John McCarthy, and Claude Shannon
proposed creativity together with other topics such as natural language pro-
cessing, neural networks, and knowledge representation as relevant aspects of
the AI problem [2]. CC researchers have developed systems to produce art1
[3], literature [4, 5], and games [6] which require a lot of creative thinking to
create even for a human.
In addition, researchers have also developed CC systems that bring changes
to people’s daily lives. Chef Watson [7] is an example of such CC application
that suggests novel culinary recipes. Apart from gastronomy, education and
environment are two important aspects of our society today that have not
been adequately addressed by AI so far. My research work in CC aims
to address these issues. In coming up with solutions for these issues, we
have created algorithms that can themselves create both dynamic and static
artifacts.
In the education domain, we want to create engaging hands-on activities
for children to develop their interest in science and engineering. Laboratory
activity is an indispensable part of science and engineering education. In-
stead of building conventional lab experiments, it may be more engaging for
students to connect a series of devices to form a chain. The chain reaction
machine is known as the Rube Goldberg Machine (RGM). We have built
a working system to generate creative RGM designs. The basic structure
1https://deepdreamgenerator.com
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of this system can even be adapted for creating novel engineering processes
themselves, such as in chemical engineering and engineering design, beyond
educational applications.
Concrete is the most widely used engineered material in the world with
more than 10 billion tons produced annually. Unfortunately, with that scale
comes a significant burden in terms of energy, water, and release of green-
house gases and other pollutants. As such, there is interest in creating con-
crete formulas that minimize this environmental burden, while satisfying
engineering performance requirements. Recent advances in artificial intelli-
gence have enabled machines to generate highly plausible artifacts, such as
images of realistic-looking faces. Semi-supervised generative models allow
generation of artifacts with specific, desired characteristics. In this work, we
use a conditional variational autoencoder (CVAE), a type of semi-supervised
generative model, to generate concrete formulas with desired properties. We
demonstrate that the CVAE can design concrete formulas with lower emis-
sions and natural resource usage while meeting design requirements. To
ensure fair comparison between extant and generated formulas, we also train
regression models to predict the environmental impacts and strength of gen-
erated formulas. With these results, a construction engineer may create a
formula that meets structural needs and best addresses local environmental
concerns.
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CHAPTER 2
GENERATING DYNAMIC ARTIFACTS:
DESIGNING RUBE GOLDBERG
MACHINES
In Science Olympiad1 competitions, middle school and high school students
from all over the country participate in science experiment design contests to
demonstrate relevant scientific concepts. That there are competitions already
shows that creating science experiments is not easy. Designing experiments
requires not only immense knowledge about the domain but also sufficient
information about the properties of available materials. More importantly,
students also need imagination and organization skills to arrange the mate-
rials rationally and plan out the details of data collection.
Consider building an artificial intelligence system to create novel science ex-
periments. With scientific knowledge and sample experiments in hand, form-
ing useful representations of this data is the key challenge. Much past work
has attempted to design experiments for scientific research itself rather than
for students. Early work can be traced back to MOLGEN [8], a knowledge-
based system that plans molecular genetics experiments using hierarchical
planning techniques. A layered control structure was also introduced to en-
able meta-planning. MOLGEN focused on the detailed domain knowledge
and required much human intervention for a valid experiment plan to be
generated. Such systems are not suitable for generating engaging science
experiments for students.
Beyond single experiments, it may be more engaging for students to con-
nect a series of devices to form a chain. There is, in fact, a Rube Goldberg
Machine (RGM) competition in Science Olympiad called Mission Possible2
for creating chain-reaction machines. Rube Goldberg Inc. also organizes a
contest3 specifically for designing RGM. RGM design has also been brought
into class to help teaching. Sharpe et al. [9] have shown that an RGM-like
1https://www.soinc.org/
2https://www.soinc.org/mission-possible-c
3https://www.rubegoldberg.com/education/contest/
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device setup is good at engaging students and helping them gain deeper un-
derstanding of difficult concepts. Wu et al. [10] have started to build valid
RGMs from the perspective of scene understanding using deep learning and
a simulation engine.
In creating such “comically-involved, complicated inventions laboriously
contrived to perform a simple operation”, judging criteria explicitly require
a notion of surprise. As a recent rule-book says, “RGMs should work but
they also need to capture attention. The more theatrical and funny your
machine is, the better it will score!”
In order to build a system that generates creative RGM ideas, we answer
several key questions.
• How can knowledge about experimental materials be represented to
enable similarity-based retrieval?
• Which class of parts in the existing knowledge base can be used for
material substitution?
• How can chains of experiments be generated?
• How can procedure instructions to build RGMs be generated automat-
ically?
• Which generated chain is the most interesting and has the highest
educational value?
We build algorithmic components to address these questions; putting them
together yields a full computational creativity system to generate valid RGMs
and assess their quality. By creativity, we mean simultaneously achieving
novelty and domain-specific quality.
Figure 2.1 shows the basic structure of our system. First, we propose a
feature-based case representation for experiment materials and adapt mixed-
attribute dissimilarity measures from data mining into a distance metric for
material retrieval. We also suggest using WordNet to generate more possible
substitution materials with the help of word sense disambiguation. Inspired
by engineering design, we apply the functional modeling language to repre-
sent units used in constructing RGMs and use a forward planner to generate
chains of experiments. Procedure plans for building RGMs are also suggested
4
Figure 2.1: System structure
by a partial order planner. We generate examples of experiment chains us-
ing our system and propose a creativity evaluation metric for RGMs based
on rules from the student competitions and semantic similarity computation
using word vectors.
2.1 Choosing Materials
Designing science experiments and projects is similar to culinary recipe cre-
ation in that both involve suggesting sets of materials and procedures. In
RGM generation, however, not all combinations of devices can be sequenced
into a chain due to common material constraints in consecutive devices.
Viewing an experimental device as a decomposable system made up of ex-
perimental materials, new experiments can be designed if one has access to
a set of materials similar to those in inspiration experiments. By doing this,
the constrained combinatorial design space of materials for generating valid
RGMs can be enlarged considerably.
Pinel et al. [7] and Morris et al. [11] suggest that culinary ingredients may
be classified into a hierarchy of categories. To generate a recipe, a certain
number of ingredients are selected from each category based on pairing rules
learned from existing recipes. Unlike in culinary creativity where a single
taxonomy of ingredients is applicable to most recipe generation tasks, a suit-
able classification for one case will likely fail in other cases for experiment
generation since the usage of materials is context-dependent.
5
This issue is more apparent when we try to design experiments using ma-
terials that are commonly found at home since a single material may serve
different purposes in different scenarios. For example, one might logically
classify a marble ball and steel ball into the same category due to their com-
mon shape. This would work to roll different objects that perform rotational
motion down a ramp and make a series of measurements and observations.
However, in the Gauss rifle experiment the marble is not a good substitute for
the steel ball since the marble is not ferromagnetic. The marble will not be
attracted and accelerate towards the magnet to produce enough momentum
to eject the steel bullet.
In addition, a single classification will restrict creativity by dismissing
many possible candidates for material substitution. For example, a key-
board is put under the computer accessories category, whereas a wood plank
is classified as a type of construction material. In such a taxonomy, a key-
board is very distant from a wood plank. However, if features such as shape
(both approximately cuboid) and surface finish (both have at least one flat
surface) are provided, the keyboard will be considered in the set of replace-
ment materials for the wood plank. Therefore, specific feature descriptions
of materials is more pragmatic than a comprehensive and refined taxonomy
of materials for experiment generation.
2.1.1 Feature-based retrieval
Since science experiment design is knowledge intensive, we want to take ad-
vantage of knowledge from existing data through proper knowledge represen-
tation. To ensure the validity of experiment, we start by considering existing
experiments as cases and experiment materials as the varying factor. Similar
to creative artifacts generation in apparel and gaming domain [12], a novel
combination of experiment materials can also be considered creative with the
assessment of Bayesian surprise [13, 1].
In engineering design, CBR methods have been applied for material selec-
tion [14]. Material attributes of mixed types are analyzed and stored in the
case base. Based on requirements specified by the designer, a list of materials
can be retrieved from the case base. Experiment material substitution is sim-
ilar to material selection in that features of the original material can be used
6
Figure 2.2: Material property ontology
as key terms to search the knowledge base. Accurate feature information
can be extracted from material vendors’ websites and refined using crowd-
sourcing platforms [15]. Good candidates for replacements are those having
high similarity with the original material. The effectiveness of feature-based
retrieval has been demonstrated in creative replacement of everyday objects
[16]. In our application, we use the nearest neighbor strategy to search for
substitution material.
Material attributes include basic features such as length, shape, or weight,
but also context-specific properties such as melting point or electrical con-
ductivity. By referencing the material ontology defined in [17], we built a
material property ontology in Web Ontology Language (OWL) using the
Prote´ge´ ontology editor [18], see Fig. 2.2. This ontology standardizes the use
of feature names by domain experts and enables sharing of material infor-
mation among different databases. The defined ontology can be expanded to
include more material features if the existing feature space is insufficient to
properly describe the material.
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Note that material features are not restricted to numeric attributes, but
could also include nominal, binary, and ordinal attributes. Han and Kamber
[19] introduced dissimilarity measures for attributes of mixed types. We
define the distance metric for our nearest neighbor retrieval in the same
manner.
Numeric, nominal, binary, and ordinal attributes are dealt with differently
as follows. In all equations, xif is the value of attribute f for object i.
• For numeric attributes, the distance is normalized with the difference
between the highest and lowest value possible for the particular at-
tribute:
d
(f)
ij =
|xif − xjf |
maxh xhf −minh xhf (2.1)
• For nominal or binary attributes:
d
(f)
ij =
0, if xif = xjf .1, otherwise. (2.2)
• For ordinal attributes, first count the number of possible ordered states
Mf . Then convert the attribute to its corresponding rank, rif ∈
{1, ...,Mf}. The rank is normalized and mapped to [0, 1] by the follow-
ing:
Zif =
rif − 1
Mf − 1 (2.3)
After conversion, values for ordinal attributes are treated the same way
as numerical attributes to compute d
(f)
ij .
• Since not all material features are relevant to a particular experiment,
domain experts could label the essential material features to the set
E and the less important features to set L = F\E. By doing so,
more materials are included in the candidate set and the design space
is augmented. To ensure the quality of the generated artifact, higher
weights should be assigned to features in E.
Taking the weights w described above into consideration, the distance
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metric d(i, j) between experiment material i and j is defined as:
d(i, j) =
∑
f∈E δ
(f)
ij d
(f)
ij∑
f∈E δ
(f)
ij
(2.4)
where δ
(f)
ij ∈ {0, 1} indicates whether attribute f appears in both ma-
terial i and j. δ
(f)
ij = 0 if an attribute is missing in either material i or
j; δ
(f)
ij = 1 otherwise.
An example of the described knowledge representation and retrieved substi-
tution material is shown in Fig. 2.3. Highlighted material features that are
essential to the problem scenario. Constraint is used to check the compati-
bility of materials within an experiment. The generated combination will be
dismissed if materials in a single experiment do not satisfy the constraints
specified. Constraint is also used for RGM generation discussed later in this
chapter where compatibility between different devices is essential.
2.1.2 Retrieval from general semantic resources
We propose to augment material substitution retrieval using WordNet [20],
a general-purpose knowledge base. In WordNet, nouns are organized into
a hierarchical structure in which words are linked by “is a” relationships in
terms of their meanings. A more generic concept is referred to as a hyper-
nym whereas a specific instance of a concept is referred to as a hyponym. A
hyponym inherits all features of the more generic concept and adds features
that distinguish it from its superordinate and sister terms [21]. Although fea-
tures of entities are not explicitly specified for each synset entry in WordNet,
one can still search for entities with similar features by traversing through
the hierarchy. One way of searching is by first looking up the hypernym of
the target word and then listing all hyponyms of the hypernym. Figure 2.4
shows the hierarchical structure in WordNet and selected terms returned on
a possible query. In a scenario of building a ramp, terms returned like sheet
metal, panel, and plate glass are all good replacements for a board. Also,
a query of the hyponym of the target word can also return good candidates
like surfboard, ironing board, and wallboard. Although due to lack of feature
information, materials retrieved are not guaranteed to be compatible with
9
Figure 2.3: Replacement found by nearest neighbor retrieval
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Figure 2.4: WordNet hierarchy
other materials in the experiment, this method augments the substitution set
without requiring extensive human effort in labeling features for experiment
materials.
A problem one might face is that the material term might be a polysemous
word. In WordNet, words are grouped into sets of synonyms called synsets.
An example of synset encoding is ‘board.n.01’, in which the first entry is the
word itself, the second entry is the part of speech (POS) tag and the third
entry represents the index of sense that the term corresponds to. When look-
ing up a word, all possible synsets associated with different meanings of the
word will be returned. To search for substitution materials for experiments,
the exact synset entry that the original material corresponds to is required.
However, the synset entry will not be available unless someone assigns the
label manually or using word sense disambiguation (WSD) techniques.
For our application, we use a support vector machine (SVM) classifier to
disambiguate the sense of a target word. The training data for the classifier
is a list of example sentences that include the target words tagged with cor-
responding sense labels. Words around the target word are the contextual
information and can be mapped to features suitable for training. We used
word embeddings to represent the contextual features since they are more
efficient for training and better at capturing the relationship between con-
cepts. After the classifier has been trained, it can predict sense labels for
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previously unseen examples based on the likelihood of each sense given the
contextual features [22].
As an example, we trained a linear SVM to disambiguate three most com-
mon senses of the word “board”. We collected 176 examples in total from
several resources456 to form a balanced dataset for training. We cleaned
up the context corpora by removing punctuations, non-alphabetic characters
and common stop words. Remaining words are converted to their lemma
forms in lower case.
A window size of five words on each side of the target word is used to
represent the context. Words within the window are mapped to a list of
embeddings W = {v−5, ..., v−1, v1, ..., v5}. The word embeddings we use are
obtained by training the skip-gram word2vec model [23] available in gensim
package [24] with Wikicorpus scraped from the science domain. Similar to
[25], we use the average strategy by computing the centroid of embeddings
of the selected surrounding words to obtain the context vector.
C =
∑
i∈W vi
|W | (2.5)
After extracting features for all examples, the set of contextual features and
sense label pairs {(C1, S1), (C2, S2), ..., (Cn, Sn)} are used to train the linear
SVM. To test the performance of the SVM classifier, we run 5-fold cross-
validation on the entire dataset and the accuracy is M = 0.77, SD = 0.07.
2.2 Rube Goldberg Machine Generation
Experiential learning activities are not limited to the conventional controlled
experiment setting where repeated measurements are done to verify certain
physical laws or relationships. Instead, learning concepts through building a
RGM may be more engaging for students. In a RGM, a series of devices is
set up in a way such that one device triggers another in a sequence. Along
the chain of reactions, many different science and engineering concepts are
demonstrated. Learning could be more entertaining if the advisor could
suggest possible ideas for building a RGM.
4http://www.comp.nus.edu.sg/ nlp/corpora.html
5http://sentence.yourdictionary.com/Board
6http://www.manythings.org/sentences/words/board/1.html
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In science projects for students, an experimental setup typically has some
functions. For instance, a ramp can be considered as a module that performs
kinetic energy and potential energy conversion for the object rolling on it.
These modules are also frequently used in building a RGM. Given the many
possibilities of modules made possible due to combination of materials, the
design space will be even bigger if we can build a chain of these modules.
2.2.1 Functional modeling representation
Before thinking about automatic chain synthesis, it is important to come up
with a systematic way to describe and represent the devices and relation-
ship between them. Given the diversity of devices and the multi-disciplinary
knowledge involved, coming up with a consistent knowledge representation
is non-trivial. In engineering design, a holistic design is usually disassem-
bled into sub-modules for conceptual analysis. Pahl et al. [26] represent
functional modules using block diagrams and call them sub-functions. Each
sub-function block has input and output flows that fall in three main cate-
gories: energy, material, and signals. Each sub-function can be mapped to
a corresponding physical embodiment. As suggested by [27], the functional
model allows multiple different types of input and output flows for each block
to ensure completeness in knowledge representation. Real mapping examples
such as power screwdriver and automobile seat can be found in [28]. More
importantly, this work also introduces a comprehensive and unified frame-
work for the formal representation of the functional blocks which is referred
to as Functional Basis.
Devices in RGMs can be represented using sub-functions. We find the
taxonomy of modeling vocabulary defined by [28] useful for representing the
devices in RGM. By referencing the modeling language, we formally analyze
the function of each device and its input and output to obtain sub-function
representation of device units as shown in Fig. 2.5. For example, a Gauss
rifle device can be interpreted as a system that converts magnetic potential
energy to kinetic energy (K.E.). Human effort in the Energy category is the
input to trigger the system. Both a steel ball in the Material category and
K.E. in the Energy are outputs of the system.
Although functional modeling originated from design analysis, it has also
13
Figure 2.5: Functional modeling representation of devices
been demonstrated useful for automated design synthesis [29]. For our ap-
plication, we represent each sub-function block as planning operators using
STRIPS-like representation. Input and output flows of each sub-function are
represented as preconditions and effects associated with the operator respec-
tively. An example of such a sub-function operator is shown in Table 2.1.
A planning problem can be formed when a set of sub-function operators,
initial input, and goal output are specified. We use forward search algorithm
for planning. Part of a possible state space graph expanded by the forward
planner is shown in Fig. 2.6. In the state space graph, each oval represents a
world state described by the flows. At first, only the initial state appears in
the state space graph. An applicable operator (represented by the rectangles)
can be added after a state if its preconditions are supported in that state.
A new state is also added to the graph due to the change brought about by
the operator. The algorithm terminates when the goal condition is found in
a new state. A valid chain of functional blocks is a path in the graph from
initial condition to the goal. By mapping each functional block in the chain
to its corresponding physical embodiment, we get a RGM.
Since materials used in each device are also bound with constraints, these
constraints can be used to check the compatibility between adjacent units
for physical embodiment selection. Figures 2.7-2.9 show several generated
sub-function chains and corresponding RGMs.
Table 2.1: Sub-function schema
sub-function: ConvertGPEtoKE
precondition: Energy(Human)
effect: Material(Wheel), Energy(K.E.),
¬ Energy(Human)
14
Figure 2.6: Part of a state space graph
2.2.2 Suggesting assembling procedure plans
Procedural instructions for building each module and connecting different
modules into a chain are equally important. Much research has been done to
create procedural artifacts including business processes [30], manufacturing
simulations, and space missions. In computational creativity, efforts have
also been made to create procedural artifacts. In Chef Watson, a graph
matching and merging approach has been proposed to create recipe steps [7].
Existing recipe instructions are parsed into directed acyclic graphs in which
nodes are ingredients and discrete actions. Planning techniques have also
been used to generate stories [4]. We find the planning approach appropriate
for our system since not all actions in an experiment are associated with a
material or a concrete entity.
To generate procedures, we can consider what we have for building RGM
as a set of conditions in the initial world. The desired outcome can be stated
as propositions to be satisfied for the goal state. Actions are represented
using operators that include a set of preconditions and effects of executing
the actions. For our problem, we use a partial order planner to generate
plans of assembling procedure. At every iteration, the planner randomly
selects an operator from the knowledge base that satisfies any goal conditions,
referred to as open condition flaws. Once an action has been instantiated,
15
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the preconditions of this action become the new open condition flaws. On
the next iteration, operators are selected to repair both old and new flaws. A
causal link is constructed between action s1 and s2 via a specific condition e,
represented as s1
e−→ s2, when execution of s2 requires condition e established
by s1. The algorithm terminates when each precondition of each action is
supported by the effects of a previous action or by conditions in the initial
world state. A causal chain of actions that transform the initial world state
to the goal state is thus a logical procedure for conducting the experiment.
Since partial order planning enforces causal dependency, generated plans are
ensured to be valid.
For our problem setting, the STRIPS-like representation is again used to
define the planning problem. An example action schema is shown in Table
2.2. A plan is generated by the partial order planner for the Gauss rifle
experiment see Fig. 2.10. Natural language generation techniques mentioned
by [31] can be applied to generate human readable texts from plans.
2.3 Selection through Creativity Evaluation
As part of the computational creativity system, internal assessment of cre-
ativity of the generated artifact is essential [32]. We find that ramps, spirals,
domino, and other physical contact-based devices are very common in RGMs.
A machine created by repeating these devices may not be as engaging as those
that involve greater variety of reactions. Rules from “Mission Possible” com-
petition give higher scores to RGMs using components from different cate-
gories and having more energy transfers. Considering these rules, we count
the number of energy transformations, disciplines, and concepts involved in
the three generated RGM examples and display the result in Fig. 2.11. The
example in Fig. 2.9 might outperform the other two since it involves more
energy transformations and fields of knowledge with comparable number of
Table 2.2: Action schema
action: placeOn(A, B)
precondition: have(A), have(B), canHandle(A),
withinLoadCapacity(A, B)
effect: on(A, B)
19
Figure 2.10: Assembling plan
concepts.
For educational purposes, we think that an engaging chain should demon-
strate concepts from different disciplines. In particular, the more different
the concepts involved in adjacent devices, the more novel the chain and thus
the higher the priority it should be given. We analyzed the concepts involved
in each device; concepts involved in each device in the generated example (a)
are listed in Table 2.3. The dissimilarity of adjacent devices in terms of
concepts involved can be measured using cosine metric. To do so, we again
map the terms to pre-trained word vectors and take the average of vectors
pertaining to a device. The transition scores shown in Table 2.4 agree with
our intuition as transitions across different disciplines have lower cosine score
than those within a discipline. A chain with low sum of cosine score and more
cross-discipline transitions should be considered more creative.
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Figure 2.11: Quality measures
Table 2.4: Cosine score for concepts in each transition
Transition cosine
A→B 0.39
B→C 0.34
C→D 0.14
D→E 0.32
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CHAPTER 3
GENERATING STATIC ARTIFACTS:
CONCRETE FORMULAS DESIGN
The building sector accounts for a significant proportion of overall energy
consumption and pollution worldwide. Concrete, including its primary in-
gredient, cement, is one of the most energy-intensive and polluting building
materials to fabricate. Building environmentally friendly infrastructure and
reducing pollution due to rapid urbanization are two of the Sustainable De-
velopment Goals (SDGs) to be achieved by 2030. Given a desire for more
sustainable development, there is growing interest in discovering concrete for-
mulas that minimize pollution. As an example, using low-carbon-footprint
concrete will lead to improvements in Indicator 9.4.1 of the SDG,1 which
evaluates the world’s progress to the SDG target by measuring CO2 emission
from economic activities.
In the automated material discovery domain, the Materials Project,2 a
main program of the Materials Genome Initiative [33], is a web-based plat-
form that provides both open source data sets and data analysis tools for
researchers to design novel materials. The tool has a relatively large and
comprehensive database and interactive tools for materials such as inorganic
compounds, nonporous materials, electrodes, etc. However, the Materials
Project has not extended to the concrete mixture design domain which we
think is equally important.
To this end, the Cement Sustainability Initiative (CSI) developed the En-
vironmental Product Declaration (EPD) tool to facilitate the generation of
sector-specific EPDs for cement and concrete but also for clinker, lime, and
plaster.3 EPD is a voluntary declaration that provides quantitative informa-
tion about the environmental impact of a product, using life-cycle assessment
(LCA) methodology and verified by an independent third party. The cloud-
1https://sustainabledevelopment.un.org/sdg9
2https://www.materialsproject.org/
3http://wbcsdcement.org/epd-tool-1
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based tool was designed to be easy-to-use, to facilitate the process overall,
and to reduce the costs of preparing cement and concrete EPDs. In this
work, we join this with data from the open UCI repository.
The rest of this chapter is organized as follows. We first survey some past
work on applying data science to scientific discovery. We then move on to
describe the data set and the CVAE model details. Next we give results, first
showing the average percentage reduction in environmental impact achieved
by generating better-performing concrete formulas. We then show strength
spectrum plots in the 3D environmental impact space which could be turned
into a visualization tool for concrete designers. Lastly, we evaluate the per-
formance of strength conditioned generation of the trained model.
3.1 Related Work
Data science has been applied to scientific discovery for some time but is
now gaining popularity. Within materials discovery, the Discovery through
Eigenbasis Modeling of Uninteresting Data (DEMUD) algorithm proposed by
[34] guides scientific discovery by prioritizing the data point that carries more
information to investigate and backing up with an explanation for novelty,
using dimensionality reduction techniques. Varshney [35] proposes to use
Bayesian surprise [13] as an objective to select the most interesting data
point for investigation. Balachandran et al. [36] use a regressor-selector pair
to locate the desired material in the least number of iterations by alternating
between exploration and exploitation strategies.
Recently, deep generative models have been applied in materials and molecules
discovery. Go´mez-Bombarelli et al. [37] use variational autoencoders (VAEs)
based on recurrent neural networks (RNNs) for chemical design in which
molecules are encoded as strings. Rampasek et al. [38] use VAEs to im-
prove the accuracy of drug response predictions. Moreover, semi-supervised
generative models allow generation of artifacts with specific, desired charac-
teristics [39]. We transfer this idea to the concrete formulation generation
task to make the synthesis controllable.
Comprehensive physics-based models that predict concrete performance
from formulas have been elusive for a century [40]. Recently, discrimina-
tive machine learning models have been applied to predict the compressive
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Figure 3.1: CVAE model structure
strength of concrete and demonstrated good performance [41]. However, the
environmental impacts of concrete have never been considered in terms of
predictive machine learning models. Moreover, the success of deep genera-
tive models in generating realistic visual and audio data has provided hope
for generating other artifacts such as concrete formulas. Here we develop a
novel generative machine learning model—a form of computational creativity
or accelerated discovery [42]—with the capability to design environmentally
friendly concrete that may help in meeting sustainable development targets.
3.2 Approach
3.2.1 Data set
We train our model using the Concrete Compressive Strength Data Set [43]
openly available from the UCI Machine Learning Repository. It has 1,030
training examples, with seven continuous features describing the amount
of constituent material such as cement, aggregates, and water. Compressive
strength, after a particular curing time (age), of each concrete formula is also
given. In addition, we use the CSI EPD tool to estimate the environmental
impact of each concrete formula. The EPD tool produces 12 continuous
features characterizing the concrete environmental impact. Among these,
we largely focus on global warming potential (GWP), acidification potential
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(AP), and concrete batching water (CBW) consumption.
3.2.2 Generative model
Our model is based on a variant of the VAE [44] called CVAE [45] as shown in
Fig. 3.1. Like other generative models, the goal is to estimate the data distri-
bution p(y) and to generate realistic new samples from that distribution [46].
What makes CVAE different from VAE is that instead of merely generating
realistic samples from the data distribution p(y) randomly, we generate from
the conditional distribution p(y|x) which give us control over the underlying
properties of generated data by conditioning on different values of x.
We interpret the variables in the conditional generative model as follows:
x represents the side information of a formula including the strength, age,
and environmental impacts, y represents the constituent material amount of
a formula, and z is the latent variable. Like the VAE, a CVAE consists of an
encoder qφ(z|x, y) that maps the data points to latent codes and a decoder
pθ(y|x, z) that reconstructs the data points from latent codes. The decoder
and encoder are implemented as neural networks where φ and θ are the
respective network parameters. Since the goal is to generate realistic concrete
samples with desired properties, we want to maximize the log likelihood of the
data distribution model log pθ(y
(i)|x(i)). Since the data distribution pθ(y|x)
and the posterior distribution pθ(z|x, y) are both intractable, we maximize
the Evidence Lower Bound (ELBO), L, instead. The loss function of CVAE
is:
log pθ(y
(i)|x(i)) ≥ Ez∼qφ(z|x,y)[log pθ(y(i)|z, x(i))]
−DKL
(
qφ(z|x(i), y(i))||pθ(z|x(i))
)
= L (3.1)
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The evidence lower bound (ELBO) can be derived as follows:
log pθ(y
(i)|x(i)) = Ez∼qφ(z|x(i),y(i))
[
log pθ(y
(i)|x(i))]
= Ez∼qφ(z|x(i),y(i))
[
log
pθ(y
(i)|z, x(i))pθ(z|x(i))
pθ(z|y(i), x(i))
]
= Ez∼qφ(z|x(i),y(i))
[
log
pθ(y
(i)|z, x(i))pθ(z|x(i))
pθ(z|y(i), x(i))
qφ(z|x(i), y(i))
qφ(z|x(i), y(i))
]
= Ez
[
log pθ(y
(i)|z, x(i))]− Ez [qφ(z|x(i), y(i))
pθ(z|x(i))
]
+
Ez
[
qφ(z|x(i), y(i))
pθ(z|x(i), y(i))
]
= Ez
[
log pθ(y
(i)|z, x(i))]−DKL (qφ(z|x(i), y(i))||pθ(z|x(i)))+
DKL
(
qφ(z|x(i), y(i))||qφ(z|x(i), y(i))
)
≥ Ez
[
log pθ(y
(i)|z, x(i))]−DKL (qφ(z|x(i), y(i))||pθ(z|x(i)))
(3.2)
We can obtain the loss function by negating the ELBO. The first term can
be interpreted as the reconstruction loss. The goal is to sample a latent code
from the approximated posterior distribution learned by the encoder such
that realistic data is more likely to be produced when the latent code is fed
to the decoder. The second term can be interpreted as the variational loss.
The goal is to make the approximated posterior distribution as close to the
imposed prior as possible.
3.2.3 Implementation details
In our model, the encoder network consists of four fully connected layers
with 25 neurons on the first layer, 20 neurons on the second layer, followed
by two parallel layers with two neurons on each which represent the mean
and log variance respectively. The prior is set to be an isotropic Gaussian
distribution with zero mean and unit variance p(z) = N (0, I). The reparam-
eterization trick is performed to make the sampling step differentiable and
enable backpropagation for training. The decoder network consists of two
fully-connected layers with 20 neurons on the first layer and 25 neurons on
the second layer. ReLU activation functions are applied to all layers except
the output layer of the decoder, where we use sigmoid activation since we
scale our data to [0, 1]. The model is trained end-to-end with Adam optimizer
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Figure 3.2: Generating new concrete formulas and evaluating their
properties
with learning rate of 0.001 and batch size of 10.
3.2.4 Property predictors
We also trained neural network-based regression models as shown in Fig. 3.2
using the data set that we described above to predict the environmental im-
pact and strength of concrete formulas. Since the compressive strength is
dependent on the age of concrete, we trained separate compressive strength
predictors for each age group. The purpose of the predictors is twofold.
First, we can measure how well the properties of generated samples match
the desired properties given as conditioning variables during data generation.
Second, we can make fair comparisons between extant and generated con-
crete formulas in terms of the environmental impact. We experimented with
three different types of regression models, namely linear regression, decision
tree regression, and neural network regression. Although linear regression
can achieve performance comparable to that of decision tree regression and
neural network regression, it often predicts far-out-of-range values for newly
generated concrete formulas. The neural network regression performs slightly
better than the decision tree regression and therefore we use the former for
prediction tasks. The performances of the neural network regression mod-
els for global warming potential (GWP), acidification potential (AP), and
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Table 3.1: Environmental impacts predictor performance
Metric GWP AP CBW
(kg CO2 eq.) (kg SO2 eq.) (m
3)
MAE 7.187 0.019 0.003
RMSE 9.374 0.040 0.006
R2 0.979 0.974 0.881
Table 3.2: Strength predictor performance
Metric ≤3 7 14 28 56 ≥90
MAE 2.985 3.850 3.378 6.015 5.093 4.457
RMSE 0.222 0.201 0.163 0.227 0.124 0.125
R2 0.819 0.870 0.703 0.679 0.795 0.789
concrete batching water (CBW) consumption are shown in Table 3.1. The
performances of the strength predictors are shown in Table 3.2.
3.3 Results
3.3.1 Generating environmental impact reducing concrete
formulas
(a) Curing time = 7 days, Strength =
30±1 MPa
(b) Curing time = 7 days, Strength =
40±1 MPa
Figure 3.3: Approximated hull of generated samples from archetypal
analysis, training samples, and all generated samples for specific curing
time and strength level
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Table 3.3: Average environmental impact reduction achieved by better
performing generated samples
Environmental Impact Reduction (%)
Age Strength Number of GWP AP CBW
(day) (MPa) samples (kg CO2 eq.) (kg SO2 eq.) (m
3)
≤3 30±1 1 0.80 1.83 5.47
40±1 1 7.74 1.59 0.26
7 30±1 65 19.69 3.94 7.58
40±1 344 25.45 11.33 5.03
14 20±1 1 2.20 5.72 10.64
60±1 195 42.45 21.09 5.17
28 70±1 8 21.62 6.66 3.32
80±1 36 27.44 8.40 4.15
56 40±1 7 4.38 2.95 7.04
50±1 3 14.38 3.23 3.64
70±1 2 30.26 23.75 1.32
80±1 2 5.88 1.33 3.46
≥90 80±1 71 30.58 6.91 4.11
To demonstrate that the generative algorithm discovers new concrete for-
mulas with reduced environmental impacts, we compared the GWP, AP, and
CBW values between extant concrete formulas and generated formulas with
the same age and similar strength. For each concrete age group, we gen-
erate 60,000 concrete formulas. Both the strength and the environmental
impact inputs to the generator are produced by randomly sampling from
the standard uniform distribution whereas the latent code input is produced
by randomly sampling from the standard bivariate normal distribution. We
then use the trained environmental impact predictor and strength predic-
tor for the corresponding age group to evaluate environmental impact and
strength of the newly generated formulas. We count the number of generated
samples having lower environmental impact than the best observed values for
extant samples in all 3 dimensions. We also measured the average percent-
age reduction in environmental impact for the better-performing samples as
compared to extant samples.
Results shown in Table 3.3 indicate that there is significant opportunity
to reduce environmental impact. We constructed an approximated convex
hull that encloses a majority of the better performing points in the 3D space
as shown in Fig. 3.3. From the diagram we can also see that there is an
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Table 3.4: Sample concrete formula with reduced environmental impact
Strength (MPa) 30±1 40±1
Constituent Material Amount (kg per m3)
Cement 186.4 259.0
Blast Furnace Slag 236.7 288.6
Fly Ash 107.1 58.8
Water 142.3 142.5
Superplasticizer 22.3 26.1
Coarse Aggregate 901.4 868.6
Fine Aggregate 717.2 763.0
opportunity to trade off different types of environmental impact. In Table 3.4,
we show one specific generated concrete formula that is the nearest neighbor
to one of the extremal points used to construct the convex hull, for strength
of 30±1 MPa and 40±1 MPa respectively.
3.3.2 Visualization for concrete designers
On top of the 3D environmental impact design space that we mentioned
earlier, we also color each data point based on the predicted strength of the
corresponding formula. Figure 3.4 shows the strength spectrum of the newly
generated concrete formulas plotted in the environmental impact space for
each concrete curing time group. These plots could serve as a visualization
tool for the concrete designers to quickly select newly generated formulas
that meet the design requirements.
3.3.3 Strength-conditioned progression generation
Attribute-conditioned image progression has been investigated by [45]. In
the experiment, one of the attribute dimension values such as gender, facial
expression, or hair color is modified by interpolating between the minimum
and maximum attribute values, i.e. x = [xα, xrest], where xα = (1−α)·xmin+
α · xmax. Indeed, one can visualize that the attributes of generated images
change progressively with the change in conditioning attribute values.
To further demonstrate that our concrete generator can produce concrete
designs with desired properties, we perform similar experiments. For the pur-
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pose of illustration, we limit our conditioning variables to strength and curing
time of the concrete. We again generate 10,000 samples for each curing time
group, by uniformly sampling from [xmin, xmax]. Figure 3.5 shows how well
the predicted strength of generated formulations matches with the desired
strength given as conditioning variable during generation. The performance
varies across different curing time groups. RMSE is computed to evaluate
the performance quantitatively. The better performing model should have
the contour of the scattered dots to cover the diagonal line. The result shows
that the generator seems to work the best for concrete curing time of 7 days.
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(a) ≤ 3 days (b) 7 days
(c) 14 days (d) 28 days
(e) 56 days (f) ≥90 days
Figure 3.4: Strength spectrum of generated concrete formulas for different
concrete curing times plotted in 3D environmental impacts space, where
color indicates strength
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(a) ≤ 3 days (b) 7 days
(c) 14 days (d) 28 days
(e) 56 days (f) ≥90 days
Figure 3.5: Strength conditioned progression for different concrete curing
times
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CHAPTER 4
CONCLUSION
We have described a full computational creativity system that generates
RGMs. Several contributions of the system have been discussed. To reiterate,
both CBR and lexical substitution techniques are demonstrated to suggest
high quality replacement materials. We also apply functional modeling con-
cepts to device representation and generate chains of experiments using a
forward planner. Classical planning concepts are applied to represent RGM
construction problems and a partial order planner is used to generate proce-
dural instructions. To guide creative artifact selection, we prioritize chains
involving the most disciplined transitions by computing semantic similarity
of relevant concepts. We will continue to develop the system and expand the
knowledge base to enlarge the combinatorial space of possible valid RGMs.
As future work, we can measure the creativity of generated chains by analyz-
ing the response of human audiences, e.g. through eye-tracking experiments,
to understand devices in the chain that are attractors, sustainers, and relators
[47, 48].
We have also demonstrated that with the data obtained from an open
source database and cloud-based tools, we are able to train a CVAE model
and discover new concrete formulations with reduced environmental impact.
However, there is still room for improving our model. Our data contains
both continuous and categorical values, but CVAE may not be the best for
capturing such mixed categorical and continuous data. The VAE-ROC model
proposed by [49] is said to be better at handling mixed data. We hope that
by modifying the CVAE model in line with specifics of the VAE-ROC, the
generator would synthesize more realistic concrete designs and achieve better
performance in attribute-conditioned generation. Experimental verification
by actually making newly discovered concrete formulations also remains.
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