Here, we develop analytical principles of the technique, describe design of the imaging system, and preseach particular stimulus are averaged in relation to the time of onset of the stimulus, or else (in the approach ent our results on imaging the mouse visual cortex and rapid acquisition of orientation maps of the cat primary referred to as reverse correlation) the stimuli preceding the neuronal responses are averaged in relation to the visual cortex. time of the response. These approaches are well suited to study a passive system or a system without internal Results dynamics. They assume that the noise is random and will average out over many trials. If, however, the system Hemodynamics and Stimulus Pattern has dynamics, then the noise will not be random, and A major goal of systems neuroscience is to characterize the averaging procedure will irreversibly mix the signal the brain response to its inputs. This goal is generally with the noise. pursued using a standard input-output approach, i.e., Optical imaging has proven to be a successful techone presents input (stimulation), and after a certain delay measures output (a spike, change in membrane potential, change of light reflectance, and so on). This ap-*Correspondence: stryker@phy.ucsf.edu
delivered by the camera while keeping complexity and (the number of bits the camera's analog-to-digital board uses to convert the number of captured electrons to the cost of the system at a reasonable level. Utilization of the total data rate can be biased toward high-temporal/ final read-out value), and linearity. High well capacity is necessary to reduce the shot noise (see Figure 1B ), low-spatial or high-spatial/low-temporal resolution. Visualization of fast processes (calcium-or voltage-sensiand high bit rate preserves the small changes of light reflectance due to neuronal activity on the top of high tive dye imaging) requires the former solution; we favored the latter, since intrinsic signal has slow dynamics level of reflected light (i.e., to detect low contrasts). The camera should also have frame transfer electronics to (at least 10 times slower than the underlying neuronal activity), and hence the ultra-high speeds are not necespermit stable exposure durations and continuous image integration. sary. Finally, in common with requirements for conventional imaging methods, the camera's light sensor and
We have built two systems meeting all these requirements. The first one is based on Princeton Instruments electronics should meet certain criteria: high well capacity (the number of electrons that each photosensitive Pentamax-576 camera (5 MHz pixel rate, 384 ϫ 288 resolution, 39 fps maximum frame rate at full resolution, pixel can accommodate), high bit rate of digitization (G) The stimulus is a drifting and rotating square-wave grating (spatial frequency 0.1-0.4 cycles per degree); thus, it has two degrees of freedom. The drift is the fast degree of freedom (temporal frequency 1-4 cycles per second) and the rotation is the slow degree of freedom (angle speed f r ϭ 0.5-2 rotations per minute). The stimulus appears to be drifting only for an observer looking at the stimulus for a short period of time (a few drifting cycles). A longer integration reveals the rotation. An important advantage of this stimulus versus a rotating star of radial stripes or radial sectors is its high uniformity of the stripe velocity as function of the location on the screen, which makes it suitable for studying not only orientation selectivity but also direction selectivity. The response at 2f r yields orientation selectivity; meanwhile, sum of the responses at both f r and 2f r gives directional selectivity. (H) Color code for the orientation selectivity. Vertical orientation of the stripes is coded as blue, orientation 30Њ counterclockwise from that is coded as magenta, and so forth.
up to 286 fps with on-chip binning, 12-bit digitization, systems suitable not only for intrinsic signal imaging but also for voltage-sensitive dye imaging. The cat maps 400ke Ϫ well capacity). The second is based on Dalsa 1M30 camera (40 MHz pixel rate, 1024 ϫ 1024 resolution, presented in this paper were obtained by the first system, and the mouse maps by the second one. 30 fps maximum frame rate at full resolution, up to 129 fps with on-chip binning, 12-bit digitization, 350ke
Ϫ well The complete imaging system consists of the image acquisition computer and camera, a second computer capacity) and PCDig frame-grabber (Coreco Imaging, Quebec, Canada). Although the systems are oriented that produces visual (or auditory or other sensory) stimulation, and optionally a third computer for real-time analtoward intrinsic signal imaging, capability to trade off spatial resolution for temporal resolution makes both ysis and data storage (functions that could be performed on the image acquisition computer if analysis is done The responses to the drifting horizontal grating is offline). The first two computers are synchronized using shown on Figures 3C-3F . We emphasize the fact that UDP or digital i/o ports. Since artifact removal is implethe computation of each pixel in these images was done mented by Fourier analysis, the imaging system can be independently. Hence, no spatial filtering was applied assembled from off-the-shelf components and does not to these images, and the quality of the phase and magnihave any specialized or custom hardware, which is traditude maps was not artificially enhanced. The maps tionally needed for synchronization with vascular and clearly demonstrate the superior spatial resolution of respiratory artifacts. this technique. The maps resolve not only the retinotopic Images of the cortical surface illuminated by red light organization of the two primary areas (the large central are acquired through a cranial window or intact skull spot) but also the retinotopic structure of two small by a CCD camera. The images are transferred to the areas located laterally. acquisition PC, which controls the camera's function, The phase maps in Figures 3C and 3D do not, howfor preprocessing and storage. It is generally unnecesever, show absolute retinal position on the monitor sary to save the raw data stream (up to 60 MByte/s in screen because they are shifted by the hemodynamic free run mode); therefore, the images are binned spadelay φ d (see Figure 1E ). These are thus maps only of tially and/or temporally, thus reducing the data rate (to relative retinotopy. The hemodynamic shift is evident 3.75-15 MByte/s or even lower). A frame header is from the fact that the blue region (coding for the central attached to each preprocessed image and the final part of the screen) appears to be located in the lateralframe is stored locally or preferably remotely on a fast caudal part of the excited area and not in the middle disk. Besides general experiment information, a frame (see Figure 3C ). Figures 2C and 2D to obtain reverse time, we reverse the temporal sequence of the retinotopic maps, which are presented using the color stimulus presentation (see Figures 3A and 3B ). Reversal scheme shown in Figures 2E and 2F . The response at of the stimulus will lead to the reversal of the response the frequency of stimulation is extracted from a comsequence. The delay, however, should be the same in plete time series of image intensities acquired at each both cases. Subtracting the response time to the repixel, after removal of slow changes (see Figure 1) . Useversed stimulus from the response time to the direct fulness of this removal can be demonstrated by the next one will produce an absolute response map that elimiexample. A model response function of R(t) ϭ nates the delay (with doubled rate of the response proAcos(2ft) Ϫ Bt (sinusoidal response contaminated by gression, Figure 3G ). Adding the two response times a linear slow change) has the following Fourier harmonic will produce a map of doubled delays ( Figure 3H ). In at frequency f: Re ϭ A/2 and Im ϭ B/2f for a period practice, we treat the phase ( Figures 3C and 3D ) and of time TN (T ϭ 1/f), where Re and Im stand for the real magnitude ( Figures 3E and 3F ) of the response as comand imaginary components, respectively, and N is the ponents of a vector field (a complex field). And thus, the number of cycles of the test frequency. For reasonable procedures of subtraction and addition of the phase are values like those observed experimentally of A ϭ 2, B ϭ substituted by the computationally efficient procedures 100f/N, and N ϭ 50, one obtains Re ϭ 1 and Im ϭ 1.
of division and multiplication of the two complex fields. Hence, despite our having isolated the component of The uniformity of the delay map is a good indicator the response at the stimulus frequency using Fourier of the correctness of the second method. Two cases analysis, failing to remove the linear slow change comwhere the method of the stimulus reversal works well ponent from the response would cause a huge artiare the orientation selectivity of the cat primary visual factual shift in its measured phase (45Њ in this example) cortex, where the responses to the counterclockwise as well as a change of its strength. Occasionally, it was rotating stimulus (see Figure 2G) should be subtracted not possible to completely remove the effect of the from those to the clockwise rotating stimulus (this is global changes in reflectance, which left a constant DC probably the best example we can think of), and the bias in the phases even of unresponsive brain areas. In retinotopy of the mouse visual cortex, where the rethese cases, the DC bias evaluated from the unresponsive areas was subtracted from the entire image.
sponses to the stimuli shown on Figures 2C and 2D Since the responses to stimulation of the ipsilateral binocular region, the cells are more likely to be driven eye had clearly defined retinotopic organization, we atbetter by inputs from the contralateral eye than from tempted to test how well they match with those to stimuthe ipsilateral one (Gordon and Stryker, 1996) . Therefore, lation of the contralateral eye. Topographic contour due to smaller size and weaker responsiveness, evaluamaps, analogous to one shown on Figure 4C , were contion of the functional organization of the ipsilateral inputs structed and overlaid one on top of the other. A simple is more challenging. There is little known about binocucomparison revealed that the maps are very similar, not larity of extrastriate cortical areas. To address these shifted, but rotated by 9Њ (the ipsilateral map was rotated issues, we stimulated monocularly not only through the counterclockwise relative to the contralateral map). To contralateral but also through the ipsilateral eye in some elucidate this disagreement, we carried out the matchsubjects (see Figure 2A for monitor positioning) .
ing analysis for two more subjects. Maps of one of them The retinotopic maps for both eyes are presented in were again similar, shifted by only 2Њ-3Њ and rotated by Figure 5 (the same subject as in Figures 4C-4E ). Stimula-11Њ in the same relative direction. Maps of the other tion of the contralateral eye evoked responses in a subject were similar and well aligned. We interpret this smaller cortical region than that shown in Figures 4A as suggesting that the eyes have a tendency to droop and 4B because only the right half of the screen is prounder the conditions of this experiment, that is, to be jected onto the imaged hemisphere. As expected, rerotated in the coronal plane by up to 5Њ. Rotations in sponses to stimulation of the ipsilateral eye are mostly the other two planes (horizontal and sagittal) are insignifcontained in the 30Њ region adjacent to the vertical meicant. This tendency can be caused by anesthesia and/ ridian, and the activated area tapers from anterior to or by the surgical procedure, which requires displaceposterior. Note that the response color code is shifted ment of the scalp to gain access to the skull surface. in Figure 5B relative to that in Figure 4B since the color The results above were obtained by exposing one encoding refers to position on the monitor, and the monihemisphere and imaging it at high resolution using montor was moved from the right side of the visual field to ocular stimulation. We also imaged both hemispheres the middle (see Figures 2A and 2B ). There is no shift simultaneously at lower resolution through the intact between color-coding of elevation in Figures 4A and 5A skull, using both monocular and binocular stimulation since the elevation of the monitor was not changed (Figure 6 ). These maps clearly reveal the partition of by its movement. Stimulation of the contralateral eye the visual field between the two hemispheres and the reveals retinotopic organization of both elevation and relative dominance of the two eyes in each. This miniazimuth in the lateral secondary areas. Stimulation of mally invasive procedure allows one to evaluate visual the ipsilateral eye produced a clear retinotopic map of responses in a region of interest before and after deprielevation in these areas ( Figure 5C ), revealing that the vation in the same subject or simply to monitor changes lateral areas are binocular. Responses of the lateral arduring development. Responses to binocular stimulaeas to stimulation of the ipsilateral eye with the vertical tion were typically stronger than those to either eye stripes used to map azimuth were present but were stimulated alone, and were sometimes as great as the weaker ( Figure 5D) . sum of the separate monocular responses. Responses The contralateral isoazimuth maps clearly exhibit the in V1 to the contralateral eye were usually about twice reversal of the retinotopy about the central meridian ( Figure 5B) , which corresponds to the V1-V2 border. The as strong as those to the ipsilateral eye. 
(E) The organization of isoelevation (green) and isoazimuth (red) lines in the mouse visual cortex. The reference contours (0Њ contours) correspond to the horizontal (green) and vertical meridians (red). The contours were obtained by the procedure outlined above from the maps shown in (C) and (D). Not all contour lines drawn

Confirmation of Maps Using Spatially
2000, 2002; Schuett et al., 2002). The correspondence between a spatially encoded stimulus and the locus of Restricted Stimuli
The maps above have all been constructed using tempothe cortical response is independent of the details of hemodynamics or assumptions about latency; hence, rally encoded stimuli. For example, in the case of the stimulus used to map elevation, a horizontal low dutysuch maps can provide an independent confirmation of the much more detailed maps derived using temporally cycle square-wave grating drifting vertically, the reconstruction of retinotopy relied on the time at which the encoded stimuli. We confirmed the maps obtained by the temporally reflected light response was greatest. From the temporal phase of the response, we have calculated the temporal encoded stimuli (Figures 7A and 7B ) using a hybrid stimulus: a circular spot that moved periodically across the phase of the stimulus giving rise to that response, which in turn determines the spatial position of the stimulating visual field along a vertical or horizontal straight line at the 0Њ isoazimuth or isoelevation line. This stimulus is elements (in this case, a white stripe). A similar experiment was carried out to determine azimuth using vertical confined spatially in one of the two spatial dimensions, and the response map of this dimension is encoded stripes.
An alternative approach is to use spatially encoded spatially. The other dimension is encoded temporally. Figures 7C and 7D show the responses to the spots, stimuli. If the stimulus is confined to a small region of the visual field, the cortical responses are centered on which are consistent with the azimuths ( Figure 7C ) and elevations ( Figure 7D) Figure 7G) showed that the sizes of multiunit RFs in V1 were about 20Њ in the region close to the vertical meridian and about 30Њ-40Њ in the periphery. The convolution of the 4Њ stimulus with a 15Њ RF would give rise to a swath of activation no more than the representation of 19Њ on the cortex, while the area actually activated occupies the cortical representation of 30Њ-40Њ even near the vertical meridian. Therefore, subthreshold activation of cortical neurons probably makes a major contribution to the optical "point spread" (Das and Gilbert, 1995). Our estimate for the mouse primary visual cortex is that the activity below 70% of the peak optical response should probably be attributed to the subthreshold activation, since this threshold gives activation area of a size comparable with the average RF size (15Њ) augmented by the size of the stimulus elements (4Њ).
Confirmation of Maps Using Electrophysiology
Further confirmation of the optical maps of retinotopy was obtained using conventional microelectrode recording. After acquisition of the image of the surface vasculature and optical maps, we performed a series of electrode penetrations in V1 mainly along rostrocaudal and mediolateral rows. The electrophysiological RFs were hand mapped on a glass screen positioned at the Despite the fact that the circular spots (4Њ) were much imaging using the traditional approach has been successful in revealing the structure of the domains of oriensmaller than the length of the stripes that constituted the gratings (62Њ for vertical gratings and 77Њ for horitation preference in visual cortices of higher mammals (Blasdel and Salama, 1986; Bonhoeffer and Grinvald, zontal one), the maps obtained with the spots ( Figures  7C and 7D ) appear fairly similar to those made using 1991). Figure 8 shows that the new paradigm makes orientation maps much more quickly and with much less gratings drifting in the corresponding directions ( Figures  7A and 7B) . The size of the primary cortical area activariability; the validity of these maps is confirmed by those obtained using the longer, noisier, traditional provated by the full-screen stripes is only about twice as large as that activated by the small spots, and activation cedure. With the new method, we can obtain high-qual-ity orientation maps in as little as 1 min ( Figure 8A ). This (40 MHz data rate) yielded an almost 3-fold reduction in the map acquisition time without compromise of map is at least a 28-fold acceleration of map acquisition, quality. as compared to the conventional procedure, without Second, the conventional approach relied on blind compromise of spatial resolution or quality. The map averaging of responses to many repetitions of each stimcomputed from 4 min of imaging using the new paradigm ulus distributed over the 15-90 min time course of each ( Figure 8C ) is almost perfectly smooth despite the comexperimental run. This averaging procedure inadverplete absence of any smoothing in the computations tently mixed the evoked response with slow activity and that produced the map.
other artifacts. Because many of these artifacts are spatially uniform over cortical distances exceeding 1 mm, Discussion they can be removed by the filtering with a kernel of appropriate size (e.g., 2-3 mm) without distorting the This paper describes a new approach to intrinsic signal pattern of orientation columns, the period of which is optical imaging of sensory maps using a continuous, less than 1 mm. If there were a real functional structure temporally encoded, periodic stimulus; continuous imas large as the filter kernel, it would also be removed age acquisition; and Fourier analysis for extraction of by this procedure. responses. We show that the new method is vastly more
In the new approach, frames are saved without or with efficient than traditional approaches at producing maps only small temporal binning, offering the full-time series of orientation columns in the cat, and we use it to delinfor further processing and analysis. As a first stage, we eate as many as five visual areas in the cortex of the used an acausal temporal high-pass filter independently mouse with extreme cortical and topographic resolution.
on each pixel to remove the slow activity and leave We discuss below the sources of the improvement in the evoked responses and the high-frequency artifacts quality and efficiency, the new experimental findings intact. These filters used a window size of at least two on visual cortical organization in mouse, and the other full stimulus cycles in the case of periodic stimulation systems to which this approach has been applied in and of at least six durations of one condition presentapreliminary work. facts. The phase gives us time of the response, which which can provide either continuous high-resolution imis used to find state of the stimulus (equivalent to the aging (1024 ϫ 1024 pixels per image and higher) or stimulus condition if we were using episodic stimulaultra high-speed episodic imaging (1,000,000 fps in burst tion), and the amplitude is interpreted as a magnitude mode). Current computer technology matches these of the response. Finally, spatial high-pass filtering can high data rates by offering massive storage devices to be applied if a map's quality is inadequate, although save the data stream and very fast computation units we have found this not to be necessary when using to analyze it. The higher data rate allows one either to continuous-periodic stimulation. For mouse imaging, we sample stimulus parameter space more densely or to have not used spatial filtering at all. We have, in some utilize it toward better averaging, thus reducing shot cases, removed a DC bias. noise. For example, upgrading from the PentamaxThird, the effective removal of the high-frequency artifacts when using continuous-periodic stimulation is not based system (5 MHz data rate) to the Dalsa-based one The time needed to obtain maps using the new paramouse strains. For example, we have observed only one lateral secondary area in C57BL/6J mice. Third, some digm is also dramatically improved, again by a factor of more than 30, and in many cases more than 100. for optical imaging of the brain of awake, behaving pri- 
Surgical Preparation
The surgical preparation and maintenance procedures are similar After acquisition of a surface image, the camera was focused 400-500 m below the pial surface, an additional red filter was interposed to those described previously (Gordon and Stryker, 1996; Issa et al., 2000). All experimental procedures were approved by the UCSF between the brain and the CCD camera, and intrinsic signal images were acquired. Frames were acquired by 1M30 camera at the rate Committee on Animal Research.
Mice (129SV from Charles River Labs, C57BL/6J from BNK, C3H of 30 fps and were stored as 512 ϫ 512 pixel images after binning the 1024 ϫ 1024 camera pixels by 2 ϫ 2 pixels spatially and by 4 from Simonsen Labs, and hybrid C57Bl6-Icr-129J bred locally) were anesthetized with an intraperitoneal injection of urethane (1.0 g/kg frames temporally, reducing sampling rate for the stored images to 7.5 Hz and increasing well depth to 16 bit. Frames were acquired in 10% saline solution) or pentobarbital (50-90 mg/kg). A sedative, chlorprothixene (0.2 mg/mouse i.m.), was administered to suppleby Pentamax camera at the rate of 20 fps and were stored as 384 ϫ 288 pixel images after temporal binning by 4 or 16. Images were ment urethane. Additionally, lidocaine (2% xylocaine jelly) was applied locally to all incisions. Atropine (5 mg/kg in mouse) and dexaanalyzed using custom software. methasone (0.2 mg/mouse) were injected subcutaneously. The atropine was necessary to reduce secretions and to counter the Visual Stimuli parasympathomimetic effect of the anesthetic agents; the dexaDrifting bars, drifting-and-rotating full-field square-wave gratings, methasone helped avert cerebral edema. The animal's temperature and drifting circular spots were generated by a Matrox G450 board was maintained at 37.5Њ by a rectal thermoprobe feeding back lin-(Matrox Graphics, Inc., Quebec, Canada), controlled by custom softearly to a heating pad on which the animal rested throughout the ware, and displayed on a high refresh rate (1024 ϫ 768 @ 120 Hz) experiment. A tracheotomy was performed and electrocardiograph monitor (Nokia Multigraph 445X). For episodic stimulation, drifting leads were attached to monitor the heart rate continuously throughfull-field square-wave gratings with a fundamental spatial frequency out the experiment. Mice were placed in a stereotaxic instrument of 0.2 cycles per degree and a temporal frequency of 2.0 cycles/s aligned with the stimulus monitor as shown in Figures 2A and 2B. were used. The gratings were presented in pseudorandom order Because the mouse lacks a fovea or an area centralis that can be separately to the two eyes at eight orientations separated by 22.5Њ, plotted ophthalmoscopically, we followed the approach of earlier and were interspersed with four identical blank screen conditions investigators of visual cortical topography in the mouse (Wagor et viewed by both eyes, for a total of 20 stimulus conditions. al., 1980) and defined topographic positions with respect to the head, with the vertical meridian taken to be the extension of the midsagittal plane and the horizontal meridian taken to be the projec
