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Introduzione
Negli ultimi anni, il data mining sta assumendo un ruolo sempre
piu` importante in diversi settori in cui l’analisi dei dati e` fondamen-
tale. I fattori principali, che hanno contribuito al suo sviluppo, sono
la grande disponibilita` di dati in formato elettronico, il data storage
poco costoso e lo sviluppo di nuove tecniche di analisi particolar-
mente sofisticate. Il data mining e` una della piu` importanti fasi del
processo, noto come KDD (Knownledge Discovery in Database),
che permette l’estrazione di conoscenza dai database. Inoltre, esso
rappresenta sia una tecnologia che raggruppa un insieme di metodi
di analisi, con sofisticati algoritmi i quali permettono di processare
grandi quantita` di dati, sia un campo di ricerca attivo che ha lo
scopo di sviluppare nuovi metodi di analisi adatti a nuove tipologie
di dati.
Le organizzazioni, che hanno raccolto grandi quantita` di dati, pos-
sono usare le tecniche di mining per esplorarli, individuare modelli
e applicare infine tali modelli alle operazioni aziendali.
Purtroppo, parte dell’informazione contenuta in questi dati riguar-
da la sfera personale degli individui a cui i dati fanno riferimento.
Quando informazione di questo tipo viene pubblicata e/o analizza-
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ta, e` importante considerare se si stia violando il diritto alla privacy
di qualche persona.
Nella societa` odierna, i tipi di dato che si possono collezionare e
che contengono informazioni private, sono tantissimi e di diversa
natura. Alcuni esempi sono:
• Dati sulle vendite al dettaglio: un’analisi su dati di questo tipo
puo` rivelare cosa i consumatori preferiscono e, di conseguenza,
fornire informazioni strategiche e competitive per le aziende;
• Dati di reti sociali : analizzare questi dati, oltre che fornire
informazioni private come nome, numero di telefono ed e-
mail, permette l’identificazione di relazioni personali tra gli
utenti delle reti;
• E-Mail : il contenuto di una e-mail puo` rivelare segreti ed
interessi sia del mittente, sia del destinatario dell’e-mail;
• Dati telefonici : esaminando la lista delle chiamate telefoni-
che degli utenti, e` possibile scoprire i contatti telefonici del-
le persone e, di conseguenza, chi parla con un determinato
utente;
• Dati di mobilita`: una collezione di questi dati puo` rivelare i
luoghi visitati da una determinata persona.
L’interesse per la protezione dei dati personali sta crescendo co-
stantemente. In diversi paesi, sono state emanate delle leggi che
regolano il diritto alla privacy individuale, definendo il tipo di in-
formazione che puo` essere collezionata e stabilendo come essa puo`
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essere usata e divulgata. Pertanto, e` necessario sviluppare tecniche
che permettano di pubblicare dati e/o estrarre conoscenza da essi,
senza violare le leggi vigenti.
Recentemente, sono stati proposti molti lavori di ricerca che intro-
ducono nuove tecniche per la protezione dei dati. Sfortuanatamente,
e` stato mostrato che trasformare dati, in modo da garantire l’ano-
nimato, e` molto difficile. Infatti, in alcuni casi, le operazioni che
rendono anonimi i dataset possono lasciare porte aperte ad attac-
canti maliziosi, che vogliono reidentificare un individuo. Per questa
ragione, in quest’area di ricerca esistono ancora diversi problemi
aperti, che richiedono ulteriori studi.
In generale, il problema di rendere anonimo un dataset, richiede
di trovare un ottimo trade-off tra il livello di privacy da garantire
e l’utilita` dei dati da preservare. Da un lato, quello che si vuo-
le e` trasformare i dati in modo da evitare la reidentificazione degli
individui, a cui i dati fanno riferimento, dall’altro lato si vuole mini-
mizzare la perdita di informazione sui dati, che deteriora i risultati
ottenuti applicando gli algoritmi di mining.
Spesso, le tecniche per la protezione della privacy dipendono for-
temente dalla natura dei dati che si vuole proteggere, per esempio
in letteratura, sono stati proposti molti metodi che sono adatti a
dati relazionali, ma che risultano non applicabili a dataset spazio-
temporali. Chiaramente, differenti tipologie di dati hanno diverse
caratteristiche e proprieta`, che devono essere prese in considerazio-
ne durante il processo di anonimizzazione.
Per sviluppare un valido framework per la protezione della privacy,
e` necessario: (i) definire il modello di attacco a cui i dati possono
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essere sottoposti, (ii) proporre una contromisura per evitare che at-
tacchi di questo tipo abbiano successo, (iii) sviluppare un algoritmo
che permetta di realizzare la contromisura proposta.
Un’area di ricerca nel data mining, che recentemente ha acquisi-
to particolare importanza, e` l’analisi di dati di natura sequenziale.
Tali dati sono costituiti da una lista di transazioni, solitamente as-
sociate ad un transaction-time. Esempi di dati sequenziali sono: (i)
log degli accessi web, (ii) log di processi, (iii) dati clinici e (iv) dati
di natura spazio-temporale. Eseguire mining su dataset sequenzia-
li puo` portare all’estrazione di conoscenza molto interessante, ma,
allo stesso tempo, puo` mettere a rischio la privacy degli individui a
cui i dati si riferiscono.
In letteratura, si possono trovare diversi lavori, che si occupano del
problema di salvaguardare la privacy di dati sequenziali nelle ope-
razioni di mining. Uno di questi e` [1], dove Pensa et al. propongono
un framework per l’anonimato di dati sequenziali, definendo un mo-
dello di attacco e la contromisura associata. In piu`, essi introducono
anche l’algoritmo BF-P2kA che implementa la contromisura propo-
sta.
In questa tesi si presenta un algoritmo che e` anch’esso un’istanza del
framework descritto in [1] e rappresenta un’alternativa all’algoritmo
BF-P2kA. Esso genera una versione anonima del dataset originale,
con l’obiettivo di vanificare attacchi maliziosi, mantenendo al tem-
po stesso consistenti i risultati di mining di pattern sequenziali. In
piu`, la bonta` dell’algoritmo e` validata empiricamente effettuando
esperimenti su dataset reali costituiti da log di processi e log di ac-
cessi web e su dataset su larga scala, formati da traiettorie, tracciate
Introduzione 6
sulla citta` di Milano da dispositivi GPS, posti su veicoli in movi-
mento. Durante gli esperimenti vengono comparate le collezioni di
pattern sequenziali frequenti, estratte prima e dopo la generazione
del dataset anonimo. I risultati ottenuti mostrano che si preserva
sostanzialmente la collezione di questi pattern, soprattutto in data-
set densi. Inoltre, i risultati ottenuti presentano un miglioramento
rispetto a quelli ottenuti effettuando gli stessi test con l’algoritmo
BF-P2kA.
La tesi sara` organizzata nel modo seguente: nel primo capitolo sara`
data una descrizione del problema di eseguire mining su dati se-
quenziali, presentando anche diversi algoritmi di risoluzione. Nel
secondo capitolo si parlera` del problema della privacy, descrivendo
la legislazione vigente, con il suo percorso evolutivo, ed introducen-
do alcune tecniche di anonimato proposte in letteratura. Particolare
importanza sara` data alla k-anonymity che e` alla base del lavoro
presentato in questa tesi. Il terzo capitolo sara` dedicato al problema
del mantenimento della privacy di dati di natura sequenziale, pre-
sentando il framework introdotto in [1] ed altri metodi di anonimato
su dati sequenziali. Nel quarto capitolo sara` descritto il nuovo meto-
do oggetto della tesi, mentre nel quinto capitolo saranno presentati
gli esperimenti condotti, con i risultati relativi.
Capitolo 1
Mining di Pattern
Sequenziali
Le tecniche di data mining sono volte alla ricerca di informazione
in grandi database. Una delle piu` popolari di esse e` l’identificazione
di pattern frequenti e di regole di associazione su di essi. Agrawal e
Srikant in [2] hanno dedicato la loro attenzione alla ricerca di pat-
tern sequenziali, che sono alla base di cio` che andremo ad affrontare
in seguito. In questo caso, il database in oggetto e` costituito da se-
quenze, ognuna delle quali e` formata da una lista di transazioni,
ordinate per transaction-time.
1.1 Definizione del problema
Denotiamo un itemset come (i1, i2, .., im), dove gli ij sono item,
ed una sequenza come < s1, s2, .., sn >, dove gli sj sono itemset.
Una sequenza < a1, a2, .., an > e` contenuta in un’altra sequenza
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< b1, b2, .., bm > se
n <= m
∃ i1 < i2 < .. < in tali che a1 < bi1 , a2 < bi2 , .., an < bin
(1.1)
Per esempio, la sequenza < (3)(45)(8) > e` contenuta nella sequenza
< (7)(38)(9)(456)(8) >.
Un esempio pratico e` dato da un database costituito dalle transa-
zioni dei clienti di un negozio, dove un tipico record consiste nella
data della transazione (transaction-time) e negli oggetti (item) ac-
quistati dai clienti. Tutte le transazioni relative ad un singolo cliente
posso essere viste come una sequenza, dove ogni transazione cor-
risponde ad un itemset, e la lista delle transazioni, ordinate per
transaction-time, rappresenta la sequenza.
Dato un database D di questo tipo, il supporto di una determi-
nata sequenza e` dato dal numero di record che la contengono, in
base alla definizione di contenimento in 1.1. Quindi, il problema di
determinare pattern sequenziali equivale a trovare, dato in ingres-
so un supporto minimo, tutte le sequenze massimali che hanno un
supporto superiore o uguale a quello minimo.
1.2 Risoluzione del problema: un primo
approccio
La ricerca di pattern sequenziali puo`, in un certo senso, essere
pensata come la ricerca di regole associative su database tempo-
rali. Mentre le regole di associazione identificano pattern all’inter-
no di eventi (itemset), e` ora necessario scoprire pattern tra eventi
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(sequenze). L’insieme delle sequenze frequenti trovate rappresen-
ta un sovrainsieme di quello degli itemset frequenti. Quindi, sulla
base di quest’analogia, sono stati proposti alcuni algoritmi come va-
rianti dell’algoritmo Apriori. Quest’ultimo si basa su un principio
fondamentale:
Se un itemset e` frequente, tutti gli itemset in esso con-
tenuti sono frequenti. Viceversa, se un itemset e` infre-
quente, tutti gli itemset che lo contengono devono essere
anch’essi infrequenti.
Applicando questo principio al nostro problema, otteniamo un al-
goritmo che procede nel seguente modo: inizia considerando le se-
quenze formate da un unico itemset e ne calcola il supporto. Tutte
quelle il cui supporto e` superiore al minimo richiesto, costituiranno
1-sequenze frequenti e saranno alla base della fase successiva. Le
altre vengono eliminate.
In generale, al k-esimo passo vengono considerate tutte le (k-1)-
sequenze frequenti, che hanno superato il passo precedente, e con
esse vengono generate k-sequenze. A questo punto se ne calcola il
supporto e, se questo e` inferiore a quello minimo, la sequenza rela-
tiva viene eliminata. Si procede iterativamente in questo modo fino
a che non e` piu` possibile generare nuove sequenze frequenti.
Per riassumere, ogni passo dell’algoritmo puo` essere sintetizzato in
due fasi:
1. Generazione dei candidati: fase in cui vengono generate
k-sequenze sulla base delle (k-1)-sequenze frequenti;
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2. Pruning dei candidati: eliminazione dei candidati il cui
supporto non raggiunge quello minimo.
I vari algoritmi proposti variano a seconda di come viene imple-
mentata la fase di generazione.
1.3 Ridefinizione ed arricchimento del
problema
In un successiovo lavoro [3], gli stessi autori hanno approfondito
il problema per ovviare a delle limitazioni:
• Assenza di vincoli temporali: spesso gli utenti sono in-
teressati a definire gap temporali minimi e massimi tra due
elementi adiacenti in una sequenza;
• Rigidita` nella definizione delle transazioni: in molte ap-
plicazioni, non importa se uno stesso item e` presente in piu`
di una transazione di un pattern sequenziale, se i tempi del-
le transazioni sono contenuti entrambi in un’unica finestra
temporale. Quindi, si puo` considerare il problema in cui ogni
elemento del pattern puo` appartenere all’unione degli item re-
lativi ad un set di transazioni, la cui differenza tra il massimo
ed il minimo transaction-time e` inferiore ad una determinate
finestra temporale.
• Assenza di tassonomie: in molti database sono presenti ge-
rarchie tra gli item che costituiscono i dati. Gli utenti potreb-
bero essere interessati a trovare pattern sequenziali sugli item
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lungo differenti livelli della tassonomia. E’ necessario quin-
di estendere il problema per permettere l’utilizzo di questa
funzionalita`.
Per far questo, Agrawal e Srikant hanno presentato un algoritmo
che trova pattern sequenziali in datebase dotati di vincoli temporali,
finestre temporali per la definizione delle transazioni e tassonomie.
Tale algoritmo e` il GSP, Generalized Sequential Patterns. Prima di
andarlo a descrivere, ridefiniamo il problema in questo modo:
dato I = (i1, i2, .., im) insieme di item, definiamo T come un grafo
diretto ed aciclico (DAG) su tali item. Ogni arco del grafo rappre-
senta una relazione tra gli item, che ne costituiscono gli estremi. Ad
esempio, se esiste un arco che va dall’item p a c, possiamo dire che
c e` figlio di p, quindi p ne e` il padre, cioe` una sua generalizzazione.
Chiamiamo xˆ un antenato di x (quindi x sara` un discendente) se
esiste un cammino da xˆ ad x.
Come in precedenza, un itemset e` un insieme non vuoto di item
e una sequenza e` una lista ordinata di itemset. Un item puo` esse-
re presente in un elemento della sequenza una sola volta, ma puo`
ripetersi in diversi elementi. Possiamo assumere, senza perdita di
generalita`, che gli item, costituenti un elemento della sequenza, so-
no mantenuti in ordine lessicografico.
L’input del problema e` un database D di sequenze, chiamato data-
sequences. Ogni data-sequence e` una lista di transazioni, ordina-
te in modo crescente per transaction-time. I campi di una singola
transazione sono i seguenti: ID di sequenza, ID della transazione,
transaction-time e l’insieme di item presenti nella transazione. Non
e` richiesto che gli item di una transazione siano nodi di T , sebbe-
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ne ci si aspetti che cio` avvenga. Per semplicita`, si assume che non
ci siano piu` transazioni in una sequenza con lo stesso transaction-
time, quindi questo campo puo` essere preso come identificativo della
transazione. In piu`, non vengono considerate le quantita` degli item
delle transazioni. La nozione di supporto e` la stessa data sopra,
ma va rivista la definizione di “contenimento” in base ai concetti
appena introdotti:
• Come in [2]: in assenza di tassonomie, finestre tempora-
li e vincoli di tempo, per la definizione di contenimento tra
sequenze ci si rimanda a quella data in precedenza;
• Aggiungendo tassonomie: una transazione t contiene un
item x ∈ I, se x e` presente in t o e` un antenato di un qualche
item di t. Analogamente, una transazione t contiene un item-
set y ∈ I, se se t contiene ogni item di y. Una sequenza d =<
d1, d2, .., dn > contiene una sequenza s =< s1, s2, .., sm > se
esiste un insieme di interi i1, i2, .., im tali che si e` contenu-
to in di1 , s2 e` contenuto in di2 , .. , sm e` contenuto in dim .
In assenza di tassonomie, si degenera in un semplice test di
sottosequenza.
• Aggiungendo finestre temporali: questa modifica va ad
influenzare il contributo che da una sequenza al calcolo del
supporto di un’altra sequenza, permettendo ad un insieme
di transazioni di contenere elementi di una sequenza se la
differenza tra i transaction-time, relativi alle transazioni nel-
l’insieme, e` inferiore alla dimensione della finestra. Formal-
mente, una sequenza d =< d1, .., dn > contiene una sequenza
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s =< s1, .., sm > se esistono degli interi l1 ≤ u1 < l2 ≤ u2 <
.. < lm ≤ um tali che:
1. si e` contenuto in
⋃ui
k=li
dk per 1 ≤ i ≤ m
2. transaction-time(dui) – transaction-time(dl1)≤ dim-finestra
per 1 ≤ i ≤ n
• Aggiungendo vincoli di tempo: questi vincoli restringo-
no il gap tra insiemi di transazioni che contengono elementi
consecutivi della sequenza. Date le sequenze d ed s e gli in-
teri della precedente definizione, aggiungiamo due ulteriori
condizioni:
3. transaction-time(dli) – transaction-time(dui−1) > min-gap,
per 2 ≤ i ≤ m
4. transaction-time(dui) – transaction-time(dli−1)≤max-gap,
per 2 ≤ i ≤ m
Rinominando il transaction-time(dli) come start-time(si) e il
transaction-time(dui) come end-time(si), questi tempi corri-
spondono al primo e all’ultimo transaction-time dell’insieme
di transazioni che contiene si.
In assenza di tassonomie e con min-gap= 0, max-gap= ∞, dim-
finestra= 0, questo problema corrisponde a quello in [2].
1.4 Algoritmi di risoluzione
Presentiamo ora tre algoritmi di risoluzione del problema appe-
na definito.
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1.4.1 GSP: Generalized Sequential Patterns
L’algoritmo GSP trova i pattern sequenziali, il cui supporto e`
superiore a quello minimo, in un database in cui possono essere
presenti tassonomie e dati in ingresso il min-gap, il max-gap e dim-
finestra. Questo viene fatto eseguendo passi multipli sui dati.
Senza entrare troppo nei particolari, ma rimandandoci a [3], pos-
siamo affermare che la linea generale adottata da GSP e` la stes-
sa dell’algoritmo Apriori. Infatti, ad ogni passo vengono generate
delle sequenze candidate sulla base dei risultati ottenuti al passo
precedente, per poi eliminare quelle il cui supporto non raggiun-
ge il minimo. La generazione avviene combinando l’insieme delle
(k-1)-sequenze frequenti con se stesso. Ovviamente, ci sono delle
differenze tra GSP ed Apriori che permettono di rispettare le tas-
sonomie, la finestra temporale ed i vincoli di tempo.
L’algoritmo GSP non e` detto che riesca ad operare completamente
in memoria principale. Puo` accadere infatti che non vi entri l’intero
insieme di candidati. In questo caso l’algoritmo deve lavorare sulla
frazione di candidati in memoria, registrare i risultati su disco fisso
e caricare una nuova frazione di candidati in memoria per conti-
nuare ad operare.
Dal punto di vista dell’efficienza, GSP ha il grosso inconveniente
di effettuare ripetute scansioni sui dati e di utilizzare strutture ha-
sh molto complesse che sono povere di proprieta` di localita`. Per
questo, puo` accadere che vengano preferiti i prossimi algoritmi.
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1.4.2 SPADE: Sequential Pattern Discovery using
Equivalence classes
In [4] J. Zaki ha presentato un nuovo algoritmo, SPADE, che
utilizza delle proprieta` combinatorie dei dati per decomporre il pro-
blema originale in sottoproblemi piu` piccoli, che possono essere ri-
solti indipendentemente dagli altri in memoria principale, usando
efficienti tecniche di ricerca su reticoli e semplici operazioni di join.
Tutte le sequenze vengono identificate cono sole tre scansioni del
database.
La scomposizione in sottoproblemi viene effettuata dividendo l’in-
sieme delle sequenze in classi di equivalenza. Definiamo la funzione
p : (S,N)→ S, dove S rappresenta l’insieme delle sequenze, N e` un
insieme di interi non negativi e p(X, k) = X[1 : k], cioe` e` il prefisso
di lunghezza k di X. Definiamo ora la relazione di equivalenza Θk
sul reticolo S in questo modo: ∀X, Y ∈ S, X e` equivalente ad Y ,
X ≡θk Y , se e solo se p(X, k) = p(Y, k). In altre parole, due sequen-
ze stanno nella stessa classe di equivalenza di ordine k, se hanno lo
stesso prefisso di lunghezza k.
L’algoritmo inizia calcolando gli insiemi delle 1-sequenze e delle
2-sequenze frequenti. Su di esse genera le classi di equivalenza di
ordine 1, sulle quali puo` lavorare indipendentemente. Se esiste al-
meno una classe di equivalenza che non entra interamente in me-
moria principale, questa viene decomposta nuovamente. Si procede
in questo modo ricorsivamente fino a che ogni classe e` di dimen-
sioni appropriate alla memoria principale, ottenendo una gerarchia
di classi di equivalenza su piu` livelli. A questo punto si generano
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sequenze frequenti su ogni sottoproblema. Per far questo si puo`
procedere seguendo due differenti strategie:
• Ricerca Breadth-First (BFS): questo tipo di ricerca opera
sui reticoli, generati dalla scomposizione in classi di equiva-
lenza, processando tutti i reticoli fratelli, appartenenti allo
stesso livello, prima di spostarsi sui livelli sottostanti.
• Ricerca Depth-First (DFS): in questo caso invece, ci si
sposta lungo tutto un cammino, che scende ad ogni passo di
livello, prima di iniziare un nuovo cammino.
Il vantaggio, dato dall’utilizzo della BFS, sta nel fatto che ad ogni
passo abbiamo maggiori informazioni per effettuare il pruning dei
candidati, in quanto conosciamo l’intero insieme di sequenze gene-
rate dal livello precedente. D’altra parte pero`, la BFS richiede un
maggior utilizzo di memoria principale, rispetto alla DFS.
Una volta risolti i singoli sottoproblemi, viene eseguito il join dei
risultati per ottenere l’insieme finale dei pattern frequenti.
1.4.3 PrefixSpan: Prefix-projected Sequential pat-
tern mining
Prima di iniziare la descrizione di questo algoritmo, e` necessa-
rio introdurre altre definizioni. Nel far questo assumeremo, senza
perdita di generalita`, che le sequenze siano tenute tutte in ordi-
ne alfabetico. Per esempio, la sequenza < a(bac)(ca)d(fc) > sara`
sostituita dalla sequenza < a(abc)(ac)d(cf) >. Data una sequen-
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za α =< e1, e2, .., en >, una sequenza β =< e
′
1, e
′
2, .., e
′
m >, con
(m ≤ n), e` detta prefisso di α se e solo se:
• e′i = ei per (i ≤ m− 1);
• e′m ⊆ em;
• tutti gli item in (em−e′m) vengono alfabeticamente dopo quelli
in e
′
m.
Supponiamo che la sequenza β sia anche sottosequenza di α, β v α.
Una sottosequenza α
′
di α ne e` una proiezione, rispetto a β se e
solo se:
• β e` prefisso di α′ ;
• non esistono sovrasequenze α′′ di α′ (α′ v α′′ed α′ 6= α′′) tali
che α
′′
e` sottosequenza di α ed ha come prefisso β.
Supponiamo ora di avere la sequenza α
′
=< e1, e2, .., en >, proie-
zione di α rispetto la prefisso β =< e1, e2, .., em−1, e
′
m > (m ≤ n).
La sequnza γ =< e
′′
m, em+1, .., en > e` detta postfisso di α rispetto
a β (si denota γ = α/β), dove e
′′
m = (em − e′m).
Se β non e` una sottosequenza di α, sia la proiezione sia il postfisso
sono vuoti.
L’algoritmo PrefixSpan, presentato in [5], partiziona il problema
ricorsivamente in base a questo lemma:
Lemma 1. Siano α un pattern sequenziale di lunghezza l, con
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l ≥ 0, e β1, β2, .., βm l’insieme di tutti i pattern sequenziali di lun-
ghezza (l + 1) aventi come prefisso α. L’insieme di tutti i pattern
sequenziali, aventi come prefisso α, ad eccezione di α stesso, puo`
essere diviso in m sottoinsiemi disgiunti. Il j-esimo sottoinsieme
(1 ≤ j ≤ m) e` costituito dai pattern sequenziali aventi prefisso βj.
Se e` necessario, ogni sottoinsieme dei pattern sequenziali puo` esse-
re ulteriormente suddiviso. Una volta ottenuti tutti i sottoinsiemi,
per eseguirne il mining, l’algoritmo ne costruisce la corrispondente
proiezione in base alla seguente definizione:
Dato il pattern sequenziale α, appartenente al database di sequenze
S, l’ α-proiezione del database, denotata S|α, e` la collezione di
postfissi delle sequenze in S rispetto ad α.
Per calcolare il supporto di una sequenza nella proiezione del data-
base, si procede in questo modo:
Dati α, pattern sequenziale nel database di sequenze S, e β, se-
quenza avente α come prefisso, il supporto di β nella proiezione del
database S|α, denotato supportoS|α(β), e` pari al numero di sequen-
ze γ in S|α tali che β v α · γ.
Nella proiezione di un database vale il seguente lemma:
Lemma 2.Dati α e β, due pattern sequenziali nel database di
sequenze S, tali che α e` un prefisso di β:
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1. S|β = (S|α)|β;
2. per ogni sequenza γ, avente α come prefisso, supportoS(γ) =
supportoS|α(γ);
3. la dimensione dell’ α−proiezione del database non puo` essere
piu` grande della dimensione di S.
In base alle definizioni che sono state appena date, l’algoritmo si
comporta in questo modo:
• Prende in ingresso un pattern sequenziale α, la lunghezza l
di α, l’α − proiezione del database se α 6= 〈〉, altrimenti il
database S di sequenze;
• Scandisce una volta S|α (oppure S) e trova l’insieme di item
b frequenti, tali che:
1. b puo` essere assemblato all’ultimo elemento di α per
formare un pattern sequenziale, oppure
2. 〈b〉 puo` essere concatenato ad α per formare un pattern
sequenziale;
• Per ogni item b trovato, esso viene concatenato ad α per
formare il pattern α
′
, il quale viene restituito in output;
• Per ogni α′ viene costruita l’α′−proiezione del database S|α′
e viene richiamato PrefixSpan(α
′
, l + 1, S|α′ ).
La correttezza dell’algoritmo e` garantita dai lemma precedentemen-
te esposti. Per quanto riguarda l’efficienza, si puo` dire che quest’al-
goritmo e` migliore rispetto a GSP in quanto genera un numero
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inferiore di candidati. Infatti, non vengono generati candidati non
esesistenti nella proiezione, quindi lo spazio di ricerca e` inferiore.
In piu`, come indicato dal secondo lemma, la proiezione di un da-
tabase e` piu` piccola del database di partenza. Nonostante questo,
il costo principale dell’algoritmo e` rappresentato dalla costruzione
delle proiezioni e queste vanno formate per ogni pattern sequenziale.
Spesso, il numero di pattern sequenziali e` abbastanza alto, quindi
e` necessario utilizzare delle tecniche particolari che diminuiscono il
numero delle proiezioni da costruire per contenere i costi.
1.5 Pattern di Traiettorie
Andiamo a presentare un’estensione dei pattern sequenziali vol-
ta allo studio dei fenomeni correlati al movimento degli oggetti nello
spazio e nel tempo. Tali movimenti di persone o veicoli possono es-
sere osservati in determinate aree, grazie alle tracce digitali lasciate
da dispositivi mobili collegati ad infrastrutture di reti wireless. Un
esempio di queste tracce sono i log di posizionamento lasciati dai
cellulari connessi alla rete GSM, che in ogni momento indicano la
cella nella quale essi sono posizinati, o, analogamente, i record di
posizione (latitudine e longitudine) registrati dai dispositivi GPS,
che costantemente sono esposti, durante il loro funzionamento, ad
un satellite GPS, e collezionati da appositi server.
Introdurremo quindi i pattern di traiettorie, una descrizione concisa
degli spostamenti frequenti in termini di spazio (le regioni visitate
durante il movimento) e tempo (la durata dei movimenti). Questi
nuovi pattern rappresentano un insieme di traiettorie individuali
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che condividono la proprieta` di toccare la stessa sequenza di luoghi
in tempi simili. Va osservato che in un pattern di traiettorie non
va indicato il percorso preciso che e` stato seguito per spostarsi da
una regione all’altra, ma cio` che e` interessante e` la sola sequenza
di regioni. Similmente, le traiettorie individuali che vengono aggre-
gate in un unico pattern non devono essere simultanee, ma basta
che percorrano la stessa sequenza di regioni in tempi simili, sebbene
inizino in tempi assoluti differenti.
I pattern di traiettorie possono essere considerati una variante delle
sequenze con annotazioni temporali, in breve TAS, introdotte in [6],
dove viene aggiunta informazione alla semplice sequenza, sui tempi
di transazione tra i suoi elementi. Una TAS ha la seguente forma:
T = s0
α1→ s1 α2→ ... αn→ sn
oppure puo` essere rappresentata dalla coppia T = (S,A), com-
posta dalla sequenza S = 〈s0, .., sn〉 con annotazioni temporali
A = 〈α1, .., αn〉.
Dato un tempo di riferimento τ , una TAS T = s0
α1→ ... αn→ sn e`
τ -contenuta in una sequenza di input I = 〈(I0, t0), .., (Im, tm)〉, e si
denota T t I, se e solo se esiste na sequenza di interi 0 ≤ i0 <
... < in ≤ m tale che:
1. ∀0≤k≤n sk ⊆ Iik ;
2. ∀1≤k≤n |αk − α′k| ≤ τ
dove ∀1≤k≤n α′k = tik − tik−1 .
Essenzialmente, si puo` dire che una TAS T e` τ -contenuta nella
1.5 Pattern di Traiettorie 22
sequenza di input I se c’e` un’occorrenza di T in I avente tempi di
transazione simili alle annotazioni di T.
1.5.1 T-Pattern: definizione del problema
Per estendere una sequenza con annotazioni temporali (TAS),
in maniera tale da rappresentare delle traiettorie (come riporta-
to in [7]), abbiamo bisogno di sostituire gli elementi discreti del-
la sequenza con coordinate spaziali. Quindi, una traiettoria, o se-
quenza spazio-temporale (ST-sequence), e` una sequenza di triple
S = 〈(x0, y0, t0), .., (xk, yk, tk)〉, dove i ti (i = 0..k) sono timestamp,
∀0≤i<k ti < ti+1 e le coppie (xi, yi) rappresentano punti in R2.
Si puo` quindi affermare che, la differenza essenziale tra eseguire mi-
ning su sequenze spazio-temporali ed eseguire mining su sequenze
standard e` data dal fatto che il primo focalizza l’attenzione sulle
relazioni esistenti tra punti nello spazio, ordinati cronologicamen-
te, mentre il secondo focalizza l’attenzione su eventi che possono
essere di una qualsiasi natura. Nel caso standard, per verificare il
match tra due eventi e` necessario semplicemente eseguire un te-
st di uguaglianza tra due simboli. Invece, nel caso delle sequenze
spazio-temporali, bisogna introdurre i concetti di approssimazione
ed errore tollerato. Tutto cio` puo` essere fatto definendo una funzio-
ne di confine N : R2 → P(R2), che assegna alla coppia (x, y) un
insieme di punti di confine N(x, y).
Dati una sequenza di punti nello spazio S = 〈(x0, y0), .., (xk, yk)〉,
una sequenza spazio-temporale T = 〈(x′0, y′0, t′0), .., (x′n, y′n, t′n)〉 ed
una funzione di confine N : R2 → P(R2), si puo` dire che S e` conte-
nuta (contenimento spaziale) in T (S N T , o semplicemente S  T
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se N risulta chiaro dal contesto) se e solo se esiste una sequenza di
interi 0 ≤ i0 < ... < ik ≤ n tali che ∀0≤j≤k (xj, yj) ∈ N(x′ij , y
′
ij
).
Per aggiungere informazione temporale ad un pattern sequenziale,
e` necessario introdurre vincoli di tempo tra elementi consecutivi
del pattern, seguendo lo stesso spirito delle TAS. In questo modo
otteniamo la definizione precisa di T-pattern:
T-Pattern: un pattern di traiettorie e` costituito dalla coppia (S,A),
dove S = 〈(x0, y0), .., (xk, yk)〉 e` una sequenza di punti in R2 e
A = 〈α1, .., αk〉 ∈ Rk+ e` l’annotazione temporale della sequenza. Un
T-Pattern puo` essere rappresentato anche come (S,A) = (x0, y0)
α1→
(x1, y1)
α2→ ... αk→ (xk, yk).
A questo punto, va rivista anche la nozione di contenimento spa-
ziale per aggiungere i vincoli di tempo.
Data una sequenza spazio-temporale T, un tempo di tolleranza
τ , una funzione di confine N : R2 → P(R2) ed un T-Pattern
(S,A) = (x0, y0)
α1→ (x1, y1) α2→ ... αk→ (xk, yk), si dice che (S,A)
e` contenuta (contenimento spazio-temporale) in T ((S,A) N,τ T ,
o semplicemente (S,A)  T , quando N e τ risultano chiari dal
contesto), se e solo se esiste una sottosequenza T
′
di T, T
′
=
〈(x′0, y′0, t′0), .., (x′k, y′k, t′k)〉, tale che:
1. S N T ′ , e
2. ∀1≤j≤k |αj − α′j| ≤ τ
dove α
′
j = t
′
j − t′j−1.
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Quindi, dato un database D, un tempo di tolleranza τ , una fun-
zione di confine N() ed un supporto minimo smin, il problema
di eseguire mining su pattern di traiettorie consiste nel trovare
tutti i T-Pattern frequenti, cioe` tutti i T-Pattern (S,A) tali che
suppD,τ,N(S,A) ≥ smin, dove suppD,τ,N di un T-Pattern (S,A) e` da-
to dal numero di traiettorie T ∈ D tali che (S,A) N,τ T .
Va notato che la funzione di confine e` un parametro della defi-
nizione di contenimento e differenti funzioni di confine portano
a varianti differenti di T-Pattern frequenti. In particolare, alcune
scelte potrebbero portare ad un problema di mining molto compli-
cato, mentre altre scelte potrebbero portare ad un problema piu`
trattabile.
1.5.2 Regioni di interesse
Come detto nel precedente paragrafo, scegliere una particolare
funzione di confine significa implementare una sorta di nozione di
similarita` spaziale, che verra` poi utilizzata per effettuare il test di
contenimento. In generale, possiamo assumere che lo spazio venga
partizionato in un insieme R di regioni di interesse (RoI - Regions
of Interest) e che la funzione di confine si limiti ad abbinare, ad
un dato punto dello spazio, la regione alla quale esso appartiene.
A questo punto pero`, e` necessario definire tale insieme R e per
far questo si possono seguire due vie: assumere che l’insime venga
dato in ingresso all’algoritmo di mining insieme al database su cui
ricavare informazione; partizionare lo spazio in regioni disgiunte,
che hanno la caratteristica di essere particolarmente frequentate.
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Scelta statica delle regioni d’interesse (Static RoI)
Ricevendo in input l’insieme delle regioni R, la funzione di con-
fine sara` cos`ı definita:
NR(x, y) =
{
A se A ∈ R ∧ (x, y) ∈ A
∅ altrimenti
Quindi, i confini di un punto nello spazio sono rappresentati dal-
l’intera regione di appartenenza e due punti sono simili se appar-
tengono alla stessa regione. Tutti i punti, che non appartengono a
nessuna regione dell’insieme, hanno i confini vuoti e non sono simili
a nessun altro punto.
Costruzione dinamica delle regioni d’interesse (Dinamic
RoI)
Se l’insieme delle regioni non e` conosciuto a priori, e` necessario
calcolarlo automaticamente, seguendo qualche euristica. Una volta
fatto questo, la funzione di confine sara` definita come nel precedente
caso.
La via naturale, per identificare l’insieme delle regioni, e` quella di
partizionare i punti toccati dalle varie traiettorie eseguendo una
sorta di clustering. Nella pratica, possono essere usati vari metodi:
• selezionare, su un database di luoghi di interesse (negozi, ri-
storanti, palestre ecc...), degli insiemi che soddisfino determi-
nate condizioni (ad esempio, tutti i negozi o ristoranti di una
determinata strada...);
• eseguire un’analisi automatica delle traiettorie, ad esempio
1.5 Pattern di Traiettorie 26
selezionando regioni quadrate minimali, tali che siano state
visitate da almeno il 10% degli oggetti;
• eseguire un mix dei due precedenti metodi.
In [7] viene presentato un esempio del secondo metodo di scelta,
che consiste nello scegliere le regioni d’interesse facendo uso solo
delle sequenze spazio-temporali, senza considerare nessuna forma
di informazione geografica aggiuntiva.
Per far questo, si considerano le regioni d’interesse come delle zone
visitate da molti individui distinti. Si puo` quindi iniziare dal livello
di granularita` piu` fine, prendendo punti dello spazio popolari, per
poi raffinare e computare la popolarita` di un punto come il numero
di oggetti distinti che vi sono passati, rispetto ad una determinata
funzione di confine.
Il calcolo della popolarita` di un punto e` un problema che puo` di-
ventare complesso e computazionalmente costoso, se eseguito in uno
spazio continuo. In piu`, la complessita` puo` aumentare in base al ti-
po di funzione di confine scelta (ad esempio, trattare regioni sferiche
e` piu` difficile che trattare regioni quadrate), oppure se viene adot-
tata una qualche forma di regressione tra i punti di una traiettoria
(lavorare con la regressione e` molto piu` difficile che lavorare con i
punti della traittoria espressi in maniera esplicita).
Per rendere piu` efficiente il calcolo dei punti di interesse, lo spazio
di lavoro viene discretizzato in una griglia con celle di piccole di-
mensioni. Quindi, la densita` di ogni cella viene calcolata, prendendo
ogni singola traiettoria ed incrementando la densita` di tutte le celle
che contengono almeno uno dei suoi punti, o (tenendo in conside-
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razione l’incertezza) che si intersecano nei bordi con uno dei suoi
punti. Questo processo viene eseguito in maniera tale da assicurare
che la densita` di ogni cella venga aumentata al massimo una volta
per ogni traiettoria.
Capitolo 2
Privacy e tecniche di
anonimato
Sebbene le operazioni di mining portino ad accumulare cono-
scenza molto interessante, queste non possono esserere eseguite in
maniera indiscriminata. Infatti, e` necessario fare attenzione a non
violare la privacy individuale delle persone a cui i dati fanno riferi-
mento.
In questo capitolo, sara` presentata prima la questione privacy dal
punto di vista legislativo, per poi entrare nel merito delle tecniche
di anonymity, proposte dalla comunita` scientifica. In particolare,
si parlera` dettagliatamente del concetto di k-anonymity che e` alla
base dell’argomento trattato in questa tesi.
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2.1 La legislazione sulla privacy
Tra tutti i diritti umani, il rispetto della privacy e` forse il piu`
difficile da definire perche´ varia a seconda del contesto, della cultura
e dell’ambiente. Allo stesso tempo, e` fondamentale che sia garantito
per salvaguardare la digita` e le liberta` di parola e di associazione
degli individui.
Due sono gli aspetti fondamentali che vanno considerati:
• Privacy sull’informazione: include tutte le leggi che rego-
lano il collezionamento e mantenimento dei dati personali.
• Privacy sulla comunicazione: riguarda la sicurezza e la
confidenzialita` di tutte le forme di comunicazione, come le
telefonate, la posta tradizionale, la posta elettronica ecc...
Dal punto di vista legislativo, possono essere adottati quattro mo-
delli per la protezione della privacy, indipendentemente o simulta-
neamente:
1. Leggi globali: sono leggi generali che governano la raccolta,
l’uso e la diffusione delle informazioni private, sia in cam-
po privato, sia in campo pubblico. Un organismo di controllo
provvede ad assicurare che chi colleziona questi dati agisca in
maniera conforme alle leggi. Questo e` il modello che e` stato
adottato dall’Unione Europea. Una variante di questo mo-
dello, adottata da Australia e Canada e definita “modello di
coregolamentazione”, prevede che siano i membri delle indu-
strie a definire le regole, che vengono poi supervisionate da
un’agenzia per la privacy.
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2. Leggi di settore: in quest’approccio, i paesi che lo adottano
emanano leggi distinte a seconda del settore al quale si rife-
riscono. Ad esempio, le informazioni finanziarie avranno un
trattamento differente rispetto a quelle mediche. Il principa-
le inconveniente di questo modello e` che richiede una nuova
legge per ogni nuova tecnologia. Di conseguenza, spesso ci
si puo` trovare in situazioni in cui l’ordinamento politico e`
in ritardo rispetto allo sviluppo tecnologico. Tra i paesi che
hanno adottato questo modello ci sono anche gli Stati Uniti
d’America.
3. Autoregolamentazione: si puo` pensare, almeno in teoria,
che la protezione della privacy possa essere garantita anche
da una sorta di autoregolamentazione delle industrie e delle
compagnie. In questo caso, gli organismi direttivi di quest’ul-
time provvedono a stabilire dei codici di condotta che dovran-
no essere seguiti all’interno dell’organizzazione. Spesso pero`,
questa forma di protezione porta ad avere codici di regola-
mentazione blandi ed alla mancanza della loro esecuzione.
4. Utilizzo della tecnologia di protezione: in questo caso,
sono gli utenti stessi a proteggere i propri dati, utilizzando
tecnologie come la criptografia, senza che ci siano organismi
superiori che emanino leggi.
In uno stato in cui si voglia garantire un buon livello di protezione, e`
necessario utilizzare insieme tutti i quattro metodi appena proposti.
Volendo aggirare le leggi sulla privacy dello stato di appartenenza,
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si potrebbero trasferire le informazioni personali in un paese dove
le leggi del paese di origine non vengono applicate ed utilizzare l`ı
i dati. Per questo, molte leggi sulla privacy prevedono restrizioni
sul trasferimento di informazione in quei paesi in cui il livello di
protezione non e` considerato adeguato.
2.1.1 Il percorso evolutivo della regolamenta-
zione sulla privacy
I primi passi, verso la protezione della privacy a livello legislati-
vo, sono stati mossi nel 1970 in Germania, quando e` stata emanata
la prima legge sulla protezione dei dati personali. In seguito, altre
leggi nazionali su questo tema sono state emanate in Svezia nel
1973, negli Stati Uniti nel 1974, in Germania nel 1977 ed in Francia
nel 1978.
In seguito a queste leggi, si sono evoluti due strumenti internazionali
molto importanti:
• Il consiglio della convenzione d’Europa per la tutela delle per-
sone, rispetto al trattamento automatizzato dei dati personali.
• L’organizzazione per la cooperazione e lo sviluppo economico
(OECD) per lo sviluppo di linee-guida che governano la pro-
tezione della privacy ed il trasferimento dei flussi di dati sulle
informazioni personali.
Queste politiche definiscono regole specifiche sulla raccolta ed il
mantenimento dei dati e regole che descrivono le informazioni per-
sonali come dati che devono essere tutelati in ogni passo, dalla rac-
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colta alla memorizzazione ed alla diffusione.
Nel 1995, l’Unione Europea ha emanato una direttiva sulla prote-
zione dei dati per armonizzare le leggi degli stati membri, con l’o-
biettivo di garantire un livello consistente di protezione ai cittadini
europei ed assicurare al tempo stesso il libero flusso dei dati per-
sonali attraverso l’Unione Europea. La direttiva definiva un livello
base di privacy comune che, non solo rinforzava le leggi di protezio-
ne correnti, ma stabiliva anche un insieme di nuovi diritti. In essa
sono stati definiti diversi principi base per i cittadini europei, che
includevano i seguenti diritti:
• il diritto di conoscere dove hanno origine i dati;
• il diritto di ottenere la rettifica dei dati inaccurati;
• il diritto di far ricorso nel caso di un processo illegale;
• il diritto di negare il permesso all’uso dei dati in determinate
circostanze.
In piu`, la direttiva imponeva l’obbligo, verso gli stati membri, di
assicurare che le informazioni personali relative ai cittadini europei
avessero lo stesso livello di protezione se esportate in paesi al di
fuori dell’Unione Europea.
Nel 1997, l’Unione Europea ha rafforzato la precedente direttiva,
introducendo come supplemento la direttiva sulla privacy nelle te-
lecomunicazioni, che stabiliva protezioni specifiche per le nuove tec-
nologie, quali i telefoni, la televiosione digitale, le reti mobili, ecc...
Nel luglio del 2000, la Commissione Europea ha rilasciato una pro-
posta per una nuova direttiva in termini di privacy da applicare al
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settore delle comunicazioni elettroniche, con l’intento di rafforzare
i diritti degli individui, estendendo i livelli di protezione esistenti.
Durante questo processo, il Consiglio dei Ministri ha spinto per in-
cludere l’obbligo, verso i fornitori di servizi internet e gli operatori
delle telecomunicazioni, di memorizzare i log delle celle telefoniche,
dei fax, delle e-mail e di tutte le attivita` internet per un massimo di
due anni. Questo provvedimento ha pero` incontrato delle opposizio-
ni perche´, da un lato poteva favorire la prevenzione del terrorismo e
del crimine organizzato, ma dall’altro lato metteva a serio rischio la
riservatezza delle informazioni. In seguito agli attacchi terroristici
dell’11 settembre 2001, il clima politico e` cambiato e nel Parlamento
Europeo sono cresciute le pressioni per l’approvazione della propo-
sta di memorizzazione dei log, che ha trovato sufficienti consensi il
25 giugno 2002, quando il Parlamento Europeo ha votato in favore
della direttiva sulla privacy nelle comunicazioni elettroniche, pro-
posta dalla Commissione Europea.
Nel 2003, l’APEC (Asia-Pacific Economic Cooperation), che con-
siste in 21 paesi, ha iniziato lo sviluppo di uno standard sulla pri-
vacy. Questo fatto e` stato positivo per due motivi: ha incoraggiato
il rafforzamento delle leggi sulla protezione della privacy nei paesi
membri ed ha portato allo sviluppo di una direttiva comune che
bilanciasse la necessita` di proteggere i dati con l’interesse ad ot-
tenere benefici economici da tali dati. Da un altro punto di vista
pero` poteva portare delle conseguenze pericolose a lungo termine, a
livello regionale, se l’APEC avesse accettato uno standard di livello
inferiore.
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2.2 Tecniche di anonimato
Negli ultimi anni si e` avuto un incremento esponenziale delle
informazioni personali contenute nei dati raccolti tramite differenti
canali. Quando le informazioni personali e sensibili sono pubblica-
te e/o analizzate, e` necessario considerare se la privacy di alcuni
individui e` compromessa. L’importanza della privacy sta crescen-
do sempre di piu` e per questa ragione molte tecniche sono state
proposte allo scopo di garantire l’anonimato, sia nel caso in cui i
dati debbano essere pubblicati, sia nel caso in cui essi debbano es-
sere analizzati. Solitamente, queste tecniche sviluppano algoritmi
che trasformano i dati originali in modo tale che i dati privati e
la conoscenza privata rimangano tali anche dopo l’applicazione di
analisi e processi di minig.
Quindi, in generale, il problema dell’anonimato richiede di trova-
re un trade-off ottimo tra due obiettivi contrastanti: (i) preservare
l’utilita` per scopi analitici e mining; (ii) garantire la privacy degli
individui a cui i dati fanno riferimento.
Le diverse tecniche, applicabili per garantire l’anonimato, possono
essere classificate considerando i seguenti quesiti: come i dati so-
no organizzati (centralizzati o distribuiti), cosa e` rivelato (l’intero
database o la conoscenza estratta dai dati), cosa e` nascosto (i da-
ti originali, come l’identita` degli individui a cui essi sono riferiti, o
qualche informazione strategica che puo` essere estratta dai dati). In
base a questa classificazione, in letteratura si possono individuare:
• metodi per garantire l’anonimato dei dati attraverso: (i) il rag-
gruppamento dei dati o (ii) la loro perturbazione, usati quan-
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do si vogliono nascondere i dati stessi. Le tecniche piu` famose,
apparteneti alla categoria (i), sono la k-anonymity [8], la l-
diversity [9] e la t-closeness [10]. Quelle piu` importanti, appar-
tenenti alla categoria (ii), sono le tecniche di randomizzazione
[11, 12]e di data swapping [13].
• tecniche di knowledge hiding, conosciute anche come tecniche
di sanitization[14, 15, 16]. Lo scopo principale e` nascondere
qualche tipo di conoscenza estratta dai dati (come regole o
pattern) considerata sensibile e che potrebbe essere inferita
dai dati.
• metodi per garantire l’anonimato dei risultati ottenuti con le
operazioni di mining [17]. In molti casi, l’output delle ope-
razioni di mining puo` essere utilizzato da avversari per infe-
rire informazioni private significanti. Quindi, in questo caso,
il problema e` come generare e pubblicare modelli di mining
validi, senza rivelare informazione sensibile.
• tecniche di privacy-preserving data mining. In molti casi, in
ambienti distribuiti, i vari possessori dei dati possono avere
la necessita` di collaborare tra di loro per ottenere risultati
di mining aggregati, ma allo stesso tempo essi non si fida-
no l’uno dell’altro e non vogliono distribuire i loro dataset. In
situazioni del genere, possono essere applicate tecniche di par-
tizionamento orizzontale o verticale dei dati [18], in maniera
tale da consentire il mining distribuito e garantire la privacy.
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2.3 K-anonymity
Il lavoro proposto in questa tesi si basa sulla nozione di k-
anonymity inizialmente introdotta in [8]. Si potrebbe pensare che,
per rendere anonimo un dataset, sia sufficiente nascondere le in-
formazioni, all’interno di esso, riguardanti l’identita` degli individui.
Sfortunatamente, eliminare gli identificatori espliciti non basta poi-
che´ e` possibile ricostruire l’identita` usando altri tipi di attributi, che
sono disponibili pubblicamente, come eta`, CAP e sesso. Questo ti-
po di attributi sono conosciuti come “quasi identificatori” (QI) [8],
mentre i rimanenti attributi rappresentano le informazioni priva-
te (PI) a rischio di violazione. Nel lavoro presentato in [19] e` stato
osservato che, per l’87% della popolazione degli Stati Uniti, la com-
binazione di data di nascita, CAP e sesso corrisponde ad un’inica
persona. Quindi, un possibile attaccante, in possesso di queste in-
formazioni, potrebbe reidentificare un utente, seguendo il cosidetto
“linking attack model”, che si riferisce alla capacita` di collegare in-
formazioni estratte dal database con informazioni esterne. In questo
lavoro gli autori propongono la k-anonymity per evitare questo tipo
di attacchi. In particolare, l’obiettivo di questa tecnica e` garantire
che ogni individuo (presente all’interno del database) sia indistin-
guibile all’interno di un gruppo di almeno k individui.
Definizione 1: k-anonymity
Un dataset soddisfa la proprieta` di k-anonymity se, per ogni record
rilasciato, esistono almento altri (k − 1) record, i cui attributi QI
hanno gli stessi valori.
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In letteratura, gli approcci, basati sul concetto di k-anonymity,
solitamente usano metodi di generalizzazione e soppressione, per
ridurre la granularita` di presentazione dei QI. Il metodo di gene-
ralizzazione sostituisce i valori di attributi con un range a cui ap-
partengono, per esempio la citta` puo` essere generalizzata con la
regione. Invece, il metodo di soppressione rimuove il valore di un
determinato attributo. E’ evidente che questi metodi garantiscono
la privacy, ma riducono l’accuratezza dei risultati di analisi sui dati
trasformati.
In [20], e` stato dimostrato che il problema di trovare una k-anonimiz-
zazione ottima e` NP-arduo, ma usando alcune euristiche, questo
problema puo` essere risolto [21, 22].
Capitolo 3
Privacy su sequenze
In questo capitolo, verra` presentato in dettaglio il framework
proposto in [1], che ridefinisce il concetto di k-anonymity partendo
dal presupposto che si stia operando su dataset di sequenze. Inoltre,
saranno brevemente discussi i lavori esistenti in letteratura per l’a-
nonimato di dati di natura sequenziale, come dati spazio-temporali
e dataset relativi a log di processi.
3.1 K-anonymity su dati sequenziali
Il lavoro proposto in [1] presenta un framework di k-anonymity
per dati sequenziali, definendo un modello di attacco e la contromi-
sura associata, ovvero la versione k-anonima del database. Inoltre,
gli autori istanziano questo framework fornendo un metodo spe-
cifico per costruire la versione k-anonima del dataset, cercando di
preservare i risultati ottenuti attraverso il mining di pattern sequen-
ziali.
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Quando si vuole garantire la protezione della privacy su dataset di
sequenze, e` possibile rilevare alcune differenze, rispetto a quanto
esposto nel precedente capitolo, dove si faceva riferimento a data-
base relazionali generici. Ad esempio, sui dati sequenziali, non e`
possibile fare una distinzione precisa tra quasi identificatori ed in-
formazioni personali. In questo caso, un qualsiasi sotto-insieme di
eventi puo` giocare allo stesso tempo il ruolo di QI o di PI. Prendia-
mo in esame il caso delle traiettorie e supponiamo che un attaccante
sia venuto a conoscenza di una sequenza di luoghi visitati da una
determinata persona (magari avendola osservata per un determi-
nato periodo). Volendo riscostruire l’intera traittoria, egli potrebbe
ricercare nel database l’insieme di traittorie contenenti la sotto-
sequenza conosciuta. Se questo insieme dovesse contenere una sola
traiettoria, l’attaccante avrebbe raggiunto il suo obiettivo. Quindi,
in questo caso, la sotto-sequenza svolge il ruolo di QI, mentre l’in-
tera traiettoria quello di PI.
Prima di definire formalmente il problema della k-anonymity per
dati sequenziali, e` necessario introdurre alcune nozioni.
Definizione 1: Sequenza k-harmful
Dati un database di sequenze D ed una soglia di anonimizzazione
k, una sequenza T e` k-harmful (nociva) rispetto a D se e solo se
0 < suppD(T ) < k.
In altre parole, una sequenza e` nociva se il numero di sequenze
in D che la contengono e` superiore a 0 ed inferiore a k. Questo per
due motivi:
3.1 K-anonymity su dati sequenziali 40
• una sequenza di questo tipo puo` essere utilizzata in un attac-
co come QI, in quanto appare poche volte nel database. Di
conseguenza, puo` essere utilizzata per selezionare un insieme
di poche, ma specifiche sequenze complete.
• allo stesso tempo, una sequenza k-harmful rivela informazioni
relative ad un insieme ridotto di individui, che seguono per-
corsi diversi da quelli della folla, quindi mette in evidenza dei
comportamenti anomali, abitudini e preferenze personali. Puo`
quindi essere utilizzata come PI e mettere a rischio la privacy
ti tali individui.
Definizione 2: Linking Attack su sequenze
Un attaccante, dato un database di sequenze D, dove ogni sequenza
e` univocamente associata ad un individuo de-identificato, cerca di
associare le sequenze in D ad un determinato individuo X, basan-
dosi su conoscenza addizionale: (i) una sequenza T (QI), relativa
ad X, e (ii) la consapevolezza che X sia presente nel database. De-
notiamo probD(T ) la probabilita` che tale attacco abbia successo.
Quello che si vuole fare nei metodi di protezione, rispetto a questo
tipo di attacchi, e` tener sotto controllo probD(T ) per ogni possibile
sequenza QI. Il linking attack puo` essere eseguito usando sia sequen-
ze harmful, sia sequenze non-harmful, ma chiaramente il primo caso
e` il piu` pericoloso in quanto l’attaccante ha un’alta probabilita` di
identificare univocamente l’intera sequenza relativa ad un indivi-
duo.
I metodi che implementano il concetto di k-anonymity, solitamente
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non lavorano sul database D di partenza, ma su una sua versione
anonimizzata rispetto ad una soglia k > 1. Introduciamo quindi
una nuova definizione:
Definizione 3: DATASET DI SEQUENZE K-ANONIMO
Dati una soglia di anonimizzazione k e due database si sequenze D
e D′, diciamo che D′ e` la versione k-anonima di D se e solo se ogni
sequenza k-harmful in D e` non k-harmful in D′.
In base a questa definizione si puo` ricavare il seguente teorema:
Teorema 1
Data la versione k-anonima D′ di un dataset di sequenze D, si ha
che per ogni sequenza T, rappresentante un QI, probD′ (T ) ≤ 1k .
Dimostrazione. Vanno presi in considerazione due casi:
Caso 1: se T e` una sequenza k-harmful inD, in base alla Definizione
3, si ha che in D′ non e` k-harmful, cioe` o suppD′ (T ) = 0, che implica
che probD′ (T ) = 0, o suppD′ (T ) ≥ k, che implica che probD′ (T ) =
1
suppD′ (T )
≤ 1
k
.
Caso 2: se T non e` una sequenza k-harmful in D, in base alla
Definizione 3, puo` avere un supporto arbitrario in D′ . Se non e`
k-harmful in D′ si puo` applicare lo stesso ragionamento del caso
1; altrimenti, abbiamo che 0 < suppD′ (T ) < k. In questo caso, la
probabilita` di successo di un linking attack, attraverso la sequenza
T e contro l’individuo X, e` data dalla probabilita` che X sia presente
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in D′ , moltiplicata per la probabilita` che X sia presente in D:
probD′ (T ) =
suppD′ (T )
suppD(T )
× 1
suppD′ (T )
=
1
suppD(T )
≤ 1
k
dove l’ultima disuguaglianza e` giustificata dal fatto che X e` presente
in D per l’assunzione fatta nel linking attack, e quindi suppD ≥ k
per l’ipotesi che T non k-harmful in D.
Grazie a questo teorema, abbiamo un modo formale per calco-
lare la probabilita` di successo di un linking attack. Quello che non
e` definito, e` il modo di calcolare il dataset D′ sulla base di D, ed
e` cio` che diversifica i vari metodi basati sul concetto di k-anonymity.
Andiamo ora a definire il problema di rendere k-anonimo un da-
tabase di sequenze D. Dati un supporto minimo σ ed un database
di sequenze D, denotiamo l’insieme di tutti i pattern sequenziali
σ-frequenti come S(D, σ), mentre l’insieme di tutte le sottosequen-
ze supportate da D lo indichiamo con S(D). Il database D′ dovra`
conservare nel miglior modo possibile la collezione di pattern se-
quenziali.
La definizione formale del problema e` la seguente:
Definizione 4:
Dati un database si sequenze D e una soglia di anonimizzazione
k > 1, trovare la versione k-anonima D′ di D tale che la collezio-
ne di pattern frequenti in D si preservata in D′, cioe` che vengano
rispettate le seguenti condizioni:
3.2 BF-P2kA: Brute Force
Pattern-Preserving k-Anonymization 43
S(D′ , k) = S(D, k)
∀T ∈ S(D′ , k) suppD′ (T ) = suppD(T )
(3.1)
In realta`, questo requisito e` troppo restrittivo, poiche´ richiede che la
collezione di pattern estratta dalla versione anonima del dataset sia
identica a quella estratta dal dataset originale. Pertanto, gli autori
in [1] propongono un metodo che approssima la soluzione ottimale,
garantendo che l’insieme S(D′ , k) sia simile all’insieme S(D, k) e
non uguale, cioe`:
S(D′ , k) ⊆ S(D, k)
∀T ∈ S(D′ , k) suppD′ (T ) ' suppD(T )
(3.2)
Nel prossimo paragrafo sara` presentato tale metodo.
3.2 BF-P2kA: Brute Force
Pattern-Preserving k-Anonymization
L’algoritmo, che e` stato chiamato BF-P2kA (Brute Force Pattern-
Preserving k-Anonymization), si sviluppa in tre fasi:
1. Costruzione dell’albero dei prefissi: come prima cosa,
viene costruito un albero di prefissi PT sulle sequenze di D.
In questo modo, il resto dell’algoritmo dovra` lavorare su una
struttura piu` compatta rispetto ad una semplice lista di se-
quenze.
L’albero puo` essere definito come una tripla (N ,ε,Root(PT )),
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dove N rappresenta un insieme di nodi etichettati, ε e` un in-
sieme di archi e Root(PT ) ∈ N rappresenta un nodo fittizio
radice dell’albero. Ogni nodo, ad eccezione della radice, ha
essattamente un padre e puo` essere acceduto attraverso un
cammino, che e` costituito da una sequenza di archi che ha
inizio nel nodo radice.
Ogni nodo dell’albero e` etichettato con le seguenti informa-
zioni:
• id: identificativo del nodo v;
• item: rappresenta un item della sequenza;
• supporto: e` il supporto della sequenza rappresentata
dal cammino dalla radice al nodo v;
• children: e` la lista dei nodi figli di v.
La costruzione dell’albero viene eseguita con una scansione
completa delle sequenze. Per ogni sequenza T ∈ D, si percorre
il cammino corrispondente al piu` lungo prefisso di T presente
in PT e si appende, all’ultimo nodo del cammino, il resto
della sequenza T . In piu`, si aggiornano i supporti aumentando
quelli relativi al prefisso di una quantita` pari al supporto di
T e settando i restanti nodi della sequenza a suppD(T ).
2. Anonimizzazione dell’albero dei prefissi: per spiegare
come procede l’algoritmo in questa fase, e` necessario prima
introdurre le seguenti definizioni:
• Prefisso minimo: siano S e T due sequenze S = s1s2..sn
e T = t1t2..tk, tali che T e` una sottosequenza di S e sp
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e` il primo item di S tale che T  s1s2..sp. La sequenza
S
′
= s1s2..sp e` il minimo prefisso di S contenente la
sottosequenza T.
• Path Tree: sia PT un albero di prefissi e n un nodo
∈ PT . Il Path Tree di n in PT (PathTree(PT ,n)) e` il
sotto-albero indotto dall’insieme dei nodi appartenenti a
P(n,PT ) piu` il sotto-albero indotto da n.
• Distanza di Levenshtein (o distanza di edit): date
due sequenze S e T, la distanza di edit tra di esse e`
data dal numero di operazioni (inserzione, cancellazione
o sostituzione) necessarie per trasformare una sequenza
nell’altra.
• Sottosequenza comune piu` lunga (LCS): dato un
insieme di sequenze T , la LCS di T e` data dalla piu`
lunga sottosequenza comune a tutte le sequenze in T .
Questa fase iniza con un’operazione di pruning dei sottoalberi
infrequenti e di conseguenza con l’aggiornamento dei supporti.
Questo viene eseguito attraverso una visita dell’albero: ogni
volta che si raggiunge un nodo n, il cui supporto e` inferiore
a quello minimo (k), si prendono tutte le sequenze che con-
tengono il nodo n, cioe` tutte quelle che iniziano con la radice
dell’albero e raggiungono attraverso un cammino una foglia
del sottoalbero avente come radice il nodo n. Tali sequenze
vengono inserite con il proprio supporto in una lista Lcut. A
questo punto, il sottoalbero di radice n viene tagliato da PT
e si aggiornano i supporti dei nodi appartenenti al cammino
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che inizia nella radice e termina sull’ultimo nodo frequente
precedente ad n.
Al termine dell’operazione di pruning, si tenta di riattaccare
le sequenze della lista Lcut alle sequenze di PT . In particola-
re, per ogni sequenza S ∈ Lcut si calcola la LCS tra S e ogni
sequenza dell’albero. Supponiamo che T sia una sequenza del-
l’albero tale che la LCS calcolata ne e` sotto-sequenza. Allora,
si seleziona il cammino, che rappresenta il minimo prefisso di
T contenente la LCS, e si aggiornano i supporti dei suoi nodi,
aggiungendovi il supporto di S in Lcut. Se ci sono piu` LCS
aventi la stessa lunghezza, si selezionano la LCS e la relativa
sequenza T , tali che la loro distanza di edit sia minima.
3. Generazione delle sequenze anonimizzate: La fase pre-
cedente genera un albero dei prefissi anonimizzato. Da questo,
nell’ultima fase, si ricava il database D′ delle sequenze anoni-
mizzate. In generale, il numero delle sequenze rappresentate
da PT ′ , cioe` dall’albero dei prefissi anonimizzato, e` minore
o uguale al numero delle sequenze del database d’origine D.
Quindi, ogni volta che si genera una sequenza a partire da
PT ′ , il supporto che viene memorizzato in D′ e` pari a quello
ricavabile da PT ′ moltiplicato per il rapporto tra il numero
di sequenze in D ed il numero di sequenze in PT ′ .
Si puo` dimostrare che la procedura appena descritta garantisce che
il database generato sia k-anonimo e che l’insieme dei pattern se-
quenziali di D′ sia un sottoinsieme dei pattern sequenziali di D. In
piu`, gli esperimenti, effettuati dagli autori del lavoro, hanno dimo-
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strato che anche l’impatto sui risultati delle operazioni di cluste-
ring non e` significativo, nonostante questo risultato non fosse tra
gli obiettivi principali che si cercavano di perseguire.
3.3 Breve stato dell’arte sull’anonima-
to per sequenze
Nel contesto dell’anonymity di dati spazio-temporali, sono par-
ticolarmente rilevanti i lavori presentati in [23, 24, 25].
Il primo propone un nuovo concetto di k-anonymity per database
spazio-temporali, basato sulla co-localizzazione degli oggetti sfrut-
tando l’incertezza intrinseca dei luoghi in cui avvengono i loro spo-
stamenti. A causa dell’imprecisione dei sistemi di posizionamento
e campionamento (ad esempio il GPS), la traiettoria di un oggetto
in movimento non e` piu` una linea tracciata su uno spazio tridimen-
sionale, ma e` un volume cilindrico, dove il raggio δ rappresenta la
possibile imprecisione che si potrebbe avere nelle locazioni. Quin-
di, della traiettoria dell’oggetto si sa che e` all’interno del cilindro,
ma non si sa esattamente dove e`. Se un altro oggetto si dovesse
muovere all’interno dello stesso cilindro, le due traiettorie sarebbe-
ro indistinguibili l’una dall’altra. Quest’analisi ha portato gli autori
di [23] alla definizione di (k, δ)-anonymity per database di oggetti
in movimento.
Il concetto di k-anonymity e` usato anche in [24], dove gli autori
trattano il problema della privacy nel contesto di database di tra-
iettorie statiche.
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Infine, in [25] Aboul et al. propongono una tecnica di hiding per
risolvere il problema della privacy. In particolare, essi cercano di
nascondere tutti i pattern di traiettorie che sono considerate sensi-
bili.
Una versione del lavoro [25], generalizzato a semplici sequenze, e`
stata presentata in [26]. In questo lavoro, l’attenzione e` focalizzata
sull’anonimizzazione della conoscenza estratta dai dati, in un conte-
sto in cui sia i dati, sia la conoscenza estratta, hanno una struttura
sequenziale. La tecnica proposta va ad operare sul database D in
maniera tale che l’insieme dei pattern sensibili venga nascosto du-
rante le operazioni di estrazione, ma mantenendo al tempo stesso
la maggior parte dell’informazione contenuta in D.
Un interessante lavoro e` presentato anche in [27], dove gli auto-
ri propongono un framework per l’anonimato di sequenze di re-
gioni/locazioni. Questo lavoro rappresenta una versione ridotta di
quello presentato in [1].
Capitolo 4
Un nuovo metodo:
Anonimato su Sequenze
tramite Segmentazione
In questo capitolo sara` presentato un nuovo algoritmo di anoni-
mizzazione, che sara` chiamato SS-P2kA. Esso rappresenta un’altra
istanza del framework definito nel capitolo precedente. Dato un
dataset di sequenze, tale metodo andra` ad operare su quelle in-
frequenti, sostituendole con le sottosequenze ad esse piu` simili (in
base ad un determinato concetto di similarita`), in maniera tale da
cercare di assicurarne la massima copertura. Il procedimento sara`
poi ripetuto fino a che non ci siano piu` sequenze infrequenti.
Va notato che, l’operare sulle sequenze infrequenti, puo` introdur-
re delle modifiche sul supporto di quelle sequenze che, essendo k-
frequenti in origine, non sono oggetto del procedimento. Tale mo-
difica non e` significativa se il supporto viene aumentato, perche´
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sequenze che gia` erano k-frequenti continuano ad esserlo anche do-
po un aumento del supporto. Ben piu` interessante e` il caso in cui il
supporto venga diminuito. Se infatti, il supporto venisse diminuito
al punto da rendere una sequenza k-infrequente, cio` equivarrebbe a
gettare fumo negli occhi di un potenziale attaccante.
4.1 Definizione del metodo
L’algoritmo SS-P2kA e` volto alla risoluzione del problema de-
scritto in 3.1. Dato un database di sequenze D ed una soglia di
anonimizzazione k, si vuole rendere anonimo D sostituendo ogni
sequenza k-infrequente con un sottoinsieme delle proprie sottose-
quenze (calcolato opportunamente), in modo tale da cercare di ga-
rantirne la massima copertura. Tale procedimento garantisce che
l’output sia un database D′ k-anonimo. Come nel caso del’algorit-
mo BF-P2kA questo metodo non garantisce che la collezione dei
pattern sequenziali k-frequenti rimanga immutata, sia in termini di
pattern presenti, sia in termini di supporto di ciascun pattern, ma,
cerca di preservarla al meglio possibile, rispettando la condizione
3.2.
L’algoritmo prende in ingresso il datasetD di sequenze da rende-
re anonimo e la soglia di anonimizzazione k, e si sviluppa in quattro
fasi:
1. Costruzione del Prefix Tree: il dataset D viene rappre-
sentato utilizzando come struttura dati un Prefix Tree (PT),
equivalente a quello utilizzato nel paragrafo 3.2. Ogni nodo v
dell’albero e` caratterizzato dalle seguenti informazioni:
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• id: identificativo del nodo v;
• item: rappresenta l’etichetta dell’item corrispondente a
v;
• supporto: e` il supporto della sequenza i cui item costi-
tuiscono il cammino dalla radice al nodo v;
• children: e` la lista dei nodi figli di v;
• isfinal: e` un valore booleano che indica se il nodo v rap-
presenta l’ultimo item di una sequenza (se questo valore
e` true, il supporto di tale sequenza sara` dato dal supporto
di v meno la somma dei supporti dei nodi figli).
2. Estrazione dal PT delle sequenze infrequenti: attraver-
so una visita sul Prefix Tree, vengono selezionate le sequenze
k-infrequenti, che saranno poi processate. Il metodo permette
di scegliere due opzioni per selezionare le sequenze:
• whole: con questa opzione le sequenze k-infrequenti ven-
gono selezionate per intero. La visita inizia dalla radice
dell’albero e procede fino a che non si siano attraversa-
ti tutti i nodi. Ogni volta che viene toccato un nodo v,
che ha valore isfinal uguale a true e supporto inferiore
a k (rappresenta quindi l’ultimo item di una sequenza
infrequente), si ricostruisce la sequenza a cui appartie-
ne, procedendo in un cammino inverso che torna alla
radice e appendendo ogni item, che si incontra lungo
questo cammino, in testa alla sequenza. I supporti dei
nodi attraversati vengono decrementati di una quantita`
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pari al supporto di v (che rappresenta anche il supporto
della sequenza k-infrequente che si sta formando) e, se
raggiungono il valore 0, i nodi relativi vengono rimossi
dall’albero.
• cut: con questa opzione, viene selezionata solo la par-
te k-infrequente di ogni sequenza, lasciando inalterato
nell’albero il prefisso k-frequente. Come nel precedente
caso si esegue una visita dell’albero partendo dalla radi-
ce. Pero`, ogni volta che si tocca un nodo v k-infrequente
e con valore isfinal uguale a true, il cammino inverso non
arriva necessariamente fino alla radice, ma si interrompe
appena si incontra un nodo con supporto maggiore di
k (questo nodo non sara` quindi visitato). Tale cammino
arrivera` fino alla radice solo se l’intera sequenza risulta
essere k-infrequente. Anche in questo caso, il supporto
assegnato alla sequenza infrequente sara` pari al suppor-
to di v e i supporti dei nodi attraversati dal cammino
verranno decrementati.
3. Estrazione dei pattern sequenziali frequenti: questa fase
viene eseguita sul dataset di input, utilizzando come supporto
il valore di k. I pattern k-frequenti estratti, saranno poi usati
per ridurre il numero di sequenze infrequenti, fino a rende-
re il dataset k-anonimo. Per eseguire questa fase puo` essere
utilizzato uno qualsiasi degli algoritmi proposti in letteratura.
4. segmentazione delle sequenze infrequenti: questa fase
prende in input la lista di sequenze k-infrequenti (chiama-
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ta Infrequents), generata dalla fase precedente, ed e` la piu`
importante delle quattro. Per ogni sequenza contenuta nella
lista, se ne calcola la LCS con tutti i pattern generati nella
prima fase. Tale LCS e` certamente k-frequente, in quanto e`
contenuta in un pattern frequente ed i pattern frequenti sono
stati estratti con σ = k , e viene quindi inserita in una lista,
chiamata newFrequents, con un supporto pari a quello della
sequenza infrequente da cui e` stata generata. A questo pun-
to si rimuovono dalla sequenza infrequente gli item relativi
alla LCS, si ricompattano quelli rimanenti e si reinserisce la
sequenza restante (se non vuota) nella lista Infrequents. Nel
caso la LCS tra la sequenza corrente ed i pattern frequenti
non dovesse esistere, la sequenza infrequente sarebbe sempli-
cemente rimossa dalla lista. Il procedimento procede in questo
modo fino a che la lista Infrequents non rimane vuota.
5. generazione del dataset anonimizzato: e` la fase fina-
le, che unisce in un unico dataset le sequenze che erano k-
frequenti in partenza con quelle generate dalla fase preceden-
te. Le prime si ottengono mediante una visita del Prefix Tree,
mentre le seconde sono memorizzate nella lista newFrequents.
Le prime due fasi sono indipendenti l’una dall’altra e possono essere
eseguite anche in parallelo. La struttura dati, scelta per la memoriz-
zazione dei pattern frequenti, e` una hashtable avente, come chiavi
di accesso, le lunghezze dei pattern e, come elementi, delle liste
conteneti i pattern lunghi quanto la relativa chiave. Questa scelta e`
stata fatta per rendere meno gravoso, in termini di tempi di esecu-
4.1 Definizione del metodo 54
zione, il calcolo delle LCS. Supponiamo, ad esempio, di aver trovato
una LCS lunga 15 item. Non avrebbe senso andare ad eseguire il
calcolo con pattern piu` corti, in quanto la LCS, per definizione, puo`
essere lunga al massimo quanto la piu` corta delle due sequenze su
cui essa viene calcolata, quindi quella che si otterrebbe sarebbe cer-
tamente piu` corta di quella che abbiamo gia`. Sulla base di questa
valutazione, si procede calcolando la LCS dapprima sui pattern a
chiave massima. Se la lunghezza della sequenza ottenuta e` maggiore
o uguale alla chiave appena inferiore a quella utilizzata, il proce-
dimento si interrompe, altrimenti si continua il calcolo sui pattern
presenti nella lista relativa a tale chiave e, ogni volta che si finisce
di valutare i pattern di una chiave, prima di accedere alla chiave
inferiore, si ripete il controllo sulla lunghezza.
Per poter affermare che il metodo rispetta la definizione del proble-
ma formulato nel paragrafo 3.1, e` necessario dimostrare il seguente
teorema:
TEOREMA:
Dato un dataset di sequenze D ed un minimo supporto di anonimiz-
zazione k, il dataset D′ restituito dall’algoritmo SS-P2kA soddisfa
le seguenti condizioni:
1. il dataset D′ e` una versione k-anonima di D
2. S(D, k) ⊆ S(D′ , k)
dove S(D, k) e S(D′ , k) sono le collezioni di pattern k-frequenti in
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D e D′ rispettivamente.
Dimostrazione. Prima condizione: In base alla definizione di “da-
taset di sequenze k-anonimo” data in 3.1, il dataset D′ e` la versione
anonima di D, se e solo se ogni sequenza k-harmful in D e` non k-
harmful in D′ . Le sequenze che sono k-harmul in D vengono sosti-
tuite dall’algoritmo con delle loro sottosequenze. Tali sottosequen-
ze sono contenute in almeno un pattern k-frequente. Infatti, esse si
ottengono calcolando la LCS tra una delle sequenze k-infrequenti
e uno dei pattern k-frequenti e la LCS, per costruzione, e` sotto-
sequenza di entrambe le sequenze di partenza. Quando una sequen-
za x e` sotto-sequenza di un’altra sequenza y, il supporto di x e`
sempre maggiore o uguale al supporto di y, in quanto x e` contenu-
ta da tutte le sequenze che contengono y (per la proprieta` transitiva
della nozione di contenimento tra sequenze), piu` eventualmente da
altre sequenze. Di conseguenza, il supporto delle sequenze, generate
dalla fase di segmentazione, e` maggiore o uguale del supporto del
pattern k-frequente da cui sono state estratte. Quindi anche queste
sequenze sono certamente k-frequenti.
Seconda condizione: Le sequenze k-infrequenti vengo sostituite con
sottosequenze di pattern k-frequenti, quindi non e` possibile che la
collezione di pattern, estratti da D′ contenga pattern che non sono
presenti in quella estratta da D.
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Variabili
Σ Cardinalita` dell’alfabeto su cui sono costruite le sequenze
N Numero di sequenze in D
n Somma delle lunghezze delle sequenze in D
P Somma delle lunghezze dei pattern k-frequenti
lI Lunghezza di una sequenza infrequente
Figura 4.1: Variabili utilizzate per l’analisi della complessita`
4.2 Complessita` del metodo
Questa sezione e` dedicata alla discussione sulla complessita` del
tempo di esecuzione dell’algoritmo. Nella figura 4.1 sono mostrate
alcune variabili, introdotte per rendere piu` esplicativa l’analisi della
complessita`. Come prima cosa, si puo` osservare che sia la costru-
zione del PrefixTree, sia la generazione del dataset anonimo, hanno
complessita` nell’ordine di O(n), mentre la complessita` della fase di
estrazione dei pattern k-frequenti dipende dal tipo di algoritmo che
viene utilizzato.
La fase di segmentazione delle sequenze infrequenti prevede che
per ognuna di esse venga calcolata la LCS con tutti i pattern k-
frequenti. Il caso pessimo si ha quando una sequenza infrequente
viene segmentata in un numero di sottosequenze pari alla sua lun-
ghezza, ognuna di esse costituita da un solo item. Inoltre, calcola-
re la LCS tra due sequenze ha complessita` O(x · y), dove x ed y
sono le lunghezze delle due sequenze, quindi il costo totale della
segmentazione di una sequenza k-infrequente e`:
lI · P + (lI − 1) · P + ...+ 1 · P = P · lI(lI + 1)
2
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Questo calcolo va eseguito per ogni sequenza k-infrequente presente
nel dataset D e, nel caso pessimo, il numero di tali sequenze sara`
pari alla cardinalita` di D. Quindi la complessita` totale della fase di
segmentazione e`:
O
(
P ·
N∑
j=1
lIj(lIj + 1)
2
)
= O
(
P ·
N∑
j=1
l2Ij
)
E’ evidente che le fasi di estrazione dei pattern sequenziali k-frequenti
e di segmentazione delle sequenze k-infrequenti sono quelle prepon-
deranti.
4.3 Un esempio dimostrativo
In questa sezione sara` presentato un breve esempio, che mosta
in che modo lavora il metodo. Il dataset di sequenze che renderemo
s1 A B C
s2 A B C D E H
s3 A B J E F
s4 A B J E F
s5 C D E H I
s6 C D E H I
s7 D J
s8 D J
s9 D J E
(a) Il Dataset in input
s1 A B C
s2 A B J E F
s3 A B J E F
s4 C D E H I
s5 C D E H I
s6 D J
s7 D J
s8 C D E H
s9 A B
s10 J E
s11 D
(b) Il Dataset in output
Figura 4.2: Il Dataset di esempio, prima e dopo l’esecuzione del
metodo.
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anonimo e` quello in figura 4.2(a) e questo procedimento sara` ese-
guito con una soglia di anonimizzazione k = 2. I pattern frequenti,
ad esso relativi, sono riportati in figura 4.4(a), divisi in base alla
loro lunghezza (cos`ı come saranno poi memorizzati nella hashta-
ble), e sono stati estratti utilizzando l’algoritmo Prefix Span con
σ = k = 2.
Come prima cosa, l’algoritmo costruisce il Prefix Tree sulle sequen-
ze in input ed il risultato ottenuto e` in figura 4.3(a). A questo
punto si inizia un cammino su di esso per la ricerca delle sequenze
k-infrequenti. Come detto in precedenza, si puo` scegliere tra due
modalita` diverse di ricerca, whole e cut.
root
↙ ↓ ↘
A 4 C 2 D 3
↓ ↓ ↓
B 4 D 2 J 3
↙ ↓ ↓ ↓
J 2 C 2 E 2 E 1
↓ ↓ ↓
E 2 D 1 H 2
↓ ↓ ↓
F 2 E 1 I 2
↓
H 1
(a) Prefix Tree iniziale
root
↙ ↓ ↘
A 3 C 2 D 2
↓ ↓ ↓
B 3 D 2 J 2
↙ ↓ ↓
J 2 C 1 E 2
↓ ↓
E 2 H 2
↓ ↓
F 2 I 2
(b) Prefix Tree senza sequenze k-
infrequenti
Figura 4.3: Modifiche eseguite sul Prefix Tree
Presentiamo il caso in cui sia stata scelta l’opzione whole: le se-
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quenze k-infrequenti in questo caso sono la seconda (<A B C D E
H>) e l’ultima (<D J E>), entrambe con supporto uguale ad 1.
Dopo l’estrazione delle sequenze infrequenti, il Prefix Tree risulta
modificato come in figura 4.3(b).
L’algoritmo inizia ad operare sulla sequenza <A B C D E H>, cer-
cando la LCS con i pattern frequenti. I primi pattern con cui viene
confrontata sono quelli con chiave piu` grande, cioe` 5, e con essi si
ottiene la LCS <C D E H>. A questo punto, non ha senso andare a
ripetere lo stesso calcolo con i pattern delle altre chiavi, perche´ con
essi (chiavi 1,2,3 e 4) otterremo al massimo una LCS di lunghezza
pari a quella che abbiamo gia`. Quindi il procedimento si interrom-
pe, la sequenza <C D E H> viene inserita nella lista newFrequent
con supporto 1 (che corrisponde al supporto della sequenza <A B
C D E H>), e la sottosequenza rimanente viene reinserita nella lista
Infrequent. Quindi, ora ad essere processata sara` la sequenza <A
B> appena inserita, che verra` inserita interamente nel dataset di
output in quanto coincide con un pattern frequente.
La stessa procedura sara` ripetuta sull’altra sequenza infrequente,
cioe` su <D J E>, ottenendo le nuove sequenze k-frequenti <J E>
e <D>. Alla fine, il dataset in output sara` quello in figura 4.2(b).
Come si puo` notare, il dataset ottenuto rispetta la definizione di
“dataset di sequenze k-anonimo”, data nel paragrafo 3.1, in quan-
to le sequenze che sono k-harmful nel dataset di input non sono
piu` presenti in quello di output e quindi, avendo supporto uguale
a zero, non possono essere nocive. Va notato che le sequenze che
non sono nocive inizialmente, dopo il procedimento possono avere
un supporto arbitrario. Infatti, la sequenza <A B C> dopo l’ano-
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chiave: 1 chiave: 2 chiave: 3 chiave: 4 chiave: 5
A A B A B C A B E F A B J E F
B A C A B E A B J E C D E H I
C A E A B F A B J F
D A F A B J A J E F
E A J A E F B J E F
F B C A J E C D E H
H B E A J F C D E I
I B F B E F C D H I
J B J B J E C E H I
C D B J F D E H I
C E C D E
C H C D H
C I C D I
D E C E H
D H C E I
D I C H I
D J D E H
E F D E I
E H D H I
E I E H I
H I J E F
J E
J F
(a) Pattern del dataset di input
chiave: 1 chiave: 2 chiave: 3 chiave: 4 chiave: 5
A A B A B E A B E F A B J E F
B A E A E F A B J E C D E H I
C A F A J E A B J F
D A J A B F A J E F
E B E A B J B J E F
F B F A J F C D E H
H B J B E F C D E I
I C D B J E C D H I
J C E B J F C E H I
C H C D E D E H I
C I C D H
D E C D I
D H C E H
D I C E I
D J C H I
E F D E H
E H D E I
E I D H I
H I E H I
J E J E F
J F
(b) Pattern del dataset di output
Figura 4.4: Pattern estratti con σ = 2
nimizzazione del dataset ha supporto pari a 1, inferiore alla soglia
minima.
La figura 4.4, dove vengono mostrati i pattern estratti dal dataset,
prima e dopo l’applicazione del metodo, dimostra cio` che e` stato af-
fermato nel paragrafo 4.1, cioe` che la collezione di pattern ottenuta
e` un’approssimazione di quella iniziale. Spezzettando una sequenza
in piu` sottosequenze, puo` accadere infatti di perdere alcuni pattern.
Nel nostro esempio, sono stati persi i pattern <A C>, <B C > ed
<A B C>.
Nel prossimo paragrafo saranno riportati i risultati di alcuni espe-
rimenti, eseguiti su dataset reali, per mostrare in che misura dif-
feriscono le collezioni di pattern, non solo dal punto di vista del
numero di pattern, ma anche dal punto di vista di come si modifica
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il supporto dei pattern mantenuti.
Capitolo 5
Esperimenti e risultati
Per verificare la validita` del metodo appena proposto, sono stati
eseguiti dei test su dataset reali. In questo capito saranno presentati
i tipi di esperimenti e i dataset su cui sono stati condotti, per poi
passare alla descrizione dei risultati ottenuti e ad una valutazione
sulla bonta` del metodo. Gli esperimenti sono stati eseguiti tutti su
un processore Intel Core Duo a 2.0 GHz, con 1 MB di RAM e sitema
operativo Mac Os X.
5.1 Metriche calcolate
L’obiettivo primario, che ci si e` posti nell’ideazione del metodo,
e` quello di rendere anonimo un dataset di sequenze, cercando pero`
di mantenere, il piu` inalterata possibile, la collezione di pattern fre-
quenti. Per questo, per valutare la bonta` degli esperimenti eseguiti,
e di conseguenza la bonta` del metodo in generale, sono state cal-
colate principalmente due metriche, che metterssero a confronto le
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due collezioni di pattern frequenti, estratte prima e dopo il processo
di anonimizzazione.
La prima e` la popolare “F-measure”, che si calcola:
F = 2(precision · recall)/(precision+ recall),
dove la precision rappresenta la percentuale di σ-frequent pattern
di D′ che sono anche σ-frequent pattern in D, mentre la recall rap-
presenta la percentuale di σ-frequent pattern di D che sono anche
σ-frequent pattern in D′ . In particolare, la recall ci da un’idea di
quanti pattern frequenti sono stati mantenuti, mentre la precision
ci indica il rumore che e` stato introdotto (piu` la precision si abbas-
sa e piu` pattern frequenti sono stati introdotti con il precesso di
anonimizzazione).
E’ da notare che questo calcolo non fa riferimento al supporto dei
pattern, ma interessa solo che essi siano σ-frequenti. E’ per que-
sto che viene calcolata anche la seconda metrica, che e` definita
“Similarita` di supporto”:
SupSim =
1
|Sˆ(σ)|
∑
s∈Sˆ(σ)
min{suppD′ (s), suppD(s)}
max{suppD′ (s), suppD(s)}
,
dove Sˆ(σ) = S(D′ , σ) ∩ S(D, σ).
5.2 Dataset utilizzati
I dataset, su cui sono tati condotti gli esperimenti, sono i se-
guenti:
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• think3: e` un process-log dataset che deriva dall’utilizzo di
un sistema real-world, sviluppato da Think31, consistente in
un sistema di gestione di repository di oggetti, che permette
agli utenti di operare su uno stesso oggetto da localita` diverse.
Questo dataset contiene circa 300000 transazioni su 9 attivita`,
per un totale di circa un milione di attivita` eseguite in un
periodo di 6 mesi.
• msnbc: e` un web-log dataset contenente i log relativi agli ac-
cessi alle pagine di msnbc.com del 28 Settembre 1999 (). Ogni
sequenza nel dataset corrisponde ad una pagina, visitata da
almeno un utente in quel periodo di ventiquattro ore. Ogni
evento nella sequenza corrisponde alla richiesta di un utente
per quella pagina. Le richieste sono registrate considerando
le pagine suddivise in 17 categorie, determinate dall’ammini-
stratore del sito. Il numero totale di sequenze e` di circa un
milione.
• mobility-dataset: gli esperimenti sono stati eseguiti anche
su dataset contenenti informazioni su oggetti in movimento,
ovvero traiettorie. Tali dati sono stati ricavati da un insie-
me di traiettorie GPS, rese disponibili dal progetto Europeo
GeoPKDD2: la loro raccolta e` stata eseguita da auto private,
con un ricevitore GPS ed in base ad un contratto di assicu-
razione per auto particolare, per un’intera settimana nell’a-
rea metropolitana di Milano, Italia. Come descritto in 1.5.1,
1http://www.think3.com
2http://www.geopkdd.eu
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ogni traiettoria puo` essere rappresentata da una sequenza di
coppie di coordinate x ed y nello spazio, con il relativo time-
stamp. Percio`, per poter eseguire su di esse gli esperimenti, e`
stato necessario attuare prima una fase di preprocessing che
trasformasse ogni traiettoria in una sequenza di locazioni at-
traversate, basata sul concetto di Regioni d’Intersse (RoI),
definito in [7]. Quindi, lo spazio di lavoro e` stato discretizza-
to in una griglia regolare con celle di piccola dimensione. La
densita` di ogni cella e` stata calcolata considerando ogni sin-
gola traiettoria ed aumentando la densita` di tutte le celle che
contenessero almeno uno dei suoi punti. Infine, l’insieme di
RoI e` stato estratto mediante una semplice euristica e utiliz-
zando una soglia di densita`. Come risultato si e` ottenuta una
copertura delle celle attraverso regioni rettangolari disgiunte,
di diversa dimensione e con una sorta di massimalita` locale.
Una volta estratte le regioni d’interesse, le traiettorie sono
state traslate in sequenze di regioni toccate, mantenendo l’or-
dine delle visite in base ai timestamp.
La fase di preprocessing e` stata eseguita con tre diverse soglie
di densita`, scelte in maniera opportuna per ottenere un nume-
ro adeguato di regioni, in quanto un valore di densita` troppo
basso fornirebbe poche regioni di vaste dimensioni, mentre un
valore troppo alto porterebbe ad avere tante piccole regioni.
Alla fine, i tre dataset risultanti sono:
1. 0,010: e` il dataset ottenuto utilizzando come valore di
densita` 0,010. Le regioni cos`ı ottenute sono 113 per un
totale di 82341 sequenze.
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2. 0,035: in questo caso la densita` utilizzata e` stata 0,035.
Le regioni ottenute sono 31 per un totale di28663 se-
quenze.
Le regioni d’interesse rappresentano gli item all’interno delle
sequenze. I tre dataset hanno un numero diverso di sequen-
ze perche´ le traiettorie che non attraversavano nessuna delle
regioni ottenute sono state eliminate.
A causa delle limitazioni introdotte dall’utilizzo di PrefixSpan, e`
stato necessario preprocessare i dataset think3 emsnbc in manie-
ra tale da mantenere solo sequenze con al massimo 50 e 25 eventi ri-
spettivamente. In piu`, sono state rimosse anche le sequenze piccole,
con meno di 3 e 5 eventi rispettivamente.
5.3 Risultati ottenuti
Per ognuno dei dataset appena descritti, gli esperimenti sono
stati eseguiti generando i rispettivi dataset k-anonimi, utilizzando
diversi valori di k, a seconda del dataset in oggetto.
Su think3 si e` iniziato con k = 1000, per poi aumentare gradual-
mente di uno step pari a 100, fino ad arrivare a k = 1500.
Sui dataset di mobilita` e su msnbc e` stato eseguito un procedimento
equivalente, ma adottando uno step inizialmente basso, che e` stato
poi aumentato. In particolare, sui dataset di mobilita` si e` partiti
da k = 900 e si e` arrivati a k = 1000 con step di 20, aumentando
poi lo step al valore di 100 per arrivare fino a k = 1500. Invece, su
msnbc si e` partiti da k = 1000 e si e` arrivati a k = 1500 con step
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di 100, per poi arrivare fino k = 3000 con step di 500.
Una volta fatto questo, sono state calcolate diverse collezioni di
pattern. In particolare, per ognuno dei dataset generati, e` stata
calcolata una collezione di pattern utilizzando σ = k, ed altre colle-
zioni con valori di σ maggiori di k. I valori uttilizzati sono riportati
Dataset σ
think3 k, 1500
msnbc k, 5000
mobility dataset k, 1500, 2000
Figura 5.1: Valori di σ utilizzati per l’estrazione dei pattern.
nella figura 5.1.
L’utilizzo dei pattern frequenti per il calcolo delle LCS, rende cri-
tica l’esecuzione del metodo per valori bassi di k. Infatti, come e`
stato descritto nel paragrafo 4.1, i pattern vengono estratti utiliz-
zando k come valore σ e, piu` k sara` basso, maggiore sara` il numero
di pattern ottenuti e, di conseguenza, il numero di iterazioni per
il calcolo delle LCS. Di conseguenza, eseguire l’algoritmo per valo-
ri valori bassi di k sara` piu` costoso, in termini di tempo, rispetto
all’esecuzione dell’algoritmo presentato in [27]. Pero`, rendere anoni-
mo un dataset di sequenze e` un’operazione che deve essere eseguita
unatantum, quindi un aumento dei tempi di esecuzione puo` essere
tranquillamente accettato se i risultati, in termini di mantenimen-
to dei pattern, migliorano. In tutti i test che sono stati effettuati,
l’algoritmo eseguito con l’opzione cut e` risultato essere piu` veloce
rispetto al caso in cui fosse stata scelta l’opzione whole. Un esempio
dell’andamento dei tempi di esecuzione dell’algoritmo, e` riportato
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Figura 5.2: Tempi di esecuzione sul dataset di mobilita` con densita`
0,035
in figura 5.2, dove vengono confrontati i tempi dell’opzione whole
con quelli di cut sul dataset di mobilita` con densita` 0,035.
Per quanto riguarda il mantenimento delle collezioni di pattern,
sono stati ottenuti ottimi risultati in termini di F-Measure nella
totalita` dei test effettuati. In figura 5.3, sono riportati i risultati
della F-Measure sul dataset di mobilita` con densita` 0,010 e in fi-
gura 5.4 quelli sul dataset con densita` 0,035. Anche su un dataset
sparso, come msnbc, la F-Measure continua a mantenersi su livelli
alti, come mostrato in figura 5.5. Invece, nonostante anche i risulta-
ti sulla Similarita` di Supporto possano comunque reputarsi buoni,
essi sono un po` piu` bassi rispetto a quelli sulla F-Measure. Questo
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Figura 5.3: F-Measure del dataset di mobilita` con densita` 0,010
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Figura 5.4: F-Measure del dataset di mobilita` con densita` 0,035
e` dovuto, probabilmente, dal fatto che, spezzettando sequenze piu`
lunghe in piu` sequenze di lunghezza inferiore, si va ad aumentare
il supporto dei pattern che sono frequenti sia sul dataset D, sia sul
dataset D′ . Si prenda in esempio il caso in cui nel dataset sia pre-
sente la sequenza k-infrequente <A B A B A B>, con supporto 1, e
in cui il pattern <A B> risulti invece essere k-frequente. Estraendo
i pattern sul dataset D, la sequenza contribuira` al supporto del pat-
tern solamente per un valore pari ad 1. Andando ad anonimizzare
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Figura 5.5: F-Measure calcolata sul dataset msnbc
il dataset, puo` accadere che la LCS venga calcolata utilizzando il
pattern <A B>. In questo caso, la sequenza verrebbe segmentata
nella sequenza <A B>, con supporto uguale a 3. Quindi, estraen-
do i pattern sul dataset anonimo, tale sequenza contribuirebbe al
supporto del pattern, non piu` per un valore pari ad 1, ma per un
valore pari a 3.
Nei test sulla Similarita` di Supporto, l’algoritmo eseguito con l’op-
zione cut ha avuto risultati migliori, probabilmente perche´ andando
a processare sequenze piu` corte (in quanto viene selezionata solo la
parte k-infrequente di una sequenza), genera un numero inferiore di
sottosequenze. Un esempio dei risultati sulla Similarita` di Supporto
e` riportato in figura 5.6
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Figura 5.6: SupSim del dataset di mobilita` con densita` 0,035
5.3.1 Confronto dei risultati con quelli ottenuti
su BF-P2kA
Per avere un’idea piu chiara di quanto i risultati ottenuti siano
significativi, sono stati condotti anche degli esperimenti per mettere
a paragone l’algoritmo proposto in questa tesi con il BF-P2kA.
In particolare, la figura 5.7 mostra i risultati ottenuti sul dataset
think3, sia in termini di F-Measure, sia in termini di Similarita` di
Supporto. Per quanto riguarda la prima misura, e` evidente che sono
stati ottenuti netti miglioramenti, anche con l’uzilizzo dell’opzione
cut. Invece, l’algoritmo BF-P2kA risulta essere migliore nel calcolo
della Similarita` di Supporto.
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Figura 5.7: I due algoritmi messi a confronto su think3 con σ = 1500
Capitolo 6
Conclusioni
In questa tesi e` stato dato un contributo alla risoluzione del pro-
blema della privacy su dati sequenziali, implementando un’istanza
di un framework, in cui si cerca di evitare il linking attack su se-
quenze, adottando la tecnica della k-anonymity.
I risultati degli esperimenti condotti hanno messo in evidenza che
quest’algoritmo, oltre a generare effettivamente un dataset k-anonimo
(e quindi utile per la prevenzione contro gli attacchi), non altera
significativamente i risultati del mining di pattern sequenziali, ren-
dendo quindi il dataset anonimo un strumento adeguato per ese-
guire analisi di questo tipo.
Molti problemi aperti restano ancora da studiare. Ad esempio, sa-
rebbe interessante analizzare se anche i risultati di altri task, co-
me clustering e classificazione, sono preservati dopo l’applicazione
dell’algoritmo proposto sul dataset originale.
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