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Abstract
In this project a 3-dimensional virtual world is consructed with the use of a LEGO camera
and a set of LEGO blocks. The goal is to design a construction method that is simple enough
for middle school-aged children to use and at the same time is able to produce quality models
for higher end users. The method was developed using RoboLab and involves a one-camera
view of Lego blocks that are arranged in a certain pattern to represent a building and its
contents. When the pattern is placed in the view of the camera, the software identiﬁes the
pieces by their position and colour and builds a 3D model in OpenGL. This 3D model is
displayed on the screen with the speciﬁed characteristics. The user can then modify these
objects to further reﬁne the model.
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1 Introduction
1.1 Motivation
As people want to use computers to carry out more complex operations, we require new input
modalities to provide the computer the relevant data, without making the user interface more
intricate. This is particularly so with 3D graphics where there are many potential beneﬁts,
but where the task of specifying a 3D scene to a computer has proved to be very diﬃcult.
Figure 1 shows a screen shot of one of the worlds in Active World, a virtual world system
available over the internet. With the payment of an annual fee, the user can create worlds
with the use of a limited number of available objects [1].
Figure 1: Screen shot of a world in Active Worlds
Currently 3D worlds are built by specifying every aspect of each object in a 3D coordinate
system, such as its location, dimensions, and rotations. For the more experienced user, this
can seem a trivial task, but it is well beyond the grasp of the average elementary school
student. By combining the real world of LEGO construction with the virtual world, we have
developed software that allows the user to quickly build a rough physical model of what the
virtual world is like and have the corresponding virtual world automatically generated. The
simplicity of the design allows inexperienced users as well as experienced users to quickly
create their virtual world. Building a rough physical model rather than attempting to create
the virtual one makes the design process less abstract. It also allows easier identiﬁcation of
faults in the model.
Our software was designed so that children, hopefully as young as kindergarten age, can build
3D worlds. Concepts on how they built the world and how the camera sensor works are then
expanded upon to include more complex topics for people that have a better understanding
of the subject.
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1.2 Goals
The goal of this work was to develop a simpler method for entering the data required to build
a 3D virtual world in a computer by combining the real world of LEGO constructions with
the virtual world.
1.3 Related Work
There are many methods used to recreate a three-dimensional world on a computer screen
from one or more images. Gu, J. and Han, J. [2] developed an algorithm to recreate the
shape of an object with the use of two cameras. They avoided the need for a calibration
target although their process requires the user to measure the initial intrinsic and extrinsic
camera parameters.
One of the ﬁrst attempts by the LEGO Corporation to combine virtual reality worlds with
its blocks was displayed at SIGGRAPH 96 in New Orleans. The set-up consisted of a pair
of virtual reality goggles, that the user would wear in order to navigate through a pre-built
3D LEGO world, combined with dual data gloves to manipulate the environment (see Figure
2). This world was a virtual representation of the city of New Orleans and included most of
the monuments and landmarks found in this town. The software allowed the user to modify
the buildings with the use of virtual blocks and to interact with machines and objects in the
world. The LEGO buildings were constructed with the use of textures, to avoid the need for
the thousands of blocks required to build them. This virtual city rendering pushed the limits
of both hardware and software running on multiprocessor Silicon Graphics workstations as
well as requiring 2 GB of RAM [3, 4].
Figure 2: LEGO virtual world and user interface at SIGGRAPH 96 [4]
Currently there are no 3D-extrusion methods that involve the use of LEGO blocks that we
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know of. There is mention of such an idea in the SIGGRAPH conference of 1998. It was
called Wizard and it was supposed to ”allow children to create LEGO movies in a virtual
world by using physical blocks, cameras, and a PC” [5], but as far as we are aware, this idea
was not implemented.
2 Approach
Our objective is to build a 3D world in the computer with LEGO blocks. Since we need
three spatial co-ordinates, x, y, and z, in order to determine the position in 3D space of the
LEGO blocks, we initially used two cameras: one that images a plan view of the scene (for
the x and z distances) and one that images an elevation. However, we encountered diﬃculties
determining the y dimension with the elevation camera. The piece seemed to move oﬀ the
ground as it moved further away from the camera so the software computed the position of
the block in the y direction as being higher than it actually was.
We decided to simplify the software interaction by using just one camera giving a plan
view. Although we lose the third (y) dimension this arrangement was the easiest to use for
inexperienced users. The one camera set-up was used to construct the outline of a building
that the user creates with LEGO blocks. This outline uses diﬀerent coloured blocks to
represent diﬀerent parts of the building: green for doors, red for windows, etc. After the
user builds this outline, the software takes an image of the scene and identiﬁes the position
of the pieces and their colour. It uses this information, together with a user deﬁned height,
to build a 3D representation of the building on the screen (see Figures 3(a) and 3(b)).
The user can further modify the building once it is on the screen, by clicking on the desired
object and moving it within the navigation window.
(a) Outline of LEGO blocks (b) 3D OpenGL representation
Figure 3: OpenGL representation from a simple outline
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3 Implementation Details
3.1 The Concept
With the plan view concept, the user would only build a basic outline of the world, providing
the computer with limited visual information. To ﬁll in the missing information, the user
then employs LEGO blocks of a range of colours and sizes.
Plan view extrusion works by constructing or extruding a 3D image from a 2D picture.
With the extrusion program, the user can create a 3D building on the screen without any
previous programming knowledge. All that is needed is a set of LEGO blocks and a camera.
The computer does the rest by identifying the blocks and replacing them on the screen
with the corresponding virtual object. Our system is designed with children in mind. We
built our set-ups with LEGO blocks that children can easily assemble and programmed our
code in Robolab software [6] which is designed to introduce children ages eight and up to
programming.
Our program works by identifying blocks of certain sizes and colours and matching that
information to a pre-programmed list of available choices. The current code can recognize
ﬁve colours, each of which represents a speciﬁc virtual object. Red, for example, represents
a window. The user can therefore build the outline of the house with LEGO, see its 3D
representation on the screen and quickly change the design by adding or moving pieces. The
other four colours green, blue, black, and yellow represent doors, furniture, walls, and stairs
respectively.
Our 3D virtual image is rendered with OpenGL [7]. With this software, the user would have
the option of obtaining a set of object libraries from the web to personalize his design. These
libraries include furniture models to replace the LEGO blocks that the program uses to build
the virtual model.
3.2 Set-up
The single camera arrangement is shown in Figure 4.
Because we have only a plan view with no y dimension information, we assume a default
height. This can be changed by the user. When creating a building the user ﬁrst selects
black blocks that are two LEGO sizes wide and places them where the outside walls are to
be. Single LEGO size blocks represent the inside walls. The user can then put windows,
doors, furniture and stairs in place using 2x1 LEGO blocks coloured red, green, blue, and
yellow respectively. For the outside walls, the doors and windows are placed on top of the
black blocks on the outside edge (see Figure 5).
Since the inside walls are only one LEGO size wide, we had to place the doors next to the
wall so that the program could still recognize the complete wall. If we placed the block on
top, the software would identify the wall as two pieces instead of one. The inside walls are
also limited to forming rectangular rooms, which means that a room cannot take on an L
shape. Figure 6(a) shows a sample outline that includes two interior doors and one exterior
one. The OpenGL representation of that same outline can be seen in Figure 6(b).
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Figure 4: The one camera set-up with the outline of a building
Figure 5: Sample outline for the 3D extrusion method
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(a) Sample outline with interior walls (b) OpenGL representation of Figure 6(a)
Figure 6: Interior doors in 3D
Once the software has identiﬁed and placed the blocks on the screen, the user can modify
their position by clicking on the appropriate object in the camera view. The user can move
the doors and windows within the plane of the wall and the furniture and stairs within the
plane of the ﬂoor using a simple arrow interface (see Figure 7).
The user can also add multiple stories to the building (see Figure 8). Once all the modiﬁca-
tions are done in the current level, the user can press the next level button and take a second
image of the same or a diﬀerent set-up to create a second ﬂoor.
Figure 7: Panel used to arrange objects
Finally, as the building is being created on the screen, the user can walk around in the virtual
world by either rotating the view or by navigating through the view. The rotation option
allows the user to rotate the building about the x or y axes. The user can return to the
zero rotation view by holding down the shift button and clicking on the screen. To navigate
through the image, the user selects the navigation option and changes the x position by
moving the mouse left or right. He may zoom in and out in the z direction by moving the
mouse up or down. We use the x and y locations of the mouse pointer inside the picture
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Figure 8: A building with multiple stories
screen to determine the navigation. This method of navigation could be enhanced using a
joystick or some sort of 3D mouse, which could readily be incorporated into the software.
3.3 Software
This program works by identifying each part of the building separately. A ﬂow chart of the
steps taken by the program is shown in Figure 9.
Figure 9: Flow chart of the block recognition process
Firstly, the software identiﬁes all the black in the image. This includes the outside and
inside walls. It does this by setting to zero all the pixel values that are less than a critical
number in the red, green, and blue colour planes (see Figure 10). This critical number was
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determined experimentally and varies depending on the intensity of the ambient light. It is
usually around 90 (out of 255), since the intensity of black in any of the three colour planes
would be very low.
Figure 10: Outline of the building with all the black pieces removed
Glare on the block should be avoided since this is seen by the camera as high intensity and
therefore not recognized as black, but merely as a void. The walls are found by following the
steps outlined in Figure 11. We ﬁrst apply a threshold to the image to ﬁnd the largest blob
which gives us the bounding rectangle of the entire base of the building. The thickness of
the outside wall is speciﬁed within the program so that shadows or other errors in the image
won’t create very thick or very thin walls.
Figure 11: Wall recognition ﬂow chart
At the same time the software identiﬁes the inside walls. It does so by inverting the image of
the walls and ﬁnding the gaps between the rooms. These are equivalent to the inside walls.
Once it has made a separate image with just the inside walls, it scans the image horizontally
and vertically to ﬁnd all the walls. Figure 12 shows the outline of a building with all the
walls identiﬁed.
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Figure 12: Complete ID of walls
After the program converts all the black pieces to zero pixel value, it removes the gray back-
ground. We used a large gray LEGO base to build the outline of the building and this
interferes with the recognition of the coloured blocks. When graphed on an RGB plot, gray
appears at about the same intensity in all axes. To identify a pixel as gray, the standard devi-
ation of that pixel value in all three planes has to be less than an experimentally determined
value of thirty (see Figure 13).
Figure 13: Average standard deviation of a piece of gray LEGO plate
The standard deviation in this ﬁgure is much lower than thirty, at 6.83, but we found that
if we used a number this low we had too many small particles that were recognized by the
program as blocks. Once again, this value varies depending on the ambient light. The lower
the intensity of the light, the more gray will look like black and the smaller the standard
deviation should be. Thirty is a safe value because it is relatively small. Of the colours that
we chose, red and blue have a much higher standard deviation than gray, so they stand out
very well when the gray is removed. The image sensor of the LEGO camera is not very
sensitive to the colour green and therefore this colour appears relatively dark even in its own
plane. Since its intensity is barely over one hundred, its standard deviation is also small.
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For this reason, it is sometimes partly removed during the gray removal phase. An average
standard deviation of the LEGO blocks is shown in Table 1.
colour Average Standard Deviation
Red 59
Green 32
Blue 74
Yellow 20
Table 1: Average standard deviation for LEGO coloured bricks
The second criterion used to identify a pixel as gray was that the mean of the pixel value in
all three planes had to be less than a deﬁned value (235). The purpose of this criterion is to
keep the yellow blocks from disappearing. High contrast objects, such as yellow blocks, have
a high pixel value in all planes, making the standard deviation small, but the mean large.
Unfortunately, when we keep the yellow blocks, we also keep glare that sometimes appears
in the rooms. The image on the left in Figure 14 shows the gray plate before it is removed,
while the image on the right shows how most of the gray has been identiﬁed and removed by
this process.
Figure 14: The removal of the gray plate from the image
To delete the artifactual objects created by the glare, we use an auto median morphology
ﬁlter, which creates simpler particles with fewer details, deletes small noise blobs and splits
larger noise blobs into particles that can be deleted with a particle ﬁlter. We then use a
particle ﬁlter to delete all particles under 200 pixels in area.
The last part of the code is identifying the ﬁve colours of the blocks. Once all the coloured
(i.e. not black) blocks have been identiﬁed, we extract each one of them and identify their
bounding rectangles. We then compare the mean of those pixel values in the RGB planes.
The red, blue, and green pieces are readily in identiﬁed, since they show up brighter in their
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respective colour planes. To identify the yellow, we chose only means that were greater than
120 in both the red and the green planes. Figure 15 shows all the diﬀerent coloured blocks
used to specify the outline of a building.
Figure 15: Colour blocks identiﬁed in the image
Once all the walls and objects have been identiﬁed, we build up an array containing their
information which we use to construct the OpenGL objects. Figure 16 shows all the blocks
that have been identiﬁed with a bounding rectangle.
Figure 16: All the blocks have been identiﬁed
To build the OpenGL objects, the height of the objects is determined by the user-deﬁned
value within the program. Currently all objects are represented by rectangles and the only
rotation is computed in ninety degrees angle increments. The objects are also assigned a
colour to match the blocks in the picture. If the user decides to change the location of one
of the objects, or nudge it, she would click on the corresponding object in the image of the
LEGO outline. After identifying the x and y position of the click the program matches up
this position with the corresponding block in the OpenGL image. Once the correct block has
been identiﬁed, the program moves it up/down, forward/backwards, left/right, depending
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on the arrow that the user clicks on and the type of object it is. The update occurs in real
time.
4 Discussion
The plan view method provides 3D renditions of the LEGO outline very quickly. However,
the current software does have some limitations that aﬀect its ﬂexibility. If the camera is
not mounted in line with the blocks and the image is slightly skewed, the program identiﬁes
the walls incorrectly, because the bounding rectangle of the major blob does not comprise
the edges of the walls. Even a frame for mounting the camera doesn’t solve this problem
completely unless it is lined up well. To reduce the impact of this, the user is given the option
of accepting the recognition of the blocks before the 3D scene is built on the screen in case
something is recognized incorrectly. A more rigorous approach would be to incorporate some
way of identifying and correcting for the angle of the camera with respect to the image.
When a threshold is applied to the image, the walls do not show up as straight edges due
to uneven lighting and shadows. We therefore could not use blob bounding rectangle to
determine the thickness of the walls. In order to make the walls even, we assigned them a
constant thickness, and sub-divided the global bounding rectangle so that the walls are just
touching. Because of the way the search algorithm works when deﬁning the internal walls,
the user can only build rectangular rooms.
Another limitation of this software is that it is susceptable to glare problems. Any light that
is reﬂected by the blocks, especially the black ones, may cause the program to incorrectly
identify them. The user should therefore place some sort of shield (a LEGO base works well)
right on top of the camera to ensure a consistent lighting environment.
Whereas glare is a major problem for black blocks, too little light is a problem for green
blocks. Green LEGO blocks have relatively low intensity values in all three colour planes,
with an average of just over 100 (out of 255). For this reason, if too much light is blocked
from these pieces, the program might identify them as black.
Building a LEGO outline of an entire ﬂoor in this way, limits the user to the amount of detail
that can be used. When there are multiple rooms as in the pictures shown, the user does not
have very much space to place blue blocks for furniture inside the rooms; they quickly ﬁll all
the space available. The rooms can be made larger by increasing the size of the outline over
all and moving the camera further away. However, if the camera is moved too far from the
blocks, they will appear too small and won’t be recognised, because of the particle ﬁltering
that is used to remove small blobs caused by glare, shadows, and camera imperfections.
Figures 17(a) through 19(b) show sample outline set-ups that can be built with the current
system.
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(a) Sample LEGO outline (b) Corresponding OpenGL rendering for
Figure 17(a)
Figure 17: First extrusion example
5 Future Work
There is still much to develop with this extrusion method. As it stands, the user is able to
see the 3D model from diﬀerent angles and positions by rotating or translating it with the
mouse. We would like to implement a ﬂy-thru capability, where the user can make a movie of
the set-up by specifying a certain number of positions that the camera has to follow. When
the user plays the movie, the software would design a path to join the points that the user
has speciﬁed and would then proceed to navigate or ﬂy through the model.
We would also like to provide ways to add more detail to the 3D world. Currently, the space
available to the user is very limited. To overcome this problem, we would give the user the
option of building each room individually. The user would either take a picture of the entire
ﬂoor, as is done now and then click on each room to replace it with an image of just that
room, or take a picture of each room, and then decide the placement of the rooms relative
to each other. By increasing the building area, the user has more space to place furniture,
therefore giving the building a more detailed and personalized look.
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(a) Bottom floor (b) Top floor
(c) OpenGL rendering of Figures 18(a) and 18(b)
Figure 18: Second extrusion example
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(a) LEGO outline (b) OpenGL rendering of Figure 19(a)
Figure 19: Third extrusion example
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