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ON THE ENERGY DECAY RATES FOR THE 1D DAMPED
FRACTIONAL KLEIN-GORDON EQUATION
SATBIR MALHI, MILENA STANISLAVOVA
Abstract. We consider the fractional Klein-Gordon equation in one spatial dimension,
subjected to a damping coefficient, which is non-trivial and periodic, or more generally
strictly positive on a periodic set. We show that the energy of the solution decays at the
polynomial rate O(t−
s
4−2s ) for 0 < s < 2 and at some exponential rate when s ≥ 2. Our
approach is based on the asymptotic theory of C0 semigroups in which one can relate the
decay rate of the energy in terms of the resolvent growth of the semigroup generator. The
main technical result is a new observability estimate for the fractional Laplacian, which
may be of independent interest.
1. Introduction
In this paper, we consider the energy decay of the following fractional damped Klein-
Gordon equation
utt + γ(x)ut + (−∂xx)s/2u+mu = 0, (t, x) ∈ R+ ×R,(1)
where m > 0 and γ(x) ≥ 0 is bounded below by a positive constant on a 2π-periodic
set. The parameter s refers to the fractional order of the spatial derivative and de-
scribes the fractional nature of the equation. Here and throughout, u(x, t) is generally a
complex-valued function, and the pseudo-differential operator (−∂xx)s/2 is defined through
its Fourier multiplier
̂(−∂xx)s/2f(ξ) = |ξ|sfˆ(ξ), ξ ∈ R.
The function γ(x) denotes the damping force, which travels with velocity ut and causes
the loss of energy decay in the system. This energy decay is the main object of study in
this article.
For the case s = 2, the operator −∂xx denotes the positive Laplacian. In this case, (1)
reduces to the well know classical Damped Klein-Gordon equation. It has been studied
extensively in the last decade by many authors. On bounded domains, Bardos, Lebeau,
Rauch, and Taylor in [2, 3, 16] proved exponential energy decay rate under the geometric
control condition (GCC) in a sense that there exist T, ǫ > 0, such that
∫ T
0
γ(x(t)) dt ≥
ǫ along every straight line unit speed trajectory. Whereas recently, Burq and Joly [6]
extended these results to non-compact setting assuming additional smoothness on γ(x) ∈
C∞. In the absence of GCC, several authors proved polynomial rate of decay in different
setting (see[1, 5, 17, 14, 18] and reference therein).
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In fact for the case 0 < s < 2 or s > 2, to these authors knowledge there has been
no rigorous study of the energy decay rate of the damped Klein-Gordon equation in the
fractional case. It is our goal here to compute the decay rate of the solution u(x, t) of
(1) in terms of its fractional power s, while the data is smoother than the original energy
space. This is achieved under the assumption that γ(x) is non-trivial and periodic, or more
generally strictly positive on a periodic set.
We show that for low order fractional power 0 < s < 2, the rate of decay is algebraic.
This is in sharp contrast with the case s ≥ 2, where the solution has exponential rate
of decay. So, it appears that s = 2 is exactly a threshold value, which separates the
algebraic from exponential rate of decay, but unfortunately our method does not address
the optimality of this exponent. This remains an open question for future investigations.
The main result of the paper is as follow.
Theorem 1. Let m > 0 and 0 ≤ γ(x) ∈ L∞ and that there exist ǫ > 0 and a 2πZ-
invariant open set Ω ⊂ R such that γ(x) ≥ ǫ for a.e. x ∈ Ω. Then there exists C > 0 so
that
• for 0 < s < 2, we have
(2) ‖(u(t), ut(t))‖Hs/2×L2 ≤
C
1 + t
s
4−2s
‖(u(0), ut(0))‖Hs×Hs/2.
• for s ≥ 2, there exists λ0 > 0, so that
(3) ‖(u(t), ut(t))‖Hs/2×L2 ≤ Ce−λ0t‖(u(0), ut(0))‖Hs/2×L2 .
The proof of Theorem 1 is based on the semigroup technique used in [18, 5, 9, 11],
in which rather than estimating norm of the solution directly, we used the following two
classical results. Gearhart-Pru¨ss Theorem [8, 15] and Borichev-Tomilov Theorem in [4]
make it possible to deduce sharp rates of energy decay from appropriate growth bounds
on the norm of the resolvent of the semigroup‘s generator.
Let us state precisely these two results, namely Gearhart-Pru¨ss and Borichev-Tomilov
theorems, which allow us to compute the rates specified in Theorem 1. The Gearhart-Pru¨ss
theorem provides a necessary and sufficient criteria for negative growth bounds for a given
semigroup, in terms of the natural spectral condition iR ⊂ ρ(A) and appropriate resolvent
bounds for the generator. We use here the characterization of Gearhart-Pru¨ss theorem
given by Huang in [10].
Theorem 2 (Gearhart-Pru¨ss). Let etA be a C0-semigroup in a Hilbert space H and assume
that there exists a positive constantM > 0 such that ‖etA‖ ≤M for all t ≥ 0. Let µ ∈ ρ(A).
Then the following are equivalent.
• There exists λ0 > 0 and C, so that
‖T (t)‖B(H) ≤ Ce−λ0t
• iR ⊂ ρ(A) and
sup
k∈R
‖(A− ikI)−1‖B(H) < +∞.(4)
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For semigroups lacking the aforementioned resolvent bounds, but still satisfying the
natural spectral condition iR ⊂ ρ(A), one can still establish algebraic rates, by showing
that the resolvent satisfies a power growth.
Theorem 3 (Borichev-Tomilov). Let T (t) be a bounded C0-semigroup on a Hilbert space
H with generator A such that iR ⊂ ρ(A). Then for a fixed α > 0,
‖R(ik, A)‖ = O(|k|α), |k| −→ ∞.
implies
‖T (t)A−1‖ = O
(
1
t1/α
)
, t −→∞.
The paper is set out as follows. In Section 2, we prove the observability estimate for the
fractional Laplacian. Using this, we derive a resolvent estimate for our damped problem.
In Section 3, we turn to the main resolvent bounds. We first establish an upper bound
for norm of the resolvent operator along the imaginary axis via the fractional observability
estimate. Later, at the end of section 3 , we apply the Gearhart-Pru¨ss Theorem and
Borichev-Tomilov results respectively to deduce from these resolvent bounds an estimate
for the rate of energy decay of smooth solutions.
2. Observability Estimates
We start with a few preliminary notations.
2.1. Function spaces, Fourier transforms, symbols. The spaces Lp(R), 1 ≤ p ≤ ∞
are defined in a standard way. The Fourier transform for us will be given by
fˆ(ξ) =
1√
2π
∫ ∞
−∞
f(x)e−ixξdx, f(x) =
1√
2π
∫ ∞
−∞
fˆ(ξ)eixξdξ.
The operator −∂xx can be realized as −̂∂xxf(ξ) = ξ2fˆ(ξ). For any s > 0, one can write
̂(−∂xx)s/2f(ξ) = |ξ|sfˆ(ξ).
The fractional Sobolev spaces Hs(R) can be identified as the set of all functions f , so
that [(−∂xx)s/2 + 1]f ∈ L2(R). Alternatively, the norm is defined as follows
‖f‖2Hs(R) =
∫ ∞
−∞
(1 + ξ2)s|fˆ(ξ)|2dξ <∞.
For periodic functions defined on [−1, 1], which are sufficiently smooth, there is the usual
Fourier series representation
f =
∑
k
fke
ikpix, fk =
1
2
∫ 1
−1
f(x)e−ikpixdx,
with ‖f‖2L2[−1,1] = 2
∑
k |fk|2. The fractional operator (−∂xx)s/2 using functional calculus
is defined through
(−∂xx)s/2f =
∞∑
k=−∞
(π|k|)sfkeikpix,
for sufficiently smooth functions f ∈ L2[−1, 1].
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The observability estimate for s = 2 has been proved by Burq and Zworski in [7] on
a two-dimensional compact manifold. Recently, Wunsch [18] extended these estimates to
Rn under a periodic setting. In this note we prove similar observability estimate for the
fractional case. In fact, in the case of one-dimension our estimate contains an additional
decay factor, which helps us to improve Wunsch‘s results in the one-dimensional setting.
2.2. Main observability lemma for the fractional Laplacian. The following esti-
mate, which may be of interest in its own right, gives L2 control of the resolvent of the free
Laplacian on its spectra, modulo an error term.
Theorem 4. Let s > 0, λ ≥ 1 and Ω ⊂ R be a non-empty, 2πZ invariant open set. For
all λ ∈ R, let ((−∂xx)s/2 − λ)u = f . Then, there exists C, so that
(5) ‖u‖L2 ≤ C(< λ > 1s−1 ‖f‖L2 + ‖u‖L2(Ω)).
Let us explain the idea behind such result. Clearly, the difficult case is when λ > 0
and large. Since the spectrum, σ((−∂xx)s/2) = σa.c.((−∂xx)s/2) = [0,∞), we cannot expect
[(−∂xx)s/2 − λ]−1 to be bounded on L2, and it is not. Instead, (5) asserts that such an L2
resolvent bound almost holds (with an additional decay rate of λ
1
s
−1, which is important
for our purposes), modulo an extra “control” term.
The method of proof is to first establish the above estimate on the bounded interval
[−1, 1]. We then use the technique of Wunsch, [18] to extend the result to the real line R.
2.2.1. Observability on intervals. We start with an elementary lemma.
Lemma 1. Let s > 0. Then, there exists ds, Ds, so that for every 0 < x < y
(6) dsmax(x, y)
s−1|x− y| ≤ |xs − ys| ≤ Dsmax(x, y)s−1|x− y|.
Proof. Start with the function fs(z) =
1−zs
1−z
, defined for z ∈ [0, 1]. Clearly this is a
continuous function on [0, 1] (defined at z = 1 via f(1) = s), so it has a minimum and
maximum, say ds, Ds. That is,
ds(1− z) ≤ 1− zs ≤ Ds(1− z).
Without loss of generality x ≤ y and apply the previous inequality to z = x
y
. This shows
(6). 
Lemma 2. Let s > 0. Consider the following damped fractional Laplace equation on
[−1, 1]
((−∂xx)s/2 − λ)u = f, x ∈ [−1, 1].(7)
Then for every δ > 0 there is Cδ so that
‖u‖L2[−1,1] ≤ Cδ[< λ > 1s−1 ‖f‖L2[−1,1] + ‖u‖L2[−δ,δ]](8)
for solutions u of (7), where < λ >:= (1 + |λ|2)1/2.
Proof. We can always assume that u, f are real, otherwise split in real and imaginary parts.
We split the argument in the cases where f is an even function ( in which case u is also
even function ) and then when f is an odd function (u odd respectively).
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Case I: u, f are even functions: For u, f even, we can expend u and f in cosine series
as follows
u =
∞∑
k=0
uk cos(kπx), f =
∞∑
k=0
fk cos(kπx)
In this case,
(−∂xx)s/2u(x) =
∞∑
k=0
(πk)suk cos(kπx),
Assume first that λ = −πsσs, σ > 1
2
. Then, taking a dot product with u in (7), we have
−λ‖u‖2 < ‖(−∂xx)s/4u‖2 − λ‖u‖2 = 〈f, u〉 ≤ −λ
2
‖u‖2 + C|λ|‖f‖
2
Thus, we have better estimate in this case
‖u‖L2 ≤ C|λ|‖f‖L2(9)
Next, let us take λ = πsσs, σ > 1
2
. Let k0 =]σ[, that is, the closest integer to σ using the
smaller integer when σ is a half number. Then for every k 6= k0, we have
(10) uk =
1
πs(ks − σs)fk, k 6= k0.
We wish to estimate the function
u˜ =
∑
k 6=k0
uk cos(πkx) = u− uk0 cos(πk0x)
first. By Lemma 1, we have that |ks − σs| ∼ |k − σ|max(k, σ)s−1, k 6= k0.
Case I: s ≥ 1 In this case, we can further take |ks − σs| ≥ C|k − σ|σs−1, k 6= k0. We have
‖u˜‖2L2 =
∑
k 6=k0,k≥0
|uk|2 ≤ 1
π2sσ2s−2
∑
k 6=k0,k≥0
C
|k − σ|2 f
2
k ≤
C
π2sσ2s−2
‖f‖2 = C
λ2−
2
s
‖f‖2.
Thus,
‖u˜‖L2 ≤ C < λ > 1s−1 ‖f‖L2(11)
Case II: 0 < s < 1 In this case, we have
‖u˜‖2L2 =
∑
k 6=k0,k≥0
|uk|2 ≤ C
π2s
∑
k 6=k0,k≥0
max(k, σ)2(1−s)
|k − σ|2 f
2
k .
We split the sum in two pieces, k ∈ (σ/2, 2σ) and the rest. We have∑
k 6=k0,k≥0:k∈(σ/2,2σ)
max(k, σ)2(1−s)
|k − σ|2 f
2
k ≤ Csσ2(1−s)
∑
k 6=k0,k≥0:k∈(σ/2,2σ)
1
|k − σ|2 f
2
k ≤ Csλ
2
s
−2‖f‖2L2,
since in this case max(k, σ) ≤ 2σ and σ ∼ λ 1s .
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In the other case, that is k ≤ σ/2 or k ≥ 2σ, we have that |k − σ| ∼ max(k, σ), so∑
k 6=k0,k≥0:k≤σ/2 or k≥2σ
max(k, σ)2(1−s)
|k − σ|2 f
2
k ≤ sup
k≤σ/2 or k≥2σ
1
max(k, σ)2s
‖f‖2L2 ≤
1
λ2
‖f‖2L2.
The estimate in this case is exceptionally good, but this is just a small piece of the sum.
In all cases, we conclude (11).
Next, we estimate∫ δ
−δ
|u(x)|2dx =
∫ δ
−δ
|uk0 cos(πk0x) + u˜(x)|2dx
= 2|uk0|2
∫ δ
0
cos2(πk0x)dx+ 2
∫ δ
−δ
uk0 cos(πkx)u˜(x)dx+
∫ δ
−δ
|u˜(x)|2dx
≥ |uk0|2δ(1 +
sin(2πk0δ)
2πk0δ
)− C|uk0|‖u˜‖L2.
Note (1 + sin(2pik0δ)
2pik0δ
) > 1− 2
pi
, so we can bound from below∫ δ
−δ
|u(x)|2dx ≥ δ(1−
2
pi
)
2
u2k0 − C‖u˜‖2L2 ≥ Cδu2k0 −
C
λ2−
2
s
‖f‖2.
Thus,
u2k0 ≤ Cδ
(
< λ >
2
s
−2 ‖f‖2L2 + ‖u‖2L2[−δ,δ]
)
.(12)
Hence by combining the estimates (11) and (12) , we get
‖u‖L2[−1,1] ≤ Cδ
(
< λ >
1
s
−1 ‖f‖+ ‖u(x)‖L2[−δ,δ]
)
.
Lastly, let −pis
2s
< λ < pi
s
2s
. In this case, we applied the same arguments as above on
u = u0 +
∞∑
k=1
uk cos(πkx)
to get ‖u˜‖L2 ≤ C‖f‖L2, while |u0|2 ≤ Cδ
(∫ δ
−δ
|u(x)|2dx+ ‖f‖2
)
. Finally, we conclude that
in all three cases,
‖u‖L2[0,1] ≤ Cδ
(
< λ >
1
s
−1 ‖f‖L2 + ‖u‖L2[−δ,δ]
)
.
Case II: u, f are odd functions For u, f odd functions, we can expand u and f in sine
series as follows
u =
∞∑
k=0
ak sin(kπx), f =
∞∑
k=0
fk sin(kπx)
Again, for λ < −pis
2s
, we have the estimate (same as above)
‖u‖ ≤ C|λ|‖f‖.
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For λ = πsσss, σ > 1
2
, we have (same as above in (11))
‖u˜‖L2 ≤ C < λ > 1s−1 ‖f‖.
where in this case u˜ =
∑
k 6=k0
uk sin(πkx) = u− uk0 sin(πk0x). Next, we estimate∫ δ
−δ
|u(x)|2dx =
∫ δ
−δ
|uk0 sin(πk0x) + u˜(x)|2dx
= 2|uk0|2
∫ δ
0
sin2(πk0x)dx+ 2
∫ δ
−δ
uk0 sin(πkx)u˜(x)dx+
∫ δ
−δ
|u˜(x)|2dx
≥ |uk0|2δ(1−
sin(2πk0δ)
2πk0δ
)− C|uk0|‖u˜‖L2 .
Now, observe z → sin(z)
z
can be close to 1, but in any case, we have
(1− sin(2πk0δ)
2πk0δ
) ≥ cmin(1, (k0δ)2) ≥ cδ2.
Note that in this last estimate, we used k0 ≥ 1, so c is independent on k0! Consequently,∫ δ
−δ
|u(x)|2dx ≥ cδ3|uk0|2 − C|uk0|‖u˜‖L2 ≥ cδ3|uk0|2 − Cδ‖u˜‖2L2 ≥ cδ3|uk0|2 −
Cδ
λ2−
2
s
‖f‖2.
Hence,
‖u‖2L2[−1,1] ≤ 2(u2k0 + ‖u˜‖2L2) ≤ Cδ
(
< λ >
2
s
−2 ‖f‖2 +
∫ δ
−δ
|u(x)|2dx
)
.
Case III u, f are arbitrary functions In this case, we split u and f in even and odd
parts and derive estimates for each of them. Putting it all together, we get
‖u‖2L2[−1,1] = ‖ueven‖2L2[−1,1] + ‖uodd‖2L2[−1,1]
≤ Cδ
(
‖feven‖2 + ‖fodd‖2
|λ|2− 2s +
∫ δ
−δ
(u2even(x) + u
2
odd(x))dx
)
= Cδ
(‖f‖2
λ2−
2
s
+
∫ δ
−δ
u2(x)dx
)
.
Hence,
‖u‖L2[−1,1] ≤ Cδ
(
λ
1
s
−1‖f‖L2[−1,1] + ‖u‖L2[−δ,δ]
)

This finishes the proof of the observability estimate (8). Next, we extend Lemma 2 to the
whole line R by using a technique similar to Wunsch, [18].
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2.2.2. Observability on intervals implies observability for a Hα. Introduce the operators
Hsα :=[(−i∂x − α)2]s/2 for α ∈ R.
Equivalently, one may define Hα through the Fourier transform
Ĥsαf(k) = |k − α|sfˆ(k).
Observe the relation
(−i∂x − α)2 = eiα·(−∂xx)e−iα·.
Since multiplication by e±iαx is an unitary operator on L2[−1, 1], the relation above is an
unitary equivalence between (−i∂x − α)2 and −∂xx. Consequently, Hsα is a self-adjoint
operator, so by Stone theorem, iHsα generates a C0-group of unitary operators on a Hilbert
space, which we denote by Uα(t) = e
itHsα . In addition, and since one can define g(−∂xx)
for very general functions g (for example C[0,∞)), we have
(13) g((−i∂x − α)2) = eiα·g(−∂xx)e−iα·.
In particular, applying (13) to the functions ts/2 and eit
s/2
,
(14) Hsα = e
iα·(−∂xx)s/2e−iα·; eitHsα = eiα·eitHs0e−iα·.
The observability estimate for Hsα on flat torus T = R/Z is as follows.
Lemma 3. Let Γ ⊂ T be open and non-empty. For all α ∈ [0, 1), we have
(Hsα − λ)u = f ⇒ ‖u‖L2(T) ≤ C
(
< λ >
1
s
−1 ‖f‖L2(T) + ‖u‖L2(Γ)
)
(15)
with constants independent of α| and |λ| ≥ 1 ∈ R.
Proof. Note that for α = 0, we have Hs0 = (−∂xx)s/2, and in this case the result is proved
in Lemma 2. Next, assume α 6= 0.
By the results in [12] and since Hsα is a self-adjoint operator, the estimate (15) is equiv-
alent to Schro¨dinger observability for Hsα. That is, we need to establish that for every,
non-empty ω ⊂ T and every T > 0, there exist C(T, ω) such that
‖f‖2L2 ≤
∫ T
0
‖eitHsαf‖2L2(ω) dt
Next, fix a non-empty open set ω. By Hs0-observability, we have for every T > 0
‖f‖2L2 = ‖e−iαxf‖2L2 ≤ C
∫ T
0
‖eitHs0 [e−iα·f ]‖2L2(ω)dt =
= C
∫ T
0
‖eiα·eitHs0e−iα·f‖2L2(ω)dt = C
∫ T
0
‖eitHsαf‖2L2(ω)dt.
This proves the Schro¨dinder observability, with the same constants as α = 0. Hence by
Theorem 5.1 of Miller [12] , the estimate (15) holds for all s > 0. 
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2.2.3. Observability for Hα implies observability. For g ∈ 〈x〉−sH−∞(R) with s > 1. We
define the periodization of g as follows
Πg(x) =
∑
n∈Z
g(x+ 2πn).
Also, for α ∈ R, we set
Παg = Π(e
iαxg)
Lemma 4. For g ∈ 〈x〉−sH−∞(R) with s > 1, we have
‖g‖2L2(R) =
∫
[0,1)
‖Παg‖2L2(T) dα.(16)
Moreover, if Ω ⊂ R is 2πZ-invariant and Ω0 denotes its projection to T, we have
‖g‖2L2(Ω) =
∫
[0,1)2
‖Παg‖2L2(Ω0) dα.(17)
For the proof of the lemma, we refer to Lemma 5, [18].
Note that ((−∂xx)s/2 − λ)u = f implies
eiαx((−∂xx)s/2 − λ)e−iαx[eiαxu] = eiαxf
In terms of the operator Π, we get (Hα − λ)(Παu) = Παf . By Lemma (3), we conclude
‖Παu‖2L2(T) ≤ C(< λ >
2
s
−2 ‖Παf‖2L2(T) + ‖Παu‖2L2(Ω0))
By Lemma 4, we may integrate both sides over the set [0, 1) to obtain
‖u‖2L2(R) ≤ C(< λ >
2
s
−2 ‖f‖2L2(R) + ‖u‖2L2(Ω))
This is of course (5) and so the proof of Theorem 4 is complete.
2.3. Resolvent estimate. From the observability estimate above, we prove the following
resolvent estimate for our damped problem.
Proposition 1. Assume that m > 0, γ(x) ≥ 0 and γ ∈ L∞ and there exist ǫ > 0 and a
2πZ- invariant set Ω ∈ R such that γ(x) ≥ ǫ for a.e. x ∈ R. For the equation
((−∂xx)s/2 +m+ ikγ(x)− k2)u = f(18)
we have the following:
• For 0 < s < 2 ,
(19) ‖u‖L2(R) ≤ C < k > 4s−3 ‖f‖L2(R),
• For s ≥ 2 ,
(20) ‖u‖L2(R) ≤ C < k > 2s−2 ‖f‖L2(R).
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Proof. We begin by pairing the equation (18) with u, taking the real part and using Cauchy
inequality. For |k| ≤ k0 =
√
m/2, we get
‖u‖2Hs/2(R) + (m− k2)‖u‖2L2(R) ≤ ‖f‖L2(R)‖u‖L2(R) ≤
‖f‖2L2(R)
4(m− k2) + (m− k
2)‖u‖2L2(R)
This implies that
‖u‖Hs/2(R) ≤ C‖f‖L2(R).
Next we assume that |k| > k0. We apply Theorem 4 to equation (18) with the damping
term on the right-hand side and λ = k2 −m. Noting that < λ >∼< k >2, we get
‖u‖L2(R) ≤ C
(
< k >
2
s
−2 ‖f‖L2(R)+ < k > 2s−1 ‖γ(x)u‖L2(R) + ‖u‖L2(Ω)
)
.(21)
Choose Ω to be contained in the set where γ ≥ ǫ a.e. for some ǫ > 0. We obtain
‖u‖L2(Ω) ≤ ǫ−1‖γ(x)u‖L2(R),
so (21) becomes
‖u‖L2(R) ≤ C
(
< k >
2
s
−2 ‖f‖L2(R) + (< k > 2s−1 +ǫ−1)‖γ(x)u‖L2(R)
)
.(22)
Pairing the equation (18) with u and taking the imaginary part, we get for k ≥ k0,
‖
√
γ(x)u‖2L2(R) ≤
C
< k >
‖f‖‖u‖(23)
Combining these estimates and observing that γ ≤ C√γ(x) a.e. yields
‖u‖L2(R) ≤ C
(
< k >
2
s
−2 ‖f‖L2(R) + (< k >
2
s
−1 +ǫ−1)
< k >1/2
‖f‖1/2L2(R)‖u‖1/2L2(R)
)
(24)
Applying Cauchy-Schwarz, we obtain
‖u‖L2(R) ≤ C(< k > 2s−2 + < k > 4s−3 + < k >−1)‖f‖(25)
By analyzing the cases s ∈ (0, 2) and s ≥ 2 separately (here k is large), we finally conclude
‖u‖L2(R) ≤ C < k > 4s−3 ‖f‖L2(R), s ∈ (0, 2)
‖u‖L2(R) ≤ C < k > 2s−2 ‖f‖L2(R), s ≥ 2
This completes the proof. 
3. Resolvent estimates and proof of Theorem 1
We begin by recasting (1) as an abstract Cauchy problem. Define U = (u, ut)
T , then
equation (1) can be written as a dynamical system:
Ut = AU
where
A =
(
0 I
−(−∂xx)s/2 −m −γ(x)
)
,
where we take D(A) = Hs(R)×Hs/2(R). The basic Hilbert space isH = Hs/2(R)×L2(R).
The fact that A generates a semigroup, under this setup, is standard.
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Next, we compute the resolvent of the operator A. Let u = (u1, u2)′ and f = (f1, f2)′.
Then
(ikI −A)u = f
is equivalent to
iku1 − u2 = f1
((−∂xx)s/2 +m)u1 + (ik + γ(x))u2 = f2
or
u1 = ((−∂xx)s/2 +m+ ikγ(x)− k2)−1 ((ik + γ(x))f1 + f2)
u2 = iku1 − f1.
Hence, the resolvent of A is
R(ik,A) =
 R(ik)(ik + γ(x)) R(ik)
ikR(ik)(γ(x) + ik)− I ikR(ik)
 ,
where R(ik) = ((−∂xx)s/2 +m+ ikγ(x)− k2)−1. Note that
R(ik)∗ = R(−ik).
Recall that our basic resolvent estimate, Proposition 1, provides bounds for the resolvent
R(ik), acting as operators on L2(R) into itself. On the other hand, R(ik) are smoothing
operators. The next result allows us to obtain bounds between different Sobolev spaces.
Proposition 2. Let 0 < s < 2. Then,
(26) ‖R(ik)‖L2→Hs/2 + ‖R(ik)‖H−s/2→L2 ≤ C < k >
4
s
−2 .
For s ≥ 2,
(27) ‖R(ik)‖L2→Hs/2 + ‖R(ik)‖H−s/2→L2 ≤ C < k >
2
s
−1 .
Proof. Let u be the solution of
((−∂xx)s/2 +m+ ikγ(x)− k2)u = f(28)
where f ∈ L2. Taking dot product with u in (28) and taking the real part yields
〈(−∂xx)s/2u, u〉+ (m− k2)〈u, u〉 = Re〈f, u〉
‖u‖2Hs/2 ≤ ‖f‖L2‖u‖L2 + k2‖u‖2L2
By Proposition 1 for s ∈ (0, 2), ‖u‖L2 ≤ C < k > 4s−3 ‖f‖L2, so we obtain
‖u‖2Hs/2 ≤ ‖f‖L2
(
< k >
4
s
−3 ‖f‖L2(R)
)
+ k2 < k >
8
s
−6 ‖f‖2L2(R)
This proves
‖R(ik)‖L2→Hs/2 ≤ C < k >
4
s
−2,
and by duality ‖R(ik)‖H−s/2→L2 ≤ C < k >
4
s
−2. For s ≥ 2, we apply Proposition 1 and we
similarly obtain
‖u‖2Hs/2 ≤ ‖f‖L2
(
< k >
2
s
−2 ‖f‖L2(R)
)
+ k2 < k >
4
s
−4 ‖f‖2L2(R)
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This proves (27). 
Next, we put together the results from Proposition 1, together with Proposition 2 to
obtain the following result on the composite resolvent R(ik,A).
Proposition 3. For 0 < s < 2, there is
(29) ‖R(ik,A)‖Hs/2×L2 ≤ C < k >
4
s
−2,
while for s ≥ 2 , we have
(30) ‖R(ik,A)‖Hs/2×L2 ≤ C.
Proof of Proposition (3). First we consider the case 0 < s < 2. Write R(ik,A) as
follows ∥∥∥∥R(ik,A)(fg
)∥∥∥∥
Hs/2×L2
= ‖R(ik)(ik + γ(x))f‖Hs/2 + ‖R(ik)g‖Hs/2 +
‖(ikR(ik)(γ(x) + ik)− I)f‖L2 + ‖ikR(ik)g‖L2
The estimates for the terms involving g follow easily from the established estimates. Indeed,
from (26), we have
‖R(ik)g‖Hs/2 ≤ C < k >
4
s
−2 ‖g‖L2,
while from (8), we have
‖ikR(ik)g‖L2 ≤ C|k| < k > 4s−3 ‖g‖L2 ≤ C < k > 4s−2 ‖g‖L2.
So, it remains to establish the bounds
‖R(is)(ik)(ik + γ(x))‖ = O(|k| 4s−2) : Hs/2 → Hs/2(31)
‖R(ik)(ik)(γ(x) + ik)− I)‖ = O(|k| 4s−2) : Hs/2 → L2.(32)
Once, (31) and (32) are established, we conclude∥∥∥∥R(ik,A)(fg
)∥∥∥∥
Hs/2×L2
≤ C‖
(
f
g
)
‖Hs/2×L2,
and Proposition 3 will be proved.
Next, we estimate R(ik)(ik)[γ(x) + ik)] − I : Hs/2 → L2. Elementary manipulations
show that
(33) R(ik)(ik)[γ(x) + ik)]− I = −R(ik)((−∂xx)s/2 +m)
Combining (26), together with the fact that (−∂xx)s/2 : Hs/2 → H−s/2 is continuous, we
obtain for f ∈ Hs/2(R)
‖(R(ik)(ik)[γ(x) + ik)]− I)f‖L2 = ‖R(ik)((−∂xx)s/2 +m)f‖L2 ≤
≤ C|k| 4s−2‖((−∂xx)s/2 +m)f‖H−s/2 ≤ C|k|
4
s
−2‖f‖Hs/2
This proves (32).
It remains to estimate ‖R(is)(ik + γ(x))‖Hs/2→Hs/2 . A variant of (33)reads
R(ik)(ik + γ(x)) =
1
ik
[I −R(ik)((−∂xx)s/2 +m)],
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Let u = R(ik)((−∂xx)s/2 +m)f , then
((−∂xx)s/2 +m+ ikγ(x)− k2)u = ((−∂xx)s/2 +m)f
Pairing this equation with u and taking real parts and applying Cauchy-Schwarz, we get,
‖(−∂xx)s/4u‖2L2 − (k2 −m)‖u‖2L2 ≤ ‖((−∂xx)s/2 +m)f‖H−s/2‖u‖Hs/2
≤ ‖f‖Hs/2‖u‖Hs/2.
Therefore,
‖u‖2Hs/2 ≤ C(k2‖u‖2L2 + ‖f‖2Hs/2).(34)
Next, when we estimate ‖u‖L2, we used (26) to get
‖u‖L2 = ‖R(ik)((−∂xx)s/2 +m)f‖L2 ≤ C|k| 4s−2‖(−∂xx)s/2 +m)f‖H−s/2 ≤
≤ C|k| 4s−2‖f‖Hs/2
Plugging this estimate back in (34), we obtain ‖u‖L2 ≤ C|k| 4s−1‖f‖Hs/2. As a consequence,
R(ik)((−∂xx)s/2 +m) = O(|k| 4s−1) : Hs/2(R)→ Hs/2(R),
whence for large |k|,
‖R(ik)(ik + γ(x))‖Hs/2→Hs/2 = k−1‖I − R(ik)((−∂xx)s/2 +m)‖Hs/2→Hs/2 ≤
≤ Ck−1(1 + |k| 4s−1) ≤ C|k| 4s−2,
which is (31). Hence, for 0 < s < 2, we get
R(ik,A) = (ik −A)−1 = O(|k| 4s−2) : Hs/2 × L2 → Hs/2 × L2.
Similarly, for s ≥ 2, we have
R(ik,A) = (ik −A)−1 = O(|k| 2s−1) : Hs/2 × L2 → Hs/2 × L2
So, in fact, we have decay in k of the resolvent for s > 2. 
Having proved Proposition 3, we are ready for the proof of our main result, Theorem 1.
For the case 0 < s < 2, we apply the Borichev-Tomilov Theorem 3 with α = 4
s
− 2 > 0.
Then, the semigroup satisfies the following bound
‖etA(µ−A)−1‖Hs/2×L2→Hs/2×L2 ≤ Ct−
s
4−2s ,
for any µ ∈ ρ(A), say µ = 1. Equivalently,
‖etAf‖Hs/2×L2 ≤ Ct−
s
4−2s ‖(1−A)f‖Hs/2×L2 ≤ Ct−
s
4−2s‖f‖Hs×Hs/2,
since A : Hs ×Hs/2 → Hs/2 × L2.
For s ≥ 2, by Gearhart-Pru¨ss Theorem 2 the energy of the damped fractional Klein-
Gordon is decaying exponentially and more precisely, we have the bound (3).
The authors are thankful to the anonymous referee and to Reinhard Stahn for their
useful comments, which helped to improve the manuscript.
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