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Tema ovog završnog rada je izrada modela za detekciju upale pluća na RTG snimkama, 
integriranog s web aplikacijom. Web aplikacija je namijenjena korisnicima koji žele 
provjeriti relevantnost dijagnoze svojih RTG snimaka, kao i liječnicima kojima može 
poslužiti kao pomoć za brže i točnije postavljanje dijagnoze. Aplikaciju mogu koristiti svi 
korisnici bez potrebe za registracijom i prijavom. Korisnik može saznati poučne 
informacije o upali pluća, uzrocima nastanka, simptomima, postavljanju dijagnoze, te 
provesti detekciju upale pluća prema RTG snimci kao ulaznom parametru. 
 
Modeli neuronske mreže i web aplikacija razvijeni su u sklopu programskog jezika 
Python. Kao razvojno okruženje korištena je Anaconda. Za pisanje programskog koda 
odabran je Jupyter Notebook. Modeli neuronske mreže implementirani su korištenjem 
Tensorflowa i Kerasa, dok je sučelje aplikacije izrađeno pomoću Bootstrapa i web 
frameworka pod nazivom Flask koji se koristi za izradu kompleksnih web aplikacija s 
pozadinom u Pythonu. 
 
U početku su pojašnjene tehnologije korištene za izradu i implementaciju praktičnog 
dijela rada s naglaskom na Python, Tensorflow i Keras, koji su danas u vrhu korištenih 
tehnologija za umjetnu inteligenciju i neuronske mreže. Alati i razvojna okruženja 
pomoću kojih je aplikacija implementirana detaljno su opisani. Kao najvažniji dio alata 
navedena je Anaconda koja se zadnjih godina koristi sve više u developmentu aplikacija 
temeljenih na umjetnoj inteligenciji i strojnom učenju. Opisana je arhitektura modela 
korištenih za predikciju upale pluća, prikupljanje slikovnih podataka od velike važnosti 
za uspješnost kasnije implementiranog modela, princip “transfer learninga”, te važnost 
umjetne inteligencije u području medicine. Naveden je postupak testiranja aplikacije uz 
prikaz statističkih podataka uspješnosti modela i točnosti predikcije. 
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U današnje vrijeme metode strojnog učenja i umjetne inteligencije dostižu svoj vrhunac 
u svakom pogledu. Sve se više koriste u poslovnim sustavima, poduzećima raznih vrsta 
te u znanosti, ne bi li na taj način unaprijedile i ubrzale rad i efikasnost objekata koji se 
njima služe. Dok se brojna književna djela fokusiraju na svjesni oblik umjetne 
inteligencije koji bi na neki način zamijenio čovjeka, računala koja uče prisutna su već 
neko vrijeme. Prepoznavanje objekata, govora, slikovnih podataka i duboke analize samo 
su neke od karakteristika strojeva temeljenih na strojnom učenju i neuronskim mrežama. 
Iako je koncept neuronskih mreža razvijen još u 20. stoljeću, treniranje je predstavljalo 
mukotrpan posao i opterećenje računala. Razvojem hardwera, GPU-a (engl. Graphical 
Processing Unit) i CPU-a (engl. Central Processing Unit), te velikom dostupnošću 
podataka, neuronske mreže doživljavaju značajan uzlet. Nekad je dijagnoza bolesti 
gotovo isključivo ovisila o iskustvu liječnika i njegovoj procjeni. Danas se sve veći broj 
oboljenja može dijagnosticirati pomoću neke vrste računala ili stroja. Praktični dio rada 
temelji se na postavljanju dijagnoze upale pluća prema dobivenoj RTG snimci kao 
ulaznom parametru. Uz navedeni napredak umjetne inteligencije ona može biti veoma 
korisna u dijagnozi RTG snimaka i imati važnu ulogu kod detekcije bolesti, poslužiti kao 
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2. Cilj i doprinos rada 
Cilj ovog projekta je implementacija programske podrške za automatsku detekciju upale 
pluća te upotreba računalnih algoritama u domeni strojnog učenja kako bi se postupak 
dobivanja što točnije dijagnoze automatizirao, što bi u svakodnevnoj primjeni moglo 
smanjiti mogućnost pogrešaka i pogrešnih dijagnoza koje mogu voditi do neželjenih 
ishoda. Web aplikacija, kao i čitav projekt, koriste nekoliko različitih tehnologija spojenih 
u cjelinu.  Glavni dio web aplikacije, kao i implementacija modela konvolucijskih 
neuronskih mreža, izrađeni su u Pythonu korištenjem Anaconde kao programskog 
okruženja. Za treniranje modela koriste se Tensorflow i Keras kao vodeće tehnologije na 
području umjetne inteligencije u suvremeno doba, dok je Flask korišten za povezivanje 
backend modela i korisničkog sučelja web aplikacije implementiranog pomoću HTML, 
CSS i Bootstrap  tehnologija.
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3. Korištene tehnologije 
Ovo poglavlje opisuje tehnologije koje su korištene za implementaciju praktičnog dijela 
završnog rada. Najzastupljenija i najvažnija tehnologija je programski jezik Python u 
kojem je izrađena web aplikacija i model neuronskih mreža potreban za kasniju detekciju. 
Fokus je usmjeren na Tensorflow i Keras tehnologije bez kojih treniranje i testiranje 
modela za predikciju ne bi bilo moguće. Dodatno su opisani Bootstrap i Flask, korišteni 
za izradu korisničkog sučelja aplikacije i integraciju s modelom implementiranim u 
pozadini, te sve dodatne biblioteke korištene za izradu rada. 
3.1. Python 
Python se manifestira kao interaktivni, objektno orijentirani programski jezik. 
Prepoznatljiv je po kvalitetnoj strukturi podataka pomoću koje se nameće kao jedan od 
najviše korištenih programskih jezika u današnje vrijeme. Jedna od najvećih prednosti 
Pythona u odnosu na ostale programske jezike jednostavna je sintaksa koja, naglašavajući 
čitljivost, smanjuje mogućnost pogrešaka i olakšava posao programeru. Produktivnost 
Pythona još je jedna u nizu njegovih odlika. Nema kompliciranih koraka, a testiranje 
funkcionalnosti programskog koda vrlo je brzo. 
Rasprostranjenost navedenog programskog jezika je široka, Python se koristi u razvoju 
web aplikacija, industriji računalnih igara, matematičkoj i dubokoj analizi podataka, 
umjetnoj inteligenciji, a YouTube, Facebook i Google samo su neke od internet domena 
koje u svojoj pozadini koriste i Python. 
Posljednjih godina Python je redovno uvrštavan među najpopularnije i najkorištenije 
programske jezike u svijetu. Zbog činjenice da je open-source, Python se danas može 
uspješno koristiti na svim platformama i operacijskim sustavima. Ugledna Američka web 
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Prema objavljenoj listi najpopularnijih programskih jezika na web stranici Stack 
Overflow 2019. godine, Python zauzima visoko četvrto mjesto, a najpopularniji je jezik 
u konkurenciji objektno orijentiranih programskih jezika, što najbolje opisuje njegovu 
važnost u današnjem developmentu. 
Slika 1. Najpopularniji programski jezici [1] 
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Tensorflow je Googleova open-source platforma namijenjena za strojno učenje s ciljem 
pojednostavljenja i smanjenja obujma posla developerima na području umjetne 
inteligencije nastala 2017. godine. Tensorflow olakšava proces dohvata podataka, 
treniranja modela neuronskih mreža, predviđanja i unaprjeđenja postojećih rezultata. 
Može se definirati kao biblioteka otvorenog koda dostupna svima. Povezivanjem mnoštva 
automatskih učenja, algoritama i neuronskih mreža, posao developera mnogo je olakšan, 
što je i cilj same biblioteke. Python je korišten kao front-end API za izradu aplikacija 
izvedenih u C++ što poboljšava performanse. 
Tensorflow svojom tehnologijom pod nazivom Tensorboard omogućuje developerima 
izradu grafičkih struktura podataka za prikaz tijeka treninga i procesa u raznim 
dijagramima za što bolji uvid u pozadinu procesa. Može se pokretati na jednom ili više 
procesora ili grafičkih kartica, ovisno o postavljenoj konfiguraciji tijekom instalacije, a 
dostupan je na 64-bitnim verzijama Linuxa, macOS-a i Windowsa.  
Pomoću Tensorflowa moguće je izraditi programska rješenja koja obuhvaćaju 
klasifikaciju ručno pisanih znamenaka, prepoznavanje slika i kategorizaciju, 
prepoznavanje zvuka, analizu velikog broja podataka, izvlačenje korisnih meta podataka, 
detekciju objekata i sl.  
Arhitektura i rad Tensorflowa temelje se na tzv. Grafovima  koji se definiraju kao 
strukture koje opisuju način protoka podataka kroz čvorove u grafu. Svaki čvor 
predstavlja matematičku operaciju, a svaka veza između čvorova je multidimenzionalno 
polje podataka ili tzv. tenzor. Matematičke operacije provode su u C++ zbog veće brzine, 
dok Python služi kao usmjerivač i organizator.   
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Keras je jedan od trenutno vodećih API-ja u domeni strojnog učenja i neuronskih mreža. 
Napisan je pomoću Python programskog jezika. Definira se kao Tensorflowov API jer 
radi na puno višoj razini i lakši je za implementaciju nego Tensorflow. Osmišljen je zbog 
fokusa na omogućavanje što bržeg treniranja i eksperimentiranja s neuronskim mrežama 
kako bi developeri sa što manje linija koda dobili mogućnost za izradu kvalitetnih modela 
za razne primjene. 
Jedna od važnijih prednosti Kerasa je to što podržava rad pomoću procesora i grafičke 
kartice, ovisno o preferencama programera. Vrlo je pogodan za rad s konvolucijskim 
neuronskim mrežama i rekurzivnim algoritmima. 
Prilikom implementacije i osmišljavanja Kerasa kao glavni ciljevi navedeni su: 
1. Lakoća korištenja (engl. User friendliness) 
2. Modularnost (engl. Modularity) 
3. Lakoća proširenja (engl. Easy extensibility) 




Flask se može definirati kao Pythonov framework implementiran pomoću malene jezgre 
koja se temelji na filozofiji lakog proširenja. Najvažnija upotreba Flask tehnologije je 
izrada web aplikacija s Pythonom u pozadini.  
 
Nastao je 2004. godine  idejom Armina Ronachera. Sredinom 2016. godine upravo je 
Flask bio najpopularniji Pythonov web framework na Githubu, dok su LinkedIn i 
Pinterest samo neke od poznatih web aplikacija koje koriste Flask. 
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Bootstrap je najpopularniji CSS framework koji služi za izradu responzivnih web stranica 
i aplikacija. Osmišljen je 2011. godine od strane Marc Otta i Jacoba Thorntona, a trenutno 
najnovija verzija je 4.3.1 objavljena 2019. godine. Slobodan je za korištenje te sadrži 
brojne HTML i CSS templateove za izradu sučelja. Najvažniji cilj Bootstrapa je 
omogućavanje izrade responzivnih web stranica koje će se svojim sadržajem 
prilagođavati veličini ekrana te su na taj način dostupne na uređajima svih veličina. 
Responzivnost u Bootstrapu postiže se spajanjem tehnologija CSS-a i JavaScripta. 
 




Numpy je jedan od glavnih paketa korištenih za znanstvene komputacije u Pythonu. Neke 
od najvažnijih komponenata su vrlo dobro posloženo upravljanje s poljima i njihovim 
operacijama, mnogo funkcija na visokom nivou, alati za integraciju s C++ programskim 
jezikom i Fortranom, funkcije s mogućnošću korištenja linearne algebre, Fourierove 




Pandas je open-source licencirana biblioteka koja korisnicima pruža lako korištenje i 
upravljanje strukturama podataka te alate za analizu implementirane u programskom jeziku 
Python. Pandas je osmišljen 2008. godine, a izumio ga je Wes McKinney zbog potrebe za 
softwareom koji će omogućiti visoke performanse i fleksibilnost kod upravljanja s 
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Scikit-learn je Pythonova biblioteka za strojno učenje koja nudi velik broj algoritama 
vezanih uz neuronske mreže i strojno učenje. Neke od važnijih funkcionalnosti su 
regresija, klasifikacija, selekcija modela neuronskih mreža i pretprocesiranje podataka. 
Kao i većina biblioteka za Python, Scikit-learn je open-source dostupan za korištenje svim 
korisnicima, a osmišljen je 2007. godine. Uz navedeni programski jezik Python, Scikit-




Matplotlib je biblioteka u sklopu programskog jezika Python, a koristi se za prikaz 2D 
figura, slika, grafova, dijagrama i sl. Matplotlib  je dostupan za korištenje u Python 
skriptama, Jupyter Notebooku, web aplikacijama i dr. Glavni cilj Matplotlib biblioteke 
pokušaj je olakšavanja lakih stvari te omogućavanje težih. 
 
4. Razvojno okruženje 
 
U ovom su poglavlju opisani alati razvojnog okruženja korišteni za izradu praktičnog 
dijela završnog rada. Temelj razvojnog okruženja je Anaconda koja služi za integraciju i 
konfiguraciju svih potrebnih alata i biblioteka važnih za implementaciju zamišljenog 
rada. Za pisanje Python programskog koda te rad s Kerasom i Tensorflowom korišten je 
Jupyter Notebook, dok je Sublime text korišten za izradu sučelja web aplikacije pomoću 
Bootstrap i Flask tehnologija. 
4.1. Anaconda 
Anaconda je najpoznatija platforma za strojno učenje i duboku analizu podataka u 
programskom jeziku Python koja pruža najlakši način za izvođenje algoritama strojnog 
učenja u Pythonu dostupna na Windows, Linux i Mac OS X operativnim sustavima. S 
preko 13 milijuna korisnika u svijetu, Anaconda je postala standard za izradu, testiranje i 
provođenje treninga na računalu omogućujući korisnicima brzu instalaciju preko 1500 
Python paketa, upravljanje bibliotekama i okruženjima preko terminala pomoću ključne 
riječi conda, treniranje i izradu modela neuronskih mreža pomoću Tensorflow i Keras 
tehnologija, analizu podataka preko NumPy-a, Pandasa i sličnih alata te vizualizaciju 
podataka uz Matplotlib.  
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Anaconda dolazi u dvije verzije, Python 3 i Python 2, te je besplatna za korištenje i 
dostupna svim korisnicima. Najčešće se koristi putem terminala (engl. Anaconda Prompt) 
pomoću kojeg se mogu stvarati nova okruženja, ažurirati verzije instaliranih biblioteka, 
dodavati novi paketi i slično. 
Anaconda osim terminala sadrži i korisničko sučelje pod nazivom Anaconda Navigator 
koje korisniku dopušta pokretanje aplikacije i upravljanje bibliotekama bez potrebe za 
pisanjem naredba u terminalu.  
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Korištenjem Anaconda Navigatora mogu se pretraživati biblioteke na Anaconda Oblaku 
ili lokalnom Anaconda repozitoriju, instalirati ih u željeno Anaconda okruženje i vidjeti 
trenutno instalirane pakete te njihove verzije dostupne za ažuriranje po potrebi. Neke od 
biblioteka i programa, među kojima je i Jupyter Notebook, koji će biti opisan u sljedećem 
poglavlju, instalirane su u Anaconda Navigatoru po zadanim postavkama. 
4.2. Jupyter notebook 
 
Jupyter notebook je open-source web aplikacija koja omogućuje stvaranje i dijeljenje 
dokumenata koji sadrže programski kod, jednadžbe i vizualizacije. Mogućnosti Jupytera 
uključuju duboku analizu podataka, transformaciju, numeričke simulacije, statističko 
modeliranje, vizualizaciju, strojno učenje i još mnogo toga.  
 
Jupyter notebook nastao je pod projektom zvanim Jupyter koji se definira kao neprofitni, 
open-source projekt iz 2014. godine koji je osmislio Fernando Perez, a razvijen je na 
GitHubu. Ime Jupyter nastalo je temeljeno na tri glavna  jezika podržana od strane 
Jupytera, a to su Julia, Python i R. Po zadanim postavkama Jupyter Notebook je instaliran 
u Anaconda programskom okruženju spomenutom u prethodnom poglavlju, a može se 
pokrenuti pomoću Anaconda navigatora ili upisivanjem naredbe jupyter notebook u 
Anaconda Promptu. 
 
Jupyter dokument, popularno zvan bilježnica (engl. notebook), nastaje kao produkt 
Jupyter Notebook aplikacije te se sastoji od programskog koda i elemenata kao što su 
jednadžbe, odlomci, linkovi, vizualni podaci poput slika i sl. 
 
 
Slika 3. Izgled Jupyter Notebook prozora 
[Izvor: autor] 
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4.3. Sublime Text 
 
Sublime Text je sofisticirani tekst editor koji služi za pisanje programskog koda 
podržavajući veliku količinu programskih i markup jezika koristeći Pythonov API.  
Nastao je prije 11 godina, 18. siječnja 2008. Godine, od strane autora Jona Skinnera. 
Napisan je kombinacijom C++ i Python programskih jezika, a zadnja stabilna verzija je 
3.2.1, objavljena u travnju 2019. godine. Sublime Text podržava rad u svim operativnim 
sustavima te na taj način privlači mnoštvo korisnika. Sublime Text posebno naglašava 
lakoću korištenja te brzu prilagodbu na korištenje editora. Neke od značajki koje 
poboljšavaju kvalitetu Sublimea i izdvajaju ga od ostalih tekst editora su: 
1. Označavanje sintakse pomoću boje 
2. Automatizirani pomak (engl. Indentation) 
3. Jednostavno, minimalističko korisničko sučelje 
4. Automatsko prepoznavanje tipa datoteke 




Slika 4. Izgled Sublime Text prozora 
[Izvor: autor] 
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5. Strojno učenje 
 
Strojno učenje je grana umjetne inteligencije koja stavlja fokus na oblikovanje algoritama 
koji poboljšavaju vlastitu učinkovitost na temelju ulaznih podataka. U današnje vrijeme 
strojno učenje  jedno je od najaktivnijih i najzastupljenijih područja računarstva te se 
može nazvati temeljem podatkovne znanosti. Neke od brojnih mogućnosti koje 
developerima pruža strojno učenje su: 
1. Prepoznavanje uzoraka (engl. Pattern recognition), 
2. Dubinska analiza podataka 




Strojno učenje računalima omogućuje da uče na način sličan ljudima, odnosno da 
prikupljaju znanje bazirano na prošlim iskustvima i analizama. Umjesto stalnog 
ažuriranja programskog koda, računalo s vremenom postaje samostalno sposobno 
poboljšavati svoj rad i performanse algoritama. Obrada podataka pomoću metoda 
strojnog učenja često rezultira modelom koji je sposoban za provođenje neke vrste 
predikcije na kasnijim testnim podacima. 
5.1. Podjela strojnog učenja 
 
Strojno učenje može se podijeliti na 3 dijela: 
 
1. Nadzirano učenje (engl. Supervised learning) 
Vrsta strojnog učenja u kojem se predikcija, odnosno predviđanje budućih podataka, 
temelji na ulaznim vrijednostima. Cilj je provođenje predikcije na novim, još neviđenim 
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Vrste nadziranog učenja su regresija i klasifikacija. Regresija je funkcija koja služi za 
učenje, a podaci su numerički. Kao rezultat dobivaju se točni podaci kao što su na primjer 
cijena sirovina, broj otkucaja srca i sl. Klasifikacija, za razliku od regresije, fokus stavlja 
na određivanje tipa podataka, te kao izlaz vraća kategoriju ulaznog podatka, a može biti 
binarna (dvije klase) ili kategorička (više vrsta). Cilj je implementacija funkcije koja za 
ulazni podatak može reći kojoj klasi pripada. 
Neki od češće korištenih algoritama koji spadaju u kategoriju nadziranog učenja su stabla 
odlučivanja, štreber, K najbližih susjeda, naivni Bayesov klasifikator te učenje pravila. 
Primjene nadziranog učenja česte su kod klasifikacije teksta, detekcije bolesti, 
prepoznavanja uzoraka, prepoznavanja govora, klasifikacije slika i sl. 
 
2. Nenadzirano učenje (engl. Unsupervised learning) 
Ne postoje podaci pokazivanja pravog točnog primjera, u prenesenom značenju ne postoji 
učitelj. Vrlo je važna samoorganizacija da bi računalo samostalno moglo pronaći 
pravilnosti u podacima, otkriti ih automatski i odrediti što podaci znače. 
Neki od često korištenih algoritama za nenadzirano učenje su klasteriranje (engl. 
Clustering) odnosno K-sredina (engl. K-mean) , učenje pravila asocijacije te analiza 
glavnih komponenti. 
Algoritam pod nazivom K-sredina je metoda klasteriranja koja pokušava rasporediti n 
broj mjerenja u k broju klastera na način da svako mjerenje pozicionira u klaster s 
najbližom srednjom vrijednošću. 
Algoritam za učenje pravila asocijacije temelji se na traženju veze između varijabli. Jedan 
od najpoznatijih primjera je trgovina koja želi odrediti koji se proizvodi najčešće prodaju. 
Korištenjem algoritma za učenje pravila asocijacije mogu se dohvatiti navedene 
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Analiza glavnih komponenti (engl. Principal Component Analysis) je algoritam koji 
koristi metodu za smanjenje dimenzionalnosti podataka, odnosno matematičku funkciju 
koja pomoću ortogonalnih transformacija pretvara skup mjerenja moguće koleriranih 
varijabli u skup vrijednosti nekoleriranih varijabli. 
Primjena strojnog učenja bez nadzora koristi se kod segmentacije tržišta, grupiranju teksta 
i tekstovnoj analizi, grupiranju slikovnih podataka, vizualizaciji te početnoj analizi 
podataka. 
 
3. Podržano učenje (engl. Reinforcement learning) 
Podržano učenje može se definirati kao učenje s podrškom, a primjer može biti dijete koje 
vozi bicikl. Prolazi se kroz tzv. seriju stanja i akcija da bi se na kraju dobila nagrada. Za 
postizanje uspješnosti potrebno je istražiti stanja i akcije koje vode do cilja da bi se 
maksimizirao ukupan zbroj nagrada. Dva najpoznatija algoritma vezana uz podržano 
učenje su takozvani Q-learning i Temporary difference learning. Podržano učenje 
najčešće se koristi u igranju videoigara, kretanju robota, autonomnoj navigaciji te učenju 
kontrolnih strategija. 
 
6. Duboko učenje 
 
Duboko učenje grana je strojnog učenja nastala inspirirana strukturom i radom ljudskog 
mozga. Navedeni princip razvio se modeliranjem prvih neuronskih mreža još 1940-ih 
godina, dok je pojam prvi put spomenut od strane Rine Dechter 1986. godine, a definira 
se kao područje strojnog učenja koje se temelji na predstavljanju podataka složenim 
reprezentacijama na visokom stupnju apstrakcije do kojih se dolazi pomoću naučenih 
nelinearnih transformacija. Metode dubokog učenja najčešće se koriste u izazovnim 
područjima gdje je dimenzionalnost i kompleksnost podataka iznimno velika. Modeli 
dubokog učenja uglavnom provode trening na velikom setu podataka prethodno 
raspoređenih u klase, što spada u granu nadgledanog učenja, te čine okosnicu u današnjem 
principu autonomne vožnje, detekciji bolesti te prepoznavanju uzoraka uz postizanje 
rezultata koji prije nisu bili mogući. 
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6.1 Biološke neuronske mreže 
 
Mozak se sastoji od gusto međusobno vezanih živčanih stanica koje služe za obradu 
podataka, a nazivaju se još i neuroni. Unutar ljudskog mozga nalazi se oko 10 milijardi 
neurona i otprilike 60 bilijuna veza između njih, zvanih sinapse. Neuron kao jedinica 
predstavlja vrlo jednostavnu strukturu, ali velik broj neurona predstavlja ogromnu 
procesorsku snagu. Jedan neuron sastoji se od soma, koji predstavlja tijelo stanice, 
vlakana zvanih dendriti i jednog dužeg dendrita, odnosno aksona. Dendriti se nalaze u 
mreži oko stanice tog istog neurona, dok se akson proteže na dendritima i stanicama 
drugih neurona. Signali ili informacije se prenose od jednog do drugog neurona pomoću 
složenih elektro-  kemijskih reakcija. Kemijske se tvari  ispuštaju iz sinapsi te uzrokuju 
promjenu električnog potencijala u stanicama neurona. U trenutku dosezanja praga 
električnog potencijala električni impuls šalje akcijski potencijal preko aksona. Impuls se 
prostire sve dok ne dođe do sinapse te poveća ili smanji njen potencijal.  
 
 
Slika 5. Građa biološkog neurona [2] 
 
Na taj način ostvaruje se veza između neurona koji pokazuju dugoročne promjene u 
snagama njihovih veza. Ponekad se čak i cijele kolekcije neurona mogu premještati iz 
jednog mjesta na drugo te na taj način čine osnovu za učenje u ljudskom mozgu. Učenje 
je vrlo važna karakteristika bioloških neuronskih mreža, a jednostavnost s kojom se ona 
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6.2 Umjetne neuronske mreže 
 
 6.2.1 Pojava umjetnih neuronskih mreža 
 
Umjetne neuronske mreže koje su u današnje vrijeme osposobljene za izvršavanje 
različitih vrsta poslova, od automatizacije, monitoringa, procesiranja, robotike, analize 
podataka, prepoznavanja uzoraka i govora, klasifikaciju objekata, pa sve do korištenja iz 
zabave, još su uvijek nedovoljno inteligentne da udovolje svim zahtjevima ljudi. Pošto se 
ljudski mozak definira kao vrhunac inteligencije, tako je i primarni fokus u daljem razvoju 
umjetne inteligencije usmjeren upravo u pravcu razvoja struktura i funkcionalnosti koji 
bi računala učinili “pametnijim” omogućivši im da svoj rad baziraju na radu ljudskog uma 
nastojeći  pritom da se umjetne neuronske mreže što više približe nivou rasuđivanja 
ljudskog mozga. 
 
 6.2.2 Arhitektura umjetnih neuronskih mreža 
 
Umjetna neuronska mreža sadrži određen broj povezanih procesora, koji se nazivaju 
neuroni, te imaju istu ulogu kao i biološki neuroni unutar mozga opisanog ranije. Povezani 
su vezama čiji signali mogu prelaziti s jednog neurona na drugi i na taj način prenositi 
važne informacije. Svaki neuron prima određen broj ulaznih signala u oznaci 𝑋𝑖. Svaka 
veza između neurona ima svoju brojčanu vrijednost, odnosno težinu označenu s 𝑊𝑖, koja 
predstavlja temelj za dugoročno pamćenje u umjetnim neuronskim mrežama. Vrijednosti 
𝑋𝑖 i 𝑊𝑖  zbrajaju se funkcijom prijenosa ili aktivacije, a dobivena vrijednost se šalje kao 
izlaz Y drugom neuronu.  
 
Slika 6. Građa umjetnog neurona [3] 
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Kod umjetne neuronske mreže neuroni su raspoređeni u slojeve koji su međusobno 
povezani vezama kroz koje prolaze signali, odnosno informacije koje mogu biti od velike 
važnosti za krajnji rezultat i uspješnost rada neuronske mreže. Veze između neurona 
aktiviraju se u slučaju ako je zadovoljen uvjet postavljen tzv. aktivacijskom funkcijom 
koja će biti detaljno razrađena kasnije. Sloj koji prima informacije iz okoline, tzv. ulazne 
podatke, naziva se ulaznim slojem, on je povezan sa skrivenim slojevima u kojima se 
informacije obrađuju, odnosno mreža uči, a posljednji sloj koji daje izlazne rezultate, 
naziva se izlaznim slojem. Proces učenja odvija se promjenom vrijednosti težina odnosno 
veza između neurona, uspoređuju se tražene i dobivene veličine na izlaznom sloju i računa 
greška. Na osnovi dobivene vrijednosti greške, ona se pokušava smanjiti svakim 
sljedećim korakom, a to se radi pomoću korekcije težinske vrijednosti na osnovu 
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6.2.3 Generalno pravilo učenja 
 
Svaka umjetna neuronska mreža temeljena je na generalnom pravilu učenja koje 
podrazumijeva prikupljanje relevantnih podataka, koji se nakon toga dijele na podatke za 
trening i podatke za validaciju. 
Nakon provedbe prikupljanja podataka potrebno je odrediti arhitekturu neuronske mreže, 
što podrazumijeva određivanje broja slojeva u mreži te broja neurona u pojedinom sloju, 
nakon čega se odabire tip veze između neurona i pravilo učenja koje je temelj za 
postavljanje kriterija koji definira grešku. Sljedeći korak je učenje koje predstavlja osnovu 
umjetnih neuronski mreža. Učenje podrazumijeva inicijalizaciju težinskih vrijednosti, 
treniranje modela na osnovu skupa podataka za trening i provjeru iznosa greške na osnovu 
koje se vrši korekcija težinskih vrijednosti nakon svake iteracije, koja se odnosi na 
prolazak kroz sve uzorke za trening, što se naziva epohom. Učenje traje sve dok se ne 
dosegne željeni broj epoha ili se ne zadovolji zadana greška. U početnim fazama učenja 
neuronska mreža prilagođavat će se općim trendovima prisutnim u skupu podataka pa će 
greška i u skupu za trening i validacijskom skupu padati. Tijekom duljeg procesa učenja 
postoji mogućnost da se neuronska mreža počne prilagođavati specifičnim podacima i 
šumovima podataka za učenje pa se time gubi svojstvo generalizacije. Greška na skupu 
za učenje će padati dok će na validacijskom skupu početi rasti. U trenutku kada greška 
validacijskog skupa počne rasti, potrebno je prekinuti proces učenja kako model ne bi 
postao prenaučen. 
Završetkom procesa učenja potrebno je testirati rad mreže pomoću ranije prikupljenih 
validacijskih podataka. Razlika između faze učenja i testiranja je u tome što neuronska 
mreža u fazi testiranja više ne uči, a težinske vrijednosti su fiksne te predstavljaju rezultat. 
Evaluacija ili ocjenjivanje mreže dobiva se izračunavanjem greške i usporedbom s 
dopuštenom vrijednošću greške. Ukoliko je greška veća od dopuštene, potrebno je 
prikupiti dodatne trening podatke ili povećati broj epoha za bolje rezultate jer je u tom 
slučaju mreža neprikladna za upotrebu. 
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6.2.4 Osnovne karakteristike neuronskih mreža 
 
Neuronske mreže, za razliku od klasičnih računalnih algoritama, primaju paralelno veći 
broj informacija te vrše obradu na raspodijeljen način pa je stoga informacija spremljena 
u neuronskoj mreži raspodijeljena na više jedinica. Usporedba klasičnih računalnih 
algoritama prema Von Neumannu s neuronskim mrežama: 
 
Klasični algoritmi Neuronske mreže 
Računalu je potrebno unaprijed 
detaljno opisati algoritam u točnom 
slijedu koraka (program). 
Neuronska mreža uči samostalno ili s 
učiteljem (nadzirano učenje) 
Podaci moraju biti precizni. Podaci gotovo uvijek neprecizni. 
Osjetljiva arhitektura, kod uništenja 
nekoliko memorijskih ćelija računalo 
ne funkcionira. 
Rezultat i obrada ne ovise o 
pojedinačnom elementu mreže. 
Postoji eksplicitna veza između varijabli, 
brojeva, zapisa u bazi i sklopovlja 
računala preko pokazivača. 
Pohranjeno znanje je implicitno, ali ga je 
teško interpretirati. 
 
Tablica 1. Usporedba klasičnih algoritama i neuronskih mreža 
 
Otpornost na kvar (redundantnost) – točan rezultat ne ovisi o jednom neuronu unutar 
neuronske mreže jer su podaci memorirani u mreži raspodijeljeni na više jedinica.  
Sposobnost generalizacije – procesom učenja neuronska mreža postaje sposobna za 
obradu podataka koji nisu savršeno precizni te mogu biti zagađeni šumom. 
Univerzalni aproksimator – svojstvo u domeni neuronskih mreža koje im dopušta 
aproksimaciju proizvoljne, kontinuirane funkcije do željene točnosti 
Memorijski prostor – težinski koeficijent pridružen sinaptičkim vezama svakog neurona 
u mreži mora biti pohranjen u memoriju. Povećanjem broja slojeva raste broj neurona u 
mreži, čime se povećava potreba za više memorijskog prostora. 
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6.2.5 Način rada neuronskih mreža 
 
U radu s neuronskim mreža postoje dva osnovna algoritma koja se koriste u današnje 
vrijeme. To su algoritam feedforward i tzv. backpropagation algoritam. 
 
6.2.5.1. Feedforward algoritam 
 
Rad s neuronskim mrežama omogućava definiranje kompleksnih, nelinearnih hipoteza 
koje se sastoje od jednog ili više neurona koji mogu biti raspoređeni u jedan ili više slojeva 
koji grade arhitekturu neuronske mreže. Ovakav način mapiranja ulaznog vektora u izlaze 
mreže zovemo unaprijedna propagacija (engl. forward propagation). 
 
6.2.5.2. Backpropagation algoritam 
 
Backpropagation algoritam jedan je od glavnih razloga koji je umjetne neuronske mreže 
učinio poznatima i upotrebljivima za rješavanje različitih vrsta problema. Pojavom 
navedenog algoritma umjetne neuronske mreže dobile su novu mogućnost, podržavanje 
više slojeva te se backpropagation algoritam pokazao kao najčešća i učinkovita metoda u 
dubokim neuronskim mrežama. Algoritam se koristi zajedno s optimizacijskim metodama 
kao što je gradijentni spust. Princip rada mreže temelji se na prijenosu ulaznih vrijednosti 
od ulaznog do izlaznog sloja, određivanju greške te propagacije greške unazad kroz 
neuronsku mrežu od izlaza k ulazu kako bi se mreža što bolje istrenirala i smanjila 
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6.2.6 Vrste aktivacijskih funkcija 
 
Postoji mnogo vrsta aktivacijskih funkcija pomoću kojih se određuje aktiviraju li se i na 
koji način neuroni unutar mreže  ili ne. Aktivacijske funkcije mogu se podijeliti na 
linearne i nelinearne, a u praksi se koriste samo neke koje su se pokazale korisnima. 
Linearne funkcije se koriste u regresijskim problemima kada je u izlaznim slojevima 
potreban neograničeni izlaz bilo kakve vrste, dok su nelinearne aktivacijske funkcije 
pogodnije za rad s klasifikacijskim problemima gdje su izlazi ograničeni na male veličine. 
Najpopularnije funkcije za korištenje unutar klasifikacijskih problema su funkcije skoka 
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6.2.6.1. Linearna funkcija 
 
Linearna aktivacijska funkcija radi na način da preslikava svoj ulaz pomnožen s nekom 
konstantom na svoj izlaz. Ovakav tip aktivacijske funkcije koristi se samo kod problema 
vezanih uz regresiju zato što je u dubokim neuronskim mrežama zbog spomenute 
linearnosti onemogućeno učenje. 
 
6.2.6.2. Funkcija skoka 
 
Funkcija skoka u neuronskim mrežama radi na binaran način te funkcionira kao prekidač. 
Rezultat ili izlaz funkcije može biti jedna od dvije različite vrijednosti ovisno o zadanom 
pragu (engl. threshold) koji se još naziva i decizijska granica. Navedena funkcija korisna 
je ukoliko se radi o binarnim klasifikatorima (mačka-pas, maligno-benigno, da-ne). 
Funkcija skoka ne koristi se unutar dubokih neuronskih mreža iz razloga što je za 
backpropagation algoritam potrebna derivabilna ili djelomično derivabilna funkcija. Zbog 
definicije funkcije koja djeluje binarno, čak i mala promjena u ulaznom podatku može 
dovesti do potpuno suprotne aktivacije neurona i rezultata izlaznog sloja, što je u svakom 
slučaju nepoželjno. 
 
6.2.6.3 Sigmoidalna funkcija 
 
Sigmoidalne funkcije najčešći su tip aktivacijskih funkcija korištenih kod dubokih 
neuronskih mreža zbog činjenice da je takav tip funkcije derivabilan, što neuronskoj mreži 
omogućuje da može učiti postupcima temeljenim na gradijentnom spustu. 
 
6.2.6.4. Linearna rektifikacijska funkcija 
 
Linearna rektifikacijska funkcija (engl. Rectified Linear Unit) rješava problem nestajućeg 
gradijenta te je konvergencija kod takvih vrsta mreža čak do 6 puta brža u odnosu na 
običnu sigmoidalnu funkciju. Mogući nedostatak navedene funkcije je taj što se zbog 
moguće neaktivnosti neurona može doći do problema kada se težinske vrijednosti ne 
mogu pomaknuti, što se može riješiti postavljanjem malog početnog pomaka čime se na 
početku automatski aktiviraju svi neuroni. 
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6.3 Konvolucijske neuronske mreže 
 
U spomenutim strukturama neuronskih mreža svaki izlaz neurona bio je skalarna 
vrijednost. Konvolucijske neuronske mreže su posebna vrsta umjetnih neuronskih mreža 
za obradu nestrukturiranih podataka kao što su slike, tekst, zvuk i govor u kojima dolazi 
do proširenja u obliku konvolucijskih slojeva. Izlazi iz konvolucijskih slojeva su 
dvodimenzionalni i nazivamo ih mapama značajki (engl. feature maps). Ulazni podatak 
u konvolucijske neuronske mreže je dvodimenzionalan (slikovni podaci), a umjesto 
težinskih vrijednosti koriste se jezgre (engl. kernels). Osim spomenutih konvolucijskih 
slojeva kod ovakvih vrsta neuronskih mreža specifični su slojevi sažimanja i potpuno 
povezani slojevi. 
Konvolucijske neuronske mreže najčešće započinju s jednim ili više konvolucijskih 
slojeva i nakon toga slijedi sloj sažimanja, pa ponovo konvolucijski sloj te se navedeni 
postupak ponavlja nekoliko puta. Mreža u većini slučajeva završava s jednim ili više 
potpuno povezanih slojeva koji se koriste za klasifikaciju. 
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6.3.1 Konvolucijski sloj 
 
Sloj u kojem se provodi konvolucija temeljni je dio svake konvolucijske neuronske 
mreže. Svaki konvolucijski sloj sastoji se od filtara koji sadrže težinske vrijednosti koje 
je potrebno naučiti kako bi mreža kao rezultat vraćala bolje rezultate. Spomenuti filtri su 
u većini slučajeva manji od ulaznog podatka (npr. slike), ali su uvijek jednake dubine. 
U početnoj fazi ulazni podatak se konvoluira (množi) s filterom i daje skalarni produkt 
preko cijele širine i dužine slike. Rezultat konvolucije je dvodimenzionalna aktivacijska 
mapa koja pokazuje odziv filtera na svakoj poziciji u matrici. Tim postupkom mreža će 
naučiti težinske vrijednosti unutar filtra kako bi došlo do aktivacije filtra na mjestima gdje 
prepoznaje određena slikovna svojstva, rubove, oblike i slično. Zbog definiranja točne 
veličine izlaza konvolucijskog sloja potrebno je definirati i korak pomaka filtra po 
ulaznom podatku (engl. stride). Korak pomaka određuje za koliko će se filtar pomicati po 
visini i širini tokom postupka konvolucije.  
 
 









Međimursko veleučilište u Čakovcu 25 





Širina izlaza označena je s Wy, a širina ulaza s Wx. Korak pomaka filtra označava slovo 
S, dok je oznakom F označena veličina kvadratnog filtra. Širina izlaza nakon konvolucije 





 + 1 
 
6.3.2 Sloj sažimanja 
 
Sloj sažimanja (engl. Pooling layer) sadrži filter koji smanjuje odnosno sažima dimenzije 
slike. U konvolucijskoj neuronskoj mreži sloj sažimanja se najčešće koristi nakon 
nekoliko konvolucijskih slojeva s ciljem smanjivanja rezolucije mapa nastalih 
konvolucijskim slojem. Filtar sloja sažimanja razlikuje se od filtra konvolucijskog sloja 
jer ne sadrži težinske vrijednosti. Navedeni filtar se koristi za odabir vrijednosti u krugu 
zadanih dimenzija filtra.  
Od nekoliko vrsta sažimanja najčešće se koriste sažimanje usrednjavanjem (engl. Average 
pooling) i sažimanje maksimalnom vrijednosti (engl. Max pooling). Sažimanje 
usrednjavanjem grupirane podatke zamjenjuje aritmetičkom sredinom grupiranih 
vrijednosti, dok se kod sažimanja maksimalnom vrijednosti izabire maksimalna 
vrijednost grupiranih piksela. Rezultat sažimanja maksimalnom vrijednosti je čuvanje 
jačih i izraženijih piksela na slici koji su od veće važnosti za dobivanje krajnjeg rezultata, 
dok se nevažni pikseli eliminiraju.  
 
 
Slika 11. Sažimanje usrednjavanjem [6] 
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Slika 12. Sažimanje maksimalnom vrijednosti [7] 
 





 + 1 
 
gdje je Ds stara dimenzija, F širina filtera, a S skok između 2 odabira vrijednosti. 
 
6.3.3 Potpuno povezani sloj 
 
Potpuno povezani sloj u većini slučajeva se koristi u završnim slojevima mreže. Razlog 
korištenja potpuno povezanih slojeva je smanjivanje dimenzija slike njenim prolaskom 
kroz neuronsku mrežu budući da se potpuna povezanost definira kao kvadratni broj veza 
između slojeva. 
Na primjer, za slikovni podatak s dimenzijama 200x200x3 ulazni sloj imao bi 120 000 
ulaznih vrijednosti. Kad bi to potpuno povezali sa skrivenim slojem koji se sastoji od 
1000 neurona imali bismo 120 milijuna težinskih vrijednosti za učenje, što zahtjeva veliku 
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6.3.4 Izbjegavanje lokalnih minimuma 
 
Tijekom procesa učenja neuronske mreže cilj je pronaći mjesto globalnog minimuma 
greške koji znači da je model u datom trenutku na najboljoj mogućoj razini te proces 
učenja može stati. U tom postupku prepreku predstavljaju tzv. lokalni minimumi koji 
mrežu mogu zavarati na način da mreža misli da se nalazi u području globalnog 
minimuma. Izbjegavanje lokalnih minimuma može se postići upotrebom raznih metoda. 
Poznatije metode za izbjegavanje lokalnih minimuma: 
Uvođenje slučajnih transformacija – slučajne transformacije služe za povećavanje 
postojećeg skupa podataka za trening koje se postiže operacijama kao što su translacija, 
rotacija i skaliranje. Na taj način se broj podataka povećava bez potrebe za sakupljanjem 
dodatnih uzoraka. Povećanim brojem podataka za učenje postiže se manja vjerojatnost 
mreže za zapinjanje u lokalnim minimumima. Slučajne transformacije moguće je 
provoditi tijekom svake iteracije u procesu učenju ili predobradom podataka prije početka 
učenja. 
Slučajno izostavljanje neurona (engl. dropout) – prilikom svake iteracije procesa učenja 
pojedini neuroni se “slučajno” isključuju te na taj način stvaraju privid velikog broja 
arhitektura iako se u stvarnosti radi samo s jednom. U slučaju većeg broja arhitektura, 
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6.3.5 Hiperparametri mreže 
 
Hiperparametri neuronskih mreža su varijable koje je potrebno definirati prije provedbe 
procesa učenja. Za razliku od težinskih vrijednosti veza između neurona koje se ažuriraju 
automatski pomoću opisanog backpropagation algoritma, hiperparametri mreže 
podešavaju se ručno te dozvoljavaju programerima više prostora za eksperimentiranje. 
Postupak optimizacije hiperparametara definira se kao pronalaženje optimalnih 
vrijednosti koje će se dodijeliti spomenutim varijablama, ne bi li se na taj način postigli 
što bolji rezultati modela neuronske mreže. 
Hiperparametri konvolucijskih neuronskih mreža: 
Arhitektura mreže – hiperparametar koji se definira kao skup odluka vezanih uz 
oblikovanje same mreže. Neke od opcija za oblikovanje mreže su: broj slojeva, redoslijed 
slojeva, dimenzije filtara, dimenzije jezgri, dimenzije okvira za sažimanje. Dimenzije 
filtara su posebno bitni jer preveliki filtri usporavaju rad mreže, dok premali filtri mogu 
naučiti nebitne značajke za kasniju klasifikaciju. Prilikom odabira i implementacije 
arhitekture mreže važno je odabrati mrežu koja je pravilne veličine za zadani problem, jer 
prevelike mreže mogu usporavati proces učenja. 
Broj epoha – hiperparametar koji se može lako optimizirati tehnikom ranog stajanja 
(engl. early stopping) koja prati prosječan iznos greške na validacijskom skupu te se 
nakon svake epohe odlučuje koliko je dugo potrebno trenirati mrežu za proizvoljnu 
količinu greške. 
Stopa učenja (engl. learning rate) – jedan od najvažnijih hiperparametara konvolucijske 
neuronske mreže o kojem ovisi konvergencija. Pomoću stope učenja određuje se kako 
brzo neuronska mreža uči, odnosno generalizira, te je potrebno pronaći optimalnu 
vrijednost za što bolje rezultate. Vrijednost se obično nalazi između 10−6 i 1, a do nje se 
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Aktivacijska funkcija (engl. activation function) – dodatno objašnjena u poglavlju 
5.3.7, aktivacijska funkcija omogućuje neuronskoj mreži da uči na temelju gradijentnog 
spusta, te se najčešće koristi jedna za cijelu mrežu. 
Inicijalizacija težinskih vrijednosti – iako je inicijalizacija težina slučajna, ona 
omogućuje da se težinske vrijednosti procesom učenja mogu pomicati u oba smjera 
odabrane aktivacijske funkcije. U protivnom dolazi do usporavanja učenja zbog prevelike 
udaljenosti od početne vrijednosti do trenutka kada ulazi u aktivacijsku funkciju prijeđu 
na suprotnu stranu. 
Funkcija pogreške – hiperparametar o kojem također ovise mogućnost i brzina 
konvergencije. Jedna od najčešće korištenih funkcija za izračun iznosa greške je funkcija 
srednje kvadratne pogreške. 
Predobrada ulaza – predobrada ulaza odnosi se u slučaju ovog rada na predobradu 
slikovnih podataka kojom se može dobiti veći broj podataka i time pospješiti 
konvergenciju mreže. Neke od najkorištenijih metoda u domeni predobrade ulaza su 
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6.4 Učenje s prijenosom znanja (engl. transfer learning) 
 
Uobičajeni algoritmi dubokog učenja tradicionalno se temelje na izoliranim zadacima, 
dok pojedina neuronska mreža služi za određenu vrstu klasifikacije. Učenje s prijenosom 
znanja je nova metodologija koja pokušava to promijeniti i zaobići paradigmu izoliranog 
učenja pomoću razvijanja metoda prijenosa znanja kojim bi se modeli naučeni na jednoj 
vrsti problema mogli iskoristiti za više različitih zadataka. Na taj način model koji je 
inicijalno stvoren za jednu vrstu problema, kasnije se može iskoristiti kao početna točka 
za rješavanje nove vrste klasifikacije, te na taj način dati bolje rezultate nego 
inicijalizacija nove neuronske mreže od početka. Analogija se može napraviti s učenjem 
vožnje u stvarnom životu. Tako nam kod učenja vožnje motora uvelike može pomoći 
znanje vožnje auta. Na sličan način funkcionira i učenje s prijenosom znanja. 
Učenje s prijenosom znanja je u današnje vrijeme vrlo popularan pristup na kojem je 
temeljen praktični dio ovog završnog rada. Odabir tzv. pretreniranih modela i već 
definiranih arhitektura neuronskih mreža može biti od velike koristi u rješavanju 
kompleksnih problema kao što je detekcija upale pluća na RTG snimkama.  
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6.4.1 Način rada 
 
Nakon što je učitana arhitektura postojeće neuronske mreže s definiranim slojevima 
potrebno je obrisati posljednji, izlazni sloj iz navedene mreže, te ga zamijeniti novim 
izlaznim slojem povezanim s problemom za koji ćemo koristiti mrežu. Sljedeći korak je 
provođenje treninga na kompletnoj, već definiranoj, arhitekturi i svim slojevima odabrane 
mreže na odabranom skupu podataka za učenje. Korištenjem navedenog načina rada, 
neuronska mreža moći će primijeniti klasifikacijske principe naučene na prijašnjim 
zadacima na novu vrstu problema te će na taj način i rezultati biti bolji, bez potrebe za 
definiranjem slojeva i izradom nove neuronske mreže od samog početka. 
 
6.4.2 Razlozi korištenja 
 
Učenje s prijenosom znanja dobro je koristiti u slučajevima kada nemamo veliki skup 
podataka za učenje. U slučaju kada imamo otprilike 1000 podataka za učenje, spajanjem 
tih 1000 podataka s pretreniranim mrežama koje su učene na milijunima podataka, 
možemo prikupiti mnogo naučenih principa za razvrstavanje i klasifikaciju te na taj način 
poboljšati efikasnost modela te smanjiti vrijeme učenja. 
 
6.4.3 Primjeri poznatih arhitektura i modela konvolucijskih mreža 
 
U ovom poglavlju opisane su neke od najpoznatijih arhitektura konvolucijskih neuronskih 
mreža dostupnih za korištenje pomoću učenja s prijenosom znanja. Navedene arhitekture 
danas se često koriste kod rješavanja kompleksnih problema s malo dostupnih podataka 
za učenje mreže. Zadaci koji se mogu riješiti prikazanim arhitekturama nisu vezani samo 
uz klasifikaciju slika već je pomoću njih moguće odraditi zadatke kao što su lokalizacija, 
detekcija, segmentacija i mnogi drugi. U praktičnom dijelu završnog rada koristit će se 
VGG16 arhitektura korištena za detekciju upale pluća koja će biti detaljnije razrađena. 
Na taj način rezultati predikcija biti će mnogo točniji zbog već naučenih karakteristika 
navedenih arhitektura na milijunima slikovnih podataka, što bi razvojem arhitekture 
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VGG16 je arhitektura konvolucijske neuronske mreže predložena od strane K. 
Simonyana i A. Zissermana s Oxford sveučilišta. Model postiže točnost od 92.7% na 
ImageNet setu slikovnih podataka koji se sastoji od preko 14 milijuna slikovnih podataka 
podijeljenih u 1000 klasa.  
Arhitektura VGG16 mreže se sastoji od 13 konvolucijskih slojeva u kojima se broj filtera 
povećava od 64 pa sve do 512, 5 slojeva sažimanja uz korištenje sažimanja s najvećom 
vrijednošću i 3 potpuno povezana sloja koji se na kraju koriste za izbjegavanje lokalnih 
minimuma pomoću već opisane tehnike slučajnog izostavljanja neurona, a veliki 
napredak u odnosu na prethodne arhitekture neuronskih mreža postignut je nakon 
promjene veličine konvolucijskog filtra na 3x3 uz upotrebu više takvih filtara. Filtar 
slojeva sažimanja je veličine 2x2 uz pomak 2, dok svi skriveni slojevi mreže koriste 
rektifikacijsku linearnu aktivacijsku funkciju opisanu u prijašnjim poglavljima rada. Svi 
konvolucijski slojevi koriste pomak i nadopunjavanje u vrijednosti 1, a ukupan broj 
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Arhitektura AlexNet neuronske mreže implementirana je 2012. godine od strane Ilye 
Sutskever, Geoffreya Hintona i Alexa Krizhevskyija po kojem je dobila naziv. Sastoji se 
od 5 konvolucijskih slojeva; slojeva sažimanja maksimalnom vrijednošću i slojeva 
isključivanja, te 3 potpuno povezana sloja na kraju mreže. Izlazni sloj prepoznavao je 
1000 klasa te je ovo bio prvi veliki i značajan napredak u razvoju konvolucijskih 
neuronskih mreža. U odnosu na prethodne arhitekture značajno je narastao broj 
parametara na čak 160 milijuna, pa je proces učenja AlexNet mreže odrađen na GPU 





Arhitektura nastala je 2014. godine  pod pokroviteljstvom Googlea. Mnogo je manja od 
uobičajenih arhitektura s ukupno 22 sloja neuronske mreže i samo 5 milijuna parametara 
za učenje. Navedena arhitektura osvojila je prvo mjesto na ILSVRC natjecanju 2014. 





Arhitektura neuronskih mreža razvijena 2015. Godine. Za razliku od VGG16 arhitekture 
koja sadrži 16 slojeva, ResNet je kompleksnija te sadržava ukupno 152 sloja mreže. 
ResNet arhitektura pobjednica je poznatog ILSVRC natjecanja za klasifikaciju objekata 
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7. Praktični dio završnog rada 
U ovom je poglavlju detaljno opisana izrada praktičnog dijela završnog rada. Prikazan je 
proces prikupljanja slikovnih podataka za učenje modela, podjela ukupnog seta na skup 
za učenje i validaciju korištenjem Numpy biblioteke, vizualna analiza i odnos podataka 
za učenje i validaciju pomoću Matplotliba, usporedba broja pozitivnih i negativnih 
primjeraka te predobrada prikupljenih podataka za ulaz u proces učenja. Razrađen je 
postupak dohvata prethodno opisane arhitekture VGG16 mreže pomoću Kerasa i 
promjena izlaznog sloja sukladno prikupljenim podacima, prikazane su krivulje učenja 
korištenjem Tensorboard tehnologije, odabir hiperparametara mreže te provedba procesa 
treniranja odnosno učenja. Nakon završetka učenja, model s najboljim rezultatima je 
spremljen te je provedena evaluacija tog modela za grafički prikaz točnosti predikcije na 
validacijskim podacima koji nisu korišteni u procesu učenja. 
Provedbom evaluacije i spremanja naučenog modela s zadovoljavajućim postotkom 
točnosti detekcije, fokus je stavljen na integraciju navedenog modela s web aplikacijom 
pomoću Flask tehnologije koja omogućava kombiniranje Python programskog koda s 
HTML-om i CSS-om za izradu web stranica. Opisane su sve faze razvoja web aplikacije, 
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7.1 Prikupljanje podataka 
 
Prvi korak u implementaciji modela za detekciju upale pluća na RTG snimkama je 
prikupljanje slikovnih podataka od kojih će se sastojati skupovi za učenje i validaciju 
modela. Korišten je podatkovni set dostupan za preuzimanje na Kaggle stranici koja služi 
za izradu i dijeljenje projekata vezanih uz podatkovnu znanost i strojno učenje. Kaggle 
korisnicima nudi velik broj različitih skupova podataka koji se mogu iskoristiti u razne 
istraživačke svrhe.  
Odabrani set podataka sastoji se od ukupno 5863 RTG snimke pluća podijeljenih u dvije 
kategorije. Postojeće kategorije su RTG snimke s pozitivnom dijagnozom na upalu pluća 
i snimke normalnih, zdravih pluća bez naznaka oboljenja. U setu se nalazi 1583 slika 
zdravih pluća i 4273 slike pozitivne na upalu pluća. Format slikovnih podataka je .jpeg, 
dok su dimenzije slika različite i variraju od slike do slike. U kasnijim koracima potrebno 
je promijeniti dimenzije slika koje će biti podržane kao ulaz za VGG16 arhitekturu mreže. 
 
7.2 Predobrada podataka 
 
Nakon uspješne provedbe prikupljanja podataka za učenje, prije samog učenja, potrebno 
je te iste podatke obraditi na način da budu pogodni za ulaz u mrežu. Putanje slikovnih 
datoteka su prvotno učitane pomoću funkcije iz Scikit-learn biblioteke pod nazivom 
load_files koja učitava putanje svih datoteka u danom direktoriju kao parametre te 
direktorije unutar glavnog direktorija navodi kao kategorije pojedinih datoteka, odnosno 
njihovih putanja. 
Nakon toga se iz dobivenog seta podataka definiraju kategorije, odnosno labele, ovisno 
nalazi li se podatak u subdirektoriju slika s upalom pluća ili slikama bez oboljenja. 
Spremanje kategorija slika obavljeno je korištenjem funkcije to_categorical iz 
Numpy biblioteke. 
Završetkom definiranja labela za sve dohvaćene putanje slika potrebno je ukupan skup 
slikovnih podataka podijeliti na skup za učenje i testni odnosno validacijski skup. U ovom 
slučaju za potrebe učenja je određeno 90% ukupnog skupa podataka, dok je za validaciju 
ostalo preostalih 10%. 
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Provođenjem postupka podjele podataka na skup za učenje i validacijski skup dobili smo 
4 polja podataka u programskog jeziku Python: 
 
• treningSlike –  skup putanja za dohvat podataka za učenje  
• treningLabele –  skup labela (0,1) za svaku od putanja u treningSlike 
• valSlike –  skup putanja za dohvat validacijskog skupa podataka  
• valLabele –  skup labela (0,1) za svaku od putanja u valSlike 
 
 
putanja = "dataset/podaci/" 
podaci = load_files(putanja) 
 






treningSlike = podaci['filenames'][:brojSlikaZaTrening]  
treningLabele = labele[:brojSlikaZaTrening] 
 
valSlike = podaci['filenames'][brojSlikaZaTrening:]  
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Nakon podjele putanja i labela na trening i validacijske podatke implementirane su 
funkcije za učitavanje spremljenih putanja i pretvorbu istih u slikovne podatke te 
promjenu dimenzija slika na 256x256 što će nam biti potrebno za kasniji ulaz u početni 
sloj neuronske mreže.  
Funkcija putanjaUSliku služi za dohvaćanje slikovnog podatka prema putanji kao 
ulaznom parametru, promjenu veličine slike na 256x256, te konverziju slike u polje 
pomoću Keras funkcije image_to_array koja je potrebna za pretvorbu slike u format 
podržan za ulazni sloj neuronske mreže konfigurirane u Kerasu. Funkcija pod nazivom 
pretprocesiranje korištena je za prolazak kroz sve putanje iz ulaznog polja unutar 






    slika = image.load_img(putanja, target_size=(256, 256))     
    polje = image.img_to_array(slika)    




    polje = [putanjaUSliku(putanja) for putanja in tqdm(putanje)] 




valSlike = pretprocesiranje(valSlike).astype('float32')/255 
 
 
Prilikom izvedbe funkcija, vrijednosti piksela svih slika podijeljene su s 255 radi 
provođenja normalizacije i sažimanja svih vrijednosti unutar 0 i 1. Rezultat navedenih 
postupaka su dva seta podataka u kojima se sada umjesto prijašnjih putanja nalaze 
slikovni podaci konvertirani u polja, koji će biti osnova za učenje i evaluaciju kasnije 
implementiranog modela.  
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7.3 Vizualizacija podataka 
 
Ovo poglavlje razrađuje dio koda temeljen na vizualizaciji predobrađenih podataka za 
lakšu predodžbu o prikupljenom skupu podataka, omjerima između podataka za učenje i 
validaciju i slično. Grafički elementi i dijagrami za prikaz omjera između podataka 
implementirani su upotrebom Matplotlib biblioteke instancirane u plt varijabli. Sljedeći 
dio koda prikazuje implementaciju funkcije vizualizacija koja nudi grafički prikaz 
podataka ovisno o ulaznim parametrima. Navedenom funkcijom vrši se vizualna obrada 
omjera podataka, točnije, omjer između skupa za učenje i validaciju te broja slika s 




    klase = (klasa1, klasa2) 
    broj_klasa = np.arange(len(klase)) 
    vrijednosti = [broj1,broj2] 
 
    if(boja==0): 
        plt.bar(broj_klasa, vrijednosti, align='center', 
        alpha=0.85) 
    else: 
        plt.bar(broj_klasa, vrijednosti, align='center', 
          alpha=0.85, color=['red', 'green']) 
         
    plt.xticks(broj_klasa, klase) 
    plt.ylabel('Broj slika') 
    plt.title(naslov) 
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Vizualni prikaz omjera broja skupa podataka za učenje i validacijskog skupa: 
 
 
Slika 16. Usporedba validacijskih i trening podataka 
[Izvor: autor] 
 
Dijagram koji pokazuje odnos između podataka s dijagnosticiranom upalom pluća i RTG 








Međimursko veleučilište u Čakovcu 40 





7.4 Definicija arhitekture modela 
 
Definiranje arhitekture konvolucijske neuronske mreže najvažniji je aspekt o kojem ovisi 
cjelokupna uspješnost projekta. Taj dio završnog rada odrađen je upotrebom već opisane 
metodologije učenja s prijenosom znanja pomoću kojeg se koriste već definirane 
arhitekture dostupne za korištenje s ciljem boljeg rada modela. U ovom radu korištena je 
već opisana VGG16 arhitektura. Takvim načinom rada neuronska mreža može iskoristiti 
sve otprije naučene principe kao što su prepoznavanje rubova, kutova, promjena boje i 
sl., te na taj način skratiti vrijeme učenja i pospješiti efikasnost modela.  
VGG16 arhitektura učitana je pomoću funkcije u sklopu Kerasa. U početnom koraku 
čitava arhitektura sa svim slojevima učitana je u varijablu pocetniModel korištenjem 
VGG16 funkcije uz definiranje parametra za dimenziju ulaznog podatka, odnosno veličine 
slike u iznosu 256x256. Nakon toga je dodan još jedan sloj sažimanja usrednjavanjem, te 
je promijenjen posljednji sloj neuronske mreže, u kojem se definira broj klasa mogućih 
izlaza, u našem slučaju 2, odnosno, upala pluća i normalno stanje. Posljednjem sloju je 
dodana softmax aktivacijska funkcija koja će vrijednosti izlaza ovisno o omjeru 
promijeniti u vrijednosti u rasponu od 0 do 1 kako bi se lakše dobio postotak vrijednosti 
predikcije. 
U sljedećem koraku su početna VGG16 arhitektura i promjene na posljednjem sloju 
integrirane u jedinstvenu arhitekturu pomoću funkcije Model iz domene Keras 
biblioteke. Kompletna arhitektura spremljena je u varijablu model pomoću koje će se 
izvršiti proces učenja. Funkcijom compile definira se funkcija za izračun greške, vrsta 
optimizatora uz stopu učenja i vrijednosti koje se žele pratiti tijekom iteracija procesa 
učenja, u našem slučaju točnost predikcije i vrijednost greške koja je uključena po 
zadanim postavkama. Funkcijom Tensorboard omogućen je kasniji pregled tijeka 
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Dio programskog koda u kojem se vrši implementacija navedenih postupaka za 
definiranje arhitekture modela nakon čega se funkcijom summary ispisuje popis svih 
slojeva u definiranom modelu te ukupan broj parametara: 
 
 
pocetniModel = VGG16(include_top = False, weights = None, 
input_shape = (256, 256, 3)) 
 
x = pocetniModel.output 
x = GlobalAveragePooling2D()(x) 
 
output = Dense(units = 2, activation = 'softmax')(x) 
 




model.compile(optimizer = keras.optimizers.Adam(lr = 0.0001),  
                        loss = 'categorical_crossentropy',  






Poslije izvršenja svih spomenutih postupaka, arhitektura modela je uspješno 
implementirana, te se pomoću varijable model može provesti proces učenja modela koji 
može potrajati ovisno o konfiguraciji računala i broju podataka za učenje. U ovom slučaju 
učenje modela izvršeno je na navedenoj konfiguraciji: 
• CPU – Intel i7 8750h, 6 jezgri 
• GPU – NVIDIA RTX 2060 6gb 
• RAM – 8GB  
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7.5 Proces učenja modela 
 
Postupak učenja definiranog modela je dio u kojem se odvija čarolija vezana uz 
neuronske mreže. Model će na iterativan način, pomoću backpropagation algoritma, 
naučiti koje su težinske vrijednosti najbolje i najefikasnije za što bolju primjenu kod 
problema detekcije upale pluća. Nakon što je arhitektura konvolucijske neuronske mreže 
implementirana unutar model varijable, checkpoint varijabla nam služi za određivanje 
putanje modela u kojem će se spremiti težinske vrijednosti učenja. To se postiže 
funkcijom ModelCheckpoint pomoću koje se dodaje i dodatni parametar koji 
omogućava odredbu spremanja samo najboljeg modela, zbog uštede memorije, te da se 
izbjegne spremanje težinskih vrijednosti prilikom svake iteracije. 
Funkcija fit u domeni Keras tehnologije služi za provedbu procesa učenja. Kao 
parametri u funkciju šalju se slike i labele iz skupa za učenje te validacijskog skupa, 
određuje se broj epoha, checkpoint za spremanje težinskih vrijednosti te Tensorboard za 
kasniji grafički prikaz krivulja učenja nakon završetka učenja. Postavljanjem verbose 





checkpoint = ModelCheckpoint(filepath=model.hdf5',  
                               verbose=1,  
                               save_best_only=True) 
 
model.fit(treningSlike,  
            treningLabele,  
            batch_size = 32, 
            validation_data = (valSlike, valLabele), 
            epochs = 10, 
            callbacks=[checkpoint,tensorboard],  
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7.6 Rezultati naučenog modela 
 
Krivulja učenja koja prikazuje tijek razvoja točnosti modela po epohama te pad iznosa 
greške, prikazana je pomoću Tensorboard tehnologije. Izvedeni su grafovi za 
vizualizaciju točnosti modela na skupu za učenje po svim epohama; pad greške na skupu 
za učenje te postoci točnosti i pad greške na validacijskom skupu. Tensorboard se otvara 
upisom naredbe tensorboard --logdir=logs/ u Anaconda naredbenom retku. 
Riječ logs/ označava direktorij u koji se spremaju grafovi. Nakon toga u preglednik se 
upisuje adresa localhost:6006 te se otvara Tensorboard prozor u pregledniku. Prikaz 
grafova koji se odnose na rezultate dobivene na temelju skupa za učenje: 
 
 
Slika 18. Krivulja točnosti na skupu za učenje 
[Izvor: autor] 
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Krivulje proizvedene iz skupa za učenje prikazuju nam rast točnosti prilikom svih 10 
epoha učenja, dok se greška smanjuje, što je i cilj prikazanog modela. Mnogo važniji 
aspekt modela  rezultati su utemeljeni na validacijskom skupu koji nije korišten u procesu 
učenja kako bi se vidjela reakcija modela na još neviđenim podacima. Prikaz grafova s 
validacijskog skupa slikovnih RTG podataka: 
 
 
Slika 20. Krivulja točnosti na validacijskom skupu 
[Izvor: autor] 
 
Slika 21. Krivulja iznosa greške na validacijskom skupu 
[Izvor: autor] 
 
Rezultati na validacijskom skupu podataka prikazuju ukupnu točnost od 94% što je 
indikator visoke uspješnosti modela za predikciju upale pluća. Nakon pretposljednje 
epohe primjetno je da iznos greške na validacijskom skupu počinje rasti, dok se na skupu 
za treniranje i dalje smanjuje, što ističe mogućnost prenaučenosti, te je potrebno zaustaviti 
proces učenja nakon 10. epohe što se pokazuje optimalnom vrijednošću broja epoha za 
ovu vrstu problema. 
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Nakon provedbe vizualizacije procesa učenja, korištena je matrica zabune za prikaz broja 
točno i pogrešno klasificiranih slika na validacijskom skupu podataka podijeljenih u dvije 
klase. Matrica zabune u strojnom učenju služi kao instrument za provođenje evaluacije 
naučenog modela u domeni problema klasifikacije. Sljedeći dio koda prikazuje 
implementaciju matrice zabune u Python programskom jeziku uz korištenje Matplotliba 
i funkcije confusion_matrix iz Scikit-learn biblioteke. 
 
 
def matrica_zabune(cm, klase, 
                          naslov='Matrica zabune', 
                          cmap=plt.cm.Blues): 
    plt.figure(figsize = (5,5)) 
    plt.imshow(cm, interpolation='nearest', cmap=cmap) 
    plt.title(naslov) 
    plt.colorbar() 
    tick_marks = np.arange(len(klase)) 
    plt.xticks(tick_marks, klase, rotation=90) 
    plt.yticks(tick_marks, klase) 
 
    thresh = cm.max() / 2. 
    for i, j in itertools.product(range(cm.shape[0]), 
range(cm.shape[1])): 
        plt.text(j, i, cm[i, j], 
                 horizontalalignment="center", 
                 color="white" if cm[i, j] > thresh else 
"black") 
    plt.tight_layout() 
    plt.ylabel('Prava vrijednost') 
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mapa_klasa = {0: 'Normalno stanje', 1: 'Upala pluća'} 
model=load_model("model.hdf5") 
 
#vizualni prikaz matrice zabune 
predikcije = model.predict(valSlike) 
print('\n', 
sklearn.metrics.classification_report(np.where(valLabele > 
0)[1], np.argmax(predikcije, axis=1), 
target_names=list(mapa_klasa.values())), sep='')  
klase_predikcije = np.argmax(predikcije,axis = 1)  
istinite_klase = np.argmax(valLabele,axis = 1)  
matricaKonf = confusion_matrix(istinite_klase, klase_predikcije)  
matrica_zabune(matricaKonf, klase = list(mapa_klasa.values())) 
plt.show() 
 
#ispis ukupne točnosti modela 
tocnost = model.evaluate(valSlike,valLabele, verbose=0) 






Nakon grafičkog prikaza matrice zabune, korištenjem Kerasove funkcije evaluate 
ispisuje se ukupna točnost modela na validacijskom skupu podataka koja iznosi 94%. 
Točnost je određena na validacijskom skupu podataka iz razloga što u slučaju evaluacije 
skupa za učenje može doći do prenaučenosti ,odnosno pamćenja irelevantnih podataka 
slike kao što su šumovi i slično, pa se na taj način ne može odrediti prava točnost modela. 
Postotak točnosti od 94% pokazuje da je model vrlo dobro istreniran na relativno malom 
skupu podataka od 5000 slika. U tome je vrlo bitan faktor učenje s prijenosom znanja u 
kojem arhitektura VGG16 mreže koristi neke dijelove od prethodno usvojenog znanja i 
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Slika 22. Matrica zabune naučenog modela 
[Izvor: autor] 
 
Analizom prikazane matrice zabune može se primijetiti visoka točnost modela. Od 
ukupno 429 testnih RTG snimki s upalom pluća, na 415 slika je detektirana upala pluća, 
dok je za samo 14 slika data pogrešna klasifikacija. U testnom skupu podataka znatno je 
manji broj slika bez upale pluća, te je od ukupno 157 slika 138 njih točno klasificirano, a 
za 19 slika je model dao pogrešne rezultate. Na gornjoj slici može se primijetiti oblik 
dijagonale u tamnijim bojama, što je dobar znak jer matrica zabune jačinom svoje 
dijagonale pokazuje superiornost naučenog modela. Ispod matrice je ispisana ukupna 
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7.7 Primjer izvođenja predikcije 
 
Za dobivanje rezultata detekcije neke RTG slike implementirana je funkcija pod nazivom 
predikcija koja uzima putanju do željene slike te ju pretvara Numpy polje koje je 
potreban format za provođenje detekcije i kao rezultat ispisuje labelu predikcije i postotak 
sigurnosti rezultata. Prije poziva funkcije potrebno je učitati težinske vrijednosti 





    polje=[] 
    img = cv2.imread(putanja) 
    if img is not None: 
        img = skimage.transform.resize(img, (256, 256, 3)) 
        img_arr = np.asarray(img) 
        polje.append(img_arr) 
        polje = np.asarray(polje) 
 
    predikcija=model.predict(polje) 
    testiranje_rez=np.argmax(predikcija[0]) 
    rezultat=max(predikcija[0])*100 
 
    if testiranje_rez==0:     
        print("\nNormalno stanje") 
        print(str(round(rezultat, 2))+" %") 
    elif testiranje_rez==1: 
        print("\nUpala pluća") 
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7.8 Integracija modela s web aplikacijom 
 
Izrada web aplikacije napravljena je pomoću HTML, CSS i Bootstrap tehnologija. Za 
spajanje modela naučenog u domeni Pythona, Tensorflowa i Kerasa korišten je Pythonov 
framework pod imenom Flask. Flask služi za izradu web aplikacija s pozadinom u 
Pythonu. Aplikativni dio u kojem se povezuju navedene stvari odrađen je u Jupyter 
Notebook datoteci pod imenom Aplikacija.ipynb.  
Dio koji slijedi opisuje sekciju programskog koda u kojem se inicijalizira Flask aplikacija 
uz definiranje meta parametara za najveću dozvoljenu datoteku koja se može učitati. 
Funkcija index određuje početnu stranicu aplikacije definiranjem osnovne putanje 




app = Flask(__name__) 
app.config['MAX_CONTENT_LENGTH'] = 16 * 2048 * 2048 
 
@app.route('/', methods=['GET', 'POST']) 
def index(): 




Za preusmjeravanje s jedne stranice na drugu unutar HTML-a koristi se redirect 
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U trenutku učitavanja slike za detekciju, unutar funkcije upala_pluća, provjerava se da 
li je format slike naveden u polju podržanih slikovnih formata, u pozitivnom slučaju, slika 
se šalje na detekciju koja se provodi u funkciji predikcijaUpala, te se na kraju 
navedene funkcije rezultat i podaci dobiveni putem modela šalju kao ulazni podaci u 




@app.route('/upala_pluca', methods=['GET', 'POST']) 
def upala_pluca(): 
  if request.method == 'POST': 
    if 'file' not in request.files: 
      return redirect(request.url) 
 
    file = request.files['file'] 
     
    if file.filename == '': 
       
      return redirect(request.url) 
 
    if file and dozvoljena_slika(file.filename): 
      filename = secure_filename(file.filename) 
      file.save(os.path.join(app.config['UPLOAD_FOLDER'], 
filename)) 
      return predikcijaUpala(filename) 
 
  return render_template('upala_pluca.html') 
     
 
Sljedeći dio rada prikazuje funkciju predikcijaUpala u kojoj se koriste spremljene 
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 def predikcijaUpala(filename): 
    polje=[] 
    img = cv2.imread(UPLOAD_FOLDER+filename) 
    if img is not None: 
        img = skimage.transform.resize(img, (256, 256, 3)) 
        img_arr = np.asarray(img) 
        polje.append(img_arr) 
        polje = np.asarray(polje) 
 
    predikcija = modelUpala.predict(polje) 
    testiranje_rez=np.argmax(predikcija[0]) 
    rezultat=max(predikcija[0])*100 
 
    if testiranje_rez==0:  
        rezNormalno=rezultat 
        rezUpala=100-rezultat 
        if(rezultat>70): 
            predikcijaTekst="Niska" 
        else: 
            predikcijaTekst="Srednja" 
             
    elif testiranje_rez==1: 
        rezNormalno=100-rezultat 
        rezUpala=rezultat 
        if(rezultat>70): 
            predikcijaTekst="Visoka" 
        else: 
            predikcijaTekst="Srednja" 
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Parametrima proslijeđenim u Flask funkcijama u HTML-u se pristupa pomoću dvostrukih 
vitičastih zagrada na način prikazan u sljedećem dijelu programskog koda koji služi za 




  <div class="alert text-center" style="color:white;"   
id="rezultatAlert" role="alert"> <b> {{predikcija}} </b> 




Prikaz učitane slike postiže se na sličan način korištenjem url_for funkcije unutar koje 
se definira ime funkcije u Flask dokumentu koja se želi pozvati za vraćanje podatka, u 
ovom slučaju slike, funkcija koju se poziva je funkcija pod nazivom send_file.  
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7.9 Izgled i testiranje aplikativnog rješenja 
 
U ovom poglavlju prikazan je izgled uz provedbu testiranja rada aplikacije nakon što je 
model konvolucijske neuronske mreže uspješno integriran s web tehnologijama pomoću 
Flaska. Početni zaslon prikazuje naziv aplikacije RTG Detektor uz mogućnost odabira 
modula za provođenje detekcije, opisanog rada aplikacije uz začetak ideje te dodatne 
informacije o mogućnostima i autoru. 
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Pritiskom na tipku Detekcija upale pluća otvara se novi prozor u kojem je korisniku 
ponuđena mogućnost detekcije odabrane slike. Ispod navedenog gumba nalaze se 
općenite informacije o upali pluća, razlozima nastanka, simptomima te važnosti 
postavljanja brze i točne dijagnoze za sprječavanje kasnijih problema. Funkcionalnost 
detekcije služi za olakšavanje rada medicinskim stručnjacima i otklanjanje sumnji 
prilikom dijagnosticiranja pacijentovog stanja. 
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Provođenjem detekcije korisniku se prikazuje nova stranica na kojoj se nalaze rezultati 
klasifikacije učitane RTG slike. Zbog što boljeg iskustva i analize rezultata, postotak 
sigurnosti u pojedinu klasu prikazan je pomoću Google Pie Chart dijagrama. Plava boja 




Slika 27. Vizualni rezultat predikcije 
[Izvor: autor] 
 
Gore navedeni primjer  prikazuje primjer rezultata koji ističe visoku vjerojatnost upale 
pluća učitanog slikovnog podatka. Vjerojatnost iznosi 70.9% što se može jasnije vidjeti 
vizualizacijom rezultata na grafikonu. Iznad grafikona je istaknut tekstovni rezultat 
klasifikacije koji može biti jedna od 3 vrijednosti, niska vjerojatnost, srednja ili visoka, te 
je svaki označen drugom bojom. Navedenim ishodom web stranice s prikazom rezultata, 
model konvolucijske neuronske mreže uspješno je integriran s HTML, CSS i Bootstrap 
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Napredak tehnologije na području umjetne inteligencije i neuronskih mreža u današnje 
vrijeme omogućuje nam poboljšanu brzinu i efikasnost kod dijagnostike raznih vrsta 
problema. Posljednjih nekoliko godina posebno je primjetan uzlet na području 
konvolucijskih neuronskih mreža koje pokazuju obećavajuće rezultate kod problema 
vezanih uz obradu slika i računalnog vida. S obzirom na to da ljudi imaju ograničenu 
sposobnost detektiranja uzoraka na pojedinim slikama, postavljanje točne dijagnoze može 
predstavljati problem čak i medicinskim stručnjacima. Kako bi se broj pogrešaka i 
neželjenih posljedica sveo na minimum, u medicini se kao pomagalo sve češće koriste 
računalni programi temeljeni na neuronskim mrežama i principima dubokog učenja. 
Cilj ovog rada bio je razviti model inteligentnog sistema koji kao ulazni parametar prima 
RTG snimku pluća te na osnovu obrađene slike kao izlaz vraća mogućnost postojanja 
upale pluća. Implementacija navedene funkcionalnosti provedena je korištenjem učenja s 
prijenosom znanja koje se temelji na već definiranim arhitekturama konvolucijskih 
neuronskih mreža. U ovom primjeru korištena je VGG16 arhitektura koja se sastoji od 
ukupno 16 slojeva te uvelike doprinosi točnosti modela korištenjem već ranije naučenih 
principa za klasifikaciju slikovnih podataka. Nakon provedene validacije sustava, model 
pokazuje iznimno dobre rezultate na validacijskom skupu podataka. Za još potpuniju i 
kvalitetniju predikciju upale pluća potrebno je imati na raspolaganju veći broj podataka, 
pomoću kojih bi model bio reprezentativniji za donošenje odluke i pomoć liječnicima u 
donošenju dijagnoza. 
Model je integriran s tehnologijama korištenim za izradu web aplikacija pomoću Flask 
frameworka. Izradom web aplikacije temeljene na implementiranom modelu doprinosi se 
dostupnosti korištenja modela s obzirom da su web aplikacije dostupne sa bilo kojeg 
mjesta u bilo koje vrijeme, uz uvjet povezanosti s internetom. Intuitivnost i lakoća 
korištenja aplikacije glavni su faktori za što širu upotrebu, kojom bi se smanjio broj 
pogrešnih medicinskih dijagnoza upale pluća. 
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