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Multiple zeta values in deformation quantization
Peter Banks ∗ Erik Panzer † Brent Pym ‡
Abstract
Kontsevich’s 1997 formula for the deformation quantization of Poisson
brackets is a Feynman expansion involving volume integrals over moduli
spaces of marked disks. We develop a systematic theory of integration
on these moduli spaces via suitable algebras of polylogarithms, and use
it to prove that Kontsevich’s integrals can be expressed as integer-linear
combinations of multiple zeta values. Our proof gives a concrete algorithm
for calculating the integrals, which we have used to produce the first
software package for the symbolic calculation of Kontsevich’s formula.
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1 Introduction
1.1 Motivation and overview
In 1997, Kontsevich solved a long-standing problem in mathematical physics, by
showing that every Poisson manifold can be quantized to obtain a noncommuta-
tive algebra [38]. He gave an explicit formula that takes a Poisson bracket on Rk
as input and produces a “star product”, i.e. a noncommutative deformation of
the product on C∞(Rk) as a formal power series in the deformation parameter
~. He did so by constructing his “formality morphism”—an explicit homotopy
equivalence between the differential graded Lie algebras of polyvector fields and
Hochschild cochains on the affine space Rk.
The star product (and more generally, the formality morphism) is expressed
as a sum over a suitable collection of graphs. Each graph Γ contributes a
term involving a differential operator defined by an elementary combinatorial
procedure. This operator is then weighted by a constant
cΓ :=
∫
Cn,m
ωΓ ∈ R (1)
defined by integrating an explicit volume form ωΓ over a suitable moduli space
Cn,m of marked holomorphic disks. As explained by Cattaneo–Felder [20], Kont-
sevich’s formula can be interpreted as a perturbative expansion in an appropriate
topological string theory, which has the expressions (1) as its Feynman integrals.
The coefficients (1) are universal, in the sense that they are independent of
the Poisson bracket one seeks to quantize; hence one only needs to compute
each integral once and remember its value in perpetuity. However, the integrals
are notoriously difficult to evaluate, and their precise values remain unknown.
Thus, even with the aid of a computer, it has so far been impossible to calculate
the terms in the quantization formula explicitly beyond ~3 for many of the most
basic examples of Poisson brackets, such as the simple “log canonical” bracket
{x, y} = xy (2)
on the (x, y)-plane (so named because the logarithms u = log x and v = log y
are canonical variables, i.e. {u, v} = 1).
Nevertheless, there are strong expectations about the arithmetic properties
of the coefficients. In his 1999 paper [37], Kontsevich made a series of inspiring
conjectures, based on connections with the theories of motives, and informed by
Tamarkin’s independent construction of quantizations [55] via formality of the
little disks operad. One of the important consequences of those conjectures is
that the integrals (1) should be expressible in terms of a much smaller collection
of constants, which are better understood (but still quite mysterious):
Conjecture 1.1. The coefficients cΓ can be expressed as Q[(2pii)−1]-linear com-
binations of multiple zeta values.
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We recall that a multiple zeta value (MZV) of weight n is a real number
defined by a convergent sum of the form
ζ (n1, . . . , nd) =
∑
0<k1<···<kd
1
kn11 · · · kndd
∈ R, (3)
where n1, . . . , nd are positive integers such that
∑
j nj = n and nd ≥ 2. Thus
MZVs generalize the special values ζ(n) of the Riemann zeta function.
In this paper, we develop a systematic theory of integration on the moduli
spaces of marked disks via suitable algebras of polylogarithms, and prove Con-
jecture 1.1 as an application. In fact, we prove a stronger statement, which gives
precise control over the weights of the MZVs that appear at a given order in ~,
and which bounds the denominators of the rational coefficients. In other words,
after accounting for natural normalization factors, we show that the coefficients
of the linear combinations are actually integers. See Corollary 1.3 below for the
precise statement.
Our approach applies not only to Kontsevich’s original “harmonic” for-
mality morphism, but also to the other known explicit formality morphisms,
namely the “logarithmic” formality morphism of Kontsevich/Alekseev–Rossi–
Torossian–Willwacher [1, 37] and the “interpolating” formality morphism of
Rossi–Willwacher [48]. We treat them uniformly in this paper. Our approach
also applies with minimal modification to the integrals appearing in various ex-
tensions of the formality morphism (e.g. [53, 62]), to the calculation of the coeffi-
cients of the Alekseev–Torossian connection/associator [2, 29], and presumably
also to the calculation of correlation functions in other two-dimensional field
theories, although we have not made an effort to explicitly pursue these further
applications here.
Perhaps most importantly, our results are constructive. The proof gives an
effective algorithm to calculate the integrals in terms of MZVs, which we have
implemented to obtain the first software for the symbolic calculation of the terms
in the quantization formula. For instance, our software gives the following terms
in the “harmonic” star product associated to the Poisson bracket (2), obtained
by summing contributions from thousands of individual graphs:
x ? y = g(~)xy and y ? x = g(−~)xy,
where
g(~) = 1 +
~
2
+
~2
24
− ~
3
48
− ~
4
1440
+
~5
480
+
(
251ζ(3)2
2048pi6
− 17
184320
)
~6 + · · ·
Despite the presence of the conjecturally irrational number ζ (3)2/pi6, this ex-
pression is consistent with the expected relation
x ? y = e~ y ? x,
obtained by formally imposing the canonical commutation rule [u, v] = ~ on
the logarithms u = log x and v = log y. A similar result holds for the other
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formality morphisms mentioned above, although the exact expressions for g(~)
are different.
Our software is open source and is freely available at the following URL:
http://bitbucket.org/bpym/starproducts/
It includes a complete database of coefficients for the 50821 graphs that appear
up to ~6 in the star product. The software can easily compute individual coeffi-
cients at higher order in ~, but since the number of graphs grows factorially, the
computation of the full star product becomes quite resource-intensive; already
at ~7 there are more than a million graphs to consider.
We refer the reader to Section 6 for more information about this package,
including a summary of numerous previously known properties of the coefficients
cΓ that we used to test our software implementation, and by extension our main
theorems. For the rest of the introduction, and indeed most of the paper, we
focus on the mathematics.
1.2 Multiple zeta values
To give a precise statement of our results, we must first set some notation
and recall some standard facts about MZVs; see e.g. the surveys [58, 63]. Let
Z0 = Z be the ring of integers, let Z1 = {0}, and for n ≥ 2, let Zn ⊂ R be the
Z-submodule generated by the MZVs of weight n, as defined in (3). We shall
work throughout with the Z-submodule
Z˜n := Z
n + ipiZn−1
(2ipi)n
⊂ C. (4)
of normalized MZVs of weight n. We write <Z˜n and =Z˜n for the real and
imaginary parts of Z˜n, so that
Z˜n = <Z˜n ⊕ i=Z˜n
as Z-submodules of C. Note the parity in (4): only even weight MZVs appear
in <Z˜ , while only odd weight MZVs appear in =Z˜ .
Thanks to the shuﬄe product on MZVs and Euler’s identity (ipi)2 = −6ζ (2),
we have Z˜mZ˜n ⊂ Z˜m+n. Meanwhile 1 ∈ Z˜1 = 12Z and hence Z˜n ⊂ Z˜n+1, so
that the union of these modules gives a filtered subring
Z˜ :=
⋃
n≥0
Z˜n ⊂ C.
There is an established upper bound on the rank of the Z-modules Zn, which
is conjectured to be tight [56]. Using proven reduction formulae for MZVs from
[8], one obtains a list of Z-module generators for Z˜n for small n; see Table 1
below. For example, Z˜2 is generated by the number −ζ (2)/(2ipi)2 = 1/24. We
remark that these generators are conjectured, but not known, to be Q-linearly
4
independent (unless n ≤ 4). In particular, the known irrationality results for
odd Riemann zeta values (e.g. [3, 6]) do not address relations with powers of
pi, and to date the possibility Z˜ ⊆ Q[i] has not been excluded. However, such
transcendence issues will not play any role in this paper.
Table 1: Generators for the Z-modules Z˜n = <Z˜ ⊕ i=Z˜ ⊂ C for n ≤ 6.
n 0 1 2 3 4 5 6
generators for <Z˜ 1 12 124 148 15760 111520 12903040 , ζ (3)
2
128pi6
generators for i=Z˜ iζ (3)8pi3 iζ (3)16pi3 iζ (3)192pi3 , iζ (5)64pi5 iζ (3)384pi3 , iζ (5)128pi5
Note that the denominators in Table 1 grow rapidly with n. Indeed, using
known identities for MZVs, we show in Appendix A that 1(n+1)! ∈ Z˜n. This
arithmetic fact allows us to constrain the weight of certain period integrals
(Lemma 2.11), which in turn plays a key role in establishing the main result.
1.3 Statement of the main theorem
For n,m ∈ Z≥0 with 2n+m ≥ 2, let Cn,m denote the moduli space parametrizing
isomorphism classes of compact complex disks with n marked points in the
interior and m + 1 marked points on the boundary. It is a real manifold of
dimension 2n + m that is a classifying space for the pure braid group on n
strands; see Section 4 for details. Any cross ratio of marked points and their
complex conjugates gives a function f : Cn,m → C, and we consider the subring
of differential forms
A•(Cn,m) := Z
〈
df
2ipif
∣∣∣∣f is a cross ratio〉 ⊂ Ω•(Cn,m)
generated by the logarithmic differentials of cross ratios. Our main result is
Theorem 1.2. Suppose ω ∈ A•(Cn,m) is a volume form such that the integral
I :=
∫
Cn,m
ω
converges absolutely. Then we have
I ∈
{
Z˜n−1 if m = 0 and
Z˜n+m−2 for m > 0.
Up to some conventional coefficients, the integrals appearing in the har-
monic, logarithmic, and interpolating formality morphisms are all of this type;
see Section 5. In particular, the integrals appearing at order ~n in the star
product are integrals over Cn,2, which immediately implies the following:
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Figure 1: A graph appearing at order ~8 in the star product.
Corollary 1.3. Suppose that Γ is a graph appearing at order ~n in the star
product, for some n ≥ 1. Then its coefficient cΓ with respect to the known
explicit formality morphisms has the following form:
• For the harmonic formality morphism,
cΓ ∈ 2−2n<Z˜ ⊂ R.
• For the logarithmic formality morphism,
cΓ ∈ Z˜n ⊂ C.
• For the interpolating formality morphism (depending on a parameter t),
cΓ ∈ Z˜ [t] ⊂ C[t]
is a polynomial in t of degree at most 2n − 2 whose coefficients are nor-
malized MZVs of weight at most n.
The interpolating formality morphism reduces to the harmonic and logarith-
mic ones when t = 12 and t = 0, respectively. Hence the first two statements in
Corollary 1.3 follow from the third.
In particular, for the original harmonic formality morphism of Kontsevich,
we see that only even weight MZVs can occur, and moreover that the coefficients
appearing at order ~n for n ≤ 5 are all rational. However, as we saw in the
example (2) above, one can find conjecturally irrational coefficients in the star
product at order ~6 and beyond, even after summing up the contributions from
all of the individual graphs.
Let us remark that it is not clear from our theorem which MZVs will appear
in the coefficient of a given graph. For example, consider the graph shown in
Figure 1. Our software gives the following value of its coefficient cΓ ∈ Z˜ [t] in
the interpolating formality morphism:
cΓ =
5040 + 25059τ − 23887τ2
870912000
+ τ(51 + 316τ)
ζ (3)ζ (5)
512pi8
+ 3τ(81 + 232τ)
ζ (3, 5)
2560pi8
+ i(1− 2t)τ
(
10240(1 + 168τ)
ζ (3)
pi3
− (59 + 687τ)ζ (5)
3072pi5
+ 3(247 + 495τ)
ζ (7)
pi7
)
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where τ = t(1 − t). Note that no rational multiples of ζ (3)2pi6 appear, although
they are allowed by our theorem and conjecturally independent from the other
MZVs in this expression. When t ∈ Q is generic (including the harmonic case
t = 12 ) the expression above is conjecturally irrational, but for the logarithmic
formality morphism (t = 0), all of the MZVs drop out and we are left with a
rational number:
cΓ|t=0 = 1
172800
.
On the other hand, there are graphs where the opposite behaviour occurs,
e.g. the harmonic formality coefficient is zero while the logarithmic one involves
nontrivial MZVs. Indeed, rationality is far from the expected generic behaviour
for the coefficients of the logarithmic formality morphism. In fact, we conjecture
that Corollary 1.3 is sharp in that case:
Conjecture 1.4. The integrals appearing at order ~n in the logarithmic star
product generate Z˜n as a Z-module.
We have verified this conjecture using our software for n ≤ 9. As further
evidence for the conjecture, let us recall that there is a canonical equivalence
between the set of homotopy classes of formality morphisms and the set of
Drinfeld associators [27, 59, 61], as torsors over the Grothendieck–Teichmu¨ller
group. Under this equivalence, the logarithmic formality morphism corresponds
to the Knizhnik–Zamolodchikov associator, which is the generating series for
MZVs. Note, however, that for a given formality morphism, knowledge of the
coefficients of the corresponding associator does not imply any arithmetic infor-
mation about the formality morphism itself or its associated star product—only
the homotopy class.
1.4 Outline of the proof and layout of the paper
The proof of Theorem 1.2 rests on the development of a suitable function theory
on the moduli space of marked disks that facilitates the integration of differential
forms. To develop this theory we relate the problem to a more familiar setting
in the theory of period integrals: polylogarithms on the moduli space of genus
zero curves, as studied by Brown [16] and Goncharov [32].
The basic observation is that a marked disk D can be “doubled” by gluing
it to its complex conjugate along the boundary, yielding a genus zero curve
X = D ∪∂D D ∼= P1. In the process, each marked point in ∂D maps to a unique
marked point in X while the interior marked points in D produce pairs of marked
points in X that are interchanged by complex conjugation. In this way we obtain
an embedding
Cn,m ↪→MN
where MN = M0,N+1(C) denotes the moduli space of smooth complex curves
of genus zero with N+1 marked points, where N = 2n+m. The forms on Cn,m
we wish to integrate are then given by the restriction of holomorphic forms on
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MN . We can view Cn,m as a connected component of the fixed point set of
an antiholomorphic involution on MN , as studied by Ceyhan [21, 22], i.e. Cn,m
is a component of the real locus for a real structure on MN . For n > 0, this
real structure is different from the standard one obtained by viewing MN as a
scheme over Spec(Z).
In the case n = 0, our theorem reduces to the study of integrals over a cell
C0,m ⊂MN in the standard real locus, whose relation with MZVs was treated
in the seminal work [16] of Brown (with Q-coefficients); see also [9, 17, 11].
Brown constructed a natural sheaf of differential forms on MN whose coeffi-
cient functions are certain multivalued transcendental functions—the “multiple
polylogarithms”. The closure of C0,m in the Deligne–Knudsen–Mumford (DKM)
compactification MN is a manifold with corners (a copy of the Stasheff associa-
hedron), and Brown describes an inductive algorithm in which Stokes’ theorem
is applied in the algebra of polylogarithmic forms to reduce the problem to
integration over boundary strata of successively smaller dimension, eventually
reducing the integral to special values of polylogarithms at points, which give
MZVs. A key achievement in Brown’s work is to explain how certain natural co-
ordinates on the standard real locus of the moduli space can be used to regulate
the divergences of polylogarithms along the boundary strata, so that Stokes’
theorem can be applied in spite of the apparent singularities.
Our proof of Theorem 1.2 uses Brown’s work in an essential way, but we
also introduce several new techniques in order to handle various complications
in the geometry that have a nontrivial effect on the arithmetic properties of
the integrals. In particular, our result shows that when n > 0, the MZVs
that appear have a weight that is always strictly less than the dimension of the
integration cycle. Establishing this weight drop is one of the most subtle aspects
of our argument; it involves a careful analysis of the asymptotic behaviour of
polylogarithms on our integration cycles. We hope to give a motivic explanation
for this weight drop in future work.
The first difficulty we encounter in the proof of Theorem 1.2 is that the nat-
ural dihedral coordinates used in Brown’s logarithmic regularization scheme are
ill-adapted to our integration cycles. To overcome this, we describe an alterna-
tive construction of the sheaf of polylogarithms in Section 2, which emphasizes
their interpretation as periods of the fundamental groupoid of the universal
curve (the numerical shadow of Goncharov’s motivic polylogarithms [32]). This
allows us to give an exposition that reduces the explicit dependence on coordi-
nates and base points and is therefore more readily applied to our cycles. The
construction also allows us to work systematically with coefficients in Z, giving
an integral lattice in Brown’s Q-linear sheaf of polylogarithms.
The second challenge is that when n > 1, the manifold Cn,m is not simply
connected, and hence polylogarithms on Cn,m may have nontrivial monodromy.
This causes problems when we try to apply Stokes’ theorem, which can only
be applied to differential forms that are globally defined (i.e. single-valued). To
overcome this, we establish in Section 3 some cohomological properties of the
sheaf of polylogarithms. For any cycle Σ ⊂MN that is homotopy equivalent to
an iterated fibration by punctured disks in universal curves, we give a construc-
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tive algebraic model for the polylogarithms that are single-valued on Σ ⊂MN ,
and we establish the vanishing of the higher sheaf cohomology along the fibres;
see Theorem 3.12.
In Section 4, we apply these developments to the case Σ = Cn,m. Our main
technical result (Theorem 4.1) describes the functorial behaviour of polyloga-
rithms along the natural projections
f : Cn′,m′ → Cn,m
that forget a collection of marked points, which we summarize as follows.
The differential forms with polylogarithmic coefficients give a complex of lo-
cally constant subsheaves (U•n,m,d) ⊂ (Ω•Cn,m ,d) in the de Rham complex. This
complex comes equipped with a canonical increasing weight filtration W•U•n,m.
The constants in U0n,m are exactly the normalized MZVs and a version of the
Poincare´ lemma states that the inclusion of the constant sheaf Z˜ ↪→ U•n,m is a
quasi-isomorphism of filtered sheaves. Using the results of Section 3, we show
that these sheaves are acyclic along the fibres of any projection f , and hence by
taking hypercohomology of (U•n,m,d) we obtain an arithmetic refinement of the
classical de Rham isomorphism.
Since the top-degree cohomology of the fibres vanishes, this refined de Rham
isomorphism implies, in particular, that fibrewise polylogarithmic volume forms
always have polylogarithmic primitives that are single-valued along the fibres.
Hence for a global polylogarithmic form
ω ∈ U•(Cn′,m′) := Γ
(
Cn′,m′ ,U•n′,m′
)
we may apply Stokes’ theorem to compute the pushforward f∗ω ∈ Ω•(Cn,m),
defined by integrating ω over the fibres (provided that these integrals converge).
However, the primitive may have singularities on the boundary that require a
more general regularization scheme than the ones developed in [1, 16]. This
could in principle be done globally on the fibres for any projection f , but since
the pushforward is functorial, it is actually sufficient to treat the simplest cases,
in which a single marked point is forgotten. A careful analysis of the asymptotics
in this case allows us to calculate the integrals using contour deformation and
a suitable residue theorem, giving the following:
Theorem. (see Theorem 4.1) If ω ∈ WjU•(Cn′,m′) is such that the fibre inte-
grals defining the pushforward f∗ω converge absolutely, then
f∗ω ∈Wj−kU•(Cn,m),
where the weight of the form has dropped by
k =
{
n′ − n+ 1 m = 0 and m′ > 0
n′ − n otherwise.
Theorem 1.2 above then follows easily by taking f to be the projection to
a point; see Corollary 4.2. With the general theory in place, we explain in
9
Section 5 how to apply the theory to the Feynman integrals (1) appearing in
the formality morphism. (This is simply a matter of recalling the definitions.)
We also give a detailed example that illustrates how our algorithm works in
practice. We close the main body of the paper in Section 6 with an overview of
our software package. Finally, the appendices contain proofs of some elementary
facts about polylogarithms and MZVs that are needed to establish our result
with Z-coefficients but which we felt might distract from the core narrative of
the paper.
In closing, let us remark that our approach to the fibre integration is very
much inspired by Schnetz’ method of “single-valued integration”, introduced
in his study of graphical functions in φ4 theory [51]. There he gives a residue
theorem for calculating volume integrals of two-forms on P1 whose coefficients
lie in Brown’s algebra [14, 15] of univariate single-valued polylogarithms. The
works [13, 26, 49, 54] build on this idea to study volume integrals overMN itself,
with applications to superstring amplitudes. Note however, that such integrals
give rise to a restricted class of MZVs (the “single-valued MZVs”, see [12]) which
exclude, for example, the generator ζ (3, 5) ∈ Z8 that appears in our work. This
difference stems from the subtle contributions made by the boundaries of disks in
our setting. Our cohomological viewpoint on the cancellation of monodromy in
the single-valued integration process seems to be new, and it is straightforward
to apply it in other settings, including the volume integrals on MN studied in
op. cit. (see, e.g. Example 3.15 below).
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2 Universal polylogarithms
2.1 Regularized integrals on genus zero curves
We begin by recalling some basic constructions involving iterated integrals of
one-forms on marked genus zero curves [17, 34, 16, 31, 40, 45].
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2.1.1 Marked curves
Throughout this paper, S will be a finite set of size |S| ≥ 2, and we will denote
by S∞ := S unionsq {∞} its extension by an additional, distinguished element ∞.
By an S-marked curve XS we shall mean a smooth complex projective
curve X of genus zero equipped with an embedding S∞ ↪→ X. The elements of
S∞ are called marked points and we will typically not distinguish them from
their image in X. We denote by
X◦S := X \ S∞
the punctured curve obtained by removing all of the marked points.
For every pair q, r ∈ S of distinct marked points there is a unique isomor-
phism from X to the complex projective line P1 that sends (r, q,∞) to (0, 1,∞).
It maps a point p ∈ X to the cross ratio (p, q; r,∞) defined by
(p, q; r, s) :=
(p− r)(q − s)
(p− s)(q − r) ∈ P
1, (5)
and this identifies S with a subset of C containing {0, 1}, so that X◦S ∼= C\S.
In this way we obtain a global holomorphic coordinate z on X◦S . We call such a
coordinate chart admissible .
2.1.2 Tangential base points and the fundamental groupoid
If we fix an admissible identification z : X → P1, we may equip an S-marked
curve XS with a collection of non-zero tangent vectors at marked points, called
its tangential base points, as follows. At every finite marked point s ∈ S,
we take the two unit vectors ±∂z. At the infinite marked point ∞, we take the
unit tangent vectors ±∂w in the coordinate w = z−1. We will often denote a
tangential base point at some s ∈ S∞ by the symbol ~s.
Example 2.1. Suppose |S| = 2. Then X◦S can be identified with P1\{0, 1,∞}. We
get six tangential base points overall, and they form a torsor for the symmetric
group Aut(X◦S) ∼= S3 which permutes the marked points {0, 1,∞}.
Suppose that ~s is a tangential base point on XS . A path starting from ~s is
a smooth path γ : [0, 1]→ X such that γ′(0) = ~s and γ(t) lies in the punctured
curve X◦S when t > 0. Similarly, we may speak of paths that end at ~s, where
they have final velocity γ′(1) = −~s, or paths which start and end at tangential
base points (but otherwise lie in X◦S).
There is an obvious notion of homotopy between such paths, and the homo-
topy classes have a natural composition. The resulting fundamental groupoid
Π1(XS) =
{paths between tangential base points}
{homotopies that fix tangential base points}
is finitely generated, e.g. by a collection of loops around each marked point
s ∈ S together with a collection of paths that connects all of the tangential
base points. The group of loops based at any fixed tangential base point ~s is
isomorphic to the fundamental group of the punctured curve X◦S .
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Remark 2.2. Our definition of Π1(XS) depends on the choice of an admissible
coordinate z : X ∼= P1, but below we will use Π1(XS) to define algebras of periods
and hyperlogarithms that will turn out to be independent of this choice.
2.1.3 Regularized limits
Let XS be an S-marked curve with a tangential base point ~s. A neighbour-
hood of ~s is an open set in the punctured curve X◦S that contains a sector
{z | 0 < |z| < ε and arg z ∈ (−ε, ε)} for some ε > 0, and some holomorphic co-
ordinate z that identifies ~s with ∂z|z=0.
Suppose that f is a holomorphic function defined in a contractible neigh-
bourhood W ⊂ X◦S of ~s. We say that f has logarithmic singularities at s
if in some (and hence any) holomorphic coordinate z such that ∂z|z=0 = ~s, the
function f admits an expansion of the form
f =
n∑
j=0
fj · (log z)j (6)
where the functions fj are holomorphic at s and log z denotes the principal
branch of the logarithm on W. Such an expansion is necessarily unique.
If f has logarithmic singularities, we may define its regularized limit at the
tangential base point ~s by formally setting all positive powers of the logarithm
to zero, and evaluating at s:
Rlim
z→0
f := f0(s) ∈ C.
The result is independent of the coordinate used in its definition, i.e. it depends
only on the tangential base point.
The operation of taking regularized limits at a tangential base point com-
mutes with sums and products (i.e. it is an algebra homomorphism from the
expressions of the form (6) to the complex numbers). Moreover, it coincides
with the actual limit f at s whenever the latter exists; this occurs precisely
when fj(0) = 0 for all j > 0. In particular, such convergent limits do not de-
pend on the tangent vector ~s and are invariant under switching the branch of f
by analytic continuation around a small loop at s.
2.1.4 Differential forms
The homology classes of simple counter-clockwise loops around the points of S
give a canonical basis for the first homology of the punctured curve:
H1(X
◦
S ;Z) ∼= ZS .
Via the residue theorem, the first cohomology is isomorphic to the Z-module
A1(XS) ⊂ Ω1(X◦S) (7)
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consisting of holomorphic forms on X◦S with at most simple poles at the marked
points, whose residues are integer multiples of 12ipi . Under this isomorphism,
the basis element ωs ∈ A1(XS) dual to the loop around s ∈ S is given by the
unique form with residue 12ipi at s, residue
−1
2ipi at∞ and zero residue at all other
marked points. In any admissible coordinate z, we have
ωs =
1
2ipi
dlog(z − s) = 1
2ipi
dz
z − s .
for s ∈ S. It will also be convenient to adopt the convention that
ω∞ := 0.
2.1.5 Regularized iterated integrals
For a ring R and a finite set S, we denote by RSn the free R-module generated
by the set Sn of words of length n in the alphabet S. We denote by
R 〈S〉 :=
⊕
n≥0
RSn
the free R-algebra generated by S. In light of the isomorphism A1(XS) ∼= ZS ,
the tensor algebra of the Z-module A1(XS) is canonically identified with the
free algebra Z 〈S〉. We use bar notations for tensors:
[α1| · · · |αn] := α1 ⊗ · · · ⊗ αn ∈ A1(XS)⊗n
for α1, . . . , αn ∈ A1(XS), so that the isomorphism ZSn → A1(XS)⊗n is given
concretely by
s1· · · sn 7→ [ωs1 | · · · |ωsn ].
If γ is a smooth path in the punctured curve X◦S , recall that Chen’s [24] iterated
integral of α1, . . . , αn ∈ A1(XS) along γ is defined by∫
γ
[α1| · · · |αn] =
∫ 1
0
(γ∗α1)(t1)
∫ t1
0
(γ∗α2)(t2) · · ·
∫ tn−1
0
(γ∗αn)(tn). (8)
It depends only on the homotopy class of γ and may thus be viewed as a mul-
tivalued holomorphic function of the endpoints γ(0) and γ(1) ∈ X◦S .
This function has logarithmic singularities at the marked points [31, Propo-
sition 2.14], so for a path γ that starts and/or ends at a tangential base point,
we may define the regularized integral∫
γ
[α1| · · · |αn] := Rlim
→0
∫
γ|[,1−]
[α1| · · · |αn].
It depends only on the homotopy class of γ, considered as a path between fixed
(tangential) base points. If α1 has no pole at γ(1) and αn has no pole at γ(0),
then this reduces to the ordinary iterated integral, which converges absolutely
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in this case and is independent of the choice of tangent vectors at γ(0) and γ(1).
This follows from [31, Proposition 2.14] or [45, Lemma 3.3.16].
Let us give some examples of regularization in the simplest case n = 1, where
iterated integrals are just ordinary integrals:
Example 2.3. Suppose that p, q, r, s ∈ S∞ are four distinct marked points and
γ denotes any path from p to q. In any admissible coordinate z, the integral∫
γ
(s− r) =
∫
γ
[ωs − ωr] = log(z − s)− log(z − r)
2ipi
∣∣∣∣z=q
z=p
=
log (p, q; r, s)
2ipi
(9)
is absolutely convergent and determines a branch of the logarithm of the cross
ratio. The branch depends on the homotopy class of γ, and a change in homo-
topy class shifts the expression (9) by an integer.
Example 2.4. The differential form ωs has a pole at s, and hence its integral
along a path γ from ~s to q ∈ S \ {s} requires regularization. Let us identify X
with P1 by choosing an admissible chart z such that ~s = ∂z. We then calculate∫
γ
[ωs] =
(
Rlim
z→q −Rlimz→s
) log(z − s)
2ipi
=
log(q − s)
2ipi
(10)
where once again the branch of the logarithm is determined by the homotopy
class of γ. Observe that since
log(q − s) = log(q, 1; s,∞) + log(1,∞; s, 0),
the integral (10) can also be expressed in terms of cross ratios.
Example 2.5. In a similar vein, consider a path γ that starts at a tangential
base point ~s and wraps around s, traversing a total angle npi before returning
to s along the tangent vector (−1)n~s. The regularized integral∫
γ
[ωs] =
nipi
2ipi
=
n
2
∈ 12Z
measures the change in log(z − s) along γ, which is ipi for each half-loop.
Because regularized iterated integration along a path γ is defined for an
arbitrary word in the forms A1(XS), we can view it as a Z-linear map∫
γ
: Z 〈S〉 −→ C.
It has the following important properties [40, 31]:
1. For any two words u, v ∈ Z 〈S〉, we have(∫
γ
u
)
·
(∫
γ
v
)
=
∫
γ
(u v), (11)
where  : Z 〈S〉 ⊗ Z 〈S〉 → Z 〈S〉 is the commutative shuﬄe product.
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2. If γ = γ1 ? γ2 is the concatenation of two paths with γ
′
1(0) = γ
′
2(1), then∫
γ
s1 · · · sk =
k∑
j=0
(∫
γ1
s1 · · · sj
)(∫
γ2
sj+1 · · · sk
)
. (12)
3. The integral along the reversed path is given by∫
γ−1
s1 · · · sn = (−1)n
∫
γ
sn · · · s1. (13)
4. If γ is an identity element of Π1(XS), i.e. a contractible loop based at some
tangential base point, then ∫
γ
ZS>0 = 0. (14)
If one or both ends of a path γ is at a tangential base point, the regularized
iterated integral along γ can be computed algorithmically using the principle of
shuﬄe regularization , as follows. We explain the case of a path γ ∈ Π1(XS)
from a tangential base point ~p to another tangential base point ~q; the case in
which one end lies in X◦S is treated similarly.
Let us choose forms αp, αq ∈ A1(XS) that are dual to simple loops around
p and q, i.e. (
Resq αq Resp αq
Resq αp Resp αp
)
=
1
2ipi
(
1 0
0 1
)
.
Thus if p, q ∈ S we may simply take αq = ωq and αp = ωp, whereas if q =∞, we
may choose an additional marked point r 6= p, q arbitrarily and take αq = −ωr
and αp = ωp − ωr. Then every element v ∈ ZSn can be written uniquely in the
form
v =
∑
j+k≤n
αjq  vjk  α
k
p (15)
where vjk ∈ ZSn−j−k is a linear combination of tensor monomials that start
with a form that is smooth at q and end with a form that is smooth p. From
the shuﬄe product formula (11), we have∫
γ
v =
∑
j+k≤n
1
j!
(∫
γ
αq
)j
1
k!
(∫
γ
αp
)k ∫
γ
vjk. (16)
Note that the last factor is a convergent iterated integral and thus independent
of the tangential base points at p and q. In this way we reduce the calculation to
convergent iterated integrals, and regularized logarithms. The latter can then
be evaluated directly as in Example 2.4 and Example 2.5 above.
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2.2 Periods of marked curves
Definition 2.6. Let XS be an S-marked curve. The ring of periods of XS
is the subring
P =P(XS) :=
〈∫
Π1(XS)
Z 〈S〉
〉
⊂ C (17)
generated by iterated integrals between pairs of tangential base points.
For every n ≥ 0, there is a Z-submoduleWnP ⊂P of periods of weight n,
spanned by monomials
∏
i
∫
γi
ui where the elements ui ∈ ZSni have total weight∑
i ni = n. By definition, we have W0P = Z and WmP ·WnP ⊂ Wn+mP.
By Example 2.5, we have that 1 ∈ W1P, and therefore WnP ⊂ Wn+1P for
all n. Thus the ring P is filtered by the weight. It receives a homomorphism∫
γ
: Z 〈S〉 −→P
for any path γ ∈ Π1(XS), where as above Z 〈S〉 is viewed as a commutative
algebra equipped with the shuﬄe product. By the path concatenation and
inversion formulae (12) and (13), the ringP is generated by periods
∫
γ
u where
γ is drawn from a finite collection of paths that generate Π1(XS). It follows
that each WnP is a Z-module of finite rank.
All periods of weight one can be computed along the lines of Examples 2.3
through 2.5 above, giving the following elementary description:
Lemma 2.7. The Z-submodule W1P ⊂ C is generated by 12 and the numbers
log(c)
2ipi , where c runs over all possible cross ratios of marked points on XS.
In particular, we see that the Z-module W1P depends only on the isomor-
phism class of XS , and not on the admissible chart used to define the tangential
base points and the fundamental groupoid. It is also insensitive to the distinc-
tion of the label ∞, and thus completely determined by the isomorphism class
of the complex manifold X◦S without any reference to labels.
By shuﬄe regularization (16), every period of higher weight is a polynomial
in weight one periods and convergent iterated integrals. Since the latter are also
insensitive to the tangential base points, we have the following:
Lemma 2.8. The weight-filtered ring P(XS) of periods depends only on the
isomorphism class of the punctured curve X◦S.
If XS is a marked curve and S
′ ⊂ S, let XS′ be the S′-marked curve obtained
from XS by forgetting all marked points in S \ S′. Then we have an obvious
inclusionP(XS′) ⊂P(XS). In particular, taking |S′| = 2, we see that the peri-
ods of any marked curve include the periods of the projective line P1 equipped
with the marked points S′ = {0, 1} and ∞. It is well known that such periods
can be written in terms of MZVs, see [41]. More precisely, we have the following
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Theorem 2.9. If |S| = 2, then the periods of XS are exactly the normalized
multiple zeta values, that is, we have an equality of filtered rings
P(XS) = Z˜ ⊂ C.
Proof. The result is standard when the coefficients are taken in Q, but a com-
ment is required because we work with integer coefficients.
By path concatenation, path inversion, and automorphisms of P1 \{0, 1,∞},
we can reduce every period to a polynomial in iterated integrals along two paths:
the straight line path dch from 0 to 1, and a half-loop at zero as in Example 2.5.
The convergent integrals along dch give the MZVs [41, Proposition A.4]:
ζ (n1, . . . , nd)
(2ipi)n1+···+nd
=
∫
dch
[ω0| · · · |ω0|−ω1︸ ︷︷ ︸
nd
| · · · |ω0| · · · |ω0|−ω1︸ ︷︷ ︸
n1
] ∈ Z˜n1+···+nd .
Hence by shuﬄe regularization, it is enough to show that (W1P)n/n! ⊂WnP.
But since there are only three marked points, there are no possible cross ratios,
and hence W1P =
1
2Z by Lemma 2.7. Therefore
WnP =
n∑
k=0
1
2kk!
Zn−k
(2ipi)n−k
.
It remains to observe that 1/(2kk!) ∈ (Zk + ipiZk−1)/(2ipi)k, so that the sum
on the right collapses to the definition (4) of Z˜ . This follows from the identity
pi2m
(2m+ 1)!
= ζ (2, . . . , 2︸ ︷︷ ︸
m times
), (18)
which is due to Hoffman [35, Corollary 2.3] and valid for all m ≥ 1.
Example 2.10. The iterated integral of w = [ω1|ω0|ω0|ω1] along dch is divergent,
due to the singularity
∫ 1−
0
[ω1] = log  produced by the first letter. But since
w = [ω1] [ω0|ω0|ω1]− [ω0|ω1|ω0|ω1]− 2[ω0|ω0|ω1|ω1]
and the iterated integration respects the shuﬄe product, we conclude that∫
dch
w =
(
Rlim
→0
log 
)∫
dch
[ω0|ω0|ω1]−
∫
dch
[ω0|ω1|ω0|ω1]− 2
∫
dch
[ω0|ω0|ω1|ω1]
= 0 · −ζ (3)
(2ipi)3
− ζ (2, 2)
(2ipi)4
− 2ζ (1, 3)
(2ipi)4
= − 1
1152
∈ Z˜4
using the identities ζ (1, 3) = 14ζ (4), ζ (2, 2) =
3
4ζ (4) and ζ (4) =
pi4
90 as in [58].
Later on, we will use the fact that periods of closed loops have lower weight:
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Lemma 2.11. Let XS be any S-marked curve, and suppose that γ ∈ Π1(XS) is
a closed loop at some tangential base point of XS. Then for any word s1 · · · sn ∈
Z 〈S〉 of length n ≥ 1, we have∫
γ
s1 · · · sn ∈Wn−1P(XS).
Proof. The fundamental group based at ~s is generated by paths of the form
γ = η−1 ? δ ? η, where η is a path from ~s to some marked point p ∈ S and δ
is a small loop around p. By virtue of the path concatenation and inversion
formulas, it suffices to consider the periods along such generators. By the path
concatenation formula, we have∫
γ
s1 · · · sn =
∑
0≤j≤k≤n
∫
η−1
s1 · · · sj
∫
δ
sj+1 · · · sk
∫
η
sk+1 · · · sn. (19)
Note that the terms with j = k (i.e. with no integrals over δ) combine to give the
iterated integral
∫
η−1?η s1 · · · sn, which vanishes since η−1 ? η is a contractible
loop. Hence it is enough to show that each term with j < k has weight at most
n− 1. By a direct calculation (see e.g. [31, Lemma 2.5]), it follows that∫
δ
sj+1 · · · sk =
{
1/(k − j)! if sj+1 = · · · = sk = p and
0 otherwise.
This lies in Z˜(k−j)−1 ⊆ W(k−j)−1P(XS) by Lemma A.1 in the appendix, and
the result follows.
Example 2.12. Let us fix a pair p, q ∈ S of distinct marked points, and an
additional marked point t ∈ S. We compute the period
I :=
∫
γt
qp
where γt ∈ Π1(XS) is a loop based at ~∞ whose homology class is dual to ωt.
Following the recipe in the proof of Lemma 2.7, we write γt = η
−1 ? δ ? η for
a path η from ~∞ to ~t and a small loop δ around t. The path concatenation
expansion then collapses to
I =
∫
η−1
q
∫
δ
p+
∫
δ
q
∫
η
p =

− 12ipi log(p− q) t = p
1
2ipi log(q − p) t = q
0 t 6= q, p
where the branch of logarithm is determined by the homotopy class of η (or
equivalently, the homotopy class of γt).
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2.3 Hyperlogarithms
Suppose that XS is a marked curve and γ is a path from some tangential base
point ~p to a point z ∈ X◦S inside the punctured curve. As we vary z, the path γ
lifts locally to a smooth family of paths γz from ~p to z. Every element v ∈ Z 〈S〉
therefore defines a germ
Lv(z) :=
∫
γz
v (20)
of a holomorphic, multivalued function on X◦S . Such a function is called a
hyperlogarithm [39, 40, 46].
Observe that if γ˜ is another path to z starting from some tangential base
point ~q, then we have γ˜ = γ ? ξ for some path ξ from ~q to ~p, and hence by the
path concatenation formula, the corresponding hyperlogarithms are related by
L˜s1···sn = Ls1···sn + Ls1···sn−1 ·
∫
ξ
sn + Ls1···sn−2 ·
∫
ξ
sn−1sn + · · · (21)
The coefficients
∫
ξ
sj · · · sn ∈P are periods of the curve XS . Therefore the P-
linear combinations of hyperlogarithms generate a canonically defined subsheaf
L ⊂ OX◦S
of analytic functions on X◦S . It is a locally constant sheaf of algebras over the
ringP of periods. By definition, any path γ as above defines a surjective algebra
homomorphism to the stalk ∫
γ
: (P〈S〉,) −→ Lz. (22)
In fact, this map is also injective [16, Corollary 5.6]:
Proposition 2.13. The map (22) is an isomorphism of P-algebras.
Note that sinceP is a filtered ring, the free algebraP〈S〉 carries two natural
filtrations. More precisely, let us consider the Z-submodule
W knP〈S〉 :=
∑
j≤k
Wn−jP · Sj ⊂P〈S〉
consisting of elements of total weight n that involve monomials in the free alge-
bra of length at most k. Using Proposition 2.13, we can transfer these filtrations
to the sheaf L, giving locally constant subsheaves
W knL ⊂ L
such that W knL ⊂ W kn+1L ∩W k+1n L. It follows from (21) that these filtrations
are independent of the path γ used to define the isomorphism ofP〈S〉 with the
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stalks of L. We refer to the filtration W•L and W •L as the filtrations by the
total weight and the relative weight , respectively. We denote by
grL =
⊕
k≥0
W kL/W k−1L ∼=P〈S〉 (23)
the constant sheaf obtained by taking the associated graded with respect to the
relative weight filtration.
The monodromy of a hyperlogarithm is computed by (21) as the special case
when ξ is a closed loop based at ~p = ~q. The weight drop for the corresponding
periods (Lemma 2.11) implies that the monodromy representation is unipotent
with respect to both filtrations:
Lemma 2.14. If L ∈ W knLz is the germ of a hyperlogarithm at z ∈ X◦S, then
its analytic continuation γ · L along a loop γ ∈ pi1(X◦S , z) has the form
γ · L ≡ L mod W k−1n−1Lz.
It follows immediately from the definition (8) of iterated integrals that the
de Rham differential acts on hyperlogarithms by
dLs1···sn = Ls2···sn · ωs1 ∈ L ⊗A1(XS) (24)
so that we have a subcomplex
U•XS := L ⊗A•(XS) ⊂ Ω•(X◦S)
of the holomorphic de Rham complex of the punctured curve. It is filtered by
the total and relative weights, where elements of A1(XS) are assigned weight
one. From (24) it is clear that the stalk complex of U•XS at any point admits a
contracting homotopy defined on generators by
Ls1···snωs 7→ Lss1···sn . (25)
We therefore have the following refinement of the Poincare´ lemma:
Lemma 2.15. The inclusionP ↪→ U•XS of the constants is a quasi-isomorphism
of sheaves of filtered differential graded algebras.
Hyperlogarithms based at a tangential base point ~s = ∂z have logarithmic
singularities at the punctures S∞. The expansion (6) at the base point ~s can
be obtained explicitly using shuﬄe regularization as in (15). Indeed, we may
write any v ∈ Z 〈S〉 as a shuﬄe polynomial v = ∑k ω⊗ks  vk, where vk ∈ Z 〈S〉
is a linear combination of monomials whose last factor has no singularities at s.
Therefore
Lv(z) =
n∑
k=0
Lvk(z)
k!
(
log(z − s)
2ipi
)k
(26)
where the hyperlogarithms Lvk are holomorphic at s.
20
2.4 Universal polylogarithms
We now recall the construction of polylogarithms on the moduli space of marked
curves, following Brown [16] and Goncharov [32]. The main results in this
section are due to them, although our exposition differs. The primary technical
difference is that we work with coefficients in Z rather than Q, so we justify at
some points why this is possible.
2.4.1 Moduli spaces and the universal curve
Let us denote by MS the moduli space parametrizing isomorphism classes of
S-marked curves. Since the set of marked points is S∞ = S ∪ {∞}, this is
an abbreviation for the standard notation M0,S∞ or M0,N , where N = |S|+ 1.
Recall thatMS is a complex manifold of dimension |S|−2 and it comes equipped
with a universal family of marked curves
XS →MS
such that the fibre XS,y over any point y ∈ MS is a marked curve whose iso-
morphism class is y. We denote by X◦S ⊂ XS the universal punctured curve.
If S ⊂ T is an inclusion of finite sets, there is a fibration MT →MS defined
by forgetting the marked points labelled by T \ S. The fibres have dimension
|T \S|. In particular if |T | = |S|+ 1, then this fibration is canonically identified
with the universal punctured curve X◦S .
2.4.2 Cross ratios and differential forms
For any quadruple i, j, k, l ∈ S∞ of markings, the cross ratio of the corresponding
marked points gives a natural function
f = (i, j; k, l) : MS −→ C \{0, 1} .
If T = S unionsq{z} and we choose an embedding {0, 1} ↪→ S then the cross ratios of
the form (z, 1; 0;∞) give admissible charts on the fibres of the universal curve
XS ⊃MT →MS , and we obtain a trivialization
XS ∼= MS × P1
of the underlying fibration, so that the marked points in XS are indicated by
the cross ratios (s, 1; 0,∞) : MS → P1 for each s ∈ S∞.
The logarithmic differentials of cross ratios generate a subring we denote by
A•(MS) :=
〈
dlog f
2ipi
∣∣∣∣ f is a cross ratio〉 ⊂ Ω•(MS),
with the constants A0(MS) := Z ⊂ Ω0(MS).
Example 2.16. If |S| = 2, then MS is a point and A•(MS) = Z.
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Example 2.17. If |S| = 3, any cross ratio z : MS → P1 \ {0, 1,∞} is an isomor-
phism. The other five independent cross ratios can be expressed in terms of z
as z−1, 1− z, (1− z)−1, (z − 1)z−1 and z(z − 1)−1, so that
A1(MS) = Z dz
2ipiz
⊕ Z dz
2ipi(z − 1)
is the Z-module of forms on P1 \ {0, 1,∞} considered above.
As explained by Getzler [30, Section 3.8] and Brown [16, Section 6.1], Arnold’s
calculation [5] of the cohomology of the planar configuration spaces implies that
A•(MS) projects isomorphically onto the integral cohomology ring of the moduli
space:
A•(MS) ∼= H•(MS ;Z) , (27)
and this allows for the explicit presentation of A•(MS) in terms of generators
and relations (called Arnold’s relations).
In particular, if |T | = |S| + 1 and we identify MT with the universal punc-
tured curve, then the restriction of an element α ∈ A1(MT ) to a fibre y gives
an element α|XS,y ∈ A1(XS,y) ∼= ZS . Done in families, this gives rise to an exact
sequence
0 // A1(MS) // A1(MT ) // A1(XS) // 0
of free Z-modules, where A1(XS) ∼= ZS is the natural Z-module of relative
differentials on the universal curve. A choice of splitting of this exact sequence
gives an isomorphism of graded Z-modules
A•(MT ) ∼= A•(MS)⊗A•(XS) (28)
which one can use inductively to construct a basis for A•(MS).
More generally, for an arbitrary projection f : MT →MS we may define the
relative differentials
A•(MT /MS) = A
•(MT )
f∗A1(MS) ∧ A•(MT )
and we obtain a non-canonical isomorphism
A•(MT ) ∼= A•(MS)⊗A•(MT /MS) (29)
of Z-modules that becomes canonical once we pass to the associated graded of
the usual fibrewise Hodge filtration
F jA•(MT ) = f∗Aj(MS) ∧ A•(MT ).
2.4.3 Polylogarithms on moduli spaces
Given an embedding {0, 1} ↪→ S, we obtain an admissible chart on each fibre
of the universal curve XS , and the corresponding tangential base points give
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global sections of the tangent bundle TXS . Since the fibration is topologically
locally trivial, the fundamental groupoids of the fibres assemble into a locally
constant sheaf Π1(XS) of groupoids on MS . Given a local section γ ∈ Π1(XS)
and an element v ∈ Z 〈S〉, we can compute the corresponding period integrals
in the fibres to obtain a holomorphic function
∫
γ
v on MS .
Definition 2.18. The sheaf of polylogarithms on MS is the subsheaf of
rings
VS :=
〈∫
Π1(XS)
Z 〈S〉
〉
⊂ OMS
generated by period integrals on the universal curve.
The sheaves VS are locally constant by analytic continuation and come
equipped with an exhaustive increasing weight filtration
Z = W0VS ⊂W1VS ⊂ · · ·
defined as above for periods. By Lemma 2.7, W1VS is the subsheaf of OMS
generated by the constant 12 and the branches of the functions
1
2ipi log f where
f is a cross ratio. One can write all germs of higher weight as special functions
known as multiple polylogarithms [16, Section 5.4] but we will not need the
explicit details of this description. Note that while the construction of VS relies
on a choice of labels {0, 1} ↪→ S, the same argument as in Lemma 2.8 shows
that the subsheaf VS ⊂ OMS is, in fact, independent of this choice. Similarly,
the argument in Lemma 2.11 shows that periods of the form
∫
γ
s1 · · · sn ∈ VS
have weight n− 1 if γ is a loop.
Lemma 2.19. The monodromy representation of pi1(MS) on the stalks of VS
is unipotent with respect to the weight filtration W•VS.
Proof. Consider the analytic continuation of a period integral L =
∫
γ
v ∈WnVS
around a loop η ∈ pi1(MS). It is given by the integral L˜ :=
∫
η·γ v where
η · γ ∈ Π1(XS) is the fibrewise path obtained by parallel transport of γ around
η. Note that η · γ and γ have the same tangential base points. Therefore
η · γ = γ ? τ is the composition of γ with some loop τ in the fibre. Hence the
result follows from the path concatenation formula and Lemma 2.11.
Any polylogarithm L =
∫
γ
v satisfies a Picard–Fuchs equation (the dihedral
Knizhnik–Zamolodchikov equation of [16]), which implies that
dL ∈ VS ⊗A1(MS) ⊂ Ω1MS .
Note that by shuﬄe regularization, it is enough to compute the differential of an
absolutely convergent integral. In the case of a single monomial v = sknn · · · sk11 ,
written minimally so that si 6= si+1 and ki ≥ 1, we see from [31, Theorem 2.1]:
dL =
n∑
i=1
d log (si,∞; si+1, si−1)
2ipi
·
∫
γ
sknn · · · ski+1i+1 ski−1i ski−1i−1 · · · sk11 , (30)
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where s0 := γ(0) and sn+1 := γ(1) denote the endpoints of integration.
As a result, the sheaf of polylogarithmic k-forms
U•S := VS ⊗A•(MS) ⊂ Ω•MS (31)
is a subcomplex of the de Rham complex of MS . It carries a canonical filtration
W•U•S by the total weight:
WjUkS := Wj−kVS ⊗Ak(MS) ⊂ UkS .
2.4.4 Boundary divisors and regularized restrictions
We now recall and refine some key results on the asymptotic behaviour of poly-
logarithms on MS .
Recall that MS has a natural compactification, obtained by adding a simple
normal crossings divisor ∂MS = MS \MS that parametrizes stable nodal curves
of genus zero, or equivalently, nested linear collisions of collections of marked
points. Each boundary stratum of codimension k is isomorphic to a product of
the form MA0 ×· · ·×MAk for some finite sets Aj and hence it carries a natural
sheaf of polylogarithms VA0 · · · VAk ⊂ OMA0×···×MAk which we equip with the
natural filtration by the total weight.
For any stratum of codimension k, we can find a collection of cross ratios
t1, . . . , tk : MS → P1 that give a system of normal crossings coordinates trans-
verse to the stratum. Over any sufficiently small open set U ⊂MA0×· · ·×MAk
they give transverse coordinates on an analytic tubular neighbourhood
U× Dk ↪→MS
where D ⊂ P1 is a small disk centred at zero.
Let W ⊂ D be a contractible neighbourhood of the unit tangential base point
at 0. Then we have the following Z-linear refinement of a theorem of Brown:
Theorem 2.20 ([16]). Let L ∈ WjVS be a polylogarithm defined on the open
set U ×Wk ⊂ MS. Then there exists a unique finite collection of holomorphic
functions Lj1···jk on U× Dk such that
L =
∑
j1,...,jk
Lj1···jk
j1! · · · jk!
(
log t1
2ipi
)j1
· · ·
(
log tk
2ipi
)jk
(32)
over U×Wk. Moreover, the coefficients restrict to polylogarithms on the bound-
ary:
Lj1···jk |U ∈Wj−j1−···−jk(VA0 · · · VAk). (33)
Sketch of proof. As explained by Brown [16], the existence of an expansion of the
form (32) follows from the differential equation (30) via a multivariate analogue
of Fuchs’ theorem. The statement (33) about the restrictions (with coefficients
in Q) follows from a corresponding factorization of the differential equation on
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the boundary strata, and an analysis of the solutions along one-dimensional
boundary components.
In Appendix B, we outline an alternative proof of (33) with integer coef-
ficients, using our definition in terms of periods. The basic idea is as follows:
given a family Xt of smooth S-marked curves that degenerates to a nodal curve
X0 when t = 0, we can analyze the asymptotics of periods on Xt as t → 0
using shuﬄe regularization. We find that in the regularized limit, a period of
Xt breaks into a polynomial in periods of the irreducible components of X0.
2.4.5 Fibrations of moduli spaces and the Poincare´ lemma
Evidently if f : MT → MS is the projection defined by an inclusion S ⊂ T
of finite sets, the pullback of functions along f gives an embedding of sheaves
f∗VS ⊂ VT . Using such projections, we can decompose polylogarithms in terms
of hyperlogarithms on curves as follows; cf. [16, Corollary 6.17].
Let us suppose that T = Sunionsq{z} so that we can identify the natural projection
f : MT → MS with the universal punctured curve X◦S . Suppose that x ∈
MT and choose a germ of a section γz ∈ Π1(XT )x consisting of paths in XT
that end at z ∈ T . Then period integrals of the form ∫
γz
v where v ∈ Z 〈S〉
are, by definition, hyperlogarithms on the fibres of XS , and taking VS-linear
combinations of such integrals we obtain a map∫
γz
: VS,f(x) 〈S〉 → VT,x. (34)
Proposition 2.21 ([16, Proposition 6.15]). The map (34) is an isomorphism
of filtered Z-modules.
Proof. This was stated with Q-coefficients in op. cit. but it holds integrally
as follows. The proposition is obvious in weight zero, so by induction, we can
assume that it holds up to weight n and prove it in weight n + 1. Given an
element L ∈Wn+1VT , its differential dL along the fibres lies in WnVT ⊗A1(XS)
by (30). Hence by induction, dL is a hyperlogarithmic one-form on the fibres.
Applying the Poincare´ lemma for hyperlogarithms fibrewise using (25), we con-
struct fibrewise hyperlogarithm L˜ ∈ ∫
γ
VS 〈S〉 such that the relative differential
d(L − L˜) vanishes on the fibres, i.e. L − L˜ is fibrewise constant. It therefore
suffices to show that Rlimz→~s(L− L˜) ∈ VS , but this is the special case of The-
orem 2.20 for the boundary hypersurface (k = 1) corresponding to the collision
of the pair A0 = {s, z}.
Example 2.22. Let S = {0, 1} and T = {0, 1, t} and use the cross ratio z =
(t, 1; 0,∞) as an admissible admissible chart on X◦S ∼= MT ∼= P1 \ {0, 1,∞}. Let
γz denote the straight path from 0 to z, and consider the function L ∈ W1VT ,
a local section defined for z ∈ C \ [1,∞), given by the period integral
L :=
∫
γz
[ω0|ωt|ω1].
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As written, it is not immediately obvious that this function is a hyperlogarithm,
because the the integrand depends on z. But the differential equation (30) shows
dL = (ω0 − ω1)
∫
γz
[ω0|ω1] + ω1
∫
γz
[ω0|ωt], (∗)
where the first period is the hyperlogarithm L01. The second period does not
depend on the puncture labelled 1 and is thus a function on M{0,t}, that is, a
constant. Indeed, rescaling by 1/t identifies it as the normalized zeta value∫
γz
[ω0|ωt] =
∫
dch
[ω0|ω1] = −ζ (2)
(2ipi)2
=
1
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∈ Z˜2
according to Theorem 2.9. We can therefore integrate (∗) to conclude that
L = L001 − L101 + 124L1 + C is indeed a hyperlogarithm. In this case, the
constant of integration C is zero, because the hyperlogarithms vanish at zero
by definition and therefore
C = lim
z→0
L =
∫
γ0
[ω0|ω0|ω1] = 0
is convergent and zero due to (14).
The isomorphism of stalks (34) depends on the choice of a path in the fibre.
However, as with hyperlogarithms on a single curve, we obtain a canonical
relative weight filtrationW •VT whose associated graded is the fibrewise constant
sheaf
grVT =
⊕
k≥0
W kVT /W k−1VT ∼= f−1VS 〈S〉
of free algebras with coefficients given by polylogarithms on the base.
This process can be iterated. For an arbitrary projection f : MT →MS we
can choose flag of subsets S = S0 ⊂ S1 ⊂ · · · ⊂ SN = T where |Sj | = |S| + j.
We obtain a multi-index filtration W •,··· ,•VT where the successive superscripts
account for the relative weight in the successive fibres. If we choose a succession
of base points and paths in fibres as above, we obtain an identification of the
stalk of VT at x ∈MT with an iterated free algebra:
VT,x ∼= VS,f(x) 〈S0〉 〈S1〉 · · · 〈SN−1〉 (35)
which descends to a canonical isomorphism on the associated multigraded. In
the extremal case |S| = 2, we obtain a complete description of the stalk:
VT,x ∼= Z˜ 〈S0〉 〈S1〉 · · · 〈SN−1〉 ,
showing that the only constant polylogarithms are the normalized MZVs.
Applying the Poincare´ lemma for hyperlogarithms iteratively along the fibres
of an arbitrary projection f : MT →MS , we see that the complex
U•f := VT ⊗A•(MT /MS) ⊂ Ω•MS/MT (36)
of relative polylogarithmic forms is exact in positive degrees (c.f. [16, Theo-
rem 9.1] or [9, Theorem 1]):
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Proposition 2.23. For an arbitrary projection f : MT →MS, the inclusion
f−1VS ↪→ U•f
of the fibrewise constant sheaf is a quasi-isomorphism of filtered complexes.
Proof. We proceed by induction on the number n of marked points forgotten
by f . When n = 1, the claim follows from Proposition 2.21 by applying the
Poincare´ lemma for hyperlogarithms (Lemma 2.15) along the fibres of the uni-
versal curve XS . For n > 1, we can factor the projection as
MT
g //MT ′
f ′ //MS
where |T | = |T ′| + 1. Consider the decreasing filtration by subcomplexes
F jU•f = g∗U jT ′ ∧ U•f . By (29), the associated graded sheaf is the tensor product
grU•f ∼= g−1U•f ′ ⊗g−1VT ′ U•g which, by induction, is a resolution of the fibrewise
constant sheaf g−1f ′−1VS ⊗g−1VT ′ g−1VT ′ ∼= f−1VS . Hence the result follows
by considering the corresponding spectral sequence.
Corollary 2.24. The polylogarithmic de Rham complex U•S ⊂ Ω•MS is a reso-
lution of the constant sheaf Z˜ , compatible with the weight filtration.
3 Cohomology of polylogarithm sheaves
We now turn to the following question: suppose that
Σ ⊂MS
is a topological subspace. Which polylogarithms on MS become single-valued
when restricted to Σ? In sheaf-theoretic terms, we would like to understand the
weight-filtered space of global sections
Γ (Σ,VS |Σ) = H0(Σ,VS |Σ) .
More generally, we may ask about the higher sheaf cohomology groups, and for
instance seek criteria for their vanishing.
For a general subspace Σ, the problem seems difficult, but it is quite tractable
in the case where Σ has the structure of an iterated fibration by punctured
disks in universal curves. Such a situation can be reduced inductively to the
one-dimensional case of hyperlogarithms, so we begin with a discussion in the
case of a single curve.
3.1 Cohomology of hyperlogarithms
Suppose we are given an S-marked curve X and a subset T ⊂ S. Let D ⊂ X be
a contractible open set such that S∞ ∩ D = T as illustrated in Figure 2, and
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Figure 2: A disk enclosing marked points T = {t1, t2, t3} so that S\T = {s1, s2}.
let D◦ := D \ T ⊂ X◦ be the corresponding open set. Let L be the sheaf of
hyperlogarithms on X◦ from Section 2.3.
In this section we explain how to compute the sheaf cohomology H•(D◦,L)
as a module over the ring P of periods of X. We begin with the following
observation:
Lemma 3.1. Any global section L ∈ H0(D◦,L) extends to a holomorphic func-
tion on the whole disk D.
Proof. This follows easily from the expansion (26) of L in a neighbourhood of a
marked point t ∈ T ⊂ D, and the fact that L has no monodromy around t.
To describe the cohomology algebraically, let us choose a tangential base
point ~p and a path η from ~p to a point q ∈ D◦ gives an identification of the stalk
Lq with the free algebra P〈S〉. Taking germs of global sections, we obtain an
embedding
φη : H
0(D◦,L) ↪→P〈S〉. (37)
that is inverse to the iterated integral
∫
η
. In light of Lemma 3.1, this embedding
is independent of the endpoint q ∈ D◦, and in fact depends only on the homotopy
class of η as a path from ~p to the contractible set D in the punctured curve
X◦ ∪D = X \ (S∞ \ T ). Note that if p ∈ T , there is a preferred choice of such a
homotopy class, given by the trivial path.
To get a feel for this embedding, it is helpful to consider some examples:
Example 3.2. Take an admissible coordinate z and an element s ∈ S \ T . Since
the only branch point of the corresponding hyperlogarithm Ls(z) = log
z−s
p−s is at
the point z = s /∈ D, any branch of Ls is single-valued on D, giving an element
of H0(D◦,L). Thus s ∈ φη(H0(D◦,L)) ⊂P〈S〉.
Example 3.3. In contrast, suppose t ∈ T , and consider a hyperlogarithm of
the form Lut for some element u ∈ P〈S〉 of total weight n. By the path
concatenation formula (21), the monodromy of Lut around a simple loop at t is
non-trivial:
Lut 7→ Lut + Lu mod Wn−1L.
Hence Lut is not single-valued in D
◦, so that ut /∈ φη(H0(D◦,L)).
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More generally, every non-zero element of the left ideal P〈S〉T ⊂P〈S〉 in
the free algebra corresponds to a hyperlogarithm with nontrivial monodromy
in D◦. (Note that the left ideal is taken with respect to the standard noncom-
mutative product on P〈S〉, not the commutative shuﬄe product.) In a certain
sense, this is the only way that a hyperlogarithm can fail to be single-valued in
D◦. More precisely, let us write
P〈S|T 〉 :=P〈S〉/P〈S〉T
for the quotient P-module. We will prove the following:
Theorem 3.4. The natural composition
H0(D◦,L)   φη //P〈S〉 // //P〈S|T 〉 (38)
is an isomorphism of bifiltered P-modules, and the induced isomorphism
grW •H0(D◦,L) ∼=P〈S|T 〉
is independent of the path η. Moreover, we have the vanishing
Hj(D◦,L) = 0
for all j > 0. In fact, the complex computing H•(D◦,L) admits a contracting
homotopy of total weight one.
Remark 3.5. Note that while H0(D◦,L) is a commutative algebra over P, the
theorem only describes its P-module structure; not the multiplication.
Applying the theorem to the case D = X \ {∞}, so that S = T , we obtain
the following immediate corollary:
Corollary 3.6. For any marked curve X, we have
Hj(X◦,L) =
{
P j = 0
0 j > 0.
The rest of this section is devoted to the proof of Theorem 3.4. The basic
idea is as follows: note that the projection P〈S〉 → P〈S|T 〉 has a natural
splitting, whose image is the submodule of P〈S〉 generated by words that do
not end with an element of T . To a first approximation, the inverse of the
composition (38) is defined by taking the hyperlogarithms associated to such
elements. While such hyperlogarithms may still have nontrivial monodromy in
D◦, we will see that the monodromy can be cancelled inductively through the
addition of terms that lie in the ideal P〈S〉T .
To begin the proof, let us observe that D◦ is homotopy equivalent to a
bouquet of circles. Hence the universal cover of D◦ is contractible, i.e. D◦ is a
K(pi, 1) space, so that the cohomology of the local system L may be computed
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as the group cohomology of the fundamental group of D◦ with coefficients in
the monodromy representation on any stalk Lq ∼=P〈S〉.
For each t ∈ T choose a loop γt ∈ pi1(D◦, ~p) so that the elements {γt}t∈T
give a collection of free generators for the fundamental group that are dual to
the corresponding differential forms:∫
γt
ωs =
{
0 if t 6= s and
1 if t = s.
(39)
We may then compute the group cohomology using the standard two-term com-
plex for the cohomology of a free group:
C•(L) :=
(
P〈S〉 δ //P〈S〉⊕T
)
where the differential δ computes the monodromy around the generators:
δLu = (γt · Lu − Lu)t∈T .
We will construct an explicit contracting homotopy for the complex C•(L).
To this end, let us decompose the differential δ into homogeneous compo-
nents
δ = δ1 + δ2 + · · ·
where
δj : P〈S〉 → P〈S〉⊕T
s1 · · · sn 7→
(
s1 · · · sn−j
∫
γt
sn−j+1 · · · sn
)
t∈T
gives the component in the path concatenation formula (21) that drops the
relative weight of a hyperlogarithm by j. We will view δ as a perturbation of
the simpler differential δ1, which is easier to understand:
Lemma 3.7. The projection C0(L) = P〈S〉 → P〈S|T 〉 and its natural split-
ting P〈S|T 〉 →P〈S〉 extend to a homotopy equivalence
(C•(L), δ1) ∼=P〈S|T 〉
where P〈S|T 〉 is viewed a complex concentrated in degree zero.
Proof. From the path concatenation formula (12) or (21), we see that
δ1s1 · · · sn =
(
s1 · · · sn−1
∫
γt
ωsn
)
t∈T
for any word s1 · · · sn ∈ P〈S〉. Consider the cochain homotopy operator
h : C•(L)→ C•−1(L) defined by the formula
h : P〈S〉⊕T → P〈S〉
(ut)t∈T 7→
∑
t∈T utt.
Then clearly the image of h is the idealP〈S〉T ⊂P〈S〉. Moreover, the identity
δ1h = 1 holds because of the duality (39). Hence h is our desired contracting
homotopy, and the result follows.
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Note that the contracting homotopy h : (C•(L), δ1) → (C•−1(L), δ1) con-
structed in the proof has biweight (1, 1) with respect to the natural filtrations
on hyperlogarithms, i.e.
hC1(W jnL) ⊂ C0(W j+1n+1L).
We will use this operator to construct a contracting homotopy for the com-
plex (C•(L), δ) itself. (This is a simple instance of the perturbation lemma of
homological algebra [18, 25, 33].)
Let δ′ := δ − δ1 be the difference of the two differentials; it is a sum of
terms that decrease the relative weight by two or more. By the unipotence of
monodromy (Lemma 2.14), we have
δ′C0(W jnL) ⊂ C1(W j−2n−1L)
and therefore
hδ′C•(W jnL) ⊂ C•(W j−1n L).
Thus, the endomorphism hδ′ is nilpotent with respect to the relative weight
filtration on hyperlogarithms, so that the following operator is well-defined and
invertible:
Ψ := (1 + hδ′)−1 = 1− hδ′ + (hδ′)2 − · · ·
Moreover Ψ preserves both weight filtrations. An elementary calculation shows
that Ψ gives a commutative diagram of bifiltered complexes
(C•(L), δ1) Ψ //
&&
(C•(L), δ)
xx
P〈S|T 〉
which establishes Theorem 3.4.
Remark 3.8. For an element u ∈ P〈S|T 〉, let us denote by Lu|T ∈ H0(D◦,L)
the corresponding global section. Tracing through the proof, one finds that for
any s ∈ S, we have the identity
dLsu|T =
{
Lu|T · ωs if s ∈ S \ T and
(Lu|T − Lu|T (s)) · ωs if s ∈ T .
This identity can be used recursively to give an explicit description of the global
section associated to any element ofP〈S|T 〉 in terms of iterated integrals along
the path η.
Remark 3.9. Given any one-cochain λ = (λt)t∈T ∈P〈S〉⊕T , let
Λ := (1 + hδ′)−1hλ = (h− hδ′h+ hδ′hδ′h− · · · )λ ∈P〈S〉. (40)
Then λ = δΛ, i.e. the monodromy of the hyperlogarithm LΛ around each marked
point t ∈ T is equal to Lλt .
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Example 3.10. Given p ∈ T and q ∈ S \ T , consider the one-cocycle (λt)t∈T
defined by
λt =
{
q t = p
0 t 6= p.
Let us compute a coboundary Λ for λ using (40). We have
hλ =
∑
t∈T
λtt = qp,
and therefore
hδ′hλ = h
(∫
γt
qp
)
t∈T
=
∑
t∈T
(∫
γt
qp
)
· t = − log(p−q)2ipi · p ∈P〈S〉
by Example 2.12, for an appropriate branch of the logarithm. Meanwhile
(hδ′)jhλ = 0 for j > 1 by weight considerations and hence
Λ = hλ− hδ′hλ = qp+ log(p−q)2ipi p
Hence the hyperlogarithm Lqp +
log(p−q)
2ipi Lp has monodromy Lq around p and
trivial monodromy around the other points in T .
3.2 Families of disks
We now consider a version of the previous construction “in families”. Suppose
given a commutative diagram
Σ′ //
f

X◦S

Σ //MS
(41)
where f : Σ′ → Σ is a locally trivial fibration of topological spaces, such that
the induced map on each fibre is homotopy equivalent to the inclusion of an
open punctured disk D◦ encircling a collection T ⊂ S of marked points as in the
previous section.
Let us denote by VΣ′ and VΣ the pullbacks of the locally constant sheaves of
polylogarithms on X◦S and MS to the spaces Σ
′ and Σ, respectively. Choosing
a suitable homotopy classes of paths in the fibres, we may use Proposition 2.21
to express VΣ′ in terms of fibrewise hyperlogarithms. Arguing exactly as in
Theorem 3.4, we may compute the fibrewise cohomology of the sheaf VΣ′ (i.e. the
derived direct image Rf∗VΣ′), giving the following:
Lemma 3.11. There is a canonical isomorphism
grf∗VΣ′ ∼= VΣ 〈S|T 〉
and all higher direct images vanish: Rjf∗VΣ′ = 0 for j > 0.
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Suppose now that we are given a tower of diagrams (41) as above:
Σn
fn

f

// X◦Sn−1
∼= MSn

Σn−1
fn−1

// X◦Sn−2
∼= MSn−1

...
f1

...

Σ0 //MS0
(42)
We then have the following:
Theorem 3.12. For the iterated relative weight filtration W •,··· ,•VΣn obtained
from the tower (42), we have
grW •,··· ,•f∗VΣn ∼= VΣ0 〈S0|T0〉 〈S1|T1〉 · · · 〈Sn−1|Tn−1〉 ,
and all of the higher direct images vanish: Rjf∗VΣn = 0 for j > 0.
Proof. Combining Lemma 3.11 with a standard fact about filtered complexes
(Lemma 3.13 below), we see that for the sheaves in question, the associated
graded construction commutes with the derived pushforward Rfj∗. Hence the
result follows easily by induction on n.
Lemma 3.13. Suppose C• is a cochain complex with an exhaustive increasing
filtration 0 = W−1C• ⊂W 0C• ⊂W 1C• ⊂ · · · such that Hj(grC•) = 0 for j 6= 0.
Then Hj(C•) = 0 for j 6= 0, and grH0(C•) = H0(grC•).
Proof. Since C• =
⋃
j≥0W
jC•, we have H•(C•) = colimj H•
(
W jC•
)
, so the
problem reduces to studying the individual filtered pieces. These can be dealt
inductively using the long exact sequences associated to the successive graded
quotients grjC• = W jC•/W j−1C•.
Example 3.14. We may apply the results above to the case in which Σj = MSj ,
so that Sj = Tj for all j. (This is a relative version of Corollary 3.6.) We find
that Rf∗VSn = VS0 in the derived category of sheaves on MS0 . Projecting all
the way down to a point, we obtain the following computation of the cohomology
of the sheaf of polylogarithms on the moduli space MS :
Hj(MS ,VS) =
{
Z˜ if j = 0 and
0 if j > 0.
In particular, the only polylogarithms on MS that are globally single-valued are
the constants.
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Example 3.15. Consider the subsheaf VSVS ∼= VS ⊗Z˜ VS ⊂ C∞MS generated by
polylogarithms and their complex conjugates. Choosing a full flag of subsets
S2 ⊂ S3 ⊂ · · · ⊂ SN = S with |Sj | = j, we may use the relative weight filtrations
on the antiholomorphic factors to obtain a multi-index filtration on VSVS whose
associated graded is
grW •,··· ,•(VSVS) = VS 〈S2〉 〈S3〉 · · · 〈SN 〉 .
Combining the result of the previous example with Lemma 3.13, we obtain an
isomorphism
grW •,··· ,•Hj
(
MS ,VSVS
)
=
{
Z˜ 〈S2〉 · · · 〈SN 〉 j = 0
0 j > 0.
The elements of H0
(
MS ,VSVS
)
are called single-valued polylogarithms; see,
e.g. [14, 15] for the one-dimensional case. Note that the degrees of freedom for
the global sections match the degrees of freedom for the stalks of VS . Hence
for any germ of a holomorphic polylogarithm, we can cancel its monodromy by
adding sections of VSVS whose holomorphic parts have lower multi-weight, re-
sulting in a globally single-valued function. An explicit construction is discussed
in Remark 4.12.
4 Integration on moduli spaces of disks
4.1 Moduli spaces of marked disks
Let P be a finite set, and let Q be a totally ordered finite set. We assume
throughout that 2|P |+|Q| ≥ 2. A (P,Q)-marked disk consists of the following
data:
• a compact complex analytic disk D with boundary ∂D,
• a special marked point ∞ ∈ ∂D,
• an embedding of P in the interior D \ ∂D,
• an embedding of Q in ∂D \ {∞}, such that the total order on Q is com-
patible with the natural orientation of the boundary.
Any (P,Q)-marked disk D is evidently isomorphic to the closed upper half-
plane H ⊂ P1 in such a way that the special marked point ∞ ∈ ∂D is sent to
the point at infinity ∞ ∈ H. Thus the moduli space CP,Q of (P,Q)-marked
disks is a connected real analytic manifold of dimension 2 |P | + |Q| − 2 that is
canonically isomorphic to the quotient
CP,Q ∼= (ConfP (H)× ConfQ,+(R)) /G,
34
where
ConfP (H) := {(xp)p∈P | xp 6= xp′ if p 6= p′} ⊂ HP and
ConfQ,+(R) := {(xq)q∈Q | xq < xq′ if q < q′} ⊂ RQ
is the configuration space of H and the ordered configuration space of R, respec-
tively, and where
G ∼= R>0 nR,
is the group of conformal transformations of H that preserve ∞. It acts by
(a, b)·y = ay+b on y ∈ H, and diagonally on the configuration spaces. Note that
CP,Q has a canonical orientation, which descends from the natural orientation
of the configuration spaces.
The moduli space CP,Q comes equipped with a universal marked disk
DP,Q → CP,Q,
whose total space can be realized concretely as the quotient of the product
ConfP (H)×ConfQ,+(R)×H by the diagonal action of G. The marked points in
the fibres are indicated by the sections CP,Q → DP,Q obtained from the natural
evaluation maps P ×ConfP (H)→ H and Q×ConfQ,+(R)→ ∂H. We denote by
∂DP,Q ⊂ DP,Q
the boundary, induced by the boundary R ∪ {∞} of H ⊂ P1, and we denote by
D◦P,Q ⊂ DP,Q
the universal punctured disk, obtained by removing the boundary ∂DP,Q and
all interior marked points in the fibres. Note that the total space of D◦P,Q is
canonically identified with CPunionsq{∗},Q, where ∗ is an extra label.
A marked disk can be “doubled” by gluing it to its complex conjugate along
its boundary, giving an S-marked curve, where
S = P unionsq P unionsqQ.
In this way we obtain canonical real analytic maps
ι : CP,Q ↪→MS and ι˜ : DP,Q ↪→ XS (43)
that embed CP,Q as a connected component of the fixed point set of an anti-
holomorphic involution on MS , so that MS can be viewed as a complexification
of CP,Q; see [21, 22]. The map ι˜ then embeds the fibres of DP,Q
∼= CP,Q ×H as
closed disks in the universal curve XS ∼= MS × P1.
When |Q| ≥ 2, one can construct a canonical pair of complex conjugate
coordinates on the fibres. Indeed, there is a preferred embedding {0, 1} ↪→ Q:
the one that sends that sends 0 and 1 to the minimal and maximal elements of
Q, respectively. In this way, we trivialize the universal curve over CP,Q, and the
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cross ratios z := (∗, 1; 0,∞) and z := (∗¯, 1; 0,∞) give the desired coordinates
on the disk fibres. Note that this identifies the boundary of the fibres with the
real line R ∪ {∞}.
When |Q| ≤ 1 we must have |P | ≥ 1 and can similarly construct coordinates
by sending an interior marked point to i ∈ H, but those coordinates are not
cross ratios, so a different convention for tangential base points is required in
that case. We avoid treating this case since it turns out to be unnecessary for
our purposes.
4.2 Polylogarithms on moduli spaces of disks
The smooth manifold CP,Q has a natural real analytic structure, and we will
say that a complex-valued function on CP,Q is analytic if its real and imagi-
nary parts are real analytic. We denote by OCP,Q ⊂ C∞CP,Q the sheaf of analytic
functions on CP,Q and by Ω
•
CP,Q
the locally free OCP,Q-module of analytic dif-
ferential forms. Equivalently, since MS is a complexification of CP,Q, we can
identify Ω•CP,Q with the subsheaf of the C
∞ differential forms generated by re-
strictions of holomorphic forms. Note that the restriction is an isomorphism on
stalks, so that ι∗Ω•MS is isomorphic to the abstract inverse image sheaf ι
−1Ω•MS .
We adopt the following notations for the sheaves of polylogarithms and as-
sociated forms:
A•(CP,Q) := ι∗A•(MS) ⊂ Ω•(CP,Q),
VP,Q := ι∗VS ⊂ OCP,Q and
U•P,Q := ι∗U•S ⊂ Ω•CP,Q .
Evidently the sheaves VP,Q ∼= ι−1VS and U•P,Q ∼= ι−1U•S are locally constant and
filtered by the total weight. Similarly, for a projection f : CP ′,Q′ → CP,Q defined
by forgetting a collection of marked points, we have a projection f˜ : MS′ →MS
and we define the sheaves of relative differentials
U•f := ι∗U•f˜ ⊂ Ω•CP ′,Q′/CP,Q
by pulling back the relative forms for f˜ as defined in (36). We also introduce
the following notations for the global sections:
V(CP,Q) := Γ (CP,Q,VP,Q) and U•(CP,Q) := Γ
(
CP,Q,U•P,Q
)
.
Our main result is then the following:
Theorem 4.1. Let f : CP ′,Q′ → CP,Q be a projection defined by forgetting n =
|P ′| − |P | interior marked points and m = |Q′| − |Q| boundary marked points.
Then the following statements hold:
1. The sheaves VP ′,Q′ are acyclic along the fibres, i.e.
Rjf∗VP ′,Q′ = 0
for all j > 0.
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2. The relative polylogarithmic forms compute the singular cohomology of the
fibres. More precisely, there are canonical quasi-isomorphisms
f∗(U•f ,d) ∼= Rf∗(U•f ,d) ∼= VP,Q ⊗Rf∗Z
of complexes of sheaves on CP,Q.
3. If ω ∈ WjUd(CP ′,Q′) is such that the fibre integrals defining the pushfor-
ward f∗ω converge absolutely, then
f∗ω ∈Wj−kUd−2n−m(CP,Q)
is a polylogarithmic form, but the weight has dropped at least by
k :=
{
n+ 1 if |Q| = 0 and |Q′| > 0, or
n otherwise.
Note that if |P | = 1 and |Q| = 0, or if |P | = 0 and |Q| = 2, then the base
CP,Q is a point. Specializing the theorem to such projection, we obtain
Corollary 4.2. For any P and Q, the following statements hold:
1. The sheaves VP,Q are acyclic.
2. The complex (U•(CP,Q),d) computes the singular cohomology of CP,Q with
coefficients in the filtered ring Z˜ .
3. Suppose that ω ∈ AdimCP,Q(CP,Q) is a volume form whose integral over
CP,Q converges absolutely. Then∫
CP,Q
ω ∈
{
Z˜ |P |−1 if Q = ∅ and
Z˜ |P |+|Q|−2 otherwise.
Proof. The first to statements are immediate. For the third, note that by defi-
nition, the weight of ω is equal to dimCP,Q = 2|P |+ |Q|−2. Now apply claim 3
of Theorem 4.1 for a suitable projection to a point. If |Q| ≥ 2, use a projection
that forgets all elements of P and all but two elements of Q, so the weight drops
by |P |. If |Q| = 1, use a projection that forgets the unique element of Q and
all but one of the elements of P ; again the weight drops by 1 + (|P | − 1) = |P |.
Finally if |Q| = 0, forget all but one of the elements of P ; the weight drops by
|P | − 1.
Let us outline the proof of Theorem 4.1. First, observe that every projection
can be factored as a sequence of elementary projections in which only a single
boundary or interior marked point is forgotten, i.e. where either P ′ = P and
Q′ = Q ∪ {q}, or P ′ = P ∪ {z} and Q′ = Q. By functoriality, it is sufficient to
prove the theorem in these two cases separately, which we do in Section 4.3 and
Section 4.4 below.
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As we shall see, claim 1 follows immediately from the general results Sec-
tion 3. But also claim 2 follows from claim 1. Indeed, since the sheaves Ukf of
relative differentials are obtained by tensoring VP ′,Q′ with a constant sheaf of
free Z-modules, their higher direct images also vanish. Hence the hyperderived
pushforward Rf∗(U•f ,d) coincides with the ordinary pushforward f∗(U•f ,d) of
this sheaf of dg algebras. On the other hand, it follows from Proposition 2.23
that U•f is a resolution of the locally constant sheaf f−1VP,Q; hence we have
an isomorphism Rf∗(U•f ,d) ∼= Rf∗(f−1VP,Q) ∼= VP,Q ⊗ Rf∗Z by the projection
formula.
Finally, for claim 3 of Theorem 4.1, we recall that the pushforward of differen-
tial forms along the projection f : CP ′,Q′ → CP,Q is a Ω•(CP,Q)-linear operation,
and annihilates any form of degree less than the fibre dimension 2m+n. In light
of the decomposition (29) of the Z-module of forms into vertical and horizontal
pieces, it is sufficient to establish claim 3 for a form whose degree is equal to
the fibre dimension. We do so by constructing a suitable fibrewise primitive for
the differential form, and using Stokes theorem; the existence of such a primi-
tive follows from claim 2, but to establish that the result is a polylogarithm on
the base—and especially to control its weight—we need to undertake a careful
analysis of the geometry and the asymptotics of the primitive on the boundary.
4.3 Forgetting a boundary marked point
4.3.1 Geometry of the projection
Consider a projection f : CP,Q∪{q} → CP,Q in which a single boundary marked
point called q is forgotten. Considering the embeddings in the moduli space of
curves, we obtain a commutative diagram
CP,Q∪{q}
  //
f

MS∪{q} ∼= X◦S

CP,Q
  //MS
of the form (41). The fibres of f are open intervals, corresponding to marked
disks in which the locations of the points labelled by P and Q are fixed, and
the point q moves between its neighbouring marked points q−, q+ ∈ Q∞.
Note that if |Q| > 0 then q− 6= q+, but if |Q| = 0, then q− = q+ =∞ so the
fibres give a path between opposite tangential base points at ∞.
4.3.2 Structure of polylogarithms
The fibres of f are contractible, and hence any polylogarithm is single-valued
on the fibres, and the higher cohomology of any locally constant sheaf along the
fibres vanishes, which gives claim 1 and hence claim 2 in this case. Note that by
using q− as a base point for hyperlogarithms, we get a canonical isomorphism
f∗VP,Q∪{q} ∼= VP,Q 〈S〉 .
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This is a special case of Lemma 3.11 in which T = ∅.
4.3.3 Fibre integration
Now suppose that ω ∈ WjU1(CP,Q∪{q}) is a one-form whose pushforward f∗ω
converges absolutely. Its restriction to the fibres of f is a hyperlogarithmic one-
form and hence the integral along the fibre is given by a period of the universal
curve. It therefore lies in WjV(CP,Q) by definition.
To complete the proof of Theorem 4.1 in this case, we need to establish the
additional weight drop when Q = ∅. To see this, we use the fact the fibres
give a loop in the universal curve, based at ∞, and apply Lemma 2.11 on the
weight drop for closed loops. An important subtlety here is that Lemma 2.11
only applies to loops that are based at some fixed tangential base point, whereas
the loop in question goes between the opposite base points ± ~∞. However, we
are assuming that the integral converges absolutely. Therefore the result is
independent of the tangential base point and Lemma 2.11 still applies.
4.4 Forgetting an interior marked point
4.4.1 Geometry of the projection
Now consider the more interesting projection g : CP∪{z},Q → CP,Q which forgets
a single interior marked point z. As explained in Section 4.1, it can be naturally
identified with the punctured universal marked disk D◦ = D◦P,Q → CP,Q, so to
simplify the notation we shall write
VD = VP∪{z},Q and U•D = U•g
for the sheaves of polylogarithmic functions and relative differential forms.
Note that under the maps that double a disk to get a genus zero curve,
the projection g corresponds to a projection of the form MS∪{z,z} →MS that
forgets both z and its conjugate z. In what follows it will be convenient to break
the symmetry between z and z by factoring the projection MS∪{z,z} →MS into
a pair of projections, where we first forget z, then forget z. The first of these
projections gives an isomorphism of the universal punctured disk D◦ onto its
image: indeed, for a marked genus zero curve obtained by doubling a disk, the
location of the conjugate point z is uniquely determined by the location of z.
Hence we have a commutative diagram
D◦ 
 //MS∪{z,z} ∼= X◦S∪{z}

D◦ 
 //
g

MS∪{z} ∼= X◦S

CP,Q
  //MS
(44)
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where the middle horizontal arrow embeds D◦ as a punctured disk in the uni-
versal curve X◦S as in Section 4.1. Note that this diagram is exactly of the type
considered in Theorem 3.12. We conclude immediately that the higher direct
images of VD vanish, so that claim 1 and claim 2 of Theorem 4.1 hold for the
projection g.
In order to shorten the proof of claim 3, we will assume throughout this
section that |Q| ≥ 2, so that z and z¯ are cross ratios as discussed in Section 4.1:
Lemma 4.3. In proving claim 3 of Theorem 4.1 for the projection g, we may
assume without loss of generality that |Q| ≥ 2.
Proof. If |Q| < 2, choose an embedding Q ↪→ {0, 1}. We then obtain a Cartesian
diagram of projections
D◦P,{0,1}
f˜ //
g˜

D◦
g

CP,{0,1}
f // CP,Q.
The pullback f∗ : V(CP,Q) → V(CP,{0,1}) is an injection of filtered rings whose
image is exactly the polylogarithms on CP,{0,1} that are constant along the
fibres of f . Hence the desired statement for the pushforward g∗ follows from the
corresponding statement for g˜∗ by the base change formula f∗g∗ω = g˜∗f˜∗ω.
4.4.2 Structure of polylogarithms
Note that while we view the locations of z and z as complex conjugate coordi-
nates on the fibres of D, the corresponding cross ratios give genuinely indepen-
dent holomorphic coordinates on the moduli space MS∪{z,z}. As a consequence,
the sections of the sheaf VD := VP∪{z},Q of polylogarithms are VP,Q-linear com-
binations of certain analytic functions L(z, z) that may have singularities when-
ever z or z collide with the other marked points, or when z collides with z;
i.e. on the real line z = z in our coordinates.
To describe these functions algebraically we use the diagram (44). Taking
the relative weights of hyperlogarithms along the two projections, we obtain a
bifiltration W •,•VD such that the functions in W •,0VD are independent of z
(hence holomorphic in the natural complex structure on the disk fibres), and
the functions in W 0,0VD = g∗VP,Q are constant on the fibres.
After a suitable choice of tangential base points and paths, we may write a
section L ∈ VD in the form
L =
∑
j
ajLujLvj (45)
where the individual factors are as follows:
• The coefficients aj ∈ g∗VP,Q are fibrewise constant polylogarithms.
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• The functions Luj with uj ∈ Z 〈S〉 are the restrictions of hyperlogarithms
on the universal curve XS , constructed by integrating the forms
ωs =
1
2ipi
dz
z − s , s ∈ S.
• The functions Lvj with vj ∈ Z 〈S, z〉 are the restrictions of hyperlogarithms
on the universal curve XS∪{z}, constructed integrating the forms
ωs =
1
2ipi
dz
z − s , s ∈ S ∪ {z} .
Note that in general, such functions are not antiholomorphic on the fibres,
because they may involve the differential form ωz =
1
2ipi
dz
z−z .
Note that only a proper subset of the expressions of the form (45) will define
functions that are single-valued along the fibres of D, i.e. sections of g∗VD . The
degrees of freedom can be determined by applying Theorem 3.12 to the diagram
(44).
Lemma 4.4. The direct image sheaf g∗VD on CP,Q has a double filtration with
associated bigraded
grW •,•g∗VD ∼= VP,Q ⊗ Z 〈S|P 〉 ⊗ Z 〈S, z〉, (46)
and Rkg∗VD = 0 for all k > 0.
Let us gives some examples of such fibrewise single-valued functions, using
~∞ as the base point for hyperlogarithms:
Example 4.5. If p ∈ P and q ∈ Q, then the functions
Lp =
log(z − p)
2ipi
, Lp =
log(z − p)
2ipi
, Lq =
log(z − q)
2ipi
and Lq =
log(z − q)
2ipi
are single-valued; in each case the logarithm stays on the standard principal
branch (the imaginary part vanishes as z, z → ∞ along the positive real axis).
These functions have symbols
1⊗ p⊗ 1, 1⊗ 1⊗ p, 1⊗ q ⊗ 1 and 1⊗ 1⊗ q
in the associated bigraded.
Example 4.6. For p ∈ P , the functions Lp = log(z−p)2ipi and Lp = log(z−p)2ipi are
not single-valued; they have monodromy +1 and −1 around p, respectively.
However, the linear combination
Lp + Lp =
log |z − p|2
2ipi
∈W1V(CPunionsq{z},Q)
is single-valued. Its symbol in the associated bigraded is 1⊗ p.
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Example 4.7. The hyperlogarithm
Lz =
log(z − z)
2ipi
=
log(−2i=z)
2ipi
= −1
4
+
log(2=z)
2ipi
(47)
is single-valued on the disk. Its symbol is 1⊗ 1⊗ z.
Example 4.8. For q ∈ Q and p ∈ P , we can construct a section of g∗VD whose
symbol is 1⊗ q ⊗ p as follows. Start with the obvious fibrewise hyperlogarithm
Λ0 := LqLp
with symbol 1⊗q⊗p. In light of the examples above, we see that the monodromy
of Λ0 around p is equal to −Lq, while the monodromy around the other interior
marked points is trivial. As explained in Example 3.10, we can construct a
holomorphic hyperlogarithm having exactly this monodromy, namely
Λ = Lqp +
log(p−q)
2ipi Lp.
Therefore the function
Λ0 + Λ = LqLp + Lqp +
log(p−q)
2ipi Lp
is single-valued along the fibres, but its symbol is still 1⊗ q ⊗ p.
In what follows, we will need some information about the asymptotic be-
haviour of polylogarithms on the disk fibres. For this, it is convenient to intro-
duce polar coordinates
r = |z − s| and θ = arg(z − s)
centred at the marked points s ∈ P ∪ Q. For s = ∞, we set r = ∣∣z−1∣∣ and
θ = arg(−z−1). We will only refer to θ in the cases when s ∈ Q∞, and we fix
the branch of arg so that θ ∈ [0, pi] in these cases.
Proposition 4.9. Suppose that |Q| ≥ 2 and let L ∈ g∗WjVD be a polylogarithm
of weight j on D◦ that is single-valued along the fibres. Then we have the
following asymptotic behaviour of L in the natural fibre coordinates (z, z):
1. The germ of L at an unmarked boundary point x ∈ ∂D \Q∞ has the form
L =
j∑
n=0
Ln log
n(2i=z) (48)
where the functions Ln are analytic at x. Moreover
L0 = L
hol
0 +O (|=z|)
for some hyperlogarithm Lhol0 ∈ W •,0VD that is holomorphic along the
fibres and defined in a neighbourhood of x.
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2. The germ of L at a boundary marked point q ∈ Q∞ can be written in the
form
L =
N∑
n=0
M∑
m=0
Lmn(r, θ) log
m r logn θ
where the functions Lmn are analytic for (r, θ) ∈ {0}×[0, pi). An analogous
expansion exists where log θ is replaced by log(pi−θ) and the functions Lmn
are analytic for (r, θ) ∈ {0} × (0, pi].
3. The germ of L at an interior marked point p ∈ P has the form
L =
j∑
n=0
Ln log
n r
for some functions Ln that are analytic at p. Moreover,
L0 ∈ g∗WjVP,Q +O (r) .
Proof. All three statements are a straightforward application of Theorem 2.20
on the asymptotics of polylogarithms on the boundary strata of MS∪{z,z}.
For the first statement, we consider the codimension-one boundary stratum
given by the collision of the marked points z and z. This stratum is isomorphic
to MS∪{z} and the transverse coordinate t = (z, 0; z,∞) gives an expansion in
1
2ipi log t =
1
2ipi log
z−z
z ≡ 12ipi log(z − z) mod W 1,0VP,Q, as desired.
For the second statement, we consider the codimension-two stratum of MS
corresponding to a nested collision of the sets {z, z} ⊂ {z, z, q}. As transverse
coordinates in this case we choose the cross ratios t1 = (z, q1; q, q2) and t2 =
(z, q; z,∞), where q1 6= q2 ∈ Q ∪ {∞} are distinct from q (for q = ∞, set
t2 = (z,∞; z, 0)). We have
t1 =
(z − q)(q1 − q2)
(z − q2)(q1 − q) = r ·
q2 − q1
q2(q1 − q) mod r, θ
and
t2 =
z − z
q − z =
r(eiθ − e−iθ)
−re−iθ = −2iθ mod θ
so that the fibrewise change of variables (t1, t2) → (r, θ) is analytic, and the
statement follows from the expansion in (t1, t2).
Finally, for the third statement, we consider the codimension-two stratum
corresponding to the independent collision of z with p and z with p. This
stratum is isomorphic to MS . Using the cross ratios t = (z, 0; p,∞) and
t¯ = (z, 0; p,∞) as transverse coordinates, we obtain an expansion that is a
polynomial in the functions log(z− p) and log(z− p), which are multivalued on
the fibres. One can then check that the single-valuedness of L in a neighbour-
hood of p forces the expansion to collapse to a polynomial in the single-valued
logarithm log |z − p|2 = 2 log r.
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4.4.3 Single-valued primitives
Now suppose that ω ∈ g∗WjU2D is a section of the sheaf of relative two-forms on
CP∪{z},Q ∼= D◦, of total weight j. We can apply (28) twice and write ω uniquely
in the form
ω =
∑
t∈S∪{z}
∑
s∈S
fs,t · ωt ∧ ωs, (49)
where the coefficients fs,t ∈ VD are local sections of VD .
Suppose further that the pushforward g∗ω converges absolutely. In what
follows we will abuse notation and write∫
D
ω := g∗ω
for the pushforward. To complete the proof of Theorem 4.1, we must show that∫
D
ω is a polylogarithm on CP,Q with weight at most j − 1.
To compute the pushforward of ω, we search for a primitive, and apply
Stokes theorem. Note that, by definition, the cohomology classes of ω give a
section of the sheaf of fibrewise cohomologies:
[ω] ∈ H2
(
g∗U•D ,d
)
.
But by claim 2 of Theorem 4.1, this sheaf is isomorphic to VP,Q ⊗ R2g∗Z, and
since the fibres are punctured disks, their second cohomologies vanish, i.e. we
have R2g∗Z = 0. Hence over any contractible open set in the base, we can find
a fibrewise primitive for ω. For the purposes of calculation, this primitive can
be chosen arbitrarily, but to establish the desired bound on the weight of g∗ω,
and to give a concrete algorithm for calculating the integral, it is convenient to
construct a primitive that is suitably compatible with the complex structure on
the fibres:
Proposition 4.10. The form ω admits a fibrewise primitive α ∈ g∗WjU1D which
has type (1, 0) in the Dolbeault decomposition along the fibres.
Proof. Expand the coefficients fs,t in (49) into hyperlogarithms as in (45). To
construct a primitive we just integrate with respect to z according to (25), that
is Luωt 7→ Ltu. The result is a (1, 0)-form α˜ =
∑
s∈S α˜sωs ∈WjU1D of weight j
that is a fibrewise primitive for ω, but α˜ may have monodromy in the fibres.
To correct this, choose a contractible open subset of the base CP,Q and a
collection of loops γp for p ∈ P that freely generate the fundamental groups
of the fibres. Note that since ω has no monodromy, and analytic continuation
commutes with differentiation, the monodromy
δα˜ = ((γp − 1)α˜)p∈P
around any generating loop γp must be a closed (1, 0)-form, and hence holo-
morphic. We may therefore think of the collection δα˜ as a fibrewise one-cocycle
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for the sheaf of fibrewise holomorphic hyperlogarithmic forms. Applying the
vanishing of cohomology for hyperlogarithm sheaves as in Section 3, we con-
clude that there exists a fibrewise holomorphic form α˜′ whose monodromy in
the fibres is equal to that of α˜. But since α˜′ is holomorphic, it is also closed
along the fibres, so α := α˜− α˜′ gives the desired primitive of ω.
Note that the holomorphic form α˜′ =
∑
s α˜
′
sωs can be constructed explicitly
using (40). The resulting fibrewise single-valued polylogarithms αs = α˜s− α˜′s ∈
g∗Wj−1VD are the coefficients of
α =
(∑
s∈S
αs(z, z)
(2ipi)(z − s)
)
dz. (50)
Example 4.11. Consider a two-form ω = Lq ·ωp¯ ∧ωs. We obtain the (1, 0)-form
α˜ = Λ0ωs as a primitive, where Λ0 = α˜s = LqLp¯ has holomorphic monodromy
−Lq around p. In Example 4.8 we constructed a holomorphic polylogarithm −Λ
with the same monodromy, and hence we obtain a holomorphic form α˜′ = −Λωs
such that α = (Λ + Λ0)ωs is single-valued primitive of ω.
Remark 4.12 (global single-valuedness). Once we fix a tangential base point ~s
in P ∪Q∞, the fibration basis (35) in the disk globalizes to an embedding
g∗VD ↪→ VP,Q ⊗ Z 〈S〉 ⊗ Z 〈S, z〉,
because by single-valuedness in the fibres it does not matter which path γ in
H from ~s to z we choose to define the hyperlogarithms. This also means that
analytic continuation along a loop η ∈ pi1(CP,Q) in the base acts only on the first
factor VP,Q, since its action on the hyperlogarithms in the fibre is by conjugation
of γ. The construction
∑
t fs,tωt 7→ αs of the single-valued primitive given in
the proof of Proposition 4.10 thus determines a morphism of sheaves∫
sv
: g∗VD ⊗A1(XS∪{z})→ g∗VD such that ∂
∂z
∫
sv
f · ωt = f
2ipi(z − t) ,
and for a global section f ∈ V(CP∪{z},Q) also
∫
sv
fωt ∈ V(CP∪{z},Q) is single-
valued (this was observed in [49]). An iteration of this map gives rise to a
single-valued version of hyperlogarithms, i.e. an explicit embedding
Z 〈S, z〉 ↪→ V(CP∪{z},Q), t1 · · · tn 7→
∫
sv
ωt1 · · ·
∫
sv
ωtn .
The restriction of this map to words in Z
〈
P
〉 ⊂ Z 〈S, z〉 reproduces [15, Theo-
rem 8.1] and provides an explicit construction for the global sections in Exam-
ple 3.15. Some further special cases have been discussed in [23, 50].
4.4.4 Regularized Stokes theorem on the fibres
Let  > 0 be given, and let D ⊂ D be the closed subset obtained by removing
the open (half-)disk {|z−s| < } of radius  around each s ∈ P ∪Q and the disk
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(q1, q2)

(q2, q3)

(q3,∞)
(∞, q1)
σp1σp2
σp3
σq1
σq2
σq3
σ∞
Figure 3: The surface D obtained by removing small disks around the marked
points P = {p1, p2, p3} and Q ∪ {∞} = {q1, q2, q3,∞}.
{|z|−1 < } around ∞. As illustrated in Figure 3, the boundary cycle ∂D in a
given fibre is, for  sufficiently small, the sum of several smooth one-manifolds,
which we label as follows:
• For each boundary marked point q, let q′ be its successor in the cyclic
order. We denote by
(q, q′) := ∂D ∩ (q, q′)
the portion of the boundary lying on the real line z = z between q and q′.
• For each marked point s ∈ P ∪Q ∪ {∞}, we denote by
σs ⊂ ∂D
the (half-)circle of radius  centred at s, with orientation induced from
that of the disk. By convention, σ∞ is the half-circle |z| = −1.
Then the connected components of ∂D are given by the circles σp for p ∈ P ,
and the one-cycle
∂outD
 :=
∑
q∈Q∪{∞}
(q, q′) + σq.
The integral over D can be computed using Stokes theorem:
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Proposition 4.13. For  sufficiently small, the one-form α extends continu-
ously to the boundary ∂D, and we have∫
D
ω =
∫
∂D
α.
Proof. Since α is analytic away from the marked points and the boundary of the
disk, the only possible issue comes from the singularities of α along the bound-
ary ∂outD
 of the disk, i.e. where z = z. But by expanding the coefficients αs
in (50) using claim 1 of Proposition 4.9, we see that α has at worst logarithmic
divergences in this region, and no poles. A local calculation using this expan-
sion then gives the result; we omit the details since this is a special case of a
more general version of Stokes’ theorem which holds for absolutely integrable
differential forms with logarithmic singularities; see [16, Theorem 4.11].
In Section 4.4.5 through Section 4.4.7 below, we will show that the contri-
bution of each component of the boundary has a regularized limit as → 0, so
that we may compute∫
D
ω = lim
→0
∫
D
ω
= lim
→0
∫
∂D
α
=
∑
p∈P
(
Rlim
→0
∫
σp
α
)
+
∑
q∈Q∪{∞}
(
Rlim
→0
∫
(q,q′)
α+ Rlim
→0
∫
σq
α
)
.
We show moreover that each inner circle contributes a polylogarithm on the
base CP,Q of weight at most j − 1. Meanwhile the intervals and half-circles
forming the cycle ∂outD
 individually contribute polylogarithms of weight at
most j. We then show in Section 4.4.8 that when all these contributions are
added up, the highest weight parts cancel out, so that the total contribution of
∂outD
 has weight at most j − 1, as claimed.
4.4.5 Contributions from interior circles
The contributions to the integral given by the interior boundary circles can be
computed using residues, as follows. Let us define the residue of α at an interior
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marked point p ∈ P to be the (regularized) coefficient of dzz−p :
Res
p
α := Rlim
z→p Rlimz→p
(z − p)α
dz
= Rlim
z→p Rlimz→p
∑
s∈S
αs(z, z)(z − p)
2ipi(z − s)
= Rlim
z→p Rlimz→p
αp(z, z)
2ipi
∈ 1
2ipi
Wj−1VP,Q.
In the third step we have used claim 3 of Proposition 4.9 to conclude that the
coefficients αs from (50) have at worst logarithmic divergences at p, so that the
function (z−p)αs(z−s) vanishes as (z, z)→ (p, p), unless s = p.
With this notation in hand, we have the following analogue of the residue
theorem, which we learned from a paper of Schnetz [51, Section 2.8]:
Lemma 4.14. The interior circles contribute convergent limits
lim
→0
∫
σp
α = −2ipiRes
p
α = − lim
(z,z)→(p,p)
αp ∈Wj−1VP,Q.
Proof. Considering the expansion of the coefficients of α around p using claim 3
of Proposition 4.9, we see that that
α = f(log |z − p|) dz
z − p +O (1) dz
where f is a polynomial whose constant term is Resp α, and O (1) denotes terms
that are uniformly bounded as z → p. Since the radius of the circle decreases
linearly in , the integral of the bounded terms vanishes in the limit  → 0.
Meanwhile, the function log |z − p| is constant on the circle σp, where its value
is the radius . Taking account of the orientation of the circle and applying the
usual residue theorem for holomorphic forms, we have
lim
→0
∫
σp
α = lim
→0
∫
σp
f(log )
dz
z − p = − lim→0 2ipif(log ).
Since ω is absolutely integrable, we know a priori that the limit must exist,
and hence the polynomial f must in fact be equal to its constant term Resp(α),
giving the result.
4.4.6 Contributions from boundary intervals
Let us choose a boundary marked point q ∈ Q∪ {∞} and let q′ be its successor
in the cyclic order.
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Lemma 4.15. In any contractible neighbourhood of (q, q′), there exists a unique
fibrewise holomorphic form βq ∈ U1D such that
α|(q,q′) = βq|(q,q′).
Proof. This follows immediately from the asymptotics of polylogarithms along
the real line as in Theorem 4.1, and the fact that α extends continuously to the
boundary (q, q′) ⊂ ∂D.
Corollary 4.16. For each q ∈ Q ∪ {∞}, we have the identity
Rlim
→0
∫
(q,q′)
α = Rlim
→0
∫
(q,q′)
βq ∈WjVP,Q.
Note that the regularized limit Rlim→0
∫
(q,q′) βq is exactly the definition of
the regularized integral of βq along the straight path in the universal curve XS
between the tangential base points ~q = ∂z|q and −~q′ = −∂z|q′ . Hence it lies in
WjVP,Q, as claimed.
4.4.7 Contributions from boundary half-circles
We now consider the contribution from the half-circle σq centred at a marked
point q ∈ Q ∪ {∞}. These too can be computed using the corresponding holo-
morphic form βq, but the proof is rather more involved:
Proposition 4.17. We have the identity
Rlim
→0
∫
σq
α =
∫
γq
βq ∈WjVP,Q
where γq is a tiny half-loop between opposite tangential base points at q.
Proof. We have Rlim→0
∫
σq
βq =
∫
γq
βq by a simple contour deformation argu-
ment. Hence it is enough to show that Rlim→0
∫
σq
λ = 0, where λ = α− βq.
Using polar coordinates (r, θ) centred at q, applying Proposition 4.9 to the
polylogarithmic coefficients of α, and similarly applying the expansion (26) for
holomorphic hyperlogarithms to the coefficients of βq, we obtain an expansion
λ =
M∑
m=0
N∑
n=0
(amn(θ) + rbmn(r, θ)) log
m r logn θ
(
dr
r
+ idθ
)
for some functions amn and bmn that are analytic at (r, θ) = (0, 0). In these
coordinates, the path of integration σq is given by r =  and θ ∈ [0, pi], so we
immediately find
Rlim
→0
∫
σq
λ =
∑
n
∫ pi
0
a0n(θ) log
n(θ)dθ.
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AR
A
A0
AΘ
θ = 0
θ = Θ
R

Figure 4: The partial annulus W(,Θ).
It therefore suffices to prove that the functions a0n are identically zero. We will
in fact prove that amn = 0 for all m,n.
Suppose by way of contradiction that at least one of the functions amn is
nonzero, and let
M ′ = max {m ∈ Z≥0 | amn 6= 0 for some n} .
We may therefore write
λ =
M ′∑
m=0
N∑
n=0
amn log
m r logn θ
(
r−1dr + idθ
)
+ r ·
M∑
m=0
N∑
n=0
bmn log
m r logn θ
(
r−1dr + idθ
)
.
Consider the integral of λ over the boundary of the partial annulus W(,Θ)
shown in Figure 4, as a function of the inner radius  and the opening angle
Θ. We assume that the constant outer radius R, and the opening angle Θ
lie in some fixed compact neighbourhood of the origin, on which the functions
amn, bmn are analytic.
On the one hand, we have dλ = dα = ω since β is holomorphic and α is a
primitive of our two-form ω. Therefore∫
∂W(,Θ)
λ =
∫
W(,Θ)
ω
by Stokes’ theorem. Note that since ω is absolutely integrable, the integral is
bounded as → 0, uniformly in Θ.
On the other hand, we can explicitly compute the integral along the bound-
ary components indicated in Figure 4. Firstly, from Lemma 4.15 and the defi-
nition of λ, we know that λ is continuous on W(,Θ), and that it vanishes on
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the real line segment θ = 0. It follows that∫
A0
λ = 0.
Moreover, the functions amn, bmn are divisible by θ, and hence the one-forms
amn log
n θ dθ and bmn log
n θ dθ are uniformly bounded in any compact neigh-
bourhood of (0, 0). Therefore
∫
A
λ =
M ′∑
m=0
N∑
n=0
logm 
∫ Θ
0
amn log
n θ idθ
+ 
M∑
m=0
N∑
n=0
logm 
∫ Θ
0
bmn log
n θ idθ
= O
(
logM
′

)
as → 0, uniformly in Θ. Similarly∫
AR
λ = O (1)
since the outer radius is fixed. Finally, we have∫
AΘ
λ =
M ′∑
m=0
N∑
n=0
amn(Θ) log
n Θ
∫ 
R
logm rdr
r
+
M∑
m=0
N∑
n=0
logn Θ
∫ 
R
bmn(r, θ) log
m r dr
=
logM
′+1 
M ′ + 1
N∑
n=0
aM ′n(Θ) log
n Θ +O
(
logM
′

)
Therefore ∫
∂W(,Θ)
λ =
logM
′+1 
M ′ + 1
N∑
n=0
aM ′n(Θ) log
n Θ +O
(
logM
′

)
so that the boundedness in the limit → 0 implies that
N∑
n=0
aM ′n(Θ) log
n Θ = 0
for all Θ sufficiently small. But the functions logn Θ for 0 ≤ n ≤ N are linearly
independent over the ring C{Θ} of analytic germs at Θ = 0. Therefore aM ′n = 0
for all n, which contradicts the definition of M ′.
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4.4.8 Total contribution of the outer boundary
We now complete the proof of Theorem 4.1 by proving that the total contribu-
tion of the cycle ∂outD
 has weight j − 1.
The key point is the following lemma relating the various holomorphic forms
βq associated to α:
Lemma 4.18. If q1, q2 ∈ Q∪{∞} are boundary marked points, then the differ-
ence βq1 − βq2 between any branches of the corresponding fibrewise holomorphic
forms has weight at most j − 1.
Proof. Note that the segments (q, q′) for q ∈ Q ∪ {∞} are embedded as paths
in the universal curve XS , which is in turn embedded as an irreducible com-
ponent of the boundary divisor in MS∪{z,z} given by the equation z = z. By
definition α is the restriction of a multivalued holomorphic form on MS∪{z,z},
and from this perspective, the forms βq1 and βq2 are simply the restrictions of
different branches of the same holomorphic one-form on the moduli space to the
boundary divisor XS ⊂ MS∪{z,z}. Hence the difference βq1 − βq2 is given by
the monodromy of some polylogarithms on MS∪{z,z}, and in particular it has
weight strictly less than j.
Combining this result with Lemma 4.15 and Proposition 4.17, we find for
any fixed q0 ∈ Q ∪ {∞} that
lim
→0
∫
∂outD
α = Rlim
→0
∑
q∈Q∪{∞}
∫
(q,q′)+σq
α
= Rlim
→0
∑
q∈Q∪{∞}
∫
(q,q′)+σq
βq
= Rlim
→0
∑
q∈Q∪{∞}
∫
(q,q′)+σq
βq0 mod Wj−1VP,Q
=
∫
γ
βq0 mod Wj−1VP,Q
∈Wj−1VP,Q
where γq0 denotes a loop that is freely homotopic to ∂outD
 and based at some
tangential base point ~q0. In the final step we have used the weight drop for
iterated integrals of holomorphic forms around closed loops (Lemma 2.11). This
completes the proof of Theorem 4.1.
5 Application to formality morphisms
5.1 Weights of admissible graphs
We now briefly explain how to apply our results to formality morphisms. Recall
from [38] that an admissible graph of type (n,m) is a directed graph Γ with
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2n+m−2 edges, a set P of “internal” vertices and a set Q of “external” vertices,
where |P | = n and |Q| = m. The external vertices are sinks and no parallel
edges or self-loops are allowed, but note that this does not exclude anti-parallel
edges as in Proposition 5.2.
For example, Figure 1 in the introduction is an admissible graph of type
(8, 2); we draw the vertices in Q on a dashed blue line representing the boundary
of a disc. This particular graph has precisely two outgoing edges at each internal
vertex, which means that it contributes to the star product. Examples of more
general admissible graphs can be found in Section 6.
To an admissible graph, one associates a volume form ωΓ on the moduli
space CP,Q as follows. To each edge p → s with p ∈ P and s ∈ S = P unionsqQ one
associates a one-form αp→s, called the propagator. Then
ωΓ :=
∧
edges e
αe ∈ Ω2n+m−2(CP,Q).
Note that the sign depends on the additional choice of an ordering of the edges.
There are many different ways of defining propagators [1, 37, 38, 48], but all
of the explicitly known ones are captured by a one-parameter family described
by Rossi–Willwacher [48]:
αtp→s :=
1− t
2pii
dlog (p, p; s,∞) + t
2pii
dlog (p, p; s,∞) ∈ A1(CP,Q)[t], (51)
where t ∈ R is a real parameter. Note that this propagator is independent of t
whenever s ∈ Q, since then s = s. The degree of ωtΓ as a polynomial in t is thus
at most 2n−2, because ωtΓ = 0 if one of the boundary vertices is not attached to
any edge. There is only one exception to this rule, namely the unique admissible
graph of type (0, 2), which does not have any edges and for which ωtΓ = 1.
It is shown in [48] that the corresponding volume integral
ctΓ :=
∫
CP,Q
ωtΓ ∈ C[t] (52)
is absolutely convergent, for any value of t. Using Corollary 4.2, we see that the
coefficients of the polynomial ctΓ ∈ Z˜ [t] are normalized MZVs of weight at most
w(n,m) :=
{
n+m− 2 if m > 0 and
n− 1 if m = 0.
However, an additional constraint is evident, namely that the family (51) of
propagators transforms under complex conjugation as αte = α
1−t
e . Therefore
the real part of ctΓ is an even function of t − 12 , while the imaginary part is an
odd function of t− 12 . More precisely, we have the following
Theorem 5.1. If Γ is an admissible graph of type (n,m) 6= (0, 2), then
ctΓ = a(τ) + i(1− 2t)b(τ)
where a, ib ∈ Z˜ [τ ] are polynomials in τ = t(1− t) with the following properties:
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• a has degree at most n− 1 and its coefficients lie in <Z˜w(n,m) ⊂ R,
• b has degree at most n− 2 and its coefficients lie in =Z˜w(n,m) ⊂ R.
Proof. Since t2 = t− τ , we have Z˜ [t] = Z˜ [τ ]⊕ tZ˜ [τ ], so that we may write ctΓ =
p(τ) + tq(τ) for some polynomials p, q ∈ Z˜ [τ ]. The relation ctΓ = c1−tΓ implies
p = p + q, so that q = −2i=p is divisible by two. We then take b = iq/2 = =p
and a = <p.
5.2 An example
To illustrate the integration algorithm developed in Section 4 and implemented
in our software, we shall calculate the formality coefficient associated to a graph
of type (3, 2). In what follows, we will often represent a differential form ωtΓ
simply by drawing a picture of the graph Γ, and we list an order of the edges
to specify the sign. With this notation understood, the result of this section is
as follows:
Proposition 5.2. The weight of the graph with edges yx, y0, xy, x1, zx, z1 is∫
C{x,y,z},{0,1}

0 1
y x z
 = (1− 2t) ζ (3)(2ipi)3 .
We shall break the calculation into subtasks in which we calculate the push-
forward along the maps that forget the marked points z, y and x in turn.
5.2.1 Pushforward of a wedge (forgetting z)
In this section we will illustrate the algorithm in detail by proving
Lemma 5.3. For the projection g : CP∪{z},Q → CP,Q that forgets z, we have
g∗
 z y
x
 = g∗ (αtz→x ∧ αtz→y) = 12ipi log x− yy − x (53)
for any internal vertices x, y ∈ P . The result is independent of t, and in the
limits when x→ p and y → q > p land on the boundary it becomes
g∗

zx
q
 = 12ipi log x− qq − x and g∗

z
p q
 = 12 . (54)
Observe that for x, y ∈ H the quantity x−yy−x ∈ C \ (−∞, 0] avoids the branch
cut of the logarithm, so (53) is single-valued on CP,Q. As (x, y) → (p, q) with
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p < q, the quantity x−yy−x approaches −1 from the upper half-plane. Hence the
logarithm approaches +ipi, giving (54).
Our Theorem 4.1 almost completely fixes the solution without any calcu-
lation. Indeed, since the pushforward is a polylogarithm of weight 1 on CP,Q
that depends only on the positions of x and y, it is a linear combination of
logarithms of cross ratios on M{x,x,y,y}. But it must also be anti-symmetric
under swapping x↔ y, so it is necessarily a Z[t]-linear combination of
1
2ipi
log
x− y
y − x,
1
2ipi
log
x− y
x− y and
1
2ipi
log
x− x
y − y .
The second of these functions is not single-valued, and the third is divergent
when x or y approach the boundary. Hence the result must be a multiple of the
first function, and merely its coefficient ρ ∈ Z[t] remains to be determined. This
can be read off from the limit (x, y)→ (p, q). But in this limit the propagators
(51) become independent of t. Hence ρ ∈ Z and we are free to fix the value of t
arbitrarily. We choose the harmonic propagator t = 1/2.
Let us now explicitly follow the algorithm to compute the pushforward of
ω := 2

zx
q
 = 2α1/2z→x ∧ α1/2z→q,
in other words, compute the integral of ω over z ∈ H \ {x} for fixed x and q.
The algorithm of Section 4.4 proceeds as follows:
1. Write the restriction of ω to the fibres in the natural basis of
relative forms, i.e. as a linear combination of the forms ωs ∧ ωs′ , where
ωs =
dz
z−s and ωs′ =
dz
z−s′ for s ∈ S = {p, p, q} and s′ ∈ S ∪ {z}:
ω ≡ (ωx + ωx − ωx − ωx) ∧ (ωq − ωq) = ωq ∧ (ωx + ωx)− (ωx + ωx) ∧ ωq.
Here ≡ denotes equivalence modulo the ideal generated by g∗Ω1(CP,Q).
2. Construct a possibly multivalued (1,0)-form α˜ that is a fibrewise
primitive for ω. We use the simple recipe (25) to construct primitives of
hyperlogarithmic one-forms by integration with respect to z. This gives
α˜ := Lq(ωx + ωx)− (Lx + Lx)ωq
where Ls =
1
2ipi log(z−s) denotes the hyperlogarithm based at∞ obtained
by integrating ωs.
3. Cancel the monodromy of α˜ to get a single-valued primitive α.
Recall the recipe in the proof of Proposition 4.10: since the monodromy δα˜
is holomorphic, we can use Remark 3.9 to produce a fibrewise holomorphic
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xq
∞
(∞, q) ∋ z
z ∈ (q,∞)
γ
Figure 5: Our choice of paths, starting at∞, for the hyperlogarithm realization.
form α˜′ with the same monodromy. (See also Example 4.8.) The single-
valued primitive is then given by
α = α˜− α˜′ = α˜− (1 + hδ′)−1hδα˜
where δ′ and h are the operators on holomorphic hyperlogarithms defined
in Section 3.1. This construction makes heavy use of the path concate-
nation formula, and in particular the recipe in Lemma 2.11 to compute
integrals around closed loops.
In our example, we only have a single monodromy around x to consider.
Because the rational forms ωs in α˜ are single-valued, we need only operate
on their hyperlogarithmic coefficients. For these logarithms, we simply get
δLs =
∫
γx
ωs =
{
−1 when s = x and
0 for s 6= x,
so that δα˜ = ωq. The holomorphic form hδα˜ = (1 + hδ
′)−1hδα˜ = Lxωq
has exactly this monodromy, giving the single-valued primitive
α = α′ − Lxωq = Lq(ωx + ωx)−
(
Lx + Lx + Lx
)
ωq.
4. Compute the residues of α at the interior points, as in Section 4.4.5.
This is done by specializing (z, z) = (x, x) in the relevant coefficients, in
our case for ωx:
2ipiRes
x
α = Rlim
z→x Rlimz→x
Lq(z) = Lq(x).
5. Express the restriction of α to the outer boundary components
in terms of holomorphic hyperlogarithms. This is the computation
of the limit z → z in appropriate branches. In our example, the boundary
component (q,∞) ends at our chosen tangential base point for hyperloga-
rithms. Thus the holomorphic and antiholomorphic hyperlogarithms agree
on this component, and we have
βq = Lq(ωx + ωx)− (2Lx + Lx)ωq.
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On the other hand, the analytic continuation of Lq(z) and Lq(z) through
the disk to the boundary component (∞, q) differ by the integral of ωq−ωq
along a path between opposite tangential base points at q,
Lq|(∞,q) = log(z − q)
2ipi
∣∣∣∣
z=z<q
=
log |z − q| − ipi
2ipi
= Lq|(∞,q) − 1,
for the path of integration indicated in Figure 5. It follows that
β∞ = (Lq − 1)(ωx + ωx)− (2Lx + Lx)ωq.
6. Integrate along the boundary, summing up the contributions as in
Section 4.4.8. Using (25), we get primitives
fq = Lxq + Lxq − 2Lqx − Lqx and f∞ = fq − Lx − Lx
of βq and β∞ that have vanishing regularized at the tangential base point.
We thus find∫
∂D
α = Rlim
→0
∫
σq+(q,∞)
(βq − β∞) +
∫
∂D
β∞
= (f∞ − fq)(q)− f∞(γ)
= −Lx(q)− Lx(q) +
∫
γ
(2qx+ qx− xq − xq + x+ x)
where γ is any clockwise loop at∞ that is homotopic to the boundary ∂D,
see Figure 5. To compute the period of this loop, we follow Lemma 2.11
and write γ as the conjugation η−1 ? γx ? η of a small clockwise loop γx at
x, by a path η from ∞ to x. Applying the path concatenation formula,
the only terms that contribute are the ones involving
∫
γx
x = −1, giving∫
γ
(2qx+ qx− xq − xq + x+ x) = 2
∫
η−1
q
∫
γx
x−
∫
γx
x
∫
η
q +
∫
γx
x
= 2Lq(x) + Lq(x)− 1.
7. Add up the residue and boundary contributions. In our example,∫
D
ω = −2ipiRes
x
α+
∫
∂D
α = −Lq(x)− Lx(q)− Lx(q) + 3Lq(x)− 1
=
log(x− q)− log(x− q)− ipi
ipi
=
1
ipi
log
x− q
q − x
where log (as always) denotes the principal branch and we used the identity
Lx(q)+Lx(q) =
1
2ipi log(q−x)(q−x) = 12ipi log(x−q)(x−q) = Lq(x)+Lq(x)
to write the expression in a basis of hyperlogarithms. (This can be done
algorithmically following the recipe in the proof of Proposition 2.21.)
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Remark 5.4. For the logarithmic propagator t = 0, Lemma 5.3 reads∫
H\{x}
(
dz
z − x −
dz
z − x
)
∧
(
dz
z − y −
dz
z − y
)
= 2ipi log
x− y
y − x.
Note that the integrand is a holomorphic function of x and y, but the result is
only real analytic. In particular, the integration does not commute with partial
derivatives with respect to x or y. This non-holomorphicity is possible because
the integrand does not extend to H due to the singularities at z ∈ {x, y,∞}.
5.2.2 Pushforward of a tadpole (forgetting y)
Lemma 5.5. For the projection g : CP∪{y},Q → CP,Q which forgets y and the
graph with the three edges yx, y0, xy, we have
g∗

0
y x
 =
(
t
2ipi
log
x
−x −
1− 2t
2ipi
log
x− x
x
)
·

0
x
 . (55)
Remark 5.6. Note that for t 6= 12 , the coefficient of this form has a logarithmic
divergence on the real line x = x. However, this divergence is compensated by
the vanishing of αtx→0 = dlog
x
x , so that the form is still continuous up to the
boundary of CP,Q. This demonstrates a general phenomenon: even if we start
with a form that is analytic on the integration domain, the integral over the
fibres may produce a form with logarithmic divergences on the boundary.
The computation of this example is very similar to Section 5.2.1, so we skip
the details. For t = 1, the integrand decomposes into vertical and horizontal
components
ωt=1Γ = ω1 ∧
1
2ipi
dlog
x− x
x
+ ω2 ∧ 1
2ipi
dlog
x
x
where the vertical components are given by
ω1 ≡ (ωx − ωx) ∧ ω0 and ω2 ≡ (ω0 − ωx) ∧ ωx.
The pushforward of ω1 turns out to vanish, and the single-valued primitive
α = α˜ = (L0 − Lx)ωx = − 1
2ipi
log
(
1− x
y
)
ωx
of ω2 has no residues in y ∈ H and vanishes at y =∞. So the only contribution
comes from the real line y = y, where the primitive is holomorphic. Thus
g∗ω2 =
1
4pi2
∫
R\{0}
log
(
1− x
y
)
dy
y − x =
1
2ipi
log
x− x
x
by the residue theorem at y = x since we can close the contour of integration
in the lower half-plane where the logarithm is single-valued. This result already
implies (55) by considering the form of the real and imaginary parts of g∗ωtΓ as
a polynomial in t (similar to Theorem 5.1).
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5.2.3 Proof of the proposition (forgetting x)
The previous results can be combined to establish Proposition 5.2, because the
differential form associated to the graph under consideration factorizes as
0 1
y x z
=
0
y x
∧
1
x
∧
zx
1
such that we can compute the pushforwards that integrate over y and z inde-
pendently using Lemma 5.3 and Lemma 5.5, respectively. Therefore we have∫
C{x,y,z},{0,1}

0 1
y x z
 =
∫
C{x},{0,1}
µ ∧

1
x
 ∧ ν
where µ and ν denote the forms from (55) and (54). We compute the result for
t = 0 and note that this implies the full Proposition 5.2, since the integrand is
linear in t, via Theorem 5.1. Using a tangential base point at 0, we have
µ|t=0 = − 1
2ipi
log
(
1− x
x
)
d log
x
x
= −
(∫ x
0
ωx
)
(ω0 − ω0) = Lx(ω0 − ω0)
Similarly, with this base point, (54) becomes ν = L1 − L1 + 12 and the shuﬄe
product Lx · L1 = L1x + Lx1 gives
µ|t=0 ∧

1
x
 ∧ ν = (LxL1 + 1
2
Lx − L1x − Lx1
)
(ω0 ∧ ω1 − ω1 ∧ ω0) .
Since C1,2 ∼= H is simply connected, there are no sources for monodromies and
α =
(
L0xL1 − L0x1 − L01x + 1
2
L0x
)
ω1 −
(
L1xL1 − L1x1 − L11x + 1
2
L1x
)
ω0
is automatically a single-valued primitive. The limits at x→ x ∈ (0, 1), like
L1x → lim
x→x
∫ x
0
[ω1|ωx] =
∫ x
0
[ω1|ωx] = L11 − L01 =
∫ x
0
[ω1 − ω0|ω1],
produce periods ofM{0,1,x} that we rewrite as hyperlogarithms in x with Propo-
sition 2.21. This algorithm is illustrated in Example 2.22 in the case of L0x1
and is implemented as fibrationBasis in the program HyperInt, see [45, 44].
For the other hyperlogarithms of x we find the limits
L0x → 124 , L1x1 → L111 − L101, L0x1 → L001 − L101 + 124L1,
L11x → L111 − L011 and L01x → L101 + L011 − 2L001 − 124L1.
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The holomorphic form β0 that agrees with α on (0, 1) is therefore given by
β0 =
(
L001 − L011 + 1
24
L1 +
1
48
)
ω1 +
(
L011 − L111 + 1
2
L01 − 1
2
L11
)
ω0,
a one-form with holomorphic hyperlogarithm coefficients. Its regularized inte-
gral over (0, 1) gives MZVs according to Theorem 2.9. Using shuﬄe regulariza-
tion as illustrated for L1001 in Example 2.10, we calculate that∫
(0,1)
β0 = Rlim
x→1
(
L1001 − L1011 + L0011 − L0111 + L001 − L011
2
+
L11
24
+
L1
48
)
= − 1
480
− ζ (3)
(2ipi)3
∈ Z˜4.
According to Table 1, this period is does not lie in Z˜3, but when we add it to
the remaining boundary contributions
Rlim
→0
∫
(∞,0)
α =
1
1440
+
ζ (3)
2(2ipi)3
, Rlim
→0
∫
σ1
α = − 1
192
+
ζ (3)
(2ipi)3
,
Rlim
→0
∫
(1,∞)
α =
19
2880
+
ζ (3)
2(2ipi)3
and Rlim
→0
∫
σ0
α = Rlim
→∞
∫
σ∞
α = 0
we find that the total is indeed ζ (3)/(2ipi)3 ∈ Z˜3, which proves Proposition 5.2
and illustrates concretely the weight drop established in Section 4.4.8.
6 Software
6.1 Overview
We now give a brief overview of the software package mentioned in the intro-
duction, which we recall is available at the following URL:
http://bitbucket.org/bpym/starproducts/
This package has three main components:
• Maple code, written by the second author, which implements the integra-
tion algorithm of Section 4 for the exact symbolic calculation of volume
integrals on CP,Q in terms of MZVs. This code is also available as a
separate module at
http://bitbucket.org/PanzerErik/kontsevInt
It builds on the HyperInt package [44, 45] for calculations with hyperlog-
arithms.
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• A database listing the values of the coefficients cΓ appearing in the star
product for the harmonic, logarithmic and interpolating formality mor-
phisms, up to order ~6. This database was produced by generating a
complete list of isomorphism classes of such graphs using nauty [42], and
directly computing the corresponding integrals using the Maple code.
• SageMath code, written by the first author as an undergraduate summer
project, which manages the combinatorial part of the star product. Using
the database of weights, it allows for the exact symbolic calculation of the
terms in the star product for an arbitrary Poisson structure on Rn.
We refer the reader to the online documentation for instructions on the use of
this package, including a tutorial that illustrates its core functionality.
6.2 Consistency checks
We checked that the output of our software is consistent with several known
properties of the formality coefficients cΓ. We summarize these tests as follows.
Associativity: The associativity of star products imposes an infinite sequence
of quadratic relations between the coefficients. This fact was used in [19] to pro-
duce software that reduces the calculation of all coefficients in the star product
to a smaller list of unknown ones. In particular, the calculation of all coeffi-
cients appearing the harmonic star product up to order ~4 was reduced to linear
combinations of 10 undetermined parameters in [19, Table 8]. We checked that
the coefficients in our database satisfy all of these constraints. Furthermore,
our results agree with the 1640 additional linear relations between harmonic
coefficients at order ~5 that were communicated to us by the authors of [19].
HKR graphs: For each m ≥ 1 there is a unique graph Tm of type (1,m).
These graphs have the following form:
. . .
If we order the edges of Tm from left to right, its coefficient is given by
ctTm =
1
m!
.
As explained in [38, Section 6.4.3], this identity ensures that the linear part
of the formality morphism gives the classical Hochschild–Kostant–Rosenberg
(HKR) isomorphism between polyvector fields and Hochschild cohomology. We
checked that our software reproduces this result for all m ≤ 10.
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Bernoulli graphs: There is a sequence of graphs Γn of type (n, 2) for n ≥ 1
that have coefficients ctΓn = (−1)nBn/n!, where Bn is the nth Bernoulli number;
see [4] and [36, Proposition 4.1]. (While these papers state and prove the result
only for t = 1/2, it is not difficult to show that it persists for all t.) We checked
that our software reproduces this result for all n ≤ 12.
The Felder–Willwacher graph: The paper [28] exhibits a graph Γ of type
(7, 2) such that c
1/2
Γ = a+ b
ζ(3)2
pi6 for some undetermined constants a, b ∈ Q with
b 6= 0. Our software reproduces this result, and gives the exact values
a =
13
210 · 34 · 5 · 7 and b =
1
28
.
Wheels: For n ≥ 2, consider the wheels W ↓n of type (n + 1, 0) with n ≥ 2
inward pointing spokes:
. . .
the wheels W ↑n of type (n+ 1, 0) with n ≥ 2 outward pointing spokes:
. . .
and the graphs Γn,n of type (n, 2) obtained by replacing the centre of the inward
wheel with an external vertex, and splitting off one of the spokes:
. . .
To order the edges of the wheels, go around the rims (starting anywhere), and
at each vertex, take first the outgoing edge along the rim, then the spoke. To
order the edges for the graphs Γn,n, take first the edge going to the boundary,
then the outgoing edge along the rim (see Figure 6). The following facts are
known:
1. We have the identity
ct
W↓n
+ ctΓn,n = c
t
W↑n
(56)
as follows from the equivalence of the characteristic functions fDuflo and
f curv established in [60, Theorem 1].
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2. The coefficients of the outward pointing wheels for the harmonic [57] and
logarithmic propagators [43, Appendix A] are given by:
c
1/2
W↑n
= − Bn
2 · n! c
0
W↑n
=
ζ (n)
(2ipi)n
where Bn denotes the nth Bernoulli number. Moreover, when n is even,
the coefficient ct
W↑n
is independent of t, and is in fact the same for all stable
formality morphisms [60, Remark 3].
3. The coefficients of the inward pointing wheels W ↓n are known to vanish
when t = 0 [47, Lemma 1.3] or when t = 1/2 and n is even [52]. This
ensures that the star product obtained by quantizing the linear Poisson
bracket on the dual of a Lie algebra restricts to the usual product on the
subalgebra of invariant polynomials.
4. The harmonic coefficients of the graphs Γn,n were calculated in [7, Corol-
lary 6.3] and found to coincide with the outward pointing wheels:
c
1/2
Γn,n
= − Bn
2 · n! .
We computed the coefficients of the graphs W ↓n , W
↑
n and Γn,n with our
software for n ≤ 7. The results are consistent with the known facts above, and
suggest the following formulas for the full t-dependence of the wheel coefficients:
Conjecture 6.1. For Rossi–Willwacher’s t-family of formality morphisms, the
coefficients of the even inward pointing wheels vanish, that is
ct
W↓2k
= 0
for all k ≥ 1. The odd wheels with 2k + 1 ≥ 3 spokes have coefficients
ct
W↑2k+1
=
ζ (2k + 1)
(2ipi)2k+1
(1− 2t)
2k∑
j=0
(
2j
j
)
(t(1− t))j and
ct
W↓2k+1
=
ζ (2k + 1)
(2ipi)2k+1
(1− 2t)
2k∑
j=k+1
(
2j
j
)
(t(1− t))j .
Amar family: By adding n − k wedges to the graphs Γk,k discussed above,
one obtains a family of graphs Γn,k of type (n, 2) with n ≥ k ≥ 2, as illustrated
in Figure 6. This family was studied in [7] and we computed the t-dependent
coefficients for all such graphs with n ≤ 8. The results suggest the following
Conjecture 6.2. For n ≥ k ≥ 2, the coefficient of Γn,k is
ctΓn,k =
{ ζ (n)
(2ipi)n = − Bn2·n! if n is even, and
ζ (n)
(2ipi)n (1− 2t)
∑b k−12 c
j=0
(
2j
j
)
(t(1− t))j if n is odd.
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Γ4,4 =
1
2
3
4
5
6
7
8
Γ7,4 =
1
2
3
4
5
6
8
7
10
12
14
9
11
13
Figure 6: Two examples of the family of graphs Γn,k defined in [7], with an
explicit order of the edges that represents our sign convention.
Note that this conjecture is compatible with the known facts listed above.
However, it would imply that
c0Γn,k =
ζ (n)
(2ipi)n
and c
1/2
Γn,k
= − Bn
2 · n!
are independent of k, which contradicts [7, Conjecture 6.4].
A An arithmetic lemma about MZVs
In this appendix, we provide a proof of the following arithmetic fact:
Lemma A.1. For n ≥ 1, we have 1n! ∈ Z˜n−1.
Proof. For n = 1, 2, this is immediate from the definition, so assume n ≥ 3.
If n = 2k+ 1 is odd, we can invoke Hoffman’s identity (18) to conclude that
1
n!
=
1
(2k + 1)!
= (−4)k ζ (2, . . . , 2)
(2ipi)2k
∈ 22kZ˜2k ⊂ Z˜n−1. (57)
Similarly, if n = 4k + 2 is congruent to two modulo four, the identity
ζ(1, 3, 1, 3, . . . , 1, 3︸ ︷︷ ︸
k repetitions of 1, 3
) =
2 · pi4k
(4k + 2)!
(58)
from [10, Corollary 2], valid for all k ≥ 1, allows us to write
1
(4k + 2)!
= 24k · 1
2
· ζ(1, 3, . . . , 1, 3)
(2ipi)4k
∈ 24k · Z˜1 · Z˜4k ⊂ 24kZ˜n−1. (59)
We are unaware of a similarly elegant formula when n ≥ 4 is divisible by
four; say n = 4k + 4. But from the cases already considered (57) and (59), we
know that
1
(4k + 5)!
·
(
4k + 5
4j + 2
)
=
1
(4(k − j) + 3)!
1
(4j + 2)!
∈ 24k+2Z˜n−1 (60)
for all 0 ≤ j ≤ k. In light of the lemma below and Be´zout’s identity, we can write
the number (4k+ 5)24k+2 as a Z-linear combination of the binomial coefficients
appearing above. Hence by taking linear combinations of the expressions (60)
and dividing by 24k+2, we obtain 1n! =
1
(4k+5)! · (4k+ 5) ∈ Z˜n−1, as desired.
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Lemma A.2. For k ≥ 1, the number
d := gcd
{(
4k + 5
4j + 2
) ∣∣∣∣ 0 ≤ j ≤ k} ,
divides (4k + 5) · 24k+1.
Proof. First note from j = 0 that d = uv for a divisor u of 4k+ 5 and a divisor
v of 2k + 2. Since 4k + 5 and 2k + 2 are relatively prime, so are u and v. The
largest power of two that divides v is constrained by 2r ≤ 2k + 2 ≤ 24k+1, and
below we will show that v has no odd prime divisors. It follows that v is a
divisor of 24k+1, which shows the claim.
Pick any odd prime p that divides k+1, then a0 = 1 in the p-adic expansion
4k + 5 =
∑
r≥0
arp
r where 0 ≤ ar < p.
Suppose that we can find a family of digits br such that
0 ≤ br ≤ ar for all r and
∑
r≥0
(ar − br)pr ≡ −1 mod 4. (61)
Then
∑
r≥0 brp
r = 4j + 2 for some 0 ≤ j ≤ k and Lucas’s theorem(
4k + 5
4j + 2
)
≡
∏
r≥0
(
ar
br
)
6≡ 0 mod p
shows that p does not divide d. To finish the proof, we argue that (61) always
admits a solution. If there is any r such that ar > 0 and p
r ≡ −1 mod 4, we
have a solution by setting br = ar − 1 and bs = as for all other s 6= r. Now
assume that pr ≡ 1 mod 4 whenever ar > 0, hence 4k + 5 ≡ 1 ≡ a mod 4
with a =
∑
r≥0 ar. Due to a0 = 1, the case a = 1 would imply 4k + 5 = 1,
incompatible with k ≥ 0. So we must have a ≥ 5, and we can find 0 ≤ br ≤ ar
such that
∑
r≥0 br = a− 3, solving (61).
B Regularized limits of Z-linear polylogarithms
In this section, we sketch a proof of statement (2.20) concerning the regularized
restriction of polylogarithms to boundary strata in the moduli space.
By induction on the codimension, we can reduce the statement to the case
in which the codimension k of the stratum is equal to one. Moreover, by taking
derivatives of the expansion (30) and using an induction on the weight, we
further reduce the problem to dealing with the leading term in the expansion,
i.e. it is enough to prove that as t→ 0, the regularized limit of a polylogarithm
is a polylogarithm on the corresponding boundary hypersurface.
The codimension-one strata are in bijection with proper subsets A ⊂ S with
|A| ≥ 2. Such a stratum is isomorphic to products of the form MA×MB , where
B = S \A ∪ {∗} is the complement, together with an extra symbol ∗.
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Choosing pairs a0 6= a1 ∈ A, and b0 = ∗ 6= b1 ∈ B, we obtain trivializations
of the universal curves XA and XB , realizing them concretely as a family of
marked curves whose underling curves are P1. The location of the marked points
in A and B are indicated by maps a : U → P1 and b : U → P1 for a ∈ A and
b ∈ B. Note that in our trivialization, a0 = b0 = 0 ∈ P1 and a1 = b1 = 1 ∈ P1
are constant. For s ∈ S, define a map s : U× D◦ → P1 by the formula
s(u, t) =
{
ta(u) if s = a ∈ A and
b(u) if s = b ∈ B.
These maps define a family of S-marked curves for which the points in A collide
with constant velocity as t→ 0, giving a map U×D◦ →MS that extends to an
embedding of a tubular neighbourhood U × D →MS for which the cross ratio
t = (a0, b1; a1,∞) is a transverse coordinate.
We now consider the behaviour of polylogarithms on the contractible set
U ×W. Consider first the polylogarithms of weight one. Any such function is
a linear combination of ordinary logarithms 12ipi log(s − s′) where s, s′ ∈ S and
the analysis breaks into three different cases: both s, s′ ∈ A, both s, s′ ∈ B or
s ∈ A and s′ ∈ B. In the first case we have the expansion
log(s− s′)
2ipi
=
log(ta(u)− ta′(u))
2ipi
=
log(a(u)− a′(u))
2ipi
+
log t
2ipi
showing that the regularized limit as t→ 0 is 12ipi log(a−a′) ∈W1VA. The other
two cases are analyzed similarly; they are in fact holomorphic as t → 0, giving
limits in W1VB .
Hence using shuﬄe regularization, we can reduce the problem to under-
standing the behaviour of convergent iterated integrals built from the forms
ωb =
dz
2ipi(z−b(u)) for b ∈ B and ωa = dz2ipi(z−ta(u)) for a ∈ A, in the limit t → 0.
By path concatenation, we can further reduce the problem to considering the fol-
lowing three types of paths, which generate the trivial local system of groupoids
Π1(XS)|U×W:
1. Paths between marked points in S∞\A that do not collide with the marked
points in A as t→ 0. Along such paths the forms ωa are nonsingular and
converge uniformly to the form dz2ipiz = ω∗ associated to the extra marked
point ∗ ∈ B. Hence the limit lies in VB by the dominated convergence
theorem.
2. Paths between the marked points in A which contract to a point as t →
0. After making the conformal transformation z 7→ t/z, this problem is
equivalent to the previous one but with the roles of A and B reversed.
3. A path from a0 = ∗ = 0 to ∞. Here we encounter a difficulty because
the limiting forms limt→0 ωa = dz2ipiz have a singularity at the startpoint of
integration. But by shuﬄe regularization, one can reduce such integrals
to convergent integrals built from elements in Z 〈A〉 and Z 〈S〉 · (S \ A),
which can again by analyzed using the dominated convergence theorem,
giving a mixture of polylogarithms on MA and MB .
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For more details on the computation of regularized limits of periods, see [45,
Section 3.3.3].
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