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THE COMPLETION PROBLEM FOR EQUIVARIANT
K-THEORY
AMALENDU KRISHNA
Abstract. In this paper, we study the Atiyah-Segal completion problem for
the equivariant algebraic K-theory. We show that this completion problem has
a positive solution for the action of connected groups on smooth projective
schemes. In contrast, we show that this problem has a negative solution for
non-projective smooth schemes, even if the action has only finite stabilizers.
1. Introduction
The equivariant K-theory for topological spaces with group action was invented
by Atiyah before Quillen discovered the algebraicK-theory of schemes. This theory
had a significant impact on the subsequent works of Atiyah, Segal and others, which
included the celebrated index theorem of Atiyah and Singer. This paper aims to
study the Atiyah-Segal completion problem [4] for algebraic equivariant K-theory.
1.1. The Atiyah-Segal Theorem. For a compact Lie group G, let R(G) denote
the ring of virtual representations of G and let IG denote the augmentation ideal
given by the kernel of the map ǫ : R(G)→ Z that takes a virtual representation to
its rank. For a compact Hausdorff topological space X with G-action, let KG∗ (X)
denote the equivariant K-theory of G-equivariant complex vector bundles on X .
Let ̂KG∗ (X)IG denote the IG-adic completion of the R(G)-module K
G
∗ (X).
To study the representations of G in terms of the singular cohomology of its
classifying space BG, Atiyah [2] showed for a finite group G that there is indeed
a strong connection between R(G) and the topological K-theory of BG. More
precisely, if K(BG) denotes the inverse limit of the Grothendieck groups of complex
vector bundles on the finite skeleta of BG, then there is a natural isomorphism
(1.1) R̂(G)IG
≃
−→ K(BG).
This result was extended to all compact Lie groups by Atiyah and Hirzebruch
[3]. This was subsequently reinterpreted by Atiyah and Segal [4] in terms of the
following very general statement about the equivariant K-theory of compact Haus-
dorff topological spaces. Let EG → BG denote the universal G-bundle and for a
compact G-space X , let XG denote Borel space X
G
× EG (see § 2.3).
Theorem 1.1 (Atiyah-Segal). Let X be a compact G-space such that KG∗ (X) is a
finite R(G)-module. Then the map KG∗ (X)→ K∗(XG) induces an isomorphism
̂KG∗ (X)IG
≃
−→ K∗(XG).
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1.2. The algebraic formulation. The completion theorem for equivariant K-
theory in a sense studies the question of the impact of weak-equivalence between
two G-spaces (without reference to the group action) on their equivariantK-theory.
After the invention of A1-homotopy theory, this question has become very pertinent
in algebraic geometry.
The equivariant algebraicK-theory of schemes under the action of group schemes
was founded by Thomason [35] using the ideas of Quillen’s K-theory of exact
categories and Waldhausen’s K-theory of categories with cofibrations and weak
equivalences. In order to formulate and study the analogue of the Atiyah-Segal
completion problem for the algebraic K-theory, we need algebraic objects which
correspond to XG.
One problem is that XG is not a scheme and one does not know how to define K-
theory ofXG. However, this problem now has a solution, thanks to the invention of
A1-homotopy theory of schemes by Morel and Voevodsky [24]. These authors have
constructed a category of motivic spaces which includes all smooth schemes over
a base scheme as well as the colimits of such smooth schemes. They further show
that there is a generalized cohomology theory on the stable homotopy category of
motivic spaces which restricts to Thomason’s K-theory for smooth schemes.
The second problem is that the completion theorem of Atiyah and Segal is based
on a strong assumption that KG∗ (X) is a finite R(G)-module and this assumption
is very crucial in their proofs. Thomason [34] was probably the first to consider
the completion problem for the algebraic K-theory. But he was forced to work
with the K-theory with finite coefficients and also had to invert the Bott element.
The reason he had to do this is that the Bott inverted algebraic K-theory with
finite coefficients has the above finiteness property. This allowed Thomason to use
the techniques of Atiyah-Segal. Such a finiteness assumption is almost never true
(unless we work over finite fields) for the algebraic K-theory, even for the algebraic
K-theory of a point.
1.3. The main results. The aim of this paper is to solve the algebraic Atiyah-
Segal completion problem. We show using A1-homotopy theory that the algebraic
analogue of topological spaces like XG do exist as motivic spaces and this allows
one to study the Atiyah-Segal completion problem for schemes. We show that this
completion problem has a positive solution for smooth and projective schemes.
In contrast, we show an unexpected result that this problem has a negative
solution if we weaken the projectivity assumption. We show that this negative
solution can occur even if one assumes that the underlying group action has finite
stabilizers. The main results of this paper roughly look as follows. We shall state
these results in more precise form and explain the underlying terms in the body of
the text.
Theorem 1.2. Let G be a connected split reductive group over a field k acting on
a smooth projective k-scheme X and let ̂KG∗ (X)IG denote the IG-adic completion
of the R(G)-module KG∗ (X). Then for every p ≥ 0, there is an isomorphism
(1.2) ̂KGp (X)IG
≃
−→ Kp(XG).
Since a connected linear algebraic group in characteristic zero has a Levi decom-
position, the reductivity assumption is not necessary in this case.
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For p = 0, the completion theorem holds in the most general situation without
any condition on G and X .
Theorem 1.3. Let G be a linear algebraic group over k acting on a smooth scheme
X. Then there is an isomorphism
(1.3) ̂KG0 (X)IG
≃
−→ K0(XG).
This result also holds for singular schemes (see Theorem 9.10). In particular, it
extends [37, Theorem 3.1] (proven for Spec (k)) to all quasi-projective k-schemes.
The equivariant Riemann-Roch theorem of Edidin and Graham [11] is an im-
mediate consequence of Theorem 1.3 and its generalization for singular schemes.
Another direct consequence of Theorem 1.3 is the following.
Corollary 1.4. Let G be a linear algebraic group over k and let f : X → Y
be a G-equivariant morphism of smooth schemes over k with G-action. Suppose
that f is an A1-weak equivalence (without reference to G-action), then the map
f ∗ : ̂KG0 (Y )IG →
̂KG0 (X)IG is an isomorphism.
This result can be useful in showing the failure of A1-weak equivalence between
smooth schemes with group actions.
As another application of our completion theorems, we prove the equivariant
analogue of the Quillen-Lichtenbaum conjecture (see Theorem 8.10).
The following result provides a counterexample to the completion theorem for
non-projective schemes.
Theorem 1.5. Let G be a one-dimensional torus over C and let X be the quotient
of G by the subgroup µ2. Then
(1) For p > 0 odd, the map ̂KGp (X)IG → Kp(XG) is an isomorphism.
(2) For p > 0 even, there is a short exact sequence
0→ ̂KGp (X)IG → Kp(XG)→ Z2 → 0.
1.4. An outline of the paper. A brief outline of this paper is as follows. In § 2,
we fix our notations and very briefly recall the A1-homotopy theory of schemes. In
§ 3, we construct our motivic Borel spaces associated to group actions on smooth
schemes and prove some of their properties. In § 4, we discuss the algebraic K-
theory of motivic Borel spaces. We also introduce a variant, called K-theory,
for these spaces. This is an algebraic analogue of a similar topological object
introduced by Atiyah [2].
In § 5 and § 6, we prove our main technical results which yield decompositions
of the equivariant K-theory of filtrable schemes and that of the K-theory of the
associated Borel spaces. These results allow us to prove the completion theorem
for the torus action. The equivariant K-theory of smooth schemes for the action of
connected reductive groups is studied in § 7. We define the Atiyah-Segal completion
map and prove the completion theorem in § 8.3. The following section deals with
the completion theorem for the Grothendieck group of equivariant bundles on all
schemes. In § 10, we compute the K-theory of the Borel spaces associated to
some non-projective schemes. This allows us to show the failure of the completion
theorem in such cases.
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2. Review of A1-homotopy theory of schemes
In this section, we fix our notations and set up the machinery of A1-homotopy
theory and the homotopy category of smooth schemes as constructed in [24]. We
shall later construct our motivic Borel spaces as objects of this homotopy category.
2.1. Notations and conventions. Let k be a field. We shall use [24] and [39] as
our basic references for A1-homotopy theory of smooth schemes over k. We shall
use the following notations throughout this text.
(1) Nis/k : The Grothendieck site of smooth schemes of finite type over k with
the Nisnevich topology.
(2) Spc(k) : The category of simplicial sheaves on Nis/k (also known as the
category of motivic spaces).
(3) Spc•(k) : The category of pointed simplicial sheaves on Nis/k (also known
as the category of pointed motivic spaces) .
(4) H(k) : The unstable A1-homotopy category of motivic spaces.
(5) H•(k) : The unstable A1-homotopy category of pointed motivic spaces.
(6) SH(k) : The stable A1-homotopy category of pointed motivic spaces as
defined, for example, in [39].
Recall that a simplicial set (such as the usual simplicial set ∆[n]) is an object
of Spc(k) as a constant simplicial sheaf. Let T denote the pointed motivic space
(P1k,∞). Recall that an object of SH(k) is a T -spectrum over Spc•(k). There is a
functor Σ∞T : H•(k)→ SH(k) which is given by Σ
∞
T (A) = (A, T ∧ A, T
2 ∧A, · · · ).
This functor has a right adjoint which gives the 0th level of a spectrum. In partic-
ular, given a motivic space (e.g., a smooth scheme) X , we get Σ∞T X := Σ
∞
T (X+)
in which X+ is obtained from X by adjoining the base point Spec (k). This gives
functors H(k)
+
−→ H•(k)
Σ∞
T−−→ SH(k). Recall that Ss and St denote the pointed
motivic spaces S1 and (Gm, 1), respectively and we define Σa,b = Sa−bs ∧S
b
t . Recall
that SH(k) is a triangulated category whose shift functor is given by Ss ∧ (−).
2.2. Ind-objects and pro-objects in a category. Given any category C, one
can define the categories of pro-objects (resp. ind-objects) in C. These objects
consist of covariant (resp. contravariant) functors from small cofiltering categories
to C. A good exposition of this can be found in [17, § 2].
In this text, we shall be concerned with only those pro and ind-objects which
are indexed by the set of positive integers. Thus, an ind-object A = {Ai, αi}i∈N+
in a category C is a sequence {A1
α1−→ A2
α2−→ · · · } of objects in C. We shall denote
such an ind-object by the formal colimit “lim−→
i
”Ai. The category of ind-objects in
C will be denoted by indC. A morphism f : “lim−→
i
”Ai → “lim−→
j
”Bj in indC is an
element of the set lim
←−
i
lim
−→
j
HomC(Ai, Bj).
In particular, such a morphism f is same as giving a function λ : N+ → N+ and
a morphism fi : Ai → Bλ(i) in C for each i ≥ 1 such that for any j ≥ i, there is
some l ≥ λ(i), l ≥ λ(j) so that the diagram
(2.1) Ai
pi,j

fi
// Bλ(i)
qλ(i),l
$$❍
❍❍
❍❍
❍❍
❍❍
Aj
fj
// Bλ(j) qλ(j),l
// Bl
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commutes in C. We shall call such a morphism to be strict if λ is the identity
function. If C is closed under filtered colimit, there is a realization functor lim−→(−) :
indC → C which is right adjoint to the canonical embedding C → indC. If C is an
abelian category, then so is the category indC (cf. [20, Theorem 8.6.5]).
By dualizing the notion of ind-objects, we get the category of pro-objects proC
in C. In particular, a pro-object {Ai, αi}i∈N+ is a sequence {A1
α1←− A2
α2←− · · · }
of objects in C. A pro-object will be formally denoted by “lim←−
i
”Ai. A morphism
f : “lim
←−
i
”Ai → “lim←−
j
”Bj in proC is an element of the set lim←−
j
lim
−→
i
HomC(Ai, Bj). If
F : C → D is a contravariant functor, then it induces a functor indC → proD.
This obvious fact will be used frequently in this text.
If C has cofiltered limit, the limit of “lim←−
i
”Ai will be denoted by lim←−
i
Ai. If C is an
abelian category, then so is proC. If f : “lim←−
i
”Ai → “lim←−
i
”Bi is a strict morphism,
then one checks easily that Ker(f) = “lim←−
i
”Ker(fi) and Coker(f) = “lim←−
i
”Coker(fi).
In particular, a sequence of strict morphisms of pro-objects
(2.2) “lim
←−
i
”Ai → “lim←−
i
”Bi → “lim←−
i
”Ci
is exact in the abelian category proC if it restricts to an exact sequence of objects
in C for each i ∈ N+. We should warn that the exactness of (2.2) does not imply
that the sequence remains exact if we replace “lim
←−
i
” by lim
←−
i
. We refer the reader to
[1, Appendix 4] for these facts about pro-objects in abelian categories.
2.2.1. The Mittag-Leffler condition. Let R be a unital commutative ring and let
C be the category of R-modules. Recall that an inverse system {Ai, αi}i∈N+ of
R-modules is said to satisfy the Mittag-Leffler condition if for every i ≥ 1, there
is j ≥ i such that Image(Aj′ → Ai) = Image(Aj → Ai) for all j
′ ≥ j.
The functor lim←−
i
: proC → C is left exact and its right derived functor R1lim←−
i
is often denoted by lim
←−
i
1. The following well known sufficient condition for the
vanishing of lim
←−
i
1 Ai will be used frequently in this text.
Proposition 2.1. Let {Ai, αi}i∈N+ be an inverse system of R-modules which sat-
isfies the Mittag-Leffler condition. Then lim
←−
i
1 Ai = 0.
2.3. Group action and quotients. For the rest of this text, we shall consider
only those schemes which are quasi-projective over k. The category of such schemes
will be denoted by Schk and an object of this category will often be called a k-
scheme. Let Smk denote the subcategory of smooth schemes in Schk.
A linear algebraic group G over k will mean a smooth and affine group scheme
over k. A closed subgroup of G will mean a closed immersion of linear algebraic
groups over k. Recall from [6, Proposition 1.10] that a linear algebraic group over
k is a closed subgroup of a general linear group, defined over k. Let SchGk (resp.
SmGk ) denote the category of quasi-projective (resp. smooth and quasi-projective)
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k-schemes with G-action and G-equivariant maps. An object of SchGk will be often
called a G-scheme.
Recall that an action of a linear algebraic group G on a k-scheme X is said to be
linear if X admits a G-equivariant ample line bundle, a condition which is always
satisfied if X is normal (cf. [30, Theorem 2.5] for G connected and [36, 5.7] for G
general). All G-actions in this paper will be assumed to be linear.
For X, Y ∈ SchGk , let X
G
× Y denote the quotient of the scheme X × Y by the
diagonal action of G. This quotient is only an e´tale sheaf on Schk in general and
not a scheme. However, we shall need to know in this text that the quotients of
this kind exist as schemes in the following cases (cf. [10, Proposition 23]). We
refer to [22, Lemma 2.1] for a proof.
Lemma 2.2. Let H be a linear algebraic group acting freely and linearly on a
k-scheme U such that the quotient U/H exists as a quasi-projective scheme. Let X
be a k-scheme with a linear action of H. Then the mixed quotient X
H
× U for the
diagonal action on X × U exists as a scheme and is quasi-projective. Moreover,
this quotient is smooth if both U and X are so. In particular, if H is a closed
subgroup of a linear algebraic group G and X is a k-scheme with a linear action
of H, then the quotient G
H
× X is a quasi-projective scheme.
In this text, SchGfree/k will denote the full subcategory of Sch
G
k whose objects
are those schemes X on which G acts freely such that the quotient X/G exists
and is quasi-projective over k. The full subcategory of SchGfree/k consisting of
smooth schemes will be denoted by SmGfree/k. The previous result shows that if
U ∈ SchGfree/k, then X × U is also in Sch
G
free/k for every G-scheme X .
3. Motivic Borel spaces
In this and the next section, we shall construct the two missing objects: the mo-
tivic Borel spaces and the K-theory of Borel spaces. Together with the equivariant
algebraic K-theory, they form the main players in the algebraic Atiyah-Segal com-
pletion problem. We begin with the construction of the Motivic Borel spaces.
Some of these Borel type constructions can also be found in [13, Chapter 5] (see
also [8], [16], and [32]).
3.1. Admissible gadgets. Let G be a linear algebraic group over k. All repre-
sentations of G in this text will be assumed to be finite-dimensional. We shall say
that a pair (V, U) of smooth schemes over k is a good pair for G if V is a k-rational
representation of G and U ( V is a G-invariant open subset which is an object of
SchGfree/k. It is known (cf. [37, Remark 1.4]) that a good pair for G always exists.
Definition 3.1. A sequence of pairs ρ = (Vi, Ui)i≥1 of k-schemes is called an
admissible gadget for G, if there exists a good pair (V, U) for G such that Vi = V
⊕i
and Ui ( Vi is G-invariant open such that the following hold for each i ≥ 1.
(1) (Ui ⊕ V ) ∪ (V ⊕ Ui) ⊆ Ui+1 as G-invariant open subsets.
(2) codimUi+2 (Ui+2 \ (Ui+1 ⊕ V )) > codimUi+1 (Ui+1 \ (Ui ⊕ V )).
(3) codimVi+1 (Vi+1 \ Ui+1) > codimVi (Vi \ Ui).
(4) Ui ∈ Sm
G
free/k.
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The above definition is a variant of the notion of admissible gadgets in [24, §4.2],
where these terms are defined for vector bundles over a scheme. An example of an
admissible gadget for G can be constructed as follows. Choose a faithful k-rational
representation W of G of dimension n. Then G acts freely on an open subset U
of V = W⊕n ≃ Endk(W ). Let Z = V \ U . We now take Vi = V
⊕i, U1 = U and
Ui+1 = (Ui ⊕ V ) ∪ (V ⊕ Ui) for i ≥ 1. Setting Z1 = Z and Zi+1 = Ui+1 \ (Ui ⊕ V )
for i ≥ 1, one checks that Vi \ Ui = Z
i and Zi+1 = Z
i ⊕ U . In particular,
codimVi (Vi \ Ui) = i(codimV (Z)) and codimUi+1 (Zi+1) = (i+1)d−i(dim(Z))−d =
i(codimV (Z)), where d = dim(V ). Moreover, Ui → Ui/G is a principal G-bundle
of smooth schemes.
Given an admissible gadget ρ for G and X ∈ SmGk , let X
i
G(ρ) denote the
mixed quotient space X
G
× Ui. We shall often write X
i
G(ρ) as simply X
i(ρ) if
the underlying group G is understood in a context. The locally closed immersion
Ui = Ui × {0} →֒ Ui+1 yields an ind-object “lim−→
i
”X i(ρ) in Smk. Such an object
will also be called an ind-scheme. Since Spc(k) admits all filtered colimits, we see
that XG(ρ) = X(ρ) := lim−→
i
X i(ρ) is a motivic space. Our construction of motivic
Borel spaces is based on the following result.
Proposition 3.2. Let ρ and ρ′ be two admissible gadgets for G. Given any X ∈
SmGk , there is a canonical motivic weak equivalence X(ρ) ≃ X(ρ
′).
Proof. This was proven by Morel-Voevodsky [24, Proposition 4.2.6] when X =
Spec (k) and a similar argument works in the general case as well.
For i, j ≥ 1, we consider the smooth scheme Vi,j =
(
X × Ui × V
′
j
)
/G and the
open subscheme Ui,j =
(
X × Ui × U
′
j
)
/G. For a fixed i ≥ 1, this yields a sequence
(Vi,j,Ui,j, fi,j)j≥1, where Vi,j
pii,j
−−→ X i(ρ) is a vector bundle, Ui,j ⊆ Vi,j is an open
subscheme of this vector bundle and fi,j : (Vi,j,Ui,j)→ (Vi,j+1,Ui,j+1) is the natural
map of pairs of smooth schemes over X i(ρ). Then (Vi,j ,Ui,j, fi,j)j≥1 is an admissible
gadget over X i(ρ) in the sense of [24, Definition 4.2.1]. Setting Ui = colimj Ui,j
and πi = colimj πi,j, it follows from [loc. cit., Proposition 4.2.3] that the map
Ui
pii−→ X i(ρ) is an A1-weak equivalence.
Taking the colimit of these maps as i→∞ and using [loc. cit., Corollary 1.1.21],
we conclude that the map U
pi
−→ X(ρ) is an A1-weak equivalence, where U =
colimi,j Ui,j . Reversing the roles of ρ and ρ
′, we find that the obvious map U
pi′
−→
X(ρ′) is also an A1-weak equivalence. This yields the canonical isomorphism π′ ◦
π−1 : X(ρ)
≃
−→ X(ρ′) in H(k). 
3.1.1. Admissible gadgets associated to a given G-scheme. A careful reader may
have observed in the proof of Proposition 3.2 that we did not really use the fact
that G acts freely on the open subset Ui (resp. U
′
j) of the G-representation Vi (resp.
V ′j ). One only needs to know that for each i, j ≥ 1, the quotients (X ×Ui)/G and
(X×U ′j)/G are smooth schemes and the maps
(
X × Ui × V
′
j
)
/G→ (X×Ui)/G and(
X × Vi × U
′
j
)
/G → (X × U ′j)/G are vector bundles with appropriate properties.
This observation leads us to the following variant of Proposition 3.2 which will be
useful for us on some occasions.
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Let G be a linear algebraic group over k and let X ∈ SchGk . We shall say that
a pair (V, U) of smooth schemes over k is a good pair for the G-action on X , if
V is a k-rational representation of G and U ⊆ V is a G-invariant open subset
such that X × U is an object of SchGfree/k. We shall say that a sequence of pairs
ρ = (Vi, Ui)i≥1 of smooth schemes over k is an admissible gadget for the G-action
on X , if there exists a good pair (V, U) for the G-action on X such that Vi = V
⊕i
and Ui ⊆ Vi is G-invariant open subset such that the following hold for each i ≥ 1.
(1) (Ui ⊕ V ) ∪ (V ⊕ Ui) ⊆ Ui+1 as G-invariant open subsets.
(2) codimUi+2 (Ui+2 \ (Ui+1 ⊕ V )) > codimUi+1 (Ui+1 \ (Ui ⊕ V )).
(3) codimVi+1 (Vi+1 \ Ui+1) > codimVi (Vi \ Ui).
(4) X × Ui ∈ Sch
G
free/k.
Notice that an admissible gadget for G as in Definition 3.1 is an admissible
gadget for the G-action on every G-scheme X .
Proposition 3.3. Let ρX and ρ
′
X be two admissible gadgets for the G-action on a
smooth scheme X. Then there is a canonical motivic weak equivalence
lim−→
i
(X
G
× Ui) ≃ lim−→
j
(X
G
× U ′j).
Definition 3.4. Given X ∈ SmGk , the associated motivic Borel space is a motivic
space XG of the form XG(ρ), where ρ = (Vi, Ui)i≥1 is an admissible gadget for G.
It follows from Proposition 3.2 that XG is a well-defined object of H(k).
The motivic Borel space associated to X = Spec (k) will be called the classifying
space of G and will be denoted by BG.
3.2. Morita equivalence for Borel spaces. The motivic Borel spaces corre-
sponding to different algebraic groups satisfy the following A1-homotopy version
of the Morita equivalence.
Proposition 3.5. Let H be a closed normal subgroup of a linear algebraic group
G and let F = G/H. Let f : X → Y be a morphism in SmGk which is an H-torsor
for the restricted action. Then there is an isomorphism XG ≃ YF in H(k).
Proof. We first observe from [28, Corollary 12.2.2] that F is also a linear algebraic
group over the given ground field k. Let ρ = (Vi, Ui)i≥1 be an admissible gadget
for F . The morphism G→ F makes each Vi a k-rational representation of G such
that the open subset Ui is G-invariant, even though G may not act freely on Ui.
In particular, G acts on the product X ×Ui via the diagonal action. Since H acts
freely on X and F acts freely on Ui, it follows that the map X×Ui → X
G
× Ui is a
G-torsor and hence ρ = (Vi, Ui)i≥1 is an admissible gadget for the G-action on X .
Since the map X
G
× Ui → Y
F
× Ui is an isomorphism for every i ≥ 1, we conclude
from Proposition 3.3 that XG ≃ colimi (X
G
× Ui)
≃
−→ YF in H(k). 
Corollary 3.6 (Morita isomorphism). Let H be a closed subgroup of a linear
algebraic group G and let X ∈ SmHk . Let Y denote the space X
H
× G for the action
h · (x, g) = (h · x, gh−1). Then there is an isomorphism XH ≃ YG in H(k).
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Proof. Define an action of H ×G on X ×G by
(3.1) (h, g) · (x, g′) =
(
hx, gg′h−1
)
and an action of H × G on X by (h, g) · x = hx. Then the projection map
X×G
p
−→ X is (H ×G)-equivariant and a G-torsor. Hence there is an isomorphism
XH ≃ (X ×G)H×G in H(k) by Proposition 3.5.
On the other hand, the projection map X×G→ X
H
× G is (H ×G)-equivariant
and an H-torsor. Hence there is an isomorphism (X × G)H×G ≃ YG in H(k)
again by Proposition 3.5. Combining these two isomorphisms, we get XH ≃ YG in
H(k). 
Recall that a unipotent group U over k is called split if it has a filtration {e} =
U0 ⊆ U1 ⊆ · · · ⊆ Un = U by closed normal k-subgroups such that each quotient
group Uj/Uj−1 is isomorphic to the algebraic group Ga (cf. [28, § 3.4]).
Proposition 3.7. Let G be a possibly non-reductive group over k. Assume that
G has a Levi decomposition G = L ⋉ Gu such that Gu is split over k (e.g., if
k has characteristic zero). Then for any X ∈ SmGk , the map XL → XG is an
isomorphism in H(k).
Proof. Let us denote the unipotent radical Gu by U and let {e} = U0 ⊆ U1 ⊆
· · · ⊆ Un = U the filtration of U as above. Set Gi = LUi for 0 ≤ i ≤ n.
We have a sequence of morphisms XL
p0
−→ XG1
p1
−→ · · ·
pn−1
−−−→ XG in Spc such
that each pi is an A1-weak equivalence. Hence the map XL → XG is an A1-weak
equivalence. 
4. Algebraic K-theory of Borel spaces
Having defined the motivic Borel spaces, our next objective is to define the K-
theory and K-theory of these spaces. In order to do so, we need the following
isomorphism of two ind-objects in the stable homotopy category. Recall from § 2.1
that for X ∈ Spc(k), Σ∞T X denotes the T -spectrum Σ
∞
T (X+).
Proposition 4.1. Let ρ = (Vi, Ui)i≥1 and ρ
′ = (V ′i , U
′
i)i≥1 be two admissible gadgets
for G. Then for any X ∈ SmGk and p ∈ Z, there is a canonical isomorphism
“lim
−→
i
” Σ∞T X
i(ρ)[p]
≃
−→ “lim
−→
i
” Σ∞T X
i(ρ′)[p]
of ind-objects in SH(k).
Proof. Since the shift functor (−)[p] on SH(k) commutes with “lim
−→
i
”(−), it is
enough to prove the proposition without using the shift. For i, i′ ≥ 1, we set
X ii′ = (X × Ui × U
′
i′)/G. For any j ≥ i, j
′ ≥ i′, there is a locally closed immersion
θi,ji′,j′ : X
i
i′ → X
j
j′ and this induces a natural map σ
i,j
i′,j′ = Σ
∞
T θ
i,j
i′,j′ : Σ
∞
T X
i
i′ → Σ
∞
T X
j
j′
in SH(k). Set U = colimi colimi′ X
i
i′ as a motivic space. Since for any i, i
′ ≥ 1,
the inclusion X ii′ →֒ U factors through the inclusions X
i
i′ →֒ X
l
l →֒ U where
l = max(i, i′), we see that U is also the colimit of the direct system of smooth
schemes {Ui, λi,j} if we let Ui = X
i
i and λi,j = θ
i,j
i,j .
There are natural projections pi : Ui → X
i(ρ) and qi : Ui → X
i(ρ′). These maps
combine together to give us the following morphisms of ind-objects in SH(k):
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(4.1) “lim−→
i
” Σ∞T X
i(ρ)
p̂
←− “lim−→
i
” Σ∞T Ui
q̂
−→ “lim−→
i
” Σ∞T X
i(ρ′).
It suffices to show that these two morphisms of ind-objects are isomorphisms.
We shall show that p̂ is an isomorphism and exactly the same proof works for q̂.
Let γi,j : X
i(ρ)→ Xj(ρ) denote the structure maps of “lim
−→
i
” X i(ρ).
To show that p̂ is an isomorphism in indSH(k), what we need to show is that
for every i ≥ 1, there exists j = β(i)≫ i and a morphism βi : Σ
∞
T X
i(ρ) → Σ∞T Uj
in SH(k) such that the diagram
(4.2) Σ∞T Ui
Σ∞
T
pi
//

Σ∞T X
i(ρ)

βi
xxrr
rr
rr
rr
rr
r
Σ∞T Uj Σ∞
T
pj
// Σ∞T X
j(ρ)
commutes. In this case, β : N+ → N+ yields the inverse of p̂ in indSH(k).
We have shown in Proposition 3.2 that the map p = colimi pi : U → X(ρ)
of colimits is an A1-weak equivalence. Since Σ∞T preserves colimits (the colimit
of T -spectra is taken level-wise), this implies in particular that the map ψ =
Σ∞T p : colimi Σ
∞
T Ui → colimi Σ
∞
T X
i(ρ) is an isomorphism in SH(k). Let φ :
colimi Σ
∞
T X
i(ρ)→ colimi Σ
∞
T Ui be the inverse of ψ.
Since each Σ∞T X
i(ρ) is a compact object of SH(k) (cf. [39, Proposition 5.5]),
the composite map Σ∞T X
i(ρ) → colimi Σ
∞
T X
i(ρ)
φ
−→ colimi Σ
∞
T Ui factors through
a map Σ∞T X
i(ρ)
βi−→ Σ∞T Ui′ → colimi Σ
∞
T Ui for some i
′ ≫ i. For every j ≥ i′, let
βi,j denote the composite map
βi,j : Σ
∞
T X
i(ρ)
βi
−→ Σ∞T Ui′
Σ∞
T
λi′,j
−−−−→ Σ∞T Uj .
We claim that the diagram
(4.3) Σ∞T X
i(ρ)
βi,j
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
Σ∞T γi,j

Σ∞T Uj Σ∞T pj
// Σ∞T X
j(ρ)
commutes for all j ≫ i. To prove this claim, we consider the bigger diagram
(4.4) Σ∞T X
i(ρ)
βi,j
//
Σ∞T γi,j ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
Σ∞T Uj
Σ∞T pj

Σ∞T λj
// Σ∞T U
≃ ψ

Σ∞T X
j(ρ)
Σ∞T γj
// Σ∞T X(ρ).
For every j ≥ i′, the square on the right clearly commutes and the outer trapez-
ium commutes by the construction of βi,j and the fact that φ
−1 = ψ. In particular,
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the maps Σ∞T pj ◦βi,j and Σ
∞
T γi,j become same when we go all the way to the colimit
Σ∞T X(ρ). Since Σ
∞
T X
i(ρ) is compact, the map
colim
j≥i
HomSH(k)
(
Σ∞T X
i(ρ),Σ∞T X
j(ρ)
)
→ HomSH(k)
(
Σ∞T X
i(ρ),Σ∞T X(ρ)
)
is an isomorphism of sets. We conclude that the maps Σ∞T pj ◦βi,j and Σ
∞
T γi,j must
become same when j ≫ i′. This proves the claim.
Our next claim is that the diagram
(4.5) Σ∞T Ui
Σ∞
T
pi
//
Σ∞T λi,j

Σ∞T X
i(ρ)
βi,jxx♣♣
♣♣
♣♣
♣♣
♣♣
♣
Σ∞T Uj
commutes for all j ≫ i. To do this, we consider for every j ≥ i′, the diagram
(4.6) Σ∞T Ui
Σ∞
T
pi

Σ∞
T
λi,j
// Σ∞T Uj
Σ∞
T
λj
//
Σ∞
T
pj

Σ∞T U
Σ∞T X
i(ρ)
βi,j
77♦♦♦♦♦♦♦♦♦♦♦♦
Σ∞
T
γi,j
// Σ∞T X
j(ρ)
Σ∞
T
γj
// Σ∞T X(ρ).
φ≃
OO
By the construction of βi,j, we know that Σ
∞
T λj ◦ βi,j = φ ◦Σ
∞
T γi. On the other
hand, we also know that
(4.7)
ψ ◦ Σ∞T λj ◦ Σ
∞
T λi,j = ψ ◦ Σ
∞
T λi
= Σ∞T γi ◦ Σ
∞
T pi
= Σ∞T γj ◦ Σ
∞
T γi,j ◦ Σ
∞
T pi.
Equivalently, we get
Σ∞T λj ◦ βi,j ◦ Σ
∞
T pi = φ ◦ Σ
∞
T γi ◦ Σ
∞
T pi
= φ ◦ Σ∞T γj ◦ Σ
∞
T γi,j ◦ Σ
∞
T pi
= Σ∞T λj ◦ Σ
∞
T λi,j,
where the last equality follows from (4.7). Since Σ∞T Ui is a compact object of
SH(k), the same argument as above shows that we must have βi,j ◦Σ
∞
T pi = Σ
∞
T λi,j
for all j ≫ i. The two claims together prove (4.2) and hence the proposition. 
4.1. Algebraic K-theory of schemes and spaces. For any X ∈ Schk, let
G∗(X) (resp. K∗(X)) denote the Quillen K-theory of coherent sheaves (vector
bundles) on X . One knows that the functor X 7→ G∗(X) is covariant for proper
maps and contravariant for maps of finite Tor-dimension (cf. [29, § 5.10]). In
particular, for finite Tor-dimension morphisms X
f
−→ Y
g
−→ Z, one has
(4.8) (g ◦ f)∗ = f ∗ ◦ g∗ : G∗(Z)→ G∗(X).
The functor X 7→ K∗(X) is contravariant for all maps and covariant for proper
maps of finite Tor-dimension. Moreover, K-theory and G-theory satisfy the pro-
jection formulas whenever the pull-back and the push-forward maps are defined.
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4.1.1. K-theory of motivic spaces. Recall from [39, §6.2] that there is a fibrant
T -spectrum BGL in SH(k) which represents the algebraic K-theory. For any
A ∈ SH(k), one defines the algebraic K-theory of A by
(4.9) Ka,b(A) = HomSH(k)
(
A,Σa,bBGL
)
.
ForX ∈ Spc, the algebraicK-theoryKa,b(Σ∞T X+) is denoted byK
a,b(X). Using
the Bott-periodicity isomorphism BGL ≃ T ∧ BGL (cf. [39, Theorem 6.8]), one
finds that
(4.10)
Ka,b(X) = HomSH(k) (Σ
∞
T X [2b− a],BGL)
= HomSH(k)
(
Σ∞T (S
2b−a
s ∧X+),BGL
)
for X ∈ Spc. It is shown in [39, Theorem 6.9] that the last term is same as the
Quillen-Thomason K-theory K2b−a(X), if X is a smooth scheme of finite type over
k. This allows us to define the algebraic K-theory of a motivic space X by
(4.11) Kp(X) := HomSH(k) (Σ
∞
T X [p],BGL) .
The result below lists some basic properties of the K-theory of motivic spaces.
Proposition 4.2. The assignment X 7→ K∗(X) is a contravariant functor on
H(k). This coincides with the Quillen K-theory of algebraic vector bundles if
X ∈ Smk. It has the following other properties.
(1) If H ⊆ G is a closed subgroup of a linear algebraic group G over k and
if X ∈ SmHk , then the map K∗(YG) → K∗(XH) is an isomorphism, where
Y = X
H
× G.
(2) For X ∈ SmGfree/k, the map K∗(X/G)→ K∗(XG) is an isomorphism.
(3) If G has a Levi decomposition G = L ⋉ Gu such that Gu is split over k,
then K∗(XL) ≃ K∗(XG) for any X ∈ Sm
G
k .
Proof. The contravariance follows from the fact that A 7→ K∗(A) is a generalized
cohomology theory on SH(k). The isomorphism with Quillen K-theory for smooth
schemes is proven in [39, Theorem 6.9]. The property (1) follows from Corollary 3.6.
The property (3) follows from Proposition 3.7.
To prove (2), let (Vi, Ui)i≥1 be an admissible gadget for G. This gives a com-
patible sequence of maps X
G
× Ui →֒ X
G
× Vi → X/G, where the first map is an
open immersion and the second map is a vector bundle projection. In particular,
this map is an A1-weak equivalence (cf. [24, Example 3.2.2]). We conclude that
the map colimi(X
G
× Vi)→ X/G is an A1-weak equivalence.
On the other hand, it follows from the definition of an admissible gadget in
Definition 3.1 that map colimi(X
G
× Ui) → colimi(X
G
× Vi) is an isomorphism
of motivic spaces. It follows that the map XG ≃ colimi(X
G
× Ui) → X/G is an
A1-weak equivalence and this proves (2). 
Theorem 4.3. Let ρ and ρ′ be two admissible gadgets for G. Then for any X ∈
SmGk and p ≥ 0, there is a canonical isomorphism
(4.12) “lim
←−
i
” Kp
(
X i(ρ)
) ≃
−→ “lim
←−
i
” Kp
(
X i(ρ′)
)
of pro-abelian groups. In particular,
(1) lim
←−
i
m Kp (X
i(ρ)) ≃ lim
←−
i
m Kp (X
i(ρ′)) for m ≥ 0.
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(2) “lim←−
i
” Kp (X
i(ρ)) satisfies the Mittag-Leffler condition if and only if so does
“lim←−
i
” Kp (X
i(ρ′)).
Proof. Since a contravariant functor on SH(k) takes an isomorphism of ind-objects
to an isomorphism of pro-objects, the isomorphism (4.12) follows directly from
Propositions 4.1 and 4.2. The second assertion follows from the isomorphism (4.12)
and the elementary fact that the derived limits of two isomorphic pro-abelian
groups are isomorphic (cf. [25, Corollary 7.3.7]). Also, a pro-abelian group “lim
←−
i
” Ai
satisfies the Mittag-Leffler condition if and only if it is isomorphic to a pro-abelian
group “lim←−
i
” Bi such that the map Bj → Bi is surjective for all j ≥ i. 
Remark 4.4. The use of A1-homotopy theory techniques prevents us from extending
Theorem 4.3 to singular schemes with G-action. However, we shall use a different
and more geometric argument in § 9 to prove this for the G0-functor.
4.1.2. K-theory of Borel spaces. Atiyah [2] (see also [3, §4.6]) introduced the K-
theory for infinite CW -complexes to study the connection between the represen-
tation ring and the cohomology of the classifying spaces of compact Lie groups.
This is defined in terms of the projective limit of the usual topological K-theory of
the various skeleta of the given CW -complex and it plays a very important role in
understanding the topological K-theory of such complexes. The above Theorem
allows us to define an algebraic analogue of this theory for motivic spaces XG.
Definition 4.5. Let G be a linear algebraic group over k and let X ∈ SmGk . We
define
Kp(XG) := lim←−
i
Kp(X
i(ρ))
where ρ = (Vi, Ui) is any admissible gadget for G.
It follows from Theorem 4.3 that Kp(XG) is well-defined for every p ≥ 0. Since
each Kp(X
i(ρ)) is an R(G)-module via the isomorphism Kp(X
i(ρ))
≃
−→ KGp (X×Ui)
and since the mapsKGp (X×Ui+1)→ K
G
p (X×Ui) are R(G)-linear (see § 5.1), we see
that Kp(XG) is the limit of an inverse system of R(G)-linear maps. In particular,
it is an R(G)-module.
Since the structure maps of the pro-R(G)-module “lim
←−
i
” Kp (X
i(ρ)) are defined
in terms of the pull-back maps, one checks easily from the various properties of the
ordinary algebraic K-theory that the functor X 7→ K∗(XG) on Sm
G
k satisfies all
the properties of an oriented cohomology theory except possibly the localization
sequence. However, it is true that this theory satisfies the localization sequence as
well. A proof of this will appear elsewhere.
For any X ∈ SmGk , the inclusions X
i
G(ρ) →֒ XG(ρ) induce a natural map
(4.13) τGX : K∗(XG)→ K∗(XG)
which is surjective. This can be seen from (4.11) and the resulting Milnor exact
sequence (cf. [15, Proposition 7.3.2])
(4.14) 0→ lim←−
i
1 Kp+1
(
X i(ρ)
)
→ Kp (X(ρ))→ lim←−
i
Kp
(
X i(ρ)
)
→ 0.
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5. Equivariant K-theory of filtrable schemes
In this section, we prove some decomposition theorems for the equivariant and
ordinary K-theory of a certain class of schemes which are called filtrable. These
decomposition theorems will be used to prove our main results when the underlying
group is a torus. We begin with a review of equivariant K-theory, which is the
third main object in our study of the completion problem.
5.1. Equivariant K-theory. We recall the equivariant K-theory of group scheme
actions from [33], [35] and [36]. Let G be a linear algebraic group over k. For
X ∈ SchGk , G
G(X) (resp. KG(X)) is the K-theory spectrum of the G-equivariant
coherent sheaves (resp. vector bundles) on X . For p ≥ 0, GGp (X) and K
G
p (X)
denote the stable homotopy groups of the corresponding spectra. For X ∈ SmGk ,
the map KG(X) → GG(X) is a weak equivalence of spectra. For X ∈ SchGfree/k,
the natural map G(X/G)→ GG(X) is a weak equivalence (cf. [11, §3.2]).
KG(X) is a ring spectrum with respect to the tensor product of equivariant
vector bundles. GG(X) is a module spectrum over KG(X) with respect to the
tensor product of equivariant vector bundles and coherent sheaves. This module
structure induces a functorial map KGp (X)⊗ZG
G
q (X)→ G
G
p+q(X). The ring K
G
0 (k)
is also denoted by R(G) and is called the representation ring of G. GG(X) is a
contravariant functor in the group G, it is contravariant with respect to equivariant
flat maps, and is covariant with respect to equivariant proper maps.
Any map f : X → Y in SchGk induces a morphism f
∗ : KG(Y ) → KG(X) in
the category of ring spectra. Since GG(X) is a module spectrum over KG(X),
we see that the map f makes GG(X) into a module spectrum over KG(Y ). In
particular, the structure map X → Spec (k) makes GGp (X) an R(G)-module for
all p ≥ 0 and KG0 (X) an R(G)-algebra. Moreover, f
∗ : KGp (Y ) → K
G
p (X) and
f ∗ : GGp (Y )→ G
G
p (X) (if f is flat) are R(G)-linear.
The projection formula holds for equivariant proper maps. That is, for an equi-
variant proper map f : X → Y , f∗ : G
G(X) → GG(Y ) is a morphism of KG(Y )-
module spectra. In particular, the maps f∗ : G
G
p (X)→ G
G
p (Y ) is also R(G)-linear
for all p ≥ 0. We refer to [33, § 1] to verify the above properties.
Let ǫ : R(G)→ Z denote the augmentation map which takes any virtual repre-
sentation to its rank. The kernel IG of this map is called the augmentation ideal
of G. It is known that R(G) is a commutative noetherian ring if G is split re-
ductive (cf. [23, Lemmas 3.9, 9.2]). The IG-adic completion of the ring R(G) will
be denoted by R̂(G). The equivariant K-theory also satisfies the following Morita
equivalence by a result of Thomason.
Theorem 5.1 ([18, Theorem 3.8], [36, Theorem 1.10]). Let G be a linear algebraic
group over k and let H be a closed subgroup of G. For any X ∈ SchHk , there is an
isomorphism GG∗ (X
H
× G)
≃
−→ GH∗ (X) of R(G)-modules which is natural in X. If G
has a Levi decomposition G = L⋉Gu such that Gu is k-split, then GG∗ (X) ≃ G
L
∗ (X)
for any X ∈ SchGk . These are ring isomorphisms if X ∈ Sm
H
k .
5.2. Filtrable schemes. Let G be a linear algebraic group over k and let X ∈
SchGk . Following [7, § 3], we shall say that X is G-filtrable if the fixed point
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subscheme XG is smooth and projective, there is an ordering XG =
n∐
m=0
Zm of
the connected components of the fixed point subscheme, a filtration of X by G-
invariant closed subschemes
(5.1) ∅ = X−1 ( X0 ( · · · ( Xn = X
with Zm ⊆ Wm := (Xm \Xm−1) and maps φm : Wm → Zm for 0 ≤ m ≤ n which
are all G-equivariant vector bundles such that the inclusions Zm →֒ Wm are the
0-section embeddings. It is important to note that the closed subschemes Xm’s
may not be smooth even if X is so. Observe also that if X is G-filtrable, then each
closed subscheme Xm is also G-filtrable. If X is a smooth G-filtrable scheme, the
associated motivic Borel space XG will be called filtrable.
We shall say that a k-scheme X is filtrable if there are closed subschemes
{Z0, · · · , Zm} of X which are connected, smooth and projective, a filtration of
X by closed subschemes
(5.2) ∅ = X−1 ( X0 ( · · · ( Xn = X
with Zm ⊆ Wm := (Xm \ Xm−1) and maps φm : Wm → Zm for 0 ≤ m ≤ n
which are all vector bundles such that the inclusions Zm →֒ Wm are the 0-section
embeddings. It is clear that a G-filtrable scheme is also filtrable. We prove the
following decomposition formula for the equivariant G-theory of filtrable schemes.
Theorem 5.2. Let G be a linear algebraic group over k and let X ∈ SchGk be
G-filtrable as in (5.1). Then there is an R(G)-module decomposition
(5.3) GG∗ (X)
≃
−→
n
⊕
m=0
GG∗ (Zm).
Proof. We prove the theorem by induction on the length of the filtration. For
n = 0, the inclusion Z0 →֒ X0 is the 0-section embedding of the G-equivariant
vector bundle X = X0
φ0
−→ Z0. Hence, the theorem follows from the homotopy
invariance.
We now assume by induction that 1 ≤ m ≤ n and we have an R(G)-module
decomposition
(5.4) GG∗ (Xm−1)
≃
−→
m−1
⊕
j=0
GG∗ (Zj) .
The localization exact sequence for the inclusions im−1 : Xm−1 →֒ Xm and
jm :Wm →֒ Xm of the G-invariant closed and open subschemes yields a long exact
sequence of R(G)-linear maps
(5.5) · · · → GGp (Xm−1)
i(m−1)∗
−−−−→ GGp (Xm)
j∗m−→ GGp (Wm)
∂
−→ GGp−1 (Xm−1)→ · · · .
Using (5.4), it suffices now to construct an R(G)-linear splitting of the pull-back
j∗m in order to prove the theorem.
Let Vm ⊂ Wm × Zm be the graph of the projection Wm
φm
−−→ Zm and let Ym
denote the closure of Vm in Xm × Zm. Then Ym is a G-invariant closed subset of
Xm×Zm and Vm is G-invariant and open in Ym. We consider the composite maps
(5.6) pm : Vm →֒ Wm × Zm → Wm, qm : Vm →֒ Wm × Zm → Zm and
pm : Ym →֒ Xm × Zm → Xm, qm : Ym → Xm × Zm → Zm
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in SchGk . Note that pm is a projective morphism since Zm is projective. The map
qm is smooth and pm is an isomorphism.
We consider the diagram
(5.7) GG∗ (Zm)
q∗m
//
φ∗m ≃

GG∗ (Ym)
pm∗

GG∗ (Wm) G
G
∗ (Xm).j∗m
oo
The map q∗m is the composite K
G
∗ (Zm)→ K
G
∗ (Ym)→ G
G
∗ (Ym), where one identifies
KG∗ (Zm) and G
G
∗ (Zm) since Zm is smooth. The map φ
∗
m is an isomorphism by the
homotopy invariance. It suffices to show that this diagram commutes. For, the
map sm := pm∗ ◦ q
∗
m ◦φ
∗
m
−1 will then give the desired splitting of the map j∗m. Note
that sm is R(G)-linear since so are all the maps in (5.7).
We now consider the commutative diagram in SchGk :
Xm Wm
jm
oo
Ym
pm
OO
qm $$❏
❏❏
❏❏
❏❏
❏❏
Vm
pm
OO
qm

jm
oo Wm
id
dd❏❏❏❏❏❏❏❏❏
(id,φm)
oo
φmzztt
tt
tt
tt
t
Zm.
Since the top left square is Cartesian with pm projective and jm an open immersion,
it follows that j∗m ◦ pm∗ = pm∗ ◦ j
∗
m. Now, using the fact that (id, φm) is an
isomorphism, we get
j∗m ◦ pm∗ ◦ q
∗
m = pm∗ ◦ j
∗
m ◦ q
∗
m = pm∗ ◦ q
∗
m
= pm∗ ◦ (id, φm)∗ ◦ (id, φm)
∗ ◦ q∗m = id∗ ◦ φ
∗
m
= φ∗m.
This proves the commutativity of (5.7) and hence the theorem. 
We end this section with the following elementary result which will be used
often in this text without an explicit mention. For a regular closed immersion
Y →֒ X , let NY/X denote the normal bundle of Y under this embedding. Consider
a Cartesian diagram of schemes
(5.8) Y ′
f ′
//
g′

X ′
g

Y
f
// X.
We shall say that this square is transverse, if the horizontal maps are regular
closed immersions and the map NY ′/X′ → (g
′)∗(NY/X) is an isomorphism. One
example of transverse squares that we shall often encounter in this text is when f
is the 0-section embedding of a vector bundle φ : X → Y and X ′ = (g′)∗(X).
Lemma 5.3. Given a commutative square as in (5.8), the following are true.
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(1) If (5.8) is a Cartesian square in SchGfree/k, then the resulting square of
quotients is also Cartesian. If any of the maps in this diagram is proper
(resp. flat), then the map of quotients is also proper (resp. flat).
(2) If g is proper and either f is flat or the square is transverse, then it is Tor-
independent. In particular, one has f ∗◦g∗ = g
′
∗◦f
′∗ in Hom(G∗(X
′), G∗(Y )).
Proof. The first part is elementary and follows easily from the smooth descent for
proper and flat maps. Recall that the square (5.8) is Tor-independent if the sheaf
TorOXi (OX′ ,OY ) = 0 for i > 0. This is obviously true if f is flat. Suppose now
that (5.8) is transverse, and let F• → OY be the Koszul resolution of OY as an
OX -module. It is then easy to check using transversality that F•⊗
OX
OX′ → OY ′ is
the Koszul resolution of OY ′ as an OX′-module and this implies Tor-independence.
The claim about the equality of two composite maps in G-theory now follows from
[29, Proposition 5.13]. 
6. K-theory of filtrable Borel spaces
LetG be any linear algebraic group over k and let ρ = (Vi, Ui)i≥1 be an admissible
gadget for G given by a good pair (V, U). Then for any X ∈ SchGk and i ≥ 1,
there are natural maps X
G
× Ui
si
→֒ X
G
× (Ui ⊕ V )
ti
→֒ X
G
× Ui+1, where the first
map is the 0-section of a vector bundle and the second map is an open immersion.
In particular, the map fX,i : X
i(ρ) →֒ X i+1(ρ) is the composition of a 0-section
embedding and an open inclusion.
It follows that there is a pro-R(G)-module “lim
←−
i
” Gp(X
i(ρ)) with structure
maps f ∗X,i : Gp(X
i+1(ρ)) → Gp(X
i(ρ)) for any p ≥ 0. Moreover, it follows from
Lemma 5.3 that the functor X 7→ “lim←−
i
” Gp(X
i(ρ)) is covariant for proper maps
and contravariant for flat maps in SchGk . The pro-R(G)-module “lim←−
i
” Kp(X
i(ρ))
is contravariant for all maps in SchGk and covariant for smooth and proper maps.
We define the ρ-dependent K-theory and G-theory by
(6.1) Gρp(XG) := lim←−
i
Gp
(
X i(ρ)
)
; Kρp(XG) := lim←−
i
Kp
(
X i(ρ)
)
.
We specify the admissible pair ρ because we do not know if these are independent
of ρ if X is not smooth. We see that the assignment X 7→ Gρ∗(XG) is covariant
for proper maps and contravariant for flat maps in SchGk . We want to prove an
analogue of Theorem 5.2 for these groups.
Let ρ = (Vi, Ui) be an admissible gadget for G such that each Ui/G is projective.
Let X ∈ SchGk be a G-filtrable scheme with the filtration given by (5.1). We set
X i = X
G
× Ui, X
i
m = Xm
G
× Ui, W
i
m = Wm
G
× Ui and Z
i
m = Zm
G
× Ui.
Given the G-equivariant filtration of X as in (5.1), it is easy to see that for each
i ≥ 1, there is an associated system of filtrations
(6.2) ∅ = X i−1 ( X
i
0 ( · · · ( X
i
n = X
i
with Z im ⊆ W
i
m = (X
i
m \ X
i
m−1) and maps φ
i
m : W
i
m → Z
i
m for 0 ≤ m ≤ n which
are all vector bundles. Moreover, as G acts trivially on each Zm, we have that
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Z im ≃ Zm × (Ui/G) is smooth and projective since Zm is smooth and projective.
We conclude that the filtration (6.2) of each X i satisfies all the conditions of
Theorem 5.2. In other words, each X im is filtrable. In particular, there are split
exact sequences
(6.3) 0→ G∗
(
X im−1
)
→ G∗
(
X im
)
→ G∗
(
W im
)
→ 0
for all 0 ≤ m ≤ n and i ≥ 1 by Theorem 5.2. Let Ym →֒ Xm × Zm be as in (5.6).
One can check that the map Y im → X
i
m is projective (cf. [21, Lemma 5.1]).
Lemma 6.1. Let X ∈ SchGk be a G-filtrable scheme. Then for all 0 ≤ m ≤ n and
i ≥ 1, the diagram
(6.4) G∗ (Z
i+1
m )
q∗m
,,
φ∗m ≃

f∗Zm,i
$$❍
❍❍
❍❍
❍❍
❍❍
G∗ (Y
i+1
m )
pm∗

f∗Ym,i
##❍
❍❍
❍❍
❍❍
❍❍
G∗ (Z
i
m)
q∗m
33
φ∗m ≃

G∗ (Y
i
m)
pm∗

G∗ (W
i+1
m )
f∗
Wm,i $$
❍❍
❍❍
❍❍
❍❍
❍
G∗ (X
i+1
m )
j∗m
ll
f∗
Xm,i
##❍
❍❍
❍❍
❍❍
❍❍
G∗ (W
i
m) G∗ (X
i
m)
j∗m
kk
commutes.
Proof. We have shown in the proof of Theorem 5.2 (cf. (5.7)) that the front and
the back squares commute. The right, left and the bottom squares commute by
the covariant and contravariant functoriality of the inverse systems {G∗(X
i
m)} (cf.
Lemma 5.3). The top square commutes by the contravariant property of the inverse
systems {K∗(X
i
m)} and the functorial isomorphism K∗(Z
i
m)
≃
−→ G∗(Z
i
m). 
LetX ∈ SchGk be as above and consider the commutative diagram (cf. Lemma 5.3)
(6.5) 0 // G∗
(
X i+1m−1
)(ιi+1m−1)
∗
//
f∗Xm−1,i

G∗ (X
i+1
m )
(ji+1m )
∗
//
f∗Xm,i

G∗ (W
i+1
m )
f∗Wm,i

// 0
0 // G∗
(
X im−1
)
(ιim−1)
∗
// G∗ (X
i
m)
(jim)
∗
// G∗ (W
i
m)
// 0
of split short exact sequences (6.3), where the map (jim)
∗
is split by sim :=
(
pim
)
∗
◦(
qim
)∗
◦
(
(φim)
∗)−1
for each i ≥ 1 (cf. diagram (6.4)). We now show that
Lemma 6.2. sim ◦ f
∗
Wm,i = f
∗
Xm,i ◦ s
i+1
m .
Proof. This is equivalent to showing that
(6.6) f ∗Xm,i ◦
(
pi+1m
)
∗
◦
(
qi+1m
)∗
=
(
pim
)
∗
◦
(
qim
)∗
◦
((
φim
)∗)−1
◦ f ∗Wm,i ◦
(
φi+1m
)∗
.
However, it follows from Lemma 6.1 that((
φim
)∗)−1
◦ f ∗Wm,i ◦
(
φi+1m
)∗
=
((
φim
)∗)−1
◦
(
φim
)∗
◦ f ∗Zm,i = f
∗
Zm,i.
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Applying Lemma 6.1 once again, we get(
pim
)
∗
◦
(
qim
)∗
◦
(
(φim)
∗)−1
◦ f ∗Wm,i ◦ (φ
i+1
m )
∗
=
(
pim
)
∗
◦
(
qim
)∗
◦ f ∗Zm,i
=
(
pim
)
∗
◦ f ∗Ym,i ◦
(
qi+1m
)∗
= f ∗Xm,i ◦
(
pi+1m
)
∗
◦
(
qi+1m
)∗
.
This shows (6.6) and hence the lemma. 
The following is an analogue of Theorem 5.2 for filtrable Borel spaces.
Theorem 6.3. Let G be a linear algebraic group and let ρ = (Vi, Ui)i≥1 be an
admissible gadget for G such that each Ui/G is projective. Let X ∈ Sch
G
k be a
G-filtrable scheme with the filtration given by (5.1). Then for every 0 ≤ m ≤ n,
the inclusion Xm−1 →֒ Xm induces a split exact sequence of R(G)-modules
(6.7) 0→ Gρ∗ ((Xm−1)G)
ι∗m−1
−−−→ Gρ∗ ((Xm)G)
j∗m−→ Gρ∗ ((Wm)G)→ 0.
In particular, there is an R(G)-module decomposition
(6.8) Gρ∗(XG)
≃
−→
n
⊕
m=0
Gρ∗ ((Zm)G) .
Proof. It follows from (6.5) and the left exactness of the inverse limit that (6.7)
is exact except possibly at the right end. But Lemma 6.2 shows that j∗m ◦ s
∗
m is
identity on Gρ∗ ((Wm)G). This yields the split short exact sequence (6.7).
One deduces (6.8) from (6.7) using induction on the length of the filtration. For
n = 0, the map X0 → Z0 is a G-equivariant vector bundle and hence each map
X i0 → Z
i
0 is a vector bundle and this induces isomorphism on the G-theory. We
can now argue as in the proof of Theorem 5.2 to complete the proof. 
6.1. Filtrable schemes for torus action. Recall that a torus T over k is called
split if it is isomorphic to a finite product of the multiplicative group Gm as a
k-group scheme. The number of copies of Gm in T is called the rank of T . In this
subsection, T will denote a split torus over k. In order to apply the above structural
results, we shall use the following fundamental result, proven by Bialynicki-Birula
[5] when k is algebraically closed and by Hesselink [14] when k is any field.
Theorem 6.4 (Bialynicki-Birula, Hesselink). Let X be a smooth projective scheme
with an action of a split torus T over k. Then X is T -filtrable.
6.1.1. Good admissible gadgets. Let T be a split torus of rank r. Given a char-
acter χ of T , let Lχ denote the one-dimensional representation of T on which it
acts via χ. Given a basis {χ1, · · · , χr} of the character group T̂ of T and given
i ≥ 1, we set Vi =
r∏
j=1
L⊕iχj and Ui =
r∏
j=1
(L⊕iχj \ {0}). Then T acts on Vi by
(t1, · · · , tr)(x1, · · · , xr) = (χ1(t1)(x1), · · · , χr(tr)(xr)). It is then easy to see that
ρ = (Vi, Ui)i≥1 is an admissible gadget for T such that Ui/T ≃ (P
i−1)
r
. The line
bundle Lχj
Tj
× (L⊕iχj \ {0})→ P
i−1 is the line bundle O(±1) for each 1 ≤ j ≤ r. An
admissible gadget for T of this form will be called a good admissible gadget.
Let X ∈ SchTk be a T -filtrable scheme with the filtration given by (5.1). Given a
good admissible gadget ρ = (Vi, Ui)i≥1 for T , we see that each X
i has a filtration as
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in (6.2) such that Ui/T =
(
Pi−1k
)r
for each i ≥ 1. In particular, a good admissible
gadget satisfies the hypothesis of Theorem 6.3. This implies the following.
Corollary 6.5. Let X ∈ SmTk be a T -filtrable scheme with the filtration given
by (5.1). Then there is an R(T )-module decomposition
(6.9) K∗(XT )
≃
−→
n
⊕
m=0
K∗ ((Zm)T ) .
We end this section with the following result which compares the K-theory and
K-theory of motivic Borel spaces with torus action. This will be generalized to the
case of all connected split reductive groups in § 7.
Proposition 6.6. Let X ∈ SmTk be T -filtrable and let p ≥ 0. Then for any
admissible gadget ρ = (Vi, Ui)i≥1 for T , the pro-abelian group “lim←−
i
” Kp (X
i
T (ρ))
satisfies the Mittag-Leffler condition. In particular, the map
τTX : Kp(XT )→ Kp(XT )
is an isomorphism.
Proof. In view of Theorem 4.3, it is enough to prove the proposition when ρ is a
good admissible gadget for T . We shall prove in this case the stronger assertion
that for any T -filtrable scheme X ∈ SchTk , each map f
∗
X,i in the inverse system{
Gp (X
i
T (ρ)) , f
∗
X,i
}
i≥1
is surjective.
Let us consider the T -equivariant filtration of X as in (5.1) and the associated
system of filtrations (6.2) for each X i = X iT (ρ). We prove our surjectivity assertion
by induction on the length of the filtration.
For 0 ≤ m ≤ n, there is a commutative diagram of G-theory of smooth schemes
(6.10) G∗ (Z
i+1
m )
f∗
Zm,i
//
≃

G∗ (Z
i
m)
≃

G∗ (W
i+1
m ) f∗Wm,i
// G∗ (W
i
m)
where all the vertical arrows are isomorphisms by the homotopy invariance.
Next, we observe that T acts trivially on each Zm and hence there is an isomor-
phism Z im ≃ Zm× (Ui/T ) ≃ Zm× (P
i−1)
r
. Hence the projective bundle formula for
the G-theory of smooth schemes implies that the map G∗ (Z
i+1
m )
f∗
Zm,i−−−→ G∗ (Z
i
m) is
surjective. We conclude from (6.10) that each f ∗Wm,i is surjective. Taking m = 0,
we see in particular that the map G∗(X
i+1
0 )→ G∗(X
i
0) is surjective for all i ≥ 1.
Assume now that m ≥ 1 and that the surjectivity assertion holds for all j < m.
We look at the commutative diagram (6.5). We have shown above that the right
vertical arrow in that diagram is surjective. The left vertical arrow is surjective
by induction. We conclude that the middle vertical arrow in diagram (6.5) is
also surjective. This completes the proof of the Mittag-Leffler condition. The
isomorphism of τTX follows from the Mittag-Leffler condition and the Milnor exact
sequence (4.14). 
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7. K-theory of Borel spaces for reductive groups
Our aim in this section is to prove the analogue of Proposition 6.6 for any
connected split reductive group. This is achieved by reducing the problem to the
case of torus using the push-pull operators which we now discuss.
7.1. Push-pull operators in Equivariant K-theory. Let G be a connected
reductive group with a (not necessarily split) maximal torus T . Let B be a Borel
subgroup of G containing T . For any X ∈ SchGk , we know that there is a functorial
restriction map rGT,X : G
G
∗ (X) → G
T
∗ (X) and it is known (cf. [36, Theorem 1.13])
that there is an isomorphism
(7.1) rBT,X : G
B
∗ (X)
≃
−→ GT∗ (X).
Since X is a G-scheme, the map X
B
× G → X × G/B is an isomorphism of
G-schemes. In particular, there is a G-equivariant smooth and projective map
pX : X
B
× G → X . The projective push-forward yields a natural induction map
sGT,X : G
T
∗ (X) → G
G
∗ (X). Note that the restriction map r
G
T,X is same as the flat
pull-back GG∗ (X)→ G
G
∗ (X
B
× G) ≃ GT (X). In particular, rGT,X and s
G
T,X satisfy the
usual projection formula and hence they are KG∗ (X)-linear. The following result
was proven by Thomason.
Theorem 7.1 ([36, Theorem 1.13]). For X ∈ SchGk , the composite map
GG∗ (X)
rG
T,X
−−→ GT∗ (X)
sG
T,X
−−→ GG∗ (X)
is identity.
7.2. Push-pull operators in K-theory. Our next goal is to construct the above
restriction and induction maps for the K-theory of the Borel spaces.
Lemma 7.2. Let f : X → Y be a morphism in SchGfree/k. Then the diagram
(7.2) X/B //

X/G

Y/B // Y/G
of quotients is Cartesian such that the horizontal maps are smooth and projective
in Schk. If f is a regular closed immersion (resp. of finite Tor-dimension), then
so are the vertical maps in (7.2).
Proof. Since every principal bundle is e´tale locally trivial, the top horizontal map is
an e´tale locally trivial smooth fibration with fiber G/B. Hence this map is proper
by the descent property of properness. Since this map is also quasi-projective, it
must be projective. The same holds for the bottom horizontal map. Proving the
other properties is elementary and can be shown using the commutative diagram
(7.3) X //
f

X/B //

X/G

Y // Y/B // Y/G.
One easily checks that the left and the big outer squares are Cartesian such that
the vertical maps are regular closed immersions (resp. of finite Tor-dimension).
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Since all the horizontal maps are smooth and surjective, the right square must
have the similar property. The claim about the vertical maps in (7.2) follows
from the fppf-descent property of regular closed immersions and maps of finite
Tor-dimension. 
Proposition 7.3. Let ρ = (Vi, Ui)i≥1 be an admissible gadget for G. Then for any
X ∈ SchGk and p ≥ 0, there are strict morphisms of pro-R(G)-modules
“lim
←−
i
” Gp(X
i
G(ρ))
r˜G
T,X
−−→ “lim
←−
i
” Gp(X
i
T (ρ))
s˜G
T,X
−−→ “lim
←−
i
” Gp(X
i
G(ρ))
such that the composite s˜GT,X ◦ r˜
G
T,X is identity. Furthermore, these morphisms are
contravariant for flat maps (all maps in SmGk ) and covariant for proper maps in
SchGk . These maps satisfy the projection formula s˜
G
T,X
(
x · r˜GT,X(y)
)
= s˜GT,X(x) · y
for x ∈ “lim
←−
i
” Gp(X
i
T (ρ)) and y ∈ “lim←−
i
” Kp(X
i
G(ρ)).
Proof. Since the admissible gadget ρ is fixed, we drop this from our notations in
this proof. We first observe that for any i ≥ 1, the map G∗(X
i
B)→ G∗(X
i
T ) is an
isomorphism by the homotopy invariance. Hence, we can replace the torus T with
the Borel subgroup B everywhere in the proof.
For every i ≥ 1, there are smooth and projective maps πiX : X
i
B → X
i
G. These
maps induce the push-forward and pull-back maps (πiX)∗ and (π
i
X)
∗ on the ordinary
and equivariant G-theory such that we have a commutative diagram
(7.4) G∗(X
i
G)
(pii
X
)∗
//
≃

G∗(X
i
B)
(pii
X
)∗
//
≃

G∗(X
i
G)
≃

GG∗ (X × Ui)
(piiX)
∗
// GB∗ (X × Ui)
(piiX)∗
// GG∗ (X × Ui).
The functorial properties of the flat pull-back map on the G-theory yield a strict
morphism of the inverse systems {G∗(X
i
G)}
r˜G
T,X
−−→ {G∗(X
i
B)}.
For any i ≥ 1 and j = i+ 1, Lemma 7.2 yields a Cartesian square
(7.5) X iB
pii
X
//
si,j
B,X

X iG
si,j
G,X

XjB
pij
X
// XjG
which is transverse and the horizontal maps are smooth and projective. It follows
from Lemma 5.3 that push-forward maps (πiX)∗ give rise to a strict morphism
of inverse systems {G∗(X
i
B)}
s˜G
T,X
−−→ {G∗(X
i
G)}. The assertion that s˜
G
T,X ◦ r˜
G
T,X is
identity follows from the diagram (7.4) because the composite map on the bottom
row is identity by Theorem 7.1.
The covariant and contravariant functoriality of r˜GT,X and s˜
G
T,X follow directly
from Lemmas 7.2 and 5.3. The projection formula for s˜GT,X and r˜
G
T,X follows from
the projection formula for the maps X iB
pii
X−→ X iG. 
As an immediate consequence of Proposition 7.3, we obtain the following ana-
logue of Theorem 7.1 for the K-theory of the motivic Borel spaces.
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Corollary 7.4. For any X ∈ SmGk and p ≥ 0, there are restriction and induction
maps
r˜GT,X : Kp(XG)→ Kp(XT ); s˜
G
T,X : Kp(XT )→ Kp(XG)
which are contravariant for all maps and covariant for proper maps in SmGk . These
maps satisfy the projection formula s˜GT,X
(
x · r˜GT,X(y)
)
= s˜GT,X(x) · y for x ∈ Kp(XT )
and y ∈ Kp(XG). Moreover, the composite map s˜
G
T,X ◦ r˜
G
T,X is identity.
As another consequence of Proposition 7.3, we obtain the following main result
of this section.
Theorem 7.5. Let G be a connected reductive group over k with a split maximal
torus T . Let X ∈ SmGk be such that it is T -filtrable. Then for any admissible
gadget ρ = (Vi, Ui)i≥1 for G and any p ≥ 0, the inverse system {Kp (X
i
G(ρ))}i≥1
satisfies the Mittag-Leffler condition. In particular, the map
τGX : Kp(XG)→ Kp(XG)
is an isomorphism and hence Kp(XG) is naturally an R(G)-module.
Proof. By Proposition 2.1 and (4.14), we only need to show the Mittag-Leffler con-
dition. It follows from Proposition 7.3 that there is a strict R(G)-linear morphism
{Kp(X
i
T (ρ))}
s˜GT,X
−−→ {Kp(X
i
G(ρ))} of inverse systems which is surjective. On the
other hand, the inverse system {Kp(X
i
T )} satisfies the Mittag-Leffler condition by
Proposition 6.6. Hence, this condition must hold for {Kp(X
i
G(ρ))} as well. 
8. The Atiyah-Segal completion theorem
In this section, we formulate the algebraic analogue of the Atiyah-Segal com-
pletion theorem and prove it for filtrable schemes. We first dispose of the baby
cases of free and trivial actions. For a commutative ring A and an A-module M ,
the symbol M [[t1, · · · , tr]] will denote the set of all formal ‘power series’ in vari-
ables {t1, · · · , tr} with coefficients in M . Notice that M [[t1, · · · , tr]] is a module
over the formal power series ring A[[t1, · · · , tr]], but it is not necessarily same as
M⊗
A
A[[t1, · · · , tr]].
8.1. Case of free action. To deal with the case of free action, we first observe
the following fact.
Lemma 8.1. Let G be a connected linear algebraic group over k. Then for any
X ∈ SchGfree/k and p ≥ 0, I
m
GG
G
p (X) = 0 for m ≫ 0. In particular, G
G
p (X) is
IG-adically complete.
Proof. Since G is connected, it keeps each connected component of X invariant
and hence it suffices to consider the case when X is connected. Setting Y = X/G
and letting mY denote the ideal of K0(Y ) consisting of virtual bundles of rank zero,
one has that ImGG
G
p (X) ⊆ m
m
Y Gp(Y ) once we identify G
G
p (X) with Gp(Y ). Thus it
suffices to show that mmY Gp(Y ) = 0 for m≫ 0.
If we consider the filtration of Gp(Y ) by the subgroups
FqGp(Y ) = ∪
dim(Z)≤q
Ker (Gp(Y )→ Gp(Y \ Z)) ,
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then it follows from [9, Theorem 4] that there is a pairing
Fmγ K0(Y )⊗Gp(Y )→ Fd−mGp(Y ),
where d = dim(Y ) and F •γK0(Y ) is the gamma filtration on K0(Y ). Since m
m
Y ⊆
Fmγ K0(Y ), we get the desired vanishing for m ≥ d+ 1. 
Remark 8.2. Using the ideas of [4, Proposition 4.3], one can in fact show that
GG∗ (X) is IG-adically complete if and only if G acts freely on X .
Suppose now that G is a connected linear algebraic group over k and X ∈
SmGfree/k. In this case, we identifyK
G
∗ (X) withK∗(X/G). It follows from Lemma 8.1
that KG∗ (X) ≃
̂KG∗ (X)IG . Moreover, it follows from Proposition 4.2(2) that the
map K∗(X/G)→ K∗(XG) is an isomorphism. Hence, for any p ≥ 0, we have
(8.1) KGp (X)
≃
−→ ̂KGp (X)IG
≃
−→ Kp(XG).
It follows from (4.14) that the map Kp(XG) → Kp(XG) is surjective. To show
that it is injective, we use Proposition 9.1. It suffices to show using Proposition 3.2
that for any admissible gadget ρ = (Vi, Ui) for G, the map Kp(X/G)→ Kp (X
i
G(ρ))
is injective for all large i. However, as X
G
× Vi → X/G is a vector bundle and
X iG(ρ) ⊂ X
G
× Vi is open, this injectivity follows from the definition of admissible
gadgets and Proposition 9.1. We have thus shown that the maps
(8.2) KGp (X)
≃
−→ ̂KGp (X)IG
≃
−→ Kp(XG)
≃
−→ Kp(XG)
are all isomorphisms for all p ≥ 0 if X ∈ SmGfree/k.
8.2. The case of trivial action. The case of trivial action of a split torus can be
handled using some results of Thomason. We show how this works. Let T be a split
torus over k of rank r acting trivially on a smooth scheme X . Given an admissible
gadget ρ = (Vi, Ui) for T , there is a natural map of inverse systems
{
KTp (X)
}
→
{Kp(X
i
T )} of R(T )-modules and this induces a map K
T
p (X)→ Kp(XT ).
Lemma 8.3. The maps KTp (X)→ Kp(XT )
ιTX−→ ̂Kp(XT )IT induce isomorphisms of
R̂(T )-modules
(8.3) ̂KTp (X)IT
≃
−→ Kp(XT )
≃
−→ ̂Kp(XT )IT
≃
←− Kp(XT ).
Proof. Since T acts trivially on X , it follows from [33, Lemma 5.6] that the functor
Vec(X)× Rep(T )→ VecT (X) induces an isomorphism
(8.4) K∗(X)⊗
Z
R(T )
≃
−→ KT∗ (X).
To show the first two isomorphisms of (8.3), let ρ = (Vi, Ui) be a good admissible
gadget for T and set X iT = X
i
T (ρ). For i ≥ 1, let J
i
T denote the ideal (ρ
i
1, · · · , ρ
i
r)
of R(T ) = Z[t1, · · · , tr, (t1 · · · tr)−1], where ρj = 1 − tj . Notice that J1T = IT and
J iT ⊆ I
i
T for each i ≥ 1. We claim for each i ≥ 1 that there is a short exact sequence
(8.5) 0→ J iT
(
KT∗ (X)
)
→ KT∗ (X)→ K∗(X
i
T )→ 0.
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Using (8.4) and the isomorphism K∗(X
i
T ) ≃ K∗(X)⊗
Z
K0((Pi−1)r) (by the pro-
jective bundle formula), it is enough to show the exactness of the sequence
(8.6) 0→ J iTR(T )→ R(T )→ K0((P
i−1)r)→ 0.
Since R(T ) = R(Gm) ⊗ · · · ⊗ R(Gm), K0 ((Pi−1)r) = K0(Pi−1) ⊗ · · · ⊗ K0(Pi−1),
and J iT =
r∑
j=1
(ρij), we can further assume that T has rank one.
In this case, we have the localization sequence
(8.7) KT0 (k)→ K
T
0 (Vi)→ K0(P
i−1)→ 0
and one knows by the self intersection formula (cf. [38, Theorem 2.1]) that under
the isomorphism R(T )
≃
−→ KT0 (Vi), the first map in (8.7) is multiplication by the
top T -equivariant Chern class of vector bundle Vi. Since Vi = V
i and since the
first Chern class of V in R(T ) = Z[t, t−1] is 1− t, the Whitney sum formula shows
that the exact sequence (8.7) is same as (8.6). This proves the claim.
The lemma follows immediately from the claim. The R(T )-module structure on
each Kp(XT ) is given by taking the inverse limit of the R(T )-modules Kp(X
i
T ). It
follows from (8.4) and (8.5) that there is a strict isomorphism of pro-R(T )-modules
(8.8) “lim
←−
i
”
KTp (X)
J iT
(
KTp (X)
) ≃−→ “lim
←−
i
” Kp(X
i
T ).
Since J iT ⊆ I
i
T for i ≥ 1 and since for any i ≥ 1, one has I
j
T ⊆ J
i
T for j ≫ i,
we see that the map of pro-R(T )-modules “lim←−
i
”
KTp (X)
Ji
T (KTp (X))
→ “lim←−
i
”
KTp (X)
Ii
T (KTp (X))
is
an isomorphism. We conclude that ̂KTp (X)IT
≃
−→ Kp(XT ). In particular, Kp(XT )
is IT -adically complete for each p ≥ 0.
The isomorphism K∗(X
i
T ) ≃ K∗(X)⊗
Z
K0((Pi−1)r) also shows that each map
Kp(X
i+1
T )→ Kp(X
i
T ) is surjective. We conclude from (4.14) that the mapKp(XT )→
Kp(XT ) is an isomorphism.
In fact, what the above shows is that XT ≃ X × (P∞k )
r and the map
(8.9) γX : Kp(X)[[t1, · · · , tr]]→ Kp(XT ); tj 7→ 1− ξj
is an isomorphism of R̂(T )-modules, where ξj ∈ K0(XT ) is the class of the line
bundle p∗j (O(−1)) under the jth projection pj : XT → P
∞
k . 
Remark 8.4. The case X = Spec (k) of Lemma 8.3 was also proven independently
by Knizel and Neshitov [19].
8.3. The general case of the completion theorem. Let G be a linear algebraic
group over k and let X ∈ SmGk . We have seen in § 4.1.2 that Kp(XG) is an R(G)-
module and so, there is a natural map ιGX : Kp(XG)→
̂Kp(XG)IG, where the latter
is the IG-adic completion of Kp(XG). Notice that ι
G
X is contravariant functorial in
X and G. We begin with the following.
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Proposition 8.5. Let G be a connected reductive group over k with a split maximal
torus T and let X ∈ SmGk be T -filtrable. Then for any p ≥ 0, the map
ιGX : Kp(XG)→
̂Kp(XG)IG
is an isomorphism.
Proof. It follows from Corollary 7.4 that the composite horizontal maps on both
rows of the commutative diagram
(8.10) Kp(XG)
r˜GX
//
ιGX

Kp(XT )
s˜GX
//
ιTX

Kp(XG)
ιGX

̂Kp(XG)IG r̂G
X
// ̂Kp(XT )IG ŝG
X
// ̂Kp(XG)IG
are identity. Hence, it suffices to show that the map ιTX is an isomorphism.
It follows from [11, Corollary 6.1] that the IG-adic and the IT -adic topologies on
R(T ) coincide. Hence for any R(T )-module M , its IG-adic and IT -adic topologies
coincide. Applying this to Kp(XT ), we see that the map ̂Kp(XT )IG →
̂Kp(XT )IT is
an isomorphism. Thus we have reduced the problem to the case of a split torus.
Let r denote the rank of T and let ρ = (Vi, Ui) be a good admissible gadget
for T so that Ui/T ≃ (P
i−1
k )
r. Let X ∈ SmTk be a T -filtrable scheme with the
filtration given by (5.1). By Corollary 6.5, it suffices to prove the result when T
acts trivially on X . But this case follows from Lemma 8.3. 
8.3.1. The Atiyah-Segal map. Let G be a linear algebraic group over k and let
ρ = (Vi, Ui) be an admissible gadget for G. The projection map X × Ui
pi
−→ X is
G-equivariant and hence induces the pull-back R(G)-linear map p∗i : K
G
∗ (X) →
KG∗ (X × Ui) = K∗(X
i
G(ρ)). This map is clearly compatible with the maps f
∗
X,i :
K∗(X
i+1
G (ρ))→ K∗(X
i
G(ρ)). This gives us a map of pro-R(G)-modules K
G
∗ (X)→
“lim
←−
i
” K∗(X
i
G(ρ)). Taking the limits, we conclude that there is a natural map
(8.11) βGX : K
G
p (X)→ Kp(XG)
for every p ≥ 0. This map is contravariant functorial in X and G and is R(G)-
linear. In fact, K∗(XG) has a natural structure of K
G
∗ (X)-module and β
G
X is then
KG∗ (X)-linear. This map will be called the Atiyah-Segal map in tribute to Atiyah
and Segal, who studied this map in [4] in the topological context. Since βGX is a
morphism of R(G)-modules, it induces a natural morphism of IG-adic completions:
(8.12) β̂GX :
̂KGp (X)IG →
̂Kp(XG)IG .
Suppose now that G is a connected reductive group over k with a split maximal
torus T and suppose that X ∈ SmGk is T -filtrable. It follows then from Propo-
sition 8.5 that the map β̂GX actually lifts canonically to a map of R̂(G)-modules
̂KGp (X)IG → Kp(XG). We wish to prove the following.
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Proposition 8.6. Let G be a connected reductive group over k with a split maximal
torus T . Let X ∈ SmGk be T -filtrable. Then for every p ≥ 0, the morphism
(8.13) β̂GX :
̂KGp (X)IG → Kp(XG)
of R̂(G)-modules is an isomorphism.
Proof. It follows from Theorem 7.1 and Corollary 7.4 that the composite horizontal
maps on both rows of the commutative diagram
(8.14) ̂KGp (X)IG
r̂GX
//
̂βG
X

̂KTp (X)IG
ŝGX
//
̂βT
X

̂Kp(XG)IG
̂βG
X

Kp(XG)
r˜G
X
// Kp(XT )
s˜G
X
// Kp(XG)
of R̂(G)-modules are identity. Hence, it suffices to show that the map β̂TX is an
isomorphism. The arguments in the proof of Proposition 8.5 show that the map
̂KTp (X)IG →
̂KTp (X)IT is an isomorphism. This reduces the problem to the case of
a split torus. Using Theorems 5.2 and 6.3, we further reduce to the case of trivial
action of a split torus. But this case follows from Lemma 8.3. 
Combining Theorem 7.5 and Proposition 8.6, we get the final algebraic Atiyah-
Segal completion theorem as follows.
Theorem 8.7. Let G be a connected and reductive group over k with a split max-
imal torus T . Let X ∈ SmGk be T -filtrable. Then for every p ≥ 0, the morphisms
(8.15) ̂KGp (X)IG
̂βG
X−→ Kp(XG)
τGX←− Kp(XG)
of R̂(G)-modules are isomorphisms.
Recall that a connected linear algebraic group G over k is called split, if it
contains a split maximal torus. Since every smooth projective T -scheme is T -
filtrable by Theorem 6.4, we get the following.
Corollary 8.8. Let G be a connected and split reductive group over k and let
X ∈ SmGk be projective. Then for p ≥ 0, there are isomorphisms of R̂(G)-modules
(8.16) ̂KGp (X)IG
̂βG
X→
≃
Kp(XG)
τG
X←
≃
Kp(XG).
Remark 8.9. One can use Proposition 3.7 and Theorem 5.1 to conclude that The-
orem 8.7 and Corollary 8.8 are true for the action of any connected and split (not
necessarily reductive) linear algebraic group in characteristic zero.
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8.4. Equivariant Quillen-Lichtenbaum conjecture. LetX be a smooth scheme
over C and let K(X,Z/n) denote the mod-n algebraic K-theory spectrum of X
where n ≥ 1. Let Ktop∗ (X,Z/n) denote the mod-n topological K-theory of the
analytic space X(C). The celebrated Quillen-Lichtenbaum conjecture says that
the topological realization map
(8.17) τX : Kp(X,Z/n)→ K
top
−p (X,Z/n)
is an isomorphism for p ≥ dim(X)− 1 and a monomorphism for p = dim(X)− 2.
This conjecture is now known to be true as a consequence of the proof of the
Bloch-Kato conjecture by Rost and Voevodsky [40]. Combining this with our
results in this section, we get the following the solution to the equivariant version
the Quillen-Lichtenbaum conjecture.
Theorem 8.10. Let G be a connected (not necessarily reductive) linear algebraic
group over C containing a maximal torus T . LetM be a maximal compact subgroup
of the complex Lie group G(C). Let X be a smooth projective scheme with a G-
action. Then the topological realization map
(8.18) τGX : K
G
p (X,Z/n)→ K
M,top
−p (X,Z/n)
is an isomorphism for p ≥ dim(XT )−1 and a monomorphism for p = dim(XT )−2.
Proof. As remarked above, we can assume that G is reductive. Using Theorem 7.1
and the analogous theorem for the equivariant topological theory for M-action in
[27, Proposition 3.8], we can reduce to the case of torus. Next, we observe that the
proof of Theorem 5.2 is motivic and works for the mod-n algebraic and topological
K-theory, mutatis mutandis. Using this theorem, we reduce to the case of trivial
action. The result now follows from (8.4), [27, Proposition 2.2] and the solution of
the non-equivariant Quillen-Lichtenbaum conjecture. 
9. Completion theorem for non-projective schemes
In this section, we show that the algebraic Atiyah-Segal completion theorem
holds for GG0 (−) for all G-schemes and for all linear algebraic groups G. In or-
der to do so, we need an analogue of Theorem 4.3 for singular schemes. This is
achieved using the following general result of independent interest. The proof is a
straightforward translation of the proof of a similar result for algebraic cobordism
in [12, Proposition 15]. We only give a brief sketch.
Proposition 9.1. Let X be a k-scheme and let p : E → X be a vector bundle of
rank r ≥ 1. Then there exists a positive integer n such that the following hold.
(1) The integer n depends only on X.
(2) For any closed subscheme Y ( E of codimension larger than n, the restric-
tion map Gi(E)→ Gi(E \ Y ) is injective for all i ≥ 0.
Proof. Set U = E \ Y and let j : U → Y be the inclusion map. We consider the
commutative diagram
(9.1) Gi(X)
p∗
   ❅
❅
❅
❅
❅
❅
❅
Gi(E)
j∗
// Gi(U)
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of Gi-groups. Since p
∗ is an isomorphism by the homotopy invariance, the propo-
sition is equivalent to showing that the composite map j∗ ◦p∗ is injective. To show
this, the only new case we need to consider is when k is finite and E is the trivial
bundle. The rest of the proof can be easily deduced from [12, Proposition 15].
If k is finite and E is the trivial bundle, we can find an infinite field extension k (
l which is obtained as a tower of finite extensions of k of relatively prime degrees.
Since G-theory commutes with direct limits, one can easily show that if there is an
element a ∈ Gi(E) which dies in Gi(U), then we can find finite extensions l1, l2 ( l
of k of relatively prime degrees such that a ∈ Gi(E) dies in Gi(El1) and in Gi(El2).
The projection formula implies that a must die in Gi(E). 
Remark 9.2. Under the hypothesis of Proposition 9.1, we can not claim that the
map Gi(E)→ Gi(E \ Y ) is an isomorphism (unless i = 0) even if the codimension
of Y is arbitrarily large. To see this, just take X to be Spec (k) and Y to be the
origin of an affine space Ar. Then for any i ≥ 0, we get a short exact sequence
0→ Ki(A
r)→ Ki(A
r \ {0})→ Ki−1(k)→ 0
and we know that Ki(k) is not zero in general for any i > 0.
Corollary 9.3. Given X ∈ SchGk and admissible gadgets ρ and ρ
′ for the G-action
on X, there is an isomorphism
lim←−
i
G0
(
X i(ρ)
)
≃ lim←−
i
G0
(
X i(ρ′)
)
.
Proof. Since ρ and ρ′ are the admissible gadgets for theG-action onX , G acts freely
on each X×Ui and on X×U
′
j . Furthermore, the map X
G
× (Ui⊕V
′
j )→ X
G
× Ui is a
vector bundle and hence the map G0(X
G
× Ui)→ G0(X
G
× (Ui ⊕U
′
j)) is surjective.
It follows from Proposition 9.1 that this map is in fact an isomorphism for all
j ≫ 0. Taking the limit, we get
(9.2) lim
←−
i
G0(X
G
× Ui)
≃
−→ lim
←−
i
lim
←−
j
G0(X
G
× (Ui ⊕ U
′
j)).
The same argument shows that
(9.3) lim←−
i
G0(X
G
× U ′i)
≃
−→ lim←−
i
lim←−
j
G0(X
G
× (Ui ⊕ U
′
j)).
These two isomorphisms prove the corollary. 
As a consequence of Corollary 9.3, we can define the G0-theory for schemes with
group actions as follows.
Definition 9.4. For a linear algebraic group G over k and X ∈ SchGk , we define
G0(XG) := lim←−
i
G0(X
G
× Ui)
where ρ = (Vi, Ui) is any admissible gadget for the G-action on X .
It follows from Lemma 5.3 that the functor X 7→ G0(XG) is covariant for proper
maps and contravariant for flat maps in SchGk .
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9.1. Case of split reductive groups. We first consider the case of the action of
split reductive groups over k. Let T be a split torus of rank r over k.
Lemma 9.5. For X ∈ SchTk , the map G
T
0 (X)→ G0(XT ) induces an isomorphism
̂GT0 (X)IT
≃
−→ G0(XT ).
Proof. Let ρ = (Vi, Ui) be a good admissible gadget for T . It suffices to show that
the map ̂GT0 (X)IT
≃
−→ Gρ0(X) is an isomorphism.
For any i ≥ 0, let J i(X) = Ker
(
GT0 (X)→ G0(X
i
T (ρ))
)
. The surjection
GT0 (X)
≃
−→ GG0 (X × Vi)։ G0(X
i
T (ρ))
implies that the map “lim
←−
i
”
GT0 (X)
Ji(X)
→ “lim
←−
i
” G0(X
i
T (ρ)) is an isomorphism. Hence,
it suffices to show that the pro-R(T )-modules “lim
←−
i
”
GT0 (X)
Ii
T
GT0 (X)
and “lim
←−
i
”
GT0 (X)
Ji(X)
are
isomorphic. But this follows from [11, Theorem 2.1]. 
Lemma 9.6. Let G be a connected split reductive group over k and let X ∈ SmGk .
Then the map K0(XG)→ K0(XG) is an isomorphism.
Proof. It is enough to show that for an admissible gadget ρ = (Vi, Ui) for G, the
pro-R(G)-module “lim
←−
i
” K0(X
i
G(ρ)) satisfies the Mittag-Leffler condition. We first
consider the case of a split torus T . By Theorem 4.3, we can assume that ρ is a
good admissible gadget. In that case, we have shown in Lemma 9.5 that there is
an isomorphism “lim
←−
i
”KT0 (X)
Ji(X)
≃ “lim
←−
i
” K0(X
i
T (ρ)) of pro-R(T )-modules. Since the
first pro-R(T )-module is Mittag-Leffler, so should be the second one. The general
case of connected split reductive groups now follows from Proposition 7.3. 
Proposition 9.7. Let G be a connected split reductive group over k and let X ∈
SmGk . Then the morphisms of R̂(G)-modules
(9.4) ̂KG0 (X)IG
̂βG
X−→ K0(XG)
τG
X←− K0(XG)
are isomorphisms. For X ∈ SchGk , the map
(9.5) ̂GG0 (X)IG
̂βG
X−→ G0(XG)
is an isomorphism of R̂(G)-modules.
Proof. The second isomorphism of (9.4) follows from Lemma 9.6. To prove the
first isomorphism, we use Theorem 7.1 and Corollary 7.4 and argue as in the proof
of Theorem 8.7 to reduce to the case of a split torus. In the singular case, it follows
from Proposition 7.3 that Corollary 7.4 also holds for G0 and we again reduce to
the case of split torus. Finally, the case of split torus follows from Lemma 9.5. 
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9.2. The general case. We now deduce the completion theorem for all groups
G and all G-schemes from the case of split reductive groups using the Morita
equivalence as follows.
Lemma 9.8. Let H be a closed normal subgroup of a linear algebraic group G and
let F = G/H. Let f : X → Y be a morphism in SchGk which is an H-torsor. Then
there is an isomorphism G0(YF ) ≃ G0(XG).
Proof. Let ρ = (Vi, Ui) be an admissible gadget for F . Then G acts freely on X×Ui
and the map X×Ui → Y ×Ui is G-equivariant which is an H-torsor. This in turn
implies that the map X
G
× Ui → Y
F
× Ui = Y
i
F (ρ) is an isomorphism and so is the
induced map on G-theory. Thus, to prove the lemma, we only have to show that
there is an isomorphism
(9.6) lim←−
i
G0(X
G
× Ui)
≃
−→ G0(XG).
For this, we observe that if ρ = (Vi, Ui) is the admissible gadget for F as chosen
above, then each Vi is a k-rational representation of G with G-invariant open subset
Ui. Since H acts freely on X and F acts freely on each Ui, we see that G acts
freely on each X ×Ui. In particular, ρ is an admissible gadget for the G-action on
X . The isomorphism (9.6) now follows at once from Corollary 9.3. 
Corollary 9.9. Let H ⊆ G be a closed subgroup and let X ∈ SchHk . Then there
is an isomorphism G0(XH) ≃ G0(YG), where Y = X
H
× G.
Proof. The proof is exactly same as the proof of Corollary 3.6 once we have
Lemma 9.8. We omit the details. 
Theorem 9.10. Let G be any linear algebraic group over k and let X ∈ SmGk .
Then the morphisms of R̂(G)-modules
(9.7) ̂KG0 (X)IG
̂βG
X−→ K0(XG)
τGX←− K0(XG)
are isomorphisms. For X ∈ SchGk , the map
(9.8) ̂GG0 (X)IG
̂βG
X−→ G0(XG)
is an isomorphism of R̂(G)-modules.
Proof. We embed G as a closed subgroup of some general linear group GLn over k
and set Y = X
G
× GLn. Then Y ∈ Sch
GLn
k and is smooth if X is so. Moreover, it
follows from Theorem 5.1 that the map GGLn∗ (Y )→ G
G
∗ (X) is an isomorphism of
R(GLn)-modules. Hence the map
̂GGLn∗ (Y )IGLn →
̂GG∗ (X)IGLn is an isomorphism.
On the other hand, we have observed before that the IGLn-adic and IG-adic topolo-
gies on GG∗ (X) coincide. We conclude that the map
̂GGLn∗ (Y )IGLn →
̂GG∗ (X)IG is
an isomorphism.
It follows from Corollary 3.6 that K∗(YGLn) ≃ K∗(XG) if X ∈ Sm
G
k . It follows
from Corollary 9.9 that G0(YGLn) ≃ G0(XG). Thus we have reduced the proof of
the theorem to the case of GLn. But this case is covered by Proposition 9.7. 
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As a consequence of Theorems 1.1 and 9.10, we get
Corollary 9.11. Given any complex linear algebraic group G, the realization map
Kalg0 (BG)→ K
top
0 (BG)
from the algebraic to the topological K-theory of the classifying space BG is an
isomorphism.
The analogous statement for the algebraic (cf. [21]) and complex cobordism of
BG is a conjecture of Yagita (cf. [42, Conjecture 12.1]).
10. Failure of Atiyah-Segal completion theorem
In this section, we show that the algebraic version of the Atiyah-Segal completion
problem has negative solution if the underlying smooth scheme is not filtrable. To
show this, we take our ground field to be the field of complex numbers C and
G = Gm. Consider the closed subgroup H = {1,−1} ( G and set X = G/H .
Then X is a G-scheme having finite stabilizers.
Let Z2 denote the 2-adic completion of Z. Form ≥ 1, let µm denote the subgroup
of m-th roots of unity in C∗. Given a commutative ring A, an element a ∈ A and
an A-module M , let aM denote the submodule of M consisting of those elements
which are annihilated by a. We wish to prove the following. This will produce
counterexamples to the completion theorem if we weaken the filtrability condition.
Theorem 10.1. Let X = G/H be the homogeneous space as above. Then
(1) For p ≥ 0, the map Kp(XG)→ Kp(XG) is an isomorphism.
(2) ̂KG0 (X)IG
≃
−→ K0(XG).
(3) For p > 0 odd, the map ̂KGp (X)IG → Kp(XG) is an isomorphism.
(4) For p > 0 even, there is a short exact sequence
0→ ̂KGp (X)IG → Kp(XG)→ Z2 → 0.
We shall prove this theorem in several steps. Let us consider the inverse system
of rings
{
Rn =
Z[u]
(un,u(u−2))
}
n≥1
with the obvious quotient homomorphisms. We
begin with the following elementary lemma.
Lemma 10.2. For any abelian group M , the inverse system
{
Tor1Z (Rn,M)
}
is
isomorphic to the inverse system { 2n−1M} whose structure maps are given by
multiplication by 2.
Proof. We first observe that u2 = 2u in Rn for all n ≥ 1. Repeatedly applying this
relation, it is easy to see that Rn ≃
Z[u]
(2n−1u,u(u−2))
for n ≥ 1. But this ring can be
easily seen to be isomorphic to Z × (Z/2n−1Z) as an abelian group. The lemma
follows immediately from this. 
Lemma 10.3. Let {Sn} denote the inverse system of rings
{
Sn =
Z[t]
((1−t)n,t2−1)
}
n≥0
with the obvious quotient homomorphisms. Then
(1) For p ≥ 0 even, Tor1Z (Sn, Kp(C)) = 0 for each n ≥ 0.
(2) For p > 0 odd, lim←−
n
Tor1Z (Sn, Kp(C)) ≃ Z2 and lim←−
n
1 Tor1Z (Sn, Kp(C)) = 0.
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Proof. There is a strict isomorphism of the inverse systems of rings {Sn}
≃
−→
{Rn} via the transformation t 7→ 1 − u. The corollary is now a consequence of
Lemma 10.2 and the solution of the Lichtenbaum’s conjecture (about the K-theory
of algebraically closed fields) by Suslin [31].
Suslin has shown that for p = 2q > 0, Kp(C) is uniquely divisible. He has also
shown that for p = 2q − 1 > 0 and n ≥ 0, there is a commutative diagram
2n+1Kp(C)
≃
//
2

µ2n+1

2nKp(C) ≃
// µ2n
such that the left vertical arrow is multiplication by 2, the right vertical arrow is
the obvious quotient map and the horizontal arrows are isomorphisms (cf. [41,
Proof of Theorem IV.1.6]). In particular, the left vertical arrow is surjective. The
corollary now follows from this and Lemma 10.2. 
Proposition 10.4. Let X = G/H be as chosen in the beginning of this section
and let ρ = 1− t ∈ R(G) = Z[t, t−1]. Then
(1) For p ≥ 0 even, lim←−
n
m
ρnK
G
p (X) = 0 for m = 0, 1.
(2) For p > 0 odd, lim←−
n
1
ρnK
G
p (X) = 0 and lim←−
n
ρnK
G
p (X) ≃ Z2.
Proof. The Morita equivalence and (8.4) imply that KG∗ (X) ≃ K∗(C)⊗
Z
R(H).
Moreover, we know that R(H) ≃ Z[t]/(t2 − 1). We have the exact sequence
0→ ρnR(H)→ R(H)
ρn
−→ R(H)→ Sn → 0,
with Sn as in Lemma 10.3. This yields a commutative diagram of exact sequences
(10.1) ρnR(H)⊗
Z
K∗(C) // R(H)⊗
Z
K∗(C)
ρn
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
// ρnR(H)⊗
Z
K∗(C) //
♦♦
♦♦
♦♦
♦♦
♦♦
♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
0
R(H)⊗
Z
K∗(C) ρnR(H)⊗
Z
K∗(C)oo Tor
1
Z (Sn, K∗(C))oo
OO
0oo
where the map Tor1Z (Sn, K∗(C))→ ρ
nR(H)⊗
Z
K∗(C) is injective because the possi-
ble kernel of this map comes from Tor1Z (R(H), K∗(C)), and this is zero since R(H)
is torsion-free. A diagram chase gives us for n ≥ 0, an exact sequence
(10.2) ρnR(H)⊗
Z
K∗(C)→ ρnK
G
∗ (X)→ Tor
1
Z (Sn, K∗(C))→ 0.
Let ρnR(H)⊗
Z
K∗(C) denote the image of the first map in (10.2). We claim that
the pro-abelian group “lim
←−
n
” ρnR(H)⊗
Z
K∗(C) is zero. For this, it is enough to
show that “lim
←−
n
” ρnR(H)⊗
Z
K∗(C) = 0.
Since R(H) is a noetherian ring, the chain ρR(H) ⊆ ρ2R(H) ⊆ · · · of ideals
in R(H) must stabilize. In other words, there exists m≫ 0 such that ρmR(H) =
34 AMALENDU KRISHNA
ρm+1R(H) = · · · . This implies that ρ
m annihilates ρn+mR(H) for every n ≥ 0.
That is, the map ρn+mR(H)
ρm
−→ ρnR(H) is zero. Hence, the map
ρn+mR(H)⊗
Z
K∗(C)
ρm
−→ ρnR(H)⊗
Z
K∗(C)
is zero for every n ≥ 0. This proves the claim. We conclude from this claim
and (10.2) that the map of pro-abelian groups
“lim←−
n
” ρnK
G
∗ (X)→ “lim←−
n
” Tor1Z (Sn, K∗(C))
is an isomorphism. We now apply Lemma 10.3 to conclude the proof. 
Lemma 10.5. Let X = G/H be as in Theorem 10.1 and let ρ = 1 − t ∈ R(G) =
Z[t, t−1]. Let (Vi, Ui) be a good admissible gadget for G as in § 6.1.1. Then for
every p ≥ 0 and i ≥ 1, there is a short exact sequence of R(G)-modules
(10.3) 0→
KGp (X)
(ρi)
→ Kp(X
i
G)→ ρiK
G
p−1(X)→ 0.
Proof. Using Theorem 5.1 (see also [18, Theorem 3.8, Remark 3.9]), the lemma is
equivalent to showing that there is a short exact sequence of R(G)-modules
(10.4) 0→
KHp (k)
(ρi)
→ KHp (Ui)→ ρiK
H
p−1(k)→ 0.
In our choice of the admissible gadget (Vi, Ui) for G in § 6.1.1, we take Vi = Aik
with G acting by the scalar multiplication and Ui = Aik \ {0}.
Writing down the long exact equivariant K-theory localization sequence for the
inclusion Ui →֒ Aik, using the isomorphism K
H
∗ (A
i
k)
≃
−→ KH∗ (k) via the 0-section
embedding and using the self-intersection formula [38, Theorem 2.1], we obtain a
short exact sequence
(10.5) 0→
KHp (k)
(αi)
→ KHp (Ui)→ αiK
H
p−1(k)→ 0,
where αi = ci(N{0}/Ai
k
) ∈ R(H) is the i-th equivariant Chern class of the normal
bundle N{0}/Ai
k
for the inclusion {0} →֒ Aik.
As shown in [38, Theorem 2.1], we have αi = 1 − [Wi] + [∧
2(Wi)] − · · · +
(−1)i[∧i(Wi)], where Wi = (Vi)
∨ for every i ≥ 1. Letting H = 〈σ〉, we see that
Vi = V
⊕i, where V is the 1-dimensional representation of H given by σ(v) = −v.
In particular, one has [V ] = [V ∨]. Using this observation and the equalities t =
[V ], t2 = 1 in R(H), we get [∧j(Wi)] =
(
i
j
)
tj for 0 ≤ j ≤ i. We conclude from this
that αi = (1− t)
i = ρi. This proves the lemma. 
Lemma 10.6. Let X = G/H be as in Theorem 10.1 and let ρ = 1 − t ∈ R(G) =
Z[t, t−1]. Let (Vi, Ui) be a good admissible gadget for G as in § 6.1.1. Then for
every p ≥ 0, there is a short exact sequence of pro-R(G)-modules
(10.6) 0→ “lim←−
i
”
KGp (X)
(ρi)
→ “lim←−
i
” Kp(X
i
G)→ “lim←−
i
” ρiK
G
p−1(X)→ 0.
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Proof. We continue to use our notations of Lemma 10.5. The lemma is again
equivalent to showing that there is a short exact sequence of pro-R(G)-modules
(10.7) 0→ “lim←−
i
”
KHp (k)
(ρi)
→ “lim←−
i
” KHp (Ui)→ “lim←−
i
” ρiK
H
p−1(k)→ 0.
For any i ≥ 1, we have the two Cartesian squares:
(10.8) {0} //

Aik
φi

U˜i+1 //

Ai+1k
ηi

A1k ψi
// Ai+1k Ui // A
i
k,
where φi(x1, · · · , xi) = (x1, · · ·xi, 0), ψi(x) = (0, · · · , 0, x), ηi(x1, · · · , xi+1) =
(x1, · · · , xi) and U˜i+1 = A
i+1
k \ Im(ψi) →֒ Ui+1.
These squares give us a diagram of equivariant K-theory spectra
(10.9) KH({0}) //

KH(Ai+1k ) // K
H(Ui+1)

KH(A1k)
(ψi)∗
//

KH(Ai+1k ) //
φ∗i

KH(U˜i+1)

KH({0}) // KH(Aik) // K
H(Ui)
in which the three rows are localization sequences.
The top localization sequence maps to the middle one by [26, Remark 3.4].
The middle localization sequence maps to the bottom one via the 0-sections of the
vector bundle ηi. In particular, the middle localization sequence is weak equivalent
to the bottom sequence by the homotopy invariance. We should also observe that
at the level of homotopy groups, the composite left vertical arrow is given by
the multiplication by the first Chern class of the normal bundle for the inclusion
{0} →֒ A1k. Arguing as in the proof of Lemma 10.5, we thus get a commutative
diagram of exact sequences
(10.10) KHp (k)
ρi+1
//
ρ

KHp (k)
// KHp (Ui+1)
//

KHp−1(k)
ρi+1
//
ρ

KHp−1(k)
KHp (k)
ρi
// KHp (k) // K
H
p (Ui) // K
H
p−1(k)
ρi
// KHp−1(k).
This proves (10.7) and completes the proof of the lemma. 
Proof of Theorem 10.1: GivenX = G/H as in Theorem 10.1, we apply Lemma 10.6
to get a short exact sequence of pro-R(G)-modules as in (10.6). We also notice
that the structure maps of the left pro-R(G)-module in this sequence are surjective.
Since IG = (ρ), taking the limits and using Theorem 4.3, we conclude that
(10.11) 0→ ̂KGp (X)IG → Kp(XG)→ lim←−
i
ρiK
G
p−1(X)→ 0
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is exact and lim
←−
i
1 Kp(X
i
G)
≃
−→ lim
←−
i
1
ρiK
G
p−1(X) for each p ≥ 0. Combining this
isomorphism with Proposition 10.4 and the Milnor exact sequence (4.14)
0→ lim←−
i
1 Kp+1(X
i
G)→ Kp(XG)→ Kp(XG)→ 0,
we conclude that the map Kp(XG) → Kp(XG) is an isomorphism for all p ≥ 0.
Combining (10.11) and Proposition 10.4, we conclude that ̂KGp (X)IG
≃
−→ Kp(XG)
for p > 0 odd, and there is a short exact sequence
0→ ̂KGp (X)IG → Kp(XG)→ Z2 → 0
for p > 0 even. This finishes the proof of Theorem 10.1. 
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