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Determining clusters in large data sets takes a very long time and consumes 
many resources. Data reduction is an important step to increase the efficiency of 
determining clusters in large data sets. Our work is intended to examine and develop 
the appropriate sampling technique as a data reduction scheme for clustering that 
requires only a single data set scan. From the experimental results performed on three 
sampling algorithms (RVS, DBS, and DBRVS), we found that DBS is the most 
accurate sampling algorithm. A 2% DBS sample of the original data set can produce 
the same result as the whole original data set and also help reduce time to find the 
clusters by over 95%. However, it shows sensitivity on a noisy data set. 
Our research is intended to propose the DBSPACE algorithm which is 
developed to gain the potential of noise tolerance by considering the compactness 
within the region of data. The region with more compactness will be a good area from 
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เทคนิคอื่นๆ ตอไป ตัวอยางเชน การวิเคราะหสายพันธุของไวรัส ในข้ันแรกจะตองทําการจัดกลุมไว
รัสจากขอมูลไวรัสที่มีอยูแตละตัวเพื่อหาวาไวรัสตัวไหนบางที่ควรจัดใหอยูกลุมเดียวกนัโดยใชอัลก
อริธึมจัดกลุมขอมูล (clustering algorithm) จากนั้นจึงนําขอมูลการแบงกลุมไวรัสที่ไดมาทําการ
สรางโมเดลเพื่อจําแนกไวรัสออกเปนแตละกลุม โดยในข้ันนี้เปนการนําผลการวิเคราะหขอมูลเบื้อง
ตนมาทําเหมืองขอมูลอีกขั้นหนึ่ง เมื่อมีไวรัสตัวใหมถูกพบก็สามารถนําเอาโมเดลที่สรางขึ้นนั้นมา










ตางๆ มากมายเพื่อปรับปรุงกระบวนการจัดกลุมขอมูลใหมีประสิทธิภาพดียิ่งขึ้น การลดขนาดขอมูล 






ตัวตางไปจากกลุมหรือที่เรียกวาเอาทไลเออร (outlier) จะตองถูกขจัดออกไป เพราะขอมูลเหลานี้จะ
มีผลกระทบตอความแมนตรงของกระบวนการจัดกลุมขอมูลอัตโนมัติ นอกจากนี้ในกลุมขอมูลยัง

















1.2.2 เพื่อศึกษาเกณฑและเทคนิคที่มีผลตอความแมนตรงในการเลือกขอมูล เชน การ
คํานวณคาความหนาแนน คาความนาจะเปนที่ขอมูลใดๆ จะถูกเลือก เปนตน 
1.2.3 เพื่อเปรียบเทียบและคนหาเทคนิคการสุมที่เหมาะสมสําหรับงานการจัดกลุมขอมูล



















1.3.1 Sequential Sampling with Unknown Population Size คือ สามารถสุมขอมูลแบบตอ
เนื่องโดยที่ไมทราบจํานวนขอมูลทั้งหมดลวงหนากอนการสุม 




1.3.3 Non-Uniform Distribution สามารถรองรับขอมูลที่มีการกระจายแบบไมปกติได ซ่ึง
ขอมูลที่เปนจริงอาจมีการกระจายตัวแบบ zipf คือเปนขอมูลที่ประกอบดวยคลัส-
เตอรที่ทั้งขนาดและความหนาแนนแตกตางกันมาก 
1.3.4 High Accurate คือ มีความแมนตรงสูง สามารถเลือกขอมูลที่สามารถเปนตัวแทนที่ดี
ของแตละคลัสเตอรได เพื่อใหอัลกอริธึมจัดกลุมขอมูลสามารถพบคลัสเตอรมากที่
สุดเมื่อเทียบกับขนาดของชุดขอมูลสุม (%) 
1.3.5 Noise Tolerance คือ ความสามารถในการทนทานตอขอมูลรบกวน กลาวคือสามารถ
กําจัดขอมูลรบกวน รวมถึงการคนหาขอมูลที่เปน outlier อันเปนขอมูลที่มีผล
กระทบตอคุณภาพของคลัสเตอรได 
1.3.6 Efficient Resource and Memory Usage ใชทรัพยากรและหนวยความจําอยางมีประ
สิทธิภาพ 
1.3.7 Time Reduction สามารถชวยลดเวลาที่ใชในกระบวนการจัดกลุมขอมูลลงได 
ในงานวิจัยนี้จะทําการศึกษาเทคนิคการสุมขอมูลโดยจะทดสอบดวยชุดขอมูลสังเคราะห
จํานวนหนึ่ง ซ่ึงมีการกระจายของขอมูลแบบไมปกติ โดยเกณฑในการพิจารณาความเหมาะสมของ
แตละเทคนิคประกอบดวย เวลาที่ใชในการสุมขอมูล (time to sample) จํานวนหนวยความจําที่ใช 
(memory usage) เวลาที่ใชในกระบวนการจัดกลุมขอมูลจากชุดขอมูลสุม (time to cluster) ตลอดจน




มูล ซ่ึงอัลกอริธึมที่ใชพัฒนาขึ้นบนระบบเปดเผยซอรสโคดที่ช่ือ WEKA (Frank, Hall, Holmes, 



























ที่ 2.1 จะกลาวถึงเทคนิคและวิธีการจัดกลุมขอมูลในแบบตางๆ ที่สําคัญ อันเปนการใหขอมูลเบื้อง
ตนและสรางความคุนเคยกับงานการจัดกลุมขอมูล ในหัวขอที่ 2.2 จะกลาวถึงเทคนิคและวิธีการลด
ขนาดขอมูลซ่ึงเปนการเตรียมขอมูลใหมีขนาดที่เหมาะสม และเพื่อเปนการเพิ่มประสิทธิภาพ
















2.1.1 Partitioning Methods 
บนฐานขอมูลจํานวน n เรคคอรด การจัดกลุมขอมูลประเภทนี้จะทําการสราง k พาร-
ทิชัน โดยแตละพารทิชันจะแสดงถึงขอมูลที่ถูกแบงออกเปนกลุม (โดยที่ k ≤ n) ในแตละกลุมจะ
ประกอบไปดวยขอมูลอยางนอยที่สุด 1 เรคคอรด และขอมูลแตละเรคคอรดจะตองถูกจัดใหอยูใน




ใหอยูในกลุมขอมูลไดมากกวา 1 กลุม) 







k-means algorithm (Han and Kamber, 2001) ใชคาเฉลี่ยของอ็อบเจกตที่ถูกจัดให
อยูในกลุมเดียวกันเปนตัวแทนของทุกอ็อบเจกตในกลุมนั้น อัลกอริธึมเริ่มตนจากการรับคาพารา
มิเตอร k ซ่ึงคือจํานวนคลัสเตอรที่ตองการคนหา จากนั้นอัลกอริธึมจะทําการสุมเลือกอ็อบ-เจกตเร่ิม
ตนจํานวน k อ็อบเจกต ซ่ึงแตละอ็อบเจกตแสดงถึงตัวแทนของแตละคลัสเตอร(คาเฉลี่ยหรือจุดศูนย













= −∑∑  
 
โดยที่ E แสดง sum of squared-error ของทุกอ็อบเจกต ให p แทนอ็อบเจกตใดๆ ของแตละคลัส-
เตอร และ im  คือตัวแทนหรือคาเฉลี่ยของคลัสเตอร iC  โดยขั้นตอนของอัลกอริธึม k-means 
สามารถสรุปไดดังรูปที่ 2.1 
อัลกอริธึม k-means จะทําการคนหา k คลัสเตอรโดยพยายามทําใหคา squared-error 
มีคานอยที่สุด ซ่ึงอัลกอริธึมจะทํางานไดดีเมื่อคลัสเตอรมีการกระจายตัวออกเปนกลุมอยางชัดเจน 
อีกทั้งยังสามารถรองรับกับขอมูลที่มีขนาดใหญไดอยางมีประสิทธิภาพเนื่องจากมีความซับซอน
ของอัลกอริธึม (computational complexity) เพียง )(nktO  เมื่อ n คือจํานวนอ็อบเจกตทั้งหมด k คือ






Algorithm: k-means. The k-means algorithm for partitioning based on the mean  
  value of the object in the cluster. 
Input:  The number of cluster k and a database containing n objects. 
Output: A set of k clusters that minimizes the squared-error criterion. 
Method: 
(1) arbitrarily choose k objects as the initial cluster center; 
(2) repeat 
(3)     (re)assign each object to the cluster to which the object is the most 
similar, based on the mean value of the objects in the cluster; 
(4)     update the cluster means, i.e., calculate the mean value of the objects for 
each cluster; 
(5) until no change; 
 




วิธีการพิจารณาความคลายคลึงกันของอ็อบเจกตเพื่อความเหมาะสม การที่ตองระบุคา k ใหกับอัลก








k-medoids algorithm เปนเทคนิคที่พัฒนาขึ้นตอจาก k-means เนื่องจาก k-means มี
ความออนไหวตอขอมูลรบกวน ดังนั้นอัลกอริธึม k-medoids จึงถูกออกแบบมาเพื่อขจัดขอดอยดัง
กลาว โดยการใชอ็อบเจกตท่ีอยูใกลกับจุดก่ึงกลางของคลัสเตอรมากที่สุดเปนตัวแทนของทุก     อ็
อบเจกตในคลัสเตอรนั้นแทนการใชคาเฉลี่ยของคลัสเตอร โดยที่กระบวนการจัดกลุมจะคลายกับ k-
means คือการจัดกลุมขอมูลโดยพิจารณาความคลายคลึงกันของอ็อบเจกตกับตัวแทนของคลัสเตอร 
แตตางกันเพียงวิธีการหาตัวแทนของคลัสเตอรเทานั้น PAM (Partitioning Around Medoids) 
(Kaufman and Rousseeuw, 1989) เปนอัลกอริธึมที่ใชเทคนิค k-medoids โดยที่ PAM มีความซับ




ขั้นตอนของอัลกอริธึม k-medoids สามารถสรุปไดดังรูปที่ 2.2 
 
 
Algorithm: k-medoids. A typecal k-medoids algorithm for partitioning based on  
  medoid or central objects. 
Input:  The number of cluster k and a database containing n objects. 
Output: A set of k clusters that minimizes the sum of the dissimilarities of all 
  the objects to their nearest medoid. 
Method: 
(1) arbitrarily choose k objects as the initial medoids; 
(2) repeat 
(3)     assign each remaining object to the cluster with the nearest medoid; 
(4)     randomly select a nonmedoid object, randomo ; 
(5)     compute the total cost, S, of swapping jo with randomo ; 
(6)     if S<0 then swap jo with randomo  to form the new set of k medoids; 
(7) until no change; 
 
 
รูปที่ 2.2 อัลกอริธึม k-medoids (Han and Kamber, 2001, p.353) 
 
เทคนิค k-means และ k-medoids สามารถใชงานไดดีกับขอมูลที่มีขนาดเล็กถึงปาน
กลางที่มีการกระจายของขอมูลเปนแบบทรงกลมเทานั้น สําหรับการคนหากลุมขอมูลที่มีรูปทรงที่
ซับซอนจําเปนจะตองอาศัยเทคนิคอื่นๆ เพิ่มเติม k-medoids เปนเทคนิคที่ทนทานตอขอมูลรบกวน
ไดดีกวา k-means แตอยางไรก็ตาม k-medoids จําเปนตองใชการคํานวณมากกวา k-means ซ่ึงทั้ง
สองเทคนิคตางก็มีขอจํากัดคือจําเปนตองใหผูใชระบุจํานวนคลัสเตอรที่ตองการคนหา (k) 
CLARA (Clustering LARge Application) พัฒนาขึ้นโดย Kaufman and Rousseeuw 
(1989) เพื่อการจัดกลุมขอมูลบนฐานขอมูลขนาดใหญ โดยอาศัยเทคนิคการลดขนาดขอมูลดวยวิธี
การสุมซึ่งเปนการเพิ่มประสิทธิภาพของกระบวนการจัดกลุมขอมูลและเพิ่มขีดความสามารถในการ
รองรับกับขอมูลจํานวนมากได โดยอัลกอริธึมเริ่มตนจากการสรางชุดขอมูลสุม จากนั้นจึงใช PAM 
เพื่อจัดกลุมขอมูลบนชุดขอมูลสุมนั้นแทนชุดขอมูลทั้งหมด โดย CLARA จะทําการสรางชุดขอมูล
สุมและใช PAM จัดกลุมขอมูลบนชุดขอมูลสุมนั้นซ้ําๆ เพื่อใหไดผลลัพธที่ดีที่สุด ซ่ึงความซับซอน
ของอัลกอริธึมในแตละรอบคือ ))(( 2 knkksO −+ เมื่อ n คือจํานวนอ็อบเจกตทั้งหมด k คือ
จํานวนคลัสเตอร และ s คือขนาดของชุดขอมูลสุมที่สรางขึ้น และจากการที่ CLARA จัดกลุมขอมูล
จากชุดขอมูลสุม คุณภาพของคลัสเตอรจึงขึ้นอยูกับคุณภาพของชุดขอมูลสุมที่ใชดวย 
CLARANS (Clustering Large Application based upon RANdomized Search) 




CLARA ตรงที่ CLARANS ไมไดใชเฉพาะชุดขอมูลสุมเพียงชุดใดชุดหนึ่งในการคนหาแตละครั้ง 
แต CLARANS จะผสานเทคนิคการสุมในแตละขั้นตอนของการคนหา ซ่ึงตางจาก CLARA ที่ใช
เพียงชุดขอมูลสุมเดียวตลอดทั้งกระบวนการ ความซับซอนของอัลกอริธึม CLARANS เทากับ
( )2O n เมื่อ n คือจํานวนอ็อบเจกตทั้งหมด ซ่ึงมีคาคอนขางสูง แตอยางไรก็ตาม CLARANS 
สามารถปรับปรุงประสิทธิภาพไดโดยใชเทคนิค R*-trees ชวยในการคนหาขอมูลใหมีประสิทธิ
ภาพมากยิ่งขึ้น 
2.1.2 Hierarchical Methods 
เปนวิธีการจัดกลุมขอมูลประเภทหนึ่งที่อาศัยหลักการแบงขอมูลออกเปนลําดับขั้น
คลายกับตนไม ซ่ึงวิธีการแบงกลุมขอมูลแบบนี้สามารถแบงออกเปน 2 แนวทางตามลักษณะการ
สรางลําดับขั้นคือ agglomerative approach กับ divisive approach 




และวิธีการคํานวณคาความคลายคลึงกันระหวางคลัสเตอร (intercluster similarity) 
Divisive approach หรือ top-down approach เร่ิมตนโดยใหทุกอ็อบเจกตอยูในคลัส-






เปนตองพิจารณาทุกทางเลือก เพียงแตเลือกตัดสินใจในสิ่งที่ดีที่สุด ณ ขณะนั้นเปนสําคัญ แตอยาง
ไรก็ตามเนื่องจากการไมสามารถยอนกลับมาแกไขการตัดสินใจที่ผิดพลาดได การตัดสินใจในแตละ
คร้ังจึงตองพิจารณาอยางรอบคอบที่สุด รูปที่ 2.3 แสดงถึงการทํางานของ AGNES (Agglomerative 
NESting) ซ่ึงเปน agglomerative hierarchical clustering และ DIANA (Divisive ANAlysis) ซ่ึงเปน 












รูปที่ 2.3 การจัดกลุมขอมูลโดยใช AGNES และ DIANA (Han and Kamber, 2001, p.355) 
 
โดยที่ AGNES  จะเริ่มตนจากการใหแตละอ็อบเจกต a, b, c, d, และ e อยูในคลัส-
เตอรที่ตางกัน ([a], [b], [c], [d], และ [e] ตามลําดับ) จากนั้นจึงทําการวนซ้ําเพื่อรวมคลัสเตอรที่มี
ความใกลชิดกันเขาดวยกัน ดังตัวอยางในรูปที่ 2.3 AGNES  จะทําการรวมคลัสเตอร [a] กับ [b] เขา
เปนคลัสเตอร [ab] และรวมคลัสเตอร [d] กับ [e] เขาเปนคลัสเตอร [de] จากนั้นจึงรวมคลัสเตอร 
[c] กับ [de] เขาเปนคลัสเตอร [cde] และสุดทายคือทุกคลัสเตอรยอยถูกรวมเขาเปนคลัสเตอรเดียว
กันทั้งหมด ([abcde]) สวน DIANA จะทํางานในทิศทางตรงกันขามกับ AGNES โดยจะเริ่มตนจาก
การใหทุกอ็อบเจกตอยูในคลัสเตอรเดียวกันทั้งหมด จากนั้นจึงทําการวนซ้ําเพื่อแบงคลัส-เตอรออก
เปนคลัสเตอรยอยจนกระทั่งทุกอ็อบเจกตถูกแบงใหอยูตางคลัสเตอรกันทั้งหมด ดังตัวอยางในรูปท่ี 
2.3 DIANA จะทําการแบงคลัสเตอร [abcde] ออกเปนคลัสเตอร [ab] กับ [cde] และแบงคลัสเตอร 
[cde] ออกเปนคลัสเตอร [c] กับ [de] และแบงคลัสเตอร [de] ออกเปนคลัส-เตอร [d] กับ [e] และ
สุดทายคลัสเตอร [ab] จะถูกแบงออกเปนคลัสเตอร [a] กับ [b] ตามลําดับ อัลกอริธึมจัดกลุมขอมูล
แบบลําดับขั้นที่เปนที่รูจักไดแก 
BIRCH (Balanced Iterative Reducing and Clustering Using Hierarchies) โดย 
Zhang, Ramakrishnan and Livny (1996) เปนอัลกอริธึมที่ถูกออกแบบมาเพื่อใหสามารถทํางานได
บนหนวยความจําที่จํากัด โดยที่ BIRCH จะใชวิธีการคนหาคลัสเตอรบนขอมูลสรุปที่เก็บไวใน
โครงสรางตนไมสมดุล (hieght-balanced CF-tree: clustering feature tree) ที่ถูกเก็บไวในหนวย
ความจํา โดยในแตละโหนดของ CF-tree ประกอบดวยขอมูลที่สําคัญสามสวนคือ N, SLr , และ 
SS
r
 โดยที่ N  คือจํานวนของอ็อบเจกตที่ถูกจัดใหอยูในโหนดนั้น SLr  คือผลรวมของอ็อบเจกต
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โดยเมื่อมีการรวมกันของโหนดใบ เวกเตอร CF สามารถคํานวณใหมไดอยางงายดายดวยการนํา
เวกเตอรทั้งสองมารวมกัน วิธีการดังกลาวทําให BIRCH สามารถทํางานแบบตอเนื่องได 
(incremental) ทั้งในกรณีที่มีการรับขอมูลใหมเขามาและเมื่อตองการรวมแตละคลัสเตอรเขาดวยกัน 
 




CF-tree จะประกอบดวยคา threshold ที่สําคัญคือคา T ซ่ึงเปนคาความผิดพลาดสูง
สุดประจําแตละโหนดที่สามารถยอมรับได แตละอ็อบเจกตจะถูกจัดใหอยูในโหนดใบโดยที่คา
ความผิดพลาดของโหนดใบนั้นตองไมเกินกวาคา T ที่กําหนด คา T ที่มากจะทําใหได CF-tree ที่มี
ขนาดเล็กลงและใชหนวยความจํานอยลง แตจะเปนการสรุปขอมูลในระดับที่สูงข้ึนซึ่งอาจสงผลตอ
คุณภาพของคลัสเตอรที่ไดอีกดวย ขั้นตอนของอัลกอริธึม BIRCH สามารถสรุปไดดังรูปที่ 2.4 ซ่ึง
แสดงขั้นตอนการทํางานของอัลกอริธึมทั้ง 4 ขั้นตอน เร่ิมตนจากการอานขอมูลทั้งหมดเพื่อทําการ
สราง CF-tree ซ่ึงถือเปนการจัดกลุมขอมูลยอย (preclustering) กอนขั้นตอนการจัดกลุมจริง ขั้นตอน
ที่สองเปนขั้นตอนการลดขนาด CF-tree ที่จัดเก็บไวบนหนวยความจําเรียบรอยแลว โดยในขั้นน้ีจะ
มีการขจัดเอาทไลเออรและขอมูลรบกวนออกไปดวย ข้ันตอนตอมาเปนขั้นตอนการคนหาคลัสเตอร
ซ่ึงสามารถเลือกใชอัลกอริธึมจัดกลุมขอมูลแบบใดก็ไดที่สามารถรองรับการจัดกลุมขอมูลจากขอ
มูลสรุปบน CF-tree โดยจะทําการจัดกลุมใหกับโหนดใบของ CF-tree (แตละโหนดใบของ CF-tree 
สามารถใชเปนตัวแทนของขอมูล N อ็อบเจกต) สวนขั้นตอนสุดทายเปนการจัดแตละอ็อบเจกตให
กับคลัสเตอรโดยพิจารณาจากความใกลชิดกันกับคลัสเตอรนั้นมากที่สุด 
BIRCH สามารถทํางานไดรวดเร็วบนหนวยความจําที่จํากัด โดยท้ังกระบวนการ
ของ BIRCH ใชการอานขอมูลจากแฟมขอมูลทั้งหมดเพียงรอบเดียวเทาน้ัน (เฉพาะขั้นตอนการ
สราง CF-tree) จากนั้นจะเปนการจัดกลุมขอมูลจาก CF-tree ที่อยูบนหนวยความจําหลัก ความซับ





    Phase 1:    Load into memory by building a CF tree
    Phase 2 (optional):    Condense into desirable range by building a smaller CF tree
    Phase 3:    Global Clustering







รูปที่ 2.4 ขั้นตอนโดยสรุปของอัลกอริธึม BIRCH (Zhang et al., 1996) 
 
CURE (Clustering Using REpresentatives) โดย Guha, Rastogi and Shim (1998) 
เปนอัลกอริธึมจัดกลุมขอมูลแบบลําดับขั้นอีกอัลกอริธึมหนึ่ง คุณสมบัติเดนของ CURE คือสามารถ
คนหาคลัสเตอรที่มีรูปรางที่ซับซอนทามกลางขอมูลที่มีเอาทไลเออรได หลักการที่สําคัญของอัลก
อริธึมคือ การคนหาคลัสเตอรจากชุดขอมูลสุม (ไมใชขอมูลทั้งหมด) โดยการแบงขอมูลออกเปน





การใชจุดศูนยกลางของคลัสเตอรเพียงจุดเดียว) ดวยเทคนิคดังกลาวทําให CURE สามารถคนหาค
ลัสเตอรที่มีรูปรางในแบบตางๆ ได เพื่อความเขาใจยิ่งข้ึนสามารถพิจารณาจากรูปที่ 2.5 ซ่ึงแสดงตัว
อยางของการคนหาคลัสเตอรในแตละข้ันตอน โดยรูปที่ 2.5(a) แสดงชุดขอมูลสุมที่ได รูปที่ 2.5(b) 
ขอมูลถูกแบงและคนหาคลัสเตอรยอยในแตละพารทิชัน โดยที่ “+” แสดงตัวแทนของคลัสเตอรยอย 
รูปที่ 2.5(c) คลัสเตอรยอยถูกนํามาจัดกลุมอีกครั้ง โดยตัวแทนเดิมของแตละ คลัสเตอรยอยจะถูก







(a)  (b) 
 
(c)  (d) 
 
รูปที่ 2.5 การคนหาคลัสเตอรของอัลกอริธึม CURE (Han and Kamber, 2001, p.360) 
 
เนื่องจาก CURE ทําการคนหาคลัสเตอรจากชุดขอมูลสุม คุณภาพของขอมูลสุมที่ใช
จึงจําเปนตองพิจารณาอยางรอบคอบ โดย CURE ใชวิธีการสุมขอมูลแบบ random sampling โดยใช
หลักการของ Vitter (1985) ซ่ึงเปนอัลกอริธึมสุมขอมูลที่เปนที่รูจักดีและสามารถสุมขอมูลไดโดย
การอานขอมูลเพียงแครอบเดียว (รายละเอียดของอัลกอริธึมจะไดกลาวตอไปในหัวขอที่ 2.4.1) แต
ปญหาที่สําคัญคือขนาดของชุดขอมูลสุมที่เหมาะสมควรเปนเทาไรจึงจะทําใหชุดขอมูลสุมที่ได
สามารถแสดงถึงคลัสเตอรไดมากที่สุด ซ่ึง CURE ใช Chernoff bounds (Motwani and Raghavan, 
1995) ในการวิเคราะหวาขนาดของชุดขอมูลสุมที่เหมาะสมควรเปนเทาไรจึงจะทําใหความนาจะ











จากการทดลองของ Guha et al. (1998) พบวา CURE สามารถคนหาคลัสเตอรไดถูก
ตองสูงกวา BIRCH อีกทั้งยังใชเวลาในการคนหาคลัสเตอรนอยกวาอีกดวย (ดังภาพ 2.7 และ 2.8) 
โดยความซับซอนของอัลกอริธึม CURE มีคาเทากับ )log( 2 nnO เมื่อ n คือจํานวนอ็อบเจกตของ
ชุดขอมูลสุมที่ใช ในกรณีที่ขอมูลมีมิติจํานวนนอยคาความซับซอนของอัลกอริธึมสามารถลดลง
เหลือ )( 2nO  
 
 
(a) CURE (b) BIRCH 
 






















DBSCAN พัฒนาขึ้นโดย Ester, Kriegel, Sander and Xu (1996) อัลกอริธึมจะทําการ
สรางและขยายขอบเขตของคลัสเตอรออกไปเรื่อยๆ โดยพิจารณาความหนาแนนท่ีกําหนด พารา
มิเตอรที่สําคัญไดแก Eps (ε-neighborhood) และ MinPts (min point) โดยที่ Eps คือรัศมีหรือระยะ
หางที่ใชอางอิงการเชื่อมถึงกันดวยความหนาแนน (density-connected) ของทุกอ็อบเจกตภายในค
ลัสเตอร และ MinPts คือจํานวนอ็อบเจกตหรือ data point นอยสุดภายในรัศมี Eps จาก      อ็อบ
เจกตใดๆ อ็อบเจกตที่สามารถเชื่อมถึงกันไดดวยความหนาแนนจะถูกจัดใหอยูในคลัสเตอรเดียวกัน 
ความหนาแนนของขอมูลสามารถพิจารณาจากจํานวนอ็อบเจกตใกลเคียง ( EpsN ) ซ่ึงก็คือจํานวนอ็
อบเจกตทั้งหมดภายในรัศมี Eps จากอ็อบเจกตหนึ่งๆ ให o, p และ q แทนอ็อบเจกตใดๆ p 
สามารถเชื่อมถึง q ไดดวยความหนาแนนก็ตอเมื่อมีอ็อบเจกต o ซ่ึง MinPtsoN Eps ≥)(  และ o 
สามารถแพรไปถึง (density-reachable) ทั้ง p และ q สวนอ็อบเจกตที่มีความหนาแนนไมเพียงพอ
และการเชื่อมถึงกันไดดวยความหนาแนนจากบริเวณที่มีขอมูลหนาแนนไปไมถึงจะถือวาอ็อบเจกต
นั้นเปนขอมูลรบกวนซึ่งมีลักษณะตางจากขอมูลทั่วไป (พิจารณาจากรูปที่ 2.9) 
อัลกอริธึม DBSCAN เร่ิมตนจากการอานทุกอ็อบเจกตมาเก็บไวในโครงสรางแบบ 













รูปที่ 2.9 Density-reachability and Density-connectivity (Ester et al., 1996) 
 
แมวาอัลกอริธึม DBSCAN จะสามารถคนหาคลัสเตอรที่มีรูปรางซับซอนได แตการ
หาคาพารามิเตอร Eps และ MinPts ที่เหมาะสมยังเปนเรื่องที่ยาก และ DBSCAN ยังไมสามารถ
แยกคลัสเตอรสองคลัสเตอรที่มีการเชื่อมกันดวยเสนของขอมูลที่มีความหนาแนนได (สองคลัส-
เตอรดานบนดังแสดงไวในรูปที่ 2.7) อีกทั้งอัลกอริธึมยังใชเวลามากสําหรับการคนหาคลัสเตอรบน




หลายๆ อัลกอริธึม อีกทั้งอัลกอริธึมที่ดีควรจะสามารถรองรับขอมูลที่มีขนาดใหญได ซ่ึงหลายๆ อั
ลกอริธึมไดผสมผสานเทคนิคการลดขนาดขอมูลเขาไปในขั้นตอนตางๆ ของการจัดกลุมขอมูล เชน 
BIRCH ใช CF-tree ซ่ึงเปนการลดขนาดขอมูลซ่ึงใชเทคนิค data summarization หรือการสรุปขอ





2.2 การลดขนาดขอมูล (Data Reduction) 
ในการทําเหมืองขอมูลนั้น เนื่องจากขอมูลที่ใชประกอบดวยขอมูลหลากหลายรูปแบบ ทั้ง
ขอมูลเชิงตัวเลข (numerical value) และขอมูลเชิงอักขระ (categorical value) อีกทั้งยังอาจปะปนไป


















2.2.1 Data Summarization 
Data summarization คือการลดขนาดขอมูลดวยการสรุปขอมูล ยกตัวอยางเชน ขอ
มูลการขายของหางรานแหงหนึ่งซึ่งไดจากขอมูลการขายสินคา ณ จุดขาย และผูบริหารตองการ
ทราบรูปแบบของการขายโดยสรุปในแตละป ดังน้ันขอมูลที่ใชจึงควรเปนขอมูลสรุปของแตละป
แทนการใชขอมูลทุกเรคคอรด ณ จุดขาย 
2.2.2 Dimensionality Reduction 
Dimensionality reduction คือการลดขนาดขอมูลโดยการตัดแอททริบิวตหรือมิติของ
ขอมูลที่ไมมีความเกี่ยวของ หรือมีความเกี่ยวของนอย หรือไมมีความสําคัญตอการคนหารูปแบบที่
สนใจ เชน การคนหารูปแบบที่มีผลตอการสําเร็จการศึกษาตามกําหนดภายในระยะเวลา 4 ปการ
ศึกษาของนักศึกษาระดับปริญญาตรีของมหาวิทยาลัยเทคโนโลยีสุรนารี ช่ือและรหัสของนักศึกษา
อาจเปนแอททริบิวตที่ไมมีความเกี่ยวของสําหรับการคนหารูปแบบที่สนใจ เพราะชื่อและรหัสนัก

















ของขอมูลบางสวนไปเทคนิคที่ใชดังกลาวจะถูกเรียกวา lossy เชนการบีบอัดรูปภาพเปนแบบ JPEG 
ซ่ึงถาพที่ถูกบีบอัดดวยเทคนิคนี้จะมีคุณภาพลดลงตามอัตราการบีบอัดที่ใช สวนเทคนิคการบีบอัด
แบบ lossy แบบอื่นๆ ไดแก Wavelet Transform(WT) และ Principal Component Analysis(PCA) 
เปนตน 
2.2.4 Numerosity Reduction 
Numerosity reduction คือการลดขนาดขอมูลโดยการเลือกใชรูปแบบที่งายขึ้นในการ
แสดงถึงขอมูลแทนการใชขอมูลจริงทั้งหมด ซ่ึงเทคนิคนี้อาจเปนไดทั้งแบบ parametric และ 
nonparametric สําหรับวิธีแบบ parametric จะใชโมเดลในการอธิบายขอมูลสวนใหญโดยจะเก็บ
เฉพาะพารามิเตอรของโมเดลที่สรางขึ้นแทนขอมูลทั้งหมด เชน เทคนิค regression และ log-linear 
models เปนตน สวนอีกวิธีคือ nonparametric จะใชวิธีการลดขนาดหรือจํานวนขอมูลที่ใชแสดงถึง
ขอมูลเดิม โดยอาจเลือกใชวิธีการกระจายขอมูลแบบฮิสโทแกรม (histogram method) การเลือกขอ
มูลดวยเทคนิคคลัสเตอร (clustering method) หรือการเลือกขอมูลดวยเทคนิคการสุมขอมูล 
(sampling) 
Regression and Log-Linear Models เทคนิคนี้จะสรางและใชโมเดลที่สรางขึ้นใน
การประมาณขอมูล โดยในเทคนิค linear regression ขอมูลจะถูกนํามาสรางเปนโมเดลหรือสมการ
เชิงเสนตรง เชน การใชสมการเชิงเสน Y = α+βX แทนขอมูลทั้งหมด โดยจะเก็บเฉพาะพารามิเตอร
ของสมการไวเทานั้น 
Histograms เปนเทคนิคการลดขนาดขอมูลที่นิยมใชอีกเทคนิคหนึ่ง โดยการใชชวง






ใดแสดงคาของขอมูลเดี่ยวๆ จะเรียกชวงขอมูลนั้นวา singleton buckets (ดังรูปที่ 2.10) สําหรับ    
ฮิสโทแกรมที่มีความกวางของชวงขอมูลเทากันจะเรียกวา equiwidth (ดังรูปที่ 2.11) สวน             











































กลางของคลัสเตอร (diameter) ซ่ึงแสดงระยะหางมากสุดของวัตถุสองชิ้นที่อยูในคลัสเตอรเดียวกัน 
ในขณะเดียวกันระยะหางระหวางจุดศูนยกลางของคลัสเตอร (centroid) กับวัตถุภายใน คลัสเตอร
เดียวกันยังสามารถใชอธิบายถึงคุณภาพของคลัสเตอรไดอีกทางหนึ่ง โดยจะแสดงถึงระยะ หางเฉลี่ย
ของวัตถุทุกช้ินกับจุดศูนยกลางของคลัสเตอรนั้น โดยที่แตละคลัสเตอรจะมีตัวแทนที่สามารถแทน
วัตถุทุกชิ้นของคลัสเตอรนั้นได เชน การใชจุดศูนยกลางคลัสเตอรแทนคลัสเตอรนั้น สําหรับบาง
เทคนิคตัวแทนของคลัสเตอรอาจมีไดหลายตัวแทน ท้ังนี้ขึ้นอยูกับความเหมาะสมของแตละเทคนิค
ที่เลือกใช สําหรับการลดขนาดขอมูลดวยเทคนิคน้ีจะใชตัวแทนของแตละคลัสเตอรแทนขอมูลทั้ง
หมดที่อยูในคลัสเตอรนั้น ดังรูปที่ 2.12 ซ่ึงแสดงขอมูลตัวอยางที่ประกอบดวย 3   คลัสเตอร โดยจุด










ไดจากการสุมแทนชุดขอมูลตั้งตนที่มีขนาดใหญมาก ให D แทนชุดขอมูลขนาดใหญที่ประกอบ
ดวยขอมูล N เรคคอรด ตัวอยางเทคนิคการสุมขอมูลในแบบตางๆ บน D แสดงไวดังตอไปนี้ 
1) การสุมอยางงายแบบไมใสกลับ (Simple Random Sampling without 
Replacement: SRSWOR) เปนการหยิบขอมูลจํานวน n ของ N เรคคอรดจาก D โดยที่ความนาจะ
เปนที่เรคคอรดใดๆ จะถูกหยิบมีคาเทากับ 1/N เทากันหมดทุกเรคคอรด นั่นคือทุกเรคคอรดมี
โอกาสที่จะถูกเลือกเทาๆ กัน (ดูรูปที่ 2.13) 
2) การสุมอยางงายแบบใสกลับ (Simple Random Sampling with Replacement: 
SRSWR) เทคนิคนี้คลายกับ SRSWOR ตางกันแตเพียงทุกครั้งที่หยิบเรคคอรดใดๆ จาก D จะทําการ






รูปที่ 2.13 การสุมขอมูลแบบ SRSWOR และ SRSWR (Han and Kamber, 2001, p.131) 
 
3) การสุมแบบคลัสเตอร (cluster sampling) เปนการสุมอีกรูปแบบหนึ่งซึ่งอาศัย
คุณสมบัติของคลัสเตอรรวมกับการสุมอยางงาย ทําไดโดยการจัดกลุมหรือแบงกลุมขอมูลใน D 
ออกเปน M กลุมยอยหรือที่เรียกวาคลัสเตอรที่ไมมีการซอนทับกัน จากนั้นจึงทําการสุมเลือกคลัส-
เตอร m คลัสเตอร โดยที่ m<M ตัวอยางเชน การสุมขอมูลที่เก็บไวบนฐานขอมูล ซ่ึงขอมูลแตละเรค
คอรดจะถูกอานขึ้นมาทีละเพจในแตละครั้ง โดยที่แตละเพจสามารถเทียบไดกับคลัสเตอร เมื่ออาน
ขอมูลมาในแตละเพจจะทําการสุมวาจะเลือกขอมูลเพจนั้นหรือไม แลวจึงอานขอมูลใน    เพจตอไป 











รูปที่ 2.14 ตัวอยางการสุมขอมูลแบบคลัสเตอร (Han and Kamber, 2001, p.131) 
 
4) การสุมโดยใชสัดสวนคงเดิม (stratified sampling) เปนการสุมที่มีลักษณะคลาย
กับการสุมแบบคลัสเตอร แตตางกันที่วิธีการสุมซึ่งจะสุมขอมูลที่อยูในคลัสเตอรหรือกลุมนั้นๆ 
แทนการสุมเอาขอมูลทั้งกลุมออกมา ทําไดโดยการแบงขอมูลบน D ออกเปนกลุมยอยที่ไมมีการ
ซอนทับกันซึ่งเรียกวา stratum การสุมขอมูลจาก D ทําไดโดยการสุมขอมูลอยางงายในแตละ 
stratum ดวยการสุมดังกลาวจะสามารถทําใหมั่นใจไดวาจะไดตัวแทนของขอมูลทุกกลุมแมวากลุม
ขอมูลนั้นจะมีขนาดเล็กกวาก็ตาม ยกตัวอยางเชน การสุมโดยใชสัดสวนคงเดิมบนแฟมขอมูลลูกคา 
ซ่ึงแตละ stratum ถูกสรางขึ้นสําหรับทุกชวงอายุของลูกคา เชน 1-20, 20-40, 40-60, 60-80 และ 81 
ปขึ้นไป ซ่ึงบางชวงของอายุอาจมีจํานวนลูกคานอยมาก (81 ปขึ้นไป) ดวยการสุมวิธีนี้จะสามารถ
ทําใหมั่นใจไดวาชุดขอมูลสุมที่ไดจะปรากฏตัวแทนของขอมูลทุกกลุมแมวากลุมขอมูลนั้นจะมี
ขนาดเล็กก็ตาม เนื่องจากเทคนิคดังกลาวเปนเทคนิคที่มีความสําคัญตองานวิจัยนี้และเพื่อใหเกิด



















การสุมขอมูลโดยใชสัดสวนคงเดิมบนแฟมขอมูลลูกคา จํานวน 13 คน จากขอมูลของลูกคาทั้ง
หมด 27 คน ซ่ึงมีอายุดังตอไปนี้ 
13,15,16,16,19,20,20,21,22,22,25,25,25,25,30,33,33,35,35,35,35,36,40,45,46,52,70. 
โดยแบงกลุมตามชวงอายุดังนี้ (a) Age<22 และ (b) Age >= 22 
 
1. แบงขอมูลออกเปนกลุม a และ b 
(a) Age<22:                                                                                           (8 เรคคอรด) 
13, 15, 16, 16, 19, 20, 20, 21 
(b) Age >= 22:                                                                                     (19 เรคคอรด) 
22, 22, 25, 25, 25, 25, 30, 33, 33, 35, 35, 35, 35, 36, 40, 45, 46, 52, 70 
2. หาจํานวนของขอมูลที่จะตองทําการสุมออกมาจากขอมูลของแตละกลุม (a และ b) เมื่อ
ตองการสุมขอมูลจํานวนเทากับ 13 
จํานวนที่จะตองสุมจากแตละกลุม หาไดจากวิธีการเทียบบัญญัติไตรยางค จะไดวา 
จํานวนที่จะตองสุมจากกลุม a เทากับ (13 x 8) / 27  = 3.9 = 4 เรคคอรด 
จํานวนที่จะตองสุมจากกลุม b เทากับ (13 x 19) / 27  = 9.1 = 9 เรคคอรด 
3. ทําการสุมตามจํานวนที่ไดคํานวณไวแลวขางตน จะได 
สุมจาก (a) 13, 16, 19, 20 
สุมจาก (b) 22, 25, 25, 33, 35, 35, 36, 45, 52 
ซ่ึงจะไดผลลัพธคือ 13, 16, 19, 20, 22, 25, 25, 33, 35, 35, 36, 45, 52 
 
 
รูปที่ 2.15 ตัวอยางการสุมขอมูลแบบสัดสวนคงเดิม 
 













ระบบโดยตรง ตัวอยางเชน ขอมูลอายุของพนักงานในบริษัทที่แสดงเปน -999 ซ่ึงสามารถเกิดขึ้นได
จากการที่โปรแกรมตั้งคาเร่ิมตนของขอมูลดังกลาวไวดวยคาน้ันและปราศจากการแกใขใหถูกตอง
โดยพนักงาน ในขณะที่เอาทไลเออรบางสวนอาจเปนขอมูลที่ถูกตองแตมีรูปแบบหรือคาของขอมูล






























คนหาเอาทไลเออรดวยระยะทางจะไมสามารถคนหาเอาทไลเออรบางสวนได พิจารณารูปที่ 2.16 
เปนตัวอยางขอมูลสองมิติจํานวน 502 อ็อบเจกต โดย 400 อ็อบเจกตเปนของคลัสเตอร C1 100 อ็อบ
เจกตเปนของคลัสเตอร C2 และอีก 2 อ็อบเจกตคืออ็อบเจกต o1 และ o2 จากตัวอยางนี้ C2 เปนคลัส
เตอรที่มีความหนาแนนมากกวา C1 โดยที่ o1 และ o2 เปนอ็อบเจกตที่ไมเปนของคลัสเตอรใดซึ่งจะ
ตองจัดใหอ็อบเจกตทั้งสองเปนเอาทไลเออร การคนหาเอาทไลเออรดวยระยะทางจะไมสามารถ
ระบุวา o2 เปนเอาทไลเออรในขณะที่อ็อบเจกตภายในคลัสเตอร C1 ไมเปน เนื่องจากระยะทางจาก 
o2 ไปยังคลัสเตอร C2 มีคานอยกวาระยะทางระหวางบางอ็อบเจกตใน C1 การกําหนดคารัศมีที่มีคา
นอยกวาระยะทางจาก o2 ไปยังคลัสเตอร C2 จะทําให o2 และทุกอ็อบเจกตใน C1 เปนเอาทไลเออร
ทั้งหมด  แตการกําหนดคารัศมีใหมีคามากขึ้นก็กลับทําใหอ็อบเจกตของ C1 บางสวนถูกจัดเปน
เอาทไลเออรอีก ดังน้ัน Breunig, Kriegel, Ng and Sander (2000) จึงเสนอเทคนิคการคนหาเอาทไล
เออรดวยความหนาแนน (density-based) โดยการพิจารณาคา local outlier factor (LOF)     ซ่ึงจะ
พิจารณาความหนาแนนของอ็อบเจกตควบคูกับความหนาแนนของอ็อบเจกตขางเคียง ซ่ึงขอมูลทั่ว
ไปจะมีคา LOF ใกลเคียง 1 (นั่นคืออ็อบเจกตน้ันมีความหนาแนนใกลเคียงกับความหนาแนนของอ็
อบเจกตในบริเวณใกลเคียงกัน) ซ่ึงอ็อบเจกตที่เปนเอาทไลเออรจะมีคา LOF สูงหรือต่ํากวา 1 ใน






























การเพิ่มโอกาสใหขอมูลรบกวนสามารถเขามามีบทบาทในชุดขอมูลสุมได ซ่ึงตอมา K. Kerdprasop, 
N. Kerdprasop and Sun (2005) ไดเสนอเทคนิคการสุมขอมูลแบบเบี่ยงเบนตามความหนาแนนแบบ












2.4.1 เทคนิคการสุมขอมูลแบบสะสม (Random Sampling with a Reservoir: RVS) 
Vitter (1985) ไดเสนอเทคนิคการสุมแบบสะสม ซ่ึงเปนเทคนิคที่ใชเลือกขอมูลสุม
จํานวน n เรคคอรดแบบไมใสกลับ จากขอมูลทั้งหมด N เรคคอรด โดยที่ไมทราบคาของ N มากอน
















รูปที่ 2.17 ภาพจําลองกระบวนการสุมแบบสะสม 
 
{Make the first n records candidates for the sample} 
for j := 0 to n - 1 do READ_NEXT_RECORD(C[M]); 
 t := n;                                         {t is the number of records processed so far} 
while not eof do 
 begin                                                             {Process the rest of the records} 
 Generate an independent random variate P(n, t); 
 SKIP_RECORDS(P);                                     {Skip over the next P records} 
 if not eof then 
 begin               {Make the next record a candidate, replacing one at random} 
   M:= TRUNC (n * RANDOM( )); M is uniform in the range 0 ≤ M ≤ n – 1} 
   READ_NEXT_RECORD(C[M]) 
 end 
 t := t + P + 1; 
end; 
 





หลักการพื้นฐานของ reservoir algorithm คือ กระบวนการเลือกขอมูลจํานวน n ตัว 
จากขอมูลทั้งหมด N ตัว โดยเริ่มจากการเลือกขอมูล n ตัวแรกใสไวใน reservoir จากนั้นจึงอานขอ
มูลถัดไปตามลําดับ โดยอัลกอริธึมจะทําการสุมคาจํานวนขอมูลที่จะกระโดดขามไปเพื่อเพิ่ม
ความเร็วสําหรับการอานขอมูลในแตละครั้ง (รูปที่ 2.17) ซ่ึงขอมูลปจจุบันที่กําลังถูกอานจะถูกเก็บ
เขามาใวใน reservoir โดยการสุมเลือกขอมูลเดิมใน reservoir และแทนที่ขอมูลเดิมนั้นดวยขอมูล
ใหม ขอมูลทั้งหมดที่ถูกเก็บไวใน reservoir ณ ขณะใดๆ สามารถแทนชุดขอมูลสุม ณ ขณะนั้นๆ ได 
และเมื่อการอานขอมูลเสร็จสิ้น ขอมูลที่อยูใน reservoir จะเปนชุดขอมูลสุมสุดทายของ reservoir 
algorithm รายละเอียดของอัลกอริธึมแสดงไดดังรูปที่ 2.18 







NnO log1  ซ่ึงรายละเอียดของ algorithm Z ไดแสดงไวดังตอไปนี ้
 
{(Make the first n records candidates for the sample} 
for j := 0 to n - 1 do READ_NEXT_RECORD(C[j]); 
t := n;                                                        { t is the number of records processed so far} 
{Process records using the method of Algorithm X until t is large enough} 
thresh := T * n; 
num := 0;                                                                                      {num is equal to t – n} 
while not eof and (t ≤ thresh) do 
    begin 
    V := RANDOM( );                                                                                 {Generate V} 
    P := 0; 
    t := t + 1;     num := nun + 1; 
    quot := num / t; 
    while quot > V do                                                                                  {Find min P} 
        begin 
        P := P + 1; 
        t := t + 1;     num := num + 1; 
        quot := (quot * num) / t 
    end; 
    SKIP_RECORDS(P);                                                 {Skip over the next P records} 
    if not eof then 
        begin                       {Make the next record a candidate, replacing one at random} 
        M := TRUNC(n * RANDOM( ));        {M is uniform in the range 0 ≤ M ≤ n – 1} 
        READ_NEXT_RECORD(C[M ]); 
        end 
    end; 
 
 





W := EXP(- LOG(RANDOM( )) / n);                                                      {Generate W} 
term := t - n + 1;                                                         {term is always equal to t - n + 1} 
while not eof do 
    begin 
        loop 
        {Generate U and X } 
        U := RANDOM( ); 
        X := t * (W - 1.0);  
        P := TRUNC(X);                                                        {P is tentatively set to ⎣ ⎦X } 
        {Test if U ≤  h(P) / cg(X)} 
        lhs := EXP(LOG(((U (((t + l)/term) 2T )) * (term + P))/(t + X)) / n); 
        rhs := (((t + X)/(term + P)) * term)/t; 
        if lhs ≤  rhs then 
        begin W := rhs/lhs;  break loop end; 
        {Test if U ≤  f (P) / cg(X)} 
        y := (((U * (t + l))/term) * (t + P + l))/(t + X); 
        if  n < P then begin   denom := t;    numer_lim := term + 50   end 
        else begin   denom := t - n + P;     numer_lim := t + 1    end; 
        for numer := t + P  downto numer_lim do 
            begin   y := (y * numer)/denom;   denom := denom - 1   end; 
        W := EXP(- LOG(RANDOM( ))/n);                             {Generate W  in advance} 
         if EXP(LOG(y)/n) ≤ (t + X)/t then break loop 
    end loop; 
    SKIP_RECORDS(P);                                                 {Skip over the next P records} 
     if not eof then 
        begin                       {Make the next record a candidate, replacing one at random} 
        M:= TRUNC (n * RANDOM( ));     { M is uniform in the range 0 ≤ M ≤  n – 1} 
        READ_NEXT_RECORD(C[M]) 
        end; 
    t := t + P + 1; 
    term := term + P + 1 
    end; 
 
แมวา reservoir algorithm จะสามารถสรางชุดขอมูลสุมที่สมบูรณไดภายในการอาน
ขอมูลเพียงหน่ึงรอบเทานั้น แตอยางไรก็ตามการใช reservoir algorithm กับชุดขอมูลที่มีขนาดใหญ
มากกวาขนาดของ reservoir มากๆ อาจทําใหขอมูลสุมที่ไดมาจากขอมูลสวนทายๆ มากกวาขอมูล















สําหรับขอมูลที่การกระจายตัวแบบไมปกติหรือ zipf’s distribution (ขอมูลที่ประกอบดวยคลัส-
เตอรที่มีขนาดและความหนาแนนแตกตางกัน) ซ่ึงเปนลักษณะของขอมูลทั่วไปตามธรรมชาติ การ
ใชเทคนิคการสุมแบบสม่ําเสมอ (uniform sampling) อาจทําใหคลัสเตอรที่มีขนาดเล็กมักถูกละเลย
เปนผลใหกระบวนการจัดกลุมขอมูลไมสามารถคนพบคลัสเตอรเหลานั้นจากชุดขอมูลสุมได ตัว





รูปที่ 2.19 ขอมูลตัวอยางซึ่งประกอบดวย  4 คลัสเตอร (Palmer and Faloutsos, 2000) 
 
โดยในแตละคลัสเตอรมีขอมูล 9900, 9900, 100, และ 100 เรคคอรด ตามลําดับ การสุมแบบ
สม่ําเสมอขนาด 1% สามารถคาดไดวาขอมูลประมาณ 99 เรคคอรดจะมาจากแตละคลัสเตอร A และ 
B และอีก 1 เรคคอรดจะมาจากแตละคลัสเตอร C และ D ซ่ึงขอมูลที่มีจํานวนนอยมากๆ สําหรับ 
คลัสเตอร C และ D นั้นจะถูกจัดใหเปนขอมูลรบกวนโดยอัลกอริธึมจัดกลุมขอมูล อันเปนผลใหค











เลือกขอมูลขนาด M ตัว จากขอมูลทั้งหมด N ตัวซ่ึงประกอบดวยขอมูลยอย Nxxxx K321 ,,  โดย




สม่ําเสมอดวยคาความนาจะเปน (P) เทาๆ กันสําหรับขอมูลทุกตัวภายในกลุมยอยเดียวกัน คือ 
 








กลาวมาประยุกตรวมกับ reservoir algorithm และการใชฟงกชัน hash ในการจัดกลุมยอยใหกับขอ
มูลใดๆ ดังอัลกอริธึมที่แสดงไวดังรูปที่ 2.20 
อัลกอริธึมเริ่มตนดวยการอานขอมูลเขามาและพิจารณาวาจะจัดขอมูลนั้นใหอยูใน
กลุมยอยไหนโดยใชฟงกชัน hash พรอมทั้งคํานวณคาความนาจะเปนท่ีขอมูลนั้นจะถูกเลือกเขามา
ไวใน reservoir ซ่ึงในที่นี้จะเรียกวา output buffer และเมื่อกระบวนการดําเนินไปจน output buffer 
ไมสามารถรองรับขอมูลใหมได อัลกอริธึมจะทําการลดขนาดขอมูลที่เก็บไวลงโดยการคํานวณคา
ความนาจะเปนที่ขอมูลที่เก็บไวเดิมนั้นควรที่จะคงไวหรือไม เพราะคาความนาจะเปนที่ขอมูลใดๆ 
จะถูกเลือกเขามาไวใน reservoir จะเปลี่ยนไปเรื่อยๆ เมื่อมีการอานขอมูลใหมเขามา และเม่ือการ
อานขอมูลเสร็จสิ้น ขอมูลที่อยูใน output buffer จะเปนชุดขอมูลสุมสุดทายของอัลกอริธึม สวนคา
พารามิเตอร e เปนพารามิเตอรที่ใชปรับอัตราการเบี่ยงเบนของการสุมขอมูล ซ่ึงสามารถกําหนดได
ตามความตองการโดยถาให e = 0 จะทําใหไดชุดขอมูลสุมแบบสม่ําเสมอ (ไมมีการเบี่ยงเบนตาม
ความหนาแนน) e = 1 จะเปนการสุมโดยคาดหวังใหขอมูลในแตละกลุมยอยถูกเลือกขึ้นมาใน




















การคนหากลุมขอมูลอีกดวย ดังรูปที่ 2.21 แสดงกลุมขอมูลยอยสองกลุมที่มีจํานวนขอมูลเทากัน 
โดยจากกรณีนี้ DBS จะใหคาความนาจะเปนที่ขอมูลจะถูกเลือกเทากันทั้งสองกลุมในขณะที่ขอมูล




2.4.3 เทคนิคการสุมขอมูลแบบเบี่ยงเบนตามความหนาแนนแบบสะสม (Density Biased 
Reservoir Sampling: DBRVS) 




กระบวนการสุมขอมูลดวยเทคนิคนี้ไดยึดเอาหลักการของ reservoir algorithm เปน
หลัก เร่ิมตนจากการแบงขอมูลทั้งหมดออกเปนกลุมยอยโดยใชวิธีการแบงกลุมเชนเดียวกันกับ
เทคนิคของ Palmer and Faloutsos (2000) ซ่ึงจะเก็บรายละเอียดของกลุมขอมูลตามลําดับการเรียงตัว
ของขอมูลไวในหนวยความจํา จากนั้นจึงดําเนินการสุมตามแบบ reservoir algorithm โดยการ
กระทํากับแถวลําดับของกลุมขอมูลในหนวยความจําน้ัน ในขั้นแรกอัลกอริธึมจะทําการเลือกกลุม
ขอมูล n กลุมแรกใสไวใน reservoir  ซ่ึงจะเก็บเฉพาะขอมูลของกลุมที่ประกอบดวยจํานวนขอมูล




รูปที่ 2.22 แสดงการใหคาเริ่มตนกับ reservoir ของ DBRVS (Kerdprasop et al., 2005) 
หลังจากการใหคาเริ่มตนกับ reservoir แลว อัลกอริธึมจะทําการอานกลุมขอมูลถัด
ไปตามลําดับ โดยจะทําการสุมคาจํานวนกลุมขอมูลที่จะกระโดดขามไปเพื่อเพิ่มความเร็วสําหรับ
การอานกลุมขอมูลในแตละครั้ง ความแตกตางของเทคนิคนี้อยูท่ีวิธีการพิจารณาเลือกกลุมใดๆ เขา





เตอร) หรือผลรวมของความหนาแนนของสองกลุมนั้นมีคาเกินกวาคา ε (เพื่อลดปญหาการเลือกขอ
มูลรบกวนเขามา)  กลุมขอมูลที่มีคาความหนาแนนมากกวาจะถูกเลือกใหเขาไปเก็บไวใน reservoir 





รูปที่ 2.23 การปรับปรุง reservoir เมื่อกลุมขอมูลใหมถูกเลือก (Kerdprasop et al., 2005) 
 
เมื่อการอานขอมูลเสร็จสิ้น อัลกอริธึมจะทําการแปลงกลุมขอมูลที่ถูกเลือกใน 














Algorithm:  Density-biased reservoir sampling 
Input:  a data set of N objects 
Output:  a density-biased sample of size n (n≤N) 
Steps: 
(1) Partition data into g groups (with group-id 1,2,…, g). | g≥n 
(2) Initialize the reservoir X1, …, Xn to be the first n <group-id, density>-pair of 
the data groups 
(3) Set )/())exp(log( nrandomW ←  
(4) Set ⎣ ⎦)1log(/()log( WrandomS −←  
(5) While S<g do 
(6)      Read data group gS and gS+1 
(7)      If (|density(gS)-density(gS+1)| >δ) OR (|density(gS)+density(gS+1)| >ε) 
Then 
 
(8)      ⎣ ⎦ ←+ ()*1 randomnX <group-id, density> of maximum density { gS , gS+1} 
(9)      )/())exp(log(* nrandomWW ←  
(10)   ⎣ ⎦)1log(/()log( WrandomS −←  
(11) End While 
(12) Return X1, …, Xn 
 















// initialize W that will be used in the 
// generation step of random variate S 
// read two consecutive data group 
// δ and ε are predefined density threshold values 
// randomize the reservoir area to be updated 
// update W for the skipping process 
// generate the ramdom variate S to denote 













ขอที่ 3.1 และหัวขอที่ 3.2 จะนําเสนอเทคนิคการสุมขอมูลแบบเบี่ยงเบนตามความหนาแนนและ
ความเปนปกแผนของขอมูล (DBSPACE) ซ่ึงเปนเทคนิคที่ผูวิจัยไดพัฒนาขึ้นสําหรับงานการจัด
กลุมขอมูลขนาดใหญโดยเฉพาะ ในหัวขอที่ 3.3 จะเปนรายละเอียดของชุดขอมูลที่ใชในงานวิจัยนี้ 








1) RVS ซ่ึงเสนอโดย Vitter (1985) 
2) DBS ซ่ึงเสนอโดย Palmer and Faloutsos (2000) 
3) DBRVS ซ่ึงเสนอโดย K. Kerdprasop et al. (2005) 
3.1.4 ศึกษาการใชงานอัลกอริธึมสรางคลัสเตอรสังเคราะห เพื่อใชในการสรางชุดขอมูล
สําหรับทดสอบอัลกอริธึมสุมขอมูล ซ่ึงพัฒนาขึ้นที่ The University of Manchester 
โดย Handl and Knowles (n.d.) 
3.1.5 พัฒนาเครื่องมือที่จําเปนเพื่อชวยในการทดลอง 
1) CLSCTR เพื่อใชในการหาเซนทรอยดของคลัสเตอรจากชุดขอมูลตั้งตน 






เตอรแท โดยใหผลลัพธเปนจํานวนของคลัสเตอรแทที่พบ (NC) จากชุดขอมูล
สุม 
4) NOISEGEN เพื่อใชในการสรางขอมูลรบกวนขนาดตางๆบนชุดขอมูลที่ตองการ 






























3.2.1  Compactness and Discordancy Estimator 
ในหัวขอนี้จะกลาวถึงการคํานวณคาตางๆ ที่จําเปนสําหรับอัลกอริธึม DBSPACE ซ่ึง
จะเริ่มจากการใหคําจํากัดความของ centroid, diameter, compactness, weighted discordancy, และ 
non-weighted discordancy โดยให { ixv } เปนเซ็ตขอมูลขนาด d มิติจํานวน N อ็อบเจกตของคลัส-
เตอรใดๆ บน data space โดยที่ i = 1, 2, …, N 





i i∑ == 1 vvµ  
 
Diameter (D) หรือเสนผานศูนยกลางของคลัสเตอร เปนคาระยะทางเฉลี่ยของทุกคู 
อ็อบเจกตภายในคลัสเตอรเดียวกัน ให ( , )i jd x xv v  เปนระยะทางตามแบบยูคลิด (euclidean distance) 
ระหวางอ็อบเจกต ixv กับ jxv  โดยที่ 1 2, ,...,i i idx x x  และ 1 2, ,...,j j jdx x x คือคาของอ็อบเจกต ixv  
















( ) ( ) ( )2 2 21 1 2 2( , )i j i j i j id jdd x x x x x x x x= − + − + + −v v L  
 
จะเห็นไดวาคา diameter ของคลัสเตอรสามารถแสดงถึงความใกลชิดกันระหวาง     
อ็อบเจกตภายในคลัสเตอรได โดย D จะมีคานอยๆ เมื่ออ็อบเจกตภายในคลัสเตอรมีความเปนปก
แผนหรือมีความหนาแนนมาก และ D จะมีคามากเมื่ออ็อบเจกตภายในคลัสเตอรอยูกันอยางกระจัด
กระจาย ดังรูปที่ 3.1 แสดงตัวอยางขอมูลที่ประกอบดวย 2 คลัสเตอรคือ C1 และ C2 ที่มีจํานวนอ็อบ
เจกตภายในเทากันแตมีความหนาแนนตางกัน โดยรูปที่ 3.1a จะเห็นไดวาคลัสเตอร C1 มีความหนา
แนนและความเปนปกแผนของขอมูลสูงกวาคลัสเตอร C2 และเมื่อลากเสนเชื่อมระหวางอ็อบเจกต
ใดๆ ไปยังทุกอ็อบเจกตภายในคลัสเตอร (ดังรูปที่ 3.1b) และนําความยาวกําลังสองของเสนเชื่อม
เหลานั้นมารวมกันแลวหารดวยจํานวนเสนเชื่อมทั้งหมด (12 เทากันทั้งสองคลัส-เตอร) และนํามา




วาอ็อบเจกตของคลัสเตอร C1 มีความเปนปกแผนสูงกวาอ็อบเจกตของคลัสเตอร C2 และยังเปน
เครื่องบอกไดวาอ็อบเจกตของคลัสเตอร C1 นาจะมีความสําคัญในกระบวนการจัดกลุมขอมูลสูง




   C1 C2  C1 C2
(a)  (b) 
 




รอบเพื่อหาความแตกตางของทุกคูอ็อบเจกต ซ่ึงตองใชเวลาเปน )( 2nO  เพราะในแตละคูของอ็อบ
เจกตจะมีการคํานวณระยะทางถึงสองรอบ (ทั้งไปและกลับ) เชน การคํานวณ diameter ซ่ึงประกอบ
ดวยอ็อบเจกต a และอ็อบเจกต b จะตองคํานวณระยะทางระหวางอ็อบเจกตทั้งสองทั้งสิ้นสองครั้ง






Compactness ( Θ ) หรือคาความเปนปกแผนของขอมูลแบบประมาณโดยใชการอาน
ขอมูลเพียงรอบเดียวเทาน้ัน โดยคา compactness เปนสวนกลับของ discordancy ( Γ ) หรือความไม
ประสานกันภายในกลุมขอมูล โดยคา compactness สามารถคํานวณไดจาก 
 
Γ=Θ





ในคลัสเตอร ซ่ึงคลายกับการคํานวณคา diameter แตจะเปนการคํานวณโดยประมาณจากการอานขอ
มูลเพียงรอบเดียว โดยท่ี discordancy ตางจาก diameter ตรงที่การหาคาความแตกตางของ   อ็อบ
เจกตจะไมหาจากทุกคูอ็อบเจกตโดยตรง แตจะคํานวณจากความแตกตางระหวางอ็อบเจกตที่กําลัง
อานกับตัวแทนของอ็อบเจกตอ่ืนๆ ตัวอยางเชน การหาคาความแตกตางของอ็อบเจกต d กับ   อ็อบ
เจกต a,b, และ c (ซ่ึงมี o เปนตัวแทนของอ็อบเจกต a, b, และ c) สามารถคํานวณไดจาก d(o,d) 
แทน d(a,d), d(b,d) และ d(c,d) ให { ixv } เปนเซ็ตขอมูลขนาด d มิติจํานวน N อ็อบเจกตของคลัส
เตอรใดๆ บน data space โดยท่ี i = 1, 2, …, N  และ in′  คือจํานวนอ็อบเจกตทั้งหมดของคลัสเตอร
นั้นขณะอานคา ixv  และ 1−iµv  คือตัวแทนของอ็อบเจกต 121 ,...,, −ixxx vvv  โดยคา discordancy 
สามารถคํานวณไดสองแบบคือ weighted discordancy และ non-weighted discordancy 
Weighted discordancy ( Γ ) คือคาความไมประสานกันภายในกลุมขอมูลแบบใหน้ํา
หนัก สําหรับการคํานวณคา Γ  จะมีการใหนํ้าหนักของความแตกตางระหวางอ็อบเจกตที่กําลังอาน
กับตัวแทนของกลุมอ็อบเจกตดวยโดยการคูณระยะหางระหวางอ็อบเจกตนั้นๆ กับจํานวนอ็อบ-
เจกตอางอิงของตัวแทน เชน เมื่อ i มีคาเทากับ 4 อัลกอริธึมจะทําการคํานวนระยะหางระหวางอ็อบ-
เจกต 4xv  กับ 3µv  ซ่ึงเปนตัวแทนของอ็อบเจกต 3 ตัวคือ 1 2, ,x xv v และ 3xv  แทนการคํานวณระยะหาง
ระหวางอ็อบเจกต 4xv  กับอ็อบเจกต 1 2, ,x xv v และ 3xv โดยตรง จากนั้นจะทําการคํานวณความแตกตาง

























  (3-2) 
(โดยให 0 1xµ =v v  และ 1 2n′ = ) 
 
Non-weighted discordancy ( Γ% ) คือคาความไมประสานกันภายในกลุมขอมูลแบบ
ไมใหน้ําหนัก   ซ่ึงแสดงถึงคาความแตกตางเฉลี่ยระหวางอ็อบเจกตที่กําลังอานกับตัวแทนของกลุม
อ็อบเจกต โดยไมมีการคิดคาน้ําหนักตามจํานวนอ็อบเจกตอางอิงของตัวแทนในขณะนั้นรวมดวย


















(โดยให 0 1xµ =v v  และ 1 0Γ =% เมื่อ N = 1) 
 
ที่มาและวิธีการคํานวณคา weighted discordancy ( Γ ),  non-weighted discordancy 
( Γ% ) และ centroid ( µv ) เมื่อมีการอานอ็อบเจกต 1 2 3, ,x x xv v v และ 4xv  ตามลําดับ สามารถพิจารณาได
ดังตารางที่ 3.1 และเพื่อความเขาใจมากยิ่งขึ้น สามารถพิจารณาตารางที่ 3.2 ซ่ึงแสดงการคํานวณ
ระยะทางและการเปลี่ยนตําแหนงของตัวแทนของอ็อบเจกตเมื่อมีการอานอ็อบเจกต 1 2 3, ,x x xv v v และ 
4x
v  ตามลําดับ โดยใหอ็อบเจกตตัวแรกแทนตัวแทนของอ็อบเจกตเร่ิมตน ( 0 1xµ =v v ) 
 
ตารางที่ 3.1 แสดงวิธีการคํานวณคา Γ , Γ%  และ µv  ของอ็อบเจกต ixv  
i 
iΓ  iΓ%  iµv  
1 0 10 ( , )d xµ⋅ v v  0 1( , )d xµv v  1
1
xv  
2 0 1 1 20 ( , ) 1 ( , )
1
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ตารางที่ 3.2 แสดงการคํานวณระยะทางและการเปลี่ยนตําแหนงของตัวแทนอ็อบเจกต 
ix
v  การคํานวณระยะทาง การเปลี่ยนตําแหนงของตัวแทนอ็อบเจกต 
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รูปที่ 3.2 สรุปวิธีการคํานวณระยะทางและการเปลี่ยนตําแหนงของตัวแทนอ็อบเจกต 
 




3.2.2  DBSPACE: A Density-Biased Sampling using Partial Approximate 
Compactness Estimator  
สําหรับเนื้อหาในสวนนี้จะเปนการนําเสนอเทคนิคการสุมขอมูลแบบเบี่ยงเบนตาม
ความหนาแนนและความเปนปกแผนของขอมูล หรือ DBSPACE ซ่ึงเปนเทคนิคที่ใชโครงสราง
หลักของอัลกอริธึม DBS คือการเพิ่มอัตราการสุมในบริเวณที่มีขอมูลรวมกันอยูเบาบางและลด
อัตราการสุมในบริเวณที่มีขอมูลรวมกันอยูหนาแนน โดยจะพิจารณาความเปนปกแผนของขอมูล





สมมุติใหขอมูลขนาด N อ็อบเจกต 1 2, ,... Nx x x  ซ่ึงถูกแบงออกเปนคลัสเตอรหรือ
กลุมยอยๆ g กลุม โดยแตละกลุมประกอบดวยอ็อบเจกตจํานวน 1 2, ,..., gn n n (จํานวนของอ็อบ-
เจกตแสดงถึงความหนาแนนของขอมูลภายในกลุม) และความเปนปกแผนของขอมูลภายในกลุม 
(compactness) มีคาเทากับ 1 2, ,..., gΘ Θ Θ  เมื่อตองการสรางชุดขอมูลสุมขนาด M อ็อบเจกต โดยที่








( )j gP x ∝ Θ  หรือ 1( )j
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ถูกเลือกเขามาในชุดขอมูลสุมไดอีกประการหนึ่ง ดังนั้นเพื่อใหสอดคลองกับ (i) และ (ii) จึงให






α= ⋅Γ   (3-4) 
 
โดยให α, e, และ δ เปนคาคงที่ใดๆ เมื่อกําหนด e = 0 จะทําใหคาความนาจะเปนใน
การสุมไมขึ้นกับจํานวนขอมูลภายในกลุม และเมื่อกําหนด δ = 0 จะทําใหคาความนาจะเปนในการ
สุมไมขึ้นกับความเปนปกแผนของขอมูลภายในกลุม ซ่ึงจะทําใหไดชุดขอมูลสุมเชนเดียวกับการใช
เทคนิค DBS และถากําหนดให e = 0 และ δ = 0 จะทําใหทุกกลุมขอมูลถูกสุมในอัตรา α  เทากัน













































n δα − −
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และเมื่อแทนคา α ในสมการที่ 3-4 จะไดความนาจะเปนท่ีอ็อบเจกต jx ใดๆ ภายในกลุมท่ี i จะถูก






i i i i
i
MP x
n nδ δ− −
=
=
⎡ ⎤⋅Γ ⋅ ⋅Γ⎣ ⎦∑
  (3-6) 
 
จากสมการขางตนจะเห็นไดวาในบางกรณีสวนหารสามารถมีคาเปนศูนยได เชน in  
มีคาเทากับ 1 ซ่ึงทําใหคา 1Γ  มีคาเปนศูนย ดังน้ันเพ่ือเปนการเลี่ยงปญหาการหารดวยคาศูนย 
(devide by zero) จึงปรับปรุงฟงกชัน ( , )i jd x xv v ที่ใชสําหรับอัลกอริธึม DBSPACE โดยการบวก 1 
เพิ่มเขาไปกับคาของระยะหางที่ไดจากการคํานวณปกต ิ ซ่ึงจะมีผลทําใหคา Γ  ที่ไดมีคาเพิ่มขึ้นจาก
เดิมประมาณ 1 มีผลทําให δΓ  เปนฟงกชันเพิ่มเสมอ 
 
( ) ( ) ( )2 2 21 1 2 2( , ) 1i j i j i j id jdd x x x x x x x x= + − + − + + −v v L  
 
เนื่องจากขอมูลถูกสุมดวยคาความนาจะเปนตางกัน นั่นหมายความวาขอมูลแตละ    
อ็อบเจกตที่ถูกเลือกมีความสําคัญหรือน้ําหนักไมเทากัน จึงเปนการไมถูกตองหากใหทุกอ็อบเจกตที่
ถูกเลือกขึ้นมามีน้ําหนักเทากัน โดยคาน้ําหนักนั้นจะแสดงถึงสัดสวนที่อ็อบเจกตน้ันสามารถเปนตัว




ถูกเลือกเปนขอมูลสุม (ดวยน้ําหนัก jw ) ดวยความนาจะเปนที่จะถูกเลือก ( )jP xv  
 
1 1
1( ) ( )
( )
i in n
j j j i
j j j
P x w P x n
P x= =
⋅ = ⋅ =∑ ∑v v v  
 
สําหรับการสุมขอมูลอยางงายทุกอ็อบเจกตจะถูกสุมดวยความนาจะเปนเทากัน ( ) /jP x M N=v  





สมบัติจําเพาะของแตละคลัสเตอรยอยๆ นั้นดวย เทคนิคอยางงายที่ใชในการแบงกลุมขอมูล (data 
partitioning) โดยที่ไมทราบลักษณะการกระจายของขอมูลมากอนทําไดโดยการแบงขอมูลที่เปนตัว
เลขออกเปน G ชวง(บิน: bin) และสําหรับขอมูลที่เปนเชิงอักขระจะถูกแบงออกเปนแตละบิน เมื่อ
ขอมูลเปนขอมูลเชิงตัวเลขขนาด d มิติ ขอมูลจะถูกจัดใหอยูในกริด (grid) ขนาด d มิติโดยแตละมิติ
แบงออกเปน B บิน โดยโครงสรางกริดนี้จะประกอบดวย cell จํานวน d B×  cell ซ่ึงตองใชหนวย
ความจําขนาด ( )O d B× ไบต แตเนื่องจากบางบินอาจเปนบินท่ีวางๆ เพราะไมมีขอมูลอยูในชวง
นั้น ดังนั้นการใชเทคนิคน้ีในการแบงกลุมขอมูลอาจเปนการสิ้นเปลืองหนวยความจําที่ตองจองไว
สําหรับทุกบินได 
สําหรับ DBSPACE จะใชเทคนิคการแบงกลุมขอมูลเหมือนกันกับเทคนิค DBS ซ่ึง
เปนเทคนิคแบบประมาณโดยการใชฟงกชัน hash เทคนิคน้ีจะทําการจองหนวยความจําสําหรับแถว
ลําดับของกลุมขอมูลโดยใชช่ือวา hash_tab ซ่ึงประกอบดวย H ลําดับ (เร่ิมตนจากลําดับที่ 0 จนถึง 
H-1) สามารถพิจารณาจากรูปที่ 3.3 แสดงตัวอยางของขอมูลซ่ึงถูกแบงออกเปน cell ที่มีขนาดเทาๆ 
กันบนโครงสรางแบบกริดโดยแตละ cell แทนกลุมขอมูลหรือคลัสเตอรยอย (partial cluster) และ
การจัดขอมูลที่อยูในแตละบินลงไปในแถวลําดับที่สรางขึ้นจะใชฟงกชัน hash ( ( )jhash xv  ดังรูปท่ี 







รูปที่ 3.3 การแบงกลุมขอมูลแบบประมาณดวยฟงกชัน hash (Palmer and Faloutsos, 2000) 
 
hash( 1,..., dv v< > ) = 
    FOR i = 1 TO d DO h = h * 65599+ iv  
    RETURN h MOD H 
 




1) [ ]n i  ซ่ึงแสดงถึงจํานวนขอมูลภายในกลุมที่ i ดังที่เคยกลาวไปแลว (ใน DBS 
จะเก็บเฉพาะ in  เทานั้น) 








= ∑v v ) 
3) [ ]lsd i  คือผลรวมของระยะหางระหวางอ็อบเจกตภายในกลุมที่ i ซ่ึงเปนตัวตั้ง










lsd n d xµ −
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lsd d xµ −
=
= ∑ v v   เมื่อ Γ = Γ%  
อัลกอริธึม DBSPACE จะทําการแบงกลุมขอมูลและสุมเลือกขอมูลไปพรอมๆ กัน
แบบคูขนานภายในการอานขอมูลเพียงหน่ึงรอบ และขอมูลที่ถูกเลือกจะถูกเก็บไวในบัฟเฟอร 
(output buffer) ที่ถูกจองไวบนหนวยความจําหลัก โดยในบัฟเฟอรประกอบดวย { },i iP x< >v  ซ่ึง
แสดงถึงการที่ ixv  ถูกเลือกดวยคาความนาจะเปนเทากับ iP  และในเวลาตอมาเมื่อมีการรับขอมูลเขา
มาเรื่อยๆ ixv  จะมีคาความนาจะเปนที่จะถูกเลือกเทากับ iP′  ดังนั้นจึงตองมีการปรับปรุงคาในบัฟ
เฟอรอยูเสมอเพื่อใหชุดขอมูลสุมที่ไดเปนปจจุบัน โดยการเก็บ ,i iP x′< >v แทน ,i iP x< >v ดวย
ความนาจะเปน i iP P′ (หรือทําการลบอ็อบเจกตนั้นออกจากบัฟเฟอร) ซ่ึงแสดงถึงการเก็บ ixv  ไวใน
บัฟเฟอรดวยคาความนาจะเปนเทากับ iP′  ดวยน้ําหนักเทากับ 1 iP′  รายละเอียดของอัลกอริธึม 
DBSPACE แสดงดังรูปที่ 3.5 
ฟงกชัน reduce() เปนฟงกชันที่ใชในการลดจํานวนอ็อบเจกตในบัฟเฟอรลงเพ่ือเปด
ชองวางใหอ็อบเจกตที่มีความนาจะเปนที่จะเปนตัวเลือกที่ดีกวาเขามาแทนที่ อีกทั้งยังเปนการปรับ
ปรุงขอมูลในบัฟเฟอรใหเปนปจจุบันดวย โดยฟงกชัน reduce() จะทําการลดจํานวนอ็อบเจกตใน
บัฟเฟอรอยางนอย 1 อ็อบเจกตเสมอ และจากรูปที่ 3.5 คา Dα  คือคาของสวนหารของ α (จากสม
การที่ 3-5) โดยที่บรรทัด (*) เปนการลบคาเกาของสวนหารนั้นออกกอนท่ีจะทําการบวกคาสวน
หารใหมที่มีการปรับปรุงคาใหเปนปจจุบันแลวในบรรทัด (**) สวนฟงกชัน discordancy() เปน
ฟงกชันที่ใชในการคํานวณคา discordancy ซ่ึงรองรับการคํานวณทั้งคา weighted discordancy และ 
non-weighted discordancy 
จากอัลกอริธึมดังรูปที่ 3.5 อัลกอริธึม DBSPACE จะทําการอานขอมูลทั้งหมด N 
รอบ และในแตละรอบฟงกชัน reduce() จะถูกเรียกใชงานดวยความนาจะเปน 
{ }min [ ] ,1eDP M n i δα⎡ ⎤= ⋅ ⋅Γ⎣ ⎦ เมื่อหนวยความจําไมเพียงพอ โดยจะสแกนขอมูลจํานวน M   
อ็อบเจกตที่ถูกเก็บไวในบัฟเฟอรเพื่อคํานวณความนาจะเปนใหมอีกครั้งและลดจํานวนอ็อบเจกตใน
บัฟเฟอรอยางนอยสุด 1 อ็อบเจกต โดยความซับซอน  (time complexity)  ของอัลกอริธึม 
DBSPACE มีคาเทากับ ( )O NM  ซ่ึงในความเปนจริงฟงกชัน reduce() จะถูกเรียกใชงานจํานวน
คร้ังนอยมากเมื่อเทียบกับจํานวนขอมูลทั้งหมด (N) และเมื่อ M มีคานอยกวา N มากๆ ( M N  ) 






Dα  = 0 
FOR each input point x DO 
i = hash( xv ) 
IF n[i] <> 0 THEN ( )1[ ] ( [ ], [ ])eD D n i discordancy lsd i n i δα α − −= − ⋅   (*) 
n[i] = n[i] + 1 
IF n[i] = 1 THEN xµ =v v  
IF Γ = Γ   THEN ( )[ ] [ ] [ ] 1 ( , )lsd i lsd i n i d xµ= + − ⋅ v v  
   ELSE [ ] [ ] ( , )lsd i lsd i d xµ= + v v  
 lsx lsx x= +v v v  
 / [ ]lsx n iµ =v v  
 ( [ ], [ ])discordancy lsd i n iΓ =  
 ( )1[ ] eD D n i δα α − −= + ⋅Γ                       (**) 
WITH prob. { }min [ ] ,1eDP M n i δα⎡ ⎤= ⋅ ⋅Γ⎣ ⎦   DO 
IF the output buffer is full THEN reduce() 
// start drawing when group contains more than 1 object 
  IF n[i] > 1 THEN add ,P x< >v  to the output buffer 
reduce() 
FOR each output buffer entry ,i iP x< >v  DO output 1 ,i iP x< >v  
 
reduce() IS 
FOR each output buffer entry ,i iP x< >v  DO 
Let { }min [ ] ,1ei DP M n i δα′ ⎡ ⎤= ⋅ ⋅Γ⎣ ⎦  
WITH prob. i iP P′  replace this entry with ,i iP x′< >v  
OTHERWISE remove this entry 
 
discordancy(lsd, n) IS 
 IF n<= 1 THEN n=2 
IF Γ = Γ  THEN 
 disc = lsd/((n*(n-1))/2) 
 ELSE 
  disc = lsd/(n-1)  
 RETURN disc 
 
รูปที่ 3.5 อัลกอริธึม DBSPACE 
 
อยางไรก็ตาม เนื่องจากการคํานวณคา Γ  เปนการหาคาโดยประมาณจากตัวแทนใน
ขณะนั้น (แทนขอมูลทุกตัวที่ผานมา) ซ่ึงตําแหนงของตัวแทนจะปรับเปลี่ยนไปตามขอมูลที่รับเขา




กัน และอาจมีผลตอการเลือกหรือไมเลือกขอมูลใดๆ เขามาในชุดขอมูลสุมดวย  แตเนื่องจากอัลกอริ
ธึม DBSPACE มีกลไกสําหรับการปรับปรุงบัฟเฟอรของชุดขอมูลสุมอยูตลอดเวลา โดยการคัดเอา
ขอมูลที่เคยถูกเลือกซึ่งในเวลาตอมามีความนาจะเปนที่จะถูกเลือกต่ําออกไปจากชุดขอมูลผล- ลัพธ 
เพื่อเปดชองวางสําหรับขอมูลที่ดีกวา ซ่ึงคลายกับกลไกในการเรียนรูและปรับตัวของมนุษยซ่ึงจะใช
ฐานความรูขณะปจจุบันประกอบการตัดสินใจดีที่สุด ณ ขณะนั้น โดยฐานความรูจะมีการปรับตัวให
เกิดความสมดุลตามขอมูลที่ไดรับ เชนเดียวกับ DBSPACE ซ่ึงใชฐานความรูขณะปจจุบันประกอบ




กระจายของขอมูลเปนแบบ Gaussian distribution โดยท่ีแตละคลัสเตอรมีความแตกตางกันทั้งขนาด
และความหนาแนน อัลกอริธึมที่ใชสําหรับการสรางชุดขอมูลสังเคราะหคือ Gaussian Cluster 




ตารางที่ 3.3 แสดงพารามิเตอรสําหรับอัลกอริธึมสังเคราะหขอมูล 
พารามิเตอร คา รายละเอียด 
dim number จํานวนมิติหรือแอททริบิวตของขอมูล 
k number จํานวนคลัสเตอรที่ตองการสราง 
MINMU number คาเฉลี่ยต่ําสุดของแตละแอททริบิวต 
MAXMU number คาเฉลี่ยสูงสุดของแตละแอททริบิวต 
MINSIGMA 0 ความแปรปรวน(σ) ต่ําสุดของแตละแอททริบิวต 
MAXSIGMA 2 dim⋅  ความแปรปรวน(σ) สูงสุดของแตละแอททริบิวต 
MINSIZE number ขนาดหรือจํานวนอ็อบเจกตต่ําสุดสําหรับคลัสเตอร 
MAXSIZE number ขนาดหรือจํานวนอ็อบเจกตสูงสุดสําหรับคลัสเตอร 
 
ตัวอยางชุดขอมูลสังเคราะหที่ใชในการวิจัยนี้ไดแกชุดขอมูล DS1 และ DS2 ซ่ึงเปนขอมูล























ที่ผูวิจัยไดเสนอขึ้นนั้นมาทดสอบเปรียบเทียบประสิทธิภาพกับอัลกอริธึมอื่นๆ ตอไป  โดยจะทําการ
ทดสอบดวยชุดขอมูลสังเคราะหจํานวนหนึ่ง ซ่ึงมีการกระจายของขอมูลแบบไมปกติ โดยเกณฑใน
การพิจารณาความเหมาะสมของแตละเทคนิคประกอบดวย เวลาที่ใชในการสุมขอมูล (time to 
sample) จํานวนหนวยความจําที่ใช (memory usage) เวลาที่ใชในกระบวนการจัดกลุมขอมูลจากชุด








รางที่ไมซับซอน โดยอัลกอริธึมที่ใชพัฒนาขึ้นบนระบบ WEKA และจะแสดงผลการคนหาคลัส
เตอรเปนเซนทรอยดหรือตัวแทนของแตละคลัสเตอร และรายละเอียดอื่นๆ ที่เกี่ยวของ  โดยระบบ 
WEKA จะรับขอมูลที่อยูในรูปแบบ ARFF (Attribute-Relation File Format)  ซ่ึงประกอบดวยขอ
มูลสองสวนคือสวนอธิบายขอมูลและสวนที่เปนขอมูล ดังตัวอยางในรูปที่ 3.8 (สําหรับการวิจัยนี้จะ
ใช WEKA 3-4-7 ในการทดลอง) 
 
@relation DS1 
@attribute ATTR1 numeric 
@attribute ATTR2 numeric 
@attribute CLSID {0,1,2,3,4,5,6,7,8,9} 
@data 
0.205456, 0.286055, 6 
0.209253, 0.313145, 5 
0.274268, 0.567863, 9 
 









เลือกเปนขอมูลรบกวน (np: [0, dim]) 
 




เซ็ตของจุดเซนทรอยดของคลัสเตอรตนแบบ และจัดเก็บไวในไฟลที่มีนามสกุล *.nc 
 
usage: inFile.dat dim k Ncfile.nc 
 
Weka2NC เปนอัลกอริธึมที่ผูวิจัยพัฒนาขึ้นเพื่อใชดึงขอมูลผลการคนหาคลัสเตอร







ตนแบบ ให { }1 2, ,..., kc c c  เปนเซ็ตของจุดเซนทรอยดของคลัสเตอรตนแบบ และ { }1 2ˆ ˆ ˆ, ,..., kc c c ′  
เปนเซ็ตของจุดเซนทรอยดของคลัสเตอรที่ไดจาก k-means จะถือวา ic  ถูกพบก็ตอเมื่อมีบาง ˆ jc  ที่
ทําให ˆ( , )i jd c c ξ< โดยอัลกอริธึม NCmetric จะทําการเปรียบเทียบจุดเซน-ทรอยดจากไฟลที่มี
นามสกุล *.nc และจะใหผลลัพธเปนคา NC (number of cluster found) ซ่ึงหมายถึงจํานวนของคลัส
เตอรตนแบบที่พบ (Palmer and Faloutsos, 2000) 
  










ภาพของอัลกอริธึม RVS, DBS, และ DBRVS เพื่อวิเคราะหหาลักษณะเดนของแตละอัลกอริธึม เพื่อ
ใชประกอบการออกแบบอัลกอริธึมใหม และการทดสอบประสิทธิภาพของอัลกอริธึมสุมขอมูล
แบบใหมท่ีพัฒนาขึ้น (DBSPACE) และการเปรียบเทียบผลลัพธกับอัลกอริธึมอื่นๆ และในการ
ทดลองแตละสวนจะทําการศึกษาคุณสมบัติความทนทานตอขอมูลรบกวนของอัลกอริธึมนั้นๆ ดวย 
การทดสอบประสิทธิภาพของอัลกอริธึม RVS, DBS, และ DBRVS มีขั้นตอนดังตอ
ไปนี ้
1) แปลงขอมูลตนฉบับที่ไดจากอัลกอริธึมสรางขอมูลสังเคราะห (untitled.dat) ให
อยูในรูปแบบ ARFF (DS*_ori.arff) สําหรับใชในระบบ WEKA ซ่ึงทําไดโดยการเพิ่มสวนที่ใชใน
การอธิบายขอมูลลงไปในสวนบนสุดของขอมูล จากนั้นจึงบันทึกไฟลเปน DS*_ori.arff 
 
@relation DS1 
@attribute ATTR1 numeric 
@attribute ATTR2 numeric 
@attribute CLSID {0,1,2,3,4,5,6,7,8,9} 
@data  
? ARFF Header 
0.205456, 0.286055, 6 
0.209253, 0.313145, 5 
0.274268, 0.567863, 9 
0.19724, 0.414573, 1 
 
รูปที่ 3.9 แสดงการแปลงขอมูลใหอยูในรูปแบบ ARFF 
 
2) แปลงขอมูลใหมีคาที่เหมาะสมสําหรับอัลกอริธึมสุมขอมูล โดยใชโปรแกรม 
WEKA เปดขอมูลที่ไดจากขอ 1 แลวเลือก filter “Normalize”  โดยคลิ๊กที่ปุม Choose แลวเลือก 
weka\filters\unsupervised\attribute\Normalize และกดปุม Apply เพื่อทําการปรับคาของขอมูลให
อยูในชวง [0.0,1.0] (ดูรูปที่ 3.10) 
(1) กดปุม Save เพื่อบันทึกปรับปรุงขอมูลลงในไฟลเดิม (DS*_ori.arff) 
(2) ตัดแอททริบิวตที่ระบุหมายเลขคลัสเตอรทิ้งไป (CLSID) แลวกดปุม Save 















3) แปลงขอมูลกลับไปเปนรูปแบบ DAT เหมือนเดิม เนื่องจากอัลกอริธึมสุมขอมูล
ที่ใชยังไมรองรับขอมูลในรูปแบบ ARFF โดยการ 
(1) ตัด arff header ในชุดขอมูล DS*_ori.arff ทิ้งไปและแทนที่ comma(,) ที่ใช
ขั้นระหวางแอททริบิวตดวยแท็ป(\t) จากนั้นบันทึกขอมูลเปน DS*_ori.dat 
(2) ตัด arff header ในชุดขอมูล DS*.arff ทิ้งไปและแทนที่ comma(,) ดวย
แท็ป(\t) จากนั้นบันทึกขอมูลเปน DS*.dat 




ตารางที่ 3.4 แสดงการสรางชุดขอมูลสุมดวยอัลกอริธึมและอัตราการสุมขนาดตางๆ 






[1, 2, 3, …, 10] 
(5 iterations) 
DS*_[sampler][%s][i].arff 
รวม: 2 3 10 x 5 300 ชุดขอมูล 
 
5) ทําการคนหาคลัสเตอรจากชุดขอมูลตั้งตนและชุดขอมูลสุมที่สรางขึ้นทั้งหมด
จากขอ 4 โดยใชอัลกอริธึม SimpleKMeans ที่มีอยูในโปรแกรม WEKA และกําหนดคา k (จํานวนค
ลัสเตอรที่ตองการคนหา) เทากับจํานวนคลัสเตอรที่มีอยูจริงของชุดขอมูลตั้งตน และตองไมนําแอ
ททริบิวตที่ระบุหมายเลขคลัสเตอรมาเกี่ยวของในการคนหาคลัสเตอรดวย (ดังรูปที่ 3.12) จากนั้นจึง
กดปุม Start เพื่อเร่ิมการคนหาคลัสเตอรและรอจนกระบวนการเสร็จสิ้น (ดูรูปที่ 3.13) แลวบันทึก
ผลลัพธ (สําหรับชุดขอมูล DS*_[sampler][%s][i].arff  ใหบันทึกผลเปนไฟลช่ือวา 
DS*_[sampler][%s][i].txt) และบันทึกเวลาที่ใชในการคนหาคลัสเตอรโดยดูจาก log ของโปรแกรม 
















รูปที่ 3.14 log ของโปรแกรม WEKA 
 






(1) ใช CLSCTR เพื่อทําการดึงขอมูลจุดเซนทรอยดของคลัสเตอรตนแบบจาก
ไฟล DS*_ori.dat แลวบันทึกผลที่ไดลงบนไฟลช่ือ DS*_ori.nc 
(2) ใช Weka2NC เพื่อทําการดึงขอมูลจุดเซนทรอยดของคลัสเตอรที่พบจาก 
WEKA (DS*_[sampler][%s][i].txt) แลวบันทึกผลที่ไดลงบนไฟลช่ือ 
DS*_[sampler][%s][i].nc 
 
0.6844  0.3003 
0.6164  0.1391 
0.2076  0.2536 
0.2876  0.2846 
0.3071  0.1836 
 







โดยใช NCmetric ซ่ึงจะทําการเปรียบเทียบเซนทรอยดจากไฟลจุดเซนทรอยดของคลัสเตอรตนแบบ 
(DS*_ori.nc)  กับไฟลจุดเซนทรอยดของคลัสเตอรที่พบ DS*_[sampler][%s][i].nc และกําหนดคา ξ 
เทากับ 0.01 แลวบันทึกจํานวนจุดเซนทรอยดของคลัสเตอรตนแบบที่สามารถพบไดจากไฟลขอมูล
จุดเซนทรอยดของคลัสเตอรที่ไดจาก WEKA (NC) 
การทดสอบคุณสมบัติความทนทานตอขอมูลรบกวนของอัลกอริธึม RVS, DBS, 
และ DBRVS 
1) สรางขอมูลรบกวนลงบนชุดขอมูลตั้งตนดวย NOISEGEN ในอัตรา 1%, 2%, 
3%, …, 10%, 15%, 20%, 25%, และ 30% ตามลําดับ (สําหรับชุดขอมูลสุม DS*_ori.dat ใหบันทึก
ไฟลในชื่อ DS*_n[%2n].dat) ซ่ึงสามารถสรุปไดดังตารางที่ 3.5 
 
ตารางที่ 3.5 แสดงการสรางขอมูลรบกวนลงบนชุดขอมูลตั้งตนดวยขนาดตางๆ 
ชุดขอมูลทดสอบ ขอมูลรบกวน (%) ชุดขอมูลรบกวนผลลัพธ 
DS*_ori.dat 
 
[1,2,3,…,10,15,20,25,30] DS*_n[%2n].dat  
รวม: 1 14 14 ชุดขอมูล 
 
2) ทําการสุมขอมูลดวยอัลกอริธึม RVS, DBS, และ DBRVS ในอัตราการสุมเทา
กันที่สามารถใหผลลัพธของการคนหาคลัสเตอรไดดีที่สุด พรอมทั้งบันทึกเวลาและหนวย ความจํา
ที่ใชในกระบวนการสุมขอมูล ซ่ึงสามารถสรุปไดดังตารางที่ 3.6 
 
ตารางที่ 3.6 แสดงการสรางชุดขอมูลสุมจากชุดขอมูลรบกวนดวยขนาดตางๆ 
ชุดขอมูลทดสอบ อัลกอริธึม อัตราสุม (%) ชุดขอมูลสุมผลลัพธ 














3) ทําการคนหาคลัสเตอรจากชุดขอมูลที่สรางขึ้นทั้งหมดจากขอ 2 โดยใชอัลกอริ
ธึม SimpleKMeans ที่มีอยูในโปรแกรม WEKA และกําหนดคา k (จํานวนคลัสเตอรที่ตองการคน
หา) เทากับจํานวนคลัสเตอรที่มีอยูจริงของชุดขอมูลตั้งตน จากนั้นบันทึกผลลัพธลงในไฟล *.txt 
และบันทึกเวลาที่ใชในการคนหาคลัสเตอรโดยดูจาก log ของโปรแกรม WEKA 
4) ทําการดึงเฉพาะขอมูลจุดเซนทรอยดซ่ึงเปนตัวแทนของแตละคลัสเตอรมาสราง
เปนไฟลจุดเซนทรอยดเพื่อเปนการเตรียมพรอมสําหรับการเปรียบเทียบคลัสเตอรที่พบกับ คลัส-
เตอรตนแบบ โดยใช Weka2NC เพื่อทําการดึงขอมูลจุดเซนทรอยดของคลัสเตอรที่พบจาก WEKA 
(DS*_n[%2n][sampler][%s][i].txt) แลวบันทึกผลเปน DS*_n[%2n] [sampler][%s][i].nc 
5) เปรียบเทียบเซนทรอยดของคลัสเตอรที่พบกับเซนทรอยดของคลัสเตอรตนแบบ
โดยใช NCmetric ซ่ึงจะทําการเปรียบเทียบเซนทรอยดจากไฟลจุดเซนทรอยดของคลัสเตอรตนแบบ 
(DS*_ori.nc)  กับไฟลจุดเซนทรอยดของคลัสเตอรที่พบจาก WEKA (DS*_n[%2n][sampler][%s] 
[i].nc) และกําหนดคา ξ เทากับ 0.01 แลวบันทึกจํานวนจุดเซนทรอยดของคลัสเตอรตนแบบที่
สามารถพบไดจากไฟลขอมูลจุดเซนทรอยดของคลัสเตอรที่ไดจาก WEKA (NC) 
การทดสอบประสิทธิภาพของอัลกอริธึม DBSPACE 
สําหรับเนื้อหาในสวนนี้จะเปนการนําเสนอวิธีการทดสอบประสิทธิภาพของอัลกอริ




ลกอริธึม (δ: delta) จาก 0, 1, 2, …, 8 โดยใชอัตราการสุมคงที่ และทําการศึกษาคุณสมบัติของทั้ง 
weighted discordancy ( Γ : สมการที่ 3-2) และ non-weighted discordancy ( Γ% : สมการที่ 3-3) ไป
พรอมๆ กัน การทดลองมีขั้นตอนดังตอไปนี ้
1) ทําการสรางชุดขอมูลสุมในรูปแบบ ARFF ดวยอัลกอริธึมสุมขอมูล DBSPACE 
ดวยอัตราการสุมคงที่ โดยทดลองปรับคาพารามิเตอรของอัลกอริธึม (δ: delta) จาก 0, 1, 2, …, 8 
พรอมทั้งบันทึกเวลาและหนวยความจําที่ใชในกระบวนการสุมขอมูล ซ่ึงสามารถสรุปไดดังตารางที่ 
3.7 
2) ทําการสรางชุดขอมูลสุมในรูปแบบ ARFF ดวยอัลกอริธึมสุมขอมูล DBSPACE 
ดวยอัตราการสุมคงที่บนชุดขอมูลที่มีขอมูลรบกวนจํานวนหนึ่ง โดยทดลองปรับคาพารามิเตอรของ
อัลกอริธึม (δ: delta) จาก 0, 1, 2, …, 8 พรอมทั้งบันทึกเวลาและหนวยความจําที่ใชในกระบวนการ




ตารางที่ 3.7 แสดงการสรางชุดขอมูลสุมเพื่อทดสอบอัลกอริธึม DBSPACE 
ชุดขอมูลทดสอบ อัลกอริธึม อัตราสุม (%) ชุดขอมูลสุมผลลัพธ 
DS2.dat DBSPACE ( Γ ) 




รวม: 1 2 8 x 5 80 ชุดขอมูล 
 
ตารางที่ 3.8 แสดงการสรางชุดขอมูลสุมจากชุดขอมูลรบกวนเพื่อทดสอบอัลกอริธึม DBSPACE  
ชุดขอมูลทดสอบ อัลกอริธึม อัตราสุม (%) ชุดขอมูลสุมผลลัพธ 
DS2_n[%2n].dat DBSPACE ( Γ ) 




รวม: 1 2 8 x 5 80 ชุดขอมูล 
 
3) ทําการคนหาคลัสเตอรจากชุดขอมูลที่สรางขึ้นทั้งหมดจากขอ 1 และ 2 โดยใชอั
ลกอริธึม SimpleKMeans ที่มีอยูในโปรแกรม WEKA และกําหนดคา k (จํานวนคลัสเตอรที่ตองการ
คนหา) เทากับจํานวนคลัสเตอรที่มีอยูจริงของชุดขอมูลตั้งตน จากนั้นบันทึกผลลัพธลงในไฟล *.txt 
และบันทึกเวลาที่ใชในการคนหาคลัสเตอรโดยดูจาก log ของโปรแกรม WEKA 
4) ทําการดึงเฉพาะขอมูลจุดเซนทรอยดซ่ึงเปนตัวแทนของแตละคลัสเตอรมาสราง
เปนไฟลจุดเซนทรอยดเพื่อเปนการเตรียมพรอมสําหรับการเปรียบเทียบคลัสเตอรที่พบกับ คลัส-
เตอรตนแบบ โดยใช Weka2NC เพื่อทําการดึงขอมูลจุดเซนทรอยดของคลัสเตอรที่พบจาก WEKA 
(DS***.txt) แลวบันทึกผลที่ไดลงบนไฟลช่ือ DS***.nc 
5) เปรียบเทียบเซนทรอยดของคลัสเตอรที่พบกับเซนทรอยดของคลัสเตอรตนแบบ
โดยใช NCmetric ซ่ึงจะทําการเปรียบเทียบเซนทรอยดจากไฟลจุดเซนทรอยดของคลัสเตอรตนแบบ 
(DS*_ori.nc)  กับไฟลจุดเซนทรอยดของคลัสเตอรที่พบ DS***.nc และกําหนดคา ξ เทากับ 0.01 
แลวบันทึกจํานวนจุดเซนทรอยดของคลัสเตอรตนแบบที่สามารถพบไดจากไฟลขอมูลจุดเซน-
ทรอยดของคลัสเตอรที่พบโดย WEKA (NC) 
การเปรียบเทียบประสิทธิภาพของอัลกอริธึม DBSPACE กับอัลกอริธึมอ่ืนๆ 
เพื่อความกระชับของการทดลองจึงเลือกที่จะทดสอบอัลกอริธึม DBSPACE กับ
เฉพาะอัลกอริธึมที่ใหผลลัพธดีที่สุดเพียงอัลกอริธึมเดียว โดยในการทดลองจะกําหนดคาพารามิ-
เตอร delta ของอัลกอริธึม DBSPACE เปนคาคงที่คาหนึ่ง และสรางชุดขอมูลสุมของ DBSPACE 








ตารางที่ 3.9 แสดงการสรางชุดขอมูลสุมสําหรับการเปรียบเทียบอัลกอริธึม DBSPACE 
ชุดขอมูลทดสอบ อัลกอริธึม อัตราสุม (%) ชุดขอมูลสุมผลลัพธ 
DS2.dat BEST 
DBSPACE ( Γ ) 






รวม: 1 3 10 x 5 150 ชุดขอมูล 
 
2) ทําการคนหาคลัสเตอรจากชุดขอมูลที่สรางขึ้นทั้งหมดจากขอ 1 โดยใชอัลกอริ
ธึม SimpleKMeans ที่มีอยูในโปรแกรม WEKA และกําหนดคา k (จํานวนคลัสเตอรที่ตองการคน
หา) เทากับจํานวนคลัสเตอรที่มีอยูจริงของชุดขอมูลตั้งตน จากนั้นบันทึกผลลัพธลงในไฟล *.txt 
และบันทึกเวลาที่ใชในการคนหาคลัสเตอรโดยดูจาก log ของโปรแกรม WEKA 
3) ทําการดึงเฉพาะขอมูลจุดเซนทรอยดซ่ึงเปนตัวแทนของแตละคลัสเตอรมาสราง
เปนไฟลจุดเซนทรอยดเพื่อเปนการเตรียมพรอมสําหรับการเปรียบเทียบคลัสเตอรที่พบกับ คลัส-
เตอรตนแบบ โดยใช Weka2NC เพื่อทําการดึงขอมูลจุดเซนทรอยดของคลัสเตอรที่พบจาก WEKA 
(DS***.txt) แลวบันทึกผลที่ไดลงบนไฟลช่ือ DS***.nc 
4) เปรียบเทียบเซนทรอยดของคลัสเตอรที่พบกับเซนทรอยดของคลัสเตอรตนแบบ
โดยใช NCmetric ซ่ึงจะทําการเปรียบเทียบเซนทรอยดจากไฟลจุดเซนทรอยดของคลัสเตอรตนแบบ 
(DS*_ori.nc)  กับไฟลจุดเซนทรอยดของคลัสเตอรที่พบ DS***.nc และกําหนดคา ξ เทากับ 0.01 
แลวบันทึกจํานวนจุดเซนทรอยดของคลัสเตอรตนแบบที่สามารถพบไดจากไฟลขอมูลจุดเซน-
ทรอยดของคลัสเตอรที่พบโดย WEKA (NC) 
การเปรียบเทียบคุณสมบัติความทนทานตอขอมูลรบกวนของอัลกอริธึม DBSPACE 
1) ทําการสุมขอมูลจากชุดขอมูลรบกวนที่ไดจากตารางที่ 3.5 ดวยอัลกอริธึมที่
ตองการทดสอบในอัตราการสุมเทากันที่สามารถใหผลลัพธของการคนหาคลัสเตอรไดดี พรอมทั้ง







ตารางที่ 3.10  แสดงการสรางชุดขอมูลสุมจากชุดขอมูลรบกวนเพื่อเปรียบเทียบอัลกอริธึม 
DBSPACE 
ชุดขอมูลทดสอบ อัลกอริธึม อัตราสุม (%) ชุดขอมูลสุมผลลัพธ 
DS*_n[%2n].dat BEST 
DBSPACE ( Γ ) 






รวม: 14 3 1 x 5 210 ชุดขอมูล 
 
2) ทําการคนหาคลัสเตอรจากชุดขอมูลที่สรางขึ้นทั้งหมดจากขอ 1 โดยใชอัลกอริ
ธึม SimpleKMeans ที่มีอยูในโปรแกรม WEKA และกําหนดคา k (จํานวนคลัสเตอรที่ตองการคนหา) 
เทากับจํานวนคลัสเตอรที่มีอยูจริงของชุดขอมูลตั้งตน จากนั้นบันทึกผลลัพธลงในไฟล *.txt และ
บันทึกเวลาที่ใชในการคนหาคลัสเตอรโดยดูจาก log ของโปรแกรม WEKA 
3) ทําการดึงเฉพาะขอมูลจุดเซนทรอยดซ่ึงเปนตัวแทนของแตละคลัสเตอรมาสราง
เปนไฟลจุดเซนทรอยดเพื่อเปนการเตรียมพรอมสําหรับการเปรียบเทียบคลัสเตอรที่พบกับ คลัส-
เตอรตนแบบ โดยใช Weka2NC เพื่อทําการดึงขอมูลจุดเซนทรอยดของคลัสเตอรที่พบจาก WEKA 
(DS***.txt) แลวบันทึกผลที่ไดลงบนไฟลช่ือ DS***.nc 
4) เปรียบเทียบเซนทรอยดของคลัสเตอรที่พบกับเซนทรอยดของคลัสเตอรตนแบบ
โดยใช NCmetric ซ่ึงจะทําการเปรียบเทียบเซนทรอยดจากไฟลจุดเซนทรอยดของคลัสเตอรตนแบบ 
(DS*_ori.nc) กับไฟลจุดเซนทรอยดของคลัสเตอรที่พบโดย WEKA (DS***.nc) และกําหนดคา ξ 
เทากับ 0.01 แลวบันทึกจํานวนจุดเซนทรอยดของคลัสเตอรตนแบบที่สามารถพบไดจากไฟลขอมูล





























Cluster the data using 
SimpleKMeans
Find the original 
cluster’s centriods  





Compare the centriod from WEKA 
with original cluster’s centroids, and 
report number of matched clusters
 










(time to sample) จํานวนหนวยความจําท่ีใช (memory usage) เวลาที่ใชในกระบวนการจัดกลุมขอ
มูลจากชุดขอมูลสุม (time to cluster) ตลอดจนความแมนตรงของคลัสเตอรที่พบ (number of cluster 
found: NC) และความทนทานตอขอมูลรบกวนของแตละอัลกอริธึม ซ่ึงจะทําการทดสอบกับชุดขอ
มูลที่ถูกสรางขอมูลรบกวนเขาไปในปริมาณตางๆ ในการทดลองนี้จะใชอัลกอริธึม SimpleKMeans 
ที่มีอยูในโปรแกรม WEKA และทําการทดลองบนเครื่องคอมพิวเตอร Pentium4 1.7GHz หนวย
ความจําหลัก 640MB บนระบบปฏิบัติการ Windows XP SP2 
สําหรับเนื้อหาของบทนี้จะเปนการนําเสนอผลการทดลองจากการทดสอบประสิทธิภาพ
การสุมขอมูลของแตละอัลกอริธึม โดยจะนําเสนอตามลําดับดังตอไปนี้ 
4.1 ผลการเปรียบเทียบประสิทธิภาพของอัลกอริธึม RVS, DBS, และ DBRVS 
4.2 ผลการเปรียบเทียบความทนทานตอขอมูลรบกวนของอัลกอริธึม RVS, DBS, และ 
DBRVS 
4.3 ผลการทดสอบประสิทธิภาพของอัลกอริธึม DBSPACE 
4.4 ผลการเปรียบเทียบประสิทธิภาพของอัลกอริธึม DBSPACE กับอัลกอริธึม DBS 
4.5 ผลการเปรียบเทียบความทนทานตอขอมูลรบกวนของอัลกอริธึม DBSPACE กับอัลก
อริธึม DBS 
 
4.1 ผลการเปรียบเทียบประสิทธิภาพของอัลกอริธึม RVS, DBS, และ DBRVS 
ตารางที่ 4.1 ถึง 4.3 ตอไปนี้แสดงผลการทดสอบประสิทธิภาพบนขอมูล 2 มิติจํานวน 
















1 0.440 17448 0.0 4.0 
2 0.440 34896 0.0 4.0 
3 0.440 52344 1.0 3.0 
4 0.430 69792 2.0 3.0 
5 0.430 87240 3.0 0.0 
6 0.480 104688 2.0 0.0 
7 0.500 122136 4.0 0.0 
8 0.480 139584 4.0 0.0 
9 0.490 157032 4.0 0.0 
10 0.500 174480 5.0 0.0 
ขอมูลทั้งหมด - - 17.0 7.0 
 











1 0.540 92344 1.0 6.0 
2 0.570 144688 0.0 7.0 
3 0.620 197032 1.0 6.0 
4 0.640 249376 0.0 7.0 
5 0.650 301720 1.0 7.0 
6 0.660 354064 1.0 6.0 
7 0.680 406408 1.0 6.0 
8 0.690 458752 1.0 7.0 
9 0.690 511096 1.0 7.0 
10 0.721 563440 3.0 7.0 






















1 0.460 80216 0.0 0.0 
2 0.450 80400 0.0 1.0 
3 0.500 80400 0.0 1.0 
4 0.510 80480 0.0 2.0 
5 0.530 80520 0.0 1.0 
6 0.530 80640 1.0 1.0 
7 0.570 80720 2.0 3.0 
8 0.540 80800 0.0 3.0 
9 0.540 80880 1.0 3.0 
10 0.510 81000 0.0 4.0 
ขอมูลทั้งหมด - - 17.0 7.0 
 
ตารางที่ 4.4 ถึง 4.6 ตอไปนี้แสดงผลการทดสอบประสิทธิภาพบนขอมูล 2 มิติจํานวน 
58822 เรคคอรดซึ่งมีขนาด 20 คลัสเตอร ของอัลกอริธึม RVS, DBS, และ DBRVS ตามลําดับ โดย
ในตารางจะแสดงผลการทดลองบนชุดขอมูลสุมขนาดตางๆ กัน 
 











1 0.350 40160 0.0 2.0 
2 0.360 40192 1.0 2.0 
3 0.430 40320 1.0 3.0 
4 0.360 40360 1.0 4.0 
5 0.350 40400 0.0 6.0 
6 0.390 40480 1.0 4.0 
7 0.390 40560 2.0 4.0 
8 0.390 40640 1.0 3.0 
9 0.390 40720 1.0 5.0 
10 0.390 40800 3.0 3.0 
















1 0.440 82336 0.0 8.0 
2 0.460 124672 0.0 11.0 
3 0.500 167080 1.0 12.0 
4 0.520 209416 1.0 13.0 
5 0.530 251752 1.0 12.0 
6 0.540 294088 0.0 11.0 
7 0.550 336496 2.0 13.0 
8 0.560 378832 1.0 12.0 
9 0.560 421168 3.0 11.0 
10 0.580 463504 2.0 14.0 
ขอมูลทั้งหมด - - 36.0 11.0 
 











1 0.370 588 0.0 5.0 
2 0.360 1176 2.0 6.0 
3 0.430 1765 1.0 5.0 
4 0.410 2353 2.0 3.0 
5 0.460 2941 4.0 1.0 
6 0.440 3529 5.0 1.0 
7 0.490 4118 8.0 1.0 
8 0.410 4706 15.0 2.0 
9 0.460 5294 9.0 2.0 
10 0.410 5882 6.0 2.0 










จากขอมูลในตารางที่ 4.1 ถึง 4.6 เมื่อนําผลการทดลองที่ไดมาวิเคราะหโดยการสรางเปน
กราฟแสดงความสัมพันธระหวางอัตราการสุมกับเวลาที่ใชในการสุมเปรียบเทียบกันระหวางแตละ













จากขอมูลในตารางที่ 4.1 ถึง 4.6 เมื่อนําผลการทดลองที่ไดมาวิเคราะหโดยการสรางเปน
กราฟแสดงความสัมพันธระหวางอัตราการสุมกับหนวยความจําที่ใชในการสุมขอมูลเปรียบเทียบ
กันระหวางแตละอัลกอริธึม สําหรับการสุมขอมูลบนชุดขอมูล DS1 และ DS2 จะไดผลดังรูปที่ 4.3 












จากขอมูลในตารางที่ 4.1 ถึง 4.6 เมื่อนําผลการทดลองที่ไดมาวิเคราะหโดยการสรางเปน
กราฟแสดงความสัมพันธระหวางอัตราการสุมกับเวลาที่ใชในการคนหาคลัสเตอรดวย k-means 
เปรียบเทียบกันระหวางแตละอัลกอริธึม สําหรับการสุมขอมูลบนชุดขอมูล DS1 และ DS2 จะไดผล












จากขอมูลในตารางที่ 4.1 ถึง 4.6 เมื่อนําผลการทดลองที่ไดมาวิเคราะหโดยการสรางเปน
กราฟแสดงความสัมพันธระหวางอัตราการสุมกับจํานวนคลัสเตอรแทที่สามารถพบไดจากการคน- 
หาดวยอัลกอริธึม k-means เปรียบเทียบกันระหวางแตละอัลกอริธึม สําหรับการสุมขอมูลบนชุดขอ












จากกราฟดังปรากฏในรูปที่ 4.1 และ 4.2 แสดงใหเห็นวาเมื่อเพิ่มอัตราการสุมขอมูลมากขึ้น 
ทุกอัลกอริธึมจะใชเวลาในการสุมเพิ่มมากขึ้น โดยที่อัลกอริธึม RVS จะใชเวลาในการสุมขอมูล
นอยที่สุดเนื่องจากอัลกอริธึมไมตองทําการคํานวณคาความหนาแนนเพ่ือใชในการสุมขอมูล ใน 
ขณะที่อัลกอริธึม DBS จะใชเวลาในการสุมขอมูลมากกวาทุกอัลกอริธึม และจากกราฟดังปรากฏใน
รูปที่ 4.3 และ 4.4 ยังแสดงใหเห็นวาเมื่อเพิ่มอัตราการสุมขอมูลมากขึ้น อัลกอรธึิม RVS และ DBS 
จะใชหนวยความจํามากขึ้นเพราะจําเปนจะตองจองหนวยความจําไวตามขนาดของชุดขอมูลสุมที่
ตองการ ในขณะที่อัลกอริธึม DBRVS จะใชหนวยความจําเพิ่มขึ้นเพียงเล็กนอยเพื่อใชเก็บขอมูล
สรุปของกลุมขอมูลที่ถูกสุมขึ้นมาเทานั้น ซ่ึงจากรูปที่ 4.3 จะเห็นไดวาเมื่อเพิ่มอัตราการสุมขอมูลใน
อัตราสูงกวา 4.5% อัลกอริธึม RVS ตองการหนวยความจํามากกวาอัลกอริธึม DBRVS ในขณะที่อั
ลกอริธึม DBS ใชหนวยความจํามากกวาทุกอัลกอริธึม 
เมื่อนําชุดขอมูลสุมของแตละอัลกอริธึมมาผานเขาสูกระบวนการจัดกลุมขอมูลอัตโนมัติ
เพื่อคนหาคลัสเตอรแทที่ยังคงสามารถพบไดบนชุดขอมูลสุมเหลานั้น ผลที่ไดดังรูปที่ 4.7 และ 4.8 
แสดงใหเห็นวา DBS สามารถใหผลลัพธของชุดขอมูลสุมที่ยังคงขอมูลที่สามารถแสดงถึง คลัส-
เตอรที่ถูกตองไดมากที่สุด โดยที่การสุมขอมูลดวยอัลกอริธึม DBS ขนาด 2% สามารถใหผลลัพธ
ของจํานวน NC ไดเทียบเทากับการใชขอมูลตั้งตนทั้งหมด สวนชุดขอมูลสุมของอัลกอริธึม 
DBRVS จะสามารถพบ NC ไดสูงขึ้นเม่ือเพื่มอัตราการสุมใหมากข้ึน โดยในอัตราการสุมที่นอยๆ 
ชุดขอมูลสุมของอัลกอริธึม RVS จะสามารถพบ NC ไดสูงกวาชุดขอมูลสุมของอัลกอริธึม DBRVS 
แตเมื่อเพิ่มอัตราการสุมจนถึงระดับหนึ่ง จํานวน NC ที่ไดจากชุดขอมูลสุมของอัลกอริธึม RVS เร่ิม
ลดลงเรื่อยๆ และจะสูงขึ้นอีกครั้งเมื่อเพ่ิมอัตราการสุมใหมากข้ึนจนถึงระดับหนึ่ง เนื่องจากอัลกอริ
ธึม RVS จะทําการสุมขอมูลไปเรื่อยๆ โดยไมไดคํานึงถึงความสําคัญของขอมูลแตละเรค-คอรด ขอ









ธึม RVS อาจทําใหกลุมขอมูลดังกลาวถูกละเลยได และจากการทดลองเมื่อเปรียบเทียบเวลาที่ใชใน




อัลกอริธึม RVS จะใชเวลามากที่สุด ในขณะท่ีการคนหาคลัสเตอรบนชุดขอมูลสุมของอัลกอริธึม 
DBS และ DBRVS จะใชเวลานอยกวาและใชเวลาในการคนหาใกลเคียงกัน (ดังรูปที่ 4.5 และ 4.6) 
 
4.2  ผลการเปรียบเทียบความทนทานตอขอมูลรบกวนของอัลกอริธึม RVS, DBS, และ 
DBRVS 
สําหรับการเปรียบเทียบคุณสมบัติความทนทานตอขอมูลรบกวนของอัลกอริธึม RVS, DBS, 
และ DBRVS สามารถทําไดโดยการสรางชุดขอมูลสุมดวยอัลกอริธึมสุมขอมูลทั้งสามกับขอมูลที่มี
ขอมูลรบกวนกระจายอยูในปริมาณตางๆ จากนั้นจึงนําชุดขอมูลสุมที่ไดมาผานกระบวนการจัดกลุม
ขอมูลและวิเคราะหหาจํานวน NC ที่พบในแตละชุดขอมูล ซ่ึงผลการทดลองที่ไดแสดงไวดังตาราง
ที่ 4.7 และกราฟดังรูปที่ 4.9 โดยจะแสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 2% ของแตละอัลก
อริธึมบนชุดขอมูลตั้งตน (DS2) ขนาด 2 มิติ 20 คลัสเตอร ที่ถูกสรางขอมูลรบกวนในปริมาณต้ังแต 
1% จนถึง 30% ของจํานวนขอมูลทั้งหมด 
 
ตารางที่ 4.7 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 2% ของแตละอัลกอริธึมบนชุดขอมูลตั้ง
ตน (DS2) ที่ถูกสรางขอมูลรบกวนในปริมาณตั้งแต 1% จนถึง 30% 
          อัลกอริธึมสุมขอมูล
ปริมาณขอมูลรบกวน (%) RVS DBS DBRVS 
0% (ขอมูลปกติ) 6.0 11.0 2.0 
1 % 6.0 12.0 1.0 
2 % 4.0 9.0 1.0 
3 % 4.0 10.0 2.0 
4 % 7.0 8.0 2.0 
5 % 6.0 8.0 2.0 
6 % 7.0 7.0 3.0 
7 % 6.0 8.0 2.0 
8 % 6.0 7.0 1.0 
9 % 7.0 6.0 3.0 
10 % 6.0 7.0 3.0 
15 % 5.0 8.0 3.0 
20 % 3.0 8.0 3.0 
25 % 2.0 5.0 1.0 













รูปที่ 4.9 แสดงผลกระทบที่เกิดจากขอมูลรบกวนบนชุดขอมูลสุมขนาด 2% ของแตละอัลกอริธึม 
 
จากผลการทดลองที่ไดแสดงไวดังตารางที่ 4.7 และกราฟดังรูปที่ 4.9 แสดงใหเห็นวาเมื่อ
ขอมูลตั้งตนมีขอมูลรบกวนมากขึ้นจะสงผลกระทบตอคุณภาพของชุดขอมูลสุมที่ไดจากทั้งสามอั
ลกอริธึม ดังแสดงไดจากการที่จํานวน NC ที่พบจะมีจํานวนลดลงเมื่อมีขอมูลรบกวนมากขึ้น โดย
จํานวน NC ที่ไดจากอัลกอริธึม DBS จะลดลงอยางเห็นไดชัดเม่ือขอมูลเร่ิมมีความไมบริสุทธิ์ และ
รองลงมาคืออัลกอริธึม RVS ซ่ึงจะยังคงรักษาจํานวน NC ไวไดจนเมื่อขอมูลมีปริมาณขอมูลรบกวน
มากขึ้น (จนถึง 9% ดังรูปที่ 4.9) จํานวน NC ก็จะเริ่มลดลง ในขณะที่อัลกอริธึม DBRVS จะยังคง
รักษาจํานวน NC ที่พบไวไดจนกระทั่งขอมูลรบกวนมากขึ้นถึง 20% แมวาจํานวน NC โดยรวมจะมี




4.3 ผลการทดสอบประสิทธิภาพของอัลกอริธึม DBSPACE 
สําหรับเนื้อหาในสวนนี้จะเปนการนําเสนอผลการทดลองที่ไดจากการทดสอบและ
วิเคราะหประสิทธิภาพของอัลกอริธึมสุมขอมูล DBSPACE ซ่ึงพัฒนาขึ้นโดยผูวิจัย โดยไดทําการ
ทดสอบคุณภาพของชุดขอมูลสุมจากการทดลองปรับคาพารามิเตอรของอัลกอริธึม (δ: delta) จาก 0, 
1, 2, …, 8 โดยใชอัตราการสุมคงที่ที่ 5% ของจํานวนขอมูลทั้งหมด และทําการศึกษาคุณสมบัติของ
ทั้ง weighted discordancy (สมการที่ 3-2) และ non-weighted discordancy (สมการที่ 3-3) ไป





ตารางที่ 4.8 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของอัลกอริธึม DBSPACE โดยใช 
weighted discordancy 
                      ชุดขอมูลที่  
delta (δ) 
1 2 3 4 5 (NC)  เฉลี่ย 
0 (DBS) 10 11 11 10 10 10.4 
1 9 13 7 10 13 10.4 
2 10 13 9 11 7 10.0 
3 9 10 14 15 11 11.8 
4 11 7 10 7 11 9.2 
5 12 11 12 11 8 10.8 
6 6 9 10 11 12 9.6 
7 9 12 6 7 13 9.4 
8 10 11 6 3 10 8.0 
 
ตารางที่ 4.9 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของอัลกอริธึม DBSPACE โดยใช 
non-weighted discordancy 
                      ชุดขอมูลที่  
delta (δ) 
1 2 3 4 5 (NC) เฉลี่ย 
0 (DBS) 10 11 11 10 10 10.4 
1 9 12 7 9 9 9.2 
2 11 11 7 12 10 10.2 
3 9 7 9 8 12 9.0 
4 7 8 7 6 12 8.0 
5 10 7 11 10 12 10.0 
6 7 14 8 9 9 9.4 
7 7 10 13 5 8 8.6 
8 10 7 10 8 7 8.4 
 
และเมื่อนําขอมูลจากผลการทดลองดังตารางที่ 4.8 และ 4.9 มาสรางเปนกราฟแสดงความ









รูปที่ 4.10 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของอัลกอริธึม DBSPACE 
 
จากรูปที่ 4.10 แสดงใหเห็นวาเมื่อมีการปรับคาพารามิเตอร delta เพิ่มขึ้น ก็ยังไมสามารถทํา
ใหพบคลัสเตอรไดจํานวนมากขึ้น สังเกตไดจากจํานวน NC ที่ไดมีจํานวนใกลเคียงกันกับ DBS 
(delta = 0) ทั้ง weighted discordancy และ non-weighted discordancy จึงขยายการทดลองเพื่อศึกษา
ประสิทธิภาพของอัลกอริธึมสุมขอมูล DBSPACE ตอไป โดยครั้งนี้จะใชชุดขอมูลที่มีขอมูลรบกวน
กระจายอยูในปริมาณ 10% ของขอมูลทั้งหมด ซ่ึงผลการทดลองที่ไดแสดงไวดังตารางที่ 4.10 และ 
4.11 
และเมื่อนําขอมูลจากผลการทดลองดังตารางที่ 4.10 และ 4.11 มาสรางเปนกราฟแสดง
ความสัมพันธระหวางคาพารามิเตอร delta กับจํานวน NC ที่พบโดยใชสมการคํานวณคา 

















ตารางที่ 4.10 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของชุดขอมูลที่มีขอมูลรบกวน
ปะปน 10% จากอัลกอริธึม DBSPACE โดยใช weighted discordancy 
                     ชุดขอมูลที่  
delta (δ) 
1 2 3 4 5 (NC) เฉลี่ย 
0 (DBS) 3 3 1 1 4 2.4 
1 5 2 4 2 2 3.0 
2 4 4 4 4 2 3.6 
3 8 6 3 3 5 5.0 
4 7 8 4 6 5 6.0 
5 10 9 10 5 10 8.8 
6 10 2 6 11 8 7.4 
7 10 11 11 5 8 9.0 
8 8 9 10 10 8 9.0 
 
ตารางที่ 4.11 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของชุดขอมูลที่มีขอมูลรบกวน
ปะปน 10% จากอัลกอริธึม DBSPACE โดยใช non-weighted discordancy 
                     ชุดขอมูลที่  
delta (δ) 
1 2 3 4 5 (NC) เฉลี่ย 
0 (DBS) 3 3 1 1 4 2.4 
1 3 2 1 3 4 2.6 
2 2 6 2 6 7 4.6 
3 9 4 5 7 9 6.8 
4 6 9 3 3 3 4.8 
5 6 8 7 8 4 6.6 
6 6 7 8 7 9 7.4 
7 6 9 11 9 10 9.0 


















รูปที่ 4.11 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของชุดขอมูลที่มีขอมูลรบกวนปะปน 
 10% จากอัลกอริธึม DBSPACE 
 
 จากรูปที่ 4.11 แสดงใหเห็นวาเมื่อทดสอบกับขอมูลที่มีขอมูลรบกวนปะปนและปรับคา
พารามิเตอร delta เพิ่มขึ้น จะทําให k-means สามารถพบจํานวน NC ไดมากขึ้น โดยท่ีทั้ง weighted 
discordancy และ non-weighted discordancy สามารถใหผลลัพธคอนขางใกลเคียงกัน ตัวอยางของ

















รูปที่ 4.13  ชุดขอมูลสุมขนาด 5% ของชุดขอมูลที่มีขอมูลรบกวนปะปน 10% ที่ไดจากอัลกอริธึม 




จากรูปที่ 4.12 และ 4.13 แสดงใหเห็นอยางชัดเจนวาอัลกอริธึม DBSPACE สามารถสรางชุดขอ
มูลสุมที่มีประสิทธิผลในการกรองขอมูลรบกวนได ดังจะเห็นไดจากการที่ขอมูลสุมที่ไดจะเกาะกลุม
กันอยูอยางชัดเจนโดยที่ขอมูลรบกวนท่ีกระจายตัวตางจากกลุมจะถูกเลือกเขามาในปริมาณที่นอยกวา 
DBS ทําใหชุดขอมูลที่ไดจากอัลกอริธึม DBSPACE มีความเปนปกแผนและมีความประสานกันภายใน




4.4 ผลการเปรียบเทียบประสิทธิภาพของอัลกอริธึม DBSPACE กับอัลกอริธึม DBS 
ในสวนนี้จะเปนการแสดงผลการทดลองการเปรียบเทียบประสิทธิภาพของอัลกอริธึม 
DBSPACE กับอัลกอริธึม DBS โดยการเปรียบเทียบเวลาและหนวยความจําที่ใชในการสุมขอมูล และ
เวลาที่ใชในการคนหาคลัสเตอร ตลอดจนจํานวน NC ที่สามารถพบไดในชุดขอมูลสุมของทั้งอัลกอริธึม 
DBSPACE และอัลกอริธึม DBS ในอัตราการสุมขอมูลตางๆ โดยการทดลองของ อัลกอริธึม DBSPACE 
กับอัลกอริธึม DBS ตอไปนี้จะปรับความละเอียดในสวนของการจัดขอมูลใหกับพารทิชันในปริมาณสูง
ขึ้นจากการทดลองที่ผานมาเพื่อใหไดผลที่ชัดเจนที่สุด (ขนาดของ hash_tab จาก 10000 เปน 1000, 
จํานวนบินของแตละมิติ จาก 1 เปน 4) ซ่ึงผลการทดลองแสดงไวดังตารางที่ 4.12 ถึง 4.14 
 











1 0.449 22088 0.2 8.4 
2 0.493 40204 0.6 7.8 
3 0.547 58348 0.8 9.0 
4 0.535 76464 0.6 9.2 
5 0.545 94580 1.0 10.4 
6 0.585 112668 1.2 10.8 
7 0.589 130812 1.6 8.6 
8 0.613 148928 2.0 8.2 
9 0.639 167044 2.6 11.8 
10 0.635 185160 2.4 9.0 

















1 0.610 43256 0.0 8.0 
2 0.620 66548 0.0 9.0 
3 0.741 89876 0.0 10.0 
4 0.771 113168 0.0 7.0 
5 0.761 136460 1.0 12.0 
6 0.801 159716 1.0 13.0 
7 0.851 183044 1.0 9.0 
8 0.831 206336 2.0 9.0 
9 0.871 229628 3.0 10.0 
10 0.881 252920 2.0 10.0 
ขอมูลทั้งหมด - - 17.0 11.0 
 











1 0.580 43256 0.0 9.0 
2 0.630 66548 0.0 7.0 
3 0.680 89876 0.0 8.0 
4 0.701 113168 0.0 10.0 
5 0.771 136460 0.0 13.0 
6 0.741 159716 1.0 9.0 
7 0.771 183044 1.0 9.0 
8 0.871 206336 2.0 8.0 
9 0.831 229628 2.0 10.0 
10 0.891 252920 3.0 8.0 
ขอมูลทั้งหมด - - 17.0 11.0 
 









รูปที่ 4.14 เวลาที่ใชในการสุมขอมูลของอัลกอริธึม DBS และ DBSPACE 
 


















รูปที่ 4.16 เวลาที่ใชในการคนหาคลัสเตอรบนชุดขอมูลสุมของอัลกอริธึม DBS และ DBSPACE 
 
จากขอมูลในตารางที่ 4.12 ถึง 4.14 เมื่อนําผลการทดลองที่ไดมาวิเคราะหโดยการสรางเปน
กราฟแสดงความสัมพันธระหวางอัตราการสุมกับจํานวนคลัสเตอรแทที่สามารถพบไดจากการคน- 








รูปที่ 4.17  จํานวน NC ที่พบไดจากชุดขอมูลสุมของอัลกอริธึม DBS และ อัลกอริธึม 




รูปที่ 4.18 จํานวน NC ที่พบไดจากชุดขอมูลสุมของอัลกอริธึม DBS และ อัลกอริธึม 
DBSPACE (non-weighted, delta=5) 
 
จากกราฟดังปรากฏในรูปที่ 4.14 แสดงใหเห็นวาเมื่อเพ่ิมอัตราการสุมขอมูลมากขึ้น ทุกอั
ลกอริธึมจะใชเวลาในการสุมเพิ่มมากขึ้น โดยที่อัลกอริธึม DBS จะใชเวลาในการสุมขอมูลนอยท่ี




มากกวา DBS โดยที่อัลกอริธึม DBSPACE แบบ non-weighted มีแนวโนมที่ใชเวลาในการสุมนอย
กวาแบบ weighted เล็กนอย และจากกราฟดังปรากฏในรูปที่ 4.15 ยังแสดงใหเห็นวาเมื่อเพิ่มอัตรา
การสุมขอมูลมากขึ้น ทั้งอัลกอริธึม DBS และ DBSPACE จะใชหนวยความจํามากขึ้น ในขณะที่อั
ลกอริธึม DBSPACE จะใชหนวยความจํามากกวาอัลกอริธึม DBS เพราะอัลกอริธึม DBSPACE 
ตองใชหนวยความจําสวนหนึ่งในการเก็บคาตางๆ เพื่อใชในการคํานวณคา discordancy 
เมื่อนําชุดขอมูลสุมของอัลกอริธึม DBS และ DBSPACE มาผานเขาสูกระบวนการจัดกลุม
ขอมูลอัตโนมัติเพื่อคนหาคลัสเตอรแทที่ยังคงสามารถพบไดบนชุดขอมูลสุมเหลานั้น ผลที่ไดดังรูป
ที่ 4.17 และ 4.18 แสดงใหเห็นวา ทั้งอัลกอริธึม DBS และ DBSPACE (ทั้งแบบ weighted และ non-
weighted) ตางใหผลลัพธของจํานวน NC ที่ใกลเคียงกันซึ่งเปนการยืนยันผลการทดลองที่ไดจากหัว
ขอที่ 4.3 (รูปที่ 4.10) และยังใชเวลาในการคนหาคลัสเตอรใกลเคียงกันอีกดวย (ดังรูปที่ 4.16) 
 
4.5 ผลการเปรียบเทียบความทนทานตอขอมูลรบกวนของอัลกอริธึม DBSPACE กับอั
ลกอริธึม DBS 
เนื้อหาในสวนนี้เปนการนําเสนอผลการทดลองเพื่อเปรียบเทียบคุณสมบัติความทนทานตอ
ขอมูลรบกวนของอัลกอริธึม DBSPACE กับอัลกอริธึม DBS ซ่ึงดําเนินรูปแบบการทดลองคลายกับ
การทดลองในหัวขอที่ 4.2 โดยในสวนนี้จะทําการทดสอบอัลกอริธึม DBS และอัลกอริธึม 
DBSPACE ทั้งแบบ weighted และ non-weighted ดวยคา delta = 5 ซ่ึงผลการทดลองแสดงไวดังตา
รางที่ 4.15 ซ่ึงจะแสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของอัลกอริธึม DBS และอัลกอริ
ธึม DBSPACE ทั้งแบบ weighted และ non-weighted บนชุดขอมูลตั้งตน (DS2) ขนาด 2 มิติ 20 
คลัสเตอร ที่ถูกสรางขอมูลรบกวนในปริมาณตั้งแต 1% จนถึง 30% ของจํานวนขอมูลทั้งหมด 
และเมื่อนําขอมูลจากตารางที่ 4.15 มาสรางเปนกราฟแสดงความสัมพันธระหวางปริมาณ
ขอมูลรบกวนกับจํานวน NC ที่พบบนชุดขอมูลสุมเปรียบเทียบระหวางอัลกอริธึม DBS กับอัลกอริ














ตารางที่ 4.15 แสดงจํานวน NC ที่พบบนชุดขอมูลสุมขนาด 5% ของแตละอัลกอริธึมบนชุดขอมูล
ตั้งตนที่ถูกสรางขอมูลรบกวนในปริมาณตั้งแต 1% จนถึง 30% 
อัลกอริธึมสุมขอมูล





0% (ขอมูลปกติ) 10.4 12.0 13.0 
1 % 9.0 10.0 16.0 
2 % 7.0 12.0 12.0 
3 % 6.0 8.0 10.0 
4 % 5.0 8.0 13.0 
5 % 4.0 7.0 10.0 
6 % 6.0 7.0 10.0 
7 % 4.0 9.0 6.0 
8 % 6.0 7.0 8.0 
9 % 2.0 7.0 7.0 
10 % 2.4 8.8 6.6 
15 % 2.0 4.0 4.0 
20 % 3.0 3.0 4.0 
25 % 0.0 3.0 4.0 
30 % 1.0 4.0 3.0 














รูปที่ 4.19 แสดงผลกระทบที่เกิดจากขอมูลรบกวนบนชุดขอมูลสุมขนาด 5% ของอัลกอริธึม 




รูปที่ 4.20 แสดงผลกระทบที่เกิดจากขอมูลรบกวนบนชุดขอมูลสุมขนาด 5% ของอัลกอริธึม 
 DBS กับอัลกอริธึม DBSPACE(non-weighted, delta=5) 
 
จากกราฟดังรูปที่ 4.19 และ 4.20 แสดงใหเห็นวาเมื่อขอมูลตั้งตนมีขอมูลรบกวนมากขึ้นจะ
สงผลกระทบตอคุณภาพของชุดขอมูลสุมที่ไดจากทั้งสองอัลกอริธึม ดังแสดงไดจากจํานวน NC ที่




และ non-weighted จะไดผลลัพธของจํานวน NC ที่สูงกวาอัลกอริธึม DBS อยางเห็นไดชัด ซ่ึงเปน








































อริธึมใหมที่มีคุณสมบัติดีข้ึน อัลกอริธึมสุมขอมูลเหลานั้นไดแก RVS, DBS, และ DBRVS โดยอัลก
อริธึม RVS เปนอัลกอริธึมสุมขอมูลแบบตอเน่ืองที่เปนที่รูจัก ซ่ึงถูกใชในกระบวนการจัดกลุมขอ
มูลของอัลกอริธึมจัดกลุมขอมูล CURE สวนอัลกอริธึม DBS เปนอัลกอริธึมสุมขอมูลที่พัฒนาขึ้น
สําหรับงานการจัดกลุมขอมูลโดยเฉพาะ ซ่ึงสามารถสรางชุดขอมูลสุมจากการเบี่ยงเบนใหคาความ
นาจะเปนในการเลือกขอมูลแปรผกผันกับคาความหนาแนนของขอมูลบริเวณนั้น และอัลกอริธึม 
DBRVS ซ่ึงเปนอัลกอริธึมที่ผสมผสานเทคนิคของทั้ง RVS และ DBS เขาดวยกัน และเสริมเทคนิค




ลกอริธึมอื่นๆ โดยอัลกอริธึม DBSPACE ถูกพัฒนาขึ้นเพื่อเพิ่มประสิทธิภาพในการกรองขอมูลรบ
กวนที่อาจมีอยูในชุดขอมูลตั้งตนโดยการเพิ่มเทคนิคเฉพาะซึ่งจะพิจารณาคาความเปนปกแผน 




















5.1.1 สรุปผลการเปรียบเทียบประสิทธิภาพของอัลกอริธึม RVS, DBS, และ DBRVS 
1) อัลกอริธึม DBS เปนอัลกอริธึมที่มีความแมนตรงสูงที่สุด โดยจากผลการทดลอง
แสดงใหเห็นวา การสุมขอมูลดวยอัลกอริธึม DBS ขนาด 2% สามารถใหผลลัพธของจํานวนคลัส-
เตอรที่ถูกตองไดเทียบเทากับการใชขอมูลทั้งหมด ซ่ึงมีสวนชวยลดเวลาที่ใชในกระบวนการจัดกลุม
ขอมูลไดมากกวา 95% (เมื่อเทียบกับการใชขอมูลทั้งหมด) แตอยางไรก็ตามอัลกอริธึม DBS 
ตองการหนวยความจําเพื่อใชในกระบวนการสุมขอมูลสูงกวาอัลกอริธึมอื่น เนื่องจากอัลกอริธึม 
DBS ตองใชหนวยความจําบางสวนเพื่อเก็บตัวแปรไวใชในการคํานวณคาความนาจะเปนใน
ระหวางการสุมขอมูล อีกทั้งอัลกอริธึม DBS ยังใชเวลาในการสุมขอมูลนานกวาทุกอัลกอริธึม แตถึง
แมอัลกอริธึม DBS จะใชเวลาในการสุมขอมูลนานกวาอัลกอริธึมอื่น แตเมื่อเทียบกับความถูกตองที่
ไดและเวลาที่สามารถลดลงไดในกระบวนการจัดกลุมขอมูล จึงถือวาอัลกอริธึม DBS เปนอัลกอริ
ธึมสุมขอมูลที่มีประสิทธิภาพสูงอัลกอริธึมหนึ่ง 
2) อัลกอริธึม RVS เปนอัลกอริธึมสุมขอมูลที่ใชทรัพยากรนอยที่สุด เพราะอัลกอริ
ธึม RVS ใชหนวยความจํานอยที่สุดและสามารถสรางชุดขอมูลสุมที่สมบูรณไดรวดเร็วที่สุด แต
จํานวนคลัสเตอรที่สามารถพบไดจากชุดขอมูลสุมมีแนวโนมที่จะลดลงเมื่อเพิ่มอัตราการสุมถึงจุดๆ 





3) อัลกอริธึม DBRVS เปนอัลกอริธึมสุมขอมูลที่แสดงถึงคุณสมบัติการทนทานตอ
ขอมูลรบกวนสูงสุด ถึงแมจํานวนคลัสเตอรที่พบบนชุดขอมูลสุมของอัลกอริธึม DBRVS จะมีคา
นอยกวาอัลกอริธึมอื่นก็ตาม แตอัลกอริธึม DBRVS ยังคงรักษาคุณภาพของชุดขอมูลสุมไวไดแมชุด
ขอมูลตั้งตนจะมีขอมูลรบกวนปะปนในปริมาณมากก็ตาม สังเกตไดจากจํานวนคลัสเตอรที่พบบน





5.1.2 สรุปผลการทดสอบประสิทธิภาพของอัลกอริธึม DBSPACE 




ขอมูลบริเวณนั้นดวย โดยคา δ (delta) เปนคากําลังที่ใชปรับความสําคัญของคาความเปนปกแผน
ของขอมูลตอการคํานวณคาความนาจะเปนที่ขอมูลจะถูกเลือก จากผลการทดลองพบวา 
1) ในกรณีที่ขอมูลปราศจากขอมูลรบกวน อัลกอริธึม DBSPACE สามารถสรางชุด
ขอมูลสุมที่มีคุณภาพดีเทียบเทากับอัลกอริธึม DBS ในการทดลองปรับคา delta ตั้งแต 0 ถึง 8 แลว
วิเคราะหหาจํานวน NC จากชุดขอมูลสุม ปรากฏวาจํานวน NC ที่ไดจากอัลกอริธึม DBSPACE    
(ทั้งแบบ weighted discordancy และ non-weighted discordancy) มีจํานวนใกลเคียงกันกับ DBS 
(delta = 0) 
2) ในกรณีที่ขอมูลมีขอมูลรบกวนปะปนอยู อัลกอริธึม DBSPACE สามารถสราง
ชุดขอมูลสุมที่มีคุณภาพสูงกวาอัลกอริธึม DBS ในการทดลองปรับคา delta ตั้งแต 0 ถึง 8 แลว
วิเคราะหหาจํานวน NC จากชุดขอมูลสุม ปรากฏวาเมื่อปรับคาพารามิเตอร delta เพิ่มขึ้น จะทําให
ขอมูลสุมมีการรวมกลุมกันและมีความเปนปกแผนสูงข้ึน และยังมีผลให k-means สามารถพบ
จํานวน NC ไดมากข้ึน โดยที่อัลกอริธึม DBSPACE ทั้งแบบ weighted discordancy และ non-
weighted discordancy สามารถใหผลลัพธคอนขางใกลเคียงกัน 
3) เมื่อพิจารณาเวลาที่ใชในการสุมขอมูลของอัลกอริธึม DBSPACE พบวาอัลกอริ
ธึม DBSPACE ใชเวลาในการสุมขอมูลสูงกวาอัลกอริธึม DBS โดยที่อัลกอริธึม DBSPACE แบบ 
non-weighted มีแนวโนมท่ีใชเวลาในการสุมนอยกวาแบบ weighted เล็กนอย ดังผลการทดลองพบ
วา อัลกอริธึม DBSPACE แบบ non-weighted ใชเวลาในการสุมขอมูลโดยเฉลี่ยสูงกวาอัลกอริธึม 
DBS ประมาณ 32.5% ในขณะที่อัลกอริธึม DBSPACE แบบ weighted ใชเวลาในการสุมขอมูลโดย
เฉลี่ยสูงกวาอัลกอริธึม DBS ประมาณ 37.4% 
4) เมื่อพิจารณาหนวยความจําท่ีใชในระหวางการสุมขอมูลของอัลกอริธึมสุมขอมูล 













ของอัลกอริธึม RVS, DBS, และ DBRVS ที่เคยมีนักวิจัยทานอื่นเสนอไวแลว พบวาอัลกอริธึม DBS 
เปนอัลกอริธึมที่ดีที่สุดในดานที่สามารถเลือกขอมูลที่เปนตัวแทนของขอมูลสวนใหญไดอยางแมน
ยํา แตอัลกอริธึม DBS กลับมีความออนไหวเมื่อขอมูลที่ใชปะปนไปดวยขอมูลรบกวน ดวยเหตุดัง
กลาว อัลกอริธึม DBSPACE จึงถูกออกแบบขึ้นเพื่อเพิ่มศักยภาพในการทนทานตอขอมูลรบกวน 
โดยการพิจารณาคาความเปนปกแผนของขอมูล ซ่ึงบริเวณที่มีความนาจะเปนที่จะเปนกลุมขอมูลที่
สนใจจะมีคาความเปนปกแผนของขอมูลสูงกวาบริเวณท่ีมีความนาจะเปนที่จะเปนขอมูลรบกวน 
จากผลการทดลองพบวา อัลกอริธึม DBSPACE สามารถใหผลลัพธที่ดีเทียบเทากับอัลกอริธึม DBS 







อัลกอริธึม DBSPACE สามารถนํามาประยุกตใชในงานทางดานวิศวกรรมขอมูล เพื่อใชใน
การเพิ่มประสิทธิภาพในกระบวนการจัดกลุมขอมูลอัตโนมัติ ในกรณีที่ขอมูลมีปริมาณมาก โดย
สามารถนํามาใชเพื่อลดขนาดขอมูลและเพ่ือเปนการเตรียมขอมูลใหมีขนาดและคุณรูปที่เหมาะสม





5.2.2 เมื่อขอมูลมีการกระจายตัวแบบไมสม่ําเสมอ เชน ขอมูลที่ใชในงานทางภูมิศาสตร 
(GIS) ขอมูลภาพถายทางดาวเทียม หรือในกรณีที่ขอมูลมีลักษณะที่เกี่ยวของกับระยะหรือพิกัดของ














DBSPACE สามารถทําไดหลายแนวทางดวยกัน อาทิ เชน 
5.3.1 การวิเคราะหเพื่อหาแนวทางในการกําหนดคา delta ที่เหมาะสมสําหรับขอมูลที่ใช
ในงานการจัดกลุมขอมูล โดยมีจุดประสงคเพื่อใหอัลกอริธึม DBSPACE สามารถสรางชุดขอมูลสุม
ที่คงลักษณะของกลุมขอมูลไวไดมากที่สุด 





มาก ซ่ึงปจจุบัน DBSPACE ใชเซนทรอยดเปนตัวแทนของแตละกลุมขอมูลยอย และจะนําเซน-
ทรอยดนี้มาใชสําหรับการคํานวณคา discordancy ตอไป โดยหากขอมูลที่ตองการนํามาวิเคราะหมี
ขอมูลรบกวนปะปนอยู อาจทําใหเซนทรอยดที่ไดผิดเพี้ยนไปจากที่ควรจะเปน และยังอาจสงผลให
การคํานวณคา discordancy ผิดพลาดได และยังอาจสงผลกระทบตอความแมนตรงในการเลือกขอ
มูลของอัลกอริธึมสุมขอมูลอีกดวย 




5.3.5 การพัฒนาอัลกอริธึม DBSPACE ไปสูอัลกอริธึมจัดกลุมขอมูลอัตโนมัติ โดยอาจมี
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Abstract: Determining clusters in large data sets takes a very long time and consumes 
many resources. Data reduction is an important step to increase the efficiency of 
determining clusters in large data sets. Our work is intended to examine the appropriate 
sampling techniques as a data reduction scheme for clustering which require only a single 
data set scan. A good sample of the data set shall be a good substitute for the original data 
set while also keeping as much important cluster information as possible. Our 
experiments show that 2% of density-biased sampling (DBS) of the original data set can 
group clusters as well as clustering on the whole original data set and also help reduce 
time to cluster by over 95%. And the sampled data sets with density-biased reservoir 
sampling (DBRVS) technique report a noise tolerance property while the original data set 
is surrounded by many noises. 
 
Introduction: Clustering in data mining is the process of discovering the clusters in a set 
of data, by maximizing the intra-cluster similarity and minimizing the inter-cluster 
similarity between clusters ([1], [3]). An efficient clustering method needs many difficult 
and complicated techniques to find the correct clusters from a very large data set. 
Clustering on large data sets is time and resource consuming ([3]). Many researchers have 
proposed sampling techniques to efficiently reduce the size of the data set, while keeping 
all important cluster information as much as possible. In this paper, we study three 
sampling techniques which can draw the samples by only a single scan over the data. 
 Random Sampling with a Reservoir (called RVS) ([1]) is the sampling technique 




within ))/log1(( nNnO + expected time, where the size of the data set is unknown 
prior to sampling. The process is started by initializing first n objects to the reservoir 
output buffer of size n. And then, randomly select a number of objects, k, to be skipped in 
the main data set to select a new sample object. When the object is selected, it becomes a 
candidate and randomly replaces one object in the reservoir buffer. This step is repeated 
until the end of file has been reached. Finally, all objects in the reservoir buffer of size n 
become a final sampled data set. 
 Density Biased Sampling (called DBS) ([2]) is the sampling technique that is 
proposed to take into account the sampling over a data set which follows the Zipf’s 
distribution. The sampling process is started by partitioning data into groups using a 
hashing function. And the biasing process is to draw an object by considering the reverse 
density of its group. It probabilistically over-samples sparse regions and under-samples 
dense regions. With this biased sampling, small clusters will not be missed. 
 Density Biased Reservoir Sampling (called DBRVS) ([3]) is the adapted sampling 
technique which combines the density biased scheme together with the reservoir scheme. 
The sampling process is started by partitioning the data space into a finite number of 
equiwidth bins in the quantized space. Then apply random sampling with a reservoir 
scheme to the series of binning groups. The biased reservoir sampling draws a group by 
the consideration of two consecutive binning groups. The denser group is a candidate to 
be included in the sample if the density difference of two groups is above some threshold 
δ or the sum of the density on both groups is above the threshold ε. 
 
Methodology: In our experiments, we studied both efficiency and effectiveness of each 
sampling technique with some synthetic data sets. We monitored sampling time and 
memory usage on various sizes of samples. Then we determined the clusters for the 
sampled data sets using k-means (the partitioning clustering algorithm) and monitor time 
to discover clusters. After finishing the clustering process, we compare all found clusters 
with the original clusters and calculate the value of Number of Clusters found (NC), 
which is defined in [2]. 
 
Results, Discussion and Conclusion: From the experimental results, we found that DBS 
is the most accurate sampling technique. It shows that a 2% DBS sample of the original 
data set can produce the same result as the whole original data set as show in Figure 3, 
and also help reduce time to find the clusters by over 95%. On the other hand, it requires 
more memory and takes longer time of sampling process than the others (Figures 1 and 2). 
RVS is the most resource saving technique. It consumes a small amount of memory and 
runs faster than the others, but its NC tends to decrease after the sample size has reached 
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Figure 1: Memory usage (kb) for each sampling technique. 
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Figure 3: Number of clusters found on sampled data sets. 
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Figure 4: Running time of clustering phase. 

































Figure 5: The Impact of noise on 2% samples. 
 
Figure 5 show that DBRVS has a noise tolerance property. It has the least impact when 
many noises occurred although its NC is less than satisfactory, while DBS is very 
sensitive to noises. Our future research is to extend our study and to design such a 
sampling technique that computes densities accurately and efficiently and also is less 
sensitive to noise. 
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// DBSPACE.cpp : Defines the entry point for the console application. 
// 
/******************************************************************** 
   This source code is (c) Copyright 2006 by Thammasak Thainniwet. 
   It may be freely redistributed and included in other packages 
   provided this copyright notice is included. 
 
  A Density-Biased Sampling using Partial Approximate Compactness 
Estimator: DBSPACE v1.0 
 This is the algorithm to draw the sample from any data sets 
which is biasing by 



















#define BUFFER_FACTOR 1.1 // How many points do we want to keep 
#define Dimension  50 // Maximum dimension allowed 
#define ALPHA  65599 
#define PRINT_GROUPS 0 
#define USE_RANDOM 1 
 
 
typedef struct hashS { 
    int *v; 
    int  n; 
    struct hashS *next; 
} tab_t; 
 
typedef double DOT; 
typedef struct { 
 DOT   *ls; // Linear Sum of object vectors 
// [on all attribute] 
 double  lsd; // D1: Linear Sum of weighted distance 
// between object and centroid of other 
// objects 
     // D2: Linear Sum of distance between 
// object and centroid of other objects 






TYtab_t ** tab; 
int tabsize = 0; 
int ntab = 0; 
 





// *************************************************************** // 
// Procedures and Functions 
// 
 
int quant(double d, int n) 
{ 
    int q = 0; 
 
    if (d < 0) d = 0; 
    if (d > 1) d = 1; 
 
    n = n / 2; 
    while (n) { 
        if (d < .5) d = 2*d; 
        else { 
            q += n; 
            d = (d - .5) * 2; 
        } 
        n = n/2; 
    } 
    return q; 
} 
 
int ahash(int *v, int H) 
{ 
    int i; 
    unsigned long h = 0; 
 
    for (i = 0; i < d; i++) { 
 h = ((unsigned long) v[i]) + h*((unsigned long) ALPHA); 
    } 
    return h%H; 
} 
 
int newhash(int *v, int H) 
{ 
    int i, j; 
    tab_t **tt = &tab[ahash(v, H)]; 
    for (i = 0; *tt; i++, tt = &(*tt)->next) { 
  for (j = 0; j < d; j++) 
   if ((*tt)->v[j] != v[j]) 
    break; 
  if (j >= d) 
   break; 
    } 
 
    if (! *tt) { 
#if PRINT_GROUPS > 1 




  for (j = 0; j < d; j++) 
   printf( " v[%d]=%d", j, v[j]); 
  printf( "\n"); 
#endif 
  *tt = (tab_t *)malloc(sizeof(**tt)); 
  (*tt)->v = (int *)malloc(sizeof((*tt)->v)*d); 
  for (j = 0; j < d; j++) 
   (*tt)->v[j] = v[j]; 
  (*tt)->n = ntab; 
  (*tt)->next = NULL; 
  ntab++; 
 
  if (ntab >= H) { 
   printf( "ERROR: Hash table is too small!\n"); 
   exit(1); 
  } 
    } 
 
    assert ((*tt)->n < ntab); 
 
    return (*tt)->n; 
} 
 
int quanthash(double *v, int *res, int H) 
{ 
 
    int i; 
    int vv[Dimension]; 
 
    for (i = 0; i < d; i++) { 
 vv[i] = quant(v[i], 1<<res[i]); 
    } 
    return newhash(vv, H); 
} 
 
static int flip1(int M, double sn, unsigned long n, double e, double 
dist, double delta) 
{ 
    double P; 
 
    P = ((double) M) / (sn * pow(n, e) * pow((dist==0?1:dist),delta)); 
#if USE_RANDOM 
    if (rand()/(1.0+RAND_MAX) <= P) return 1; 
#else 
    if (drand48() <= P) return 1; 
#endif 
    return 0; 
} 
 
static int flip2(int M, double sn0, double sn, unsigned long nj, 
unsigned long n0, double e, double dist0, double distj, double delta) 
{ 
    double P, Pp, PP; 
    P = ((double) M)/( sn0*pow(n0,e)*pow((dist0==0?1:dist0),delta) ); 
    Pp= ((double) M)/( sn*pow(nj,e)*pow((distj==0?1:distj),delta) ); 
 
    if (P > 1) P = 1; 




/* P = (sn0*pow(n0, e))/(sn*pow(nj, e)); */ 
 
#if USE_RANDOM 
    PP = rand()/(1.0+RAND_MAX); 
#else 
    PP = drand48(); 
#endif 




trim(int M, int *res, int H, double sn, hash_t *n, double *bv, 
unsigned long *bn, double *bs, int nb, double e, double *bd, double 
dist, double delta) 
{ 
    int j, k, l; 
    hash_t n_now; 
 
#if VERBOSE 
    printf( "trim %d buffer slots", nb); 
#endif 
 
    for (j = k = 0; j < nb; j++) { 
  n_now = n[quanthash(&bv[j*d], res, H)]; 
 
  if (flip2(M,bs[j],sn,n_now,bn[j],e,bd[j],dist,delta)) { 
   for (l = 0; l < d; l++) 
    bv[k*d+l] = bv[j*d+l]; 
   bn[k] = n_now; 
   bs[k] = sn; 
   bd[k] = dist; 
   k++; 
  } 
    } 
#if VERBOSE 
    printf( " left with %d\n", k); 
#endif 
    return k; 
} 
 
double getDistance(double ls, unsigned long n, int dm) 
{ 
 double dist; 
 
 if(dm==1) 
  dist = ( ls / (n<=1?1:n*(n-1)/2) ); 
 else // if(dm==2) 
  dist = ( ls / (n<=1?1:n-1) ); 
 return dist; 
} 
 
double euclidist(DOT *v1, DOT *v2, int dim) 
{ 
 int i; 
 double SS=0; // Sum Square 
 
 for(i=0;i<dim;i++) 




 return sqrt(SS) + 1;   // +1 to garantee that the power of the 
// distance is an increasing function 
} 
 
void getCentroid(DOT *v, unsigned long n, int dim, DOT *centroid) 
{ 
 int i; 
 
 for(i=0;i<dim;i++) 





char *filetype_cv(char *oldfile, char *type) 
{ 
 int i; 
 char *newfile = (char *)malloc(100); 
 strcpy(newfile,oldfile); 
 for(i=strlen(newfile)-1;i>=0;--i){ 
  if(newfile[i]=='.'){ 
   newfile[i] = NULL; 
   break; 
  } 
  if(newfile[i]=='\\') 
   break; 
 } 
 strcat(newfile, type); 







void main(int argc, char **argv) 
{ 
 
    int quanthash(double *v, int *res, int H); 
    int    H;  /* size of the hash table */ 
    int    M;  /* number of points that we want to output */ 
    int    nb;  /* number of buffer entries */ 
    int    nib;  /* number in buffer */ 
    double  *bv; /* buffer of object being output */ 
    unsigned long *bn; /* buffer of n[i] when entered into buffer */ 
    double  *bs; /* buffer of sn */ 
    double  *bd; /* buffer of distance */ 
    int      *res; /* number of cuts to apply */ 
    double  resp; 
    hash_t *n; // array of hash tables counting # in bucket 
#if PRINT_GROUPS 
    int *no; // array of hash tables counting # output by bucket  
    double *wo; // array of weighted sum of points output by bucket 
#endif 
    double sn;  /* sum ni^(1-e)*dist^(-delta) */ 
    double *v;  /* vector for each input point */ 
    int    i, j, k; 




    int    weighted = 0; 
    int    binary = 0; 
    int    warned = 0; 
    int    mem; 
    double e = 1; 
    double delta = 1; 
 int    savelog=0; // savelog=1 to save log file to *.log 
 int    nLoop=0;  // Number of loop to do multiple  
// sampling. 
 char   outType[] = ".arff"; 
 unsigned long    byteBuff, byteHash; 
 
 // Plus Variable 
 DOT  *centroid; 
 CLS  **clsinfo; // Store cluster info list, Linear Sum  
// and Number of data points. 
 CLS  **clsCur; // Store current cluster info, Linear  
// Sum and Number of data points. 
 int  dm;  // Distance Measure Type (1:weighted,  
// 2:non-weighted). 
 double dist;  // Distance Measure Value. 
 
 
   // 
   // Additional Variables 
   // 
   struct _timeb startTime, endTime; 
   char *timeline; 
   clock_t startc, endc; 
   char *inFile, *outFile; 




    srand(time(NULL)); 
#else 
    srand48(time(NULL)); 
#endif 
 
     printf( "\n\\>DBSPACE---------------------------------\n"); 
 for(i=0;i<argc;i++) 
  printf( "%s ", argv[i]); 
 printf( "\n"); 
 inFile = argv[1]; argc--; argv++; 
 outFile = argv[1]; argc--; argv++; 
     while (argc > 1) { 
if(strcmp(argv[1],"-binary")==0||strcmp(argv[1],"-b")== 0) 
{ 
   binary++; 
   argc--; 
   argv++; 
  } else if (strcmp(argv[1], "-weighted") == 0 
|| strcmp(argv[1], "-w") == 0) { 
   weighted++; 
   argc--; 
   argv++; 
  } else if (argc > 2 && strcmp(argv[1], "-exp") == 0) { 




   argc -= 2; 
   argv += 2; 
  } else if (argc > 2 && strcmp(argv[1], "-loop") == 0) { 
   nLoop = atoi(argv[2]); 
   argc -= 2; 
   argv += 2; 
  } else if (strcmp(argv[1], "-log") == 0 
|| strcmp(argv[1], "-l") == 0) { 
   savelog = 1; 
   argc--; 
   argv++; 
  } else 
   break; 
     } 
  
     if(argc!=7||(d=atoi(argv[1]))<=0||(M=atoi(argv[2]))<=0 
||(mem=atoi(argv[3]))<=0||(resp=atof(argv[4]))<=0 
||(dm = atoi(argv[5]))<=0) { 
  printf( "usage: inputFile outputFile [-binary | -weighted  
| -exp e | -loop n | -log] d M mem res dmtype 
delta\n"); 
printf( "\n------------------------------------------\n"); 
  exit(1); 
} 
 delta = atof(argv[6]); 
 
//******************************************************************/ 
// Take loop 
// 
char sIndex[20]; 
char *oldOut = outFile; 
int  lcount  = 1; 
do{ 
 if(nLoop>0){ 
  printf(">>Sample no.: %d\n",lcount); 
  sprintf(sIndex, "_no%02d%s", lcount,outType); 
  outFile = filetype_cv(oldOut,sIndex); 
 } 
//************************************************************/ 









_ftime( &startTime ); 
timeline = ctime( & ( startTime.time ) ); 
printf( "Process begin:\t\t%.19s.%hu %s", timeline,  
startTime.millitm, &timeline[20] ); 
 
startc = clock(); 
 
// 





 // Open input file 
 if(!(inset=fopen(inFile,"r"))){ 
  printf("Cannot read %s",inFile); 
  getch(); 
  return; 
 } 
 
tabsize = H = mem; 
tab = (tab_t **)malloc(sizeof(*tab)*tabsize); 
 
nb = M*BUFFER_FACTOR; 
  
byteBuff = (unsigned long)nb*(sizeof(*bv)*d + sizeof(*bn) 
+ sizeof(*bs) + sizeof(*bd)); 
 byteHash = (unsigned long)H*(sizeof(*n)+sizeof((*clsCur)->ls)*d 
+ sizeof((*clsCur)->lsd)); 
printf( "MEMORY: buffer %d entries %lu bytes, hash %d buckets  
%lu bytes\n", nb, byteBuff, H, byteHash); 
printf( "        Total buffer %lu bytes\n", byteBuff +  
byteHash); 
 
    // ******************************************** // 
 // Initialize variables 
 // 
 n  = (hash_t *)malloc(H*sizeof(*n)); 
#if PRINT_GROUPS 
    no = (int *)malloc(H*sizeof(*no)); 
    wo = (double *)malloc(H*sizeof(*wo)); 
#endif 
    v  = (double *)malloc(sizeof(*v)*d); 
    bv = (double *)malloc(sizeof(*bv)*nb*d); 
    bn = (unsigned long *)malloc(sizeof(*bn)*nb); 
    bs = (double *)malloc(sizeof(*bs)*nb); 
    bd = (double *)malloc(sizeof(*bd)*nb); 
    res= (int *)malloc(sizeof(*res)*d); 
 
 for (i = 0; i < H; i++){ 
  n[i] = 0; 
  tab[i] = NULL; 
 } 
for (i = 0; i < nb; i++) 
  bn[i] = 0; 
for (i = 0; i < d; i++) { 
  if (resp >= 1) res[i] = resp; 
#if USE_RANDOM 
  else if (rand()/(1.0+RAND_MAX) < resp) res[i] = 1; 
#else 
  else if (drand48() < resp) res[i] = 1; 
#endif 
  else res[i] = 0; 
 } 
 
N = nib = ntab = 0; 
sn = 0; 
 
 // DB+ variables 
 centroid= (DOT *)malloc(sizeof(*centroid)*d); 





  clsCur = &clsinfo[i]; 
  *clsCur = (CLS *)malloc(sizeof(**clsCur)); 
  (*clsCur)->ls= (DOT *)malloc(sizeof(*(*clsCur)->ls)*d); 
  for(j=0;j<d;j++) 
   (*clsCur)->ls[j] = 0; 
  (*clsCur)->n = 0; 




 // End Init 
 // ******************************************** // 
 
// ******************************************** // 
 // Start read input file 
 // 
 for (;;) { 
 if (binary) { 
  if (fread(v, sizeof(v[0]), d, stdin) != d) 
   break; 
 } 
 else { 
     for (i = 0; i < d; i++) 
   if (fscanf(inset, "%lf", &v[i]) != 1) 
    break; 
     if (i < d) 
   break; 
 } 
 if (! warned) 
     for (i = 0; i < d; i++) 
   if (v[i] < 0 || v[i] > 1) { 
    printf( "WARNING: All inputs must be in unit 
hypercube(truncated value:%f).\n",v[i]); 
    warned = 0; 
   } 
      
  
 N++; 
 #if PRINT_GROUPS 
  if (N%10000 == 0) printf( "[%d %g %d]\n", N, sn, nib); 
 #endif 
 
 i = quanthash(v, res, H); 
 clsCur = &clsinfo[(int)i]; 
 
 if (n[i]){ // if cell containing some object, delete old value  
// first.(and will update later) 




 // DBSPACE zone 
 // Count an object to be a member of cell 
 (*clsCur)->n  += 1; 
 n[i]++; 
 




// and current object. 
 if(dm==1) 
  (*clsCur)->lsd += ((*clsCur)->n<=1?1:((*clsCur)->n-1) 
*euclidist(centroid,v,d)); 
 else // if(dm==2) 
  (*clsCur)->lsd += ((*clsCur)->n<=1 
?1:euclidist(centroid,v,d)); 
 
 // Update Linear Sum including current object 
 for(j=0;j<d;j++) 
  (*clsCur)->ls[j] += v[j]; 
 
 // Update centroid including current object 
 getCentroid((*clsCur)->ls, (*clsCur)->n, d, centroid); 
 
 // Update sn to current object 
 dist = getDistance((*clsCur)->lsd,(*clsCur)->n,dm); 
 sn += pow(n[i], 1-e)*pow(dist, -delta); 
 
 if (flip1(M, sn, n[i], e, dist, delta)) { 
     if (nib >= nb) { 
   nib = trim(M, res, H, sn, n, bv, bn, bs, nb, e, bd, 
dist, delta); 
   #if PRINT_GROUPS > 2 
    for (i = 0; i < H; i++) { 
     no[i] = 0; 
     wo[i] = 0; 
    } 
    for (i = 0; i < nib; i++) { 
     no[quanthash(&bv[i*d], res, H)]++; 
     wo[quanthash(&bv[i*d], res, H)] += 
    pow(bd[i],delta)*pow(bn[i], e)*sn/M; 
    } 
    for (i = 0; i < ntab; i++){ 
     printf( "gc %4d %4ld %4d %9.4f %6.4f 
(%6.4f | %6.4f) %6.4f %6.4f\n", i, n[i], no[i], wo[i], 
((double)no[i])/n[i], M/(sn*pow(n[i], e)*pow(dist,delta)), 
nib/(sn*pow(n[i], e)*pow(dist,delta)), wo[i]/n[i], dist); 
    } 
   #endif 
 
  } 
  if (nib >= nb) { 
   #if VERBOSE 
    printf( "panic nib >= nb for point %d\n", N); 
   #endif 
   #if USE_RANDOM 
    j = rand()/(1.0+RAND_MAX)*nb; 
   #else 
    j = drand48()*nb; 
   #endif 
  } else { 
   // ************************** // 
   // Add <P,x> into buffer (only if n[i]>1) 
   // 
   if(n[i]>1){ 
    j = nib++; 




     bv[j*d+k] = v[k]; 
    bn[j] = n[i]; 
    bs[j] = sn; 
    bd[j] = dist; 
   } 
   // 
   // ************************** // 
  } 
 
 } 
     
 } // end of file 
 
 #if PRINT_GROUPS 
  printf( "sn %g\n", sn); 
  for (i = 0; i < H; i++) { 
   no[i] = 0; 
   wo[i] = 0; 
  } 
 #endif 
    nib = trim(M, res, H, sn, n, bv, bn, bs, nib, e, bd, dist, delta); 
 
      // *********************************************************/ 
 // BEGIN: Output the sample to output file 
 // 
 
 int outFlag=0; 
 
 // Open output file 
 do{ 
  if(outFlag){ 
    printf("Enter new output file: "); 
    scanf("%s",outFile); 
  } 
  if(!(outset=fopen(outFile,"w"))){ 
    printf("Cannot save file to %s!\n",strstr(outFile,"\\")); 
    outFlag = 1; 
  }else 




 // BEGIN: Writing process 
 // 
  
 // Write arff header 
 if(!strcmpi(outType,".arff")){ 
  fprintf(outset, "@RELATION %s\n\n", 
strrchr(outFile,'\\')+1); 
  for(i=0;i<d;i++) 
   fprintf(outset, "@ATTRIBUTE ATTR%02d numeric\n", i); 
  fprintf(outset, "\n@DATA\n\n"); 
 } 
 
for (i = 0; i < nib; i++) { 
  #if PRINT_GROUPS 
   no[quanthash(&bv[i*d], res, H)]++; 





  #endif 
  for (j = 0; j < d; j++) 
   fprintf(outset, "%g ", bv[i*d+j]); 
  if (weighted) 
   fprintf(outset, "%g %d", pow(bd[i],delta)*pow(bn[i], 
e)*sn/M, quanthash(&bv[i*d], res, H)); 




 // END: Write file 
 //*******************/ 
 
 fclose(inset);  // Close input file 
 fclose(outset);  // Close output file 
 // 




//  Time stamp (END: endc) 
// 
endc = clock(); 
 
_ftime( &endTime ); 
timeline = ctime( & ( endTime.time ) ); 
printf( "output %d/%d points (%.2f%%) from %d groups\n", nib, N,  
(double)nib*100/N, ntab); 
printf( "Process finished:\t%.19s.%hu %s", timeline,  
endTime.millitm, &timeline[20] ); 









 // BEGIN: Writing log file 
 // 
 if(savelog){ 
  char *logFile; 
  FILE *logset; 
  logFile = filetype_cv(outFile, ".log"); 
 
  // Open log file 
  outFlag=0; 
  do{ 
  if(outFlag){ 
  printf("Enter new log file: "); 
  scanf("%s",logFile); 
  } 
  if(!(logset=fopen(logFile,"w"))){ 
  printf("Cannot open %s\n",*logFile); 
  outFlag = 1; 




  outFlag = 0; 
  }while(outFlag); 
 
  fprintf(logset, "\\>DBSPACE v1.0 %02d-------------------- 
---\n", lcount); 
  fprintf(logset, "Input file : %s\n",inFile); 
  fprintf(logset, "Weighted: %d\n",weighted); 
  fprintf(logset, "exp e (epsilon): %f\n",e); 
  fprintf(logset, "Dimension: %d\n",d); 
  fprintf(logset, "Sampling size: %d\n",M); 
  fprintf(logset, "Buffer Factor: %g\n" 
,(double)BUFFER_FACTOR); 
  fprintf(logset, "Hash size: %d\n",H); 
  fprintf(logset, "Hash Resolution: %g\n",resp); 
  fprintf(logset, "delta: %f\n",delta); 
  fprintf(logset, "Dist. type: D%d\n",dm); 
  fprintf(logset, "Output file: %s\n\n",outFile); 
  timeline = ctime( & ( startTime.time ) ); 
  fprintf(logset, "Process begin:\t%.19s.%hu %s", timeline,  
startTime.millitm, &timeline[20] ); 
  timeline = ctime( & ( endTime.time ) ); 
  fprintf(logset, "Process finished:\t%.19s.%hu %s",  
timeline, endTime.millitm, &timeline[20] ); 
  fprintf(logset, "Processing time is\t%lg seconds\n\n",  
(double)(endc-startc)/CLK_TCK); 
  fprintf(logset, "output %d/%d points (%.2f%%) from %d  
groups\n", nib, N, (double)nib*100/N, ntab); 
  fprintf(logset, "MEMORY: buffer %d entries %lu bytes,  
hash %d buckets %lu bytes\n", nb, byteBuff, H, 
byteHash); 
  fprintf(logset, "        Total buffer %lu bytes\n",  
byteBuff + byteHash); 
  fprintf(logset, "\nOutput file has been saved to  
\"%s\".\nProcess completed.",outFile); 
  fprintf(logset, "\n-------------------------------------- 
----\n"); 
  
  #if PRINT_GROUPS 
   fprintf(logset, "sn %g\n", sn); 
   fprintf(logset, "|- %4s %4s %4s %9s %6s (%6s | %6s) 
%8s %8s %8s %8s\n", "[i]", "ni", "no", "wo", "no/ni", "P[M]","P[nib]", 
"wo/ni", "ni^e", "di^del", "dist"); 
   for (i = 0; i < ntab; i++){ 
    clsCur = &clsinfo[(int)i]; 
    dist = getDistance((*clsCur)->lsd 
,(*clsCur)->n,dm); 
    fprintf(logset, "gc %4d %4ld %4d %9.4f %6.4f 
(%6.4f | %6.4f) %8.4f %8.4f %8.4f %8.4f\n", i, n[i], no[i], wo[i], 
((double)no[i])/n[i], M/(sn*pow(n[i], e)*pow(dist,delta)), 
nib/(sn*pow(n[i], e)*pow(dist,delta)), wo[i]/n[i], pow(n[i], e), 
pow(dist,delta), dist); 
   } 









    // Free memory 
    free(n); 
    #if PRINT_GROUPS 
 free(no); 
 free(wo); 
    #endif 
    free(v); 
    free(bv); 
    free(bn); 
    free(bs); 
    free(bd); 
    free(res); 
    free(centroid); 
    free(clsinfo); 
 
}while(lcount++ < nLoop); 
// 
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