Let a( A) and b(X) be two polynomials expressed in generalized form, i.e. relative to a given orthogonal basis. It is shown how their greatest common divisor d(h), the quotient a( X)/d( A), and the quotient and remainder on division of a(h) by b(X) can be determined simultaneously, without any conversion into standard power form. This is done by applying elementary row operations to the matrix b(A), where A is the comrade matrix associated with a(X).
INTRODUCTION
In the survey [4] it was explained how properties of polynomials can be studied using so-called congenial matrices. The notation and terminology in this paper follow that of [4] , where references to original sources will be found. We concentrate on the companion and comrade matrices. The former is The leading coefficient on the right hand side of (1.10) is pi i = a1a2. . . q. Consider a second polynomial in manic power form b(x)=Am+blA*-l+ ... +"b,. can be used to determine the greatest common divisor (g.c.d.) of G(X), &(h) or a(h), b(h) respectively. The specific results will be quoted in Section 3 (Theorem 3), but it should be realized that g.c.d. calculations for polynomials in generalized form can be done directly, without involvement of the transformation matrix P, or conversion to power form. Each matrix is easily constructed: if the rows of b(C) in (1.14) are denoted by p r,...,pn, then 
n, ,***, (1.19) with p. A 0. The contributions of the present paper can now be stated. It is shown in Section 2 that the quotient and remainder when d(A) is divided by b(h) [or a(X) by b(A)] can also be determined from b(C) or b(A), respectively. A simple relationship involving the rows of the appropriate matrix is given in Theorems 1 and 2, and this can be applied to obtain the coefficients of the quotient and remainder using elementary row operations. Again, polynomials in generalized form can be treated directly, and the author is unaware of any other procedure for performing division of generalized polynomials, except in very special cases. The results hold whether or not the polynomials have a nontrivial g.c.d., but if they do, then in addition the quotient when a(A) [or a(h)] is divided by the g.c.d. can also be determined. These results are presented in Section 3 as corollaries to Theorems 1 and 2. Furthermore, they can be combined with the g.c.d. scheme mentioned above, so that alI the various coefficients can be computed simultaneously. It is intriguing that so much information can be extracted from the single matrix b(A).
DIVISION OF POLYNOMIALS

Power Form
Let n(x) and &(A) be the polynomials defined in (1.2) and (1.11) respectively, and let t = n -m. We can write 
2.2.
Generalized Form The scheme of Section 2.1 to perform division for polynomials in power form is attractive in its own right. However, for present purposes, the value of Theorem 1 lies in the fact that it can be used to derive a corresponding result for the generalized polynomials a(X) and b(X) in (1.4) and (1.12) respectively. For convenience, and without loss of generality, from now on we take b(h) to be manic with respect to the orthogonal basis, i.e. in (1.12) set b, = 1. Also for reasons of convenience, we choose to write where W) = dV+ 4Pt-l(M+ . . . + Q&4 REMARK 2. The particular form of (2.10) was chosen so that precisely the same computational procedure, as outlined in Section 2.1, can be applied to determine the ei and qi in (2.14): The rows pi in (2.8) are replaced by ,... , P~+~, the first t + 1 rows of b(A), and are computed from (1.18) and Fi.19). Although there is no simple formula like (2.7), consideration of (1.19) and (1.3) easily reveals that pi does have its last t -i entries equal to zero, for i = 1,2 , . . . , t. Hence, just as in the previous case, pt+ 1 can be reduced to the form (2.9) by subtracting from it suitable multiples of pt, pt ~ 1,. . . , p1 in turn. The coefficients in (2.9) are then -$, _ r, . . . , -$,,, 0,. . . ,O; and the last row of the right hand half of X after transformation is 0,, . . . , f3,, 1. The quotient and remainder polynomials are given, in generalized form, by (2.10)-(2.13). It is now convenient to formally record the results on greatest common divisors referred to in the Section 1. We shah continue to assume that b, = 1 in (1.15). 
Numerical Examples
Power Form
Suppose that E(h) is an arbitrary manic power form polynomial of degree p, and that it is a factor of (2(A) in ( From part (i) of Theorem 3, h(C) is nonsingular, so postmultiplying (3.6) by h(C) and using (3.7) produces (3.5). Note that even in the complete scheme, since s > t, only the first s + 1 G n rows of YZ are required.
3.3.
Generalized Form The development parallels that of the preceding section. Suppose first that e(X) is an arbitrary pth degree generalized polynomial with unit leading coefficient relative to { pi(A)}, and that it is a factor of a(A) in ( p(n, k)g(X) ; finally, the coefficients in row t + 1 of (3.9) are now those of 8(A) and $(A) in (2.11) and (2.12), and the quotient and remainder in (2.10) are obtained by inserting the factor p(n, m). I. ij f 0 0 -9 -1 0 0 -9 00 00 2 0 1 ' -
From inspection of Yr in (3.14), the g.c. 
CONCLUDING REMARKS
It has been shown how the greatest common divisor d(A) of two generalized polynomials a(X) and b(A), the quotient a(A)/d(h), and the quotient and remainder when a(X) is divided by b(X) can be determined simultaneously using row operations applied to the matrix Y = [&A, I,]. Only the polynomial coefficients relative to the given basis are used, and no conversions are required from generalized to power form. The simple case of polynomials in power form is obtained by taking the companion matrix in place of the comrade matrix A. A computational procedure was outlined, and interested readers will no doubt be able to devise improvements.
In a similar way, the so-called confederate matrix [4] can be used to deal with polynomials expressed relative to a basis more general than the orthogonal set (1.5) and (1.6). The details are straightforward, but it would be tedious to reproduce them here. Of greater interest is to apply the method to more than two polynomials, thus extending what has been done for the g.c.d. problem in isolation [2, 41 . This work, together with other developments, and extensions to related problems, will be reported elsewhere.
