Introduction
Software defect prediction is an essential part of software quality analysis and has been extensively studied in the domain of software-reliability engineering [3, 4, 5, 6, 7] . However, as pointed out by Menzies et al. [4] and Khoshgoftaar et al. [6] , the performance of defect predictors can be greatly degraded by class imbalance problem of the real-world data sets. Here the class imbalanced means the majority of defects in a software system are located in a small percentage of the program modules. Current approaches to solve the class imbalance problem can be roughly categorized into two ways: in a data-level way or algorithm-level way, as reported in [6] . The literature [6] shows that the algorithm-level method AdaBoost almost always outperforms even the best datalevel methods in software defect prediction. AdaBoost is a typical adaptive algorithm which has received great attention since Freund and Schapire's proposal [8] . Adaboost attempts to reduce the bias generated by majority class data, by updating the weights of instances dynamically according 2 
State of the art
In software defect prediction, L = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x ℓ , y ℓ )} ⊂ X × Y denotes the labeled example set with size ℓ and U = {x ℓ+1 , x ℓ+2 , . . . , x ℓ+u } ⊂ X denotes the unlabeled example set with size u. For labeled examples, Y = {+1, −1}, the defective modules are labeled`+1', the non-defective modules are labeled`-1'. Software defect data sets are highly imbalanced, i.e. the examples of the minority class (defective modules) are heavily under-represented in comparison to the examples of majority class (non-defective modules). Thereby, lots of algorithms are proposed to cope with this problem, as will be seen below.
Software Defect Predictor Related with Partial Least Squares
Linear Partial Least Squares (PLS) [9] is an eective linear transformation, which performs the regression on the subset of extracted latent variables. Kernel PLS [15] rst performs nonlinear mapping Φ : {x i } n i=1 ∈ R N → Φ(x) ∈ F to project an input vector to a higher dimensional feature space, in which the linear PLS is used.
Given the center M , the radius of the class region r, and the parameter of overlapping η, the relationship of the two classes can be expressed as M +1 − M −1 = η(r +1 − r −1 ). The parameter η indicates the level of overlapping between the region of the two classes (The smaller value of η, the higher overlapping).
APLSC can be expressed asŶ = sign
, which is derived from the regression model of the linear PLS,ŷ = ∑ k i=1 m i t i , where k is the number of the latent variables, t i is the ith score vector of testing data, m i indicates the direction of ith score, and the bias b is equal to
APLSC suers from the high overlapping, especially when the data sets are nonlinear separable [1] . A suggestion of solving such overlapping problem is by using a kernel method. Kernel PLS [15] corresponds to solving the eigenvalue equation as follows:
where Φ and Ψ denote the matrix of mapped X-space data Φ(x) and the matrix of mapped Yspace data Ψ(y) in the feature space F, respectively. The nonlinear feature selection methods can reduce the overlapping level of the two classes, but the class imbalance problem makes them fail to distinguish the minority class [1] . In order to retrieve the loss caused by class imbalance problem, we want to get the biasb of the kernel PLS Classication, KPLSC [15] . Dierent from the APLSC, the kernel PLS regression isŷ
, where ℓ is the size of labeled example set, κ(x i , x) is a kernel function, and α i is dual regression coecient. Consequently, we may combine the APLSC and kernel PLS so that we get the Asymmetric kernel PLS, as will be seen in section 3.1.
Kernel Principal Component Analysis Classier for Software Defect Prediction
Principal Component Analysis (PCA) [12] is an eective linear transformation, which maps highdimensional data to a lower dimensional space. Kernel Principal Component Analysis (KPCA) [2] rst performs nonlinear mapping Φ(x) to transform an input vector to a higher dimensional feature space. And then linear PCA is used in this feature space. For both the algorithms demonstrated in [2, 12] , the input data are centralized in the original space and the transformed high-dimensional space, i.e.
where ℓ is the number of the labeled data, and x i is the ith instance of the data set. In the proceeding of PCA, the correlation matrix C =
should be diagonalized, while in KPCA, the correlation matrix
It is equal to solving the eigenvalue problem λV = C Φ V , where λ is an eigenvalue, V is a matrix of eigenvectors in KPCA. It can also be written as nλα = Kα, where K = nC Φ is the kernel matrix.
The kernel principal component regression algorithm has been proposed by R. Rosipal et al. [2] . The standard regression model in the transformed feature space can be written as where p is the number of components, w k is the kth primal regression coecient, and b is the regression bias.
, V k is the kth eigenvector of V . V and Λ are the eigenvectors and eigenvalues of the correlation matrix respectively.
Data set
There are many data sets for machine learning test, such as the UCI [17] and the Promisedata repository 1 [18] , which is a data collecting from real world software engineering projects. The choice that which data set should be used depends on the area of the machine learning where it will be applied. In this paper, the experimental data sets come from NASA and SOFTLAB, which can be obtained from PROMISE [18] , as shown in Table 1 and 2. These software modules are developed in dierent languages, at dierent sites by dierent teams, as shown in Table 1 . The SOFTLAB data sets (ar3, ar4, ar5), are drawn from three controller systems for a washing machine, a dishwasher, and a refrigerator respectively. They are all written in C. The rests are from NASA projects. They are all written in C++, except for kc3, which is written in JAVA. All the metrics are computed according to [18] .
Since the contributors maintain these data set continuously, the metrics listed in Table 1 may vary at dierent time. What we are using in this paper are the latest ones updated in June 2012. They are dierent from the data set we used in our previous papers [13, 14] 3 Design the Asymmetric Classiers Based on Kernel Method
The Asymmetric Kernel Partial Least Squares Classier (AKPLSC)
As we illustrated in Section 2.1, APLSC can be expressed asŶ = sign
, thus the AKPLSC can be well characterized as:
where α i is dual regression coecient, which can be obtained from kernel PLS, as shown in Algorithm 1.b is the bias of the classier. Since kernel PLS put most of the information on the rst dimension, the bias in the AKPLSC can be computed similarly as [1] :
where c 1 indicates the direction of the rst score τ 1 , the centers (M +1 , M −1 ) and radiuses (r +1 , r −1 ) are computed based on τ 1 , which can be obtained from Eq.
(1). Then we move the origin to the center of mass by employing data centering, as reported in [15] :
where J is the a vector with all elements equal to 1. After data centering, the AKPLSC can be described as Algorithm 1.
The Asymmetric Kernel Principal Component Analysis Classier (AKP-CAC)
The KPCA regression model does not consider the correlation between principal components and the class attribution. PCA dimension reduction is inevitably aected by asymmetric distribution [1] . We analyze the eect of class imbalance on KPCA. Considering the class imbalance problem, we propose an Asymmetric Kernel Principal Component Analysis Classication (AKPCAC), which retrieves the loss caused by this eect.
′ denotes the between-class scatter matrix,
is class-conditional mean vector,ū is mean vector of total instances, Φ(x i j ) is the jth instances in the ith class, and n i is the number of instances of the ith class. The total non-centralized scatter matrix in the form of kernel matrix is 
until convergence 9:
τ j = K j β j , where τ j is the score 10: 
18: return H;
End Algorithm AKPLSC.
The third term of Eq. (6) can be rewritten as
Note that n iūi = ∑ n i j=1 Φ(x i j ). Then the third term and fourth term of Eq. (6) are equal to zero. Thus, we have the relation
where P is the number of positive instances, N is the number of negative instances, Σ Φ P is the positive covariance matrices, and Σ Φ N is the negative covariance matrices. Since class distribution has a great impact on S Φ w , the class imbalance also impacts the diagonalization problem of KPCA.
In order to combat the class imbalance problem, we propose the AKPCAC, based on kernel method. It considers the correlation between principal components and the class distribution. The imbalance ratio can be denoted as
, which is the probabilities of the positive instances to the negative instances of training data, where I(·) is an indicator function: I(x, y) = 1 if x = y, zero otherwise. We assume that future test examples are drawn from the same distribution, so the imbalance ratio of the training data is the same as that of the test data. Then, we have
whereb is the bias of the classier,ŷ i is the regression result of x i .ŷ i can be computed by regression model Eq. (2) . Note that the regression is conducted on the p principal components. Solving this one variable equation, we get
Based on principal components, Eq. (9) describes the detail deviation of the classier. This deviation may be caused by class imbalance, noise et al. In order to retrieve the harmful eect, we compensate this deviation. By transforming the regression model Eq. (2), the classier model can be written as
where
. . , ℓ. AKPCAC is summarized in Algorithm 2. Since the AKPCAC was rstly studied for reducing the eect of class imbalance for classication, it inherently has the advantage of kernel method, which can conduct quite general dimensional feature space mappings. In this paper, again, we have illustrated how the unreliable dimensions based on KPCA can be removed, thereafter, the imbalance problem based on the PCA has also been solved.
Experimental Result
The experiments are conducted under the data set from NASA and SOFTLAB. The Gaussian kernel function K(x, y) = exp(−||x − y|| 2 ) is adopted for the performance investigation for both AKPLSC and AKPCAC. The eciency are evaluated by F-measure and Friedman test, as will be explained presently.
Validation Method Using F-measure
F-measure method is widely used for assessing a test's accuracy. It considers both the precision P and the recall R to compute the score. P is dened as the number of correct results divided by the number of all returned results. R is the number of correct results divided by the number of results Algorithm 
where J is a vector with all elements equal to 1. 
the precision is dened as: P = T P/(T P + F P ) and the recall is R = T P/(T P + F N ).
The general formula of the F-measure is:
where β is a positive real number. According to the denition of P and R, Eq.(11) can be rewritten as:
Generally, there are 3 commonly used F-measures: F 1 (which is a balance of P and R), F 0.5 (which puts more emphasis on P than R), F 2 (which weights R higher than P ). In this paper, F 1 = 2P R/(P + R) is used to evaluate the eciency of dierent classiers. The F-measure can be interpreted as a weighted average of the precision and recall. It reaches its best value at 1 and worst score at 0.
We compare the F-measure values of dierent predictors including AKPLSC, AKPCAC, APLSC [1] , KPCAC [2] , AdaBoost [6] , and SMOTE [19] . The results are listed in Table 4 . For each data set, we perform a 10 × 5-fold cross validation.
From the table we may see clearly that the AKPLSC and the AKPCAC are superior than the other 4 classiers, which validates our contributions of this paper.
Validation Method Using Friedman Test and Tukey Test
The Friedman test is a non-parametric statistical test developed by the Milton Friedman [24, 25] . It is used to detect dierences in algorithms/classiers across multiple test attempts. The procedure involves ranking each block (or row) together, then considering the values of ranks by columns. In this section, we present a multiple AUC value comparison among the six classiers using Friedman test. 
At rst, we make two hypotheses: H 0 : the six classiers have equal classication probability; H 1 : at least two of them have dierent probability distribution. In order to determine which hypothesis should be rejected, we compute the statistic:
where b is the number of blocks (or rows), k is the number of classiers and R i is the summation of ranks of each column. The range of rejection for null-hypothesis is F r > χ 2 α . In our experiment, the degree of freedom is k − 1 = 5 and we set α = 0.05, thus F r = 18.9683 > 11.0705, which implies H 0 should be rejected.
Friedman test just tells us that at least two of the classiers have dierent performance, but it doesn't give any implication which one performs best. In this case, a post hoc test should be proceeded. Actually, there are many post hoc test such as LSD (Fisher's least signicant dierence), SNK (Student-Newman-Keuls), Bonferroni-Dunn test, Tukey test and Nemenyi test, which is very similar to the Tukey test for ANOVA. In this paper, the Tukey test [26] is applied.
Tukey test is a single-step multiple comparison procedure and statistical test. It is used in conjunction with an ANOVA to nd means that are signicantly dierent from each other. It compares all possible pairs of means, and is based on a studentized range distribution.
Tukey test involves two basic assumptions: (1). The observations being tested are independent.
(2). There is equal within-group variance across the groups associated with each mean in the test.
Obviously, our case satises the two requirements. In this paper, we set α = 0.05. Since we compare 6 classiers over 9 data sets, then n = 54, p = 6, v = n − p = 48 and n t = 9. q α (p, v) ≈ 4.2, which can be found from the Studentized range statistic table. Now the only problem to nd the value of ω is to determine s and M SE. This can be calculated accordingly: 1. The dierence T 6 − T 1 = 0.1058 is greater than the critical value ω, which hints the AKPCAC is signicantly better than the APLSC.
2. But compared to the rests except the APLSC, the two newly proposed methods have no signicant dierence.
3. Nevertheless, the AKPCAC and AKPLSC have the largest and second largest means, which implies the both indeed outperform the rests, although insignicantly.
4. Compared to the AKPLSC, the AKPCAC is slightly more powerful, which supports our claim that the AKPCAC is more adaptive to dimensional feature space mappings over imbalanced data sets.
5. The deduction is made in the condence level (1 − 0.05). In this paper, we introduce kernel based asymmetric learning for software defect prediction. To eliminate the negative eect of class imbalance problem, we propose two algorithms called the Asymmetric Kernel Partial Least Squares Classier and the Asymmetric Kernel Principal Component Analysis Classier. The former one is derived from the regression model of linear PLS while the latter is from kernel PCA method. The AKPLSC can extract feature information in a nonlinear way and retrieve the loss caused by class imbalance. The AKPCAC is more adaptive to dimensional feature space mappings over imbalanced data sets and has a better performance. F-measure, Friedman test and a post hoc test using Tukey method are used to verify the performance of our algorithms. Experimental results on NASA and SOFTLAB data sets validate their eectiveness.
