We study the existence and the asymptotic behavior of positive solutions for the parabolic equation a u −
Introduction
In recent years, there have been many results in the study of elliptic equations with singular lower-order terms in the Kato class K n introduced in [2] . In [2] , Aizenman and Simon identified the Kato class K n as the natural class of functions so that the weak solutions of the equation u + u = 0, are continuous. We recall that for n 3, a function ∈ L 1 loc (R n ) is said to belong to the Kato class K n provided that lim r→0 sup x∈R n |x−y| r | (y)| |x − y| n−2 dy = 0.
In [12] , Zhang studied the following parabolic problem:
where p > 1, n 3 and A is a positive definite matrix with bounded measurable coefficients. More precisely, he proved that when V 0 and V is in a certain parabolic Kato class at infinity P ∞ , there is a constant b 0 > 0 such that if u 0 ∈ C 2 (R n ) satisfying u 0 ∞ b 0 , there exists a global bounded and continuous solution u of (1.1). For the reader's convenience, we recall the definition of the class P ∞ . In [14] , Zhang and Zhao studied the asymptotic behavior of the global solutions of (1.1). When 0 < u 0 , V and u 0 are in K ∞ n , they proved that the problem (1.1) has a global positive solution which converges pointwise to a positive solution of u + V u p = 0, in R n . The elliptic problem u + V u p = 0 in , u = 0 on * , (1.3) where is an unbounded domain in R n , n 2, with compact Lipschitz boundary, has been widely studied (see [4] [5] [6] [7] 10, 15] ).
In this paper, we introduce a new parabolic class J ∞ . As we will see in the next section, functions belonging to J ∞ are in general more singular than those belonging to the class P ∞ . As a consequence, we establish an essentially optimal condition on V related to the class J ∞ so that the parabolic problem (P):
has global positive continuous solutions under a natural condition on the initial value u 0 . We also prove, when V is smooth, that these solutions converge pointwise to positive solutions of the corresponding elliptic equation. Here and throughout this paper, D is an exterior domain in R n with a compact C 1.1 -boundary, n 3 and p > 1. Solutions of this problem are understood as distributional solutions in D × (0, ∞). Before stating the results of the paper, we need to give more notations and definitions. Let (x) be the Euclidian distance from x to *D, (x) = min (1, (x) ) and G(x, t; y, s) be the Green's function of − (1.5)
The main results are the followings. 
there exists a continuous solution u of (P), such that for all 
has a global positive solution u satisfying, for all (
and which converges pointwise to a positive solution of
In the sequel, k and C denote generic positive constants which may vary in value from line to line.
The class J
c (x, t; y, s) = min 1,
Let G(x, t; y, s) be the Green's function of − * *t with Dirichlet boundary condition on D × (0, ∞) and 
where (x, y) = min(1,
Proof. Eq. (2.4) follows from [13] . Eq. (2.5) follows from (2.4), by integrating with respect to time. We prove (2.6). By using
we have
then we obtain by (2.9) and (2.10) that
We will show the right-hand side inequality in (2.6). By (2.9) and (2.10), we have min 1, 2 (y) 
Moreover, there exists a positive constant C such that
Proof. Since h is the solution of
then by uniqueness (see [1] ), it follows that
We will prove (2.12). It suffices to prove (2.12) for x ∈ D, such that (x) 1. From (2.11) and (2.4), we have
Also, we have from (2.4) that 
Then, by (2.7) it follows that (1.5) is equivalent to (2.14). Proof. Let be a function satisfying (2.15). Then, satisfies (2.14) (see [6] ) and consequently ∈ J ∞ . Proposition 2.5. Let be a measurable function on D × R. Suppose that 0 ∈ = R n \D and there are < 2, ε > 2, such that
Definition 2.1 (see Mâagli and Mâatoug [6]). A Borel measurable function in D is in the class
Proof. By Proposition 2.3, it suffices to prove that the function F ,ε defined in D by
satisfies (2.13) and (2.14).
which tends to 0 as r → 0. If > 0, then from (2.7), we have
which tends to 0 as r → 0. Moreover, we have from (2.7) that
We estimate I 1 . We have
We estimate I 2 . Let y ∈ D : (y) 2d( ). Then we have for some y 0 ∈ *D, (y) = |y − y 0 | |y| − |y 0 | 1 2 |y|. Moreover, since (y) |y|, ∀y ∈ D, then we obtain
Proposition 2.6. The class J ∞ properly contains P ∞ .
Proof. It is clear that P ∞ ⊂ J ∞ . By Proposition 2.5, F ,ε ∈ J ∞ , for < 2 and ε > 0. Moreover, by Riahi [11] , we have for 1 ,
The key in proving the existence theorem is the following. for all x, y, z ∈ D, s < < t.
Proof. We may assume
where
Let ∈ (0, 1) that will be fixed later. Case 1: ∈ (0, t). We have
Combining with the inequality
we obtain from (2.17) that
Moreover, using the inequality (2.9), we have
Combining (2.17)-(2.19), we obtain for all ∈ (0, t),
Using the inequality (2.10), it follows that
Now, taking so that Combining (2.20), (2.24) and using the fact that To prove this Proposition, we first need the following lemmas.
Proof. Since h is a positive solution of in B(x 0 , 2R), then, by the standard estimates on Hölder continuity [8] , we have
Moreover, by (2.12), we have for z ∈ B(x 0 , 2R)
The inequality holds by combining (3.1) and (3.2). 
where c 1 is given in (2.4).
Proof.
We estimate I 1 . By Lemma 3.2 and (2.12), we have
G(x, t; y, s).
2 . Hence, from (2.4) and (2.6), we obtain that . By the standard estimates on Hölder continuity [9] , we have
3 ), ∈ [t − ( 
Since |x − z| |x − y| + |y − z| 4|y − z|, then
Since − s t − s, |x − y| 3|y − z| and So,
(x, t; y, s). (3.7)
Hence, by (3.5), (3.7), (2.12) and (2.6), we have
(x, t; y, s). (3.8) By combining (3.3), (3.4) and (3.8), we get h(y) h(x) G(x, t; y, s) − h(y) h(x ) G(x , t; y, s)
(x, t; y, s).
Lemma 3.4. Let x 0 ∈ D and 0 < R < (x 0 )/2. Then, there exist constants k and ∈ (0, 1), such that for all x, x ∈ B(x 0 , R), y ∈ D and s < t with t − s 4R|x − x |, we have h(y) h(x) G(x, t; y, s) − h(y) h(x ) G(x , t; y, s)
Proof. As in the proof of Lemma 3.3, we have h(y) h(x) G(x, t; y, s) − h(y) h(x ) G(x , t; y, s) h(y) h(x)h(x ) |h(x) − h(x )|G(x, t; y, s) + h(y) h(x ) |G(x, t; y, s) − G(x , t; y, s)|
and
(x, t; y, s). (3.10)
To estimate I 2 , for r > 0, we write
and u(z, ) = G(z, ; y, s).
Since t −s 4r 2 then u is a positive solution of −
By the standard estimates on Hölder continuity [9] , we have
where C > 0 and ∈ (0, 1). It follows from (3.11), (3.12) and (2.6) that
(x, t; y, s). (3.13)
Combining (3.9), (3.10) and (3.13), we obtain the result. 
when |x − y| 2 √ l. By the standard estimates on Hölder continuity [9] , we have
(3.14)
Now, for z ∈ B(x,
Hence, by (2.4) and (2.9) we have
Since |x − z| 4|y − z|, then
Since − s t − s, |x − y| 3|y − z| and 
(x, t; y, s).
Proof. As in the proof of Lemma 3.5, let l = |t − t | 1/2 and u(z, ) = G(z, ; y, s). Then u is a positive solution of −
. By the standard estimates on Hölder continuity [9] , we have
From the Harnack inequality, we have
Hence, it follows from (2.12), (3.16) and (2.6) that
Proof. Since ∈ J ∞ , then for all ε > 0, there exists r ∈ (0, 1) such that
(x, t; y, s)| (y, s)| dy ds ε.
Fixing this r. We may assume that r < M/2. Let 0
]. Then by (2.13), (2.4) and (2.6), we have
(x, t; y, s). Since R < r/2 and x ∈ B(x 0 , R) ∩ D then
Using Proposition 2.7, we have
which tends to 0 as R → 0.
Proof of Proposition 3.1. Let 0 ∈ J ∞ and 0 0. Let F = { ∈ J ∞ : 0 0 } and let T be the operator defined on F by
y, s) (y, s) dy ds.
Then we have by (2.12), (2.4) and (2.6) that for all ∈ F , [∩(0, ∞). We may assume that t < t.
G(x, t; y, s) (y, s) dy ds 
We estimate I 1 .
. . . dy ds
. . . dy ds = I 11 + I 12 + I 13 .
By Lemma 3.4, we have
as |(x, t) − (x , t )| → 0, uniformly with respect to ∈ F . Since ∈ F and 0 ∈ J ∞ then by (2.12), (2.4) and (2.6), we have
y, s) (y, s) dy ds
+ t t−4R|x−x | D∩B(x ,3 √ R|x−x |) h(y) h(x ) G(x , t;
as |(x, t) − (x , t )| → 0, uniformly with respect to ∈ F .
From Lemma 3.3,
as |(x, t) − (x , t )| → 0, uniformly with respect to ∈ F . We write
..dy ds
Then using Lemmas 3.6 and 3.5, we have
. It follows that
s) (y, s) dy ds
as |(x, t) − (x , t )| → 0, uniformly with respect to ∈ F . Now, we estimate I 3 . Since G(x, t ; y, s) = 0 for s t then we write 4 [∩(0, ∞), we write
G(x, t; y, s) (y, s) dy ds
y, s) (y, s) dy ds
From Lemma 3.7, it follows that for any ε > 0 we can choose R so small that 
It is important to note that the modulus of continuity of I 5 is independent of the choice of in F.
Proof of Theorem 1.1
We first need the following lemma.
Proof. (i) By (2.12) and (2.6), we have
(ii) We have lim where v 0 is given in (4.1). Indeed, for w satisfying (4.6) and (4.7), the function u(x, t) = h(x)w(x, t) satisfies (4.4) and (4.5). We shall use the Schauder fixed point theorem. We divide the proof into two steps.
Step 1: In this step, we assume, moreover, that lim 
