By applying the Takács' technique about the busy period to the regenerative cycle method, this paper gives the strict proof for the time average distributions of the queue length in M/G/1 without depending on other methods. Moreover we extend its proof from the service time to the completion time(CT). That is, we choose the stochastic behavior on the completion time as the regenerative cycle and, by using its PGF, represent the queue length distributions in M/CT /1, M/CT /1 with N -policy, M/CT /1 with multiple vacation and their combinations. Our completion time is able to contain the additional service time, the vacation, the loss interval and the batch arrival. We can also consider some service disciplines on it like time-controlled service discipline. Thus the completion time realizes the wider application of the regenerative cycle method, unifies various variants of the fundamental models and derives their probability generating functions.
Introduction
The probability generating function (PGF) of the time average distribution of the queue length in a queueing model is useful in that we can obtain probabilities and moments by differentiating it. Its research in variants of M/G/1 has long history. The simple cases are derived by the embedded Markov theory [19, 20] or the supplementary variable method [7] . The supplementary variable method usually assumes the existence of the steady state and the absolute continuity of the distribution of the service time (e.g., [6] ). These assumptions restrict its application. The method of the embedded Markov chain does not need such assumptions. This method tries to obtain the customer average PGF of the queue length immediately after the departure epoch and, if it is obtained, we can get the time average PGF on the continuous time domain by PASTA and Burke's theorem. However it is difficult and not realistic to solve the equilibrium equation of the Markov chain in many variants of M/G/1 and M or Π(z : ξ) respectively. Regarding to the type number ξ, we denote the intensity of the occurrence of its cycle in the original queue length process by α ξ . Similarly, we denote the mean of its time length and the PGF of the number of other customers staying during it by θ ξ and Π where α ξ θ ξ = 1 (in detail see [27] ). Conversely by this equation we can construct the complicated model whose Π(z) is obtained from the comparatively simple Π(z : ξ).
However in [27] we used the PGF of M/G/1 as the given one. Except for the application of (1.1) using the known Π(z : ξ)'s, this paper also uses (1.1) as the equation with the unknown Π(z : ξ). For example, if the relation Π(z) = Π(z : ξ = 1) holds, we can obtain Π(z) from other {α ξ , θ ξ , Π(z : ξ)}. By this method we complete the proof for the PGF of M/G/1 without depending on the embedded Markov theory etc. In this proof we use the relation which Takács [28, 29] first found. Moreover the PGF of the process cumulative on an interval is used for the starting PGF of the regenerative cycle method.
The second and main purpose of this paper is to extend the service time to the completion time(see [10] or [14] ) in order to realize the wider application of the regenerative cycle method. The completion time(CT) is the length of the time period during which the batch or customer occupies the server. Although the completion time has been used as the extension of the service time, our interest is the queue length behavior on it rather than the completion time itself. That is, our idea is to choose this behavior as the regenerative cycle and to calculate its PGF Π(z : For example, on the service interval of one batch in M X /G/1 the number of customers belonging to this batch decreases and the number of customers belonging to newly arriving batches increases. The sum of these numbers shows the behavior with the identical stochastic structure. So, if we choose this interval as the completion time, M on it. This paper represents Π(z : CT ) by Π(z : CT C) in such batch arrival model.
The completion time is able to contain the service time, the additional service time, the vacation time, loss interval during which no arriving batch enters the system and so on. As the concrete examples of Π(z : CT C) we treat the one-service-one-vacation rule (the pure limited service system in [30] ), loss vacation and time-controlled service discipline. Moreover, we apply our technique to the distribution of the number of ordinary customers in the priority queueing system. Thus the representation with Π(z : CT ) unifies the PGF's of the variants of the fundamental queueing models with the single arrivals or the batch arrivals.
This paper focusses our attention on the time average. The models in this paper are regenerative processes, so that their time average has the distribution if the mean of the renewal interval is finite. With respect to the steady state we can construct the stationary process of the regenerative process by choosing the suitable initial distributions (see p.110 of [33] ). However, the model with the multiple vacation does not guarantee the existence of the limiting distributions with the fixed initial state (see [27] ). The stability of M/CT /1 on the continuous time domain can be easily proved by Kalähne's method [15, 26] . Even in this model we need cares if we are interested in the variables about each customer. For example, the queue length at the customer's departure epoch in M
is not ergodic but periodic in the viewpoint of Markov theory.
A Process Cumulative on an Interval
If we try to use (1.1) without depending on other methods, the starting PGF is necessary. As this PGF we analyze the cumulative process on an interval. For example, in next section this PGF on the first service period determines the PGF in M/G/1.
The customers which this paper deals with arrive in batches at a service station with one server. The batch arrival epochs (0 ≤)e(1) < e(2) < · · · are according to Poisson process with intensity λ. Let τ b n (≥ 1) be the size of the nth arrival batch. We assume that τ b n is i.i.d. and independent of the arrival epochs. We put
In this paper E(•) denotes the mean of the variable •. Let the right-continuous function L(t) be the number of customers arriving during the half-open interval (0, t]. That is,
. When a nonnegative integer-valued stochastic process y t on [0, ∞) is given, we defined in [27] the time average of y t by
where χ(A) = 1 if A holds, and χ(A) = 0 otherwise. If T A(u) has the property of probability measure, we call Π(z) = ∞ i=0 z i T A({i}) the time average PGF(or simply PGF) of y t . Moreover we defined the PGF of the regenerative cycle on the bounded interval (0, t 1 ) as the time average PGF of the regenerative process in which this regenerative cycle repeats independently. The time average of this regenerative process is represented by
(see (3.4) of [27] ).
Here we consider the regenerative cycle y t = L(t) on the interval (0, t 1 ] which we call the cumulative process on this interval. The nonnegative random variable t 1 is independent of {τ b n }. It possibly depends on e(n) if e(n) ≤ t 1 . We assume that 0 < E(t 1 ) < ∞. It is possible that t 1 = 0 with positive probability.
Loris-Teghem [24] tried to obtain the time average PGF of the cumulative process from the PGF of y t 1 . Its result is useful when t 1 depends on e(n). However the proof of [24] is not complete. Here we will discuss it strictly. In next lemma ι k is the length of the subinterval of (0, t 1 ] during which k batches exist. We put ι k = 0 if t 1 = 0. Lemma 2.1. (Loris-Teghem) For a nonnegative integer k we define
where we put e(0) = 0. Then
Proof.
Letι j be the length of the subinterval of (0, t 1 ] during which j customers exists. That is,ι 0 = ι 0 , andι
There is no such k.
where we put P r(τ 
Since we know the technique of the combination, it is sufficient for many models to consider two fundamental models M X /G/1 with N -batch-policy and M X /G/1 with multiple vacation. That is, the former has the N -batch-policy vacation. If this vacation begins at 0, this is the interval (0, e(N )) and so we choose t 1 = e(N ). In the latter model t 1 is independent of {e(n), τ b n : n = 1, 2, · · · }. Let T (x) be the distribution function of t 1 . Let T * (s) be the Laplace Stieltjes Transform (LST) of T (x). From Theorem 2.1 we get these PGF's on {|z| < 1} as follows.
for N -batch-policy vacation, and, (2.3)
Remark. If E(t 1 ) and T * (s) are the mean and the LST of the length of the renewal interval in a stationary renewal epochs, the elapsed renewal time at an arbitrary time has the LST such as
, (see p.17 of [30] ). The (2.4) is the form of PGF of the number of customers who arrive during this elapsed renewal time. This agrees with the proposition that the distribution of the steady state, if any, is equal to the time average distribution.
Π(z : M/G/1)
Throughout this paper the service times of customers are independent and also independent of the arrival epochs. When they are i.i.d., we denote their distribution function by B(x). Let b and B * (s) be its mean and LST respectively. The time average PGF of the queue length in M/G/1 is completely derived by using the method of the embedded Markov chain [20] , Burke's theorem [2, 11] and PASTA [33] . The supplementary variable method [7] is also able to derive it. To clarify the difference from such other methods, this section derives the PGF directly by the regenerative cycle method. Our method is useful in that, as is shown in later sections, it is extended to the model with the completion time.
We assume ρ ≡ λb < 1. The renewal interval in M/G/1 consists of the idle period and the busy period. First, by regarding the queue length on the busy period as the regenerative cycle, we call it the busy cycle and consider its PGF Π z : busy /M/G/1 . The busy period consists of the interval of the first service and the remaining busy period. The arriving customers on the former interval are cumulative and their PGF is represented by (2.4), so that the PGF of the queue length on this interval is
Next we consider the latter interval of the busy period. The customers at the beginning of this interval arrive at the system during the first service time. The condition n < ∞ in (1.1) is inconvenient for several cases. The infinite summation of PGF's of the regenerative cycles is possible for special cases. The following is its example. Lemma 3.1. Let y t be the integer-valued process on (0, t 1 ]. Let N be the nonnegative integer-valued random variable. Let Π(z : n) be the PGF of the regenerative cycle y t conditioned by N = n. We put ψ n = E(t 1 |N = n). Assume that 0 < E(t 1 ) < ∞. If ψ n = 0, we put ψ n Π(z : n) = 0. Then the PGF of y t is given by
Proof. The PGF of the regenerative cycle y t on (0, t 1 ] is given by
The right hand converges absolutely in the region of |z| < 1. Therefore Let Θ R denote the latter interval of the busy period in M/G/1. We will get the PGF Π(z : Θ R ) of the regenerative cycle on it. Let N R be the number of customers at the beginning of Θ R . Without loss of generality we assume that this interval begins at 0 and ends at t 1 . If N R = 0, we get t 1 = 0. We consider the nonpreemptive LIFO discipline.
be the starting epochs of the services of these N R customers. Then there are l j ≡ N R − j waiting customers immediately after s j . Moreover, the stochastic behavior of the y t − l j on the interval (s j , s j+1 ) is equal to a busy cycle of M/G/1, which was first discovered by Takács [28, 29] . He was interested only in the length of busy cycle. The [24] also used this fact but did not get Π(z : M/G/1) itself.
When N R = n is given, we can use (1.1) for obtaining the PGF of the regenerative cycle on Θ R . Since n busy periods appear at s 1 , · · · , s n in this case, both α ξ and θ ξ of (1.1) are identical with respect to ξ. Since
We combine (3.1) and Π(z : Θ R ) by (1.1). The mean of the length of the busy cycle is b/(1−ρ) (see [30] ). Hence the mean of the length of Θ R is E(
Thus we get the equation:
The case N R = 0 is contained in Π(z : Θ R ), so that the intensities α 1 and α 2 are determined by
That is,
Applying (1.1) to the idle period, we get
The intensities α 1 and α 2 are determined by α 1 = α 2 and
Hence we obtain the well known equation:
Completion Time 4.1. Definitions
Let's extend the service time of the previous section to the completion time. By it we can obtain the PGF of many variants of M/G/1. The batch arrival contains the single arrival, so that we will consider the queue length y t in the batch arrival model. We assume that each batch occupies the server during a time interval whose length is called the completion time ([10] or [14] ). That is, any customer of the batch occupying completion time(CT) leaves the system during this CT and any customer of other batch is not served during it. Moreover, the different two completion times do not overlap. For example in ordinary M X /G/1 with FIFO service discipline, one batch occupies the server from the beginning of the first service to the end of the last service for the customers belonging to this batch. So we can choose this time length as the completion time of a batch. Generally the completion time is able to contain the vacation time or the loss interval during which no arriving batch enters the system. In this paper the completion time is not interrupted, i.e., it appears as one interval.
We are interested in the regenerative cycle n(t) = y t −l on CT rather than CT itself. The integer l must be invariant on this CT and n(t) must be nonnegative. Usually l is different for every batch and is chosen such that the stochastic structure of n(t) on the completion time of each batch has the identical triple
The notation Π(z : CT ) denotes the PGF of this regenerative cycle. Let C(x) be the distribution function of the length of the completion time. Let b C and C * (s) be its mean and LST respectively. It is not always necessary that the batches arriving during the CT continue to stay until the end of CT. Its balking, reneging or even coming back is possible, so that L C (z) denotes the PGF of the number of batches which arrive during the completion time interval and stay in the system immediately after the end of this interval. In the model of this paper these batches continue to stay afterwards and receive the services in due time. Other batches arriving during this interval leave before its end and do not come back to the system after it. Let l C be the mean of L C (z). Assume that the number of customers belonging to the batch in L C (z) is independent of the service rule on the completion time interval. That is, its PGF is G(z). If this interval has not the loss of the arriving batch, we get L
As a simple example, the completion time of M/G/1 is the service time, so that we have
We will exemplify other Π(z : CT ) in later sections.
Throughout this paper we assume the nonpreemptive LIFO service discipline among batches. Its PGF is the same as the PGF in the FIFO service discipline, because the triple of 
(see p.20 of [30] ).
In the general case of (4.1) the busy period in M/CT /1 consists of the interval occupied by the first batch and the remaining busy period. We denote the latter interval by Θ R . Let N R be the number of the batches at the beginning of Θ R . As is shown in section 3, N R busy cycles of M/CT /1 appear on Θ R independently, because of LIFO service discipline among batches. Therefore the discussion parallel to section 3 is possible. However the final representation by using (4.1) is largely different from (3.3), so that we will describe the proof completely. Since E(N R ) = l C , the mean θ C of the busy period of M/CT /1 satisfies the relation θ
By the discussion parallel to the previous section we obtain the PGF of the queue length on Θ R for fixed N R = n. That is,
Theorem 4.1. We assume λb
When no arriving batch is lost, we get
Proof. The mean E(Θ R ) of the length of Θ R is given by
Therefore from Lemma 3.1 the PGF of the queue length on Θ R becomes
By using (1.1), we get
Since
Hence the (4.7) follows. The (4.8) is derived from ) and the Π(z : Θ R ) is Π(z : N ) of (4.5). We find from (1.1) that the PGF of this model has the following form with the same intensity α. 
The mean of the length of the regenerative cycle starting at the beginning of N -batchpolicy vacation is
Next we consider M/CT /1 with multiple vacation. If the server finds no customer in the system after a completion time, he repeats ordinary vacations with the identical distribution function V (x) until he finds a customer. When he finds a customer at the end of the vacation, the new completion time begins. Let v and V * (s) be the mean and the LST of V (x) respectively. In this model the queue length on one vacation period is cumulative and its PGF is (2.4) with T * = V * . We choose the interval from the end of one vacation to the beginning of the next vacation as Θ R . Let N R be the number of batches arriving during the vacation before Θ R . Its PGF is given by V *
That is, Θ R is defined for every vacation. From (4.6) we have
where V *
). By using (1.1) the PGF of this model has the form:
If we choose the regenerative cycle starting at the beginning of the vacation, the mean of the length of this cycle is the following.
(4.14)
In [27] we got many PGF's by combining Π z : . Particularly we can construct the new model by inserting the cycle of M/CT /1/M V into the known regenerative process. In this case we have the extended form of (7.2) of [27] :
where v and V * (s) are respectively the mean and LST of the inserted vacation V .
Π(z : CT ) with the Same Π(z : CT C)

Π(z : CT )
If we try to apply the result in previous section to a concrete model, we must obtain the Π(z : CT ). This is the PGF of the regenerative cycle on the completion time of the batch. In most applications the completion time of the batch consists of the completion times of customers(CTC) belonging to this batch. As an example, in the model M X /G/1 the completion time of a batch consists of the service times of its customers. Figure 1 shows an example of the queue length process in this case. The uparrow and the downarrow mean the arrival of batch and the departure of the customer respectively. There is one batch at 0 which we call the initial batch. This batch has three customers A, B and C and the corresponding service intervals constitute the completion time of this batch. 
This section assumes that each customer belonging to the initial batch also has the completion time denoted by CTC. For space saving we assume that every customer has the identical PGF Π(z : CT C) on his completion time, although the PGF of the model with the different Π(z : CT C)'s is able to be calculated.
Let C c (x), b C c and C * c (s) be the distribution function of CTC, its mean and its LST respectively. The customer occupying the interval CT C leaves the system before or at the end of CT C and other customer is not served on this CTC. Although CTC in Figure 1 is his service time, it may contain the vacation time or the loss interval. Let L C c (z) be the PGF of the number of batches which arrive on CTC and remain just after the end of this interval. Let l C c be the mean of L C c (z). We assume that these remaining batches continue to stay until the end of the completion time CT of the initial batch. Moreover we assume that the number of customers belonging to such remaining batch is independent of the service rule on CT C, so that its PGF is G(z). This section assumes that each customer has the same triple:
Then the PGF Π(z : CT ) on the time interval occupied by the initial batch is represented as follows. . Therefore the PGF on CT of the initial batch with n customers is represented by 
Π(z : CT
Let H be the number of batches arriving during the completion time of the initial batch and remaining until its end. Then
Π z : M/CT /1
Applying the results of Theorem 5.1 to the equations of Theorem 4.1, we get the following. Theorem 5.2.
We can represent various PGF's by Π(z : CT C), if we substitute these equations to (4.12), (4.13) or their combinations.
Let's check (5.8) by applying it to M X /G/1. We can put
where B * (5.8), we obtain the following time average PGF.
( 5.9) This is equal to the equation (4.18c) in p.48 of [30] .
Application to Some Variants of M X
/G/1 6.1. One-service-one-vacation rule Our completion time method is useful not only for the batch arrival but also for the special vacation models. First we will consider the one-service-one-vacation rule which is called the pure limited service system in [30] . In this rule the server takes a vacation immediately after the service of each customer. This section denotes the distribution function of the length of this vacation by V (x). The server begins the first service of the batch at the beginning of its completion time. When the service of each customer is completed, this customer leaves the system and the server takes a vacation. Returning from the vacation, he begins to serve the next customer belonging to the same batch. In this way he repeats the service and the vacation. The end of the completion time is the end of the last vacation in this batch. This section deals with the ordinary vacation and the loss vacation.
The completion time of a customer consists of one service time and subsequent vacation time, so that the PGF Π(z : CT C) is represented as the combination of the PGF on the service period and the PGF on the vacation period. In the case of the ordinary vacation, from (1.1) it has the form:
. By substituting these to (5.8), we get
The (6.2) is the generalization of both (10.6) of [27] and (5.9) of this paper. By substituting (6.2) to the equations in section 4, we can get Π(z :
) and their combinations. If the batch arriving during the vacation leaves the system immediately without entering it, we call it the loss vacation. The PGF of the regenerative cycle on the loss vacation is Π(z) = 1. In the case that the server takes the loss vacation after the service of each customer, the PGF on the interval occupied by the customer is written by
.
By substituting these results to (5.6) we get
To be interesting, this does not depend on V * (s) except for v. Moreover this becomes Π(z : M/G/1) when G(z) = z. 6.2. Ordinary customers in the nonpreemptive priority queueing system In one-service-one-vacation rule the service and the vacation are independent. As an example of the dependent case we will consider the ordinary nonpreemptive priority queues with two classes of customers, i.e., the priority customers and the ordinary customers. Takagi [30] introduced Welch [32] 's doctorial dissertation which obtained the joint distribution of queue lengths of both classes at the every service completion epoch. He says that it is not identical to the PGF of number of messages at an arbitrary time. Takahashi et al. [31] obtained the relation between queue length and the waiting time. This section shows that our completion time method is useful for obtaining the time average PGF of the number of ordinary customers.
Let B(x), b and B * (s) be the distribution of the service time of the ordinary customer, its mean and its LST respectively. The ordinary customers arrive in batches whose PGF is represented by (2.1). This is the Poisson arrival with intensity λ. Let B 1 (x), b 1 and B * 1 (s) be the distribution of the service time of the priority customer, its mean and its LST respectively. This is single and Poisson arrival with intensity λ 1 . Assume λ 1 b 1 +λbg < 1. We consider the nonpreemptive service discipline. That is, the service of the ordinary customer is not interrupted but the new service of ordinary customer cannot start when there is a priority customer.
The priority customers arriving during the service period of the ordinary customer are served after it. Therefore as the completion time CTC of an ordinary customer we choose the time interval from the starting epoch of the service of this customer to the epoch when the server is free to accept the next ordinary customer. The number of the priority customers on this interval is the regenerative cycle of M (λ 1 )/G(B 1 )/1/M V (B) . Therefore the LST of our completion time is given by
(see [30] p.24) where Θ * 1 (s) is the LST of the busy period in
which is the mean of this busy period.
We must combine two cases. First, if the ordinary customer finds an idle server at his arrival, the busy cycle of M/CT /1 with our completion time begins. Secondly, if a priority customer finds an idle server at his arrival, the service interval for the priority customers begins. The LST of this length is Θ * 1 (s). Since the ordinary customers may arrive during this interval, they generate the regenerative cycle of M/CT /1/M V (Θ 1 ). Totally, the PGF of the number of ordinary customers is represented by
Or by using (4.13)
Lastly we must calculate Π(z : CT C). Theorem 6.1.
,
Proof. Our CTC consists of the service period of one ordinary customer and the service period Θ P of the priority customers. The number of the ordinary customers on the former period is cumulative, so that its PGF is z{1 − B * G (z)}/{λb(1 − G(z))}. Next consider the latter period Θ P . Let N 1 be the number of the priority customers arriving during the former service period. Let N be the number of batches of the ordinary customers arriving during the same period. Then When N 1 = n 1 is given, the LST of the length of Θ P is Θ * 1 (s) n 1 . Its mean is n 1 θ 1 . Therefore when N 1 = n 1 and N = n are given, the regenerative cycle of the ordinary customers on Θ P is cumulative and its PGF is Π z :
where Θ *
From Lemma 3.1 the PGF of the regenerative cycle on Θ P is given by
Consequently from (1.1)
Since α 1 = α 2 and α 1 b + α 2 λ 1 θ 1 b = 1, we get the equation of Π(z : CT C). Substituting this result into (5.8) we complete the proof.
6.3. Time-controlled service system 6.3.1. Service rule and lemma Some authors( [16, 17, 23, 30] ) considered the waiting time or unfinished work in the timelimited service system. The term "time-limited" gives us the impression that the service time is limited by the timer. Here more generally we will consider the service rule controlled by the timer and obtain Π(z : CT C) by choosing the completion time adequately. We assume that the timer starts simultaneously with the service. The time T until the timer expiration is independent of the service time. First we do not specialize the distribution of T . Let S be the service time of a customer. This section chooses S as the completion time of a customer if S < T . When T ≤ S, we can consider many rules like the priority queues(e.g., [14] ). The main rules in this case are as follows.
(1) The server takes the vacation after the service S.
(2) The service is changed at the timer expiration to the new service with the service time S 0 . The server takes the vacation after S 0 .
(3) The customer leaves the system at T and the server takes the vacation. (5) The service is interrupted by the vacation. After the vacation the service begins. Any service has the timer. In this way the service and the vacation repeat alternately until the service ends without timer expiration.
(5-1) After every vacation the remaining service is resumed. That is, the total service time is S.
(5-2) After any vacation the identical service time begins all over again. (5-3) Whenever the vacation ends, new service with the same distribution as S starts independently.
This section deals with the ordinary vacation, although the loss vacation or loss interval is considerable. We assume that our vacation is independent of the service time. 6.3.2. Rules (1), (2) and (3) Let's consider a variant of M X /G/1 in which every customer receives the service according to the identical time-controlled service rule. Here, we will consider Rules (1), (2) and (3) in which the customer leaves the system before the vacation. LetS be the service time which the customer receives actually. Let BS(x), bS and B * S (s) be the distribution function of S, its mean and its LST respectively. The B * S (s : S < T ) and B * S (s : T ≤ S) denote the LST ofS conditioned by S < T and T ≤ S respectively. If S < T , thenS = S. We put p = P r(S < T ).
We have
The completion time CT C of a customer is
We put B * SG (z) ). Theorem 6.2. In Rules (1), (2) and (3) Π(z :
Proof. In these rules the regenerative cycle on CT C consists of the cumulative process oñ S and the cumulative process on V . Therefore
. 
From (6.7) we get Π(z : CT C) in the theorem. By substituting it to (5.8) we get the theorem.
We can also obtain Π z :
of (4.12) and these combinations from this result. 6.3.3. Rules (4) and (5) In Rules (4) and (5) the completion time of a customer begins simultaneously with his service and ends at his departure, so that Π(z : CT C) is the PGF of the cumulative process on CTC. Completion times of Rules (4-1) and (4-2) are the same as those of Rules (1) and (2) respectively. When in Rule (5-1) one service is interrupted by n vacations, the completion time CT C is represented by
If T is distributed exponentially with mean 1/ζ, this form is similar to the busy time of M/G/1. Therefore
(6.10)
The (6.10) is substantially the same as (2.13) of [14] . Similarly we find C * c (s) about Rules (5-2) and (5-3)(see [10] ).
We get the following theorem. Theorem 6.3. In Rules (4) and (5) (s : T ≤ S). The previous authors considered the exponential distribution about T . When T starts before the service, the exponential distribution is useful and even necessary. We will show that, if T starts simultaneously with the service, we can obtain these conditional LST's for Erlang distribution of T . Assume that T i (i = 1, 2, · · · ) is exponentially distributed with mean 1/ζ. We put
Since the PGF of p n is given by
(ζ). We use the following theorem.
Proof. (i) We denote the conditional distribution function of (i) by (s + ζ) n!B * (n) (ζ) .
(ii) We put
Hence the first half of (ii) follows from (i). Similarly we find the second half.
(iii) We put Assume that T has the k−Erlang distribution. We represent it such as T = In the pure preemtive rule the priority customer begins to receive the service at his arrival, if there is no other priority customer. Hence the LST of the distribution of the length of the service period of priority customers is given by Θ * Katayama [18] considered the nonpreemptive queueing system with a timer control. His model is inconvenient for our completion method. Here we assume that the timer T starts at the beginning of the service S of the ordinary customer. If S < T , the S is not interrupted and the priority customers are served immediately after this. If T < S, the S is interrupted at the expiration of T . At once the priority customers, if any, begin to receive the services. We can consider the following two cases.
(i) The interrupted ordinary customer leaves the system regardless of the existence of the priority customer.
(ii) The interrupted ordinary customer waits for the end of the services of the priority customers and then receives the new service S 0 . S 0 is independent of the first service.
In these rules there is no priority customers at the beginning of the service of the ordinary customer. Therefore as the completion time of an ordinary customer we choose the time interval from the starting epoch of the service S of this customer to the epoch when the server is free to accept the next ordinary customer. In rule (i) the actual service timeS of the ordinary customer isS = S if S < T , andS = T if T ≤ S. Hence we can obtain its LST B * S (s) from (6.7), if we get B * S (s : S < T ) and B * S (s : T ≤ S). When T has the k−Erlang distribution, B
