The eukaryotic cell division cycle encompasses an ordered series of events. Chromosomal DNA is replicated during S phase of the cell cycle before being distributed to daughter cells in mitosis. Both S phase and mitosis in turn consist of an intricately ordered sequence of molecular events. How cell cycle ordering is achieved, to promote healthy cell proliferation and avert insults on genomic integrity, has been a theme of Paul Nurse's research. To explain a key aspect of cell cycle ordering, sequential S phase and mitosis, Stern & Nurse proposed 'A quantitative model for cdc2 control of S phase and mitosis in fission yeast'. In this model, S phase and mitosis are ordered by their dependence on increasing levels of cyclin-dependent kinase (Cdk) activity. Alternative mechanisms for ordering have been proposed that rely on checkpoint controls or on sequential waves of cyclins with distinct substrate specificities. Here, we review these ideas in the light of experimental evidence that has meanwhile accumulated. Quantitative Cdk control emerges as the basis for cell cycle ordering, fine-tuned by cyclin specificity and checkpoints. We propose a molecular explanation for quantitative Cdk control, based on thresholds imposed by Cdk-counteracting phosphatases, and discuss its implications.
INTRODUCTION
Cell growth and division are the basis for biological life the way we know it. Several chapters in this issue discuss how cell growth and division are regulated so as to fulfil the requirements during birth, development and reproduction of complex multi-cellular organisms, a question of outstanding importance (see the reviews by van Werven & Amon [1] , O'Farrell [2] and Kronja & Orr-Weaver [3] in this issue). Here, we focus our attention on the basic molecular machinery that acts within eukaryotic cells to bring about the cell division cycle, the understanding of which was, in many seminal ways, influenced by Paul Nurse's research. While many cellular components approximately double in number during cell growth, before being roughly divided up between daughter cells at cell division, accurate cell cycle control has evolved to guard duplication and segregation of the genome. The genomic DNA is replicated during S phase and then packed into chromosomes for distribution into two newly forming daughter cells in mitosis. The oscillating activity of cyclin-dependent kinases (Cdks) acts as the master regulator for cell cycle progression. Less clear is how these Cdk oscillations are translated into an ordered series of cellular events, which will be the topic of this review.
In simple prokaryotic life forms, S phase and chromosome segregation are thought to be inherently linked, although recent evidence for a sophisticated cellular segregation machinery suggests that unanticipated levels of control may exist [4] . In eukaryotes, it has been argued that the increased genome size made it necessary to separate S phase from mitosis. This is because DNA replication and chromosome condensation, required to compact large chromosomes, might be mutually exclusive [5, 6] . The compaction of DNA in a bacterial nucleoid, however, is no less than that in a eukaryotic mitotic chromosome, which renders this explanation insufficient to explain the need to separate S phase and mitosis. In addition to chromosome condensation, cell division in eukaryotes requires the reorganization of many cellular components. The cytoskeleton is reshaped to form a mitotic spindle, instead of defining cell shape and growth zones. In higher eukaryotes, this is helped by centrioles that cease to form the basis for the primary cilium. Intracellular membrane compartments, required for protein sorting and secretion, are disassembled. In many cells, the nuclear envelope, which has set up specialized environments for transcription and translation, breaks down. In a multi-cellular context, cells lose contact with their neighbours. It seems advantageous to confine these unavoidable disruptions to cell physiology during cell division to as short a time window as possible. As S phase typically takes up about one-third of the cell cycle duration in proliferating eukaryotic cells, a shorter dedicated period of mitosis, after DNA replication is complete, will minimize the disruption.
The question of how S phase and mitosis are ordered during the cell cycle gained urgency by the discovery that the same catalytic subunit of Cdk in fission yeast, Cdc2, promotes both entry into S phase as well as subsequent mitosis [7] . The same turned out to be true for the budding yeast Cdk catalytic subunit Cdc28 [8] . Possible solutions for how one enzyme can fulfil two apparently very different roles at different times of the cell cycle were soon put forward [6, [9] [10] [11] [12] . Among those were the following three, not mutually exclusive, ideas that still make a claim on explaining cell cycle ordering today. (i) Late events are prevented from occurring until completion of earlier events by the action of checkpoints or surveillance mechanisms [9, 13] . (ii) Ordering is achieved by different cyclins that associate with the Cdk at different times in the cell cycle [14] [15] [16] . ( iii) The quantitative increase of Cdk activity during the cell cycle triggers first S phase at a relatively low level, then mitosis as Cdk activity peaks [6, 17] . We will consider these three models shortly in more detail, together with relevant evidence that has accumulated since they were first proposed.
The discourse of cell cycle ordering has often focused on sequential S phase and mitosis. On closer inspection, each individual phase of the cell cycle again consists of an intricately ordered series of events. For example, S phase encompasses a temporal programme of early and late replication origin firing [18] . Mitosis in turn is made up of sequential steps that are so characteristic that they carry their own names. Chromosomes are bioriented on the mitotic spindle in metaphase, and once this is achieved a cascade of events is set in motion. Sister chromatids split and segregate to opposite cell poles in anaphase, pulled by the elongating anaphase spindle. After this, chromosomes decondense and the spindle disassembles in telophase, before finally two new daughter cells are pinched off by cytokinesis.
All of these latter stages of mitosis have been linked to Cdk downregulation, but how their ordering is achieved is poorly understood.
CHECKPOINTS OR SURVEILLANCE MECHANISMS
Two principles of control underlie cell cycle progression. (i) A biochemical oscillator that produces waves of Cdk activity irrespective of the completion of S phase or chromosome segregation [19] . (ii) A wiring diagram of dependent cell cycle events, whose ordering is enforced by checkpoints or surveillance mechanisms (figure 1) [9, 20] . According to the latter idea, the ordering of S phase and mitosis depends on a mechanism that prevents Cdk from initiating mitosis until DNA replication is complete.
To understand whether and how such a mechanism operates, we need to revisit what a checkpoint or surveillance mechanism encompasses, as discussed by Nasmyth [5, 12] . In everyday language, a checkpoint is a barrier on a street or path that can only be passed if certain conditions are fulfilled. The approach leading up to the checkpoint, in contrast, is not monitored. The checkpoint idea would thus foresee a barrier at the entry into mitosis that can only be passed if all DNA is replicated. According to this idea, the entry point into mitosis, where the checkpoint is located, needs to be defined independently of DNA replication. In this sense, a checkpoint would not solve the problem of defining the time of mitotic entry. However, the term checkpoint is often somewhat misleadingly used to portray what is better Figure 1 . A model in which cell cycle ordering is due to a dependency of events. For example, mitosis (nuclear division) is dependent on the completion of S phase (DNA synthesis). Cells arrest before mitosis if they are deficient in a number of cell division cycle (cdc) genes, including cdc8 and cdc21-encoding thymidylate kinase and thymidylate synthetase required for nucleotide synthesis-and cdc9 and cdc17-encoding DNA ligase I and the catalytic subunit of DNA polymerase a, required for DNA replication. This dependency of events suggested that causalities order cell cycle transitions, which later were found to be enforced by checkpoints or surveillance mechanism. Reproduced with permission from Hartwell [20] . Copyright q The Rockefeller University Press.
described as a surveillance mechanism. According to the idea of a surveillance mechanism, ongoing DNA replication produces a signal, which in turn prevents progression into mitosis until replication is complete and the signal turns off. Does such a surveillance mechanism operate to order S phase and mitosis?
The existence of such a mechanism, aka 'replication checkpoint', was inferred from the observation that mutations in DNA polymerases or enzymes that supply deoxynucleotides for DNA synthesis, or the block of deoxynucleotide synthesis by hydroxyurea, prevent cell cycle progression into mitosis [20] . The nature of the signal that is recognized by this surveillance mechanism is still not completely understood. It might be a feature of replication forks that stall in response to polymerase mutation or lack of nucleotides, e.g. persisting regions of single-stranded DNA or of unprocessed RNA primers [21] . Whether replication forks in the process of undisturbed DNA synthesis elicit a similar signal is unclear. Current understanding places the replication surveillance mechanism close to those that recognize DNA breaks or damage [22] . While stalled replication forks, or events that generate DNA damage signals, appear to be commonplace during S phase [23] , their stochastic occurrence may not be a reliable measure for ongoing DNA synthesis. In yeasts, components of the DNA damage surveillance mechanisms are not essential for ordered cell cycle progression. Moreover, at least one line of evidence from budding yeast suggests that ongoing DNA replication is indeed invisible to surveillance mechanisms. If, owing to inefficient replication origin licensing, DNA replication in S phase progresses more slowly, mitosis sets in before DNA replication is complete. This results in DNA breaks during chromosome segregation [24] . These considerations suggest that a method different from a surveillance mechanism or checkpoint should exist that orders S phase and mitosis.
Before entirely disregarding the importance of checkpoints for cell cycle ordering, it is worth considering another example, the mitotic checkpoint [25] . This pathway controls the transition from metaphase to anaphase. A single chromosome that is not correctly bioriented on the mitotic spindle delays progression into anaphase, allowing time to correct erroneous and establish correct spindle attachments, which is crucial for correct chromosome segregation. For historical reasons, the mitotic checkpoint is also known as the spindle assembly checkpoint (SAC), in reference to seminal genetic screens in budding yeast that identified many of its molecular components [26, 27] . Meanwhile, it is apparent that this checkpoint monitors chromosome biorientation, rather than spindle assembly, most likely by reading out tension between sister kinetochores [28] . Does the mitotic checkpoint qualify as a 'checkpoint' and does it order cell cycle progression? Entry into mitosis progresses largely independently of the mitotic checkpoint. Only once cells reach metaphase, the correct attachment of kinetochores decides over cell cycle progression into anaphase. As expected for a checkpoint, kinetochores do not underlie constant surveillance. The monitoring components only assemble at the time when cells enter mitosis. Once cells enter anaphase, the checkpoint has been passed and tension is no longer monitored [29, 30] . In this sense, the mitotic checkpoint might well be the only true checkpoint of the cell cycle. Despite its importance for faithful chromosome segregation, its components are not essential in budding yeast [26, 27] . The ordering of cell cycle progression thus appears, in principle, checkpoint-independent. In mammalian organisms, in contrast, the mitotic checkpoint is essential. Without it, cells enter anaphase prematurely, leading to chromosome missegregation and cell death [31] . Thus, while not essential for cell cycle ordering, the mitotic checkpoint is part of the mechanism that controls the correct timing of anaphase, at least in mammalian cells.
CYCLIN SPECIFICITY
If not by checkpoints or surveillance mechanisms, how is the ordering of the cell cycle achieved? An important hint came with the discovery of G1 cyclins in budding yeast, Cln1 -Cln3, that are required for entry into the cell cycle at the G1 -S transition [32, 33] , followed by the identification of distinct budding yeast cyclins required for mitosis, Clb1 -Clb4, more closely related to the previously known metazoan mitotic cyclins [16, 34, 35] . A third class of cyclins (Clb5 and Clb6) appear at, and are required for, the timely onset of DNA replication in S phase [36, 37] . This suggested that different cyclins in the same organism might act at different times to promote sequential cell cycle events. Investigation of the transcriptional control of cyclin expression provided a compelling model for how the cell cycle switches from a G1 stage, dominated by G1 cyclins that maintain their own synthesis and promote expression of S-phase and mitotic cyclins, towards mitosis when mitotic cyclins repress G1 cyclins (figure 2) [38] . Can the thereby generated alternating cyclin waves explain the ordering of the cell cycle? i.e. can only G1 cyclins prime Cdk to phosphorylate proteins that trigger the Start transition and do S-phase cyclins target molecules that initiate DNA replication? Do mitotic cyclins in turn provide specificity for entry into mitosis?
Cyclin subunits are essential adaptors of Cdks that activate the kinase and target it to its substrates. Cyclins are evolutionarily derived from a common ancestor, but G1 cyclins appear sufficiently diverged to make it plausible that they convey a different substrate specificity from S-phase or mitotic cyclins. This idea has been biochemically confirmed in the case of a few G1 cyclin substrates [39] . The understanding of substrate recognition received a boost from crystal structures of the human S-phase cyclin A-Cdk2 complex, bound to the stoichiometric Cdk inhibitor p27 or a fragment of its substrate p107 [40, 41] . These structures not only explained the Cdk consensus S/T-P-x-K/R recognition motif. Together with biochemical analyses, they also identified an RxL peptide motif on p27 and Cdk substrates, that is recognized by a hydrophobic patch on the S-phase cyclin [42] . A similar patch is found on G1 cyclins, but is not present in the same shape on mitotic cyclins [43] [44] [45] . Following the large-scale identification of Cdk substrates in budding yeast [46] , the role of the hydrophobic patch in providing S-phase Cdk substrate recognition was strikingly confirmed [47] . This suggests the RxL motif as a means by which S-phase cyclins recognize specific substrates.
With a rationale for cyclin-specific substrate recognition in hand, is it true that S-phase cyclins are required to trigger S phase? We now know the two crucial Cdk targets whose phosphorylation initiates DNA replication in budding yeast, Sld2 and Sld3 [48, 49] . Sld2 is indeed a preferred substrate for Clb5/Cdk, but Sld3 is equally well phosphorylated by the mitotic Clb2/Cdk [47] . A more rigorous test for the importance of S-phase cyclins comes from analyses of cells lacking them. Budding yeast deleted for clb5, and its close paralogue clb6, are viable but show a delay in S phase [37] . Advanced expression of mitotic Clb2 under control of the Clb5 promoter cannot rescue the delay, which has been taken as an indication that timely DNA replication requires specific substrate phosphorylation by S-phase cyclins [50] . On closer inspection, deletion of the Cdk inhibitory kinase Swe1 in the Clb5 promoter-Clb2 strain was found to restore normal S-phase timing [51] . The reason why Clb2 was slow in triggering S phase therefore turned out to be the stronger negative regulation of Clb2/ Cdk, compared with Clb5/Cdk, by Swe1. Once this is corrected, the mitotic cyclin Clb2 is proficient in promoting S phase, and indeed in phosphorylating Sld2 in vivo, with normal kinetics [51] . A similar conclusion was reached from experiments replacing Xenopus S-phase cyclin A with the mitotic cyclin B in a cell-free extract system that recapitulates cell cycle progression. Cyclin B is normally excluded from interphase nuclei, but removal of its nuclear export signal allowed nuclear accumulation. This change was sufficient for cyclin B to initiate S phase as efficiently as cyclin A would have achieved [52] . Therefore, the ability to trigger S phase is not restricted to S-phase cyclins. Mitotic cyclins are capable of initiating both S phase as well as mitosis, and they do so in the correct order. A more detailed analysis of DNA replication without S-phase cyclins is warranted to discern the possible advantages of the substrate specificity endowed to S-phase cyclins by its RxL recognition motif.
Numerous experiments to delete or replace individual cyclins, or combinations thereof, have been meanwhile performed in various organisms. A few key findings are summarized in table 1 [65] . This shows that the function of most G1 and S-phase cyclins is dispensable for ordered cell cycle progression, or can be made dispensable by compensatory changes in the cell cycle machinery. In contrast, mitotic cyclins are essential. This suggests that the function of G1 and S-phase cyclins can be taken over by mitotic cyclins, but not the other way around. S-phase cyclins cannot substitute for mitotic cyclins even at elevated levels [55, 66] . Mitotic cyclins thus appear to be the more generic Cdk activators, with G1 and S-phase cyclins having taken on more specific roles. This is also supported by phylogenetic analyses of cyclins, which place mitotic cyclins at the root of the cyclin tree with S-phase and G1 cyclins being younger derivatives [5] . An example to illustrate this relationship are the budding yeast G1 cyclins. At least one of the three G1 cyclins (Cln1-Cln3) is usually required for cell proliferation [33] . However, they all become dispensable in cells expressing an ectopic source of S-phase cyclins, or if the stoichiometric Cdk inhibitor Sic1 is removed [36, 37, 53] . Sic1 is part of the mechanism by which mitotic Cdk is downregulated during exit from mitosis. In contrast, Sic1 is a poor inhibitor of G1 cyclins [55] . G1 cyclins are, therefore, destined to overcome Sic1 and turn on the expression of S-phase cyclins during entry into the next cell cycle. In the absence of Sic1, or if S-phase cyclins are expressed from an independent source, G1 cyclins are no longer required. Cells lacking all G1 cyclins and Sic1 are viable, suggesting that G1 cyclin specificity is not essential to achieve ordering of cell cycle progression. Cells lacking Sic1, however, are compromised in maintaining a stable G1 arrest, e.g. in preparation for mating. Thus, cell cycle exit, as part of cellular differentiation, which is promoted by Cdk inhibitors, created a requirement for G1 cyclins that overcome these Cdk inhibitors.
In mouse models, numerous cyclins can be deleted with only mild consequences on organismal development and only the major mitotic cyclin B1 is essential for early embryonic cell divisions (table 1) . A model for how cyclin specificity orders S phase and mitosis in budding yeast. In this model, G1 and S-phase cyclins (Cln1,2 and Clb5,6) promote S phase, while mitosis is triggered by the mitotic cyclins Clb1,2. G1 cyclins and mitotic cyclins maintain their own activity, respectively, while mitotic cyclins repress G1 cyclins. Reproduced with permission from Amon et al. [38] . Copyright q Elsevier.
Again, most cyclins appear dispensable for the ordering of cell cycle progression. Instead, some of them have taken on specific roles at particular developmental stages. For example, the S-phase cyclins E1 and E2 together are essential for embryonic development. This is not because of a requirement for cell cycle progression, as cells derived from embryos lacking both cyclins proliferate well in culture. Rather, cyclins E1 and E2 are required to promote the endoreduplication cycles leading to the highly polyploid giant trophoblast nuclei in the placenta. Chimaeric embryos-in which the extra-embryonal cells that give rise to the placenta are wild-type, while the embryo proper lacks both theses cyclins-can be derived. Development is strikingly restored in these cyclin E1-and E2-deficient embryos by the wild-type placenta, with residual cardiovascular abnormalities [60] . In addition to distinct cyclins, vertebrates also encode a number of different catalytic Cdk subunits, including Cdk1, Cdk2, Cdk3, Cdk4 and Cdk6. Depending on their time of activation by the Cdk-activating kinase (CAK), they preferentially associate with the cyclins present at the respective cell cycle stage [67] . Ablation of any of the Cdks, other than the major mitotic Cdk1, has little effect on cell cycle progression and mouse embryonic development. Even simultaneous deletion of Cdk2, Cdk3, Cdk4 and Cdk6, leaving behind only Cdk1, causes only mild delays to cell cycle progression. Cdk1 can substitute for all the other Cdks in these cells and even supports apparently normal mouse embryonic development until mid-gestation. Only after that, a specific requirement of Cdk4 and 6 for haematopoiesis leads to embryonic death owing to anaemia [68] . Taken together, one Cdk subunit is sufficient for setting up orderly cell cycle progression, although individual Cdks have evolved specific functions that they fulfil during certain developmental processes. The molecular nature of these specific functions remains to be elucidated.
A QUANTITATIVE MODEL FOR ORDERING S PHASE AND MITOSIS
The fission yeast Schizosaccharomyces pombe contains four cyclins: the G1 cyclin Puc1, two S-phase cyclins Cig1 and Cig2 and the mitotic cyclin Cdc13 [58,69 -74] . Of those, only Cdc13 is required for cell viability. Cells lacking all three Puc1, Cig1 and Cig2 show a delay in progression through G1 but, apart from this, undergo largely normal cycles of growth and division [75] . The G1 delay is caused by the stoichiometric Cdk inhibitor, Rum1, whose inhibitory effect on Cdk activity is more easily overcome by Puc1 and Cig1. These two cyclins are insensitive to inhibition by Rum1, similar to what is observed for the role of G1 cyclins in budding yeast [57, 76] . Cells lacking Rum1 are sterile, again reflecting the role of Cdk inhibitors, and G1 cyclins that overcome them, in cellular differentiation [77] . A difference to budding yeast is that the fission yeast G1 cyclins are not essential even in the presence of Rum1. This might be because Cdc13 synthesis depends to a lesser extent on G1 cyclins in fission yeast as compare with budding yeast. Notably, these observations show that ordered cell cycle progression is achieved in this organism with only a single source of cyclin, Cdc13, associated with a single kinase subunit Cdc2. To explain how cell cycle ordering with a single source of Cdk activity is possible, Stern & Nurse [6] proposed 'A quantitative model for the cdc2 control of S phase and mitosis in fission yeast'. In this model, 'different levels of cdc2 [64] activity regulate cell-cycle progression: S phase is initiated when protein kinase activity increases from a very low to a moderate level; maintenance of this moderate level prevents re-initiation of S phase, and a further increase of activity to a high level initiates mitosis' (figure 3) [6] . The idea of quantitative ordering of the cell cycle appears at first sight simple and powerful. Furthermore, the two distinct levels in Cdk activity required for the sequential occurrence of S phase and mitosis correlate with two major modes of Cdk control. Upon Cdc13 synthesis, a complex between the cyclin and the catalytic subunit Cdc2 forms. This kinase complex gives the signal to initiate S phase; however, at this time, kinase activity is kept attenuated through inhibitory Cdk tyrosine phosphorylation by Wee1. Only once continued Cdc13 synthesis raises the Cdk activity over a certain threshold, a positive feedback loop is engaged that inhibits Wee1 and activates its counteracting phosphatase Cdc25 [78] [79] [80] [81] . This second boost lifts Cdk activity high enough to trigger mitosis.
Recent work has probed the quantitative model for Cdk control of S phase and mitosis further and shown that it works even without two distinct levels of Cdk activation [17] . Fission yeast can proliferate with a minimal Cdk control network consisting of a single Cdc13-Cdc2 fusion protein that undergoes cell-cycleregulated synthesis and destruction, even if the Cdk tyrosine phosphorylation control module has been stripped from the cells. Thus, the increasing concentration of Cdc13-Cdc2 over the course of the cell cycle is sufficient to instruct two sequential cell cycle events, S phase and mitosis. In further support of a purely quantitative control model, regulation of Cdc13-Cdc2 activity in these cells can be achieved at a constant level of the fusion protein by using graded concentrations of a chemical Cdk inhibitor. Cycles of low, intermediate and high Cdk activity imposed by the corresponding inhibitor concentrations are sufficient to drive sequential S phase and mitosis [17] . We do not yet know how this minimal Cdk control network compares to wild-type cells in its ability to respond to environmental challenges and changes. Clearly, in principle, the ordering of cell cycle progression can be achieved with a single oscillating source of Cdk activity. This finding can rationalize the surprising resilience also of other organisms to the deletion of parts of their Cdk control networks. Despite the presence of checkpoints, surveillance mechanisms and multiple cyclins over long evolutionary time spans, the main mitotic cyclin-Cdk complex has retained an astonishing ability to orchestrate most (if not all) essential aspects of cell cycle progression.
A KINASE/PHOSPHATASE RATIO MODEL FOR ORDERING CELL CYCLE PROGRESSION
The immediate question that the quantitative model for Cdk control raises is how do increasing levels of Cdk activity order sequential cell cycle events? The tacit assumption is that a low level of Cdk activity, or a small concentration of active Cdk complexes, is able to phosphorylate those Cdk substrates that will bring about S phase, but not those whose phosphorylation will promote mitosis. Higher activity levels or a higher concentration of the active kinase are required to phosphorylate the latter substrates. What could be the molecular basis for this ordering? Does the Cdk simply have a higher affinity for its S-phase targets, and could that explain ordered phosphorylation timing? In a survey of in vitro phosphorylation of budding yeast Cdk substrates by the major mitotic Clb2/Cdk, a wide range of efficiencies was recorded. These spanned four orders of magnitude, depending on the substrate. However, no obvious correlation emerged between the efficiency of substrate phosphorylation and its expected timing in the cell cycle. Proteins that were phosphorylated by Clb2/Cdk with the highest efficiencies were functionally linked to either DNA replication or to mitosis [46, 47] . This suggests that differential catalytic efficiencies of the Cdk for its respective targets are unlikely to be a sufficient explanation for substrate ordering. Furthermore, a greater catalytic efficiency would give early S-phase substrates only a small competitive advantage. With substrate turnover in seconds and micromolar intracellular cyclin concentrations [47, 82] , even less efficient substrates would become phosphorylated shortly after the efficient substrates. Deferral of phosphorylation until mitosis would be difficult to achieve. Control by surveillance mechanisms that prevent mitotic entry would also be hard to enforce.
Another example where ordering of sequential cell cycle events has been studied is mitotic exit. Cdk activity is downregulated as mitotic cyclins are targeted for destruction by the anaphase-promoting complex (APC). Cyclin recognition by the APC requires a destruction box, and its mutation or deletion allows expression of cyclins that are resistant to degradation [83] . When non-degradable cyclin B1 is expressed in human-cultured cells, exit from mitosis is affected at various steps in a dose-dependent manner. High levels of non-degradable cyclin B1 interfere with anaphase spindle elongation, while lower levels allow anaphase to occur, but block cells in telophase Review. Quantitative control of the cell cycle F. Uhlmann et al. 3577
before chromosome decondensation and cytokinesis [84] . Similar observations have been made in budding yeast [85] . Again, quantitative changes in Cdk activity appear to control sequential events, this time in the reverse order of Cdk inactivation. A small reduction of Cdk activity promotes early anaphase events, while greater reduction is required for later events, and ultimately cytokinesis, to occur. While our molecular understanding of mitotic exit events is still scarce, sequential dephosphorylation of mitotic Cdk targets is thought to be the driving force, a few examples of which have been characterized [86] [87] [88] [89] [90] [91] . The requirement for protein dephosphorylation during mitotic exit is underscored by the finding in budding yeast that the Cdk counteracting phosphatase Cdc14 is required for execution of many, if not most, mitotic exit events [92, 93] .
We will now argue that the realization that a Cdk counteracting phosphatase controls the substrate phosphorylation status, as much as the Cdk itself, holds the key to understanding quantitative models of cell cycle ordering. For this, let us consider how sequential Cdk substrate dephosphorylation is achieved during mitotic exit. In budding yeast, the Cdc14 phosphatase is activated by two complementary pathways, Cdc14 early anaphase release (FEAR) and the mitotic exit network (MEN), with the former acting earlier during mitotic exit than the latter [92, 93] . One suggestion has, therefore, been that FEAR-activated Cdc14 targets the substrates that are dephosphorylated early during mitotic exit, while MEN-activated Cdc14 dephosphorylates later substrates [94] . Considering that both pathways activate Cdc14 in a similar manner (by releasing it from its inhibitor Net1), it is not clear how FEAR and MEN could make such a qualitative distinction. Instead, the two pathways gradually release Cdc14 from inhibition, the FEAR pathway initially making use of high mitotic Cdk activity, handing over to the MEN pathway as Cdk activity declines [95] [96] [97] . In this scenario, cells experience increasing Cdc14 phosphatase activity, while over the same period Cdk activity decreases. The defining parameter that, therefore, changes over the course of mitotic exit is the ratio between the activities of Cdk and of its counteracting phosphatase Cdc14.
This ratio becomes important if we consider that at any time a Cdk substrate is subjected to both phosphorylation by the Cdk and dephosphorylation by the counteracting phosphatase(s). To maintain the phosphorylated state, continued Cdk activity is required, as has been demonstrated for numerous Cdk substrates [46, 98] . Similarly, substrate dephosphorylation by Cdc14 will require not only phosphate removal, but also maintenance of the dephosphorylated state against rephosphorylation by the Cdk. The phosphorylation status of a protein is thus determined by the ratio of the relative rates of phosphorylation and dephosphorylation. As this ratio changes over the course of mitotic exit, substrates shift to their dephosphorylated state. Each substrate will respond at an individual threshold, and therefore timing, depending on its respective efficiencies as a substrate for the Cdk and the phosphatase(s) (figure 4). In a concrete example, budding yeast Fin1 must be dephosphorylated in early anaphase to promote stable anaphase spindle elongation. Fin1 is dephosphorylated by small concentrations of Cdc14 in vivo and in vitro even while Cdk activity is still present. In contrast, Orc6 remains fully phosphorylated under the same conditions and is dephosphorylated only when Cdc14 reaches higher levels and Cdk activity drops [101] . Orc6 dephosphorylation is part of the mechanism that re-licenses DNA replication origins. To avoid the danger of over-replication, this should not occur before Cdk activity has sufficiently dropped. This differential dephosphorylation timing is explained by the markedly higher catalytic efficiency of Cdc14 for Fin1 when compared with Orc6, while both substrates are equally well phosphorylated by Clb2/Cdk [101] .
If we put these considerations back into the context of ordering S phase and mitosis, we suggest that also here a Cdk counteracting phosphatase is crucial to establish thresholds for Cdk phosphorylation of S phase and mitotic substrates, respectively. Such thresholds allow the timing of substrate phosphorylation to be linked to the quantitative increase in Cdk shows that the Cdk-counteracting phosphatase Cdc14 targets early dephosphorylated substrates, e.g. Fin1, Ask1 and Sli15, with greater catalytic efficiency and causes their dephosphorylation even in the presence of persisting Cdk activity. Late substrates, involved in spindle disassembly and return of the cell cycle to G1, e.g. Orc6 and Cdh1, are dephosphorylated with lower catalytic efficiency, awaiting a greater Cdc14-to-Cdk ratio [101] . activity during the cell cycle (figure 4). They also have the potential to finetune the phosphorylation timing of individual substrates within S phase and mitosis. The ratio of Cdk phosphorylation versus dephosphorylation efficiency will be greatest for early S-phase substrates. In contrast, substrates phosphorylated late during mitotic entry will be poor substrates for the Cdk compared with the counteracting phosphatase(s). Hints as to the possible identity of the Cdk counteracting phosphatase(s) that help to order S phase and mitosis exist. Mitotic entry in fission yeast is advanced following inactivation of the fission yeast Cdc14 orthologue Clp1 or mutation of the PP2A subunit Ppa2, suggesting that these phosphatases counteract Cdk at this time. The interpretation of these results is somewhat confounded by the impact of these phosphatases also on Cdc25-dependent Cdk activation [102, 103] . Recent observations with Xenopus cell-free extracts support a role for PP2A, specifically for its PP2A-B55d isoform, as Cdk counteracting phosphatase during mitotic entry in vertebrates. Again, a clear distinction between whether the phosphatase counteracts Cdk substrate phosphorylation or counteracts Cdk activation remains difficult [99, 104] . The identity of a Cdk counteracting phosphatase that acts during budding yeast interphase remains to be confirmed.
While the Cdk counteracting phosphatase(s) that set the thresholds for ordering S phase and mitosis thus remain to be verified, several features of the kinase/ phosphatase threshold model can already be inferred. (i) A substrate's phosphorylation timing depends on the relative efficiencies of Cdk phosphorylation versus dephosphorylation rather than the absolute Cdk efficiency. This is consistent with the observed broad spread of efficiencies with which Cdk phosphorylates both S phase or mitotic substrates [46] . Individual substrates may be more or less readily accessible to modifications, which might equally affect phosphorylation and dephosphorylation rates. The phosphorylation timing would then be determined by subtle substrate features that finetune the relative catalytic efficiencies of the kinase and phosphatase. (ii) There will be periods in S phase, and during mitotic exit, when the phosphorylation status of certain proteins is maintained by repeated cycles of phosphorylation and dephosphorylation, which may seem wasteful. Every phosphorylation and dephosphorylation cycle of a phosphorylation site will consume 1 ATP. We know little about the rate at which phosphates are turned over in vivo, which will vary depending on the catalytic efficiencies of kinase and phosphatase. If we extrapolate from the examples of Kar9 and Slk19, proteins that are phosphorylated by Cdk with intermediate to good efficiency and lose their phosphorylation after Cdk inhibition in about 10 min [47, 98] , the total expense for this mode of regulation would typically amount to tens of ATP molecules per protein per cell cycle. The expense for this regulation is, therefore, very small compared with the total amount of energy required to synthesize the protein. ( iii) The threshold model offers an explanation of how the G2-M transition is controlled by surveillance mechanisms that restrain Cdk activity by inhibiting Cdc25-mediated tyrosine dephosphorylation, which is hard to explain with models that rely on differential efficiencies of forward Cdk substrate phosphorylation. If Cdc25 is inhibited, cells contain an intermediate level of Cdk activity, which will create a new steadystate of Cdk and counteracting phosphatase activities that results in a stable equilibrium in which S-phase, but not mitotic, targets are phosphorylated.
CONCLUSIONS AND IMPLICATIONS
A quantitative mechanism, based on kinase/phosphatase thresholds, appears to form the basis of ordered cell cycle progression. We suggest that the changing ratio of Cdk and its counteracting phosphatase(s) is read out by individual substrates that respond by changing the phosphorylation status at their respective thresholds, both during the progression through G1, S phase and mitosis, as well as during the sequential steps of exit from mitosis and return to G1. This model can explain how ordered cell cycle progression is possible even with only one cyclin. The mitotic cyclin is the essential and generic Cdk activator, able to control almost any part of the cell cycle. Specific G1 and S-phase cyclins have taken on more specialized roles. These may have less to do with an exclusive range of substrate specificities, but rather with their ability to overcome specific modes of inhibition by stoichiometric Cdk inhibitors in G1, or inhibitory Cdk phosphorylation in G2 phase. These levels of control permit additional crosstalk of the cell cycle with extracellular signals during development and differentiation or in response to intracellular surveillance mechanisms, both of which make use of these inhibitors.
A largely quantitative model of cell cycle control poses challenges and offers explanations. A key challenge is to understand how the timings of mitotic entry and exit, which are ultimately dictated by the rates of cyclin synthesis and destruction, are adjusted to the needs of their associated physiological events. If it defines the timing of mitotic entry, and ongoing replication has little influence on it, the rate of cyclin synthesis must be accurately set such that mitotic entry occurs once DNA replication is complete. Clearly, if Cdk activity raises too quickly, the ordering of S phase and mitosis is compromised. Xenopus extracts supplemented with too much nuclear targeted cyclin B initiate S phase, but DNA replication comes to a premature halt as extracts enter mitosis too early [52] . In fission yeast, an accelerated rise in Cdk activity also leads to mitotic entry with incompletely replicated chromosomes and consequent mitotic catastrophe [17] . The principles that produce the correct rate of Cdk activation merit further investigation. The need for completion of DNA replication within a certain time window emphasizes the importance of the 'random gap problem'. This is caused by the stochastic firing of DNA replication origins, which makes it unavoidable that sporadically replication gaps remain by the time cells enter mitosis. Models of how this random gap problem might be solved have been put forward, and they remain an important area of further research [18] .
On the other hand, a quantitative view of the cell cycle can help us to solve apparent puzzles, produced
Review. Quantitative control of the cell cycle F. Uhlmann et al. 3579 if genetic wiring diagrams are interpreted as strictly causal relationships with all or nothing responses. A frequently raised issue about mitotic entry control is the following apparent paradox: if Cdk activity is inhibited by Cdk tyrosine phosphorylation, but at the same time Cdk activity is required to trigger the positive feedback loop for its activation (by Wee1 and Cdc25 phosphorylation), how will Cdk ever be able to come out of its inhibited state? In a quantitative view of cell cycle regulation, this paradox resolves naturally. There is no 'zero' in dynamic control networks; so even tyrosine phosphorylated Cdk displays a basal level of activity, and even unphosphorylated Cdc25 is not entirely inactive. The resulting basal rate of Cdk activity, however, is still limited by the availability of cyclins. Thus, cyclin synthesis will cause a slow increase in Cdk activity, initially sufficient only to trigger S phase. Eventually, as cyclin levels continue to rise, the threshold for engaging the feedback loops will be reached, triggering the rapid rise in Cdk activity that drives mitotic entry [105] .
A final remark refers to another enigmatic concept in cell cycle regulation, that of cell size control. It is poorly understood how cells maintain a constant size during repeated rounds of division, and are able to adapt to a new larger or smaller size while following a developmental programme [106] . A common thought is that certain cell size checkpoints or surveillance mechanisms exist that monitor size and feed back to the cell cycle machinery to adjust cycle progression to cell growth. Some of Paul Nurse's own early work in Murdoch Mitchison's laboratory [107] was dedicated to the study of mutant fission yeast strains in which the coordination between cell growth and division is disrupted. A mutation that caused cells to divide at about half their normal size turned out to define a key generic cell cycle regulator, the Cdk inhibitory kinase Wee1 [78, 108] . Meanwhile, a mechanism that is geared to measure fission yeast cell size has been described, but its impact on cell size homeostasis and cell cycle progression is small and may be specific to this organism [109, 110] . Screens to identify cell size regulators in budding yeast have again yielded generic regulators of the cell cycle as well as of ribosome biogenesis [111] . Why has no specific cell size surveillance mechanism or checkpoint been uncovered? If one considers the cell cycle control network as a quantitative system, put into motion by cyclin synthesis and destruction, then no specialized cell size control pathway might be required. A defined cell size is likely an emergent property of this network. The intracellular concentration of cyclin required to trigger cell cycle transitions is reached in the process of its synthesis by transcription and translation. Cyclin synthesis in turn is inherently coupled to that of all other cellular components, whose expression levels relative to each other are remarkably constant over a large range of cell sizes in fission yeast [112] . Unavoidably, therefore, cells will have reached a certain reproducible size at the time cyclin levels reach the thresholds to trigger S phase or mitosis. In this scenario, mutations in cell cycle regulators will change the cell size at particular cell cycle transitions by changing the respective required cyclin concentration. Changes to the protein expression machinery in turn might impact on cell size by changing the relative rates of cyclin synthesis compared with that of other cellular components. This corresponds to the spectrum of mutations so far discovered in the search for cell size regulators. In budding yeast, nutrient availability regulates G1 cyclin expression rates, and thereby changes the cell size at which the required cyclin concentration for S phase is reached [113] . A model has also been proposed on how a quantitative G1 cyclin threshold for entry into S phase might function [114] . In how far this simple, quantitative view of cell size control holds up to scrutiny remains to be seen.
