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Actions of solvable Baumslag-Solitar groups on hyperbolic metric
spaces
Carolyn R. Abbott∗ Alexander J. Rasmussen †
Abstract
We give a complete list of the cobounded actions of solvable Baumslag-Solitar groups on hyperbolic
metric spaces up to a natural equivalence relation. The set of equivalence classes carries a natural partial
order first introduced by Abbott–Balasubramanya–Osin, and we describe the resulting poset completely.
There are finitely many equivalence classes of actions, and each equivalence class contains the action on
a point, a tree, or the hyperbolic plane.
1 Introduction
The Baumslag-Solitar groups BS(m,n) are a classically-studied family of groups defined by the particularly
straightforward presentations 〈a, t | tamt−1 = an〉. In the case m = n = 1, BS(1, 1) is isomorphic to
the abelian group Z2. In general, for n ≥ 2, BS(1, n) is a nonabelian solvable group via the isomorphism
BS(1, n) ∼= Z [ 1n]o Z.
The group BS(1, n) admits several natural actions on hyperbolic metric spaces. The Cayley graph of
BS(1, n) with respect to the generating set {a±1, t±1} consists of a number of “sheets,” each of which is
quasi-isometric to the hyperbolic plane H2. The sheets are glued together along complements of horoballs
in a pattern described by the (n + 1)-regular tree. The result is pictured in Figure 1 for the case n = 2.
Collapsing each sheet down to a vertical geodesic line gives a projection from the Cayley graph to the (n+1)-
regular tree. Moreover, the action of BS(1, n) on its Cayley graph permutes the fibers of this projection,
so that we obtain an action of BS(1, n) on the (n + 1)-regular tree. Similarly, the idea of “collapsing the
sheets down to a single sheet” gives an action on the hyperbolic plane, although this idea is a bit harder to
formalize.
Formally, the action of BS(1, n) on H2 is given by the representation
BS(1, n)→ PSL(2,R),
where
a 7→
(
1 1
0 1
)
, t 7→
(√
n 0
0 1/
√
n
)
.
Another way to obtain the natural action on the (n + 1)-regular tree is by expressing BS(1, n) as an HNN
extension over the subgroup 〈a〉 ∼= Z and considering the action of BS(1, n) on the Bass-Serre tree of the
resulting one-edge graph of groups.
In addition to these actions, BS(1, n) admits an obvious homomorphism BS(1, n)→ Z defined by a 7→ 0,
t 7→ 1. This defines an action of BS(1, n) on (the hyperbolic metric space) R via integral translations. This
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Figure 1: Two natural actions of the group BS(1, 2) via projections.
action may also be obtained by collapsing either the hyperbolic plane or the (n + 1)-regular tree onto a
vertical geodesic in a height-respecting manner and noting that BS(1, n) permutes the fibers of the resulting
projection. Even more trivially, any group admits an action on a point (which is a hyperbolic metric space).
All of these actions are cobounded in the sense that the orbit of a point under the action admits the entire
space as a bounded neighborhood. One may naturally wonder whether these four actions (the actions on a
tree, the hyperbolic plane, the line, and a point) give a complete list of the nontrivial cobounded actions of
BS(1, n) on hyperbolic metric spaces up to equivalence. In this paper we show that this is indeed the case
if n is prime.
In the case that n is not prime, we show that BS(1, n) admits actions on certain other Bass-Serre
trees. These other Bass-Serre trees correspond to expressions of BS(1, n) as HNN extensions over (fairly
nonobvious) subgroups of Z
[
1
n
]
which are defined using certain ideals in the ring Zn of n-adic integers.
Combined with the canonical actions described in the above paragraphs, we show that this gives a complete
list of the cobounded hyperbolic actions of BS(1, n) (up to an equivalence relation, described below). Before
stating these results precisely, we need to introduce some terminology.
1.1 Hyperbolic structures on groups
In groups that admit interesting actions on hyperbolic metric spaces, it is natural to wonder whether it is
possible to describe all such actions explicitly. Unfortunately, this (slightly naive) goal is currently unattain-
able for almost all commonly studied groups. For instance, using the machinery of combinatorial horoballs
introduced by Groves–Manning in [6], one may produce uncountably many parabolic actions of any countable
group on hyperbolic metric spaces, i.e. actions with a fixed point on the boundary and all group elements
acting elliptically or parabolically. For this reason, we restrict to considering cobounded actions on hyperbolic
metric spaces, which are never parabolic. Moreover, we must use some notion of equivalence for the actions
of a fixed group on different hyperbolic spaces, as it is quite easy to modify an action on a given hyperbolic
space equivariantly to produce an action on a quasi-isometric space. The equivalence relation we consider,
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introducted in [1], is roughly equivariant quasi-isometry. See Section 2 for more details.
Having restricted to cobounded actions up to equivalence, it is usually still quite difficult to describe
explicitly all of the equivalence classes of actions of a given group on different hyperbolic metric spaces. For
instance, in [1] Abbott–Balasubramanya–Osin considered the hyperbolic actions of acylindrically hyperbolic
groups, a very wide class of groups all displaying some features of negative curvature. There they showed
that any acylindrically hyperbolic group admits uncountably many distinct equivalence classes of actions on
hyperbolic spaces.
But for groups which don’t display strong features of negative curvature, it may be possible to give a
complete list of their cobounded hyperbolic actions. For instance, in [1] Abbott–Balasubramanya–Osin give
a complete list of the equivalence classes of cobounded actions of Zn on hyperbolic metric spaces. More
recently, in [3], Balasubramanya gives a complete list of the actions of lamplighter groups on hyperbolic
spaces. Our work draws inspiration from her strategy.
In these cases, it is possible to say even more about the actions of a fixed group on different hyperbolic
metric spaces. We are interested in the question of when one action “retains more information” about the
group than another. This question leads to a partial order on the set of equivalence classes of actions of a
group G on hyperbolic spaces X, defined in [1]. Roughly, we say that Gy X dominates Gy Y when the
action Gy Y may be obtained by equivariantly coning off certain subspaces of X. See Section 2.2 for the
precise definition. This partial order descends to a partial order on equivalence classes of actions.
Hence, for a group G, the set of equivalence classes of actions of G on different hyperbolic metric spaces is
a poset H(G). In this paper we give a complete description of the poset H(BS(1, n)). Let n = pn11 pn22 . . . pnkk
be the prime factorization of n and let Kn be the poset 2{1,...,k} \ {∅}, with the partial order given by
inclusion.
Theorem 1.1. For any n ≥ 2, H(BS(1, n)) has the following structure: Hqp(BS(1, n)), the subposet of
quasi-parabolic structures, contains a copy of Kn and a single additional structure which is incomparable to
every element of Kn; every quasi-parabolic structure dominates a single lineal structure, which dominates a
single elliptic structure (see Figure 2).
Following [1], we say a group G is H–accessible if H(G) contains a largest element. Otherwise, we say G
is H–inaccessible.
Corollary 1.2. BS(1, n) is H–inaccessible.
1.2 About the proof
Any group action on a hyperbolic space falls into one of finitely many types (elliptic, parabolic, lineal,
quasi-parabolic, or general type) depending on the number of fixed points on the boundary and the types of
isometries defined by various group elements. See Section 2 for precise definitions.
Since BS(1, n) is solvable, it contains no free subgroup and therefore by the Ping-Pong Lemma, any
action of BS(1, n) on a hyperbolic metric space must have a fixed point on the boundary. Since we consider
only cobounded actions, we see that BS(1, n) can have only lineal or quasi-parabolic cobounded actions on
hyperbolic metric spaces. Hence we are left to consider such actions.
We crucially use the fact that BS(1, n) can be written as a semidirect product Z
[
1
n
]
oαZ. In [4] Caprace–
Cornulier–Monod–Tessera classified the lineal and quasi-parabolic actions of certain groups H o Z in the
language of confining subsets of H under the action of Z (see Section 2).
Using techniques developed in [4], we show that the lineal and quasi-parabolic actions of BS(1, n) natu-
rally correspond to confining subsets of Z
[
1
n
]
under the actions of α and α−1, and so we are led to try to
classify such subsets. The confining subsets under the action of α−1 are easy to classify, and in fact they all
correspond to (the equivalence class of) the action of BS(1, n) on H2. On the other hand, the classification
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Figure 2: The poset H(BS(1, n)). The subposet circled in red is isomorphic to the poset 2{1,...,k}, which is
a lattice.
of confining subsets under the action of α is more complicated. We show that such subsets correspond in a
natural way to ideals in the ring of n-adic integers Zn. To see how such ideals arise, we consider confining
subsets Q ⊂ Z [ 1n] under the action of α and write elements a ∈ Q in base n:
a = ±ar · · · a0.a−1 · · · a−s,
allowing any number of 0’s at the end of this expression. We then consider the set of all . . . x2x1x0 ∈ Zn
such that for any s, the sequence xsxs−1 . . . x0 appears as the sequence of digits to the right of the decimal
point in some element of Q. That is, we require that there is a number of the form
ar · · · a0.xs · · ·x0
in Q for arbitrarily large s. We show that the set of n-adic integers . . . xsxs−1 . . . x0 obtained in this manner
is an ideal of Zn. We also show that this process can be reversed, to associate confining subsets of H to
ideals of Zn. With this correspondence in hand, we describe how all of the resulting actions are equivalent
to the actions of BS(1, n) on certain Bass-Serre trees.
1.3 Other results and results in the literature
The poset described in Theorem 1.1 is interesting because of its asymmetry (when n is not a power of a
prime). In [3] Balasubramanya described H(Ln) where Ln is the Lamplighter group Zn oZ = Zn o 〈t〉. In this
case, H(Ln) splits into two isomorphic sub-posets of quasi-parabolic structures (corresponding to actions in
which the fixed point of Ln is the attracting fixed point of t, and respectively the repelling fixed point of t)
which each dominate a single lineal structure which in turn dominates an elliptic structure. Forthcoming work
of the authors in [2] shows that this structure also holds for semidirect products Z2oαZ where α ∈ SL(2,Z)
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is an Anosov matrix. It would be interesting to see what extra properties of a semidirect product GoZ are
needed to ensure this kind of symmetry.
In [3] Balasubramanya considers hyperbolic actions of general wreath products G o Z = (⊕n∈ZG) o Z
and shows that H(G o Z) always contains two copies of the poset of subgroups of G. In the case G = Z/nZ
we have G o Z = Ln and this suffices to describe all of H(Ln).
In Section 5 we consider a general algebraic construction of quasi-parabolic structures on semidirect
products H o Z. We show that in the case of Z o Z, this construction suffices to produce a countable chain
of quasi-parabolic structures.
2 Background
2.1 Actions on hyperbolic spaces
Given a metric space X, we denote by dX the distance function on X. A map f : X → Y between metric
spaces X and Y is a quasi-isometric embedding if there is a constant C such that for all x, y ∈ X,
1
C
dX(x, y)− C ≤ dY (f(x), f(y)) ≤ CdX(x, y) + C.
If, in addition, Y is contained in the C–neighborhood of f(X) then f is called a quasi-isometry. If a group
G acts (by isometries) on X and Y , then a map f : X → Y is coarsely G–equivariant if for every x ∈ X we
have
sup
g∈G
dY (f(gx), gf(x)) <∞.
We will assume that all actions are by isometries. The action of a group G on a metric space X is
cobounded if there exists a bounded diameter subspace B ⊆ X such that X = ⋃g∈G gB.
Given an action Gy X of G on a hyperbolic space, an element g ∈ G is elliptic if it has bounded orbits;
loxodromic if the map Z→ X given by n 7→ gn · x0 for some (equivalently, any) x0 ∈ X is a quasi-isometric
embedding; and parabolic otherwise.
Any group action on a hyperbolic space falls into one of finitely many types depending on the number of
fixed points on the boundary and the types of isometries defined by various group elements. This classification
was described by Gromov in [5]: the action Gy X (where X is hyperbolic) is
• elliptic if G has a bounded orbit in X;
• lineal if G fixes two points in ∂X;
• parabolic if G fixes a unique point of ∂X and no element of G acts as a loxodromic isometry of X;
• quasi-parabolic if G fixes a unique point of ∂X and at least one element of G acts as a loxodromic
isometry; and
• general type if G doesn’t fix any point of ∂X and at least one element of G acts as a loxodromic
isometry.
2.2 Hyperbolic structures
Fix a group G. For any (possibly infinite) generating set S of G, let Γ(G,S) be the Cayley graph of G with
respect to the generating set S, and let ‖ · ‖S denote the word norm on G with respect to S. Given two
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generating sets S, T of a group G, we say T is dominated by S, written T  S, if
sup
g∈S
‖g‖T <∞.
It is clear that  is a preorder on the set of generating sets of G and so induces an equivalence relation:
S ∼ T if and only if T  S and S  T . Let [S] be the equivalence class of a generating set. Then the
preorder  induces a partial order 4 on the set of all equivalence classes of generating sets of G via [S] 4 [T ]
if and only if S  T .
Definition 2.1. Given a group G, the poset of hyperbolic structures on G is defined to be
H(G) := {[S] | G = 〈S〉 and Γ(G,S) is hyperbolic},
equipped with the partial order 4.
Notice that since hyperbolicity is a quasi-isometry invariant of geodesic metric spaces, the above definition
is independent of the choice of representative of the equivalence class [S]. Every element [S] ∈ H(G) gives
rise to a cobounded action on a hyperbolic space, namely G y Γ(G,S). Moreover, given a cobounded
action on a hyperbolic space Gy X, a standard Schwarz–Milnor argument (see [1, Lemma 3.11]) provides
a generating set S of G such that Γ(G,S) is equivariantly quasi-isometric to X. We say that two actions
G y X and G y Y are equivalent if there exists a coarsely G–equivariant quasi-isometry X → Y . By
[1, Proposition 3.12], there is a one-to-one correspondence between equivalence classes [S] ∈ H(G) and
equivalence classes of cobounded actions Gy X with X hyperbolic.
We denote the set of equivalence classes of cobounded elliptic, lineal, quasi-parabolic, and general-type
actions by He,H`,Hqp, and Hgt, respectively. Since parabolic actions cannot be cobounded, we have for any
group G,
H(G) = He(G) unionsqH`(G) unionsqHqp(G) unionsqHgt(G).
A lineal action of a group G on a hyperbolic space X is orientable if no element of G permutes the two
limit points of G on ∂X. We denote the set of equivalence classes of orientable lineal actions of G by H+` (G).
The action of a group G on a hyperbolic metric space X is focal if it fixes a boundary point ξ ∈ ∂X and if
some element of G acts as a loxodromic isometry. If [S] ∈ H(G) is a focal action, then [S] ∈ H+` (G)unionsqHqp(G).
Quasi-characters. A map q : G → R is a quasi-character (also called a quasimorphism) if there exists
a constant D such that for all g, h ∈ G, we have |q(gh) − q(g) − q(h)| ≤ D. We say that q has defect at
most D. If, in addition, the restriction of q to every cyclic subgroup is a homomorphism, then q is called a
pseudocharacter (or homogeneous quasimorphism). Every quasi-character q gives rise to a pseudocharacter
ρ defined by ρ(g) = limn→∞
q(gn)
n ; we call ρ the homogenization of q. Every pseudocharacter is constant on
conjugacy classes. If q has defect at most D, then it is straightforward to check that |q(g) − ρ(g)| ≤ D for
all g ∈ G.
Let G y X be an action on a hyperbolic space with a global fixed point ξ ∈ ∂X. For any sequence
x = (xn) in X converging to ξ and any fixed basepoint s ∈ X, we define the associated quasi-character
qx : G→ R as follows. For all g ∈ G,
qx(g) = lim sup
n→∞
(dX(gs, xn)− dX(s, xn)). (1)
Its homogenization ρx : G→ R is the Busemann pseudocharacter. It is known that for any two sequences
x,y converging to ξ, supg∈G |qx(g) − qy(g)| < ∞, and thus we may drop the subscript x in ρx. If ρ is a
homomorphism, then the action Gy X is called regular.
Lemma 2.2 ([4, Lemma 3.8]). Let G y X be an action on a hyperbolic space with a global fixed point
ξ ∈ ∂X. Then the (possibly empty) set of loxodromic isometries of the action is {g ∈ G | ρ(g) 6= 0}, and the
set of those with attracting fixed point ξ is {g ∈ G | ρ(g) > 0}. In particular, the action of G is elliptic or
parabolic if and only if ρ ≡ 0, and lineal or quasi-parabolic otherwise.
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2.3 Confining subsets
Consider a group G = HoαZ where α ∈ Aut(H) acts by α(h) = tht−1 for any h ∈ H, where t is a generator
of Z. Let Q be a symmetric subset of H. The following definition is from [4, Section 4].
Definition 2.3. The action of α is (strictly) confining H into Q if it satisfies the following three conditions.
(a) α(Q) is (strictly) contained in Q;
(b) H =
⋃
k≥0 α
−k(Q); and
(c) αk0(Q ·Q) ⊆ Q for some k0 ∈ Z≥0.
Remark 2.4. The definition of confining subset given in [4] does not require symmetry of the subset Q ⊂ H.
However, according to [4, Theorem 4.1], to classify regular quasi-parabolic structures on a group it suffices
to consider only confining subsets which are symmetric. See also Proposition 2.6 in this paper.
Remark 2.5. By the discussion after the statement of [4, Theorem 4.1], if there is a subset Q ⊆ H such that
the action of α is confining H into Q but not strictly confining, then [Q ∪ {α±1}] ∈ H+` (G). If the action is
strictly confining, then [Q ∪ {α±1}] ∈ Hqp(G).
In this paper, we will focus primarily on describing subsets Q of H into which the action of α is (strictly)
confining H. For brevity, we will refer to such Q as (strictly) confining under the action of α.
To see an example of how confining subsets arise, it is useful to consider the action BS(1, n) y H2
described in the introduction. In this action, the conjugates of t act as loxodromic isometries whereas the
elements of H = Z
[
1
n
]
act as parabolic isometries. Consider the subset Q ⊂ H of isometries that translate
a given point p (say i in the upper half plane model) by some bounded distance (say 1). If g ∈ H then we
consider the action of a conjugate t−kgtk where k  0. Considering the actions of tk, g, and t−k in turn we
see that:
• tk first translates p vertically by a very large distance,
• g shifts tkp within the horocycle based at ∞ containing it by a very small distance,
• t−k takes this horocycle isometrically back to the horocycle containing p.
In other words, t−kgtk is a parabolic isometry which moves p by a much smaller distance than g itself does.
In particular, if k is large enough, then t−kgtk ∈ Q. Furthermore, the infimal k with t−kgtk ∈ Q depends
only on how far g moves the original point p. Using these facts it is easy to see that Q is a confining subset
of H.
Thus there is a correspondence of quasi-parabolic structures on BS(1, n) and confining subsets of H.
Precisely, we have the following result, which is a minor modification of [3, Theorems 4.4 & 4.5] and [4,
Proposition 4.5]. It is proved in Section 4.1.
Proposition 2.6. A hyperbolic structure [T ] is an element of Hqp(BS(1, n)) if and only if there exists
a symmetric subset Q ⊂ Z [ 1n] which is strictly confining under the action of α or α−1 such that [T ] =
[Q ∪ {t±1}].
2.4 n–adic integers
Definition 2.7. An n–adic integer is an infinite series
∞∑
i=0
ain
i,
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where ai ∈ {0, 1, . . . , n− 1}. Such an element can also be written in its base n expansion as
. . . a3a2a1a0.
We denote the set of n–adic integers by Zn.
We define operations of addition and multiplication on Zn, which gives it the structure of a ring.
Definition 2.8. Let a =
∑∞
i=0 ain
i and b =
∑∞
i=0 bin
i be elements of Zn. Then the sum a+ b is the n–adic
integer c =
∑∞
i=0 cin
i defined inductively as follows. Let c0 = a0 + b0 mod n (where we identify Z/nZ with
{0, . . . , n − 1}) and t0 =
⌊
a+b
n
⌋
, so that a0 + b0 = c0 + t0n. Assume that c0, . . . , ci−1 and t0, . . . , ti−1 have
been defined, and let
ci = ai + bi + ti−1 mod n
and
ti =
⌊
ai + bi + ti−1
n
⌋
,
so that ai + bi = ci + tin.
The product ab is the n–adic number d =
∑∞
i=o din
i defined inductively as follows. Let d0 = a0b0 mod n,
and let s0 =
⌊
a0b0
n
⌋
, so that a0b0 = d0 + s0n. Assume that d1, . . . , di−1 and s1, . . . , si−1 have been defined,
and let
di =
i∑
j=0
ajbi−j + si−1 mod n
and
si =
⌊∑i
j=0 ajbn−j + si−1
n
⌋
,
so that
∑i
j=0 ajbn−j + si−1 = di + sin.
In the above operations, we think of ti and si as the amounts that are “carried” at each step, analogous
to how we carry digits when adding and multiplying in base 10. An element a = . . . a2a1a0 of the ring Zn is
a unit if and only if a0 is relatively prime to n.
Let
ϕl : Zn → Z/nlZ
be the ring homomorphism which identifies an element of Zn with its l–th partial sum:
ϕl(a) = ϕl
( ∞∑
i=0
ain
i
)
=
l−1∑
i=0
ain
i.
These homomorphisms are compatible in the following sense. For any k ≤ l, let the map
nT
l
k : Z/nlZ→ Z/nkZ
be reduction modulo nk. Then for any a ∈ Zn, we have nT lk(ϕl(a)) = ϕk(a).
In fact, any infinite sequence (ai) of elements ai ∈ Z/niZ which satisfies nT lk(al) = ak defines an element
a ∈ Zn. Namely, identify al with the unique representative bl of its congruence class in the set {0, 1, . . . , ni−
1}. We may write bl = ∑l−1i=0 blini. Then for any i ≥ 0 and l, k > i we have bli = bki and hence we may write
a0 = b
1
0 = b
2
0 = · · · , a1 = b21 = b31 = · · · , . . .
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and then, writing
a =
∞∑
i=0
ain
i
we have ϕi(a) = a
i for all i. In particular, this shows that Zn is isomorphic to the inverse limit lim←−Z/n
iZ.
There is a metric d on Zn, called the n–adic metric, defined by d(x, y) = n−q if q is maximal such that
nq divides x− y, i.e. if the first q digits of x− y are zero and the (q + 1)–st digit is non-zero.
Lemma 2.9. With the topology coming from the n–adic metric, Zn is a compact space.
Proof. Suppose we have an infinite sequence {xi}i∈Z>0 such that for each i, we have xi = . . . xi3xi2xi1xi0. By
the pigeon-hole principle, there is some y0 ∈ {0, . . . , n − 1} such that xi0 = y0 for infinitely many i. The
collection of these xi forms a subsequence {xi0,j}j∈Z>0 . Repeating this construction iteratively, we have a
sequence of subsequences {{xik,j}j}k and a number y = . . . y3y2y1y0 ∈ Zn such that for each k every element
of {xik,j}j agrees with y in its first k + 1 digits. Moreover, {xik+1,j}j is a subsequence of {xik,j}j . Thus the
diagonal subsequence {xik,k}k of {xi}i converges to y. Consequently, Zn is sequentially compact. Since Zn
is a metric space, it is also compact.
We now consider the ring structure of Zn.
Lemma 2.10. Let n = pn11 p
n2
2 . . . p
nk
k . There is an isomorphism
Zn ∼= Zpn11 × · · · × Zpnkk . (2)
Let us give a description of this isomorphism. First, suppose n = n1n2, where n1 and n2 are relatively
prime. To define a map on Zn, we use the identification of an element of a ∈ Zm with the sequence
(ϕl(a)) ∈ lim←−Z/m
lZ. Let
f : Zn → Zn1 × Zn2
be defined by
f(a) = (xl, yl) = (ϕl(a) mod n
l
1, ϕl(a) mod n
l
2).
It is clear that the sequence (xl) (respectively, (yl)) satisfies n1T
l
k(xl) = xk (respectively, n2T
l
k(yl) = yk) for
any k ≤ l, and so (xl) (respectively, (yl)) determines a unique point in Zn1 (respectively, Zn2). The fact
that f is an isomorphism follows from the Chinese remainder theorem. The isomorphism (2) now follows by
repeatedly applying f to distinct pairs of prime factors.
Moreover, there is an isomorphism g : Zpj → Zp defined as follows. The number g(a) is a with each
coefficient expanded to ai = ai,j−1pj−1 + · · · + ai,1p + ai,0, where ai,k ∈ {0, . . . , p − 1}. Composing g with
the isomorphism (2) shows that, in fact, there is an isomorphism Zn → Zp1 × · · · × Zpk .
We use the isomorphism g solely to describe the ideals of Zpj . The non-zero ideals of Zp are exactly
piZp = {
∑∞
j=i ajp
j | aj ∈ {0, . . . , p− 1}}. Using the above isomorphism, it is clear that the non-zero ideals
of Zpj are exactly g−1(piZp) = piZpj .
We now give a technical description of when elements of Zpj and, more generally, Zn are contained in
a particular ideal. On a first reading the reader may want to skip Lemmas 2.11 and 2.13 and simply read
Example 2.12 and Remark 2.14 instead.
The following lemma describes when an element a ∈ Zpj is contained in an ideal piZpj . By the above
discussion, this occurs when the image of the element under the isomorphism g is contained in g(piZpj ) =
piZp. An element x ∈ Zp is in the ideal piZp exactly when ϕi(x) ≡ 0 mod pi−1. Since g expands the
coefficients of a, the definition of L in the statement of the lemma is simply the smallest positive integer
such that the expansion of ϕL(a) contains ϕi(g(a)). Equivalently, it is the smallest positive integer such that
the expansion of the p(L−1)j term in a contains pi−1, which is the largest power of p appearing in ϕi(g(a)).
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The largest power of p in the expansion of the p(L−1)j term of a is p(L−1)j+j−1 = pLj−1, and thus L is the
smallest positive integer such that Lj − 1 ≥ i− 1.
Lemma 2.11. For any a ∈ Zpj ,
a ∈ piZpj ⇐⇒ ϕL(a) ≡ 0 mod pi−1,
where L =
⌈
i
j
⌉
. Moreover,
a ∈ (0) ⇐⇒ a = 0 ⇐⇒ ϕs(a) = 0,
for all s.
Proof. For the first statement, notice that a ∈ piZpj if and only if g(a) ∈ piZp if and only if ϕi(g(a)) ≡ 0
mod pi−1 if and only if ϕL(a) ≡ 0 mod pi−1. The first two “if and only if” statements are clear, while the
last follows from the following calculation:
ϕL(a) = aL−1p(L−1)j + · · ·+ a1pj + a0
= aL−1,j−1pLj−1 + · · ·+ aL−1,kpi−1 + · · ·+ aL−1,0p(L−1)j + aL−2,j−1p(L−1)j−1 + · · ·+ a0,1p+ a0,0
= aL−1,j−1pLj−1 + · · ·+ aL−1,k+1pi + ϕi(g(a)),
where k ∈ {0, . . . , j−1} is such that (L−1)j+k = i−1. Now, if ϕi(g(a)) ≡ 0 mod pi−1, then it is clear that
ϕL(a) ≡ 0 mod pi−1. Similarly, if ϕL(a) ≡ 0 mod pi−1, then since aL−1,j−1p(L−1)j + · · · + aL−1,kpi ≡ 0
mod pi−1, we must have ϕi(g(a)) ≡ 0 mod pi−1.
The second statement is just the definition of the zero ideal.
Example 2.12. We give two examples of explicit descriptions of ideals in Z23 .
(a) First consider the ideal 2Z23 . Then
a = . . . a2a1a0 ∈ 2Z23 ⇐⇒ g(a) ∈ 2Z2 =
{ ∞∑
i=1
bi2
i
∣∣∣∣∣ bi ∈ {0, . . . , p− 1}
}
.
Therefore, the only restriction on the partial sums of a is that
ϕ1(a) = a0 = a0,22
2 + a0,12 + 0,
i.e., a0 ≡ 0 mod 2.
(b) Next, consider the ideal 213Z23 . Then
a = . . . a2a1a0 ∈ 213Z23 ⇐⇒ g(a) ∈ 213Z2 =
{ ∞∑
i=13
bi2
i
∣∣∣∣∣ bi ∈ {0, . . . , p− 1}
}
.
In this case, we must have
ϕ5(a) = a42
12 + a32
9 + a22
6 + a12
3 + a0 = a4,2 · 214 + a4,1 · 213 + 0 · 212 + 0 · 211 + 0 · 210 + · · ·+ 0 · 2 + 0,
i.e., ϕ5(a) ≡ 0 mod 213. Note that this also shows that ϕi(a) ≡ 0 mod 23i−1 for all i ≤ 4 (for example,
ϕ2(a) = a12
3 + a0 = 0 · 25 + 0 · 24 + 0 · 23 + 0 · 22 + 0 · 2 + 0 ≡ 0 mod 25).
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Using the isomorphism in (2), any ideal a of Zn can be written as
a = a1 × · · · × ak,
where ai = p
ai
i Zpnii for some ai or ai = (0). The next lemma gives a precise description of when an element
a ∈ Zn is contained in an ideal a = a1 × · · · × ak. The conditions are similar to those in Lemma 2.11. For
each i such that ai = p
aiZpnii , we have a constant Li = d
ai
ni
e as in Lemma 2.11, and one needs only check
a condition on a single partial sum, namely that ϕLi(a) ≡ 0 mod paii . On the other hand, for each i such
that ai = (0), one needs to check that every partial sum of a satisfies an appropriate condition.
Lemma 2.13. Let a = a1 × · · · × ak, where for each i, ai = paii Zpnii or ai = (0). For each i, let Li =
⌈
ai
ni
⌉
.
Then for any a = . . . a3a2a1a0 ∈ Zn,
a ∈ a ⇐⇒ · ϕs(a) ≡ 0 mod pki for all s, all k ≤ s− 1, and all i such that ai = (0); and
· ϕs(a) ≡ 0 mod paii , for any s such that s = Li for some i.
Proof. For any i such that ai = p
ai
i Zpnii , this follows immediately from the definition of the isomorphism
Zn → Zpn11 × · · · × Zpnkk and Lemma 2.11. Fix i such that ai = (0). Then by the isomorphism in (2), we
have that any a ∈ Zn can be written as a = (a1, . . . , ak) where, considering Zn and Zpnii as lim←−Z/n
lZ and
lim←−Z/p
lni
i Z, respectively, ai is given by the sequence (ϕs(a) mod p
sni
i )
∞
s=1. Now, ai ∈ (0) ⊂ Zpnii if and
only if g(ai) ∈ (0) ⊂ Zpi , which is the case if and only if ϕs(a) mod psnii ≡ 0 mod p(s+1)ni if and only if
ϕs(a) ≡ 0 mod ps+1i . The result follows.
Remark 2.14. We point out one particular case of this lemma which will be important in later sections: if
some ai = (0), then a0 ≡ 0 mod pnii .
We now describe a partial order on the set of ideals of Zn.
Definition 2.15. Define a relation ≤ on ideals of Zn by a ≤ b if nka ⊆ b for some k. Define an equivalence
a ∼ b if a ≤ b and b ≤ a.
Definition 2.16. An ideal a = a1 × · · · × ak is full if aj is either (0) or Zpnjj for every j = 1, . . . , k.
Lemma 2.17. For any n, there is a unique full ideal in each equivalence class of ideals of Zn.
Proof. Let a = a1 × · · · × ak be an ideal of Zn, and consider the full ideal b = b1 × · · · × bk where bi = (0)
if and only if ai = (0). Recall that if bi 6= (0), then bi = Zpnii . We claim that a ∼ b. It is clear that a ⊆ b,
and thus a ≤ b. For any i such that ai 6= (0), let ai = paiZpnii , and let A = maxi{ai}. We will show that
nAb ⊂ a. We have
nAb = nAb1 × · · · × nAbk,
and, for each i,
nAbi = p
An1
1 · · · pAnkk Zpnii .
For all j 6= i, the element pAnjj is a unit in Zpnii , and thus p
nj
j Zpnii = Zpnii . Therefore, we have
nAbi = p
Ani
i Zpnii ,
and since A ≥ ai by definition, it follows that
nAbi = p
Ani
i Zpnii ⊆ p
ai
i Zpnii = ai.
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Consequently,
nAb ⊆ a,
which implies that b ≤ a. Therefore, a ∼ b.
Suppose next that there are two distinct full ideals, b = b1×· · ·×bk and c = c1×· · ·× ck with b ∼ a ∼ c.
Then b ∼ c, which immediately implies that bi = (0) if and only if ci = (0). Indeed, if there is an i such that
(without loss of generality) bi = (0) but ci 6= (0), then there is no power C of n such that pCi ci ⊂ bi, and so
b 6∼ c, which is a contradiction. Thus by the definition of full ideals, we conclude that b = c.
2.5 BS(1, n)
Fix n = pn11 p
n2
2 . . . p
nk
k , and recall that BS(1, n) = 〈a, t | tat−1 = an〉. Let τ : BS(1, n) → Z be the
homomorphism a 7→ 0, t 7→ 1. Then there is a short exact sequence
0→ H → BS(1, n) τ−→ Z→ 0,
where H := ker(τ) ∼= Z [ 1n]. This gives rise to an isomorphism BS(1, n) ∼= Z [ 1n] oα Z, where α(x) = n · x
for x ∈ Z [ 1n]. For the rest of this paper we will make the identifications
H = Z
[
1
n
]
,
and
BS(1, n) = H oα Z = 〈H, t | txt−1 = α(x) for x ∈ H〉.
In addition to the standard representation of elements of H as Laurent polynomials in n, we also represent
elements by their n–ary expansion; e.g. 1n = 0.1 while n +
1
n +
1
n4 = 10.1001. We switch between these
representations interchangeably.
Given an element x = ±xkxk−1 · · ·x2x1x0.x−1x−2 · · ·x−m ∈ H, we have 0 ≤ xi < n for all −m ≤ i ≤ k.
We call −m the leading negative place of place of x, which we denote by
p(x) = −m.
We call x−m the leading negative term of x, which we denote by
c(x) = x−m.
The automorphism α acts on H by multiplication by n, which has the effect of adding one to each index, so
that the i–th term of the image of x is the (i+ 1)–st term of α(x). For example, α(21.021311) = 210.21311
(here we are assuming that n ≥ 4).
Lemma 2.18. Let Q ⊆ H be such that Q∪ {t±1} is a generating set of BS(1, n) and α(Q) ⊂ Q. Then any
element w ∈ BS(1, n) can be written as
w = t−rx1 . . . xmts
where r, s ≥ 0, xi ∈ Q for all i, and r + s+m = ‖w‖Q∪{t±1}. Moreover, if w ∈ H then r = s.
Proof. Write w as a reduced word in Q ∪ {t±1}. By using the relations tx = α(x)t and xt−1 = t−1α(x) for
x ∈ Q, we may move all copies of t in w to the right and all copies of t−1 to the left without increasing the
word length of w in Q ∪ {t±1}. The result is an expression of w as a reduced word,
w = t−rx1 . . . xmts
where r, s ≥ 0 and xi ∈ Q for all i. Since the word length of w has not changed, we have r + s + m =
‖w‖Q∪{t±1}. The second statement is clear.
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3 Confining subsets of H
We first describe two particular subsets of H = Z
[
1
n
]
which are strictly confining under the action of α and
α−1, respectively.
Lemma 3.1. The subset
Q+ = {x ∈ H | x = ±xkxk−1 · · ·x2x1x0 for some k ∈ N} = Z ⊂ H (3)
is strictly confining under the action of α. The subset
Q− = {x ∈ H | x = ±0.x−1x−2 · · ·x−m for some m ∈ N} ⊂ H (4)
is strictly confining under the action of α−1.
Proof. We will verify that Definition 2.3 holds for Q−; the proof for Q+ is analogous. We have
α−1(Q−) = {x ∈ H | x = ±0.0x−1x−2 · · ·x−m | for some m ∈ Z>0}.
Thus α−1(Q−) ⊂ Q−, so (a) holds. Moreover, it is clear that ⋃n≥0 αn(Q−) = H. Indeed, let x =
±xkxk−1 · · ·x0.x−1x−2 · · ·x−m be any element of H. Since α−(k+1)(x) ∈ Q−, it follows that x ∈ αk+1(Q−),
and thus (b) holds. Finally, let x, y ∈ Q−. Then we have
x+ y = ±z0.z−1 · · · z−m
where each zi ∈ {0, . . . , n − 1}. Hence α−1(x + y) ∈ Q− and (c) holds with k0 = 1. Thus Q− is confining
under the action of α−1. To see that Q− is strictly confining, note that 0.1 ∈ Q \ α−1(Q).
The following lemma appears as [3, Lemma 4.9 & Corollary 4.10]; we include a proof here for completeness.
Recall that given two (possibly infinite) generating sets S, T of a groupG, we say [S] = [T ] if supg∈S ‖g‖T <∞
and suph∈T ‖h‖S <∞.
Lemma 3.2. Suppose Q is a symmetric subset of H which is confining under the action of α. Let S be a
symmetric subset of H such that there exists K ∈ Z≥0 with αK(g) ∈ Q for all g ∈ S. Then
Q = Q ∪
⋃
i≥0
αi(S)
is confining under the action of α and
[Q ∪ {t±1}] = [Q ∪ {t±1}].
We note that this lemma applies, for example, to all finite symmetric subsets S of H.
Proof of Lemma 3.2. First we prove that Q is confining under the action of α.
Conditions (a) and (b) from Definition 2.3 are clear (using that Q ⊆ Q for condition (b)).
To see that condition (c) holds, note that for any i ≥ 0, and any g ∈ S,
αK(αi(g)) = αi(αK(g)) ∈ αi(Q) ⊆ Q.
We also have αK(g) ∈ Q for any g ∈ Q. Hence, if g, h ∈ Q we have αK(g) ∈ Q and αK(h) ∈ Q, and therefore
αK+k0(g + h) = αk0(αK(g) + αK(h)) ∈ αk0(Q+Q) ⊆ Q ⊆ Q,
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where k0 is large enough so that α
k0(Q+Q) ⊆ Q. Therefore (c) holds with constant K + k0.
To see that [Q ∪ {t±1}] = [Q ∪ {t±1}], note first of all that clearly [Q ∪ {t±1}] 4 [Q ∪ {t±1}]. On the
other hand, by our above observation, Q is really just a finite union:
Q = Q ∪
K−1⋃
i=0
αi(S).
For each i between 0 and K − 1 and each g ∈ S, we have
αi(g) = α−(K−i)(αK(g)) = t−(K−i)αK(g)t(K−i)
and αK(g) ∈ Q. Hence
‖αi(g)‖Q∪{t±1} ≤ 2(K − i) + 1 ≤ 2K + 1.
In other words, any element of Q ∪ {t±1} has word length at most 2K + 1 with respect to Q ∪ {t±1}, so
[Q ∪ {t±1}] 4 [Q ∪ {t±1}].
Lemma 3.3. For any Q ⊆ H which is confining under the action of α, we have [Q∪{t±1}] 4 [Q+ ∪{t±1}].
Proof. We show that every element of Q+ = Z has bounded word length with respect to Q ∪ {t±1}. First,
we apply Lemma 3.2 with S = {±1} to pass to Q ⊃ Q such that {±1} ⊆ Q and [Q ∪ {t±1}] = [Q ∪ {t±1}].
We begin by showing that every element of Z>0 = {1, 2, . . .} has bounded word length with respect
to Q ∪ {t±1}. Choose k1 such that αk1(Q + Q) ⊆ Q. We actually initially prove that every element of
αk1(Z>0) = {nk1 , 2nk1 , 3nk1 , . . .} has bounded word length with respect to Q∪ {t±1}. If every such element
has word length at most L then every element of Z>0 has word length less than L + nk1 with respect to
Q ∪ {t±1} because such an element can be written as
ank1 + 1 + · · ·+ 1︸ ︷︷ ︸
<nk1 times
, where a ∈ Z>0
and 1 ∈ Q.
The proof of this weaker statement is by induction. First, note that αk1(1) = nk1 ∈ Q. Hence every
element of the set
{nk1 , 2nk1 , . . . , n2k1 = nk1 · nk1}
has word length at most nk1 with respect to Q ∪ {t±1}. Suppose for induction that every element of
{n(l−1)k1 , n(l−1)k1 + nk1 , n(l−1)k1 + 2nk1 , . . . , nlk1} = {ank1 | a ∈ Z>0} ∩ [n(l−1)k1 , nlk1 ]
has word length at most nk1 with respect to Q ∪ {t±1}. Enumerate the elements of this set as
x0 = n
(l−1)k1 , x1 = n(l−1)k1 + nk1 , . . . , xs = nlk1 .
Consider an element
y ∈ {nlk1 , nlk1 + nk1 , nlk1 + 2nk1 , . . . , n(l+1)k1} = {ank1 | a ∈ Z>0} ∩ [nlk1 , n(l+1)k1 ].
Such an element y satisfies
nk1xj ≤ y ≤ nk1xj+1 = nk1(xj + nk1) = nk1xj + n2k1
for some j. Hence we have
y = nk1xj + an
k1 , (5)
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where 0 ≤ a ≤ nk1 . Since xj has word length at most nk1 , we may write xj = g1 + · · · + gnk1 where all
gi ∈ Q and gi = 0 for all i > ‖xj‖Q∪{t±1}. Thus we can rewrite equation (5) as
y = nk1(g1 + . . .+ gnk1 ) + n
k1(1 + · · ·+ 1︸ ︷︷ ︸
a≤nk1 times
)
= nk1(g1 + 1) + n
k1(g2 + 1) + · · ·+ nk1(ga + 1) + nk1(ga+1) + · · ·+ nk1(gnk1 ).
In this last sum, every term is an element of Q, and there are nk1 terms. Thus ‖y‖Q∪{t±1} ≤ nk1 . This
completes the induction.
We have shown so far that every element of Z>0 has bounded word length with respect to Q. A completely
analogous argument using multiples of −nk1 proves that every element of Z<0 = {−1,−2, . . .} has bounded
word length with respect to Q. Hence we have shown
[Q ∪ {t±1}] = [Q ∪ {t±1}] 4 [Z ∪ {t±1}] = [Q+ ∪ {t±1}].
3.1 Subsets confining under the action of α and ideals of Zn
In this subsection, we describe the connections between subsets of H which are confining under the action
of α and ideals of Zn.
3.1.1 From confining subsets to ideals
We begin by describing a way to associate an ideal of Zn to a symmetric subset Q of H which is confining
under the action of α. We define
L(Q) =
{
. . . x2x1x0 ∈ Zn
∣∣∣∣∣ for any t ≥ 0,∃a ∈ Q with a = ar · · · a0.xt · · ·x0for some ar, . . . , a0 ∈ {0, . . . , n− 1}
}
. (6)
That is, an element . . . x2x1x0 is in L(Q) if for any t, there exists a positive element of Q whose fractional
part is 0.xt · · ·x0. Note in particular that L(Q) is nonempty for any Q as above. To see this, first notice
that Q always contains a positive integer a = ar · · · a0. We may equivalently write
a = ar · · · a0. 0 · · · · · · 0︸ ︷︷ ︸
t times
and since t is arbitrary, this shows that 0 (= . . . 000) ∈ L(Q).
Lemma 3.4. The set L(Q) ⊆ Zn is closed.
Proof. Let x ∈ L(Q) and write x = . . . x2x1x0. Then for any t ≥ 0, there exists y ∈ L(Q) with y = . . . y2y1y0
and yi = xi for i ≤ t. By definition of L(Q) there exists a ∈ Q with a = ar · · · a0.yt · · · y0. But then of course
we also have a = ar · · · a0.xt · · ·x0. Since t is arbitrary, this implies that x ∈ L(Q).
Lemma 3.5. In the notation above, L(Q) is an ideal of Zn.
Proof. First we show that L(Q) is closed under addition. Let
x = . . . x2x1x0 and y = . . . y1y1y0 ∈ L(Q)
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and
· · · x2 x1 x0
+ · · · y2 y1 y0
· · · z2 z1 z0
Let k0 be large enough that α
k0(Q + Q) ⊆ Q. By definition of L(Q), for any t ≥ 0 there exist (positive
numbers)
a = ar · · · a0.xt+k0xt+k0−1 · · ·x0
b = bs · · · b0.yt+k0yt+k0−1 · · · y0
in Q. We see immediately that a+ b is given by
cu · · · c0.zt+k0zt+k0−1 · · · z0
for some cu, . . . , c0 ∈ {0, . . . , n− 1}. This implies that
αk0(a+ b) = cu · · · c0zt+k0zt+k0−1 · · · zt+1.zt · · · z0 ∈ Q.
Since t is arbitrary, this implies that z ∈ L(Q).
Now we show that L(Q) is closed under multiplication by elements of Zn. Let
x ∈ L(Q) and p = . . . p2p1p0 ∈ Zn.
For every t ≥ 0 we have
pt . . . p1p0 · x = x+ · · ·+ x︸ ︷︷ ︸
pt...p1p0 times
∈ L(Q)
by the above paragraph. Note that p ·x is the limit of the sequence {pt . . . p0 ·x}∞t=0 ⊆ L(Q). But by Lemma
3.4, L(Q) is closed, so this implies that p · x ∈ L(Q) as well.
3.1.2 From ideals to confining subsets
We next describe how to associate a subset of H which is confining under the action of α to an ideal of Zn.
For any ideal b of Zn, let
S(b) =
{
(−1)δxr · · ·x0.x−1 · · ·x−s ∈ H
∣∣∣∣∣ δ ∈ {0, 1} and ∃b ∈ b with b = . . . c2c1x−1 . . . x−sfor some c1, c2, . . . ∈ {0, . . . , n− 1}
}
. (7)
Thus S(b) is the set of elements of H whose fractional parts appear as the tail end of digits of some element
of the ideal b.
Remark 3.6. Since 0 ∈ b for any ideal b, it follows that S(b) must contain Z.
Lemma 3.7. In the notation above, S(b) is confining under the action of α.
Proof. We will check the conditions of Definition 2.3.
Let
x = xs · · ·x1x0.x−1x−2 · · ·xp(x) ∈ S(b).
By definition of S(b), there is an element
b = . . . c2c1x−1x−2 . . . xp(x) ∈ b,
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and so
α(x) = xs · · ·x0x−1.x−2 · · ·xp(x) ∈ S(b).
Thus α(S(b)) ⊆ S(b), and Definition 2.3(a) holds.
Since Z ⊆ S(b) by Remark 3.6, we have ⋃∞i=1 α−i(S(b)) = H, and so Definition 2.3(b) holds.
Let x, y ∈ S(b). We first deal with the case that x and y are both positive. We want to show that
x + y ∈ S(b). Let x = xr · · ·x0.x−1 · · ·xp(x), and y = ys · · · y0.y−1 · · · yp(y), and assume without loss of
generality that p(x) ≤ p(y). Then x+ y = z, where z is given by
xr · · · xs · · · x0 .x−1 x−2 · · · xp(y) · · · · · · · · · xp(x)
+ ys · · · y0 .y−1 y−2 · · · yp(y) 0 · · · 0 0
zt · · · · · · · · · · · · z0 .z−1 z−2 · · · zp(y) · · · · · · · · · zp(z),
where here we’ve assumed without loss of generality that r ≥ s (the same argument works if r < s).
By the definition of S(b), there exist a, b ∈ b with a = . . . x−1x−2 . . . xp(x) and b = . . . y−1y−2 . . . yp(y).
Since b is an ideal,
np(y)−p(x)b = . . . y−1y−2 . . . yp(y) 0 . . . . . . . . . . . . 0︸ ︷︷ ︸
p(y)−p(x) times
∈ b
and
a+ np(y)−p(x)b ∈ b,
where a+ np(y)−p(x)b is given by
. . . x−1 x−2 . . . xp(y) . . . . . . . . . xp(x)
+ . . . y−1 y−2 . . . yp(y) 0 . . . . . . 0
. . . z−1 z−2 . . . zp(y) . . . . . . . . . zp(z).
Therefore, by the definition of S(b), z = x+ y ∈ S(b).
If x, y ∈ S(b) are both negative, then we show in a completely analogous way that x+ y ∈ S(b).
We now consider the case that one of x, y is positive and the other is negative. By possibly multiplying x+y
by −1, we assume without loss of generality that x = xr · · ·x0.x−1 · · ·xp(x) and y = −ys · · · y0.y−1 · · · yp(y)
with x ≥ |y| so that also r ≥ s. Then x+ y = z, where z is given by
xr · · · xt · · · xs · · · x0 .x−1 x−2 · · · xp(y) · · · · · · xp(x)
− ys · · · y0 .y−1 y−2 · · · yp(y) 0 · · · 0
zt · · · zs · · · z0 .z−1 z−2 · · · zp(y) · · · · · · zp(x)
(note, here we are assuming that p(x) ≤ p(y) but the argument is easily modified if p(x) > p(y)). By
definition of S(b), there exist elements c, d ∈ b with c = . . . c2c1x−1 . . . xp(x) and d = . . . d2d1y−1 . . . yp(y).
Then c− np(y)−p(x)b ∈ b is given by
. . . c1 x−1 . . . xp(y) . . . . . . xp(x)
− . . . d1 y−1 . . . yp(y) 0 . . . 0
. . . . . . z−1 . . . zp(y) . . . . . . zp(x).
Hence we see that z ∈ S(b), as desired.
By the above discussion, Definition 2.3(c) holds with k0 = 0. We conclude that S(b) is confining under
the action of α.
Lemma 3.8. Let Q ⊆ H be confining under the action of α. Then there exists K > 0 such that αK(Z) ⊆ Q.
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Proof. By Lemma 3.3, every element of Z = Q+ has uniformly bounded word length with respect to the the
generating set Q ∪ {t±1} of H. Consider an element w ∈ Z. By Lemma 2.18 we may write w as a reduced
word
w = t−rx1 . . . xmtr,
where r ≥ 0 and xi ∈ Q for all i. This gives us
w = α−r(x1) + · · ·+ α−r(xm).
Since ‖w‖Q∪{t±1} is uniformly bounded, we have both r and m are uniformly bounded, say r,m ≤ R. Hence
we have
αR(w) = αR−r(x1) + · · ·+ αR−r(xm),
and αR−r(xi) ∈ Q for each i. Thus, αR(w) ∈ QR, where QR represents the words of length at most R in Q.
Consequently, αRk0(αR(w)) ∈ αRk0(QR) ⊆ Q where the last inclusion follows by Definition 2.3(c). Thus we
see that αK(Z) ⊆ Q, where K = Rk0 +R.
Lemma 3.9. Let Q ⊆ H be confining under the action of α. Then there exists M > 0 such that S(L(Q)) ⊆
α−M (Q).
Proof. Let a ∈ S(L(Q)). Since Q and S(L(Q)) are symmetric, we may suppose that a = ar · · · a0.a−1 · · · a−s
is positive. By definition of S(L(Q)) there exists an element
x = . . . x2x1a−1 . . . a−s ∈ L(Q).
Then by definition of L(Q), there exists an element
b = bt · · · b0.a−1 · · · a−s ∈ Q.
We may add an integer c to b to obtain
c+ b = ar · · · a0.a−1 · · · a−s = a,
and by Lemma 3.8, we have αK(c) ∈ Q. Thus,
αK(a) = αK(c+ b) = αK(c) + αK(b) ∈ Q+Q.
Let k0 be large enough that α
k0(Q+Q) ⊆ Q. Then we have αK+k0(a) = αk0(αK(a)) ∈ Q so the result holds
with M = K + k0.
Recall that two ideals a, b in Zn are equivalent (written a ∼ b) if there exists a constant k such that
nka ⊆ b and nkb ⊆ a (see Definition 2.15).
Lemma 3.10. Let a, b be ideals of Zn such that a ∼ b. Then S(a) = S(b).
Proof. By definition, the ideal b determines only the fractional parts of the elements in S(b), and if b =
. . . b2b1b0 ∈ b, then there are elements S(b) with fractional part 0.bk · · · b0 for each k ≥ 1 and arbitrary
integral part. From this description, it is clear that for any k, the elements
. . . b2b1b0 and . . . b2b1b0 0 . . . 0︸ ︷︷ ︸
k times
define the same set of fractional parts of elements in S(b). Since there exists k such that nkb ⊂ a, we see
that S(b) ⊆ S(a). By a symmetric argument, we also have S(a) ⊆ S(b).
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3.1.3 Actions on Bass-Serre trees
Lemma 3.11. For any ideal a ⊆ Zn, the confining subset S(a) is a subgroup of H.
Proof. It follows from the proof of Lemma 3.7 that S(a) is closed under addition. Moreover, by definition it
is closed under additive inverses.
We consider a particular ascending HNN extension of S(a):
G(a) = 〈S(a), s | sxs−1 = α(x) for x ∈ S(α)〉.
Lemma 3.12. For any ideal a ⊆ Zn,
BS(1, n) ∼= G(a).
Proof. By Remark 3.6, Z ⊆ S(a). There is an obvious homomorphism f : G(a)→ BS(1, n) defined by
x 7→ x for x ∈ S(a), s 7→ t.
This homomorphism is surjective because BS(1, n) is generated by Z ⊆ S(a) and t. We now show that f is
injective. Let g ∈ ker(f). By Lemma 2.18 we can find an expression of g as a minimal length word in the
generating set S(a) ∪ {t±1} of the form
g = s−i(x1 + · · ·+ xw)tj ,
where i, j ≥ 0 and xi ∈ S(a). By Lemma 3.11 we may write x1 + · · ·+ xw = x ∈ S(a), and the result is that
g = s−ixsj . We have
f(g) = t−ixtj = α−i(x)tj−i = 1.
Since α−i(x) ∈ H, we obtain a contradiction unless j = i. In this case we have
f(g) = α−i(x) = 0
in H, and since α is an automorphism, x = 0. But then
g = s−i0si = α−i(0) = 0
in G(a). This proves the statement.
Hence we have a description of BS(1, n) as an HNN extension over the subgroup S(a) ≤ H and therefore
an action of BS(1, n) on the standard Bass-Serre tree associated to this HNN extension. Denote this tree
by T (a).
Proposition 3.13. The action of BS(1, n) on Γ(BS(1, n),S(a) ∪ {t±1}) is equivalent to the action of
BS(1, n) on T (a).
Proof. We apply the standard Schwarz-Milnor Lemma (see [1, Lemma 3.11]).
The Bass-Serre tree T (a) admits the following description. The vertices of T (a) are the left cosets of
S(a), and two cosets aS(a) and bS(a) are joined by an edge if
aS(a) = bxtS(a) or aS(a) = bxt−1S(a) for some x ∈ S(a).
Consider the vertex v = S(a) and the edge E = [S(a), tS(a)] containing v. Clearly we have⋃
g∈BS(1,n) gE = T (a). Hence by the Schwarz-Milnor lemma, the action of BS(1, n) on T (a) is equiva-
lent to the action of BS(1, n) on Γ(BS(1, n), S) where S = {g ∈ BS(1, n) | d(v, gv) ≤ 3}. Note that
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S(a) ⊆ S since it fixes the vertex v, and thus [S ∪ {t±1}] 4 [S(a) ∪ {t±1}]. We will show that also
[S(a) ∪ {t±1}] 4 [S ∪ t−1]which will prove the proposition.
By the description of the vertices of T (a) as cosets of S(a), any vertex in the radius 3 neighborhood of v
has the form
• xtδv where x ∈ S(a) and δ ∈ {±1} or
• x1tδ1x2tδ2v where xi ∈ S(a) for i = 1, 2 and δi ∈ {±1} for i = 1, 2 or
• x1tδ1x2tδ2x3tδ3v where xi ∈ S(a) for i = 1, 2, 3 and δi ∈ {±1} for i = 1, 2, 3.
If g ∈ S, then it therefore sends v to a vertex of one of the above three forms. We deal with the last case
explicitly, showing that g has bounded word length in the generating set S(a) ∪ {t±1}. The other two cases
are entirely analogous.
If gv = x1t
δ1x2t
δ2x3t
δ3v then
(x1t
δ1x2t
δ2x3t
δ3)−1g ∈ StabBS(1,n)(v) = S(a).
Hence
g = x1t
δ1x2t
δ2x3t
δ3y
for some y ∈ S(a), and this shows that g has word length at most 7 in the generating set S(a) ∪ {t±1}.
3.2 Subsets confining under the action of α−1
Let Q− be the subset defined in (4).
Lemma 3.14. Let Q ⊆ H be confining under the action of α−1. Then α−k(Q−) ⊆ Q for some k ≥ 0.
Proof. Let k0 ∈ Z≥0 be large enough that α−k0(Q + Q) ⊆ Q. We may suppose that k0 > 0, for otherwise
Q is a subgroup of H and it is easy to check that in fact Q = H. Since H =
⋃
k∈Z≥0 α
k(Q), we may also
choose k1 large enough that α
−k1(a) = an−k1 ∈ Q for any a ∈ {0, . . . , n− 1}.
We claim that any number of the form
r∑
i=0
ain
−k1−(i+1)k0 with ai ∈ {0, . . . , n− 1} for all 0 ≤ i ≤ r
(for any r ≥ 0) lies in Q. In other words, any number
0. 0 · · · · · · · · · 0︸ ︷︷ ︸
k1+k0−1 times
a0 0 · · · · · · 0︸ ︷︷ ︸
k0−1 times
a1 0 · · · · · · 0︸ ︷︷ ︸
k0−1 times
a2 0 · · · · · · 0︸ ︷︷ ︸
k0−1 times
· · · ar
between 0 and 1 which may be written in base n with
• k1 + k0 − 1 0’s after the decimal point and then
• k0 − 1 0’s between any consecutive potentially nonzero digits
lies in Q. We will prove this by induction on r. The base case, when r = 0, follows since a0n
−k1 ∈ Q for
any a0 ∈ {0, . . . , n− 1} and therefore α−k0(a0n−k1) = a0n−k1−k0 ∈ Q because Q is closed under the action
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of α−1. Suppose that the claim is true for all r < s. Consider a number x =
∑s
i=0 ain
−k1−(i+1)k0 with
ai ∈ {0, . . . , n− 1} for all i. We may write
x = a0n
−k1−k0 +
s∑
i=1
ain
−k1−(i+1)k0 .
We have that a0n
−k1 ∈ Q and by induction,
s∑
i=1
ain
−k1−ik0 =
s−1∑
i=0
ai+1n
−k1−(i+1)k0 ∈ Q.
Hence,
x = a0n
−k1−k0 +
s∑
i=1
ain
−k1−(i+1)k0 = α−k0
(
a0n
−k1 +
s∑
i=1
ain
−k1−ik0
)
∈ Q.
This proves the claim.
Now consider a number of the form x =
∑r
i=0 ain
−k1−k0−i. In other words,
x = 0. 0 · · · · · · · · · 0︸ ︷︷ ︸
k1+k0−1 times
a0a1 · · · ar.
We may write
x =
k0−1∑
j=0
∑
i∈Z≥0
j+ik0≤r
aj+ik0n
−(k1+(i+1)k0+j) =
k0−1∑
j=0
xj ,
where
xj =
∑
i∈Z≥0
j+ik0≤r
aj+ik0n
−(k1+(i+1)k0+j).
In other words, we are writing
x = 0 . 0 · · · 0 a0 0 0 · · · 0 0 ak0 0 0 · · ·
+ 0 . 0 · · · 0 0 a1 0 · · · 0 0 0 a1+k0 0 · · ·
+ 0 . 0 · · · 0 0 0 a2 · · · 0 0 0 0 a2+k0 · · ·
+ · · ·
+ 0 . 0 · · · 0 0 0 0 · · · 0 a(k0−1) 0 0 0 · · ·
with the summands being x0, x1, x2, . . . , and xk0−1, respectively. Notice that
xj =
∑
i∈Z≥0
j+ik0≤r
aj+ik0n
−(k1+(i+1)k0+j) = α−j
 ∑
i∈Z≥0
j+ik0≤r
aj+ik0n
−(k1+(i+1)k0)
 = α−j(yj),
where
yj =
∑
i∈Z≥0
j+ik0≤r
aj+ik0n
−(k1+(i+1)k0)
and by our claim, yj ∈ Q for each j ∈ {0, . . . , k0 − 1}. Since Q is closed under the action of α−1, we have
xj ∈ Q for each j. Therefore x ∈ Qk0 . Using that α−k0(Q+Q) ⊆ Q, we have α−k20 (x) = α−k0·k0(x) ∈ Q.
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Finally, for any positive number y =
∑r
i=0 ain
−i−1 ∈ Q−, we have
α−k1−k0+1(y) =
r∑
i=0
ain
−k1−k0−i.
By our work in the last paragraph, this proves that
α−k
2
0 (α−k1−k0+1(y)) ∈ Q.
In other words, α−k
2
0−k0−k1+1(y) ∈ Q.
We have shown that α−k(y) ∈ Q for any positive y ∈ Q− where k = k20 + k0 + k1 − 1. Since Q− and Q
are symmetric, this proves that for any negative y ∈ Q− we have α−k(y) = −α−k(−y) ∈ Q. In other words,
α−k(Q−) ⊂ Q where k = k20 + k0 + k1 − 1.
Proposition 3.15. Let Q ⊆ H be strictly confining under the action of α−1. Then [Q∪{t±1}] = [Q−∪{t±1}].
Proof. By the above, we have [Q ∪ {t±1}] 4 [Q− ∪ {t±1}]. Suppose that the inequality is strict. We will
show then that [Q ∪ {t±1}] = [H ∪ {t±1}] and this will contradict that Q is strictly confining.
By Lemma 3.14 and Lemma 3.2, we may suppose that Q− ⊆ Q. If there exists k large enough that
α−k(x) ∈ Q− for all x ∈ Q, then we have [Q ∪ {t±1}] = [Q− ∪ {t±1}], as desired.
Otherwise, there exist numbers x = ar · · · a0.a−1 · · · ap(x) ∈ Q with r arbitrarily large and ar 6= 0. We
will prove in this case that nt ∈ Q for t arbitrarily large. This will complete the proof, for in this case,
for any a ∈ {0, . . . , n − 1} we will also have ant ∈ Q for any t, by the standard arguments. Hence given a
positive number y =
∑q
i=−p ain
i ∈ H we have ∑qi=−p aini+k0(p+q+1) ∈ Qp+q+1 and therefore
α−(p+q+1)k0
 q∑
i=−p
ain
i+k0(p+q+1)
 = y ∈ Q.
Since Q is symmetric, this will prove that H ⊆ Q.
Consider a number x = ar · · · a0.a−1 · · · ap(x) ∈ Q with r  0 (how large will be determined later in the
proof). We clearly have nr−1 ≤ x < nr+1. For any s > 0 we have
nsx = ar · · · a0 · · · a−s.a−s−1 · · · ap(x) ≥ nr+s = 1 0 . . . . . . 0︸ ︷︷ ︸
r+s times
(with the decimal point to the right of ap(x) if s > p(x)). We claim that there exists c ∈ {0, 1, . . . , ns} such
that
cx = 1 0 · · · · · · 0︸ ︷︷ ︸
s−2 times
brbr−1 · · · b0.b−1 · · · bp(cx).
If this is not the case, then since nsx ≥ nr+s there exists some c ∈ {0, . . . , ns} with
cx < 1 0 . . . . . . . . . 0︸ ︷︷ ︸
r+s−1 times
but (c+ 1)x ≥ 1 0 . . . . . . 0︸ ︷︷ ︸
s−3 times
1 0 . . . . . . 0︸ ︷︷ ︸
r+1 times
.
From these inequalities we see that
x = (c+ 1)x− cx ≥ 1 0 . . . . . . 0︸ ︷︷ ︸
r+1 times
= nr+1
which is a contradiction.
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So choose c ∈ {0, 1, . . . , ns} with
cx = 1 0 · · · · · · 0︸ ︷︷ ︸
s−2 times
brbr−1 · · · b0.b−1 · · · bp(cx).
Assuming that r > nsk0, we have
α−ck0(cx) = 1 0 · · · · · · 0︸ ︷︷ ︸
s−2 times
brbr−1 · · · bck0 .bck0−1 · · · b0b−1 · · · bp(cx) ∈ Q.
Since Q is closed under the action of α−1, we then also have
1 0 · · · · · · 0︸ ︷︷ ︸
s−2 times
.brbr−1 · · · bp(cx) ∈ Q.
Since Q− ⊆ Q, we then have
10 . . . 0 = ns−2 ∈ Q+Q
and therefore ns−2−k0 ∈ Q. But since s is arbitrarily large, we then have nt ∈ Q for t arbitrarily large. This
completes the proof.
3.2.1 The action on H2
There is a well known action of BS(1, n) on H2 defined via the representation
BS(1, n)→ PSL(2,R),
where
a 7→
(
1 1
0 1
)
, t 7→
(
n1/2 0
0 n−1/2
)
.
The restriction of this representation to H = 〈tkat−k | k ∈ Z〉 is given by
r 7→
(
1 r
0 1
)
where we identify H as a subset of R in the usual way.
Proposition 3.16. The action of BS(1, n) on H2 is equivalent to the action of BS(1, n) on
Γ(BS(1, n), Q− ∪ {t±1}).
Proof. We will apply the Schwarz-Milnor Lemma. See [1], Lemma 3.11.
We consider the upper half plane model of H2. We show first that the orbit of i under BS(1, n) is
(log(n) + 1)–dense in H2. For this, note first that the orbit of i under 〈a〉 is 1–dense in the horocycle
{z ∈ H2 | =(z) = 1}. This follows easily from the fact that d(i, ai) = d(i, 1 + i) < 1. Now, for any k ∈ Z,
tk takes the horocycle {z ∈ H2 | =(z) = 1} isometrically to the horocycle {z ∈ H2 | =(z) = nk}. Hence the
orbit of i is 1–dense in the horocycle {z ∈ H2 | =(z) = nk} for any k ∈ Z. Moreover, for any k ∈ Z, the
distance between the horocycles {z ∈ H2 | =(z) = nk} and {z ∈ H2 | =(z) = nk+1} is exactly log(n). Hence,
any z ∈ H2 has distance at most log(n) from a horocycle {z ∈ H2 | =(z) = nk} for some k ∈ Z. By the
triangle inequality, z has distance at most log(n) + 1 from some point in the orbit of i.
This clearly proves that
⋃
g∈BS(1,n) gBlog(n)+1(i) = H2. Therefore by [1, Lemma 3.11], the action
BS(1, n) y H2 is equivalent to the action BS(1, n) y Γ(BS(1, n), S) where
S = {g ∈ BS(1, n) | dH2(i, gi) ≤ 2 log(n) + 3}.
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We will prove that [S ∪ {t±1}] = [Q− ∪ {t±1}], which will finish the proof.
Let g ∈ S. We may write g = rtk where r ∈ H and k ∈ Z. Observe that d(i, gi) ≥ |k| log(n). Since
g ∈ S, we have
|k| log(n) ≤ 2 log(n) + 3,
and hence
|k| ≤ 2 log(n) + 3
log(n)
≤ 2 log(2) + 3
log(2)
< 7.
We have gi = nki+ r, and hence
d(i, gi) = 2 arcsinh
(
1
2
√
r2 + (nk − 1)2
nk
)
≥ 2 arcsinh
(
1
2
√
r2
n7
)
.
This clearly defines an upper bound on |r|, and hence there exists a uniform l > 0 (that is, independent of
r) such that |α−l(r)| < 1. For such l, we clearly have α−l(r) ∈ Q−.
To summarize, we have g = rtk, where |k| < 7 and α−l(r) ∈ Q−. In other words, there exists s ∈ Q−
such that
g = αl(s)tk = tlst−ltk.
This proves that ‖g‖Q−∪{t±1} ≤ 2l + |k|+ 1 < 2l + 8. Thus,
[Q− ∪ {t±1}] 4 [S ∪ {t±1}].
On the other hand, any element s ∈ Q− has d(i, si) < 1 < 2 log(n) + 3, so we automatically have s ∈ S. So
Q− ∪ {t±1} ⊆ S ∪ {t±1} and this proves
[S ∪ {t±1}] 4 [Q− ∪ {t±1}].
4 Hyperbolic structures of BS(1, n)
4.1 Quasi-parabolic structures
Lemma 4.1. The commutator subgroup of BS(1, n) has index n− 1 in H.
Proof. The abelianization of BS(1, n) is given by the obvious homomorphism
BS(1, n) = 〈a, t : tat−1 = an〉 → 〈a, t : [a, t] = 1, a = an〉 = Z⊕ Z/((n− 1)Z).
The kernel of this homomorphism is [BS(1, n), BS(1, n)] whereas H is the kernel of the composition
BS(1, n)→ Z⊕ Z/((n− 1)Z)→ Z.
The lemma follows easily from this.
The proof of Proposition 2.6 is a modification to the proofs of [3, Theorems 4.4 & 4.5] and [4, Proposi-
tion 4.5]. We recall the statement for the reader’s convenience:
Proposition 2.6. A hyperbolic structure [T ] is an element of Hqp(BS(1, n)) if and only if there exists
a symmetric subset Q ⊂ Z [ 1n] which is strictly confining under the action of α or α−1 such that [T ] =
[Q ∪ {t±1}].
24
Proof. Given a strictly confining subset Q, a quasi-parabolic structure is constructed in [4].
It remains to prove the forward direction. Let [T ] ∈ Hqp(BS(1, n)). Fix a sequence x = (xn) in Γ(G,T ),
let qx : G → R be the associated quasi-character, and let ρ : G → R be the Busemann pseudocharacter (see
Section 2.2 for definitions). Since BS(1, n) is amenable, ρ is a homomorphism and by Lemma 4.1, ρ(h) = 0
for all h ∈ H. Moreover, we must have ρ(t) 6= 0, else ρ(g) = 0 for all g ∈ BS(1, n).
Claim 4.2. There exist constants r0, n0 ≥ 0 such that Q =
⋃n0−1
i=1 α
i(B(1, r0) ∩ H) is confining under the
action of α or α−1.
Proof of Claim. As [T ] ∈ Hqp(BS(1, n)), the group BS(1, n) fixes a single point ξ ∈ ∂Γ(BS(1, n), T ). As
ρ(t) 6= 0, t acts as a hyperbolic isometry of Γ(G,T ), and thus either t or t−1 has ξ as its repelling point.
Assume without loss of generality that it is t; we will show that Q is strictly confining under the action of
α. On the other hand, if we assume that t−1 has ξ as its repelling point, then an analogous proof will show
that Q is strictly confining under the action of α−1.
First note that the sequence (1, t−1, t−2, . . . ) defines a K-quasi-geodesic ray in Γ(G,T ) for some K, and
thus so does the sequence (g, gt−1, gt−2, . . . ) for any g ∈ BS(1, n). Recall that there is a constant r0,
depending only on the hyperbolicity constant of Γ(G,T ) and K such that any two K-quasi-geodesic rays
with the same endpoint on ∂Γ(G,T ) are eventually r0–close to each other. In particular, if ρ(g) ≤ C, then
there is a constant n0 = n0(dT (1, g)) such that
dT (t
−n, gt−n) ≤ r0 + C (8)
for all n ≥ n0.
Fix n0 = n0(r0), and define
Q =
n0−1⋃
i=0
αi(B(1, r0) ∩H).
Choose r1 such that Q ⊆ B(1, r1). Note that such an r1 exists since for any i and any h ∈ B(1, r0) ∩H we
have
‖αi(h)‖T = ‖tiht−i‖T ≤ r0 + 2i‖t‖T .
Let n1 = n0(2r1).
For any h ∈ B(1, r0) ∩ H, we have dT (1, h) ≤ r0 and ρ(h) = 0, and so it follows from (8) that for all
n ≥ n0,
dT (α
n(h), 1) = dT (t
nht−n, 1) = dX(ht−n, t−n) ≤ r0.
Therefore, αn(h) ∈ B(1, r0) ∩H, and thus for all n ≥ n0,
αn(B(1, r0) ∩H) ⊆ B(1, r0) ∩H.
We now check the conditions of Definition 2.3. Let h ∈ Q, so that h ∈ αi(B(1, r0) ∩ H) for some
0 ≤ i ≤ n0 − 1. If i < n0 − 1, then α(h) ∈ αi+1(B(1, r0) ∩H) ⊆ Q. On the other hand, if i = n0 − 1, then
α(h) ∈ αn0(B(1, r0) ∩H) ⊆ B(1, r0) ∩H ⊆ Q. Therefore condition (a) holds.
For any h ∈ H, there is a constant nh = n0(dT (1, h)) such that αnh(h) ∈ B(1, r0) ∩H ⊆ Q. Therefore
H =
⋃∞
i=0 α
−i(Q) and (b) holds.
Finally, Q+Q ⊆ B(1, 2r1), and so αn1(Q+Q) ⊆ B(1, r0) ∩H ⊆ Q, and (c) holds with constant n1.
Therefore, Q is confining under the action of α, concluding the proof of the claim.
Let S = Q ∪ {t±1}. We will show that the map ι : (BS(1, n), dS) → (BS(1, n), dT ) is a quasi-isometry.
Since sups∈S dX(1, s) < ∞, the map ι is Lipschitz. Thus it suffices to show that for any bounded subset
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B ⊆ Γ(BS(1, n), T ), we have supb∈B dS(1, b) <∞. Fix any M > 0 and let B ⊆ Γ(BS(1, n), T ) be such that
dT (1, b) ≤M for all b ∈ B. For each b ∈ B, we have b = htk for some h ∈ H and some k.
By the definition of qx (see (1)), we have qx(g) ≤ dT (1, g), and since there exists a constant D (the defect
of qx) such that |ρ(g)− qx(g)| ≤ D, we have
−dT (1, g)−D ≤ ρ(g) ≤ dT (1, g) +D.
Consequently ρ maps bounded subsets of Γ(G,T ) to bounded subsets of R. Since ρ(htn) = ρ(h) + nρ(t) =
nρ(t), for all n, it follows that there is a constant K such that for any b with dT (1, b) = dT (1, ht
k) ≤M we
have k ≤ K. This implies that
dT (1, h) ≤ dT (1, htk) + kdT (1, t) ≤M +KdT (1, t).
Hence by (8), there is a uniform N such that αN (h) ∈ Q and therefore dS(1, h) ≤ 2N + 1. Therefore,
dS(1, b) = dS(1, ht
k) ≤ dS(1, h) + k ≤ 2N + 1 +K.
Since the map ι is the identity map on vertices, it is clearly surjective, and therefore it is a quasi-isometry.
Finally, Q is strictly confining under the action of α. Indeed, if Q is confining but not strictly confining
under the action of α, then [Q ∪ {t±1}] = [T ] ∈ H`(BS(1, n)), which is a contradiction.
Recall that given an ideal a of Zn, there is an associated subset S(a) ⊆ H defined in (7) which is confining
under the action of α. Recall also that a = a1 × · · · ak is full if aj is either (0) or Zpj for every j = 1, . . . , k
(see Definition 2.16).
Lemma 4.3. Let a, b be full ideals of Zn such that a 6≤ b and b 6≤ a. Then [S(a)∪{t±1}] and [S(b)∪{t±1}]
are incomparable.
Proof. Since a = a1 × · · · × ak and b = b1 × · · · × bk are full ideals of Zn, there exist 1 ≤ i, j ≤ k such that
ai = (0), aj = Zpnjj , bi = Zp
ni
i
, and bj = (0).
Consider S(a) and S(b). For any x = ±xr · · ·x0.x−1 · · ·x−p(x) ∈ S(a), there is an element a =
. . . x−1 . . . x−p(x) ∈ a. Similarly, for any y = ±ym · · · y0.y−1 · · · y−p(y) ∈ S(b), there is an element
b = . . . y−1 . . . y−p(y) ∈ b. Since ai = (0),
x−p(x) ≡ 0 mod pnii ,
and since bj = (0),
y−p(y) ≡ 0 mod pnjj ,
by Lemma 2.13.
For any K ≥ 0, choose x ∈ S(a) such that p(x) = K and c(x) 6≡ 0 mod pnjj , which is possible since
aj = Zpnjj . By Lemma 2.18 we can find an expression of x as a minimal length word in the generating set
S(b) ∪ {t±1} of the form
x = t−u(g1 + · · ·+ gw)tu.
By Lemma 3.11 we may write g1+· · ·+gw = g ∈ S(b), and the result is that x = α−u(g). Now, since g ∈ S(b)
and bj = (0), it follows that if p(g) < 0, then c(g) ≡ 0 mod pnjj . But this implies that c(x) = c(α−u(g)) ≡ 0
mod p
nj
j , which is a contradiction. Consequently, we must have p(g) ≥ 0, which implies that u ≥ K.
Therefore
‖x‖S(b)∪{t±1} ≥ 2K + 1.
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Since K was arbitrary, it follows that
sup
x∈S(a)∪{t±1}
‖x‖S(b)∪{t±1} =∞,
and thus
[S(a) ∪ {t±1}] 64 [S(b) ∪ {t±1}].
A similar argument shows that
[S(a) ∪ {t±1}] 6< [S(b) ∪ {t±1}],
and the result follows.
Lemma 4.4. Let a, b be full ideals of Zn, and suppose a  b. Then [S(a) ∪ {t±1}]  [S(b) ∪ {t±1}].
Proof. Since a  b and a = a1×· · ·×ak, b = b1×· · ·×bk are both full ideals of Zn, we have a ( b. Therefore,
there exists some 1 ≤ i ≤ k such that ai = (0) while bi = Zpnii . Consequently, for all a = . . . a2a1a0 ∈ a, we
have a0 ≡ 0 mod pnii by Lemma 2.13.
We first show that S(a) ⊆ S(b). Let x = ±xr · · ·x1x0.x−1 · · ·x−p(x) ∈ S(a). Then there exists some
a ∈ a such that a = . . . x−1 . . . x−p(x). Since a ⊆ b, we have a ∈ b, and so by the definition of S(b), it follows
that x ∈ S(b). Therefore S(a) ∪ {t±1} ⊆ S(b) ∪ {t±1}, and
[S(a) ∪ {t±1}] < [S(b) ∪ {t±1}].
Finally, an argument analogous to the proof of Lemma 4.3 shows that [S(a) ∪ {t±1}] 6= [S(b) ∪ {t±1}],
completing the proof.
Recall that given a subset Q ⊆ H which is confining under the action of α, there is an associated ideal
L(Q) of Zn defined by (6).
Lemma 4.5. For any confining subset Q under the action of α, we have [Q ∪ {t±1}] = [S(L(Q)) ∪ {t±1}].
Proof. By Lemma 3.9, we have that S(L(Q)) ⊆ α−M (Q) for some M . Note that this implies that
[Q ∪ {t±1}] 4 [S(L(Q)) ∪ {t±1}].
We will show that [S(L(Q)) ∪ {t±1}] 4 [Q ∪ {t±1}]. Suppose this is not the case. Then Q 6⊆ α−k(S(L(Q)))
for any k and hence there exist elements
a = ar · · · a0.a−1 · · · a−s ∈ Q
with
inf{k : αk(a) ∈ S(L(Q))}
arbitrarily large. Let a be an element as above, let
` = inf{k : αk(a) ∈ S(L(Q))},
and assume ` > k0, where k0 is large enough that α
k0(Q+Q) ⊆ Q. Let t ≤ s be largest with the property
that there does not exist an element of the form
. . . a−t . . . a−s ∈ L(Q).
Note that t > `. For otherwise, we would have
α`−1(a) = ar · · · a0a−1 · · · a−`+1.a−` · · · a−s ∈ S(L(Q)),
contradicting the definition of ` as an infimum. We consider two cases:
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(1) If t = s, then by definition there does not exist an element of L(Q) with one’s digit a−s. In other words,
there does not exist an element of the form . . . a−s in L(Q).
(2) On the other hand suppose that t < s. Then by definition of t, there exists an element
x = . . . x2x1x0a−t−1 . . . a−s ∈ L(Q).
Let y = . . . y2y1y0 ∈ L(Q) be the additive inverse of x. That is,
· · · x0 a−t−1 · · · a−s
+ · · · ys−t ys−t−1 · · · y0
· · · 0 0 · · · 0
By definition of L(Q), there exists an element
b = bu · · · b0.ys−1ys−2 · · · y0 ∈ Q.
We have a+ b = c ∈ Q+Q, where c = cv · · · c0.c−1 · · · c−t is given by
ar · · · a0. a−1 · · · a−t a−t−1 · · · a−s
+ bu · · · br · · · b0. ys−1 · · · ys−t ys−t−1 · · · y0
cv · · · cu · · · cr · · · c0. c−1 · · · c−t 0 · · · 0
(note, we are assuming in the above expression that u ≥ r, but the case u < r is identical). Therefore
αk0(c) = cv · · · c0c−1 · · · c−k0 .c−k0−1 · · · c−t ∈ Q.
Note that there does not exist an element of L(Q) whose one’s digit is c−t. For suppose that z =
. . . z2z1z0c−t is such an element. Then we also have
ns−tz = . . . z2z1z0c−t 0 . . . . . . . . . 0︸ ︷︷ ︸
s−t times
∈ L(Q)
and hence ns−tz − y ∈ L(Q) is given by
· · · c−t 0 · · · 0
− · · · ys−t ys−t−1 · · · y0
· · · a−t a−t−1 · · · a−s
contradicting the definition of t.
Taking d = a in Case (1) above or d = αk0(c) = cv · · · c−k0 .c−k0−1 · · · c−t in Case (2) above, we have
shown so far that there are elements dw · · · d0.d−1 · · · d−u ∈ Q with u arbitrarily large (at least ` − k0) and
with the property that there does not exist any element of the form . . . d−u in L(Q). That is, there exists a
sequence ui → ∞ and a sequence {di}∞i=1 ⊂ Q with p(di) = −ui, and c(di) = di−ui with the property that
there does not exist an element of the form . . . di−ui in L(Q). Writing di = diwi · · · di0.di−1 · · · di−ui we may
pass to a subsequence to assume that the sequence of integers di−1 · · · di−ui ∈ Z ⊆ Zn converges to a number
. . . e2e1e0 ∈ Zn.
We claim that . . . e2e1e0 ∈ L(Q). To prove the claim, note that given any t ≥ 0 and all large enough i,
the number di−1 · · · di−ui has
di−ui = e0, d
i
−ui+1 = e1, . . . d
i
−ui+t = et.
We have
αui−t−1(di) = diwi · · · di0di−1 · · · di−ui+t+1.di−ui+tdi−ui+t−1 · · · di−ui
= diwi · · · di−ui+t+1.etet−1 · · · e0
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for all such i. Since αui−t−1(di) ∈ Q and t is arbitrary, this proves the claim. However, this is a contradiction,
as we have di−ui = e0 for all large enough i, while there does not exist an element of the form . . . d
i
−ui inL(Q) for any i. This completes the proof.
Define Jn to be the poset 2{1,...,k} \ {{1, . . . , k}} with the partial order given by inclusion. Recall that
Kn is the poset 2{1,...k} \ {∅}. We have that Kn is isomorphic to the opposite poset of Jn.
We now define a map
Φ: Jn → Hqp(BS(1, n))
as follows. Given A ∈ Jn, let a = a1× . . .× ak be the full ideal of Zn defined by ai = (0) if and only if i ∈ A,
and let
Φ(A) = [S(a) ∪ {t±1}]. (9)
Proposition 4.6. The map Φ: Jn → Hqp(BS(1, n)) defined in (9) is an order-reversing injective map.
Hence Φ induces an injective homomorphism of posets
Kn → Hqp(BS(1, n)).
Moreover, Hqp(BS(1, n)) contains exactly one additional structure which is incomparable to every [Y ] ∈
Φ(Jn).
Proof. Lemmas 4.3 and 4.4 show that the map Φ is an injective order-reversing map of posets.
By Proposition 2.6, if [S] ∈ Hqp(BS(1, n)), then there exists a Q ⊆ H which is strictly confining under
the action of α or α−1 and such that [S] = [Q ∪ {t±1}].
Fix [S] ∈ Hqp(BS(1, n)) such that the corresponding subset Q is strictly confining under the action of
α, and consider the ideal L(Q). By Lemma 4.5, [S] = [S(L(Q)) ∪ {t±1}]. Moreover, by Lemma 2.17, there
is a proper full ideal a ∼ L(Q), and S(L(Q)) = S(a) by Lemma 3.10. Thus [S] = [S(a) ∪ {t±1}]. Let
A = {1 ≤ i ≤ k | ai = (0)} ⊆ Jn. Then [S] = Φ(A), and so every quasi-parabolic structure whose associated
subset is strictly confining under the action of α is in the image of Φ.
By Proposition 3.15, Hqp(BS(1, n)) has a single additional element, [Q− ∪ {t±1}], where Q−, defined in
(4), is strictly confining under the action of α−1. It remains to show that [Q− ∪ {t±1}] is incomparable to
all [S] ∈ Hqp(BS(1, n)) \ {[Q− ∪ {t±1}]}.
To see this last fact, note that the action BS(1, n) y Γ(BS(1, n), Q− ∪ {t±1}) is equivalent to the
action BS(1, n) y H2 by Proposition 3.16. Hence in this action, the common fixed point of all elements
of BS(1, n) is the attracting fixed point of t. On the other hand, for [S] ∈ Hqp(BS(1, n)) \ {[Q− ∪ {t±1}]},
BS(1, n) y Γ(BS(1, n), S) is equivalent to the action of BS(1, n) on one of the Bass-Serre trees described
in Section 3.1.3. Hence in the action BS(1, n) y Γ(BS(1, n), S), the common fixed point of all elements of
BS(1, n) is the repelling fixed point of t. If we had, for example, [Q− ∪ {t±1}] 4 [S] then this would imply
that every element of BS(1, n) would fix the repelling fixed point of t in ∂Γ(BS(1, n), Q− ∪ {t±1}) as well
as the attracting fixed point of t. This would imply that the action BS(1, n) y Γ(BS(1, n), Q− ∪ {t±1}) is
lineal, which is a contradiction.
4.2 Proof of Theorem 1.1
Proposition 4.6 gives a complete description ofHqp(BS(1, n)). We now turn our attention to other hyperbolic
structures.
We first show that for any n ≥ 2, |Hl(BS(1, n))| = 1. Consider an action BS(1, n) y X with X
hyperbolic. Then every element of H must act elliptically or parabolically. For if g ∈ H then tgt−1 and
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g have the same asymptotic translation length. However, tgt−1 = gn has asymptotic translation length
equal to n times the asymptotic translation length of g. This is only possible if the asymptotic translation
length of g is 0. Hence the induced action of H on X is either elliptic or parabolic. According to [1], since
H E BS(1, n), if H y X is parabolic, then BS(1, n) y X is parabolic or quasi-parabolic. In particular,
if BS(1, n) y X is a lineal action then H y X is elliptic. This shows that if [S] ∈ Hl(BS(1, n)) then
[S] 4 [H ∪ {t±1}]. But by [1, Theorem 4.22], if [A] 4 [B] and both structures are lineal, then [A] = [B].
Therefore [S] = [H ∪ {t±1}].
Every quasi-parabolic structure dominates the lineal structure defined by its Busemann quasi-morphism.
Since |Hl(BS(1, n))| = 1, it follows that every element ofHqp(BS(1, n)) dominates this single lineal structure.
For any n ≥ 2, BS(1, n) is solvable, and so contains no free subgroups. Thus by the Ping-Pong lemma,
Hgt(BS(1, n)) = ∅.
Finally, for any group G, He(G) has a single element which is the smallest element in H(G), completing
the proof of Theorem 1.1.
5 Generating confining subsets
In this section, we give a general method for constructing confining subsets of groups of the form H oZ and
show that when H = Z[x, 1x ] (the additive group of the Laurent polynomial ring over Z) this construction
yields a countable chain of quasi-parabolic structures on Z oZ ∼= Z[x, 1x ]oZ. This result should be compared
to [3, Theorem 1.4] which shows that Zn oZ ∼= Zn
[
x, 1x
]
oZ has only finitely many quasi-parabolic structures.
Consider a group G = H o Z where Z = 〈t〉 acts by tht−1 = α(h) for any h ∈ H, where α ∈ Aut(H).
Let S be a symmetric subset of H with the following properties:
(i) α(S) ⊆ S
(ii)
⋃
n≥0 α
−n(S) generates H.
Define a subset Qi ⊆ H by
Qi = Qi0 ∪Qi1 ∪Qi2 ∪ . . .
where Qi0 = S and
Qin+1 = Q
i
n ∪ αi(Qin ·Qin)
for all n ≥ 0. In other words, Qi is the smallest subset of H containing S and with the property that
αi(Qi ·Qi) ⊂ Qi.
Lemma 5.1. Qi is a confining subset of H under the action of α.
Proof. First, we prove by induction that α(Qin) ⊆ Qin for all n. The base case n = 0 holds by point (i).
Suppose for induction that α(Qin) ⊆ Qin. Now if x ∈ Qin+1 then x ∈ Qin or x ∈ αi(Qin ·Qin). In the first case
we have α(x) ∈ Qin ⊆ Qin+1. Otherwise, we may write x = αi(yz) where y, z ∈ Qin. Then we have
α(x) = αi(α(y)α(z))
and since α(y), α(z) ∈ Qin we have α(x) ∈ αi(Qin ·Qin).
Since α(Qin) ⊂ Qin for all n, we have α(Qi) ⊂ Qi.
Now to see that αi(Qi · Qi) ⊆ Qi simply use the fact that αi(Qin · Qin) ⊆ Qin+1 and Qi is the union of
the sets Qin for n ≥ 0.
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Finally, we prove that H =
⋃
n≥0 α
−n(Qi). We use fact (ii) above and induction on the word length of
an element h ∈ H in the semigroup generating set ⋃n≥0 α−n(S). If h has word length one with respect to
this generating set then h = α−n(s) for some s ∈ S. Hence, αn(h) = s ∈ Qi1. If h has word length at most
k, then αn(h) ∈ Qi for some n ≥ 0. Let h have word length k + 1. Then we may write h = α−n(s)h′ where
s ∈ Qi and h′ has word length k. By induction there exists m such that αm(h′) ∈ Qi. We have
αm+n(h) = αm(s)αm+n(h′).
Since α(Qi) ⊆ Qi and αm(h′) ∈ Qi, we have αm+n(h′) ∈ Qi. Similarly αm(s) ∈ Qi. Choose r large enough
such that αm(s), αm+n(h′) ∈ Qir. Then we have
αm+n+i(h) = αi(αm(s)αm+n(h′)) ∈ αi(Qir ·Qir) ⊆ Qir+1.
This completes the induction.
By [4, Proposition 4.6], [Qi ∪ {t±1}] ∈ Hqp(G) ∪H`(G) for all i. Clearly we have
[Q1 ∪ {t±1}] 4 [Q2 ∪ {t±1}] 4 [Q3 ∪ {t±1}] 4 . . . .
However in general it is possible that these inequalities are not strict.
Proposition 5.2. Let H = Z
[
x, 1x
]
(the additive group of the Laurent polynomial ring over Z) where t
acts on H by t · p(x) = xp(x). Set S = {±1,±x,±x2, . . .}. Define Qi using S as above. Then we have
[Qi ∪ {t±1}] 6= [Qj ∪ {t±1}] for i < j. Moreover, [Qi ∪ {t±1}] ∈ Hqp(H o Z) for each i.
Proof. Note the following, which can be proven inductively:
(i) Qir consists of polynomials in x (with no terms of negative degree),
(ii) if p(x) ∈ Qir \Qir−1 then every term of p(x) has degree at least ri,
(iii) the largest coefficient of a term of p(x) ∈ Qir is 2r.
Hence we have the following table:
Monomial 1 x x2 . . . xi−1 xi xi+1 . . . x2i−1 x2i x2i+1 . . . xri−1 xri xri+1 . . .
Largest coeff. 1 1 1 . . . 1 2 2 . . . 2 4 4 . . . 2r−1 2r 2r . . .
Here the entry under xk denotes the largest absolute value of the coefficient of the degree k term of any
polynomial p(x) ∈ Qi. A similar table holds for Qj . In particular, we see that if p(x) ∈ Qj and p(x) contains
a term of degree k, then the absolute value of the coefficient of xk is at most 2bk/jc.
Note in particular that the sequence
1, 2xi = αi(x+ x), 4x2i = αi(2xi + 2xi), 8x3i = αi(4x2i + 4x2i), . . .
is contained in Qi. Hence all have word length 1 in the generating set Qi ∪ {t}. We claim that the word
length of 2rxri in the generating set Qj ∪ {t} goes to infinity as r →∞. Let ‖ · ‖j denote word length with
respect to the generating set Qj ∪ {t±1}.
To prove the claim, write
2rxri = g1 . . . gn
where g1 . . . gn is a word in Q
j ∪ {t±1} of minimal length n = ‖2rxri‖j representing 2rxri. Each gi is either
t, t−1, or a polynomial p(x) ∈ Qj . By an argument analogous to that of Lemma 2.18, we may rewrite 2rxri
as a word of length n of the form
2rxri = t−k(p1(x) + . . .+ pm(x))tl.
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Since the word on the right represents a polynomial, we must in fact have k = l and we have
2rxri = α−k(p1(x) + . . .+ pm(x)),
and therefore
p1(x) + . . .+ pm(x) = 2
rxri+k.
It follows that n = 2k + m. Since each p∗(x) contains xri+k as a term with coefficient at most 2b(ri+k)/jc,
we must have
m ≥ 2
r
2b(ri+k)/jc
= 2r−b(ri+k)/jc ≥ 2r−(ri+k)/j = 2(1−i/j)r−k/j .
So to bound n from below, it suffices to minimize 2k +m subject to the condition
m = 2(1−i/j)r−k/j .
Rewriting 2k +m in terms of k yields
2k + 2(1−i/j)r−k/j .
Defining a function f(k) = 2k+ 2(1−i/j)r−k/j , we see that f has a unique minimum at the unique zero of its
derivative. The derivative with respect to k is
f ′(k) = 2− 1
j
2(1−i/j)r−k/j .
Solving the equation f ′(k) = 0 for k yields
k = (j − i)r − j log2(j)− j.
Since j − i > 0 we must have k → ∞ as r → ∞ and, in particular, n → ∞ as r → ∞. In other words,
‖2rxri‖j →∞ as r →∞.
For the final sentence, simply note that each Qi is strictly confining since 1 /∈ α(Qi) for any i.
Remark 5.3. This argument doesn’t work for the wreath product Zn o Z = Zn[x, 1x ]o Z since the generator
of Zn doesn’t have infinite order.
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