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PHASE ORDERING AFTER A DEEP QUENCH: THE STOCHASTIC ISING AND HARD
CORE GAS MODELS ON A TREE
PIETRO CAPUTO AND FABIO MARTINELLI
ABSTRACT. Consider a low temperature stochastic Ising model in the phase coexistence
regime with Markov semigroup Pt. A fundamental and still largely open problem is the
understanding of the long time behavior of δηPt when the initial configuration η is sampled
from a highly disordered state ν (e.g. a product Bernoulli measure or a high temperature
Gibbs measure). Exploiting recent progresses in the analysis of the mixing time of Monte
Carlo Markov chains for discrete spin models on a regular b-ary tree Tb, we tackle the
above problem for the Ising and hard core gas (independent sets) models on Tb. If ν
is a biased product Bernoulli law then, under various assumptions on the bias and on
the thermodynamic parameters, we prove ν-almost sure weak convergence of δηPt to an
extremal Gibbs measure (pure phase) and show that the limit is approached at least as
fast as a stretched exponential of the time t. In the context of randomized algorithms and
if one considers the Glauber dynamics on a large, finite tree, our results prove fast local
relaxation to equilibrium on time scales much smaller than the true mixing time, provided
that the starting point of the chain is not taken as the worst one but it is rather sampled
from a suitable distribution.
1. INTRODUCTION
Let G = (V,E) be a countable infinite graph of bounded degree and consider, for def-
initeness, a continuous time stochastic Ising model (Glauber dynamics)
{
σηt
}
t > 0
on G
with initial condition η and infinitesimal generator L. Here η is picked from the set Ω of
assignments of a ±1 variable to each vertex x ∈ V . The main problems discussed in this
paper can be formulated as follows.
Assume that the thermodynamic parameters are such that there exist multiple reversible
Gibbs measures for L. For stochastic Ising models this amounts to say that the inverse
temperature β and the external field h are such that µ+ 6= µ−, where µ+ and µ− are
the Gibbs measures obtained by taking infinite volume limits with pure + and − boundary
conditions, respectively. Suppose that η ∈ Ω is distributed according to a Bernoulli product
measure with parameter p, i.e. {ηx}x∈V is a collection of i.i.d. random variables with
P(ηx = +1) = p. Then:
i) Under which condition on the bias p is the Ising plus phase µ+ the unique limit point
of the law of σηt as t→∞, for a.a. η ?
ii) If so, how fast does the law of σηt approach µ
+ ?
The above questions, with G some regular lattice, have their origin in the theory of
“phase ordering kinetics” [5] – that is growth of order through a dynamical domain coars-
ening – and clearly represent basic problems in the theory of interacting particle systems.
Unfortunately, a rigorous approach these problems is still largely missing.
If the law of the starting configuration η stochastically dominates the plus phase µ+ it
is possible to use some monotonicity arguments (allowed by the ferromagnetic character
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of the model) to prove that µ+ is indeed the unique limiting point of the process and that
the convergence takes place faster than any inverse power of t. We refer to section 6.7 in
[18] for the case G = Zd and to our Lemma 2.4 below for a stronger statement in the case
of regular trees. However, it is easily seen that such a stochastic domination requirement
for the initial Bernoulli distribution forces the bias p to be exponentially close to 1 when
β →∞. For β <∞ we do not know of any result that goes beyond this simple case.
On the other hand, the extreme case β = ∞ (zero temperature Glauber dynamics) has
received considerable attention in the probabilistic literature, and various kinds of graphs
(Zd, the hexagonal lattice and the binary tree) have been considered [28, 30, 29, 31, 8].
In this case, besides the motivation from physics to study simple models of spatial domain
coarsening, there is also an interesting connection with (non–linear) voter models [17].
The relevant quantities are then the probability that a given vertex flips its value finitely
or infinitely many times, the probability that a given spin has not flipped before time t, the
typical size of clusters of vertices with a common spin value and other related percolation
questions.
Going back to our original problems, a major obstacle for progresses in the case G = Zd
is represented by the absence of tight bounds on the mixing time of the Glauber dynamics
in finite boxes with plus boundary conditions, i.e. those boundary conditions that select
the plus phase. On the contrary, when G is the regular b–ary tree, this question has been
recently solved in a sharp and constructive way for various models [19]. Exploiting the
results of [19] we have been able to study the above basic questions for two attractive
systems on trees: the Ising model and the hard core gas (independent sets). Our results
provide some answers to i) and ii) in non trivial cases. For instance we show that if the
bias is sufficiently large (but independent of β) then we have the desired convergence for
all temperatures. The paper also includes a discussion of several interesting problems that
are left unsolved and that we would like to consider in future work. For simplicity we
present now our main result only for the Ising model, and defer the reader to section 6
for the analogous theorem for the hard-core gas. Before stating our results we will now
briefly overview the model and its basic features.
1.1. The Ising model on the b-ary tree. From now on Tb denotes the infinite, rooted
b–ary tree, where each vertex has exactly b children (b > 2 is a given integer). The Ising
Gibbs measure on Tb at inverse temperature β and external field h, formally given by
µ(σ) ∝ exp
β( ∑
xy∈E
σxσy + h
∑
x
σx
) ,
where E is the set of edges of Tb, has recently received a lot of attention as the canon-
ical example of a statistical physics model on a “non-amenable” graph (i.e., one whose
boundary is of comparable size to its volume) – see e.g. [3, 12, 7, 26, 11, 1, 2]. The phase
diagram of the model in the (h, β) plane is known ([9, 14]) to be quite different from that
on the cubic lattice Zd (see Fig. 1).
We now recall some of its basic features. We write Tℓ for the rooted tree obtained by
removing all vertices which are at distance greater than ℓ from the root. The measures µ+
and µ− are obtained by imposing +1 and, respectively, −1 boundary data at the leaves of
Tℓ and taking the limit ℓ→∞. The free measure µfree is defined as the limit ℓ→∞ when
the boundary data at the leaves of Tℓ are free (i.e. absent).
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1/β
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b−1−(b−1)
FIGURE 1. The critical field hc(β, b). The Gibbs measure is unique above
the curve.
On the line h = 0 there is a first critical value β0 =
1
2 log
(
b+1
b−1
)
, marking the dividing
line between uniqueness and non-uniqueness of the Gibbs measure (i.e. µ+ 6= µ− as soon
as β > β0). Then, in sharp contrast to the model on Z
d, there is a second critical point
β1 =
1
2 log
(√
b+1√
b−1
)
which is often referred to as the “spin-glass critical point” [6] and has
different interpretations. If one considers for instance the model with h = 0 on the finite
tree Tℓ with i.i.d. Bernoulli random boundary data η with p = 1/2 at the leaves of Tℓ,
then the distribution of the magnetization at the root (as a function of η) becomes non
trivial only if β > β1, see [6]. In particular, as ℓ → ∞, for β 6 β1 the Gibbs measure
on Tℓ with the above random boundary η, converges (weakly) a.s. to the free measure
µfree. Another way to look at β1 is to say that µ
free is an extremal Gibbs measure iff
β 6 β1 (see [3, 12, 13, 1] and, more recently, [19]). Finally β1 has also the interpretation
of the non-reconstruction/reconstruction threshold in the context of “bit reconstruction
problems” on a noisy symmetric channel [7, 22, 21].
When an external field h is added to the system, it turns out that for all β > β0, there
is a critical value hc = hc(β, b) > 0 of the field such that µ
+ 6= µ− iff |h| 6 hc. The Ising
model on the tree at external field h = ±hc therefore shares the following two properties
with the classical Ising model on Zd at zero external field: on one hand the Gibbs measure
is sensitive to the choice of boundary condition; on the other hand any arbitrarily small
increase of |h| causes the Gibbs measure to become insensitive to the boundary condition.
1.2. The Glauber dynamics. The Glauber dynamics on Tb is the unique Markov process
{σηt }t > 0 on Ω with σηt=0 = η and Markov generator L formally given by
(Lf)(σ) =
∑
x∈Tb
cx(σ)[f(σ
x)− f(σ)] , (1.1)
where σx denotes the configuration obtained from σ by flipping the spin at x, and cx(σ)
denotes the flip rate at x.
Glauber dynamics on trees has received recently considerable interest [1, 19]. Results
in [19] show in a rather strong form that the mixing time (see e.g. [24] for a definition)
on the finite subtree Tℓ is always O(ℓ) if either β < β1 and h is arbitrary or if β, h are
arbitrary and the boundary conditions on the leaves of Tℓ are identically equal to +1 (or,
by symmetry, to −1). In particular, the Glauber dynamics in the pure plus phase µ+ always
mixes fast (see [19] and section 2 below for more details).
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Although all our results apply to any choice of finite–range, uniformly positive, bounded
and attractive flip rates satisfying the detailed balance condition w.r.t. the Ising Gibbs
measure (see [18]), for simplicity in the sequel we will work with a specific choice known
as the heat-bath dynamics (see section 2 below for the definition). We will use the standard
notation Pt = e
tL for the Markov semigroup associated to L. The spin at x at time t with
starting configuration η is denoted by σηt,x and we will often use the shortcut notation
ρt,x(η) = (Ptσx)(η) (1.2)
for the expected value E(σηt,x) of σ
η
t,x given that the process starts in η.
1.3. Main results. In order to state our main results we need an extra bit of notation. We
first define the set of initial configurations η such that the Glauber dynamics σηt converges
weakly, at a certain rate, to the plus phase µ+.
Definition 1.1. Given α ∈ (0, 1), Ωα will denote the set of starting configurations η ∈ Ω such
that for any x ∈ Tb there exists a time t0 = t0(η, x) <∞ such that for all t > t0
| ρt,x(η)− µ+(σx) | 6 exp(−tα) . (1.3)
We will see in Corollary 2.3 below that for any η ∈ Ωα the law of the process σηt
converges weakly to µ+ as t→∞.
The initial configuration η is often sampled from a Bernoulli product measure with
parameter p, i.e. ηx = +1 with probability p and ηx = −1 with probability 1 − p indepen-
dently for each x ∈ Tb. We write Pp,Ep for the corresponding probability and expectation.
Finally, we need to recall the notion of partial ordering (stochastic domination) between
probability measures on Ω. Given two configurations σ, η ∈ Ω we will write σ 6 η iff
σ(x) 6 η(x) ∀x ∈ Tb. A function f : Ω 7→ R is called monotone increasing (decreasing) if
σ 6 σ′ implies f(σ) 6 f(σ′) (f(σ) ≥ f(σ′)). Given two probability measures µ, µ′ on Ω
we write µ 6 µ′ if µ(f) 6 µ′(f) for all (bounded and measurable) increasing functions f .
Our main results can now be stated as follows.
Theorem 1.2.
a) For every a > 0, b > 2, there exists p < 1 such that for all β ∈ (0,∞) and h > −hc(β, b)+a
we have ν(Ωα) = 1, for some α = α(β, h, b) > 0, for any initial distribution ν such that
ν ≥ Pp .
b) For every p > 12 , there exist b0 ∈ N and β0 ∈ (0,∞) such that for h = 0, b > b0, β > β0
we have ν(Ωα) = 1, for some α = α(β, b, p) > 0, for any initial distribution ν such that
ν > Pp .
c) Let Ω−α denote the event defined in (1.3) with µ− in place of µ+. For every p < 1 there
exist b0 ∈ N and β0 ∈ (0,∞) such that for b > b0, β > β0 and h = −hc(β, b), we have
ν(Ω−α ) = 1 for some α = α(β, b, p) > 0, for all initial distributions ν such that ν 6 Pp.
1.4. Remarks. Let us make some remarks on the above statements.
1. We believe that in the case h = 0, convergence to the plus phase should occur as soon as
p > 12 . Unfortunately our bounds on p in statement a) are far from being sharp. However,
as stated in b), we can approach the critical value 12 , by taking b large. Another interesting
issue is the dependence of p on h. Our technique in the proof of part a) of Theorem 1.2
breaks down in the case h = −hc(β, b) and the value of p in that statement approaches 1
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as a→ 0. On the other hand, statement c) shows that if h = −hc(β, b) the critical value of
p for convergence to the plus phase must approach 1 when b→∞.
2. The main arguments we use to prove Theorem 1.2 are based on two essential features of
the Ising model on Tb. The first is monotonicity which is shared by all so–called attractive
interacting particle systems. The second is the so–called “rigidity” of critical phases for
spin systems on trees ([2]). Roughly speaking the latter means that, as long as h > −hc,
if we are in the pure phase µ+ we can add a small density of spins of the opposite (−)
phase and this will not alter significantly the structure of µ+. This, in a sense, is what we
do when we introduce obstacles (see section 3 below) to lower bound the magnetization
ρt,x(η). The hard core gas model will be shown to have both these properties and our
results there (see Theorem 6.1 below) will be obtained essentially by the same methods.
On the other hand these techniques do not apply when there is no rigidity of phases, as
e.g. in the Ising model on Zd (see [25] for a deep investigation of the metastable behavior
of this model), or when there is no attractivity, as e.g. in the q–state Potts model for q > 3.
3. A close check of the various probabilistic estimates needed for the proof of Theorem
1.2 and which are behind a Borel–Cantelli characterization of the set Ωα, shows that there
is also an L2-version of Theorem 1.2, with (1.3) replaced by a bound of the form:
Ep
(
(ρηt,x − µ+(σx))2
)
6 exp(−tα) ,
for any t large enough.
1.5. Plan of the paper. The rest of the paper is organized as follows. In section 2 we
give the basic preliminaries for the proof of Theorem 1.2. In section 3 we explain our
main argument. In particular, here we give the proof of Theorem 1.2 by assuming the
validity of several technical claims. Section 4 and 5 deal with the proof of these claims.
In section 6 we present our results for the hard core gas. Finally, some further results and
open problems will be discussed in section 7.
2. SOME PRELIMINARIES
Here we first collect several useful preliminaries concerning the Gibbs measure and the
Glauber dynamics and then discuss some basic results on convergence to the plus phase,
together with properties of the sets Ωα introduced above.
2.1. Finite Gibbs measures on the b-ary tree. We denote by d(x, y) the tree distance
between two vertices x, y ∈ Tb. If r is the root of the tree, we write d(x) = d(x, r) for
the depth of x. When A is a subset of vertices of Tb we set d(x,A) = infz∈A d(x, z). The
boundary of A, ∂A, is defined as the set of vertices x such that d(x,A) = 1. E(A) denotes
the set of Tb–edges (x, y) with x, y ∈ A.
The Ising spin configurations space is the set Ω = {−1,+1}Tb and its elements will be
denoted by Greek letters σ, η, ξ etc. The set Ω is equipped with the standard σ–algebra
F generated by the variables {σx}x∈Tb . For any finite subset A ⊆ Tb and any η ∈ Ω, we
denote by µηA the Gibbs distribution over Ω conditioned on the configuration outside A
being η: i.e., if σ ∈ Ω agrees with η outside A then
µηA(σ) ∝ exp
[
β
(∑
xy∈E(A∪∂A) σxσy + h
∑
x∈A σx
)]
,
where β is the inverse temperature and h the external field. We define µηA(σ) = 0 oth-
erwise. If the boundary configuration η is identically equal to +1 (−1) we will denote
the corresponding conditional Gibbs distribution by µ+A (µ
−
A). Whenever the set A will
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coincide with the finite subtree Tℓ = {x ∈ Tb : d(x) 6 ℓ} we will abbreviate the symbol
Tℓ in the Gibbs measure with ℓ, i.e. µ
η
ℓ stands for µ
η
Tℓ
.
For a bounded measurable function f : Ω→ R we denote by µηA(f) =
∑
σ∈Ω µ
η
A(σ)f(σ)
the expectation of f w.r.t. the distribution µηA. Analogously, for any X ∈ F , µηA(X) :=
µηA(1X) where 1X is the characteristic function of the event X. We will write VarµηA
(f)
or VarηA(f) for the variance µ
η
A(f
2)− µηA(f)2 and (for f > 0) EntµηA(f) or Ent
η
A(f) for the
entropy µηA(f log f)− µηA(f) log µηA(f) w.r.t. µηA. Note that VarηA(f) = 0 iff, conditioned on
the configuration outside A being η, f does not depend on the configuration inside A. The
same holds for EntηA(f). We shall use the symbol µA for the map η → µηA. Similarly, VarA
and EntA stand for η → VarηA and η → EntηA.
A probability measure µ on
(
Ω,F) will be called a Gibbs measure for the Ising model
with parameters (β, h) if
µ
(
µA(X)
)
= µ(X), for all X ∈ F and all finite sets A ⊂ Tb .
In this work a crucial role will be played by the following monotonicity property of the
Gibbs measures (and of the Glauber dynamics, see below) known as attractivity. For any
increasing bounded measurable function f :
(i) for any A ⊂ Tb the map η 7→ µηA(f) is increasing; (2.1)
(ii) µ+B(f) 6 µ
+
A(f) whenever A ⊂ B. (2.2)
Recall that the “plus phase” µ+ is obtained as the weak limit as ℓ→∞ of µ+ℓ . Existence of
this limit follows from the monotonicity properties described above. Similarly one defines
the “minus phase” µ−. It turns out that any (infinite volume) Gibbs measure µ satisfies
µ− 6 µ 6 µ+.
2.2. The Heat Bath dynamics on finite trees. For any finite subset A ⊆ Tb and any τ ∈ Ω
we define the Heat Bath Glauber dynamics in A with boundary condition (b.c.) τ (see e.g
[18]) as the continuous time Markov chain on ΩτA := {σ ∈ {−1, 1}A∪∂A : σ = τ on ∂A}
with generator
(LτAf)(σ) =
∑
x∈A
cx(σ)[f(σ
x)− f(σ)] , σ ∈ ΩτA , (2.3)
where (σx)y = σy for all y 6= x and (σx)x = −σx and
cx(σ) = µ
σ
{x}(σ
x) =
1
1 + wx(σ)
, wx(σ) := exp
[
2βσx
(
h+
∑
y: d(x,y)=1
σy
)]
.
In analogy with the infinite volume case discussed in the introduction the chain started
from ξ will be denoted by {σξ,A,τt }t > 0. If A = Tℓ we will simply write σξ,ℓ,τt .
It is well known that there is a global pathwise coupling among the processes{
(σξ;A,τt )t≥0, A ⊂ Tb, ξ, τ ∈ Ω
}
such that, for any A ⊂ B ⊂ Tb, any ξ 6 ξ′ and any
τ 6 τ ′:
σξ;A,τt 6 σ
ξ′;A,τ ′
t ∀t > 0
σξ;A,−t 6 σ
ξ;B,τ
t 6 σ
ξ;A,+
t ∀t > 0 (2.4)
It is a well–known (and easily checked) fact that, for any finite A ⊂ Tb and any τ , the
Glauber dynamics in Awith b.c. τ is ergodic and reversible w.r.t. the Gibbs distribution µτA,
i.e. for any function f
lim
t→∞ e
tLτAf = µτA(f) .
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The rate at which the above convergence takes place is often measured using two concepts
from functional analysis: the spectral gap and the logarithmic Sobolev constant. We now
describe these two quantities for a generic (finite or infinite volume) Gibbs measure µ.
For a local function f : Ω → R define the Dirichlet form of f associated to the Glauber
dynamics with reversible measure µ by
Dµ(f) = 1
2
∑
x
µ
(
cx
[
f(σx)− f(σ)]2) =∑
x
µ(Var{x}(f)). (2.5)
(The l.h.s. here is the general definition for any choice of the flip rates cx; the last equality
holds when specializing to the case of the heat-bath dynamics.) The spectral gap cgap(µ)
and the logarithmic Sobolev constant csob(µ) of µ are then defined by
cgap(µ) = inf
f
Dµ(f)
Varµ(f)
; csob(µ) = inf
f > 0
Dµ(
√
f )
Entµ(f)
, (2.6)
where the infimum in each case is over non-constant functions f .
The spectral gap cgap(µ) measures the rate of exponential decay as t → ∞ of the vari-
ance w.r.t. µ, i.e. cgap(µ) is the (largest) constant such that for any f
Varµ(Ptf) 6 e
−2tcgap(µ) Varµ(f) , (2.7)
where Pt denotes the semigroup associated to the Dirichlet form Dµ(f). The log–Sobolev
constant csob(µ) is related to the following hypercontractivity estimate (see e.g. [24]):
setting qt := 1 + e
4csob(µ)t we have, for any function f and any t > 0
‖Ptf‖qt,µ 6 ‖f‖2,µ , (2.8)
where ‖f‖p,µ stands for the Lp–norm of f w.r.t. µ.
If µ is a finite volume Gibbs measure (i.e. µ = µτA) then both cgap(µ) and csob(µ) are
always strictly positive (possibly depending on A, τ). The striking result of [19] is that the
same is true for any choice of the parameters (β, h) if µ = µ+ is the infinite volume plus
phase. More precisely one has
inf
ℓ
cgap(µ
+
ℓ ) > 0, infℓ
csob(µ
+
ℓ ) > 0 . (2.9)
Such a result does not imply however any ergodicity statement for the infinite volume
Glauber dynamics. Simple monotonicity considerations show in fact that for any increas-
ing local function f and any t > 0:
Ptf(−) 6 µ−(f) 6 µ+(f) 6 Ptf(+) ,
i.e. non–ergodicity whenever µ− 6= µ+, that is β > β0 and |h| ≤ hc(β).
2.3. Convergence to the plus phase: preliminary results. A first important step in the
proof of Theorem 1.2 is to show that convergence to µ+ occurs when we start from all +
spins. Recall that ρt,x(η) = E(σ
η
t,x) stands for the expectation at time t under the infinite–
volume dynamics started in η.
Lemma 2.1. For all b, β, h there exist δ > 0 such that the following holds. For all x ∈ Tb
there exists t0(x) <∞ such that if t > t0(x) then
0 6 ρt,x(+)− µ+(σx) 6 exp(−δ t) (2.10)
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Proof. The left inequality is a direct consequence of monotonicity (see (2.4)) and the fact
that µ+(ρt,x) = µ
+(σx) for all x since µ
+ is an invariant measure. We now prove the right
inequality. For simplicity we only analyze the case of the root x = r (the general case
requires no modifications in the argument.) Fix a length scale ℓ and observe that for any η
monotonicity implies ρt,r(η) 6 ρ
ℓ,+
t,r (η), with the latter denoting expectation of σ
η,ℓ,+
t,r (the
spin at the root at time t for the dynamics in Tℓ with + b.c. at the leaves of Tℓ and initial
condition η). Let also φℓ,+t denote the function η → ρℓ,+t,r (η)− µ+ℓ (σr) so that
ρt,r(+)− µ+(σr) 6
[
µ+ℓ (σr)− µ+(σr)
]
+ φℓ,+t (+) .
Setting qt := 1 + e
2csob(µ
+
ℓ
)t, the estimate (2.8) yields
‖φℓ,+t ‖qt,µ+ℓ 6 ‖φ
ℓ,+
t/2‖2,µ+ℓ .
Let µ+ℓ (+) denote the probability of having all + spins in Tℓ under µ
+
ℓ . Then there exists
C1 < ∞ such that µ+ℓ (+) > e−C1b
ℓ
. Moreover by (2.9) we know that qt > e
c2t for some
positive c2 independent of ℓ. Then
φℓ,+t (+) 6 (µ
+
ℓ (+))
− 1
qt ‖φℓ,+t ‖qt,µ+ℓ
6 exp (C1b
ℓe−c2t) ‖φℓ,+t/2‖2,µ+ℓ . (2.11)
Set now ℓ = c3 t with c3 > 0 small enough. Using (2.7) and (2.9) we therefore arrive at
φℓ,+t (+) 6 exp (C1b
ℓe−c2t)e−cgap(µ
+
ℓ )t 6 e−c4t
for a suitable constant c4 > 0 and t sufficiently large. Now the claim (2.10) follows from
the fact (see e.g. [19]) that in the + phase the influence of plus boundary conditions
decays exponentially fast at any temperature: there exists c5 > 0 such that
|µ+(σr)− µ+ℓ (σr)| 6 e−c5ℓ .

The previous result allows to show that the setΩα is increasing, i.e. its indicator function
is increasing.
Corollary 2.2. For any α ∈ (0, 1) the event Ωα is increasing.
Proof. We need to show that for any pair (η′, η) with η′ > η and η ∈ Ωα, also the first
component η′ belongs to Ωα. To prove the claim we observe that, for any x ∈ Tb and any
t ≥ 0, monotonicity implies
ρt,x(η)− µ+(σx) 6 ρt,x(η′)− µ+(σx) 6 ρt,x(+)− µ+(σx) (2.12)
The l.h.s. of (2.12) is > −e−tα for any large enough time t because η ∈ Ωα by assumption.
The r.h.s. is instead bounded via Lemma 2.1 above. 
Another consequence of Lemma 2.1 is the following
Corollary 2.3. For any η ∈ Ωα the law of the process σηt converges weakly to µ+ as t→∞.
Proof. Observe first that by the global coupling, for any x ∈ Tb and η ∈ Ω we have
P(σηt,x 6= σ+t,x) = P(σ+t,x = +1)− P(σηt,x = +1) =
1
2
(
ρt,x(+)− ρt,x(η)
)
.
PHASE ORDERING AFTER A DEEP QUENCH 9
Let f be a function on Ω depending only on the spins in a finite set A ⊂ Tb and let η ∈ Ωα.
Then, using the invariance of µ+, i.e. µ+Pt(f) =
∫
dµ+(ξ)(Ptf)(ξ) = µ
+(f), for all t large
enough depending on A, we have
|E(f(σηt ))− µ+(f)| 6 |E(f(σηt )− f(σ+t ))| + |
∫
dµ+(ξ)E(f(σ+t )− f(σξt ))|
6 2 ‖f‖∞
∑
x∈A
[
P(σηt (x) 6= σ+t (x)) +
∫
dµ+(ξ)P(σξt (x) 6= σ+t (x))
]
= ‖f‖∞
∑
x∈A
[
2 ρt,x(+)− ρt,x(η) − µ+(σx)
]
6 ‖f‖∞|A|
[
2 e−δt + e−t
α ]
.
Therefore E(f(σηt ))→ µ+(f) for every bounded local function and the weak convergence
δηPt → µ+ follows. 
Finally, the following generalization of Lemma 2.1 will also be useful. Let us define the
set Ω1,δ, for δ > 0, as the set of η ∈ Ω such that (1.3) above holds with the stretched
exponential exp(−tα) replaced by the true exponential exp(−δt). Lemma 2.1 then says
that + ∈ Ω1,δ for some δ > 0.
Lemma 2.4. For every b, β, h, there exists δ > 0 such that ν(Ω1,δ) = 1 for any ν > µ
+.
Proof. Since ν > µ+ we have ν(ρt,x) > µ
+(σx) for all t > 0. From Lemma 2.1 we then
infer
ν(|ρt,x − µ+(σx)| > e−δt/4) 6 eδt/2 ν
(|ρt,x − µ+(σx)|2)
6 eδt/2 ν
(
ρ2t,x − µ+(σx)2
)
6 2 eδt/2
(
ρt,x(+)− µ+(σx)
)
6 2 e−δt/2 .
Therefore, the Borel-Cantelli lemma implies that there exists ε = ε(δ, b) > 0 and a subset
Ω0 ⊂ Ω of ν-full measure such that for all η ∈ Ω0, all integers j large enough and all
x ∈ Tεj (the tree of depth ℓ = εj),
|ρj,x(η) − µ+(σx)| 6 e−δj/4 (2.13)
To prove the lemma we will establish a bound of the type (2.13) on |ρt,r(η)− µ+(σr)|, i.e.
at the root x = r, but for all times t large enough and not just integer ones. The case of
general x is obtained by straightforward modifications. We simply write ρt for ρt,r. Then,
if ⌊t⌋ is the integer part of t:
ρt(η)− µ+(σr) = ρ⌊t⌋(η)− µ+(σr) +
∫ t
⌊t⌋
dsPsg(η) , g := Lσr (2.14)
For s > ⌊t⌋ the Markov property yields Psg(η) = P⌊t⌋Ps−⌊t⌋g(η) = E([Ps−⌊t⌋g](ση⌊t⌋)). On
the other hand standard arguments (the so–called “finite speed of propagation” estimate)
based on tail estimates for the mean one Poisson process (see e.g. [18]) show that
sup
0 6 u 6 1
|Pug(ξ)− Pug(ξ′)| 6 C1
∑
x
|ξx − ξ′x| e−C2 d(x) (2.15)
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for constants C1, C2 with the property that we can take C2 as large as we wish provided
C1 is large accordingly. Therefore by the global coupling and the invariance of µ
+,
|Psg(η) − µ+(g)| = |
∫
dµ+(ξ)E([Ps−⌊t⌋g](σ
η
⌊t⌋)− [Ps−⌊t⌋g](σξ⌊t⌋))|
6 C1
∑
x
e−C2 d(x)
∫
dµ+(ξ)E(|ση⌊t⌋,x − σξ⌊t⌋,x|) .
To handle the last term we add and subtract σ+⌊t⌋,x so that by monotonicity∫
dµ+(ξ)E(|ση⌊t⌋,x − σξ⌊t⌋,x|) 6 2P(σ+⌊t⌋,x = 1)− P(ση⌊t⌋,x = 1)−
∫
dµ+(ξ)P(σξ⌊t⌋,x = 1)
6
1
2
|ρ⌊t⌋,x(η)− µ+(σx))|+ (ρ⌊t⌋,x(+)− µ+(σx)) .
Fix j = ⌊t⌋. When x ∈ Tεj we use (2.13) for the first term above. If ε is sufficiently small
the argument of Lemma 2.1 also yields
ρ⌊t⌋,x(+)− µ+(σx) 6 e−δ1 t ,
for some δ1 > 0, uniformly in x ∈ Tε⌊t⌋. In conclusion, for a suitable δ2 > 0 we have
|Psg(η)− µ+(g)| 6 e−δ2 t (2.16)
for all sufficiently large t. The desired estimate now follows from (2.16) and (2.14), since
µ+(g) = 0 by invariance of µ+. 
3. PROOF OF THEOREM 1.2
We will provide a unified proof of the three statements in Theorem 1.2. In order to be
able to do so we need some preliminary observations. The first is that by the monotonicity
of the events Ωα (Corollary 2.2), statement b) in Theorem 1.2 is equivalent to
b*) For every p > 12 there exist b0 and β0 such that for b > b0, β > β0 and h = 0, we have
Pp(Ωα) = 1 for some α = α(β, b) > 0.
Similarly, performing a global spin–flip, statement c) in Theorem 1.2 can be rephrased as
c*) For every p > 0 there exist b0 and β0 such that for b > b0, β > β0 and h = +hc(β, b), we
have Pp(Ωα) = 1 for some α = α(β, b) > 0.
The last observation is that we may replace statement a) in Theorem 1.2 with
a*) For every a > 0, b > 2, there exist p < 1 and β0 > 0 such that for all β > β0 and
h > − hc(β, b) + a we have Pp(Ωα) = 1, for some α = α(β, h, b) > 0.
In other words, we are taking β large enough. To see why this is not restrictive recall that
by an obvious domination argument one has Pp > µ
+ if
p > pβ,h :=
e(b+1+h)β
e(b+1+h)β + e−(b+1+h)β
, i.e. β 6
1
2(b+ 1 + h)
log(
p
1− p) .
Lemma 2.4 therefore implies that Pp(Ωα) = 1 for all α < 1 if p > pβ,h. We then achieve
the result of Theorem 1.2 a) from a*) above by a suitable tuning of the parameter p.
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FIGURE 2. Free vertices (◦) and obstacles (•) in a given realization ω on
the binary tree.
3.1. Main argument. As the convergence result of Lemma 2.1 makes clear, to prove The-
orem 1.2 we need to lower bound the quantity ρt,x(η) − µ+(σx) in the three statements
a*),b*) and c*) emphasized above. We shall focus only on the case x = r, since the case
of arbitrary x is obtained with essentially no modification. Setting ρt(η) := ρt,r(η) what
we want is a bound of the form
ρt(η) − µ+(σr) > − e−tα , (3.1)
for all t > t0(η), Pp–almost all η. As far as this section goes, we shall not distinguish the
specific setting (a*,b* or c*), since all we do here works for the three cases without any
difference. What does depend on the setting are some key estimates that will be proved
in the next two sections. The latter have been emphasized as separate claims in the text
(see Claims 1 to 4 below).
In order to describe the main idea behind the lower bound (3.1), we must first in-
troduce the notion of the Ising model and the associated Glauber dynamics in a random
environment of obstacles. Realizations of the environment are described by elements ω of
Ω. We say that a vertex x ∈ Tb is an obstacle if ωx = −1, and that x is free if ωx = +1. We
call T (ω) the largest connected component of the set of free vertices containing the root.
Note that T (ω) = ∅ if the root r is itself an obstacle. By construction, all vertices in ∂T (ω)
are obstacles. We will be mostly concerned with the case where ω is picked according to
the product Bernoulli measure Pp, i.e. when each vertex is free with probability p, inde-
pendently of all others. In this case, Pp(T (ω) is infinite) is positive as soon as p > 1/b and
tends to 1 as pր 1 for fixed b, or as bր∞ for fixed p, see e.g. [23].
Given a realization of obstacles ω, the Ising model among obstacles is defined as before
by replacing the tree Tb with the random tree T (ω) and the configuration space Ω with
the space
Bω := {τ ∈ Ω : τx = −1 , ∀x /∈ T (ω)} .
Given a finite subset A ⊂ Tb and τ ∈ Bω we denote by µτA,ω the Gibbs measure µτA∩T (ω).
We also write µτℓ,ω for the Gibbs measure µ
τ
Tℓ(ω)
, where we use the notation Tℓ(ω) :=
Tℓ ∩T (ω). From this definition we see that obstacles act as a “minus” boundary condition.
The maximal allowed configuration τ ∈ Bω is such that τ = +1 in T (ω) and, when no
confusion arises, it will be always denoted by “+”. We will write µ+ω for the Gibbs measure
obtained as weak limit of µ+ℓ,ω as ℓ→∞ (this is a finite volume Gibbs measure with − b.c.
if T (ω) is finite).
Similar notations apply to the Glauber dynamics. Given a realization of obstacles ω,
A ⊂ Tb and τ ∈ Bω, we will write σξ,A,τt,ω for the Glauber dynamics in A ∩ T (ω) with
boundary condition τ started from the restriction to T (ω) of the configuration ξ ∈ Ω. If
A = Tℓ we simply write σ
ξ,ℓ,τ
t,ω . When A = T (ω) the boundary condition is necessarily “−′′
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and we will only write σξt,ω. In the same way we will use ρt,ω(ξ) for the expected value
of σξt,ω at the root and ρ
ℓ,τ
t,ω(ξ) for the expected value of σ
ξ,ℓ,τ
t,ω at the root. Monotonicity
implies that, for any ξ 6 ξ′, σξt,ω ≤ σξ
′
t . In particular,
ρt,ω(+) 6 ρt(ω) , t > 0 . (3.2)
We now turn to our main argument. Fix a length scale ℓ, to be related later on to the time
t, a configuration η ∈ Ω and define the associated realization ω = ω(η, ℓ) of obstacles by
the rule:
ωx =
{
+1 if d(x) 6 ℓ
ηx otherwise
(3.3)
Clearly σηt,ω 6 σ
η
t so that
ρt(η) − µ+(σr) > [ρt,ω(η)− µ+ω (σr)]− [µ+(σr)− µ+ω (σr)] . (3.4)
If now L = ℓγ , γ > 1, is another length scale, monotonicity shows that if we impose + b.c.
on the leaves of TL(ω) we may estimate
[ρt,ω(η)− µ+ω (σr)]− [µ+(σr)− µ+ω (σr)]
≥ [ρL,+t,ω (η) − µ+L,ω(σr)]− [ρL,+t,ω (η)− ρt,ω(η)]− [µ+(σr)− µ+ω (σr)] . (3.5)
Notice that in the above formula the role of the Bernoulli configuration η is twofold: it
enters as the starting configuration in the first two terms but it also defines the random
realization of obstacles ω.
PSfrag replacements
ℓℓ
L
+ + + + + + +
FIGURE 3. Random obstacles below level ℓ: Infinite tree (left) and finite
tree with + boundary condition below level L = ℓγ , γ > 1 (right).
Most of the statements that will be proved below on the r.h.s of (3.5) concern properties
which hold almost surely with respect to the starting configuration η (and therefore w.r.t.
ω) picked according to the Bernoulli measure Pp. To simplify the exposition, we shall
adopt the following convention: given some statements Eℓ, ℓ ∈ N, we say that Eℓ holds
Pp–a.s. for ℓ sufficiently large whenever η ∈ Eℓ for all ℓ > ℓ0(η), for Pp–a.a. η ∈ Ω, or
in other words, Pp(Eℓ eventually) = 1. We are now in a position to explain how we will
bound the three terms in the r.h.s of (3.5).
Estimate on [µ+(σr)−µ+ω (σr)]. Bounding the third term in (3.5) is a purely static problem
which on the tree can be solved via a suitable recursion. In section 5 we prove
Claim 1.
|µ+(σr)− µ+ω (σr)| 6 e−2ℓ , (3.6)
Pp–a.s. for ℓ sufficiently large.
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Estimate on [ρL,+t,ω (η) − µ+L,ω(σr)]. The first term in (3.5) is related to the speed of relax-
ation to equilibrium in the finite tree TL(ω) with plus b.c. Here we need the following
bound on the logarithmic Sobolev constant csob(µ
+
L,ω).
Claim 2. There exists ζ <∞ independent of ℓ such that
csob(µ
+
L,ω) > L
−ζ
holds Pp–a.s. for any L > ℓ sufficiently large.
We can repeat the computation (2.11) with µ+ℓ replaced by µ
+
L,ω, φ
ℓ,+
t by φ
L,+
t,ω (η) :=
ρL,+t,ω (η)− µ+L,ω(σr) and qt := 1 + e2 t csob(µ
+
L,ω) to obtain
|φL,+t,ω (η)| 6 exp (C1bLe−csob(µ
+
L,ω) t) ‖φL,+t/2,ω‖2,µ+L,ω . (3.7)
for some constant C1 < ∞. Assuming Claim 2 above, using cgap > 2csob (which is always
true, see e.g. [24]) we estimate (3.7) with the help (2.7) and obtain, for L = ℓγ ,
|ρL,+t,ω (η)− µ+L,ω(σr)| = |φL,+t,ω (η)| 6 exp (C1bLe−t/ℓ
γ ζ
)e−t/ℓ
γ ζ
(3.8)
Pp–a.s. for ℓ sufficiently large.
Estimate on [ρL,+t,ω (η)−ρt,ω(η)]. The control of the second term in (3.5) is a true dynamical
question and it involves proving that the two processes σηt,ω and σ
η,L,+
t,ω remain identical
at the root up to time t with large probability. This is achieved via a coupling argument
together with some equilibrium estimates. The final bound will be of the form
ρL,+t,ω (η) − ρt,ω(η) 6 t e−2ℓ (3.9)
Pp–a.s. for ℓ sufficiently large, provided that γ > ζ + 1, where ζ is the constant appearing
in (3.8). The argument goes as follows.
To keep the notation to a minimum, we will abbreviate the two processes σηt,ω and σ
η,L,+
t,ω
with ξ1t and ξ
2
t respectively. Set
Λ := {x ∈ T (ω) : d(x) = 2ℓ} , Λ¯ := {x ∈ T (ω) : 3
2
ℓ 6 d(x) 6
5
2
ℓ} .
By the global coupling
0 6 = ρL,+t,ω (η) − ρt,ω(η) = E
[
ξ2t,r − ξ1t,r
]
6 2P
[
∃s 6 t , ∃x ∈ Λ : ξ1s,x 6= ξ2s,x
]
. (3.10)
Define Aj , j = 1, 2, . . . , ⌊t⌋, as the event
Aj = {∃x ∈ Λ¯ : ξ1j,x 6= ξ2j,x } .
The r.h.s. in (3.10) is then estimated from above by
⌊t⌋∑
j=1
P(Aj) +
⌊t⌋+1∑
j=1
P
[
Acj−1 ∩Bj
]
(3.11)
where
Bj := {∃s ∈ [j − 1, j] , ∃x ∈ Λ : ξ1s,x 6= ξ2s,x } .
The probability of the event Acj−1 ∩ Bj is estimated by a standard argument: the event
Acj−1 ∩Bj implies that a discrepancy between ξ1j−1 and ξ2j−1 located outside Λ¯, reaches in
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a time smaller than 1 a point x ∈ Λ. Since there are at most b 52 ℓ possible (self–avoiding)
paths from Λ to (Λ¯)c and since the rates are bounded by one, a simple tail estimate for
Poisson random variables implies
P(Acj−1 ∩Bj) 6 c b
5
2
ℓ e−
1
2
ℓ log(ℓ/c) 6 e−3ℓ (3.12)
for a suitable constant c and all sufficiently large ℓ. Similarly, if we look at the event Aj ,
we are requiring that at least one of the discrepancies at time 0 in level L travels up to
level 52ℓ in a time less than j. Therefore
P(Aj) 6 c b
L e−(L−
5
2
ℓ) log((L− 5
2
ℓ)/cj) 6 e−L , ∀j < εL . (3.13)
for some c < ∞ and for all ε = ε(b, c) sufficiently small. We are therefore left with the
estimate of P(Aj) for j > εL. The argument for this case goes as follows.
Fix a point x ∈ Λ¯ and recall that x is at some level between 32ℓ and 52ℓ. Let rx = r(x, ℓ)
be the ancestor of x at level ℓ and let Trx(ω) be the subtree of T (ω) rooted at rx and
containing all descendants of rx. Let also Trx,h(ω), h ∈ N, be the finite subtree of Trx(ω)
obtained by considering only the first h levels of Trx(ω) (so that Trx,h(ω) consists of rx and
all its descendants in T (ω) lying between level ℓ and ℓ+ h). When h = 2ℓ, Trx,2ℓ(ω) is the
tree between levels ℓ and 3ℓ, so that Λ¯ ⊂ Trx,2ℓ(ω) and d(Λ¯, (Trx,2ℓ(ω))c) > ℓ2 . Call ν+,+rx,h
PSfrag replacements
rx ℓ3
2ℓ
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FIGURE 4. The vertex x ∈ Λ¯ and the associated tree Trx,2ℓ.
(ν−,+rx,h) the Ising–Gibbs measure on Trx,h(ω) with +(−) b.c. above the root rx and + b.c.
below the leaves at level ℓ+ h and let ν−,+rx,∞ = limh→∞ ν
−,+
rx,h
.
Finally, we denote by ξ3t the Glauber dynamics evolving in Trx,2ℓ(ω) with + bound-
ary conditions both above the root rx and below the leaves of Trx,2ℓ(ω) and with initial
configuration η. Notice that in fact ξ3t starts from all pluses because, by construction,
η(y) = +1 ∀y ∈ T (ω), d(y) > ℓ.
With the above notation and using monotonicity we can now write
P
[
ξ1j,x 6= ξ2j,x
]
= P
[
ξ2j,x = +1
]− P[ξ1j,x = +1]
6 P
[
ξ3j,x = +1
]− ν−,+rx,∞(σx = +1) . (3.14)
The r.h.s. in (3.14) is then decomposed into the sum of two terms:
P
[
ξ3j,x = +1
]− ν+,+rx,2ℓ(σx = +1) , (3.15)
and
ν+,+rx,2ℓ(σx = +1)− ν−,+rx,∞(σx = +1) . (3.16)
In order to bound the term in (3.15) we would like to argue as in (3.7) and therefore we
need the following:
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Claim 3. There exists ζ <∞ such that
min
x∈Λ¯
csob(ν
+,+
rx,2ℓ
) > ℓ−ζ
holds Pp–a.s. for ℓ sufficiently large.
The argument used in (3.7) now yields that the first term (3.15) satisfies
P[ξ3j,x = +1]− ν+,+rx,2ℓ(σx = +1) 6 exp
(
c b3ℓe−j/ℓ
ζ)
exp
(− j/ℓζ) . (3.17)
Therefore, if γ > ζ + 1, using j > εℓγ we may write
P(ξ3j,x = +1)− ν+,+rx,2ℓ(σx = +1) 6 b−3ℓe−3ℓ (3.18)
for ℓ large enough (independent of x). In conclusion, for any γ > ζ + 1,∑
x∈Λ¯
{
P[ξ3j,x = +1]− ν+,+rx,2ℓ(σx = +1)
}
6 e−3ℓ (3.19)
Pp–a.s. for ℓ sufficiently large.
As far as the term (3.16) is concerned we will establish:
Claim 4. ∑
x∈Λ¯
{
ν+,+rx,2ℓ(σx = +1)− ν−,+rx,∞(σx = +1)
}
6 e−3ℓ ,
Pp–a.s. for ℓ sufficiently large.
Collecting (3.19) and Claim 4, we have thus shown that P(Aj) 6 2e
−3ℓ, j > εL = εℓγ .
Together with (3.12) and (3.13) this completes the proof of (3.9).
Conclusion. In conclusion, from (3.5), using (3.6), (3.8) and (3.9) we have the bound
ρt(η) − µ+(σr) > − (e−2ℓ + exp (C1bLe−t/ℓγ ζ )e−t/ℓγ ζ + t e−2ℓ) .
If e.g. ℓ = tα with α > 0 such that αγ(1 + ζ) < 1 and γ > ζ + 1, then
ρt(η)− µ+(σr) > − e−tα , (3.20)
Pp–a.s. for t sufficiently large. Therefore the three steps above are sufficient to end the
proof of Theorem 1.2. Note that the coefficient α depends on the various parameters
(b, β, h etc.) only via the constant ζ coming from the logarithmic Sobolev inequality in
Claim 2.
4. RECURSIVE ANALYSIS AMONG OBSTACLES
In this section we establish a number of key estimates for the Ising Gibbs measure
among obstacles. Once these results are established it will be rather easy to prove Claims
1 to 4 (see next section).
As in the previous section ω ∈ Ω will denote a random realization of the obstacle–
environment and µ+ω the associated Ising plus phase. We emphasize however that here,
contrary to (3.3), ω is picked according to the product Bernoulli measure Pp on the whole
tree Tb, i.e. each vertex x ∈ Tb is free with probability p independently of all others.
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4.1. Coupling coefficients and path weights. As in the homogeneous case treated in
[19], the analysis of equilibrium properties is reduced to the study of certain coupling
coefficients. For a given ω we define the ratio
R(ω) =
µ+ω (σr = −1)
µ+ω (σr = +1)
. (4.1)
We agree that R(ω) = ∞ if ωr = −1. For every z ∈ Tb we set Rz(ω) := R(θzω), where
θz denotes the shift induced by the natural group action on the tree: (θzω)x = ωz+x. If
ωz = (θzω)r = +1 and z1, . . . , zb denote the children of z ∈ T (ω), one has the following
easily checked recursive relation (see e.g. [19]):
Rz(ω) = ε
h
b∏
k=1
Fβ(Rzk(ω)) , (4.2)
where, from now on, we use the following notation
Fβ(a) =
ε+ a
1 + εa
, ε := e−2β (4.3)
To illustrate the use of the variable R defined in (4.1), consider a vertex z ∈ T (ω) together
with one of its ancestors y and denote by µy,+ω (resp. µ
y,−
ω ) the measure µ+ω conditioned to
have σy = +1 (resp. σy = −1). Suppose we want to compute the total variation distance
between the marginals at the vertex z, which we denote by ‖µy,+ω − µy,−ω ‖z . Since the spin
at z can take only two values, the latter equals µy,+ω (σz = +1)− µy,−ω (σz = +1). If y is the
parent of z, using µy,±ω (σz = +1) = (ε±Rz(ω) + 1)−1 we see that
‖µy,+ω − µy,−ω ‖z = Kβ(Rz(ω)) , (4.4)
where the function Kβ : [0,∞)→ [0, 1] is defined by
Kβ(a) =
1
ε a+ 1
− 1
ε−1a+ 1
. (4.5)
For every ℓ ∈ N we define the set of descendants of y at depth ℓ:
Dy,ℓ(ω) = {x ∈ T (ω) descendant of y : d(y, x) = ℓ} (4.6)
To compute the total variation distance ‖µy,+ω − µy,−ω ‖x for some x ∈ Dy,ℓ(ω) we may pro-
ceed as follows. Let z1, . . . , zℓ = x be the vertices along the path from y to x. We couple
the measures µy,+ω , µ
y,−
ω recursively in such a way that, for every i < ℓ, given that the
corresponding configurations coincide at zi then they coincide at zi+1 with probability 1,
while given that there is disagreement at zi then disagreement persists at zi+1 with prob-
ability ‖µzi,+ω − µzi,−ω ‖zi+1 = Kβ(Rzi+1(ω)). In this way the probability of a disagreement
percolating down the tree from y to x equals
‖µy,+ω − µy,−ω ‖x =
ℓ∏
i=1
Kβ(Rzi(ω)) (4.7)
Moreover, if |σ − σ′|y,ℓ denotes the Hamming distance (counting the number of disagree-
ments) between σ and σ′ restricted to the set Dy,ℓ(ω), the above argument implies that
we can find a coupling νω of µ
y,+
ω , µ
y,−
ω such that the expected value of |σ − σ′|y,ℓ satisfies
νω(|σ − σ′|y,ℓ) 6
∑
x∈Dy,ℓ
Wω(Γy,x) , (4.8)
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where we introduced the path Γy,x between y and x, consisting of the sites z1, . . . , zℓ = x
as above, and the associated weight
W (Γy,x, ω) =
ℓ∏
i=1
Kβ(Rzi(ω)) . (4.9)
The rest of this section is concerned with estimates showing that, in a suitable sense, R(ω)
andWω are small with large probability.
4.2. Estimates on R. We write P˜p for the probability Pp conditioned to have ωr = +1.
We want an estimate of the type
P˜p (R > ε) 6 δ , (4.10)
where ε = e−2β and δ is a small parameter. We start with the setting of statement a* in
the proof of Theorem 1.2.
Lemma 4.1. For any δ > 0, a > 0, b > 2, there exist p0 < 1 and β0 < ∞ such that (4.10)
holds for all p > p0, β > β0 and h > − hc(β) + a.
Proof. For any integer ℓ we define
Rℓ(ω) =
µ+ℓ,ω(σr = −1)
µ+ℓ,ω(σr = +1)
. (4.11)
Since µ+ℓ,ω → µ+ω , we have Rℓ → R, ℓ → ∞, Pp–a.s. Moreover, monotonicity implies
Rℓ(ω) 6 Rℓ+1(ω), so that the convergence is monotone. Then it is sufficient to establish
(4.10) for Rℓ in place of R, uniformly in ℓ. We will give the proof only in the case b = 2,
since all the estimates below are easily adapted to the case of larger values of b. Recall
that in general (see e.g. [9]) one has hc(β) = (b − 1) + O(β−1), so that, replacing a with
2a and taking β sufficiently large, we can assume h > − 1 + a without loss of generality.
Let us define the probabilities
q
(k)
ℓ = P˜p
(
Rℓ > 2−2kε1−ka
)
, k = 0, 1, 2, . . . (4.12)
Let now z1, z2 denote the two children of the root and observe that the corresponding
ratios Ri, i = 1, 2 are i.i.d. random variables with the same distribution as R
ℓ−1. On the
event {ωr = +1} the basic relation (4.2) applies and we have
Rℓ 6 εa−1 Fβ(R1)Fβ(R2) . (4.13)
Using the uniform bound Fβ 6 ε
−1, we see that, in particular, Rℓ 6 εa−1ε−2. Therefore
q
(k)
ℓ = 0 for every ℓ > 1 as soon as k > k0 := ⌊ 4a − 1⌋ and β is large enough. Suppose now
R1 6 ε. Then by (4.13), using Fβ(R1) 6 2ε we have
Rℓ 6 2 εaFβ(R2) .
Since Fβ(t) 6 ε+t, the eventR
ℓ > ε forcesR2 >
ε1−a
4 for large enough β. Considering also
the event {ωz1 = −1}∪{ωz2 = −1} and the event {ωz1 = +1, R1 > ε}∩{ωz2 = +1, R2 > ε}
we may then use (4.12) to write
q
(0)
ℓ 6 2(1− p) + (q(0)ℓ−1)2 + 2 q(1)ℓ−1 .
The same reasoning as above actually shows that for any k one has
q
(k)
ℓ 6 2(1 − p) + (q(0)ℓ−1)2 + 2 q(k+1)ℓ−1 . (4.14)
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From the monotonicity in ℓ of Rℓ we see that q
(k)
ℓ−1 6 q
(k)
ℓ for any k and ℓ. Therefore a
simple iteration of (4.14) gives that
q
(0)
ℓ 6
j−1∑
m=0
2m
{
2(1− p) + (q(0)ℓ−1)2
}
+ 2j q
(j)
ℓ−1 ,
for any j = 1, 2 . . . . When j = k0 + 1, q
(j)
ℓ−1 = 0 and we have the recursive estimate
q
(0)
ℓ 6 2
k0+1
{
2(1 − p) + (q(0)ℓ−1)2
}
. (4.15)
This implies that for every δ > 0 we can choose p0 < 1 and β0 < ∞ such that q(0)ℓ 6 δ,
for every ℓ > 1, p > p0 and β > β0. To see this simply observe that when ℓ = 1 the “+”
boundary condition imposes Ri = 0 on every child zi such that ωzi = +1 and therefore
q
(0)
1 6 2(1 − p), which can be made arbitrarily small. Thus, climbing up the tree with the
relation (4.15), we see that supℓ > 1 q
(0)
ℓ 6 δ as soon as e.g. p > 1− 1/(25+2k0). 
We turn to the setting of statement b* in the proof of Theorem 1.2.
Lemma 4.2. For any δ > 0, p > 12 , there exist b0 ∈ N, β0 < ∞ and c > 0 such that (4.10)
holds for all β > β0, b > b0 and h = 0, with δ = e
−cb.
Proof. Recall the definition (4.11) of Rℓ(ω). Let z1, . . . , zb denote the children of the root
r and let m(ω) stand for the number of obstacles among them: m(ω) =
∑b
i=1 1{ωzi=−1}.
Since p > 12 , from standard large deviation estimates for the binomial distribution there
exist positive numbers a1, a2 > 0 and b0 ∈ N such that such that
Pp
(
m >
(
1
2
− a1
)
b
)
6 e−a2b , (4.16)
for all b > b0. Suppose now that ωr = +1 and m < (
1
2 − a1)b, i.e. the root has at least
b
2 + a1b free children. Suppose only one of these free children, say z, is such that the
associated ratio Rz satisfies Rz > ε. In this case (4.2) yields
R 6 ε−m(2ε)b−m−1F (Rz) 6 2bε2a1b−1Fβ(Rz) . (4.17)
Since Fβ 6 ε
−1 it is clear that we can take b0, β0 so large that in the above situation it
is impossible to have R > ε for all b > b0 and β > β0. The above discussion says, in
particular, that if m < (12 − a1)b and R > ε, then there must be at least 2 children of r
with ratio smaller than ε. Thus, recalling the definition of the probabilities q
(0)
ℓ (4.12), we
obtain
q
(0)
ℓ 6 e
−a2b +
b∑
n=2
(
b
n
)(
q
(0)
ℓ−1
)n
. (4.18)
Because of the + boundary condition at level ℓ, the argument of (4.17) gives q
(0)
1 6 e
−a2b.
The claim then follows by induction: Suppose q
(0)
ℓ−1 6 δ with δ := e
−a2b/2. Then (4.18)
implies q
(0)
ℓ 6 e
−a2b + (1 + δ)b − (1 + δb) 6 e−a2b + 12 b2δ2, and therefore q
(0)
ℓ 6 δ for b
suitably large. 
Finally, for the statement c* in the proof of Theorem 1.2 we need the following
Lemma 4.3. For any δ > 0, p > 0, there exist b0 ∈ N, β0 < ∞ and c > 0 such that (4.10)
holds for all β > β0, b > b0 and h = +hc(β), with δ = e
−cb.
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Proof. As in the previous proof we denote by m(ω) the number of obstacles among the
children of the root. Since p > 0, there exist positive numbers a1, a2 > 0 and b0 ∈ N such
that
P (m > (1− a1) b) 6 e−a2b , (4.19)
for all b > b0. We recall that hc(β) = (b − 1) + O(β−1). In particular, we may assume
without loss of generality that the magnetic field satisfies h > b − 2. If z1, . . . , zb denote
the children of the root, by (4.2) we then have
R 6 εb−2Fβ(Rz1) · · ·Fβ(Rzb) .
Reasoning as in (4.17) we see that if ωr = +1 and m(ω) < (1 − a1)b, then we must have
more than one free children with ratio smaller than ε in order to produce the event R > ε.
It follows that we may estimate the probabilities q
(0)
ℓ exactly as in (4.18). When ℓ = 1 the
+ boundary condition implies R 6 εb−2ε−mεb−m. Therefore on the eventm(ω) < (1−a1)b
it is impossible (for suitably large b, β) to have R > ε. This gives q
(0)
1 6 e
−a2b. As in the
proof of Lemma 4.2, the desired result now follows by induction. 
4.3. Estimates on W . We turn to an estimate on the weight W introduced in (4.9). Re-
call the definition (4.6) of the set Dy,ℓ(ω). Below we simply write Dℓ = Dℓ(ω) when y
coincides with the root r. We also write W (x) := W (Γr,x, ω), for any x ∈ Tb. We look for
an estimate of the form: There exists t0 > 0 such that
Ep
[
exp
(
t
∑
x∈Dℓ
W (x)
)]
6 2 , (4.20)
for every t 6 t0, ℓ > 1. The value of t0 will depend on the parameters a, b, β in case a*, on
b, β and p in cases b*,c*.
We start with the setting of statement a*.
Lemma 4.4. For any a > 0, b > 2, there exist β0 < ∞ and p0 < 1, such that (4.20) holds
for any β > β0, p > p0, h > − hc(β) + a .
Proof. The main difficulty in proving (4.20) is the non–independence of the random vari-
ables {Kβ(Rz(ω))}z∈Γy,x entering in the definition (4.9) of Wω. However, thanks to the
tree structure of our graph, it is possible to introduce a modified weight W˜ω(Γy,x) :=∏
z∈Γy,x ψz(ω) in such a way that:
• the random variables {ψz(ω)}z∈Γy,x are independent;
• for each ω, W (Γy,x, ω) 6 W˜ (Γy,x, ω).
We now describe how we construct the modified weights.
To begin with, we fix some notation: ∂Bℓ stands for the (deterministic) set of vertices x
such that d(x) = ℓ. We also use Γx for the unique path from the root to x. To simplify the
notation we define Wω(x) = 0 if x ∈ ∂Bℓ \Dℓ(ω). Next, for every x ∈ ∂Bℓ and for every
vertex z ∈ Γx we denote by ∆z the set of all children y of z such that y /∈ Γx. Clearly,
|∆z| = b− 1. We say that z ∈ Γx is regular if Ry 6 ε for every y ∈ ∆z.
Let now u > 0 be a small parameter to be fixed later and suppose that z1, z2, . . . , zk are
consecutive regular sites on Γx, ordered in such a way that d(zj , r) = d(zj−1, r) − 1. Let
also z0 denote the children of z1 along Γx. As in the proof of Lemma 4.1 we may assume
h > − (b − 1) + a without loss of generality. Since z1 is regular, using |Fβ |∞ 6 ε−1,
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Fβ(x) 6 2x, for any x > ε, from (4.2) we have
Rz1(ω) 6 ε
a−(b−1)Fβ(Rz0(ω))
∏
y∈∆z1
Fβ(Ry(ω)) 6 ε
a−b(2ε)b−1 = εa−12b−1 .
Therefore, by proceeding inductively, for any k we have
Rzk(ω) 6 ε
a−(b−1)Fβ(Rzk−1(ω))
∏
y∈∆zk
Fβ(Ry(ω))
6 εa−(b−1)ε(k−1)a−12(k−1)b(2ε)b−1 = εka−12kb−1 . (4.21)
Suppose now k > k0 := ⌊ 4a⌋. The above argument shows that Rzk 6 uε, provided
ε 6 ε0(a, b, u). A simple computation gives K(αε) 6 α for every α > 0, so that
Kβ(Rzk) 6 u.
We shall say that z ∈ Γx is good if z is regular and the number of consecutive regular
vertices immediately below z along Γx is larger or equal to k0 − 1. Otherwise we say that
z is bad.
The estimate (4.21) therefore implies that Kβ(Rz(ω)) 6 u whenever z is good. Since
Kβ 6 1 and recalling thatW (x) = 0 if x is not connected to the root in T (ω) we may write
W (x) 6 W˜ (x) :=
∏
z∈Γx
ψz(ω) , ψz(ω) :=

u ωz = +1 , z is good
1 ωz = +1 , z is bad
0 ωz = −1
(4.22)
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FIGURE 5. k consecutive regular sites on the path Γx in the case b = 4.
We now claim that there exist C1 <∞ such that for every ℓ > 0, for all x ∈ ∂Bℓ:
Ep
[
W˜ (x)
]
6 C1 (2u)
ℓ , (4.23)
From (4.22) we see that
W˜ (x) 6 uℓ−nx(ω) . (4.24)
where nx(ω) stands for the number of bad vertices in Γx. Define now, for every z ∈ Γx,
χz(ω) = 0 if z is regular and χz(ω) = 1 otherwise. Note that, by construction, these are
i.i.d. Bernoulli random variables. A simple deterministic bound on nx is given by
nx(ω) 6 k0
(
1 +
∑
z∈Γx
χz(ω)
)
.
From Lemma 4.1 we know that the probability of being irregular, for any given z ∈ Γx, is
less than δ1 := (b− 1)δ+ (b− 1)(1− p). Let us choose δ in Lemma 4.1 and p < 1 such that
δ1 6 u
k0 . We then have
Ep
[
W˜ (x)
]
6 uℓ−k0Ep
[
u−k0χz
]ℓ
6 uℓ−k0(1 + δ1u−k0)ℓ 6 uℓ−k02ℓ . (4.25)
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The claim (4.23) then follows by taking C1 = u
−k0.
We are ready to prove the exponential moment estimate (4.20). For any integer k we
define
Mk =
 ∑
x∈∂Bℓ
W˜ (x)
k = ∑
x1,...,xk∈∂Bℓ
W˜ (x1) · · · W˜ (xk) . (4.26)
We claim that
Ep [Mk] 6 C
k
2k! , k = 1, 2, . . . (4.27)
for some constant C2 < ∞. Note that the result (4.20) is an immediate consequence of
(4.27) since the l.h.s. in (4.20) is bounded by
Ep [exp (tM1)] = 1 +
∞∑
k=1
tk
k!
EpMk 6
1
1− C2t .
Let x1, . . . , xk ∈ ∂Bℓ be given as in a generic term in the sum in (4.26). These points may
be ordered by the lexicographic rule to obtain the ordered set x˜1 6 x˜2 6 . . . 6 x˜k. Call
x˜0 and x˜k+1 the absolute leftmost and, respectively, the absolute rightmost vertex in ∂Bℓ.
Below we use [x˜j−1, x˜j) to denote the set of vertices y ∈ ∂Bℓ such that y is larger or equal
to x˜j−1 but strictly less than x˜j , with the agreement that, when j = k+1, the set [x˜k, x˜k+1)
also includes the end point x˜k+1. With these notations we can write
Mk+1(ω) =
k+1∑
j=1
∑
x1,...,xk∈∂Bℓ
W˜ (x1) · · · W˜ (xk)
∑
y∈[x˜j−1,x˜j)
W˜ (y) (4.28)
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FIGURE 6. Schematic picture of the tree Tk in the case k = 4. Here y ∈ [x˜4, x˜5).
Consider now a given y ∈ [x˜j−1, x˜j). Let Tk denote the subtree determined by the union
of all paths Γr,xi, i = 1, . . . , k. Let d(y, Tk) denote the distance from y to Tk and write zy
for the closest ancestor of y on Tk (characterized by d(zy , y) = d(y, Tk)). Clearly, we can
estimate W˜ (y) 6 W˜ (Γzy,y), where W˜ (Γzy,y) =
∏
z∈Γzy,y ψz. Now, by construction, the
random variable W˜ (Γzy ,y) is independent of all the weights W˜ (xi) except for the variables
ψz where z is either zy or one of the k0 − 1 consecutive vertices just above zy. Let us call
Ay this set of vertices. Restricting to the event that x1, . . . , xk ∈ Dℓ(ω) we can estimate∏
z∈Ay
(ψz(ω))
−1
6 u−k0 .
Therefore we have
Ep [Mk+1] 6 u
−k0
∑
x1,...,xk∈∂Bℓ
Ep [W (x1) · · ·W (xk)]
k+1∑
j=1
∑
y∈[x˜j−1,x˜j)
Ep
[
W˜ (Γzy,y)
]
(4.29)
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Clearly, for every integer d there at most bd vertices y such that d(y, Tk) = d. Therefore,
choosing u 6 1/(4b), from (4.23), for every pair x˜j−1, x˜j , we have∑
y∈[x˜j−1,x˜j)
Ep
[
W˜ (Γzy ,y)
]
6 2C1 . (4.30)
From (4.29) and (4.30), setting C2 := 2u
−k0C1 we obtain
Ep [Mk+1] 6 C2(k + 1)Ep [Mk] , (4.31)
so that, for every k > 1 we can estimate Ep [Mk] 6 C
k
2 k! as claimed in (4.27). 
We turn to the setting of statement b*.
Lemma 4.5. For any p > 12 , there exist β0 < ∞ and b0 ∈ N, such that (4.20) holds for any
β > β0, b > b0, h = 0.
Proof. The proof is essentially the same as that of Lemma 4.4, but we have to modify the
definition of good and bad vertices. Given x ∈ ∂Bℓ and z ∈ Γx we write as before ∆z for
the set of children of z lying outside of the path Γx. We write also m(ω) for the number
of y ∈ ∆z such that ωy = −1. As in the proof of Lemma 4.2, we may use (4.16) to
estimate this quantity: there exist a1, a2 > 0 such that Pp (m > (1− 2a1)b/2) 6 e−a2b, for
all sufficiently large b.
Here the definition of good vertices goes as follows. We say that z is good if m 6 (1 −
2a1)b/2 and if all the vertices y ∈ ∆z such that ωy = +1 satisfy Ry 6 ε. Clearly, if z is
good, from (4.2) we must have
Rz 6 ε
−m(2ε)b−1−mε−1 6 2b−1ε2(a1b−1) .
In particular, for any u > 0 we find b0 and β0 such that for all b > b0 and β > β0 we have
Rz 6 uε. As in the proof of Lemma 4.4 we therefore have that Kβ(Rz) 6 u whenever z
is good. Now we can define individual weights ψz exactly as in (4.22) and, as before, we
can estimate W (x) 6 W˜ (x). To establish the analog of (4.23) we simply observe that ψz
are i.i.d. random variables with the present definition of good vertices. Moreover, from
Lemma 4.2 we easily infer that
Pp [ z is bad] 6 e
−c b (4.32)
for some c > 0. Using this we have, see (4.25)
Ep
[
W˜ (x)
]
6 (2u)ℓ , (4.33)
as soon as e−c bu−1 6 1. The rest of the proof goes now exactly as in Lemma 4.4. The
estimate (4.29) is actually simplified by the fact that we only need to remove the vertex
zy, so that the factor u
−k0 is now replaced by u−1. In particular, (4.31) now holds with
the constant C2 = 2u
−1. 
It remains to prove (4.20) in the setting of statement c*.
Lemma 4.6. For any p > 0, there exist β0 < ∞ and b0 ∈ N, such that (4.20) holds for any
β > β0, b > b0, h = +hc(β).
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Proof. As in the proof of Lemma 4.6 we call m(ω) the number of obstacles among the
children in ∆z for a given vertex z. We shall use the analog of estimate (4.19). Letting
a1 and a2 be the parameters appearing there, the vertex z is now declared good if m(ω)
satisfies m(ω) 6 (1− a1)b and all the vertices y ∈ ∆z such that ωy = +1 satisfy Ry 6 ε.
With this definition of good vertices, the bounds of Lemma 4.3 now show that
Pp [ z is bad] 6 e
−c b
for some c > 0 and all sufficiently large b. On the other hand, reasoning as in the proof of
Lemma 4.3, an application of (4.2) gives that if z is good then
Rz 6 ε
b−2ε−m(2ε)b−1−mε−1 6 2b−1ε2a1b−4 .
Given u > 0 we then find b0, β0 such that Kβ(Rz) 6 u whenever z is good, as soon as
b > b0 and β > β0. The rest goes exactly as in the proof of Lemma 4.5 above. 
4.4. Poincare´ and Logarithmic Sobolev inequalities among obstacles. Recall the defi-
nition (2.6) of the constants cgap and csob. We shall focus here on the case of the measure
µ = µ+L,ω, i.e. the Gibbs measure with plus boundary condition below a certain level L
among the obstacle environment ω. We shall write cgap(L,ω) and csob(L,ω) for the asso-
ciated constants. Here ω will be distributed according to Bernoulli(p) measure.
It is well known that, in general, cgap > 2csob. On the other hand, for trees, a useful
inequality established in [19] states that cgap 6 O(log n)csob, where n is the cardinality
of the tree. In particular, Theorem 5.7 in [19] in our setting implies that for every b and
every β there exists a constant C < +∞ such that for every ω ∈ Ω and for every L
cgap(L,ω) 6 C Lcsob(L,ω) (4.34)
Our main result here is an almost sure polynomial bound on csob(L,ω): There exists a
constant ζ <∞ such that
csob(L,ω) > L
−ζ (4.35)
holds Pp–a.s. for L sufficiently large. Here the constant ζ will depend on the parameters
a, b, β in case a*, on b, β and p in cases b*,c*.
Theorem 4.7.
a*) For every a > 0, b > 2, there exists p < 1 and β0 such that (4.35) holds for all β > β0
and h > − hc(β, b) + a.
b*) For every p > 12 , there exist b0 ∈ N and β0 <∞ such that (4.35) holds for h = 0, b > b0,
β > β0.
c*) For every p > 0, there exist b0 ∈ N and β0 <∞ such that (4.35) holds for b > b0, β > β0
and h = +hc(β).
Proof. We will carry out the proof of the three statements simultaneously. Indeed, the key
estimate we need is the exponential integrability (4.20), which holds in all cases under
consideration as worked out in Lemma 4.4, Lemma 4.5 and Lemma 4.6.
Thanks to the deterministic bound (4.34) it suffices to prove the claim (4.35) with
csob(L,ω) replaced by cgap(L,ω). We fix a length scale ℓ1 much smaller than L. For each
vertex x ∈ TL(ω), let Bx,ℓ1 ⊂ TL(ω) denote the subtree (or “block”) of depth ℓ1 − 1
rooted at x. In this way Bx,ℓ1 consists of ℓ1 levels and we understand that if x is k < ℓ1
levels from the bottom of TL(ω) then Bx,ℓ1 has only k levels. In the end we will choose
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ℓ1 = C logL for some sufficiently large constant C. We define the Dirichlet form of the
so-called “block–dynamics”
Dℓ1,L,ω(f) =
∑
x∈TL(ω)
µ+L,ω
[
VarBx,ℓ1 (f)
]
.
A standard argument relating the spectral gap of the heat–bath dynamics to the spectral
gap of the block–dynamics (see e.g. [18]) shows that, since there are at most ℓ1 blocks
containing a given vertex x, we have
cgap(L,ω) >
1
ℓ1
{
min
τ,x
cgap(µ
τ
Bx,ℓ1
)
}
inf
f
Dℓ1,L,ω(f)
Varµ+L,ω
(f)
, (4.36)
where cgap(µ
τ
Bx,ℓ1
) denotes the spectral gap of the heat bath dynamics on the block Bx,ℓ1
with boundary condition τ (and τ is assumed to be compatible with the obstacle realiza-
tion, i.e. τ ∈ Bω):
cgap(µ
τ
Bx,ℓ1
) = inf
f
DµτBx,ℓ1 (f)
VarµτBx,ℓ1
(f)
.
In general trees, according to Theorem 1.4 in [1], one has a lower bound on cgap of order
n−ζ uniformly over the boundary condition, where n is the cardinality of the tree and
ζ <∞ is a constant depending on the parameters b, β, h. In particular this implies that for
all ω ∈ Ω and for all sufficiently large ℓ1
1
ℓ 1
min
τ,x
cgap(µ
τ
Bx,ℓ1
) > b−2ζℓ1 . (4.37)
Let cgap(ℓ1, L, ω) denote the spectral gap of the block–dynamics, i.e. the infimum appear-
ing in (4.36). So far we have obtained the deterministic bound
cgap(L,ω) > b
−2ζℓ1 cgap(ℓ1, L, ω) . (4.38)
Next we make a deterministic estimate on cgap(ℓ1, L, ω). To this end we use the method of
[19], combined with the results we obtained in previous subsections. Given r ∈ (0, 1), we
say that µ+L,ω is (ℓ1, r
ℓ1)–mixing if for every x ∈ TL(ω)
Varµ+L,ω
(
µ+L,ω(σx |σDx,ℓ1 (ω))
)
6 rℓ1Varµ+L,ω
(σx) , (4.39)
where µ+L,ω(σx |σDx,ℓ1(ω)) denotes the conditional expectation of σx given the values of
σ on Dx,ℓ1(ω), the set of descendants of x at distance ℓ1. A simple computation shows
that (4.39) is actually equivalent to the variance mixing condition VM(ℓ1, ǫ), with ǫ = r
ℓ1,
introduced in [19]. In particular, Theorem 3.2 in [19] implies that
cgap(ℓ1, L, ω) >
1
4
, (4.40)
for ℓ1 > ℓ0, for some finite ℓ0 = ℓ0(r) as soon as µ
+
L,ω is (ℓ1, r
ℓ1)–mixing. The conclusion of
the theorem therefore follows from (4.38) and (4.40) if we can prove that µ+L,ω is (ℓ1, r
ℓ1)–
mixing Pp-a.s. for some r < 1, when ℓ1 = C logL, with some C < ∞, for all sufficiently
large L. To prove this we observe that, setting g(σx) := µ
+
L,ω
[
µ+L,ω(σx |σDx,ℓ1 (ω)) |σx
]
, we
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may write
Varµ+L,ω
(
µ+L,ω(σx |σDx,ℓ1(ω))
)
= Covµ+L,ω
(σx, g(σx))
= 2µ+L,ω(σx = +1)µ
+
L,ω(σx = −1) [g(+1) − g(−1)] 6
1
2
[g(+1)− g(−1)] . (4.41)
Let ν denote a coupling of the measures µ+L,ω(· |σx = +1) and µ+L,ω(· |σx = −1). We then
write
g(+1) − g(−1) =
∑
τ,η
ν(τ, η)
[
µ+L,ω(σx | τDx,ℓ1 (ω))− µ
+
L,ω(σx | ηDx,ℓ1(ω))
]
6
∑
τ,η
ν(τ, η)
∑
y∈Dx,ℓ1 (ω)
1τy 6=ηy
[
µ+L,ω(σx | ([τη]y,+)Dx,ℓ1 (ω))− µ
+
L,ω(σx | ([τη]y,−)Dx,ℓ1 (ω))
]
with [τη]y,± denoting the interpolation between τ and η, i.e. the configuration such that,
using lexicographic order on Dx,ℓ1(ω), ([τη]
y,±)z = τz, z < y, and ([τη]y,±)z = ηz, z > y,
while ([τη]y,±)y = ±1. Recall now the definition (4.5) of the function Kβ and set
γ := sup
x>0
Kβ(x) = tanh β .
Since [τη]y,+ and [τη]y,− differ only at y ∈ Dx,ℓ1(ω), reasoning as in (4.4) and (4.7) we
estimate
µ+L,ω(σx | ([τη]y,+)Dx,ℓ1 (ω))− µ
+
L,ω(σx | ([τη]y,−)Dx,ℓ1 (ω)) 6 2 γ
ℓ1 (4.42)
From (4.8) we then obtain
g(+1) − g(−1) 6 2 γℓ1 ν (|τ − η|x,ℓ1) 6 2 γℓ1
∑
y∈Dx,ℓ1(ω)
W (Γx,y) (4.43)
Since δ = δ(β, h, b) := Varµ+L,ω
(σx) > 0, from (4.39), (4.41) and (4.43) we see that
Pp
(
(ℓ1, r
ℓ1)−mixing does not hold
)
6 Pp
(
∃Bx,ℓ1 :
∑
y∈Dx,ℓ1
W (Γx,y) > δ γ
−ℓ1 rℓ1
)
6
∑
x: d(x) 6 L
Pp
( ∑
y∈Dx,ℓ1
W (Γx,y) > δ γ
−ℓ1 rℓ1
)
. (4.44)
For every x we can use the bound (4.20), so that (4.44) yields
Pp
(
(ℓ1, r
ℓ1)−mixing does not hold
)
6 2 bL exp (−t0δ rℓ1γ−ℓ1) . (4.45)
Setting e.g. r =
√
γ, ℓ1 = C logL with C sufficiently large we see that by the Borel Cantelli
lemma we have (ℓ1, r
ℓ1)–mixing Pp-a.s. for all ℓ1 large enough. This concludes the proof
of the theorem. 
Remark. One may wonder whether the result of Theorem 4.7 captures the true behav-
ior of the logarithmic Sobolev constant in presence of the random realization of obstacles
or whether, instead, it only provides a pessimistic bound. As we show below, as soon as β
is large enough (actually larger than the spin–glass critical point for the pure Ising model
on Tb [1]), in all the three cases described in the theorem, there exists a set Ω0 of obstacles
realizations of uniformly positive probability, such that for every ω ∈ Ω0 the spectral gap
and a fortiori the logarithmic Sobolev constant must shrink to zero at least as fast as L−ζ′
for some deterministic exponent ζ ′ > 0. A quick sketch of the proof of this fact for the
setting (a∗) and e.g. b = 2 goes as follows.
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Pick a vertex x ∈ T (ω) with d(x) 6 L2 and denote by Tx,ℓ the finite sub-tree of Tb rooted
at x with ℓ = δ(M + 1) log L levels, δ ≪ 1, M ≫ 1 but δM ≪ 1. Assume that Tx,ℓ is free
of obstacles, group together the sites of ∂Tx,ℓ into equal blocks according to their common
ancestor in Tx,ℓ at level δ logL+1 and order the blocks from left to right. Then impose that
all vertices inside the odd blocks are obstacles while all sites z inside even blocks are not
obstacles and the corresponding Rz(ω) satisfies Rz(ω) ≤ ε (as usual ε = e−2β). Because of
Lemma 4.1 the obstacles realizations that obey the above specifications have probability
larger than e−c|Tx,ℓ∪∂Tx,ℓ| = e−cLα for a suitable constant c = c(p, β) and α = δ(M+1) log 2.
Since δM ≪ 1 the probability of finding a vertex x with the above properties converges to
one as L→∞.
Consider now the common ancestor y at level δ logL of two odd-even neighboring
blocks. It follows immediately from the recursion (4.2) and the assumptions we made on
the even/odd blocks, that |Ry − 1| 6 e−cδM logL for a suitable constant c. In turn, if M
is large enough, that implies that the marginal of the Gibbs measure µL,ω on the finite
sub-tree rooted at x with now δ logL levels, has a bounded (independently of L) rela-
tive density with respect to the Ising Gibbs measure on the same tree with free boundary
conditions on its leaves. Since the latter has a spectral gap (and a fortiori a logarithmic
Sobolev constant) smaller than b−a(β)δ logL for some positive a(β), we conclude that for
the obstacles realizations satisfying the previous conditions, csob(µ
+
L,ω) 6 L
−ζ′ for some
ζ ′ = ζ ′(β, δ, b).
5. PROOF OF CLAIMS (1)–(4)
The results of the previous section allow us to fill the gaps in the proof of Theorem 1.2.
We refer to section 3.1 for the setting and the notation.
Claim 3. Recall the definition of the random trees Tz,2ℓ(ω) and the associated measure
ν+,+z,2ℓ , where z is a vertex at level ℓ. We have to estimate minz cgap(ν
+,+
z,2ℓ ). Since the
b.c. above z can only affect this quantity by a constant factor (depending on β), we may
replace ν+,+z,2ℓ by the measure ν
+
z,2ℓ with free b.c. above z. At this point, for each z we are
exactly in the setting of Theorem 4.7, with L = 2ℓ. As we have seen in the proof of that
theorem (see (4.45)), we can prove that there exists ζ <∞ such that
Pp
(
csob(ν
+
z,2ℓ) 6 ℓ
−ζ
)
6 e−ℓ
2
, (5.1)
for all sufficiently large values of ℓ. Since the number of z such that d(z) = ℓ is bℓ, the
claim follows from the Borel–Cantelli lemma. 
Claim 4. Observe that it is sufficient to prove
Pp
(
ν+,+rx,2ℓ(σx = +1)− ν−,+rx,∞(σx = +1) > (3b)−3ℓ
)
6 e−ℓ . (5.2)
Recall that ν−,+rx,2ℓ stands for the Gibbs measure on Trx,2ℓ(ω) with − b.c. above Dℓ(ω) and
+ b.c. below D2ℓ(ω). Observe that, by (4.7) we have
ν+,+rx,2ℓ(σx = +1)− ν
−,+
rx,2ℓ
(σx = +1) = W (Γrx,x) . (5.3)
As in the proof of (4.20) the expectation of the latter expression is estimated by
EpW˜ (Γrx,x) 6 (2u)
ℓ/2, since x satisfies d(x, rx) > ℓ/2 (see also Lemma 4.4, Lemma 4.5
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and Lemma 4.6). Then by Markov’s inequality
Pp
(
ν+,+rx,2ℓ(σx = +1)− ν
−,+
rx,2ℓ
(σx = +1) >
1
2
(3b)−3ℓ
)
6
1
2
e−ℓ (5.4)
provided u is small enough. We turn to an estimate of the difference ν−,+rx,2ℓ(σx = +1) −
ν−,+rx,∞(σx = +1). Let Eℓ(ω) denote the (Ising–model) event that there exists a path Γ in
T (ω) joining the sets D 5
2
ℓ(ω) and D3ℓ(ω) such that σz = −1 for each z ∈ Γ. If the sets
D 5
2
ℓ(ω) and D3ℓ(ω) are not connected in T (ω) we simply set Eℓ = ∅. Observe that by
monotonicity, for every ω we have
ν−,+rx,∞(σx = +1 |Ecℓ ) > ν−,+rx,2ℓ(σx = +1) (5.5)
The reason for the above domination is that if there is no path connecting D 5
2
ℓ(ω) and
D3ℓ(ω) covered by − spins, then there must exist a cut–set of T (ω), fully contained be-
tween level 52ℓ and level 3ℓ covered by + spins, and conditioned on this event ν
−,+
rx,∞ dom-
inates ν−,+rx,2ℓ. We then have
ν−,+rx,2ℓ(σx = +1)− ν−,+rx,∞(σx = +1)
6 ν−,+rx,2ℓ(σx = +1)− ν−,+rx,∞(Ecℓ )ν−,+rx,∞(σx = +1 |Ecℓ )
6 ν−,+rx,∞(Eℓ) (5.6)
At the price of a β–dependent factor we may replace ν−,+rx,∞ with the measure ν+rx,∞ with
free b.c. above the vertex rx. Now we are in the familiar setting of the previous sub-
sections. To estimate ν+rx,∞(Eℓ), suppose ω ∈ Ω is such that T (ω) contains a given path
Γ = {x0, x1, . . . , xh} with d(xj+1) = d(xj) + 1, d(x0) = 52ℓ and d(xh) = 3ℓ, h = ℓ/2. Write{Γ = −} for the event {σx0 = σx1 = · · · = σxh = −1} and let qj(ω) denote the probability
ν+rx,∞(σxj = −1 |σxj−1 = −1). Clearly we have
ν+rx,∞(Γ = −) = ν+rx,∞(σx0 = −1)
h∏
j=1
qj(ω) 6
h∏
j=1
qj(ω) . (5.7)
Observe that
qj(ω) = ε
−1Rxj(ω)/(1 + ε
−1Rxj(ω)) . (5.8)
As in the proof of Lemma 4.4, Lemma 4.5 and Lemma 4.6 we discriminate the vertices
along Γ in good and bad vertices. We know that if z is good, then Rz(ω) 6 uε and
therefore, by (5.8) we have qj(ω) 6 u. As in (4.24) we may then estimate
ν+rx,∞(Γ = −) 6 u
ℓ
2
−n(ω) (5.9)
where n(ω) stands for the number of bad vertices along Γ. Summing over all possible
paths and estimating as in (4.25) and (4.33) we arrive at
Ep
[
ν+rx,∞(Eℓ)
]
6 b3ℓ (2u)
ℓ
2 6
1
4
(3b)−3ℓe−ℓ , (5.10)
provided u is suitably small. From (5.6), Markov’s inequality yields
Pp
(
ν−,+rx,2ℓ(σx = +1)− ν−,+rx,∞(σx = +1) >
1
2
(3b)−3ℓ
)
6
1
2
e−ℓ . (5.11)
This, together with (5.4), ends the proof of Claim 4. 
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Let us now turn to Claim 1 and Claim 2. Here the environment ω is given by a
Bernoulli(p) configuration η below level ℓ and is deterministically free of obstacles up
to and including level ℓ, as prescribed by (3.3).
Claim 1. Let Eℓ be the event that there exists a vertex x with d(x) = ℓ, such that σz = −1
for every z ∈ Γx, i.e. if the root is connected to level ℓ by a path covered with − spins. As
in (5.5) and (5.6) we have
0 6 µ+(σr)− µ+ω (σr) 6 µ+ω (Eℓ) . (5.12)
Following (5.7) and (5.8) we estimate
µ+ω (Eℓ) 6
∑
x: d(x)=ℓ
∏
z∈Γx
(ε−1Rz(ω)) . (5.13)
By monotonicity we have Rz(ω) 6 Rz(ω˜), where ω˜ coincides with ω (and therefore with
η) below level ℓ and is given by a new (independent) Bernoulli(p) configuration η′ up to
and including level ℓ. We denote by E˜p the expectation over the random environment ω˜.
Here we can apply the machinery developed in Lemma 4.4, Lemma 4.5 and Lemma 4.6.
Namely, for a suitably small parameter u > 0, we can write ε−1Rz(ω˜) 6 u for every good
vertex z. Estimating as in (5.9) and (5.11) above we have
Ep
[
µ+ω (Eℓ)
]
6
∑
x: d(x)=ℓ
E˜p
[∏
z∈Γx
(ε−1Rz(ω˜))
]
6 bℓ (2u)ℓ 6 e−3ℓ . (5.14)
Therefore
Pp
(
µ+ω (Eℓ) > e
−2ℓ
)
6 e2ℓ Ep
[
µ+ω (Eℓ)
]
6 e−ℓ . (5.15)
Thanks to (5.12) and the Borel–Cantelli lemma, this implies the desired estimate. 
Claim 2. This is the same as the statement (4.35) appearing in Theorem 4.7, with the
difference that now the environment is deterministically free of obstacles up to and in-
cluding level ℓ. We can therefore repeat the argument used in the proof of Theorem 4.7
and see that what has to be established here is a version of the exponential integrability
(4.20) for our new environment ω. The latter, in turn, relies on the bounds of Lemma 4.1,
Lemma 4.2 and Lemma 4.3. Since the ratios R are monotonic functions of the environ-
ment, these estimates can only improve in the setting considered here and the proof of
Claim 2 becomes a trivial modification of the proof of Theorem 4.7. 
6. AN EXTENSION TO THE HARD–CORE LATTICE GAS (INDEPENDENT SETS)
6.1. The hard core lattice gas. A configuration η ∈ Ω := {0, 1}Tb is called an indepen-
dent set if no two adjacent vertices are occupied, i.e. if ηxηy = 0 for every couple x, y ∈ Tb
such that d(x, y) = 1. We call Ω¯ the collection of all independent sets over the b–ary tree
T
b. In the hard–core lattice gas model Ω¯ is the set of allowed configurations and each such
configuration η ∈ Ω¯ is weighted with the factor λ|η| where |η| stands for the cardinality of
η, i.e. the number of occupied vertices in η, and λ > 0 is the so–called activity parameter.
To define the Gibbs measure we use local specifications µτA obtained by setting
µτA(η) ∝ λ|ηA| ,
where A is a finite subset of Tb, τ, η ∈ Ω¯ are two allowed configurations such that τx = ηx
for all x /∈ A, and |ηA| =
∑
x∈A ηx. It is well known that the hard–core lattice gas model
undergoes a phase transition at the critical activity λc = b
b/((b−1)b+1) (see e.g. [27, 10]).
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For λ 6 λc there is a unique phase regardless of the boundary condition on the leaves,
while for λ > λc there are (at least) two distinct phases, corresponding to the odd and
even boundary conditions respectively. The even boundary condition τ e is obtained by
occupying all the vertices at even depth from the root and letting all the rest unoccupied,
i.e.
τ ex =
{
1 d(x) is even
0 d(x) is odd
The odd boundary condition τ o is the complement τ o = 1 − τ e. We use the notation
µeℓ = µ
τe
Tℓ
for the Gibbs measure on the tree of depth ℓ with even boundary condition.
Similarly µoℓ denotes the Gibbs measure with odd boundary conditions. We also write
µe = limℓ→∞ µeℓ and µ
o = limℓ→∞ µoℓ . When we need to emphasize the λ–dependence we
shall write µeλ, µ
o
λ in place of µ
e, µo. Phase transition is reflected by the fact that, when
λ > λc, the probability of occupation of the root differs for µ
e
λ and µ
o
λ.
6.2. The Glauber dynamics. The hard–core Glauber dynamics is the Markov process
with Markov generator formally given by (1.1) with flip rates that are reversible w.r.t.
the hard–core lattice gas Gibbs measure. As in the Ising model we restrict for simplicity to
the heat–bath dynamics given by
c(σx) =

qλ σx = 1
pλ σ
x ∈ Ω¯ , σx = 0
0 σx /∈ Ω¯
qλ :=
1
1 + λ
, pλ :=
λ
1 + λ
. (6.1)
Here σ ∈ Ω¯ and σx represents the configuration σ with the occupation number at x in-
verted, i.e. (σx)y = σy, for all y 6= x and (σx)x = 1− σx. In words, only transitions within
Ω¯ are allowed and the transition σ → σx occurs with rate pλ = λ/(1 + λ) if x is vacant
and with rate qλ = 1/(1 + λ) if x is occupied. It is easily verified that detailed balance
holds with this choice of rates. Moreover, for any finite subset A ⊂ Tb, for any τ ∈ Ω¯, the
finite volume dynamics on A with boundary condition τ is ergodic and reversible w.r.t. the
Gibbs measure µτA. As for the Ising Glauber dynamics we can use the spectral gap and the
logarithmic Sobolev constant to estimate the rate of convergence to the stationary distri-
bution µτA. The corresponding definitions are exactly the same as in (2.6). An important
result of [19] is that the uniform bounds (2.9) hold here if we replace µ+ℓ with µ
e
ℓ , i.e. in
the even phase one has exponential decay to equilibrium for all values of λ. Of course, the
same holds for the odd phase.
6.3. Attractivity. It is essential for our approach that we can define a partial order on Ω¯
such that the hard–core lattice gas and its Glauber dynamics become attractive. Let us
write Tb as the disjoint union of even and odd vertices, Teven and Todd, where Teven :=
{x ∈ Tb : d(x) is even} and Todd := {x ∈ Tb : d(x) is odd}. We define the following order
on Ω¯:
σ ≺ η ⇐⇒
{
σx 6 ηx x ∈ Teven
σx > ηx x ∈ Todd
(6.2)
A function f : Ω¯ → R is called monotone increasing (decreasing) if σ ≺ η implies
f(σ) 6 f(η) (f(σ) > f(η)). We also write µ 6 ν, for two measures on Ω¯, when-
ever µ(f) 6 ν(f) for every monotone increasing function f . As in the Ising model it
is straightforward to construct an order–preserving global path-wise coupling. Let σξ,A,τt
denote the hard–core Glauber process at time t, with start in the configuration ξ ∈ Ω¯,
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evolved in the region A with boundary condition τ ∈ Ω¯. We may couple the pro-
cesses
{
(σξ,A,τt )t > 0, A ⊂ Tb, ξ, τ ∈ Ω
}
such that the following relations hold: for any
A ⊂ B ⊂ Tb, any ξ ≺ ξ′, τ ≺ τ ′ and t > 0
σξ,A,τt ≺ σξ
′,A,τ ′
t (6.3)
σξ,A,τ
o
t ≺ σξ,B,τt ≺ σξ,A,τ
e
t (6.4)
These relations also imply the following monotonicity properties of the Gibbs measures
and the associated FKG–property (see (2.1)–(2.2)):
(i) for any A ⊂ Tb the map η 7→ µηA(f) is increasing; (6.5)
(ii) µτ
e
B 6 µ
τe
A whenever A ⊂ B. (6.6)
6.4. Results. Replacing µ+ with µe we may define the sets Ωα, α ∈ (0, 1), just as in
Definition 1.1. It is not difficult to check that Lemma 2.1 and therefore Corollary 2.2 hold
in the present setting as well as in the Ising case. The same applies to Corollay 2.3 and
Lemma 2.4.
We need to introduce the hard–core analog of the Bernoulli measures Pp. We call νp,λ,
p ∈ (0, 1), λ > 0 the probability measure on Ω¯ obtained as follows: we first assign oc-
cupation numbers on Teven according to the Bernoulli(p) probability Pp. This gives a
configuration η on Teven. To obtain a legal configuration (in Ω¯) we may now occupy only
those vertices in Todd that are at least at distance 3 from η. Call Aη ⊂ Todd this set of
available vertices. Finally put ηx = 1 with probability pλ = λ/(1 + λ) independently for
every x ∈ Aη.
A simple coupling argument shows that, for every λ > 0, νp,λ > µ
e
λ as soon as p > pλ.
In particular, the argument of Lemma 2.4 shows that νp,λ(Ωα) = 1, for every α > 0, for all
p > pλ. Our main result for the hard–core lattice gas is stated as follows.
Theorem 6.1.
a) For every b > 2, there exists p < 1 such that for all λ ∈ (0,∞) we have ν(Ωα) = 1, for
some α = α(λ, b) > 0, for any initial distribution ν such that ν > νp,λ .
b) For every p > 12 , there exist b0 ∈ N and λ0 ∈ (0,∞) such that for b > b0, λ > λ0 we have
ν(Ωα) = 1, for some α = α(λ, b, p) > 0, for any initial distribution ν such that ν > νp,λ .
6.5. Sketch of proof of Theorem 6.1. Theorem 6.1 will be proved with the same ar-
guments used in the proof of Theorem 1.2. Below we point out the necessary (rather
obvious) modifications.
The first observation is that in view of the monotonicity of Ωα, the domination νp,λ > µ
e
λ
for p > pλ, Lemma 2.4 allows to replace the statements in the theorem by
a*) For every b > 2, there exist p < 1 and λ0 < ∞ such that for all λ > λ0 we have
νp,λ(Ωα) = 1, for some α = α(λ, b) > 0.
b*) For every p > 12 there exist b0 and λ0 such that for b > b0, λ > λ0 we have νp,λ(Ωα) = 1
for some α = α(λ, b, p) > 0.
To repeat the argument of section 3 we need to introduce the notion of the environment
of obstacles. A realization of the environment is described by ω ∈ Ω¯ with the following
interpretation: x ∈ Teven is called an obstacle if ωx = 0 and is said to be free if ωx = 1.
Similarly x ∈ Todd is an obstacle if ωx = 1 and is free if ωx = 0. Note that x is an
obstacle in ω iff ωx = τ
o
x . As in the Ising case ω determines the tree T (ω), i.e. the largest
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connected component of free vertices containing the root. We write Bω for the set of τ ∈ Ω¯
such that τx = τ
o
x for every x /∈ T (ω). The hard–core model in a given environment ω is
then obtained as before: for every A ⊂ Tb we write µτA,ω for the measure µτA∩T (ω), where
τ ∈ Bω. The same reasoning applies to the dynamics and we may use, as before, ρt,ω(ξ) for
the expected value at the root of the occupation variable under the dynamics σξt,ω among
obstacles with starting configuration ξ ∈ Ω¯
We then observe, as in (3.2) that
ρt,ω(τ
e) 6 ρt(ω) , x ∈ Teven ,
where ρt(ω) denotes expectation at the root w.r.t. the dynamics in infinite volume without
obstacles with starting configuration ω. We then define the environment ω = ω(η, ℓ) as
in (3.3), where of course the + configuration is replaced by τ e. We now proceed exactly
as in (3.5). Moreover, we may repeat the estimates of the three terms there without
modifications. What is crucial is that the technical estimates isolated in Claims 1 to 4 can
be established for the new setting. A discussion of the point is given in the next subsection.
6.6. Technical estimates. To prove the Claims 1 to 4 for the hard–core model one needs
to adapt to the present setting the analysis developed in section 4. One defines the ratios R
and the associated weightsW in a similar way here, but the recursive relations involved in
the proofs of the main estimates are model–specific and require a separate investigation.
We will not provide all the details here since there is no truly new ingredient. However
we give a sketch of the basic computations on the ratios R to help the interested reader in
reconstructing the needed claims.
Estimates on R. Let R be defined by
R(ω) =
µeω(σr = 1)
µeω(σr = 0)
(6.7)
A simple computation gives that if ωr = 1 we have
R(ω) = λ
b∏
i=1
1
(1 +Rxi(ω))
(6.8)
where xi, i = 1, . . . , b denote the children of the root and Rxi(ω) is the corresponding
ratio, given as usual by the rule Rx(ω) = R(θxω) (θxω being the environment shifted by
x ∈ Tb). The crucial estimate (4.10) is now replaced by
ν˜p,λ
(
R 6
√
λ
)
6 δ . (6.9)
Here ν˜p,λ denotes the probability νp,λ conditioned to have ωr = 1 and δ is a small param-
eter to be fixed at a later stage. The following bound is the analogue of Lemma 4.1 in the
present setting.
Lemma 6.2. For any δ > 0, b > 2, there exist p0 < 1 and λ0 < ∞ such that (6.9) holds for
all p > p0 and λ > λ0.
Proof. We shall give the proof only in the case b = 2. For any integer ℓ we may define the
ratios Rℓ(ω) w.r.t. µeℓ,ω as in (4.11). We set
qℓ = ν˜p,λ
(
Rℓ 6
√
λ
)
(6.10)
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Let x1, x2 denote the children of the root and call y1, y2 and y3, y4 the children of x1 and
x2, respectively. Observe that the event E that ωxi = 0, i = 1, 2 and ωyi = 1, i = 1, . . . , 4
has νp,λ probability at least 1− 4(1− p) (since it suffices to occupy all yi’s to automatically
free the xi’s). Moreover for ω ∈ E we have
Rℓ(ω) = λ
(
1 +
λ
(1 +Rℓy1(ω))(1 +R
ℓ
y2(ω))
)−1(
1 +
λ
(1 +Rℓy3(ω))(1 +R
ℓ
y4(ω))
)−1
.
(6.11)
Note that Rℓyj (ω)) = R
ℓ−2(θyjω). Suppose that R
ℓ
yi(ω) >
√
λ, i = 1, 2, 3. Then the above
formula shows that for λ sufficiently large, the condition Rℓ(ω) 6
√
λ forces Rℓyi(ω) 6 3.
Reasoning as in (4.14) we see that
qℓ 6 4(1− p) + 6q2ℓ−2 + 4ν˜p,λ
(
Rℓy1 6 3
)
. (6.12)
Using again (6.11) we see that if there is only one yj with R
ℓ
yj (ω) 6
√
λ it is impossible to
have Rℓ(ω) 6 3. It follows that
ν˜p,λ
(
Rℓy1 6 3
)
6 4(1− p) + 6q2ℓ−4 (6.13)
Putting these estimates together and using qℓ−4 6 qℓ−2 we see that
qℓ 6 12(1 − p) + 30q2ℓ−2 . (6.14)
The conclusion now follows from (6.14) just as in the case of (4.15) because of the even
boundary condition. 
7. OPEN PROBLEMS
We conclude by discussing an interesting open problem. Back to the Ising case with
h = 0, let us take as initial distribution for the Glauber dynamics the symmetric product
measure P1/2 that for shortness we denote by ν.
A first non trivial question is whether the law of the Glauber dynamics νPt converges
to a Gibbs measure as t → ∞. In Zd it is well known that this is the case (see e.g.
[16]) because νPt is translation invariant; unfortunately the Lyapunov function techniques
behind the proof do not seem to apply on the tree because of the large boundary/volume
ratio.
In the uniqueness region β 6 β0 it is not difficult to check that νPt converges weakly to
the unique Gibbs measure as t → ∞. More interesting is the interval β ∈ (β0, β1), where
β1 is the spin-glass transition point discussed in section 1.1. Here the situation is more
complicate due to the presence of infinitely many extremal Gibbs states.
If we recall our first characterization of β1, it is not unreasonable to conjecture that νPt
will converge to the (extremal) free Gibbs measure µfree. In fact, if we imagine that the
single site Glauber dynamics is replaced by a block heat bath dynamics as in [1] then, at
least for small times, each update of a block (say a large but finite subtree) replaces the
Bernoulli product measure ν inside the block with a finite Gibbs measure close to µfree. The
case β > β1 should be even more complex and one can conceive that the dynamics and
coarsening of clusters of spins with opposite sign, present in the starting configuration,
will play a significant role as in the β = +∞ case [31].
Although we have no clear answers to any of the above questions, we do have some pre-
liminary “concentration of measures” results that bring some support to the conjectured
behavior in the intermediate regime (β0, β1).
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First we show that for any local function f
ν
(
η; |Pt(f)(η) − νPt(f)| > e−ct
)
6 e−ce
ct
,
for some c > 0.
In other words not too large fluctuations in the starting configuration η are completely
washed out by the dynamics. In particular, for any local function f which is odd w.r.t. a
global spin flip,
lim
t→∞Pt(f)(η) = µ
free(f) = 0 ν–a.a. η .
Secondly we derive a stability result that can be roughly formulated as follows. Let ν˜ be
a perturbation of ν such that the relative entropy between ν and ν˜ restricted to the first ℓ
levels does not grow faster than (bℓ)δ , δ ≪ 1. Then for any local function f
lim
t→∞ |ν˜Pt(f)− νPt(f)| = 0 .
We now formalize what we just said.
Proposition 7.1. For h = 0 and β < β1 there exists a positive constant c > 0 such that, for
any function f depending only on finitely many spins and any t > 0 :
ν
(
η; |Ptf(η)− νPtf | ≥ e−ct
)
6 e−cf e
ct
. (7.1)
for a suitable constant cf > 0 depending on f .
Proof. We are going to use standard Gaussian concentration bounds [15] for the measure
ν of the form:
ν(η; |F (η)| > r) 6 e− r
2
2 (7.2)
for any mean zero function F with unitary Lipshitz norm
‖F‖2Lip :=
∑
x∈Tb
‖F (ηx)− F (η)‖2∞ .
Therefore (7.1) follows if we can prove that for some a = a(β) > 0
‖Ptf‖Lip ≤ Cfe−at . (7.3)
for a suitable constant Cf > 0 depending on f . The basic tool is coupling along the lines
introduced in [1]. Recall that tanh(β) < 1/
√
b for any β < β1. Thus we can always choose
λ ∈ (tanh(β), (b tanh(β))−1) in such a way that bλ2 < 1. Given two configurations η, ξ
that differ in finitely many points, define their weighted Hamming distance as
dλ(η, ξ) =
∑
x
λd(x)1ηx 6=ξx (7.4)
Then a key result of [1] combined with an unpublished paper of Peres and Winkler (see
section 4 of [1]) shows that under the natural coupling of the Glauber dynamics started
at η and ξ
E
(
dλ(σ
η
t , σ
ξ
t )
)
6 Ce−ctdλ(η, ξ) (7.5)
for suitable positive constants C, c. Therefore
‖Ptf(ηx)− Ptf(η)‖∞ 6
∑
y
‖f(ηy)− f(η)‖∞ E
(
1
ση
x
t,y 6=σηt,y
)
6
(∑
y
λ−d(y) ‖f(ηy)− f(η)‖∞
)
e−ctλd(x) = Cf e−ctλd(x) (7.6)
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Since bλ2 < 1, the sum over x of the square of the r.h.s. of (7.6) converges and (7.3)
follows. 
Corollary 7.2. In the same setting as above, let ν˜ be a probability measure on Ω and let
νℓ, ν˜ℓ be the marginals on ΩTℓ of ν and ν˜ respectively. Then there exists δ = δ(β) such that,
if Entν(
dν˜ℓ
dνℓ
) ≤ bδℓ for all ℓ, then
lim
t→∞ |ν˜Pt(f)− νPt(f)| = 0 . (7.7)
Moreover the limit is attained exponentially fast.
Proof. Let k = k(β) be so large that, with ℓ = kt, for any large enough t
‖Pt(f)− etLfreeℓ (f)‖∞ 6 e−t ,
where Lfreeℓ stands for the generator of the Glauber dynamics in Tℓ with free boundary
conditions. Standard results on finite speed of information propagation show that such a
k exists (see e.g. [18]). Let now cf , c be the constants appearing in Proposition 7.1 and let
At be the set of configuration {η; |Pt(f)(η)− νPt(f)| > e−ct}. Then, by setting hℓ := dν˜ℓdνℓ ,
|ν˜Pt(f)− νPt(f)| 6 2e−t + |ν˜ℓetLfreeℓ (f)− νℓetLfreeℓ (f)|
= 2e−t + |ν([hℓ − 1]etLfreeℓ (f))|
6 4e−t + 2e−ct + e−cf e
ct
+ ‖f‖∞ν
(
hℓ1At
)
(7.8)
It remains to bound ν
(
hℓ1At
)
and this is easily accomplished using the entropy inequality
together with Proposition 7.1 and our assumption on Entν(hℓ). For any λ > 0
ν
(
hℓ1At
)
6
1
λ
log
(
ν
(
eλ1At
))
+
1
λ
Entν(hℓ) (7.9)
6
1
λ
log
(
1 + (eλ − 1)e−cf ect
)
+
bδkt
λ
(7.10)
If we now choose λ = 14cfe
ct and δ < ck log b we see that ν
(
hℓ1At
)
tends to zero as t → ∞
exponentially fast. 
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