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In recent years, the primary apphcation of basic computer vision research in 
Southampton has been gait recognition. The problem has provided a spur to develop 
new technique in fields ranging from statistical description to feature extraction. This 
thesis concerns developments of the latter approach - that is, in generalised feature 
extraction. Although the work here is generic (in terms of moving shape analysis), we 
use gait recognition as the exemplar and stimulus. 
In order to be able to recognise people, knowing their approximate location is a 
prerequisite. When considering a video sequence, as required for motion-based 
recognition, it also becomes necessary to locate them in each frame. Current 
approaches to this problem tend to rely on tracking techniques - an object is located in 
one frame and followed or tracked in successive ones. Whilst these methods generally 
permit real-time implementation, they depend on good definition of the target in the 
current or recent frames and an appropriate initialisation. In noisy or occluded 
imagery, as is common with complex scenes, a substantial number of frames may be 
corrupted or unusable leading the tracking method to lose the target and perform non-
optimally. Naturally, poor initialisation also easily leads to apparent failure. 
So, tracking techniques have a number of negative characteristics in addition to 
their positive ones - particularly that they do not consider a video sequence as a 
whole, but as a linear series of images. There are obvious benefits that arise from a 
more holistic approach; especially that correlation across a sequence can be examined. 
In most cases changes happen slowly, a fact exploited in motion encoding (e.g. the 
MPEG suite [64]). Slow changes imply strong con-elation between nearby frames or 
even over many frames. 
Few algorithms in computer vision use temporal coirelation across a sequence to 
improve feature extraction. One of these is based around the Hough Transform (HT), 
giving it the strong theoretical grounding and robustness enjoyed by evidence-
gathering methods. The Velocity Hough Transform (VHT) allows sequence-based 
extraction of conic sections that are moving in a parametrically described manner (for 
example, linear or sinusoidal motion). 
Although the VHT was used previously to locate the leg of a walker, the shape 
model (a line) and motion model (sinusoidally bobbing linear motion) used were only 
adequate for the limited experiments possible at the time. The nature of the VHT 
1 provided two barriers to accurate modelling - the inherently restricted generality of its 
shape and motion models. 
The first barrier to using the VHT for person location is that body shape is not 
well represented by conic sections. Limitations of the shape description in the VHT 
preclude the more complex and even arbitrary shapes that are required to give a 
reasonable reproduction of a human shape, without excessive computational 
resources. Hence, the first part of our work was to extend the VHT to allow arbitrary 
shape extraction, to give a continuous-template variant of the VHT (CVHT). We use 
Fourier-Descriptor templates to achieve efficient arbitrary shape representation. 
The second barrier is that people do not move in a simple parametric way but 
rather in a complex and situation dependent way. The motion description in both the 
VHT and CVHT suffers from the same drawbacks as the original shape description in 
the VHT - a lack of sufficient generality at a supportable level of computational 
resource usage. In the second part of our work, we alleviate this restriction also. 
Again, we use Fourier-Descriptor templates and thus gain a consistent framework 
across both shape and motion description. 
In this thesis, we present two novel developments of the evidence-gathering 
paradigm that, together, allow for efficient and robust extraction of arbitrarily moving 
arbitrary shapes. The following chapter details related work and also the foundations 
of the new developments. It ends with a more detailed discussion of the contributions 
to the field. We continue by describing our approach to arbitrary shape extraction 
with parametric motion (Chapter 3) and with arbitrary motion (Chapter 4). In each 
section and for each new technique, we discuss the issues, present theory and 
examine results of some comparative evaluation and performance analysis. Finally, 
we give conclusions and suggest directions for future research, presenting some 
initial work on these directions. 1.1 Publications related to this work: 
There are currently four publications associated with this thesis. These are: 
• [20] A poster at the lEE colloquium in London (1999) that described early 
work on the CVHT 
• [21] An oral presentation at BMVC99 that gave a full analysis of the CVHT 
and mentioned early work on motion templates 
• [22] A poster at BMVC2000 that presented the developed motion template 
work 
• [23] A paper in Pattern Recognition that contains a complete, but excerpted, 
version of this thesis, covering the development of both CVHT and motion 
templates. Appendix 10 contains the final version of this paper. space, circles a 3D space, ellipses a 5D space, etc. Extrapolation suggests that for a 
parametrically defined arbitrary shape (effectively a high- or infinite-order 
polynomial) the standard approach would require a nearly infinite dimensional 
parameter space. In contrast with such an approach [37], which required an exorbitant 
accumulator space, an arbitrary shape HT actually only needs to accumulate for the 
(relatively few) appearance parameters, provided that the shape to be located is 
already specified [4]. Instead of searching for the best fit to the parameters of an 
arbitrary polynomial, the only parameters that need examination are those that tug and 
stretch a template shape until it matches the target - such as position, rotation and 
scale. We will later see how templates can be used efficaciously not only in shape 
extraction, but also in motion extraction and description. 
2.1 Generalised Hough Transform 
Merlin and Farber [39] first considered general-shape detection using the HT but 
their method provided no means for detecting rotated or scaled shapes. Ballard 
developed the full mapping [8] for arbitrary shapes with rotation and scale invariance 
- the Generalised Hough Transform (GHT). The GHT replaces the analytic 
parametric constraints in the HT with a non-analytic tabular representation of an 
arbitrary shape. This table (the "R-table") describes the position of feature points in 
the template, or target, shape relative to a reference point and is indexed by the 
gradient direction information at each feature point. Compared with Merlin and 
Farber's method, this table also increases the efficiency of the algorithm by reducing 
the number of feature points under consideration to those that fit the additional 
gradient direction constraint. Merlin and Farber trace entire instances of the template 
shape in the accumulator, whereas the GHT only adds particular points from the 
template contour to the accumulator. In the GHT, the lower number of votes cast 
reduces the amount of noise in the accumulator generated by false votes (provided 
that the gradient data is of good quality [7]) and can also improve the computational 
speed. 2.2 Fourier-descriptor template representation 
Discretisation or quantisation errors are one of the areas of the HT that has been 
frequently researched, producing analyses of the source of the error, its consequences 
and algorithms to minimise or remove it [34, 47, 59]. However, the GHT in particular 
introduces an additional source of error - the non-analytic shape representation. The 
problems with the GHT's R-table representation have been described in the literature, 
most recently and in greatest detail in [5] although Crimson's work is better known 
[24]. They essentially derive from the fact that it is a discrete representation sampled 
at a particular resolution. When the template is scaled or rotated, there can be 
problems with aliasing and rounding errors. Figure 1 shows the effects of scaling and 
rotating the discrete set of points comprising the original shape (Figure la, shown as 
scaled by 1.0, with no rotation). Figure Ib-d shows the set of points at different 
orientations, whilst Figure le-h and Figure li-1 repeat the rotations at two larger 
scales, double and quadruple respectively. Clearly, there is missing data in the new 
sets of points - the points in the original have become separated due to inadequate 
sampling at the new scale. Furthermore, the effects of discretisation are particularly 
evident in the rotated instances where points have moved from their true position due 
to rounding errors. If the shape had been shrunk, the points in the original would 
merge, effectively oversampling the shape. Civen higher (or multiple) resolutions this 
error can be minimised, but it will always be present. Also, additional/alternative 
resolutions are frequently unavailable. 
Distortions are inevitable when working with discrete systems. Nevertheless, the 
worst effects can be mitigated by maintaining a continuous representation for as much 
of the process as possible. Using an analytically defined curve as the template 
representation makes it possible to defer discretisation until after rotation and scaling. 
Elliptic Fourier Descriptors (FDs) [35] have been deployed in an adaptation of the 
CHT [4] to give such a continuous representation. Instead of recovering vote co-
ordinates from an R-table, they are instead calculated from the FDs. This avoids the 
extra quantisation step inserted by the CHT (discretisation occurs in template 
transformations and again in the accumulation phase), thereby restoring the 
robustness of the original, analytic, HT formulation. In support of this, Aguado [5] 
found that extraction using FDs was possible with greater than 90% noise/signal (the 2.4 Optimisation 
No development involving the HT is complete without at least a brief examination 
of optimisation techniques. Since the process that guarantees optimality is a form of 
exhaustive search (albeit efficiently implemented), the computational resources 
required by the algorithm will always be greater than those used by less 
comprehensive algorithms. As a result of these requirements, there is a substantial 
body of work directed towards alleviating the computational burden. The approaches 
fall into three basic responses to the problem: architectural, pragmatic and analytic. 
The first, architectural, is the simplest and depends on the availability of faster 
computers. This takes the form of parallel architectures or reliance on Moore's Law, 
the general trend of doubling of computing power about every eighteen months. The 
HT is known to be well suited to parallel implementation, with many options for 
splitting the processing (e.g. by image, by region of an image, by ranges of parameter 
values, etc). Leavers' survey [38] has a good summary of parallel implementations of 
the HT. With other application domains, the increase of available computing power 
has eventually caught up with demands, proving this solution to be an adequate one in 
some cases, albeit one that requires a measure of patience. In many respects, the ever-
increasing speed of computers has made this research possible - only a few years ago, 
the computational requirements would have placed it beyond the reach of all but the 
most well equipped (or patient!) organisations. 
The second approach, pragmatism, involves applying heuristics, speed-ups, and 
memory-reduction techniques that may undermine the underlying principle of 
exhaustive search and hence the robustness of the algorithm. For example, multi-stage 
processing, "pyramidal" methods (e.g. the Adaptive HT [29], Hierarchical HT 
[51,62]), random sampling algorithms such as the Randomised HT [60] and genetic 
algorithms (Section 5.2) fall into this category. 
Probably the most common and effective method is to reduce the number of points 
to be considered. This can be done robustly and simply by discarding any points that 
definitely will not contribute to a meaningful analysis (e.g. highly isolated single 
pixels when searching for lines). Removing meaningless feature points has the 
twofold benefit of reducing accumulator noise due to false votes and reducing the 
14 motion model is to increase the complexity of the HT kernel to represent an 
increasingly complex motion path. Consequently, an accurate polynomial description 
of an arbitrary path will require a large or even infinite number of terms, massively 
increasing the dimensionality of the problem. There are parallels to this 
parameterisation of motion in the earlier parameterisation of shape, where 
increasingly complex shapes were represented by more complex parameterisations 
and a commensurately larger dimensionality. The solution to this dimensional 
explosion was found in the use of templates, which allowed an efficient and low 
dimensional parameterisation of any shape. The cost of this approach is that the 
method loses the (debatable) flexibility of finding all descriptions of all possible 
shapes in a scene. Following this historical parallel, the remaining part of our new 
approach is to describe the motion by a template, like the shape itself. These "motion 
templates" extend the use of templates in the HT from the spatial domain into the 
temporal. This ameliorates the punitive computational burden associated with 
increasing dimensionality since the aim changes from finding the potentially 
unlimited set of parameters that characterise a particular motion to finding the limited 
set of parameters that locate the object undergoing the specified motion. 
These novel developments clearly add significant functionality and flexibility to 
the VHT - removing the hmitations of shape modelling by analytically described 
conic sections and parametric motion modelling. Adding the capability to extract non-
analytic arbitrary shapes that move arbitrarily increases the utility of the algorithm to 
a range of applications that require more general shape and motion models. In 
particular, these developments have opened the door to the use of the HT for human 
gait analysis. 
17 3.5 Conclusions 
In this chapter, we have developed the concept of the VHT as a moving object 
extraction algorithm, adding the capability to efficiently detect arbitrary shapes. This 
additional capability is provided by using a shape template - avoiding the exponential 
dimensional increase that parametric shape description brings. We chose to use 
Fourier descriptors for shape representation since they are continuous, complete and 
provide easy access to frequency content; furthermore, they have been proven in an 
earlier single-frame technique. The VHT brings the following characteristics to the 
union of techniques: it utilises temporal correlation to underpin evidence-gathering 
across a sequence, it does not call for initialisation or training and it employs the HT 
to implicitly solve the correspondence problem. Theory has been expounded and an 
evaluation made of the resulting implementation. 
A comparative study of the new technique with a GHT-based frame-by-frame 
approach showed significant improvements in accuracy of extraction, particularly in 
conditions simulating high noise or occlusion. These improvements result from the 
reduction of quantisation noise (owing to continuous shape models) and integration of 
the whole sequence in the accumulation phase. Further experimentation explored 
performance characteristics of the new algorithm, concluding that the CVHT was 
usable with real-world imagery and (simulated) time-lapse video. For verification of 
the flexibihty of the CVHT, an alternative motion model was implemented and used 
to correctly extract a booster from a launch sequence of a Space Shuttle. 
In conclusion, adding arbitrary shape extraction (using a continuous 
representation) to the VHT has extended the generality of the algorithm without 
compromising its original robustness. In fact, using a continuous shape representation 
is an improvement on the robustness offered by a non-analytic (GHT-like) 
representation. The link between shape description and accumulator parameter!sation 
has been broken by using templates, avoiding massive computational costs that are an 
inevitable consequence of extracting complex shapes with the VHT. However this 
dependency remains with motion description - the cost of the algorithm is still directly 
tied to the complexity of the motion model. 
43 ai'gued that a limited prediction capability exists if the motion template covers a larger 
time span than is analysed (or if the motion is repetitive) since it is assumed that the 
extracted target will continue to follow the specified path. 
As a result of the requirement for detailed prior knowledge, the new algorithm will 
be of use in cases where the general path of motion is known (e.g. cars turning at 
traffic lights will follow roughly the same path). However, there may be difficulties in 
real world imagery since not all objects will follow exactly the same path. The 
forgiving nature of an evidence-gathering approach should abate this concern 
provided the deviations are not excessive. If they are, the voting or peak detection 
algorithms can be arranged to handle the uncertainty, (e.g. as in the Fuzzy HT [25]). 
Motion templates must encode the relative position of the target object at all times. 
This will automatically describe properties of the motion such as speed, acceleration, 
change in acceleration, etc. Motion templates should also record changes in scale and 
rotation over time since many moving objects rotate (e.g. a car when viewed from 
above rotates as it comers) and scale (e.g. due to perspective effects). Note that this 
additional detail will not cause any increase in accumulator dimensionality - the 
complexity of the algorithm is the same, only the complexity of the motion template 
itself has increased. More information relating to time-structured changes in the 
model shape (e.g. changing shape models throughout the sequence to represent 
deformations) may be recorded, but position, orientation and scale (temporal and 
spatial) are a minimal base set. These basic parameters exist in the implementation 
used for this thesis, but have not been sufficiently tested to document here. 
The representation of the motion templates should be continuous so as to avoid 
the problems of discrete representations (Section 2.2). As such, it seems prudent to 
use Fourier descriptors for both motion and shape templates since these descriptors 
are well understood and Fourier approaches can handle many situations (e.g. irregular 
path sampling). An additional advantage is access to frequencies in the motion 
template, which may be of use in certain applications (for example, gait analysis may 
benefit from this characteristic - see Section 5.1). Furthermore, we have a consistent 
framework for the representation of both arbitrary shape and motion. 
To encode the path for input to an implementation, it is convenient to specify a 
series of waypoints to encode the path, rather than use a smooth and complete 
description of the motion. The representation chosen must be able to take this data 
and interpolate it in a smooth fashion. Fourier descriptors have been designed to do 
45 4.4 Results 
It is usually prudent to compare new techniques with contemporary or equivalent 
approaches. This appears unfeasible in this case since the most appropriate 
comparator technique is the GHT, but with interpolation, or tracking. The suitable 
form of this interpolation for the GHT (or the motion model for tracking) is actually 
the motion template, the very subject of these results. The alternative would be a fully 
representative parametric motion model that, as explained previously, is 
computationally intractable due to its infinite dimensionality. Consequently, the 
comparison that would be made is that of a frame-by-frame extraction process with a 
non-analytic template representation against an integrated multi-frame extraction 
process with an analytic template representation. This comparison has already been 
made in Section 3.4, which examined the earlier approach to moving arbitrary-shape 
extraction (without motion templates but with a linear motion model) and 
consequently fails to test the subject of this section - the motion template in an 
evidence gathering context. 
Comparison with other techniques that use similar knowledge of motion (such as 
the neural network based human motion tracker [61] or the spatio-temporal repetitive 
motion detector using temporal textures [50] mentioned earlier) is not comparing like 
with like. Neither is comparison with other spatio-temporal based techniques (e.g. a 
snake that operates in a spatio-velocity space [49]) since they too are dissimilar at a 
core level. In the case of techniques that are as dissimilar as a tracker and an extractor, 
the comparison is best made on application-dependent qualitative requirements or on 
the basis of each technique's features (e.g. optimality vs. on-line performance), rather 
than a quantitative performance analysis. In light of these difficulties, we have 
examined the perfoiTnance of the new technique in terms of noise affecting each 
component of the system rather than attempt to make direct comparisons with other 
distantly related approaches. We believe that such analysis will enable the 
aforementioned choice based on requirements or features. 
The short note on pre-processing and noise models in Section 3.4.1 applies to this 
section also. 
54 The results show that as the percentage of co-ordinates corrupted increases, so the 
performance declines. Figure 31a shows the hit rate from 100 trials at each noise 
level, with a drop beginning after approximately 40% of motion template co-ordinates 
have been corrupted, and declining to total failure when all have been affected. The 
pixel distance added has no effect when its value is below 1 since quantisation in the 
accumulator removes any effect. Once the value is above 1, the effect cannot be 
negated and performance declines as described. Figure 31b shows the inverse of 
Figure 31a, the rising number of misses as a function of the two noise components. It 
is interesting to note that the drop-away in performance is fairly (although not 
completely) constant across the range of max-pixel-distances-added, perhaps because 
there is little competing noise in the synthetic sequence. 
The mechanism for performance decline can be attributed to a "peak-spreading" 
effect common to all HT-derived techniques. As the accuracy of the input data 
decreases, the peaks in the accumulator become less defined (smaller and more spread 
out) and the background noise level rises. To begin with, the HT-algorithm will find 
the correct parameters but, as noise increases and the definition of the correct peak 
becomes smoother, the parameter estimates slip gradually from their true values. This 
continues until the spreading of the peak weakens it to the point where the algorithm 
is attracted to other potential sites. It is made clear that this is occumng by comparing 
the graphs in Figure 32a and Figure 32b, which show near misses (in the immediate 
neighbourhood of the target). At lower noise levels, the graphs show a constant hit 
rate, indicating that the output peak is within the ranges specified on the graphs, and 
demonstrating that slippage is occurring rather than a radically different peak location 
being selected. As the noise increases, the location of the peak moves by 
approximately the same amount as the pixel distance noise being added to the motion 
template. Ultimately, as the correct peak sinks into background noise in the 
accumulator, the algorithm's output moves to more distant and incorrect peaks. 
65 A fully successful extraction in all conditions (as above) does not reveal much 
about the performance of the technique. Consequently, and as with the CVHT tests, 
image noise is introduced in addition to time-lapse to give a more meaningful 
performance test. The graphs in Figure 34 indicate that the motion template technique 
performs appreciably better than the CVHT. Compared to the earlier algorithm 
(Section 4.4.1), total collapse is reached after 10-20% more image noise is applied 
(approximately 60-70% image noise), with excellent peifoiTnance in highly time-
lapsed sequences. For the majority of the time-lapse range, the image noise 
performance curve is notably similar to that displayed in the CAl real-world tests in 
Section 4.4.2 above. 
Looking at near misses (Figure 35), we see the motion template algorithm has a 
gently declining period where the output is close to the correct result before errors 
become prevalent. The period of grace is smaller than that of the CVHT, giving a 
sharper drop-off. This must be weighed against the fact that the motion template 
technique is robust in the lower noise levels where the CVHT fails (contrast Figure 35 
with Figure 17 in Section 4.4.1). Here, however, noise levels must be significantly 
higher to produce terminal failure - a flawless hit rate is maintained until 
contamination by noise is quite excessive (60% image noise with 80% time-lapse). 
Collapse occurs by 80% image noise at all levels of time-lapse, which is in line with 
the tests on non-time-lapsed imagery in Section 4.4.1. 
These results show the motion template algorithm is significantly more robust than 
the CVHT, enjoying notable endurance to high levels of time-lapse combined with 
substantial image noise. The credit for the improved extraction is likely due to the 
accurate motion model employed, which allows exact extraction on very limited data. 
71 4.5 Conclusions 
This chapter has addressed the issue posed by the CVHT's difficulty with complex 
motion - namely, that the complexity of the algorithm is proportional to the 
complexity of the motion model. The central reason for the development of the CVHT 
was to avoid this very problem, but in the context of shape description rather than 
motion description. Accordingly, applying the same solution to the motion model was 
appropriate - i.e. use the template approach to set limits on the complexity. 
We have introduced the notion of motion templates as a means for description of a 
trajectory in order to efficiently integrate arbitrary motion into an evidence-gathering 
framework. The compromise made is the requirement for prior knowledge of the form 
of the motion. As argued, the literature has already successfully made a case for shape 
representation with prior knowledge and the proposition is equally valid for motion 
representation, given an appropriate application. 
Motion templates are a form of temporal template that has been re-interpreted in 
the HT setting. They have been used to encode multiple components of movement in 
a fixed cost representation. Thereby, accumulator complexity is constrained to a fixed 
magnitude regardless of the complexity of the motion. Fourier Descriptors were 
chosen as the particular form of implementation, although other basis types are 
equally valid. FDs are especially appropriate in this case since they provide access to 
the frequency components of the template (a significant factor when examining 
periodic motion) and, with the CVHT using the same representation for shape, we 
gain an integrated and consistent framework for the description of both shape and 
motion. We have provided a theoretical underpinning for this development. 
As with the CVHT, we have examined the performance of the new approach in a 
variety of situations; a set of synthetic circumstances, designed to examine particular 
characteristics, and a number of real-world test scenarios, in order to ensure the 
results from synthetic analysis generalise. As before, applying noise (both Gaussian 
and occlusion) to source images and processing them demonstrated excellent 
resilience - in fact, the performance was an improvement on the CVHT, necessitating 
the use of a more vigorous noise function in order to acquire useful results. Similarly, 
time-lapse studies showed improvements on the CVHT, paralleling those of the noise 
results. Examination of real-world sequences confirmed that the new algorithm 
76 generalises without significant degradation. It seems likely that the improved 
performance can be attributed to the extra information possessed by the motion 
template technique, which facilitates enhanced resolving power in complex scenarios 
by focussing the peaks in the accumulator. 
With the introduction of the motion template, there is a new opportunity for noise 
to enter the system - noise in the motion template itself. We also examined this source 
of errors and found performance results consistent with the HT roots of the algorithm. 
Increasing noise initially has no effect, and then location accuracy suffers from local 
jitters as the peak in the accumulator begins to spread before finally noise levels cross 
a threshold and the algorithm fails. 
Finally, we have examined the effects of using shape and motion templates on 
sequences that they were not generated from. This investigation was intended to 
explore the possibility of using generic templates for particulai- scenarios and allowing 
the algorithm to adapt them to the situation. The results showed that the idea has 
promise; it has excellent accuracy in one case and reasonable success in a further two 
tests. The limiting factor was the amount of processing required, a solution to which is 
perhaps a GA, described in the next chapter. 
In summary, introducing templates to describe motion gives us a robust, optimal 
and (within the constraints of an evidence-gathering implementation) efficient 
algorithm capable of extracting arbitrarily moving arbitrary shapes. 
77 5 Further work 
Our suggestions for future development concentrate on two main areas: 
applications and the algorithm. 
In the application domain, we intend to integrate current gait research with the 
new techniques (see Section 5.1). This is likely to require articulated objects, a simple 
extension, and the use of optimisation procedures in order to make practical searches 
on larger parameter spaces with current technology. Consequently, a genetic 
algorithm version of the motion template technique has been implemented, and is 
described in Section 5.2. 
On the algorithm development side, it would be useful to partly relax the rigid 
shape requirement in order to further generalise the approach. A possible approach 
might allow the motion template to specify different models for different parts of the 
sequence, perhaps with some form of interpolation or morphing between models that 
is loosely based on the HT for natural shapes (HTNS) [55]. The HTNS uses the set 
difference (in the mathematical sense) of the two extremes of a shape as the vote 
pattern, rather than the contour of one shape. In a motion template context, a model is 
selected for each waypoint in the motion template (e.g. two models may be used, one 
for waypoint 0 - frame 0 - and one for waypoint 1 - frame 10), and the vote pattern 
for a particular frame between two waypoints could be derived from an interpolation 
of the models based on the HTNS principle. Figure 1 illustrates the concept, with 
Figure Id showing the proposed accumulator vote pattern for a point in time between 
the two models in Figure lb and Figure Ic. The dark areas indicate where votes are 
cast, with larger areas signifying more uncertainty in the exact location of the true 
edge. The major disadvantage to this vote pattern is that it assigns more votes (and 
thus more weight) to areas of uncertainty, therefore increasing the likelihood of 
distorting the peak. 
An alternative to the suggested HTNS development might use a different method 
to generate the appropriate vote pattern. For example, a traditional computer-graphics 
"moiph" might be used, where the location of particular points on an image are 
interpolated from the old location to the new, warping the image they are attached to, 
and whilst the original image is faded out and the new one faded in. 
78 waypoint to another with the same precision as the original specification (i.e. a single 
large linear segment at a shallow angle is encoded as exactly that, rather than a series 
of steps). As a result of this representation, the motion templates have more accurate 
contour lengths than the shape templates. 
As mentioned in Section 2.2, the accuracy of the representation is dependent on 
the number of FD harmonics used. Obviously, using too many FDs incurs additional 
and substantial computational load, whilst using too few gives a bad representation. 
There is a balance to be struck between asymptotic improvement in accuracy, 
computational costs and the requirements of the application. 
The minimum accuracy we require here is that there must be no sign of aliasing 
between waypoints at the maximum resolutions requested. An additional factor is that 
the computational load has been reduced by the use of caching, which makes 
reconstruction from FDs a fixed cost per sequence and parameter combination. In 
view of the accuracy requirements and the efficiencies gained by caching, we have 
generally chosen a constant number of FDs that has proven sufficient at the 
resolutions and scales chosen. Typically, this figure is 100 FDs for shape templates 
and simple motion templates. With some of the most complex motion templates, we 
used 800 FDs - almost certainly overkill, but guaranteed to be enough. Figure 2 
shows a motion template reconstructed with various numbers of harmonics, and 
scaled up by a factor of eight to show detail. Whilst Figure 2a-c show clear evidence 
of insufficient harmonics (most prominently, rounded comers), Figure 2d and Figure 
2e are only marginally different. Figure 2e and Figure 2f are virtually 
indistinguishable at this resolution, justifying the choice of a constant number of FDs. 
A more automated approach might have used Kuhl's procedure for estimating the 
maximum enor of a curve for a given number of FDs (refened to in Section 2.2). 
Combine this with knowledge of image resolutions and the sizes of the various 
scaling parameters, and one could calculate a suitable number of FDs. 
94 6.3 Thesis summary and overall conclusions 
When the work in this thesis was begun, the state of the art in the HT arena (as 
applied to moving shape extraction) was to be able to extract analytically moving, 
analytic shapes using the VHT. Tandem development of a Fourier Descriptor based 
HT for arbitrary shapes allowed robust extraction whilst minimising discretisation 
errors. 
The first novel development of this thesis was to follow the clear route to 
increasing the generality of the VHT and FD-variant GHT by combining them. The 
resulting algorithm, the CVHT, retains the strengths of both its parent algorithms, 
permitting the optimal extraction of arbitrary shapes that move in a parametric 
fashion though a sequence of images. The use of FD-based shape templates prevents 
the rapid expansion of accumulator dimensionality implicit in the previous VHT 
approach. Comparative tests of the CVHT and a GHT-based frame-by-frame tracking 
algorithm showed the former is capable of sustaining higher levels of noise than the 
latter, particularly when individual frames are seriously damaged. The integration of 
the whole sequence into one accumulator permits exploitation of temporal 
correlation, thus enhancing the resilience of the CVHT to noise. Experiments on 
synthetic imagery demonstrated the limits on this resilience and clearly show the 
importance of temporal correlation in successful extraction. Real world imagery 
substantiated the results given by the synthetic tests. An alternative motion model 
was used on a Shuttle launch sequence, simultaneously illustrating the generality of 
the algorithm and suggesting the next area for study. 
The second novel development follows directly from the problem of motion model 
complexity. The CVHT represents its motion model by the same parametric process 
that the VHT used for both its shape and motion models. As with the VHT, this 
process directly links the complexity of the motion model (in terms of the number of 
its parameters) with the complexity of the algorithm. So, a more complex motion 
model increases the computational effort in an exponential fashion. To sidestep this 
issue, we have introduced the motion template to the HT as a way of representing 
arbitrarily complex trajectories. We used FDs again to obtain the benefits discussed 
previously and to exploit synergies in a common architecture for model 
representation, be it shape or motion. Of particular interest is the access to frequency 
96 information afforded by Fourier methods, with possible future apphcation to periodic 
motion analysis. The new algorithm has been performance tested with synthetic and 
real-world imagery, using sequences that were occluded, time-lapsed and noisy (both 
in the image and in the motion template). The results have shown motion templates 
complement the CVHT, giving more robust extraction than the earlier technique. 
Initial research into genetic algorithms to allow the use of wider ranges of 
parameters on cmrent hardware has shown preliminary success. GAs offer the hope of 
extracting targets using generic templates that are adapted to the circumstance by the 
algorithm. 
In summary, this thesis has presented a new technique that robustly extracts 
optimal structural and motion parameters for arbitrarily moving arbitrary shapes in an 
image sequence. The technique requires no initialisation or training and has 
demonstrated excellent tolerance to noise and occlusion. Discretisation errors are 
minimised in the accumulator by using Fourier descriptors to represent templates of 
both shape and motion in continuous form, which eliminates common problems to do 
with rotation and scaling. Whilst the templates minimise the effects of noise in 
algorithm implementation, the temporal correlation between frames is also exploited, 
maximising the possibility of correct extraction. The use of motion templates is a 
novel development for the HT and allows for a wide range of applications that require 
a more general motion model. This new capability comes without the explosion of 
parameter space dimensionality that would be inherent in cunent parametric 
approaches. 
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122 unlimited set of parameters that characterise a particular motion to finding the limited 
set of parameters that locate the object undergoing the specified motion. 
These novel developments clearly address two core weaknesses of the VHT -
namely that it is limited to extracting analytically described conic sections only and 
that the motion model is paiametric. Adding the capability to extract non-analytic 
arbitrary shapes that move arbitrarily increases the utility of the algorithm to a range 
of applications that require more general shape and motion models. 
We first describe our approach to arbitrary shape extraction with parametric 
motion (Section 2.1) and with arbitrary motion (Section 2.2). We next present results 
of some comparative evaluation and performance analysis in Section 3. Finally, we 
give conclusions and suggest directions for future research. complexity of the algorithm is the same, only the complexity of the motion template 
itself has increased. It is possible to record more information relating to time-
structured changes in the model shape (e.g. changing models as the sequence 
progresses to represent deformations) but position, scale and orientation are a natural 
minimum. 
The representation of the motion templates should be continuous so as to avoid the 
problems of discrete representations (section 1.2). As such, it seems prudent to use 
Fourier descriptors for both motion and shape templates, since these descriptors are 
well understood and Fourier approaches can handle many situations (e.g. non-regular 
path sampling). A further advantage is access to frequencies in the motion template, 
which may be of use in certain applications. Furthermore, we have a consistent 
framework for the representation of arbitrary shape and motion. 
To encode the path for input to an implementation, it is convenient to specify a 
series of waypoints to encode the path, rather than use a smooth and complete 
description of the motion. The representation chosen must be able to take this data 
and interpolate it in a smooth fashion. Fourier descriptors have been designed to do 
this from the start and only need minimal modification to work with variable time 
periods between waypoints (required since movements may be quick or slow). The 
main danger comes from under-sampling the path with too few waypoints. In this 
case, it is possible to over-fit the FD and reproduce this under-sampled path too 
exactly. If desired, the waypoints could be filtered to generate a more smoothly 
flowing path. 
The introduction of motion templates into the HT requires no additional parameters 
to be searched for in the accumulation phase. However, such an inflexible 
implementation would restrict the functionality excessively. Essential parameters are 
rotation of the motion template in its spatial dimensions and scaling in both spatial 
and temporal dimensions. The scaling in the spatial axes does not need to be 
independent (i.e. it can be unifoiTn scaling) since we will only be dealing with affine 
transformations initially. Scaling in the temporal axis adjusts the time taken to 
traverse the motion template and thus the speed with which an object must move to be 
identified as the target. Using the previous example, this would allow the algorithm to 
locate cars cornering quickly or slowly. Finally, we must add an offset or phase 
parameter to separate the time encoded in a motion template from that used in a 
sequence. Otherwise, the frame time zero would be tied directly to time zero in the 
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