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1. INTRODUCTION AND PRELIMINARIES 
First formulae in what we now call q-calculus were obtained by Euler in the eighteenth century. 
Many remarkable results (like Jacobi’s triple product identity and the theory of q-hypergeometric 
functions) were obtained in the nineteenth century. In 1910, Jackson [l] introduced the notion 
of the definite q-integral. He also was the first to develop q-calculus in a systematic way. In the 
second half of the twentieth century there was a significant increase of activity in the area of the 
q-calculus due to applications of the q-calculus in mathematics and physics. 
The purpose of this paper is to find q-calculus analogues of some classical and some recent inte- 
gral inequalities. In particular, we will find q-generalizations of Steffensen’s, Hermite-Hadamard’s, 
Iyengar’s, Griiss’, and Chebyshev’s inequalities, as well as some new inequalities involving Tay- 
lor’s remainder [2]. 
We now present definitions and facts from the q-calculus necessary for understanding of this 
paper. We follow the terminology and notations from the recent book [3]. 
In what follows, q is a real number satisfying 0 < q < 1. 
DEFINITION. For an arbitrary function f(x), the q-differential is defined by (d4f)(z) := f(qx) - 
f(x). In particular, d,x = (q - 1)x. q-derivative is defined by 
(D  f)(x) := (W)(x) f(v) -  f(x) 
4 
-x 
4x (4-1)x .  
CYear1y, if f(x) is differentiable, then lim,,l(D,f)(x) = w. 
NOTATIONS. For any real number cy, [a] :=(q” - l)/(q - 1). In particular, if n E Z+, 
[n] = 9” - l 
q-l=4 n-1 + ” + q + 1, 
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ifn=O, 
‘nl!‘z{ ki].[n-l]...[l], ifnEZ+. 
if 71 = 0, 
(x-u”‘={ ~~-a)(x-q~)...(x-q~-l~), ifnEZ+. 
Rq,r,f(C,x) :=f(x) - 2 (Djf) (&A 9 
j=o bl! 
Here, D{f is defined by D,“f = f and D,“f = Dq(Dqkmlf), k = 1,2,. . . . Rq,r,f(c, x) is called 
q-Taylor’s remainder of the order r with the center at c. 
The following formulae [3] will be very useful: 
D,(x - a); = [n](x - a);-1, n E Z+, 
(C - 4x); = - Ln : 1l D,(c - x);“, n E z+. 
DEFINITION. (See [31.) Suppose 0 < a < b. The definite q-integral is defined as 
J ohf(x)dqx:=(l-q)b~q~f (qjb), (1.3) j=o 
and 
J 
b 
f(x)d,x:= obf(x)dqz- J’ J o f(x)dqx. (14 
The definite q-integral definzd above is too general for our purpose of studying inequalities. For 
example, if f (x) 2 0, it is not necessarily true that Jab f(x) d,x 2 0. 
From now on, we will use a special type of the definite q-integral, which we will call the 
restricted definite q-integral. 
DEFINITION. Let 0 < q < 1, b > 0, and n E iZ+. The restricted q-integral is defined as 
sb”,,, f (rc) d,x. In add’t’ 1 Ion to f(x), the restricted definite q-integral depends on q, b, and n. 
From now on throughout all the paper, we will use the following notations: 
cj = bqj, forjE{O,l,..., n}, a=c,=bqn. 
The following formula readily follows from (1.3) and (1.4): 
J,’ f (xl 4x = 1; 
n-1 n-1 
f (xl 4 x = (1 -q)bxqjf (bqj) = (1 -qj&f(cj). (1.5) n j=o j=o 
Note that the restricted integral Jl f(x) d qx is just a finite sum, so no questions about convergency 
arise. It is easy to check that 
J 
b 
Dqf dqx = f(b) - f(a). (1.6) 
Obviously, if f(x) 2 g(x) on [a, b], tien s,” f(x) dqx > s,” g(x) d,x. If 0 < Ic < n, then 
1” f(x) d,x = Jck f(x) d,x + J” f(x) d,x. 
a a Ck 
The following is the formula for the q-integration by parts [3]: 
lb f(x)(D,g)(x) d,x = f@Mb) - f(a)g(a) - 1” g(qx)(w)(x) d,x. 
a 
The usual Riemann integral can be considered as a limit of the restricted definite q-integral in 
the following way. Since a = bq”, q = (a/b)‘/“. Fix a and b and let n -+ oc (hence, q --t 1). 
Then, Jab f(x) d qx -+ J,” f(x) dx assuming that f(x) is Riemann integrable on [a, b]. 
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2. q-STEFFENSEN’S INEQUALITY 
First, we state the classical Steffensen’s inequality. 
THEOREM 2.1. (See (41.) Supp ose that f and g are integrable functions defined on [a, b], f is 
decreasing, and for each z E (a, b), 0 5 g(z) < 1. Set X = s,” g(z) dx. Then, 
DEFINITION. f(x) is called q-increasing [respectively, q-decreasing) on [a, b] if f(qz) 5 f(x) 
(respectively, f(qx) > f(x)) whenever z E [u, b] and qx E [a, b]. 
f(x) is q-increasing (respectively, q-decreasing) on [u, b] if and only if (Dnf)(x) > 0 (respec- 
tively, (&f)(x) 5 0) h w enever x E [a, b] and qx E [a, b]. Clearly, if f is increasing (decreasing), 
then it is also q-increasing (q-decreasing). 
We now state and prove a q-analogue of Theorem 2.1. 
THEOREM 2.2. q-STEFFENSEN’S INEQUALITY. Suppose that 0 < q < 1, b > 0, n E Z+. Let 
F, G : [a, b] + II%, where a = bq”, be two functions such that F is q-decreasing and 0 < G 5 1 on 
[a, b]. Assume that k,! E (0, 1,. , r~} are such that 
J 
b 
b-ceI G(x) d,x < ck - a, ifF > 0, on [a, bl a 
and 
J 
b 
q-u< G(X) d,x 5 b - ce, ifF 5 0, on [a, b]. 
a 
Then, 
J 
b b 
ck F(x) dax 5 F(x)G(x) d,x 5 F(x) d,x. (2.1) 
ce J a J a 
PROOF. We prove only the left inequality in (2.1) in the case F >_ 0. Other proofs are similar 
and will be omitted. Our proof follows closely the standard proof of the usual Steffensen’s 
inequality [4]. In the following calculation we use all the assumptions of the theorem and also 
the inequalities F(Q) 2 F(cJ) for j = 0, 1, . , e - 1, and F( ce+j) 2 F(ce) for j = 0, 1, , n -! 
which follow from the fact that F(x) is q-decreasing. 
J 
b 
J 
b 
F(x)G(x) d,x - F(x) 4x 
a Cf 
= J ” F(z)G(x) d,x + a Jb F(x)G(x) d,x - Jb F(x) d,x ce CP 
J ” 
b 
ZZ F(x)G(x) d,x - J F(x) 11 - G(x)1 4~ b ce 
= J ” F(x)G(x)d,x - (1 - q)bFqjF(c,)[l - G(cj)] a j=o 
> - J ” F(x)G(x)d,x - (1 - q)b’eq’F(ce)[l - G(c~)] a j=o 
= 
J’ 
” F(x)G(x)d,x - F(ce)(l - q)by q’ + F(ce)(l - q)b’gq’a(cj) 
a j=o j=o 
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= 1” F(x)+) dqx - F(ce)(b - ce) + F(ce) lb G(x) d,x 
a c1 
2 1” F(x)G(x) d,x - F(Q) Jb G(x) d,x + J’(Q) 1” G(z) d,x 
= j F(x)G(x) d,x - F(Q) lib G(x) dqx - 1” G;:) dqx] 
a a ct 
= SC’ F(x)G(x) d,x - F(ce) SC’ G(x) d,x = 1” [F(x) - F(ce)]G(x) d,x 
a a a 
n-e-l 
= (1 - q)ce C q’[F( Q+~) - J’(ce)lG(ce+j) 2 0. I 
j=o 
It is easy to see that the limiting process described at the end of Section 1 transforms the 
q-Steffensen’s inequality into usual Steffensen’s inequality. 
3. A LEMMA 
LEMMA 3.1. The following formula involving Taylor’s remainder holds: 
J 
b 
a 
(D;“.f) (xl (c*,-,a;f+l 4% = s,‘* Rq,r,f(a, x) dqx + l: Rq,,,(b, x) dqx, 
where r is any integer such that r > -1, and I&,-l,f(a, x) := f(x). 
PROOF. We will use the induction with respect to r. Ji f(x) d,x = s,‘” f(x) d,x + SC”, f(x) dqx, 
and this proves the lemma for r = -1. Assume that the lemma is true for r. Let us prove it for 
r+ 1. 
By (1.2) and using the q-integration by parts, we obtain 
J 
ab (qf) (x) (Q iIf”‘” dqx =-& Jb (qf) (q&k - x,;+l d,x . a 
= -& [ 
W) (b)(Ck - q+l - ((qf) (U)(Ck - u),‘“) 
- J b (D;“f) (x)(ck - qx);+l d,x . a 1 
Hence, 
+ 
J a 
b @‘if) (x) (” ;]y)’ d,x. 
By the induction hypothesis, we obtain 
J 
b 
a 
(D;+‘f) (x) ‘;; + ;;’ d,x = (Do,‘.f) (b) “;r;b;;;l - (D&f) (u) “;r-+u$+l 
PC&. rb (3.1) 
+ / %,~--l,~(~,x) dqx + / Rq,,-I,.&x) d,x. 
BY (1.6) 
J 
=li (x - a); d x = (x - a);+1 ==% = (c,k - ,)I;+’ 
a [r]! ’ [r + v [r+l]! ’ 2=a 
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and 
J 
b (x - b)’ d,x = (x - b);+l s=b = _ (Ck - b&+1 
Ck b-l! [r + l]! [r + l]! I=Ck 
Now, (3.1) implies 
and we are done 
COROLLARY. 
J b a (q”f> (x) @; ,“i;!” &a: = J” ~q,r,f(a, zj dgx, 
J ab (D;“f) (x) ‘“,-~$” d,x = jb IL,,,, j(b, x) d,x. a 
4. APPLICATIONS OF q-STEFFENSEN’S INEQUALITY 
The following theorem is a q-analogue of Theorem 8(i) from [2]. 
THEOREM 4.1. Suppose that 0 < q < 1, b > 0, n E iZ+. Let f : [cz,b] + IL?, where a = bq”, be 
a function such that V,‘+l f is q-increasing and Dif is q-monotonic (i.e., either q-increasing or 
q-decreasing) on [a, b]. Assume that k,! E (0, 1, . . , n} are such that 
b - Ce < ,f 5 ;, < ck - a, if Vi f is q-decreasing, 
b-a 
ck - a L ,r + 2l I b - ce, if Vi f is q-increasing. 
PROOF. We prove only the case when Vi f is q-decreasing. The case when VG f is q-increasing 
can be proved in a similar way. Set F(z) = -(Di+'f)(x). Then, F(x) is q-decreasing. Since IDi f 
is q-decreasing, D'+'f 5 0. Thus, F(z) > 0 and q-decreasing. Set 
qx) = (b - 44;+1 
(b - qa);+’ 
Then. 
G(x) = (b - qx) (b - 8x) . (b - qr+lx) 
(b - qa) (b - q2a). . . (b - qr+la) ’ 
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Therefore, 0 5 G(z) 5 1 for z E [a, b]. Thus, F(z) and G(z) satisfy the assumptions of Theo- 
rem 2.2. Let us calculate Ji G(z) d,x. Using (1.2), we obtain 
J 
b 
a 
b - a 1 (b - a)(b - qa) . . . (b - qr+la) _ 
b- + 21 (b - qu) . . . (b - qr+lu) =[T+ 
Now, using Theorem 1.2, we obtain that if 
b-u 
b-cl<- Ir + 2l 5 ck - a, 
then 
By Corollary to Lemma 3.1, we have 
This is equivalent to inequality (4.1). I 
DEFINITION. f : [a, b] --f R is called q-convex on [a, b] if 23: f 2 0 on [a, b]. 
It is easy to see that f(z) is q- convex if and only if qf(z) - (1 + q)f(qz) + f(q2z) > 0 for all z 
such that 3: E [a, b] and q2z E [a, b]. Clearly, if f( ) z is convex on [a, b], then it is also q-convex on 
[a, 4. 
The following is the simplest particular case of Theorem 4.1, namely the case when r = 0. 
THEOREM 4.2. Suppose that f : [a, b] + R is q-convex and q-monotonic. Assume that lc,e E 
{O,l, . . . , n} are such that 
and 
uq + b 
Ck> I+q, 
a + bq 
ce> l+q, if f is q-decreasing, 
uq + b 
ck< l+q, 
a + bq 
ccl l+q, if f is q-increasing, 
Then, 
f(ck) - ef(u) 5 -L Jb f(z) d,z < ef(u) + f(b) - f(4 b-qa a (4.2) 
PROOF. If r = 0, then [r + 21 = [2] = 1 + q. Assume, for example, that f is q-increasing. The 
inequalities ck - a 5 (b - u)/([m + 21) 5 b - ce take the form 
b-u aq + b b-u 
C&+l+q=-, 
a + bq 
l-tq 
ce<b--=-. 
1+q 1+q 
Since (Dif)(z) = f(z) and &,c,f(u,s) = f(s) - f(u), formula (4.1) gives ’ 
f(ck) - f(a) 5 
1 
6 ab[.f(~) - f(u)] d,x < f(b) - f(Q), 
I 
and (4.2) readily follows. 
The following is another theorem on q-convex and q-monotonic functions. 
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THEOREM 4.3. Suppose that f : [a, b] + I% is q-convex and q-monotonic. Assume that k,t E 
{O,l,. , n} are such that 
and 
ck > 4” + b) a+b 
-l+q’ 
Cf>l+> if f is q-decreasing, 
ck < 4” + b) afb 
- 1+q ’ ce<~, 
if f is q-increasing. 
Then, 
1 b 
f(Ck) I - 
s b-a a 
f(v) 4~ 5 f(a) + f(b) + f(ce). (4.3) 
PROOF. Suppose, for example, that f is q-decreasing. Set F(x) = -D4f, G(x) = (b-x)/(b-a). 
Since f is q-convex, Dif 2 0 and Do,f is q-increasing. Hence, F(x) is q-decreasing. Since f 
is q-decreasing, V,f 5 0. Hence, F(x) 2 0. Thus, F(x) > 0 and q-decreasing. Clearly, 0 5 
G(x) 5 1. Therefore, F(x) and G(x) satisfy the assumptions of Theorem 2.2. Therefore, if 
J 
b 
b-c!< G(x) d,x 5 Ck - a, 
a 
then, 
J 
b 
J 
b 
” F(x) d,x 5 F(x)G(x) d,x I 
CP a J 
t’(x) drlx, (4.4) 
a 
J 
b 1 (x - b)2 x=b 
G(x) dqx = & jb(b - x) d,x = -b-a -m--z 
(a - b)i 
a a L21 2=a = (b - a)(1 + q) 
= (a-b)(a-qb) _ +-a, 
@J - a)(1 + 4) 1$-q 
The inequalities 
J 
b 
b-c!< G(x) d,x < ck - a 
a 
take the form 
qb - a q(a + b) qb - a afb 
ck>a+-=----- 
l-tq 1+q ’ 
ce>b--=-. 
1+q lfq 
Let us find Ji F(x)G(x) d,x 
J 
b 
J 
b 
F(x)G(x) d,x = - 
a a 
22, f 2 d,x = & J”(x - bP,.f 4x. 
a 
Using the q-integration by parts, we obtain 
J 
b 
a 
F(x)G(x) d,x = & -(~-a)So~-/b.f~ )d qx 
a 
c,x; =+-&~x)+W4~ 
Now (4.4) takes the form 
J 
b 1 b - QJ d,x I - 
CP J b-a a 
f(qx) d,x + f(a) I - J ck D)4f 4x. a 
Hence. 
These inequalities are equivalent to inequalities (4.3). 
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REMARK. The limiting process described at the end of Section 1 transforms the left inequal- 
ities (4.2) and (4.3) into f((a + b)/2) < (l/(b - u)) Jj f(z) &r. This is one of two Hermite- 
Hadamard’s inequalities for convex functions. So Theorems 4.2 and 4.3 give two different 
q-analogues of the first Hermite-Hadamard’s inequality. Later we will obtain q-analogues of 
the second Hermite-Hadamard’s inequality. 
We continue to deal with applications of q-Steffensen’s inequality. 
THEOREM 4.4. Let f : [qb] -+ R be a function and let for some nonnegative integer r, m 5 
Vi+l f < M, where m < M. Assume that k, l E (0, 1, . . . , n} are such that - 
b--cl< & [(v,,‘f> (b) - (vo,‘f) (a) - m(b - a)] I Ck - a. (4.5) 
Then, 
&qy [m(b - a&‘” + (M - m)(b - ce)if2] 5 lb Rqrr,f(a, x) d,x 
I & [M(b - a)i+2 - (M - m)(b -i,);+2] . 
(4.6) 
PROOF. Set 
Then, F(x) is q-decreasing, F(z) 2 0, and 0 < G(x) < 1. Then, F(z) and G(z) satisfy the 
assumptions of Theorem 2.2, 
I 
b 
a 
G(x)d,i=$---/bD;+ljd,z-&(b-a) 
= &D;~~~;-&(b-ci) 
= & [(PJ) (b) - (PJ) (a) - 4 - a)] 
Thus, the condition b - ce < Jab G(x) d,x < ck - a is equivalent to (4.5). Using (1.2), we obtain 
J 
b 
F(x) d,x = 
ce J 
b (b - qx);+l 
ct b-+1]! 
d,X = - Lr : 21! J 
b 
c1 Dq(b - x);+~ d,x 
= +---(b - ,,;+j’=” = ‘“,;$-‘. 
I=Cl 
Similarly, 
J 
Ck 
F(x) d,x = 
a J 
ck (b-qx);+l = 
[r + l]! 
& 
-&(b - x);+~(===’ 
2T=a 
= [(b - a);+” - (b - ck);+2] 
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s 
b 
F(x)G(x) d,x = 
a 
1 
J’ 
b 
LIZ--- 
M-m a 
1 
.i 
b 
=--- 
M-m a 
x=b 
Z=a 
Substituting the above values of JC: F(z) d,z, J,“” F(z) ~$2, and s,” F(z)G(z) d,z into (2.1), we 
obtain (4.6). I 
THEOREM 4.5. Let m 5 D4f 5 M, where m < M. 
(i) Assume that k,! E (0, 1, . , n} are such that 
Then, 
b-ce< &[f(b) - f(a) - m(b - ~11 5 Ck - a. 
& [m(b -- u): + (M - m)(b - ct):] 5 1’ a f(x) 4~ - f(a)@ - ~1 
< & [M(b - u): - (M - m)(b - ck);] 
(ii) Assume thar; k,! E (0, 1, , n} are such that 
Then, 
ck-a< &[f(b) - f(u) - m(b - a)] 5 b - ce. 
& [m(u - b): - (M - m)(u - Ck):] 5 f(b)(b - a) - /b f(z) d,z 
< & [M(u - h;: - (M - m)(a - c,),2] 
PROOF. Part (i) is exactly Theorem 4.4 for T = 0. Let us prove Part (ii). Set f = (l/(M - 
m))Lf(x)--m(x-b)l, F(x) = a-q 5, and G(z) = D4j = (l/(M-m))(D,f-m). Then, F(z) < 0 
and is q-decreasing, and 0 5 G(z) 5 1. Using Theorem 2.2 in the same way as in the proof of 
Theorem 4.4, we obtain Part (ii) of Theorem 4.5. I 
If f(z) is differentiable (in the usual sense) on [a, b] and if m 5 f’(z) < M, then obviously 
m I (f(b) -f(a))/@- a) 5 M. 7% is is also true for q-derivatives. Indeed, if m < (D,f)(z) 5 M 
on [a, b], then for any z, 
m < fcx) - f(qx) < j,,f, 
- (1 -q)2 - 
Hence, 
m(l - db 5 f(b) - fC.4) I MU - db, 
4 - q)qb 5 f(qb) - f (q”b) 5 MC1 - q)qb, 
m(1 - q)qnel b 5 f (q”-‘b) - f(u) I M(1 - q)q”-lb. 
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Summing up, we obtain 
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m(l - qyb I f(b) - f(a) I M(1 - q”)b. 
Therefore, if m 5 ‘o,f < M, then m 5 (f(b) - f(a))/(b - a) 5 M. The next theorem is an 
improvement of the last inequality. 
THEOREM 4.6. Let m 5 D, f < M, where m < M. Assume that k, e E (0, 1, . . . , n - 1) are such 
that 
Ck+lMa 5 M-m 1 [f(b) - f(U) - m(b - a)] 5 ck - a, (4.7) 
b-ce 5 --&-p(b) - f(u) - m(b - u)] 5 b - ce+l. (4.8) 
Then, 
M-m 
m + (1 + q)(b - e)2 
[(b - Ce): 4- (a - Ck+l)i] 5 
f(b) - f(a) 
M-m 
b-a 
’ M - (1 + q)(b - u)~ 
[(b - ck,; + (a - Ce+1),2] . 
(4.9) 
PROOF. By Theorem 4.5, 
& [m(b - u): + (M - m)(b - ce),2] i lhf(x) 4~ - f(a)(b - a) 
5 & [M(b-a):--(M-m)(b-ck):], (4’10) 
and 
& [m(a - b): + (M - m)(u - ck+l);] 5 f(b)@ - a) - /b fb) h3: 
a _I (4.11) 
5 & [M(u - b): - (M - m)(a - ce+i)i] . 
Taking half-sum of (4.10) and (4.11) and using that 
(b - a); + (a - b); = (b - u)(b - qa) + (a - b)(a - qb) = (b - a)2(1 + q), 
we obtain (4.9). I 
REMARK. The limiting process described at the end of Section 1 transforms Theorem 4.6 into 
the following statement. 
Assume that m 5 f’(x) 5 M for all 2 E [a, b]. Set 
A= & [f(b) - f(a) - m(b - a)l. 
Then, 
m + (M - m)X2 < f(b) - f(a) ( M _ (M - m)(b - u - x)2 
(b-a)2 - b-u - (b-u)2 ’ 
This is Theorem 5 from [2]. 
The next theorem is a q-analogue of well-known Iyengar’s inequality. 
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THEOREM 4.7. q-IYENGAR’S INEQUALITY. Let m 5 Dgf 5 M, where m < M. Assume that 
k, .! E (0, 1, , n - 1) are such that (4.7) and (4.8) are satisfied. Then, 
- & [M(u - b)i - m(b - a,; - (M - m)(b - c,); - (A!! - m)(a - c,,,);] 
PROOF. Take half difference of (4.10) and (4.11). I 
REMARK. The limiting process described at the end of Section 1 transforms Theorem 4.7 into 
the following statement. 
Assume that m < f’(z) 5 M for all n: E [a, b]. Then, 
f(x) dx - ‘(‘) ; ‘(b) (b - u) 5 [f(b) - f(a) - ,rn(b - a)l[M(b - a) - f(b) + f(u)1 
2(M - m) 
This is a modification of Iyengar’s inequality due to Agarwal and Dragomir [5]. 
5. q-GRtiSS’ INEQUALITY AND ITS APPLICATIONS 
The following is well-known Griiss’ inequality. 
THEOREM 5.1. (See 141.) Let F and G be two functions defined and integrable on [a, b]. Assunle 
that m 5 F(x) 5 M, qs < G(x) 5 @ for each x E [a, b], where In, Ad, p, CD are given real 
constants. Then, 
FGdx - (b :u)2 ~~Fdx/uhGdx~ < ;(M-m)(@-V). 
THEOREM 5.2. DISCRETE GRUSS’ INEQUALITY. Let z = (x1;. ,x7,), y = (yl, . y,,), u. = 
(2~1,. , u,), where xj, yj, uj, j = 1,. , n, are real numbers such that uj > 0 and C,“=, u, # 0. 
Assume that m 5 xj 5 M, ‘p 5 y, 5 a, j = 1,. . , n, where m, M, q, Q, are given real constants. 
Then, 
PROOF. Our proof follows closely the proof of G&s’ inequality in [A]. Set 
n 
c UJXJ YJ 
T(x, y) = 3=ln - 
c UJ 
j=l 
Then, 
T(x,x) = 
2 Uj 
J=l i 
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By the inequality for weighted quadratic and arithmetic means, T(z, x) _> 0. By Cauchy-Schwarz 
inequality, T2(x, y) 5 T(z, z)T(y, y). By direct computation we can check that 
It follows that 
5 ujxj 
j=l 
( i 
--m 
-2 ui 
- -L -&f - Xj)(Xj - rn)Uj. 
j=l 
pj i=l 
I 2 ujxj 5 ujxj 
&E& j=l 
cui x-m . 
j=l I( i j=l 
By the arithmetic mean-geometric mean inequality, T(x, x) < (A4 - m)2/4. Similarly, T(y, y) 5 
(a - (~)~/4. Therefore, 
T2(x, Y) i T(x, X)T(Y, Y) 5 
(M - m)2(@ - (P)~ 
16 ’ 
Hence, IT(x,y)l 5 (I/4)(M - m)(@ - cp). I 
THEOREM 5.3. q-Gkks’ INEQUALITY. Assume that m 5 F(z) 5 M, ‘p 5 G(x) 5 @ for each 
x E [a, b], where m, M, ‘p, @ are given real constants. Then, 
1 b I-J b-a a F(x)G(x) d,x - (b ; a)2 -[Fi;)dqx[G(x)iiyil 5 a(M-m)(@-v). 
PROOF. By (1.5), we have to prove the inequality 
2 z ciF(ci)G(ci) - 
3=0 
It can be rewritten in the form 
e 2 ciF(ci)G(ci) - 
3=0 
Set F(ci) = z?, G(cj) = yj. Also note that 
1 5: e 2(M-m)(Q-~). ( ) 
7X-l n-1 
~ci=~bqj= “‘:-$~. 
j=o j=o 
Therefore, we have to prove that 
n-1 
i 
n-1 n-1 
c Cj”jYj c cixi c CiYi 
j=o j=o j=o ~ ~ 
n-1 
C Ci - yglci 
Ii i 
n-1 
C ci 
5 $(M - m)(+ - cp). 
j=o j=O 
But this is the discrete Griiss’ inequality proved in Theorem 5.2. 
As an application of q-Griiss’ inequality, we prove the following theorem. 
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THEOREM 5.4. Let T be a nonnegative integer and let f : [a, b] --) R be such that m < 
(D;+l.f)(x) I M f 
- 
or each x E [a, b], where m and M are given real constants. Then, 
IJ b 
PROOF. Set 
F(x) = (q”f) (x), 
G(x) = P - 44;+’ 
[r+l]! ’ 
Then. 
(b - qz);+l = (b-qx)(b-q%+..(b-q~+l x) 5 (b - qa) (b - 4%) (b - qr+la) = (b - qa);+l. 
Hence, m I F(x) < M, 0 I G(z) I ((b - qu)i+‘)/([r + l]!). By q-G&s inequality, 
1 b 
I-J b-u u 
By Lemma 3.1, 
J 
b 
Fb)G(x) 45 = 
a J 
b 
Rq,r.f (a, x) 45, 
J 
b 
F(x) d,x = 
a J ab pJo,‘“.f) (32) d,x = (D&f) (b) - (ap> a. a 
BY (14, 
J 
b 
a 
G(x) 47x = j-& 
= 
Substituting (5.3)-(5.5) into (5.2), we get 
IJ 
b 
a 
The last inequality implies inequality (5.1) if we note that 
(b - CL);+~ 
b-a 
= (b - qa) . . . (b - q’flu) = (b - qu);+l, 
and hence, (b - u)(b - qa)i+’ = (b - a):+“. 
COROLLARY. Letm 5 (D,f)(z) 5 M on [a,b]. Then, 
$--[(bq - a)f(a) + (b - qa)f(b)] < v(M - m). 
(5.3) 
(5.4) 
(5.5) 
PROOF. Take r = 0 in (5.1). 
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6. q-CHEBYSHEV’S INEQUALITY AND ITS APPLICATIONS 
The following theorem is a q-analogue of the classical Chebyshev’s inequality [4]. 
THEOREM 6.1. Let F(z) and G(z) be both q-increasing or both q-decreasing on [a, b]. Then, 
If one of the functions is q-increasing and the other is q-decreasing, then the above inequality is 
reversed. 
PROOF. Let F(z) and G(x) be both q-increasing or both q-decreasing on [u,b]. By (1.5), we 
have to prove the following inequality: 
n-1 
(1 - q) c +‘(q)G(cj) 1 
j=o 
Set xj = F(cj), yj = G(cj), j = 0, 1,. . . ,n-1. Since C,“=icj = (b-bqn)/(l-q) = (b-a)/(l-q), 
we can rewrite (6.2) in the form 
n-1 n-1 n-1 n-1 
C Cj C CjXjYj 2 C cjxj C CjYj, 
j=O j=o j=O j=O 
The above inequality is the well-known discrete Chebyshev’s inequality [4]. 
If one of F(z) and G(x) is q-increasing and the other is q-decreasing, then we use (6.1) for 
F(x) and -G(x). I 
As an application of q-Chebyshev’s inequality, we prove the following theorem. 
THEOREM 6.2. 
(i) Assume that Difl f is q-increasing on [a, b] (i.e., D,‘+2f 2 0 on [a, b]). Then, 
(ii) Assume that V,‘+l f is q-decreasing on [a, b] (i.e., D,‘+2 f 5 0 on [a, b]). Then, 
PROOF. Assume that VD,‘+l f is q-increasing. Set 
F(x) = (q”f) (XL G(x) = (b - 44;+l [rfl]! ’ 
Then, F(x) is q-increasing and G(x) is q-decreasing. By q-Chebyshev’s inequality, 
(6.3) 
(6.5) 
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By Lemma 3.1, 
BY WI, 
s b b G(x) d,x = a 
Substituting (6.6)-(6.8) into (6.5), we obtain 
Since 
(b - a);+’ 
b-a 
= (b - qa);+‘, 
we get 
s 
b 
a 
%,.f(n,x)d,z - [(v&f) (b) - (v;f) (a,] ‘“;1”1E” I 0. 
Thus, we have obtained the right part of inequality (6.3). 
Since Di+l f is q-’ Increasing, 
(Dg+‘f)(b) and m = (Di+l 
we have that m 5 (‘Di+‘j)(z) < M on [u, b], where nil = 
f)(a). Now, using Theorem 5.4, we obtain the left part of inequal- 
ity (6.3). 
The proof in the case when D,‘+r is q-decreasing is similar. 
Taking r = 0 in Theorem 6.2, we obtain the following, 
COROLLARY. 
I 
(i) Assume that Vjf > 0 on [a, b]. Then, 
-+J!(b) - P,.fWlU-4; i /“b.f(+$x- a $-Jib - u)f(a) t- (b ~ qa)f(b)l L 0. (G.9 
(ii) Assume that D,“f < 0 on [a, b]. Then, 
05 J’ a6 f(x) 43. - &L@li - aMa) + (b - qa)f(b)l 
5 ;KW)b) - P,f)(b)l(b - 4:. 
(6.10) 
Let f(x) be q-convex on [a, b] (i.e., ‘Do,“f 1 0 on [a, b]). Set F(z) = (Dqf)(z), G(x) = .z’ ~ (1. 
Then, F(z) and G( z are both q-increasing. By q-Chebyshev’s inequality, ) 
./’ 
b 
(6.11) 
296 H. GAUCHMAN 
Integrating by parts, we obtain 
ib(x - u)(Dqf)(x) d,x = (b - a).@) - Jb f(P) 4x, 
a 
J 
b 
(W)(x) 4x = f(b) - f(a), 
a 
J 
ab(x-u)d,i= k$$ b = e. 
a 
Substituting (6.12)-(6.14) into (6.11), we obtain that ijf(x) is q-convex on [a, b], then 
J 
b 
7. q-HERMITE-HADAMARD INEQUALITIES 
Hermite-Hadamard’s inequality states that if f(x) is convex on [a, b], then 
f(T) < +--[f(s)dx< ‘(‘)if(b). (7.1) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
The limiting process described at the end of Section 1 transforms some of the inequalities proved 
in this paper to one of inequalities (7.1). We collect these inequalities together in the following 
theorem. 
THEOREM 7.1. q-HERMITE-HADAMARD'S INEQUALITIES. 
(i) Let f be q-convex and q-monotonic. Assume that ck 2 (uq+ b)/( 1 +q), if f is q-decreasing, 
and ck 5 (uq -I b)/( 1 + q), if f is q-increasing. Then, 
f(Ck) - $+(u) 5 i!-- s” f(x) d,x. 
b-qa a 
(7.2) 
(ii) Let f be q-convex and q-monotonic. Assume that ck > (q(u + b))/(l -k q), if f iS 
q-decreasing, and ck 5 (q(a + b))/(l + q), if f is q-increasing. Then, 
1 b 
f(Ck) 5 - 
J b-a a 
f(qx) 4x. (7.3) 
(iii) Let f be q- convex on [a, b]. Then, 
- a)f(a) + (b - qaLW)l, 
[(b - qa)f(a) + (qb - a).f(b)l, 
(7.4) 
(7.5) 
1 b f(x) + f(P) - J b-u a 2 d,x <f(a) +f(b) - 2 (7.6) 
PROOF. Inequality (7.2) is the left inequality (4.2). Inequality (7.3) is the left inequality (4.3). 
Inequality (7.4) is the right inequality (6.9). Inequality (7.5) is inequality (6.15). Inequality (7.6) 
is the half sum of (7.4) and (7.5). I 
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8. APPLICATIONS TO SERIES 
In this section, we will obtain some inequalities involving convergent series. 
Let A = {uj}ja3=, b e a sequence of real numbers. Denote by f~ : (0, l] + R a function whose 
graph is the broken line connecting the points (cj, aj), where cj = qj (i.e., we take b = 1). Then, 
fA(cj) = aj. Define the q-derivative of A by the formula (D4A)3 = (Dqf~)(cj). Then, 
and 
(D;A)j = 1 aj - aj+1 aji-1 - q+2 1 1 (1 -q)qj (1 -q)qj - (1 -q)qjfl = (1 - q)2q2j+l [cl% - (1 + 4bj+1 + a3+2] 
Clearly, A = {uj}Fo is increasing (decreasing) if and only if (DD,A)j < 0 ((D,A)j > 0) for all j, 
and if and only if f~( z 1s ) d ecreasing (increasing) on (0, 11. 
A sequence A = {~j}~~ is called q-convex if (DiA)3 2 0 for all j. A = {uj} is q-convex if and 
only if quj - (1 + q)uj+l + uj+z > 0 for all j, and if and only if f~ is q-convex on (0, l]. 
THEOREM 8.1. Let a sequence {uj}‘& be q-convex and monotonic. Assume that a, := 
limn+co a, exists and C,“=, u3 qi converges. Let k and e be nonnegative integers defined by 
the formulae 
and 
k = Ki~:)l, e = [‘n(:n;iiq)l , if {aj},OO=O is decreasing, 
k = ~?/~~94)1 , e = r(:n:fgl’)j , if {uj}j”,o is increasing, 
where [Xl means the smallest integer that is larger than or equal to X, and 1x1 means the 
largest integer that is smaller than or equal to X. Then, 
and 
(8.1) 
PROOF. We will use Theorem 4.2 to prove (8.1) in the case when {uj} is decreasing. The proof 
of (8.1) in the case when {aj} is increasing is similar and will be omitted. The proof of (8.2) is 
similar to that of (8.1). The only difference is that we use Theorem 4.3 instead of Theorem 4.2. 
Set A = {uj}joo=,. S ince {uj} is decreasing, fA(z) is q-increasing. The formulae 
k= and e = rn(in:XY’l 
imply that 
k > Id1 + d 
- lnl/q 
and e > 141 + l/q) - lnl/q 
Hence, q” < l/(1 + q) and qe < q/(1 + q). Take b = 1, n + co, and therefore, a = 0 in 
Theorem 4.2, and apply it to fA(z). We obtain that if q” < l/(1 + q) and qe 5 q/(1 + q), then 
fA(ck) 5 si fA(“) 0&z < fA(o) + fA(1) - fA(Q). It follows that 
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THEOREM 8.2. Let {cL~}~=~ be q-convex. Then, 
n-1 
c v? I q ‘: y;-” (a, + quo). 
j=l 
PROOF. Set A = {aj}~~~. Then, f A z is convex and fA(cj) = aj. By (7.4) ( ) 
J ah fA(z) d,z 5 &[(@ - u)fA(u) + (b - 'P).fA(b)l. 
Hence, 
n-l 
(1 - 4) ccjfA(cj) 5 
j=o 
& [(b - bn) fA(u) - (b - b"+') fA(b)] . 
It follows that 
Therefore, 
(8.3) 
THEOREM 8.3. Let {cL~)~=~ be q-convex. Assume that am = limn+oo a, exists and Cy=, ajqj 
converges. Then, 
2 ajq’ I (8.4) 
j=o 
PROOF. Take the limit of (8.3) when n --+ 03. We get 
2 Lo+$--+a,. ujqi < 
j=l 1 - q2 
It follows that 
2 ujqj 5 
j=o 
42a0 + &am + ~0 = &(a, + qu,). 1 - q2 I 
REMARK. The equality in (8.4) is possible. Take, for example, aj = czqj + ,B, where QI and ,B are 
real numbers. Then, qaj - (1 + q)aj+l + uj+z = 0, and hence, {aj} is q-convex, 
2 
j=o 
ajqj = 5 (a!q2j + PqJ) = $--$ + & = &(ck + P + 4P). 
j=o 
Since a0 = Q + ,0 and am = ,B, we obtain CT=, ujqj = (l/(1 - $))(uo + qu,). It is not difficult 
to prove that conversely, if the equality in (8.4) holds, th en aj = crqj + ,D, where cx and /? are real 
numbers. 
As an example of an application of Theorem 8.3, we prove the following. 
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PROPOSITION 8.4. Let 0 < q < 1. Then, 
fi (1 + qi)*3 > 21/(1-42). 
j=o 
PROOF. Since f(z) = -ln(l + z) is a convex function, the sequence {aj}& such that aj = 
-ln(l+qj) is q- convex. Since (aj 1 < In 2, C,“=, ajqj converges. In addition, 
~~jq~=-~[ln(l+q~)]q~=-~lo[(l+q~)ol] =-lnfi(l+q’)qJ, 
j=o j=o j=o j=o 
a0 ln2 - = -- = -1n (21/(‘pq2)) , 
l-q2 1 - q2 
am = Jila, = 0. 
By (8.4), CT=, ajqj 5 ao/(l - q2). Hence, 
-1nfi (1 +qj)” 5 -In (21/(‘-qz)). 
j=o 
Therefore, 
fi (1 + qj)q3 2 214-q2). 
J=o 
I 
REMARK. There is a trivial estimation of nz,(l + qj)q3 from above, namely, nz,(l + qj)q' 5 
21/C1-4). Indeed, nF,(l + qj)‘?’ 5 n,“=, 24’ = 2x% q’ = 2l/(l-q). 
THEOREM 8.5. Assume that 0 < q < 1. Let p : (O,l] --f R be such that cp(z)/z is convex on 
(0, 11. Assume that ! := lim,,o(cp(z)/z) exists. Then, CT=, (p(qj) converges and 
(8.5) 
PROOF. Since cp(z)/ z is convex, it is continuous on (0, 11. Defining ((P(z)/z)~~=~ = e, we obtain 
that (p(z)/z is continuous on [O,l]. Hence, there is M > 0 such that ~(P(x)/Ic/ < M on [O,l]. 
Therefore, 
Thus, C,“=, = (p(qj) converges. Denote aj = p(qj)/qj. Then, {aj} is q-convex, a0 = p(l), and 
a - !. By Theorem 8.3, w- 
~~(qi)=~~qi=~~iq~<au+qa,=y(l)+qe 
j=o j=o q3 j=o - l-q2 l-q2 
I 
REMARK. It is not difficult to show that the equality in (8.5) holds if and only if (p(z) = arc2+pz. 
EXAMPLE. The function cp(z) = exp(z) - 1 satisfies all the assumptions of Theorem 8.5. Hence, 
we have the following proposition. 
PROPOSITION 8.6. Let 0 < q < 1. Then, C,“=o[exp(qj) - l] converges and 
F[exp(qj)-I] 5 eLJ,'2q. 
j=o 
(8.6) 
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