Abstract-With the rapid development of urbanization, the boom of vehicle numbers has resulted in serious traffic accidents, which led to casualties and huge economic losses. The ability to predict the risk of traffic accident is important in the prevention of the occurrence of accidents and to reduce the damages caused by accidents in a proactive way. However, traffic accident risk prediction with high spatiotemporal resolution is difficult, mainly due to the complex traffic environment, human behavior, and lack of real-time traffic-related data. In this study, we collected heterogeneous traffic-related data, including traffic accident, traffic flow, weather condition and air pollution from the same city; proposed a deep learning model based on recurrent neural network toward a prediction of traffic accident risk. The predictive accident risk can be potential applied to the traffic accident warning system. We ranked the predictive power of various factors considered in our model through the method of Granger causality analysis, and established the order of predictive power as traffic flow > traffic accident > geographical position weather + air quality + holiday + time period, which indicate that traffic flow is the most essential factor for the occurrence of traffic accidents. The proposed method can be integrated into an intelligent traffic control system toward a more reasonable traffic prediction and command organization.
I. INTRODUCTION
In modern society, the rapid development of urbanization has resulted in the boom of vehicles, causing a number of problems, such as traffic congestion, air pollution, and traffic accidents. These problems have caused huge economic loss as well as human casualties. According to Global Status Report on Road Safety, published by World Health Organization in 2015, about 1.25 million people were killed in traffic accidents every year. With the help of big traffic data and deep learning, real-time traffic flow prediction has enabled people to avoid traffic jam by choosing less congested routes. Big traffic data and deep learning may also provide a promising solution to predict or reduce the risk of traffic accidents.
One important task in traffic accident prevention is to build an effective traffic accident risk prediction system. If a traffic accident risk in a certain region can be predicted, we can disseminate this information to the nearby drivers to alert them or make them choose a less hazardous road. However, accurate prediction of traffic accident risk is very difficult because many related factors could affect traffic accident. For example, different regions have tremendous difference on traffic accident rate. In addition, poor weather condition such as snow or fog can reduce road visibility and traffic capacity, thus increase the change of traffic accidents. Traffic accident rate varies at different time of a day, possibly related to the physical condition of the drivers. Although many researchers have focused on the identification of key factors associated with traffic accident [1] , [2] , [3] , effective prediction of the traffic accident risk dynamically remains to be a challenge problem.
With the development of deep learning, methods based on deep learning and big data have shown favorable results in traffic related problems, such as traffic flow prediction [4] , arrival time estimation [5] , origin-destination forecasting [6] , etc. As for traffic accident risk prediction based on deep learning, to our best knowledge, the only work is done by Chen et. al., who use human mobility features extracted from Stack denoise Autoencoder to infer traffic accident risk in Japan [7] . However, they did not consider several important factors such as traffic flow and weather condition. For example, traffic accidents are more common in rush hours because of the elevated vehicle flow and human flow. Without the information of traffic flow, the predictive power may be weakened. Another important information that they missed is the periodical pattern of traffic accidents. In particular, traffic accidents may closely related to the day of week or the day of a year (such as holidays). Other important factors that may have significant impact on traffic accident include weather condition, air quality and regional characteristic, etc. To improve the power of traffic accident risk prediction, it is important to combine all these factors into a comprehensive prediction model.
In this paper, we collected big and heterogeneous data related with traffic accident and built a deep model for traffic accident risk prediction based on recurrent neural network. The model integrates historical short-term and periodic features of traffic accident, traffic flow, weather condition and air quality. Numerical results based on real traffic data shows that our method can learn the patterns of traffic accident more effectively than traditional machine learning methods and Stack denoise Autoencoder method [7] .
In our study, we proposed a deep learning model for shortterm traffic accident risk prediction. The model can learn deep connections between traffic accident and closely related factors. The proposed approach was aimed at ranking the Fig. 1 . Workflow of our traffic accident risk prediction method. First, the big and heterogeneous data related with traffic accident is collected. It contains the data of traffic accident, traffic flow, air quality and weather condition. Secondly, the data is preprocessed by numeralization, discretization, normalization, and then feed to the deep model for training. After training, we feed real-time data to the trained model and obtain traffic accident risk prediction.
predictive power of factors that associated with traffic accident according to Granger causality based on real data. As a potential application, the traffic accident prediction system based on our method can be used to help traffic enforcement department to allocate police forces in advance of traffic accidents.
The rest of this paper is organized as follows: Section 2 introduces some previous works that are related with the present one. Section 3 describes the big and heterogeneous data source we used in this paper. Section 4 introduces our deep learning model for traffic accident risk prediction. Section 5 explores the results of experiment and gives the predictability rank of factors that related with traffic accident on the basis of Granger causality. Section 6 gives the conclusions and future works.
II. RELATED WORK

1) Identification of Traffic Accident Trigger:
Tremendous efforts have been devoted to the identification of key conditions or particular traffic patterns that could lead to traffic accident. For instance, Oh proposed the assumption that disruptive traffic flow is a trigger to crash [2] . Based on the loop detector data and crash data, they found that 5-min standard deviation of speeds right before a traffic accident is an effective indicator of crash. Abdel-Aty took the spatial variation of traffic patterns into account and found that 5-min average occupancy from upstream and 5-min coefficient of variation in speed from downstream of the accident place can be indicators of accident [3] . Although different crash indicators have been proposed, they could not meet the requirement of accurate accident prediction because numerous factors have complex connections with traffic accidents.
2) Real-time Traffic Accident Prediction: With the development of machine learning, many researchers start to focus on real-time traffic accident prediction. Lv chose feature variables based on Euclidean metric and utilized k-nearest neighbor method to predict traffic accident [8] . Hossain proposed a method on the basis of Bayesian network to infer highway crash in real-time [9] .Park collected big traffic accident data of highway in Seoul and build a prediction workflow based on k-means cluster analysis and logistic regression [10] . Recently, Chen used human mobility data in Japan and build a Stack denoise Autoencoder to infer the real-time traffic risk [7] . One limitation of these works is that, they did not incorporate several importance factors such as traffic flow, weather condition, air quality into their model. Without these information, the predictive power of the model could be weakened.
3) Deep Learning: The success of deep learning has proved its power in discovering intricate structures in highdimensional data [11] . It has been widely used as the state-ofthe-art technique in image recognition [12] , speech recognition [13] , natural language understanding [14] , etc. Early researches of learning systems based on neural network can date back to 1966 [15] . Later, with the help of back propagation algorithm [16] and convolutional neural network (also known as CNNs), neural network successfully used in hand-written digit recognition [17] . However, the requirement of huge amount of training data restricted the application of neural network in limited and certain tasks. With the development of General Purpose Graphics Processing Unit (GPGPU) and available data, CNNs start to show its capability in image by making breakthrough in ImageNet competition in 2012. After then, it has become the dominant technique in image related fields. Like the success of CNNs, another kind of neural networkRecurrent Neural Network (RNN for short) becomes popular in tasks associated with sequence inputs, such as speech and language. Nevertheless, the traditional RNN has the difficulty in learning and storing long information. Therefore, several improved neural network with explicit memory is proposed later, such as Long Short-Term Memory network (also known as LSTM) [18] , neural Turing machine [19] and memory network [20] . As for researches on intelligent transportation system, a number of studies focus on traffic flow prediction based on deep learning [21] , [4] . In a longer time scale, some studies try to predict the congestion evolution of large-scale transportation network [22] . Another interesting application utilized deep reinforcement learning to control the timing of traffic signal [23] .
III. BIG AND HETEROGENEOUS DATA
In this study, to predict traffic accident risk, big and heterogeneous data related with traffic accident was collected. Details of the data are as follows: 
IV. DEEP MODEL OF TRAFFIC ACCIDENT RISK PREDICTION
As Chen et. al. has documented, after some analysis of traffic accident data, we find it is difficult to predict whether traffic accident will happen or not directly, because complex factors can affect traffic accident, and some factors, such as the distraction of drivers, can not be observed and collected in advance [7] . Therefore, as Chen et. al. did, we try to predict the risk of traffic accident as well. Based on the consideration that the frequency and severity of traffic accident can reflect the risk in some degree, we define risk level, in the same way as Chen et. al, as the sum of severity level in each traffic accident record. For instance, risk level is 5 if 1 fatal accident and 2 slightly injury accidents happened in a region. Hence, hot spots of traffic accident can be detected if they show high risk levels.
To achieve the goal of traffic accident risk prediction, we collected big and heterogeneous data related with traffic accident and built a real-time prediction model based on deep learning. Our method is illustrated in Figure 1 . First, we preprocessed the heterogeneous data to transform it into a processable format for machine learning. Then we constructed a deep model on the basis of recurrent neural network to infer traffic accident risk. After training the data, we input the recent historical data of traffic accident, traffic flow, weather and air quality into the trained model. The recent historical data means the data of last a few hours, yesterday and last week. By feeding the recent historical data into model, we can obtain a prediction of traffic accident risk from the output of model.
A. Preprocessing
Before we build deep learning model and start traffic accident risk prediction, a proper data structure is necessary. Therefore, we first preprocess our raw data by numeralization, discretization and normalization.
The traffic accident data was first discretized in space and time. The temporal resolutions were 30 or 60 minutes for different time horizon of prediction, and spatial resolution dimension was 1000m×1000m in uniform grids. After discretization, we obtained a matrix S whose element S r,t is all the severity levels of traffic accidents happened within region r and time slot t.
After we have obtained matrix S, we define risk level matrix R whose element R r,t is:
where n is the number of traffic accidents happened in region r at time slot t, and S i,r,t is the severity of i-th traffic accident. For convenience, we denote R r,t as R r (t) hereafter. For traffic flow data, from the taxi GPS data we obtained the average vehicle speed on each grid at every 5 minutes. This is done by first assigning each GPS record to its corresponding grid (the same uniform grids as the one used previously) and time slot, and then averaging the speeds of each records within one grid to get the average speed. The speed matrix, denoted by V , represents the mean speed of taxis in each region and time slot.
Because patterns of traffic flow and traffic accident in holidays are quite different from that in weekdays, besides matrixes of traffic accident and traffic flow, we also constructed a matrix H to label whether the time slot t belongs to a holiday or not. Holidays include Lunar New Year, Spring Festival, QingMing Festival (also known as Tomb Sweeping Day) , Labor Day, Dragon Boat Festival, Chinese National Day and Mid-Autumn Festival. In addition, traffic accident patterns also change drastically in the time of the day. For example, traffic accident is more frequent at rush hours than that at off-peaks. According to working time pattern and Chinese lifestyle, we divided the time of one day into 7 blocks based partially on [1] : 00:00-06:59 (mid-night to dawn), 07:00-08:59 (morning rush hours), 09:00-11:59 (morning working hours), 12:00-13:59(lunch break), 14:00-16:59 (afternoon working hours), 17:00-19:59 (afternoon rushing hours), and 20:00-23:59 (nighttime).
For weather data, the raw data we collected is daily weather description, such as cloudy, rainy, etc. Because literal data The left part of figure shows the architecture of neural network, which is consisted of 2 separated input layers (the first input layer and the second input layer), 4 LSTM layers, 3 fully connected layers and 1 output layer. The first input layer is made up of short-term feature and periodic feature, and each feature contains several feature elements. As shown in right part, a feature element is a vector which includes the preprocessed data: traffic accident amount, mean traffic speed, weather severity, normalized PM2.5 index, time period, holiday label. The second input layer which shown in middle of figure is consisted of normalized longitude and latitude of the region center that we want to predict. like this is difficult to process, we transformed them into quantitative values. The processing details can be found in supplemental material [24] . On the basis of date correspondence between traffic accident matrix S and weather data, we labeled each element of S with weather severity and aggregate the labels into a weather severity matrix W . For instance, element W r (t) means the weather severity in region r and time slot t.
For air quality data, we normalized it by dividing max PM2.5 index (500), i.e., normalized P M 2.5 index = P M 2.5 index/500.0. Similar to weather severity matrix, we utilized the normalized data and built an air quality matrix A. For instance, element A r (t) means normalized air quality index in region r and time slot t.
After preprocessing, we obtained 6 matrices, namely the risk level (R), traffic flow (V ), holiday (H), time period (P ), weather severity (W ) and air quality (A). Aggregating these matrices together according to their temporal and spatial correspondence, a new integrated matrix I is constructed. For a particular region r and time slot t, I r (t) = [R r (t), V r (t), H r (t), P r (t), W r (t), A r (t)]
T .
B. Model
In this subsection, we will introduce our Traffic Accident Risk Prediction Method based on LSTM (TARPML), and Figure 2 illustrates our deep model of TARPML. The input layers are consisted of two parts, namely, the first input layer and the second input layer . The first input layer is a vector T , and it aggregate the short-term and periodic feature elements, which includes traffic accident amount, mean traffic speed, weather severity, normalized PM2.5 index, time period and holiday label. The second input layer contains the normalized longitude and latitude of the region center that we expected to predict, and it directly input into fully connected layers rather than LSTM layers. The hidden layers of deep model is consisted of 4 LSTM layers and 3 fully connected layers sequentially. The last layer of model is output layer, which outputs the risk level for given input features.
The reason why we chose LSTM is that LSTM can capture the periodic feature of traffic accident, and traditional RNNs shows poor performance and intrinsic difficulties in training when it has long time period. These weaknesses have been proved in researches related with traffic flow prediction [22] . On another hand, the explicit memory cell in LSTM can avoid the problems of gradient vanish or gradient explosion existed in traditional RNNs. The structure of LSTM is similar to traditional RNNs, and it consisted of one input layer, one or several hidden layer and one output layer. The core concept of LSTM is its memory cell in hidden layer, it contains 4 major parts: an input gate, a neuron with a self-recurrent link, a forget gate and an output gate, and its inner structure is shown in Figure 3 . More details about LSTM can be found in [18] .
Later subsections will demonstrate short-term feature, periodic feature, geographical position information of inputs and the details of deep model. 1) Short-term Feature: Short-term features reflect the traffic related conditions that happened several hours right before the time to be predicted. According to the matrix introduced above, our short-term feature of input can be denoted as T s = [I r (t − n), I r (t − n + 1), ..., I r (t − 1)]
T . The symbol of n is the picked time period length, and I r (t) is the element of matrix I, which represents the traffic accident count, traffic flow, weather condition, air quality, time slot and whether its time slot is in holidays and festivals.
2) Periodic Feature: Traffic phenomenons, such as traffic flow or traffic accident, usually repeat some patterns at the same time of different periods. The length of this period may be a day or a week because people often commute in a fixed pattern every working day, and in weekends traffic patterns show a obvious periodicity, which is distinct from that in weekdays. This historical and periodic traffic patterns in a day or a week can be utilized to improve traffic accident risk prediction.
In this subsection, we proposed the concept of periodic feature as another input of LSTM beside short-term feature, and this periodic feature is consisted of daily periodic feature and weekly periodic feature. Suppose we need to predict whether traffic accident will happen in region r and time slot t, then the daily periodic feature can be denoted as
T . Similarly, the weekly periodic feature can be expressed as T w = [I r (t w − n w ), I r (t w − n w + 1), ..., I r (t w + n w )] T . In the expressions, t d and t w denote the same time slot of t Fig. 3 . The structure of LSTM Cell, which is consisted of an input gate, a neuron with a self-recurrent link, a forget gate and an output gate. in yesterday and last week respectively, and n d and n w are selected time lags of daily periodicity and weekly periodicity respectively.
3) Geographical Position Information: To explore whether traffic accident is highly associated with region characteristics, we plot the heatmap of traffic accident in Beijing in 2016 ( Figure 4 ). As shown in Figure 4 , the traffic accident frequency is not uniform distributed, and it is highly related with geographical region. Therefore, we decided to add normalized latitude and longitude of the region center as a geographical position information into our model.
4) Deep Model:
We sequentially concatenate short-term features and periodic features into a feature vector and input it into the first input layer, and the vector can be represented
T . The geographical position information was input into the second input layer, which directly connected with fully connected layer. Our deep model contains 4 LSTM layers and 3 fully connected layers orderly. To avoid overfitting, we add a dropout layer with 0.5 dropout rate between each two fully connected layers [25] . The activation function of fully connected layers and output layer is Rectified Linear Units (RELU), which can be denoted as max(0, x) mathematically.
V. EXPERIMENTS AND RESULTS
In this section, we compare TARPML with several traditional machine learning methods, including Support Vector Machine, Logistic Regression, Decision Tree, and a Stack denoise AutoEncoder method based on deep learning [7] . In addition, we utilized Granger casualty to rank the predictive power of different factors and features. All of our experiments are performed by a PC (CPU: Intel Xeon(R) CPU E5-2609, 32GB memory, GPU: Tesla K20C).
A. Experimental Setup
Because the traffic flow data has the least time horizon (August, 2016), we chose the data of matrix I with the same time horizon as that of traffic flow data for experiment. In addition, since our model is temporal related, we arrange the data chronologically. After that, we chose top 80% data for training, and the rest is for testing. From the training data, we selected 20% of the last part as validation data. The sample size of training, validation, testing is 333,152, 65,888 and 134,560 respectively.
After hyper-parameters selection by using GridSearchCV method of scikit-learn [26] , we chose 4 as time window size n, and it represents 4 hours historical data right before the time of prediction is used to infer next 1 hour traffic accident. The time lags of daily periodicity n d and weekly periodicity n w are set as 3, which represents the data related with traffic accident before and after 3 hours in last day and weekday are used to perform accident prediction. The architecture of TARPML are built upon Keras, which is a Python Deep Learning library [27] . According to the length of input features, the input shape of LSTM layers are set as (n + 2n d + 2n w + 2, 6), whose first dimension means the length of input sequence, and the second dimension is the length of each feature. To keep the consistence with the total length of LSTM and second input layer, the number of neurons of each hidden layer is set as n + 2n d + 2n w + 4. We chose mean squared error as objective function of optimization, and selected RMSProp as the optimizer [28] .
B. Performance Evaluation 1) Simulation Results: To evaluate the effectiveness of our model, here we selected different time slots of August 26th (Friday) in 2016 for testing. Figure 5 shows the visualization of our predicted traffic accident risk map (upper row), and real traffic accident risk map (lower row) at different time.
In figure 5 , it can be seen three circles in each subfigure. Two red circles are the major commercial and business areas of Beijing, the blue circle is a region of a huge farmer's market. The areas inside circles usually face higher traffic accident risk because of the huge vehicle traffic and human volume at rush hours. From figure 5(a) and (d), we can see that the model predicted circle regions will face higher risk. This is consistent with the risk of real data (figure 5(e) and (h)) and common sense, because regions in big red circle are major entertainment areas, where have lots of pubs, nightclubs, shopping malls, and crowded with vehicles and people. Figure 5 (b) , (c), (f) and (g) illustrated the predicted and real risk map at morning and afternoon rush hours, and the most of predicted results are coincident with the real data and common sense as well. It can be seen that region in two red circles have more risk areas than other time of the day because a number of working people commute into or out of these regions every workday.
2) Evaluation Metrics: To evaluate the precision of the simulation results, we selected mean absolute error (MAE), mean relative error (MRE) and root-mean relative error (RMSE) as our metrics. They are defined as:
where n is the sample size, r i and r i are real and predicted risk level respectively.
3) Baseline Models: We selected several traditional machine learning models and a Stack denoise Autoencoder (SdAE) based on deep learning [7] as our baseline models to compare prediction performance with our TARPML method. The traditional machine learning models we used are Logistic Regression (LR) [29] , Support Vector Machine (SVM) [30] , Decision Tree (DT) [31] .
4) Performance Evaluation: We compared the predictability of our model with that of baselines, and Table I and TableII demonstrates their MAE, MRE and RMSE values at different time horizons (30-min and 60-min). These tables shows that our model outperforms Stack denoise Autoencoder [7] , Logistic Regression, Decision Tree and Support Vector Machine, and have smaller prediction errors.
C. Granger Causality Analysis
The black box characteristics of neural network have been criticized by many researchers as it is difficult to interpret how the networks work and what knowledge the network discovered from data. Recent researches have found that, the so called Granger causality, which is capable of characterizing the causality according to incremental predictability, can be used to understand the causal-relationship behind neural networks [32] , [4] . In this subsection, we utilized Granger causality analysis to rank the predictive power of different factors and features.
Firstly, we ranked different factors based on their predictive power. These factors are traffic accident (A), traffic flow (F), geographical position (G), weather (W), air quality (Q), time period (T) and holiday (H). Because weather, air quality, time period and holiday are not regional specific factors, we just consider their predictive power in combination, namely W+Q+T+H. That means these factors are identical in all regions of a city at the same time, and can not reflect regional characteristics to predict risk for different regions. In addition, because the performance of 30-min prediction and 60-min prediction just have little difference, we only chose 60-min prediction as the task of Granger analysis, and compared performances of TARPML with different factors. Table III gives the predictive power of different factors or their combination, it can be noticed that the combination of all factors achieved the best performance, but it just performed a little better than the combination of A+F+G, this indicated that the combination of W+Q+T+H have only a little predictive power. As for predictive power of single factor, traffic flow showed better performance than traffic accident and geographical position. Therefore, we can establish the order of predictive power as traffic flow > traffic accident > geographical position weather + air quality + holiday + time period. Secondly, we ranked the predictive power of different features. According to the selected hyper-parameters, we set the time window length of different feature with equal value, namely n = n d = n w = 4. Then, we performed the prediction with standalone short-term feature (S), daily periodic feature(D) or weekly periodic feature (W) independently, and tested the predictive power of their combination (S+D+W).
The results is given in Table IV , and it revealed the following patterns: 1. The predictive power of single feature can be ordered as daily periodic feature > short-term feature ≈ weekly periodic feature. It indicated that traffic pattern of the same time last day are more similar and valuable than that of last week or last hours for traffic accident risk prediction. 2. The combination of features led better predictive power than standalone feature. 
VI. CONCLUSION
In this paper, we collected big and heterogeneous data related with traffic accident, and built a deep learning model with temporal-spatial information for predict traffic accident risk. The visualization of predicted result shows the effectiveness and predictive power of our model. Based on Granger causality method, we ranked the predictive power of traffic related factors as traffic flow > traffic accident > geographical position weather condition + holiday + air quality + time period. We also discovered daily periodic feature have more predictive power than weekly feature and short-term feature. This study therefore indicates that benefits gained from temporal-spatial feature, heterogeneous data and deep recurrent neural network can bring about improvement of traffic accident risk prediction. Our method can be easily applied to the traffic accident warning system and help people avoiding traffic accident by choosing safer regions.
However, due to the complexity of traffic accident, our study has some limitations in following aspects. First, although the factors we utilized in this paper can reveal and predict some traffic accident risk patterns, they are far from complete, and other factors, such as driver behavior, road characteristic, light conditions and special events, are important as well. Second, our prediction results are coarse-grained, and can not provide road level accident risk prediction.Therefore, future work combined with structure of urban road network and comprehensive factors related with traffic accident will be promising to make better prediction result.
