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Abstract: Regular variation is often used as the starting point for modeling multivariate heavy-tailed
data. A random vector is regularly varying if and only if its radial part R is regularly varying and
is asymptotically independent of the angular part Θ as R goes to infinity. The conditional limiting
distribution of Θ given R is large characterizes the tail dependence of the random vector and hence its
estimation is the primary goal of applications. A typical strategy is to look at the angular components
of the data for which the radial parts exceed some threshold. While a large class of methods has been
proposed to model the angular distribution from these exceedances, the choice of threshold has been
scarcely discussed in the literature. In this paper, we describe a procedure for choosing the threshold
by formally testing the independence of R and Θ using a measure of dependence called distance
covariance. We generalize the limit theorem for distance covariance to our unique setting and propose
an algorithm which selects the threshold for R. This algorithm incorporates a subsampling scheme
that is also applicable to weakly dependent data. Moreover, it avoids the heavy computation in the
calculation of the distance covariance, a typical limitation for this measure. The performance of our
method is illustrated on both simulated and real data.
Keywords and phrases: distance covariance, heavy-tailed data, multivariate regular variation,
threshold selection.
1. Introduction
For multivariate heavy-tailed data, the principal objective is often to study dependence in the ‘tail’ of the
distribution. To achieve this goal, the assumption of multivariate regular variation is typically used as a
starting point. A random vector X ∈ Rd is said to be multivariate regularly varying if the polar coordinates
(R,Θ) = (‖X‖,X/‖X‖), where ‖ · ‖ is some norm, satisfy the conditions
(a) R is univariate regularly varying, i.e., P(R > r) = L(r)r−α, where L(·) is a slowly varying function at
infinity;
(b) P(Θ ∈ ·|R > r) converges weakly to a measure S(·) as r →∞.
The α is referred to as the index of the regular variation, while the S is called the angular distribution
and characterizes the limiting tail dependence. There are other equivalent definitions of regular variation
(Resnick, 2002), but this one is the most convenient for our purposes.
Given observations {Xi}ni=1 and their corresponding polar coordinates {(Ri,Θi)}ni=1, a straightforward
procedure for estimating S is to look at angular components of the data for which the radii are greater than
a large threshold r0, that is, Θi for which Ri > r0. In most studies, one takes r0 to be a large empirical
quantile of R. While there has been extensive research on choosing a threshold for which the distribution of
R is regularly varying (i.e., limit condition (a)), little research has been devoted to ensuring the threshold
is large enough for the independence of Θ and R to be reasonable (i.e., limit condition (b)). To this end,
de Haan and de Ronde (1998) fit a parametric extreme value distribution model to each marginal and
examined the parameter stability plot of each coordinate. The Staˇricaˇ plot (Staˇricaˇ, 1999) looked at the
joint tail empirical measure, but was, in some way, equivalent to only examining the extremal behavior of
R. Resnick (2007) suggested an automatic threshold selection from the Staˇricaˇ plot but observed that the
thresholds were sometimes systematically underestimated. In their study of the threshold based inference
for parametric max-stable processes, Jeon and Smith (2014) suggested choosing the threshold by minimizing
the MSE of the estimated parameters.
In this paper, we propose an algorithm which selects the threshold for modeling S. Our motivation is the
implied property that R and Θ given R > r become independent as r →∞. Given a sequence of candidate
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2 Wan and Davis
threshold levels, we test the degree of dependence between R and Θ for the truncated data above each level.
The dependence measure we use is the distance covariance introduced by Sze´kely et al. (2007). This measure
has the ability to account for various types of dependence and to be applicable to data in higher dimensions.
The resulting test statistics are given in the form of p-values and are compared across all levels through a
subsampling scheme. This enables us to extract more accurate information from the test statistics while not
overloading the computational burden.
The remainder of this paper is organized as follows. We first provide some theoretical backgrounds on
multivariate regular variation in Section 2. The distance covariance and its theoretical properties are in-
troduced in Section 3. Applying this dependence measure in our conditioning setting, we propose a test
statistic and prove relevant theoretical results in Section 4. Our proposed algorithm for threshold selection
is presented in Section 5, and illustrated on simulated and real examples in Section 6. The paper concludes
with a discussion.
2. Multivariate regular variation and problem set-up
One way to approach multivariate heavy-tailed data is through the notion of multivariate regular variation.
For a detailed review, see, for example, Chapter 6 of Resnick (2007). Let X = (X1, . . . , Xd) be a d-dimensional
random variable defined on the cone Rd+ = [0,∞)\{0}. Define the polar coordinate transformation
T (X) = (‖X‖,X/‖X‖) =: (R,Θ), (2.1)
where ‖ · ‖ denotes some norm. Then X is regularly varying if and only if there exists a probability measure
S(·) on Sd−1, the unit sphere in Rd, and a function b(t)→∞, such that
tP [(R/b(t),Θ) ∈ ·] v→ να × S, t→∞, (2.2)
where
v→ denotes vague convergence, and να is a measure defined on (0,∞] such that
να(x,∞] = x−α, x > 0.
Here b(t) can be chosen as the 1− t−1-quantile, i.e.,
b(t) = inf{s|P(R ≤ s) ≥ 1− t−1}.
The convergence (2.2) implies that
P
[(
R
r
,Θ
)
∈ ·
∣∣∣∣R > r] w→ να × S, r →∞, on [1,∞)× Sd−1, (2.3)
where
w→ denotes weak convergence. In other words, given that R > r for r large, the conditional distribution
of R/r and Θ are independent in the limit. In view of (2.3), we restrict the measure να to [1,∞) throughout
the remainder of the paper. The angular measure S characterizes the tail dependence structure of X. If
S is concentrated on {ei, i = 1, . . . d}, where ei = (0, . . . , 0, 1, 0, . . . , 0), then the components of X are
asymptotically independent in the tail, a case known as asymptotic independence. If S has mass lying in
the subspace {(t1, . . . , td) ∈ Sd−1|ti > 0, tj > 0, i 6= j}, then an extreme observation in the Xi direction
implicates a positive probability of an extreme observation in the Xj direction, a case known as asymptotic
dependence. Hence the estimation of S from observations is an important problem, and often the primary
goal, in multivariate heavy-tailed modeling.
The following convergence is implied from (2.3):
P(Θ ∈ ·|R > r) w→ S(·), r →∞. (2.4)
This suggests estimating S using the angular data (Θi) whose radial parts satisfy Ri > r0 for r0 large. The
motivation behind our method is to seek r0 such that when R > r0, R and Θ are virtually independent.
Given a candidate threshold sequence {rk}, we formally test the independence between (Ri,Θi) on the index
set {i|Ri > rk}. The use of Pearson’s correlation as the dependence measure is unsuitable in this case, for
two reasons. First, correlation is only applicable to univariate random variables, whereas Θ lies on the sphere
of dimension d− 1. Second, correlation only describes the linear relationship between two random variables,
thus having zero correlation is not a sufficient condition for independence. Instead, we use a more powerful
dependence measure, the distance covariance, which is introduced in the next section.
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3. Distance covariance
In this section, we briefly review the definition and some properties of the distance covariance. More detailed
descriptions and proofs can be found in Sze´kely et al. (2007) and Davis et al. (2017).
Let X ∈ Rp and Y ∈ Rq be two random vectors, then the distance covariance between X and Y is defined
as
T (X,Y ;µ) =
∫
Rp+q
∣∣ϕX,Y (s, t)− ϕX(s)ϕY (t)∣∣2 µ(ds, dt) , (s, t) ∈ Rp+q (3.1)
where ϕX,Y (s, t), ϕX(s), ϕY (t) denote the joint and marginal characteristic functions of (X,Y ) and µ is a
suitable measure on Rp+q. In order to ensure that T (X,Y ;µ) is well-defined, one of the following conditions
is assumed to be satisfied throughout the paper (Davis et al., 2017):
1. µ is a finite measure on Rp+q;
2. µ is an infinite measure on Rp+q such that∫
Rp+q
(1 ∧ |s|α)(1 ∧ |t|α)µ(ds, dt) <∞
and
E[|XY |α + |X|α + |Y |α] <∞
for some α ∈ (0, 2].
One advantage of distance covariance over, say, Pearson’s covariance, is that, if µ has a positive Lebesgue
density on Rp+q, then X and Y are independent if and only if T (X,Y ;µ) = 0. Another attractive property
of this dependence measure is that it readily applies to random vectors of different dimensions.
To estimate T (X,Y ;µ) from observations (X1, Y1), . . . , (Xn, Yn), define the empirical distance covariance
Tn(X,Y ;µ) =
∫
Rp+q
∣∣ϕˆX,Y (s, t)− ϕˆX(s) ϕˆY (t)∣∣2 µ(ds, dt) ,
where ϕˆX,Y (s, t) =
1
n
∑n
j=1 e
i 〈s,Xj〉+i 〈t,Yj〉 and ϕˆX(s) = ϕˆX,Y (s, 0), ϕˆY (t) = ϕˆX,Y (0, t) are the respective
empirical characteristic functions. If we assume that µ = µ1 × µ2 and is symmetric about the origin, then
under the conditions where T (X,Y ;µ) exists, Tn(X,Y ;µ) also has the computable form
Tn(X,Y ;µ) =
1
n2
n∑
i,j=1
µ˜1(Xi −Xj) µ˜2(Yi − Yj)
+
1
n4
n∑
i,j,k,l=1
µ˜1(Xi −Xj)µ˜2(Yk − Yl) − 2
n3
n∑
i,j,k=1
µ˜1(Xi −Xj)µ˜2(Yi − Yk),
where µ˜(x) =
∫
(1− cos〈s, x〉)µ(ds) (Davis et al., 2017).
The most popular choice of µ, first mentioned by Feuerverger (1993) and then more extensively studied
by Sze´kely et al. (2007), is
µ(ds, dt) = cp,q|s|−κ−p|t|−κ−qds dt . (3.2)
where cp,q is as defined in Lemma 1 of Sze´kely et al. (2007). This choice of µ gives µ˜(x)µ˜(y) = |x|κ|y|κ.
Moreover, this is the only choice of µ for which the distance covariance is invariant relative to scale and
orthogonal transformations. Note that in order for the integral (3.1) to exist, it is required that
E[|X|κ|Y |κ + |X|κ + |Y |κ] <∞.
We will utilize the described weight measure (3.2) with κ = 1 in our simulations and data analyses in Section
6, but applied to the log transformation on R to ensure that the moment condition is satisfied.
As detailed in Davis et al. (2017), if the sequence {(Xi, Yi)} is stationary and ergodic, then
Tn(X,Y ;µ)
a.s.→ T (X,Y ;µ). (3.3)
4 Wan and Davis
Further, if X and Y are independent, then under an α-mixing condition,
nTn(X,Y ;µ)
d→
∫
Rp+q
|G(s, t)|2µ(s, t) (3.4)
for some centered Gaussian field G. On the other hand, if X and Y are dependent, then
√
n(Tn(X,Y ;µ)− T (X,Y ;µ)) d→ G′µ
for some non-trivial limit G′µ, implying that nTn(X,Y ;µ) diverges as n → ∞. Naturally one can devise a
test of independence between X and Y using the statistic nTn(X,Y ;µ): the null hypothesis of independence
is rejected at level χ if nTn(X,Y ;µ) > c, where c is the upper χ-quantile of
∫
Rp+q |G(s, t)|2µ(s, t).
In practice, the distribution
∫
Rp+q |G(s, t)|2µ(s, t) is intractable and is typically approximated through
bootstrap. Hence the main drawback of using distance covariance is the computation burden it brings for
large sample size: the computation of a single distance covariance statistic requires O(n2) operations, while
finding the cut-off values via resampling requires much more additional computation. Our method, however,
overcomes this problem through subsampling the data, as will be described in Section 5.
4. Theoretical results
Let {Xi}ni=1 be iid observations in Rd from a multivariate regularly varying distribution X satisfying (2.1)
and (2.3), and {(Ri,Θi)}ni=1 be their polar coordinate transformations. Given a threshold rn, we measure the
dependence between R/rn and Θ conditional on R > rn by the empirical distance covariance of (R/rn,Θ)
on the set {R > rn}:
Tn :=
∫
Rd+1
|Cn(s, t)|2µ(ds, dt), (4.1)
with
Cn(s, t) := ϕˆ R
rn
,Θ|rn(s, t)− ϕˆ Rrn |rn(s)ϕˆΘ|rn(t),
where ϕˆ R
rn
,Θ|rn is the conditional empirical characteristic function of (R/rn,Θ),
ϕˆ R
rn
,Θ|rn(s, t) =
1∑n
j=1 1{Rj>rn}
n∑
j=1
eisRj/rn+it
TΘj1{Rj>rn}, s ∈ R, t = (t1, . . . , td)T ∈ Rd,
and ϕˆ R
rn
|rn , ϕˆΘ|rn are the corresponding empirical conditional marginal characteristic functions,
ϕˆ R
rn
|rn(s) = ϕˆ Rrn ,Θ|rn
(s, 0), ϕˆΘ|rn(t) = ϕˆ Rrn ,Θ|rn
(0, t).
In this section, we establish the limiting results (3.3) and (3.4) adapted to the conditional distance co-
variance. For ease of notation, let
pn := P(R > rn) , pˆn :=
1
n
n∑
j=1
1{Rj>rn}
be the theoretical and empirical probability of exceedance, and let
ϕ R
rn
,Θ|rn(s, t) := E
[
eisR/rn+it
TΘ|R > rn
]
=
E
[
eisR/rn+it
TΘ1R>rn
]
pn
,
and
ϕ R
rn
|rn(s) := ϕ Rrn ,Θ|rn
(s, 0), ϕΘ|rn(t) := ϕ Rrn ,Θ|rn
(0, t),
be the theoretical conditional joint and marginal characteristic functions.
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Recall from (2.3) that as n → ∞, R/rn and Θ become asymptotically independent and converge to να
and S respectively. Denote the characteristic functions of the corresponding limit distributions by
ϕR(s) :=
∫ ∞
1
exp(isr)αr−α−1dr = lim
n→∞ϕ Rrn |rn
(s), (4.2)
ϕΘ(t) :=
∫
Sd−1
exp(itθ)S(dθ) = lim
n→∞ϕΘ|rn(t). (4.3)
We have the following results.
Theorem 4.1. 1. Let X1, . . . ,Xn be iid observations generated from X, where X is multivariate regularly
varying with index α > 1. Let Tn be the conditional empirical distance covariance between the angular
and radial component defined in (4.1). Further assume that npn →∞ and the weight measure µ satisfies∫
Rd+1
(1 ∧ |s|β)(1 ∧ |t|2)µ(ds, dt) <∞, (4.4)
for some 1 < β < 2 ∧ α. Then
Tn
p→ 0.
2. In addition, if {rn} satisfies
npn
∫
Rd+1
|ϕ R
rn
,Θ|rn(s, t)− ϕ Rrn |rn(s)ϕΘ|rn(t)|
2µ(ds, dt)→ 0, (4.5)
then
npˆnTn
d→
∫
Rd+1
|Q(s, t)|2µ(ds, dt), (4.6)
where Q is a centered Gaussian process with covariance function
cov(Q(s, t), Q(s′, t′)) = (ϕR(s− s′)− ϕR(s)ϕR(−s′))(ϕΘ(t− t′)− ϕΘ(t)ϕΘ(−t′)) (4.7)
with ϕR, ϕΘ as defined in (4.2) and (4.3).
Remark 4.2. In the case where X is regularly varying with index α ≤ 1, similar results hold if we replace
R/rn with log(R/rn) for which all moments exist.
The proof of the theorem is delayed to Appendix A. In the following remark, we discuss certain sufficient
conditions for assumption (4.5).
Remark 4.3. Assume that µ = µ1×µ2, where µ1, µ2 are measures on R and Rd, respectively, and symmetric
about the origin. From Section 2.2 of Davis et al. (2017), condition (4.5) is equivalent to
npn
(
E[µ˜1(
R
rn
− R
′
rn
) µ˜2(Θ−Θ′)|R,R′ > rn]
+E[µ˜1(
R
rn
− R
′
rn
)|R,R′ > rn]E[µ˜2(Θ−Θ′)|R,R′ > rn]
−2E[µ˜1( R
rn
− R
′
rn
)µ˜2(Θ−Θ′′)|R,R′ > rn]
)
→ 0, (4.8)
where
µ˜i(x) =
∫
(1− cos(xT s))µi(ds), i = 1, 2.
Let P R
rn
,Θ|rn denote the conditional joint distribution of (R/rn,Θ) given R > rn and P Rrn |rn
, PΘ|rn be the
respective conditional marginals. Then (4.8) can be expressed as
npn
∫
(1,∞)×Sd−1
∫
(1,∞)×Sd−1
µ˜1(T − T ′) µ˜2(Θ−Θ′)
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P R
rn
,Θ|rn(dT, dΘ)P Rrn ,Θ|rn
(dT ′, dΘ′)
+P R
rn
|rn(dT )PΘ|rn(dΘ)P Rrn |rn
(dT ′)PΘ|rn(dΘ
′)
−2P R
rn
,Θ|rn(dT, dΘ)P Rrn |rn
(dT ′)PΘ|rn(dΘ
′)
)
=
∫
(1,∞)×Sd−1
∫
(1,∞)×Sd−1
µ˜1(T − T ′) µ˜2(Θ−Θ′)
√
npn
(
P R
rn
,Θ|rn(dT, dΘ)− P Rrn |rn(dT )PΘ|rn(dΘ)
)
√
npn
(
P R
rn
,Θ|rn(dT
′, dΘ′)− P R
rn
|rn(dT
′)PΘ|rn(dΘ
′)
)
→ 0, (4.9)
where (R′,Θ′), (R′′,Θ′′) are iid copies of (R,Θ). One way to verify (4.9) is to assume a second-order like
condition on the distribution of (R,Θ). For example, assume that
P R
rn
,Θ|rn − να × S
A(rn)
w→ χ,
where χ is a signed measure such that χ([r,∞]×B) is finite for all r ≥ 1 and B Borel set in Sd−1, the unit
sphere in Rd, and the scalar function A(t) → 0 as t → ∞. When the components of X are asymptotically
independent, this is equivalent to the second order condition for multivariate regular variation (Resnick,
2002). If we choose the sequence rn such that
√
npn →∞ and √npnA(rn)→ 0, then
√
npnA(rn)
P R
rn
,Θ|rn((·, ·))− P Rrn |rn(·)× PΘ|rn(·)
A(rn)
=
√
npnA(rn)
(
P R
rn
,Θ|rn((·, ·))− να × S((·, ·))
A(rn)
−
(
P R
rn
|rn(·)− να(·)
)
× PΘ|rn(·)
A(rn)
−να(·)× (PΘ|rn(·)− S(·))
A(rn)
)
w→ 0
on [1,∞]× Sd−1. In the case where µ1, µ2 are finite measures, µ˜1, µ˜2 are bounded and (4.9) is satisfied since
the integrand can be written as
npnA
2(rn)
∫
(1,∞)×Sd−1
[∫
(1,∞)×Sd−1
µ˜1(T − T ′) µ˜2(Θ−Θ′)
P R
rn
,Θ|rn(dT, dΘ)− P Rrn |rn(dT )PΘ|rn(dΘ)
A(rn)
]
P R
rn
,Θ|rn(dT
′, dΘ′)− P R
rn
|rn(dT
′)PΘ|rn(dΘ
′)
A(rn)
→ 0.
In the special case that |A| ∈ RVρ for ρ < 0, (4.9) is met provided rn is chosen such that
O(n
1
α+2|ρ|+) ≤ rn ≤ o(n 1α ), for some  > 0.
When the measures µ1, µ2 are infinite, (4.5) can be verified in specific cases. This is illustrated in the
following example.
Example 4.4. Let X follow a bivariate logistic distribution, i.e., X has cdf
P(X1 < x1, X2 < x2) = exp(−(x−1/γ1 + x−1/γ2 )γ), γ ∈ (0, 1). (4.10)
Then X has asymptotically independent components if and only if γ = 1. It can be shown that X is regularly
varying with index α = 1, i.e., pn = P(R > rn) ∼ r−1n as rn →∞. Using the L1-norm, ‖(x1, x2)‖ = |x1|+|x2|,
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the pseudo-polar coordinate transform is (R,Θ) = (X1 +X2, X1/(X1 +X2))∈ (0,∞)× [0, 1] and the pdf of
(R,Θ) is
fR,Θ(r, θ) = r
−2 (θ(1− θ))− γ+1γ
(
θ−
1
γ + (1− θ)− 1γ
)γ−2
e
−r−1
(
θ
− 1
γ +(1−θ)−
1
γ
)γ
(
r−1
(
θ−
1
γ + (1− θ)− 1γ
)γ
− γ − 1
γ
)
.
We now consider the case of the infinite weight measure µ given in (3.2) with κ = 1 and derive the condition
on the sequence {rk} for which the conditions of Theorem 4.1 hold. First observe that
f R
rn
,Θ|rn(t, θ) = t
−2 (θ(1− θ))− γ+1γ
(
θ−
1
γ + (1− θ)− 1γ
)γ−2
e
−r−1n t−1
(
θ
− 1
γ +(1−θ)−
1
γ
)γ
(
r−1n t
−1
(
θ−
1
γ + (1− θ)− 1γ
)γ
− γ − 1
γ
)
→ t−2 1− γ
γ
(θ(1− θ))− γ+1γ
(
θ−
1
γ + (1− θ)− 1γ
)γ−2
, as n→∞, (4.11)
=: fT (t)fΘ(θ),
and
rn
∣∣∣f R
rn
,Θ|rn(t, θ)− fT (t)fΘ(θ)
∣∣∣
≤ fT (t)fΘ(θ)
(
rn
∣∣∣∣∣e−r−1n t−1
(
θ
− 1
γ +(1−θ)−
1
γ
)γ
− 1
∣∣∣∣∣
+e
−r−1n t−1
(
θ
− 1
γ +(1−θ)−
1
γ
)γ
t−1
(
θ−
1
γ + (1− θ)− 1γ
)γ γ
1− γ
)
≤ fT (t)fΘ(θ)
(
t−1
(
θ−
1
γ + (1− θ)− 1γ
)γ
+ t−1
(
θ−
1
γ + (1− θ)− 1γ
)γ γ
1− γ
)
≤ t−3
(
θ−
1
γ + (1− θ)− 1γ
)2γ−2 1
1− γ
≤ ct−3, for t ≥ 1 and θ ∈ [0, 1],
where c denotes a generic a constant whose value may change from line to line throughout the paper, and
the last inequality comes from the facts that
θ(1− θ) ≤ 1
4
and
(
θ−
1
γ + (1− θ)− 1γ
)2γ−2
≤
(
1
2
) 2−2γ
γ
<∞.
Letting
hn(t, θ) :=
f R
rn
,Θ|rn(t, θ)− f Rrn |rn(t)fΘ|rn(θ)
r−1n
,
we have
max
(∫ 1
0
∫ ∞
1
|hn(t, θ)|dtdθ,
∫ 1
0
∫ ∞
1
| log(t)hn(t, θ)|dtdθ
)
≤
∫ 1
0
∫ ∞
1
|thn(t, θ)|dtdθ
≤
∫ 1
0
∫ ∞
1
∣∣∣∣∣f Rrn ,Θ|rn(t, θ)− fT (t)fΘ(θ)t−1r−1n
∣∣∣∣∣ dtdθ
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+
∫ 1
0
∫ ∞
1
∣∣∣∣fT (t)fΘ|rn(θ)− fΘ(θ)t−1r−1n
∣∣∣∣ dtdθ
+
∫ 1
0
∫ ∞
1
∣∣∣∣∣fΘ|rn(θ)f Rrn |rn(t)− fT (t)t−1r−1n
∣∣∣∣∣ dtdθ,
where the first term can be bounded by∫ 1
0
∫ ∞
1
ct−2dtdθ <∞,
and the other terms can be bounded in the same way. Since R has infinite first moment, we apply the distance
correlation to logR and Θ. The integral in (4.9) is bounded by
npn
r2n
∫ 1
0
∫ ∞
1
∫ 1
0
∫ ∞
1
| log t− log t′||θ − θ′||hn(t, θ)||hn(t′, θ′)|dtdθdt′dθ′
≤ c n
r3n
∫ 1
0
∫ ∞
1
∫ 1
0
∫ ∞
1
(| log t|+ | log t′|)|hn(t, θ)||hn(t′, θ′)|dtdθdt′dθ′
≤ c n
r3n
(∫ 1
0
∫ ∞
1
| log(t)hn(t, θ)|dtdθ
)(∫ 1
0
∫ ∞
1
|hn(t, θ)|dtdθ
)
≤ c n
r3n
,
which converges to zero if n = o(r3n). Therefore if {rn} is chosen such that rn = o(n) and n = o(r3n), then
Theorem 4.1 holds.
The result in Theorem 4.1 can be generalized from iid to a regularly varying time series setting, which we
present in the next theorem. For a multivariate stationary time series {Xt} and h ≥ 1, set Yh = (X0, . . . ,Xh).
Then {Xt} is regularly varying if
P(x−1Yh ∈ ·)
P(x−1‖X0‖ > 1)
v→ µ∗h(·), x→∞,
for some non-null measure µ∗h on R
(h+1)d
0 = R
(h+1)d\{0}, R = R ∪ {±∞}, with the property that µ∗h(tC) =
t−αµ∗h(C) for any t > 0 and Borel set C ⊂ R
(h+1)d
0 . See, for example, page 979 of Davis and Mikosch (2009).
It follows easily that
P(x−1(X0,Xh) ∈ ·)
P(‖X0‖ > x)
v→ µh(·), (4.12)
where
µh(D) = C · µ∗h({s ∈ R
(h+1)d
: (s1, sh) ∈ D}).
Assume that {Xt} is α-mixing. We assume the following conditions between {Xt} and the sequence of
threshold {rn}, which can be verified for various time series models (Davis and Mikosch, 2009).
(M) Assume p−1n = P−1(‖X1‖ > rn) = o(n1/3) and that there exists a sequence {ln} such that ln →∞,
lnpn → 0, and
i) (
1
pn
)δ ∞∑
h=ln
αδh → 0 for some δ ∈ (0, 1); (4.13)
ii)
lim
h→∞
lim sup
n→∞
1
pn
ln∑
j=h
P(‖X0‖ > rn, ‖Xj‖ > rn) = 0; (4.14)
iii)
npnαln → 0. (4.15)
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Theorem 4.5. Let {Xt} be a multivariate regularly varying time series with tail index α > 1 and α-
mixing with coefficients {αh}h≥0. Assume the same conditions for the weight measure µ and the sequence of
thresholds {rn} in Theorem 4.1, i.e., (4.4), (4.5) hold, and that condition (M) holds. Then
npˆnTn
d→
∫
Rd+1
|Q′(s, t)|2µ(ds, dt),
where Q′ is a centered Gaussian process. In particular,
Tn
p→ 0.
The proof of Theorem 4.5 is given in Appendix B.
Note that the limiting distributions Q in Theorem 4.1 and Q′ in Theorem 4.5 are both intractable.
In practice, quantiles of the distributions are calculated using resampling methods. While in the iid case
this can be done straightforwardly, in the weakly dependent case one needs to apply the block bootstrap or
stationary bootstrap to obtain the desired result (see Davis et al. (2012)). In the following section, we present
a threshold selection framework with a subsampling scheme that does not require independence between the
observations.
5. Threshold selection
In this section, we propose a procedure to select the threshold for estimating the spectral measure S from
observations X1, · · · ,Xn. Let us first consider the case where a specific threshold rn is given. Then (4.1)
specifies the empirical distance covariance between R/rn and Θ conditional on R > rn. Under the assumption
(4.5), we have from Theorem 4.1,
npˆnTn →
∫
Rd+1
|Q(s, t)|2µ(ds, dt),
where npˆn is the number of observations such that Ri > rn. In practice, the limit distribution
∫ |Q|2µ(s, t)
is intractable, but one can resort to bootstrapping. Consider the hypothesis testing framework:
H0 : R/rn and Θ are independent given R > rn
H1 : R/rn and Θ are not independent given R > rn.
Define the p-value for testing H0 versus H1 to be
pv = P
(∫
Rd+1
|Q(s, t)|2µ(ds, dt) > u
)∣∣∣∣
u=npˆnTn
. (5.1)
Then under H0, pv follows U(0, 1), while under H1, pv should be sufficiently small.
Now consider a decreasing sequence of candidate thresholds {rk}. From (5.1), a sequence of p-values {pvk},
each corresponding to a threshold rk, can be obtained. Our goal is to find the smallest threshold r
∗ such
that conditional on R > r∗, Θ can reasonably be considered independent of R. Note that the pvk’s are not
independent for each k since they are computed from the same set of data. Conventional multiple testing
procedures, such as Bonferroni correction, are problematic to implement for dependent p-values. To counter
these limitations, we propose an intuitive and direct method based on subsampling.
The idea is outlined as follows: For a fixed level rk, we choose a subsample of size nk from the conditional
empirical cdf Fˆ R
rn
,Θ|rk of (Ri/rk,Θi) with Ri > rk, i = 1, . . . , n. For this subsample, we compute the
distance covariance Tn,k. To compute a p-value of Tn,k under the assumption that the conditional empirical
distribution is a product of the conditional marginals, we take a large number (L) of subsamples of size nk
from
F˜ R
rn
,Θ|rk(dθ, dr) = FˆΘ|rk(dθ)Fˆ Rrn |rk
(dr),
and calculate the value T˜
(l)
n,k, l = 1, . . . , L for each subsample. The p-value of Tn,k, pvk, is then the empirical p-
value of Tn,k relative the {T˜ (l)n,k}l=1,...,L. This process, starting with an initial subsample of nk from Fˆ Rrn ,Θ|rk is
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repeated m times, which produces m estimates {pv(j)k }j=1,...,m of the pvk, which are independent conditional
on the original sample. These are then averaged
pvk =
1
m
m∑
j=1
pv
(j)
k .
So for the sequence of levels {rk}, we produce a sequence of independent p-values {pvk}.
Our choice of threshold r at which (Θ, R)|R > r are independent (and dependent otherwise) will be based
on an examination of the path of the mean p-values, {pvk}. Note the following two observations:
• If R and Θ are independent given R > rk, then the pv(1)k , . . . , pv(m)k will be iid and approximately
U(0, 1)-distributed, so that pvk should center around 0.5.
• If R and Θ are dependent given R > rk, then the pv(j)k ’s will be well below 0.5 (closer to 0), and so
will pvk.
By studying the sequence {pvk}, which we call the mean p-value path, we choose the threshold to be the
smallest rk such that pvl is around 0.5 for l < k. A well-suited change-point method for our situation is
the CUSUM algorithm, by Page (1954), which detects the changes in mean in a sequence by looking at
mean-corrected partial sums. In our algorithm, we use a spline fitting method that is based on the CUSUM
approach called wild binary segmentation (WBS), proposed by Fryzlewicz (2014). The WBS procedure uses
the CUSUM statistics of subsamples and fits a piecewise constant spline to {pvk}. In our setting, we may
choose rk to be the knot of the spline after which the fitted value is comfortably below 0.5.
There are several advantages to using the subsampling scheme. First, recall that the p-value path {pvk},
which is obtained from the whole data set, has complicated serial structure and varies greatly from each
realization. In contrast, the mean p-values pvk from subsampling are conditionally independent and will
center around 0.5 with small variance when the total sample size n and the number of subsample m is large.
This, in turns, helps to present a justifiable estimation for the threshold. Second, the calculation of distance
covariance can be extremely slow for moderate sample size. Using smaller sample sizes for the subsamples,
our computational burden is greatly reduced. In addition, this procedure is amenable to parallel computing,
reducing the computation time even further. Third, the subsampling makes it possible to accommodate
stationary but dependent data, waiving the stringent independent assumption.
The idea of looking at the mean p-value path is inspired by Mallik et al. (2011), which used the mean of
p-values from multiple independent tests to detect change points in population means.
6. Data Illustration
In this section, we demonstrate our threshold selection method through simulated and real data examples.
In practice, we set the sequence of thresholds {rk} to be the corresponding upper quantiles to {qk}, a
pre-specified sequence of quantile levels. The subsample size nk at each threshold rk is set as nk = n0 · qk
for some n0 << n. This is designed such that for any rk, each subsample is a n0/n fraction of all the eligible
data points with R > rk. Then the choice of {nk} boils down to the choice of n0, which should reflect the
following considerations: i) n0 should be large enough to ensure good resolution of p-values at all levels; ii)
n0/n should be sufficient small such that the subsamples do not contain too much overlap in observations; iii)
larger n0 requires heavier computation for the distance correlation. In our examples, where the total sample
size n ranges from 3000 to 20000, we find n0 between 500 and 1000 to be a suitable choice. The number of
subsamples m can be set as large as computation capacity allows. In our examples, we take m = 60.
For all the examples, we choose the weight function µ for distance covariance to be (3.2) with κ = 1, and
the number of replications used to calculate each p-value is L = 200. To ensure that the moment conditions
are met, the distance correlation is applied to the log of the radial part R in all examples.
6.1. Simulated data with known threshold
To illustrate our methodology, we simulate observations from a distribution with a known threshold for which
R and Θ become independent.
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Let R be the absolute value of a t-distribution with 2 degrees of freedom and Θ1,Θ2 be independent
random variables such that Θ1 ∼ U(0, 1), Θ2 ∼ Beta(3, 3). Set
Θ|R =
{
Θ1, if R > r0.2,
Θ2, if R ≤ r0.2,
where r0.2 is the upper 20%-quantile of R. Then R and Θ are independent given R > r if and only if r ≥ r0.2.
Let (Xi1, Xi2) = (RiΘi, Ri(1 − Θi)), i = 1, . . . , n, be the simulated observations. We generate n = 10000
iid observations from this distribution. Figures 1(a), 1(b) and 1(c) show the data in Cartesian and polar
coordinates. Our goal is to recover the tail angular distribution by choosing the appropriate threshold.
A sequence of candidate thresholds {rk} is selected to be the empirical upper quantiles of R corresponding
to {qk}, 150 equidistant points between 0.01 and 0.4. We apply the procedure described in Section 5 to the
data. For each rk, the mean p-value pvk is calculated using m = 60 random subsamples, each of size
nk = 500 · qk, from the observations with Ri > rk. Figure 1(d) shows the mean p-value path. For the WBS
algorithm, we set the threshold to be the largest rk such that for all thresholds r (quantile level q) such that
r < rk (q > qk), the fitted spline of the p-value stays below 0.45
1. The threshold levels chosen is 20.4%,
which are in good agreement with the true independence level 0.2. The empirical cdfs of the truncated Θi’s
corresponding to the chosen thresholds is shown in Figure 1(e). We can see that the true tail angular cdf
(i.e., U(0, 1)) is accurately recovered.
6.2. Simulated logistic data
We simulate data from a bivariate logistic distribution, which is bivariate regularly varying. Recall from
Example 4.4 that (X1, X2) follows a bivariate logistic distribution if it has cdf (4.10). In this example, we
set γ = 0.8 and generate n = 10000 iid observations from this distribution. Similar to the previous example,
for each threshold rk corresponding to the upper qk quantile, where {qk} is chosen to be the 150 equidistant
points between 0.01 and 0.3. The mean p-value pvk is calculated using m = 60 random subsamples of size
nk = 500 · qk from the observations with Ri > rk.
Figures 2(a) , 2(b) and 2(c) show the scatterplots of the data. Here the L1-norm is used to transform
the data into polar coordinates. Our algorithms suggests using 7.4% of the data to estimate the angular
distribution. The estimated cdf of the angular distribution is shown with the theoretical limiting cdf, derived
from (4.11), in Figure 2(e). So even though R and Θ are not independent for any threshold rk, our procedures
produce good estimates of the limiting distribution of Θ.
6.3. Real data
In this example, we look at the following exchange rate returns relative to the US dollar: Deutsche mark
(DEM), British pound (GBP), Canadian dollar (CAD), and Swiss franc (CHF). The time spans for the data
are 1990-01-01 to 1998-12-31 with a total of 3287 days of observations. We examine the pairs GBP/CHF,
CAD/CHF, DEM/CHF and estimate the angular density in the tail for each pair. Figures 3(a)–3(c) present
the scatter plots of the data. The marginals of the observations are standardized using the rank transforma-
tion proposed in Joe et al. (1992):
Zi = 1/ log{n/(Rank(Xi)− .5)}, i = 1, . . . , n.
Again {qk} is chosen to be the 150 equidistant points between 0.01 and 0.3, and the mean p-value pvk is
calculated using m = 60 random subsamples of size nk = 500 · qk from the observations with Ri > rk. Note
that while it may not be reasonable to view the observations as iid, the subsampling scheme can still be
applied to choose the threshold of independence between R and Θ.
1Of course, other selection rules can be used. For example, a more conservative approach would be choosing the threshold
as the largest rk such that for r > rk, the fitted spline of the p-value stays above 0.45.
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Fig 1. Example 6.1. (a) scatterplot of (Xi1, Xi2); (b) scatterplot of (Xi1, Xi2) in log-log scale; (c) scatterplot of (Ri,Θi); (d)
mean p-value path (black triangles), fitted WBS spline (blue line), and the chosen threshold quantile (red vertical line); (e)
estimated cdf of Θ using the threshold chosen, compared with the truth (black dotted).
The mean p-value paths are shown in Figures 4(a)–4(c). The threshold levels selected for the three pairs
are 9.6%, 7.4%, 16%, respectively. Figures 3(d)–3(f) show the shape of the estimated angular densities for
each pairs. As expected, the tails of the two central European exchange rates, DEM and CHF, are highly
dependent. In contrast, that of CAD and CHF are almost independent.
6.4. Simulated non-regularly varying data
In this example, we generate data from a model which is not regularly varying. Let R be a random variable
from the standard Pareto distribution:
P(R > r) = r−1, r ≥ 1.
Let Θ1,Θ2 be independent random variables such that Θ1 ∼ U(0, 0.5), Θ2 ∼ U(0.5, 1). Set
Θ|R ∼
{
Θ1, if logR ∈ (2k, 2k + 1] for some integer k,
Θ2, if logR ∈ (2k + 1, 2k + 2] for some integer k.
For any positive integer k, it can be verify that
P(Θ ∈ (0, 0.5)|R > e2k) = 1− e
−1
1− e−2 ,
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Fig 2. Example 6.2. (a) scatterplot of (Xi1, Xi2); (b) scatterplot of (Xi1, Xi2) in log-log scale; (c) scatterplot of (Ri,Θi); (d)
mean p-value path (black triangles), fitted WBS spline (blue line), and the chosen threshold quantile (red vertical line); (e)
estimated cdf of Θ using the threshold chosen, compared with the theoretical limiting cdf (black dotted).
while
P(Θ ∈ (0, 0.5)|R > e2k+1) = e
−1 − e−2
1− e−2 .
Hence P(Θ ∈ ·|R > r) does not convergence as r →∞ and X = (RΘ, R(1−Θ)) is not regularly varying.
Let (Xi1, Xi2) = (RiΘi, Ri(1 − Θi)), i = 1, . . . , n, be iid observations from this distribution, where
n = 20000. Figures 5(a), 5(b) and 5(c) show the data in Cartesian and polar coordinates. We apply our
threshold selection algorithm to the data, with the threshold upper quantile levels qk chosen as the 150
equidistant points between 0.01 and 0.2. The mean p-value pvk is calculated using m = 60 random subsamples
of size nk = 500 · qk from the observations with Ri > rk. This is shown in Figure 5(d).
In this model, the radial part R is regularly varying, but Θ and R are dependent given R > r for any r. We
expect the mean p-values to be well below 0.5, as are observed. No threshold is selected by the algorithm.
This suggests that our technique can potentially be used to detect misspecified models from the regular
variation assumption, especially in the scenario where the heavy-tailedness of R is observed but dependence
between R and Θ is suspected.
7. Discussion
In this paper, we propose a threshold selection procedure for multivariate regular variation, for which R and
Θ are approximately independent for R beyond the threshold. While our problem is set in the multivariate
heavy-tailed setting and we utilize distance covariance as our measure of dependence, our algorithm is
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Fig 3. Example 6.3. Analysis of the paired exchange rate returns: CHF/DEM, CHF/GBP, CHF/CAD with respect to USD
between 1990-01-01 to 1998-12-31. (a)–(c): Scatter plots of the standardized paired exchange rate returns; (d)–(f): Estimated
angular densities using the estimated thresholds chosen.
essentially a change point detection method based on p-values generated through subsampling schemes.
Hence this may be generalized to other problem settings and potentially incorporates other dependence
measures. Though we have proposed an automatic selection for the threshold based on the fitted mean
p-value path, we would like to emphasize that, like the Hill plot, this should be viewed as a visual tool
rather than an optimal selection criterion. The final threshold should be based on the automatic procedure
in conjunction with visual inspection of the p-value path.
We note that the choice of norm in the polar coordinate transformation (2.1) may result in significant dif-
ferences in the choice of thresholds, which indicates the rate of convergence to the limit spectral density. This
is especially evident in the near ‘asymptotic independence’ case, where the mass of the angular distribution
concentrates on the axes.
As an illustration, we simulated iid observations {(Xi1, Xi2)}i=1,...,n from the bivariate logistic distri-
bution, where the cdf is given in (4.10), with γ = 0.95 and n = 10000. We apply the polar coordinate
transformation with respect to the Lp-norm for p = 0.2, 1, 5. Note that in the case of p = 0.2, Lp is only a
quasi-norm as it does not satisfy the triangular inequality. However, it can be shown that (2.4) holds and
the limiting angular distribution exists for bivariate logistic distribution. We compare the threshold selection
results in Figure 6. Note that in the cases of the L1 and L5-norms, the threshold levels are chosen to be upper
5% and 12%, respectively, while in the case of the L0.2-norm, it is not possible to select the threshold as the
dependence between R and Θ at all levels were shown to be significant. Indeed, this can be seen in Figure 7,
where we compare the histogram of Xp1/(X
p
1 +X
p
2 ) given ‖X‖p is large across three levels of truncations, 2%,
5% and 12%, together with the theoretical limiting density curve. For the L0.2-norm, the limiting angular
density is poorly approximated by the truncated data for all levels. For the other two norms, the truncated
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Fig 4. Example 6.3 (cont.). Analysis of the paired exchange rate returns: CHF/DEM, CHF/GBP, CHF/CAD with respect to
USD between 1990-01-01 to 1998-12-31. (a)–(c): mean p-value paths (black triangles), fitted WBS splines (blue lines) and the
chosen threshold quantiles (red vertical line).
16 Wan and Davis
ll lll
l
l
ll
ll
l
ll
l
l
l
l
l
l
l
lll
lll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
0 2000 4000 6000 8000
0
50
00
15
00
0
x1
x2
(a)
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
ll
lll l
l
l
l
lll lll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l l
l l
l
l
l
l
l l l
l
l
l
l
l
ll
l
l
l
l
l
ll ll
l
l l l l
ll
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l l
l
l
l
l
ll
l
l
l
ll l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l l
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
ll
l
l
l ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
lll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
ll
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
ll
ll
l
ll
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
1e−04 1e−02 1e+00 1e+02 1e+04
1e
−0
4
1e
+0
0
1e
+0
4
x1
x2
(b)
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l l
l
l l
l l ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
ll
l
l
l
l
l
l
l
l ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l ll l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l l
l
l l
ll l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
ll
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
ll
l
l
l
l
l
ll l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
lll
l
l
l
l
l l
l
ll
l
l
l l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
lll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
ll
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
1
10
10
0
10
00
0
angle
ra
di
us
(c)
l
0.00 0.05 0.10 0.15 0.20
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
upper quantile
p−
va
lu
e
l
mean−pv
wbs−fitted spline
wbs change point
(d)
Fig 5. Example 6.1. (a) scatterplot of (Xi1, Xi2); (b) scatterplot of (Xi1, Xi2) in log-log scale; (c) scatterplot of (Ri,Θi); (d)
mean p-value path (black triangles), fitted WBS spline (blue line), and the chosen threshold quantile (red vertical line).
observations according to the selected threshold provide decent approximations to the true limiting density
of the angular component. One possible explanation for this is that under the L0.2-norm, the threshold is
concave and hence observations on the diagonal are much easier to be classified as “extremes” than those
near the axis. As a result, the estimator of the angular density uses more observations near the diagonal,
which may not be, in fact, close enough to the limit. This choice of norm is an interesting topic and is the
subject of ongoing research.
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Appendix A: Proof of Theorem 4.1
Note from the definition of the empirical distance covariance in (4.1), the integrand can be expressed as
Cn(s, t) =
1
npˆn
n∑
j=1
eisRj/rn+it
TΘj1{Rj>rn}
− 1
npˆn
n∑
j=1
eisRj/rn1{Rj>rn}
1
npˆn
n∑
k=1
eit
TΘk1{Rk>rn}
=
1
npˆn
n∑
j=1
(
eisRj/rn − ϕ R
rn
|rn(s)
)(
eit
TΘj − ϕΘ|rn(t)
)
1{Rj>rn}
− 1
npˆn
n∑
j=1
(
eisRj/rn − ϕ R
rn
|rn(s)
)
1{Rj>rn}
1
npˆn
n∑
k=1
(
eit
TΘk − ϕΘ|rn(t)
)
1{Rk>rn}.
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Writing Ujn =
(
eisRj/rn − ϕ R
rn
|rn(s)
)
1{Rj>rn}, Vjn =
(
eit
TΘj − ϕΘ|rn(t)
)
1{Rj>rn}, we have
Cn(s, t) =
pn
pˆn
1
n
n∑
j=1
UjnVjn
pn
−
(
pn
pˆn
)2
1
n
n∑
j=1
Ujn
pn
1
n
n∑
k=1
Vkn
pn
.
Since EUjn = EVjn = 0 and EUjnVjn/pn = ϕ R
rn
,Θ|rn(s, t) − ϕ Rrn |rn(s)ϕΘ|rn(t), it is convenient to mean
correct the summands and obtain
Cn(s, t) =
pn
pˆn
1
n
n∑
j=1
(
UjnVjn
pn
−
(
ϕ R
rn
,Θ|rn(s, t)− ϕ Rrn |rn(s)ϕΘ|rn(t)
))
−
(
pn
pˆn
)2
1
n
n∑
j=1
Ujn
pn
1
n
n∑
k=1
Vkn
pn
+
pn
pˆn
(ϕ R
rn
,Θ|rn(s, t)− ϕ Rrn |rn(s)ϕΘ|rn(t))
=:
(
pn
pˆn
)
E˜1 −
(
pn
pˆn
)2
E˜21E˜22 +
(
pn
pˆn
)
E˜3
=:
(
pn
pˆn
)
E˜1 −
(
pn
pˆn
)2
E˜2 +
(
pn
pˆn
)
E˜3
Note that E˜1, E˜21, E˜22 are averages of iid zero-mean random variables and E˜3 is non-random. We first prove
the second part of Theorem 4.1. The first part of Theorem 4.1 follows easily in a similar fashion.
Proof of Theorem 4.1(2). In order to show (4.6), it suffices to establish that
npˆn
∫
Rd+1
(
pn
pˆn
)2
|E˜1|2µ(ds, dt) d→
∫
Rd+1
|Q(s, t)|2µ(ds, dt), (A.1)
and ∣∣∣∣∣npˆnTn − npˆn
∫
Rd+1
(
pn
pˆn
)2
|E˜1|2µ(ds, dt)
∣∣∣∣∣ p→ 0, (A.2)
where (A.2) can be implied by
npˆn
∫
Rd+1
(
pn
pˆn
)2
|E˜2|2µ(ds, dt) + npˆn
∫
Rd+1
(
pn
pˆn
)2
|E˜3|2µ(ds, dt) p→ 0. (A.3)
Notice that
E
∣∣∣∣ pˆnpn − 1
∣∣∣∣2 = E
∣∣∣∣∣∣ 1n
n∑
j=1
(
1{Rj>rn}
pn
− 1
)∣∣∣∣∣∣
2
=
1
n
E
∣∣∣∣1{R1>rn}pn − 1
∣∣∣∣2 ≤ 1npnO(1) + 1nO(1)→ 0.
Hence pˆn/pn
p→ 1 and for (A.1) and (A.3), it is equivalent to prove that
npn
∫
Rd+1
|E˜1|2µ(ds, dt) d→
∫
Rd+1
|Q(s, t)|2µ(ds, dt) (A.4)
and
npn
∫
Rd+1
|E˜2|2µ(ds, dt) + npn
∫
Rd+1
|E˜3|2µ(ds, dt) p→ 0. (A.5)
We will show the convergence (A.4) in Proposition A.1. By (4.5),
npn
∫
Rd+1
|E˜3|2µ(ds, dt)→ 0.
So that (A.5) holds provided
npn
∫
Rd+1
|E˜2|2µ(ds, dt) p→ 0, (A.6)
which follows in a similar fashion as Proposition A.1.
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Proposition A.1. Assume µ satisfies∫
Rd+1
(1 ∧ |s|β)(1 ∧ |t|2)µ(ds, dt) <∞,
and that npn →∞ as n→∞, then
npn
∫
Rd+1
|E˜1|2µ(ds, dt) d→
∫
Rd+1
|Q(s, t)|2µ(ds, dt),
where Q is a centered Gaussian process with covariance function (4.7).
Proof of Proposition A.1. We first show that
√
npnE˜1
d→ Q(s, t), on C(Rd+1) (A.7)
which can be implied by the finite distributional convergence of
√
npnE˜1(s, t) and its tightness on C(Rd+1).
Write
√
npnE˜1 =
1√
n
n∑
j=1
(
UjnVjn√
pn
−√pn(ϕ R
rn
,Θ|rn(s, t)− ϕ Rrn |rn(s)ϕΘ|rn(t))
)
=:
1√
n
n∑
j=1
Yjn,
where Yjn’s are iid random variables with mean 0. For fixed (s, t), note that
Var(Y1n) = E|Y1n|2 = E|U1nV1n|
2
pn
(1 + o(1)) =
E1{R1>rn}
pn
O(1) <∞.
On the other hand, any δ > 0,
E|Y1n|2+δ = E|U1nV1n|
2+δ
p
1+δ/2
n
(1 + o(1)) ≤ cE1{R1>rn}
p
1+δ/2
n
(1 + o(1)) = O(p−δ/2n )
Then we can apply the central limit theorem for triangular arrays by checking the Lyapounov condition (see,
e.g., Billingsley (1995)) for the Yjn’s:∑n
j=1 E|Yjn|2+δ(
Var
(∑n
j=1 Yjn
)) 2+δ
2
=
O(np
− δ2
n )
n1+
δ
2 Var(Y1n)1+
δ
2
= O((npn)
− δ2 )→ 0.
It follows easily that for fixed (s, t), √
npnE˜1
d→ Q(s, t).
The finite-dimensional distribution can be obtained using the Crame´r-Wold device and the covariance func-
tion can be verified through calculations.
We now show the tightness of
√
npnE˜1. Note that
E˜1(s, t) =
1
n
n∑
j=1
(
eisRj/rn − ϕ R
rn
|rn(s)
)(
eit
TΘj − ϕΘ|rn(t)
)
1{Rj>rn}
pn
−
(
ϕ R
rn
,Θ|rn(s, t)− ϕ Rrn |rn(s)ϕΘ|rn(t)
)
=
 1
n
n∑
j=1
eisRj/rn+it
TΘj1{Rj>rn}
pn
− ϕ R
rn
,Θ|rn(s, t)

−
 1
n
n∑
j=1
eisRj/rn1{Rj>rn}
pn
− ϕ R
rn
|rn(s)
ϕΘ|rn(t)
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−
 1
n
n∑
j=1
eit
TΘj1{Rj>rn}
pn
− ϕΘ|rn(t)
pˆn
pn
ϕ R
rn
|rn(s)
=: E˜11 + E˜12 + E˜13.
Without loss of generality, we show the tightness for
√
npnE˜11 and that of
√
npnE˜12 and
√
npnE˜13 follows
from the same argument.
First we introduce some notation following that from Bickel and Wichura (1971). Fix (s, t), (s′, t′) ∈ Rd+1
where s < s′ and t < t′. Let B be the subset of Rd+1 of the form
B := ((s, t), (s′, t′)] = (s, s′]×
d∏
k=1
(tk, t
′
k] ⊂ Rd+1.
For ease of notation, we suppress the dependence of B on (s, t), (s′, t′). Define the increment of the stochastic
process E˜11 on B to be
E˜11(B) :=
1
n
n∑
j=1
∑
z0=0,1
∑
z1=0,1
· · ·
∑
zd=0,1
(−1)d+1−
∑
j zj
E˜11 (s+ z0(s
′ − s), t1 + z1(t′1 − t1), . . . , td + zd(t′d − td)) .
From a sufficient condition of Theorem 3 of Bickel and Wichura (1971), the tightness of
√
npnE˜1 is implied
if the following statement holds for any (s, t), (s′, t′) and corresponding B,
E|√npnE˜11(B)|2 ≤ c|s− s′|β
d∏
k=1
|tk − t′k|β , for some β > 1.
It follows that
E
∣∣∣√npn (E˜11(B))∣∣∣2
= npnE
∣∣∣∣∣∣
∑
z0=0,1
· · ·
∑
zd=0,1
(−1)d+1−
∑
j zj
1
n
n∑
j=1
ei(s+z0(s
′−s))Rj/r
d∏
k=1
ei(tk+zk(t
′
k−tk))Θjk 1{Rj>rn}
pn
−
∑
z0=0,1
· · ·
∑
zd=0,1
(−1)d+1−
∑
j zjE
[(
ei(s+z0(s
′−s))R/r
) d∏
k=1
ei(tk+zk(t
′
k−tk))Θk 1{R>rn}
pn
]∣∣∣∣∣
2
= npnE
∣∣∣∣∣∣ 1n
n∑
j=1
(eisRj/rj − eis′Rj/rj )
d∏
k=1
(eitkΘjk − eit′kΘjk)1{Rj>rn}
pn
−E
[
(eisR/r − eis′R/r)
d∏
k=1
(eitkΘk − eit′kΘk)1{R>rn}
pn
]∣∣∣∣∣
2
= pnVar
(
(eisR/rj − eis′R/rj )
d∏
k=1
(eitkΘk − eit′kΘk)1{R>rn}
pn
)
(A.8)
≤ E
∣∣∣∣∣(eisR/r − eis′R/r)
d∏
k=1
(eitkΘk − eit′kΘk)
∣∣∣∣∣
2
∣∣∣∣∣∣R > rn
 .
From a Taylor series argument,
|eix − eix′ |2 ≤ c1 ∧ |x− x′|2 ≤ c1 ∧ |x− x′|β ≤ c|x− x′|β , for any β ∈ (0, 2].
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Hence for any β ∈ (1, 2 ∧ α),
E
∣∣∣√npnE˜11(B)∣∣∣2 ≤ c|s− s′|β d∏
k=1
|ti − t′i|βE
[
(R/rn)
β
d∏
k=1
|Θk|β |R > rn
]
< c|s− s′|β
d∏
k=1
|ti − t′i|β ,
since |Θk|β ’s are bounded and supnE[(R/rn)β |R > rn] <∞ by the regular variation assumption. This proves
the tightness.
Define the bounded set
Kδ = {(s, t)| δ < |s| < 1/δ, δ < |t| < 1/δ}, for δ < .5.
Then, using (A.7), we have from the continuous mapping theorem,
npn
∫
Kδ
|E˜1|2µ(ds, dt) d→
∫
Kδ
|Q(s, t)|2µ(ds, dt). (A.9)
On the other hand, for any β < 2 ∧ α, we have
E|√npnE˜1|2
= npnE
∣∣∣∣∣∣ 1n
n∑
j=1
(
UjnVjn
pn
− E
[
UjnVjn
pn
])∣∣∣∣∣∣
2
≤ E|UjnVjn − EUjnVjn|
2
pn
≤ cE|UjnVjn|
2
pn
(A.10)
=
cE
[∣∣∣eisRj/rn − ϕ R
rn
|rn(s)
∣∣∣2 ∣∣∣eitTΘj − ϕΘ|rn(t)∣∣∣2 1{Rj>rn}]
pn
≤
cE
[(∣∣eisRj/rn − 1∣∣2 + ∣∣∣ϕ R
rn
|rn(s)− 1
∣∣∣2)(∣∣∣eitTΘj − 1∣∣∣2 + ∣∣ϕΘ|rn(t)− 1∣∣2)1{Rj>rn}]
pn
≤
cE
[(
1 ∧
∣∣∣ sRjrn ∣∣∣2 + E [1 ∧ ∣∣∣ sRjrn ∣∣∣2 | Rrn > 1])(1 ∧ |tΘj |2 + E [1 ∧ |tΘj |2| Rrn > 1])1{Rj>rn}]
pn
≤
cE
[(
1 ∧
∣∣∣ sRjrn ∣∣∣β + E [1 ∧ ∣∣∣ sRjrn ∣∣∣β | Rrn > 1])(1 ∧ |tΘj |2 + E [1 ∧ |tΘj |2| Rrn > 1])1{Rj>rn}]
pn
≤
cE
[(
1 ∧ |s|β)(∣∣∣Rjrn ∣∣∣β + E [∣∣∣ Rrn ∣∣∣β | Rrn > 1]) (1 ∧ |t|2)1{Rj>rn}]
pn
≤ cE [(1 ∧ |s|β(|Rj/rn|β + E[|R/rn|β |R > rn])) (1 ∧ |t|2) |R > rn]
≤ c(1 ∧ |s|β)(1 ∧ |t|2).
Therefore for any  > 0,
lim
δ→0
lim sup
n→∞
P
[
npn
∫
Kcδ
|E˜1|2µ(ds, dt) > 
]
≤ 1

lim
δ→0
lim sup
n→∞
∫
Kcδ
E|√npnE˜1|2µ(ds, dt)
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≤ 1

lim
δ→0
lim sup
n→∞
∫
Kcδ
c(1 ∧ |s|β)(1 ∧ |t|2)µ(ds, dt)→ 0
by the dominated convergence theorem. This combined with (A.9) shows the convergence of npn
∫ |E˜1|2µ(ds, dt)
to
∫ |Q(s, t)|2µ(ds, dt), and hence completes the proof of the proposition.
Proof of Theorem 4.1(2) (cont.). Now it remains to show (A.6). Similar to the proof of Proposition A.1, we
can show that √
npnE˜21
d→ Q′
for a centered Gaussian process Q′, and
E˜22
p→ 0.
Hence √
npnE˜2 =
√
npnE˜21E˜22
p→ 0.
The argument then follows similarly from the continuous mapping theorem and bounding the tail integrals.
Proof of Theorem 4.1(1). Similar to the proof of Theorem 4.1(2), it suffices to show that∫
|E˜i|2µ(ds, dt) p→ 0, i = 1, 2, 3. (A.11)
The convergence (A.11) for i = 1, 2 follows trivially from the more general results (A.4) and (A.6) in the
proof of Theorem 4.1(2). Hence it suffices to show∫
|E˜3|2µ(ds, dt)→ 0, (A.12)
where we recall that E˜3 := ϕ R
rn
,Θ|rn(s, t)− ϕ Rrn |rn(s)ϕΘ|rn(t) is non-random.
Let P R
rn
,Θ|rn(·) = P
[(
R
rn
,Θ
)
∈ ·| Rrn > 1
]
and P R
rn
|rn , PΘ|rn be the corresponding marginal measures.
Then from (2.3),
P R
rn
,Θ|rn − P Rrn |rnPΘ|rn
v→ να × S − να × S = 0,
and hence for fixed (s, t),
E˜3(s, t) =
∫
eisT+it
TΘ (P R
rn
,Θ|rn − P Rrn |rnPΘ|rn)(dT, dΘ)→ 0.
For any β < 2 ∧ α, using the same argument in (A.10),
|E˜3|2 =
(
E|UjnVjn|
pn
)2
≤ c(1 ∧ |s|β)(1 ∧ |t|2).
Then (A.12) follows from (4.4) and dominated convergence. This concludes the proof.
Appendix B: Proof of Theorem 4.5
Following the same notation and steps as the proof of Theorem 4.1 in Appendix A, it suffices to prove the
following convergences for the mixing case:
pˆn
pn
p→ 1, (B.1)
npn
∫
Rd+1
|E˜1|2µ(ds, dt) d→
∫
Rd+1
|Q′(s, t)|2µ(ds, dt) (B.2)
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and
npn
∫
Rd+1
|E˜2|2µ(ds, dt) p→ 0. (B.3)
We prove (B.1) and (B.2) in Propositions B.2 and B.3, respectively. The proof of (B.3) follows in a similar
fashion. The proofs of both propositions rely on the following lemma.
Throughout this proof we make use of the results that if {Zt} is stationary and α-mixing with coefficient
{αh}, then
|cov(Z0, Zh)| ≤ cαδh
(
E|Z0|2/(1−δ)
)1−δ
, for any δ ∈ (0, 1), (B.4)
see Section 1.2.2, Theorem 3(a) of Doukhan (1994).
Lemma B.1. Let {Xt} be a multivariate stationary time series that is regularly varying and α-mixing with
mixing coefficient {αh}. For a sequence rn → ∞, set pn = P(‖X0‖ > rn). Let f1, f2 be bounded functions
which vanish outside Rd\B1(0), where B1(0) is the unit open ball {x|‖x‖ < 1}, with sets of discontinuity of
measure zero. Set,
S(i)n =
n∑
t=1
(
fi
(
Xt
rn
)
− Efi
(
X0
rn
))
, i = 1, 2.
Assume that condition (M) holds for {αh} and {rn}. Then
1√
npn
(S(1)n , S
(2)
n )
T d→ N(0,Σ), (B.5)
where the covariance matrix [Σij ]i,j=1,2 = [σ
2(fi, fj)]i,j=1,2 with
σ2(f1, f2) := σ
2
0(f1, f2) + 2
∞∑
h=1
σ2h(f1, f2) (B.6)
and
σ2h(f1, f2) =
∫
f1f2dµh, h ≥ 0. (B.7)
In particular,
1
npn
(S(1)n , S
(2)
n )
T p→ 0.
The proof of Lemma B.1 is provided after the proofs of the propositions.
Proposition B.2. Assume that condition (M) holds, then
pˆn
pn
p→ 1,
Proof. We have
pˆn
pn
− 1 = 1
n
n∑
j=1
(
1{Rj>rn}
pn
− 1
)
=
1
npn
n∑
j=1
(1{Rj>rn} − pn).
Apply Lemma B.1 to f(x) = 1{‖x‖>1} and the result follows.
Proposition B.3. Assume that condition (M) holds, and that µ and {rn} satisfies (4.4) and (4.5), respec-
tively, then
npn
∫
Rd+1
|E˜1|2µ(ds, dt) d→
∫
Rd+1
|Q′(s, t)|2µ(ds, dt),
where Q′ is a centered Gaussian process.
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Proof. Let us first establish the convergence of
√
npnE˜1(s, t) for fixed (s, t). Take
f1(x) = Re
{(
eis‖x‖ − E[eis‖x‖|‖x‖ > 1]
)(
eitx/‖x‖ − E[eitx/‖x‖|‖x‖ > 1]
)
1‖x‖>1
}
f2(x) = Im
{(
eis‖x‖ − E[eis‖x‖|‖x‖ > 1]
)(
eitx/‖x‖ − E[eitx/‖x‖|‖x‖ > 1]
)
1‖x‖>1
}
.
Then from Lemma B.1,
1√
npn
(S(1)n , S
(2)
n )
T =
√
npn(Re{E˜1(s, t)}, Im{E˜1(s, t)}) d→ N(0,Σ),
where the covariance structure Σ can be derived from (B.6) and (B.7). This implies that
√
npnE˜1(s, t)
d→ Q′(s, t),
where Q′(s, t) is a zero-mean complex normal process with covariance matrix Σ11 + Σ22 and relation matrix
Σ11 − Σ22 + i(Σ12 + Σ21).
The finite-dimensional distributional convergence of
√
npˆnE˜1 to a Q
′(s, t) can be generalized using the
Crame´r-Wold device and we omit the calculation of the covariance structure. The tightness condition for the
functional convergence follows the same arguments in the proof of Proposition A.1 from Bickel and Wichura
(1971), with equality (A.8) replaced by a variance calculation of the sum of α-mixing components using the
inequality (B.4) and condition (A.9) is verified through the same argument. This completes the proof of
Proposition B.3.
of Lemma B.1. The proof follows from that of Theorem 3.2 in Davis and Mikosch (2009). Here we outline
the sketch of the proof and detail only the parts that differ from their proof.
By the vague convergence in (4.12), we have
i)
1
pn
E
[
fi
(
X0
rn
)]
→
∫
fidµ0 and
1
pn
E
[
f2i
(
X0
rn
)]
→
∫
f2i dµ0;
ii)
1
pn
Var
[
fi
(
X0
rn
)]
=
1
pn
E
[
f2i
(
X0
rn
)]
− pn
(
1
pn
E
[
fi
(
X0
rn
)])2
→
∫
f2i dµ0 = σ
2
0(fi, fi);
iii)
1
pn
cov
[
fi
(
X0
rn
)
, fj
(
Xh
rn
)]
→
∫
fifjdµh = σ
2
h(fi, fj).
Let us first consider the marginal convergence of 1√npnS
(i)
n for i = 1, 2. Without loss of generality, we suppress
the dependency on i and set
Ytn := f
(
Xt
rn
)
− Ef
(
X0
rn
)
.
Then
1
pn
Var [Y1n]→ σ20(f, f) and
1
pn
cov
(
Y1n, Y(h+1)n
)→ σ2h(f, f).
We also have the following two results for |cov(Y1n, Y(h+1)n)|:
lim
h→∞
lim sup
n→∞
ln∑
j=h
1
pn
|cov(Y1n, Y(j+1)n)|
≤ lim
h→∞
lim sup
n→∞
ln∑
j=h
1
pn
E
∣∣∣∣f (X0rn
)
f
(
Xj
rn
)∣∣∣∣+ ln∑
j=h
1
pn
E
(∣∣∣∣f (X0rn
)∣∣∣∣)2
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≤ lim
h→∞
lim sup
n→∞
ln∑
j=h
c
pn
E
(
1{‖X0‖>rn}
) (
1{‖Xj‖>rn}
)
+
ln∑
j=h
c
pn
(
E1{‖X0‖>rn}
)2
≤ lim
h→∞
lim sup
n→∞
ln∑
j=h
c
pn
P (‖X0‖ > rn, ‖Xj‖ > rn) + clnpn
= 0 (B.8)
from condition (4.14), and
lim
n→∞
∞∑
j=ln
1
pn
|cov(Y1n, Y(j+1)n)| ≤ lim
n→∞
∞∑
j=ln
1
pn
∣∣∣∣cov [f (X0rn
)
, f
(
Xj
rn
)]∣∣∣∣
≤ lim
n→∞
∞∑
j=ln
1
pn
αδj
(
E
∣∣∣∣f (X0rn
)∣∣∣∣2/(1−δ)
)1−δ
≤ lim
n→∞
∞∑
j=ln
c
pn
αδj
(
E
(
1{‖X0‖>rn}
)2/(1−δ))1−δ
≤ lim
n→∞
∞∑
j=ln
cαδjp
−δ
n
= 0 (B.9)
from condition (4.13).
We apply the same technique of small/large blocks as used in Davis and Mikosch (2009). Let mn and ln
be the sizes of big and small blocks, respectively, where ln  mn  n. Let Ikn = {(k − 1)mn + 1, . . . , kmn}
and Jkn = {(k − 1)mn + 1, . . . , (k − 1)mn + ln}, k = 1, . . . , n/mn, be the index sets of big and small blocks
respectively. Set I˜kn = Ikn\Jkn, i.e., I˜kn are the big blocks with the first ln observations removed. For
simplicity, we set mn := 1/pn and assume that the number of big blocks n/mn = npn is integer-valued. The
non-integer case can be generalized without additional difficulties.
Denote
Sn(B) :=
∑
t∈B
Ytn,
then
n∑
t=1
Ytn = Sn(1 : n) =
npn∑
k=1
Sn(Ikn) =
npn∑
k=1
Sn(I˜kn) +
npn∑
k=1
Sn(Jkn).
Let {S˜n(I˜kn)}k=1,...,npn be iid copies of S˜n(I˜1n). To prove the convergence of 1√npnSn(1 : n), it suffices to
show the following:
1√
npn
npn∑
k=1
S˜n(I˜kn) and
1√
npn
npn∑
k=1
Sn(I˜kn) has the same limiting distribution, (B.10)
1√
npn
npn∑
k=1
Sn(Jkn)
p→ 0, (B.11)
and
1√
npn
npn∑
k=1
S˜n(I˜kn)
d→ N(0, σ2(f, f)). (B.12)
The statement (B.10) holds if
npnαln → 0, as n→∞. (B.13)
This follows from the same argument in equation (6.2) in Davis and Mikosch (2009).
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For condition (B.11), it suffices to show that
1
npn
Var
(
npn∑
k=1
Sn(Jkn)
)
→ 0.
Note that
1
npn
Var
(
npn∑
k=1
Sn(Jkn)
)
≤ Var(Sn(J1n)) + 2
npn−1∑
h=1
(1− h
npn
)|cov(Sn(J1n), Sn(J(h+1)n))| =: P1 + P2.
We have
lim sup
n→∞
P1 = lim sup
n→∞
Var
 ln∑
j=1
Yjn

≤ lim sup
n→∞
lnpn
Var(Y1n)
pn
+ 2
ln−1∑
j=1
(1− j
ln
)
|cov(Y1n, Y(j+1)n)|
pn

≤ lim sup
n→∞
lnpn
Var(Y1n)
pn
+ lim
h→∞
lim sup
n→∞
2lnpn
h−1∑
j=1
|cov(Y1n, Y(j+1)n)|
pn
+ lim
h→∞
lim sup
n→∞
2lnpn
ln−1∑
j=h
|cov(Y1n, Y(j+1)n)|
pn
= 0
where the last step follows from dominated convergence and (B.8). And for the other term,
P2 ≤ 2
npn−1∑
h=1
∑
s∈J1n
∑
t∈J(h+1)n
|cov(Ysn, Ytn)|
≤ 2
npn−1∑
h=1
ln
h/pn∑
k=h/pn−ln+1
∣∣cov(Y1n, Y(k+1)n)∣∣
≤ 2lnpn
∞∑
k=1/pn−ln+1
∣∣cov(Y1n, Y(k+1)n)∣∣
pn
≤ 2lnpn
∞∑
k=ln+1
∣∣cov(Y1n, Y(k+1)n)∣∣
pn
→ 0.
Note that 1/pn = mn is the size of big blocks Ikn’s and 1/pn − ln + 1 = mn − ln + 1 is the distance between
consecutive small blocks (Jkn, J(k+1)n)’s. The last limit follows from (B.9).
To finish the proof, we need to establish the central limit theorem in (B.12). Note the S˜n(I˜ln)’s are iid
with ES˜n(I˜ln) = 0. We now calculate its variance. Recall that 1/pn− ln is the size of I˜1n, the big block with
small block removed. Then
Var
(
S˜n(I˜1n)
)
= Var
1/pn−ln∑
j=1
Yjn

= (
1
pn
− ln)Var(Yjn) + 2
1/pn−ln−1∑
k=1
(1/pn − ln − k)cov(Y1n, Y(k+1)n)
= (
1
pn
− ln)Var(Yjn) + 2
 h∑
k=1
+
ln∑
k=h+1
+
1/pn−ln−1∑
k=ln+1
(1− ln + k
1/pn
)
1
pn
cov(Y1n, Y(k+1)n)
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:= I0 + I1 + I2 + I3.
Here
lim
n→∞ I0 = limn→∞(1− lnpn)
1
pn
Var(Yjn) = σ
2
0(f, f),
and
lim
n→∞ I1 = limn→∞ 2
h∑
k=1
(1− pn(ln + k))
cov(Y1n, Y(k+1)n)
pn
= 2
h∑
k=1
σ2k(f, f).
We also have
lim
h→∞
lim sup
n→∞
|I2| ≤ lim
h→∞
lim sup
n→∞
ln∑
k=h+1
|cov(Y1n, Y(k+1)n)|
pn
= 0
from (B.8), and
lim
n→∞ |I3| ≤ limn→∞
∞∑
k=ln
|cov(Y1n, Y(k+1)n)|
pn
= 0
from (B.9). Therefore
lim
n→∞Var
(
S˜n(I˜1n)
)
= lim
n→∞ I0 + limh→∞
lim
n→∞ I1 = σ
2
0(f, f) + 2
∞∑
k=1
σ2k(f, f) =: σ
2(f, f)
as defined. To show that this infinite sum converges, it suffices to show that
∞∑
h=1
µh({(x,x′)|‖x‖ > 1, ‖x′‖ > 1}) <∞.
This follows from (4.14) in condition (M), for if
∞∑
h=1
µh({(x,x′)|‖x‖ > 1, ‖x′‖ > 1}) =∞,
then
lim sup
n→∞
1
pn
ln∑
j=h
P(‖X0‖ > rn, ‖Xj‖ > rn) ≥ lim inf
n→∞
ln∑
j=h
P(‖X0‖ > rn, ‖Xj‖ > rn|‖X0‖ > rn)
≥
∞∑
j=h
µj({(x,x′)|‖x‖ > 1, ‖x′‖ > 1}) =∞,
which leads to a contradiction.
To apply the central limit theorem, we verify the Lindeberg’s condition,
E
[
(S˜n(I˜1n))
21{|S˜n(I˜1n)|>√npn}
]
≤ E

1/pn−ln∑
j=1
Yjn
2 1{|S˜n(I˜1n)|>√npn}

≤ E
[
c(1/pn − ln)21{|S˜n(I˜1n)|>√npn}
]
≤ c 1
p2n
P
[
|S˜n(I˜1n)| > √npn
]
≤ c 1
p2n
Var
[
S˜n(I˜1n)
]
2npn
= O(
1
np3n
)→ 0.
This completes the proof for the convergence of 1√npnSn(1 : n).
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The joint convergence of 1√npn (S
(1)
n , S
(2)
n )T follows from the same line of argument together with the
Cra´mer-Wold device. In particular,
1
npn
cov
(
S(i)n , S
(j)
n
)
= σ2(fi, fj), i, j = 1, 2.
This completes the proof of the lemma.
Remark B.4. Lemma B.1 itself is a more general result of independent interest. The result can be generalized
for functions fi defined on R
d\{0} with compact support. In this case, condition (4.14) should be modified to
lim
h→∞
lim sup
n→∞
1
pn
ln∑
j=h
P(‖X0‖ > rn, ‖Xj‖ > rn) = 0
for some  > 0, where support(f) ⊆ Rd\B(0). Also, as seen during the proof of the lemma, the conditions
on pn, ln, and αt can be further relaxed.
