Book crossing numbers of the complete graph and small local convex
  crossing numbers by Ábrego, Bernardo M. et al.
Book crossing numbers of the complete graph
and small local convex crossing numbers
Bernardo M. A´brego∗, Julia Dandurand†‡, Silvia Ferna´ndez-Merchant∗‡,
Evgeniya Lagoda§, Yakov Sapozhnikov†
California State University, Northridge
September 19, 2018
Abstract
A k-page book drawing of a graph G is a drawing of G on k halfplanes with common boundary
l, a line, where the vertices are on l and the edges cannot cross l. The k-page book crossing number
of the graph G, denoted by νk(G), is the minimum number of edge-crossings over all k-page book
drawings of G. Let G = Kn be the complete graph on n vertices. We improve the lower bounds
on νk(Kn) for all k ≥ 14 and determine νk(Kn) whenever 2 < n/k ≤ 3. Our proofs rely on
bounding the number of edges in convex graphs with small local crossing numbers. In particular,
we determine the maximum number of edges that a graph with local crossing number at most `
can have for ` ≤ 4.
1 Introduction
In a k-page book drawing of a graph G, the vertices of G are placed on a line l and each edge is
completely contained in one of k fixed halfplanes whose boundary is l. The line l is called the spine
and the halfplanes are called pages. The k-page book crossing number of the graph G, denoted
by νk(G), is the minimum number of edge-crossings over all k-page book drawings of G. Book
crossing numbers have been studied in relation to their applications in VLSI designs [5, 11]. We are
concerned with the k-page book crossing number of the complete graph Kn.
In 1964, Blazˇek and Koman [3] described k-page book drawings of Kn with few crossings and
proposed the problem of determining νk(Kn). They only described their construction in detail for
k = 2, explicitly gave the exact number of crossings in their construction for k = 2 and 3, and
indicated that their construction could be generalized to larger values of k, implicitly conjecturing
that their construction achieves νk(Kn). In 1994, Damiani, D’Antona, and Salemi [6] described
constructions in detail using adjacency matrices, but did not explicitly compute their exact cross-
ing numbers. Two years later, Shahrokhi, Sy´kora, Sze´kely, and Vrt’o [14] provided a geometric
description of k-page book drawings of Kn and bounded their number of crossings above, showing
that
νk(Kn) ≤ 2
k2
(
1− 1
2k
)(
n
4
)
+
n3
2k
.
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In 2013, De Klerk, Pasechnik, and Salazar [8] (see Proposition 5.1) gave another construction and
computed its exact number of crossings using the geometric approach in [14]. It can be expressed
as
Zk(n) := (n mod k) · F
(⌊n
k
⌋
+ 1, n
)
+ (k − (n mod k)) · F
(⌊n
k
⌋
, n
)
, (1)
where
F (r, n) :=
r
24
(r2 − 3r + 2)(2n− 3− r). (2)
Then νk(Kn) ≤ Zk(n). All the constructions in [6], [14], and [8] generalize the original Blazˇek-
Koman construction. They coincide when k divides n but are slightly different otherwise. They are
widely believed to be asymptotically correct. In fact, the constructions in [6] and [8] have the same
number of crossings (which is in some cases smaller than that in [14]), giving rise to the following
conjecture on the k-page book crossing number of Kn (as presented in [8]).
Conjecture 1. For any positive integers k and n,
νk(Kn) = Zk(n).
In Section 2.1, we provide several other constructions achieving Zk(n) crossings. A´brego et al.
[1] proved Conjecture 1 for k = 2, which can be rewritten as
ν2(Kn) = Z2(n) =
1
4
⌊
n
2
⌋⌊
n− 1
2
⌋⌊
n− 2
2
⌋⌊
n− 3
2
⌋
.
The only other previously known exact values of νk(Kn) are νk(Kn) = 0 for k > dn/2e, as
Zk(n) = 0 in this case, and those in clear cells in Table 1 [8] (for which the conjecture holds). In
Section 2.3, we prove the conjecture for an infinite family of values, namely for any k and n such
that 2 < n/k ≤ 3 (see Theorem 9), and give improved lower bounds for n/k > 3 (see Theorem 8).
n 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 · · · n
ν2(Kn) 1 3 9 18 36 60 100 150 225 315 441 588 784 1008 1296 1620 2025 2475 Z2(n)
ν3(Kn) 0 0 2 5 9 20 34 51 83 121 165 - - - - - - - -
ν4(Kn) 0 0 0 0 3 7 12 18 34 - - - - - - - - - -
ν5(Kn) 0 0 0 0 0 0 4 9 15 22 30 - - - - - - - -
ν6(Kn) 0 0 0 0 0 0 0 0 5 11 18 26 35 45 - - - - -
ν7(Kn) 0 0 0 0 0 0 0 0 0 0 6 13 21 30 40 51 63 - -
...
...
νk(Kn) 0 0 0 0 0 0 0 · · · 0 0 0 0 νk(Kn) = Zk(n) for 2k < n ≤ 3k -
Table 1: Known values of νk(Kn). New values in this paper are shaded.
In terms of general lower bounds, Shahrokhi et al. [14] proved a bound for νk(G) for any graph
G. Using this bound for Kn gives
νk(Kn) ≥ n(n− 1)
3
296k2
− 27kn
37
=
3
37k2
(
n
4
)
+O(n3).
This general bound was improved by De Klerk et al. [8] to
νk(Kn) ≥

3
119
(
n
4
)
+O(n3) if k = 4,
2
(3k−2)2
(
n
4
)
if k is even, and n ≥ k2/2 + 3k − 1,
2
(3k+1)2
(
n
4
)
if k is odd, and n ≥ k2 + 2k − 7/2.
(3)
Using semidefinite programming, they further improved the lower bound for several values of
k ≤ 20. In Section 2.4, we prove the following theorem that improves these lower bounds for k ≥ 14
(see Table 2), but more importantly, it improves the asymptotic bound (3) for every k.
2
Theorem 2. For any integers k ≥ 3 and n ≥ b111k/20c,
νk(Kn) ≥ 8000(4107k
2 − 5416k + 1309)
37(111k − 17)(111k − 77)(37k − 19)(3k − 1)
(
n
4
)
=
(
8000
12321
· 1
k2
+ Θ
(
1
k3
))(
n
4
)
.
In contrast, Zk(n) was asymptotically estimated in [8],
νk(Kn) ≤ Zk(n) =
((
2
k2
)(
1− 1
2k
))(
n
4
)
+O(n3).
This improves the ratio of the lower to the upper bound on limn→∞
νk(Kn)
(n4)
from approximately
1
9 ≈ 0.1111 to 400012321 ≈ 0.3246. All our results (exact values and asymptotic bounds) heavily rely on
a different problem for convex graphs that is interesting on its own right.
k Lower bound in [8] New lower bound Upper bound
Ratio of lower to
upper bound
14 3.2930× 10−3 3.4342× 10−3 9.8396× 10−3 0.3490
15 2.5870× 10−3 2.9852× 10−3 8.5925× 10−3 0.3474
16 2.0348× 10−3 2.6193× 10−3 7.5683× 10−3 0.3461
17 1.6023× 10−3 2.3166× 10−3 6.7168× 10−3 0.3449
18 1.2562× 10−3 2.0621× 10−3 6.0013× 10−3 0.3436
19 9.8258× 10−4 1.8490× 10−3 5.3943× 10−3 0.3428
20 7.7482× 10−4 1.6653× 10−3 4.8750× 10−3 0.3416
Table 2: Bound comparison for lim
n→∞
νk(Kn)(
n
4
) .
There are several models to study crossing numbers in k-page book drawings. In the circular
model, a given k-page book drawing of a graph G is drawn on the plane as follows. The spine is
now a circle C. The vertices of G are placed on C, typically forming the set of vertices of a regular
polygon inscribed in C. The edges are diagonals or sides (straight line segments) of the polygon
that are k-colored in such a way that two edges get the same color if and only if they originally were
on the same page. Using this model, the problem of determining νk(Kn) is equivalent to finding
the minimum number of monochromatic crossings in a k-edge coloring of a circular drawing of Kn.
The subgraph induced by each of the colors is known as a convex or outerplanar graph. We denote
by Gn the complete convex graph (that is, the convex drawing of Kn). Since we are interested in
crossings, it is often convenient to disregard the sides of the underlying polygon as edges. We denote
by Dn the complete convex graph minus all the edges corresponding to the sides of the underlying
polygon. Let e`(n) be the maximum number of edges over all convex subgraphs of Dn with local
crossing number at most `, that is, such that each edge is crossed at most ` times. Local crossing
numbers of convex graphs were studied by Kainen [9, 10]. The problem of maximizing the number
of edges over convex graphs satisfying certain crossing conditions was studied by Brass, Ka´rolyi,
and Valtr [4]. Functions equivalent to e`(n) for general drawings of graphs in the plane were studied
by Ackerman, Pach, Radoic˘ic´, Tardos, and To´th [2, 12, 13].
In Section 2.2, we prove the following theorem that relates the functions e`(n) to the k-page
book crossing numbers νk(Kn). Theorem 3 is used to prove Conjecture 1 for 2k < n ≤ 3k, the
asymptotic bound of Theorem 2, and the lower bound improvements in Table 2.
Theorem 3. Let n ≥ 3 and k ≥ 3 be fixed integers. Then, for all integers m ≥ 0,
νk(Kn) ≥ m
2
n(n− 3)− k
m−1∑
`=0
e`(n).
3
In Section 3, we bound e`(n) above for every ` and n, examine the behavior of the optimal sets
for ` fixed and n large enough. This gives rise to a conjecture on the value of e`(n). Finally, we
prove the following theorem that provides the exact values of e`(n) for ` ≤ 4, which are fundamental
for the results in Section 2.
Theorem 4. For 0 ≤ ` ≤ 4 and any n ≥ max(3, `),
e`(n) = C`(n− 3) + δ`(n),
where C` and δ` satisfy
` 0 1 2 3 4
C` 1 3/2 2 9/4 5/2
δ`(n) 0
1/2 if n ≡ 0 (mod 2),
0 otherwise.
1 if n ≡ 2 (mod 3),
0 otherwise.
−1/4 if n ≡ 0 (mod 4),
1/2 if n ≡ 1 (mod 4),
5/4 if n ≡ 2 (mod 4),
0 if n ≡ 3 (mod 4).
1/2 if n ≡ 0 (mod 4),
0 if n ≡ 1 (mod 4),
3/2 if n ≡ 2 (mod 4),
1 if n ≡ 3 (mod 4).
2 k-page book crossing number of Kn
2.1 The constructions
Blazˇek and Koman [3] described their construction in detail only for k = 2, indicating that it could
be generalized to larger values of k, and gave the exact number of crossings for k = 2 and 3. It
is not clear what generalization they had in mind, as any of the constructions in [6], [14], and [8]
could be such a generalization. These three constructions coincide when k divides n, but handle
the remainder in all other cases in slightly different ways.
Using the geometric approach in [14], De Klerk et al. [7, 8] described a construction, which
we call the DPS construction, and computed its exact number of crossings, Zk(n). They actually
claimed to be counting the number of crossings in the construction found in [6], which they call the
DDS construction, indicating that they were only using a different model. These two constructions
do have the same number of crossings but they are slightly different when n is not a multiple of
k. For example, Figure 1 shows the differences between the DDS and the DPS constructions when
n = 14 and k = 4, both have Z4(14) = 53 crossings.
Figure 1: A comparison between the DDS construction [6] and the DPS construction [8]. Dashed edges
belong only to the DDS construction, thick edges belong only to the DPS construction, and regular edges
belong to both.
4
In fact, we describe several other k-page book drawings with Zk(n) crossings. Using the circular
model, each of these constructions is a k-edge coloring of the complete convex graph on n vertices
with exactly Zk(n) crossings. Let gm be the set of edges in Gn whose endpoints vi and vj satisfy
m ≡ i+ j (mod n). Then gm is a matching (not necessarily a perfect matching) whose edges are all
parallel to a side of the polygon or to one of its shortest diagonals. Note that the set of matchings
{g0, g1, ..., gn−1} is a partition of the edges of Gn. For the pair (n, k), write n = qk+ r, where q and
r are integers and 0 < r ≤ k. The construction in [7, 8] assigns q + 1 matchings in {g0, g1, ..., gn−1}
to the first r pages and q to the remaining k − r pages in order. More precisely, the color classes
are {
q⋃
i=0
gc(q+1)+i : 0 ≤ c < r
}
∪
{
q−1⋃
i=0
g(r−1)(q+1)+(c−r)q+i : r ≤ c < k
}
This construction can be modified in two ways that preserve the number of crossings. First, the color
assignment can be done in any order as long as the matchings in each color class are consecutive and
there are exactly r classes consisting of q+ 1 matchings and k− r classes consisting of q matchings.
Second, if a color class with q + 1 matchings, say {gi, gi+1, · · · , gi+q}, is followed by a color class
with q matchings, say {gi+q+1, gi+q+2, · · · , gi+2q} (or vice versa), then any subset of the edges gi+q
can be moved to the other class. It can be verified that any of these constructions has exactly Zk(n)
crossings.
2.2 Proof of Theorem 3
We first give a lower bound on the number of crossings of any convex graph H in terms of the
functions e`(n).
Theorem 5. Let n ≥ 3 and m ≥ 0 be any integers. If H is any subgraph of Dn, then
cr(H) ≥ me(H)−
m−1∑
`=0
e`(n). (4)
Proof. We prove the result by induction on m. Inequality 4 is trivially true for m = 0 as the right
hand side of (4) is 0. Let m ≥ 1 and let H be a subgraph of Dn. We consider two cases.
Case 1: e(H) ≤ em−1(n). By induction
cr(H) ≥ (m− 1)e(H)−
m−2∑
`=0
e`(n)
= me(H)−
m−1∑
`=0
e`(n) + (em−1(n)− e(H)) ≥ me(H)−
m−1∑
`=0
e`(n).
Case 2: e(H) > em−1(n). Let c = e(H)− em−1(n) and H0 = H. For 1 ≤ i ≤ c, recursively define
ai and Hi as follows. The graph Hi−1 has e(H)− (i− 1) ≥ e(H)− (c− 1) > em−1(n) edges. Thus,
by definition of em−1, there exists an edge ai that is crossed at least m times in Hi−1. Let Hi be
the graph obtained from Hi−1 by deleting ai. We have the following.
cr(H) =
c∑
i=1
(number of crossings of ai in Hi) + cr(Hc) ≥ mc+ cr(Hc)
5
By induction, cr(Hc) ≥ (m− 1)e(Hc)−
∑m−2
`=0 e`(n) and thus
cr(H) ≥ mc+ (m− 1)(e(H)− c)−
m−2∑
`=0
e`(n) = me(H)−
m−1∑
`=0
e`(n).
For any integers k ≥ 1, n ≥ 3, and m ≥ 0, define
Lk,n(m) =
m
2
n(n− 3)− k
m−1∑
`=0
e`(n).
Then Theorem 3 can be stated as follows and we prove it using Theorem 5.
Theorem 6. Let n ≥ 3 and k ≥ 3 be fixed integers. Then, for all integers m ≥ 0,
νk(Kn) ≥ Lk,n(m).
Proof. Consider any k-coloring of the edges of Dn using colors 1, 2, . . . , k. Let Hi be the graph on
the same set of vertices as Dn whose edges are those of color i. By Theorem 5,
cr(Hi) ≥ me(Hi)−
m−1∑
`=0
e`(n). (5)
Add (5) over all colors, 1 ≤ i ≤ k, to show that the number of monochromatic crossings in the
k-edge coloring is at least
k∑
i=1
(
me(Hi)−
m−1∑
`=0
e`(n)
)
= m
((
n
2
)
− n
)
− k
m−1∑
`=0
e`(n)
=
m
2
n(n− 3)− k
m−1∑
`=0
e`(n).
2.3 Exact values of νk(Kn) and new lower bounds
Since Theorem 6 works for any nonnegative integer m, we start by maximizing Lk,n(m) for fixed k
and n to obtain the best possible lower bound provided by Theorem 6.
Proposition 7. For fixed integers k ≥ 1 and n ≥ 3, the value of Lk,n(m), defined over all nonneg-
ative integers m, is maximized by the smallest m such that em(n) ≥ n(n−3)2k .
Proof. Note that Lk,n(m) =
∑m−1
`=0
(
n
2 (n− 3)− ke`(n)
)
= k
∑m−1
`=0
(
n(n−3)
2k − e`(n)
)
. So Lk,n is
increasing as long as em−1(n) <
n(n−3)
2k and nonincreasing afterwards. Thus the maximum is
achieved when m is the smallest integer such that em−1(n) ≥ n(n−3)2k . Note that this value in fact
exists because e`(n) =
(
n
2
)− n > n(n−3)2k whenever ` > bn−22 cdn−22 e.
We now use Proposition 7 to explicitly state the best lower bounds guaranteed by Theorem 6
using the values of e`(n) obtained in Section 3. In what follows, δ1(n), δ2(n), δ3(n), and δ4(n) are
defined as in Theorem 4.
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Theorem 8. For any integers k ≥ 3 and n > 2k,
νk(Kn) ≥

1
2(n− 3)(n− 2k) if 2k < n ≤ 3k,
(n− 3)(n− 52k)− kδ1(n) if 3k < n ≤ 4k,
3
2(n− 3)(n− 3k)− k(δ1 + δ2)(n) if 4k < n ≤ b4.5kc+ β
2(n− 3)(n− 278 k)− k(δ1 + δ2 + δ3)(n) if b4.5kc+ β < n ≤ 5k
5
2(n− 3)(n− 3710k)− k(δ1 + δ2 + δ3 + δ4)(n) otherwise.
(6)
where β =

−1 if k even and 4|n,
1 if k odd and 4|n− 2,
0 otherwise,
Proof. The mth row on the right hand side of Inequality (6) is equal to Lk,n(m), using the values of
e0(n), e1(n), e2(n), e3(n), and e4(n), stated in Theorem 4. In each case, the range for n corresponds
to the values of n for which em−1(n) <
n(n−3)
2k ≤ em(n), thus guaranteeing the best possible bound
obtained from Theorem 6 by Proposition 7. For example, by Theorems 4 and 6,
νk(Kn) ≥ Lk,n(1) = 1
2
n(n− 3)− ke0(n) = 1
2
n(n− 3)− k(n− 3) = 1
2
(n− 3)(n− 2k).
Although this bound holds for any n and is tight for 2 < nk ≤ 3 (as stated in the next result), it can
actually be improved for larger values of n. For instance, using m = 2 in Theorem 6 together with
Theorem 4 yields
νk(Kn) ≥ Lk,n(2) = n(n− 3)− k
(
(n− 3) + 3
2
(n− 3) + δ1(n)
)
= (n− 3)(n− 5
2
k)− δ1(n)k.
By Proposition 7, this is the best bound guaranteed by Theorem 6 whenever 3 < n/k ≤ 4 because
e1(n) =
3
2(n− 3) + δ1(n) < n(n−3)2k ≤ 2(n− 3) ≤ e2(n) in this range.
The first part of Theorem 8 settles Conjecture 1 when 2 < nk ≤ 3.
Theorem 9. If 2 < nk ≤ 3, then
νk(Kn) =
1
2
(n− 3)(n− 2k).
Proof. Suppose 2 < nk ≤ 3. Since νk(Kn) ≤ Zk(n), we just need to show that Zk(n) is indeed equal
to 12(n − 3)(n − 2k) for these values of n and k. By (2), F (2, n) = 0 and F (3, n) = 12(n − 3). If
n = 3k, then by (1),
Zk(n) = k · F (3, n) = n
3
· 1
2
(n− 3) = 1
2
(n− 3)(n− 2k).
If 2 <
n
k
< 3, then n = 2k + r, where r = n mod k. By (1),
Zk(n) = r · F (3, n) + (k − r) · F (2, n) = (n− 2k) · 1
2
(n− 3).
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2.4 Improving the asymptotics for fixed k
The bound in Theorem 8 becomes weaker as n/k grows. We now use a different approach to improve
this bound when n is large with respect to k. For fixed k, it is known that
νk(Kn)(
n
4
) ≥ νk(Kn′)(
n′
4
)
for all n ≥ n′ ≥ 4. By Theorem 6, for n ≥ n′ ≥ 4 we have
νk(Kn)(
n
4
) ≥ max
1≤m≤5
n′≥2k
Lk,n′(m)(
n′
4
) .
For fixed k, it would be ideal to find the n′ achieving the previous maximum. We use n′ = b11120 kc,
which gives the actual maximum when k ≡ 6, 9, 11, 19, 24, 32, 37, 45, 50, 58, 60,63,73,76 (mod 64)
and close to the maximum for all other values of k. The universal bound given in Theorem 2 is
obtained when k ≡ 8 (mod 80) and it is the minimum of the maxima over all classes mod 80.
Finally, using n′ = b8116kc for 14 ≤ k ≤ 20, we obtain the bounds in Table 3, which improve the
previous bounds for these values of k as compared in Table 2.
k νk(Kn) ≥ for all n ≥ k νk(Kn) ≥ for all n ≥
14
4406
1282975
(
n
4
)
77 18 80863921225
(
n
4
)
99
15
640
214389
(
n
4
)
83 19 88394780230
(
n
4
)
105
16
3054
1165945
(
n
4
)
88 20 8551039
(
n
4
)
111
17
6764
2919735
(
n
4
)
94
Table 3: New lower bounds for νk(Kn) when 14 ≤ k ≤ 20.
3 Maximizing the number of edges
In this section, we only consider convex graphs that do not use the sides of the polygon, that is,
subgraphs of Dn. Given such a graph G and two of its vertices x and y, the segment xy is either
an edge of G (which must be a diagonal of the polygon), a side of G (a side of the polygon, and
thus not an edge of G), or a nonedge of G (a diagonal of the polygon that is not an edge of G).
Let e(G), cr(G), and lcr(G) denote the number of edges, number of crossings, and local crossing
number of G, respectively. We label the vertices of G by v1, v2, · · · , vn in clockwise order.
As defined before, e`(n) denotes the maximum number of edges over all subgraphs of Dn with
local crossing number at most `. In Section 3.1, we bound the function e`(n) for every ` and provide
several conjectures on its general behavior and exact value. In Section 3.2, we determine the exact
value of e`(n) for ` ≤ 4.
3.1 Bounding e`(n)
We start bounding e`(n) below by creating large convex graphs using copies of smaller convex
graphs. Given two subgraphs H1 and H2 of Dn, a parallel composition (by a side) of H1 and H2
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is obtained from the disjoint union of H1 and H2 by merging one side of each graph and adding
the merged side as an edge (Figure 2). If the original graphs have n1 and n2 vertices, respectively,
a parallel composition is a subgraph of Dn with n = n1 + n2 − 2 vertices and e(H1) + e(H2) + 1
edges. There are several parallel compositions of two graphs but all of them have the same number
of vertices, number of edges, and local crossing number. Any parallel composition of H1 and H2 is
denoted by H1 H2; and any parallel composition of q copies of H is denoted by qH.
(a) (c)(b)
Figure 2: (a) A parallel composition 3D4  D3 (three copies of D4 and one copy of D3). The thick lines
are the merged sides. (b) A second instance of 3D4  D3. Note that the merged edges do not have to be
parallel. (c) An instance of 4D5 D4.
Lemma 10. Suppose H and R are subgraphs of Dn′ and Dr, respectively, both with local crossing
number at most ` and such that n = q(n′ − 2) + r for some integers q ≥ 0 and r ≥ 2. Then
e`(n) ≥ e(qH R) = (n− r)e(H) + 1
n′ − 2 + a(R),
where a(R) = e(R) if r > 2, and a(R) = −1 if r = 2.
Proof. Note that qH R has q(n′ − 2) + r = n vertices and local crossing number at most `. Also
qH  R has qe(H) + e(R) edges coming from the q copies of H and the copy of R, plus q merged
edges if r > 2 or q − 1 edges if r = 2. So
e`(n) ≥ e(qH R) = q(e(H) + 1) + a(R) = (n− r)e(H) + 1
n′ − 2 + a(R).
In order to obtain a lower bound for any n and `, we use Lemma 10 in the particular case when
H is a complete or almost complete graph. For any n′ and 0 ≤ i ≤ min(0, bn′−42 c), let Dn′,i be
the graph obtained from Dn′ by removing the set of i or i+ 1 main diagonals En′,i defined as (see
Figure 3 and note that Dn′,0 = Dn′)
En′,i =

∅ if i = 0,
{v2tv2t+n′−1
2
: 0 ≤ t ≤ i} if n′ is odd and 0 < i ≤ n′−52 ,
{v2tv2t+n′
2
: 0 ≤ t ≤ i− 1} if n′ is even and 0 < i ≤ n′4 ,
{v2tv2t+n′
2
: 0 ≤ t ≤ n′4 − 1}
∪{v2t+1v2t+1+n′
2
: 0 ≤ t ≤ i− bn′4 c}
if n′ is even and n
′
4 < i ≤ n
′−4
2 .
Theorem 11. For integers n ≥ 3 and ` ≥ 0, let n′, q, and r be integers such that n′ = 2 +
max(1, d2√`e), n = q(n′ − 2) + r, and 2 ≤ r < n′. Then
e`(n) ≥ e`(qDn′,i Dr) = 1
2
(
n′ − 1− 2(i+ δ)
n′ − 2
)
(n− r) +
(
r
2
)
− r, (7)
9
(a) (b) (c) (d)
v0 v0 v0 v0
v6v8v8v3
Figure 3: (a) D6,1, (b) E16,3, (c) E16,5, and (d) E13,4.
where i =
⌊(
n′−2
2
)2⌋− ` and δ = { 0 if n′ is even and i ≤ n′/4, or n′ is odd and i = 0,
1 otherwise.
Proof. First note that in fact 0 ≤ i ≤ min(0, bn′−42 c). It can be checked that
e(Dn′,i) =
(
n′
2
)
− n′ − i− δ and lcr(Dn′,i) =
⌊(
n′ − 2
2
)2⌋
− i.
Also,
lcr(Dr) ≤ lcr(Dn′−1) =
⌊(
n′ − 3
2
)2⌋
≤
⌊(
n′ − 2
2
)2⌋
−max
(
0,
⌊
n′ − 4
2
⌋)
≤
⌊(
n′ − 2
2
)2⌋
− i = `.
Then Lemma 10 implies
e`(n) ≥ e(qDn′,i Dr) = (n− r)
(
n′
2
)− n′ − i− δ + 1
n′ − 2 +
(
r
2
)
− r
= (n− r)e(Dn′,i) + 1
n′ − 2 + a(Dr) =
1
2
(
n′ − 1− 2(i+ δ)
n′ − 2
)
(n− r) +
(
r
2
)
− r.
For fixed `, Inequality (7) can be expressed as
e`(n) ≥ C` · n+ Θ(1), (8)
where
C` =

1
2 +
d2√` e
4 +
`
d2√` e if d2
√
` e is even and d2√` e2 − d2√` e ≤ 4`+ 2,
1
2 +
d2√` e
4 +
`−1
d2√` e if d2
√
` e is even and d2√` e2 − d2√` e > 4`+ 2,
1
2 +
d2√` e
2 if d2
√
` e is odd and d2√` e2 < 4`+ 5,
1
2 +
d2√` e
4 +
`−3/4
d2√` e if d2
√
` e is odd and d2√` e2 ≥ 4`+ 5.
Theorem 11 is tight for ` ≤ 3 but not necessarily for ` ≥ 4, as shown by Theorem 4. For
example, for ` = 4 and n = 7 or 8 the graphs S7, S
′
7, and S8 in Figure 4, have one more edge than
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(a) (b) (c)
Figure 4: (a-b) The graphs S7 and S
′
7, the unique subgraphs of D7 with 11 edges and local crossing number
4. (c) The graph S8, a subgraph of D8 with 13 edges and local crossing number 4.
the lower bound in Theorem 11. However, this discrepancy does not improve the coefficient of n
in Theorem 11 as the factor e(H)+1n′−2 in Lemma 10 is larger when H = D6 than when H = S7, S
′
7,
or S8. In other words, S7, S
′
7, and S8 only slightly improve Theorem 11 when they are used as the
“remainder” graph R as shown in Theorem 4. We believe that for ` fixed and any n large enough,
there are optimal constructions that are parallel compositions of smaller graphs. More precisely,
Conjecture 12. For each integer ` ≥ 0 there is a positive integer N` such that for all integers
n ≥ N` there is a subgraph G of Dn with local crossing number ` such that G has a crossing free
edge and e(G) = e`(n).
The validity of this conjecture would imply the following statement.
Conjecture 13. For an integer ` ≥ 0 and N` defined as in the previous conjecture, let
M` = max
{
e`(n) + 1
n− 2 : 3 ≤ n ≤ N` − 1
}
.
Then
e`(n) = M`(n− 2) + Θ(1).
Proof. (Assuming Conjecture 12) We first prove that e`(n) ≤ M`(n− 2)− 1 by induction on n. If
n ≤ N` − 1, then e`(n)+1n−2 ≤ M` and so e`(n) ≤ M`(n − 2) − 1. If n ≥ N`, then by Conjecture 12,
there is a subgraph G of Dn with local crossing number ` such that G has a crossing free edge, say
v1vt, and e(G) = e`(n). Consider the subgraphs G1 and G2 of G induced by the sets of vertices
{v1, v2, · · · , vt} and {vt, vt+1, vt+2, · · · , vn, v1}, respectively, and removing the edge v1vt. Then G1
and G2 are subgraphs of Dt and Dn−t+2, respectively. Since t ≤ n− 1 and n− t+ 2 ≤ n− 1, then
by induction,
e`(n) = e(G) = e(G1) + e(G2) + 1 ≤ (M`(t− 2)− 1) + (M`(n− t)− 1) + 1 = M`(n− 2)− 1.
Finally, by Lemma 10, e`(n) ≥M`(n− 2)−M`(N` − 2)− 1.
On the other hand, cr(G) ≥ m3
27n2
for any convex graph with n vertices and m edges [15]. So if
G is a subgraph of Dn such that lcr(G) = ` and e(G) = e`(n), then
cr(G) ≥ e`(n)
3
27n2
. (9)
Also, because each edge of G is crossed at most ` times,
cr(G) ≤ e`(n)`
2
. (10)
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Inequalities (8), (9), and (10) together imply
√
`n+ Θ(1) ≤ C` · n+ Θ(1) ≤ e`(n) ≤
√
27`
2
n < 3.675
√
`n.
We believe that the lower bound is correct, leading to the following conjecture.
Conjecture 14. For fix ` ≥ 0 and any n ≥ 3 and ` ≥ 0, e`(n) = C` · n+O(1).
If Conjectures 12, 13, and 14 were true, then M` = C`.
3.2 Exact values of e`(n) for ` ≤ 4
In this section, we prove Theorem 4, which verifies Conjectures 12, 13 and 14 for ` ≤ 4. In these
cases, N` = 3, 4, 6, 7, and 8; and C` = M` = 1, 3/2, 2, 9/4, and 5/2 for ` = 0, 1, 2, 3, and 4,
respectively. In fact, Inequality 7 is tight for ` = 0 and ` = 1.
Similar results for ` = 0 and 1 were proved in [4], Theorems 3 and 8. Theorem 3 in [4] proves
that the maximum number of edges in a plane subgraph of Gn (instead of Dn) is 2n − 3. This is
equivalent to e0(n) = n−3 in Theorem 4, as the sides of the polygon are included as possible edges,
but their proof is different. Theorem 8 in [4], however, is somewhat different from our result for
e1(n) =
3
2(n−3)+δ1(n). It shows that the largest number of edges in a subgraph of Gn such that any
two edges sharing a vertex cannot both be crossed by a common edge is
⌊
5
2n− 4
⌋
= n+
⌈
3
2(n− 3)
⌉
.
Recall that this result uses the sides of the polygon.
Let G be a convex graph. The crossing graph of G, denoted by G⊗, is the graph whose vertices
are the edges of G and two vertices of G⊗ are adjacent in G⊗ if the corresponding edges in G cross.
We start by proving the following lemma.
Lemma 15. Let G be a subgraph of Dn, n ≥ 3. If G⊗ has no cycles, then e(G) ≤ 2n− 6.
Proof. Let e∗(n) be the maximum number of edges in a subgraph G of Dn such that there are no
cycles in G⊗. We actually prove the identity e∗(n) = 2n− 6. The graph whose edges are v1vi and
vi−1vi+1 for 3 ≤ i ≤ n − 1 (Figure 5a) has 2n − 6 edges and satisfies the conditions of the lemma,
showing that e∗(n) ≥ 2n− 6. We prove that e∗(n) ≤ 2n− 6 by induction on n. The result is clearly
true if n = 3 or 4. Let G be a graph with the required properties on n ≥ 5 vertices and with the
maximum number of edges. Because there are no cycles in G⊗, it follows that there must be an
edge uv in G crossed at most once. Consider the subgraphs G1 and G2 of G on each side of uv,
each including the vertices u and v but not the edge uv. Let n1 and n2 be the number of vertices
of G1 and G2, respectively. Note that the graphs G1 and G2 inherit the conditions of the lemma
from G and so they have at most 2n1 − 6 and 2n2 − 6 edges, respectively. By induction, and since
n1 + n2 = n + 2 and the only edges that are not part of either G1 or G2 are uv and the edge (if
any) crossing uv,
e(G) ≤ e(G1) + e(G2) + 2 ≤ 2n1 − 6 + 2n2 − 6 + 2 = 2n− 6.
3.2.1 Proof of Theorem 4.
Proof. The inequality e`(n) ≥ C`(n− 3) + δ`(n) holds by Theorem 11 for ` ≤ 3 and by Lemma 10
for ` = 4 with H = D6 and R = S8, D5, D6, or S7 for n ≡ 0, 1, 2, or 3 (mod 4), respectively.
We prove the inequality e`(n) ≤ C`(n− 3) + δ`(n) by induction on n. This can be easily verified
for ` ≤ n ≤ ` + 3. Assume n ≥ ` + 4 and let G be a subgraph of Dn with n vertices and local
crossing number at most `. We consider three main cases.
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(b)(a)
1
Figure 5: (a) Optimal graph for e∗(n). (b) The corners (dark shade) and the polygon (light shade) whose
vertices are the crossings in the cycle C.
Case 1. Suppose G has a crossing-free diagonal, say v1vt with 3 ≤ t ≤ n − 1. Consider the two
subgraphs G1 and G2 induced by the sets of vertices {v1, v2, . . . , vt} and {vt, vt+1, . . . , vn−1, vn, v1},
respectively, and the edge v1vt. Then G1 and G2 are subgraphs of Dt and Dn+2−t, respectively,
with at most ` crossings per edge. Therefore,
e(G) ≤ e(G1) + e(G2) + 1 ≤ e`(t) + e`(n− t+ 2) + 1
= C`(t− 3) + δ`(t) + C`(n− t+ 2− 3) + δ`(n− t+ 2) + 1
=
(
C`(n− 3) + δ`(n)
)
+
(
δ`(t) + δ`(n− t+ 2)− δ`(n)− C` + 1
)
.
It can be verified that the inequality δ`(t) + δ`(n − t + 2) ≤ δ`(n) − C` + 1 holds for all ` ≤ 4 and
any integers n and t.
Case 1 always holds for ` = 0 and n ≥ 4. We claim that Case 1 also always holds for ` = 1 and
n ≥ 5. Indeed, we can assume without loss of generality that for some indices 1 < i1 < i2 < i3 <
i4 ≤ n the edges vi1vi3 and vi2vi4 are in G, that is, vertex v1 does not participate in this crossing.
In this case, the diagonal vi4vi1 cannot be crossed by any edge in G. This is because such an edge
would also intersect vi1vi3 or vi2vi4 , but vi1vi3 and vi2vi4 already cross each other and so they cannot
cross any other edge.
This concludes the proof for ` ≤ 1. We now assume that 2 ≤ ` ≤ 4 and that G has no
crossing-free diagonals.
Case 2. Suppose G⊗ has no cycles. Then Lemma 15 implies that e(G) ≤ 2n−6 < C`(n−3)+δ`(n)
for ` ≥ 2.
Case 3. Suppose that G⊗ has a cycle. In this case, we modify G to obtain a graph G′ on the
same vertex-set, with at least as many edges as G, with local crossing number at most `, and with
a crossing-free diagonal, so that e(G) ≤ e(G′) ≤ C`(n− 3) + δ`(n) by Case 1.
Given a set of vertices U , we denote by Conv(U) the convex hull of U and by ∂ Conv(U)
the boundary of Conv(U). We say that G has a valid replacement if there is a proper subset V0
of the vertices such that the set E0 of edges intersecting the interior of Conv(V0) satisfies that
|E0| ≤ C`(|V0| − 3) + δ`(|V0|) + b0, where b0 is the number of nonedges on ∂ Conv(V0). In this
case, we say that V0 generates a valid replacement and write Gen(V0) = E0. If G has a valid
replacement generated by V0, then we obtain G
′ by removing E0 (leaving the interior of Conv(V0)
empty), adding any nonedges of G on ∂ Conv(V0), and adding a copy H0 of a graph with vertex-set
V0, local crossing number at most `, and C`(|V0|−3) + δ`(|V0|) edges (which we have proved exists).
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Note that G′ has at least as many edges as G, has local crossing number at most ` (because the
added edges are contained in Conv(V0) and so they do not cross any edges in E − E0), and has a
crossing-free diagonal (namely, any diagonal on ∂ Conv(V0) that is not a side; the inequality n0 < n
is guaranteed if there is an edge in E0 crossing ∂ Conv(V0)).
Let C be the smallest cycle in G⊗ and j its size. C corresponds to a sequence of edges
a1, a2, . . . , aj in G such that edge ai, with endpoints pi and qi, crosses the edges ai−1 and ai+1
(the subindices are taken mod j). The edges ai−1 and ai+1 can be incident to the same vertex or
disjoint. In the first case, we say that the triangle formed by ai−1, ai, and ai+1 is a corner of C
(see Figure 5b). Note that, by minimality of C, the edges ai−1 and ai+1 cross only if j = 3, in
which case C has no corners. Let V = {p1, p2, . . . , pj , q1, q2, . . . , qj}, c be the number of corners of
C, E = {a1, a2, . . . , aj}, D be the set of edges of G not in E that cross at least one edge in E,
n′ = |V |, and e′ = |E ∪D|. Note that the edges of G that are not in E ∪D cannot cross the convex
hull of V .
If e′ ≤ C`(n′ − 3) + δ`(n′) and n′ < n, then V generates a valid replacement with |Gen(V )| =
|E ∪D| = e′. We now analyze under which circumstances we can guarantee that
e′ ≤ C`(n′ − 3) + δ`(n′) (11)
and therefore a valid replacement. Note that n′ = 2j − c and |D| ≤ j(` − 2) because each edge in
E already crosses two other edges in E and so it can only cross at most ` − 2 edges in D. Then
e′ ≤ j(`− 1).
Case 3.1 Suppose j = 3. Then c = 0 and thus n′ = 6 and e′ ≤ 3(` − 1) ≤ 3C` + δ`(6) =
C`(n
′ − 3) + δ`(n′).
Case 3.2 Suppose j = 4. Figure 12 shows all possible cycles C formed by 4 edges in G. They
satisfy that 6 ≤ n′ ≤ 8 and e′ ≤ 4(`− 1). It can be verified that Inequality (11) holds for 2 ≤ ` ≤ 4
and 6 ≤ n′ ≤ 8 except when ` = 4, n′ = 7, and e′ = 12 (Figure 6b); or ` = 4, n′ = 8, and e′ = 11 or
12 (Figure 6c). (In all other cases C`(n
′ − 3) + δ`(n′) ≥ 4(`− 1).) These remaining cases involve a
long and careful case analysis. All details are included in Appendix A.
(a) (c)(b)
Figure 6: Possible cycles C with j = 4.
Case 3.3 Suppose j ≥ 5. The subgraph G whose edge set is E has vertices of degree 2, the
corners, and vertices of degree 1, the leaves. The edges of E are of three types: type 2 edges join
two leaves, type 1 edges join a leaf and a corner, and type 0 edges join two corners. Let t2, t1,
and t0 be the number of edges in E of type 2, 1, and 0, respectively. By minimality of C, any
edge of C joining two corners cannot be crossed by edges not in E. Then edges of type 0 are not
crossed by edges in D. The edges of types 2 and 1 are crossed by at most `− 2 edges in D. Then
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|D| ≤ (`− 2)(t2 + t1). Also 2t2 + t1 = n′ − c = (2j − c)− c = 2(j − c). Then
e′ = |D ∪ E| = |D|+ j ≤ (`− 2)(2t2 + t1)− (`− 2)t2 + j
= 2(`− 2)(j − c)− (`− 2)t2 + j = (2`− 3)j − 2(`− 2)c− (`− 2)t2. (12)
Thus (2`−3)j−2(`−2)c− (`−2)t2 ≤ C`(n′−3)+δ`(n′) = C`(2j−c−3)+δ`(2j−c) guarantees
(11). This is equivalent to
(2C` − 2`+ 3)j + (2l − 4− C`)c− 3C` + (`− 2)t2 + δ`(2j − c) ≥ 0. (13)
If ` = 2, Inequality (13) becomes
3j − 2c− 6 + δ2(2j − c) ≥ 0. (14)
Since j ≥ c and δ2(2j − c) ≥ 0, then 3j − 2c− 6 + δ2(2j − c) ≥ 3j − 2j − 6 = j − 6 ≥ 0 for j ≥ 6. If
j = 5, Inequality (14) becomes 9− 2c+ δ2(10− c) ≥ 0, which holds for any 0 ≤ c ≤ 5.
If ` = 3, Inequality (13) becomes
1
4
(6j − c− 27) + t2 + δ3(2j − c) ≥ 0. (15)
Since j ≥ c, t2 ≥ 0, and δ3(2j− c) ≥ −14 , then 14(6j− c−27) + t2 + δ3(2j− c) ≥ 14(6j− j−27−1) =
1
4(5j − 28) ≥ 0 for j ≥ 6. If j = 5, Inequality (14) becomes 14(3− c) + δ3(10− c) ≥ 0, which holds
for any 0 ≤ c ≤ 5.
This concludes the proof for ` = 2 and ` = 3.
If ` = 4, Inequality (13) becomes
3
2
(c− 5) + 2t2 + δ4(2j − c) ≥ 0. (16)
• Inequality (16) holds for c ≥ 5 as t2 and δ4(2j − c) are nonnegative.
• If c = 4, Inequality (16) is equivalent to 2t2 − 32 + δ4(2j − 4) ≥ 0. Note that δ4(2j − 4) = 32 if
j is odd and δ4(2j − 4) = 12 if j is even. So the only case in which (16) does not hold is when
j is even and t2 = 0. In this case, 5 ≤ j = 12(2c+ t1 + 2t2) ≤ 12(2c+ 2c+ 2t2) = 2c+ t2 = 8.
So j = 6 or j = 8. The only possibilities for C are shown in Figure 7.
=6j
=0t2
=6j
=0t2
=8j
=0t2
Figure 7: Remaining possibilities in Case 3.2 with c = 4.
• If c = 3, Inequality (16) is equivalent to 2t2− 3 + δ4(2j− 3) ≥ 0. Note that δ4(2j− 3) = 1 if j
is odd and δ4(2j − 3) = 0 if j is even. So the only cases in which (16) does not hold is when j
is odd and t2 = 0, or when j is even and t2 = 0 or 1. In this case, 5 ≤ j = 12(2c+ t1 + 2t2) ≤
1
2(2c+ 2c+ 2t2) = 2c+ t2 = 6 + t2. So j = 5 or j = 6. The only possibilities for C are shown
in Figure 8.
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=5j
=0t2
=6j
=1t2 =6j=1t2
Figure 8: Remaining possibilities in Case 3.2 with c = 3.
=5j
=1t2
Figure 9: Remaining possibilities in Case 3.2 with c = 2.
• If c = 2, Inequality (16) is equivalent to 2t2 − 92 + δ4(2j − 2) ≥ 0. Note that δ4(2j − 2) = 12 if
j is odd and δ4(2j− 2) = 32 if j is even. So the only cases in which (16) does not hold is when
t2 = 0 or 1 (any j). In this case, 5 ≤ j = 12(2c+ t1 + 2t2) ≤ 12(2c+ 2c+ 2t2) = 2c+ t2 = 4 + t2.
So t2 = 1 and j = 5. The only possibility for C is shown in Figure 9.
• If c = 1, then t2 = j−2 ≥ 3. Inequality (16) is equivalent to 2t2−6+δ4(2j−1) ≥ 6−6+0 = 0.
• If c = 0, then t2 = j ≥ 5. Inequality (16) is equivalent to 2t2− 152 + δ4(2j) ≥ 10− 5/2 + 0 > 0.
Table 4 lists the remaining cases (i.e., the cases where j ≥ 5 and Inequality (11) is not necessarily
satisfied), including the values of n′ and e′. Note that, by minimality of C, each edge in D crosses
exactly one edge in E and can be crossed by up to three other edges of G. The tick marks in each
figure indicate the possible crossings of edges in D with edges in E. Note that all such crossings,
except at most one of them in Figures 8a and 9, must happen in order for Inequality 11 to fail. All
crossings with type 1 edges must happen exactly at the indicated place. However, the two crossings
with type 2 edges could happen on the same side of the edge (although Table 4 shows one tick mark
per side).
Consider an edge xy ∈ D. If x /∈ V and y /∈ V , let V1 = V ∪ {x, y} and E1 = Gen(V1), that is,
E1 is the union of E
′ and any edges crossing xy. Let n1 = |V1| = n′ + 2 and e1 = |E1| ≤ e′ + 3.
Whenever e1 ≤ 52(n1 − 3) + δ4(n1), V1 generates a valid replacement. This happens in all cases
except for Figure 8a when e′ = 13. Thus, in all these cases we assume that each edge in D is
incident to at least one vertex in V . We treat Figure 8a with e′ = 3 separately afterwards.
Assume that three consecutive edges ai−1, ai, and ai+1 in C satisfy the following (Figure 10a):
(1) ai−1 and ai+1 are of type 1, (2) ai−1 and ai+1 do not have vertices in common (in fact we only
need qi−1 6= pi+1), (3) ai−1 is crossed by two edges in D, call them b1 and b2, and (4) ai+1 is crossed
by two edges in D, call them c1 and c2. For each case in Table 4, we have highlighted a possible
choice of such three edges. In Figure 8a, we assume for now that e′ = 12 and thus the highlighted
choice of edges or its vertically symmetric (at most one tick mark is missing) satisfies the previous
conditions. By minimality of C, there are no quadrilaterals in G⊗. Since all edges in D are incident
to at least one vertex in V , b1 must be incident either to pi or pi+1, same for b2. But b1 and b2 are
not incident to pi+1 (Figure 10b), because this edge, c1, c2, and ei+1 would form a quadrilateral in
G⊗. So both edges are incident to pi (and not incident to pi+1). This means that both cross the
diagonal qi−1pi+1, which must be a nonedge because otherwise it would form a quadrilateral with
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Case Figure 7a Figure 7b Figure 7c Figure 8a Figure 8b Figure 8c Figure 9
n′ 8 8 12 7 9 9 8
e′ 6 + 8 = 14 6 + 8 = 14 8 + 16 = 24
5 + 7 = 12
or
5 + 8 = 13
6 + 10 = 16 6 + 10 = 16
5 + 9 = 14
or
5 + 10 = 15
5
2(n
′ − 3) + δ4(n′) 13 13 23 11 15 15 13
n1 10 10 14 9 11 11 10
e1 = e
′ + 3 17 17 27 15 or 16 19 19 17 or 18
5
2(n1 − 3) + δ4(n1) 19 19 29 15 21 21 19
Table 4: Remaining cases for j ≥ 5.
ei−1, b1, and b2 in G⊗ (Figure 10c).But then V generates a valid replacement. Only in Figure 9,
at most one of the edges b1, b2, c1, or c2 could be missing. Assume by symmetry that c2 is missing
(then e′ = 14). Then b1 and b2 are not both incident to pi+1 (Figure 10d) because b1, b2, c1, and ei−1
would form a quadrilateral, and the same argument as before works if b1 and b2 are both incident to
pi but not to pi+1. The only remaining possibility is that b1 is incident to both pi and pi+1, and b2
is incident to pi but not to pi+1. But then c1 is not incident to qi−1 (Figure 10e) because b1, b2, c1,
and ei−1 would form a quadrilateral; and c1 is not incident to qi (Figure 10f) because any edge in
D crossing ai would form a quadrilateral with either ei−1, ei, b1 or with ei, ei+1, c1.
corner corner
pi -1
qi -1 pi +1
qi +1
pi qib1 b2
c1 c2
corner corner
pi -1
qi -1 pi +1
qi +1
pi qi
corner corner
pi -1
qi -1 pi +1
qi +1
pi qi
(a) (c)(b)
corner corner
pi -1
qi -1 pi +1
qi +1
pi qi
corner corner
pi -1
qi -1 pi +1
qi +1
pi qi
(e)(d) corner cornerpi -1
qi -1 pi +1
qi +1
pi qi
(f )
ai
ai -1
ai +1
Figure 10: Three consecutive edges in E. Tick marks represent edges in D.
Finally, in Figure 8a with e′ = 13 all edges in D shown by tick marks in Table 4 are present. If
two edges wx and yz in D are not incident to vertices in V , then let V2 = V ∪{w, x, y, z} and E2 be
the union of E, D and any edges crossing wx or yz. Then |V2| = 10 or 11 and |E2| ≤ e′ + 6 = 19,
and thus V2 generates a valid replacement. Lastly, the two edges crossing the edge ai in Figure 11a,
cannot be incident to vertices in V , because a quadrilateral would be formed in G⊗ (Figures 11b-c).
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ai aiai
(a) (c)(b)
Figure 11: Two edges in Figure 8a
that are not incident to vertices in V .
A Proof of remaining cases for j = 4 and ` = 4 in Theorem 4
Figure 12 shows all remaining cases for j = 4 and ` = 4: Figure 12a with e′ = 12 (all tick marks
represent edges in D) and Figure 12b with 10 ≤ e′ ≤ 12 (one or two tick marks could be missing).
(b)(a)
q4
q2
=q 3p1
p4
p3q1
p2
p4
p3 q2
q1
=q 4p2=q 3p1
Figure 12: Remaining cases for j = 4 and ` = 4. (a) e′ = 12. (b) 10 ≤ e′ ≤ 12.
We use the following observation several times along the proof.
Lemma 16. If there are at least e′−9 nonedges in ∂ Conv(V ), then V generates a valid replacement.
Proof. V generates a valid replacement because H6 = D6 has 9 edges and e
′ ≤ 9 + (e′− 9) = e′.
For the rest of the proof we assume that there are at most e′ − 10 nonedges in ∂ Conv(V ).
Consider Figure 12a with e′ = 12. If there is an edge xy ∈ D with x /∈ V and y /∈ V , let
V1 = V ∪ {x, y} and E1 = Gen(V1), that is, E1 is the union of E′ and any edges crossing xy. Then
|V1| = 9 and |E1| ≤ e′ + 3 = 15. So V1 generates a valid replacement. Similarly, if there is an
edge xy ∈ D with x ∈ V and y /∈ V that crosses other two edges in D, then let V1 = V ∪ {x} and
E1 = Gen(V1), the union of E
′ and any edges crossing xy. Then |V1| = 8 and |E1| ≤ e′ + 1 = 13.
So V1 generates a valid replacement. So assume that any edge in D is incident to at least one
vertex in V and that any edge incident to exactly one vertex in V crosses at most one edge in D.
Because e′ = 12, then each edge in D crosses exactly one edge in E and so it does not cross the
shaded region in Figure 12a. Add another figure.Let bi and ci be the two edges in D crossing
ei, 1 ≤ i ≤ 4. Then each of b1 and c1 must be incident to p2 or p3 (or both); and each of b3 and c3
must be incident to q1 or q2 (or both). Suppose first that neither b3 nor c3 are incident to q2. Then
they are both incident to q1. Add figure. Then b1 and c1 cross b3 and c3 and at least one of them
is incident to exactly one vertex of V contradicting the assumptions. Then (by symmetry) we can
assume that b3 is incident to q2 and not to q1; and b1 is incident to p2 and not to p3. Note that the
diagonal q1p3 is not a side (it is crossed by b1 and b3). If q1p3 is a nonedge, then E
′ can be replaced
by q1p3 and a copy of S7 with vertex set V and continue as before. Then assume that q1p3 is an
edge. Note that b2 must cross b1 or b3 depending on where b2 crosses e2. Assume by symmetry that
b2 crosses b1. So b1 is crossed by at most one edge not in E
′ (b1 already crosses b2, e1, and the edge
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q1p3). Let V1 be the union of V and the vertex not in V incident on b1; and let E1 be the union
of E′ and any edges crossing b1. Then |V1| = 8 and |E1| ≤ e′ + 1 = 13. So V1 generates a valid
replacement.
Consider Figure 12b with 10 ≤ e′ ≤ 12,. We assume that there is no set of four edges in G
crossing like in Figures 12a-b. We can also assume that no edge in D crosses the shaded region in
Figure 12b. Indeed, if such edges exist and they are incident to p1 or p2, then we replace C by the
two edges in E′ incident on p1 closest to p1p2 and the two edges in E′ incident on p2 closest to p1p2.
Any edge crossing the shaded region after this replacement would either create a triangle in G⊗ or
4 edges crossing as in Figures 12a-b.
Suppose that there is at least one edge in D crossing more than one edge in E. Then such an
edge is incident on p1 or p2. Assume first that there are 2 (or more) such edges, say ux and vy
with {u, v} ⊆ {p1, p2}. Then e′ = 10 and p3q2 is an edge (p3q2 is not a side because it is crossed
by ux; and it is not a nonedge because it is on ∂ Conv(V )). So there is at most one edge not in
E′ ∪ {p3q2} crossing ux and at most one crossing vy. Let V1 = V ∪ {x, y} and E1 be the union of
E′ and any other edges crossing ux or vy. Then |V1| = 7 or 8, |E1| ≤ 12 or 13, respectively. In all
cases, except when |V1| = 7 and |E1| = 12, V1 generates a valid replacement. Assume that |V1| = 7
and |E1| = 12. In this case x = y and there is one edge not in E′ ∪ {p3q2} simultaneouly crossing
ux and vy. This edge is incident on p3 or q2 as otherwise it would form a triangle or a quadrilateral
like those in Figures 12a-b. Suppose p3w is such and edge. Since e
′ = 10, there is an edge b1 in D
crossing e1. But then b1 also crosses p3w and so there is at most one edge not in E1 crossing p3w.
Let V2 = V1 ∪ {w} and E2 be the union of E1 and any other edges crossing p3w. Then |V2| = 8 and
|E2| = 13. So V2 generates a valid replacement
Assume now that p1x is the only edge in D crossing more than one edge in E. Then n
′ = 10
or 11. So there is at least one edge in D crossing e3. Note that no edge in D crosses p1x because
otherwise it would create a triangle in G⊗ or a cycle like the one in Figure 12a.
If yz is the only edge crossing e3, then n
′ = 10. If y and z are not in V , then let V1 = V ∪{y, z}
and E1 be the union of E
′ and any other edges crossing yz. Then |V1| = 8 and |E1| ≤ 10 + 3 = 13.
So V1 generates a valid replacement. Then we can assume that y is incident on q1 and z /∈ V
(because yz does not cross p1x). In this case e1 is crossed by two edges in D which also cross yz.
Then yz is crossed by at most one edge not in E′. Let V1 = V ∪ {z} and E1 be the union of E′
and any other edge crossing yz. Then |V1| = 7 and |E1| ≤ 10 + 1 = 11. So V1 generates a valid
replacement.
Assume then that there are two edges b3 and c3 in D crossing e3. Let V1 be the union of V and
any vertices incident on b3 or c3; and let E1 be the union of E
′ and any other edges crossing b3 or
c3. Let n1 = |V1| and e1 = |E1|. Then 8 ≤ n1 ≤ 10 and e1 ≤ e′ + 6 ≤ 17.
If n1 = 10, and since e1 ≤ 19, then V1 generates a valid replacement.
(a) =q 3p1
p4
p3 q2
q1
=q 4p2 (b) =q 3p1
p4
p3 q2
q1
=q 4p2 (c) =q 3p1
p4
p3 q2
q1
=q 4p2
Figure 13: Possible cases for Figure 12b with one edge in D crossing more than one edge in E and n1 = 9.
If n1 = 9, then each of the diagonals q1p3 and p3q2 is crossed by b3 or c3 (Figure 13) and since
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e′ ≤ 11, then at least one of these diagonals is an edge. Also, if b3 is incident on e1, and since at
least one edge b1 ∈ D crosses e1, then b1 also crosses b3. In any case, e1 = |E1| ≤ e′ + 5 = 16.
If e1 ≤ 15, then V1 generates a valid replacement. So assume that e1 = 16. Then no other edges
in D cross b3 and c3; and one of the diagonals q1p3 and p3q2 is not an edge and so e
′ = 11. This
is not possible in Figure 13a because then there must be a second edge c1 crossing e1 and thus
crossing b3. In Figures 13b and c, one of the two edges crossing e1, say b1, is incident on a vertex
w /∈ V1, then let V2 = V1 ∪ {w} and E2 be the union of E1 and any other edges crossing b1. Then
|V2| = 9 + 1 = 10, |E2| ≤ e1 + 3 = 16 + 3 = 19 and so V2 generates a valid replacement.
(b) =q 3p1
p4
p3 q2
q1
=q 4p2(a) =q 3p1
p4
p3 q2
q1
=q 4p2
y yz
z
(c) =q 3p1
p4
p3 q2
q1
=q 4p2
y=x
v=z
u
Figure 14: Possible cases for Figure 12b with one edge in D crossing more than one edge in E and n1 = 8.
If n1 = 8, then there are two vertices y and z not in V such that either b3 = q1y and c3 = q1z,
or b3 = q1y and c3 = zy (Figure 14). If only one edge b1 ∈ D crosses e1, then e′ = 10 and p3q2 is
an edge. Then e1 ≤ 10 + 3 = 13 and thus V1 generates a valid replacement. If two edges b1 and
c1 cross e1, then at most one edge not in E
′ crosses b3. In Figure 14a the same holds for c3 and
thus e1 ≤ 11 + 2 = 13. Then V1 generates a valid replacement. In Figure 14b, the edge c3 could
be crossed by as many as three edges not in E′. If c3 is crossed by at most two edges not in E′,
then e1 ≤ 11 + 2 = 13 and so V1 generates a valid replacement. Then assume that c3 is crossed by
three edges not in E′. This means that b1 and c1 do not cross c3. If b1 = uv and both u and v are
not in V , then let V2 = V ∪ {u, v} and let E2 be the union of E′ and any edges crossing b1. Then
|V2| = 8 and |E2| ≤ 11 + 2 = 13. So V2 generates a valid replacement. Since b1 cannot be incident
on p3 (as it would cross c3), then b1 is incident on p2. The same applies to c1. So we can assume
that b1 = p2u and c1 = p2v with u /∈ V1. Let V3 = V1 ∪ u, and E3 be the union of E1 and any
other edge crossing b1. Then |V3| = 9 and |E3| ≤ 14 + 2 = 16. If |E3| ≤ 15, then V3 generates a
valid replacement. If |E3| = 16, then q1p3 is not an edge and so p3q2 is an edge. If there is another
edge b ∈ E3 that is incident to a vertex w /∈ V3, then let V4 = V3 ∪ {w} and E4 be the union of
E3 and any other edges crossing b. Then |V4| = 10 and |E4| ≤ 16 + 3 = 19. Then V4 generates a
valid replacement. But the only two vertices in V3 that can be incident to the two edges not in E
′
crossing c3 are u and p3. So one of those edges is incident on a vertex not in V3 concluding this
case.
Suppose that any edge in D crosses exactly one edge in E. We consider 9 subcases (see Table
5) according to the numbers (r1, r3, r2, r4) of edges in D crossing (e1, e3, e2, e4), respectively.
Subcase (r1, r3, r2, r4) e
′ Subcase (r1, r3, r2, r4) e′ Subcase (r1, r3, r2, r4) e′
(2, 2, 2, 2) 12 (2, 2, 2, 0) 10 (2, 1, 2, 1) 10
(2, 2, 2, 1) 11 (2, 2, 1, 1) 10 (2, 2, 0, 2) 10
(2, 2, 1, 2) 11 (1, 2, 2, 1) 10 (2, 1, 1, 2) 10
Table 5: Division into subcases according on how the edges in D cross the edges in E.
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bi
Figure 15: Classification of edges in E crossed by one edge in D.
Edge-classification We classify the edges of E according to how they are crossed by the edges
of D. Let ei ∈ E.
• We say that ei is of Type O if it does not cross edges in D.
• Figure 15 shows the possible types of ei if it is crossed by exactly one edge bi ∈ D. ei is of
type B, L, R, or N according to whether bi is incident on both x and z, only x (the vertex on
its left), only z (the vertex on its right), or neither x nor z.
• Figure 16 shows the possible types of ei if it is crossed by two edges bi and ci in D: Types
LB (left-both), RB (right-both), LL (left-left), RR (right-right), BN (both-none), LNr (left-
none with bi and ci sharing a vertex, , which in this case is on their right), LN (left-none with
bi and ci not sharing vertices), RNl (right-none with bi and ci sharing a vertex, which in this
case is on their left), RN (right-none with bi and ci not sharing a vertices), NNl (none-none
sharing the left vertex), NNr (none-none sharing the right vertex), NN (none-none sharing
no vertices). Note that type BB is not possible because we would have a double edge, and
type LR is not posible because bi, ci, and ei would form a triangle in G
⊗.
• We group the types of edges into three big groups: B-, which includes any of the types B, LB,
RB, and BN; R- including the types R, RB, RR, RN; L- including the types L, LB, LL, and
LN; and N- including the types N, LN, RN, BN and NN.
The following lemma identifies the incompatibility of certain types of edges.
Lemma 17. The graph G satisfies the following two conditions.
1. The edges (e3, e2) cannot be of types (R-,N-), (R-,R-), (B-,R-), (N-,L-), (L-,L-), or (L-,B-).
2. Within the list e1, e3, e2, e4, an edge of type B- cannot be between two edges crossed by two
edges in D.
Proof. 1. Whenever the edges (e3, e2) are of types (R-,N-), (R-,R-), (B-,R-), (N-,L-), (L-,L-), or
(L-,B-) a 4-cycle like the one in Figure 12a is formed as shown in Figure ???. Add Figure.
2. Suppose ei, ej , and ek are consecutive in the list, bj is of type B-, and ej and ek are each
crossed by two edges in D. Then bj is crossed by bi, ci, ej , bk, and ck (Figure 17a), which is
impossible since any edge in G is crossed at most 4 times.
The following lemma identifies conditions on the types of edges that guarantee the existence of
a valid replacement.
Lemma 18. G has a valid replacement if, within the list e1, e3, e2, e4, one of the following conditions
is satisfied.
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Figure 16: Classification of edges in E crossed by two edges in D.
ejei ek(a)
ci
bi
bj
bk
ck
ejei(b)
ci
bi
bjcj
x y z
(c)
xyz
Figure 17: Illustration for Lemmas 17 and 18
1. There is an edge of type RR followed by an edge crossed by two edges in D.
2. There is an edge of type LL preceded by an edge crossed by two edges in D.
3. There are two disjoint edges of D not incident to any vertices in V . This happens, in partic-
ular, when there are two non-consecutive edges of type N- or when the two edges crossing an
edge of type NN are disjoint.
Proof. Suppose ei, and ej are consecutive in the list e1, e3, e2, e4.
1. If ei is of type RR and ej is crossed by two edges in D (Figure 17b), then there are three
vertices x, y, and z not in V such that bi, ci, and bj (or cj) are incident on x, y, and z. Also bi
and ci cross bj and cj . This means that each bi, ci, and bj is crossed by at most one edge not
in E′. Let V ′′ = V ∪ {x, y, z} and E′′ be the union of E′ and any edges crossing bi, ci, or bj .
Then V ′′ generates a valid replacement.
2. This situation (Figure 17c) is vertically symmetric to the previous part.
3. Suppose that there are two edges wx and yz in D not incident to any vertices in V . Let
V ′′ = V ∪ {w, x, y, z} and E′′ be the union of E′ and any edges crossing wx or yz. Then
|V ′′| = 6 + 4 = 8 and |E′′| ≤ 12 + 6 = 18. Then V ′′ generates a valid replacement.
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Property Type of ej Type of ei
Valid
replacement
guaranteed by
Figure
1
RR or RB
N-
N-
LL or LB
Lemma 19.1
ejei ejei
or
Table 6: Property 1: Type compatibility when e′ = 12.
We now analyze each of the subcases in Table 5.
Subcase (2,2,2,2). In this subcase e′ = 12 and by Lemma 16 we assume that there are at most
2 nonedges on ∂ Conv(V ). We start with the following lemma which implies Property 1 in Table 6.
Property 1 shows conditions on G under which a valid replacement is guaranteed.
Lemma 19. G has a valid replacement if one of the following conditions is satisfied.
1. There is an edge of D not incident on vertices in V and crossed by at least two edges in D.
2. There are three edges in D incident on at least four vertices not in V and such that
(a) either they are simultaneously crossed by an edge not in E′ or
(b) one is crossed by an edge in D and two are simultaneously crossed by an edge not in E′.
Proof. Let xy be an edge in D not incident on any vertices in V .
1. If xy is crossed by two edges in D, then let V ′′ = V ∪ {x, y} and E′′ be the union of E′ and
any other edges crossing xy (at most one). Then |V ′′| = 6 + 2 = 8 and |E′′| ≤ 12 + 1 = 13.
So V ′′ generates a valid replacement.
2. In this case there are other two edges uw and vz in D such that w and z are not in V . Let
V ′′ = V ∪ {x, y} and E′′ be the union of E′ and any other edges crossing xy, uw, or vz. If
the edges xy, uw, and vz are simultaneously crossed by an edge not in E′, or if at least two
of them are simultaneously crossed by an edge not in E′ and one is crossed by an edge in D,
then |E′′| ≤ 12 + 7 = 19. Since |V ′′| = 6 + 4 = 10, then V ′′ generates a valid replacement.
By Lemma 17.2, 18.1 and 18.2, there is a valid replacement when e3 or e2 is of type B-, RR,
or LL, respectively. Then assume that e3 and e2 are of types LN, RN, or NN. By Lemma 17.1,
only the cases when e3 is of type LN or NN and e2 is of type RN or NN are left. By Property 1
and Lemma 18.3, the only cases left are when e1 is of type LL or LB and e4 is of type RR or RB.
Since e3 and e2 are of type N-, then Lemma 18.3 guarantees a valid replacement unless c3 = xy
and c2 = yz for some vertices x, y, and z not in V . Assuming this situation and in order to avoid
triangles in G⊗, any edges crossing e3 or e2 must be incident on y.
Because q1p3, p3q2, and q2p4 are not sides (they are crossed by c3 or c2), then at least one of
them is an edge by Lemma 16. Suppose first that p3q2 is an edge. If e3 is of type NN, then b3 = wy
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for some vertex w /∈ V ∪ {x, y, z}, then b3, c3, and c2 are simultaneously crossed by p3q2 and thus
there is a valid replacement by Lemma 19.2. So assume by symmetry that e3 and e2 are of types
LN and RN. If b1 is incident on a vertex w /∈ V ∪{x, y, z}, then there is a valid replacement because
b1, c3, and c2 satisfy the conditions of Lemma 19.2. So assume by symmetry that e1 and e4 are of
types B-. Let V ′′ = V ∪ {x, y, z} and E′′ = Gen(V ′′), the union of E′ and any edges crossing b3 or
b2. Then |V ′′| = 6 + 3 = 9, |E′′| ≤ 12 + 3 = 15, and thus V ′′ generates a valid replacement.
Now assume that q1p3 is an edge. Suppose first that e3 is of type NN. If b3, c3, or c2 is crossed
by an edge in D, then there is a valid replacement by Lemma 19.2. Otherwise e1 is of type LL and
b1 (or c1) is incident on a vertex w /∈ V . Then b1, b3, and c3 are simultaneously crossed by q1p3
and thus there is a valid replacement by Lemma 19.2. Suppose now that e3 is of type LN. If b1
(or c1) is incident on a vertex w /∈ V , then b1, c3, and c2 satisfy the conditions of Lemma 19.2 and
thus there is a valid replacement. Otherwise, we can assume that e1 is of type LB and b1 = q1x. If
q1p3 is the only edge not in D crossing xy, then let V
′′ = V ∪ {x, y} and E′′ = E′ ∪ {q1p3}. Then
|V ′′| = 6 + 2 = 8, |E′′| ≤ 12 + 1 = 13, and thus V ′′ generates a valid replacement. Otherwise, there
is an edge vw, with w /∈ V crossing xy. This edge must be incident on q1 or p3 too because otherwise
uv, q1p3, b1, and c3 would form a quadrilateral like the one in Figure 12a. Let V
′′ = V ∪ {w, x, y, z}
and E′′ = Gen(V ′′), the union of E′ and any other edges crossing xy, yz, or uv. There are two edges
not in D crossing xy (namely, q1p3 and uv), at most three crossing yz, and at most two crossing
uv. Then |V ′′| = 6 + 4 = 10, |E′′| ≤ 12 + 7 = 19, and thus V ′′ generates a valid replacement.
Subcases (2,2,2,1) and (2,2,1,2). In these subcases e′ = 11 and by Lemma 16 we assume that
there is at most 1 nonedge on ∂ Conv(V ). We start with the following lemma.
Lemma 20. G has a valid replacement whenever one of the following conditions is satisfied.
1. There is an edge of D not incident on any vertices in V and crossed by another edge in D.
2. There is an edge of D crossed by three other edges in D and incident on a vertex not in V .
3. There are two edges of D, each crossed by at least two edges in D and incident on a vertex
not in V , and these two vertices are different.
4. There is an edge in E of type NN.
5. There is an edge of type RR or LL preceded by an edge of type R- or followed by an edge of
type L-; and there are at least four vertices incident on edges in D.
Proof. Let xy and x′y′ be edges in D.
1. If xy is not incident on any vertices in V and is crossed by another edge in D, then let
V ′′ = V ∪ {x, y} and E′′ = Gen(V ′′), the union of E′ and any edges crossing xy. Then
|V ′′| = 6 + 2 = 8, |E′′| ≤ 11 + 2 = 13, and so V ′′ generates a valid replacement.
2. If x /∈ V and xy is crossed by three other edges in D, then no other edges cross xy. Let
V ′ = V ∪ {x}. Then |V ′| = 6 + 1 = 7, |E′| = 11,, and so V ′′ generates a valid replacement.
3. Suppose that xy and x′y′ s are crossed by at least two more edges in D, x /∈ V, x′ /∈ V, and
x 6= x′. Let V ′′ = V ∪ {x, x′} and E′′ be the union of E′ and any edges crossing xy or x′y′.
Then |V ′′| = 6 + 2 = 8, |E′′| ≤ 11 + 2 = 13, and so V ′′ generates a valid replacement.
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Property
Type of
ej
Type of
ei
Type of
ek
Valid
replacement
guaranteed by
Figure
2
R- or B-
N-
N-
L- or B-
Lemma 20.1
ejei ejei
or
3
any in
Fig. 16
R- or B-
L-
R-
L- or B-
any in
Fig. 16
Lemma 20.2
ejei ek ejei ek
or
4 R- or B- RR or LL L- or B- Lemma 20.3
ejei ek ejei ek
or
Table 7: Properties 2-4: Type compatibility when e′ = 11.
4. Suppose there is an edge ei ∈ E of type NN. Then by Part ??, bi = xy and ci = xz for some
vertices x, y, and z not in V . Note that there is an edge bj in D not crossing ei, not sharing
any vertices with bi and ci, and incident to a vertex w /∈ V . Let V ′′ = V ∪ {w, x, y, z} and
E′′ be the union of E′ and any edges crossing bi, ci, or bj . By Observation 16, one of the
diagonals in ∂ Conv(V ) crossed by bi is an edge. This edge simultaneously crosses bi and ci.
Then |V ′′| = 6 + 4 = 10, |E′′| ≤ 11 + 5 + 3 = 19, and so V ′′ generates a valid replacement.
5. Suppose that ei and ej are consecutive edges. If ei is of type RR or LL and ej is of type L-,
then bi and ci cross bj and these edges are incident to three vertices x, y,, and z not in D.
Then there is another edge uw in D with w /∈ V and such that w, x, y, and z are all different.
Let V ′′ = V ∪ {w, x, y, z} and E′′ be the union of E′ and any edges crossing crossing bi, ci, bj
or uw. Then |V ′| = 6 + 4 = 10, |E′′| ≤ 12 + 6 = 18, and so V ′′ generates a valid replacement.
Table 7 shows Properties 2-4 on G under which a valid replacement is guaranteed. These
properties follow from Lemma 20. We also assume that there are no edges of type NN, otherwise
there would be a valid replacement by Lemma 20.4.
In Subcase (2,2,2,1), there is a valid replacement when e3 is of type B-, RR, or LL by Lemma
17.2, 18.1, or 18.2, respectively. So we assume that e3 is of type RN or LN. If e3 is of type RN,
then there is a valid replacement when e2 is of type N-, L-, or B- by Property 2, or of type R- by
Lemma 17.1. If e3 is of type LN, then there is a valid replacement when e1 is of type N-, R-, or B-
by Property 2; or when e2 is of type L- or B- by Property 2. So we assume that e1 is of type LL
and e2 is of type RR or RN. Then b1, c1, b3, and c2 (or b2) are incident to four different vertices not
in V and so there is a valid replacement by Lemma 20.5.
In Subcase (2,2,1,2), we first assume that e3 is of type L-. By Property 3, there is a valid
replacement if e2 is of type L or B. So assume that e2 is of type R or N. Then there is a valid
replacement when e3 is of type LL by Lemma 18.2 or of type R- or B- by Properties 2 and 3 (if e2
is of type N or R, respectively). So assume that e3 is of type LN. By Property 2, there is a valid
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replacement unless e1 is of type LL. But in this case, one of the edges b4 or c4 is incident on a
vertex not in V and both edges are disjoint from b1, c1, and b3, then there is a valid replacement by
Lemma 20.5.
Now assume that e3 is of type R-. By Lemmas 17.1 and 17.2, a valid replacement is guaranteed
unless e2 is of type L. If e2 is of type L, a valid replacement exists if e4 is of type L- or B- by
Property 3 or if e3 is of type N- or L- by Lemma 17.1. So we assume that e3 is of type RR or RB,
e2 is of type L, and e4 is of type RR or RN. If e3 is of type RR, then there is a valid replacement by
Lemma 20.5 because b3, c3, b2, and c4 (or b4) are incident to four different vertices not in V . If e3 is
of type RB, then there is a valid replacement if e1 is of type N- or RR by Property 2 and Lemma
18.1, respectively. If e1 is of type B-, then b3 is incident to a vertex x not in V and it is crossed by
c1 and b2; and b2 is incident to another vertex y not in V and it is crossed by b3 and c3. Then there
is a valid replacement by Lemma 20.3. So assume that e1 is of type LL. Then b1 (or c1), b3, b2, and
c4 (or b4) are incident to four vertices w, x, y, and z not in V and are crossed by at most 2,2,1, and
3 edges not in E′, respectively. Let V ′′ = V ∪ {w, x, y, z} and E′′ be the union of E′ and any edges
crossing b1, b3, b2 or c4. Then |V ′′| = 6 + 4 = 10, |E′′| ≤ 12 + 6 = 18,, and so V ′′ generates a valid
replacement.
All other Subcases. In all the remaining subcases, e′ = 10 and by Lemma 16 we assume that
∂ Conv(V ) is formed by sides and edges only. We start with the following lemma that guarantees a
valid replacement under certain circumstances.
Lemma 21. G has a valid replacement whenever one of the following conditions is satisfied.
1. There is an edge of D not incident on any vertices in V .
2. There is an edge of D crossed by two other edges in D and incident on a vertex not in V .
3. There are two edges of D, simultaneously crossed by an edge not in E′, each crossed by at least
one more edge in D, each incident on a vertex not in V , and these two vertices are different.
Proof. Let xy and x′y′ be edges in D.
1. If xy is not incident to any vertices in V , let V ′′ = V ∪ {x, y} and E′′ be the union of E′ and
any other edges crossing xy. Then |V ′′| = 6+2 = 8 and |E′′| ≤ 10+3 = 13. So we can replace
E′′ by a copy of S8 with vertex-set V ′′ and continue as usual.
2. If xy is crossed by two other edges in D and x /∈ V , let V ′′ = V ∪{x} and E′′ be the union of E′
and any other edges crossing xy (at most one). Then |V ′′| = 6+1 = 7 and |E′′| ≤ 10+1 = 11.
So we can replace E′′ by a copy of S7 with vertex-set V ′′ and continue as usual.
3. Suppose xy and x′y′ are simultaneously crossed by an edge not in E′, each is crossed by at
least one edge in D, x /∈ V , x′ /∈ V , and x 6= x′. Let V ′′ = V ∪ {x, x′} and E′′ be the union of
E′ and any edges crossing xy or x′y′. Then |V ′′| = 6 + 2 = 8 and |E′′| ≤ 10 + 3 = 13. Then
E′′ can be replaced by a copy of S8 with vertex-set V ′′ and the proof continues as usual.
By Lemma 21.1, we can assume that the edges in E are of Types O, B, L, R, BL, BR, LL, and
RR. Tables 8 and 9 show Properties 5-11 on G under which a valid replacement is guaranteed. All
these properties follow by Lemmas 16 and 21. The following corollary follows from Properties 5-11
and is used for Subcases (2,2,2,0), (2,2,1,1), and (1,2,2,1).
26
Property
Type of
ej
Type of
ei
Valid replacement
guaranteed by
Figure
5 L- or R-
BL or
LL
Lemma 21.2
eiej eiej
or
6
BR or
RR
L- or R- Lemma 21.2 or
eiej eiej
7 B- or R-
LL or
RR
Lemmas 16 and
21.3
eiej ej ei
or
8
LL or
RR
B- or L-
Lemmas 16 and
21.3
ej ei eiej
or
9
BL, LL,
BR, or
RR
L- Lemma 21.2
ej ei
10 R-
BL, LL,
BR, or
RR
Lemma 21.2
ej ei
Table 8: Properties 5-10: Type compatibility of two consecutive edges when e′ = 10.
Corollary 22. Let ei and ej be two consecutive edges in the list e1, e3, e2, e4, each crossed by two
edges in D. Then there is a valid replacement unless ei and ej are of types (in this order) BL-BR
or LL-RR.
In Subcase (2,2,2,0), there are three consecutive twos. If e1 and e3 are of types BL-BR or LL-
RR, then e3 and e2 are not of those types and thus a valid replacement is guaranteed by Corollary
22.
In Subcases (2,2,1,1) and (1,2,2,1), there is a 2,2,1 substring. By Corollary 22, the only
possible remaining cases are when the first two of these three edges are of types BL-BR or LL-RR.
If the third edge is of type L or R, then Property 6 guarantees a valid replacement. If the third
edge is of type B, then LL-RR-B is covered by Property 8 and BL-BR-B is covered by Property 11.
In Subcase (2,1,2,1), by Properties 9 and 10, the only remaining possibility is that e3 is of
type B. But e3 cannot be of type B by Lemma 17.2.
In Subcase (2,2,0,2), the only remaining possibilities are the left-to-right paths in Figure
18a. Figure 19a corresponds to LL-RR-O-R- (analogous to LL-RR-O-L-, Figure 19e), Figures 19b-
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Property
Type
of ej
Type
of ei
Type
of ek
Valid
replacement
guaranteed by
Figure
11
B- or
R-
L- or
R-
B- or
L-
Lemma 21.2
eiej ek eiej ek
or
Table 9: Properties 11: Type compatibility of three consecutive edges when e′ = 10.
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BR 
LL 
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BL 
BR 
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BL 
BR 
RR      
B 
R      
B 
L      
(a)
Figure 18: Remaining possibilities for Subcases (2,2,1,2) and (2,1,1,1).
c to BL-BR-O-RR (analogous to BL-BR-O-LL, Figure 19f-g), and Figure 19d to BL-BR-O-BR
(analogous to BL-BR-O-BL, Figure 19h). We focus on Figures 19a-d. In all these figures, we can
assume that q1p3 and q2p4 are edges by Lemma 16.
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Figure 19: Possible subgraphs for Subcase (2,2,0,2).
In Figure 19a, the edges b1, c1, b3, and c3 do not cross because they would form a triangle with
q1p3 in G
⊗. This means that at least one of the edges b1 or c1 does not share vertices with b3 and
c3. Let b1, b3, c3, and b4 be incident on w, x, y, and z, respectively, and assume that w, x, y, and
z are all different. Let V ′′ = V ∪ {w, x, y, z} and E′′ be the union of E′ and any edges crossing
b1, b3, c3, and b4. Thus |V ′′| = 10 and |E′′| ≤ 10 + 7 = 17. Then E′′ can be replaced by a copy of
H10 with vertex-set V
′′.
In Figures 19b-c, b1, b3, b4, and c4 are incident on different vertices w, x, y and z not in V . Figure
19b shows the case when w 6= x. Let V ′′ = V ∪{w, x, y, z} and E′′ be the union of E′ and any other
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edges crossing b1, b3, b4 and c4. Then |V ′′| = 10 and |E′′| ≤ 10 + 7 = 18. Thus E′′ can be replaced
by a copy of H10 with vertex-set V
′′. Figure 19c shows the situation when w = x. Here c4 can be
replaced by p1q2 without adding new crossings and falling into the case BL-BR-O-BR, Figure 19d.
Let V ′′ = V ∪ {x, y} and E′′ be the union of E′ and any edges crossing b1, b3, or b4. Then |V ′′| = 8
and |E′′| ≤ 10 + 4 = 14. As long as |E′′| ≤ 13, E′′ can be replaced by a copy of H10 with vertex-set
V ′′. So assume that |E”| = 14 and the border of V ′′ does not contain any nonedges. Let u′u be
the edge simultaneously crossing b1 and b3 (other than q1p3). If u
′ and u are not in V , then let
V3 = V ∪ {x, y, u′, u} and E3 be the union of E′′ and any edges crossing u′u. Then |V3| = 10 and
|E3| ≤ 14 + 4 = 18 and thus E3 can be replaced by a copy of H10 with vertex-set V3. So we assume
that u′ = q1 and that as shown in Figure 22a. This is the only remaining possibility for which we
have not yet found a valid replacement in this subcase.
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Figure 20: Possible subgraphs for Subcase (2,1,1,2).
In Subcase (2,1,1,2), by Properties 5-11, the only remaining possibilities are the left-to-right
paths in Figure 18b. Figure 20a corresponds to LL-R-L-RR. Each of the corresponding six edges
is incident on a vertex in V and on a vertex not in V . Let x and y the vertices not in V incident
on b3 and b2, respectively. Then we can assume that b1 is incident on a vertex w 6= x not in V ;
and b4 is incident on a vertex z 6= y not in V . Let V ′′ = V ∪ {w, x, y, z} and E′′ be the union of
E′ and any edges crossing b1, b2, b3, b4. Note that by Lemma 16, the diagonals q1p3 and q2p4 are
edges. Then b1 and b3 are simultaneously crossed by q1p3, b1 is crossed by at most 2 other edges,
and b3 by at most 1 more. This is a contribution of at most 4 new edges to E
′′. The same reasoning
applies to b2 and b4. Therefore |E′′| ≤ 10 + 8 = 18 and so E′′ can be replaced by a copy of H10
with vertex-set V ′′ and continue as usual. Figures 20b-e correspond to BL-B-B-BR, BR-B-B-BL,
BR-B-B-BR, and BL-B-B-BL, respectively. The argument for all these cases is analogous, we focus
on Figure 20b. The edges b1 and b4 are incident on some vertices x /∈ V and y /∈ V , respectively.
Let V2 = V ∪ {x, y} and E2 be the union of E′ and any edges crossing b1 or b4. Then |V2| = 8 and
|E2| ≤ 10+4 = 14. Then E2 can be replaced by a copy of S8 with vertex-set V2 as long as |E2| ≤ 13
or there is a nonedge on ∂ Conv(V2). Assume that |E”| = 14 and that ∂ Conv(V2) is formed by
sides and edges of G only.
By Lemma 16, we can assume that q1p3 and q2p4 are edges. Let uu
′ and vv′ (Figure 21a) be
the fourth edge crossing b1 and b4, respectively. If u and u
′ are not in V , then let V3 = V2 ∪ {u, u′}
and E3 be the union of E
′ and any edges crossing uu′. Then |V3| = 10, |E3| ≤ 14 + 3 = 17, and
thus E3 can be replaced by a copy of H10 with vertex-set V3. So assume that u
′ = q1 and v′ = p4,
Figure 21b. (The argument is analogous if instead u = p3 or v = q2.) Let V4 = V ∪ {x, y, u, v}
and E4 be the set of edges crossing the interior of Conv(V4), that is, the union of E3 and any
edges crossing uq1 or vp4. Then |V4| = 10 and |E4| ≤ 10 + 10 = 20. As long as |E4| ≤ 19 or
there is a nonedge on ∂ Conv(V4), E4 can be replaced by a copy of H10 with vertex-set V4 and any
nonedges on ∂ Conv(V4). So assume that |E4| = 20 and that ∂ Conv(V4) is formed by sides and
edges of G only. If one of the edges w′w crossing uq1 or vp4 is not incident on any vertices of V4,
let V5 = V4 ∪ {w,w′} and E5 be the union of E4 and any edges crossing w′w. Then |V5| = 12,
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|E5| ≤ 20 + 3 = 23, and thus E5 can be replaced by a copy of H12 with vertex-set V5. Then (in
order to avoid triangles in G⊗) we can assume that the two extra edges crossing uq1 are xw1 and
xw2, the two extra edges crossing vp4 are yw3 and yw4, and up3 and vq2 are edges (Figure 21c).
Let V6 = V4 ∪ {w1, w2, w3, w4} and E6 be the union of E4 and any edges crossing xw1, xw2, yw3,
and yw4. Then |V6| = 14 and |E6| ≤ 20 + 10 = 30. As long as |E6| ≤ 29, E6 can be replaced by a
copy of H14 with vertex-set V6. So assume that |E6| = 30 as shown in Figure 22b. This is the only
remaining possibility for which we have not yet found a valid replacement in this subcase.
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Figure 21: Extending a cycle 2112.
Figures 22a-b are all remaining possibilities for which we have not found valid replacements.
Figure 22a corresponds to Subcase (2,2,0,2) and we say that the quadrilateral formed by e1, e2, e3,
and e4 is of type 2202. Figure 22b corresponds to Subcase (2,1,1,2) and we say that the quadrilateral
formed by e1, e2, e3, and e4 is of type 2112. Note that the existence of a quadrilateral of type
2202 implies the existence of either a valid replacement or a quadrilateral of type 2112. This is
because in Figure 22a the edges b1, c1, e1, and c3 (or e3, c1, c3, and b3) form a quadrilateral in G
⊗
of type 2112. So assume that there is a quadrilateral in G⊗ of type 2112, Figure 22b. Since
the quadrilateral formed by xw1, xw2, up3, and uq1 is of type 2202, then either there is a valid
replacement or this quadrilateral is of type 2202. So we assume that the quadrilateral formed
by xw1, xw2, up3, and uq1 is of type 2202. (22c with x, u, w1, x
′, w2, p3, p2, and q1 in Figure 22c
corresponding to p1, p2, q1, x, p3, q2, y, and p4 in Figure 22a.) Note that Figure 22c includes another
quadrilateral of type 2112, which appears shaded in Figure 22d. So either there is a valid replacement
or we can assume that this quadrilateral is of type 2112. So the existence of a 2112 quadrilateral
implies either a valid replacement or the situation in 22d, where two partial copies of Figure 22b
(only the points y, p4, p1, p2, q1, p3, and q2), namely the subgraphs induced by y, a, b, c, d, e, f and
y′, a′, b′, c′, d′, e′, f ′ with y′ = d and f ′ = e, are put together. If we repeat the argument two more
times, we can guarantee either a valid replacement or the subgraph in Figure 23 that consists of a
set V ′′ of 22 vertices whose convex hull interior is crossed by at most 48 edges. Then V ′′ generates
a valid replacement (H22 has 49 edges).
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