The regulatory content of intergenic DNA shapes genome architecture Chromosomal evolution is thought to occur through a random process of breakage and rearrangement that leads to karyotype differences and disruption of gene order. With the availability of both the human and mouse genomic sequences, detailed analysis of the sequence properties underlying these breakpoints is now possible.
Background
Many basic issues regarding the organization of regulatory DNA remain unresolved. We do not know the portion of any genome comprising regulatory DNA. We do not understand the factors that govern the size, distance and orientation of regulatory elements relative to coding regions. Nor do we usually know the identity of the many transcription factors that bind any given element. For these reasons, it has been difficult to assess the impact of regulatory DNA on metazoan genome architecture.
Nevertheless, it is clear that metazoan genomes are not completely random assortments of genic and non-genic sequence. Genomes possess higher-order physical organization, including structural motifs such as centromeres and telomeres, reasonably distinct domains of heterochromatin and euchromatin [1] , and less well-defined regions with biased base composition, such as isochores [2] . Various functional states have been correlated with these organizational groupings. GC-rich isochores, for instance, are relatively gene dense [3] , and genes within these isochores tend to be more highly transcribed [4] than genes in less GC-rich regions of the genome.
Metazoan genomes also contain physical clusters of co-regulated genes. Highly conserved, tightly regulated clusters include the Hox genes, which specify anterior-posterior pattern in all bilaterians [5] . Other clusters that are more loosely arranged include human housekeeping genes [6] [7] [8] [9] , testisspecific genes in Drosophila melanogaster [10] , and musclespecific genes in Caenorhabditis elegans [11] . These observations suggest that the typical metazoan genome has more fine-scale architecture than is readily apparent. However, the vast majority of metazoan genes are not located in any known cluster and so it remains unclear whether or how these genes are organized. Furthermore, the majority of coexpressed clusters identified in D. melanogaster do not share common functional annotations, suggesting that the apparent coexpression of physically clustered genes may be the result of increased local accessibility of promoters in opened chromatin, rather than explicit regulatory similarity [12] .
Despite sharing structural and organizational features, metazoan genomes vary in total size (C value) across several orders of magnitude [13] . Several explanations for this variation have been proposed. Noncoding, repetitive DNA elements, such as transposons, satellites and simple sequence repeats, can account for some fraction of genome size difference [14, 15] . An extension of this model suggests that genome size is determined by the balance between insertions, such as rare bouts of invasion by self-replicating elements, and deletions of nonfunctional DNA from the genome [16] [17] [18] . Such mutational models of genome size can be contrasted to adaptive models, which suggest that selective constraints act on overall genome size, largely independent of any specific informational content of the DNA. For example, genome size and cell size are significantly correlated [19] . This correlation may influence the developmental rate and developmental complexity of an organism and thereby exert selective pressure on overall genome size [20] .
While both mutational and adaptive models contribute to our understanding of metazoan genome size, neither addresses an important aspect of DNA function -the regulation of gene expression -and its possible effect on genome size and architecture. The effect of regulatory DNA on genome architecture has been ignored largely because of the difficulty of identifying regulatory elements and the general assumption that most intergenic DNA is nonfunctional. However, in lineages that have experienced high rates of DNA loss it is possible that the spatial requirements of regulatory DNA could shape intergenic distance and hence genome architecture. Here we examine how regulatory DNA influences gene distribution in two distantly related animals, D. melanogaster and C. elegans. We compare the regulatory complexity of a large sample of the genes from each animal with the spacing of these genes within each genome. We find a positive correlation between the inferred regulatory complexity of a gene and the distance from that gene to its nearest neighbor. We also find that while genes with common housekeeping functions occupy approximately the same amount of space in both D. melanogaster and C. elegans, genes that play a central role in development and pattern formation occupy significantly more space in D. melanogaster. Finally, it appears that C. elegans partitions its regulatory information upstream of the promoter, whereas no strong bias is apparent in D. melanogaster. We suggest that the interplay between the relatively high rate of nonfunctional DNA loss and selective pressure to maintain minimal spatial requirements for essential genetic regulatory information shapes genome architecture in these taxa.
Results

Genomes contain relatively few genes with highly complex expression patterns
Because we cannot directly measure regulatory complexity, we developed surrogate measurements for the regulatory complexity associated with individual genes. In many cases, complex expression patterns are composed of separable tissue-specific or spatially specific subpatterns, each of which is driven by a discrete cis-regulatory element (see for example [21] [22] [23] . Thus, genes expressed in a greater number of tissues and spatial domains tend to require a greater number of regulatory elements to drive this expression (see for example [24] [25] [26] [27] [28] ). Accordingly, we use the complexity of a gene's expression pattern as a surrogate for its regulatory complexity.
In this study we measured complexity of expression pattern in two ways. First, we surveyed the curated literature-based resources of FlyBase and WormBase and generated an expression complexity index from each. FlyBase and WormBase contain information on expression pattern and mutant phenotype for every gene that has been studied in each animal. Our FlyBase index (FBx) counts domains of gene expression and tissues affected in mutant larvae, adults and embryos. FlyBase contains information on 1,879 of the 13,370 predicted genes in the euchromatic portion of the D. melanogaster genome, from which we generated FBx values.
WormBase contains expression pattern entries for 1,125 genes of the 19,614 predicted genes in the C. elegans genome, from which we generated WormBase (WBx) values. Our second measure for complexity of expression pattern was obtained from the Berkeley Drosophila Genome Project (BDGP) in situ hybridization (ISH) project [29] . Using a random, nonredundant set of expressed sequence tags as probes, this project is systematically surveying gene expression during D. melanogaster embryogenesis. Annotation of the 1,728 genes surveyed (as of October 2003) was used to generate our BDGP index values (BDGPx).
These indices survey the complexity of gene expression patterns in approximately 14% (FBx) and approximately 13% (BDGPx) of D. melanogaster genes (3,156 unique genes, 24% of the total predicted gene set), and approximately 6% of C. elegans genes (WBx). All three distributions contain many genes that have a low expression complexity value and far fewer genes that have a high expression complexity value ( Figure 1 ). This result indicates that most of the genes in these genomes are deployed in a small number of tissues, whereas a small set of genes is used repeatedly in specific tissues at specific times. Therefore, most genes in these animals are likely to require a small number of cis-regulatory elements, whereas a much smaller group is likely to require large arrays of regulatory elements.
Regulatory complexity and gene spacing
To accommodate a large number of separate regulatory elements, organisms could employ two basic approaches. They could increase the density of regulatory elements -that is, increase the informational content, but maintain overall size of a regulatory region (as in viruses). Alternatively, they could add elements by expanding the physical size of a regulatory region -that is, maintain the density of information, and increase the space occupied by that regulatory information. If a regulatory element requires a minimal threshold of physical space, then genes with a complex expression pattern that require more regulatory elements will also require more physical space in the genome to contain those elements. Therefore, we determined whether there is a correlation between regulatory complexity (as estimated by our expression complexity indices) and the amount of noncoding DNA flanking each gene.
We determined intergenic distance for all genes in the euchromatic portions of the D. melanogaster and C. elegans genomes (intergenic distance is defined as the sum of upstream and downstream distance to the nearest neighboring genes; see Materials and methods for details) and compared this distance to each gene's expression index value. For each of the three expression indices we divided index values into bins containing roughly 10% of the genes in each sample and plotted the mean intergenic distance for each bin (division of the data into precise 10% bins was constrained by integral data values; see Materials and methods for details). We found that intergenic distance is positively correlated with expression diversity (FBx, Pearson r = 0.23, least-squares linear regression r 2 = 0.05, p < 0.0001; BDGPx, r = 0.13, r 2 = 0.02, p < 0.0001; WBx, r = 0.19, r 2 = 0.04, p < 0.0001). More intergenic DNA flanks bins of genes inferred to have greater regulatory complexity than bins inferred to have low regulatory complexity (Tukey-Kramer HSD, α < 0.05; see Figure 2 and Materials and methods). This is true in both D. melanogaster and C. elegans, regardless of the index used to estimate regulatory complexity (literature-derived or in-situ derived).
Measurement of intergenic distance does not account for the possibility of regulatory information contained within the boundaries of a gene itself (for example, 5' and 3' untranslated regions and introns). However, transcriptional regulatory elements do occur in these regions (see for example [30, 31] ). In addition, regulatory elements can lie within or beyond adjacent genes (see for example [32] ). Therefore, we established an alternative means of measuring the footprint of a gene that would take these scenarios into account. We generated sliding windows spanning many genes along each D. melanogaster chromosome and graphed the size of each window (in base pairs) relative to position on the chromosome. Of the window sizes tested (ranging from 5 to 50 genes), an 11-gene window was judged to provide the best resolution of peaks from background variation ( Figure 3 and data not shown). This window measures the size of the immediate neighborhood of the central gene in an 11-gene interval (1 central gene and 5 genes on either side), providing a broader view of the arrangement of nearby genes and potential regulatory regions. Each chromosome contains regions of high gene density, where 11 genes are tightly packed with little intervening DNA, and peaks of low gene density, where 11 genes and their associated intergenic DNA are widely spaced (for a typical example see Figure 3 ). Low gene density indicates that one or more genes within a window have a large amount of associated noncoding DNA. By our model, peaks of low gene density, which contain more intergenic DNA, should be more likely to contain genes of high regulatory complexity. To test this prediction on the X chromosome, we identified all genes within peaks greater than a visually selected cutoff of 250 kb. We then assessed the expression complexity of genes in these large windows using our expression indices. Although most genes in the D. melanogaster genome are unknown with respect to expression pattern and as a result do not have index values, peaks greater than 250 kb in size contain significantly more genes of high expression complexity than the average 11-gene window on the X chromosome (Figure 3 ; Welch ANOVA, p < 0.008; Wilcoxon two-sample test, p < 0.03). Thus, we observe a significant correlation between gene spacing and regulatory complexity using three independent measures of expression complexity, two independent measures of locus size, and in two very different animals.
Functional classification and gene spacing
Much study of the evolution of development has focused on a relatively small subset of genes that govern multiple developmental processes [33] [34] [35] . These genes typically encode transcription factors and signaling molecules, rather than metabolic enzymes or structural components of the cell. The repeated utilization of genes in these developmentally important classes predicts that these genes should require greater numbers of regulatory elements and larger stretches of intergenic DNA than genes with primarily housekeeping functions.
To test this prediction we used functional categories based on Gene Ontology (GO) [36] and additional literature-derived functional groupings to investigate the correlation between gene spacing and functional classification. Because GO annotations for D. melanogaster and C. elegans use different categorizations, they are not directly comparable. Therefore, we selected GO categories of interest from D. melanogaster and used BLAST to determine the best match for each fly protein in the C. elegans proteome. The GO categories used were: pattern specification (GO:0007389), embryonic development (GO:0009790), specific RNA polymerase II transcription factors (GO:0003704), receptor activity (GO:0004872), cell differentiation (GO:0030154), metabolism (GO:0008152), structural constituents of the ribosome (GO:0003735), and general RNA polymerase II transcription factors (GO:0016251). Some genes (for example, caudal, Notch, twist, and others) are members of more than one selected GO category; however, we accounted for this in our analysis (see below and Materials and methods). In addition to the GO categories, we generated a list of housekeeping genes (HK set) by combining three lists of human housekeeping genes [6] [7] [8] and using BLAST to identify the best single match for these genes in the D. melanogaster and C. elegans proteomes. Finally, we analyzed genes present in single copy in C. elegans, D. melanogaster and the yeast Saccharomyces cerevisiae, (CDY set) [37] , which are likely to represent genes with primarily housekeeping functions [38] .
In both C. elegans and D. melanogaster, 'simple' gene groups with primarily ubiquitous or 'housekeeping' functions (CDY, general transcription factors, ribosomal constituents, metabolism and HK sets) are flanked by an average of 4-5 kb of intergenic DNA. In contrast, 'complex' groups with more diverse roles (embryonic development, pattern specification, and specific TFs) average 8-11 kb of intergenic DNA in C. elegans and 17-25 kb in D. melanogaster ( Figure 4 ). Two groups, receptor activity and cell differentiation genes, were more variable between the two species, suggesting possible differences in the biological roles of these groups in the two organisms.
We next pooled all genes in the five simple groups and all genes in the three complex groups to generate nonredundant gene sets. For these sets, we assessed the contribution of 5' and 3' noncoding regions to the total intergenic distance (Figure 5a) . In both the C. elegans and D. melanogaster simple gene sets, 5' and 3' noncoding regions each contribute approximately 2 kb of DNA to the total intergenic distance. Approximately 15% of C. elegans genes are predicted to be located in co-regulated operons [43] . Intergenic distance between genes within operons is likely to underestimate the size of DNA used to regulate these genes and this underestimate could contribute to the observed difference in complex gene spacing between C. elegans and D. melanogaster, which does not organize genes into operons. We determined that approximately 12% of genes in the complex groups and approximately 37% of genes in the simple groups are predicted to be organized into operons in C. elegans (data not shown). Removing these genes from their respective datasets had no effect on the observed difference between D. melanogaster and C. elegans gene groups (Tukey-Kramer HSD, α = 1 × 10 -4 ).
We were also concerned that general euchromatic genome expansion in D. melanogaster or euchromatic genome compaction in C. elegans could account for the difference in amount of intergenic DNA associated with complex genes. To assess this possibility, we analyzed the distribution of intergenic DNA measurements for all genes in both animals (Figure 5b) . The D. melanogaster genome, which has approximately 55 Mb of intergenic DNA, has more genes with large amounts of intergenic DNA than does the C. elegans genome, which has approximately 47 Mb of intergenic DNA (estimated using upstream and downstream intergenic distances as calculated in this study). However, this difference in intergenic spacing is not uniformly distributed, as D. melanogaster shows both more regions of dense gene spacing and highly dispersed gene spacing than C. elegans, whose genes are more evenly distributed (Figure 5b) . Thus, the larger intergenic regions seen in D. melanogaster genes of complex function is not consistent with a general genome-wide expansion in flies or compaction in worms. 
Discussion
We have examined the relationship between the regulatory complexity of a gene and the spacing of that gene with respect to its neighbors in D. melanogaster and C. elegans. We show that in each animal developmentally important genes expected to possess high levels of regulatory information occupy more space in the genome than other gene classes. This regulatory information may comprise enhancer elements with well-defined binding sites for transcription factors, insulator elements, which contribute to the precise expression pattern of a gene by preventing cross-talk between enhancers [45] , and other known and unknown regulatory motifs. In addition, developmentally important genes in D. melanogaster have more space for regulatory information than the corresponding C. elegans genes, and C. elegans tends to apportion its noncoding DNA upstream of the gene whereas D. melanogaster shows no significant bias. These results show that regulatory information shapes genome architecture and provide support at the genomic level for a model in which the expansion of regulatory information facilitates increased morphological complexity in metazoa.
Reliability of expression indices
Because direct measurement of regulatory complexity for all genes in the D. melanogaster and C. elegans genomes is not possible, we used several surrogate measures of regulatory complexity. These surrogates necessarily introduce uncertainty into our assessment of regulatory complexity, and here we attempt to assess the effect of these uncertainties on our conclusions.
All three indices will tend to underestimate the true complexity of a gene's full expression pattern simply because the expression of very few genes has been surveyed in all tissues throughout the life cycle of any animal. For instance, the BDGPx only considers embryonic expression. Furthermore, little information is available on environmentally responsive gene expression, as most investigation has focused on developmental profiles of expression under standardized conditions. However, the systematic underestimation of regulatory complexity due to limited sampling across environmental conditions or developmental stages applies to all genes, not preferentially to genes expressed in either a simple or complex pattern, and therefore should not significantly bias our conclusions.
Our two literature-derived indices (FBx and WBx) suffer from ascertainment bias. Genes involved in multiple developmental processes or genes that have large genomic footprints are more readily identified in genetic screens and are more likely to elicit sustained investigation. This situation has led to a relative over-representation of developmentally important genes in the literature-based indices and a probable overestimation of regulatory complexity for genes with very high FBx or WBx values. By combining genes with the highest index values into a single group, the binning of individual index values reduces the effect of overestimating regulatory complexity. In addition, GO groups and the in situ hybridization index (BDGPx) are immune to this sampling issue because they consider either functional classification or a completely random gene set, respectively, and each clearly shows the same trend as the literature-derived indices.
Curation of the data in all three indices may also introduce uncertainty into our results. For instance, the BDGP in situ project annotates gene expression maintained over multiple developmental stages in a single organ as multiple distinct entries [29] . Similarly, housekeeping genes, whose expression may be driven by only one cis-regulatory element, are found in many tissues, and so the BDGPx will tend to overestimate the regulatory complexity of these genes. However, the BDGP project only annotates genes with some degree of tissue specificity, omitting ubiquitously expressed genes [29] . A simple gene whose regulatory complexity has been overestimated would introduce a smaller value for intergenic distance into the high regulatory complexity group. Therefore, overestimation of regulatory complexity for simple genes should dilute, rather than enhance, the positive correlation between regulatory complexity and intergenic distance. Manually collapsing tissue annotations across developmental stages improved the correlation between intergenic DNA size and the BDGPx (data not shown), but we report the unmodified BDGP data here to avoid investigatorderived bias in our estimates of regulatory complexity. Moreover, the GO-derived groups are not subject to the same In the nonparametric bivariate density plots of intergenic DNA versus index value (right), each contour represents a boundary including 10% of the data. The innermost red contour includes 10% of the data points and excludes the other 90%. The outermost purple contour includes 90% of the data points, whereas 10% fall outside this boundary.
systematic biases as the other indices but show the same overall result.
While it is generally accepted that complex gene expression requires complex regulatory control, we must consider the degree to which expression complexity is a legitimate proxy for regulatory complexity. The expression of particular genes in distinct morphological fields, tissues and organs is consistently controlled by physically and functionally discrete cis-regulatory elements (reviewed in [33] [34] [35] Regions of low gene density contain significantly more genes of high regulatory complexity Figure 3 Regions of low gene density contain significantly more genes of high regulatory complexity. (a) Window size (in base pairs) of an 11-gene sliding window across the X chromosome versus position along the chromosome. The horizontal line at 250,000 bp indicates the cutoff above which a window was designated as low density. A total of 53 windows larger than 250,000 bp were identified on the X chromosome. These windows overlap to generate 14 independent peaks, numbered 1 through 14. Normalized FBx and BDGPx scores for each gene were calculated by dividing the raw index score by the maximum score for that index. The normalized scores of all low-density windows were compared to the scores of all 11-gene windows on the chromosome. The expression complexity score for low gene density windows was significantly greater than the average score for all possible windows on the X chromosome (Welch ANOVA, p < 0.008; Wilcoxon two-sample test, p < 0.03). (b) The 11 genes flanking the highest point of each numbered peak on the X chromosome. Genes boxed in red fall in the top 20% of expression complexity by FBx or the top 24% by BDGPx. Genes in unshaded boxes have expression data available, but do not fall in the upper range of the FBx or BDGP indices. Genes that are shaded, which represent the majority of genes in these windows, have no expression data available. This panel indicates only genes in the highest central peak. However, all genes within windows exceeding 250,000 bp in size were used for the statistical analysis described above. CG4607  CG32726  lozenge  CG3003  CG15734  CG32611  CG32600  CG32580  CG5445  CG7378  CG12576   CG17959  CG32792  CG15468  CG33070  CG11368  CG12667  CG3099  CG11356  CG11072  CG32601  CG12395  BarH2  CG32541  CG14617   CG3603  CG2875  CG12680  CG4615  CG32719 as a surrogate for regulatory complexity. However, even genes that have a simple expression pattern occasionally use multiple cis-regulatory elements (see for example [49] ), and an apparently complex expression pattern will sometimes be driven by a relatively simple control element (see for example [50, 51] ). As a relative measure, therefore, complexity of expression pattern should faithfully approximate regulatory complexity for a group of genes, but will not reliably predict the absolute number of cis-regulatory elements used by any individual gene.
Regulatory DNA and genome architecture
The distribution of regulatory information among genes in the genomes of D. melanogaster and C. elegans is not uniform. All three expression indices indicate that most genes are expressed in simple or limited domains whereas relatively few genes are expressed in a wide variety of specific tissues ( Figure 1 ). This observation is consistent with known principles of animal development. A relatively small set of genes, primarily transcription factors and signaling molecules, play a disproportionate role in the development of metazoans (reviewed in [33] [34] [35] ). These genes are used repeatedly during development to generate the basic body plan and specify organ identity. Once this morphological ground plan is established, a larger suite of tissue-specific genes is deployed during terminal differentiation. Accordingly, transcription factors and signaling molecules consistently have high values in our expression indices ( Figure 4 and data not shown) while genes of low regulatory complexity comprise the bulk of the genome.
We show here how these relatively few genes of high regulatory complexity have accommodated their need for increased amounts of regulatory information. An increase in regulatory information will require either an increase in information density or an increase in the space allocated to storing that information. If the size of intergenic DNA in metazoan genomes were essentially unconstrained, an increase in the space devoted to information storage would escape notice in the background fluctuation of intergenic distance and would have no discernable effect on the distribution of genes within the genome. DNA with little informational content would predominate, and even genes that require a large number of regulatory elements would have more than enough intergenic DNA to accommodate those elements without apparent expansion. If, however, functional regulatory DNA represents a significant portion of the intergenic DNA in a genome, then there should be a direct correlation between regulatory information content and quantity of intergenic DNA [52] . That is, genes with many regulatory elements will require more space, and this space will have a significant impact on the local arrangement of genes. Indeed, we find that genes predicted to have more regulatory elements occupy significantly more space than do their simple neighbors. The fact that we can see this relationship suggests that the genomes of C. elegans and D. melanogaster possess a high ratio of functional regulatory DNA to nonfunctional noncoding DNA.
It is interesting to note that evidence suggesting regulatory DNA in C. elegans is most often positioned upstream of a gene's promoter [39] is strongly supported by our analysis of the relative size of 5' and 3' noncoding intervals for the complex gene sets. No such bias in the distribution of noncoding DNA is apparent in D. melanogaster, suggesting that these two animals may have different constraints on the location of regulatory information relative to the promoter of a gene.
Evolution of genome architecture
How does this architecture arise? The net difference between the rate of DNA deletion and insertion appears to determine the direction of genome expansion or compaction in many organisms [16, 17] . Both the D. melanogaster and C. elegans lineages have unusually high rates of DNA deletion, leading to compact genomes [53] [54] [55] . For instance, the rate of DNA loss is 40 times higher in the approximately 180 Mb D. melanogaster genome than in the approximately 1,980 Mb genome of Hawaiian crickets [17] , and is 60 times faster in Drosophila than in mammals [56] . When the DNA-deletion rate is significantly greater than the rate of DNA insertion, deletion will predominate in reducing genome size and sculpting genome architecture. As deletions become more and more likely to remove functional DNA, selection against further deletion should tend to stabilize the minimum size of intergenic regions, and the underlying architecture of the genome will emerge.
Our work suggests that high rates of DNA loss may sculpt the spacing of genes toward minimum functional requirements for regulatory DNA. Such functional constraints in noncoding DNA are known to affect distributions of insertions and/or deletions (indels). For example, constraints imposed by intronic splicing requirements influence the pattern of deletion and insertion observed in D. melanogaster introns [57] .
Comparison of noncoding regions of different Drosophila
Complex genes have more intergenic DNA in D. melanogaster than in C. elegans species indicates that conserved noncoding sequences are often found in small blocks, with conserved spacing between the blocks [58, 59] . This suggests that spacing constraints also act in intergenic regions, potentially to preserve spacing between specific transcription factor binding sites or other regulatory elements, or more generally to provide sufficient physical space to insulate regulatory elements from one another. In addition, interference selection, lowered recombination due to segregation of weakly selected mutations, was suggested to account for a correlation between intergenic distance and coding region length [60] . A proposed alternative, that longer genes are functionally more complex and therefore require larger noncoding regions [60] , now finds support in our observed correlation between intergenic distance and regulatory complexity. Interference selection may itself contribute to the evolution of complex regulatory regions: minimum spacers, favored in the reduction of recombination interference, may be required for recombination of complex modular regulatory elements.
Other compact genomes, such as that of the teleost fish Fugu rubripes, are also likely to be the product of greater rates of DNA loss and are expected to show the relationship between regulatory complexity and intergenic distance demonstrated here. Even in the large human genome, there is evidence that some regions have experienced compaction where gene density is increased. Dense gene clustering implies a relative lack of local regulatory complexity and predicts that the clustered genes should have relatively simple expression patterns. This prediction is indeed supported by the presence of tissue-specific and housekeeping gene clusters and regions of high gene density in the human genome [4, 8, 9, 61] . Thus, the emergence of some regions of high gene density and clusters may reflect deletion acting to reveal local regulatory complexity, rather than the organization of the genome into chromatin domains or multigene transcriptional groups. In addition, the association between gene spacing and regulatory complexity could be exploited in the analysis of novel genes and genomes. Based on our results, the relative regulatory complexity of a 'novel' gene might be inferred on the basis of the architecture of its local genomic neighborhood.
Conclusions
Because of the vast size of animal genomes compared to the small, relatively discrete functional elements within them, regulatory DNA has been presumed to exert little, if any, global effect on metazoan genome organization. Here we have shown that spatial requirements for regulatory DNA shape the density of genes in the genomes of D. melanogaster and C. elegans. Further, we propose that small DNA deletions, constrained by functional blocks of DNA, are the primary mechanism for sculpting genome architecture. Repeated bouts of insertion and deletion may actively shape gene distribution -globally in organisms with compact genomes, and locally in organisms with expanded genomes.
Materials and methods
Datasets
The D. melanogaster genome annotations version 3.1 [62] were obtained from the BDGP. Only genes in the euchromatic portion of the genome were used for analysis. C. elegans genomic data were obtained from WormBase genome freeze WS100 [63, 64] .
Expression data for D. melanogaster were obtained from two independent sources. First, we determined the number of 'Expression and Phenotype' tags for all D. melanogaster genes listed in FlyBase [65] . Second, we measured embryonic expression complexity by counting the 'body parts' listed in the BDGP in situ hybridization database [66] (accessed 10 October 2003). This project uses a controlled vocabulary to annotate the expression of each gene during embryogenesis [29] . C. elegans expression data was obtained through AQL (Acedb Query Language) queries of WormBase for all genes that possessed 'Expr_pattern' entries.
The housekeeping (HK) gene set was generated by combining three lists of proposed human housekeeping genes [6] [7] [8] . This nonredundant list was compared by BLAST [67] to the D. melanogaster and C. elegans genomes. We retained only the best hit in each genome that exceeded an E-value of 1 × 10 -20 .
The CDY (C. elegans, D. melanogaster, and yeast) dataset is derived from single-copy genes shared by Saccharomyces, Drosophila and Caenorhabditis [37] . We infer that these genes will largely have shared basal functions and few celltype-specific functions [38] . Gene lists and sequences were retrieved by EnsMart from the Ensembl Genome Browser [68] . Because the C. elegans genome annotation employs different GO terms from that of Drosophila, we placed C. elegans genes into corresponding GO categories by BLAST of the D. melanogaster GO gene sets against the C. elegans proteome.
Spacing analysis
We wrote several PERL programs (available upon request) to parse C. elegans and D. melanogaster genomic data and calculate intergenic distances. For most genes, we defined upstream distance as the distance between the start of a gene's first exon and the boundary of the closest upstream neighboring exon (irrespective of DNA strand). We defined downstream distance as the distance between the end of a gene's last exon and the boundary of the closest downstream neighboring exon. Total intergenic distance was defined as the sum of the upstream and downstream distances. However, both genomes contained examples of genes with overlapping or interdigitated exons. In cases where exons overlapped with one another, intergenic distance was defined as zero. In cases where an exon was located within the intron of another gene, the intergenic distance was calculated from the boundary of the exon of interest to the nearest intron/ exon boundary. Comparison of all pairs of bins in each index was performed using Tukey-Kramer HSD. As the size of intergenic DNA in each bin approximates a log-normal distribution ( Figure 4 , and data not shown) we compared both raw and log-transformed measurements. In all cases bins of higher inferred complexity tended to have higher average measures of intergenic DNA than bins of lower inferred complexity (TukeyKramer HSD, α = 0.05). that the simple gene groups are not significantly different between species, but that both simple groups are smaller than both complex groups and that the C. elegans complex group is smaller than the D. melanogaster complex group (TukeyKramer HSD, α < 1e-4). This interpretation was confirmed by independent inspection of the intergenic DNA size distributions for each group. Complex groups had many more genes with large intergenic regions than simple groups did. Comparison between the C. elegans complex group and the D. melanogaster complex group was complicated by the observation that the D. melanogaster group contained both more genes with smaller than average intergenic regions and many more genes with much larger than average intergenic measures. We divided both raw and log-transformed measures from D. melanogaster and C. elegans into halves containing the largest and smallest 50% of genes. The largest 50% of complex genes in D. melanogaster is flanked by significantly more DNA than the largest 50% of C. elegans complex genes (Wilcoxon two-sample test, p < 0.001).
Additional data files
An Excel file containing the primary data used for the three expression indices, the D. melanogaster X chromosome, and the GO groups, is included (Additional data file 1).
Additional data file 1 An Excel file containing the primary data used for the three expression indices, the D. melanogaster X chromosome, and the GO groups An Excel file containing the primary data used for the three expression indices, the D. melanogaster X chromosome, and the GO groups Click here for additional data file
