Abstract. We consider the random walk loop soup on the discrete half-plane H := Z × N corresponding to a central charge c ∈ (0, 1]. We look at the clusters of discrete loops and show that the scaling limit of the outer boundaries of outermost clusters is the CLEκ loop ensemble, with the same relation between κ and c as in the continuum Brownian setting.
Introduction
One can naturally associate to a wide class of Markov processes an infinite measure on time-parametrized loops. Roughly speaking, given a locally compact second-countable space S, a Markov process (X t ) 0≤t<ζ on S, defined up to a killing time ζ ∈ (0, +∞], with transition densities p t (x, y) with respect some σ-finite measure m(dy) and with bridge probability measure P t x,y (·), where the bridges are conditioned on ζ > t, the loop measure associated to X is (1.1) µ(·) = x∈S t>0
See [3] for the precise setting and definition. A Poisson ensemble of Markov loops or loop soup of intensity parameter α > 0 is a Poisson point process of loops of intensity αµ. It is a random collection of loops. We will deal with the clusters of loops. Two loops γ and γ ′ in a loop soup belong to the same cluster if there is a chain of loops γ 0 , . . . , γ j such that γ 0 = γ, γ j = γ ′ and γ i and γ i−1 visit a common point in S. These loop soups satisfy some universal properties, one of which being the relation to the Gaussian free field at intensity parameter α = 1 2 ( [2] , [8] ). We will consider loop soups in the following settings:
• On the continuum half-plane H = {ℑ(z) > 0} ⊂ C we will consider the loop soups associated to the Brownian motion on H killed at hitting the boundary R and denote them L H α . These two-dimensional Brownian loop soups were introduced by Lawler and Werner in [5] and used by Sheffield and Werner in [9] to give a construction of Conformal Loop Ensembles (CLE). In (1.1) we use the same normalisation of the loop measure as in [5] , [9] , [2] or [4] . However, contrary to what is claimed in [9] , the intensity parameter α does not equal the so called central charge c. Actually α = c 2 The 1 2 factor was pointed out by Werner in a private communication. It also appears in the Lawler's work [6] .
• On the discrete rescaled half-plane
we will consider the loop soups associated to the nearest neighbours Markov jump process with uniform transition rates and killed at hitting the boundary 1 n Z × {0}. We will denote these loop soups L Hn α . The loop soups associated to Markov jump processes on more general electrical networks were studied by Le Jan in [2] . If one forgets the parametrisation by continuous time and the "loops" that visit only one vertex, these are exactly the random walk loop soups studied by Lawler and Trujillo Ferreras in [4] .
• We will use the metric graphs H n associated to H: each "discrete" edge {( 2 ζn converges in law to the Brownian motion on the half-plane H killed at reaching R. We will denote by L Hn α the loop soups associated to (B Hn t ) 0≤t<ζn . The loop soups on metric graphs were first considered in [8] . We will use the metric graphs because at intensity parameter α = 1 2 the probability that two points belong to the same cluster of loops can be explicitly expressed using a metric graph Gaussian free field. ] there are infinitely many clusters and each is bounded ( [9] ). It was shown in [8] that for discrete or metric graph Brownian loop soups on H n respectively H n there are no unbounded clusters of loops if α ∈ (0, 
The contours in
, are non self-intersecting loops, and are equal in law to a Conformal Loop Ensemble CLE κ , κ ∈ ( 8 3 , 4] ( [9] ). The relation between α and κ is given by
We will denote by κ(α) the value of κ corresponding to a particular intensity parameter α.
We will show that both ) is the collection of outer boundaries of outermost sign clusters of a GFF on the metric graph H n ( [8] ) and the CLE 4 loops are in some sense zero level lines of the continuum GFF on H with zero boundary conditions on R ( [10] ).
Next we define the notion of convergence we will use. d H will be Hausdorff distance on the compact subsets of H. We introduce the distance d * H on finite sets of compact subsets of H:
) that contains or surrounds z, whenever it exists. It exists a.s. in the case S = H. Given z 1 , . . . , z j ∈ H we will denote
In the article [1] Van de Brug, Camia and Lis consider clusters of rescaled twodimensional random walk loops that are not too small. Given T > 0 let L Hn,T α be the subset of L Hn α consisting of random walk loops that do at least T jumps. In [1] it is almost shown that for θ ∈ ( 16 9 , 2) and α ∈ (0,
) converge in law to a CLE κ(α) process in the sense described previously. The result uses the approximation of "not too small" Brownian loops by "not too small" random walk loops obtained by Lawler and Trujillo Ferreras in [4] . However the authors in [1] consider the loop soups only on bounded domains and their lattice approximations. We will fill the small gap to extend their result to the half-plane. Observe that in [1] the authors use the same normalisation of the measure on loops as we but do the widespread mistake to consider that the intensity parameter of the loop soups equals the central charge.
From above considerations one deduce that the limiting (in law) loops of F ext (L Hn α ) and a fortiori of F ext (L Hn α ) are at least as big as CLE κ(α) loops. We have a "lower bound". To conclude the convergence we need an "upper bound". We will construct such an "upper bound" for F ext (L ). Then from this we will deduce the desired convergences for α ∈ (0, 1 2 ). Next we explain how the "upper bound" will be constructed. We will concentrate on the case α = 1 2 . We will additionally introduce two Poisson point processes of excursions on H n and on H. First we consider H n . Let n Z − × {0} (we do not condition and the total mass is < 1). Then
Let q ∈ (1, +∞) and x ∈ ((
We will similarly denote by ν
) is a measure on excursions from and to
is a measure on excursion from and to (( . For x, y ∈ R, let P H x,y (·) be the probability measure on Brownian excursions from x to y in H. Then
In general, given a < b ∈ R, we will use the notation
We will consider on H n three independent Poisson point processes:
• a loop soups L . We will denote by p ). Similarly we will consider on H three independent Poisson point processes:
• a Poisson point process of excursions of intensity uν
Then we will consider the event when either an excursion from E In the section 2 we will compute p
(q) using the duality with the Gaussian free field, and compute its limit as n tends to 0. In section 3, for an arbitrary value of v and a particular value u 0 (α) of u (depending on α) we will establish a differential equation in q for 1 − p H α,u,v (q). Using this we will show that
This will be our "upper bound". In the section 4 we will prove the convergences to CLE. Let G = (V, E) be a connected undirected graph. V is countable and each vertex is of finite degree. Each edge {x, y} is endowed with a positive conductance C(x, y) > 0. We also consider a metric graph G associated to G where each edge {x, y} is replaced by a continuous line of length
Computation of p
Let B G be the Brownian motion on the metric graph G. Let F be a subset of V . Let ζ F be the first time B G hits F . Let measure µ G,×F be the measure on loops associated to (B 
has a family of continuous local times L z t (γ). We will denote by t γ the total life-time of the loop γ. The occupation field (
It is a continuous field. The clusters of L G,×F α are delimited by the zero set of the occupation field.
At intensity parameter α = conditionally on the clusters, which equal −1 or 1 with equal probability. There is an equality in law (see [8] ):
eq (x,y) (y) be the quantities defined by
eq (x,y) (y)) = (0, 0). C eq (x, y) is the equivalent conductance between x and y given that all points in F have the same (electrical) potential. 
The value of the denominator
. This a general property of the loop soups (see [2] , especially chapter 7).
As for the numerator, it can be computed using the duality with the Gaussian free field (2.2):
It follows that the probability (2.3) that we want to compute only depends on u, v and on C eq (x, y), χ eq (x,y) (x), χ eq (x,y) (y). Thus it is the same if we replace G by the interval
the Brownian motion on G by the Brownian motion on I killed at endpoints, and the points x and y by 0 and 1 2 C eq (x, y) −1 respectively. According to the computation made in [8] , we get (2.3).
By the way we also get that
In [2], chapter 7, there is a combinatorial representation of C eq (x, y). Given z ∈ V , we will denote
where the sum is over the neighbours of z in the (discrete) graph G. Then
The sum is over all the discrete nearest neighbour paths joining x to y, that avoid F and only visit x and y at endpoints. The above equality can be rewritten as
C(x, z)P z (B G hits y bef ore F or x)
Next we return to the metric graph half-plane H n . Let a > 0. Let G n,a (q) be the metric graph obtained from H n by identifying the following vertices:
• All the vertices in ((
See the following picture. As the length of the line joining (
n , the corresponding conductance is according (2.1) equal to n 2 . Let C eq n,a (q) be the equivalent conductance between ⊳ n (a) and ⊲ n (q) when all the points in (
other than those identified to ⊳ n (a) or ⊲ n (q) have the same electrical potential. According to (2.5):
As a tends to infinity, C eq n,a (q) increases and converges to
Proof. Let G H (·, ·) be the Green's function of the simple random walk on H = Z × N killed at hitting Z × {0}. Let i, j ∈ Z. Then
Indeed to go from ( According to the asymptotic expansion given in [7] , section 8.1.1,
This means that C eq n (q) < +∞ and that be the loop soup associated to the Brownian motion on the metric graph G n,a (q), killed at hitting (
consists of three independent families of loops:
• The loops that visit neither ⊳ n (a) nor ⊲ n (q). These are the same as the loops in L .7) p
Proof. Let a > 0. Consider three independent Poisson point processes:
• a loop soup L (⊳ n (a), ⊲ n (q)) = 0. According to lemma2.1 this probability equals
Taking the limit as a tends to infinity we get (2.7). Using lemma 2.2 we get the limit (2.8).
Computation of
On the continuum upper half plane H we consider two independent Poisson point processes:
• a Brownian loop soup L , 0] ). Among these clusters we only take the clusters that contain at least one excursion and consider the right boundary of the rightmost cluster. This boundary is a non self-intersecting curve joining R to infinity. It can be formally defined as follows. Take the clusters that contain at least one excursion. The curve minus its starting point on R is the boundary in H of the closure in H of the set of points visited by the above clusters.
All the excursions E H u ((−∞, 0]) are located left to the curve and there are only clusters made of loops right to it. According to [11] and [14] this boundary curve is an SLE(κ, ρ) starting from 0, where κ is given by (1.2) and ρ by u = (ρ + 2)(ρ + 6 − κ) 4κ We will define
See next picture.
no loop or excursion crossing the curve For u = u 0 (α), ρ = 0 and SLE(κ, ρ) is a chordal SLE κ curve starting from 0. For a description of SLE processes see [12] . We will denote by (ξ t ) t≥0 this curve. ξ 0 = 0. It does not return to R at positive times. There is only one conformal map g t that sends H \ ξ([0, t]) (half-plane minus the curve up to time t) onto H and that is normalized at infinity z → ∞ as
The Loewner flow (g t ) t≥0 satisfies the differential equation
Moreover conditionally on this event the law of
up to a change of parametrization of the excursions. From this conformal restriction property immediately follows: Lemma 3.1. Let κ ∈ (0, 4]. Let (ξ t ) t≥0 be an SLE κ with the driving Brownian motion ( √ κW t ) t≥0 and the Loewner flow (g t ) t≥0 . Denote by g ′ t the derivative of g t with respect the complex variable:
Denote byp κ,v (q) the probability that and independent family of excursions E 
The conditional probability of the event that E
In particular for all t ≥ 0
2) is the conditional probability that
To express it we used the fact that
) and that (g t (ξ t+s )) s≥0 is a chordal SLE κ starting from √ κW t . In (3.3) we multiplied the conditional probability that E H v ([1, q]) does not intersect (ξ s ) 0≤s≤t and the conditional probability that
Next we derive a differential equation in q satisfied byp κ,v (q) on (1, +∞):
with the boundary conditions
Proof. We can get the a priori C ∞ regularity on (1, +∞) ofp κ,v (q) using the equality (3.4). Fix t > 0. The joint law of (W t , g t (1), g t (q), g ′ t (1), g ′ t (q)) has a density depending on q (and of course on κ and t but we won't use this):
has q-derivatives of all order and each can be bounded by an integrable function uniformly for q varying in a compact subset of (1, +∞). We will detail this in an upcoming version of this preprint. It follows that p κ,v (q) is C ∞ . Let q > 1. Let
According the lemma 3.1, (M t ) t≥0 is a martingale. We will get the equation (3.5) by applying Itô's formula to the martingale (M t ) t≥0 .
Let's show that there is only one solution to the ODE (3.5) satisfying the boundary conditions (3.6). If there are two different, they are not proportional and all other solutions are linear combinations of these two. These would mean that all the solutions of (3.5) converge to 0 at +∞. We need to show that there is a solution that does not. Indeed let f be a solution with initial conditions f (2) > 0, f ′ (2) > 0. Then f is strictly increasing on [2, +∞) (which implies that f (+∞) > 0). If this was not the case there would have been a point q 0 ∈ (2, +∞) such that f (q 0 ) > 0, f ′ (q 0 ) = 0 and for all q in an interval [q, q + ε], f (q) ≤ f (q 0 ). But then there is a contradiction because 
