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Open systems with error bounds: spin-boson model with spectral density variations
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In the study of open quantum systems, one of the most common ways to describe environmental
effects on the reduced dynamics is through the spectral density. However, in many models this object
cannot be computed from first principles and needs to be inferred on phenomenological grounds or
fitted to experimental data. Consequently, some uncertainty regarding its form and parameters is
unavoidable; this in turn calls into question the accuracy of any theoretical predictions based on
a given spectral density. Here, we focus on the spin-boson model as a prototypical open quantum
system, and find two error bounds on predicted expectation values in terms of the spectral density
variation considered, and state a sufficient condition for the strongest one to apply. We further
demonstrate an application of our result, by bounding the error brought about by the approximations
involved in the Hierarchical Equations of Motion resolution method for spin-boson dynamics.
Introduction — One of the most fundamental models
of open quantum systems is the spin-boson model, which
comprises a two-level system, such as a spin-1/2 particle,
and a large number of quantum harmonic oscillators lin-
early coupled to it and acting as the environment [1–4].
The influence of these degrees of freedom on the dynamics
of the spin can be computed from the strength of the cou-
plings between the spin and each oscillating mode and the
frequency of the modes; these quantities can be combined
to determine the spectral density of the environment, a
function of frequency closely related to its internal corre-
lations and their effect on the reduced dynamics of the
spin. Depending on the number of harmonic oscillators
present in the model and their dispersion, the spectral
density may be a continuous function (for an uncount-
ably infinite set of oscillators) or a linear combination of
Dirac delta functions centered at some particular frequen-
cies (for a finite or countably infinite set); the former type
is convenient for analytical treatments, while the latter is
necessary when performing numerical studies. Generally
speaking, the spectral density is not a fundamental ob-
ject, but rather a phenomenological quantity obtained by
making assumptions on the kind of system under study
or by fitting experimental data; hence, it is wise to keep
in mind that there may always be some error in the func-
tional form considered. This raises the question of how
accurate any predictions for a given model can be, given
the uncertainty in the spectral density of its environment.
To the best of our knowledge, it appears that no gen-
eral, rigorous error bound to theoretical predictions for
the spin dynamics with respect to changes in the spectral
density exists in the literature. The purpose of this work
is to address this issue and derive an upper bound to
the deviation of the time-dependent expectation value of
some spin observable Oˆ when the spectral density of the
oscillator bath changes by a known amount. Aside from
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the mathematical motivation, such a result would be de-
sirable from a physical point of view for two main reasons:
first, when using spectral densities obtained from exper-
iment, it would give a quantitatively certified range for
theoretical results to be compatible with them, which can
be helpful in order to determine the physical soundness
of the theoretical models used; second, it would make
it possible to bound the error associated with numerical
solutions for the spin-boson model, in analogy with e. g.
error bounds on the Time-Evolved Density using Orthog-
onal Polynomials Algorithm (TEDOPA) [5, 6], whenever
the method used entails some degree of approximation to
the original spectral density of the problem at hand.
We derive our error bounds in the coherent-state path-
integral formalism [7, 8] using the Feynman–Vernon influ-
ence functional [9, 10]: the idea behind this approach is to
treat variations of the spectral density analytically with
functional methods, without relying on approximations
or numerical techniques. The final results are expressed
in terms of canonical quantities such as the interaction
Hamiltonian and the bath correlation function, with no
need to refer to the path-integral expressions used in the
derivation. We will state two forms of the bound, one
stronger than the other at long times, and give a suffi-
cient condition for the strong bound to apply, as well as
a few examples of spectral density variations complying
with it. Finally, we will apply our result to the well-
known Hierarchical Equations of Motion (HEOM) reso-
lution method [11, 12] for spin-boson dynamics.
The model — Consider the spin-boson Hamilto-
nian [2]
Hˆ = HˆS ⊗ IB + IS ⊗ HˆB + HˆI
=
(
ǫ
2
σz +
∆
2
σx
)
⊗ IB + IS ⊗
∫ ∞
0
dk ωkaˆ
†
kaˆk
+
λ
2
σz ⊗
∫ ∞
0
dk h(k)(aˆ†k + aˆk)
(1)
where aˆk and aˆ
†
k are bosonic creation and annihilation op-
erators satisfying the commutation relation [aˆk, aˆ
†
l ] = δkl,
2the continuous label k identifying each boson may be
thought of as a momentum variable and ωk as a disper-
sion relation, which we take to be linear: ωk = gk, with
unit g and in natural units with ~ = 1; the function h(k)
expresses the coupling strength between each mode and
the qubit. Depending on the choice of h (which may
well include delta functions), the model may have a fi-
nite, countably infinite or uncountably infinite number
of bosons, with k bounded or unbounded; we will always
assume the domain of h to be the whole positive k axis.
With ωk = k, there is a one-to-one correspondence be-
tween the choice of h(k) and the spectral density J(ω) of
the bosonic environment: J(ωk) = πh
2(ωk) [13–15].
To complete our ansatz, we take the initial state to be
of the form ρˆ0 = ρˆS0⊗ e−βHˆB
TrB(e−βHˆB)
, where ρˆS0 is arbitrary
and the bosons are in thermal equilibrium at temperature
T = 1kBβ . In principle, this assumption could be relaxed
to include more general Gaussian initial states for the
bath [2], such as a thermal state perturbed by a laser
pulse before the interaction with the spin begins, but for
the sake of simplicity we will keep our treatment within
the standard framework of thermal environments for the
time being, and leave extensions to this first model to
our future work.
Under these assumptions, the expectation value 〈Oˆ(t)〉
of some spin observable Oˆ at time t
〈Oˆ(t)〉 = Tr
(
Oˆe−iHˆtρˆ0eiHˆt
)
(2)
depends on the environment only via J(ω) [10]. We will
use functional analysis tools in order to quantify and
bound the dependence of 〈Oˆ(t)〉 on J : in order to bet-
ter emphasize this concept, in what follows we shall re-
fer to expectation values specifying the relevant spectral
density as a subscript, effectively regarding 〈Oˆ(t)〉J as a
functional on the space of spectral densities as well as a
function of time.
Spectral density variations and error bounds — We
want to compare the expectation values of Oˆ for arbitrary
spectral densities J0(ω) and J(ω) := J0(ω) + ∆J(ω): in
other words, we are interested in bounding the absolute
value of the difference
∆〈Oˆ(t)〉 := 〈Oˆ(t)〉J − 〈Oˆ(t)〉J0 . (3)
The path integral formalism [10, 16–22] makes it easy to
eliminate the bosonic degrees of freedom from the expres-
sion for the expectation value of Oˆ(t) by performing the
relevant Gaussian integral analytically (See Appendix A).
The result is a path integral for the spin variables alone,
with the time evolutions of the left and right part of
the initial state no longer independent. The Feynman–
Vernon influence functional encodes this mixing, which
is a result of the partial trace over the bath: it has the
form of a Gaussian functional of the spin variables, with
the bath correlation function
ξJ(t) :=
∫ ∞
0
dω
π
J(ω)
(
coth
(
βω
2
)
cos(ωt) + i sin(ωt)
)
coupling them. Note that since we have assumed a ther-
mal initial state for the bosons, which is stationary with
respect to their free dynamics, ξJ (t) is not a function of
two time variables, but merely of their difference.
To write out 〈Oˆ(t)〉J explicitly in terms of J0(ω) and
∆J(ω), define the Heisenberg-picture operator hˆI(t) :=
eiHˆt
(
λ
2σz ⊗ IB
)
e−iHˆt and the super-operator
Φˆ[hˆI, hˆ
′
I, J ] := T
∫ t
0
dt′
∫ t′
0
dt′′
(
hˆI(t
′)− hˆ′I(t′)
)
(
ξJ (t
′ − t′′)hˆI(t′′)− ξ∗J (t′ − t′′)hˆ′I(t′′)
)
, (4)
which acts on a spin state ρˆ0 with all hˆI(t) operators
multiplying it from the left and all hˆ′I(t) from the right
in the appropriate time order. This is, up to an overall
minus sign, the operator version of the logarithm of the
influence functional, as shown in Appendix A. Using the
exponential form of the Feynman–Vernon functional and
the fact that Φˆ[hˆI, hˆ
′
I, J ] is linear in the spectral density,
it can be shown that
∆〈Oˆ(t)〉 =
∞∑
n=1
〈Oˆ(t)T (−Φˆ[hˆI, hˆ′I,∆J ])n〉J0
n!
. (5)
Note that extending the same series by including the term
with n = 0 just adds 〈Oˆ(t)〉J0 , giving 〈Oˆ(t)〉J .
The series in Eq. (5) may be bounded in magnitude
term by term, using the singular-value decomposition of
the spin operators to remove the complicated time de-
pendence of the time-ordered correlation functions, and
then summed: the result is the general formula
|∆〈Oˆ(t)〉| ≤ ||Oˆ||
(
eλ
2
∫
t
0
dt′
∫
t′
0
dt′′ |∆ξ(t′−t′′)| − 1
)
, (6)
where ∆ξ(t) := ξJ (t)− ξJ0(t) = ξ∆J(t) and we have used
the operator norm ||Oˆ|| := ||Oˆ||∞ = σ1(Oˆ), σ1(Oˆ) being
the highest singular value of Oˆ.
Depending on ∆J(ω), there are two options for bound-
ing the double time integral in Eq. (6): the worst-case sce-
nario is a ∆ξ(t) which never decays, as would be the case
for singular contributions such as ∆J(ω) = κδ(ω − ω0).
Then one would be forced to bound |∆ξ(t)| by some con-
stant C > 0, obtaining the error bound
|∆〈Oˆ(t)〉| ≤ ||Oˆ||
(
e
λ2Ct2
2 − 1
)
. (7)
However, if ∆J(ω) is such that the resulting ∆ξ(t) de-
cays fast enough to be absolutely integrable, i. e.∫ ∞
0
dt |∆ξ(t)| = c <∞, (8)
then one can tighten the bound considerably. This is
the case for many physically relevant situations, e. g. for
ohmic, superohmic or antisymmetrized Lorentzian spec-
tral density variations; a few relevant examples are given
3in Appendix B. In practice, it is often easier to apply
the triangle inequality to |∆ξ(t)| first and then bound
its real and imaginary parts separately, even though this
may weaken the bound slightly: the result is
|∆〈Oˆ(t)〉| ≤ ||Oˆ||
(
eλ
2(γ(β)+η)t − 1
)
, (9)
where
γ(β) :=
∫ ∞
0
dt
∣∣∣∣
∫ ∞
0
dω
π
∆J(ω) coth
(
βω
2
)
cos(ωt)
∣∣∣∣
η :=
∫ ∞
0
dt
∣∣∣∣
∫ ∞
0
dω
π
∆J(ω) sin(ωt)
∣∣∣∣ ;
this is the central result of this Letter.
The error bound (9) manifestly satisfies all properties
we expect from it: it is proportional to the norm of the
spin observable being evaluated, vanishes at t = 0 and
grows exponentially in time, which makes it scale linearly
at short times, at a rate proportional to the square of the
coupling in accordance with the relation J(ω) = πh2(ω).
Note that the norm of the observable itself only enters
the result as a prefactor: this is expected because the
error is a consequence of an incomplete knowledge of the
dynamics of the system, regardless of what observable
is being estimated; the relative error bound is thus the
same for all observables and only needs to be computed
once.
Both bounds are very weak at long times because by
construction they keep no account of the free dynamics
of the spin. It is worth mentioning, however, that the
singular-value decomposition used in our derivation does
not affect the bounds in the case of pure dephasing, in
which [hˆI, HˆS] = 0 and no interference effects due to time
evolution take place inside Φˆ[hˆI, hˆ
′
I, J ]: pure dephasing is
the worst-case scenario with respect to this inequality.
Application to Hierarchical Equations of Motion —
The HEOM method for solving open-system problems
beyond standard perturbation theory was first proposed
and tested around 1990 by Kubo, Tanimura and oth-
ers [11, 23, 24] for antisymmetrized Lorentzian spectral
densities JL(ω; Ω,Γ) =
π
2
ω
((ω+Ω)2+Γ2)((ω−Ω)2+Γ2) ; their
scheme replaces the possibly non-Markovian generalized
quantum master equation for the state of some open sys-
tem with a system of time-local differential equations
for both the reduced density matrix and a set of so-
called auxiliary density matrices, which encode informa-
tion about the bath. In principle, this hierarchy of equa-
tions is infinite, but in computations it is necessary to
truncate it at some order, which may be much higher
than conventional perturbative approaches can usually
attain [25].
The form of the bath spectral density is an important
part of the scheme, because it is necessary for the bath
correlation function to have the form of a sum of expo-
nentials, as is the case with antisymmetrized Lorentzians;
however, Meier and Tannor have shown [12] that many
other spectral densities may be approximated very ac-
curately by a suitable linear combination of Lorentzians,
pi
ξΩ4
Ωi
Ω
Γi
Ω
12.0677 0.2378 2.2593
-19.9762 0.0888 5.4377
0.1834 0.0482 0.8099
TABLE I. Parameters of the reconstructed spectral density
J(ω) =
∑3
i=1
piJL(ω; Ωi,Γi) from Ref. [12].
greatly extending the applicability of the method. Later
studies such as Ref. [25] also explored the possibility of
fitting arbitrary bath spectral densities using other func-
tions yielding exponentially damped correlations.
We will now apply our findings to the results presented
in Ref. [12] on the spin-boson application of HEOM; for
the details of how the problem is formulated, the inter-
ested reader is referred to the original paper. For our pur-
poses, it is sufficient to say that for an antisymmetrized
Lorentzian spectral density, which yields a correlation
function
ξL(t; Ω,Γ) =
e−Γt
8ΩΓ
(
coth
(
β
2
(Ω + iΓ)
)
eiΩt
+coth
(
β
2
(Ω− iΓ)
)
e−iΩt + 2i sin(Ωt)
)
− 2
β
∞∑
k=1
νke
−νkt
(Ω2 + Γ2 − ν2k)2 + 4Ω2ν2k
,
(10)
where νk :=
2πk
β are the Matsubara frequencies, the
scheme computes dynamics and operator expectation val-
ues corresponding to a truncation of the series in Eq. (10)
at order N . The accuracy of this approximation is un-
known, and one usually performs numerical simulations
with increasing N until the results stop changing appre-
ciably. Convergence is thus declared heuristically, assum-
ing that if the distance between the results obtained and
those given by N−1 is negligible, then so is the difference
between them and the true physics given by ξ(t). With
our result Eq. (9), the maximum distance between the
predictions for some value ofN and the physically correct
result at N −→ ∞ may be determined with a few lines of
simple algebra instead of running an unpredictable num-
ber of costly simulations: we will now demonstrate this
by giving the results of our bound (9) applied to the sim-
ulations in Meier and Tannor’s paper [12].
In their model, the spin Hamiltonian is HˆS :=
ǫ
2 (σz +
σx), the coupling is given by ξ :=
λ2
4 = 0.1 and the spec-
tral density considered is ohmic and defined as J(ω) :=
π
2ωe
−ω/Ω with Ω = 154 ǫ and fitted with three Lorentzians
whose parameters are listed in Table I.
For a general linear combination of antisymmetrized
Lorentzians J(ω) =
∑n
i=1 piJL(ω; Ωi,Γi), absorbing the
overall coupling strength λ2 in the coefficients pi for the
4ǫβ N
|∆〈σz〉(tmax)|
||σz ||
an
(N)
|∆〈σz〉(tmax)|
||σz ||
num
(N) Nan20% N
num
20%
0.4 2 27.94% 9.43% 3 2
1.4 7 62.39% 23.77% 10 8
10.0 48 111.69% 45.34% 70 56
TABLE II. Results for the analytical and numerical bounds on
the relative error at time tmax, for the three cases considered
in the original paper Ref. [12]. The last two columns indicate
at what N the maximum relative error from both calculations
would be under 20%.
sake of simplicity, the truncation of ξ(t) at order N gives
∆ξ(t) = −π
β
n∑
i=1
∞∑
k=N+1
piνke
−νkt
(Ω2i + Γ
2
i − ν2k)2 + 4Ω2i ν2k
,
which is real and satisfies condition (8) (see Appendix B),
and hence
γ(β) =
∫ ∞
0
dt|∆ξ(t)|
≤ π
β
n∑
i=1
∞∑
k=N+1
|pi|
(Ω2i + Γ
2
i − ν2k)2 + 4Ω2i ν2k
(11)
and η = 0. The series
∑∞
k=1
1
(Ω2+Γ2−ν2
k
)2+4Ω2ν2
k
can be
summed exactly, so we obtain the result as a difference:
γN (β) :=
π
2β
n∑
i=1
|pi|
(
− 1
(Ω2i + Γ
2
i )
2
+
βΩi sin(βΓi) + βΓi sinh(βΩi)
4ΩiΓi(Ω2i + Γ
2
i )(cosh(βΩi)− cos(βΓi))
−
N∑
k=1
2
(Ω2i + Γ
2
i − ν2k)2 + 4Ω2i ν2k
)
, (12)
using the triangle inequality on the |pi| as in Eq. (11).
In Ref. [12], the authors computed the time evolution
of the expectation value 〈σz〉 at temperatures ǫβ = 0.4,
1.4 and 10.0 for times until ǫtmax = 30, at which point the
system has thermalized almost completely. The number
N of Matsubara frequencies needed for convergence for
these three temperatures was 2, 7 and 48 respectively,
due to the better performance of the HEOM method at
high temperatures.
We calculated the error bound for all three cases, both
with Eq. (12) and by performing the integral in Eq. (11)
numerically instead of using the triangle inequality; in
order to better assess the quality of our bound, we have
also determined the truncation order necessary for the
maximum error given by either bound to drop below 20%
at each temperature. Table II shows our results.
The numerical integral gives remarkably strong bounds
at the timescale of interest, given the exponential time
dependence of our result Eq. (9): the maximum differ-
ence between the predicted and the actual value of 〈σz〉
at time tmax is guaranteed to lie between 0.09||σz|| = 0.09
and 0.46||σz|| = 0.46 in all three cases and γ(β) is small
enough for the time scaling to be well within the linear
regime at time tmax, which is of the order of the equili-
bration time of the system [12]. It should also be noted
that in many relevant applications (e. g. transient spec-
troscopy) the timescales of interest are much shorter.
Because the coefficients pi of the components of the
fitted spectral density and correlation function are both
positive and negative while the analytical formula (12)
only uses their absolute values, it overestimates |∆ξ(t)|
and γ(β) considerably, explaining the suboptimal results
given by the fully analytical bound for the case at hand.
Conclusions — We have investigated the sensitivity
of spin operator expectation values in the spin-boson
model to changes in the spectral density, and derived two
rigorous time-dependent error bounds under the only as-
sumptions of factorizing initial conditions and a linearly
coupled thermal bath of quantum harmonic oscillators.
The results depend on the system-bath coupling strength
and the spectral density variation considered, and can
be expressed in a simple and elegant form in terms of
these quantities. We also found the encouraging result
that most of the commonly used bath models obey the
strongest of the two bounds, the exceptions being baths
with slowly- or non-decaying correlation functions.
These error bounds may be applied in many physically
relevant contexts, such as comparing theoretical predic-
tions with experimental results based on spectral densi-
ties known up to some error, determining whether a given
environmental spectrum constitutes a reasonable ansatz
for a physical system for which experimental or numerical
data are available, or certifying the accuracy of theoret-
ical or numerical results obtained by changing the bath
correlation function in order to solve for the dynamics.
As an example application, we have demonstrated the
latter use of the error bound by applying it to existing
numerical results obtained with the HEOM scheme: we
have shown that our results can quantitatively certify the
robustness of the method, providing useful bounds on the
maximum physically possible difference between the pre-
dicted and the exact results, and that it can therefore be
used to ascertain the achieved precision without testing
it against more costly numerical computations.
In addition to backing up theoretical predictions with
rigorous error bounds and finding practical applications
in computational contexts such as HEOM simulations,
this work also provides a route for the derivation of
analogous bounds on many-time correlation functions
or open quantum systems more complex than the spin-
boson model, such as n-level systems, spin chains or the
like, as long as the environment and initial conditions sat-
isfy the same assumptions and bounded observables are
considered.
The authors thank James Lim for useful discussions
about HEOM. This work was supported by an Alexan-
der von Humboldt Professorship, the ERC Synergy grant
BioQ, the CRC/TR21, the H2020- FETPROACT-2014
5Grant QUCHIP (Quantum Simulation on a Photonic
Chip; GA 641039, http://www.quchip.eu) and the FP7
project PAPETS, GA 323901.
Appendix A: Coherent-state path integral for the
spin-boson model and derivation of the error bounds
In this appendix, we will rephrase the spin-boson prob-
lem in terms of both bosonic and spin coherent-state
path integrals, remove the bosons from the problem and
give the form of the influence functional for the qubit in
terms of the spectral density, and use this result to derive
Eq. (6) of the main text.
1. Bosonic coherent-state path integral
For a single bosonic degree of freedom with creation
and annihilation operators aˆ† and aˆ, define an unnormal-
ized coherent state by
|φ〉 := eφaˆ† |0〉 , (A1)
where |0〉 is the vacuum state and φ is any complex num-
ber. This state is an eigenstate of aˆ with eigenvalue φ;
its Hermitian conjugate 〈φ| = 〈0| eφ∗aˆ is a left eigenstate
of aˆ† with eigenvalue φ∗. The overlap between any two
such states |φ〉 and |φ′〉 is
〈φ|φ′〉 = 〈0| eφ∗aˆeφ′aˆ† |0〉 = eφ∗φ′ .
Coherent states form an overcomplete Hilbert space
basis; the relevant closure relation is∫
dφ∗dφ
2πi
e−|φ|
2 |φ〉 〈φ| = I, (A2)
where the factor e−|φ|
2
compensates for the fact that the
squared norm of |φ〉 is 〈φ|φ〉 = e|φ|2 . Our notation for the
integral measure is related to that used in other papers
by
dφ∗dφ
2πi
=
dℜ(φ)dℑ(φ)
π
,
where ℜ(φ) and ℑ(φ) denote the real and imaginary parts
of φ.
The generalization to multiple degrees of freedom is
straightforward and gives coherent states |Φ〉 specified
by their eigenvalues φk for each annihilation operator aˆk;
the closure relation in this case reads∫ ∏
k
dφ∗kdφk
2πi
e−
∑
k
|φk|2 |Φ〉 〈Φ| = I. (A3)
Consider the propagator from some initial coherent
state |Φi〉 at time 0 to a final coherent state |Φf 〉 at time t:
〈Φf | e−iHˆt |Φi〉 (with Hˆ =
∑
k ωkaˆ
†
kaˆk). Performing the
Trotter decomposition of the time evolution, inserting the
resoution of the identity (A3) at every intermediate step
and taking the continuum limit, one obtains the path
integral
〈Φf | e−iHˆt |Φi〉 =
∫ φ∗k(t)=φ∗kf
φk(0)=φki
Dµ(φk, φ∗k)
eΓ[φk,φ
∗
k]+iS[φk,φ∗k], (A4)
where the variables φk, φ
∗
k have become time-dependent
fields and we have absorbed the denominators 2πi
into the definition of the symbolic functional measure
Dµ(φk, φ∗k). The first term in the exponent
Γ[φk, φ
∗
k] :=
1
2
∑
k
(
φ∗kfφk(t) + φ
∗
k(0)φki
)
is a boundary term (note that the boundary conditions
in (A4) fix φk(0) and φ
∗
k(t), but not φ
∗
k(0) and φk(t),
which are separate, independent variables [7, 8]), and the
action S[φk, φ∗k] is
S[φk, φ∗k] :=
∫ t
0
dt′
(
i
2
∑
k
(
φ∗k(t
′)φ˙k(t′)
−φ˙∗k(t′)φk(t′)
)
−H (φ∗k(t′), φk(t′))
)
where H (φ∗k(t
′), φk(t′)) :=
∑
k ωkφ
∗
k(t
′)φk(t′).
The propagator (A4) is the result of averaging two dif-
ferent prescriptions for the continuum limit, which would
otherwise give just one time-derivative term in the action
and either the initial or the final part of the boundary
term Γ[φk, φ
∗
k] (see e. g. Negele and Orland [7]). Both
choices yield correct results if viewed as mere formal ex-
pressions for the underlying discrete path integral; how-
ever, the symmetrized prescription we have used has the
advantage of giving an object which can be consistently
used in the continuum without referring to the discrete
expression, making it easier and more natural to work
with [8, 21].
2. Spin coherent-state path integral
The state space of a qubit is spanned by the ‘up’
and ‘down’ orthogonal spin states |↑〉 and |↓〉, which are
mapped onto each other by the raising and lowering op-
erators σ+ and σ−:
σ+ |↓〉 = |↑〉 , σ− |↑〉 = |↓〉 (A5)
σ+ |↑〉 = σ− |↓〉 = 0. (A6)
There are two equivalent definitions of spin coherent
states, based on the choice of |↑〉 or |↓〉 as a reference state
analogous to |0〉 in the bosonic case. Taking |0〉 := |↓〉
6(and using the notation |1〉 for |↑〉 from now on), define
the normalized coherent state
|z〉 := 1√
1 + |z|2 e
zσ+ |0〉 (A7)
where z ∈ C. For general representations of SU(2)/U(1)
with spin s 6= 12 , an analogous definition applies, with the
square root at the denominator replaced by the power of
s in order to keep the states normalized [16–19].
The states are clearly overcomplete, since no coherent
state defined this way can be orthogonal to |0〉, and the
overlap between two coherent states |z〉 and |z′〉 is
〈z|z′〉 = 1 + z
∗z′√
(1 + |z|2)(1 + |z′|2) ;
the resolution of the identity for spin coherent states is∫
dz∗dz
2πi
2
(1 + |z|2)2 |z〉 〈z| = I. (A8)
Geometrically, this definition is related to the stereo-
graphic projection of the Bloch sphere: the complex pa-
rameter z = tan
(
θ
2
)
eiφ, where θ ∈ [0, π] and φ ∈ [0, 2π),
uniquely determines the Bloch vector corresponding to
the state |z〉 through
n(z) =
(
2ℜ(z)
1 + |z|2 ,
2ℑ(z)
1 + |z|2 ,
|z|2 − 1
1 + |z|2
)
, (A9)
z(n) =
nx + iny
1− nz (A10)
and the measure in (A8) gives the area element on the
Bloch sphere. Note that in the limit |z| −→ ∞ the Bloch
vector approaches n(∞) = (0, 0, 1), which corresponds
to |1〉, regardless of the phase of z, emphasizing the iso-
morphism between SU(2)/U(1), the unit sphere and the
one-point compactified complex plane.
The propagator from a state |zi〉 at time 0 to a state
|zf 〉 at time t with the dynamics given by a Hamiltonian
Hˆ is
〈zf | e−iHˆt |zi〉 =
∫ z∗(t)=z∗f
z(0)=zi
Dµ(z, z∗) eΓ[z,z∗]+iS[z,z∗],
(A11)
where Dµ(z, z∗) is the path-integral measure, which in-
cludes all factors in (A8), Γ[z, z∗] is a boundary term and
S[z, z∗] the effective action for the fields z and z∗. The
structure of these terms is
Γ[z, z∗] :=
1
2
log
(
(1 + z∗(0)zi)(1 + z∗fz(t))
(1 + |zi|2)(1 + |zf |2)
)
,
where again only z(0) and z∗(t) are fixed by the boundary
conditions, but not z∗(0) and z(t), and
S[z, z∗] :=
∫ t
0
dt′
(
i
2
z∗(t′)z˙(t′)− z˙∗(t′)z(t′)
1 + |z(t′)|2
−H (z(t′), z∗(t′))
)
.
The term with the time derivatives of the fields has a
geometrical interpretation as an external differential on
the spherical state manifold, and gives rise to a Berry
phase in closed-contour path integrals such as the par-
tition function for the spin: this Berry-phase term was
found to have relevant implications in certain problems,
such as the quantum-to-classical mapping of the phase
transition theory for the subohmic spin-boson model [20].
In general, determining the form ofH (z(t′), z∗(t′)) is a
nontrivial task. Many papers define it as 〈z(t′)| Hˆ |z(t′)〉,
the limit of the object 〈zi+1| Hˆ |zi〉 up to leading order
in the timestep ∆t as ∆t −→ 0 (see e. g. the deriva-
tions in Refs. [18] or [19]). However, calculations using
this form of H (z(t′), z∗(t′)) in the continuum limit have
long been known to give inconsistent results for some sys-
tems [19, 22]. It has often been said that the blame for
this lies in the continuum limit being merely formal and
not to be taken as a mathematically legitimate operation,
and that the correct way to deal with doubtful situations
is to perform all calculations in the discrete case and take
the continuum limit only at the end. This is tantamount
to deriving each result from scratch instead of using the
continuous path integral as a convenient, reliable and
well-established tool, which defeats the purpose of using
path integrals in the first place, and is arguably one of the
reasons for the failure of SU(2) coherent-state path inte-
grals to attain quite the same popularity and widespread
use as more standard techniques routinely and safely em-
ployed in quantum and statistical mechanics or quantum
field theory.
However, Kordas and coworkers have shown in recent
work [22] that this is not the case, and described a pre-
scription for deriving H (z(t′), z∗(t′)) from Hˆ which con-
sistently yields correct results. They point out that the
object weighting the paths in the standard Feynman path
integral is the classical action of the system, and that
an analogous object should be sought for spin problems
as well, a subtlety which is not so apparent for infinite-
dimensional systems. Applying the Holstein–Primakoff
transformation to the SU(2) representation at hand in
order to define effective creation and annihilation opera-
tors, they proceed to express Hˆ in terms of the effective
position and momentum operators associated with them,
and then take the expectation value of these degrees of
freedom on the state |z(t′)〉; the result coincides with
〈z(t′)| Hˆ |z(t′)〉 in the s −→∞ limit and for s = 12 , which
is the case we are interested in, but generally differs from
it by s-dependent terms.
3. Influence functional for the spin-boson problem
The main reason for introducing coherent-state path
integrals for our system is that it is necessary to use path
integrals over continuous bases in order to take the con-
tinuum limit in an unambiguous way [20], and hence con-
sistently perform the Gaussian integration of the bosonic
7fields. With the definitions given above, we now rephrase
the original problem in the path-integral language and
eliminate the bosons in favor of the influence functional,
from which we will derive the results presented in the
main text.
The object 〈Oˆ(t)〉J = Tr
(
Oˆe−iHˆtρˆ0eiHˆt
)
takes the fol-
lowing path-integral form:
〈Oˆ(t)〉J =
∫ z∗f
zi
Dµ(z, z∗)
∫ z′∗i
z′
f
Dµ(z′, z′∗)
∫ φ∗kf
φki
Dµ(φk, φ∗k)
∫ φ′∗ki
φ′
kf
Dµ(φ′k, φ′∗k ) eΓS[z,z
∗]+ΓB[φk,φ
∗
k]+Γ
∗
S[z
′,z′∗]+Γ∗B[φ
′
k,φ
′∗
k ]
O(z′f , z
∗
f )ρ0(zi, z
′∗
i , φki, φ
′∗
ki)e
i(S[z,z∗,φk,φ∗k]−S∗[z′,z′∗,φ′k,φ′∗k ]). (A12)
Here the limits of the integrals were written out ex-
plicitly for the sake of clarity, but they are understood
to be integrated over. The notation O(z′f , z
∗
f) and
ρ0(zi, z
′∗
i , φki, φ
′∗
ki) indicates that the operators are ex-
panded in the coherent-state basis |z, φk〉 (we did not
write any dependence on the bosonic variables for Oˆ be-
cause it is assumed to be of the form OˆS ⊗ IB). The two
sets of fields are the dynamical variables of the two inde-
pendent path integrals representing the time evolution of
the ‘ket’ part (z, z∗, φk, φ∗k) and of the ‘bra’ part (z
′, z′∗,
φ′k, φ
′∗
k ) of the density matrix: the Hermitian-conjugate
time evolution of the ‘bra’ part also brings in a minus sign
in front of the relevant action functional in the exponent.
The two actions are
S[z, z∗, φk, φ∗k] :=
∫ t
0
dt′
(
i
2
z∗(t′)z˙(t′)− z˙∗(t′)z(t′)
1 + |z(t′)|2 +
ǫ
4
nz(z(t
′)) +
∆
4
nx(z(t
′))
+
∫ ∞
0
dk
(
i
2
(
φ∗k(t
′)φ˙k(t′)− φ˙∗k(t′)φk(t′)
)
− ωkφ∗k(t′)φk(t′)
)
+
λ
4
nz(z(t
′))
∫ ∞
0
dk h(ωk) (φk(t
′) + φ∗k(t
′))
)
(A13)
and its complex conjugate S∗[z′, z′∗, φ′k, φ′∗k ], where in
the effective free spin Hamiltonian H (z(t′), z∗(t′)) =
− ǫ4nz(z(t′))− ∆4 nx(z(t′)) (see definition (1) in the main
text) we have ignored the standard renormalization coun-
terterm necessary for consistently integrating out the
bath from (A12) [9, 10], which in our case is just a
constant—it is proportional to σ2z = IS—and cancels out
in the exponent of the path integral. On the other hand,
note that the phases accumulated in the two parts of the
evolution add up. The replacements σi −→ − 12ni(z(t′))
in the spin Hamiltonian are the result of the prescription
to compute H (z(t′), z∗(t′)) for spin 1/2.
The path integral (A12) is Gaussian in the continu-
ous bosonic variables, which may therefore be integrated
out analytically, leaving a path integral in the spin fields
alone with the primed and unprimed variables coupled
inside the influence functional: this is analogous to the
mixing caused by the partial trace over the bath degrees
of freedom in the canonical formalism.
Following the standard rules of path integration, we
carry out the Gaussian integral by completing the square
and find the result
〈Oˆ(t)〉J = N
∫ z∗f
zi
Dµ(z, z∗)
∫ z′∗i
z′
f
Dµ(z′, z′∗) eΓS[z,z∗]+Γ∗S[z′,z′∗]O(z′f , z∗f )ρ0(zi, z′∗i )ei(SS[z,z
∗]−S∗S [z′,z′∗])−Φ[z,z∗,z′,z′∗,J];
(A14)
the overall normalization constant N , corresponding to
the value of the Gaussian integral with the completed
square, is irrelevant to our purposes and will be dropped
from now on.
The bosonic boundary terms appearing in (A12) vanish
if the initial state of the bath is thermal, because the
bosonic thermal state ρ0(φk, φ
∗
k, β) may be regarded as a
path integral in imaginary time, with the endpoints fixed
by the values of φk and φ
∗
k: these are the very values
from which the left and right propagators start and the
trace operation makes the other ends of the propagators
meet, closing the so-called Keldysh contour over itself
8and effectively removing the boundaries at which such
terms would emerge.
Moreover, in the new path integral (A14) only the
initial density matrix of the spin appears: the initial
state of the bath must be assumed Gaussian in order
for this simple integration step to be possible, and all
necessary information about it is stored in the functional
Φ[z, z∗, z′, z′∗, J ].
Finally, in the path integral we now have the free
spin actions SS[z, z∗] and S∗S [z, z∗] (defined as in (A13)
without the parts involving bosonic fields) in the ex-
ponent, and the Feynman–Vernon influence functional
e−Φ[z,z
∗,z′,z′∗,J], whose exponent for the case of a ther-
mal initial state of the bosons reads
Φ[z, z∗, z′, z′∗, J ] :=
λ2
16
∫ t
0
dt′
∫ t′
0
dt′′
(
nz(z(t
′))− nz(z′(t′))
)(
ξJ (t
′ − t′′)nz(z(t′′))− ξ∗J (t′ − t′′)nz(z′(t′′))
)
, (A15)
where ξJ(t) is the bath correlation function defined in the
main text.
4. Derivation of the error bounds
Since ξJ (t), and hence Φ[z, z
∗, z′, z′∗, J ], is linear in
J , the influence functional for a spectral density J(ω) =
J0(ω) + ∆J(ω) can be written as a product:
e−Φ[z,z
∗,z′,z′∗,J] = e−Φ[z,z
∗,z′,z′∗,J0]−Φ[z,z∗,z′,z′∗,∆J]
= e−Φ[z,z
∗,z′,z′∗,J0]e−Φ[z,z
∗,z′,z′∗,∆J].
Therefore, we can think of 〈Oˆ(t)〉J as an expectation
value over a bath with spectral density J0(ω) reweighted
with the functional e−Φ[z,z
∗,z′,z′∗,∆J].
Writing out only e−Φ[z,z
∗,z′,z′∗,∆J] as a series and us-
ing Eq. (4) from the main text to return to the opera-
tor formalism, one immediately obtains the form (5) for
∆〈Oˆ(t)〉. A first obvious step towards bounding its mag-
nitude is to apply the triangle inequality to it and bound
each statistical average separately:
|∆〈Oˆ(t)〉| ≤
∞∑
n=1
|〈Oˆ(t)T (−Φˆ[hˆI, hˆ′I,∆J ])n〉J0 |
n!
. (A16)
Now we need to study the nth-order term in the sum.
Defining
∆ξ(t) := ξJ(t)− ξJ0(t)
= ξ∆J(t)
and its complex conjugate ∆ξ∗(t), at first order we have
〈Oˆ(t)T (−Φˆ[hˆI, hˆ′I,∆J ])〉J0 = −
∫ t
0
dt′
∫ t′
0
dt′′
(
∆ξ(t′ − t′′)
(
Tr(Oˆ(t)hˆI(t
′)hˆI(t′′)ρˆ0)− Tr(Oˆ(t)hˆI(t′′)ρˆ0hˆI(t′))
)
+∆ξ∗(t′ − t′′)
(
Tr(Oˆ(t)ρˆ0hˆI(t
′′)hˆI(t′))− Tr(Oˆ(t)hˆI(t′)ρˆ0hˆI(t′′))
))
. (A17)
Increasing n (and ignoring the denominator n! for the mo-
ment), each new power of−Φˆ[hˆI, hˆ′I,∆J ] brings in its own
independent time integrations, ∆ξ(t′ − t′′), ∆ξ∗(t′ − t′′)
and two hˆI or hˆ
′
I operators inside the correlation func-
tions, placed to the left or to the right of ρˆ0 in all pos-
sible ways, which quadruple the number of trace terms.
Hence, the nth-order term in the series has the form of a
2n-fold time integral of a linear combination of 4n trace
terms, each coming in with a prefactor
ξi1...ip(t1, . . . , tn) :=
p∏
m=1
∆ξ(tim)
∏
j 6=i1 ,...,ip
∆ξ∗(tj)
with p ≤ n and a sign depending on p and the oper-
ator placement inside the trace. Therefore, to bound
|〈Oˆ(t)T (−Φˆ[hˆI, hˆ′I,∆J ])n〉J0 |, we take the absolute value
inside the time integrals and apply the triangle inequal-
ity to the integrand to bound each trace term separately.
Note that at this stage the distinction between ∆ξ(t) and
∆ξ∗(t) no longer matters, because for all p, r ≤ n we have
|ξi1...ip(t1, . . . , tn)Tr(Oˆ(t)T (hˆn+rI )ρˆ0T ∗(hˆn−rI ))|
= |ξi1...ip(t1, . . . , tn)||Tr(Oˆ(t)T (hˆn+rI )ρˆ0T ∗(hˆn−rI ))|
= |ξ1...n(t1, . . . , tn)||Tr(Oˆ(t)T (hˆn+rI )ρˆ0T ∗(hˆn−rI ))|
=
n∏
i=1
|∆ξ(ti)||Tr(Oˆ(t)T (hˆn+rI )ρˆ0T ∗(hˆn−rI ))|,
where the notation hˆmI is a shorthand for m hˆI(t) oper-
ators at different times and T ∗ denotes inverse time or-
9dering, in accordance with the Hermitian-conjugate time
evolution of the right part of ρˆ0.
The operator traces |Tr(Oˆ(t)T (hˆn+rI )ρˆ0T ∗(hˆn−rI ))| can
be bounded using the singular-value decomposition:
defining the operator norm
||Oˆ|| := ||Oˆ||∞ = σ1(Oˆ),
where σ1(Oˆ) is the highest singular value of the operator
Oˆ, we have
|Tr(Oˆ(t)T (hˆn+rI )ρˆ0T ∗(hˆn−rI ))| ≤ ||Oˆ|| ||hˆI||2n
since ||ρˆ0|| ≤ 1. This bound is independent of both the
positions and the time arguments of the interaction op-
erators hˆI(ti) inside the trace, so it can be factored out
of the whole expression, leaving a sum of 4n identical
integrals:
|〈Oˆ(t)T (−Φˆ[hˆI, hˆ′I,∆J ])n〉J0 |
≤ ||Oˆ|| ||hˆI||2n4n
(∫ t
0
dt′
∫ t′
0
dt′′ |∆ξ(t′ − t′′)|
)n
= ||Oˆ||
(
λ2
∫ t
0
dt′
∫ t′
0
dt′′ |∆ξ(t′ − t′′)|
)n
,
(A18)
where we have used ||hˆI||2 = λ24 . Summing all the terms
of the series (A16), one therefore arrives at the bound
stated in Eq. (6) of the main text.
Appendix B: Results for some common spectral
densities
We have computed the correlation functions corre-
sponding to several common spectral densities (which
may just as well be used as variations), and analyzed their
compliance with condition (8) in the main text, which en-
sures that the strongest of our two bounds Eq. (9) applies.
Here we show our findings.
Ohmic spectral density
For an ohmic spectral density with an exponential cut-
off J(ω) = πωe−ω/Ω, the correlation function is
ξ(t) =
ψ(1)
(
1+iΩt
βΩ
)
+ ψ(1)
(
1−iΩt
βΩ
)
β2
+
Ω2
(Ωt− i)2 , (B1)
where ψ(n)(z) := d
n
dzn
Γ′(z)
Γ(z) is the polygamma function
of order n. This correlation function is absolutely in-
tegrable, because it has no singularities at any posi-
tive t and its real and imaginary parts fall off at infin-
ity as 1t2 and
1
t3 , respectively. Therefore, modifying a
given spectral density by adding or removing an ohmic
contribution—or changing the coefficient of an existing
one—affects expectation values by introducing an error
bounded by (9).
Superohmic spectral densities
The correlation function for superohmic densities with
integer exponents J(ω) = πωne−ω/Ω can easily be deter-
mined by differentiating the ohmic result with respect to
− 1Ω : for any given n we have
ξ(t) =
ψ(n)
(
1+iΩt
βΩ
)
+ ψ(n)
(
1−iΩt
βΩ
)
(−β)n+1 − n!
( −iΩ
Ωt− i
)n+1
,
(B2)
where the temperature-dependent term falls off as 1tn and
the real and imaginary parts of the remaining term both
decrease faster than this (proportionally to 1tn+1 and
1
tn+2 ,
with the (−i)n+1 at the numerator switching the real and
imaginary parts from one value of n to the next). In
general, since a higher n makes the correlation function
decay faster, spectral densities of this type also satisfy
the condition for the stronger bound.
Subohmic spectral density
We could not compute the full correlation function
for a subohmic spectral density of the form J(ω) =
π
√
ωe−ω/Ω, but we derived the limiting expressions at
zero and infinite temperature:
ξβ−→∞(t) =
√
Ω3
π
ei
3
4
arctan(Ωt)
2(1 + Ω2t2)
3
4
, (B3)
ξβ−→0(t) =
1
β
√
2Ω
π
1 +
√
1 + Ω2t2
1 + Ω2t2
+ i
√
Ω3
π
sin
(
3
4 arctan(Ωt)
)
2(1 + Ω2t2)
3
4
. (B4)
At zero temperature, the time decay is sufficiently fast
for condition (8) to hold, while the infinite-temperature
case gives a slow fall-off proportional to 1√
t
; however,
since the correlation function does decay, the double time
integral
∫ t
0
dt′
∫ t′
0
dt′′ |ξ(t′ − t′′)| must scale slower than t2,
so it would be possible in principle to derive an interme-
diate bound for this case, at least numerically.
Single Dirac-delta mode
Changing a given spectral density by adding or sub-
tracting a mode with a specific frequency is a common
practice in phenomenological modeling. However, when
the mode is undamped, i. e. a Dirac delta centered at
some frequency ω0, this obviously yields a correlation
function which oscillates indefinitely. In this case, only
the bound (7) applies.
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Single antisymmetrized Lorentzian mode
It is often more realistic to treat individual modes using
antisymmetrized Lorentzian peaks of the form J(ω) =
ω
((ω+Ω)2+Γ2)((ω−Ω)2+Γ2) , corresponding to damped har-
monic oscillators coupled to the central system. This
both gives them a finite width (and hence dissipation
properties) and provides an extremely versatile tool for
constructing structured spectral densities to fit experi-
mental data or simulate complex baths, as discussed in
the main text and references therein.
For such a spectral density, the correlation function
takes the form
ξ(t) = − 2
β
∞∑
k=1
νke
−νkt
(Ω2 + Γ2 − ν2k)2 + 4Ω2ν2k
+
e−Γt
8ΩΓ
(
coth
(
β
2
(Ω + iΓ)
)
eiΩt
+coth
(
β
2
(Ω− iΓ)
)
e−iΩt + 2i sin(Ωt)
)
,
(B5)
where νk :=
2πk
β are the Matsubara frequencies, and
decays exponentially, satisfying (8) because the series
in (B5) converges after integration.
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