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RESUMEN
En este documento se utiliza la optimización por 
cúmulo de partículas (PSO) para la determinación 
de los parámetros del motor de inducción. El error 
entre la corriente de salida medida en el estator de 
un motor de inducción y su modelo es usado como 
criterio para ajustarlos parámetros requeridos. Se 
realizan simulaciones digitales en operación sin 
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
	
 		 
 
  
	 	
Palabras clave: Cúmulo de partículas, Motor de inducción, Optimización, Parámetro.
Key words: 	!"
	#		$	
Determinación de los parámetros de un motor 
de inducción utilizando un algoritmo de 
optimización por cúmulo de partículas (PSO) 
	


	








ALFONSO ALZATE GÓMEZ
"	%		M	"	&%'	Doctor en Automática. Docente 
Titular de la Universidad Tecnológica de Pereira. Pereira, Colombia. alalzate@utp.edu.co
JAVIER ALEJANDRO ORJUELA MONTOYA
"	%		"	

*+	


%&%'	%		


"+%
-		

/	
		+	0123	
ANDRÉS RICARDO HERRERA OROZCO
"	%		"	

*+	


%&%'	%		


"+%
-		

/	
		+	
415263	
Clasificación del artículo: investigación (Conciencias)
Fecha de recepción: mayo 2 de 2009                                                                                                   Fecha de aceptación: noviembre 17 de 2009
computacional. Finalmente se muestra el esquema 

	
		
7	
ABSTRACT
This document uses particle swarm optimization 
(PSO) for determining the parameters of induc-
tion motor. The error between the measured actual 
stator current output of an induction motor and its 
model is used as the criteria to correct the required 
parameters. Digital simulations no-load operations 
are used to identify the parameters. A comparison 
of two variants of the PSO algorithm (local PSO 
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each one and computational time is determined. 
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is implemented.
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La máquina de inducción ha sido ampliamente 
usada e investigada intensivamente en campos de 
ingeniería por varias décadas. El conocimiento de 
los parámetros del motor de inducción es la piedra 
angular en el diseño, fabricación, evaluación y 
		
7	<=0

rotor no puede ser medido directamente, ya que 
presenta una característica altamente no lineal. La 
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da para la reconstrucción de funciones desconocidas 
u objetos difíciles de medir que aparecen como 
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en sistemas de ecuaciones diferenciales [1]. En los 
últimos años muchas investigaciones se han enfo-
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Los sistemas de control de alto rendimiento para un 
motor de inducción siempre se basan en el conoci-
miento de los parámetros del motor. Estos se utilizan 
en la unidad controladora, por lo tanto es necesaria la 
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marcha. Sin embargo, ya que todos los parámetros 
inevitablemente pueden variar durante el funciona-
miento del motor; a menudo es deseable para mejorar 
el rendimiento de la unidad  mediante la adición de 
un estimador de parámetros en línea [2].
Además, los investigadores se han centrado en la 
utilización de sistemas de control de velocidad y 
control del par, entre otros. Entre los tipos de control 
está el vectorial, el cual es muy usado porque es un 
método de control que alcanza una respuesta muy 
rápida en el torque y presenta características de con-
trol similares a los de motores de DC de excitación 
independiente. Esta técnica de control utiliza los 
parámetros del motor de inducción que varían de 
acuerdo con la temperatura y la no linealidad causada 
por el efecto piel y la saturación.Entonces, se hace 
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línea [3].También los parámetros se pueden utilizar 
para la vigilancia o detección de fallos en el motor de 
inducción, en el cual cada parámetro eléctrico indica 
el estado interno de los componentes [4].
La optimización por cúmulo de partículas (PSO) 
es una técnica reciente para la solución de proble-
mas.Esta técnica está inspirada en los ejemplos 
biológicos de insectos sociales como las hormigas, 
termitas, abejas, avispas y por enjambres, manadas, 
bandadas y otros comportamientos sociales en 
vertebrados tales como los bancos de peces y las 
bandadas de aves. Los algoritmos de inteligencia 
de enjambre tienen una enorme ventaja sobre otros 
tipos de métodos de optimización matemática. 
Estos sólo requieren conocer los valores que toma 
la función objetivo para cada una de las soluciones 
candidatas para poder proponer nuevas y mejores 
soluciones. Entonces, las características de la 
función objetivo, tales como diferenciabilidad y 
continuidad, no son necesarias.
En este documento la optimización por cúmulo de 
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de los parámetros del motor de inducción.
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El modelo dinámico del motor de inducción con 
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estacionario se describe como se muestra a con-
tinuación:
con-ciencias
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                                                                     (1)
Con:
Donde:
 Rs y R  resistencias de estator y rotor.
 Lsy L  inductancias  de estator y rotor.
 Lm  inductancia de magnetización.
 	
9
   constante de tiempo del rotor.
   velocidad eléctrica del rotor.
 u	 y usq  voltajes del estator en eje-d (directo)  
              y eje-q (cuadratura).
 i	 e isq  corrientes del estator en eje-d (directo)
                   y eje-q (cuadratura).
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Los algoritmos basados en nubes (también enjam-
bre o cúmulos) de partículas se aplican en diferen-
tes campos de investigación para la optimización 
de problemas complejos. Como ya se ha dicho 
anteriormente, el algoritmo PSO es una técnica 
metaheurística poblacional basada en la naturaleza 
(algoritmo bioinspirado), en concreto, en el com-
portamiento social del vuelo de las bandadas de 
aves y el movimiento de los bancos de peces. Es 
una técnica relativamente reciente [5, 6, 7]. PSO 
fue originalmente desarrollado en Estados Unidos 
por el sociólogo James Kennedy y por el ingeniero 
Russ C. Eberhart, en 1995.
En el funcionamiento básico del PSO los individuos 
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
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a las de aquellos con mas éxito en su entorno. Con 
el tiempo, los individuos de un entorno tienen un 
conjunto de opiniones bastante relacionado. Mas 
&		
del vuelo de las bandadas de aves en busca de co-
mida. La estrategia lógica por utilizar es seguir al 
ave que está mas cerca de la comida. Cada ave se 
modela como una partícula con una solución en el 
espacio de búsqueda que está siempre en continuo 
movimiento y nunca se elimina o muere.
%
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timización por cúmulo de partículas es mostrado 
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con-ciencias
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optimización por cúmulo de partículas.
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El PSO es un sistema multiagente. Las partículas 
son agentes simples que se mueven por el espacio 
de búsqueda, guardan y posiblemente comunican la 
mejor solución que han encontrado. El movimiento 
de las partículas por el espacio está guiado por las 
partículas que tienen la mejor solución del momento.
Las principales características del algoritmo PSO 
son las siguientes [5]:
Y En PSO los agentes de búsqueda (partículas) 
intercambian información. Las partículas modi-
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
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de las partículas de su vecindario. 
Y PSO almacena la experiencia propia o la histo-
ria de cada agente. La partícula decide su nueva 
dirección en función de la mejor posición por 
la que pasó anteriormente.
Y Suele tener una convergencia rápida a buenas 
soluciones. 
Y La población del algoritmo se inicia de forma 
aleatoria y evoluciona iteración tras iteración.
Y La búsqueda persigue siempre la solución más 
óptima posible.
Y La búsqueda se basa exclusivamente en los 
valores de la función objetivo.
Y PSO trabaja con la información del problema 
9
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Y Es una técnica estocástica referida en fases 
(inicialización y transformación). 
Y PSO tiene operadores de movimiento pero no de 
evolución, como la mutación o el cruzamiento. 
Y PSO no crea nuevas partículas durante su ejecu-
ción, sino que siempre son las mismas partículas 
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
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de inducción el principio e implementación de 
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4.1.   Principio de implementación de la 
determinación de parámetros
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de parámetros del motor de inducción. El error entre 
la corriente actual de salida del estator del motor de 
inducción y la corriente de salida del modelo es usado 
como criterio para corregir los parámetros del modelo, 
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inducción son las corrientes del estator (i	 e isq) y las 
salidas del modelo eléctrico son î	 e îsq .
Dejando: 
La ecuación 1 se convierte en:
                                                                     (2)
con-ciencias
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Figura 2.%7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del motor de inducción.
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Dónde:
Las matrices B y C son idénticas a las matrices B 
y C de la Ec. (1).
En el marco del rotor, las corrientes y voltajes del 
estator son adquiridos por la siguiente conversión 
de coordenadas:
                                                                     (3)
                                                                     (4)
Como una forma conveniente, el vector de paráme-
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                                                                    (5)
Dónde:
                                                                    
De esta forma la matriz À será escrita como:
Las Ec. (2), (3) y (4) deben ser discretizadas para 
poder trabajar con el algoritmo de optimización 
(optimización por cúmulo de partículas).
X
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5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	
î	 e 
îsq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
por la imposición de la misma señal de entrada que 
para el sistema real (u	 y usq). La respuesta i	 e isq del 
sistema real y la respuesta î	 e îsq del sistema calcu-
lado pueden ser comparadas mediante una función 
de error cuadrático [8]; esta será la función de costo 
por evaluar en el algoritmo de optimización:
                                                                    (6)
Donde K denota el número de puntos de prueba 
(número de muestras de la señal) [3].
 4.2.   Implementación de la identificación de   
 parámetros usando PSO
Para la adaptación del algoritmo PSO al modelo 
dinámico primero se inicia la descripción del algo-
ritmo PSO, estudiando la anatomía de la partícula. 
Una partícula está compuesta de tres vectores y dos 
valores de 
	 (también conocida como bondad, 
adaptación, capacidad, adecuación o ), con 
respecto al problema considerado [9]: 
con-ciencias
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Tres vectores:
Y El vector Xi = ( 1, 2, ... , N ) almacena la 
posición actual de la partícula. En nuestro caso 
este vector está compuesto de cinco valores que 



ki. 
Y El vector i (i,1, i,2, 
i,N ) almacena la posición de la mejor 
solución encontrada por la partícula hasta el 
momento.
Y El vector de velocidad Vi = (v1, v2, ... , vN) 
almacena la dirección según la cual se moverá 
la partícula.
Dos valores de 
	
Y El valor de 
	, almacena el valor de 
adaptación o adecuación de la posición actual 
correspondiente al vector Xi; es decir, almacena 
el valor de la función de costo evaluada en la 
partículaXi.
Y El valor de 
	i almacena el 
valor de adecuación de la partícula con mejor 
solución local encontrada hasta el momento, 
correspondiente al vector i.
La descripción del proceso algorítmico es la si-
guiente:
1. La nube se inicia generando las posiciones 
(de forma aleatoria, regular o combinación de 
ambas).
2. Se generan las velocidades aleatoriamente en 
 	 	
 Z~max, vmax], no es 
	0Z1^
3. Se calcula la 
	 de cada partícula y se 
actualizan los valores de 
	i y 

	i. 
4. Las partículas se mueven en cada iteración 
desde una posición del espacio de búsqueda 
hasta otra. Al vector de posición Xi se le añade 
el vector velocidad Vi para obtener un nuevo 
vector Xi
5. Con la nueva posición de la partícula se calcula 
y actualiza 
	i.
6. Si el nuevo valor de 
	 es el mejor en-
contrado por la partícula  hasta el momento, 
se actualizan los valores de i y 

	i. 
7. Si el nuevo valor de 
	ies el 
mejor encontrado por la nube de partículas 
hasta el momento, se actualizan el valor de 
la mejor posición de la nube  y su 

	. 
8. El vector velocidad de cada partícula es mo-
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-
locidad anterior, un componente cognitivo y 
un componente social. El modelo matemático 
resultante, y que representa el corazón del 
algoritmo PSO, viene representado por las 
siguientes ecuaciones:
                                                                    (7)
                                                                    (8)
Para 1,2,3, ... , P =
Dónde:
 Xi
t   		 
  & i en la
                iteración t.
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 i en la
               iteración t.
  
 t 9
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			t.
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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7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
                   tes cognitivo y social.
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                           la partícula i hasta el momento, 
                           que posee la mejor solución.
 		
&
             cula con la mejor solución o aptitud
                          de la nube de partículas.
 P
&7
9.  Si el nuevo valor de 
	 que co-
rresponde a la mejor solución encontrada por 
la nube de partículas (en este caso corresponde 
a la respuesta i	 e isq del sistema real y la res-
puesta i	 e isq del sistema calculado comparadas 
mediante una función de error cuadrático) es 
menor que una tolerancia, entonces se debe 
parar; en caso contrario ir al paso 5.
%  \    		 
 
&	
	=4
de línea discontinua representan la dirección de los 
			=4

discontinua representa la velocidad actual de la 
&=4
&	
dirección que toma la partícula para moverse desde 
la posición actual hasta la nueva posición.
	9				
del algoritmo PSO el valor de la velocidad no debe 
llegar a ser muy grande durante la ejecución. Limi-
tando la velocidad máxima de cada vector velocidad 
(Vmáx) y reduciendo gradualmente su valor se consi-
gue mejorar el rendimiento del algoritmo. Se propone 
una nueva función no lineal modulada de adaptación 
de factor de inercia con el tiempo para mejorar el 
rendimiento del algoritmo PSO. Esta adaptación 
dinámica del algoritmo PSO propone actualizar la 
relación de la velocidad en la N-ésima dimensión de 
acuerdo con la siguiente relación [1, 11]:
                                                                    (9)
Dónde:
 
;
					
 min;
		
 t

			
Y 
		
 t ;
				t.
 n
	

	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Figura 3.	
		
&
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Una elección de  puede asegurar el hecho de que 
durante las siguientes iteraciones se decrezca más 
rápidamente que en el caso lineal, el cual es muy 
conveniente en el algoritmo para determinar la 
región optima entre las subregiones prometedoras 
para el óptimo ya descubiertas [11].
El tamaño de la nube de partículas juega también 
un papel importante, ya que determina el equilibro 
entre la calidad de las soluciones obtenidas y el 
número de iteraciones necesarias hasta llegar a una 
buena solución (tiempo computacional).
()	

	    
 	
	
jaula de ardilla trifásico, el cual fue tomado del 
simulink de 

!. Se tomaron las corrientes de 
salida del estator (i	 e isq) del motor y la velocidad 
mecánica del eje del rotor, además se tomaron los 
voltajes del estator (u	 y usq).
Las corrientes i	 e isqson las utilizadas por la fun-
	0	%

con las que serán calculadas por el algoritmo de 
optimización mediante el ajuste de los parámetros.
Además, los voltajes u	 y usq son los mismos que los 
transformados por la Ec. (4); estos son las entradas 
para el cálculo de las corrientes del estator i	 e isq.
El algoritmo de optimización por cúmulo de partí-
culas (PSO) fue implementado usando el entorno 
de 

!.
La tabla 1 muestra los valores reales de los paráme-
tros del motor de inducción calculados por pruebas 
convencionales.
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Figura 4. Sistema simulado en el simulink de 

! para la toma de datos.
Parámetro Variable Valor [real]
Resistencia del estator Rs \
"
	
 L 15
Resistencia del rotor R 5611
"
	
 L 15
"
	

magnetización
Lm 126
El motor de inducción utilizado tiene un voltaje nomi-

55				
de 3,75A, velocidad nominal 1.660 RPM, frecuencia 
$5
	
1
Se calculó el vector de 
!	
 reales a partir de 
laEc. (5). Los 
!	
 reales calculados a partir de 
los parámetros de la tabla 1 se muestran en la tabla 2.
"
!	
 #

k1 766,7862
k2 2.443,2867
k3 133,4935
k4 2,6540
k5 18,3027
Los parámetros de los algoritmos PSO local y PSO 
global tomados para la realización de los experi-
mentos fueron los siguientes:
Tabla 1. Datos del motor de inducción.
Tabla 2. Lambdas reales de la máquina de inducción de 
155
Parámetro 
Valor
PSO Local PSO Global
Dimensiones del problema 5 5
Número de partículas 50 50
Número de partículas por grupo 5 -
Velocidad 2 2
"				 0,7 0,7
"	 0,2 0,2
1 1,494 1,494
2 1,494 1,494
El rango de iniciación de los valores de lambdas para 
las partículas se tomó con una variación del ±10% 

ki real. Ahora bien, los resultados arrojados por el 
	
	
		

en la tabla 4.Esta tablamuestra que el algoritmo PSO 

	
		

muy acertada con respecto a la simulación, con 
errores inferiores al 2,15% en todos los parámetros. 
Se puede notar que el PSO local presentó errores 
mucho mas pequeños que el PSO global, menores 
al 0,53% con los datos extraídos de la simulación.
$
% &

$'()!
 $'("*

+	*
	 ,-./ +	*
	 ,-./
 766,786 765,168 0,211 767,428 0,084
2 2.443,28 2.495,758 2,148 2.440,496 0,114
3 133,494 132,928 0,423 133,509 0,012
4 2,654 2,653 0,027 2,647 0,253
0 18,303 18,302 0,003 18,207 0,524
Ls 0,152 0,152 0,002 0,153 0,259
Rs 3,090 3,103 0,419 3,101 0,350
'1
 0,049 0,049 0,427 0,049 0,270
5 0,055 0,055 0,003 0,055 0,527
 	 	
 si
mulink
	
	
	-
cación. Se puede notar que el algoritmo reproduce 
también las señales, y que es difícil diferenciar una 
Tabla 3. Valores de los parámetros para el PSO.
Tabla 4.

	
	
		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de la otra ya que su error es mínimo. Además, se 
observa claramente un transitorio en la corriente 
simulada, que también es reproducido por la señal 
calculada por el algoritmo, teniendo en cuenta que 
la entrada es igual tanto para el sistema simulado, 
	
	
		%	-
	7			


arranque del motor. Para el algoritmo PSO local 
7	
-
rrientes en eje directo y cuadratura presentaron el 
		7

este motivo no son mostradas.
La evolución de la función de costo del algoritmo 
PSO (global y local) para los datos obtenidos con 
		6
respectivamente. 

7	
presenta una convergencia mucho más rápida que el 
	6
de la función de costo que decrecen en un menor 
número de iteraciones.
%2	


lambdas) se muestra la variación de cada 
!	
 en 
el proceso de búsqueda iterativo a una mejor solución.
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Figura 5.	

#"

una operación sin carga (PSO global).
Figura 6. Evolución de la función de costo (PSO Global).
Figura 7. Evolución de la función de costo (PSO Local).
El tiempo promedio de ejecución de los algoritmos 
PSO global fue 0,37 segundos, y para el PSO local, 
0,65 segundos.
%10
	-

	
		
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
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*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En este documento el algoritmo de optimización 

&
	
	-
cación de parámetros del motor de inducción jaula 
de ardilla, utilizándolo como motor de búsqueda de 
los parámetros del modelo de cuarto orden dentro 
de un espacio de solución.
Los resultados obtenidos por medio de la simu-
lación (utilizando el simulink) de la máquina de 
	
	
1
	
	
-
			
		

los parámetros, y presenta errores mínimos (meno-
res al 2,1%) para el algoritmo PSO (global y local) 
implementado. La simulación se realizó teniendo 
en cuenta el transitorio producido por el arranque 
del motor simulado, ya que si solo se toman las 
señales en estado estable el sistema arroja valores 

	
		70


cual mostraría errores grandes.
Como se pudo observar en las diferentes pruebas y 
resultados mostrados en este trabajo, el algoritmo de 
optimización por cúmulo de partículas PSO ($

* '6
(7
) implementado resulta 
4			
de problemas distribuidos y no lineales; además, 
presenta una convergencia rápida y satisface la 
función de costo. Este tipo de algoritmo puede ser 
fácilmente adaptado a otro tipo de modelo.
con-ciencias
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Figura 8. Evolución de los lambdas vs. número de iteraciones 
(PSO global).  
Figura 9. Evolución de los lambdas vs.número de iteraciones 
(PSO local).  
Figura 10.#0
	
		
de parámetros del motor de inducción.
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