In this paper we present a MATLAB version of a non-standard finite difference scheme for the numerical solution of the perpetual American put option models of financial markets. These models can be derived from the celebrated Black-Scholes models letting the time goes to infinity. The considered problem is a free boundary problem defined on a semi-infinite interval, so that it is a non-linear problem complicated by a boundary condition at infinity. By using non-uniform maps, we show how it is possible to apply the boundary condition at infinity exactly. Moreover, we define a posteriori error estimator that is based on Richardson's classical extrapolation theory.
Introduction
Analytical solutions of models of American option problems are seldom available, so such derivatives of financial markets must be priced by numerical methods (Amin and Khanna [1] , Barraquand and Pudet [4] , Broadie and Detemple [8] , Nielsen et al. [20] , Barone-Adesi [3] , Düring and Fournié [11] or Milev and Tagliani [19] ). In this paper we present a MATLAB version of a non-standard finite difference scheme for the numerical solution of the perpetual American put option models of financial markets. These models can be derived from the celebrated Black-Scholes models (Leland [18] , Avellaneda and Parás [2] , Frey and Patie [14] and Jandačka and Ševčovič [16] ) letting the time goes to infinity (Bensoussan [5] or Elliot and Kopp [12, pp. 196-199] ). The considered problem is a free boundary problem defined on a semi-infinite interval, so that it is a non-linear problem complicated by a boundary condition at infinity. By using non-uniform maps, we show how it is possible to apply the boundary condition at infinity exactly. Non-uniform maps have been applied to the numerical solution of ordinary and partial differential equations on unbounded domains (van de Vooren and Dijkstra [24] , Botta et al. [6] , Davis [10] , Grosch and Orszag [15] , Boyd [7] , Koleva [17] or Fazio and Jannelli [13] ). Moreover, we deduce a posteriori error estimator within Richardson's classical extrapolation theory. Our finite difference scheme and error estimator are favourably tested for a simple problem with a known exact analytical solution. From the obtained numerical results we can asses that: the finite difference method is second order accurate, the numerical solution can be improved by repeated Richardson's extrapolations and the error estimator provides upper bounds for the exact error.
Perpetual American put option
In order to test our error estimator, in this section, we consider a test problem with known exact analytical solution. This problem is a free boundary problem arising as a simple toy model in the study of financial markets [5] . A mathematical model describing the perpetual American put option is given by
where S is the price of a given asset, P(S) is the price of the perpetual American put option to sell the asset, R is the unknown free boundary, σ , r and E are the volatility, interest rate and exercise price of the asset, respectively. This problem (2.1) has the exact solution
2) see [12, pp. 196-199] . In order to fix the domain, see Crank [9, pp. 187-192] , we can apply Landau's transformation of variables
In the new variables the put option problem (2.1) can be rewritten as follows [16] ). In order to take into account also those different models, and using the fixed boundary formulation (2.3), we study here the following class of
where R is treated as a supplentary variable because its value is unknown and has to be found as part of the solution. Of coarse, our benchmark problem (2. 
Quasi-uniform grids
Let us consider the smooth strict monotone quasi-uniform maps x = x(ξ ), the so-called grid generating functions,
and while the algebraic map gives much better resolution than the logarithmic map as x → ∞. In fact, it is easily verified that
The problem under consideration can be discretized by introducing a uniform
The last interval in (3.1) and (3.2), namely
, is infinite but the point x N−1/2 is finite, because the non integer nodes are defined by
with n ∈ {0, 1, . . ., N − 1} and 0 < α < 1. These maps allow us to describe the infinite domain by a finite number of intervals. The last node of such grid is placed on infinity so right boundary conditions are taken into account correctly.
A non-standard finite difference scheme
We can approximate the values of u(x) on the mid-points of the grid
that is, a non-standard central difference formula. Taking into account the results by Veldam and Rinzema [25] , for the first derivative at the mid-points of the grid we can apply the following approximation
that is, again, a non-standard central difference formula. These finite difference formulae use the value u N = u ∞ , but not x N = ∞. The approximation (4.1) is a variant of the formula used by Fazio and Jannelli [13] . A non-standard finite difference scheme on a quasi-uniform grid for our financial problem (2.1) can be defined by using the approximations given by (4.1) and (4.2) above.
We denote by the 3−dimensional vector (2.4) at the points of the mesh, that is for n = 0, 1, . . ., N . A finite difference scheme for (2.4) can be written as follows:
3)
It is evident that (4.3) is a nonlinear system of 3 · (N + 1) equations in the
Richardson's extrapolation
The utilization of a quasi-uniform grid allows us to improve our numerical results. these grids with the index g = 0, the coarsest one, 1, 2, and so on towards the finest grid. Between two adjacent grids all nodes of largest steps are identical to even nodes of denser grid due to quasi-uniformity. To find an approximation of a scalar value U we can apply k Richardson's extrapolations on the used grids
where g ∈ {0, 1, 2, . .
is the grid refinement ratio, and p k is the true order of the discretization error, see Schneider and Marchi [23] and the references quoted therein. This formula is asymptotically exact in the limit as N goes to infinity if we use uniform or quasi-uniform grids.
We notice that to obtain each value of U g+1,k+1 requires having computed two solution U in two adjacent grids, namely g + 1 and g at the extrapolation level k. Here we are interested to show how within Richardson's extrapolation theory we can derive an error estimate. For any value of interest U , the numerical error E can be defined by
where u is the exact analytical solution. Usually, we have several different sources of errors: discretization, round-off, iteration and programming errors. Discretization errors are due to our replacement of a continuous problem with a discrete one and is errors can be reduced by reducing the discretization parameters, enlarging the value of N in our case. Round-off error are due to the utilization of floating-point arithmetic to implement the algorithms available to solve the discrete problem. This kind of error can be reduced by using higher precision arithmetic, double or, when available, fourth precision. Iteration errors are due to stopping an iteration algorithm that is converging but only as the number of iterations goes to infinity. Of course, we can reduce this kind of error by requiring more restrictive termination criteria for our iterations, the iterations of fsolve 
where this equation is valid for k ∈ {0, 1, 2, . . ., G − 1}.
Error estimate
To show how Richardson's extrapolation can be also used to get an error estimate for the computed numerical solution we use the notation introduced above. 
that has a leading order of accuracy equal to p 1 . Taking into account equation (5.5) we can conclude that the error estimate by a first Richardson's extrapolation is given by
where p 0 is the order of the numerical method used to compute the numerical solutions. In comparison with (5.6) a safer error estimator can be defined by
Of course, p 0 can be found by
where u is again the exact solution (or, if the exact solution is unknown, a reference solution computed with a suitable large value of N), and both u and U 2N are evaluated at the same grid-points of U N .
Numerical results
It should be mentioned that all numerical results reported in this paper were performed on an ASUS personal computer with i7 quad-core Intel processor and 16 GB of RAM memory running Windows 8.1 operating system.
The non-standard finite difference scheme described above has been implemented in MATLAB. In this way we take advantage of the available MATLAB built-in functions. In particular, for the solution of the non-linear system (4.3)
we used the function fsolve. Among the available alternative we used the "Levenberg-Marquardt" with TolFun = 10 −15 and TolX = 10 −15 options. These values of TolFun and TolX define the termination criteria for fsolve. Usually, the fsolve routine took between 5 to 11 iterations to get a numerical solution that verifies the stopping criteria.
To set a specific test problem we fixed the following values for the involved
As we will see below these values provides an exact solutions that remains different from zero within a large domain. For our numerical computations we used In 
In this table, since the values of N can be seen on the first column, we omitted the first subscript for the notation defined in equation (5.1) and used in equation The problem considered here is a free boundary problem defined on a semi-infinite interval, so that it is a non-linear problem complicated by a boundary condition at infinity. By using non-uniform maps, we have shown how it is possible to apply the boundary condition at infinity exactly in contrast with the definition of a truncated boundary that introduces an error related to the replacement of infinity by a finite value, see for instance Nielsen et al. [20] .
As future work it would be relevant to extend our non-standard difference scheme to Black-Scholes models that are governed by partial differential equations defined on infinite domains. Of course, we can apply the Landau's transform to the original moving boundary problem to get a problem defined on a fixed domain. The semi-discretization in time of the transformed problem with standard schemes like the first order Euler or high order Runge-Kutta type will result in a sequence of problems in the class (2.4).
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