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Introduction
Most fire danger assessment systems take into account the fuel moisture content (FMC) of dead fuels, since moisture is closely related to fire ignition and propagation potential (Bradshaw and Deeming, 1983) . Laboratory studies have shown high correlations between FMC and the ignition delay (Dimitrakopoulos and Papaioannou, 2001) , while many studies have identified close links between FMC and both fire rate of spread and fire intensity (Rothermel, 1972) . In the case of surface fires, the fire front propagates through the forest floor and thus the moisture of dead fuels is critical in the rate of spread (Aguado et al., 2007; Viney, 1991) .
Unlike live vegetation, which can regulate water losses through stomatal closure and water uptake by roots, moisture in dead fuels is subject to sorption, precipitation and latent heat processes (Ruiz Gonzalez et al., 2009; Viney and Catchpole, 1991) . Dead fuels tend to gain or lose moisture until an equilibrium with the surrounding atmosphere is achieved. This steady moisture content is called equilibrium moisture content (EMC) and is governed by meteorological factors, fuel type, and hysteresis (Catchpole et al., 2001; Ruiz Gonzalez et al., 2009; Viney and Catchpole, 1991) . The rate at which fuels tends to this equilibrium is governed by the rate of diffusion of moisture through the fuel and is called the response time (Viney and Catchpole, 1991; Viney, 1991) . This response time is defined as the time taken for the fuel to achieve about the 63% (1 − 1/e) of the change from its initial moisture content to the EMC (Catchpole et al., 2001; Viney and Catchpole, 1991) , and it primarily depends on fuel size (Catchpole et al., 2001; Viney, 1991) .
Temperature (T) and relative humidity (RH) are the primary meteorological factors that affect EMC (Viney and Catchpole, 1991) . Simard (1968) developed an empirical estimate of EMC based on a set of three equations that depend on the relative humidity (Eq.
(1)). This model was calibrated for desorbing wood material (Viney, 1991) but it has been applied to fine fuels as well, such as in the case of the U.S. National Fire Danger Rating System (Bradshaw and Deeming, 1983) . RH < 10;EMC = 0.03 + 0.2626RH − 0.00104RHT 10 ≤ RH < 50;EMC = 1.76 + 0.1601RH − 0.02660T RH ≥ 50;EMC = 21.06 − 0.4944RH + 0.005565RH 2 −0.00063RHT
(1)
Another empirical model was developed along with the Canadian Fire Weather Index (Van Wagner, 1987) . It was originally proposed by Van Wagner (1972) and later modified by VanWagner and Pickett (1985) to force the EMC converge at zero when RH tends to zero (Viney, 1991) . This model take into account the hysteresis phenomenon. The equations for desorption (EMC d ) and adsorption (EMC w ) processes are: 
On the other hand, a semi-empirical model to estimate EMC was proposed by Nelson (1984) , who found a relationship between the EMC and the logarithmic change of the Gibbs free energy (Eq. (3)):
where R is the universal gas constant, M is the molecular weight of water, and A and B are two parameters that must be evaluated for each fuel type and whether the involved process is desorption or adsorption. In addition, these coefficients may also vary with temperature.
Traditionally, these models have been applied with observed data from meteorological ground stations or with forecast data from numerical weather prediction (NWP) models. Ground stations provide accurate and updated observations of meteorological variables. However, weather networks are sparse and many times the stations are primarily located in agricultural or urban areas. For these reasons, several authors have recommended using forecast data based on NWP to replace weather observations, since NWP provide spatially distributed data at a reasonable resolution by downscaling and interpolating the surface meteorological variables (Aguado et al., 2007) . Apart from the uncertainty caused by the downscaling and interpolation, it is worth noting that dealing with forecast data may deviate from observations due to the stochastic nature of the atmosphere. Finally, these EMC models serve as inputs, together with precipitation data, for drying algorithms in order to estimate the moisture of dead fuels (Bradshaw and Deeming, 1983; Van Wagner, 1987) . A method proposed by Bradshaw and Deeming (1983) allows the estimation of fine dead fuels, with time lags of 1 and 10 h, by simply using the EMC computed at the mid afternoon observation time. In Spain, Aguado et al. (2007) showed the relationship between moisture field samples of cured grass and litter with the 10-H timelag fuel moisture model computed with Bradshaw's equations in a six-year period.
Remote sensing can provide spatially distributed information about the moisture content of fuels at an adequate spatial and temporal resolution. Most studies to estimate fuel moisture content with remote sensing data have dealt with live fuels, since certain wavelengths in the optical domain are related to vegetation greenness and leaf water content (Ceccato et al., 2002; Dennison et al., 2005; Fensholt and Sandholt, 2003; Garcia et al., 2008; Hao and Qu, 2007; Yebra et al., 2008 ).
Air temperature estimation
Empirical approaches to estimate air temperature with thermal infrared data can be found in Cresswell et al. (1999) , Cristobal et al. (2008) , Chokmani and Viau (2006) , Jang et al. (2004 ), or Vogt et al. (1997 . An interesting approach was proposed by Nemani and Running (1989) and Goward et al. (1994) . This algorithm (hereafter called TVX) is based on the observed inverse linear relationship between the land surface temperature (LST) and a vegetation index (NDVI), as a measure of fractional vegetation cover. The Normalized Difference Vegetation Index (NDVI, Rouse et al. (1974) ) is computed from Eq. (4):
where NIR and red are the near-infrared and red reflectances, respectively. The TVX algorithm assumes that as the vegetation cover increases, the LST approaches the air temperature, since surface temperature of canopies tends to be similar to the temperature of air. Therefore, using a linear regression between LST and NDVI in a spatial window small enough to assume a constant atmospheric forcing, the air temperature can be retrieved by extrapolating this line to an NDVI that represents a full fractional vegetation cover (hereafter called NDVI max ). For more details about this algorithm the reader is addressed to Goward et al. (1994) , Prihodko and Goward (1997), or Stisen et al. (2007) .
Vapour pressure estimation
Most of the water vapour is concentrated in the lowest layers of the atmosphere. This decrease of water vapour through the atmosphere has been described by a power law (Smith, 1996) . Smith (1996) proposed a logarithmic relationship between the total precipitable water in the atmosphere and the dew-point temperature in surface. This relationship is dependent on the atmospheric estate, expressed by the parameter , which is precisely the exponent of the power law and describes the atmospheric moisture profile. The author tabulated different values for according to the season of the year and the latitude considered. However, he pointed out that better agreements could be obtained by adjusting this parameter to individual stations. Several authors emphasised the importance of the length of the observation period, with higher accuracies for longer periods such as monthly averages (Bolsenga, 1965; Schwarz, 1968; Smith, 1996) . Despite of this, several authors have related surface humidity to atmospheric precipitable water in a daily basis with remote sensing data (Prince et al., 1998; Goward et al., 1994; Czajkowski et al., 2000) . A good distribution of water through the atmospheric profile is required to get a reliable relation between the total atmospheric water content and the surface layer (Goward et al., 1994) . Low pressure systems enhance the distribution of moisture, as well as incoming solar radiation during daytime, since surface heating favours vertical mixing (Schwarz, 1968) .
Precipitable water column estimation
Precipitable water in the atmosphere (W) is the main absorber of radiation in the thermal infrared region (Kleespies and McMillin, 1990) , and therefore thermal remote sensing is very useful to estimate W. The effect of the attenuation of water vapour is different in adjacent wavebands. This differential absorption in the thermal infrared is the basis for split-window algorithms that estimate W (Choudhury et al., 1995) . These split-window algorithms are based on the decrease that water vapour causes on the atmospheric transmittance in wavelengths around 12 m compared to wavelengths around 11 m (Jedlovec, 1990; Kleespies and McMillin, 1990 ). For instance, Choudhury et al. (1995) found a linear relationship, dependent upon the emissivities, between the brightness temperature difference in the split-window and W. However, the split window channels are also affected by both surface and air temperatures. Suggs et al. (1998) developed a physical based splitwindow algorithm, but their model required a priori initial guess values for temperature and moisture profiles, as well as for W and LST. To avoid the use of a priori guess values, Kleespies and McMillin (1990) proposed the use of multiple observations under changing surface temperature conditions. With this approach, the dependence of both land surface and air temperature is eliminated. Assuming that W keeps invariable between these two observations, the ratio of transmittance can be derived from Eq. (5). 
where is the atmospheric transmittance, T is the brightness temperature, the subscripts 11 and 12 refer to the split-window wavelengths (in m), and the superscripts A and B represent two different observation situations. Jedlovec (1990) applied this methodology in a contextual algorithm for AVHRR images, under the assumption that W is invariant within the scene. He found that W is related to the variations of the split-window brightness temperatures through a logarithmic function. However, the assumption of invariant atmospheric conditions in the scene may limit the applicability of this approach in mountainous regions, where W can change due to changes in topography (Li et al., 2003) . To overcome with this limitation, both Schroedter-Homscheidt et al. (2008) and Sobrino and Romaguera (2008) proposed to exploit the daily cycle of temperature with MSG-SEVIRI in order to retrieve the transmittance ratio. Assuming equal emissivities, a polynomial function relates W to the brightness temperature at two times. Compared to the thirdorder polynomial function proposed by Schroedter-Homscheidt et al. (2008) , Sobrino and Romaguera (2008) showed that a second order polynomial function is enough accurate. Moreover, the coefficients of the polynomial function are view zenith angle dependent, and thus the final expression for retrieving the precipitable water vapour is shown in Eq. (6) (Sobrino and Romaguera, 2008) .
where Â is the view zenith angle. In order to avoid noisy effects, a minimum difference in brightness temperature in T 12 between both situations A and B is required (Schroedter-Homscheidt et al., 2008; Sobrino and Romaguera, 2008) . This constraint may limit the applicability of the algorithm in snow-covered regions and in wetlands (Schroedter-Homscheidt et al., 2008) . This study is based on the hypothesis that it is feasible to retrieve dead fuel moisture content from remote sensing data through the application of the equilibrium moisture content approach, since thermal remote sensing has been proven to be useful to estimate both surface air temperature and water vapour pressure. The objective of this study is therefore to estimate the equilibrium moisture content through the retrieval or air temperature and relative humidity with remote sensing data. Air temperature will be estimated through the TVX algorithm whereas a model for estimating the vapour pressure from precipitable water retrieved with thermal infrared data will be developed. Images from Meteosat Second Generation-Spinning Enhanced Visible and Infrared Imager (MSG-SEVIRI) were selected due to its excellent temporal resolution (15 minutes) allowing a near-real time assessment of the moisture of dead fuels.
Data

MSG-SEVIRI images
The MSG-SEVIRI sensor provides images every 15 min at a spatial sampling of 3km at sub-pixel nadir in 12 spectral channels, covering both the optical and thermal spectrum (Schmetz et al., 2002) . The satellite is located at 0 • latitude and 0 • longitude, and covers Europe, Africa, the Middle East, and partly South America.
Visible and near infrared bands, centered at 0.6 m and 0.8 m wavelengths, as well as thermal images (centered at 10.8 m and 12.0 m wavelengths) from the Iberian Peninsula (Upper left corner: 44.393968 • N, 10.894700 • W; Lower right corner: 35.184872 • N, 1.616629 • E) were extracted and resampled at a spatial resolution of 4 km for the year 2005. Images were acquired and preprocessed by the Department of Geography and Geology at the University of Copenhagen, Denmark. In addition, the EUMETSAT cloud mask product was also acquired for the same study period through the EUMETCAST service. This product is a simplification of the Cloud Analysis Image product, which is based on a series of threshold tests to detect and characterise clouds (EUMETSAT, 2007) .
Meteorological data
Daily meteorological data have been obtained from two different sources. The Agro-climatic Information System for Irrigation (SIAR; Sistema de Información Agroclimática para el Regadío, http://www.mapa.es/siar/), which comprises 361 automatic agrometeorological weather stations; and the meteorological system of Galicia (MeteoGalicia, http://www.meteogalicia.es/), with 75 meteorological stations. Both sources have developed web applications to easily query and download their data at no cost.
Data from 284 stations were used for this study, located in the regions of Andalucía, Aragón, Castilla-La Mancha, Extremadura, Galicia, Murcia, Navarra, and La Rioja (Fig. 1) . Most of the climatic variability in Spain has thus been covered by this set of stations as it is shown in Fig. 1 . They were selected on the basis of being further than 8km (2 MSG-SEVIRI pixels) from neighbour stations or the coast. Daily records of maximum and minimum relative humidity and temperature were extracted for the year 2005. 267 of these ground stations belong to the SIAR, and the remaining 17 belong to MeteoGalicia. In addition to these daily data, La Rioja SIAR service allows the download of hourly temperature and relative humidity. This hourly data has been used as well for validation purposes.
Methods
Satellite processing
Bands centered in 10.8 m and 12.0 m wavelengths for the Iberian Peninsula were used together with the EUMETSAT cloud mask to produce daily estimates of W. We exploited the air temperature daily cycle of MSG-SEVIRI applying the algorithm proposed by Sobrino and Romaguera (2008) . They proposed to apply the algorithm in two instants, at 5:00 h and 11:00 h, and imposing the condition of a difference in the 12.0 m brightness temperature between these two situations higher than 10 K. In order to ensure more valid observations, we have used a different scheme in the present study: (1) The early morning brightness temperature is searched in a temporal window between 5:00 h and 8:45 h. The first cloud-free pixel within this temporal window is registered as T A 11 and T A 12 .
(2) Next, the near-noon brightness temperature is searched in a window between 9:00 h and 12:45 h. These tempera- ≥ 10 K, in order to avoid noisy effects (Sobrino and Romaguera, 2008) . Another imposed constraint is that the difference between observations must be higher than 4 h to avoid a possible noisy temperature increase (SchroedterHomscheidt et al., 2008) . Therefore, the time difference between observations has always been higher than 4 h, which assured the minimum increase of 10 K in most of the surfaces, but lower than 8 h, minimising thus the possibility of atmospheric changes (Kleespies and McMillin, 1990) . However, the presence of clouds may drive the movement of humid air masses, and so the increase of the precipitable water content (Schroedter-Homscheidt et al., 2008; Viswanadham, 1981) . A cloud quality check was therefore performed by counting the total number of cloud free observations during the temporal window.
Air temperature was retrieved by means of the TVX algorithm, which requires as inputs the NDVI and the LST as it was shown in Section 1.1. The NDVI was calculated from atmospherically corrected bands centered in 0.6 m and 0.8 m wavelengths in a scheme described by Stisen et al. (2007) and based on the SMAC model (Rahman and Dedieu, 1994) . On the other hand, the LST was retrieved with a split-window algorithm (Sobrino and Romaguera, 2004) . More details about the MSG-SEVIRI processing can be found in Stisen et al. (2007) and Nieto et al. (submitted for publication). The algorithm was applied in a moving window of 7 × 7 pixels. The value for the full fractional cover NDVI (NDVI max ) varied with the land cover type (Table 1) following the results of Nieto et al.
(submitted for publication). The source for land cover classification was the MODIS Land Cover product, MCD12Q1 (Friedl et al., 2002) , resampled at the MSG-SEVIRI pixel resolution (4 km).
Vapour pressure estimation
Water vapour pressure (e a ) can be linearly related to precipitable water (W) through Eq. (7) (Smith, 1996) e a = g W ( + 1) ı
where ı = 0.622 is the ratio of specific gas constants of water vapour to dry air, g is the acceleration of gravity, and is the exponent of the power law that describes the atmospheric profile.
Multiple linear regression models (Eq. (8)) were fitted between the measured vapour pressure and the estimated precipitable water with MSG-SEVIRI data. In order to account for geographical variations, these models included the latitude of the weather station (ϕ) as ancillary variable (Bolsenga, 1965; Reitan, 1963; Smith, 1996) . One model for each season was calibrated (Smith, 1996; Viswanadham, 1981) . A 60% of the available meteorological stations were used for calibration, leaving the remaining 40% for validation purposes as shown in Fig. 1 .
The daily vapour pressure at the ground stations was computed from the daily records of minimum and maximum relative humidity and temperature, following Eq. (9). This scheme is more appropriate than simply using mean values of temperature and relative humidity (Allen et al., 1998 ). The three models of equilibrium moisture content described in Section 1 were tested with this methodology. The model of Simard (1968) , hereafter called S68, was chosen due to its simplicity and the wide spectrum in which it has been applied (Aguado et al., 2007) . However this model has the disadvantage that it is neither continuous at the limits of the different intervals in its formulation (Eq. (1)) nor it takes into account hysteresis effects (Viney, 1991) . The model of VanWagner and Pickett (1985) , hereafter called vW85, was chosen because it has also been widely applied and it is continuous in the whole range of data. Uniquely the formulation corresponding to the desorption process (Eq. (2a)) was taken into account to be comparable with the S68 model. Finally, the semiempirical approach of Nelson (1984) , hereafter called N84, was also compared. The values for coefficients A and B in Eq. (3) were those proposed by Nelson (1984) for Pinus ponderosa in a desorption process at a temperature of 25 • C.
To adjust the atmospheric relative humidity and temperature at the fuel-atmosphere interface, the factors shown in Table 2 were used as they were proposed by Bradshaw and Deeming (1983) . This table requires as ancillary variable the sky condition. Therefore, a daily sky condition was computed, in a pixel basis, as the proportion cloud MSG-SEVIRI observations to the total of observations between 8:00 h and 16:00 h. For this purpose the standard SEVIRI cloud mask product was used (EUMETSAT, 2007) .
15 min relative humidity (RH) was computed with observations between 8:00 h and 16:00 h, since it is the time window with available air temperature estimations (Eq. (11)).
RH(%) = 100
e a e 0
The saturation vapour pressure has been computed with Eq. (10) by substituting the retrieved 15 min TVX temperature into T.
Validation
Vapour pressure was assessed with daily data from the agrometeorological stations that have not been used for calibration (40% of the dataset, Fig. 1 ). On the other hand, the hourly maximum temperature and the minimum relative humidity estimates were validated with the hourly data from the ground stations in La Rioja that were not used in the calibration process. Finally, the transfer of errors from these estimates to the EMC models were assessed as well with data from La Rioja ground stations.
The bias, the mean absolute error (MAE), and the root mean square error (RMSE) were computed as error measurements (Willmott, 1982; Willmott and Matsuura, 2005) . The slope b and the intercept a of the regression between the observed versus the predicted (Pineiro et al., 2008) as well as the Pearson corre- (12)) partition the sum of the squared errors between the observed and the predicted in a proportion associated with (1) mean differences between the observed and predicted values, U bias ; (2) deviations from the 1:1 line, U slope ; and (3) the unexplained variance, U error .
where N is the number of elements, O and P are the observed and predicted values, respectively;Ō andP are the observed and predicted mean, respectively; andÔ = a + bP. Since the coefficients represent a proportion of the total error, the sum of the three coefficients is 1. A good model should neither deviate from the 1:1 line nor have a bias. Therefore U bias and U slope should be close to zero whereas U error should be close to unity.
Results
A total of 59,507 valid estimations of W located over the ground stations were obtained during the year 2005. However, cases with a low precipitable water (W < 0.1 cm) were suppressed in following analyses in order to avoid noisy effects caused by the sensor signal in very dry atmospheres (Kleespies and McMillin, 1990 ). This filter left 59,281 cases. When crossing the retrieved W with the calculated vapour pressure at the ground stations, a total of 49,166 cases were obtained. The parameter, which describes the atmosphere profile, was then computed by reordering Eq. (7). Assuming that moisture decreases through the atmosphere with the altitude, this parameter must be positive. Therefore, all cases with negative values of were discarded for future analysis. Table 3 shows the descriptive statistics of this parameter. The annual mean is 2.83, being the mean values higher in autumn and summer (3.43 and 2.77, respectively) than during spring and winter (2.64 and 2.67, respectively).
Once these filters were applied, 29,651 cases were used to calibrate the daily vapour pressure estimation, leaving other 19,414 cases to validate the model. One model was calibrated per sea- Table 2 Fuel temperature and relative humidity adjustment factors adapted from Bradshaw and Deeming (1983) . The sky condition is computed as the proportion of MSG-SEVIRI cloud detections between 8:00 h and 16:00 h. son during the year 2005. The results are shown in Table 4 . The validation of the vapour pressure (Table 5) showed no significant bias (0.002 kPa, U bias = 0.00) and an accuracy of 0.182 kPa in terms of MAE. In addition, the slope was very close to 1 (b = 1.030, U slope = 0.00, see Fig. 2a ). Therefore, the error contribution in the model may be assigned completely to the unexplained variance (U error = 1), with a Pearson correlation coefficient of 0.77. Fig. 3 shows the spatial accuracy of this model. The mean absolute error was computed for each ground station used for validation. In most of the ground stations the estimates showed a MAE between 0.13 kPa and 0.18 kPa. The highest errors are found in Galicia and in Murcia, showing therefore no pattern related with latitude or longitude. In the case of Galicia this issue can be caused because we are dealing with two a different meteorological networks, and sensors used for measuring air temperature and humidity are different both networks (tipically Geonica STH-5031 sensors used in Meteogalicia vs. Vaisala HMP45 sensors used in the SIAR network).
Air temperature, relative humidity, vapour pressure deficit and equilibrium moisture content were thus estimated in the corresponding MSG-SEVIRI pixels over the ground stations of La Rioja. Hourly maximum and minimum air temperature were obtained from the retrieved maximum 15 min air temperature estimated from MSG-SEVIRI. Hourly saturation vapour pressure was then computed averaging the saturation vapour pressures at the minimum and maximum temperatures using Eq. (9). Hourly relative humidity as well as vapour pressure deficit were then computed from the estimated hourly saturation vapour pressure and the MSG-SEVIRI daily vapour pressure. Finally, hourly relative humidity and air temperature, were combined to estimate the hourly equilibrium moisture content. The near surface meteorological 
Table 5
Validation of retrieved daily vapour pressure (ea), and hourly air temperature (Ta), relative humidity (RH), and vapour pressure deficit (VPD) . N, number of cases; Pmean, mean of predicted values; Omean, mean of observed values; b, a, and r, slope, intercept and correlation coefficient of observed versus predicted values. MAE, mean absolute error; RMSE, root mean square error; U bias , U slope and Uerror, Theil's decomposition of error due to the bias, the deviation from the 1:1 line, and the unexplained variance, respectively. estimates were scaled to the temperature and relative humidity at the fuel-atmosphere interface, according to Table 2 , using the sky condition variable computed through the MSG-SEVIRI cloud mask data (EUMETSAT, 2007) . Table 5 shows the validation assessment of the meteorological MSG-SEVIRI estimates with the hourly ground measurements in La Rioja stations. Air temperature shows a MAE of 2.9 • C and a RMSE of 3.5 • C, with a mean bias of 1.5 • C. The bias is responsible of 18% of the total error, whereas the lack of unity slope (b = 0.75) and the unexplained variance represents the 36% and 46% of the error, respectively. Fig. 2(b) shows the scatterplot of observed versus predicted. This figure shows that the model tends to underprediction at low temperatures and to overprediction at high temperatures.
N
Both relative humidity (RH) and vapour pressure deficit (VPD) show similar patterns, with an underestimation of humidity (mean bias of −12.2% and 0.564 kPa respectively for RH and VPD). RH showed a MAE = 14.7% and RMSE = 17.8%, whereas VPD had an MAE = 0.663 kPa and an RMSE = 0.806 kPa. Most of the error in estimating RH comes from the unexplained variance by the model (U error = 56%), followed by the bias (U bias = 40%). As it can be seen in Fig. 2(c) and (d) , the estimated RH shows a poorer performance in explaining the observed variance compared to the VPD (Pearson correlation coefficient of 0.57 versus 0.82).
Three models of EMC were computed from the retrieved hourly data after applying the correction factors to temperature and relative humidity of Table 2 . The three models tend to underestimate, with mean bias of −1.48%, −2.09% and −1.41%, respectively for the S68, vW85 and N84 models (Table 6 and Fig. 4) . N84 showed the lowest MAE, with a value of 1.86%, which represents 19.5% of to the observed mean (O mean = 9.52%). On the other hand, S68 and vW85 showed MAEs of 1.93% and 2.73% respectively, representing the 28.2% and 31.3% of the observed means (6.85% and 8.73%, respectively). The three models have a similar slope of the regression of the observed versus predicted values (b values ranging between 0.78 and 0.79), but the vW85 model explained the highest variance of the three models (Pearson correlation coefficient of 0.71 compared to 0.62 and 0.61 for S68 and N84, respectively). In the three models, near a 60% of the error is due to the unexplained variance, whereas the proportion of the error associated to the bias is close to the 40%. The contribution to the errors by the lack of slope unity is almost insignificant for all three models (4% in the worst case).
Discussion
The proposed methodology aimed to estimate the equilibrium moisture content of dead fuels in a sequential manner. First relating the remotely sensed atmospheric precipitable water to the vapour pressure in surface; secondly, with the estimation of the air temperature by means of the TVX algorithm; thirdly, the 15 minute air temperature and the daily vapour pressure were combined to obtain the relative humidity every 15 min; and finally, by calculating the EMC with the estimated air temperature and relative humidity. Each one of these tasks is subject to error. The source of possible errors for each task as well as the transfer of errors in EMC models will be discussed in the following paragraphs.
Vapour pressure
The vapour pressure is related to the atmospheric precipitable water through the parameter. In this study, values for each season ranged between 2.6 and 3.4 (Table 3) , having the same order that the originally proposed values by Smith (1996) . Indeed, those tabulated values ranged from 2.7 to 3.1 in latitudes between 30 • and 50 • . The values obtained in our study are however based on only one year and in a specific location compared to the values from Smith (1996) , who used a more global and a longer timeseries dataset to tabulate the values of . Descriptive statistics in Table 3 show as well that the highest variability in atmospheric conditions is shown in spring and in autumn, with the highest standard deviation in . The other extreme is summer, with a low standard deviation showing that the daily atmospheric profile becomes more stable amongst days.
The linear regressions between the vapour pressure and the precipitable water showed low coefficients of determination R 2 (Table 4) . This was however expected since several authors already pointed out the highly variability of the atmospheric profile in a hourly to daily basis (Bolsenga, 1965; Reitan, 1963; Schwarz, 1968; Smith, 1996) . An estimation of decadal or monthly averages of vapour pressure would lead to an increase of the explained variance by the proposed model, and therefore it should be expected Table 6 Assessment of the transfer of errors for both the hourly fuel-atmosphere interface temperature (T f ) and relative humidity (RH f ), as well as the equilibrium moisture content (EMC) models of Simard (1968), VanWagner and Pickett (1985) , and Nelson (1984) . N, number of cases; Pmean, mean of MSG-SEVIRI estimated values; Omean, mean of ground estimated values; b, a, and r, slope, intercept and correlation coefficient of ground versus MSG-SEVIRI estimates. MAE, mean absolute error; RMSE, root mean square error; U bias , U slope and Uerror, Theil's decomposition of error due to the bias, the deviation from the 1:1 line, and the unexplained variance, respectively. higher R 2 values. However, the validation of this model showed its feasibility, showing no bias and a regression slope of observed versus predicted very close to 1 (b = 1.03). Therefore, all of the errors in vapour pressure estimation (MAE = 0.182 kPa) were caused by the unexplained variance of the model (U error = 1.00). The uncertainty in the retrieval of vapour pressure increased with errors of vapour pressure measurements, such as sensor noise or failure in the assumption of daily constant vapour pressure, as well as with errors in the MSG-SEVIRI precipitable water algorithm, which had an expected accuracy around 0.5 cm (Sobrino and Romaguera, 2008) . A reduction of these errors should improve the vapour pressure estimates and thus an additional increase of the explained variance by the model. From Table 4 and Eq. (8), it is evident that vapour pressure decreases with latitude, when precipitable water is constant. This trend can be observed as well with the tabulated values of Smith (1996) , where tends to decrease with higher latitudes. In addition, the effect of latitude seems to be constant through the year, with values ofˇcoefficient between −0.17 and −0.19 with the exception of spring, which had a very low and not significant coefficient (p = 0.39). The moisture atmospheric profile in the Iberian Peninsula during spring seems therefore invariant with latitude, at least during the year 2005. Further research should address this issue, trying to expand the dataset of observations with additional years.
Air temperature
Estimated air temperature showed good accuracy (MAE = 2.9 • C and RMSE = 3.5 • C) with the observed hourly maximum temperature in the validation sites of La Rioja. This result improves the estimates from Nieto et al. (submitted for publication) of 5 • C in RMSE in Spain. The improvement in the current study can be caused by the fact that the authors in the original study used to calibrate and validate interpolated daily maximum air temperature instead of measured air temperature in ground stations.
Relative humidity
Humidity has been computed in terms of vapour pressure deficit as well as relative humidity. Similar results in VPD accuracy, have been found in Goward et al. (1994) , with an RMSE of 0.7 kPa versus an RMSE = 0.8 kPa obtained in our study, but both studies improves the results obtained by Prince et al. (1998) , with an RMSE = 1.1 kPa. In our study and in Goward et al. (1994) the surface humidity was locally calibrated with ground data, whereas Prince et al. (1998) directly applied the tabulated values of shown in Smith (1996) . As Smith (1996) pointed out in his paper, better relationships between the precipitable water and surface humidity are expected to be obtained from fittings with individual stations. The modelled relative humidity explained less variance compared to VPD (Table 5) . Besides, Fig. 2c shows that the disagreement between the observed and the predicted values of RH is higher with increasing RH. Indeed, by computing the derivatives of RH and VPD with air Temperature (Eqs. (13) and (14)), it can be seen that RH is more sensitive to T variations (namely inaccuracies) than VPD. In addition VPD variations with temperature are insensitive to vapour pressure. It is thus expected that the accuracy in estimating RH will be lower with low temperatures. On the contrary, low temperatures will increase the accuracy of VPD estimations. However, these inaccuracies in RH are reduced at higher air temperatures, when the highest fire danger is expected to occur.
In our study, vapour pressure estimates showed neither bias nor deviations from the 1:1 line, and thus it can be inferred that most of the inaccuracies in bias and deviations from the 1:1 line in relative humidity are caused by the air temperature estimates. On the other hand, errors caused by the unexplained variance in humidity are mostly owing to the estimates of vapour pressure. It is clear that improvements in the retrieval of precipitable water, vapour pressure, and especially in air temperature, will improve the estimates of VPD and RH (Czajkowski et al., 2000; Prince et al., 1998) . Finally, noise removal caused by cloud contaminated pixels becomes crucial in precipitable water (Jedlovec, 1990; SchroedterHomscheidt et al., 2008; Suggs et al., 1998) and in air temperature (Czajkowski et al., 2000; Prince et al., 1998) estimations.
Equilibrium moisture content
Temperature and relative humidity at the fuel-atmosphere interface showed the same pattern as the air measurements, with a trend to overestimate in temperature and to underestimate in relative humidity. This trend causes the systematic underestimation of the equilibrium moisture content. As an example of this underestimation in EMC, Fig. 5 shows the trend of EMC with MSG-SEVIRI data and with ground data for the station of Santo Domingo de la Calzada (La Rioja). Al thought the EMC from MSG-SEVIRI systematically underestimates the EMC computed with meteorological ground data, both timeseries show the same trend.
Although the slope of the EMC models between the values calculated with ground measurements and those estimated with MSG-SEVIRI is around 0.78, the error contribution caused by the slope is almost negligible (U slope ≈ 4% in the three models). Nev- ertheless, deviations from the 1:1 line are almost caused by a few cases with the highest EMC values. Indeed, below a certain MSG-SEVIRI EMC value, the slope between the observed and the predicted is not significantly (p < 0.01) different for 1. This value is approximately 7.5% for S68 (678 out of 738 cases are below that value), 10% for vW85 (641 cases), and 115 for N84 (697 cases). EMC models are more sensitive to changes in relative humidity than to changes in temperature (Ruiz Gonzalez et al., 2009) , and therefore the accuracy of EMC is very dependent on the accuracy in the RH retrieval. This issue can be empirically observed in Table 7 , where the Pearson correlation coefficient is shown between the residuals of the retrieved EMC and the one calculated from ground meteorological values. The residuals of the EMC models increase with increasing relative humidity and decreasing temperature and this relationship is stronger with the humidity than with the temperature. Finally, the magnitude of the error in EMC is completely dependent on the errors in relative humidity (r ≈ 1) between the residuals of EMC and residuals of RH. An appropriate estimate of relative humidity is therefore the critical factor in the retrieval of EMC with remote sensing data.
Conclusion
A methodology to estimate the equilibrium moisture content of dead fuel with MSG-SEVIRI images have been proposed in this study. Air temperature was estimated every 15 min by combining the NDVI and land surface temperature from SEVIRI using the TVX approach (Goward et al., 1994) . On the other hand, daily vapour pressure was estimated by relating the daily precipitable water, retrieved with a split-window algorithm developed for MSG-SEVIRI (Sobrino and Romaguera, 2008) , to the surface vapour pressure calculated with data from meteorological stations. The modelled vapour pressure showed good accuracy with no bias and no deviations from the slope unity between the observed and predicted. On the other hand, estimates of air temperature deviate from the 1:1 line and show a positive bias. Vapour pressure and air temperature were then combined to estimate the relative humidity. Since estimated air temperature tends to overpredict, the retrieved relative humidity tends to be underestimated. Finally, when these estimates of air temperature and relative humidity are combined to calculate the EMC, the results logically showed a negative bias compared to EMC calculated with surface meteorological data. It is crucial therefore to obtain unbiased estimates of air temperature to avoid this underprediction on EMC. Further research should address to get better estimates of air temperature. This task could be achieved by obtaining better radiometric corrections for the atmospheric and bidirectional effects in NDVI. In addition, the algorithm developed in Nieto et al. (submitted for publication) for estimating the NDVI max aimed the minimisation of residuals in the air temperature estimates, although these estimates may be biased from ground data. Therefore, an alternative method for the estimation of NDVI max that produces unbiased estimates of air temperature would be addressed in future research. Finally, an improvement in the estimation of precipitable water becomes as well important since it affects the retrieval of LST and the vapour pressure estimation.
