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RESUMEN 
  
En este trabajo, se ha utilizado el modelamiento de los sistemas reaccionantes 
complejos lineales, utilizando un esquema de reacciones complejas idealizadas, el 
cual ha sido sometido a condiciones diversas, de tal modo que se han generado 
topologías diferentes que se analizaron a la luz de la teoría espacio – tensorial, sobre 
la base de trabajos preliminares del espacio afin n-dimensional, partiendo del 
teorema de Cayley – Hamilton, de cuatro dimensiones, n = 4, que tiene especial 
importancia en la teoría de la relatividad de Einstein; el concepto espacio – tiempo 
de Lorenz – Minkowski, etc., entre otros, referidos al tratamiento tensorial, y 
particularmente al trabajo de Palomino et al referido a un sistema de reacciones 
complejas (2009). Se pretende integrar los fundamentos de la ingeniería de las 
reacciones químicas, tanto desde el punto de vista teórico como de sus aplicaciones 
y proyecciones a modelos industriales, ambientales, enzimáticos y otros.  Así, se 
pudo verificar la versatilidad del método seguido, de cara a sus aplicaciones, para 
una variedad de aplicaciones.  
 
El análisis tensorial de los sistemas reaccionantes complejos lineales, se aborda 
utilizando el modelamiento matemático, los métodos numéricos y la simulación, con 
el propósito de visualizar el comportamiento de las variables de tales sistemas. 
 
En el modelo ideal, se han asignado valores a los �௜ ௝ y bajo restricciones 
convenientes, se obtuvieron topologías coincidentes con modelos clásicos y 
actuales, como los de Wei & Prater (1962), van de Vusse (1964),  Himmelblau 
(1967), Prater Silvestri & Wei (1967), Morrison (1991), Barnsley (1988), Lorenz 
(1993), Michaelis & Menten (1913), Rivero & Herrera (2008), Harper (1971), 
Villavicencio (1999), Aristizábal et al. (2006), Pisabarro (2009), Verwijs et al. 
(1995), García & García (2000), entre otros.  
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Resolviendo los modelos arriba indicados, el anàlisis de los sistemas complejos fue 
direccionado y presentado en la forma gràfica para su posterior discusiòn. 
 
Palabras clave: modelamiento, simulación, sistemas, reaccionantes, complejo, fase, 
heterogéneo, lineales.  
 
ABSTRACT 
 
In this work, we have modeled linear complex reaction systems using an idealized 
reaction, which has been subjected to restrictions, so that different topologies were 
generated which were analyzed in the light of the tensor space theory, based on 
preliminary work of n-dimensional affine space, the Cayley – Hamilton teorem, 
four-dimensional, n = 4, which is particularly important in the Theory of Relativity 
of Einstein; the space time concept of Lorenz – Minkowski, among others, 
particularly the work of Palomino et al, referred to a system of complex reactions 
(2009) space has been used to integrate the fundamentals of chemical reaction 
engineering, both from the theoretical point of view and its applications and 
industrial projections, environmental, enzymatic and other models, in the scope of 
tensorial analysis. Thus it was possible to verify the versatility of the method, shown 
both in ideal cases and cases found in the literature with varying degrees of 
application. 
 
Tensorial analysis of the linear complex reaction systems, is addressed using 
mathematical modeling, numerical methods and simulation, in order to visualize 
here the behavior of the variables of such systems. 
 
In the ideal model, we have assigned values to k_ (ij) and under suitable constraints. 
A variety of matching complex reactions were found, such as Wei & Prater (1962), 
van de Vusse (1964), Himmelblau (1967 ), Prater Silvestri & Wei (1967), Morrison 
(1991), Barnsley (1988), Lorenz (1993), Michaelis & Menten (1913), Rivero & 
Herrera (2008), Harper (1971), Villavicencio (1999) Aristizabal et al. (2006) 
Pisabarro (2009), Verwijs et al. (1995), Garcia & Garcia (2000), among others. 
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Solving the above indicated models, the analysis of the complex systems was 
addressed and presented in graphical form for further discussion. 
 
Keywords: modeling, simulation, systems, reagents, complex, phase, 
heterogeneous, linear 
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CAPITULO 1 
 
INTRODUCCIÓN 
 
1.1. SITUACIÓN PROBLEMATICA 
 
Las reacciones complejas constituyen en la Ingeniería de las Reacciones uno de 
los temas que siguen generando investigaciones y áreas de desarrollo, ocupando 
un lugar privilegiado en el mundo académico, investigativo e industrial, a partir 
de lo cual se han planteado y se sigue formulando diversas alternativas de 
solución, con variado uso de instrumentos matemáticos, tecnología y software.  
 
Los sistemas reaccionantes complejos constituyen parte de la naturaleza esencial 
y natural de muchos de los procesos industriales, vitales y ambientales, y las 
investigaciones alrededor de ello siguen aperturando nuevas fronteras, dentro de 
lo cual se deben tentar soluciones concretas que permitan la mejor comprensión, 
operatividad y optimización de los sistemas involucrados. 
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Por otro lado, una de las limitaciones más saltantes en este campo es la carencia 
de compendios, catálogos y trabajos que compilen la extensa información 
condensada asequible y aplicativa, en lo académico e industrial, al nivel de tesis 
de maestría, por lo que con este trabajo se pretende contribuir ofreciendo un 
método que puede ser un instrumento de investigación en estas fronteras, el 
análisis tensorial de los sistemas reaccionantes complejos lineales en fase 
heterogénea, y a la cual apuntan también otros investigadores. 
 
1.2. FORMULACIÓN DEL PROBLEMA 
 PROBLEMA PRINCIPAL: 
 
 ¿Cómo modelar y simular sistemas de reacciones lineales complejas 
heterogéneas partiendo de una topología general y su aplicabilidad a 
sistemas heterogéneos? 
 
PROBLEMAS ESPECÍFICOS: 
 ¿Se puede modelar reacciones complejas a partir de una topología 
general? 
 ¿Es posible obtener resultados coherentes aplicando análisis tensorial a 
los sistemas de reacciones complejas heterogéneas? 
 
1.3. JUSTIFICACIÓN TEÓRICA: 
 
Los sistemas reaccionantes complejos lineales están lejos de ser resueltos en su 
totalidad en la actualidad; ello es debido; en parte, a que siguen surgiendo 
nuevas fronteras que aperturan nuevas oportunidades de investigación, analisis, 
modelamiento y solucion. En la revisión de antecedentes se han verificado 
algunos sistemas cuyas topologías son referentes para otros, y la mayoria de los 
libros texto de ingenieria de reacciones quimicas siguen usando, con pequeñas 
variantes, patrones didácticos y ejemplos formulados hace varias décadas.  
 
Por otro lado, durante la revisión de literatura y antecedentes realizada, se ha 
detectado una escacez de reportes de trabajos similares al abordado aqui, ni 
existe compilación alguna, por lo que con el presente trabajo se pretende 
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contribuir al mejor entendimiento de los sistemas reaccionantes complejos 
lineales, mediante la aplicación del análisis tensorial, el cual podría ser una 
ayuda complementaria para la enseñanza – aprendizaje durante la formaciòn 
profesional del ingeniero quìmico, en el àrea de la ingenierìa de las reacciones 
quìmicas.  
 
 
 
 
1.4. JUSTIFICACIÓN PRÁCTICA 
 
En este trabajo se ha abordado la resolución de un sistema de reacción complejo 
usando el análisis tensorial. Seguidamente, a partir del sistema referido se han 
estructurado diferentes topologías de reacción, con el propósito de hallar 
concordancias con modelos clásicos y actuales, acopiando, agrupando, 
presentando, resolviendo y simulando las diferentes reacciones complejas 
lineales encontradas en la literatura. Finalmente, se han analizado y discutido los 
resultados principales del presente estudio. 
 
Para el tratamiento de estos sistemas, se han efectuado simulaciones con los 
coeficientes reportados por los respectivos investigadores de cada modelo, en el 
caso de que existiera data, y luego se han redimensionado los coeficientes 
cinéticos de velocidad de reacción �௜௝, como parte de la contribución propia al 
análisis y simulación de sistemas de complejos, pudiendo realizarse las 
modificaciones necesarias con el fin de tener una perspectiva generalista de 
solución aplicable a otros modelos, para lo cual se busca identificar las 
condiciones cinéticas más convenientes. Es asi que se dió el tratamiento 
tensorialmente correspondiente, y posteriormente se simuló con MatLab. 
 
Este trabajo pretende aportar al estrudio de las reacciones complejas, en 
particular aquellas de interés académico, como de aplicaciones industriales, en 
diverso grado de complejidad. 
 
No es menos relevante señalar el hecho de que se hace uso de herramientas 
modernas para encarar la simulacion de las reacciones complejas, con software 
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especializado, cuyo licenciamiento sea asequible o libre, tanto en versiones 
institucionales concurrentes como individualizadas. 
 
Por lo antes referido se puede considerar justificado el desarrollo de la presente 
investigación, al abordar una gran diversidad de literatura y establecer la linea de 
base, sobre la cual se funda un modelo generalista, como piedra angular en este 
estudio, puesto que el estudio de los sistemas reaccionantes complejos 
actualmente cobra aún mayor vigencia. 
 
 
1.5. OBJETIVOS 
 
1.5.1. Objetivo general: 
 
Modelar y simular sistemas reaccionantes complejos, usando el análisis 
tensorial, en fase heterogénea. 
 
1.5.2. Objetivos específicos: 
 
1.5.2.1. Modelar reacciones complejas lineales en fase heterogénea, y 
reacciones homogèneas, mediante el análisis tensorial 
 
1.5.2.2. Simular los sistemas de reacciones complejas lineales 
abordados.  
 
1.5.2.3. Analizar la aplicabilidad del método en sistemas de reacciones 
complejas no lineales en fase heterogénea. 
 
1.6. HIPÓTESIS 
 
1.6.1. HIPÓTESIS GENERAL  
 
La aplicación del análisis tensorial a las reacciones químicas complejas 
en fase heterogénea, permite la determinación de las invariantes del 
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tensor de reacción, la formulación de variedades topológicas de interés 
práctico, y su simulación correspondiente. 
 
1.6.2. HIPÓTESIS ESPECÍFICA 
 
1.6.2.1. El análisis tensorial aplicado a los sistemas reaccionantes 
complejos es un método muy eficiente en la intepretación de su 
comportamiento. 
 
1.6.2.2. La simulación de los sistemas reaccionantes complejos a 
condiciones iniciales identificadas, permite verificar 
gráficamente los resultados del cálculo tensorial. 
 
1.6.2.3. El análisis de los sistemas reaccionantes complejos permiten 
verificar la aplicabilidad del método tensorial. 
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CAPITULO 2 
 
MARCO TEÓRICO 
 
 
2.1. MARCO EPISTEMOLÓGICO DE LA INVESTIGACIÓN 
 
El avance de la Ingeniería Química, desde la aspiración alquímica hasta la 
transmutación de los metales pesados hoy en día, han venido de la mano con la 
evolución de la mecánica y otras ciencias, permitiendo la actual codificación y 
relación sinérgica con todas las ciencias y la matemática (Austin, 1998). 
 
En el análisis de redes de reacción y sistemas complejos, resulta frecuente hallar 
gran número de reacciones y/o interacciones de diverso grado y extensión en 
serie o en paralelo que son difíciles de abordar analíticamente (Belousov, 2000), 
como clásicamente se estila, para determinar sus etapas elementales. 
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En la evolución del lenguaje y herramientas matemáticas, la Ingeniería ha 
encontrado valiosas ayudas que se utilizan cotidianamente para la resolución  de 
los sistemas ecuacionales (Beer & Johnston, 1972). Por ejemplo, el análisis 
tensorial.  
 
Naturalmente, todo ello se puede reducir a explicaciones de tipo mecánico o a 
explicaciones en términos análogos a ellas, posibilitando nuevas fronteras para el 
conocimiento, el avance de la ingeniería química y en general el avance del 
género humano hacia mejores estándares de vida (Dolan et Al, 1989). 
 
El presente trabajo se orienta hacia la búsqueda de la integración lógica y 
metodológica del análisis, el modelamiento y la simulación de los sistemas 
reaccionantes complejos, con un propósito interactivo e interdisciplinario, 
basados en las leyes de la cinética, la termodinámica, los balances de materia, 
energía (Hasal & Kudrna, 1986) y las relaciones tensoriales y matemáticas 
(Verwijs et al, 1992), que permiten mostrar las posibilidades y bondades de la 
nueva frontera en la ingeniería de las reacciones químicas (Faith & Vermeulen, 
1967; Feinberg, 1987; Ferriz, 1976; Fogler, 1999). 
 
2.2. ANTECEDENTES DE LA INVESTIGACIÓN 
 
Diversos investigadores se han abocado a la observación, análisis y formulación 
de las ecuaciones que representan los sistemas reaccionantes complejos 
identificados en la naturaleza o en la industria, se han logrado muchas e 
inesperadas soluciones, utilizando datos cinéticos experimentales, coeficientes 
estequiométricos, velocidades de reacción, órdenes de reacción y parámetros 
diversos, para sistemas particulares y, por extensión, para esquemas similares 
(Higham, 2007, y  Westerterp & Wijngaarden, 1992). Gran número de estos 
intentos han culminado con valiosos aportes para la industria y la vida.  
 
Anteriormente, Wei & Prater  (1962)  reportaron sus conclusiones acerca de 
sistemas monomoleculares reversibles, mostrando cómo varía la concentración 
en la interacción componentes y parámetros cinéticos, haciendo posible la 
predicción de su comportamiento. Además, el análisis del modelo de la reacción 
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triangular reversible de los isómeros del isobutano, ha permitido proponer las 
bases para el comportamiento macroscópico de sistemas más complejos y 
dinámicos, contribuyendo con ello al análisis termodinámico de sistemas de no 
equilibrio, y al análisis de sistemas de pseudo acción de masas en catálisis 
heterogénea.  
 
van de Vusse (1964)  puso en discusión el tema selectividad – sensitividad 
cinética en reactores de tipo PFR y CSTR, y de un grado intermedio de 
mezclado (PFR con reciclo), para conducir a una generalización relacionada con 
la influencia del mezclado sobre la selectividad isotérmica. Es Carberry (1976), 
quien actualiza en su libro Chemical and Catalytic Reaction Engineering el 
modelo que involucra propiedades de la estabilidad dinámica input – output de 
los reactores de flujo, considerando que las leyes del flujo llevan hacia el control 
y estabilidad asintótica global o local, con ciertas zonas estimadas 
explícitamente.  
 
Prater, Silvestri y Wei (1967)  abordaron la estructura y análisis de sistemas 
complejos de primer orden, conteniendo reacciones químicas con pasos 
irreversibles. Estos sistemas son considerablemente más complejos que los 
sistemas completamente reversibles, porque el principio del balanceo detallado 
no puede ser aplicado al sistema entero. Y así, se diversificaron los ensayos y 
trabajos, yendo desde el análisis vectorial (Aris, 1989), y tensorial hasta 
aplicaciones infinitesimales y numéricas: García-Ochoa, (1987); Verwijs (1992); 
Palomino (2009), entre otros. 
 
En el mecanismo químico de la respiración, Harper (1971) mostró el 
intercambio de dos gases   oxígeno y CO2, entre el cuerpo y el ambiente, en dos 
fases de un solo ciclo. En la primera los gases son inspirados haciendo contacto 
con los alveolos pulmonares, y se asume que el intercambio de gases ocurre en 
concordancia con las leyes de difusión. El gas pasa a través de la membrana e 
ingresa a la sangre. La segunda ocurre por diferencia de presión (o “tensión”) del 
gas sobre cada lado de la membrana. La “tensión” del CO2, como un gas seco 
(en mm Hg) en el pulmón, está en equilibrio con el ácido carbónico disuelto en 
la sangre. De manera similar,  ைܲమ (tensión del oxígeno), es la presión del gas 
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seco, con el cual el oxígeno disuelto en la sangre está en equilibrio. El 
intercambio de gases se da por la diferencia de “tensión” del oxígeno en el aire 
alveolar y  en la sangre venosa (aproximadamente de 67 mm Hg), diferencia que 
permite llevar el oxígeno desde el alveolo pulmonar hacia el interior de la 
sangre; y, por otro lado, la diferencia de “tensión” (10 mm Hg), entre el CO2 
disuelto en la sangre y el pulmón, permite la rápida difusión del CO2 a través de 
la membrana alveolar que, a su vez, facilita la eliminación de éste gas. El gas 
nitrógeno, es inerte, pues su “tensión” (570 mm Hg), es la misma tanto en la 
sangre venosa como en el alveolo pulmonar. Después de éste intercambio, la 
sangre se torna arterial, la cual tiene una “tensión” de oxígeno de cerca de 100 
mm Hg y el CO2 de 40 mm Hg. El nitrógeno permanece en 570 mm Hg. Los 
gases son disueltos en la sangre, y la cantidad de cada gas será llevada en la 
sangre, de acuerdo a la Ley de Henry a partir de sus coeficientes de absorción. 
En suma, la respiración humana depende de la interacción de las moléculas de 
acetilcolina con los receptores acetilcolina estearasa sobre el músculo diafragma; 
a cada respiración las terminales nerviosas que contienen “sacos” de acetilcolina 
son estimulados. Cada saco tiene aproximadamente 1x104 moléculas de 
acetilcolina dentro; los sacos se mueven hacia el final del nervio y 
eventualmente rompen la pared del nervio. La colisión ocasiona que las 
moléculas de acetilcolina hagan sinapsis neuromuscular. 
 
Morrison  (1991)  plantea el análisis de sistemas caóticos que comprenden la 
transición entre los sistemas solubles y los cercanamente solubles y aquellos que 
son completamente estocásticos o de rango, y recopila el modelo formulado por 
Edward Lorenz   del MIT, quien en 1963, utilizando las ecuaciones de Navier & 
Stokes realiza una aceptable interpretación de las alteraciones climáticas y el 
incremento del CO2 en la atmósfera.  
 
Lorenz (1993)   refiere el trabajo de Belousov (1893 -1970), sobre el 
modelamiento del ciclo de Krebs, y que culminó su discípulo Zhabotinsky 
(1994), fundamentando la teoría de las reacciones oscilatorias para procesos no 
lineales alejados del equilibrio, que en esencia es una reacción redox de una 
especie orgánica (como el ácido cítrico o malónico) con una solución de 
bromatos en medio ácido (H+/ܤݎܱଷ−), en presencia de un electrón transferido por 
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el catalizador redox (ܨ݁ଶ+/ܨ݁ଷ+). El mecanismo para el modelo de Belousov & 
Zhabotinsky ha sido desarrollado por Fields et al. (1974), y consta de 18 etapas 
elementales e involucra a 21 especies químicas distintas. Aquí  examinaremos 
las 9 etapas esenciales. 
 
El comportamiento dinámico del reactor continuo de Verwijs, Westerterp et al 
(1995), un PFR catalizado, durante el arranque de una planta química de 
producción continua de amoníaco, de acuerdo a las condiciones de operación 
puede ser adiabático y de flujo estacionario, o tener otra condición, es un caso 
típico de unas 15 ecuaciones, y condiciones  críticas de arranque, el reactor 
adiabático tiene una evolución térmica hasta lograr la estabilidad operacional al 
estado estacionario como una sumatoria de los estados operacionales 
simultaneos intermedios y estables, hasta alcanzar sus condiciones de frontera 
pre establecidas.  
 
Villavicencio (1999) resume el mecanismo de la fotosíntesis a partir de la 
ecuación básica de consumo de energía solar por los sistemas biológicos. Esta 
reacción, que se lleva a cabo en los cloroplastos de las plantas verdes. En 
Inglaterra, Priestley (1775), descubrió el proceso de producción de oxígeno en el 
proceso de la fotosíntesis mediante un experimento en una campana de vidrio, 
haciendo arder unas velas hasta que se apagaron; luego conectó la campana con 
un invernadero con plantas de menta. Observó que después de algunos días el 
aire de la campana ya no impedía la combustión de una vela y era adecuada para 
la respiración de un ratón. En Suiza, Jan Ingenhousz (1730-1799), médico 
holandés, en unas vacaciones en Inglaterra repite los experimentos de Priestley y 
con otros ensayos demuestra que para el desprendimiento fotosintético de 02 se 
necesita luz solar y que este fenómeno sólo ocurre en las partes verdes de las 
plantas y recomendó sacar las plantas de las casas durante la noche para evitar 
que sus ocupantes se intoxicaran. Con ayuda de colaboradores aportaron para  
mostrar que los organismos fotosintetizadores, excepto las bacterias, utilizan el 
agua como donante de electrones e hidrógeno para reducir varios aceptores de 
electrones y desprender oxígeno molecular. 
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Segel (2003)   actualiza el modelo cinético que sobre la base de 4 especies, y 4 
reacciones explican  la cinética heterogénea de Michaelis & Menten (1913) 
propusieron que la enzima E se combina reversiblemente con el sustrato S para 
formar un complejo intermediario enzima-sustrato ES con una constante de 
velocidad K1. El complejo ES tiene dos posibles destinos: puede disociarse en E 
y S, con una constante de velocidad K2, o puede formar un producto P, con una 
constante de velocidad K3. Plantea la reacción compleja enzima sustrato y el 
estado de aproximación cuasi  estacionaria.  
 
Muñoz, V. (2004), y antes, Barnsley et al. (1988)   recogen los planteamientos de 
Poincaré (1890), asimismo, los de Fricke & Klein (1897) y el de Escher (1971), 
investigadores que aplicaron el análisis matemático al estudio de los fenómenos 
naturales, obtuvieron modelos para los ciclos  límite de los atractores periódicos 
y los atractores extraños, con movimientos caóticos, como el modelo de Chua, el 
de Lorenz, etc., que cuando son discretos se les conoce como fractales. El 
modelo que hemos considerado para éste análisis es el de Lotka – Volterra, que 
establece la relación de una población de presas y otra de predadores. 
 
Aristizábal et al. (2006) se abocaron a las reacciones de combustión del coque en 
un horno de cubilote. Las reacciones ocurren en tres pasos: la primera  se da 
cuando el coque incandescente hace contacto con el aire del soplo, liberando 
CO2; la segunda, la reacción de gasificación por CO2 (o reacción de Boudouart), 
cuando el CO2 reacciona con el carbono en el coque, para producir CO; y la 
tercera, es la reacción de gasificación por vapor de agua, liberando CO e 
hidrógeno. La gasificación por vapor de agua está determinada por transporte 
del reactante hacia la superficie de reacción, y  difusión del reactante a través de 
los poros. Entonces se tiene un sistema que opera a velocidades de difusión 
variable en función de la coordenada axial, las variaciones con el tiempo, la 
concentración y composición de los gases liberados, que a partir de las tres 
ecuaciones, se desarrollan siete ecuaciones diferenciales para determinar la 
variación de: C Coque, O2, CO2, CO, H2O (vapor), H2 y N2.  
 
Comineti (2007)  aplica en el análisis comparativo de las capacidades de 
levaduras, al propuesto por Harper (1971)  sobre el mecanismo de reacción de la 
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glucólisis.. El modelo considera el conjunto infinito de reacciones catalizadas 
por enzimas que ocurren en las células, agrupándolas en “rutas” o “vías” 
metabólicas, que para el caso de la glicólisis, reúne las dos fases metabólicas: 
catabolismo, mediante la degradación oxidativa de moléculas nutrientes 
complejas (glúcidos, lípidos y proteínas), formando productos de desecho (CO2 
y NH3) y obteniendo energía en forma de ATP  y poder reductor; y, anabolismo, 
o biosíntesis reductora de moléculas complejas (polisacárido, proteínas) a partir 
de precursores sencillos y con gasto de energía (en forma de ATP o como 
consumo de poder reductor). Se plantea la resolución matemática de cada 
subdominio para cada subsistema de cinco ecuaciones catabólicas y cinco 
anabólicas. 
 
Rivero & Herrera, (2008) plantean una simulación de la polimerización a partir 
de copolimerización de monómeros  y el uso de agregados cruzados iniciador – 
polímero en las reacciones de iniciación, para explicar la evolución de los pesos 
moleculares promedio del polímero. Esta aplicación de la simulación permite 
predecir y/o proponer mecanismos de las reacciones de polimerización. 
 
El ciclo biogeoquímico del nitrógeno, considerando que el nitrógeno forma parte 
de las macromoléculas más importantes de los organismos vivientes, ocupa una 
ubicación estructural fundamental para la formación de las proteínas. Pisabarro 
(2009) hace referencia al mecanismo de su fijación. La ruta cíclica empieza en el 
nitrógeno atmosférico (N2), que al contacto con las bacterias fijadoras del 
nitrógeno (Rhizobium Azotobacter, los hongos y las cianobacterias) se 
transforma en NH3, el cual por reacción con nitrosomonas se transforma en 
nitrito (NO2). Luego, por nitrificación bacteriana (con nitrobacter) forma el 
nitrato (NO3) y el ión amonio (ܰܪସ+) en el suelo. En este punto, se aperturan dos 
reacciones: Una, al contacto con los microorganismos sinteriza las proteínas 
vegetales, que constituyen las estructuras orgánicas de las plantas, y al ser 
consumidas por los animales  forman las proteínas animales. En ambos casos, 
tanto de las plantas como de los animales, ocurre la degradación 
(descomposición y muerte, o excreción), que culminan con la amonificación por 
Clostridium acetobacter, regenerándose el NH3.  Otra, la desnitrificación 
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bacteriana, que al contacto con Bacillus pseudomonas, libera nitrógeno (N2), que 
retorna a la atmósfera. 
 
2.3. BASES TEÓRICAS 
 
Los sistemas reaccionantes complejos se sostienen en los principios de la 
cinética química se usa para determinar la ecuación de velocidad de una reacción 
y establecer la relación cuantitativa entre la velocidad de una reacción química y 
las concentraciones o presiones parciales de las especies químicas presentes en 
dicha reacción, lo cual se ha desarrollado a base de mediciones experimentales, 
que dan indicios de la estequiometría de las estructuras en los estados de 
transición, relacionados con la estructura en estado fundamental. La ecuación de 
velocidad se empleó para monitorizar la concentración de un reactivo a lo largo 
de una reacción a través de un análisis gravimétrico. Hoy en día, se hace casi 
exclusivamente por el uso de técnicas espectroscópicas rápidas y sin 
ambigüedades. 
 
Otro pilar de soporte es la catálisis heterogénea, en el que un catalizador 
participa como promotor o activador en la reacción química. El catalizador baja 
la barrera de la energía de activación ( G ), aumentando la velocidad de 
reacción, ya sea estabilizando la estructura del estado de transición o 
desestabilizando una reacción intermedia clave. Sólo se necesita pequeñas 
cantidades de catalizador, e influyen en las velocidades de reacción cambiando 
el mecanismo de reacción. 
 
Existen muchas técnicas desarrolladas empleadas en el manejo de los sistemas 
de reacciones complejas, como el efecto isotópico cinético ( i jEIC K K ), que 
cambian la energía potencial de los intermedios de la reacción y la formación de 
enlaces más fuertes o más débiles según sea el isótopo más pesado o más ligero; 
el efecto de los sustityentes que influyen en las interacciones estéricas y 
electrónicas (resonancia y efecto inductivo), en la polarizabilidad, y sobre todo 
ionización que se evalúa a través de las relaciones lineales de energía libre, 
utilizando el diagrama de Hammett; etc. 
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El modelamiento matemático, como proceso de creación de una representación 
matemática de un proceso real, y que permita predecir bajo condiciones 
reproducibles el comportamiento del sistema en la búsqueda de la optimización. 
Debe reunir las observaciones experimentales y establecer las relaciones entre 
las variables del proceso, siendo el objetivo final la recomendación de los 
sistemas de control pertinentes. Mayormente, los modelos en la Ingeniería 
Química están basados en los principios de los fenómenos de transporte, en los 
balances de gradiente máximo de materia y de energía. Es requerible en muchos 
casos la representación  mediante diagramas para una mejora guía y 
visualización, desde el diagrama de bloques (BDF) hasta el diagrama 
paramétrico (PDF). 
 
La simulación como arquitectura ejecutable, Gianni D. et al (2014), que puede 
variar de acuerdo al grado de automatización: Nativa, que utiliza lenguajes 
ejecutables, que no utiliza software y solo la función dentro del sistema puede 
ser evaluada, no es automatizada; Federada, que utiliza información definida 
para generar un ejecutable con interfaces externas; y Calibrada, utiliza un 
sistema de simulación existente y mejora su comportamiento, y es totalmente 
automatizable. 
 
Para el análisis de los sistemas reaccionantes complejos en el presente trabajo, se 
ha ideado un modelo complejo de ocho especies reaccionantes (reacciones 
complejas con pasos reversibles – irreversibles). La aplicación de éste modelo se 
realiza mediante restricciones las cuales permiten usarlo para analizar una 
variedad de casos reales, como reacciones caóticas, oscilaciones complejas, 
atractores y fractales, combustión y fijación de nitrógeno, enzimáticas, 
glucólisis, fotosíntesis y respiración, medioambiente. 
  
¿Cómo se ha llegado a la formulación de este modelo de trabajo? 
 
Clásicamente, las reacciones complejas fueron identificadas como parte del 
estudio y observación del comportamiento de la Naturaleza. En este trabajo, de 
manera suscinta hemos citado en este grupo a las reacciones paralelas, las 
consecutivas, las consecutivas – paralelas, las paralelas cíclicas, entre otras. 
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Históricamente podemos citar algunas como la ecuación de Denbigh, la ecuación 
de van de Vusse, la ecuación de isomerización del xilenos, la ecuación de Wei & 
Prater, la ecuación de Michaelis & Menten, la reacción de hidrogenación de 
aceites, etc. 
 
Es a partir del resumen de modelos planteados en la introducción, que se 
formuló una topología generalista, cuyas singularidades, bajo ciertas asunciones 
pueden involucrar las citadas reacciones y otras más, observando que es posible, 
a partir de éste modelo, ampliar el análisis a muchas reacciones complejas. 
Como se muestra en el trabajo, dichas singularidades permiten contrastar la 
amplitud y particular riqueza del modelo que se postula. 
 
Este modelo generalista, mostrado en el capítulo IV con el código (4.1),  no es 
intensivo, representa un sistema complejo y se formula, pero no se llega a él por 
deducción. Es, sin embargo, un esquema adecuado para desarrollar muchas 
topologías diferentes aplicando restricciones a los kij (como se muestra en 
anexos), y constituye en sí un esquema que permite proponer una alternativa al 
análisis clásico. 
 
Para efectos ilustrativos, se han analizado los valores  reportados, por ejemplo, 
por Haag & Pines en el modelo de Wei & Prater, la data de van de Vusse, 
Michaelis & Menten, etc., y se han simulado sus modelos con esa data. Luego, 
para realizar las simulaciones se efectuaron las modificaciones convenientes en 
los valores de los kij  y condiciones singulares de reacción, y con los resultados 
se compararon los perfiles obtenidos con los perfiles de la data original. 
 
Como resultado de la aplicación del análisis tensorial a las reacciones químicas, 
se obtuvieron las invariantes tensoriales. El cálculo de las invariantes de los 
sistemas matriciales derivados del modelamiento y análisis cinético son de 
acuerdo al orden del tensor, y pueden ser sustancialmente diferentes según los 
valores de i jk . 
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Una aplicación del teorema de Cayley – Hamilton, corresponde al tratamiento 
vectorial y tensorial el manejo de sistemas algebraicos lineales con matrices 
cuadradas de coeficientes, donde el endomorfismo de un espacio vectorial de 
dimensión finita sobre un cuerpo cualquiera anula su propio polinomio 
característico, es decir, que trasvansandola hacia los sistemas físicos, 
fisicoquímicos y cinéticos complejos, hace posible la obtención de los tensores 
de reacción y la correspondiente determinación de los eigenvalores, o raices de 
las ecuaciones características de las matrices en cuestión. 
 
Los tensores han sido clasicamente definidos como objetos cuyos componentes 
se transforman bajo cambios de coordenadas, llamadas transformaciones 
covariantes o contravariantes, lo que obliga al uso del dual de un espacio 
vectorial. Esta conceptuación ha concluido en una relación entre las 
componentes de la magnitud en uno y otro sistema de referencia, que fue asida 
por Einstein, quien planteó una simplificación denominado convenio de 
“sumación de Einstein”; y, modernamente se utiliza una operación tipo producto 
tensorial de espacios vectoriales. Las propiedades más saltantes de los tensores 
son de aplicación a cálculos con campos tensoriales o funciones algebraicas 
naturales o transformadas asociadas a escalares (tensores de orden y rango cero), 
vectores (tensores de orden y rango uno) y matrices o funciones cuadráticas 
(tensores de orden dos), de modo que puedan actuar independientemente de un 
sistema de coordenadas particular. La teoría del campo o espacio tensorial debe 
ser interpretada como una extensión del jacobiano, donde el cálculo tensorial 
debe entenderse como la representación del objeto tensorial y secundariamente 
las componentes. 
 
La mayor parte de las ecuaciones derivadas de las ecuaciones cinéticas químicas, 
exceptuando las reacciones de orden cero y uno, tienen la estructura n×n = n2, 
representadas por una matriz que corresponde a tensores de segundo orden, n×n, 
que es representado en un sistema de coordenadas ܣ௜௞′ cuya transformación 
invariante en otro sistema con componentes ܣ௜௞  es:  
 ܣ௜௞′ = ∝௜′௟∝௞′௠ ܣ௟௠         (2.1) 
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Donde ∝௜′௟  es el coseno del ángulo entre el i-ésimo eje de un sistema con el l-
ésimo eje del otro sistema. 
 
En tensores del tipo Levi – Civita de orden mayor, de orden 3, 4,… n; por 
ejemplo, si es de orden 3 sería R3 y la generalización viene dada por un elemento 
que necesita nm coordenadas para ser especificado, cuya forma generalizada es: 
 ܣ௜భ,௜మ,…,௜೙′ = ∝௜భ′௞భ ∝௜మ′௞మ  .  .  . ∝௜೙′ ௞೙ ܣ௞భ,௞మ,   .  .  .௞೙      (2.2) 
 
Donde:  ܣ௞భ,௞మ,   .  .  .௞೙   son las componentes del tensor en un sistema de 
coordenadas,  ܣ௜భ,௜మ,   .  .  .௜೙  son las componentes del mismo tensor en otras 
coordenadas, y los ∝௜భ′௞భ      son los cosenos de los ángulos entre los i1-ésimos ejes 
del sistema, y los ki-ésimos en el otro sistema, y su signifcación no va a cambiar 
al cambio de sistema o base. 
 
En cuanto a los tensores de segundo orden referidos, cuando la matriz es 
cuadrada, su transformación lineal es: 
 
'x A x
         (2.3) 
 
Entre dos espacios de la misma dimensión n, y si los espacios de la misma 
dimensión son coincidentes, donde el orden de la matriz es n, se llama 
transformación idéntica o identidad a la que hace corresponder cada punto 
consigo mismo, 'x x , y se representa por la matriz unidad. Y, por linealidad 
de matrices: 
 
. .A E E A A 
        (2.4) 
 
Y, si el determinante de A es distinto de cero, se tiene una solución, recurriendo 
a la regla de Cramer: 
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det . ijA A a          (2.5) 
 
1
' ( 1, 2, . . . , )
n
h jh j
j
x x h n

       (2.6) 
 
. hj
hj
adj a
A
           (2.7) 
 
Y se cumple 
. 
1 1
. .A A A A E  
        (2.8) 
 
Estas relaciones corresponden al producto de una transformación lineal por su 
inversa, y en la codificación, el primer índice indica la fila y el segundo la 
columna: 
 
 1 th jA  
         (2.9) 
 
Que lleva a: 
 
1 1
(2.10)
n n
hi hj ih jh ij
h h
a a  
 
    
 
1 (2.11)
0ij
si i j
si i j
  
 
 
Que es la propiedad de los determinantes que dice que: “la suma de los 
elementos de una fila por sus adjuntos es igual al determinante y la suma de los 
mismos elementos por los adjuntos de una línea paralela es nula”. 
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El i j  es el Delta o tensor de Kronecker, el cual, con las restricciones, define un 
tensor de segundo orden, cuyas componentes en otro sistema ortogonal de 
coordenadas cartesianas serán: 
 
'ij ih jk hk ih jh ija a a a       
           (2.12) 
 
A partir de ello, se deduce que si se cambia de coordenadas, el tensor de segundo 
orden es un invariante, puesto que está referido a coordenadas ortogonales, y por 
la ley de transformación, las componentes en cualquier sistema son las mismas, 
y  un tensor ݐ௜ ௝ ante una transformación �௜ ௞ mantiene su naturaleza, puesto que 
los jh  son las mismas en cualquier sistema. 
 
(2.13)i j ih j ht    
   
' ' (2.14)ij ik jkt  
 
Pero como los sistemas reaccionantes complejos son tridimensionales, se pueden 
deducir tres invariantes notables: 
 
Invariante lineal:   1 11 22 33,iiI t t t t   
    
 
Invariante cuadrático:      2 2 22 11 22 12 11 33 13 22 33 23iiI t t t t t t t t t t        
Invariante cúbico:  3 i jI t t   
 
Para las coordenadas más generales no ortogonales, un cambio general estará 
dado por las ecuaciones de la forma: 
 
 1 2 3' ' , , , . . . , , ( 1,2,3, . . . , )i i nx x x x x x i n                                    (2.15) 
 
Siempre y cuando, en la región del espacio a considerar, este sistema permita 
despejar las ix  en función de las 'ix   
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 1 2 3' , ' , ' , . . . , ' , ( 1,2,3, . . . , )i i nx x x x x x i n                               (2.16) 
 
Lo que hace posible cambiar de un sistema a otro quedando determinadas tanto 
para las ix  como para las 'ix pasando de uno a otro sistema, y para que el 
sistema sea invertible de uno a otro, será necesario y suficiente que el jacobiano 
sea distinto de cero 
 
 
 1 2 31 2 3
, , , . . . ,
0
' , ' , ' , . . . , '
n
n
x x x x
J
x x x x
                                                              (2.17) 
 
Las ecuaciones (2.15) y (2.16) son las que definen un cambio general de 
coordenadas.  
 
Finalmente, de la ecuación (2.15) se deduce  
   
'
' (2.18)ii k
k
xdx dx
x
   
 
Que es la ley de transformación, lineal y homegénea para las diferenciales, y que 
permite definir al vector contravariante como un conjunto de n componentes 
( 1,2,3, . . . , )iu i n
 que por un cambio de coordenadas (2.16) se transforma 
según la ley 
 
'
'
i ki
k
x
u u
x
           (2.19) 
 
Para efectos de tratamiento de los sistemas de reacciones el vector contravariante 
es el de componentes idx , llamado vector desplazamiento; y, en el espacio 
ordinario, se puede obtener el vector contravariante velocidad al dividir la 
ecuación (2.18) por dt (t es el tiempo), concepto con el cual se pueden hacer las 
adaptaciones para el tratamiento vectorial de los sistemas. Dicho en otros 
términos, el tratamiento tensorial de los sistemas reaccionantes complejos 
permite evaluar el sistema en su desplazamiento y velocidad de reacción en las  
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coordenadas espacio – tiempo, en el espacio de riemanniano, con el principio de 
la derivabilidad fraccional o parcial de la función algebraica, necesaria para la 
obtención del jacobiano.   
 
El espacio afín de cuatro dimensiones, n = 4, tiene especial importancia en la 
teoría de la relatividad de Einstein, por lo que se ha considerado pertinente 
señalar algunas propiedades de los vectores y tensores en este espacio de cuatro 
coordenadas ( 1 2 3 4, , ,x x x x ), y por 3E  el espacio de tres dimensiones 1 2 3, ,x x x , 
3E  es el espacio físico ordinario.  
 
En el caso del espacio – tiempo, de Lorenz – Minkowski, los valores de 1 2 3, ,x x x  
representan las coordenadas espaciales o coordenadas de lugar donde ocurre un 
suceso, y t  es el tiempo, o sea, las coordenadas de un punto del espacio –tiempo 
1 2 2, , ,x x x t . Este concepto ha transpuesto la frontera euclidiana lo cual permite 
calcular el cambio entre dos sucesos como 0 0 0 01 2 2 1 2 3( , , , ) ( , , , )x x x t y x x x t  
mediante la siguiente relación: 
 
2 0 2 0 2 0 2 2 0 2
1 1 2 2 3 3( ) ( ) ( ) ( )s x x x x x x c t t                      (2.20) 
 
Donde c es una constante, que se suele considerar igual a la velocidad de la luz, 
pero que puede tener cualquier valor por un cambio de unidad en la medida del 
tiempo. Para dos sucesos de coordenadas ( , ) ( , )i i ix t y x dx t dt  , la distancia 
entre ellos o distancia elemental ds del espacio – tiempo resulta: 
 
2 2 2 2 2 2
1 2 3ds dx dx dx c dt                                                                (2.21)   .  
 
La expresión (2.20) que da la distancia entre dos sucesos tiene un valor bien 
determinado, independiente del sistema de coordenadas. Es decir, es un 
invariante. Así como las transformaciones lineales que dan invariantes la 
distancia euclidiana, son las transformaciones ortogonales, las transformaciones 
lineales son las que dejan invariante la distancia: a ello se conoce como 
transformaciones de Lorenz. Las transformaciones de Lorenz dejan invariante el 
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origen de coordenadas, pero dejan libre cualquier modificación real en cualquier 
sistema de coordenadas, por lo que el cálculo tensorial cartesiano se puede 
aplicar a las modificaciones al espacio tiempo de Lorenz – Minkowski. Es decir, 
el mundo que engloba la realidad íntima de las reacciones, cada coordenada es 
una dimensión y el tiempo una cuarta. 
 
Por tanto, la variable dependiente a las condiciones termodinámicas 
incorporadas en las i jk , de la función a resolver va a corresponder a una variable 
típica como la concentración, de modo tal que es posible determinar los perfiles 
correspondientes, y por lo mismo, es aplicable a la ley de velocidades de 
reacción, dentro del concepto de espacio físico, de componentes i iv dx dt , que 
no es un vector del espacio –tiempo, sino un cuadrivector velocidad, para 
indicar que es un vector de espacio tiempo, tal  como se ha desarrollado en el 
presente trabajo de investigación. 
 
En consecuencia, a partir del análisis del modelo (4.1), se arribó a la estructura 
ecuacional de diferentes modelos y sistemas reaccionantes complejos, cuyas 
topologías permiten el ordenamiento antes esquematizado, y sus soluciones 
correspondientes. Con las adecuadas manipulaciones en los i jk  se obtienen 
modelos como el de los sistemas caóticos, formulados por Lorenz, 1993, tanto 
como a las reacciones oscilatorias complejas, evaluadas por Belousov, 2000; 
Zhabotinsky, 1994; a los atractores y fractales, estudiados por Poincaré, 1890,  
Fricke & Klein, 1897, y Escher, 1971, dieron pautas para el desarrollo de 
infinidad de aplicaciones en tiempos actuales y de prospectiva; en fin, el de las  
reacciones de combustión, formuladas por Aristizábal et al., 2006; el de la 
fijación del nitrógeno, planteada por Pisabarro, 2009; la cinética enzimática 
heterogénea de Michaelis & Menten, en 1913 y  reformulada en el 2003, un 
tema actual y sus aplicaciones al diseño de biorreactores; en la síntesis de 
biomoléculas glucólisis, por Harper, 1971, y Comineti, 2007; en las reacciones 
de fotosíntesis, de Priestley, desde 1780, hasta Villavicencio, 1999; y, en el 
mecanismo de la respiración mostrado por Harper, 1971, hasta las reacciones 
monomoleculares de Wei & Prater, 1962; los sistemas complejos de primer 
orden con pasos irreversibles, de Prater, Silvestri & Wei, 1967; la estabilidad de 
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los reactores PFR y CSTR, de van de Vusse, 1964, 1966; y las reacciones de 
polimerización, de Rivero & Herrera, 2008; el modelo industrial para la 
obtención de NH3, etc.  
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CAPITULO 3 
 
METODOLOGÍA 
 
3.1 ALCANCES DE LA INVESTIGACIÓN 
  
El presente trabajo de investigación trata de acceder a una visión integral de los 
diferentes sistemas reaccionantes complejos en fase heterogénea de diferente 
grado de complejidad, y la simulación de los mismos, para posteriores 
referencias y/o aplicaciones de los sistemas abordados y conexos, es decir, se 
pretende dar acceso a la realización de modelos de interés académico e 
industrial. 
 
El procedimiento metodológico de la investigación está caracterizado por el 
análisis de un modelo, generado con este fín, y sin que ello constituya una forma 
única de generar modelos, sin embargo, éste si permite alcanzar el objetivo 
propuesto; y, al mismo tiempo, a partir del análisis del modelo generado, se 
abordan otros modelos. Por lo mismo, el sistema modelado de ocho 
componentes, se ha idealizado con la idea de globalizar las posibilidades, y 
posteriormente se ha manipulado en sus �௜ ௝  con el propósito de adaptarlo a 
diversos  modelos investigados, y de los cuales solo se han seleccionado nueve, 
tomando en ellos, los valores conocidos de sus coeficientes cinéticos, ante lo 
cual, se ha generado nueva data, obteniéndose en consecuencia modelos 
derivados o no conocidos. 
 
Los modelos cinéticos complejos obtenidos, en su topología nueva, adoptan los 
modelos de sistemas como los referidos en la revisión y antecedentes. A estos 
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modelos se les ha simulado para evaluar los perfiles concentración – tiempo. La 
modificación de los �௜ ௝ , permite elaborar nuevos perfiles, verificandose la 
posibilidad de manipular las condiciones de reaccion comparando la data 
generada con la data experimental, a condiciones estacionarias, hacia una 
aproximación a la estabilidad termodinámica. 
 
La existencia de otros modelos referidos de diverso grado de complejidad han 
permitido, asimismo,  construir sus correspondientes perfiles, y evaluar su 
comportamiento en función de las mismas variables que para el modelo 
generado. 
 
En resumen, los objetivos y fines de ésta investigación se han logrado, y en ese 
desarrollo se ha analizado, modelado y simulado el sistema generado y los 
modelos derivados mismo, pudiendo aplicarse extensamente a sistemas diversos 
(desde Wei & Prater, hasta los modelos biológicos y ambientales). 
 
Finalmente, se pretende aperturar una nueva frontera de investigaciones para 
infinidad de modelos cinéticos no estructurados y estructurados, de diversa 
naturaleza (hidrocarbonados, caóticos, fractales, ambientales, industriales, etc.),  
proponiéndose una ruta de referencia, basada en el modelamiento matemático, 
discretización por diferencia finita, parametrización tensorial, aproximación 
numérica, y, simulación computarizada. 
 
3.2 DISEÑO DE LA INVESTIGACIÓN 
 
 Se han considerado los siguientes aspectos: 
 
i. Análisis y modelamiento matemático tensorial del sistema generado para  
calcular las tres invariantes principales del tensor velocidad de reacción, 
y la subsecuente obtención de los eigenvalores del sistema matricial y las 
soluciones bajo condiciones iniciales. 
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ii. Simulación del sistema global, a condiciones iniciales ideales de las �௜௝ , 
para determinar los perfiles concentración – tiempo. 
 
iii. Modelamiento y simulación del sistema, variando las �௜௝  y 
sometiéndolos al correspondiente análisis tensorial y/o numérico. 
 
iv. Simulación complementaria de diversos sistemas reaccionantes 
complejos no lineales, incluyendo el reactor CSTR de van de Vusse y el 
reactor PFR de Amoníaco. 
 
3.3. POBLACIÓN  
 
Para ésta investigación, la población es el conjunto de sistemas reaccionantes 
complejos lineales y no lineales en fase heterogénea, y que reúnen las 
características de tener un comportamiento sujeto a sus correspondientes 
condiciones termodinámicas de reacción, y sus respectivos coeficientes cinéticos 
que los caracterizan. Se pre asumió que la población así considerada es infinita 
 
MUESTRA 
 
Se consideró como muestra al subconjunto conformado por los sistemas 
reaccionantes complejos lineales y no lineales enumerados en el acápite 2.2, 
puesto que se han extraído del conjunto de todos los sistemas reaccionantes 
complejos en fase hetrogénea identificados  en la literatura, los cuales, inclusive, 
pueden agruparse por áreas, por ejemplo, en sistemas de reacciones orgánicas, 
sistemas de reacciones biológicas, sistemas de reacciones ambientales, etc. 
 
Para efectos de selección de la muestra se adoptó el criterio de inclusión, por el 
cuanto existe una gran variedad de topologías que harían imposible su exclusión, 
a la cual se aplicó el análisis propuesto. 
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3.4. DEFINICIÓN DE VARIABLES 
 
 Las variables en juego son las siguientes: 
  
 De la hipótesis general: 
 
X. El grado de complejidad de los modelos cinéticos (independiente) 
 
Y. Determinación de las invariantes de tensor de reacción, la 
formulación de variedades topológicas de interés práctico y su 
simulación (dependiente). 
0( , )ij ir f k C  
 
De la misma manera, es aplicable para cada singularidad: 
 
 0( , )i ij ir f k C  
 
3.5. MATERIALES E INSTRUMENTOS UTILIZADOS 
 
Se han utilizado técnicas de simulación e instrumentos intangibles como 
programas y software libre o de licenciamiento concurrente. 
 
La mayor parte de los programas de esta investigación han sido desarrollados 
bajo entorno de MatLab (licenciado en la UNMSM), en el laboratorio de 
cómputo de la Facultad de Matemática, en la Facultad de Química e Ingeniería 
Química de la Universidad Nacional Mayor de San Marcos, y en la Facultad de 
Ingeniería Química y Metalurgica de la Universidad Nacional José Faustino 
Sánchez Carrión.  
 
3.6. PROCEDIMIENTOS UTILIZADOS PARA RECOLECTAR DATOS Y 
RESGUARDAR LA INTEGRIDAD DE LOS INTEGRANTES. 
 
En las simulaciones, los datos se han adaptado sobre la base de brindar 
condiciones iniciales a cada sistema, y los resultados se han obtenido mediante 
ploteo. 
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Los datos empleados para cada simulación se han establecido dentro de cotas 
que permite observar el set point para la estabilidad del sistema reaccionate 
complejo en atención, y los otros derivados de los primeros, se han deducido, 
estando condicionados por el mismo criterio. 
 
En los sistemas de Wei & Prater, de Michaelis & Menten  y otros se ha utilizado 
la data referida a los �௜௝ empleados por sus autores.  La data generada es parte de 
las manipulaciones generados a raíz del modelo inicial generado en ésta 
investigación. 
 
 
3.7. ASPECTO ESTADÍSTICO  
 
Se considera que de acuerdo a la naturaleza y topologìa de método, se puede 
aplicar estadística descriptiva de errores a los casos donde existe la data para 
hacer la comparación (casos puntuales: Wei & Prater, Haag & Pines, Genyuan 
Li, Michaelis & Menten), para calcular el valor simulado y los datos que se han 
reportado en algunos trabajos considerados en la literatura existente. En otros 
casos no es necesario no es aplicable el tratamiento estadìstico, pues se trata de 
un aporte consistente en el desarrollo de un algoritmo de cálculo para la solución 
de reacciones complejas (redes de reacciones), no abordado anteriormente a 
nivel intermacional, por cuanto estos fenómenos durante mucho tiempo, debido 
a que no fueron accesibles a la modelación y simulación 
 
Para efectos de comparación se han tomado los  modelo antes referidos y se les 
aplica el desarrollo convencional y tambièn el tratamiento tensorial (ver anexo 
14). 
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CAPÍTULO  4 
 
RESULTADOS Y DISCUSIÓN 
 
 
LA ESTRUCTURA  DEL MODELO GENERADO. 
 
El modelo teórico ha sido generado con el propósito de analizar y simular 
sistemas reaccionantes complejos lineales aplicando análisis tensorial, asi como 
modelar y analizar tensorialmente diversos sistemas de reacciones complejas de 
naturaleza lineal, los cuales involucran tanto el estado de arte en el cual se 
encuentra el análisis de los sistemas complejos en general  tanto como los 
principios de cinética, termodinámica e ingeniería de las reacciones. De tal modo 
que, a partir del análisis de éste modelo se  se pueden visualizar los más diversos 
modelos, las reacciones reversibles monomoleculares, los modelos de reacciones 
irreversibles, el análisis de estabilidad de reactores, las aplicaciones a los 
modelos industriales. En cada caso, se ha utilizado el análisis tensorial, como 
una herramienta para el estudio y evaluación de tales sistemas. 
  
El sistema generado es el siguiente: 
 
 
  
 
 
 
 
 
(4.1) k-12 
k12 
�ଵ �−ଵ �−ଷ �ଷ �ଶ �−ଶ 
�ସ �−ସ �଻ �−଻ �ଽ �−ଽ 
�−ହ �ହ 
�଺ �−଺ 
�−଼ �଼ �−ଵ଴ �ଵ଴ 
�−ଵଵ �ଵଵ 
A
B  
C
D
E  
F  
G
H
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Donde:  A, B, C, D, E, F, G, H  son las especies reaccionantes, y las constantes �ଵ, �−ଵ, �ଶ, �−ଶ, �ଷ, �−ଷ, �ସ, �−ସ, �ହ, �−ହ, �଺, �−଺, �଻, �−଻, �଼, �−଼, �ଽ, �−ଽ, �ଵ଴, �−ଵ଴, �ଵଵ, �−ଵଵ, �ଵଶ, �−ଵଶ  son los coeficientes cinéticos de velocidad de 
reacción.  
 
Éste sistema se caracteriza mediante el siguiente conjunto de EDO, 
correspondiente a las ecuaciones cinéticas del sistema reversible de ocho 
especies reaccionantes (4.1):  
 
 
 
 
 
 
1 2 1 2
1 1 3 4 3 4
2 3 2 3 5 6 5 6
4 5 4 5 7 8 12 7 8 12
7 7 9 9
9 10 1
A
A B C
B
A B C D
C
A B C D H
D
B C D E G F
E
D E F
F
dC
k k C k C k C
dt
dC
k C k k k C k C k C
dt
dC
k C k C k k k k C k C k C
dt
dC
k C k C k k k k k C k C k C k C
dt
dC
k C k k C k C
dt
dC
k k k
dt
 
  
   
    
 
 
    
     
       
         
   
    
 
 
2 10 9 12
8 10 8 10 11 11
6 11 6 11
(4.2)
F G E D
G
D F G H
H
C G H
C k C k C k C
dC
k C k C k k k C k C
dt
dC
k C k C k k C
dt

  
 
             
 
 
El análisis de éste sistema se desarrolla más adelante, en el acápite 4.2. 
 
4.1 ANÁLISIS, INTERPRETACIÓN Y DISCUSIÓN DE MODELOS 
DERIVADOS 
 
A continuación se analizan modelos derivados del sistema generado (4.2). 
Tales modelos obedecen a diferentes topologías, y queda abierta la 
posibilidad de obtener los más diversos modelos; y, asimismo, bajo el 
mismo principio, se pueden generar otros sistemas, llegando a 
constituirse en una herramienta auxiliar que enriquece los métodos 
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clásicos de aprendizaje y profundización de la ingeniería de las 
reacciones químicas. 
 
4.1.1. MODIFICACIÓN DEL MODELO PARA CARACTERIZAR 
LAS REACCIONES COMPLEJAS DE OBTENCIÓN DE 
ALCOHOLES GRASOS 
 
A partir del modelo generado, con solo modificar los �௜௝ es posible 
obtener el modelo de las reacciones complejas de hidrogenación 
selectivas de metil ésteres de ácidos grasos para obtención de alcoholes 
grasos, de Sad et al (2007). Con tal modificación  se alteró la matriz de 
EDO, y permitió visualizar una nueva topología, cuyo esquema es 
concordante con la estructuración y objetivos de análisis de éste trabajo 
de investigación.  
 
El esquema de la hidrogenación del ácido oléico es  aproximadamente el 
siguiente: 
 
 Donde: 
 
A: es el ácido esteárico; B: es el ácido eláidico; C: es el ácido oléico 
(oleato de metilo); D: es el alcohól eláidico; G: es el el alcohól oléico y 
H: es el alcohól estearílico (alcohól graso). 
 
Una alternativa válida para el mismo propósito es el esquema 
simplificado de Y. Pouilloux et al (2000), siguiente: 
 
 
 
(4.3) 
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          (4.4) 
 
 
 
 
Donde: 
 
D: es el oleato de metilo;   C: es el estearato de metilo;  
F: el oleato de oleilo;     G: el alcohol oleílico y  
H: es el alcohól estearílico (alcohól graso).  
 
Para concordar con éste modelo, se hicieron las asunciones 
correspondientes a los �௜௝ que se muestran en la tabla 4.1: 
 
Tabla 4.1:  Coeficientes cinéticos  y condiciones iniciales (C.I.) para la 
obtención del alcohol esteárico, por hidrogenación del ácido oléico: 
 
kij 
k12 = 0,50 
k
-12 = 1,50 
k5 = 0,10 
k
-5 = 0,10 
k8 = 1,50 
k6 = 0,10 
k10 = 0,50 
k11 = 0,5 
k1=k-1=k2=k-2=k3=k-3=k4=k-4=k-6=k-8=0 
k9=k-9=k-10=k-11= k7=k-7=0 
 
 
C.I. 
cD_0 =1 mol/vol 
x_0 = [cD_0; 0;0;0;0], fracción molar  
t = 10, unidades de tiempo 
 
 
 
k1
k
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k8 
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k
-5 
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F 
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Ref.: Elaboración propia del autor 
 
Figura 4.1. Perfiles de concentración vs tiempo del sistema ácido oléico – 
alcohol estearílico 
 
 
 
Ref.: Elaboración propia del autor con data de García, M. (1995) 
 
Figura 4.2. Perfiles de concentración vs tiempo del sistema ácido oléico – 
alcohol estearílico 
 
Esta reacción compleja está conformada por seis reacciones (tres de 
hidrogenación selectiva del grupo carbonilo, dos de hidrogenación del 
doble enlace y una de transesterificación), sobre un soporte catalítico 
conformado por complejos metálicos del grupo VIII, para los cuales la 
selectividad es alta (alrededor del 40%), para conformar el alcohol 
estearílico, que es un alcohol graso conformado por moléculas 
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carbonadas de 12 a 14 carbonos, y cuyas aplicaciones son muchísimas y 
de gran demanda en la fabricación de detergentes biodegradables. 
 
Bajo adecuadas condiciones termodinámicas dan rendimientos 
comparables a los catalizados por complejos de cobre (pero en 
condiciones suaves y en fase líquida), que hace que los sistemas se 
puedan manejar con mas seguridad. 
 
De modo semejante al cálculo tensorial del modelo general, al presente 
modelo se le pueden realizar las modificaciones de los �௜௝ que van a 
facilitar el uso y aplicación de esas herramientas para el análisis de las 
invariantes tensoriales, y las simulaciones respectivas. 
  
 Tratamiento tensorial: 
 
El esquema general para el tratamiento mediante análisis tensorial se 
muestra en el ítem 4.2, y de acuerdo al sistema de ecuaciones 
diferenciales de este modelo deducido, a partir de la notación matricial de 
la ecuación (4.5), se determinan las invariantes tensoriales. 
 
 
 
 
 
 
2 3 2 3 5 6 5 6
4 5 4 5 7 8 12 7 8 12
9 10 12 10 9 12
8 10 8 10 11 11
6 11 6 11
C
A B C D H
D
B C D E G F
F
F G E D
G
D F G H
H
C G
dC k C k C k k k k C k C k C
dt
dC k C k C k k k k k C k C k C k C
dt
dC k k k C k C k C k C
dt
dC k C k C k k k C k C
dt
dC k C k C k k C
dt
   
    
  
  
 
       
         
      
     
    H
        (4.5) 
Los eigenvalores serán: 
1 = 0 
2 = - 0.5000   
3 = - 2.9194 
4 = - 1.1873 
5 = - 0.1933 
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Las invariantes tensoriales: 
 
I1 = - 4.8000  
I2 = - 509.6079 
I3 = 0.0000 
 
Las constantes αi determinadas a condiciones iniciales son: 
 ߙ1=0.0481; ߙ2=0.0019; ߙ3=0.0001; ߙ4=0.1411; ߙ5=0.0991 
 
Que corresponden a las soluciones del sistema de ecuaciones lineales no 
homogéneas derivadas del sistema (4.5). 
 
Comparando los resultados del perfil obtenido con los de la data 
experimental reportada por García M. (1995), se puede apreciar que hay una 
variación, que corresponde propiamente a condiciones reales de 
experimentación vs condiciones simuladas. Sin embargo, la diferencia 
esencialmente esta por los tiempos de reacción, y puede considerarse que 
está dentro de un margen de aceptación típica para la ingeniería de procesos. 
 
4.1. 2. MODELO DE REACCIONES COMPETITIVAS 
CONCURRENTES 
 
Asimismo, en el modelo inicial, se hicieron las modificaciones a los 
coeficientes cinéticos para que adoptasen las siguientes condiciones que 
se muestran en la tabla 4.2: 
 
Tabla 4.2:  Nuevos coeficientes cinéticos de velocidad  para  reacciones 
reversibles concurrentes y sus condiciones iniciales: 
 
ki j 
k1=2,0 
k_1=0,1 
k2=2,5 
k_2=0,1 
k3=0,0 
k_3=0,0 
k4=2,5 
k_4=0.1 
k5=0,5 
k_5=2,0 
k6=2,5 
k_6=0,1 
k7=0,0 
k_7=0,0 
k8=0,0 
k_8=0,0 
k9=0,0 
k_9=0,0 
k10=0,0 
k_10=0,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
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Que nos muestra un esquema de reacción reversible concurrentes de 5 
componentes del sistema, que corresponde a un esquema de obtención 
industrial de algunos alcoholes: 
 
 
 
Ref.: Elaboración propia del autor 
 
Figura 4.3:  Esquema complejo de reacciones competitivas – concurrentes 
 
4.1.3. MODELO DE REACCIONES SERIE  
 
La modificación premeditada de los valores y la asignación a los 
coeficientes cinéticos, permite que la malla reaccionante quede explícita 
para A, B, D y E. En este caso, estamos ante una reacción irreversible 
como la de polialquilación o la de halogenación del benceno.   
 
Tabla 4.3: Coeficientes cinéticos de velocidad de reacciones serie y condiciones 
iniciales: 
 
ki j 
k1=2,0 
k_1=0,0 
k2=0,0 
k_2=0,0 
k3=0,0 
k_3=0,0 
k4=2,5 
k_4=0,0 
k5=0,0 
k_5=0,0 
k6=0,0 
k_6=0,0 
k7=1,5 
k_7=0,0 
k8=0,0 
k_8=0,0 
k9=0,0 
k_9=0,0 
k10=0,0 
k_10=0,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
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Ref.: Elaboración propia del autor 
 
Figura 4.4: Esquema serie de la halogenación industrial del benceno 
 
En el modelo de la halogenación, se modificaron los i jk  y se puede 
apreciar el cambio significativo en la velocidad de reacción, como se 
muestra en la tabla 4.4 
 
Tabla 4.4: Nuevos coeficientes cinéticos de velocidad de reacción  del benceno y 
condiciones iniciales: 
 
ki j 
k1=0,1 
k_1=0,0 
k2=0,0 
k_2=0,0 
k3=0,0 
k_3=0,0 
k4=0,5 
k_4=0,0 
k5=0,0 
k_5=0,0 
k6=0,0 
k_6=0,0 
k7=0,2 
k_7=0,0 
k8=0,0 
k_8=0,0 
k9=0,0 
k_9=0,0 
k10=0,0 
k_10=0,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 20, unidades de tiempo 
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Ref.: Elaboración propia del autor 
 
Figura 4.5: Esquema serie de la halogenación industrial del benceno con 
nuevos datos. 
 
Entonces, al variar los i jk  se produce el cambio de sistema de referencia 
que a la luz del análisis tensorial va a determinar nuevas invariantes del 
sistema y nuevas soluciones, siempre sobre la misma base ecuacional. 
Ello explica el comportamiento aislado del sistema al tomar mediciones 
discretas, punto a punto, no obstante ello, los sistemas físicos tienen una 
fase transiente hasta la fase de estado estacionario, y mediante simulación 
se puede determinar esa etapa. 
 
4.1.4. MODELO DE REACCIONES TRIANGULAR REVERSIBLES 
 
A continuación se muestra una nueva adaptación del sistema óctuple 
conservando solo los coeficientes cinéticos en el primer triángulo, con lo 
que se obtiene el  esquema de isomerización de butenos de Wei & Prater, 
para lo cual se dispone de los documentos presentados en la tabla 4.5: 
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Tabla 4.5: Coeficientes cinéticos de velocidad de reacciones triangulares reversibles y 
condiciones iniciales: 
 
ki j 
k1=2,0 
k_1=0,1 
k2=2,5 
k_2=0,1 
k3=0,5 
k_3=0,1 
k4=0,0 
k_4=0,0 
k5=0,0 
k_5=0,0 
k6=0,0 
k_6=0,0 
k7=0,0 
k_7=0,0 
k8=0,0 
k_8=0,0 
k9=0,0 
k_9=0,0 
k10=0,0 
k_10=0,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
 
 
Ref.: Elaboración propia del autor 
Figura 4.6:   Esquema de reacción de Wei & Prater (Haag & Pines, 1960, 
American Chemical Society Journaal, 82, 387, 2488) 
 
Los datos que consignaron Wei & Prater acerca de la isomerización de 
butenos sobre el catalizador alúmina pura a 230° en un reactor de flujo de 
vidrio, fueron estudiados por Haag & Pines, quienes determinaron por 
métodos convencionales los valores de las constantes de velocidad de 
reacción como se muestra en la tabla 4.6. 
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Tabla 4.6: Coeficientes cinéticos de Haag & Pines y condiciones iniciales: 
 
ki j 
k1=4,6230 
k_1=10,3440 
k2=3,7240 
k_2=1,0000 
k3=5,6160 
k_3=3,3710 
k4=0,0 
k_4=0,0 
k5=0,0 
k_5=0,0 
k6=0,0 
k_6=0,0 
k7=0,0 
k_7=0,0 
k8=0,0 
k_8=0,0 
k9=0,0 
k_9=0,0 
k10=0,0 
k_10=0,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0], fracción molar  
t= 2, unidades de tiempo 
 
 
Ref.: Elaboración propia del autor 
Figura 4.7: Perfiles de los isómeros del butano, de acuerdo a los ki j  
desarrollados por Haag & Pines 
 
Con los datos de Haag & Pines, ki j , se observa que el equilibrio se 
alcanza rápidamente, y ello es el resultado de una trabajo experimental. 
Con la simulación se hace posible alcanzar esos perfiles variando los 
valores de kij, lo cual es una verificación de las posibilidades de la 
simulación de los sistemas reaccionantes complejos.  
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4.1.5. MODELO DE REACCIONES EN CIRCUITO REVERSIBLE    
 
Considerando solo las interacciones moleculares periféricas de la 
reacciones se obtiene un circuito de equilibrio continuo característico de 
la producción derivada de gas natural con descargas en algun punto 
intermedio. Todos los componentes del modelo base de la investigación 
son involucrados: A, B, D, E, F, G, H y C , y los i jk adoptan los 
siguientes valores, para una primera aplicación: 
 
Tabla 4.7:  Coeficientes cinéticos del circuito de gas natural y las 
condiciones iniciales: 
ki j 
k1=2.0 
k_1=0,1 
k2=2,5 
k_2=0,1 
k3=0,0 
k_3=0,0 
k4=2,5 
k_4=0,1 
k5=0,0 
k_5=0,0 
k6=2,5 
k_6=0,1 
k7=2,0 
k_7=0,1 
k8=0,0 
k_8=0,0 
k9=2,5 
k_9=0,1 
k10=0,1 
k_10=2,0 
k11=1,0 
k_11=1,01 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
 
 
 
 
Ref.: Elaboración propia del autor 
Figura 4.8:  Malla de camino de las reacciones tipo gas natural en circuito de 
equilibrio dinámico.  
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4.1.6. MODELO DE REACCIONES COMPLEJAS 
ELEMENTALES  CONSECUTIVAS REVERSIBLES  
 
Considerando solo los coeficientes cinéticos en la linea de reacción A, B, 
D, G y F, se tiene un esquema de reacción de equilibrio  
 
Tabla 4.8: Coeficientes cinéticos para reacciones complejas reversibles y las 
condiciones iniciales: 
 
ki j 
k1=2,0 
k_1=0,1 
k2=0,0 
k_2=0,0 
k3=0,0 
k_3=0,0 
k4=2,5 
k_4=0,1 
k5=0,0 
k_5=0,0 
k6=0,0 
k_6=0,0 
k7=0,0 
k_7=0,0 
k8=2,5 
k_8=0,1 
k9=0,0 
k_9=0,0 
k10=0,1 
k_10=2,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
 
 
 
 
 
Ref.: Elaboración propia del autor 
Figura 4.9: Sistema de reacciones elementales reversibles.  
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4.1. 7. MODELO DE REACCIONES COMPETITIVAS DE 
EQUILIBRIO 
 
Considerando el sistema de reacciones reversibles competitivas, 
involucrando a: A, B, D, E, F (por un ramal), mientras que A, C, H, G 
(por el otro ramal). 
Tabla 4.9:  Coeficientes cinéticos para reacciones complejas reversibles de 
equilibrio reversible y las condiciones iniciales: 
 
ki j 
k1=2.0 
k_1=0,1 
k2=2,5 
k_2=0,1 
k3=0,0 
k_3=0,0 
k4=2,5 
k_4=0,1 
k5=0,0 
k_5=0,0 
k6=2,5 
k_6=0,1 
k7=2,0 
k_7=0,1 
k8=0,0 
k_8=0,0 
k9=2,5 
k_9=0,1 
k10=0,1 
k_10=2,0 
k11=1,0 
k_11=1,01 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
 
  
 
Ref.: Elaboración propia del autor 
Figura 4.10: Perfil de reacciones competitivas de equilibrio reversible 
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4.1.8. MODELO DE REACCIONES COMPLEJAS 
IRREVERSIBLES 
 
Considerando los coeficientes de la reacción en forma directa (no 
irreversible), se puede obtener, y su perfil de concentraciones vs tiempo 
muestra la tipicidad clásica del modelo de Denbigh. 
 
Tabla 4.10:  Coeficientes cinéticos de reacciones complejas irreversibles y las 
condiciones iniciales: 
 
ki j 
k1=0,0 
k_1=0,0 
k2=2,5 
k_2=0,0 
k3=0,0 
k_3=0,0 
k4=0,0 
k_4=0,0 
k5=0,0 
k_5=2,0 
k6=2,5 
k_6=0,0 
k7=2,0 
k_7=0,0 
k8=2,5 
k_8=0,0 
k9=2,5 
k_9=0,0 
k10=0,0 
k_10=0,0 
k11=0,0 
k_11=0,0 
k12=0,0 
k_12=0,0 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2, unidades de tiempo 
 
 
 
 
Ref.: Elaboración propia del autor 
Figura 4.11: Perfil de concentraciones vs tiempo, modelo de Denbigh 
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4.2. ANÁLISIS  Y SIMULACIÓN DEL MODELO GENERAL 
FORMULADO EN EL ESTUDIO 
Para la simulación de éste modelo, se eligieron los siguientes valores de 
i jk : 
 
Tabla 4.11: Coeficientes cinéticos de velocidad de reacción del modelo ideal 
generado y condiciones iniciales (C.I.): 
kij 
k1=2,0 
k_1=0,5 
k2=2,5 
k_2=0,1 
k3=0,5 
k_3=0,1 
k4=2,5 
k_4=0,1 
k5=0,5 
k_5=2,0 
k6=2,5 
k_6=0,1 
k7=2,0 
k_7=0,1 
k8=2,5 
k_8=0,1 
k9=2,5 
k_9=0,1 
k10=0,1 
k_10=2,0 
k11=1,0 
k_11=1,01 
k12=1,0 
k_12=0,2 
C.I. cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 2,5 unidades de tiempo 
 
 
Bajo las condiciones, parámetros cinéticos, condiciones iniciales y 
condiciones de frontera de la tabla 4.10, se puede apreciar que el sistema 
muestra sensibilidad a cambios en las i jk , sujetas a la ecuación de 
Arrhenius, pues los coeficientes cinéticos de velocidad de reacción están 
en función de la energía de activación y de la temperatura. De modo tal 
que, al simular el sistema, considerando  por defecto condiciones 
estacionarias, se ha logrado tener una primera aproximación de su 
comportamiento; y, naturalmente, pueden posteriormente implementarse 
pruebas experimentales, con un margen de certidumbre aceptable. 
 
La primera aproximación gráfica, obtenida por simulación con MatLab 
es la siguiente: 
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Ref.: Elaboración propia del autor 
Figura 4.12: Perfil concentración vs tiempo, esquema reversible con estados de equilibrio 
intermedio 
 
Analizando los perfiles, se aprecia que con tales valores de �௜௝, el sistema 
tiende rápidamente a la estabilidad, lo cual es un indicador deseable para 
cualquier conjunto de redes de reacciones complejas. Variando con otros 
valores.  
 
En esta serie de curvas, se establece la interdependencia termodinámica 
de cada especie con las demás. Luego, este sistema complejo se someterá 
a un análisis tensorial. El sistema de ecuaciones diferenciales ordinarias 
(EDO), se ha obtenido de las ecuaciones cinéticas, y luego fue expresado 
en notación matricial: 
 
'i
i i j i
dC
C K C
dt
 
       (4.5) 
 
Luego, bajo las consideraciones de linealidad, se aplicó análisis tensorial 
para construir una matriz triangular cuadrada para las reacciones del 
sistema (4.2), y la matriz resultante, posteriormente fue evaluada para 
determinar los correspondientes eigenvalores, y con los eigenvectores 
nos ha sido permitido hallar la matriz modal y los correspondientes 
invariantes del sistema, como se aprecia, en los cálculos que siguen. 
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dC
dt
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dtC
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dtC
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dC
dt
                                                 
     (4.6)
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En estado estacionario, con esos parámetros cinéticos de velocidad, el 
sistema reacionante rápidamente alcanza el equilibrio, lo que es indicador 
de que el decaimiento de la velocidad de reacción rápidamente obedece a 
una cinética lineal de primer orden.  
  
A las condiciones dadas se determinaron las tres principales invariantes 
del tensor de la velocidad de reacción, y en las curvas simuladas se 
aprecia su impacto en su estabilidad. 
 
El sistema de reacciones químicas reversibles, irreversibles o mixtos son 
función directa de los �௜௝ y sumamente sensibles a los cambios de las 
condiciones termodinámicas, como se observa cuando se modifican los 
coeficientes cinéticos de velocidad, de modo que para alcanzar 
condiciones estacionarias, las simulaciones permiten asegurar diversas 
corridas sin el riesgo de aplicaciones experimentales directas de campo. 
 
Resolviendo y utilizando los coeficientes cinéticos y reemplazando a los 
elementos Kij, la matriz queda asi: 
 
   -4.5000      0.5000      0.1000           0              0             0            0              0 
    2.0000     -3.5000      0.1000      0.1000          0             0            0              0 
    2.5000      0.5000   -4.7000        0.5000          0             0            0          0.1000 
         0          2.5000    2.0000       -5.1000    0.1000          0       0.1000          0 
         0              0              0            2.0000   -2.6000    0.1000        0              0 
         0              0              0                0         2.5000   -0.2000    2.0000         0 
         0              0              0            2.5000          0        0.1000   -3.1000      1.0100 
         0              0         2.5000            0               0             0        1.0000     -1.1100 
 
 
Los eigenvalores obtenidos de la matriz son: 
 �ଵ =   - 6.1964 �ଶ =  - 0.0001e-11 = 0 
K = 
(4.7) 
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�ଷ =   -0.6597 �ସ =  -4.9932 �ହ =   -2.4973 �଺ =   -2.7331 �଻ =   -3.4687 �଼ =  -4.2617 
 
La matriz modal conteniendo los eigenvectores correspondientes es: 
    
      �ܺభ             �ܺమ        �ܺయ           �ܺర        �ܺఱ          �ܺల            �ܺళ         �ܺఴ 
   1.0000            1.00      1.00        1.00         1.00       1.00           1.00       1.00 
  -1.3032            3.00      2.40       -1.13        3.29       3.11          -1.40       7.38 
-10.4478          30.00      26.00       0.71        3.56      2.08          17.33   -34.51 
  25.5858         54.00      20.03      -3.86        9.46      1.83        -37.77    -41.69 
 -14.6241       933.00     -45.90       3.42      87.21   -85.36         22.01     55.22 
  14.2200   23168.00    -1287.00   -4.48     -99.62    77.03       564.28    -83.71 
  -24.3541    1151.00     355.60      6.47         5.41      9.14     -949.72    100.99 
     9.9233    1105.00     937.00     -2.12      -10.32    -8.84       384.28      -4.67 
 
De la ecuación característica de los eigenvalores obtenidos, se pueden hallar las 
tres principales invariantes del tensor de velocidad de reacción: 
 
I1 (A)= tr(A) = �ଵଵ + �ଶଶ + �ଷଷ + �ସସ + �ହହ + �଺଺ + �଻଻ + �଼଼   (4.10.) 
 
I2 = 
ଵ଼! [ݐݎሺܣሻ଼]                    (4.11) 
 
ܫଷ = detሺܣሻ =
[  
   
  �ଵଵ �ଵଶ �ଵଷ   �ଵସ   �ଵହ    �ଵ଺   �ଵ଻    �ଵ଼�ଶଵ �ଶଶ �ଶଷ    �ଶସ    �ଶହ    �ଶ଺  �ଶ଻  �ଶ଼�ଷଵ �ଷଶ �ଷଷ   �ଷସ    �ଷହ    �ଷ଺    �ଷ଻   �ଷ଼�ସଵ �ସଶ �ସଷ   �ସସ    �ସହ    �ସ଺   �ସ଻    �ସ଼�ହଵ �ହଶ �ହଷ    �ହସ    �ହହ    �ହ଺   �଺଻  �଺଼�଺ଵ �଺ଶ �଺ଷ   �଺ସ    �଺ହ    �଺଺    �଺଻   �଺଼�଻ଵ   �଻ଶ    �଻ଷ    �଻ସ    �଻ହ    �଻଺    �଻଻   �଻଼�଼ଵ   �଼ଶ    �଼ଷ    �଼ସ    �଼ହ    �଼଺    �଼଻   �଼଼ ]  
   
  
 
 
M = 
(4.8) 
(4.12) 
(4.9) 
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Entonces, las invariantes del tensor de velocidad de reacción pueden ser 
calculadas, con los datos de la matriz: 
  ܫଵ = −Ͷ.ͷ − ͵.ͷ − Ͷ.͹ − ͷ.ͳ − ʹ.͸ − Ͳ.ʹ − ͵.ͳ − ͳ.ͳͳ=  −24.71               (4.13) 
 
El ܫଵ también se puede calcular a partir de la suma de los eigenvalores: 
 ܫଵ = ∑�௜ = −ʹͶ.͹ͳ 
 
Que representa la contracción del tensor de velocidad de reacción 
 ܫଶ = ଵ଼! ሺtrሺܣሻ଼ − ݐݎሺܣ଼ሻሻ = ͵.ͷ͸Ͳ͵݁ + Ͳ͸                 (4.15) 
 ܫଷ = detሺܣሻ = ͳ,ͻͳͲͳe − ͲͳͶ = Ͳ                  (4.16) 
 
Asimismo, la solución general de la ecuación (4.2) es: 
 ܥሺݐሻ௜ =∑ ∝௜ ݁�ೕ௧ ௜ܺ                                                                                             ሺͶ.ͳ͹ሻ 
 
Que se puede escribir de la siguiente forma: 
[  
    
  ܥଵሺݐሻܥଶሺݐሻܥଷሺݐሻܥସሺݐሻܥହሺݐሻܥ଺ሺݐሻܥ଻ሺݐሻܥ଼ሺݐሻ]  
    
  = ߙଵ݁�భ௧
[  
   
  ܺଵଵܺଵଶܺଵଷܺଵସܺଵହܺଵ଺ܺଵ଻ܺଵ଼]  
   
  + ߙଶ݁�మ௧
[  
   
  ܺଶଵܺଶଶܺଶଷܺଶସܺଶହܺଶ଺ܺଶ଻ܺଶ଼]  
   
  + ⋯+ ߙ଼݁�ఴ௧
[  
   
  ଼ܺଵ଼ܺଶ଼ܺଷ଼ܺସ଼ܺହ଼ܺ଺଼ܺ଻଼଼ܺ]  
   
                 ሺͶ.ͳͺሻ 
 
Las constantes ߙ௜ se determinan con las condiciones iniciales: 
 ∀ ݐ = Ͳ; ܥଵሺͲሻ = ͳ.Ͳ; ܥଶሺͲሻ = ܥଷሺͲሻ = ܥସሺͲሻ = ܥହሺͲሻ = ܥ଺ሺͲሻ = ܥ଻ሺͲሻ = ܥ଼ሺͲሻ = Ͳ.Ͳ 
Y sus valores numéricos son: 
(4.14) 
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[  
    
 ͳ.ͲͲ.ͲͲ.ͲͲ.ͲͲ.ͲͲ.ͲͲ.ͲͲ.Ͳ]  
    
 
= ߙଵ
[  
    
 ͳ.Ͳ −ͳ.͵Ͳ͵ʹ −ͳͲ.ͶͶ͹ͺʹͷ.ͷͺͷͺ−ͳͶ.͸ʹͶͳͳͶ.ʹʹͲͲ−ʹͶ.͵ͷͶͳ ͻ.ͻʹ͵͵ ]  
    
 
+ ߙଶ
[  
    
 ͳ.Ͳ͵.ͲͲ͵Ͳ.ͲͲͷͶ.ͲͲͻ͵͵.ͲͲʹ͵ͳ͸ͺ.ͲͲͳͳͷͳ.ͲͲͳͳͲͷ.ͲͲ ]  
    
 
+ ߙଷ
[  
    
 ͳ.Ͳ ʹ.ͶͲʹ͸.ͲͲʹͲ.Ͳ͵−Ͷͷ.ͻͲ−ͳʹͺ͹.ͲͲ͵ͷͷ.͸Ͳͻ͵͹.ͲͲ ]  
    
 
+ ߙସ
[  
    
 ͳ.Ͳ−ͳ.ͳ͵Ͳ.͹ͳ−͵.ͺ͸͵.Ͷʹ−Ͷ.Ͷͺ͸.Ͷ͹−ʹ.ͳʹ]  
    
 
+ ߙହ
[  
    
 ͳ.Ͳ͵.ʹͻ͵.ͷ͸ͻ.Ͷ͸ͺ͹.ʹͳ−ͻͻ.͸ʹͷ.Ͷͳ−ͳͲ.͵ʹ]  
    
 
+   
    ߙ଺
[  
    
 ͳ.Ͳ͵.ͳͳʹ.Ͳͺͳ.ͺ͵−ͺͷ.͵͸͹͹.Ͳ͵ͻ.ͳͶ−ͺ.ͺͶ ]  
    
 
+ ߙ଻
[  
    
 ͳ.Ͳ−ͳ.ͶͲͳ͹.͵͵−͵͹.͹͹ʹʹ.Ͳͳͷ͸Ͷ.ʹͺ−ͻͶͻ.͹ʹ͵ͺͶ.ʹͺ ]  
    
 
+ ߙ଼
[  
    
 ͳ.Ͳ͹.͵ͺ−͵Ͷ.ͷͳ−Ͷͳ.͸ͻͷͷ.ʹʹ−ͺ͵.͹ͳͳͲͲ.ͻͻ−Ͷ.͸͹ ]  
    
 
                         (4.19) 
 
La ecuacion (4.19) corresponde al sistema de ecuaciones lineales no 
homogéneas, y su resolución arroja los siguientes valores: 
 ߙଵ = Ͳ.Ͳ͹ͺͻ;   ߙଶ = Ͳ.ͲͲͲͲ;   ߙଷ = Ͳ.ͲͲͲ͹;   ߙସ = Ͳ.͸͸ͳͻ;     ߙହ = Ͳ.ͳͲ͹͸;  ߙ଺ = Ͳ.ͳ͵ʹͷ;   ߙ଻ = Ͳ.ͲͲ͸Ͳ;   ߙ଼ = Ͳ.Ͳͳʹ͵        (4.20) 
 
Se concluye en que a partir del presente modelo resulta asequible el 
análisis de muchos de los modelos, y los perfiles obtenidos pueden variar 
de acuerdo a las condiciones termodinámicas, dado que los coeficientes 
cinéticos son función directa del calor de reacción, de la temperatura y la 
presión, fundamentalmente. 
 
La parte más sensible del  modelo abordado radica en el tratamiento 
matemático correcto, como se ha mostrado en el cálculo tensorial de las 
velocidades de reacción, que permite determinar las invariantes de la 
matriz de reacción.  
 
Para verificar la influencia en el cambio de los valores de los �௜ ௝ en el 
comportamiento del mismo sistema, acogemos a continuación en la tabla 
4.2 nuevos coeficientes cinéticos de velocidad de reacción: 
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Tabla 4.12:  Coeficientes cinéticos de velocidad de reacción modificados y 
condiciones     iniciales (C.I.): 
kij 
k1=0,2 
k_1=0,01 
k2=0,5 
k_2=0,01 
k3=0,1 
k_3=0,01 
k4=0,5 
k_4=0,01 
k5=0,1 
k_5=0,5 
k6=0,5 
k_6=0,01 
k7=0,5 
k_7=0,01 
k8=0,5 
k_8=0,01 
k9=0,5 
k_9=0,01 
k10=0,01 
k_10=0,5 
k11=0,25 
k_11=0,26 
k12=0,25 
k_12=0,02 
C.I. cA_0=1 mol/vol 
x_0=[cA_0; 0;0;0;0;0;0;0], fracción molar  
t= 10 unidades de tiempo 
 
El perfil resultante de las concentraciones de los ocho componentes de 
los datos simulados con los datos de la tabla 4.2 es el siguiente: 
  
Ref.: Elaboración propia del autor 
Figura 4.13: Variante del perfil de concentración vs tiempo, esquema  reversible con 
estados de equilibrio    intermedio, con datos de la tabla 4.12 
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k k k k k k
k k k k
   
    
      
        
  
    
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  )11
         
 
-0.7000    0.0100    0.0100    0        0           0            0  0 
 0.2000   -0.6100    0.0100    0.0100         0            0            0           0 
 0.5000    0.1000   -0.1200    0.1000         0            0            0        0.0100 
      0        0.5000    0.5000   -1.1300    0.0100    0.0200    0.0100     0 
      0           0             0          0.5000   -0.5100    0.0100       0           0 
      0           0             0          0.2500    0.5000   -0.0400    0.5000     0 
      0           0             0          0.5000         0        0.0100   -0.7600    0.2600 
      0           0         0.5000         0              0            0         0.2500   -0.2700 
�௜ ௝ = 
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Los eigenvalores: �ଵ = -1.1938        �ଶ = 0.0280      �ଷ =   -0.0613      �ସ =   -0.1972 �ହ =   -0.8737      �଺ =   -0.7186      �଻ =   -0.5961    �଼ =   -0.5273 
 
Los eigenvectores: 
   
             
1
X           2X           3X         4X           5X           6X         7X       8X  
  0.0011   -0.0005   -0.0008   -0.0008   -0.0002   -0.1123  0.0130    0.0001 
 -0.0078   -0.0011   -0.0012   -0.0022   -0.0001    0.1812  0.2209   -0.0008 
 -0.0465   -0.0317   -0.0470   -0.0403    0.0044    0.0281 -0.0859    0.0022 
  0.4803   -0.0323   -0.0046   -0.0340    0.0020    0.2497  0.1321   -0.0107 
 -0.3563   -0.0484    0.0167   -0.0744    0.0107   -0.5930 -0.8147    0.7142 
  0.3487   -0.9891    0.9808   -0.6292   -0.4894   -0.1123  0.4146   -0.6990 
 -0.6884   -0.0699   -0.0563    0.2892    0.8043    0.6205  0.2876   -0.0277 
  0.2115   -0.1118   -0.1801    0.7156   -0.3367   -0.3771  -0.0887 0.0227 
 
Y la matriz modal resultante es: 
 
1
X  2X  3X  4X  5X  6X  7X  8X  
M= 
    
   1.0000 
   -7.1009 
  -42.2744 
  436.7911 
 -324.0449 
  317.1156 
 -626.0968 
  192.3256 
1.0e+03 *     
    0.0010 
    0.0025 
    0.0703 
    0.0716 
    0.1074 
    2.1948 
    0.1552 
    0.2481 
1.0e+03 * 
    0.0010 
    0.0016 
    0.0623 
    0.0061 
   -0.0222 
   -1.2981 
    0.0745 
    0.2384 
 
    1.0000 
    2.6122 
   47.6721 
   40.1723 
   87.9711 
  743.5049 
 -341.7501 
 -845.6659 
1.0e+03 * 
    0.0010 
    0.0002 
   -0.0176 
   -0.0082 
   -0.0429 
    1.9691 
   -3.2361 
    1.3548 
 
    1.0000 
   -1.6133 
   -0.2505 
   -2.2228 
    5.2790 
    0.9993 
   -5.5240 
    3.3574 
 
     1.0000 
   16.9963 
   -6.6106 
   10.1623 
  -62.6880 
   31.8992 
   22.1258 
   -6.8257 
1.0e+03 * 
    0.0010 
   -0.0109 
    0.0281 
   -0.1379 
    9.2143 
   -9.0177 
   -0.3572 
    0.2924 
  
  Las correspondientes invariantes del tensor son: 
 
  I1 =  4.1400  
  I2 =  6.8790 
  I3 = -7.9638e-05 = 0 
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Con las condiciones señaladas en la tabla 4.12, se obtienen las soluciones 
al sistema de ecuaciones lineales no homogéneas representado por la 
ecuación general (4.5): 
 
1 =  0.0019   5 = 0.0011 
2 = -0.0001   6 = 0.8970 
3 = 0.0085   7 = 0.0840 
4 = 0.0075   8 = 0.0001 
 
Como se puede observar, la matriz de los coeficientes �௜ ௝ del sistema 
complejo de ocho componentes tiene una solución para cada valor de sus 
parámetros, lo que da pie para interpretar que con el cambio de base de 
referencia se verifica el cambio de sistema tensorial, con sus invariantes y 
sus soluciones respectivas. 
 
En otros términos, el análisis tensorial aplicado a un sistema complejo 
como el mostrado, se viene a constituir en una herramienta alterna para el 
análisis de las reacciones y sistemas reaccionantes complejos, de difícil 
asequibilidad por métodos analíticos convencionales. Los perfiles nos 
muestran que ante el cambio de los valores de los �௜ ௝ la respuesta es 
diferente, y los tiempos de alcance de la estabilidad de los sistemas es 
menor cuando los valores son bajos, y viceversa. Todo ello resulta 
innovador por el hecho de que los modelos en referencia, incluyendo el 
de Prater, Silvestri y Wei, son una representación de un sistema 
particular, a partir de los cuales no es posible llegar a la deducción de 
otros modelos ni permiten la manipulación de sus constantes cinéticas de 
velocidad, puesto en esos casos, los modelos si son intensivos y 
experimentales. Por lo que, a partir del modelo analizado, haciendo las 
modificaciones pertinentes podemos arribar a modelos de diversos 
sistemas reaccionantes complejos, desde el modelo de Wei & Prater, 
hasta los sistemas biológicos y ambientales, bajo el principio del uso y 
aplicaciones de tensores, como veremos a continuación. 
 
59 
 
Ing. José Saúl Orbegoso López 
 
 
4.2.1.  ANALISIS E INTERPRETACIÓN DE LOS MODELOS DERIVADOS. 
  
En el análisis del  modelo formulado en este trabajo, se observa una 
variedad de topologías que se muestran explícitamente para cada 
simulación, considerando que  los valores de las constantes de velocidad 
pueden ser variados a discreción del investigador, naturalmente, es 
necesario el proponer criterios para tal fin. Se puede observar diversa 
respuesta del sistema de reacción a las modificaciones en los parámetros 
cinéticos de reacción, observable en los perfiles calculados. Por ejemplo, 
para el sistema ecuacional (4.1), ha sido necesario utilizar Runge Kutta 4, 
y asi sucesivamente, en cada modelo abordado, se han aplicado diversas 
técnicas de simulación numérica, lo que nos permite arribar a los 
resultados que veremos a continuación. 
 
4.2.1.1. COEFICIENTES CINÉTICOS  Y CONDICIONES 
INICIALES DEL MODELO:  
 
Algunas condiciones y parámetros de este sistema son suceptibles de 
manipular y que mediante simulación se determina cuan factible o no es 
alcanzar las condiciones estacionarias de equilibrio dinámico deseables, 
y, por extensión, el procedimiento sería aplicable a múltiples sistemas 
complejos, frecuentes en los procesos industriales. Considerando que los 
coeficientes específicos de velocidad de reacción son función de la 
temperatura y energía de activación, resulta de mucha importancia el 
operar un sistema bajo un estricto control de tales variables mediantes 
sistemas de control necesario, susceptible de ser automatizados y 
simulados. 
 
4.2.1.2. MODELO  AMPLIADO DE REACCIONES 
COMPLEJAS REVERSIBLES 
 
Es posible realizar modificaciones en los coeficientes cinéticos del 
modelo propuesto, y determinando las condiciones iniciales, el análisis 
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de posibilidades en la matriz de EDO, configura problemas de valor 
inicial, que se abordan utilizando Runge Kutta y para la probabilidad de 
respuesta mejorada, se utiliza el método predictor – corrector de cuarto 
orden de Adams – Bashforth – Moulton, incorporado en las rutinas del 
MatLab ODE113.  
 
Aprovechando la flexibilidad del modelo presentado, se pueden 
incorporar otros componentes que permiten visualizar muchas otras 
topologías de sistemas reaccionantes complejos en fase heterogénea. 
 
Tabla 4.13: Nuevos coeficientes cinéticos para modelo de Prater, 
Silvestri & Wei: 
 
kij 
k1=12,0 
k_1=0,5 
k2=12,5 
k_2=0,1 
k3=10,0 
k_3=0,1 
k4=12,5 
k_4=0.1 
k5=0,5 
k_5=12,0 
k6=12,5 
k_6=0,1 
k7=12,0 
k_7=0,1 
k8=12,5 
k_8=0,1 
k9=12.5 
k_9=0,1 
k10=10,1 
k_10=0,1 
k11=11,0 
k_11=1,01 
k12=11,0 
k_12=0,2 
k13=1 
k_13=0 
k14=0,5 
k_14=0 
C.I. 
cA_0 = 1 mol/vol 
x_0 = [cA_0; 0;0;0;0;0;0;0], fracción molar  
t = 2, unidades de tiempo 
 
 
Sobre la base de la tabla 4.10 se han realizado cambios en los 
coeficientes �௜ ௝, lo que permite definir nuevas topologías. 
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Ref.: Elaboración propia del autor 
Figura 4.14. Perfiles de concentración vs tiempo para un sistema reversible complejo 
típico, concordante con el modelo de Prater, Silvestri y Wei 
  
4.3.    ANÁLISIS DE OTROS SISTEMAS COMPLEJOS 
 
Con el propósito de tener una visión integral del modelamiento de los 
sistemas reaccionantes complejos en fase heterogénea, se han abordado 
diversos modelos, correspondiendo cada uno a uno o más campos de 
aplicación y existencia real tanto en el área de la ingeniería de las reacciones 
químicas como el los sistemas ambientales, biológicos e industriales.  Por tal 
motivo, a continuación se muestran algunos modelos representativos. 
 
 4. 3.1. ANÁLISIS DE LA REACCIÓN CATALÍTICA DEL NH3. 
 
La dinámica de una planta química de obtención de amoníaco, está 
enmarcada dentro de las relaciones entre los elementos de control y la 
operación de los procesos en estado no estacionario (capacidad de 
producción, calidad y variedad), restricciones de operación (seguridad, 
controlabilidad y performance), y procedimientos de operación 
(descomposición de los procesos en las operaciones unitarias, acciones de la 
secuencia de operaciones y los estados estacionarios intermedios), todo lo 
cual debe estar sujeto al control de procesos (analógico, digital, on/off, 
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secuencias) para la dinámica de operaciones (arranque, cambios de 
velocidades de capacidad, cambios de salidas de productos, cierre). 
 
La reacción global  es exotérmica, llevada a cabo en fase líquida, a un nivel 
de presión suficientemente alta para alcanzar la ebullición. El reactante A es 
alimentado en exceso, porque el reactante B debe ser convertido totalmente a 
la salida. El exceso de A es usado para absorber el calor de reacción y limitar 
las subidas de la temperatura adiabática. El nivel de conversión del reactante 
B es el más importante de los requerimientos de operación. Asimismo, una 
velocidad de reacción promedio mínima y un TR suficiente en el sistema son 
necesarios para asegurar la conversión de B durante la operación del reactor.  
 
El flujo de A es controlado de manera proporcional con el flujo de B tan 
pronto como el reactante B haya alcanzado un flujo mínimo estimado. La 
alimentación total al reactor es incrementada hasta alcanzar la capacidad 
mínima de planta, siempre y cuando el flujo de ambos reactantes esté en el 
set point requerido  inicial, y la temperatura de salida del reactor esté debajo 
de la temperatura límite mínima. Los flujos de ambos reactantes son 
expresados como función del tiempo adimensional  (como porcentajes de 
rango del caudalímetro). El flujo de A al  =0 es  a la capacidad requerida; al 
 = 0.1 arranca el bombeo de B. Durante el período  = 1.47 hasta  = 1.70, 
no se bombea B debido a una falla de bomba. Al  = 1.70 se reinicia el 
bombeo de B. A  = 3.00 el flujo al reactor es regulado hasta alcanzar la 
capacidad mínima de planta, lo cual se alcanza a  = 5.50 
 
Para la reacción:     
   A + B ՜ C       (4.21) 
 
Donde:   
B: es el reactante principal (limitante);   
A: es el reactante en exceso;  
rB: velocidad de reacción promedio mínimo;  
RTD: debe ser suficiente para que XB=1. 
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Las ecuaciones derivadas para el balance de materia son: 
 ∂C୅∂t = −v୤ ∂C୅∂x + Dୟ୶ ∂ଶC୅∂xଶ − kଵC୆                                                         ሺͶ.ʹʹሻ 
 ∂C୆∂t = −v୤ ∂C୆∂x + Dୟ୶ ∂ଶC୆∂xଶ − kଵC୆                                                         ሺͶ.ʹ͵ሻ 
 ∂Cେ∂t = −v୤ ∂Cେ∂x + Dୟ୶ ∂ଶCେ∂xଶ − kଵC୆                                                          ሺͶ.ʹͶሻ 
 
La ecuación del balance de energía para el fluido: 
 ∂T∂t = −v୤ ∂T∂x + λୟ୶ɏCp∂ଶT∂xଶ − ͶUɏCpdଵ ሺT − T୵ሻ − ሺ−ȟH୰ሻɏCp kଵC୆              ሺͶ.ʹͷሻ 
 
La del balance de energía para el recipiente del reactor: 
 ∂T୵∂x = ͶUdଵɏ୵Cp୵ሺdଶଶ − dଵଶሻ ሺT − T୵ሻ                                                           ሺͶ.ʹ͸ሻ 
 
Donde:  
 vf : velocidad del fluido (o   ∅୴  en notación adimensional) 
 Tw: temperatura d la pared del reactor (a t=0, Tw = Tfluido). 
 
La velocidad del fluido (v t), o en notación adimensional (v), es una 
función del tiempo, (t ) y la temperatura de la pared del reactor (Tw), al 
tiempo 0 es igual a la temperatura del fluido. Los parámetros  v୤, C୆బ  y T଴ 
pueden ser ajustados libremente dentro de los límites de operación por el 
operador de planta o por el sistema de control de proceso, y pueden ser 
clasificados como variables manipulables o ajustables de acuerdo a la 
nomenclatura en uso en la teoría de control. En la tabla de abajo se anotan 
las condiciones de operación del reactor de NH3, utilizadas por Verwijs et al, 
(1995): 
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Tabla 4.14: Condiciones iniciales y de frontera del sistema NH3 
 
        Condiciones iniciales: Condiciones de frontera:  t = Ͳ;   C୅ሺx, tሻ = C୅ሺx, Ͳሻ  t ≥ Ͳ,   x = Ͳ;   C୅ሺx, tሻ = C୅బሺtሻ     C୆ሺx, tሻ = C୆ሺx, Ͳሻ = Ͳ C୆ሺx, tሻ = C୆బሺtሻ 
-Cେሺx, tሻ = Cେሺx, Ͳሻ Cେሺx, tሻ = Cେబሺtሻ = Ͳ Tሺx, tሻ = Tሺx, Ͳሻ Tሺx, tሻ = T଴ሺtሻ 
T୵ሺx, tሻ = T୵ሺx, Ͳሻ = Tሺx, Ͳሻ t ≥ Ͳ, x = L; ∂ଶC୅∂xଶ = ∂ଶC୆∂xଶ = ∂ଶCେ∂xଶ= ∂ଶT∂xଶ = Ͳ 
 
Es necesaria la determinación de algunos parámetros adimensionales como 
el número de Péclet  (método de Wen & Fan), para medir la advección y la 
difusión térmica de los fluidos asociados con la reacción del amoníaco.   
 
     Pe = ୴f×୐ୈax          (4.27) 
 ͳB଴ = ͵ × ͳͲ଻Reଶ.ଵ + ͳ.͵ͷReଵ ଼⁄                                                                               ሺͶ.ʹͺሻ 
 Pe୫ = v୤ × LDୟ୶ = Ldଵ v୤dଵDୟ୶ = Ldଵ × B଴                                                      ሺͶ.ʹͻሻ 
 
Para vf y CB0 se introducen valores de referencia adicionales, dando las 
siguientes variables adimensionales: 
 ∅୴ = v୤v୰ ;  φ୴ = C୆଴C୆୰ ; vθ = T଴T୰                                                             ሺͶ.͵Ͳሻ 
 
Donde: vr y CBr: son variables de referencia al valor actual vf y CB0 al 
estado estacionario del reactor a su máxima capacidad. 
 
 Tr: T0: temperatura de entrada al reactor. 
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Las ecuaciones transformadas adimensionalmente:  
 
Balance de materia de componente B (concentración adimensional de B, Ȟ୆): 
 ∂Ȟ୆∂σ = −∅୴ ∂Ȟ୆∂Z + ͳPe୫୰ ∂ଶȞ୆∂Zଶ − Da୰kȞ୆                                                   ሺͶ.͵ͳሻ 
 
Balance de energía para el fluido: ∂θ∂σ = −ϕ୴ ∂θ∂Z + ͳPe୦୰ ∂ଶθ∂Zଶ − U∗Da୰ሺθ − θ୵ሻ + ∆θ୭ୢ୰Da୰kȞ୆          ሺͶ.͵ʹሻ 
 
Balance de energía para el recipiente del reactor: 
 ∂θ୵∂σ = Da୰U∗ w୦ሺθ − θ୵ሻ                                                                        ሺͶ.͵͵ሻ  
 
Condiciones iniciales: 
 σ = Ͳ;  Ȟ୆ሺz, σሻ =  Ȟ୆ሺz, Ͳሻ = Ͳ  θሺz, σሻ = θሺz, Ͳሻ                                                          (4.34) θ୵ሺz, σሻ = θ୵ሺz, Ͳሻ = θሺz, Ͳሻ 
 
Condiciones de frontera: σ ≥ Ͳ y z = ͳ; ∂ଶȞ୆∂zଶ = ∂ଶθ∂zଶ = Ͳ σ ≥ Ͳ y z = Ͳ;    Ȟ୆ሺͲ, σሻ = Ȟ୆଴ሺσሻ = ɗ୆                                            ሺͶ.͵ͷሻ θሺͲ, σሻ = θ଴ሺσሻ = v଴   
 
(4.30) – (4.32): corresponden a la respuesta del sistema como función de la 
velocidad del fluido ϕ୴, la concentración del reactante B a la entrada al 
reactor ɗ୆, y de la temperatura de entrada al reactor vθ empezando a la 
condición inicial =0 como punto de referencia, respectivamente. 
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Se debe utilizar una malla uniforme con 501 puntos de cuadrícula (para la 
discretización). Haciendo la discretización del balance de materia del 
componente B en la ecuación (4.31): 
 
Tabla 4.15: Valores de los parámetros estimados y coefic. de variación con 
                                   ∆�௔ௗ௥ = Ͳ.͵Ͷ  ݕ ߱ℎ = ͳͳ.͹͸ 
Parámetro 
Valor estimado 
de partida 
Coeficiente de 
Variación (%) Ȟ 20.2 0.31 Da୰ 0.41 0.26 Pe୫୰ 196.0 0.57 Pe୦୰ 42.0 1.21 U∗ 160.0 1.15 
 
La función: Ȟ୆ = Ȟ୆ሺz, σሻ   depende de z ,   . Entonces tenemos: 
 σ୆(z୧, σ୨) = σ୆౟୨         
 
 
 
 
 
 
 
 
 
 
Luego: f ′ሺx୧ሻ = fሺx୧+ଵሻ − fሺx୧ሻh           Difere�cias fi�itas para la pri�era derivada  f ′′ሺx୧ሻ = fሺx୧+ଵሻ − ʹfሺx୧ሻ + fሺx୧−ଵሻhଶ   Dif. fi�itas para la segu�da derivada  
En el punto ሺz୧, σ୨ሻ en la ecuación (4.33) se convierte (4.36): 
 
���−భ௝  
���௝  ���௝+ଵ 
���+భ௝  
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୻B౟ౠ+భ−୻B౟ౠ୼σ = −ϕ୴ × ୻B౟ౠ+భ−୻B౟ౠ୼z + ଵPୣmr × ୻B౟+భౠ −ଶ୻B౟ౠ +୻B౟−భౠሺ୼zሻమ − Dୟ୰ × k × Ȟ୆ 
 
Despejando Ȟ୆౟୨+ଵ:  
 
 
 
 
 
Discretización del balance de energía para el fluido: 
 ∂θ∂σ = −ϕ୴ × ∂θ୆∂z + ͳPe୦୰ × ∂ଶθ∂zଶ − U∗ × Da୰ሺθ − θ୵ሻ + ȟθୟୢ୰ × Da୰ × k × Ȟ୆ 
 
La función  θ = θሺz, σሻ depende de z, σ. Entonces, tenemos: θ(z୧, σ୨) = θ୧୨  
 
 
 
 
 
 
 
 
 
 
Aplicamos diferencias finitas,  para la primera y segunda derivada de la 
ecuación del balance de energía  para el fluido, en la ecuación (A.1.18). 
Luego, en el punto (z୧, σ୨), la ecuación (A.1.18) se convierte en: 
 θ୧୨+ଵ − θ୧୨ȟσ =  −ϕ୴ × θ୧୨+ଵ − θ୧୨ȟz + ͳPe୦୰ × θ୧+ଵ୨ − ʹθ୧୨ + θ୧−ଵ୨ሺȟzሻଶ − U∗ × Da୰ሺθ − θ୵ሻ+ ȟθୟୢ୰ × Da୰ × k × Ȟ୆ 
 
�௜−ଵ௝  
�௜௝ �௜௝+ଵ 
�௜+ଵ௝  
Ȟ��௝+ଵ =  Ȟ��௝ ሺȟݖ + ȟ� × �௩ሻ + ȟ� × ȟݖܲ݁௠௥ × [Ȟ��+భ
௝ − ʹȞ��௝ + Ȟ��−భ௝ሺȟݖሻଶ − ܦ௔௥ × � × Ȟ�]ȟݖ + ȟ� ∗ �௩  (4.37) 
(4.36) 
(4.38) 
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Despejando θ୧୨+ଵ: 
  
 
 
 
Discretización del balance de energía para el recipiente del reactor: ∂θ୵∂σ = Da୰  U∗  ɘ୦  ሺθ − θ୵ሻ                                                        θ୵ = θ୵ሺσሻ       θ୵౟୨+ଵ − θ୵౟୨ȟσ = Da୰  U∗   ɘ୦    ሺθ − θ୵ሻ 
Despejando θ୵౟୨+ଵ: 
 1 *
i i
j j
r h ww w Da U                             (4.41) 
 
Las ecuaciones (4.37), (4.39) y (4.41) se programan y simulan, a las 
condiciones iniciales y de frontera antes referidas.  A continuación se 
muestran  las gráficas  que representan los diferentes perfiles del 
funcionamiento del reactor PFR, como se detalla: 
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(4.40) 
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(f) 
 
(g) 
Ref.: Gráficas propias del autor 
Figura 4.15: Graficas (a), (b), (c), (d), (e), (f), (g)  de las ecuaciones (4.22) a (4.33) 
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El analisis dinámico de un reactor de flujo tapón (PFR), por balance de materiales, 
energía, velocidad de reacción, difusión y convección, permite, con las variables y 
parámetros para este modelo (en unidades cgs):    Concentración del reactante, (cb); 
Temperatura, (T); Constante de velocidad de Reacción, (kr); Tiempo (t); Posición 
radial, (r); Posición axial, (z); Concentración de entrada, (cb0 = 0.01); Temperatura 
de entrada ( T0= 305); Temperatura de pared (TW = 355); Radio de reactor (r0 = 2); 
Longitud del reactor (zl=100); Velocidad lineal (v=1); Difusividad másica (Dc = 
0.1); Difusividad térmica (Dt = k/(rho*Cp) = 0.1); Densidad de líquido ( rho =1.0); 
Calor específico de líquido  (Cp = 0.5); Calor de reacción ( dH =-10,000); Constante 
específica de velocidad  (k0=1.5e+09); Energía de activación ( E = 15,000); 
Constante de los gases (R = 1.987). Todos los datos referidos corresponden a valores 
aprosimados a los que serían en un reactor real. Y para efectos de simulación, se ha 
considerado que son de utilidad práctica.  
 
Hay que observar que esos son dos casos, correspondientes a los dos valores de la 
constante específica de velocidad, k0.  Esto es un parámetro sensitivo a partir de su 
dependencia del término fuertemente no lineal (dependencia de la temperatura de 
Arrhenius) en ec. (3). Asi, dos valores son programados k0 = 1.5e+09, 2.0e+09, para 
indicar el efecto de k0. 
 
La solución para este sistema, cb(r,z,t) y T(r,z,t) (es calculada por una integración de  
Euler de paso fijo en t.  También, la elección de un paso en Euler es sensible por la 
no linearidad de la ecuación. 
 
El sistema de reacción derivado de la reacción global (4.21) es exotérmica. Antes del 
mezclador los reactantes A y B están en fase líquida a una temperatura y presión 
suficientemente alta para evitar la ebullición. El reactante A, (H2), es agregado en 
exceso, porque el reactante B, (N2), debe ser totalmente convertido, y también para 
absorber el calor de reacción y limitar la subida de temperatura adiabática. La 
conversión absoluta del reactante B es lo deseable, lo cual se alcanza con una 
velocidad de reacción mínima promedio y un suficiente tiempo de residencia en el 
sistema durante la operación del reactor. 
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La adimensionalización de las variables permite establecer las relaciones de flujo, 
calor y difusión, a lo largo del tiempo, como se muestra en la gráfica siguiente: 
 
 
Ref.: Graficación  propia del autor. 
 
Figura 4.16. Perfil de concentraciones de A y B vs tiempo adimensional 
 
 
La gráfica del perfil inicial de temperatura adimensional  z, 0) a  = 0 
sobre el reactor completo, da un perfil donde los puntos representan los datos 
procesados y la curva sólida la aproximación de los valores de la temperatura 
entre los termoelementos (según datos originales de Akima, 1970).  
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Tabla 4.16: Flujos de A y B vs tiempo adimensional 
 
 (tiempo) 0 0.25 0.50 0.75 1.0 1.25 1.50 1.75 2.0 2.25 2.50 2.75 3.00 
% (flujo A) 35 37 37 38.8 39.9 39.8 42 37.5 39 39 39 39.5 39.5 
% (flujo B) 0.01 20.5 31.5 32 31.5 32 0.01 30 33.5 33 24.5 33.5 32 
 (tiempo) 3.25 3.50 3.75 4.00 4.25 4.50 4.75 5.0 5.25 5.50 5.75 6 3.25 
% (flujo A) 39.5 41 44 45 49 52 54 55 57 58 60 60.5 39.5 
% (flujo B) 33.5 35 36.5 42 42.5 46 47.5 48 51.5 52 52.5 53 33.5 
 
Esos valores aproximados son usados en el presente modelo de reactor. 
 
 
Ref.: Gráfica propia del autor12 
 
Figura 4.17: Perfil de temperatura adimensional vs Longitud del reactor 
 
En la figura (4.15), se muestra la temperatura adimensional de entrada al 
reactor vθ como función del tiempo. La forma de la curva es influenciada 
por los cambios de paso en el flujo total a lo largo del sistema debido al 
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inicio o parada del bombeo del reactante B y poniendo al precalentador del 
reactor dentro o fuera de servicio en el mismo momento.  
 
 
4.3.2. ANÁLISIS DE ESTABILIDAD DE UN REACTOR CSTR DE 
VAN DE VUSSE 
 
Durante la década de los 90 se dio una recurrente atención a la necesidad de 
evaluar estructuralmente las propiedades de estabilidad de la dinámica input 
– output de los reactores de flujo, considerando que las leyes del flujo llevan 
hacia acciones de control y estabilidad asintótica global o local, con ciertas 
regiones estimadas explícitamente.  van de Vusse (1964) planteó el siguiente 
sistema de reacción:  
 ܣ       ௞భ      →      ܤ       ௞మ      →      ܥ    ʹܣ       ௞య      →      ܦ                     
                                       
Donde, B es el producto deseado y C y D sub productos indeseados. En este 
caso, el tratamiento de selectividad isotérmica, es un esquema sensible de la 
cinética de los reactores PFR y CSTR. Para el sistema de reacción 
isotérmica–consecutiva, el mezclado favorece la formación del último 
producto, y el rendimiento del intermedio es menor que en ausencia de 
mezclado para una conversión definida. Y, por otro lado, para las reacciones 
simultaneas isotérmicas, el mezclado favorece las reacciones de orden bajo, 
y si cada reacción es del mismo orden, la razón del producto no es afectada 
por el mezclado. 
 
En un PFR se favorece la formación de B, y la formación del subproducto de 
primer orden, el indeseado D, es mejor suprimido en CSTR. Van de Vusse 
trató este sistema para los extremos PFR y CSTR como una función de las 
proporciones  de las constantes de velocidad. 
 
(4.42) 
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�ଵ =  �ଷܣ଴�ଵ         ݕ         �ଶ =  �ଶ�ଵ 
 
Donde A0 es la concentracion inicial de A. 
 
Para analizar la estabilidad de los reactores PFR y CSTR según el critrerio 
de van de Vusse, se describió el mecanismo de reacción complejo de van de 
Vusse usando la reacción la transformación del ciclopentanodieno  
(componente A) a ciclopentanol (componente B), y una reacción paralela 
que produce el diciclopentadieno (componente D). Además, el ciclopentanol 
reacciona dando origen al producto indeseado ciclopentanodiol (componente 
C).  
 
Tabla 4.17: Parámetros del reactor CSTR 
k01=2.145 x 1010 min-1 k02=2.145 x 1010 min-1 k03= 1.5072 x 108 min-1mol-1 
E1/R=9758.3 K E2/R=9758.3 K E3/R=9758.3 K 
h1 =-4200 kJ x kmol-1 h2 =11000 kJ x kmol-1 h3 =41850 kJ x kmol-1 
Vr = 0.01 m3 r = 934.2 kg . m-3 Cpr = 3.01 kJ. Kg-1. K-1 
CA0=5.1 kmol x m-3 Cpc = 2.0 kJ . kg-1. K-1 Ar = 0.215 m2 
MC= 5 kg. Tr0 = 387.05 K U = 67.2 kJ. Min-1 m-2 K-1 
qr=2.365*10^(-3) m3min-1 CBo = 0 kmol.m-3 QC=-18.5583kJ min.1 
Ref. Vojtesek, J. & Dostal, P., (2009), Simulation of adapative control of continuos stirred 
tank rector, Review scientific paper, Czech Republic, p. 133-144 
Se obtienen los siguientes resultados que son los puntos de estabilidad 
operacional 
x0 = 
    2.0000 
    1.1170 
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Ref.: Gráfica propia del autor 
 
Figura 4.18: Perfiles de estabilidad de un reactor CSTR – Concentración vs 
tiempo de la reacción de van de Vusse. 
 
 
 4. 3.3. ANÁLISIS DE LOS SISTEMAS CAÓTICOS DE LORENZ 
 
A partir de los años 60, debido a las alteraciones climáticas y el incremento del 
CO2 en la atmósfera, muchos científicos se abocaron al modelamiento del clima. 
Fue Lorenz, del MIT, en 1963, quien utilizó las E.D. de Navier – Stokes para 
plantear el Modelo climático. 
 
El panel intergubernamental del cambio climático, (IPCC, Grupo de trabajo I, 
2001 y,  Baethgen & Martino, 2001), expone sus proyecciones en la variación de 
la temperatura global de la Tierra debido a las emisiones antrópicas de CO2, y 
otros gases de efecto invernadero (CH4, N2O, vapor de agua, ozono), y estima 
que la temperatura global de la Tierra podría aumentar entre 1° y 3.5°C para el 
año 2100, lo cual significaría el mayor cambio desde la última era glaciar hace 
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10,000 años. La causa del calentamiento está en el incremento de la quema de 
combustibles fósiles (que se ha producido desde el inicio de la era industrial en 
1750), la deforestación y el aumento de áreas de cultivo. El cambio climático en 
nuestro litoral por efecto de las emisiones de CO2 de origen antrópico y la 
variación de la temperatura por las corrientes marinas permiten establecer cierta 
dependencia, que explicaría estos cambios, a la vez de plantear la posibilidad de 
recomendar y prevenir sus efectos colaterales. Son factores el crecimiento 
poblacional, (hoy somos 7,200 millones de humanos en todo el planeta), y si 
bien es cierto que en el Perú hay 30 millones (0,429%)  y en América del Sur 
320 millones, haciendo el 4,57% de la población total, los impactos climáticos 
son globales y se manifiestan periódica o aperiódicamente en todas regiones. El 
Instituto del Mar del Perú, (IMARPE) y el Institut de recherche pour le 
développement, (IMARPE, 2010), llegan a la conclusión de que desde las 
épocas ancestrales, América del Sur, y las Civilizaciones andinas han tenido 
épocas de apogeo y decadencia los cuales impactaban en la productividad 
pesquera y por ende en el desarrollo de la sociedad. En la actualidad, el clima se 
ve afectado por ambos, por fluctuaciones naturales y por efectos antropogénicos, 
los que vienen a determinar incrementos significativos en las concentraciones de 
los gases de efecto invernadero, que superan estadísticamente las 
concentraciones de los mismos gases de otros tiempos. Existe una dependencia 
de estas variaciones con las alteraciones de las temperaturas oceánicas por 
efectos de las corrientes marinas y las emisiones de CO2, que permiten utilizar 
las ecuaciones del modelo de Lorenz para vincularlas en las mediciones 
realizadas por IMARPE. 
 
A partir de los años 60, debido a las alteraciones climáticas y el incremento del 
CO2 en la atmósfera, muchos científicos se abocaron al modelamiento del clima. 
El modelo de Lorenz es el siguiente: 
( )dx y x
dt
dy
rx y xz
dt
dz
xy bz
dt
 
  
 
        (4.43) 
 
79 
 
Ing. José Saúl Orbegoso López 
 
Donde:  
 x = razón de rotación del sistema 
 y = gradiente de temperatura 
 z = desviación de la temperatura 
 = número de Prandtl:  [viscosidad cinemática] / [conductividad 
térmica]  
 r = diferencia de temperatura entre la base y el tope del sistema 
 b = razón entre la longitud y altura del sistema. 
 
El sistema de ecuaciones diferenciales que representa el modelo (4.43) de 
Lorenz se ha abordado mediante uno de los métodos de resolución de problemas 
del valor inicial, en este caso, el sistema caótico es de convección atmosférica 
derivado por Lorenz. 
 
Como referencia, vamos a considerar en primer término los valores originales 
del autor de la referencia, es decir sus valores experimentales para  =10, r=28 y 
b=8/3, (valores estimados de acuerdo a las condiciones climáticas del lugar de 
experimentación), conocidos como parámetros del atractor de Lorenz, que al 
incluirlos dentro del sistema originan:  
 
10 10
28
8
3
dx y x
dt
dy
x y xz
dt
dz
xy z
dt
 
  
 
                                                                                           (4.44) 
 
Cuyas condiciones iniciales están dadas por: 
x(0)=3 
y(0)=3  
z(0)=20    
  
En su modelo climático Lorenz comprobó que ínfimas variaciones de entrada, 
comparables a una pequeña borrasca local, se convertían, en breve tiempo, en 
enormes variaciones de salida de su ordenador. Esto es lo que, en tono jocoso, se 
conoce por "efecto mariposa", a saber, el hecho de que si hoy agita, con sus alas, 
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el aire de Pekín una mariposa puede modificar el clima de Nueva York del mes 
que viene. 
 
Los sistemas caóticos comprenden la transición entre los sistemas resolubles y 
los cercanamente resolubles, y aquellos que son completamente estocásticos o al 
azar. Son sistemas inestables que dependen en mucho de las condiciones 
iniciales, y una mínima variación de las condiciones iniciales hace que el sistema 
evolucione de manera totalmente distinta. La solución de un oscilador armónico 
se mueve en círculo o en elipse, pero los sistemas más complejos requieren 
herramientas sofisticadas como las funciones elípticas, pero el principio es el 
mismo.  
 
Usualmente, los sistemas al azar son analizados utilizando promedios, y el 
proceso de promediar puede mapear millones de variables en una constante 
simple. En algunos casos, el modelo final puede ser uno completamente estático. 
Los detalles de la promediación pueden ser extremadamente difíciles de 
construir. En muchos casos, el análisis es facilitado por el conocimiento de la 
respuesta de los experimentos de laboratorio. Se proponen sistemas dinámicos 
hipotéticos como modelos para observar la ocurrencia de componentes 
individuales del sistema. Aquí las simetrías son solo aproximaciones o 
simplemente no existen, por lo que las herramientas para el análisis son 
numéricas y gráficas con ayuda computarizada. Aquí, la idea primordial es que 
el desempeño de los sistemas no es predecible excepto para una gran cantidad de 
casos, como el lanzamiento de una moneda 5000 veces, lo que lleva a una 
estadística de probabilidad. El mundo natural es un completo proceso al azar. La 
estadística es usada para llenar los huecos entre la teoría y la realidad. Todos los 
modelos tienen un inevitable error de modelamiento, en la mayoría de los casos, 
esto se da en el umbral de la detectabilidad, como ocurre con los fenómenos 
meteorológicos, los movimientos de las placas tectónicas, los fluidos en régimen 
turbulento, etc. 
 
El sistema (4.44) corresponde al modelo climático caótico de Lorenz, que 
representan la dinámica en el tiempo de los gradientes de temperatura, la 
rotación difusional y la desviación de la temperatura en un rango de temperatura 
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(entre  una base y un tope) de un sistema, determinando cambios caóticos de 
longitud y altura del mismo, por efecto de la viscosidad y la conductividad del 
mismo. 
 
Para la evaluación del comportamiento de éste sistema, Lorenz estableció las 
condiciones iniciales para: 
 
x(0) = 3;  y(0) =  3;  z(0) = 20;  
 
Sobre la base de tiempo de 10 unidades y los datos experimentales para los 
parámetros: 

r  = 28;  b = ଷ଼ 
 
Y, con esas condiciones se obtiene el siguiente perfil de la figura (4.17). Luego, 
manteniendo la misma base de tiempo, los mismos parámetros y modificando las 
condiciones iniciales:  x(0) = 3.001;  y(0) =  3;  z(0) = 20;  
 
Acumulando las curvas obtenidas, se logran los siguientes perfiles (figura 4.18)  
 
Ref.: Gráfica propia del autor 
Figura 4.19. Dinámica del caos con datos originales 
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Ref.: Gráfica propia del autor 
Figura 4.20: Dinámica del caos, curvas original y modificada 
 
Y, realizando nuevas modificaciones a las condiciones iniciales, x(0) = 3.01;  
y(0) =  3;   z(0) = 20; Y acumulando las curvas obtenidas, obtenemos los 
siguientes perfiles: 
 
Ref.: Gráfica propia del autor 
Figura 4.21: Dinámica del caos, curvas original y modificada 
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Asimismo, es posible apreciar la divergencia de la velocidad en el modelo 
dinámico caótico, lo cual es un indicador del comportamiento del sistema: 
 
x(0) = 3.0001 ;  y(0) =  3;  z(0) = 20;  
 
Ref.: Gráfica propia del autor 
Figura 4.22: Gráfica de respuestas x(t) a cambios pequeños.  
 
La respuesta de estos sistemas en una proyección bidimensional, se puede 
sujetar a los criterios de sensibilidad, observándose que a pequeñas variaciones 
en las condiciones iniciales, los impactos cambian significativamente, como se 
puede apreciar en los siguientes perfiles para las mismas variables, cuyos 
cambios drásticos también permiten proyectar los efectos finales de los sistemas 
en referencia. Digamos: ݔሺͲሻ = ͵.ͲͲͳ ;  ݕሺͲሻ = ͵;  ݖሺͲሻ = ʹͲ 
Variando a: ݔሺͲሻ = ʹ ;  ݕሺͲሻ = ʹ;   ݖሺͲሻ = ͳͺ 
Y a otras condiciones, las proyecciones cambian sensiblemente. 
Y se pueden apreciar en los resultados que pueden variar sorprendentemente, 
posibilitando una dependencia directa en el comportamiento global del sistema. 
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A continuación se muestran las gráficas espacio temporales del modelo de 
Lorenz, las que muestran la sensibilidad del sistema a variaciones míninas  en 
las condiciones iniciales, e impactos de variación completamente 
desproporcionada. Este efecto es indicativo de que puede trasladarse el esquema 
de reacción para sistemas reaccionantes cuyos modelos se aproximen al 
mostrado por Lorenz en aspectos climáticos. 
 
Ref.: Gráfica propia del autor 
Figura 4.23.  Respuestas a condiciones iniciales de Lorenz en x(t),y(t) y z(t) 
 
 
Ref.: Gráfica propia del autor 
Figura 4.24.  Respuestas a condiciones iniciales ligeramente  
            modificadas de Lorenz en x(t),y(t) y z(t) 
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Se puede observar que ante el cambio en los parámetros y/o valores iniciales de 
produce inmediatamente una respuesta que indican la sensibilidad paramétrica 
del sistema de ecuaciones que representan los sistemas caóticos, los mismos que 
son aplicables a los sistemas ambientales o climáticos, entre otros. Igualmente, 
cuando se realizan modificaciones pronunciadas se generan respuestas que 
difieren significativamente de las originales. 
 
Ref.: Gráfica propia del autor 
 
 
Las gráficas bidimensionales mostradas se obtienen simulando los 
sistemas caóticos, de acuerdo a las condiciones referidas. 
 
Bajo el espectro que tiene esta topología,la cual puede ser aplicada a 
reacciones caóticas catalíticas complejas, al variar los coeficientes del 
sistema de las ecuaciones diferenciales que representan este modelo, se 
puede apreciar la sensibilidad a tales cambios. Para corroborar lo 
mencionado, se ha considerado simular con los siguientes parámetros : 
 ߜ =  Prandtl, valor asignado: 5 ݎ =  ∆ܶ entre la base y el tope del sistema. Valor asignado: 14 ܾ = razón entre la longitud y la altura. Valor asignado: 4/(1,5) 
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Manteniendo las condiciones iniciales (ݔሺͲሻ = ͵.ͲͲͳ; ݕሺͲሻ = ͵;  ݖሺͲሻ = ʹͲ), se obtienen los siguientes resultados: 
 
Ref.: Gráfica propia del autor 
 
 
Y, 
 
Ref.: Graficación propia del autor  
Figura 4. 25(b).  Respuestas a las modificaciones pronunciadas 
 
Y asi, en lo sucesivo se pueden hacer modificaciones, diversas, y el 
sistema muestra que su estabilidad depende de las condiciones iniciales, 
y su sensibilidad es manifiesta ante el cambio de los parámetros. Y, por 
analogía, se deduce que los sistemas caóticos son suceptibles de manejo 
si se dispone de las condiciones a las que se desea que el sistema opere. 
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4. 3.4. REACCIONES COMPLEJAS DE BELOUSOV – 
ZHABOTINSKY 
 
Ha sido mostrado por diversos autores que la reacción de BZ es un 
modelo oscilante complejo que puede ser caótico; en esencia, es una 
reacción redox de una especie orgánica como el ácido cítrico o el ácido 
malónico (ܪܱଶܥܥܪଶܥܱଶܪ) con una solución de bromatos en un medio 
ácido (ܪ+/ܤݎܱଷ−), en la presencia de un electrón transferido por el 
catalizador redox. El catalizador redox puede ser, por ejemplo, una cupla ܨ݁ଶ+/ܨ݁ଷ+ – el ión metal constituye una mezcla reactiva muy compleja 
tal que el potencial de reducción es compatible con el bromato.  
 
Otro sistema catalítico incluye las cuplas ஼௘య+஼௘ర+   ݕ ெ௡మ+ெ௡య+  . 
 
En forma general, el sistema catalítico se puede representar como una 
cupla 
ெ�೐೏ெ೚ೣ  . 
 
En general, la reacción BZ se puede describir como la oxidación con 
bromato del ácido malónico, catalizada por sales de Ce+3. El mecanismo 
detallado fue reportado por Fields et al. (1972), Consta de 18 etapas 
elementales e involucra 21 especies químicas distintas. Sin embargo, 
podemos examinar las 9 etapas esenciales.  
 
En primer lugar, el proceso A, eliminación de inhibidor ܤݎ− con el 
HBrO2 al estado estacionario. Los pasos estequiométricos importantes, 
con sus leyes de velocidad empíricas en esta parte de la reacción son: 
 ʹ ܪ+ + ܤݎܱଷ− + ܤݎ−      ௞ భ    →    ܪܤݎܱଶ + ܪܱܤݎ, �ଵ = ʹܯ−ଷܵ−ଵ,       (4.45) 
 ܪ+ +  ܪܤݎܱଶ + ܤݎ−      ௞ మ    →    ʹ ܪܱܤݎ,     �ଶ =  ʹ × ͳͲ଺ܯ−ଶ ݏ−ଵ,   (4.46) 
 ܪܱܤݎ + ܪ+ + ܤݎ−        ௞ య   →     ܤݎଶ  + ܪଶܱ,     �ଷ = ͺ × ͳͲଽܯ−ଶݏ−ଵ, (4.47) 
88 
 
Ing. José Saúl Orbegoso López 
 
 
      ܤݎଶ +  ܥܪଶሺܥܱܱܪሻଶ      ௞ ర    →   ܤݎܥܪሺܥܱܱܪሻଶ + ܪ+ + ܤݎ−, �ସ = ʹͻ.Ͷ ܯ−ଶݏ−ଵ (4.48) 
 
 
Estas cuatro etapas se reúnen, con factores estequiométricos {1, 1, 3, 3} 
para producir la reacción global α, consistente en la bromación del ácido 
malónico: ܤݎܱଷ− + ʹܤݎ− + ܥܪଶሺܥܱܱܪሻଶ + ͵ܪ+               →    ܤݎܥܪሺܥܱܱܪሻଶ + ܪଶܱ + ʹܪܱܤݎሺߙሻ 
 
En segundo lugar, proceso B, auto catálisis en el HBrO2 y oxidación del 
catalizador redox. Los pasos estequiométricos importantes, con sus 
respectivas leyes de velocidad son: 
 ܪ+ +  ܤݎܱଷ− + ܪܤݎܱଶ     ௞ ఱ   →   ʹܤݎܱଶ∗ + ܪଶܱ,        �ହ = ͳͲ ܯ−ଶݏ−ଵ,  (4.49) 
 
  ܪ+ + ܤݎܱଶ∗ +  ܥ݁ሺܫܫܫሻ  ௞ ల  →   ܪܤݎܱଶ +  ܥ݁ሺܫܸሻ,     �଺ = ͸ × ͳͲହ ܯ−ଶݏ−ଵ,     (4.50) 
 ʹܪܤݎܱଶ      ௞ ళ   →   ܤݎܱଷ− +ܪܱܤݎ + ܪ+, �଻ = ͹ × ͳͲଷ ܯ−ଶݏ−ଵ               (4.51) 
 
Estas tres etapas, con coeficientes {2, 4, 1}, producen la oxidación global 
del Ce(III) , o reacción : 
 ܤݎܱଷ− + Ͷ ܥ݁ሺܫܫܫሻ + ͷ ܪ +             →   ܪܱܤݎ + Ͷ ܥ݁ሺܫܸሻ + ʹ ܪଶܱ           ሺߚሻ 
 
 
Finalmente, la oxidación del ácido bromomalónico consta de: 
ܤݎܥܪሺܥܱܱܪሻଶ +  Ͷܥ݁ሺܫܸሻ +  ʹܪଶܱ  ௞ఴ → ܤݎ− +ܪܥܱܱܪ + ʹܥܱଶ + Ͷ ܥ݁ሺܫܫܫሻ + ͷܪ+  
ܪܱܤݎ + ܪܥܱܱܪ      ௞ వ    →    ܤݎ− + ܥܱଶ +ܪ+ + ܪଶܱ 
 
que, combinadas en proporción {1, 1} dan lugar a : 
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ܤݎܥܪሺܥܱܱܪሻଶ +  Ͷ ܥ݁ሺܫܸሻ +  ܪܱܤݎ + ܪଶܱ       →  ʹܤݎ− + ͵ܥܱଶ +  Ͷ ܥ݁ሺܫܫܫሻ + ͸ܪ+ ሺߛሻ   
 
Por último, la reacción global es una suma de α + +  
ʹܤݎܱଷ− +  ͵ܥܪଶሺܥܱܱܪሻଶ + ʹܪ+ ஼௘ሺூூூሻ→    [ܤݎ−] +  ܤݎܥܪሺܥܱܱܪሻଶ +  ͵ܥܱଶ +  Ͷ ܪଶܱ 
 
Las EDO que representan el modelo lineal son: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(4.52) 
݀[ܪܤݎܱଶ]݀ݐ =  �ଵ[ܤݎܱଷ−][ܤݎ−][ܪ+]ଶ ݀[ܪܱܤݎ]݀ݐ =  �ଶ[ܪܤݎܱଶ][ܤݎ−][ܪ+] ݀[ܤݎଶ]݀ݐ = �ଷ [ܪܱܤݎ][ܪ+][ܤݎ−] ݀[ܤݎܥܪሺܥܱܱܪሻଶ]݀ݐ = �ସ [ܤݎଶ][ܥܪଶሺܥܱܱܪሻଶ] ݀[ܤݎܱଶ]∗݀ݐ =  �ହ[[ܪܤݎܱଶ][ܪ+][ܤݎܱଷ−]]ଵ/ଶ ݀[ܪܤݎܱଶ]݀ݐ =  �଺[ܤݎܱଶ][ܯ௥௘ௗሺܥ݁ሺܫܫܫሻሻ][ܪ+] ݀[ܪܱܤݎ]݀ݐ =  �଻[ܪܤݎܱଶ]ଶ ݀[ܪܥܱܱܪ]݀ݐ = �଼ [ܤݎܥܪሺܥܱܱܪሻଶ][ܥ݁ሺܫܸሻ]ସ[ܪଶܱ]ଶ ݀[ܥܱଶ]݀ݐ = �ଽ [ܪܱܤݎ][ܪܥܱܱܪ] ݀[ܤݎܥܪሺܥܱܱܪሻଶ]݀ݐ = � [ܤݎܱଷ−]ଶ[ܥܪଶሺܥܱܱܪሻଶ]ଷ[ܪ+]ଶ[ܥ݁ሺܫܫܫሻ] 
 
 
 
 
 
 
 
 
 
90 
 
Ing. José Saúl Orbegoso López 
 
4. 3.5. ATRACTORES Y FRACTALES 
 
Para visualizar el movimiento caótico, se tomó la formulación como 
diagramas de fases del movimiento donde, en cualquier diagrama, el 
tiempo es implícito y cada eje representa una dimensión del estado. 
 
El movimiento representado con diagramas de fase no muestra una 
trayectoria bien definida, sino errática alrededor de algún movimiento 
bien definido, y cuando esto sucede se dice que el sistema es atraído 
hacia tal movimiento: es decir hay un atractor.  
 
El atractor será periódico, si tiene oscilaciones en puntos o curvas 
llamados ciclos límite, o extraño si tiene movimiento caótico, y puede 
tener enorme complejidad, como muestra el modelo climático de Lorenz, 
que lleva al famoso atractor de Lorenz.  
 
Los atractores extraños se encuentran en los sistemas continuos 
dinámicos (como el de Lorenz) y en los sistemas dinámicos discretos 
(como el de Julia, o el mapa Hènon, etc.). Estos últimos tienen una 
estructura fractal  típica. 
 
Se ha escogido el modelo Lotka – Volterra, para ilustrar este tipo de 
evolución, que expresan la relación de una población de presas y otra 
población de predadores. La alimentación para la población de la presa 
no es un factor, así que en ausencia de predadores se asume que la 
población de la presa crecería exponencialmente- Una retroalimentación 
es causada por la presencia de predadores y se asume que es proporcional 
al número de predadores tanto como el número de presas, así las 
ecuaciones serán: 
 ௗ௬భௗ௧ = ߙݕଵ −  ߚݕଵݕଶ,      ߙ ݕ ߚ > Ͳ  ௗ௬మௗ௧ = −ߛݕଶ +  ߜݕଵݕଶ, ߛ ݕ ߜ > Ͳ    (4.53) 
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Donde, y1 y2 miden los tamaños de la población de la presa y predador, 
respectivamente; las funciones dy1/dt  y dy2/dt representan el crecimiento 
de las dos poblaciones en el tiempo, t es el tiempo; es la tasa de 
crecimiento de las presas (o tasa de natalidad de las presas),  es la tasa 
de eliminación de las presas por los predadores (o la productividad de los 
predadores o eficiencia de captura), ߛ representa la tasa de eliminación 
natural de los predadores (o la tasa de mortalidad de los predadores), y ߜ 
representa la tasa de crecimiento de los predadores como resultado del 
consumo de presas (o tasa de transferencia energética de las presas a los 
predadores), son constantes positivas.  
 
La solución del sistema (4.53), que representa el modelo de Lotka – 
Volterra puede ser alcanzada utilizando Runge – Kutta de 2do y 3er orden, 
iniciando con separación de variables, manipulando, dando las 
condiciones de frontera y resolviendo:  
 ݀ݕଵ݀ݐ = ሺͳ− ∝ × ݕଶሻ × ݕଵ,      ݕଵሺͲሻ = ݕଵ,଴                                           ሺͶ.ͷͶሻ  ݀ݕଶ݀ݐ = ሺ−ͳ +  ߚ × ݕଵሻ × ݕଶ,   ݕଶሺͲሻ = ݕଶ,଴                                        ሺͶ.ͷͷሻ 
 
Se puede deducir que la velocidad de cambio poblacional en las presas 
(y1) es proporcional a la población existente en el momento t (a través de 
la tasa de natalidad) y proporcional al número de interacciones con los 
predadores (y2), a través de la tasa de captura, es decir, proporcional tanto 
a la población de presas como de predadores en el momento t.  La forma 
de esta velocidad hallada es derivada de la ley de acción de masas que, en 
su contexto original, establece que la velocidad de colisiones moleculares 
de dos especies químicas en un gas diluido o solución es proporcional al 
producto de las dos concentraciones. Y si bien es cierto que esta relación 
parece imprecisa para sistemas de especies vivas, puede ser aplicada en 
términos generales a la relación de especies predadoras y presas, y la 
razón / es análoga a la eficiencia de predación (de convertir a unidad 
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de masa de presa en una unidad de masa de predador).  El diagrama de 
fase que se obtiene, corresponde a un ciclo, que puede variar de acuerdo 
a las condiciones iniciales, aunque sean cambios infinitesimales (como 
en el caso de Lorenz), y pueden darse muchas modificaciones. 
 
Definiendo las condiciones iniciales, se puede resolver el sistema de 
ecuaciones. Tales condiciones son: 
 
t0 = 0;   tf = 15;  y0 = [20  20]; alpha = 0.5; 
 
Estas, corresponden a valores referenciados, y el análisis de las 
velocidades de cambio poblacional en la interacción presa–predador en el 
tiempo, corresponde a una aplicación analógica de la ley de acción de 
masas referida a la velocidad de colisiones moleculares de dos especies 
químicas en un gas diluido o solución, en relación a sus concentraciones. 
Existe la razón de predadores y presas, , para la eficiencia de 
predación (de convertir a unidad de masa de presa en una unidad de masa 
de predador). 
 
Los perfiles obtenidos mediante los codigos correspondientes son: 
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Ref.: Graficación propia del autor 
 
Figura 4.26:  Velocidades de cambio poblacional 
 
Ref.: Gráfica propia del autor 
Figura 4.27: Lotka – Volterra (predador – presa) 
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Ref.: Gráfica propia del autor 
Figura 4.28: Lotka – Volterra (predador – presa) I 
 
Ref.: Graficación propia del autor 
Figura 4.29: Lotka – Volterra (predador – presa) II 
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En el modelo de Lotka–Volterra es aplicable a múltiples situaciones, 
desde los sistemas sociales y económicos, hasta los sistemas biológicos, 
bioquímicos, competencia y producción industrial, que pueden brindar 
opciones de resolución de los sistemas de ecuaciones que los modelan. 
 
El primer bloque de las ecuaciones diferenciales del modelo (4.52) son: 
 ݀[ܪܤݎܱଶ]݀ݐ =  �ଵ[ܤݎܱଷ−][ܤݎ−][ܪ+]ଶ  ݀[ܪܱܤݎ]݀ݐ =  �ଶ[ܪܤݎܱଶ][ܤݎ−][ܪ+]                                                ሺͶ.ͷ͸ሻ ݀[ܤݎଶ]݀ݐ = �ଷ [ܪܱܤݎ][ܪ+][ܤݎ−]     ݀[ܤݎܥܪሺܥܱܱܪሻଶ]݀ݐ = �ସ [ܤݎଶ]͵ͷ[ܥܪଶሺܥܱܱܪሻଶ]  
 
Estas cuatro etapas se reúnen, con factores estequiométricos {1, 1, 3, 3} 
para producir una reacción global, consistente en la bromación del ácido 
malónico: 
ܤݎܱଷ− + ʹܤݎ− + ܥܪଶሺܥܱܱܪሻଶ + ͵ܪ+           →  ܤݎܥܪሺܥܱܱܪሻଶ + ܪଶܱ + ʹܪܱܤݎ     (4.57) 
 
El segundo bloque es el de auto catálisis en el HBrO2 y oxidación del 
catalizador redox. Los pasos estequiométricos importantes, con sus 
respectivas leyes de velocidad son: 
 ݀[ܤݎܱଶ]∗݀ݐ =  �ହ[[ܪܤݎܱଶ][ܪ+][ܤݎܱଷ−]]ଵ/ଶ                                      ሺͶ.ͷͺሻ  ݀[ܪܤݎܱଶ]݀ݐ =  �଺[ܤݎܱଶ]∗[ܯ௥௘ௗ(ܥ݁ሺܫܫܫሻ)][ܪ+]    ݎݔ݊. ݎá݌݅݀ܽ  ሺͶ.ͷͻሻ  ݀[ܪܱܤݎ]݀ݐ =  �଻[ܪܤݎܱଶ]ଶ                                                                   ሺͶ.͸Ͳሻ 
 
 
Estas tres etapas, con coeficientes {2, 4, 1}, producen la oxidación global 
del Ce(III): 
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 ܤݎܱଷ− + Ͷ ܥ݁ሺܫܫܫሻ + ͷ ܪ +        →  ܪܱܤݎ + Ͷ ܥ݁ሺܫܸሻ + ʹ ܪଶܱ   (4.61) 
 
Finalmente, la oxidación del ácido bromomalónico consta de: ݀[ܪܥܱܱܪ]݀ݐ = �଼ [ܤݎܥܪሺܥܱܱܪሻଶ][ܥ݁ሺܫܸሻ]ସ[ܪଶܱ]ଶ                       ሺͶ.͸ʹሻ ݀[ܥܱଶ]݀ݐ = �ଽ [ܪܱܤݎ][ܪܥܱܱܪ]                                                               ሺͶ.͸͵ሻ 
Que, combinadas en proporción {1, 1} dan lugar a: 
 
     ܤݎܥܪሺܥܱܱܪሻଶ +  Ͷ ܥ݁ሺܫܸሻ +  ܪܱܤݎ + ܪଶܱ       →  ʹܤݎ− + ͵ܥܱଶ +  Ͷ ܥ݁ሺܫܫܫሻ + ͸ܪ+      (4.64)   
 
Por último, la reacción global es una suma de (4.57) +(4.61) + (4.64) 
ʹܤݎܱଷ− +  ͵ܥܪଶሺܥܱܱܪሻଶ + ʹܪ+     [஼௘ሺூூூሻ]       →          [ܤݎ−] +  ܤݎܥܪሺܥܱܱܪሻଶ +  ͵ܥܱଶ +  Ͷ ܪଶܱ  (4.65) ݀[ܤݎܥܪሺܥܱܱܪሻଶ]݀ݐ = � [ܤݎܱଷ−]ଶ[ܥܪଶሺܥܱܱܪሻଶ]ଷ[ܪ+]ଶ[ܥ݁ሺܫܫܫሻ]               ሺͶ.͸͸ሻ 
 
 
El mecanismo de estas reacciones fue propuesto por Noyes de la 
Universidad de Oregón (EE. UU) junto con Field y Körös, en 1972 se 
disponía de un esquema con 18 pasos elementales con 20 especies 
químicas involucradas, capaces de explicar la reacción BZ.  
 
Actualmente se conocen muchas variaciones de la receta BZ original. 
Algunas de las más populares son: sustituir el ácido cítrico por ácido 
malónico (CH2-(COOH)2), acoplar la reacción con la interconversión 
Fe(II)/Fe(III) para hacer más dramáticos los cambios de color, y realizar 
la reacción en la superficie plana de una placa de Petri para observar el 
desarrollo de ondas químicas que se desplazan e interfieren. 
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A diferencia del mecanismo de Lotka, la reacción BZ presenta 
oscilaciones de la concentración sin necesidad de una adición continua de 
reactantes, es decir, las oscilaciones ocurren en un sistema cerrado. 
 
 
El análisis de la reacción BZ es complicado, pero podemos utilizar la 
aproximación del estado estacionario para comprender el origen de las 
oscilaciones. Las especies HBrO2 y BrO•2 son intermedios muy reactivos, 
y cabe esperar que su concentración permanezca muy baja.  
 
Por lo tanto, 
 Ͳ ≈ ݀[ܪܤݎଶ]݀ݐ = �ଵ[ܪ+]ଶ[ܤݎܱଷ−][ܤݎ−] − �ଶ[ܪ+][ܪܤݎܱଶ][ܤݎ−] − �ହ[ܪ+][ܤݎܱଷ−][ܪܤݎܱଶ]+ �଺[ܪ+][ܤݎܱଶ+][ܥ݁ሺܫܫܫሻ] − ʹ�଻[ܪܤݎܱଶ]ଶ 
Ͳ ≈ ݀[ܤݎܱଶ+]݀ݐ = ʹ�ହ[ܪ+][ܤݎܱଷ−][ܪܤݎͲଶ] − �଺[ܪ+][ܤݎܱଶ+][ܥ݁ሺܫܫܫሻ] 
Sumando ambas ecuaciones obtenemos �ଵ[ܪ+]ଶ[ܤݎܱଷ−][ܤݎ−] − �ଶ[ܪ+][ܪܤݎܱଶ]ாா[ܤݎ−] + �ହ[ܪ+][ܤݎܱଷ−][ܪܤݎܱଶ]ாா −                                  ʹ�଻[ܪܤݎܱଶ]ாாଶ = Ͳ 
Esta ecuación nos permite examinar las dos situaciones límite que tienen 
lugar en la reacción BZ: 
 
Si [ܤݎ−] ب [ܪܤݎܱଶ]  podemos despreciar el término que contiene      [ܪܤݎܱଶ]ଶ y despejar [ܪܤݎܱଶ]ாா =  �ଵ[ܪ+][ܤݎܱଷ−][ܤݎ−]�ଶ[ܤݎ−] − �ସ[ܤݎ ଷܱ−] 
 
Si [ܤݎ−] ا  [ܪܤݎܱଶ] se desprecian los términos que contienen [ܤݎ−]: 
 [ܪܤݎܱଶ]ாா = �ସʹ �଻  [ܪ+][ܤݎܱଷ−] 
 
(4.67) 
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En condiciones apropiadas, la reacción BZ oscila entre una y otra 
situación. Si comenzamos con una concentración baja del Br –  el proceso 
está dominado por la reacción  (4.64), que consume Ce(IV) y , sobre 
todo, produce Br – y aumenta la acidez del medio. Eventualmente, los 
procesos (4.62)y (4.63) cobran importancia e invierten el efecto (4.64). 
Los cambios de color reflejan a concentración relativa de los dos estados 
de oxidación del Ce. 
 
La existencia de dos situaciones estacionarias muy diferentes entre las 
que un sistema cinético puede oscilar recibe el nombre de biestabilidad. 
La aparición de un oscilador químico parece requerir tres condiciones 
esenciales: (1) una situación biestable, (2) etapas auto catalíticas, y (3) 
condiciones alejadas del equilibrio termodinámico. 
 
El análisis detallado de la reacción BZ es complejo debido al elevado 
número de etapas y reactantes. Por ello, ha sido muy importante el diseño 
de sistemas artificiales más simples que conservan los rasgos esenciales 
de la reacción. 
 
4.3.6. REACCIONES OSCILATORIAS COMPLEJAS DE 
BELOUSOV- ZHABOTINSKI 
 
Conforme a lo antes referido, el modelo de Field et al (1972), FKN,  
muestra el mecanismo de la reacción química oscilatoria del Oregonator, 
donde cada paso corresponde a una reacción del sistema interconectado, 
y los reactantes del paso uno forman productos, los cuales a su vez son 
usados como materias primas en otro paso. Para simplificar el modelo 
vamos a considerar el Oregonator, conformado por cinco pasos que 
representan todos los componentes clave, y las más representativas 
velocidades de reacción. 
 
Las leyes de velocidad del Oregonator se expresan en función de las 
concentraciones con respecto al tiempo, como ecuaciones diferenciales. 
A fin de simplificar el análisis es deseable adimensionalizar todo para 
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que los coeficientes sean la unidad o cercanos a la unidad, y con ello se 
tendría un sistema de ecuaciones viable. 
 
Para la simulación se utilizaron los datos consignados por Field et al 
(1974), cuyos parámetros se basaron el potenciometría, con datos de 
concentración inicial para el:  
 [ܥܪଶሺܥܱܱܪሻଶ]଴ = Ͳ.Ͳ͵ʹ ܯ; 
 [�ܤݎܱଷ]଴ = Ͳ.Ͳ͸͵ ܯ; 
 [�ܤݎ]଴ = ͳ.ͷݔͳͲ−ହܯ; 
 [ܥ݁ሺܰܪସሻଶሺܱܰଷሻହ]଴ = Ͳ.ͲͲͳ ܯ; 
 [ܪଶܵ ସܱ]଴ = Ͳ.ͺ ܯ 
 
De acuerdo a esta información, la simulación permite obtener los 
siguientes resultados gráficos. 
 
Ref.: Gráfica propia del autor 
 
Figura 4.30: Reacciones de Belousov - Zhabotinsky 
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4.3.7. MODELO DE LA CINÉTICA BIOQUÍMICA DE MICHAELIS 
& MENTEN 
 
Los complejos procesos bioquímicos se describen generalmente como 
una secuencia de pasos de reacción sencillo y reversible, y en gran parte 
irreversibles catalíticos. Cada uno de los pasos es una reacción elemental, 
representándose el modelo como un sistema de EDO de primer orden. 
Fueron Michaelis & Menten (1913), al observar la acción de una enzima 
sobre un substrato, que reportaron su existencia conocida como 
transformación bioquímica. 
 
Las ecuaciones químicas se pueden representar como: 
 
ଵܵ + ܵଶ       ௞భ      →    ܵଷ                       Ecuaci�� Directa                            ሺͶ.͸ͺሻ  Sଷ        ୩మ     →     Sଵ + Sଶ                      Ecuaci�� reversa                            ሺͶ.͸ͻሻ  ܵଷ          ௞య       →      ܵସ + ܵଶ                                                                                 ሺͶ.͹Ͳሻ   
 
Donde: 
S1 : Un substrato 
S2 : Una enzima 
S3 : Un complejo 
S4 : Un producto 
ki : Constantes de velocidad. 
 
 
Figura 4.31. Ciclo de una reacción catalizada por una enzima 
(Disponible en 
http://bibliotecadigital.ilce.edu.mx/sites/ciencia/volumen3/ciencia3/142.htm) 
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El sistema de EDO que expresan el sistema de ecuaciones químicas: 
 ݀ ଵܵሺݐሻ ݀ݐ⁄ = −�ଵܵଵሺݐሻܵଶሺݐሻ + �ଶܵଷሺݐሻ,    
 ݀ܵଶሺݐሻ ݀ݐ⁄ = −�ଵ ଵܵሺݐሻܵଶሺݐሻ + ሺ�ଶ + �ଷሻܵଷሺݐሻ,   
 ݀ܵଷሺݐሻ ݀ݐ⁄ = �ଵ ଵܻሺݐሻܵଶሺݐሻ − ሺ�ଶ + �ଷሻܵଷሺݐሻ,   
 ݀ܵସሺݐሻ ݀ݐ⁄ = �ଷܵଷሺݐሻ     
 
En el sistema (4.68)–(4.70) de Michaelis–Menten antes referido, las 
constantes de velocidad se denotan como k1, k2 y k3.  
 
Luego, en base a los datos tomados de Wilkinson (2012), que con un 
volumen de 10 – 15 litros, y bajo las siguientes condiciones iniciales, se 
tiene: 
[  
 ଵܵሺͲሻܵଶሺͲሻܵଷሺͲሻܵସሺͲሻ]  
 = [ͷݔͳͲ−଻ܯʹݔͳͲ−଻ܯͲ ܯͲ ܯ ],   �ଵ =  ͳͲ଺, �ଶ = ͳͲ−ସ, �ଷ = ͳͲ−ଵ,    (4.72) 
Se obtienen los datos moleculares correspondiente al modelo enzimático 
de Michaelis & Menten 
 
[  
 ܺଵሺͲሻܺଶሺͲሻܺଷሺͲሻܺସሺͲሻ]  
 = [ͷݔͳͲ−଻݊஺ ݒ݋݈ʹݔͳͲ−଻ܽ஺ܯͲ ܯͲ ܯ ],   ܥଵ = ଵ଴ల௡�௩௢௟ , ܿଶ = ͳͲ−ସ, ܥଷ  =  ͳͲ−ଵ,       ሺͶ.͹͵ሻ 
   
 
Donde el [  ] denota alrededor del entero más cercano. La simulación de 
las reacciones se hará sin superar t = 50.
  
 
Desde X1(0) = 312 y X2(0) = 125, estamos en el régimen de un razonable 
número pequeño de moléculas, con 2.5 veces aproximadamente de 
moléculas de substrato como moléculas de enzima, inicuamente, y sin 
complejos o productos. 
 
 (4.71) 
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Al inicio, solo a moléculas de  tipo S1 y  a moléculas de tipo S2 están 
presentes. No hay moléculas de S3 o S4, así que: 









0
0
a
a
X(0)  
Entonces, el vector estado X(t) toma los valores: 
 




































a
a
0
0
,...,
2
2
2a
2a
,
1
1
2a
1a
,
0
0
a
a
 
 
Así que éstas son a+1 estados diferentes. Generalmente, la ecuación 
química principal (EQP), tiene una dimensión extremadamente alta que 
no puede ser manejada analíticamente o computacionalmente. No se está 
considerando la posición o velocidad de moléculas individuales, y se 
considerará el sistema en términos de vector de estado X(t). En el sistema 
(4.68) – (4.70), se observa que una vez creada, una molécula de producto 
S4 nunca es incluida en otras reacciones y usa un vector de estado que 
solamente  registró las cantidades de S1, S2 y S3 (puesto que cualquier 
cambio de estado solo depende de esas tres especies). También, se puede 
recuperar el estado de S4 a partir de los estados S1 y S3 haciendo 
“S1+S3+S4=constante”  
 
Si la reacción (4.68) ocurre, entonces X1 (t) y X2(t) decrecen en uno, y 
X3(t) aumenta en uno. Así que X(t) viene a ser X(t) + v1, donde 
 
 
 
Similarmente, para las reacciones (4.69) y (4.70) introducimos: 













0
1
1
1
v1
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
















1
1
1
0
vy
0
1
1
1
v 32  
Este modelo se puede generalizar a cualquier colección de reacciones 
unimoleculares (una molécula en el lado izquierdo) o bimoleculares (dos 
moléculas en el lado izquierdo). Generalmente, se tienen especies 
químicas S1, S2, . . . , SN que toman parte en diferentes tipos de 
reacciones químicas, o canales de reacción. Para 1  j   M, la ecuación j-
ésima  está asociada con su estequiometría, o el vector de cambio de 
estado, v j  N, cuyo i-ésimo componente es el cambio en el número de 
Si moléculas causadas por la reacción j-ésima. Así, una reacción de tipo j 
tiene el efecto de cambiar el vector estado a partir de X(t) hasta X(t) + vj. 
 
También asociada  con  la reacción j-ésima está la función de 
propensitividad, aj (X(t)), la cual tiene la propiedad de que la 
probabilidad de que esta reacción ocurra en el intervalo de tiempo 
infinitesimal [t, t+dt] está dado por aj (X(t)) dt.  Las funciones de 
propensitividad están construidas como sigue: 
2° orden:  
 
alguna cosa, con m n, tiene a ( ( )) ( ( ) ( )jCm n j j nS S X t c X t X t      
Dimerización:  
1
alguna cosa, con m n, tiene a ( ( )) ( ( )( ( ) 1)
2
jC
m n j j m nS S X t c X t X t    
1er orden: 
alguna cosa, tiene a ( ( )) ( )jCm j j mS X t c X t    
 
La primera  y tercera corresponden al modelo de Michaelis–Menten. La 
segunda trata el caso donde dos moléculas a partir de la misma molécula 
interactúan. El factor  ½ Xm (t) (Xm(t)-1) puede ser entendido a partir del 
hecho combinatorio que representa el número de formas de elegir un 
(desordenada) par de objetos a partir de un total de Xm(t). 
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Sistema de ecuaciones de velocidades de reacción: 
 
En la ecuación química de Langevin,  se puede ignorar la parte 
estocástica para arribar al conjunto de EDO: 
 ݀ܵሺݐሻ݀ݐ =∑ݒ௝ ∝௝ (ܵሺݐሻ)ெ௝=ଵ                                                               ሺͶ.͹Ͷሻ 
 
Estas EDO corresponden esencialmente al modelo cinético químico, cuya 
aproximación clásica se opera con el vector estado Y(t) M con un 
número real no negativo Yi (t) representando la concentración de las 
especies Si al tiempo t. Las concentraciones son medidas usualmente en 
M (moles/litro). La constante de Avogadro, nA=6.023 × 1023 , da el 
número de moléculas  en un mol, así que una concentración Yi(t)M de 
especies Si en un volumen fijado de litros vol. corresponden a Yi(t) nA 
moléculas de esa especie. 
 
4.3.8. PERFIL DE LA ECUACIÓN CINÉTICA DE MICHAELIS & 
MENTEN 
 
El modelo típico de Michaelis & Menten  relaciona las variaciones de 
composición del sustrato frente a la acción de una enzima, mediante un 
mecanismo con pasos de transición inestable, que bajo condiciones 
termodinámicas particulares de cada sistema de reacción da origen al 
producto y a la recuperación de la enzima. Las condiciones de las 
reacciones enzimáticas se adaptan a las del sustrato y enzima, para evitar 
la degradación o inactivación por efecto térmico.  
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Ref.: Gráfica propia del autor 
Figura 4.32: Perfiles de concentración enzima–sustrato–producto. 
 
 
 4.3.9. MODELO ESTEQUIOMÉTRICO DE LA GLICÓLISIS 
  
 
El conjunto de transformaciones química que se producen en una célula u 
organismo recibe el nombre de metabolismo. Los objetivos de tal proceso 
son: la obtención de energía del medioambiente y la obtención de 
moléculas características de la propia célula. Los cientos o miles de 
reacciones químicas diferentes, catalizadas por enzimas, están 
organizadas en rutas o vías metabólicas Una ruta metabólica es la 
secuencia o cadena de pasos, un precursor se convierte en un producto a 
través de una serie de moléculas intermedias que se denominan 
metabolitos. Todos los ciclos se vinculan coordinadamente. 
 
En el catabolismo, se verifica la degradación oxidativa de moléculas 
nutrientes complejas (glúcidos, lípidos, proteínas), formándose productos 
de desecho (CO2 y NH3) y obteniéndose energía en forma de ATP y 
poder reductor. 
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En el anabolismo o proceso de biosíntesis reductora de moléculas 
complejas (polisacáridos, proteínas) a partir de precursores sencillos y 
con gasto de energía (en forma de ATP o como consumo de poder 
reductor). 
 
Estos dos bloques ocurren en paralelo, en el mismo espacio y tiempo, 
manteniendo un equilibrio dinámico entre las distintas reacciones o rutas. 
 
Aquí se examina la ruta glucolítica o de Embden-Meyerhof, formada por 
una secuencia de 10 reacciones catalizadas enzimáticamente, en las que 
se oxida la glucosa produciendo dos moléculas de piruvato y dos 
equivalentes reducidos de NADH o NADH2, que al introducirse en la 
cadena respiratoria, producirán dos moléculas de ATP, que transforman 
la glucosa en piruvato obteniéndose en el proceso un pequeño 
desprendimiento energético. En las células animales es la única ruta que 
proporciona ATP  en ausencia de oxígeno (proceso anaerobio), y de ahí 
deviene en glucólisis anaerobia. El piruvato puede continuar su 
degradación hasta lactato mediante fermentación láctica, o bien a etanol, 
recibiendo en ese caso el nombre de fermentación alcohólica. La 
degradación anaerobia permite obtener ATP, siendo en ambos casos, el 
nutriente la glucosa. 
  
Los organismos primitivos se originaron en un mundo cuya atmósfera 
carecía de O2; es la vía metabólica más primitiva y por lo tanto, está 
presente en todas las formas de vida actuales. Las etapas de la glucólisis 
son dos: 
 
Primera fase o fase preparatoria en la que se produce un consumo  de 
energía. La glucosa es fosforilada con el gasto energético de una 
molécula de ATP para dar glucosa-6-fosfato, que se isomeriza para 
formar fructosa-6-fosfato. A partir de la fructosa-6-fosfato y con gasto de 
otra molécula de ATP se forma la fructosa-1,6-bifosfato. Hasta esta parte 
se gastan dos moléculas de ATP. Esta es una reacción irreversible en la 
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que intervienen la glucosa y el ATP, además de ser indispensable el 
catión Mg2+ y consta de cinco reacciones bioquímicas. 
 
Segunda fase o fase de degradación, donde se ejecuta la obtención de 
energía. La fructosa-1,6-bifosfato se escinde en dos moléculas: 
gliceraldheído-3-fosfato y dihidroxiacetona-fosfato, por medio de una 
enzima aldolasa. La dihidroxiacetona-fosfato se transforma en 
gliceraldheido-3-fosfato por lo que la glucolisis se multiplica por dos a 
partir de aquí. El gliceraldheído-3-fosfato, sufre cinco reacciones 
bioquímicas más hasta convertirse en ácido pirúvico 
 
Reacciones de la primera fase: consumo de energía 
 
Fosforilación: La glucosa es fosforilada (con la hexoquinasa) en el OH de 
su carbono 6, pasando a glucosa 6 fosfato (G6P o aldosa): 
 
                                   
 
 
 
Isomerización: G6P en presencia de la fosfohexosaisomerasa forma la 
fructosa 6 fosfato ( o cetosa): 
ATP ADP 
Hexoquinasa 
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Fosforilación: fructosa 6 P con fosfofructoquinasa da origen a fructosa 
1,6 difosfato:     
                                          
 
Aldólisis: la fructosa 1,6 difosfato, en presencia de la aldolasa se fractura 
en gliceraldehido 3 P y dihidroxiacetona fosfato 
                             
 
Isomerización: la dihidroxiacetona fosfato, por acción de fosfotriosa 
isomerasa forma el gliceraldehido 3 P: 
                                               
 
 
Reacciones de la segunda fase: Degradación y obtención de energía    
 
Oxidación y Fosforilación: el gliceraldehido 3 P es oxidado y fosforilado 
por fosfato inorgánico del medio y no del ATP, pasando a 1,3 
Fosfohexosa isomerasa 
Fosfofructoquinasa 
ATP ADP 
Aldolasa 
Fosfotriosa isomerasa 
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bifosfoglicerato. La energía libre de la oxidación se conserva en forma de 
energía de enlace del fosfato. 
                                               
 
Fosforilación: El 1,3 bifosfoglicerato realiza una transferencia del grupo 
fosfato al ADP para formar ATP. Esta es la primera reacción de 
obtención de energía, mediante Fosforilación en el sustrato, pasando el 
1,3 bifosfoglicerato a 3 fosfoglicerato: 
                                          
 
Formación: El 3 fosfoglicerato transfiere internamente en la molécula el 
fosfato al carbono 2, donde forma 2 – fosfoglicerato. 
                                         
 
Deshidratación: el 2 fosfoglicerato se deshidrata formando un doble 
enlace (enol) y convirtiéndose en fosfoenolpiruvato 
                                         
 
Fosfoglicerato 
quinasa 
2 ADP 
Fosfoglicerato 
mutasa 
Enolasa 
Gliceraldehido 3-P -
deshidrogenasa 
2 Pi /  2 NAD+ 
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Fosforilación: el fosfoenolpiruvato transfiere el grupo fosfato al ADP, 
obteniéndose ATP, como en la reacción 1.7 por una Fosforilación a nivel 
del sustrato y liberándose el  producto final de la vía, el piruvato. 
                                    
 
 
Sintetizando, tenemos: 
 
 
. 6
. 6 6
. 6 1, 6
. 1, 6 3
. 2 2 3
. 2 3 2 2 2 1, 3 2
. 2 1, 3 2 2( 3 ) 2
. 2( 3 ) 2( 2 )
. 2( 2 ) 2( 2
i GLUC ATP GLUC P ADP
ii GLUC P FRUCT P
iii FRUCT P ATP FRUCT DP ADP
iv FRUCT DP GA P DHAP
v DHAP GA P
vi GA P NAD Pi G BP NADH H
vii G BP ADP G P ATP
viii G P G P
ix G P P PE

  
 


   
 
2
(4.74)
) 2
. 2( 2 ) 2 2 2
H O
x P PE ADP PIR ATP
    
 
 
El esquema simplificado  de la reacciones de glicólisis es como sigue: 
 
Activación: 
  ( , ) (4.75)6 [ 1,6 ]
( )( )
ecuacionesi ii y iiiFRUCT P FRUCT DP
ba
  
 
Formación: 
 
( )
( , ) (4.76)[ 3 ]
d
ecuacionesi ii y iiiGA P   
 
Fosforilación: 
 
(f)
( , ) (4.77)[ 3 ] ecuacionesvi vii y viiiG P   
Piruvato quinasa 
2 ADP 
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Deshidratación – fosforilación: 
 
( ) ( )
( , ) (4.78)[ 2 ] [ ]
h i
ecuacionesviii ix y xP PE PIR  
 
La glicólisis es un ejemplo clásico de una reacción bioquímica 
oscilatoria. En el proceso glicolítico, la glucosa y otros azucares dan 
origen a componentes conteniendo séis moléculas de carbono en torno a 
ácidos tricarboxílicos que incluyen tres moléculas de carbono. Debido al 
exceso de energía libre en el proceso glicolítico, se forman dos moléculas 
de ATP por una molécula de azúcar de seis carbones. El principal rol en 
la generación de oscilaciones de concentración de los componentes de la 
reacción Fructosa–6 fosfato, fructosa–1,6 fosfato, y NAD residual, 
(nicotin–aminadenin–di nucleótido) constituyen la clave de la enzima de 
acción glicolítica, fosfofructoquinasa (PPK). Un esquema simplificado de 
reacciones es representado así: 
 ܣܿݐ݅ݒܽܿ݅�݊՝[ܩ݈] ՜ ܨ͸ܲ ՜ ܨ ଶܲ  ՜         ሺݔሻ        ሺݕሻ   
 
 
[Gl], es la glucosa;  F6P, es la fructosa 6 fosfato (sustrato de la reacción); 
FP2, es la fructosa bifosfato (producto). 
 
La fructosa 1,6 difosfato es un sustrato para la siguiente etapa. Aquí, las 
dos primeras reacciones son catalizadas por enzimas, por lo que en 
coordenadas dimensionales, el sistema de ecuaciones que gobiernan las 
reacciones puede ser escrito como: 
 ௗ௫ௗ௧ = � −  � ௫ሺ௄೘ೣ+ ௫ሻ   ௬(௄೘೤+ ௬)                                     
 
ௗ௬ௗ௧ =  � ௫ሺ௄೘ೣ+ ௫ሻ  ௬(௄೘೤+ ௬)−  ݍ ௬(௄೘೤′ + ௬)        
 
(4.79) 
(4.80) 
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Donde:  
 
x es la variación de la concentración de la fructosa-6-fosfato. 
y es la variación de la concentración de la frctosabifosfato. 
Kmx es la constante de Michaelis para x. 
Kmy es la constante de Michaelis para y. 
q y � son las cantidades molares enzimaticas para x e y, respectivamente.   
 
Existe una relación de dependencia entre las velocidades de reacción 
fermentativa y las variables concentración del sustrato, según la forma de 
Michaelis & Menten (Monod) cuando el número de moléculas total de 
enzima es constante y mucho más pequeña que el número de moléculas 
de sustrato. 
 
La glucólisis o glicólisis es el proceso de síntesis de la molécula de 
glucosa para proporcionar energía al metabolismo celular. A través de 
una secuencia de reacciones, la glucosa es transformada en piruvato y en 
ATP, unidad de intercambio metabólico en el organismo vivo. Las 
reacciones–difusión, están gobernados por la Ley de Fick (Jሺt, xሻ =−D∇uሺt, xሻ, y de acuerdo al principio de conservación, la razón de 
cambio de la cantidad de materia contenida en un volumen V debe ser 
igual al flujo neto de materia a través de la superficie S que la delimita, 
mas la cantidad de materia transformada al interior de V debido al 
término del reactivo. La ecuación de Fick es conocida como la ecuación 
de reacción-difusión, y permite, junto con las condiciones de contorno 
dadas por Vanegas et al (2009), predecir la evolución de los individuos 
de la especie denotada por u(t, x), donde J es el vector de flujo de u(t,x), 
y D es el coeficiente de difusión. Este proceso se describe 
matemáticamente en forma adimensional mediante las siguientes 
ecuaciones desarrolladas además por Painter (1997): 
 ߲ݑ ߲ݐ⁄ =  ܦ௨∇ଶݑ +  ߜ − � ݑ − ݑଶݒ                                                 ሺͶ.ͺͳሻ 
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߲ݒ ߲ݐ⁄ =  ܦ௩∇ଶݒ + �ݑ + ݑݒଶ −  ݒ                                                   ሺͶ.ͺʹሻ   
 
Donde: 
 
  ߲ݑ ߲ݐ⁄   :  Representa el flujo de la glucosa.   ݑ                   ∶   la concentración de la glucosa ܦ௨∇ଶݑ  :  es la difusión de la glucosa. ߜ   :  es la  producción. 
ku  :  representa la degradación. ݑଶݒ  :  es el consumo total no lineal.  ݒ    : La producción de piruvato. ߲ݒ ߲ݐ⁄   :  Producción  
v   :     producción de piruvato.   
 
Este modelo representa la heterogeneidad de un tejido para la 
transformación de glucosa en piruvato (para simulaciones). La solución 
del modelo se lleva a cabo mediante el método de los elementos finitos, 
basado en el principio de simplificación y subdivisión, fue encontrada 
por Vanegas et al, en el dominio bidimensional [0,Ɏ] × [0,Ɏ] utilizando 
los siguientes parámetros: Du = 1,0000; Dv = 0,0518; ߜ = 1,7500; k = 
0,0500. Realizaron 25 000 iteraciones con un paso de tiempo ∆t = 0,1, y 
utilizaron 2 500 elementos cuadriláteros bilineales. Las condiciones de 
flujo en el contorno se consideraron iguales a cero. 
 
4.3.10. SÍNTESIS DE BIOMOLÉCULAS: GLICÓLISIS 
 
En el esquema que mostramos a continuación se sintetiza el mecanismo 
de la glucólisis o glicólisis es el proceso de síntesis de la molécula de 
glucosa para proporcionar energía al metabolismo celular. A través de 
una secuencia de reacciones, la glucosa es transformada en piruvato y en 
ATP, unidad de intercambio metabólico en el organismo vivo. Este 
proceso se describió en forma adimensional con las ecuaciones 3.49 y 
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3.50 del capitulo III, y Vanegas et al (2009), presentaron dos tipos de 
soluciones de estos modelos matemáticos: los patrones espacio–
temporales y las ondas viajeras a los fenómenos biológicos de desarrollo 
tisular; uno, es el modelo químico formulado a partir de las ecuaciones de 
reacción–difusión cuya respuesta presenta inestabilidades de Turing; y el 
otro, en cuya solución la onda viajera describe el movimiento celular. 
Hicieron la discretización algebráica por elementos finitos, la misma que 
puede ser adaptada a casos y condiciones particulares, y la 
implementación bidimensional permite obtener, con altos niveles de 
estabilidad y una sensibilidad a las perturbaciones de aproximadamente 
5%, alrededor del estado temporal estable en la difusión. 
 
En la figura 4.24 se resume el proceso inverso de síntesis de la G6P, a 
partir de lactato, y el proceso inverso permite explicar el proceso de G6P 
a piruvato + ATP y posteriormente lactato. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.33:   Esquema de la gluconeogénesis muestra la biosíntesis de la glucosa y 
otros hidratos de carbono (Teijón et al (2006)).  
 
Intermediarios del 
ciclo de Krebs 
Glucosa 6 - fosfato 
3-fosfoglicerato 
fosfoenolpiruvato 
Glucógeno disacáridos 
polisacáridos Glucosa 
piruvato 
lactato 
L-aminoácidos 
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 4. 3.11.  MODELO DE LA FOTOSÍNTESIS 
 
Las ecuaciones de la fotosíntesis que describen el mecanismo de 
consumo de la energía solar por un sistema biológico son: ܪଶܱ + ܥܱଶ      ௅௨௭   →     ሺܥܪଶܱሻ + ܱଶ                                   (4.83) ʹܪଶܵ + ܥܱଶ     ௟௨௭    →    ሺܥܪଶܱሻ + ܪଶܱ + ʹܵ              (4.84) ʹܥܪଷ − ܥܪܱܪ − ܥܪଷ + ܥܱଶ    ௅௨௭    →    ሺܥܪଶܱሻ + ܥܪଷ − ܥܱ − ܥܪଷ + ܪଶܱ (4.85) 
 
Reacción general, propuesta por Van Niel (1948): 
 ܥܱଶܽܿ݁݌ݐ݋ݎ ܪ+. ʹܪଶܣ݀݋݊ܽ݊ݐ݁ ܪ      ௟௨௭   →    . ሺܥܪଶܱሻ ܽܿ݁݌ݐ݋ݎ ݎ݁݀ݑܿ݅݀݋+. ʹ ܣ݀݋݊ܽ݊ݐ݁ ݀݁ݏℎ.+.  ܪଶܱ.  (4.86) 
 
De modo que ܪଶܣ puede ser agua, H2S, isopropanol o cualquier otro 
donante de H. En el proceso de la fotosíntesis pueden intervenir 
diferentes donantes de electrones y diferentes aceptores de electrones 
dependiendo del organismo, no es pues solo un mecanismo de síntesis de 
carbohidratos a partir del CO2. 
 ʹܪଶܣ + ܥܱଶ     ௟௨௭   →   ܥܪଶܱ +  ʹ ܣ + ܪଶܱ                 (4.87) 
 ͻܪଶܣ + ʹܱܰଷ−   ௟௨௭   →   ʹܰܪଷ + ͻܣ + ͸ܪଶܱ                     (4.88) 
 ͵ܪଶܣ + ଶܰ   ௟௨௭  →   ʹܰܪଷ +  ͵ܣ         (4.89) 
 ܪଶܣ + ʹܪ+   ௟௨௭   →   ʹܪଶ + ܣ                   (4.90) 
 
 
La fotosíntesis es un proceso de dos etapas: en la primera la energía 
luminosa es fijada para oxidar 2 H2A; y la segunda, reacción oscura, el 
agente reductor [H] reduce el CO2: 
 ʹܪଶܣ    ௟௨௭  →   ʹܣ +   Ͷ[ܪ]      (4.91) 
 Ͷ ܪ + ܥܱଶ            →   ሺܥܪଶܱሻ + ܪଶܱ                     (4.92) 
116 
 
Ing. José Saúl Orbegoso López 
 
 
 
En todas las plantas verdes y varias algas el efecto combinado de la fase 
luminosa de la fotosíntesis puede resumirse en la siguiente ecuación: 
 ʹܰܣܦܲ +݉ܣܦܲ +݉ܲ݅ + ʹܪଶܱ ௖௟௢௥௢௣௟௔௦௧௢௦→         ݊ ℎ� ʹܰܣܦܲܪ + ʹܪ+ +݉ܣܶܲ + ܱଶ  (4.93) 
 
Se observa que la energía de la luz es captada para generar ATP y 
NADPH. En las reacciones oscuras, éstos productos son usados para 
sintetizar carbohidratos y otras sustancias a partir del CO2 (ciclo de 
Calvin desarrollado entre 1946 a 1953, como refiere Pettersson & Ryde-
Pettersson (1988)).  
 
La estequiometría del ciclo de Calvin es: 
 ͵ܥܱଶ + ͻܣܶܲ + ͸ܰܣܦܲܪ      ՜ܩܣܲ + ͻ ܣܦܲ + ͺ ܲ݅ + ͸ ܰܣܦܲ+ (4.94) 
 
Las ecuaciones (4.91) y (4.92) resumen el conjunto de ecuaciones tanto 
de la fase luminosa como de la fase oscura. 
  
El ሺܥܪଶܱሻ representa a los carbohidratos sacarosa y almidón, presentes 
en la célula. Esta reacción ocurre en los cloroplastos de las plantas verdes 
(análogos a las mitocondrias de la célula animal). Éstos, son organelas de 
5 m de diámetro tienen una membrana externa muy permeable a 
moléculas pequeñas y iones, y una membrana interna impermeable a la 
mayoría de las moléculas y iones. Todas las células vivientes sintetizan 
ATP, pero solo las plantas verdes y unos cuantos microorganismos 
fotosintéticos (o fototrópicos) pueden conducir reacciones bioquímicas 
para formar ATP con energía radiante a través del proceso de 
fotosíntesis.  
 
La reacción lumínica permite la formación de NADPH y ATP en los 
discos tilacoides. El estroma, porción soluble del cloroplasto contiene las 
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enzimas que utilizan el NADPH y el ATP, para conversión del CO2 en 
azúcar mediante el proceso conocido como reacción oscura. 
 
En las bacterias fotosintetizadoras no se produce ni utiliza oxígeno 
(anaerobias), y emplean, en vez de agua, otros donantes de electrones (la 
bacteria púrpura y la sulfurosa verde usan el H2S). 
 
La dinámica de la fotosíntesis presentada por Shoey de Olivera et al 
(2001) resume el mecanismo de la fotosíntesis de manera magistral, 
donde se observa que está dividida en dos partes acopladas: las 
reacciones de luz y las de oscuridad. La segunda es debida a reacciones 
complejas enzimáticas, mientras que la primera es asociada a efectos de 
transporte electrónico. 
 
Las reacciones de luz, se pueden representar como: 
 ܺ + ͺ�߱ ื ܺ∗                    (4.94) 
 ܺ∗ +  ܼ ՜ ܺ + ܼ∗                  (4.95) 
 
Donde:  
 
X corresponde a la luz absorbida por el sistema 
X* es el estado excitado 
Z es el componente de alta energía. 
Z* es el estado excitado. 
 
Y las reacciones de Calvin: 
 Z∗ +  CC          →  Z + CC∗ +  productos               (4.96) CC∗ + COଶ            →  CC                             (4.97) 
 
Donde: 
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CC corresponde al 3-PAG (ácido 3 fosfoglicérico) 
CC* es la RuBP (ribulosa 1,5 -  bifosfato) 
 
La última ecuación es válida para la fijación del CO2, y algunos autores, 
por efecto d simplificación, han reemplazado esas ecuaciones acopladas 
por una simple, introduciendo una velocidad de reacción efectiva para 
obtener: 
 ܺ + ܥܥ +  ͺ�߱ ื ܺ + ܥܥ∗ +  ݌ݎ݋݀ݑܿݐ݋                     (4.98) 
 
Introduciendo las EDO para las cantidades N(t)  o número de luz receptor 
excitado, y M(t) o número de CO2  receptor: 
 ݀ܰሺݐሻ݀ݐ =  �ଵܫሺܰ௠௔௫ −ܰሺݐሻሻ − �ଶܯሺݐሻܰሺݐሻ                                      ሺͶ.ͻͻሻ ݀ܯሺݐሻ݀ݐ =  �ଷܥሺܯ௠௔௫ −ܯሺݐሻሻ − �ସܯሺݐሻܰሺݐሻ                                ሺͶ.ͳͲͲሻ 
 
Donde, kଶ, kଶ, kଷ y kସ son parámetros fenomenológicos, Nmax es el 
número total de de luz receptor excitado, I es la intensidad del flujo 
radial, C es la concentración de CO2 en el mesófilo, y Mmax es el número 
total de CO2 recepcionado. 
 
Normalizando las ecuaciones (4.99) y (4.100), se tiene el modelo 
equivalente siguiente: 
 ݀݊݀ݐ =  �ଵ ܫ ሺͳ − ݊ሻ − �ଶ′  ݉݊                                                              ሺͶ.ͳͲͳሻ ݀݉݀ݐ =  �ଷ ܫ ሺͳ − ݉ሻ − �ସ′  ݉݊                                                           ሺͶ.ͳͲʹሻ 
 
Donde:  ݊ =  ܰ ܰ௠௔௫⁄ , ݉ =  ܯ ܯ௠௔௫⁄ , �ଶ′ = �ଶܯ௠௔௫, ݕ �ସ′ = �ସܰ௠௔௫  
 
Además de esas dos ecuaciones, que definen la dinámica de la 
fotosíntesis, es necesaria una ecuación adicional, con el propósito de 
comparar  los resultados teóricos con los experimentales. La nueva 
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ecuación incluye la asimilación del CO2 en un sistema de medición 
cerrado: 
 ݀ܥሺݐሻ݀ݕ =  −�ହ ܥሺݐሻ(ͳ − ݉ሺݐሻ) + �଺                                               ሺͶ.ͳͲ͵ሻ 
 
Donde, k6 representa el efecto de producción del CO2 por 
fotorespiración, y el término −�ହሺͳ − ݉ሺݐሻሻ representa el efecto de 
reducción del CO2 sobre la concentración del CO2 del sistema de 
medición. 
 
El cambio que realizaron en el modelo fue la dependencia explícita del 
tiempo de la fuerza de acoplamiento k4 = p(t). Esta dependencia del 
tiempo imita el acoplamiento en una enzima. Los valores restantes tienen 
el mismo significado que en (4.82); y las densidades de n(t)  y m(t) están 
acopladas vía p(t). Así, las enzimas proporcionan un producto que media 
el cambio en el tiempo de aquellos números de densidad, acorde al 
modelo enzimático propuesto por Michaelis & Menten, donde: 
 ݀ܲሺݐሻ݀ݐ =  �଻ܵܧሺݐሻ                                                                                 ሺͶ.ͳͲͶሻ ݀ܵܧሺݐሻ݀ݐ =  �଼ܵሺݐሻ − ሺ�଼ ܵሺݐሻ + �଼ + �଻ሻ ܵܧሺݐሻ                       ሺͶ.ͳͲͷሻ ݀ܵሺݐሻ݀ݐ =  − �଼ ܵሺݐሻ + ሺ�଼ ܵሺݐሻ  + �଼ሻ ܵܧሺݐሻ                               ሺͶ.ͳͲ͸ሻ  
 
Donde:  �଻ ݕ �଼ son las velocidades de reacción 
P (t) es el producto. 
S (t) es el sustrato 
SE (t) es un complejo 
 
Para resolver el sistema, se consideran los siguientes parámetros 
consignados en el trabajo de la referencia, que pueden ser modificados 
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por otros valores para determinar las variantes respecto a los datos 
originales, como vemos posteriormente: 
  �ଵ = Ͳ.Ͳͳ;   �ଶ = Ͳ.͸;   �ଷ = ͳ.Ͳ;   �ହ = Ͳ.ͲͲ͵͸ ݕ Ͳ.ͲͲ͵Ͷ; 
 �଺ = Ͳ.ͲͲͲͳͲͷ;   �଻ = Ͳ.Ͳͳ;  �଼ = Ͳ.Ͳͳ ݕ Ͳ.Ͳͺ.          
 
 
 4. 3.12. OTROS MODELOS  
 
Otros diversos modelos, han sido considerados en el presente trabajo de 
investigación, y a los cuales se hace referencia en los anexos 
correspondientes: 
 
a. El modelo de combustión  
 
b. El modelo de fijación de nitrógeno. 
 
c. El modelo de las reacciones de la respiración humana. 
 
d. El modelo de las polimerizaciones. 
 
e. El modelo de Himmelblau et al para redes de reacciones 
complejas. 
 
Todos los modelos abordados son susceptibles de análisis y resolución 
mediante el esquema de la reacción general que se ha considerado en la 
primera parte de éste capítulo, lo cual incluye el análisis tensorial para 
determinar los estados de estabilidad según la variación de los i jk  
correspondientes, siendo la simulación la herramienta clave para ese 
tratamiento. 
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4. 4. SIMULACION y DISCUSIÓN DE RESULTADOS  
 
En el análisis corresponde a la cinética de una red ocho componentes, de 
cuyas reacciones monomoleculares, se ha deducido la topología que 
concuerda con el modelo de Wei & Prater, un sistema de reacciones 
complejas reversibles típicas de relativa asequibilidad, y modelos más 
complejos, como los de Silvestri et al, el de reacciones catalíticas 
competitivas unidireccionales de Denbigh, el de reacciones enzimáticas 
tipo Michaelis & Menten, y en fin, modelos de reacciones caóticas e 
inestables como el de Belousov & Zhabotinski, entre otros.  
 
En el desarrollo de éste trabajo de investigación se ha mostrado que los 
coeficientes de velocidad de reacción, i jk , y las condiciones iniciales de 
un sistema de EDO, determinan diversos perfiles de la concentración 
frente al tiempo. 
 
Asimismo, incremento o decremento de los valores de los i jk , permite 
evaluar el equilibrio y el tiempo necesario para alcanzar la estabilidad 
funcional del sistema. 
 
Se ha simulación el modelo de Wei & Prater, utilizando los datos 
experimentales de Haag y Pines, publicados en 1960 para diferentes 
valores de i jk , y los perfiles obtenidos mostrados en las figuras 4.7 y 4.8,  
son indicativos de la dependencia directa con los estados de equilibrio del 
sistema. De manera semejante, el modelo de Silvestri, Prater y Wei para 
sistemas mixtos reversible–irreversible, muestra la variación del sistema 
cinético correspondiente.  
 
Desde el ángulo de la simulación, todo se puede reducir a simplificar 
matemáticamente los modelos cinéticos, y abordarlos con una estrategia 
numérica para resolverlos. Los sistemas reversible – irreversible, 
cumplen con el principio de balanceo detallado, y con todos los 
principios y fundamentos de la cinética y termodinámica para su analisis.  
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Las aplicaciones son múltiples, tanto en el estudio y análisis teórico de 
los sistemas reaccionantes complejos como en el análisis y diseño de 
reactores catalíticos industriales, hacen asequible el modelamiento y 
simulación de modelos como el Verwijs et al (1992) y Westerterp et al 
(1996), entre otros. 
 
Del mismo modo, el modelo del reactor de amoníaco de Verwijs et al 
puede ser incluido como un caso tipo, y para lo cual se ha abordado el 
desarrollo y discretización de las múltiples ecuaciones derivadas de la 
ecuación principal, y su posterior simulación. Con los datos de algunas 
de las condiciones dadas por Verwijs (1992), y las referencias de De 
Wolf (1990), se efectuó la simulación y se hizo la estimación de los 
parámetros de operación a nuevas condiciones de comportamiento del 
sistema espacio – tiempo (es decir, concentraciones vs tiempo con 
difusión, o temperatura vs distancia y difusión). Y, más allá de ello, se ha 
mostrado en el modelo generado en este trabajo que existe una 
dependencia directa entre los valores que asuman los i jk y el logro de los 
estados estacionarios analizados vía tensorial. 
 
Asimismo, las técnicas numéricas que acompañan el abordaje de todos 
los sistemas ecuacionales obtenidos coadyuvan a la búsqueda de 
soluciones, junto al propósito de incorporar el análisis tensorial como una 
nueva herramienta para el aprendizaje y tratamiento de los sistemas 
reaccionantes complejos. 
 
La simulación y estimación de parámetros para los sistemas físicos que 
se representan por sets de ecuaciones diferenciales, se aplica combinando 
adecuadamente las técnicas numéricas estándar, ya sea tomado data 
previa, o probando condiciones iniciales o de frontera 
 
Puede resultar de mucha utilidad e importancia el empleo de modelos 
clásicos para abordar modelos nuevos, y la analogía sistémica hace 
posible cualquier adaptación, como se ejemplifica en los sistemas 
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caóticos, que se resolvieron adaptando el modelo de Navier & Stokes 
aplicado a los fluidos, a un sistema de convección atmosférica, 
incluyendo la utilización los parámetros empíricos y /o experimentales 
como mostró Lorenz. 
 
Para el modelo Reacciones Complejas de Belousov – Zhabotinsky,  se 
resume todo el proceso de la reacción oscilante de una especie orgánica 
con un ácido (cítrico o malónico), que para efectos de tratamiento del 
sistemas referido, se ha hecho el desglose en 4 bloques (bromación, 
autocatálisis, oxidación del Ce(III) y la oxidación del ácido 
bromomalónico). El mecanismo de Noyes nos lleva al uso de 
aproximaciones estacionarias y seudoestacionarias (intermedios activos 
muy reactivos, llegando a manipulación de concentraciones [ܧ−]ݒݏ [ܪܤݎܱଶ], donde es posible manipular a las 2 condiciones 
apropiadas para llegar a la oscilación de biestabilidad: (1) biestable; (2) 
autocatálisis; y, (3) no equilibrio termodinámico. Para el modelo 
oregonator se ilustra la figura 4.18 
 
Para el caso de Sistemas Atractores y Fractales, de Lokta–Volterra, éste 
expresa la relación entre el tamaño poblacional de presas y predadores, 
en su interacción vital de supervivencia y crecimiento en el tiempo, en 
base a las respectivas tasas de natalidad y eliminación de presas, frente a 
la tasa de captura de las mismas y eliminación natural de los predadores. 
Desde el punto de vista del análisis del modelo, los sistemas de atractores 
son una extensión del modelo de Lorenz, puesto que a condiciones de 
frontera definidas, el sistema permite dedicir los cambios poblacionales, 
estableciéndose las proporciones en t, sobre la base de la ley de acción de 
masas (choque – concentración), lo cual mostramos en su variedad de 
aplicaciones, en los diagramas de fase obtenidos. 
 
En el modelo de la cinética bioquímica de Michaelis & Menten, el 
sistema de EDO representa al sistema estequiométrico  que permite 
establecer el cambio de un sustrato a producto por acción de una enzima, 
mediante la interacción enzima – sustrato, efecto característico de las 
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reacciones de Michaelis y de Monod, y se puede concluir en que los 
cambios se verifican esencialmente en las concentraciones del sustrato 
(por decaimiento reactivo) y del producto (por efecto formativo); la 
enzima mantiene una linea base estable, a pesar de los cambios de los 
elementos reaccionantes, con lo que se verifica el rol catalítico de la 
misma. Naturalmente, si el sustrato está caracterizado por una 
composición múltiple, se pueden dar reacciones en paralelo, y hasta 
competitivas, ante lo cual se debe recurrir a la especificidad catalítica de 
la enzima, según composición molecular de cada sustrato y orientar la 
producción bajo el criterio de selectividad.  
 
Para las simulaciones, se utilizaron los datos de Wilkinson, quien 
determinó experimentalmente en la sacarosa, y su enzima 
correspondiente que, para concentraciones iniciales molares de Sustrato 
(S1)0 = 5×10-7 M, enzima (S2)0 = 2×10-7 M, complejo (S3)0 = 0 M, 
producto (S4)0 = 0 M. Y para coeficientes cinéticos de velocidad de 
reacción: K1= 106, K2 = 10-4 y K3 = 10-1. Una de las interesantes 
conclusiones de su experimento radica en el hecho de haber realizado 
experimentos a escala micro en volúmenes experimentales de 10–15 litros, 
para evaluar el comportamiento de las sustancias, determinando que 
podía varíar si se variaban los datos de composición inicial. En suma, el 
sistema alcanza diferentes estados y la ecuación química principal no se 
puede manejar analíticamente ni computacionalmente, por su 
dimensionalidad extremadamente alta, por lo que la variable de control es 
t. El orden y molecularidad de la reacción va a determinar 
comportamiento distinto.  
 
Para el modelo de análisis de estabilidad de un reactor CSTR, la cinética 
de reacción isotérmica – consecutiva fue probada por van de Vusse, en 
reactores PFR y CSTR, para establecer su sensibilidad, y como quiera 
que el esquema muestra un producto intermedio deseado, los otros se 
constituyen en elementos. La experiencia de van de Vusse mostró que se 
debe delimitar un mecanismo de selectividad isotérmica, para lograr una 
óptima conversión, en reacciones de primer orden, debe ser resuelto por 
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englobamiento de parámetros, y;  manipulando la constante de velocidad 
de reacción para diferentes estados, y las entalpías de reacción 
correspondientes,  se hace posible la resolución analítica de B (producto 
deseado). 
 
Sin embargo, como se muestra en la simulación, es posible variar los 
datos de Jiri Vojtesek & Petr Dostal, y se obtienen los perfiles mostrados 
en la figura 4.33, con las siguientes condiciones iniciales: CA0 = 2; CB0 = 
1.117; y constantes cinéticas de velocidad: K1 = 5/6 min – 1; K2 = 5/3 min 
– 1; K3 = 1/6 mol/l – min; Velocidad de dilución: qov = 4/7 min – 1. Y las 
condiciones iniciales modificadas: CA0 = 10 mol/l.  Se puede encontrar 
convergencia al estado estacionario de: CA = 3;  CB = 1.117 
 
Por otro lado, en el modelo de polimerización, la cinética de 
polimerización aniónica del estireno con el secbutilo de litio, se ha 
expresado en el sistema de EDO y de ahi se colige que el tamaño es un 
factor importante para el balance del polímero total, cuya generalización 
se puede resolver por el método de los momentos.  
 
Naturalmente, la alternativa a éste tipo de polimerización la constituyen 
las polimerizaciones por radicales libres mediadas por nitróxidos 
(NMRPs), que son de gran interés científico y tecnológico, ya que 
permiten obtener materiales con topologías, composiciones y 
funcionalidades preestablecidas. Además, representan una alternativa 
viable a las polimerizaciones aniónicas, reduciendo sus costos, el impacto 
ambiental y sus exigentes condiciones de operación. La NMRP del 
estireno (St) ha sido ampliamente estudiada desde mediados de los 90s. 
Los desarrollos teóricos se enfocaron en modelos matemáticos que 
permiten calcular la evolución de la conversión de St, los pesos 
moleculares medios y la polidispersión. Sin embargo, hasta ahora, se 
desconoce de modelos existentes en la literatura que permitan predecir la 
evolución de las distribuciones de masas molares de las fracciones 
durmiente, muerta y viviente de poliestireno a lo largo de la 
polimerización. Los términos del lado derecho de las ecuaciones 
corresponden a la velocidad de propagación a través del polímero libre, 
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el polímero de los agregados de polímero y el polímero de los agregados 
cruzados. Este análisis se ha realizado a nivel de las ecuaciones, 
quedando pendiente la simulación para el ajuste de los datos. 
 
Asimismo, en el modelo de sintesis de biomoléculas, hay una cinética 
reactiva glicolítica, y todo lo referido a transformaciones por reacción 
metabólica celular. Ante la infinidad de reacciones químicas diferentes 
con catalizadores específicos, se conocen los ciclos, rutas y vías 
metabólicas, cuyo objetivo final es dotar de energía en forma de ATPs a 
los seres vivientes. Las 10 reacciones forman una red que para mejor 
interpretación se ha subdividido en dos fases (consumo de energía y 
degradación – producción de energía), las mismas que forman la 
secuencia glicolítica: activación, formación, fosforilación y 
deshidratación – fosforilación. 
 
Al término del breve análisis realizado, se puede considerar que los 
propósitos y objetivos fundamentales de la presente investigación han 
sido logrados, teniendo en cuenta algunas limitaciones en la disposición 
de un software ad hoc, cuyo costo excede las posibilidades actuales y 
trasciende los límites de la Institución, por lo que se ha recurrido al uso 
de algunas rutinas en entorno MatLab. 
 
4.5. PRUEBA DE HIPÓTESIS 
 
En concordancia con la hipótesis en que se puntualiza el análisis de 
diversos sistemas de reacciones complejas lineales, se ha aplicado con 
éxito el análisis tensorial para resolver problemas de éste tipo de 
reacciones. 
 
La mayor parte de los sistemas abordados se dan en fase mixta, con uso 
de catalizadores, lo que permite afirmar que la cinética de los sistemas 
catalizados es más dinámica, molecularmente hablando, por la 
especificidad de los catalizadores utilizados, y el análisis cinético es 
determinante para los cálculos en equilibrio dinámico. 
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Se ha observado que los sistemas reaccionantes complejos son sensibles 
y reactivos a las condiciones iniciales y afectan el comportamiento 
cinético de los mismos, porque son factores importantes el logro de los 
estados de equilibrio dinámico o estado estacionario.  
 
La aplicación del análisis tensorial, ha permitido evaluar desde una óptica 
diferente los sistemas reaccionantes complejos lineales. 
 
En fin, la variación de los �௜௝ se relaciona con la estabilidad (estado 
estacionario), por lo que se observó que es posible alcanzarlo, 
dependiendo de los valores de los �௜௝ . Se hizo la prueba a períodos de 
tiempo diferentes, observándose que al cambiar estos parámetros, 
cambian los estados de equilibrio, lo que explica la fuerte relación de éste 
parámetro con factores termodinámicos. 
 
Por lo antes dicho, se considera que se ha cumplido “in extenso” con la 
hipótesis general que señala que el cálculo tensorial puede ser aplicado al 
estudio de las reacciones complejas lineales en fase heterogénea y la 
determinación de las invariantes de los tensores de reacción aplicada a 
diferentes topologías, asi como su simulación, permiten interpretar y 
explicar su comportamiento espacio temporal a condiciones iniciales 
definidas. 
 
Concordantemente con la primera hipótesis específica, resulta relevante 
el alcance del análisis tensorial de los sistemas reaccionantes complejos 
lineales como alternativa matemática válida y útil para una correcta 
interpretación. 
 
Asimismo, se verifica la segunda hipótesis específica, pues la 
construcción de programas y sus simulaciones respectivas han permitido 
mostrar que la asequibilidad, funcionamiento, eficacia y consistencia del 
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cálculo tensorial enlazan las variables de los modelos para una correcta 
interpretación de los resultados concentración – tiempo de reacción. 
 
Y, finalmente, los resultados de las simulaciones han permitido hacer 
algunas comparaciones con data existente (casos puntuales se muestran 
en la data de Haag & Pines utilizada en los sistemas complejos de 
reacciones reversibles de Wei & Prater; y la data de Wilkinson, utilizada 
para los sistemas enzima sustrato de Michaelis & Menten); Vanegas et al, 
para la glicólisis; Field et al, para las ecuaciones de Belousov y 
Zhabotinski; Lorenz, para su modelo caótico; van de Vusse, para su 
sistema de reacciones; Verwijs et al, para el sistema de amoníaco, y, en 
fin, por extensión, es posible verificar la tendencia a la estabilidad de 
cada sistema mediante la técnica de prueba y error, asequible por 
simulación. Esos instrumentos han permitido modular los resultados 
modificando condiciones iniciales y valores de los �௜௝ en cada caso 
abordado, y la simulación ha permitido visualizar el comportamiento 
dinámico de los sistemas reaccionantes complejos lineales en fase 
heterogénea. 
 
 
4.6. PRESENTACIÓN DE RESULTADOS 
 
El uso de un sistema ideal de ocho componentes ha permitido analizar los 
diversos modelos de los sistemas reaccionantes complejos lineales 
incluyendo los de fase heterogénea considerados, base del presente 
trabajo de investigación, cubre algunos de los principales factores de la 
ingeniería de las reacciones químicas en lo referente a la evaluación y 
simulación de modelos reaccionantes complejos. 
 
Se han incluido cinco modelos complementarios con propósitos 
ilustrativos.  
 
En el modelamiento de los sistemas abordados, se ha realizado una 
acuciosa revisión matemática, lo que constituye un aporte para estas 
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tareas: el análisis tensorial por el empleo de los principios matemáticos 
derivados del teorema de Cayley – Hamilton y las modificaciones al 
postulado espacio – tiempo einsteniano hechas por Lorentz y Minkowski, 
que con las transformaciones invariantes de Lorenz, y el aporte del 
análisis de los sistemas reaccionantes complejos vía tensorial de 
Palomino et al., hacen del tema un argumento de mucha utilidad, de 
modo tal que los resultados de las simulaciones permiten relacionar las 
invariantes, las covariantes y las contravariantes tensoriales con los 
comportamientos cinéticos de los sistemas espacio – temporales, y 
determinar que mediante la selección correcta de los 
0.34 11.76adr hy     se pueden manipular los tiempos de 
equilibrio estacionario de los sistemas. Ello hace factible una mejor y 
directa evaluación del comportamiento de cada sistema reaccionante 
complejo. 
 
Las simulaciones muestran en cada caso los perfiles o gráficas y/o tablas, 
los cuales se han elaborado sobre la base de condiciones iniciales o de 
frontera.  En alguno de los casos se ha partido de hipótesis ideales para 
los coeficientes cinéticos de velocidad de reacción, �௜௝, y en otros casos 
se utilizan datos de reportes y referencias científica o experimentales. 
 
En el análisis del sistema del NH3 de lecho catalítico, ha sido importante 
la elección de valores iniciales para posteriormente realizar los ajustes 
necesarios a objeto de verificar la estabilidad de los sistemas reaccionates 
lo cual se puede verificar mediante la metodología de prueba y error, que 
dicho sea de paso, a nivel de simulación sus costos son relativamente 
bajos, y ello representa una ventaja por cuanto la realización de pruebas 
experimentales, en los casos de industrias de procesos o sistemas 
ambientales, resultan imposibles o  por lo menos complicados para su 
implementación. 
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CONCLUSIONES 
 
1. Se ha modelado un sistema complejo ideal, el cual ha sido restringido de 
diversas maneras para el análisis y simulación.  
2. Partiendo del modelo cinético de reacciones complejas lineales se ha aplicado 
para su solución la teoría del análisis tensorial, logrando resultados interesantes 
en todos los casos abordados. 
3. El análisis tensorial de cinética compleja se puede extender a reacciones 
heterogéneas no lineales, como se observa en el sistema complejo del amoníaco, 
las reacciones complejas de van de Vusse, y la cinética de Michaelis & Menten, 
en estos casos usando análisis numérico.  
4. Se ha utilizado el MatLab, para todos los casos abordados, y las gráficas 
resultantes corresponden a datos diponibles en la literatura y valores asumidos.  
5. El algoritmo computacional desarrollado en este trabajo permite abordar 
problemas en una variedad de escenarios hasta hoy no abordados en la literatura 
especializada, siendo por tanto una contribución para la enseñanza y aprendizaje 
de un impotante campo de la química e ingeniería química, como es la cinética 
de las reacciones.  
 
RECOMENDACIONES 
 
1. Es recomendable aplicar el análisis tensorial a los sistemas reaccionantes de 
diversa índole para tener una visión alterna y concordante con los métodos 
convencionales de análisis de los sistemas ecuacionales que los representan.  
 
2. Es adecuado el uso de técnicas de modelamiento y simulación de sistemas 
reaccionantes complejos lineales y no lineales en fase heterogénea que, se ha 
verificado, constituyen ayudas auxiliares para una mejor identificación, 
visualización y resolución de su comportamiento fisicoquímico. 
 
3. Es conveniente comparar los resultados obtenidos por simulación y 
manipulación de los kij con los datos de referencia, siempre que sea posible,  
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obtenidos por esquemas experimentales, para verificar el grado de certidumbre 
de los resultados aquí obtenidos. 
 
4. Recomendamos incluir los tópicos aquí abordados como temas de investigación 
en los cursos de ingeniería de la reacciones de las Facultades de Ingeniería 
Quimica, y el uso del análisis tensorial como un método importante que 
coadyuvará al desarrollo científico y tecnológico del país, tanto como los 
métodos análíticos clásicos utilizados para el análisis de las reacciones.  
 
5. Es recomendable profundizar en las aplicaciones del algoritmo computacional 
desarrollado en éste trabajo, el mismo que permite abordar problemas en una 
variedad de escenarios hasta hoy no abordados, como los analizados en el 
capítulo IV, por que con el método analitico no se han profundizado sistemas de 
mucha complejidad. 
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ANEXOS 
 
ANEXO 1 
 
 
REACTOR CSTR REACCIÓN DE van de Vusse 
 
 
 
 
 
 
 
    
 
Figura A1.1. Reactor Tanque de agitación continua (CSTR) 
 
 
 
 
 
 
 
 
 
 
ܣ   ௞భ   →   ܤ   ௞మ   →   ܥ   ʹ ܣ   ௞య    →   ܦ 
Entrada de Alimentación 
Salida refrigerante 
Entrada refrigerante 
Salida  de Producto 
148 
 
Ing. José Saúl Orbegoso López 
 
 
 
 
 
 
 
ANEXO 2 
 
MODELO DE LA COMBUSTIÓN 
 
 
Las reacciones del modelo de combustión del coque en un horno de cubilote son: 
 
 ܥ + ܱଶ                →    ܥܱଶ                     (A2.1) 
 
Este tipo de reacción es exotérmica y heterogénea, considerando que el coque es sólido, 
y el fluido es el aire, y en las condiciones adecuadas, la velocidad de reacción está 
controlada por el transporte del reactante gaseoso (oxigeno) hasta la superficie del 
coque. 
 
 ܥ + ܥܱଶ              →    ʹ ܥܱ              Reacción de Boudouart                   (A2.2) 
 
En este caso, la reacción es endotérmica y consume gran parte del calor generado en el 
proceso. También es heterogénea, y los mecanismos cinéticos que la gobiernan 
dependen de la temperatura. A temperaturas menores de 1000°C, la velocidad está 
controlada por la reactividad, que depende de la calidad del coque, y de las condiciones 
de coquización.  En el rango de 1000 y 1200 °C, la velocidad está limitada por dos 
mecanismos: el transporte del reactante  gaseoso CO2 hasta la superficie del coque y la 
difusión de este a través de los poros, siendo la propiedad más importante en este caso, 
el volumen y la estructura de los poros.  Y, si la temperatura es mayor a 1200°C, la 
reacción es muy rápida, y el CO2 no tiene tiempo de difundirse hacia el interior, por lo 
tanto, la velocidad de reacción queda limitada por el transporte del reactante en la fase 
gaseosa y depende del área de superficie específica del coque. 
 ܥ + ܪଶܱ               →    ܥܱ + ܪଶ                         (A2.3) 
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En esta reacción, el vapor de agua que ingresa en el aire soplado reacciona con el coque, 
y la velocidad de gasificación por vapor de agua está determinada por el transporte del 
reactante hasta la superficie de reacción y por la difusión del reactante a través de los 
poros. 
 
Las velocidades de reacción son las siguientes: 
 ݀ሺܱଶሻ ݀ݐ⁄ =  �ଵܽௌ௨௣஼௢௤௨௘ܥைమ           
    ݀ሺܥܱଶሻଵ dt⁄ =  �ଶ ܽௌ௨௣஼௢௤௨௘ܥ஼ைమ     (Difusión externa)                          (A2.4) 
 ݀ሺܥܱଶሻଶ dt⁄ =  (݀ௌ௨௣஼௢௤௨௘ ͸⁄ )(�ௌ௨௣஼௢௤௨௘ Mେ⁄ )�௩ ߟ ܽௌ௨௣஼௢௤௨௘ܥ஼ைమ     (Difusión interna) 
 ݀ሺܥܱଶሻ ݀ݐ⁄ =  ͳ [ͳ ሺ݀ሺܥܱଶሻଵ ݀ݐ⁄ ሻ⁄ + ͳ ሺ݀ሺܥܱଶሻଶ ݀ݐ⁄ ሻ⁄ ]⁄       
 
Combinando las dos ecuaciones anteriores en serie, se obtiene la velocidad global de 
gasificación del CO2. 
 ݀ሺܪଶܱሻଵ dt⁄ = �ଷܽௌ௨௣஼௢௤௨௘ܥுమை   (Gasificación por vapor de agua, externa) 
 ݀ሺܪଶܱሻଶ dt⁄ = (݀ௌ௨௣஼௢௤௨௘ ͸ Mେ⁄ )ܽௌ௨௣஼௢௤௨௘ Ͷ.͵͸͹ × ͳͲ଻݁ݔ݌[−͵ʹͳʹͳ T୥ୟୱୣୱ⁄ ](ܥுమை)଴,ହ଼   
 
(gasificación por vapor de agua en el poro, interna).  
 ݀ሺܪଶܱሻ ݀ݐ⁄ = ͳ [ͳ ሺ݀ሺܪଶܱሻଵ ݀ݐ⁄ ሻ + ͳ ሺ݀ሺܪଶܱሻଶ ݀ݐ⁄ ሻ⁄⁄ ]⁄                          (A2.5) 
 
Combinando las dos ecuaciones anteriores en serie, se obtiene la velocidad global de 
gasificación del vapor de agua. 
 
El sistema (A2.5), para la velocidad global de gasificación del CO2 y del vapor de agua, 
que se resuelve utilizando los datos experimentales de Aristizábal et al (2006), permite 
identificar las seis condiciones iniciales que corresponden al flujo de las especies 
gaseosas al nivel  de las toberas del horno de cubilote utilizado, conociendo el caudal 
del aire soplado (Qsoplo), el % de enriquecimiento con O2 y la temperatura de entrada, 
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hay que convertir el caudal volumétrico a flujo másico para poder ser utilizado como 
condición inicial (1 kilomol de gas ideal ocupa 22,4140 m3). 
 Q୫áୱ୧ୡ୭ = Qୱ୭୮୪୭ ʹʹ,ͶͳͶͲ⁄               (A2.6) 
 
Donde:  Qmásico es el caudal másico en Kmol/s 
  Qsoplo es el caudal del aire soplado en Nm3/s 
 flujo soplo =  Q୫áୱ୧ୡ୭ ቀπସ  Dଶୡ୳ୠ୧୪୭୲ୣቁ⁄                         (A2.7) 
Donde:  flujo soplo es el flujo de aire soplado en kmol/m2 s. 
 
 flujo Oଶ = flujo soplo ሺ% Oଶ ͳͲͲ⁄ ሻ                            (A2.8) 
 
Donde: flujo O2 es el flujo de oxigeno molecular en el aire de soplado  
% O2  es el porcentaje total de oxígeno en el aire de soplado (21% del 
aire atmosférico mas el % de enriquecimiento). 
 
La séptima condición inicial corresponde al flujo del carbono en el coque al nivel de las 
toberas. Se asumió un valor de 10-6 [kmol
 carbono / m2 s], para el flujo de carbono en el 
coque al nivel de las toberas, tal como se hizo para las especies gaseosas. Los perfiles se 
han construido con MatLab y Simulink, solamente en base a datos asumidos en el 
modelo matemático, para efecto de comparación con datos experimentales, tomamos los 
datos obtenidos por el equipo de investigadores, antes referido. 
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ANEXO 3 
 
REACCIONES DE FIJACIÓN DEL NITRÓGENO 
 
 
Refiere Pisabarro (2009) que la ruta cíclica de fijación del N2 empieza en el nitrógeno 
atmosférico (N2), que al contacto con las bacterias fijadoras del nitrógeno (Rhizobium 
Azotobacter, los hongos y las cianobacterias) se transforma en NH3, el cual por reacción 
con nitrosomonas se transforma en nitrito (NO2). Luego, por nitrificación bacteriana 
(con nitrobacter) forma el nitrato (NO3) y el ión amonio (ܰܪସ+) en el suelo. En este 
punto, se aperturan dos reacciones: Una, al contacto con los microorganismos sintetiza 
las proteínas vegetales, que constituyen las estructuras orgánicas de las plantas, y al ser 
consumidas por los animales  forman las proteínas animales. En ambos casos, tanto de 
las plantas como de los animales, ocurre la degradación (descomposición y muerte, o 
excreción), que culminan con la amonificación por Clostridium acetobacter, 
regenerándose el NH3.  Otra, la desnitrificación bacteriana, que al contacto con Bacillus 
pseudomonas, libera nitrógeno (N2), que retorna a la atmósfera. 
 
Por un lado, el nitrógeno atmosférico (79% de la composición del aire), es asimilado por 
las biomoléculas en forma de NH4.  El nitrógeno se fija por la acción de bacterias 
fijadoras (como el Rhizobium propio de las leguminosas), y de las algas verde –
azuladas (como la spirulina). La fijación ocurre en la raíz de la planta, de donde es 
suministrado tanto a la planta como a la bacteria.  
 
Por otro lado, la fijación del nitrógeno en los fertilizantes es un proceso industrial que 
ocurre a 500°C, utilizando hierro como catalizador, y 300 atm de presión. 
 ଶܰ +  ͵ܪଶ  ⇄  ʹܰܪଷ                    (A3.1) 
 
La fijación del nitrógeno puede ser inhibida por el CO. El donante de electrones o de 
hidrógeno para la reducción del nitrógeno molecular a NH3, muchos organismos 
fijadores usan H2 molecular. También el piruvato y el formato son fuente de hidrógeno 
o electrones. La enzima compleja nitrogenasa actúa en la fijación del nitrógeno, y  el 
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oxígeno la inactiva. Este complejo tiene la reductasa (reductor de alto poder) y la 
nitrogenasa (reductor de nitrógeno a NH4): 
 ଶܰ +  ͸ ݁− +  ͳʹ ܣܶܲ + ͳʹ ܪଶܱ ՜ ʹ ܰܪସ +  ͳʹ ܣܦܲ + ͳʹ ܲ݅ + Ͷ ܪ+        (A3.2) 
 
Esta ecuación muestra la conversión de N2 en NH4 y su mecanismo es 
aproximadamente el mostrado por Rodriguez et al (1984): 
 
i. La ferrodoxina reducida transfiere sus electrones a la reductasa (ferroproteína). 
ii. La unión  ATP  reductasa posibilita la transferencia de electrones a la nitrogenasa. 
iii. Hidrólisis de ATP y disociación de la reductasa de nitrogenasa. 
iv. Fijación del N2 por la nitrogenasa y su reducción. La regeneración de la 
ferrodoxina por la NADH-ferrodoxinreductasa (o por deshidrogenasa pirúvica). 
De acuerdo a lo mencionado por Villavicencio (1999) “son necesarios un conglomerado 
de 18 genes para codificar las proteínas (enzimas) necesarias para la fijación del 
nitrógeno en la Klepsiella pseudomoniae, y se podrían injertar genes fijadores en  las 
plantas no leguminosas (cereales). Las leguminosas evitan la inactivación por la 
hemoglobina presente en los nódulos”.  
 
Finalmente, el NH4 formado es asimilado para formar los aminoácidos glutamato y 
glutamina, compuestos claves en la asimilación del nitrógeno en las biomoléculas. El 
glutamato es sintetizado del NH4 y -cetoglutarato por acción del glutamato 
deshidrogenasa: 
 NHସ +  α − cetoglutarato + NADPH + H+ ⇄ L − gluta�ato + NADP+ + HଶO        (A3.3) 
 
El ión ܰܪସ+ es incorporado a la glutamina por la glutamina sintetasa gracias a la energía 
proporcionada por el ATP: 
 Gluta�ato + NHସ+ +  ATP  ՜ Gluta�i�a + ADP + Pi + H+                       (A3.4) 
 
La mayoría de los procariotes contienen además de glutamato deshidrogenasa y de la 
glutamina sintetasa la glutamato sintetasa que cataliza la aminación reductiva del  - 
cetoglutarato: 
 α − cetoglutarato +  gluta�i�a + NADPH + H+  ՜   ʹ − gluta�ato + NADP+       (A3.5) 
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La reducción del nitrato a nitrito se realiza por la nitrato reductasa que es una 
flavoproteína con Mo y citocromo-b, y que utiliza NADPH como donante de electrones: 
 electro�es − − − −−−−−−ื   NOଶ−NADPH  ื  FAD  ื   Mo   ื    NOଷ−                          (A3.6) 
 
El nitrato también puede ser usado por algunos microorganismos como aceptor terminal 
de electrones en vía del oxígeno (respiración nitrato), y va a formar ATP (a partir de 
ADP + Pi): 
 electro�es  − − − −− −− −−−−−ื NHଷFerredoxi�a  ื   NADP  ื   FAD  ื  NOଶ                        (A3.7) 
 
En la respiración se requieren 4 electrones para reducir el O2, y para la fijación del  N2 
se requieren 6. El NH3 como producto final de la reducción es utilizado para aminar el 
-cetoglutarato, para la trans aminación. 
 
Se sabe que la fijación biológica del nitrógeno es un proceso de reducción donde el 
sistema de la nitrogenasa transfiere 6 [H] al N2  y libera 2[H] como H2. El NH3 es el 
primer producto demostrable de la reacción 
     ܰ ≡ ܰ  + ͸ [ܪ]   ื ܪܰ ≡ ܰܪ  ื ܪଶܰ − ܰܪଶ ՜ ʹܰܪଷ + ܪଶ   
 �itr�ge�o                          dii�ida               hidrazi�a 
  
Tanto la diimida como la hidracina pueden posibilitar productos intermedios, ligados a 
la enzima, nitrogenasa (sintetizada en muchas bacterias únicamente en aquellas 
condiciones en las que es necesaria para el crecimiento, esto es, en ausencia de una 
fuente utilizable de N2), la cual es muy sensible al oxígeno, y la elevada ganancia en 
nitrógeno, por el principio de la fijación simbiótica de nitrógeno en los nódulos 
radicales de las leguminosas desarrollado por Hellriegel & Wilfrarth (1886 -1888), se ha 
utilizado en técnicas de cultivos diversas. 
 
Por otro lado, las cianobacterias fijadoras del N2 (como anabaena azollae, azobacter 
chroococcum, azobacter vinelandii, xanthobacter autotrophicus, klebsiella penumoniae, 
etc.),  también establecen simbiosis con plantas superiores comportándose como 
miembro fijador del N2. El esquema siguiente sintetiza el mecanismo de fijación de N2: 
(A3.8) 
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El sistema de las ecuaciones (A3.1) a (A3.6), puede ser resuelto por análisis 
estequiométrico. Las ecuaciones de velocidad de reacción del mismo: 
 ݀ܥேுయ݀ݐ =  �ଵܥேమܥுమ ଷ − �ଶܥேுయଶ           ሺܽ ͷͲͲ°ܥ ݕ ͵ͲͲ ܽݐ݉ሻ                                  ሺܣ͵.ͻሻ ݀ܥேுర݀ݐ =  −�ଷܥேమܥுమைଵଶ ܥ஺்௉ଵଶ                                                                                           ሺܣ͵.ͳͲሻ ݀ܥ௚௟௨௧௔௠௜௡௔݀ݐ =  �ସ ܥ௚௟௨௧௔௠௔௧௢ܥேுర+ܥே஺஽௉ு                                                              ሺܣ͵.ͳͳሻ ݀ܥଶ−௚௟௨௧௔௠௔௧௢݀ݐ =  �ହܥ∝−௖௘௧௢௚௟௨௧௔௥௔௧௢ܥ௚௟௨௧௔௠௜௡௔ܥு+ܥே஺஽௉ு                               ሺܣ͵.ͳʹሻ ݀ܥேைయ−݀ݐ =  �଼ܥெ௢ ;   ݀ܥெ௢݀ݐ =  �଻ܥி஺஽;    ݀ܥி஺஽݀ݐ =  �଺ܥே஺஽௉ு                               ሺܣ͵.ͳ͵ሻ   ݀ܥேைమ−݀ݐ =  �ଵଵܥி஺஽;  ݀ܥி஺஽݀ݐ =  �ଵ଴ܥே஺஽௉;    ݀ܥே஺஽௉݀ݐ =  �ଽܥி௘௥௥௘ௗ௢௫௜௡௔           ሺܣ͵.ͳͶሻ  
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ANEXO 4 
 
MODELO DE LAS REACCIONES DE LA RESPIRACIÓN HUMANA 
 
 
 El sistema de reacciones que se verifican en la respiración ocurre mediante dos fases: 
 
a. Conductiva o de generación (tráquea, bronquios, bronquiolos, terminal de 
bronquiolos). 
 
b. Respiratoria, crea la zona de convección, la respiración es determinada por las 
generaciones (respiración bronquial, ducto alveolar, saco alveolar). 
 
La respiración está referida al intercambio de dos gases (O2 y CO2), entre el cuerpo y el 
ambiente. El transporte del oxígeno por la sangre, desde los pulmones hasta los tejidos 
es debido a la capacidad de la hemoglobina de combinarse con el oxígeno: 
 ܪܾ + ܱଶ  ⇄  ܪܾܱଶ                                (A4.1) 
 
[Hb = he�oglobi�a reducida ሺdeoxige�adaሻ; HbOଶ = oxihe�oglobi�a ]     
 
La disociación de la oxihemoglobina depende de la tensión del oxígeno. La forma de la 
curva de disociación  varía con la tensión del CO2. . El incremento de oxígeno solo varía 
levemente el grado de saturación de la hemoglobina. Si la tensión del oxígeno cae, la 
saturación de la hemoglobina decae lentamente hasta que la tensión del oxígeno alcance 
cerca de 50 mm Hg. 
 
El CO2 está distribuido entre la sangre venosa y la arterial, de modo que su transporte es 
por medio de la sangre, tanto en las células como en el plasma. El CO2 de la sangre 
arterial se desorbe y es liberado hacia los pulmones y al exterior. Es obvio que no todo 
el gas se encuentra en el plasma sanguíneo, sino que existe en el plasma y en otras 
formas, de las cuales se identifican tres fracciones:  
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- Una pequeña parte de ácido carbónico. 
- La fracción en forma de carbamino con CO2, el cual es transportado combinado con 
proteínas (principalmente hemoglobina).  
- La fracción de bicarbonato en combinación con los cationes sodio o potasio. 
 
La hemoglobina absorbe el gas carbónico estableciendo un estado de equilibrio 
dinámico, representado por la siguiente ecuación:  ܪܾ − ܰܪଶ       ஼ைమ       ↔      ܪܾ − ܪ − ܥܱܱܪ                   (A4.2) 
 
Donde: Hb – NH2 representa el grupo amino libre de la hemoglobina.  
 
La cantidad de CO2 disuelto en la sangre no es grande, pero es importante porque 
cualquier cambio en la concentración  puede determinar el siguiente estado de 
equilibrio: 
 ՛ ܥܱଶ + ܪଶܱ  ⇄  ܪଶܥܱଷ   ⇄  ܪ+ + ܪܥܱଷ−                               (A4.3) 
 
En los pulmones, la formación de oxihemoglobina a partir de la hemoglobina reducida, 
puede regenerar iones hidrógeno, los cuales pueden reaccionar con el bicarbonato para 
formar H2 CO3, porque la  baja tensión de CO2 en el pulmón, el equilibrio entonces 
sería: 
 ܪ+ + ܪܥܱଷ−   ⇄  ܪଶܥܱଷ  ⇌  ܪଶܱ + ܥܱଶ                               (A4.4) 
 
Las ecuaciones diferenciales están referidas a las velocidades de respiración (consumo 
de O2 y producción de CO2), en función del tiempo: 
 ݀ሺܱଶሻ ݀ݐ⁄ =  −�ଵܥு௕ܥைమ + �ଶܥு௕ைమ        ݀ሺܥܱଶሻ ݀ݐ⁄ =  −�ଷܥ஼ைమܥுమை + �ସܥுమ஼ைయ + �ଽܥுమ஼ைయ − �ଵ଴ܥுమைܥ஼ைమ          ݀ሺܪଶܥܱଷሻ ݀ݐ⁄ =  �ଷܥ஼ைమܥுమை − ሺ�ସ + �ହሻܥுమ஼ைయ + �଺ܥு+ܥு஼ைయ− + �଻ܥு+ܥு஼ைయ− −ሺ�଼ + �ଽሻܥுమ஼ைయ + �ଵ଴ܥுమைܥ஼ைమ                               (A4.5) 
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݀ܪ+ ݀ݐ⁄ =  �ହܥுమ஼ைయ − �଺ܥு+ܥு஼ைయ− − �଻ܥு+ܥு஼ைయ− + �଼ܥுమ஼ைయ       ݀ሺܪܥܱଷ−ሻ ݀ݐ⁄ =  �ହܥுమ஼ைయ − �଺ܥு+ܥு஼ைయ− − �଻ܥு+ܥு஼ைయ− + �଼ܥுమ஼ைయ    
 
Reacción de la Fotosíntesis: 
 ͸ ܥܱଶ +  ͸ ܪଶܱ + ܧ݊݁ݎ݃íܽ ݈ݑ݉í݊݅ܿܽ ื ܥ଺ܪଵଶܱ଺ +  ͸ ܱଶ             (A4.6) 
 
Es un proceso anabólico que requiere energía (endotérmico). 
 
Reacción de la Respiración: 
 ܥ଺ܪଵଶܱ଺ +  ͸ ܱଶ  ื ͸ ܥܱଶ  + ͸ ܪଶܱ +  ܧ݊݁ݎ݃íܽ ሺܣܶܲሻ              (A4.7) 
 
Es un proceso catabólico que libera energía (exotérmico). La fotosíntesis es un proceso 
opuesto a la respiración. Mientras que en ésta la glucosa se combina con el oxígeno para 
producir agua y dióxido de carbono, en la fotosíntesis, gracias a la luz del Sol, el agua y 
el dióxido de carbono se combinan para dar glucosa. 
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ANEXO 5 
 
CINÉTICA DE UNA RED DE REACCIONES MONOMOLECULARES DE 
WEI & PRATER 
 
Wei & Prater consideraron una red de reacciones monomoleculares con n componentes 
Ai (i = 1, 2,..., j,..., n) y la cantidad ai interconectados por medio de reacciones 
reversibles de primer orden. Sea la constante de velocidad para la reacción de i hasta j 
especies k j i , es decir,  ܣ௜          ௞ೕ�         →       ܣ௝; no habrán constantes de velocidad de la forma �௜௜. Algunas de las parejas de coeficientes cinéticos k j i  y k i j  pueden ser iguales a cero, 
pero en el equilibrio el sistema contiene cantidades finitas ai* de todos los componentes. 
La composición del sistema en cualquier instante se representa por las fracciones 
molares a
 i de todos los componentes A i. 
 
Wei & Prater analizaron los datos obtenidos por Haag, Pines y Lago, y los cambios que 
hay en la composición con respecto al tiempo. Para efectos ilustrativos, consideraron el 
sistema “isomerización de butenos”, de tres componentes. La generalización a sistemas 
multicomponentes se deduce en consecuencia. El siguiente sistema de reacciones 
reversibles monomoleculares de Wei & Prater siguiente: ܥଵ �ଵଶ⇌�ଶଵ ܥଶ�ଶଷ⇌�ଷଶ ܥଷ�ଷଵ⇌�ଵଷ ܥଵ                          (A5.1) 
Se puede representar en un diagrama triangular: 
 
 
 
 
 
 
 
 
 
 
Figura A5.1. Diagrama triangular del sistema de Wei & Prater. 
(Disponible en advances in catalysys, J.Wei and Ch.D. Prater, 1962) 
1 
3 
2 
4 
5 
h 
6 
g 
e 
C1 
C3 C2 
159 
 
Ing. José Saúl Orbegoso López 
 
 
Y también: 
 
 
 
 
 
 
                  (A5.2) 
 
 
 
 
El conjunto de EDO que representa el sistema (A5.2) es: 
 ݀ܥଵ ݀ݐ⁄ =  −ሺ�ଶଵ + �ଷଵሻܥଵ           + �ଵଶܥଶ                + �ଵଷܥଷ݀ܥଶ ݀ݐ⁄ =        �ଶଵܥଵ      −  ሺ�ଵଶ + �ଷଶሻܥଶ                 +  �ଶଷܥଷ݀ܥଷ ݀ݐ⁄ =          �ଷଵܥଵ       +       �ଷଶܥଶ         − ሺ�ଵଷ + �ଶଷሻܥଷ                (A5.3) 
 
 
Utilizando la notación matricial, el sistema se representa así: 
 ݀ ∝ ݀ݐ⁄ = � ∝                              (A5.4) 
 
Donde ∝̇ es el vector de las derivadas: 
 .∝ =  [   
 ௗ஼భௗ௧ௗ஼మௗ௧ௗ஼యௗ௧ ]   
 
                                (A5.5) 

 es el vector columna: ∝ = [ܥଵܥଶܥଷ]                    (A5.6) 
 
k2 1 
k1 2 
k1 3  k1 3  k3 1         k32 
C1 C2 
C3 
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y K es una matriz cuadrada de coeficientes cinéticos: � = [ −ሺ�ଶଵ + �ଷଵሻ                 �ଵଶ                    �ଵଷ        �ଶଵ                − ሺ�ଷଶ + �ଵଶሻ           �ଶଷ                      �ଷଵ                           �ଷଶ            − ሺ�ଵଷ + �ଶଷሻ]               (A5.7) 
 
La solución puede requerir la evaluación de los eigenvalores �௜ y los vectores 
característicos ݔ௜  de la matriz K.  
 
Wei & Prater tomaron una primera composición inicial conveniente (cis-2-buteno puro), 
para fines  de determinación del camino de la reacción en las cercanías al equilibrio. Es 
decir: 
 ߙ =  [ ܫ − ܾݑݐ݁݊݋ܿ݅ݏ − ʹ − ܾݑݐ݁݊݋ݐݎܽ݊ݏ − ʹ − ܾݑݐ݁݊݋] =   [ͲͳͲ]                   (A5.8) 
 
Por lo que, aplicando los valores de las constantes, se puede llegar a una verificación del 
perfil de las concentraciones respecto al tiempo (como veremos en el capítulo de 
discusión del modelo), para el modelo base. Las modificaciones se pueden simular en 
las corridas que sean necesarias.   
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ANEXO 6 
 
 
SISTEMAS COMPLEJOS DE PRIMER ORDEN DE REACCIONES 
QUÍMICAS CON PASOS IRREVERSIBLES (PRATER, SILVESTRI Y WEI) 
 
 
Las estructuras matemáticas de este modelo son considerablemente más 
complicadas que las estructuras de los sistemas completamente reversibles, porque 
el principio de balanceo detallado no se puede aplicar al sistema entero como 
refieren Prater et al. (1967).  Ocurre que los vectores característicos no corresponden 
a la respuesta de las reacciones de línea recta y la matriz de la constante de 
velocidad no siempre puede ser diagonalizada. Una descomposición de este sistema 
en subsistemas de reacciones reversibles interconectadas por pasos irreversibles 
permite introducir el principio de balanceo detallado y lleva al desarrollo de 
teoremas que podrían incrementar grandemente la capacidad para estudiar cada 
sistema. 
 
Estructura General del Sistema de 1er orden con pasos irreversibles. 
 
Modelo de un sistema de reacción siguiente: 
                   ܥଵଵ                 ௞భభమభ                  →              ܥଵଶ                      ௞భభయమ          →              ܥଵଷ                                               �ଶଵଶଵ                                       �ଶଵଷଶ              �ଵଶଵଵ        �ଶଵଵଵ                          �ଶଵ ଶଶ      �ଵଶଶଶ                         �ଶଵଷଷ      �ଵଶଷଷ               (A6.1)                                        �ଵଶଶଵ                                                                                  ܥଶଵ                  ௞మమమభ                 →              ܥଶଶ                  ௞మమయభ                 →             ܥଶଷ     
Se pueden reescribir en subsistemas reversibles (las líneas intermitentes) 
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





3
1
3
2
2
1
2
2
1
1
1
2
3
2
1
M
M
M
M
M
M
M
M
M
                 (A6.2) 
y el sistema puede entonces ser escrito como: 
   M1   M2     M3                                 (A6.3) 
En el esquema logrado (A6.2) los pasos irreversibles conectando M1, M2 y M3 
representan todos los pasos irreversibles que ahora conectan las especies 
individuales a lo largo de los subsistemas reversibles. 
La estructura de las ecuaciones (A6.1) lleva a la generalización para sistemas de n 
componentes: dCଵ dt⁄ =  ቆ∑ �௝ଵ௡௝=ଵ ቇ ܥଵ +           �ଵଶܥଶ   …  +     �ଵ௠ܥ௠  … +       �ଵ௡ܥ௡...dC୫ dt⁄ =  �௠ଵܥଵ       +   �௠ଶܥଶ        …  − ቆ∑ �௝௠௡௝=ଵ ቇ ܥ௠       …  + �௠௡ܥ௡...dC୬ dt⁄ =  �௡ଵܥଵ      +  �௡ଶܥଶ        …  +   �௡௠ܥ௠          …  − ቆ∑ �௝௡௡௝=ଵ ቇܥ௡
   (A6. 4)  
 
Aqui,  la ausencia de constantes de velocidad de la forma k
 ji  a partir de cada término de 
la sumatoria es representado por la notación ’, esto es, ijk
'n
1j
 es la suma de las 
constantes de velocidad  k ji  para todos los j  desde 1 hasta n  excepto  j = i. La solución 
general a un sistema de EDO de primer orden como (A6.4) es: 
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ܥଵ = ܥଵ଴ + ܥଵଵ݁−�భ௧   … + ܥଵሺ௠−ଵሻ݁−�೘−భ௧    …+ ܥଵሺ௡−ଵሻ݁−�೙−భ௧  ܥଶ = ܥଶ଴ + ܥଶଵ݁−�భ௧   … + ܥଶሺ௠−ଵሻ݁−�೘−భ௧    …+ ܥଶሺ௡−ଵሻ݁−�೙−భ௧  
...............     .............. .............. ............. 
...............     .............. .............. ............. 
...............     .............. .............. ............. ܥ௠ =  ܥ௠଴ + ܥ௠ଵ݁−�భ௧   … +  ܥ௠ሺ௠−ଵሻ݁−�೘−భ௧    …+ ܥ௠ሺ௡−ଵሻ݁−�೙−భ௧  
...............     .............. .............. ............. 
...............     .............. .............. ............. 
...............     .............. .............. ............. ܥ௡ =  ܥ௡଴ + ܥ௡ଵ݁−�భ௧   … + ܥ௡ሺ௠−ଵሻ݁−�೘−భ௧    …+ ܥ௡ሺ௡−ଵሻ݁−�೙−భ௧  
 
 
SISTEMA COMPLEJO IRREVERSIBLE DE PRIMER ORDEN DE 
PRATER, SILVESTRI & WEI 
 
En el sistema (A6.5) del modelo (A6.1), se consideran las condiciones iniciales y se 
aplican  al modelo irreversible triangular, con los siguientes valores: 
 
Concentración: C1 = 100, C2 = 0, C3 = 0. 
 
Constantes cinéticas de velocidad: k1 = 1; k2 = 2; k3 = 3. 
 
Tiempos de reacción: t0 = 0; tf = 10 (en segundos) 
 
Con estos datos se pueden obtener los perfiles siguientes: 
(A6.5) 
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Ref.: Gráfica propia del autor 
Figura A6.1. Perfiles concentración vs tiempo para sistemas complejos 
 
Eligiendo un  modelo cuadrangular, se observó que los perfiles de concentración vs 
tiempo varian de acuerdo a las condiciones iniciales o de frontera, dependiendo 
esencialmente del sistema reaccionante que se pueda requerir, quedando siempre abierta 
la posibilidad de incorporar datos experimentales. Ello hace posible simplificar los 
sistemas reversible – irreversible, y simular según los valores de los coeficientes de 
velocidad específica: k1 = 3;  k2 = 1;  k3 = 20;  k4 = 15;  k5 = 2;  k6 = 4;  k7 = 25;  k8 = 
50. Para una Ca (1) puro, Ao =1 
 
 
Figura A6. 2: Perfiles de concentración – equilibrio 
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ANEXO 7 
 
MODELO DE HIMMELBLAU et al. 
 
Himmelblau, Jones y Bischoff, tomaron la base del sistema (3.75)  para Cj  y lo 
integraron directamente: 
 dC୨ dt⁄ =  ∑ �௣ݎ௝௣ሺܥሻ                   ݆ = ͳ, ʹ,… ,ܰெ௣=ଵ                            (A7.1) 
 Lo cual lleva a: ܥ௝ሺݐ௜ሻ − ܥ௝ሺݐ଴ሻ =  ∑ �௣ ∫ ݎ௝௣[ܥሺݐሻ]݀ݐ௧�௧బெ௣=ଵ               (A7.2) 
 Directamente medido                    integrales de datos medidos 
 
La ecuación anterior puede ser abreviada como: 
 
i. ܥ௝ሺݐ௜ሻ − ܥ௝ሺݐ଴ሻ =  ∑ �௣ ௝ܺ௣ெ௣=ଵ         (A7.3) 
 
Con mínimos cuadrados se puede reducir la siguiente relación: 
 ∑  ௡௝=ଵ ∑ [ݓ௜௝( ௜ܻ௝ − ܻ̂௜௝)]ଶே௝=ଵ         (A7.4) 
 
Donde:    
n = número de puntos de los datos. �࢏࢐ = �࢐ሺݐ௜ሻ − ܥ௝ሺݐ଴ሻ, valor experimental de la variable dependiente. 
ii. ܻ̂ ௜௝ = ∑ �௣ ௝ܺ௣ே௣=ଵ   , valor calculado de la variable dependiente. 
            ݓ௜௝ = Una función medida deseada para las desviaciones. 
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ANEXO 8 
 
 
MODELO DE REACCIONES COMPLEJAS DE PRIMER ORDEN CON 
PASOS IRREVERSIBLES (PRATER, SILVESTRI & WEI) 
 
 
El sistema de Prater, Silvestri & Wei se puede descomponer en subsistemas reversibles, 
y adecuarle a la forma que facilita su tratamiento, siendo ߙ es el vector columna dando 
la composición: 

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



                           (A8.1) 
 
� =  
[   
   [ሺkଶଵଵଵ + kଵଵଶଵ + kଶଵଶଵሻ −kଵଶଵଵ−kଶଵଵଵ ሺkଵଶଵଵ + kଵଶଶଵ + kଶଶଶଵሻ][              −kଵଵଶଵ                        −kଵଶ                ଶଵ              −kଶଵଶଵ             −kଶଶଶଵ ][                     Ͳ                            Ͳ                                    Ͳ            Ͳ ]
[            Ͳ                     Ͳ       Ͳ                     Ͳ       ][ሺkଶଵଷଶ + kଵଵଷଶ + kଶଵଶଶሻ −kଵଶଶଶ−kଶଵଶଶ kଵଶଶଶ ][        −kଵଵଷଶ                    Ͳ            −kଶଵଷଶ                Ͳ ]
[     Ͳ       Ͳ    Ͳ       Ͳ    ][     Ͳ       Ͳ   Ͳ       Ͳ    ][ kଶଵଷଷ −kଵଶଷଷ−kଶଵଷଷ kଵଶଷଷ ] ]   
   
      (A8.2) 
 
Esta matriz puede ser expresada en términos de submatrices indicadas para los 
corchetes interiores, y ser resuelta mediante cálculo matricial: 









3332
2221
11
0
0
00
KK
KK
K
K
                  (A8.3) 
Ninguna secuencia deberá ocurrir en sistemas conteniendo pasos irreversibles, pues 
son solamente aproximaciones de pasos reversibles correspondientes con grandes 
cambios de energía libre. Y sucesivamente para llegar a la aproximación de los 
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resultados de los subsistemas conectados por pasos irreversibles. Y de acuerdo al 
principio de balanceo detallado el producto de las constantes de velocidad en una 
dirección alrededor de un bucle cerrado debe ser igual al producto de las constantes 
de velocidad en la otra dirección del mismo sistema. 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(A8.4) 
݀ܥଵଵ݀ݐ =  −ሺ�ଵଵଶଵ  + �ଶଵଶଵ + �ଶଵଵଵሻܥଵଵ + �ଵଶଵଵܥଶଵ  ݀ܥଶଵ݀ݐ =  −ሺ�ଵଶଵଵ  + �ଵଶଶଵ + �ଶଶଶଵሻܥଶଵ + �ଶଵଵଵܥଵଵ  ݀ܥଵଶ݀ݐ =  −ሺ�ଶଵଶଶ  + �ଶଵଶଶ + �ଵଵଷଶሻܥଵଶ + �ଵଵଶଵܥଵଵ + �ଵଶଶଶܥଶଵ + �ଵଶଶଶܥଶଶ ݀ܥଶଶ݀ݐ =  �ଶଶଶଵܥଶଵ  + �ଶଵଶଵܥଵଵ + �ଶଵଶଶܥଵଶ − �ଵଶଶଶܥଶଶ ݀ܥଵଷ݀ݐ =  �ଵଵଷଶܥଵଶ  + �ଶଵଷଷܥଶଷ − �ଵଶଷଷܥଵଷ ݀ܥଶଷ݀ݐ =  −�ଶଵଷଷܥଶଷ  + �ଶଵଷଶܥଵଶ + �ଵଶଷଷܥଵଷ  
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ANEXO 9 
 
FOTOSÍNTESIS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura  A9.1  Ciclo de fotosíntesis de Calvin y los pasos de exportar de fotosintasa  
de Pettersson & Ryde-Pettersson (1988) 
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ANEXO 10 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura A10.1: Diagrama simplificado del proceso de producción de amoníaco  
      (Ref.: AIChE journal, Jan, 1995, Vol 41 N° 1, pp. 152) 
 
 
 
Almacen de reactivo A Almacen de reactivo B 
Almacen intermedio 
de reactivo A 
Mezclador 
Precalentador 
Reactor 
Recuperación de 
reactivo A 
Refinación de producto 
Almacen final de 
productos 
170 
 
Ing. José Saúl Orbegoso López 
 
 
 
ANEXO 11 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura A11.1: Reactores en serie del proceso de producción de amoníaco 
         (Ref.: AIChE journal, Jan, 1995, Vol 41 N° 1, pp. 152) 
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ANEXO 12 
 
POLIMERIZACION 
 
Las reacciones de polimerización dan origen a sustancias de elevado peso molecular, y 
en los reactores de polimerización pueden reunirse las características de reacciones 
altamente exotérmicas, condiciones de operación promedio y distribución de tamaños 
moleculares. 
En reacciones de adición, el calor desprendido de la reacción es alto, por lo que es de 
suma importancia el control de la temperatura que determina el peso molecular y la 
distribución de tamaños moleculares; o bien, puede inducir degradación del producto o 
impedir la polimerización, (“ceiling temperature”). La idea que se ha industrializado es 
la formación de un producto final con propiedades fisicoquímicas promedio, y radica en 
el manejo de la viscosidad, que afecta los coeficientes de transferencia de masa y calor, 
tanto como potencia en el agitador, y en menor rango, la densidad y capacidad 
calorífica. 
En el caso particular de la polimerización de estireno iniciada con sec-butilo de litio, el 
esquema de reacción es el siguiente: 
 ܫସ �ௗ          ึ⃗⃗⃗⃗⃗    Ͷ ܫ   ܫ + ܯ       ௄�   →     ଵܲ 
௡ܲ ௠ܲ �௉ึ⃗⃗⃗⃗  ⃗ ௡ܲ + ௠ܲ  
௡ܲ +ܯ     ௄   →    ௡ܲ +  ܫ 
El conjunto infinito de ecuaciones de balance se resuelve por el método de los 
momentos, y se compara los resultados de conversión de monómero, conversión de 
iniciador y evolución de los pesos moleculares promedio. Las EDO son: 
 
(A12.1) 
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Para la velocidad de iniciación, y considerando que I << I4: ܴ݀ூ dt⁄ =  �ூ ቀ௄೏଺ ቁଵ ସ⁄ ܫ்ଵ ସ⁄ ܯ = �ூ′ܫଵ் ସ⁄ ܯ 
Donde IT es la concentración total del iniciador (agregado y disgregado) y M es la 
concentración del monómero. 
 
La velocidad de propagación, si la concentración de polímero libre es despreciable 
frente a la concentración del polímero que forma parte de los agregados, es: ܴ݀௉ dt⁄ = � ቀ௄ುଶ ቁଵ ଶ⁄ ்ܲଵ ଶ⁄ ܯ = �௉′ ்ܲଵ ଶ⁄ ܯ           
Donde PT es la concentración total del polímero.  
 
Si la velocidad de iniciación es al menos igual a la velocidad de propagación, la 
distribución de pesos moleculares conforma una distribución de Poisson, [݂ሺ�, �ሻ =௘−��ೖ௞! ].  Cualquier desviación se deberá a fallas experimentales o a una iniciación lenta 
(Rivero & Herrera, 2008). 
 
Estas dos ecuaciones describen aproximadamente la cinética de la polimerización del 
estireno y algunos dienos en solventes aromáticos como benceno. Johnson et al, (1999), 
sostienen que si el solvente es alifático (como el ciclohexano), el comportamiento de la 
reacción cambia: la reacción de iniciación tiene comportamiento autocatalítico, 
acelerándose a medida que consume iniciador (Bywater & Worsfold, 1967; Niu et al, 
2004). 
 
A objeto de explicar ese comportamiento, los autores en referencia elaboraron un 
modelo en el cual todas las especies orgánicas de litio, agregadas o no, pueden 
reaccionar con el monómero en reacciones de iniciación y propagación. Se resalta que 
se incluyeron los agregados cruzados iniciador–polímero. El equilibrio entre los 
agregados cruzados y las especies libres se pueden plantear como: 
 
௡ܲܫ̅̅ ̅̅         ௄�    ↔     ௡ܲ +  ܫ                        
 
Las ecuaciones del balance de polímero total de cada tamaño se muestran a 
continuación: 
 
(A12.2) 
(A12.3) 
(A12.4) 
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݀ ଵܲ ் dt⁄ = �ଵܯ[ܫ + ݎ௜ௌܫସ + ݎ௜஼ ∑ ௠ܲܫ̅̅ ̅̅ ̅∞௠=ଵ ] − �ܯ[ ଵܲ + ݎௌ ∑ (ͳ + ߜଵ,௠) ଵܲ ௠ܲ̅̅ ̅̅ ̅̅ ̅ + ݎ஼ ଵܲܫ̅̅ ̅̅∞௠=ଵ ]    
 ݀ ௡ܲ ் dt⁄ = � ܯ {[ ௡ܲ−ଵ − ௡ܲ] +  ݎௌ[∑ (ͳ + ߜ௡−ଵ,௠) ௡ܲ−ଵ ௠ܲ̅̅ ̅̅ ̅̅ ̅̅ ̅ − ∞௠=ଵ ∑ (ͳ +∞௠=ଵ ߜ௡,௠) ௡ܲ ௠ܲ̅̅ ̅̅ ̅̅  ] +  ݎ஼[ ௡ܲ−ଵܫ̅̅ ̅̅ ̅̅ ̅ − ௡ܲܫ̅̅ ̅̅ ]}  
 
Donde P୬ ୘ es la concentración total del polímero de tamaño n; t es el tiempo; r୧ ୗ es la 
razón  entre las constantes k୧ ୗ k୧⁄ , k୧ ୗ es la constante de iniciación de agregados de 
iniciador; r୧ େ es la relación k୧ େ k୧⁄ , k୧ େ es la constante de iniciación de los agregados 
cruzados; rୗ es la relación kୗ k⁄ ,   kୗ es la constante de propagación de los agregados de 
polímero, rେ es la relación kେ k⁄ , kେ  es la constante de propagación de los agregados 
cruzados y δ୬,୫ = ͳ  si  n = m de otra manera es cero. 
 
En este conjunto de EDO, que corresponde al sistema (A12.5), está descrito el modelo 
del reactor, el cual representa el balance de materiales y de calor dentro del reactor, t es 
el tiempo, C las concentraciones, T las temperaturas, Cp capacidades caloríficas, q la 
velocidad del flujo volumétrico, QC  es el calor perdido, V los volúmenes,   las 
densidades, Ar la superficie de intercambio de calor y  U el coeficiente de transferencia 
de calor. Los índices (*)A  y (*)B corresponden a los componentes A y B, (*)r denota la 
mezcla de reactantes, (*)C  líquido de enfriamiento y (*)0 son los valores de alimentación 
(entrada). 
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   (A12.6) 
 
Este modelo es de la clase de sistemas no lineales de parámetros englobados. La no 
linealidad está en las velocidades de reacción (kj ) las cuales son descritas por la ley de 
Arrhenius: 
 
(A12.5) 
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�௝ሺ ௥ܶሻ =  �଴௝ ݁ݔ݌ ቀ−ாೕோ �்ቁ , ݌ܽݎܽ  ݆ = ͳ, ʹ, ͵                 (A12.7) 
Donde k0 representa los factores pre exponenciales y E la energía de activación. El calor 
de reacción (hr)  en la ecuación es expresado como: 
 ℎ௥ = ℎଵ × �ଵ × ܥ஺ + ℎଶ × �ଶ × ܥ� + ℎଷ × �ଷ × ܥ஺ଶ      
 (A12.8) 
 
Donde hi , entalpías de reacción. Parámetros del reactor en la tabla.  
Sobre una base libre del tiempo,  la velocidad de formación de B (b=B/A0) para la 
desaparición de A (f=A/A0) es: ௗ௕ௗ௙ = ௄మ ௕௙ሺଵ+ ௄భ௙ሻ− ଵଵ+௄భ௙                                                                     
Que puede ser resuelta analíticamente: 
 b =  exp ቀKଶl� ୤ଵ+୏భ୤ቁ [∫ −ୣ୶୮ቀ−୏మ ୪୬ fభ+Kభfቁଵ+ ୏భ୤  df + co�st],    ó. 
  b =  ቀ ୤ଵ+୏భ୤ቁ୏మ [∫ −[ fሺభ+Kభfሻ]−Kమଵ+୏భ୤  df + co�st]                   (A12.10) 
 
La solución puede darse sobre valores específicos de K2,  para 1/16, 1/8, ½, 1, 2. van de 
Vusse presentó la solución de (A12.9) para un rango de valores de K2, donde B0 = 0 
(concentración inicial) para PFR.  
 
El control de operación de los procesos de polimerización es aún más exigente al 
considerar el marcado efecto que la composición del alimento puede tener sobre el 
promedio y distribución de tamaños moleculares del producto final: la concentración del 
iniciador en las reacciones en cadena, la relación estequiométrica de grupos funcionales 
en las reacciones por etapas, la presencia de impurezas que pueden actuar como agentes 
de transferencia de cadena o terminadores de cadena, etc. Solo una proporción muy 
pequeña de estas alteraciones tiene un efecto muy importante en el tamaño molecular.  
 
Pese a las dificultades, se producen mundialmente más de 140 millones de toneladas de 
polímeros en masa, solución, suspensión, emulsión, inyección y reacción en molde, 
estado sólido, plasma, etc., utilizando reactores que pueden reducirse a los tres tipos 
descritos o sus combinaciones. 
 
ሺܣͳʹ.ͻሻ 
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Las EDO son para la velocidad de iniciación,  y la velocidad de propagación. Estas dos 
ecuaciones describen aproximadamente la cinética de la polimerización del estireno y 
algunos dienos en solventes aromáticos como benceno. Modelo en el cual todas las 
especies orgánicas de litio, agregadas o no, pueden reaccionar con el monómero en    
reacciones de iniciación y propagación con inclusión de los agregados cruzados 
iniciador – polímero. El equilibrio entre los agregados cruzados y las especies libres se 
ha planteado en la ecuación (A12.4), igualmente, las ecuaciones del balance de 
polímero total de cada tamaño se mostraron en las ecuaciones (A12.5). 
 
El sistema generalizado para un infinito número de ecuaciones de balance ha sido 
resuelto por el método de los momentos por Maner et al (1996), quienes tomaron 
condiciones ad hoc para lograr su propósito. 
 
ECUACIONES DEL MODELO DE POLIMERIZACIÓN 
 
El modelo de Maner et al es el siguiente: ݀ܥ௜݀ݐ = ܳ௜ܥ௜଴ − ܳ௧ܥ௜ܸ − �ௗܥ௜   ݀ܥ௠݀ݐ =  ܳ௠ܥ௠଴ − ܳ௧ܥ௠ܸ − �ௗܥ௠ܲ  ݀ܶ݀ݐ =  ܳ௧ሺܶ଴ − ܶሻܸ + ሺ−∆ܪ௥ሻ�ܥ௣  �௣ܥ௠ܲ − ℎܣ�ܥ௣ܸ ሺܶ − ௖ܶሻ  ݀ ௖ܶ݀ݐ =  ܳ௖ሺ ௖ܶ଴ − ௖ܶሻ௖ܸ + ℎܣ�௖ܥ௣௖ ௖ܸ  ሺܶ − ௖ܶሻ   ݀ܦ଴݀ݐ =  .ͷ �௧ܲଶ − ܳ௧ ܦ଴ܸ   ݀ܦଵ݀ݐ =  ܯ௠�௣ܥ௠ܲ − ܳ௧ܦଵܸ   
Donde,     ܯ௪ = ஽భ஽బ 
 ܲ =  √ʹ݂�ௗܥ௜�௧   �௜ = ܣ௜݁−ா� ்⁄ ,     ݅ = ݀, ݌, ݐ 
 ܳ௧ = ܳ௜ + ܳ௦ + ܳ௠ 
 
Los parámetros de operación del proceso se muestran en la siguiente tabla:  
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Tabla A12.1: Parámetros de operación 
Parámetro Valor  Unidades 
Qi 0.03  l/s 
Qs 0.1275 l/s 
Qm 0.105  l/s 
Qc 0.131  l/s 
V 3000  L 
Vc 3312.4 L 
Coi .5888  mol/l 
Com 8.6981 mol/l 
To 330  oK 
Toc 295  oK 
Mm 104.14 g/mol 
 
en la siguiente tabla se muestra uno de los estados estacionarios en los que puede operar 
el reactor de polimerización para los parámetros mostrados; el estado estacionario 
corresponde al punto de operación de baja conversión:  
 
Tabla A12.2: Parámetros al estado estacionario 
Parámetro Valor  Unidades 
Ci  6.6832x10-2 mol/l  
Cm  3.3245  mol/l  
T  323.56  oK  
Tc  305.17  oK  
Do  2.7547x10-4 mol/l  
D1  16.11  g/l  
 
En la siguiente tabla se muestran las variables de entrada y de salida que se deben 
emplear para realizar la linealización del modelo dinámico del reactor de polimerización 
descrito antes.  
Tabla A12.3: Variables para linearización 
Entradas Salidas 
Qi Ci 
Qc Cm 
Qs T 
Qm Tc 
To Do 
Tco D1 
 
PM = [(D1)/( Do)] 
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Con los siguientes parámetros cinéticos y termodinámicos del modelo. Los resultados 
de la simulación son: 
Para flag =  0 
sys = [ 6     0     6     6     0     0 ]; 
x0=[6.6832 e – 02; 3.3245;  323.56;  305.17;  2.7547 e – 04; 16.11]; 
Esto indica que sys es un vector que se emplea para informar acerca del número de 
estados, de salidas y entradas al sistema. 
Las únicas posiciones relevantes para el vector sys son: 
sys(1) = que proporciona el número de estados. 
sys(2) = que da el número de variables de salida. 
sys(3) = que da el número de entradas. 
x(0) es el vector a condiciones iniciales para cálculo del estado estacionario. 
Para flag = 1 
Se evalúa la conducta dinámica del sistema, y el vector sys contiene los lados derechos 
de las ecuaciones diferenciales del modelo del reactor de polimerización. 
 
  
 
 
Figura A12.1: Esquema general de la polimerización del ABS 
Ref.: https://www.google.com.pe/  
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ANEXO 13 
Figura A13.1       Esquema sintetizado de las reacciones de la Respiración 
(Ref.:  www.genomasur.com/lecturas/Guia09.htm) 
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ANEXO 14 
COMPARACIÓN DEL MÉTODO ANALÍTICO CON EL 
MÉTODO TENSORIAL 
 
REACCIONES CONSECUTIVAS: El sistema de reacciones consecutivas viene dado 
por el siguiente esquema: 
 
1 2k kA R S 
  
 
Y su sistema de  ecuaciones diferenciales que representan las velocidades de reacción es 
el siguiente: 
1
1 2
2
A
A A
R
R A R
S
S R
dC
r k C
dt
dC
r k C k C
dt
dC
r k C
dy
  
  
 
           
 
La solución clásica de este problema es la siguiente: Para A, se integra y se obtiene, 
mediante separación de variables: 
 
  
0
00
1 1 0exp
A
A
C t
A
A A
AC t
dC k dt C C k t t
C
      
   
 
Para R. se utiliza factor integrante para resolver la ecuación: 
 1 20 12 1
2 1
k t k tR
R A R A
dC kk C k C C C e e
dt k k
          
 
  
Y, para S, la concentración se determina por la estequiometria de la reacción: 
 
 
0 0
1 2
0 2 1
2 1
11
A R S A S A A R
k t k t
S A
C C C C C C C C
C C k e k e
k k
 
      
       
 
 
 
De modo que al graficar, se tienen los siguientes perfiles: 
(14-2) 
(14-1) 
(14-3) 
(14-4) 
(14-5) 
(14-6) 
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Estos perfiles pueden variar si se varían los coeficientes cinéticos, dando como 
consecuencia  situaciones límite, donde puede decidirse si es la segunda etapa o es la 
tercera la determinante de la velocidad, solamente con establecer la relación de los 
coeficientes referidos. Por decir, dos situaciones límite se dan: 
 
1. Si se acondiciona el sistema para que la producción de R sea la etapa determinante de 
la velocidad de reacción, donde no hay acumulación de R, y tan pronto se produce, se 
consume para dar S. Esto es posible si 2 1k k . 
 
2. Si 2 1k k , la producción de S es la etapa determinante de la velocidad, Hay 
acumulación de R. 
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Utilizando el cálculo tensorial: 
 
1. Se construye la matriz triangular para las reacciones del sistema 
1
'
1 2
2
( ) 0 0
( ) 0 ; ;
0 ( ) 0
A
A
R
i j i R i
S
S
dC
dtk C
dCk k k C C C
dt
k C dC
dt
                                
                                (07)  
'
1 0 0
1 8 0 ; ;
0 8 0
A
A
R
i j i R i
S
S
dC
dtC
dCk C C C
dt
C dC
dt
                             
                                          (08) 
 
Los eigenvalores son:  
 
 
1 2 30; 8; 1;      
  
 
 
Reordenando las ecuaciones, se obtienen la matriz modal conteniendo los eigenvectores: 
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               �ܺభ           �ܺమ         �ܺయ 
 
1.0000 1.0000 1.0000
0.0000 1.0000 0.1251
0.0000 0.0000 0.8790
M
      
 
 
Y las invariantes tensoriales serán: 
 
I1 (kij) = tr(kij) = -9; 
 
I2 (kij) = (1/3!)*(tr(kij)3 = -121.5 
 
I2 (kij) = det(kij) = 0 
 
2. De igual modo se procede con Wei & Prater según data de Haag & Pines 
 
Sistema de reacciones correspondiente a Wei & Prater: 
 
  ܣ �ଵ⇄�−ଵܳ �ଶ⇄�−ଶܵ �ଷ⇄�−ଷܣ       (01) 
 
Sistema de ecuaciones diferenciales: 
 ݎ஼� = ௗ஼�ௗ௧ = −ሺ�ଵ + �−ଷሻܥ஺ + �−ଵܥொ + �ଷܥௌ   ݎ஼ೂ = ௗ஼ೂௗ௧ = �ଵܥ஺ − ሺ�−ଵ + �ଶሻܥொ + �−ଶܥௌ       (02) ݎ஼� = ௗ஼�ௗ௧ = �−ଷܥ஺ + �ଶܥொ − ሺ�−ଶ + �ଷሻܥௌ    
 
Forma general del sistema de EDO: 
 
dC C
dt
 
             (03) 
 
Dónde: 
 
A
Q
S
C
C C
C
      
                                                                                         (04) 
1 3 1 3
1 1 2 2
3 2 2 3
( )
( )
( )
k k k k
k k k k
k k k k
 
 
 
          
                                             (05) 
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El sistema está en equilibrio cuando no se efectúa ningún cambio químico neto, es decir  
 
0eq
dC
dt

                                                                                          (06) 
 
Por lo que:  
 
 
 
 
1 1 1 3
1 1 2 2
3 2 2 3
0 (1)
0 (2)
0 (3)
eq eq eq
eq eq eq
eq eq eq
A Q S
A Q S
A Q S
k k C k C k C
k C k k C k C
k C k C k k C
 
 
 
    
   
   
         (07) 
 
Sumando las ecuaciones (2) y (3) para eliminar eqQ
C
se tiene: 
 
1 3 3 2 1 2
1 3 3 2 1 2
eq
eq
A
S
C k k k k k k
C k k k k k k
  
  
   
            (08) 
 
Operando de igual modo las ecuaciones (2) y (3), resulta: 
 
2 3 2 1 1 3
1 3 3 2 1 2
eq
eq
Q
S
C k k k k k k
C k k k k k k
  
  
   
             (09) 
 
Dividiendo la ecuación (09) entre (08),  
 
2 3 2 1 1 3
1 3 3 2 1 2
eq
eq
Q
A
C k k k k k k
C k k k k k k
  
  
   
            (10) 
 
De donde:  
 
1
1
eq
eq
Q
I
A
C k
C k
  
               (11) 
2
2
3
3
eq
eq
eq
eq
S
II
Q
Q
III
A
C k
C k
C k
C k


  
  
                (12) 
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Esta ecuación representa el equilibrio de las especies Q y A, es decir, que para cualquier 
etapa elemental dada y su inversa, transcurre en el equilibrio a la misma velocidad. Es el 
principio de la reversibilidad microscópica, que indica que en el estado estacionario no se 
efectúa ningún cambio químico neto. 
 
La aproximación al estado estacionario: 
 
0eq eq eqA Q S
dC dC dC
dt dt dt
  
            (13) 
 
Por lo que:  
 
0eq eq eqA Q SC C C C  
            (14) 
 
Donde 0C  es una constante, y haciendo las  manipulaciones correspondientes se tiene: 
0
1eqS I II III
CC
K K K
   
              (15) 
0
1eqQ I II III
CC
K K K
   
             (16) 
0
1eqS I II III
CC
K K K
   
             (17) 
 
La ecuación (3) se resuelve por el método de Euler 
 
Haag & Pines aportaron la siguiente data experimental, correspondientes a los ki j: 
Set  K1 K-1 K2 K-2 K3 K-3 
I 4.6230 10.344 3.7240 1.0000 5.6160 3.3710 
II 6.4800 14.500 3.7240 1.0000 8.3300 5.0000 
III 3.2500 7.3400 3.7240 1.0000 3.7300 2.2400 
C.I. 
cA_0=1 mol/vol 
x_0=[cA_0; 0;0], fracción molar  
t= 2, unidades de tiempo 
 
 
En la matriz se pueden reemplazar los valores de los i jk  y se obtiene los siguientes 
resultados:  
 
Para el set I de los datos de Haag & Pines: 
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1
(4.623 3.371) 10.344 5.616
4.623 (10.344 3.724) 1.000
3.371 3.724 (1.000 5.616)
1.000
0.000
0.000
A
A
A
A
dC
dt
dC
X K
dt
dC
dt
         
                         
 
Resolviendo, se obtienen los siguientes resultados para X: 
       1.0e+14 * 
  X1  =  7.7816 
  X2  =  2.9573 
 X3  =  5.6295 
 
 
De modo semejante, para los siguientes sets de datos de Haag & Pines: 
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2
(6.480 5.000) 14.500 8.330
6.480 (14.500 3.724) 1.000
5.000 3.724 (1.000 8.330)
1.000
0.000
0.000
A
A
A
A
dC
dt
dC
X K
dt
dC
dt
         
                         
 
Los resultados arrojan una matriz singular 
X1 =   Inf 
X2 =   Inf 
X3 =   Inf 
 
Y, finalmente, con el tercer set de datos de Haag & Pines, se obtiene: 
3
(3.250 3.240) 7.340 3.730
3.250 (7.340 3.724) 1.000
3.240 3.724 (1.000 3.730)
1.000
0.000
0.000
A
A
A
A
dC
dt
dC
X K
dt
dC
dt
         
                         
 
 
Y los resultados son: 
 
   1.0e+15 * 
X1 =  -1.1414 
X2 =    -0.4370 
X3 =    -1.1259 
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Los perfiles Concentración Vs Tiempo son idénticos 
 
Utilizando Análisis Tensorial  
 
A partir de la matriz  A1 se obtienen los eigenvalores: �ଵ = -18.5415 �ଶ =    0.0000 �ଷ = -10.1365  
-0.6917    0.7743   -0.4689 
    0.7215    0.2943   -0.3445 
   -0.0298    0.5602    0.8133 
 
La matriz modal conteniendo los eigenvectores es: 
     �ܺభ                �ܺమ           �ܺయ    
    1.0000       1.0000      1.0000 
M=  -1.0431      0.3801       0.7347 
    0.0431       0.7235     -1.7345 
 
Y a partir de la ecuación característica de los eigenvalores se hallan las invariantes 
tensoriales del tensor de velocidad de reacción: 
 
I1 =  –  28.6780   
I2 =  – 3.9309e+03 
I3 = 1.1482e – 13   0 
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La solución general de la ecuación (4.n) es: 
 ܥሺݐሻ௜ = ∑ ∝௜ ݁�ೕ௧ ௜ܺ        (4.n3) 
 
O que se puede representar de la siguiente  manera: 
31 2
311 11 21
2 1 12 2 22 3 32
3 13 23 33
( )
( )
( )
tt t
XC t X X
C t e X e X e X
C t X X X
   
                                    
 
   
Las constantes 
 i  se determinan con las C.I. siguientes: 
 ∀ ݐ = Ͳ; ܥଵሺͲሻ = ͳ.Ͳ; ܥଶሺͲሻ = ܥଷሺͲሻ 
 
Y sus valores numéricos son: 
 
1 2 3
1.00 1.0000 1.0000 1.0000
0.00 1.0431 0.3801 0.7347
0.00 0.0431 0.7235 1.7345
  
                                      
 
 
La solución del sistema de ecuaciones lineales no homogéneas es: ߙଵ = Ͳ.͵ͳͺͶ;   ߙଶ = Ͳ.Ͷ͹ͷͶ;   ߙଷ = Ͳ.ʹͲ͸ʹ  
 
Soluciones de la matriz convencional Soluciones del cálculo tensorial 
       1.0e+14 * 
  X1  =  7.7816 
  X2  =  2.9573 
 X3  =  5.6295 
 Ͳ.͵ͳͺͶ Ͳ.Ͷ͹ͷͶ Ͳ.ʹͲ͸ʹ 
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ANEXO 15 
 
ANALISIS COMPARATIVO DE DATA REPORTADA VS SIMULADA 
 
1. EL SISTEMA DE REACCIÓN REVERSIBLE DE TRES COMPONENTES, 
DE LA ISOMERIZACION DE BUTENOS. 
 
Un sistema de reacciones de primer orden entre n componentes es descrito por la 
siguiente ecuación de velocidad: 
1 (1)i i i
dC
KC X X C
dt
    
Y su solución: 
         0 (2)K ti iC e C  
     Las composiciones iniciales serán: 
                 
1
(0) (0) (3)
n
i i
j
C C

  
Donde ( 1, 2, . . . , )i i n   son constantes y no todos son cero. 
0
1 1 1
(0) ( ) (4)
n n n
K t K t
i A i i i i
i i i
e C e C C t   
  
      
Lo cual muestra cualquier camino de reacción es una combinación lineal de n 
caminos de reacción con composiciones iniciales lineales independientes. 
   
   
 
 
 
 
 
Para las concentraciones iniciales: 
Ci0 = (1, 0, 0)T 
La data de Lago & Haag, en la matriz de constantes y composición de equilibrio 
son: 
1-BUTENO 
CIS-2-BUTENO TRANS-2-BUTENO 
0.1736 
0.2892 
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*
0.7245 0.2381 0.0515
0.5327 0.5273 0.1736 (1)
0.1918 0.2892 0.2251
(0.1436 0.3213 0.5351) (2)TA
K
C
      

 
  
 
Si se cambian las composiciones iniciales:  Ci0 = (0, 1, 0)T 
 
La lectura de estos resultados sería: Si se parte de una concentración inicial, el 
comportamiento del sistema tiene a a una estabilidad en tiempos relativamente 
cortos, y si se parte de un sistema conteniendo una composición intermedia de un 
componente excepto el primero, la estabilidad se relativiza en función de tiempos 
mayores. 
 
Se obtiene el siguiente perfil: 
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Comparando con el sistema con la data de Haag & Pines, se encuentra una 
concordancia y equivalencia proporcional. 
 
Respecto al método de cálculo, Haag, Pines y Lago, utilizaron el método analítico, 
y nosotros  hemos utilizado un método numérico, y para la graficación, simulación 
de E.D.O. con MatLab. Éste lenguaje nos ha permitido mover los valores de los 
coeficientes cinéticos de equilibrio, dando como resultado una posibilidad muy 
amplia para la búsqueda de estados de equilibrio óptimo. Este principio obedece al 
balanceo detallado, referido en el capítulo II. 
 
Y, el teorema de Cayley & Hamilton se puede aplicar al análisis del sistema 
ecuacional, permitiendo el cálculo de los coeficientes matriciales, los que permiten 
llevar los sistemas reaccionantes a las aplicaciones tensoriales y determinar las 
invariantes que expresan estados fisicoquímicos de equilibrio químico. 
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ANEXO 16 
TENSORES 
 
Los tensores han sido clasicamente definidos como objetos cuyos componentes se 
transforman bajo cambios de coordenadas, llamadas transformaciones covariantes o 
contravariantes, lo que obliga al uso del dual de un espacio vectorial. Esta conceptuación ha 
concluido en una relación entre las componentes de la magnitud en uno y otro sistema de 
referencia, que fue asida por Einstein, quien planteó una simplificación denominado convenio 
de “sumación de Einstein”; y, modernamente se utiliza una operación tipo producto tensorial 
de espacios vectoriales. Las propiedades más saltantes de los tensores son de aplicación a 
cálculos con campos tensoriales o funciones algebraicas naturales o transformadas asociadas a 
escalares (tensores de orden y rango cero), vectores (tensores de orden y rango uno) y 
matrices o funciones cuadráticas (tensores de orden dos), de modo que puedan actuar 
independientemente de un sistema de coordenadas particular. La teoría del campo o espacio 
tensorial debe ser interpretada como una extensión del jacobiano, donde el cálculo tensorial 
debe entenderse como la representación del objeto tensorial y secundariamente las 
componentes. 
 
TENSORES e INVARIANTES TENSORIALES 
 
1. El espacio afín n-dimensional 
En el estudio de un determinado punto, sin ambigüedad, en el espacio físico, utilizando las 
coordenadas de sus puntos, es necesario evaluar la correspondencia biunívoca entre los puntos 
y sus coordenadas, para lo cual es necesario disgregar el espacio de estudio en sub espacios, a 
los cuales se debe definir las coordenadas que correspondan.  
El espacio afín n-dimensional “es el espacio entre cuyos puntos y los conjuntos de n números 
reales cualesquiera ݔͳ, ݔʹ, … , ݔ݊ , se puede establecer una correspondencia biunívoca” (1). Las 
coordenadas son cartesianas infinitas del espacio, donde las ݔ݅ son las coordenadas del punto. 
Cualquier sistema de ecuaciones lineales  ݔ݅′ =∑݆ܽ݅ݔ݆ + ܾ݅                          ሺ݅ = ͳ, ʹ, . . . , ݊ሻ݆݊=ͳ       
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Tal que det ሺܽ௜௝ሻ ≠ Ͳ 
2. Los tensores cartesianos 
La representación de las coordenadas cartesianas ortogonales, convencionalmente, son ݔͳ, ݔʹ, ݔ͵ en vez de x, y, z. Y puede cambiarse a otras coordenadas de ݔ݅ ܽ  ݔ݅′ de otro sistema 
cartesiano y ortogonal y del mismo origen, el cual viene dado por las ecuaciones de la forma: ݔ݅′ = ܽ݅ℎݔℎ     ሺ݅ = ͳ, ʹ, ͵ሻ 
Donde los coeficientes ܽ݅ℎ son los cosenos de los ángulos de los ejes ݔ݅ y ݔℎ′. La matriz (ܽ݅ℎሻ 
de los coeficientes es ortogonal, y cumple con las siguientes condiciones siguientes: ܽℎ݅ ܽℎ݆ = ߜ݆݅  ,     ܽ݅ℎ ݆ܽℎ = ߜ݆݅  
Donde ߜ݆݅ corresponde al delta de Kronecker (ߜ݆݅ = ͳ, ݏ݅ ݅ = ݆;   ݕ ߜ݆݅ = Ͳ, ݏ݅ ݅ ≠ ݆ሻ. EL delta 
de Kronecker representa la propiedad de los determinantes que dice: “que la suma de los 
elementos de una fila por sus adjuntos es igual al determinante y la suma de los mismos 
elementos por los adjuntos de una línea paralela es nula”  
3. El Teorema de Cayley – Hamilton 
Cualquier tensor T satisface su propia ecuación característica, es decir, si 1, 2, 3 son los 
autovalores de T, podemos escribir: ሺܶሻ݆݅ = [ͳ     Ͳ     Ͳ Ͳ    ʹ   Ͳ Ͳ     Ͳ    ͵ ]                    (1) 
Y si estos autovalores satisfacen la ecuación: �͵ − �ʹܫܶ + �ܫܫܶ − ܫܫܫܶ = Ͳ, el tensor T 
también la satisface, es decir: ܶ͵ − ܶʹܫܶ + ܶܫܫܶ− ܫܫܫܶͳ = Ͳ         (2) 
Una aplicación del teorema de Cayley – Hamilton es expresar la potencia de 
tensores Tn como una combinación de Tn-1, Tn-2, Tn-3. Si queremos obtener T4 queda: ܶ͵. ܶ − ܶʹ. ܶܫܶ+ ܶ.ܶܫܫܶ− ܫܫܫܶͳ.ܶ = Ͳ                  (3) ⇒ ܶସ = ܶଷܫ் − ܶଶܫܫ் + ܫܫܫ்ܶ         (4) 
Utilizando el teorema de Cayley – Hamilton podemos expresar el tercer invariante en función 
de las trazas, que será útil a la hora de obtener las derivadas parciales de los invariantes. 
Según el teorema de Cayley – Hamilton sigue siendo válida la expresión: ܶ͵ − ܫܶܶʹ+ ܫܫܶܶ− ܫܫܫܶͳ = Ͳ         (5) 
Haciendo el doble producto escalar con el tensor identidad de segundo orden (1), la expresión 
queda: 
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ܶ͵: ͳ − ܫܶܶʹ: ͳ + ܫܫܶܶ:ͳ − ܫܫܫܶͳ: ͳ = Ͳ: ͳ                        (6) 
Las siguientes relaciones son válidas: ܶ͵: ͳ = ܶݎቀܶ͵ቁ,  ܶʹ: ͳ = ܶݎቀܶʹቁ, ܶ: ͳ = ܶݎሺܶሻ, ͳ: ͳ =ܶݎሺͳሻ = ͵,Ͳ: ͳ = ܶݎሺͲሻ = Ͳ. Reemplazando en la ecuación (6) se obtiene: ܶݎሺܶଷሻ − ܫ்ܶݎሺܶଶሻ + ܫܫ்ܶݎሺܶሻ − ܫܫܫ்ܶݎሺͳሻ = Ͳ   ܫܫܫܶ = ͳʹ [ܶݎቀܶ͵ቁ− ܫܶܶݎቀܶʹቁ+ ܫܫܶܶݎሺܶሻ]                    (7) 
Reemplazando los valores de los invariantes IT, IIT¸ dados por ecuación (7) 
obtenemos: ܫܫܫܶ = ͳ͵ {ܶݎቀܶ͵ቁ− ͵ʹܶݎቀܶʹቁܶݎሺܶሻ + ͳʹ [ܶݎሺܶሻ]͵}                  (8) 
En notación indicial ܫܫܫܶ = ͳ͵ {݆݆ܶ݅ܶ�ܶ�݅− ͵ʹ݆݆ܶ݅ܶ݅ܶ��+ ͳʹ݆݆ܶ݅݅ܶܶ��}         (9) 
 
Aplicación del teorema de Cayley – Hamilton 
Es válido para matrices cuadradas de orden n. 
Sea la matriz cuadrada �
 nxn. El determinante característico viene dado por: |�ͳ݊ݔ݊ −�| = Ͳ                    (10) 
Donde 1nxn es la matriz identidad. Desarrollando el determinante se obtiene: �݊ − ܫͳ�݊−ͳ+ ܫʹ�݊−ʹ−⋯ ሺ−ͳሻ݊ܫ݊ = Ͳ                 (11) 
Donde ܫͳ, ܫʹ, … , ܫ݊ son los invariantes dela matriz �. Para el caso particular n=3 y si � 
representa las componentes del tensor A tenemos que: ܫͳ, = ܫܣ, ܫʹ = ܫܫܣ, ܫ͵ =  ܫܫܫܣ. 
Aplicando el teorema de Cayley – Hamilton se cumple que �݊ − ܫͳ�݊−ͳ + ܫʹ�݊−ʹ−⋯+ ሺ−ͳሻ݊ܫ݊ͳ = Ͳ               (12) 
A través de la relación (12) se puede obtener la inversa de la matriz ����, por ello 
multiplicando todos los términos por �−�, resulta: �݊�−ͳ− ܫͳ�݊−ͳ�−ͳ + ܫʹ�݊−ʹ�−ͳ −⋯+ ሺ−ͳሻ݊ܫ݊ͳ�−ͳ = Ͳ     ⟹�௡−ଵ − ܫଵ�௡−ଶ + ܫଶ�௡−ଷ −⋯ሺ−ͳሻ௡−ଵܫ௡−ଵ + ሺ−ͳሻ௡ܫ௡�−ଵ = Ͳ             (13) 
Luego �−ͳ = ሺ−ͳሻ݊−ͳܫ݊ ቀ�݊−ͳ − ܫͳ�݊−ʹ+ ܫʹ�݊−͵−⋯ሺ−ͳሻ݊−ͳܫ݊−ͳͳቁ    (14) 
El invariante ܫ݊ = det ሺ �ሻ luego, sólo habrá la inversa de � si ܫ݊ = ݀݁ݐሺ�ሻ ≠ Ͳ 
 
 
=3 
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En algebra multilineal 
En matemática, en el campo del álgebra multilineal y teoría de la representación, las 
invariantes de tensores son coeficientes del polinomio característico del tensor A: ݌ሺ�ሻ ≔ detሺܣ − �ܧሻ 
Donde E es el tensor identidad y �   es el indeterminante polinómico (es importante tener C
en cuenta que un indeterminante polinómico � puede ser un no escalar tan grande como 
potente, escalando y sumando puede tener sentido, es decir, p(A) es legítimo y de hecho, 
bastante útil. 
Un invariante o tensor de orden cero es una expresión que toma la misma forma en cualquier 
sistema de coordenadas. 
La primera invariante de un tensor A (IA) n × n, es el coeficiente de �݊−ͳ (el coeficiente para �݊ es siempre 1). 
La segunda invariante (IIA) es el coeficiente para �݊−ʹ, etc., la invariante enésima (nth) es el 
término libre. 
La definición de las invariantes de tensores y las notaciones específicas usadas en éste 
artículo fueron introducidas en el campo de la Reología por Ronald Rivlin y se han vuelto 
extremadamente populares. En efecto, aun la traza de un tensor A es denotada comúnmente 
como IA en libros texto de reología. 
1. PROPIEDADES: 
La primera invariante (traza) es siempre la suma de los componentes de la diagonal: ܫܣ = ܣͳͳ+ܣʹʹ+ . . .+ܣ݊݊ = ݐݎሺܣሻ 
La invariante n-ésima es solo ± det A, el determinante de A (hasta firmar). 
La invariante no cambia con la rotación del sistema de coordenadas (son el objetivo). 
Obviamente, cualquier función de las invariantes es también el objetivo. 
2. CÁLCULO DE LAS INVARIANTES DE LOS TENSORES SIMÉTRICOS 3×3 
Sea la matriz A: ܣ = [ܣଵଵܣଵଶܣଵଷܣଶଵܣଶଶܣଶଷܣଷଵܣଷଶܣଷଷ] 
Se define la matriz M  donde las componentes Mi j  serán obtenidas a partir del determinante 
resultante de  la matriz A al eliminar la línea i y la columna j. Para esto se aplica las leyes de 
transformación de base de las componentes de un tensor de segundo orden, es decir, si 
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cambia el sistema de coordenadas, debido a una rotación del sistema, las componentes 
también cambiarán. Entre los sistemas de coordenadas, las componentes están relacionadas 
entre si  
ܯ = [  
   |ܣଶଶܣଶଷܣଷଶܣଷଷ| |ܣଶଵܣଶଷܣଷଶܣଷଷ| |ܣଶଵܣଶଶܣଷଵܣଷଶ||ܣଵଶܣଵଷܣଷଶܣଷଷ| |ܣଵଵܣଵଷܣଷଵܣଷଷ| |ܣଵଵܣଵଶܣଷଵܣଷଶ||ܣଵଶܣଵଷܣଶଶܣଶଷ| |ܣଵଵܣଵଷܣଶଵܣଶଷ| |ܣଵଵܣଵଶܣଶଵܣଶଶ|]  
   
 
La mayoría de los tensores utilizados en ingeniería son simétricos 3×3. Para este caso, las 
invariantes pueden ser calculadas como: 
1. ܫܣ = ݐݎሺܣሻ = ܣͳͳ+ܣʹʹ +ܣ͵͵ = ܣͳ +ܣʹ +ܣ͵ =  Invariante traza 
2. ܫܫܣ = ͳʹ ቀሺݐݎܣሻʹ− ݐݎሺܣܣሻቁ = ܣͳͳܣʹʹ+ܣʹʹܣ͵͵+ܣͳͳܣ͵͵−ܣͳʹܣʹͳ−ܣͳʹʹ−ܣͳ͵ʹ −ܣʹ͵ʹ = Invariante cuadrático 
 
3. ܫܫܫܣ = det ሺܣሻ = Invariante cúbico 
 
 
 
 
 
