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In this paper, we give Separability criterion for the multi-mode Gaussian states using the
Marchenko-Pastur theorem. We show that the Marchenko-Pastur theorem from random matrix
theory as necessary and sufficient condition for separability of multimode Gaussian states.
I. INTRODUCTION
In the theory of quantum information, the separability problem, namely, to find out weather an arbitrary state of
a given bipartite system is entangled or separable is a quantum state is a NP hard [1]. There are several techniques
to detect the entanglement of a given quantum state and one of them is the positive partial transposition (PPT)
criterion. This was first proposed by Peres for the finite dimensions as a necessary condition [2], and later Horodecki’s
showed this condition to be necessary and sufficient for separability in the case of 2 × 2 and 2 × 3 dimensions [3].
In literature, this condition is known as Peres-Horodecki criterion. In the infinite dimensional cases, for the class of
Gaussian states, the Peres-Horodecki criterion two mode case has been given by Simon [4] using the consept of wigner
distribution. As the dimension of the system increases testing separability becomes difficult using PPT technique as
there are PPT entangled states in such cases. To overcome this drawback, one of the ways is to study this problem
by using the techniques of random matrix theory.
In finite dimensional case, the PPT criterion for random quantum states is a well studied subject in the literature.
This problem was first been studied numerically in the ref [5] and the random matrix and free probability techniques
are applied to the study the linear maps [6]. Wishart distribution for the random states used in the ref [7]. For more
details of application of random matrices to the quantum information is given in [7]. In this paper, we would like to
address the issue of separability of the multi-mode Gaussian states using the Marchenko-Pastur theorem [8].
The Gaussian states play a very important role in quantum optics and quantum information. The best example
of the Gaussian states are the squeezed states which are produced in the laboratory. It is well known that multi-
mode squeezed state are entangled. As the modes of the Gaussian states increases it becomes difficult to test the
entanglement criterion. The entanglement criterion other than bipartite is tripartite exist [9] which is an example of
multimode case. In general for N-mode case it is still an open problem but by treating the system as bipartite system
with N-m modes and m modes than for this case entanglement criterion of N symmetric Gaussian states exist [10].
In this paper, we give entanglement criterion for the ensemble of n-mode system with with N-m modes and m modes
as bipartite system using the Merchnko Pasture law in random matrix theory. The Marchenko-Pastur law appears in
the famous Marchenko-Pastur theorem [8].
In the case of the Gaussian states their exist an equivalent to representation in terms of density operator in a
Hilbert space in terms of the Wigner function in a phase space. The Wigner function captures all the features of the
wave function.This is a quasi-probability distributions are well used in optics, to distinguish between the classical and
non-classical properties of light. The non-classical proprieties of light are exhibited by the squeezed states. Hence, the
information content of the given quantum system can be studied in terms of the Wigner function and it can become an
important testing tool for the separability. The Wigner function is completely defined terms of the covariance matrix
and condition for multi-mode squeezing is derived in [4, 11–13]. In literature, G S Agarwal has used the random
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2matrices to analyze the effects of dissipation in quantum optics [14].
Even in the case of the Gaussian states as the number of modes increases, the dimension of the covariance matrix
increases this gives rise to the same challenges as in the case of finite dimension. To get over this problem we will
use the random matrix techniques. In random matrix theory, the Wishart matrices are characterized by covariance
matrix and the probability distribution of the ensemble is given by the Laguerre polynomials. Then the empirical
distribution of eigenvalues of the covarience matrix satisfy Marchenko-Pastur theorem [8]. In this paper, we show
that it is necessary and sufficient that the eigenvalues of the multi-mode covariance matrix lies within the limits of
Marchenko-Pastur law in order that state is separable, and if atleast one of the eigenvalues is negative then it will fall
outside the limit of the Marchenko-Pastur law. Or, in other words, the Marchenko-Pastur law gives the convergence
of the eigenvalues of the covariance matrix.
II. RANDOM MATRIX THEORY
In random matrix theory, the dynamics of the ensemble of an infinite dimensional random matrix H is described
by the probability distribution function [15]
P(λ1, . . . , λN ) dΛ = cne−βH dΛ, (1)
here, by diagonalizing the random matrix H with a suitable orthogonal, unitary, or symplectic matrix is brought into
the following form H = −∑Ni=1 V (λi)−β∑Ni<1 ln|λi−λj | where V (λi) is the potential and the λi are the eigenvalues
with i being a free index running from 1, 2..N , then |λi − λj | is the Vandermonde determinant, dΛ = dλ1 . . . dλN ,
cn is constant of proportionality and the index β = 1, 2, 4 characterises the real parameters of the symmetry class of
orthogonal, unitary and symplectic respectively for the random matrix H .
As the random matrix is invariant under the symmetry group these ensembles are called the invariant ensembles. In
the random matrix H , V (λi) is the potential, λi are the eigenvalues with i being a free index running from 1, 2, · · ·N
and |λi − λj | is the Vandermonde determinant. For details please refer to [15–20]. The probability distribution
function can be rewritten as
P(λ1, . . . , λN ) dΛ = cne−
∑
N
i=1
βV (λi)
∏
i<j
|λi − λj |β dΛ (2)
By manipulating the Vandermonde determinant, that is, by adding and deleting columns or rows, the equation (2) is
written as
P(λ1, . . . , λN ) dΛ = cn
N∏
i=1
w
1
2 (λi)
∏
i<j
|λi − λj | dΛ (3)
where wβ(λi) is the weight function of classical orthogonal polynomials. The classical orthogonal polynomials are
classified into three different categories depending upon the range of the polynomials. The polynomials in the intervals
(−∞;∞) with weight function w = e−λ2 are the Hermite polynomials. In the intervals [0;∞) with weight function
w = λbe−λ are the Laguerre polynomials. In the intervals [−1; 1] with weight function w = (1 + λ)a(1 − λ)b are the
Jacobi polynomials.
Hence, the invariant ensembles in random matrix theory is classified into three class, the Gaussian ensembles these
matrices are known as the Wigner matrices whose probability distribution function of the ensemble is given by the
Hermite polynomials, the Wishart matrices whose probability distribution function of the ensemble is given by the
Laguerre polynomials and the two Wishart matrices whose probability distribution function of the ensemble is given
by the Jacobi polynomials. For details ref [16]. The Marcenko Pastur’s Quarter-Circle Law is given for the Wishart
matrices and they are defined as follows.
Namely, let (X1, · · · , Xn) be m × n matrix with independent and identically distributed random column vectors
Xi in Rm with Gaussian distribution. Here, m and n corresponds to the number of variables m and the number of
observations n or m is the sample size and n is the dimension of the vectors. The Gaussian distribution for Xi are
characterized by mean 0 and covariance matrix Im. Then one can construct an empirical covariance matrix Σ with
the dimension m×m, as follows
Σ =
1
n
n∑
i=1
(Xi − X¯)(Xi − X¯)Ti =
1
n
Y Y T . (4)
3The probability distribution function of the random covariance matrix Σ is computed in terms of its eigenvalues and
is given in terms of the Laguerre polynomials [16]. As one has the following propriety E( 1nY Y ) = Im, then, from the
strong law of large numbers as n tends to infinity it indicates that with probability one,
limn→∞
1
n
Y Y T = Im. (5)
In the case n grows with m, (here n is the number of random variables and the m is the dimension of the Hilbert
space) one has the following theorem known as the Marchenko-Pastur theorem [8].
Theorem: Let us assume for simplicity that the components of Xi are i.i.d. Gaussian random variables with zero
mean, unit variance, and bounded moments that is there is some bound B, independent of m, such that ∀n,E(|xij |k) ≤
B. Then n depends on m in such a way that m/n→ r ≤ 1 as n→∞. Under these assumptions, the distribution of
the eigenvalues of 1nY Y
T asymptotically approaches the Marcenko-Pastur law as n→∞
f(x) =
√
(x− a)(b − x)
2pixr
. (6)
where a = (1 −√r)2 and b = (1 +√r)2.
For the case r = 1 it reduces to a famous quarter circle law. In this paper, we use this theorem to test separability
Criterion for multi-Mode Gaussian States. The best example for Gaussian states are the squeezed states.
In proving Marcenko-Pastur law it is assumed that the entries are i.i.d. but this case corresponds to the zero
discord, therefore we would like to relax the condition of independence. It has been shown in the paper [21] for the
case where a class of random matrices with dependent entries whose empirical distribution of eigenvalues satisfies
Marcenko-Pastur law. For completeness we state the theorem again here as defined in the paper [21]
Definition[ConditionC0] Let {An}n≥1 be a sequence of n×N real randommatrices whereN = N(n) and cn := N/n.
We let r
(n)
1 , . . . , r
(n)
n denote the rows of An = (ζ
(n)
ij )1≤i≤n,1≤j≤N and define the σ-algebra associated to row k as
F (n)k := σ(r(n)1 , . . . , r(n)k−1, r(n)k+1, . . . , r(n)n )
for all k = 1, . . . , n. Let Ek[·] denote the conditional expectation with respect to the σ-algebra associated to row k.
We then say that the sequence {An}n≥1 obeys condition C0 if the following hold:
(i) Ek[ζ
(n)
ki ] = 0 for all i, k, n
(ii) One has
qn := sup
k
1
n
N∑
i=1
E|Ek[(ζ(n)ki )2]− 1| = o(1)
(iii) One has
sup
k,i6=j
|Ek[ζ(n)ki ζ(n)kj ]|+ sup
k,i,j 6=l
|Ek[(ζ(n)ki )2ζ(n)kj ζ(n)kl ]| = O(n−1/2γn)
a.s., where γn → 0 as n→∞.
(iv) sup |Ek[ζ(n)ki ζ(n)kj ζ(n)kl ζ(n)km ]| = O(n−1γn) a.s where the supremum is over all k and all i, j, l,m distinct.
(v) supn,i,j E|ζ(n)ij |4 ≤M <∞
(vi) One has
ρn := sup
k
1
n2
∑
1≤i,j≤N
E|Ek[(ζ(n)ki )2(ζ(n)kj )2]− 1| = o(1).
(vii) There exists a non-negative integer sequence βn = o(
√
n) such that σ(r
(n)
i1
, . . . , r
(n)
ik
) and σ(r
(n)
j1
, . . . , r
(n)
jm
) are
independent σ-algebras whenever
min
1≤l≤k,1≤p≤m
|il − jp| > βn.
4Condition (i) implies that the entries from different rows of the given random matrix are uncorrelated while (iii)
and (iv) allow for a weak correlation amongst entries in the same row. Condition (ii) is a requirement on the variance
of the entries and (v) is a moment assumption on the entries. Condition (vi) is of a technical nature. In particular,
(vi) (along with (ii)) allows one to control terms of the form
sup
k
var
(
1
n
|r(n)k |2
)
where |r(n)k | is the Euclidian norm of the vector r(n)k . In words, condition (vii) implies that rows, which are “far enough
apart,” are independent.
This case corresponds to multi-mode a system if one only considered the nearest neighbor interaction the best
example is spin chains. The techniques of random matrix is applied to spin chain is well studied subject.
III. GAUSSIAN STATES
Consider a n-mode Gaussian state in the density matrix representation
ρ = ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρn (7)
where ρi are the two mode Gaussian states. Then the Wigner function of n mode Gaussian state in phase space is
given by
W (ρ) =
exp[− 12 (X − X¯)TV −1(X − X¯)]
(2pi)n
√
det[V ]
. (8)
where X is a vector defined in 2m dimensional phase space variables
X =
(
qA1 · · · qAn qB1 · · · qBn pA1 · · · pAn pB1 · · · pBn
)
,
or in terms of hermitian canonical operators
Xˆ =
(
qˆA1 · · · qˆAn qˆB1 · · · qˆBn pˆA1 · · · pˆAn pˆB1 · · · pˆBn
)
,
and V is called the covarience matrix, will be defined subsequently. These phase space variables X or Xˆ satisfy the
following commutation relationship [13]
[Xˆα, Xˆβ ] = iΩαβ, α, β = 1, 2, 3, 4;
Ω =


J · · · · 0
· · · ·
· · · ·
0 · · · · J

 , J =
(
0 1
−1 0
)
, (9)
here Ω is a 4n× 4n symplectic matrix. A pure state is a Gaussian if and only if its Wigner function is non-negative.
The Gaussianity of a N-mode wigner function is defined in terms of its first and second moments. The first moments
are defined as
〈Xˆ〉 = Tr(Xˆρ) (10)
which is called mean value which can be made zero. The second moment is known as the covarience matrix V , is
defined as
Vij =
1
2
〈{∆xˆi,∆xˆj}〉, (11)
where ∆Xˆ = Xˆ − 〈Xˆ〉. The knowledge of the covariance matrix alone is enough to describe the N-mode Gaussian
state, hence the entangled properties of the system doesn’t dependent on the mean value 〈Xˆ〉 and purely determined
in terms of covariance matrix V .
5Given an any Wigner function, the condition for squeezing is characterized in terms of covariance matrix and it
should satisfy uncertainty relationship [11–13]
V +
i
2
Ω ≥ 0, (12)
which implies V > 0, for details ref [4, 12, 13]. For the two mode Gaussian state, the associated covariance matrix
is 4 × 4, separability criterion is equivalent to the Peres-Horodecki separability criterion [4]. This also holds for the
(1+N) mode Gaussian states, with one mode is under the possession of Allice and rest N modes are under possession
of Bob [22].
In this paper we are interested in the separability of genuine multi-partite 2n- mode Gaussian states with 2n of far
apart parties, each having in his /her possession a single mode. On the other hand for the bipartite scenario, there
will be only two far apart parties, say Alice and Bob, each of which is in possession of n modes each, or we can have
something intermediate.
IV. RESULT
To derive the condition of separability of multi-mode Gaussian states, we consider a state as defined in equation
(7), and we apply partial transposition criterion. The state considered here is n-mode Gaussian state, in this state we
consider only the nearest neighbour interaction. For applying partial transposition criterion we divide this n-modes
to m-modes and (n−m)-modes, here m is strictly less than n. The density matrix ρ given in the equation (7) is in
the infinite dimensional Hilbert space, from this space we go over to the the phase space and the state is described
by the Wigner function (8), this Wigner function is totally characterized by the covariance matrix (11), defined in
the previous section. To bring the covariance matrix to the canonical form we symplectic transformation S(r) acting
on 2n modes which preserves the commutation relations [13] and it is element of group SP (2n,R). The real linear
transformation on Xˆ is given in terms of 4n× 4n real matrix, namely S(r)
Xˆ → Xˆ ′ = S(r)Xˆ (13)
We apply S(r) in such a way that the Xˆ ′ is given as
Xˆ ′ =
(
qˆA1 qˆB1 · · · qˆAn qˆBn pˆA1 pˆB1 · · · pˆAn pˆBn
)
.
In terms of annihilation and creation operators which is equivalent to
Xˆ ′ =
(
aˆA1 bˆB1 · · · aˆAn bˆBn aˆ†A1 bˆ†B1 · · · aˆ†An bˆ†Bn
)
.
Thus the covariance matrix is written as
V =


σ11 · · · · σ1n
· · · ·
· · · ·
σn1 · · · · σnn

 , (14)
where σij is a 2× 2 matrix constructed from expectation values of (aAi, bBi, a†Aj , b†Bj, ) elements. Since V is a bonifide
the covariance matrix of Gaussian states given by equation (7), the eigenvalue distribution of this covariance matrix
should follow the Marchnko Pasture law.
By identifying this covariance matrix Gaussian states with the Gaussian random covariance matrix given in equation
(4), we get thatm = 2n and n = 4n. One can clearly see that asm→∞ and n→∞ the rationm/n = 1/2. Therefore,
the distribution of the eigenvalues of V = ξˆ′ξˆ′T asymptotically approaches the Marcenko-Pastur law as m,n→∞
f(x) =
√
(x− a)(b − x)
pix
. (15)
where a = (1−
√
1
2 )
2 and b = (1 +
√
1
2 )
2.
To verify the separability, we divide the n-modes into two groups m- modes and (n−m)-modes, here m < n, and
apply partial transposition on the (n−m)-modes. After partial transposition the new covariance matrix is given by
V˜ , the new covariance matrix is bonifide covariance matrix for the given Gaussian state than it has to satisfies the
following uncertainty relationship
6V˜ +
i
2
Ω ≥ 0, V˜ = ΛV Λ, (16)
where Λ = (1, · · · , 1, 1,−1, · · · , 1,−1), there are total 4n ones, the first 2n the +1 corresponds to for the qAi, qBi in
the second 2n the +1 corresponds to the pAi andpBi, as the partial transposition is applied in the k + 1 · · ·n, all the
quadratures of pBi from k + 1 mode to n mode will flip the sign to −1 . In the covariance matrix this is equivalent
to transposing each σij . Hence one has
V˜ =


σ11 · · · σ1k σT1k+1 · σT1n
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
σTn1 · · · σTnk+1 σ1k · σnn


, (17)
Then the Peres-Horodecki criterion for the multimode continuous variables or the Simon’s criterion for multimode
reduces to the following theorem.
Theorem : It is necessary and sufficient condition for separability for a given multimode Gaussian state if the
eigenvalue distribution of the partially transposed covariance matrix V˜ satisfies Marcenko-Pastur law .
Proof: Let us assume that the partial transposed covariance matrix V˜ is a bonifide covariance matrix of Gaussian
states and the eigenvalue distribution of this covariance matrix satisfy’s the Merchnko Pasture law. Thus by identifying
this covariance matrix of Gaussian states with the Gaussian random covariance matrix we get thatm = 2n and n = 4n.
One can clearly see that as m →∞ and n →∞ the ratio m/n = 1/2. Therefore, the distribution of the eigenvalues
of V = ξˆ′ξˆ′T asymptotically approaches the Marcenko-Pastur law as m,n→∞
f(x) =
√
(x− a)(b − x)
pix
. (18)
where a = (1−
√
1
2 )
2 and b = (1 +
√
1
2 )
2. This gives a condition that the eigenvalues x is bounded above and below
by 2
√
2 < x − 3 < −2√2. Marcenko-Pastur law is also known as semi-circle law in random matrix theory, for m =
n, that is distribution of all the eigenvalues of the random matrix fall on a semi-circle, In our case m 6= n, hence
it will not follow a semi-circle law but the eigenvalues are bounded. It is also proved in random matrix theory that
the eigenvalues of the covariance matrix are positive [16], if state is entangled, it is known from the Peres-Horodecki
criterion or equivalently Simon criterion Gaussian states that atleast one of the eigenvalue of the covariance matrix
has to be negative. Hence, if the state is entangled then at least one of the eigenvalue is negative it will be outside the
semi-circle that is in the other semi-circle which will be in the negative direction. If all the eigenvalues are positive
then they will be within the range and the states are separable.
V. CONCLUSION
In this paper, we give entanglement criterion for the multi-mode Gaussian states using the Marchenko-Pastur
theorem. We have shown that the Marchenko-Pastur theorem from random matrix theory as necessary and sufficient
condition for separability.
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