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传真以其独有的特点在互联网盛行的今天依然拥有其原
有的地位 , 并且凭借其技术的不断进步 , 得到了市场和用户的
认可和喜爱 , 在办公自动化领域占有重要位置。传真的广泛使
用 , 使得传真自动分发在企业中变得日益重要 , 实现一个传真
自动分发系统 , 不仅便于传真统一管理和提高工作效率 , 还可
以减少人为产生的错分可能性。但因为传真文件没有固定格




识别 , 由于一个企业的员工人数是有限的 , 每个收件人姓名可
能用到的称呼也有限 , 需要识别的字符总数不是很多 , 属于小
样 本 字 符 集 , 因 此 , 传 真 收 件 人 姓 名 识 别 问 题 等 价 于 小 字 符
集 样 本 识 别 问 题 。对 此 , 本 文 将 支 持 向 量 机 ( Support Vector
Machines) 引入传真收件人自动识别系 统 中 , 通 过 对 传 真 收 件
人姓名的识别实现传真文件的自动分发。
1 支持向量机( SVM) 算法
支持向量机( SVM) 是 AT&T Bell 实验室的 Vapnik 等人根
据统计学习理论提出的一种新机器学习方法。它的基本思想是
根据 Vapnik 提出的结构风险最小化原理 , 通过最大化分类间
隔或边缘尽量提高学习机的泛化性能。
支持向量机是从线性可分情况下的最优分类面发展来的。
设线性可分样本集 为 ( xi, yi) , i=1, ⋯ , l, x∈RN, y∈{+1, - 1}是 类
别 标 号 。N 维空间中线性判别函数的一般形式为 g( x) =w·x+b,
分类面方程为 w·x+b=0, 该方程可以将样本无错分开 , 从而保
证了训练错误率为 0。然后对判别函数归一化 , 使两类所有样
本都满足 |g( x) |≥1, 使离分类面最近样本的 g( x) =1, 分类间隔
等于 2 /‖w‖。
根据统计学习理论 , 支持向量机应该在样本中建立最优分
类 面 ( Optimal Separating Hyperplane, 简 称 OSH) , 最 优 分 类 面
的一个重要特征就是使被分开的两类样本的间隔最大 , 因为理
论分析指出 , 间隔最大意味着推广能力强、VC 维上界最小 , 从
而实现 SRM 准则中对函数复杂性的选择 , 这是支持向量机的
核心思想之一。所以 , 满足下述条件 :
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当遇到线性不可分样本的时候 , 可以通过非线性变换 ":
RN→F 把样本映射到某个高维空间 F( 称作特征空间 ) 里 , 在那
里进行线性分类 , 这样分类方程变为 :
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根据泛函理论 , 只要一种内积函数 K( x, y) 满足 Mercer 条
件 , 它就对应某一变换空间的内积 , 因此用内积函数代替内积
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在这里 , 约束条件变为 :
0≤!i≤C, i=1, ⋯ , l ( 7)
其中 , C 是约束参数 , 可根据具体情况确定。因此 , 通过选





( 1) 一个企业的员工人数是有限的 , 每个收件人姓名可能
用到的称呼也有限 , 因此 , 需要识别的字符总数不是很多 , 属于
小样本字符集 ;
( 2) 收件人姓名的前方基本上都有标识符 , 如“收件人 : ”、
“To: ”、“ATTN: ”等 , 可通过匹配这些关键字来定位收件人姓名
部分的图像 ;
( 3) 收件人姓名位置很可能在表格中或下划线上 , 根据这
个特征 , 结合第( 2) 个特征 , 可较快且更准确地定位到收件人姓
名部分的图像 ;
( 4) 收件人姓名可能是印刷体 , 也可能是手写体 , 在字符识
别之前必须让程序先判别 ;
( 5) 收件人姓名中可能包含有汉字、英文、数字等字符 , 在
字符切分时必须充分考虑各种可能情况 ;














文字识别模块的一些功能 , 即先识别出如 “收件人 : ”、“To: ”、
“ATTN: ”等标识收件人姓名位置的特殊字符 , 然后定位并截取





提取的收件人姓名与数据库中的用户进行匹配 , 匹配成功 , 将
该传真发送到收件人的内部邮箱中或以某种方式提醒收件人 ,
匹配不成功 , 转为人工发送。智能分发模块除了具有自动分类、
发送功能外 , 还具有自学习功能 , 即在匹配不成功时 , 经过人工









扰 , 因此采用 Urger 平滑法对字符图像 进 行 去 噪 ; 再 用 直 方 图
投影分割出字符 , 归一化到 24×24 像素点阵。因为印刷体字符
和手写体字符的预处理过程相似 , 所以本文只给出手写体字符







分布的总体情况 , 这类特征的图像预处理简单、对噪声不敏感 ,
但对一些精细部分的反应不灵敏 ; 而由骨架和轮廓得到的结构
分类方法 , 对于精细部分结构反应灵敏 , 但对噪声敏感。采用单
一的特征提取方法利用的汉字信息量有限 , 不可避免地会存在
一些识别的“死角”, 也就是存在利用该特征很难区分的汉字。
因此 , 传真收件人识别系统将统计特征和结构特征相结合 , 扬
长避短 , 发挥各自优点 , 提取了外围轮廓特征、投影特征、网格
点阵特征、Hu 矩不变量特征等共二百多维的特征。
以外围轮廓特征为例 , 其特征提取过程如下 : 针对规格为
24×24 的二值图像字符样本 , 按先后顺序从左、右、上、下四边
分别向右、左、下、上四个方向扫描 , 直至扫描线遇到字符像素
点或与扫描线垂直的中轴 , 记下各自扫描线走过的距离 , 即为






对字符采取分级识别策略 : 将字符样本分为 3 级 , 其中出现频
率最高的为第 1 级 , 偶尔才会出现的字符为第 3 级 , 其余的为
157
2006.07 计算机工程与应用
第 2 级。对待识别字符 , 先用第 1 级字符样本进行判别 , 能识别
则结束 ; 不能识别 , 改用第 2 级样本进行识别 ; 依此类推 , 直到
第 3 级样本还不能识别 , 则判别该字符为拒识字符。
对于每一级字符样本 , 本文采用多个二分类器组合的一对
多 ( One Versus Rest, OVR) 算法 , 将多类识别问题转化为二类
识别问题来解决。每个分类器只将一个汉字与其余汉字区分
开 , 训练样本中该汉字对应的 y 值为+1, 其余样本对应的 y 值
为- 1。首先确定使用的核函数 K, 将训练 k 样本值带入优化函
数中 , 求出最优解及其非零值对应的支持向量 , 并根据任一训
练 样 本 值 求 出 阈 值 b。即 可 求 出 所 有 参 数 值 , 得 到 判 别 函 数
f( x) 。依此类推 , 分别求出所有汉字对应的判别函数。进行字符
识别时将输入信号送到每一个分类器 , 然后循环检查所有的分
类器输出。若某一分类器的输出值为“1”, 则认为输入的字符为
该类对应的汉字字符 ; 否则 , 若所有输出值均不为“1”, 则拒绝
识别该字符。由于识别存在一定的误差 , 可能同时有多个分类
器 的 输 出 值 为 “1”, 此 时 则 判 断 为 第 一 个 输 出 值 为 “1”的 字
符 类。
2.5 实验
本文的实验样本取自某企业 2004 年度下半年共 1 028 封
传真 , 经统计分析 , 其中有 912 封只属于 14 个人 , 为便于取样 ,
我们只对这 14 个人所用到的姓名及称呼字符进行实验 , 其中
有 205 封传真的收件人字符是手写体 , 共用到 22 个汉字 , 无英
文字母 , 其余为印刷体 , 共用到 65 个字符 , 其中 12 个是英文字
母。实验过程中 , 我们选取印刷体字符样本 50 套 , 30 套作为训
练集 , 20 套作为测试集 , 选取手写体字符 30 套 , 20 套作为训练
集 , 10 套作为测试集 , 由于有些字符出现次数未达到取样数 ,
我们采取在字符样本上加上不同的噪声处理来进行样本集的
扩充 , 取惩罚因子 C 等于 100, 采用四种常用的核函数的 SVM
算法先对印刷体字符的识别进行实验 , 所得测试结果如表 1～
表 4 所示。
表 1 线性核函数 K( x, y) =x·y
表 2 多项式内积函数 K( x, y) =[( x·y) /256]d





发现 , 不同核函数的识别时间差别不是很大 , 但对识别率有影





径向基内积函数 ( RBF) 作为核函数对手写 体 字 符 的 测 试
结果表明 , 手写体字符识别率比印刷体字符的识别率要低一
些 , 其原因可以归结为汉字规模大、相似汉字较多且手写体汉
字存在大量不规则变形。同时发现 , 在核函数的参数变化时 , 识
别率会略有不同 , 如在 !2 取 0.5 时 字 符 的 识 别 率 较 高 , 因 此 ,
在实际使用时 , 必须选择合适的参数 , 以提高系统的识别率和








要低的多 ( 5.02%) , 因此如何提高手写体字符的识别率是下一
步需要研究的问题。( 收稿日期: 2005 年 9 月)
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平均 SV 数 平均消耗时间 /s 平均识别率 /%
18 0.403 97.22
d 平均 SV 数 平均消耗时间 /s 平均识别率 /%
1 17 0.428 98.20
2 19 0.442 98.11
3 21 0.435 97.64
4 21 0.423 97.38
5 20 0.432 97.21
6 18 0.422 97.12
!2 平均 SV 数 平均消耗时间 /s 平均识别率 /%
0.1 16 0.434 98.42
0.2 15 0.425 98.55
0.5 15 0.433 99.10
1.0 17 0.424 98.92
1.2 17 0.428 98.60
2.0 19 0.440 98.64
!2 平均 SV 数 平均消耗时间 /s 平均识别率 /%
0.1 11 0.422 92.62
0.2 11 0.423 92.42
0.5 10 0.418 94.08
1.0 12 0.431 93.52
1.2 12 0.426 92.40
2.0 11 0.412 92.64
a b 平均 SV 数 平均消耗时间 /s 平均识别率 /%
1
0.8 17 0.440 97.15
0.9 17 0.429 97.22
1.0 18 0.430 96.83
1.1 19 0.435 97.14
2
0.8 16 0.428 97.35
0.9 16 0.429 97.61
1.0 17 0.431 97.20
1.1 17 0.435 97.14
表 4 神经网络内积函数 K( x, y) =tanh( a( x·y) /256+b)
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