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The problem of self-reciprocal functions is to determine what functions 
are their own Fourier transforms. Since the Hankel transformation is a 
natural generalization of the Fourier sine and cosine transformations, the 
problem is part of the larger problem of finding all functions which are their 
own Hankel transforms, and more generally, of finding all eigenfunctions 
for the Hankel transformation. The problem is considered from this point 
of view by Tit&marsh [I, Chap. IX], on whose work this paper is based. 
The work depends also on the theory of certain Hilbert spaces of entire 
functions. The spaces have these characteristic properties: 
(HI) Whenever F(z) is in the space and has a nonreal zero w, the function 
w4 (z - W(~ - w is in the space and has the same norm as F(z). ) 
(H2) For every nonreal number w the linear functional defined on the 
space by F(z) -+ F(w) is continuous. 
(H3) Whenever F(z) is in the space, the function F*(z) = p’(Z) is in the 
space and has the same norm as F(z). 
If E(z) is an entire function which satisfies the inequality 
I w - ir) I < I E(x + $4 I (1) 
for y > 0, we write E(x) = A(z) - 8(z), where A(z) and B(z) are entire 
functions which are real for real Z, and 
qw, z) = [B(z) A(w) - A(z) B(w)]/[?T(z - ii;)]. 
Let @‘(E) be the set of entire functions F(z) such that 
(I F 112 = [+m 1 F(t)/E(t) 12 dt < 00, 
m 
and such that the inequality 
IJw/2~IIw~(~J) 
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holds for all complex z. Then Z(E) is a Hilbert space of entire functions 
which satisfies (HI), (H2), and (H3). For each complex number w, K(w, x) 
belongs to Z(E) as a function of z, and 
F(w) = (W), qw, t)> 
holds for every F(z) in X(E). A Hilbert space, whose elements are entire 
functions, which satisfies (HI;, (H2), and (H3), and which contains a nonzero 
element, is equal isometrically to 8(E) f or some entire function E(z) which 
satisfies (1). 
The problem of self-reciprocal functions is formally the problem of solving 
the integral equation 
Af(x) = (2?r)-lp /:I eistf(t) dt 
with h = I. A precise formulation of the problem requires a notion of con- 
vergence for the Fourier integral. We always suppose that f(x) is in 
L2(--co, +co) and interpret ST,” as lim fl: with convergence in the metric 
of L2. If f(x) is an eigenfunction for the Fourier transformation, then so is 
f(- x), and for the same eigenvalue. Therefore it is sufficient to consider 
eigenfunctions which are either odd or even. For such functions the Fourier 
integral reduces to a Fourier sine or cosine transformation. The problem then 
is to solve the integral equation 
or 
/If(x) = (2/n)1/2 j,” cos (xt)f(t) dt, 
A&) = (2/~r)l/~ 1: sin (xt)f(t) dt. 
We suppose thatf( x is in L2(0,co) and interpret J-” as lim f”with convergence ) 
in the metric of L2. Since the Fourier sine and’cosine t&sformations are 
isometric in L2(0,co), and since the inverse of each transformation is itself, 
the only eigenvalues are + 1 and - 1. 
The Fourier sine and cosine transformations are special cases of the Hankel 
transformation. The Hankel transformation is defined in terms of the Bessel 
function 
which is a solution of Bessel’s equation of order v, 
x”J:I(x> + xJ(x) + (x2 - v”) J”(X) = 0. 
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Iff(x) is in L2(0, co), its Hankel transform g(x) of order v > - 1 is defined by 
g(x) = j;j(t) J,(xt) (xt)l12 dt. 
The integral lf is interpreted as lim c with convergence in the metric of L”. 
The Hankel transformation is isometric in L*(O,co). If g(x) is the Hankel 
transform off(x), thenf( x is also the Hankel transform of g(x), and we may ) 
speak off(x) and g( x unambiguously as a pair of Hankel transforms. In what ) 
follows some index Y is understood to be held fixed, and we write v = 2h -- 1 
where h > 0. Wh en Y = - i the Hankel transformation is the cosine 
transformation. When v = + 8, it is the sine transformation. 
A fundamental example of a function which is its own Hankel transform 
of order v is y*f~1/2 e-x*/2 . It is a solution of the differential equation 
j”(X) - (v” - d) x-‘f(x) - &y(x) = -- 2(” + l)f(X), 
where the differential operator on the left commutes formally with the Hankel 
transformation. The formula 
y+l/Z ps/z = t”f1’2 ectL'2 j,(d) (&)1/z dt (2) 
0 
can be verified directly by substituting the definition of J”(xt), interchanging 
sum and integral, and evaluating each integral in terms of the gamma function 
I’(z) = r,” e-t FL dt, 
x > 0, z = x + ir. (The interchange is justified by absolute convergence.) 
Incidentally, this proof shows that formula (2) is valid not only when v > - 1, 
but also when Y = - 1. Since J-~(X) = - Jo, the formula in that case 
states that the Hankel transform of order 1 for x-lj2 e&l2 is equal to its 
negative. 
Other Hankel transform pairs are obtained by making changes of variable 
in (2). If a > 0, 
(4 v+l/2 e-a%2/2 and a-l(a-lx)Y'l/P e-a-*+'/2 
are Hankel transforms of order V. Since the Hankel transformation is iso- 
metric in L2(0, co), and hence preserves inner products, the formula 
v+l/'L e-a2t2/Z & = 
I 
yg(t) a-l(a-t')~+l/2 e-u-‘t2/2 dt 
must hold whenever f(x) and g(x) are Hankel transforms of order v. This 
formula provides a useful test for Hankel transforms. 
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THEOREM I. A necessary and su.cient condition that functions f(x) and 
g(x) in L2(0,m) be Hankel transforms of order v is that 
s 
rf(t) (xt)Y+lP e-sZt2P dt = jrg(t) x-1(x-lt)Y+lP e-z’t*P dt 
for all x > 0. 
This method of computing Hankel transforms is given by Titchmarsh 
[l, pp. 247-2481. The reason for mentioning it here is the following example. 
Let a > 0 and choose 
f(x) = a-l(x2 - a2)l/z JA(a(x2 - a2)1/2) x112-v 
for x > a, and 0 otherwise, where h > - 1. Then 
s 
rf(t) (xt)Y+lI” e-x’*‘/, dt 
= &x~+lP 
s 
r (t2 - 4”/2 JA(a(t2 _ 419 e-x8ta/2t dt 
s 
* = a--1xY+1/2 ,-0*x2/2 tAJA(ut) e-zst*l.Lt dt 
0 
= a-A-1/2Xv-A-1e-a%~/2 
s 
m tA+l12 e-@12 L(at/x) (at/x)‘12 dt 
0 
= a-t-1/2XY-L-1e-d58/2 (,/x)"+l'" ,-a%-~p 
= xv-2,1-3/2 e-a%a/2 e-a%-~/2 
, (3) 
by the obvious changes of variables and formula (2). Since x112ji(x) remains 
bounded for large x, f(x) is in L2(0,co) if v > 0 and if - & < X -C v - 4. 
By Theorem I its Hankel transform of order v is given by 
g(x) = a-7x2 - 40/2 Jo(a(x2 - a2)l12) x1/2-v 
forx>u,andOotherwise,wherea=v-l-A.Thecaseh=o=~v-~ 
is obtained (in a different way) by Tit&marsh [I, p. 2641. The example is 
interesting because it shows that a function and its Hankel transform can 
vanish in an interval without vanishing identically, at least if v > 0. 
The example breaks down when v = 0 because the functions are no longer 
square integrable. It turns out however that the limiting case is associated 
with an interesting isometric expansion. This can be used to construct 
functions which vanish in an interval along with their Hankel transforms of 
order zero. 
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THEOREM II. Iff(x) is in L2(0, co), then SO is the function F(x) defined by 
F(x) = jmf(t) Jo(x(t2 - x2)l’“) (xt)1/2 dt 
a 
and the function G(x) defined by 
G(x) = - x j’=f(t) (t2 - x2)-lj2 J,(x(P - x2)l12) (xt)li2 dt, 
z 
and 
1 
a, 
o If(t) I2 dt = jm 1 F(t) I2 dt + jm ) G(t) I2 dt. 
0 0 
Every pair of functions F(x) and G(x) in L2(0, co) is of this fcwm with 
f(x) = j:F(t) Jo(t(x2 - t2)‘12) (xt)li2 dt 
- 
I 
’ G(t) (x2 - t2)-l12 Qt(x” - t2)l12) (xt)ll” t dt. 
0 
If g(x) is the Hankel transform of order zero for f(x), then 
F(x) = - x jug(t) (t” - x2)-lj2 J1(x(t2 - x2)‘/“) (xt)li2 dt 
cl! 
and 
and 
G(x) = j”g(t) Jo(x(t2’ - x2)1/2) (xt)ll2 dt, 
e 
g(x) = j: G(t) Jo(t(x2 - t2)lj2) (xt)li2 dt 
- 
s 
5F(t) (x2 - t2)-lj2 Jl(t(x2 - t2)lj2) (xt)l12 t dt. 
0 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
The integrals in (4), (5), (8), and (9) are absolutely convergent if f(x) and 
g(x) vanish outside of some finite interval. In the general case they are to be 
interpreted in a mean square sense, choppingf(x) and g(x) off outside of large 
intervals. Similarly the integrals in (7) and (10) converge absolutely if F(x) 
and G(x) vanish in a neighborhood of the origin. In general they are taken in a 
mean square sense, approximating by such special functions. 
The importance of Theorem II lies in the isometric nature of the expansion. 
This property is associated with the theory of selfadjoint differential operators 
in L2. 
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THEOREM III. A necessary and su.cient condition that a function f(x) in 
L2(0,00) be equivalent to an absolutely continuous function and that 
fO(x) = - Q i[xf ‘(x) + if WI 
be in L2(0,co), is that the functions F(x) and G(x), dejned by (4) and (5), 
be absolutely continuous and that 
F,(x) = 4 i[xF’(x) + *F(x) + 2x2G(x)] 
G,(x) = - i i[xG’(x) + & G(x) + 2X2F(x)] 
belong to L2(0,co). In this case the functions F,(x) and G,,(x) can be obtained 
from fO(x) by (4) and (5). The H an e k I t runs orm g(x) of order zero of f(x) is f
absolutely continuous, 
is in L2(0, oo), and its Hankel transform is fO(x). 
The Hankel transformation is a special case of a general eigenfunction 
expansion [2] associated with Hilbert spaces of entire functions which satisfy 
(Hl), (H2), and (H3). But the Hankel transformation has special properties 
because the spaces are homogeneous in the sense of [3]: for each number a, 
0 < a < 1, there is a corresponding number k(a) such that k(a) F(az) belongs 
to the space whenever F(z) belongs to the space, and always has the same 
norm as F(z). For this reason the Mellin transformation is of use in studying 
the Hankel transformation. The Mellin transformation is simply a trans- 
formation which is obtained by an exponential change of variable from the 
Fourier transformation, and it gives the eigenfunction expansion for the 
selfadjoint operator 
f(x) + - 9 i[xf’(x) + +f@,l 
in L2(0,co). In working with Hankel transforms of a given order V, we find it 
convenient to use a weighted Mellin transform F(x), defined for f(x) in 
L2(W) by 
F(x) = 2h-ix I’(h - ix) /rf(t) t-1/2+2iz dt. 
The integral s” is interpreted as lim s” in the metric of L2(--co, +co), as 
a + 0 and b $ co. In this notation I!lancherel’s formula for the Mellin 
transformation reads 
s 
m 
7r4h o If(t) I2 dt = /+m (F(t)/r(h - it) 12 dt. 
--m 
(11) 
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The following theorem, which Titchmarsh [l, Theorem 1361 states for the 
cosine transformation, is a simple reformulation of Theorem I. 
THEOREM IV. Let f(x) and g(x) be in L2(0,00) and let F(x) and G(x) 
be the corresponding weighted Mellin transforms. ,4 necessary and su$icient 
condition that f(x) and g(x) be Handel transforms is that F(x) = G(- x) for 
almost all real x. 
Of particular interest are Hankel transform pairs in which one or both 
functions vanish in a neighborhood of the origin. For such functions the 
Mellin transforms have a new interpretation as analytic functions, and 
Theorem IV can be stated in a stronger form. If f (x) is in L2(0,03) and vanishes 
in (0, a), its weighted Mellin transform F(x) can be extended to a function 
F(z), analytic for y > 0, by 
F(z) = 2h-iz T(h - iz) ,;f(t) t-1/2+2iz dt. 
(The integral is now absolutely convergent.) The existence of such an 
extension is a well-known characteristic property of Mellin transforms of 
functions which vanish in a neighborhood of the origin. 
THEOREM V. A necessary and su.cient condition that a function F(x) of 
real x be the weighted Mellin transform of a function f(x) in L2(0,co) which 
vanishes in (0, a) is that 
F+(x) = (& a2)A-ir F(x)/T(h - ix) 
belong to L2( --co, +a), and that 
0 = jim (t - z)-‘F+(t) dt 
--m 
for y < 0. In this case, 
F+(x) = (2+)-l j-+,= (t - z)-‘F+(t) dt 
-cc 
for y > 0, where 
F+(z) = (* a2)A--iz F(x)/T(h - iz). 
(12) 
(13) 
(The definition of F, depends on the choice of a, which is held fixed for this 
purpose.) Because of this analytic version of the Mellin transformation, 
entire functions appear in the study of self-reciprocal functions. 
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THEOREM VI. Letf(x) a&g(x) belong to L2(0,co) and vanish in (0, a), and 
let F(z) and G(z) be the corresponding weighted Mellin transforms defined for 
y > 0. A necessary and suf$&=nt condition that f(x) and g(x) be Hankel trans- 
forms is that F(x) and G(z) have entire extensions which satisfy G(z) = F( - z) 
for all complex z. 
COROLLARY. A necessary and suficient condition that an entire function 
F(z) be for y > 0 the wesghted Mellin transform of a function f(x) in L2(0,co), 
which vanishes in (0, a) along with its Hankel transform, is that 
and that 
)I F iI2 = ltrn 1 F(t)/L-‘(h - it) I2 dt < co 
-02 
(14) 
I F(x + iy)/W + y - ix> I2 < (4 a2>-2u I I F I ?/(4~) (1% 
1 F(x - iy)/Qh + y - ix) I2 < (&u~)-~Y 11 F l12/(4rry) (16) 
for y > 0. 
These entire functions form a Hilbert space in the metric defined by (14). 
The space satisfies the axioms (Hl), (H2), and (H3). In addition these spaces 
have the symmetry property studied in [4]: F(- z) belongs to the space 
whenever F(z) belongs to the space, and it always has the same norm as F(z). 
It is therefore characterized in a unique way by an E(x) function. 
THEOREM VII. There exists an entire function E(a, z), which satisJies (I), 
such that the norm of *(E(a)) is given by (14) and the elements of &‘(E(a)) are 
just the weighted Mellin transforms of those functions in L2(0,co) which vanish 
in (0, u) along with their Hankel transforms. The function E(a, z) may be chosen 
so that E*(a, x) = E( a, - z) and E(a, 0) = 1. It is then uniquely determined 
by a (and v). 
The E(a, z) functions seem to be deeply involved in the study of self- 
reciprocal functions. We are unable to give an explicit determination of these 
functions. Much can be said about them indirectly as a result of the following 
property of the spaces. 
THEOREM VIII. If F(z) belongs to Z(E(a)) and vanishes at i - ih, then 
F(x + i)/(h - iz) belongs to Z(E(a)). If F(z) and G(z) are in S(E(a)) and 
vunish at i - ih, then 
(F(t + i)/(h - it), G(t)) = (F(t), G(t + i)/(h - it)). 
In other words F(x) +F(z + i)/(h - ix) is a symmetric transformation 
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in &(E(a)). Since the transformation is real with respect to the conjugation 
F(z) ---f F*( - z), it has a self-adjoint extension. This observation leads to a 
strengthened form of the identity of Theorem VIII. 
THEOREM IX. There exists an entire function L(a, z), with value 1 at 
- ih, such that 
[F(z + i) - L(a, x) F(i - ih)]/(h - iz) 
belongs to .X(E( )) h a w eneverF(z) belongs to #(E(a)), and such that the identity 
([F(t + i) - L(a, t)F(i - ih)]/(h - it), G(t)) 
= (F(t), [G(t + i) - L(a, t) G(i - ih)]/(h - it)) 
holds for &F(z) and G(z) in X(E(a)). 
COROLLARY. The identity 
(h + izZ> K(a, w, z + i) - (h - iz) K(a, w + i, z) 
= (h + iE) K(a, w, i - ih)L(a, z) - (h - i.) K(u, i - ih, x)E(a, w) (17) 
holds for all complex x and w. 
Since the self-adjoint extension ofF(z) -+F(z + i)/(h - iz) is not unique, 
there are many possible choices of L(a, z). But they differ only in a real 
multiple of (h - iz) K( a, i - ih, x), and there is a natural additional con- 
dition which leads to uniqueness. 
THEOREM X. The function L(a, z) may be chosen of the form 
qa, x> = 4% 4 u(a) + qa, 4 v(a), (18) 
where u(u) and w(a) are constants, and then it is uniquely determined by a 
(and V) . In this case u(u) is real and v(u) is imaginary. 
The identity (17) can now be rewritten as a recursion relation for A(u, z) 
and B(a, z). 
THEOREM XI. There exist real constuntsp(u), Y(U), and s(a) such that 
p(a) r(a) = w, (19) 
and 
[A(a, z + i) - A(a, ih - i)L(a, z)]/(z + ih) 
= - [B(a, z) A(a, ih - i) - A(a, z) B(a, ih - i)] v(u)/(z + i - ih) 
- W(a, 4 s(4 + qa, 4 r(a)] (20) 
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[B(a, z + i) + B(a, ih - i)L(u, x)]/(z + ih) 
= - [B(a, 2) A(a, ih - i) - A(u, z) B(u, ih - i)] u(u)/(x + i - ih) 
+ [&a, 4 p(u) - Wa, 4 W. 
They satisfy 
(21) 
1 - ~?.(a, ih - i)” = v[A(u, ih - i) s(u) + iB(a, ih - i) r(u)] U(U) 
- v[A(u, ih - i)@(u) - iB(u, ih - i) s(u)] v(u). (22) 
A determination of these constants would be a first step in computing the 
E(u, a) functions. Some conjectures can be made on the basis of the theory 
of Hilbert spaces of entire functions. There should exist differentiable, 
decreasing functions a(t) and y(t) of t > 0 such that 
A’(t, z) = - zqt, z) y’(t) (23) 
B’(t, z) = .zA(t, z) a’(t) (24) 
for each fixed z, where 
d(t) y’(t) = 4t-2 (25) 
and the primes denote differentiation with respect to t. For similar differential 
equations see Theorem I of [2]. The simple form of the equations is a conse- 
quence of symmetry [4]. Formula (25) is conjectured by comparison of 
Theorem X of [5] with the growth properties of E(u, .a) suggested by formulas 
(15) and (16). 
Differentiate each side of (20) and (21) f ormally with respect to the para- 
meter a and simplify using (23) and (24). The result is an expression for 
A(u, z + i) and B(u, x + i) in terms of A(u, z) and B(u, z). Certain relations 
must hold if these formulas are to be consistent with (20) and (21). Except 
for an arbitrary constant, these are 
p(u) = - +z-W(u), r(u) = - 4 u-y(u), s(u) = u-2, 
U’(U) = iha’ w(u), w’(u) = - ihy’(u) u(u), 
[ua’(u)]‘/[ua’(u)] = - 4uL(u, ih - i) 
[uy’(u)]‘/[uy’(u)] = 4uL(u, ih - i). 
(More generally an arbitrary constant might appear as a factor in p, 4, and s, 
but we conjecture that this number is unity.) If these formulas are true, a 
knowledge of L(u, ih - i) is sufficient to determine all the other quantities 
in the problem, within constants of integration. Formal differentiation will 
show that the function L(x) = L(x, ih - i) satisfies the equation 
(x(xL(x)“(xL’(x))‘)‘)’ - 4x-%(x)-1 (XL’(X))’ 
= 16(X9L(x) L’(x))‘, 
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and is not a constant when v # 0. From this it appears that L(a, ih - ;) is 
not an elementary function. If v = 0, h = 4 and 
qu, ih - i) =L(a, - ih) = 1. 
In this case the L(a, z) function cancels from the recursion relations, which 
simplify to 
A(a, z + i) = A(u, z) - (z + ii) [i&z, 2) s(u) + B(a, z) r(u)] 
B(u, z + i) = - B(u, 2) + (z + $ i) [A(u, z) p(u) - iqu, .z) s(u)]. 
The function 
P(u, z) = A(u, z) up(u)“” - iqu, z) ur(u)lfi 
then satisfies the equation 
W% z + i) - (1 - 2iz) P(u, z) - $P(a, s - ;) = 0. 
If we look for a solution of the form 
P(u, z) = [mf(u, t) t-2 dt, 
0 
this is the requirement that f(u, x) satisfy the first order differential equation 
f’(u, x) + u‘yx - x-3)f(u, x) = 0 
as a function of x. The solution is forf(u, x) to be a constant multiple of 
exp (- 4 a%+ - $ ~~5~). 
These formal considerations do lead to a correct solution of the recursion 
relations when v = 0. (A similar analysis when v # 0 leads to a complicated 
third order differential equation.) 
THEOREM XII. When v = 0, 
A(% Z) = (%T-‘/~ a Irn exp (- 4 $(t - t--1)2) (1 + r-2) r-aiz & (26) 
0 
B(U,Z) = i(+~)l/~u J," exp(- i$ a2(t + t~l)~) (1 - tF) t-ziz dt (27) 
for all complex z. 
An unsolved problem is to find an analogous formula for A(u, z) and &a, z) 
when v # 0. The situation is different in this case because L(u, ih - i) is not 
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known and because L(a, z) does not cancel from the recursion relations. If 
L(a, ih - i) is not an elementary function, and there is reason to believe that 
it is not, the analogous representations of A(a, z) and B(a, z) when v # 0 
must involve nonelementary functions in the integrand. As we will show 
below, the solution when v = 0 is closely related to Theorem II. The following 
property of the expansion of Theorem II is a consequence. 
COROLLARY. Let f(x) and g(x) be Hankel transforms of order zero, and let 
F(x) and G(x) be the corresponding functions defined by (4) and (5). A necessary 
and sufficient condition that f(x) and g( x vanish in an interval (0, a) is that ) 
F(x) and G(x) vanish in (0, a). 
An unsolved problem is to find the generalization of Theorem II when 
Y # 0. From the proof of the corollary it will be clear that this problem is 
equivalent to the problem of generalizing Theorem XII. Our conjecture is 
that an analogous isometric expansion does exist, but that the Bessel functions 
appearing in (4) and (5) must be replaced by nonelementary functions. We 
see no effective way of computing these functions. 
PROOF OF THEOREM I. The necessity was proved before the statement of 
the theorem. For the sufficiency let fO(x) be the Hankel transform of g(x). 
By the necessityf(x) - fO(x) is orthogonal to xy+l12 e-a8x2/2 for every a > 0. 
Since the vector span of these special functions is dense in L2(0,00), 
f(x) = fO(x) almost everywhere. (For density see the treatment of Weierstrass’s 
singular integral, Titchmarsh [l, Theorems 13 and 161.) 
PROOF OF THEOREM II. If 
,f(x) = (~x)y+l/a e-aa@*/2 
for some number a > 0, the integrals in (4) and (5) can be evaluated by 
formula (3). The result is 
F(x) = &jZxl/2 e-a=xz/2 e-a-axa/2 
(28) 
G(x) = &Z&/2 e-aaxa/2 e-a-exz/2 
because of formula (3). For a > 0 and 6 > 0, 
(29) 
s 
r (at)lP e-a*@/2 (bt)lP e-b’@/2 dt 
s 
m 
= a-2/2p/2 e--a”t2/2 e-a-at8/2 b-3/2t1/2 e-b=t=/2 e- b-ata/2 & 
0 
&2t1/2 e-aata/2 e--o-ata/2 /,1/2t1/2 e-bata/2 e-b-ata/2 dt, 
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(aby” (a2 + by = (ub)-3’2 (a2 + 62 + u-2 + P-1 
+ (dy (u” + b” + u-2 + b--2)-1. 
Formula (6) follows whenf(x) is a finite linear combination of the functions 
(,,)1/2 @%2/2, a > 0. Since such combinations are dense in L2(0,co), for- 
mula (6) is valid for all f(x) in L2(0, co). 
As we have seen the pair of functionsF(x) and G(x), given by (28) and (29), 
are of the form (4) and (5) f or some f(x) in L2(0, co). The same is true if a 
is replaced by u-l in (28) and (29). It follows that the function 
is of the form (4) for some function f(x) such that G(x), given by (5), vanishes 
identically. But a is arbitrary and the span of the functions x112 e-a-2r2/2 
e-a-zx=/2 a > 0, is dense in L2(0, co). Since (6) holds, every function F(x) 
in L2(0,k) has a representation of the form (4) for somef(x) such that G(x) 
vanishes identically. Similarly every function G(x) in L2(0,00) has a repre- 
sentation of the form (5) for somef(x) such that F(x), given by (4), vanishes 
identically. It follows that every pair of functions F(x) and G(x) in L2(0,00) 
has a representation of the form (4) and (5) for somef(x). Formula (7) now 
gives the inverse (which is the adjoint) of the isometry defined by (4) and (5). 
If f(x) = (,,)W e-a*~2/2 its Hankel transform is u-~(u-~x)~/~ e-a-2r2~2; 
and formulas (8) and (9) are verified by looking at (28) and (29). The general 
case of formulas (8) and (9) f o 11 ows by linearity and continuity. Formula (10) 
is now a consequence of formula (7). 
PROOFOF THEOREM III. If 
f(x) = glP*‘P pw2, 
then 
and 
fo(x) = - $i(ui3/& + +) [u1k1i2 e-a2rZ12] 
go(x) = - +i(aa/aa + 4) [,-V,li% e-a-“9 
where the derivatives converge in the metric of La(O,oo). In this case F(x) and 
G(x) are given by (28) and (29) an d a short computation will show that 
Focx) = _ Q ;(uqau + +) [u-3/2xli2 &d/2 e-a-e9/2~ 
G,(x) = - 4 @/au + 4) [u1/2,V2 e-a2=a/2 e-a-*~2/2]. 
9 
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Since (6) holds, F,,(x) and G,( x can be obtained from fs(x) by (4) and (5) ) 
in this case, and g,,(x) is the Hankel transform of fJx). The theorem now 
follows from the fact that two self-adjoint transformations which agree on a 
dense subspace of a Hilbert space are identical. 
PROOF OF THEOREM IV. The theorem follows from the identity of Theo- 
rem I on taking the Mellin transform of each side. 
PROOF OF THEOREM V, the necessity. The function F+(x) belongs to 
L2(--co, +co) by Plancherel’s formula for the Mellin transformation. 
Formula (12) is proved by setting z = w equal to a constant, writing the right 
side of (12) as an inner product in L2(--co, +co), and transforming it by 
Plancherel’s formula into an inner product in L2(0,co). Formula (12) follows 
from the identity 
I3 2h-T(h - ix) 
s 
t-1/2+2iwt-1/2+2ix& 
0 
which is valid when i(W - w) < 0. Formula (13) is proved in a similar way 
from the identity 
2l&-i~r(h _ ix) jmt-l/2+2iwt-l/2+2izdt 
a 
= Q i 2h-i3Gr(h - ix) &i(Z-Za)/(x - w), 
which is valid when i(E - w) > 0. 
PROOF OF THEOREM V, the suficimcy. By reversing steps in the proof of 
necessity, we obtain 
0 = j: t--lP+2iwf(t) & 
when i(@ - w) < 0. Let w = x - is, where E > 0. By Plancherel’s formula 
for the Mellin transformation, 
0 = j”, Pf If(t) I2 dt 
and hencef(x) = 0 a.e. for 0 < x < a. 
PROOF OF THEOREM VI, the suficiency. The sufficiency follows from the 
sufficiency in Theorem IV once it is shown that F+(x) = lim F+(x + iy) a.e. 
as y L 0. This follows from formulas (12) and (13), which imply that 
F+(x + iy) = (Y/T) jtm / t - x - iy Is2 F+(t)dt 
-02 
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for y > 0. See the discussion of Cauchy’s singular integral, Titchmarsh 
[l ; 30-311. 
PROOF OF THEOREM VI, the tzecessity. Let W(a, uf, z) be defined so that 
2ni(E - z) W(a, w, z) = (+ u*)+~~ I’(h -- iz) I’(h -c iE) 
- (+z*)~~-~~ I’(h + iz) T(h - iG). 
Formulas (12) and (13) for F(z), the analogous formulas for G(z), and the 
hypothesis that G(x) = F( - x) imply that 
F(w) = IimF(t) t”@, w, t) / T(h - it) I-8 dt 
-m 
for i(G - w) > 0, w # i(n + h), n = 0, 1, 2, a.., and that 
G(- w) = /+-F(t) W(a, w, t) I F(h - it) I-* dt 
--m 
for i(rZ - w) < 0, w # - i(n + h), n = 0, 1, 2, *a* . The integral appearing 
on the right side of each formula gives the analytic continuation of F(z) into 
G(- a) across the real axis. 
PROOF OF THE COROLLARY TO THEOREM VI. The necessity is immediate 
from Theorem VI. Inequalities (15) and (16) are the result of applying the 
Schwarz inequality to (13) and its analogue for F*(z). The sufficiency is 
proved by showing that F(z) satisfies the hypotheses of Theorem V. A similar 
argument shows thatF( - a) satisfies the same hypotheses. When this is shown 
the corollary follows from Theorem VI. 
To complete the proof of sufficiency we must show that F(z) satisfies (12) 
and (13) if (15) holds. Since F+(x) belongs to L*( -co, +co), we must cer- 
tainly have 
I +” (1 + t”)-l /F+(t) Iz dt < co. --m 
By Jensen’s inequality, 
s +m (1 + t”)-l log+ j F+(t) I dt < co. --m 
Calculation from (15) will show that 
lim inf t-l 
s 
a log+ I E;(rea) I sin 8 de = 0 
0 
(30) 
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as r + co. The proof of Theorem 6.54 of Boas [6] will show that 
1% 1 F+(x + iy) 1 < (y/n) /+m 1 t - x -- iy I-2 log 1 F+(t) ) dt 
-02 
for y > 0. By Jensen’s inequality, 
I F+(x -I- iy) 1’ < (y/n) jtrn ( t - x - iy /-2 /F+(t) /2 dt 
-cc 
< by)Y 1’” I F+(t) I2 dt --m (31) 
for y > 0. By the same Boas reference we can now conclude that 
F+(x + iy) = (y/n) Iirn ( t - x - zj~ I-2F+(t) dt 
--ou 
for y > 0. A partial fraction decomposition gives 
F+(z) = (2?ri)-l ltrn (t - z)-lF+(t) dt - (2ni)-l jirn (t - z)-lF+(t) dt 
-w --co 
for y > 0. The first integral is analytic in z and the second is conjugate 
analytic. Since the difference is analytic, the second integral is also analytic 
in Z. By the Cauchy-Riemann equations, the second integral is a constant. 
The second integral has to be identically zero because it has limit zero at the 
far end of the imaginary axis (by an obvious use of the Schwarz inequality). 
Formulas (12) and (13) follow. 
PROOF OF THEOREM VII. Let # be the set of entire functions which 
satisfy (14), (15), and (16). As in the proof of the Corollary to Theorem VI, 
the apparently weaker condition (30) is equivalent to (15) for an entire func- 
tion which satisfies (14). But a sum of entire functions which satisfy (30) is an 
entire function which satisfies (30). Therefore a sum of entire functions in Z& 
is an entire function which belongs to .X, and &’ is a vector space over the 
complex numbers. The space has a unique inner product whose norm is given 
by (14). Completeness of this inner product space is an obvious verification 
from inequalities (15) and (16). The space satisfies (HI) because (15) is 
equivalent to (30) for entire functions which satisfy (14), and (30) is unchanged 
when an entire function is multiplied by a linear factor. The axiom (H2) is a 
consequence of (15) and (16). The axiom (H3) is a consequence of symmetry 
in the conditions (15) and (16). 
To show that X contains a nonzero element, we must by Theorem VI 
show that there exists a functionf(x) in L2(0,00) which vanishes a.e. in (0, a) 
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along with its Hankel transform of order Y, and which does not vanish identic- 
ally. An example of such a function is given above after the statement of 
Theorem I if v > 0. If v < 0, choose a nonzero entire function F(z) which 
satisfies (14), (15), and (16) with v replaced by v + 2. Such an entire function 
exists because v + 2 > 0, and it can be chosen with a zero at any given point 
w. The function F(z)/(z - w) will then satisfy (14), (15), and (16) for the 
given v, and so will be a nonzero element of X’. 
Since .Z is a Hilbert space of entire functions which satisfies (HI), (H2), 
and (H3), and which contains a nonzero element, it is equal isometrically 
to X(E(a)) for some entire function E(a, Z) which satisfies (1). Since 
F(x)/(z - W) belongs to Z whenever F(z) belongs to fl and has a zero W, 
E(a, Z) can have no real zeros. By Theorem VI, F( - Z) belongs to Z when- 
everF(z) belongs to 2, and it always has the same norm asp(z). By Theorem I 
of [4], E(a, Z) may be chosen so that E*(u, x) = E(u, - Z) and E(u, 0) = 1. 
It is then uniquely determined by X’. 
PROOF OF THEOREM VIII. A function F(z) in Z(E(a)) is the weighted 
Mellin transform of a function f(x) in La(O,co) which vanishes in (0, a). The 
function fs(x) = x-“!(x) therefore belongs to L2(0,co). Since F(z) belongs to 
*(E(a)), the Hankel transform g(x) off( x a so vanishes in (0, u). The Hankel ) 1 
transform 
got4 = j)l(t) J”W W’” dt (32) 
offa belongs toL2(0,co). Because j”(x) satisfies Bessel’s equation of order V, 
g,,(x) is a differentiable function of x > 0 with an absolutely continuous 
derivative, and it satisfies the differential equation 
almost everywhere. Since g(x) vanishes in (0, a), this means that 
gb’(x) = (v” - 4) x-2 g&x) 
for 0 < x < a. From the representation (32), we also have that x1’2-rg,(x) 
is continuous in the closed half-line x 2 0 and has derivative zero at the 
origin. It follows that gc,(x) is equal in (0, a) to a constant multiple of xYf112. 
If this constant coefficient is equal to zero, then g,,(x) vanishes in (0, a) and 
the weighted Mellin transform F,(Z) = *F(z + i)/(h - &) offs(x) belongs 
to #‘(E(u)). Th e necessary and sufficient condition for g&x) to vanish in 
(0, a) is thatF(i - ih) = 0. Since the transformationF(z) -+F(z + i)/(h - is) 
in X(E(u)) corresponds to f(x) -f(x)/(Q x2) in L2(0,co), it is a bounded 
symmetric transformation in s(E(a)). 
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PROOF OF THEOREM IX. Let H be any bounded selfadjoint extension of 
the transformation F(z) +F(z + i)/(h - iz) in %‘(E(a)). If F,(z) and F,(z) 
are in *(E(a)), and if G,(z) and Gs(z) are the corresponding functions 
obtained by the action of H, then F,(z) F2(i - ih) - Fr(z) F,(i - ih) belongs 
to .#(E(a)) and vanishes at i - ih. Since H is linear, 
[F,(z + i)F,(i - ih) - F,(z + i)F,(i - ih)]/(h - iz) 
= G,(z)F,(i - ih) - G,(z)F,(i - ih), 
or equivalently, 
[F,(z + i) - (h - iz) Gl(z)]/Fl(i - i/a) 
= [F,(z + i) - (h - iz) GZ(z)]/F2(i - ih) 
if F,(i - ih) and F,(i - i/z) are not zero. The function 
L(u, z) = [F(z + i) - (h - iz) G(z)]/F(i - i/z), 
where H : F(z) -+ G(x) and P(i - i/z) # 0, therefore does not depend on the 
choice ofF(z) in #(E(a)). With this choice ofL(u, z), 
H : F(z) + G(z) = [F(z + i) - L(u, z) F(i - ih)]/(h - iz). 
PROOFOFCOROLLARYTO THEOREM IX. If 
F(z) = K(u, a, z) and 
in the identity of Theorem IX, it reads 
G(z) = K(a, B, z) 
[F@ + i) - L(u, /3)F(i - ih)]/(h - i/l) 
= [C(ci + i) - E(u, a) G;(i - ih)]/(h + &) . 
The desired identity (17) follows on substituting the definitions of F(z) and 
G(z), replacing 01 by w, replacing /I by z, and simplifying. 
PROOF OF THEOREM X. A proof will be given only in the case Y # 0. 
The case Y = 0 is exceptional because of vanishing denominators, but it can 
be verified from Theorem XII. 
By Theorem IX, 
U : F(z) -+ [F(z + i) - L(u, z) F(i - ih)]/(h - iz) 
is a bounded self-adjoint transformation in &‘(E(u)). Because of (H2), so is 
I/’ : F(z) -+ [F(z - i) - L*(u, z) F(ih - i)]/(h - iz). 
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A short computation will show that 
vuv :F(z) --+ [F(z) -L*(a, 2 + i)F(ih - i)]/(h - I + iz) 
+ [F(z) - L(a, 2) F( - ih)]/(h - iz) 
+ F(ih - i) [L(a, 2) L*(a, i - ih) - L*(a, z + i)]/(h - iz) 
and that 
vVU : G(z) --+ [G(z) - L(a, z - i) G(i - ih)]/(h - 1 - iz) 
+ [G(z) - L*(a, 4 G(Wll@ + W 
+ G(i - ih) [L*(a, z) L(a, ih - i) - L(a, z - i)]/(h + iz). 
If we choose F(z) so that F(ih - i) = 0 and F( - ih) # 0, we obtain 
[F(z) .- L(a, z)F(- ih)]/(h - iz) in #(E(a)). It follows that the same 
expression belongs to Z’(E( )) h a w enever F(z) belongs to &‘(E(a)). Similarly, 
[G(z) - L*(a, z) G(ih)]/(h + ix) belongs to #(E(a)) whenever G(z) belongs 
to X(23(a)). The expression 
([F(t) - L(a, t>F( - Wll(h + it), G(t)) 
= (F(t), [G(t) - L*(a, t> G(Wll(h + itI> 
vanishes whenever F(ih - i) = 0 and G(i - ih) = 0 by (Hl) and the self- 
adjointness of U and V. The same expression vanishes by (Hl) ifF( - ih) = 0 
and G(a) = 0. Furthermore, if G(z) is replaced byF*(z) and ifF(z) is replaced 
by G*(z), the net effect is to reverse the sign of the expression. It follows that 
there exists a real number k such that 
<F(t) - L(a, t) F(- Wll(h - it), G(t)> 
- (F(t), [G(t) - L*(a, t) W)ll(h + 4) 
= R[F(ih - i) C(ih) - F( - ih) C(i - ih)] 
for all F(z) and G(z) in Z(E(a)). If 
L,(a, 2) = L(a, a) + K(h - iz) K(a, i - ih, z), 
then the transformation 
F(2) + [F(z + i) - L,(a, z)F(i - ih)]/(h - iz) 
is self-adjoint in H(E(a)) and 
([F(t) - &,(a, Vt- W/(h -.iQ WD 
= <F(t), [G(t) - L,*(a, t) G(ihlll(h + W 
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for all F(z) and G(z) in Z(E(a)). If we replace L(a, a) by &(a, a), we can 
suppose, with no loss of generality, that k = 0. 
When F(z) = K(a, (Y, Z) and G(Z) = K(a, /3, a), this last identity reads 
[F(p) - L(a, 8) F( - ik)]/(h - $3) = [e(a) - qu, 5) e(ik)]/(k - iq. 
Substitute the definitions of F(z) and G(z), replace /3 by a, and replace 01 by w. 
The identity simplifies to 
(z - E) qu, w, z) = qu, x) (- ik - zz) K(u, w, - ik) 
+ qu, q (z + 2%) K(u, ik, z). 
It follows that (18) holds for some constants U(U) and o(u). 
We have seen that 
F(z) + [F(z + i) - L(u, z)F(i - ik)]/(h - 2-z) 
is a bounded self-adjoint transformation in #(E(u)). Since F*( - a) belongs 
to &‘(,!?(a)) whenever F(z) belongs to Z’(E(u)), and since it always has the 
same norm as F(Z), 
F(z) -+ [F(z + i) - L*(u, - z)F(i - ih)]/(h - ix) 
is a bounded self-adjoint transformation in &‘(E(u)). The difference 
F(z) +F(i - ih) [L(u, z) - L*(u, - z)]/(h - iz) 
is therefore a self-adjoint transformation in *(E(u)). But since L(u, Z) and 
L*(u, - z) are linear combinations of A(u, Z) and B(u, z), 
[L(u, z) --L*(u, - z)]/(k - iz) 
is a constant multiple of K(u, - ih, x). Self-adjointness of this last trans- 
formation implies that the constant is zero, so that L(u, a) - L*(u, - Z) 
vanishes identically. Since E*(u, z) = E(u, - a) and since A(u, Z) and 
B(u, z) are linearly independent because of (1) for E(u, z), we must have U(U) 
real and w(u) imaginary. 
PROOF OF THEOREM XI. Substitute the definition of K(u, w, Z) and the 
form (18) of L(u, a) into the identity (17). Formulas (19), (20), and (21) are 
obtained by a routine calculation. Formula (22) is obtained from formulas (20) 
and (21) on replacing z by z - i in each equation and taking the star of each 
side. Formula (22) must hold if the new pair of equations thus obtained is to 
be consistent with (20) and (21). 
SELF-RECIPROCAL FUNCTIONS 453 
PROOF OF THEOREM XII. We will show that the functions A(a, a) and 
B(a, z) defined by (26) and (27) are the functions required for Theorem VII 
when v = 0. These clearly are entire functions of z for each fixed a > 0, 
and they are real for real a. By replacing t by t-l in the defining integrals, 
we find that B(a, Z) is odd and A(a, Z) is even. The differential equations (23) 
and (24) are verified by differentiating under the integral sign in (26) and (27) 
and integrating by parts. From this calculation we obtain 
a’(t) = - 2t-‘r e--2t2 (33) 
y’(t) = - 2t-IT-1 p. (34) 
Note that the integrand in (26) goes to zero as a -+ co for each t # 1 and that 
(27~)-l/~ a 1: exp (- $ u2(t - t-1)2) (1 + t-2) dt 
It follows that $a, 0) = 1 and that lim A(u, Z) = 1 as a -+ co. A similar 
argument will show that B(a, 0) = 0 and that lim B(u, a) = 0 as a -+co. We 
are now in a position to apply the theory of Hilbert spaces of entire 
functions. By theorem IV of [3], E(a, z) = A(u, a) - i&a, z) satisfies (1) 
for each a > 0, and /QE(u)) contains &‘(E(b)) isometrically when a < b. 
(The present notation differs trivially from that of [7] since the spaces are 
parametrized in decreasing order.) 
Now let us study asymptotic behavior as u + 0. Formulas (26) and (27) 
can be written in the form 
(+a")-$2 A(a,z) = &.+/2 eaa 
s 
m,-te-a4t-1/4(1 + 8 a2t-l)t-1/2-iz & 
0 
I 
00 
(& u’L)-is B(u, z) = 4 iv1’2 e-a2 e-t e-a%-‘/4(1 _ + u2t-1)t-l/2--i% &. 
0 
By the Lebesgue dominated convergence theorem, 
lj$I (& Spiz A(u, x) = 4 7r112F($ - iz) (35) 
ljz (Q u2)-iz B(u, z) = =$ i771/21Y& - iz) (36) 
when y > 8. Also if 
P(U, Z) = 7~~1~ e-a2 A(u, z) - i7r-1/2 & B(u, z), 
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then 
s 
00 (4 u2)-iZ qa, 2) = ,-t e-a4t-1/4 t-l/2-iz & 
0 
and 
ljz (8 &y-i* P(a, 2) = ‘(Q - i2) (37) 
for y > - *. The convergence is uniform on compact sets. 
By Theorem I of [8] the formula 
I I F I I2 = Sf m I F(t)/P(a, t) 12 dt 
--m 
holds in #(E(u)) f or everyF(z). Since &(E(a)) contains #(E(b)) isometrically 
when a < b, the same formula holds in #(E(b)) for every@). By Theorem V 
of [8] there exists a function W(b, a, z), which is analytic and bounded by 1 
for y > 0, such that 
r E(b, t)!p(a, t) 2 dt = Re W, 2) + E*(b, 2) W(h a, 2) 
7r (t - x)” + y” E(b, z) - E*(b, z) W(b, a, z) 
for y > 0. Let b be held fixed and choose a decreasing sequence (a,,) of 
positive numbers, with limit zero, such that 
W(b, z) = lim W(b, a, , z) 
exists for y > 0. (Such a sequence exists because the analytic functions are 
uniformly bounded.) By the Poisson representation of a function positive 
and harmonic in a half-plane, there exists a nondecreasing function p(x) 
and a number p > 0 such that 
Re E’(b, 4 + E*(b, 4 J,f’(b, 4 
E(b, a) - E*(b, 2) W(b, 2) 
for y > 0. By Theorem V of [8], p = 0 and 
I I F l!2 =j-+m I W)lW, t) I2 44) 
-02 (38) 
holds in #(E(b)) for every F(2). By construction 
I 
i* d/4 s +m --Q1 (t - 4” + y2 = A22 I E(h W’(a, 9 t) I2 dt --m (t - x)” +v2 
SELF-RECIPROCAL FUNCTIONS 
for y > 0. It follows that 
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whenever s and t are points of continuity of p(x). By (37) 
&) - /L(S) = j” ( ,??(/I, x)/T@ - ix) I2 dx. 
s 
Formula (38) now implies (14) in %‘(E(b)), with h = 8. 
As in the proof of Theorem X of [7], formulas (23) and (24) imply that 
(+ uy qu, x + iy, x + iy) 
is a nonincreasing function of a for each fixed x and y. The definition of 
K(a, w, z) implies that 
qa, x + $5 x + jr) < I Jya, x + i) 12/(475y) 
for y > 0. By (37) we can now conclude that 
(+ a2j2u qa, x + ;r, x + jr) < I F(& + Y - ix) 12/(+Y) 
for y > 0. Every F(z) in Z(E(u)) therefore satisfies (15) and (16) with h = 4. 
Now consider the Hilbert space of entire functions which satisfy (14), (15), 
and (16) for any given positive u. By Theorem V of [5] this space is equal 
isometrically to SfF(E(p(a))) f or some number p(u) < a. By Theorems IX 
and X of [5], 
log (+p(b)“) - log (*p(u)“) = 1; (a’(t) +(t))l’” dt 
= 
s 
b 2t-ldt = 2 log (b/u) 
a 
whenever a < b. So, p(a)/a = p(b)/b andp(a) = pa wherep < 1 is a constant. 
Since the elements of #‘(E@u)) satisfy (15) and (16), 
(4 u2P K(a, x + 9, x + +> < P4u I r(* + y - ix) 12/(hy) 
for y > 0. But (35) and (36) imply that 
lim (6 u2)2U K(u, x + iy, x + iy) = / r($ + y - ix) j2/(47ry) 
for y > 4. It follows that p >, 1, and since the reverse inequality holds by 
construction, that p = 1. In other words the set of entire functions which 
satisfy (14), (15), and (16) is #(E(u)). 
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PROOF OF THE COROLLARY TO THEOREM XII. The proofwill use the 
eigenfunction expansion for Hilbert spaces of entire functions, which is 
Theorem III of [2]. Let the spaces *(E(a)) be as in Theorem XII. If u(x) 
and V(Z) are measurable functions of x > 0 which vanish for x < a, and if 
s m 1u(t) 1 t-l e-2ta dt and I co 1 o(t) I2 t-l e2@ dt 0 0 
are finite, the integral 
d(z) = Irn u(t) A(t, z) 2?rt-l e--2t” dt + Irn u(t) B(t, z) 2r9-l estP dt 
0 0 
is absolutely convergent and defines an entire function which belongs to 
#(E(a)). Every element of S(E(a)) is of this form, and 
n 11 L II2 = lr ( u(t) I2 2d-1 e-2tB dt + Irn 1 v(t) 12 2n-9-l e2ta dt. 
0 
If 
F(x) = 21/z 3+/2[4x) &P e-“* - i W(X) 7+i2 es*] 
G(x) = 21P x-Y2[u(x) ~$1~ e-z* + i w(x) n-l/2 ezB], 
then 
2?rL(z) = fk(t) P*(t, z) 2l/‘2 t-1/2dt + Irn G(t) P(t, z) 21/2 t-li2dt, (39) 
0 0 
and 
2~ II L I I2 = 1: I F(t) I2 dt + Irn ( G(t) I2 dt. 
n 
On the other hand L(s) is the weighted Mellin transform of a function in 
L2(0,co) which vanishes in (0, a). To determine this function we use the 
representation 
A(u, z) = (2~7)-l/~ 8 a eaa 21/2-izF(& - iz) 
X [,; Jo(u(t” - u”)‘/2) t2’edt - u j-r (ta - 3-W Jl(u(ta - a”)‘/“) t2”dt] 
B(u, 2) = - i(* n)l12 4 a e+* 21/2-rzT(Q - iz) 
X [,; Jo(u(t2 - u2)‘/2) t”‘“dt + a jr (t2 - $-l/2 Jl(u(t2 - u~)~/~) t”.dt], 
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which are valid when y > $. The integrals are evaluated by substituting 
the definition of the gamma function, rearranging the double integral so as to 
use (3), and comparing with (26) and (27). The formulas imply that 
211’ .-w fya, z) = - a 21P-Pq - iz) 
21/” u-l/2 Y*(u, z) = 2Wzr(+ - iz) jm Jo(u(t2 - $)lI'L) (ut)l/‘2 t-li-izdt. a 
(41) 
IfF(x) and G(X) are inL2(0,co) and iff(x) is defined by (7), substitution of (40) 
and (41) in (39) leads to 
2~rL(z) = 21/2--izf(3 - iz) j; t-lP+‘tizf(t) dt, (42) 
which means that 2&(z) is the weighted Mellin transform off(x). To obtain 
(42) from (39) it is necessary to interchange nonabsolutely convergent double 
integrals. The interchange may be justified by absolute convergence when 
F(x) and G(X) are of the form (28) and (29). The general case follows by 
linearity and continuity in the L2 metric. 
The corollary now follows from the theorem and the eigenfunction expan- 
sion for Hilbert spaces of entire functions, which is Theorem III of [21. 
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