Abstract. We construct a metrizable simplex X and a Baire-two function f on X satisfying the barycentric formula such that f is not of affine class two; i.e., there is no bounded sequence of affine Baire-one functions on X converging to f . This provides an example of a Banach L ∞ -space E such that E * * 2 = E * * B 2
Introduction
If X is a compact space, let C(X) stand for the space of all continuous functions on X, B α (X) denote the space of all functions of Baire class α on X, B ω 1 (X) = α<ω 1 B α (X) stand for the space of all Baire functions and B(X) be the space of all Borel functions on X. We recall that a bounded function f on X is universally measurable if f is measurable with respect to every Radon measure µ on X. We denote the space of all universally measurable functions U(X).
Let A(X) stand for the space of all affine continuous functions on a compact convex subset X of a locally convex space and let A 1 (X) denote the space of all functions of affine class one, i.e, the space of all pointwise limits of bounded sequences of affine continuous functions.
Inductively, for a countable ordinal number α we define the space A α (X) of functions of affine class α as the family of pointwise limits of bounded sequences {f n }, where functions f n are of lower affine classes (cf. [8] ).
A function f ∈ U(X) is said to satisfy the barycentric formula if µ(f ) = f (r(µ)) for any probability Radon measure µ on X. (Here r(µ) stands for the barycenter of µ; we refer the reader to the next section for notions not explained here.) Functions satisfying the barycentric formula are sometimes termed strongly affine (see [26, Introduction] ). It is easy to see that any strongly affine function is bounded (see [15, Satz 2 
.1]).
Let A bf (X) stand for the space of all strongly affine functions on X. By a result of G. Choquet (see [1, Theorem I.2.6] ), any affine Baire-one function f on X is bounded and strongly affine. By a result of G. Mokobodzki, f is a pointwise limit of a bounded sequence of affine continuous functions on X (see [22, Théorème 80] ).
In the terminology of M. Capon introduced above, affine Baire-one functions are of affine class one.
The question of a possible generalization of this result for affine functions of higher Baire classes was solved by M. Talagrand in [26, Theorem] . He constructed a strongly affine Baire-two function f on a compact convex set X such that f / ∈ A α (X) for every countable ordinal α. The set X also has a remarkable feature that any affine Baire-one function on X is continuous and hence A(X) = A α (X) for each α < ω 1 .
If we turn our attention to simplices, the structure of spaces A α (X) for a metrizable simplex X is much richer in general. If X is a metrizable simplex, whose set ext X of all extreme points of X is not closed, then there exists a continuous convex function f on X such that its upper envelope f * is not continuous (see [1, Theorem II.4.1] ). Since f * is upper semicontinuous and X is metrizable, f * is a noncontinuous affine Baire-one function on X (see [1, Theorem II.3.7] ).
If the set ext X is countable, any strongly affine function f on X is of affine class 1. Indeed, the restriction of f to ext X is Baire-one, and hence there exists an extension h ∈ A 1 (X) satisfying h = f on ext X (see [8, Lemma 1.1] ). Since f is strongly affine, f = h is of affine class 1.
If the set ext X is uncountable, then, as a G δ -subset of a compact metrizable set X (see [1, Corollary I.4.4] ), it contains a nonempty perfect set C. Since any bounded Baire function of class α on C can be extended to a function of affine class α (this follows easily from [16, Theorem 3.6] ; see e.g. [25, Remark 3.4] ), A α (X) is a proper subspace of A α+1 (X) for each α < ω 1 .
There is a close relationship between strongly affine Baire-α functions and functions of affine class α on simplices; precisely, M. Capon showed in [8, Théorème 2] that any strongly affine Baire-α function on a simplex is of affine class α + 1.
The aim of our paper is to show that the shift of classes in the theorem of M. Capon can really occur. Precisely, we get the following result.
Theorem 1.1. There exists a metrizable simplex
The Banach space A(X) on a simplex X is a particular case of an L 1 -predual; i.e., the dual space (A(X)) * is isometric to L 1 (µ) for a suitable measure µ (see [11, Proposition 3.23] ). According to [13, 
Nevertheless, in our opinion the validity of the proof presented there relies upon the weak * -continuity of the projection Q, which is not always satisfied. The space A(X) constructed in Theorem 1.1 provides a counterexample to this statement. .
It is not difficult to prove that X * *
provided the space X is complemented in some C(K)-space (see Proposition 4.2). Thus, the constructed space A(X) is an example of an L 1 -predual that is not complemented in any C(K)-space. The first space of this type was constructed in [7] .
It might be interesting to remark that complementability of a Banach space X in some C(K)-space is a sufficient, but not necessary, condition for (1) to hold true.
Example 1.3. There exists a simplex X such that A(X) is not complemented in any C(K)-space and (A(X))
The paper is organized as follows. Since the proof of Theorem 1.1 depends on the notion of a function space, the next section provides a general overview of function spaces and their properties relevant to our example. The third section of the paper is devoted to several topological results that will be substantially used in the main part. Auxiliary results on Baire classes of Banach spaces are presented in Section 4. A construction of a suitable function space, which gives rise to the sought simplex, is presented in Section 5 and its properties are described in Section 6. All the ideas are put together in the final part.
Preliminaries
All topological spaces will be considered as Hausdorff. If K is a compact space, we denote by C(K) the space of all continuous functions on K. We will identify the dual of C(K) with the space M(K) of all Radon measures on K. Let M 1 (K) denote the set of all probability Radon measures on K and let ε x stand for the Dirac measure at x ∈ K. If H is a subset of C(K), we write H ⊥ for the space of all Radon measures µ on K satisfying µ(h) = 0 for any h ∈ H.
If f is a bounded universally measurable function on K, we can regard it as an element of (C(K)) * * via the identification
⊥⊥ is the space of all bounded universally measurable functions f on K, for which µ(f ) = 0 for every µ ∈ H ⊥ . In the sequel, we will use this identification frequently.
If ϕ : K → L is a continuous mapping and
If X is a Banach space, B X denotes its unit ball. A Banach space X is complemented in some C(K)-space if there exists a compact space K and an isomorphism
If F is a family of functions on a set K, then we write F b for the set of all bounded functions in F.
For a function f on a set K and a ∈ R we denote by [f > a] the level set {x ∈ K : f (x) > a}. 
If µ ∈ M x (H), we say that x is an H-barycenter of µ and denote x = r(µ). We say that a function h ∈ H is H-exposing for x ∈ K if h attains its minimum precisely at x. Obviously, any H-exposed point is contained in the Choquet boundary of H.
Examples of function spaces.
We introduce the following main examples of function spaces.
In the "convex case", the function space H is the linear space A(X) of all continuous affine functions on a compact convex subset X of a locally convex space. In this example, the Choquet boundary of A(X) coincides with the set of all extreme points of X (see [3, Theorem 6.3] ) and is denoted by ext X.
Further, the barycenter of a probability measure µ on X is the unique point r(µ) ∈ X for which f (r(µ)) = µ(f ) for any f ∈ A(X); in other words, x is A(X)-represented by µ.
In the "harmonic case", U is a bounded open subset of the Euclidean space R m and the corresponding function space H is H(U ), i.e., the family of all continuous functions on U which are harmonic on U . In the "harmonic case", the Choquet boundary of H(U ) coincides with the set ∂ reg U of all regular points of U (see [21, Theorem, p. 625] 
It is easy to deduce that A c (H) coincides with H in both the "convex" and "harmonic" cases.
For any countable ordinal α we define functions of H-affine class α as follows: we set H 0 = H and having H β , β < α, already defined for an ordinal number α ∈ (0, ω 1 ), we define H α to be the space of all pointwise limits of bounded sequences of functions from β<α H β .
If we take H to be the space C(K) of all continuous functions on K, (C(K)) α is the usual space B 
For any point x ∈ K, the Choquet-Bishop-deLeeuw theorem provides an Hmaximal measure µ ∈ M 1 (K) (i.e., maximal with respect to ) that H-represents
If an H-maximal measure H-representing x ∈ K is uniquely determined for every x ∈ K, we say that H is a simplicial function space. In the "convex case" it is equivalent to saying that X is a Choquet simplex, briefly simplex (see [1, Theorem II.3.6] , [3, Theorem 7.3] or [11, Section 3] ).
For another example of a simplicial function space, consider the space H(U ) from the "harmonic case" (see e.g. [21, Theorem, p. 625 
]).
For a simplicial function space H and x ∈ K we denote the unique H-maximal measure H-representing x by δ x .
Embeddings of H-affine functions.
If H is a function space on a compact space K, let X stand for the dual unit ball B H * endowed with the weak * -topology and let π :
We define
Then I is an extension of the canonical embedding of H into H * * . In order to get properties of I needed for our purposes, we have to establish several lemmas. 
Let f : Y → R be defined as
Then f inherits topological properties of f | F 1 ∪F 2 and f = f • ϕ. Thus Lemma 2.2 yields (a). For the proof of the nontrivial part of (b), let f be an affine function on
Then f is bounded on F 1 ∪ F 2 , and thus also on F . By (a), f is universally measurable on X.
Let x ∈ X and µ ∈ M 1 (ext X) with r(µ) = x being given. As X ⊂ co ( [23, Theorem 3.25] ). We set
Obviously, we may assume that a 1 , a 2 > 0. We define
According to the assumption,
Thus f satisfies the barycentric formula with respect to any measure supported by ext X. According to [24, Theorem 3.3] , f ∈ A bf (X). This concludes the proof. 
First, we check that 
Lemmata 2.2 and 2.3 imply the inclusions "⊂" in (a), (c) and (d).
For the proof of (b), let F ∈ A bf (X) ∩ A odd (X) be given and let f = F • φ. Then f inherits all topological properties from F because φ is a homeomorphism.
We pick a measure µ ∈ H ⊥ . Without loss of generality, we may assume that
Using the affinity of F and (3), we get
Thus I −1 (F ) = F • φ and we get the inclusions "⊃" in (a), (c) and (d). Using the Lebesgue dominated convergence theorem we get (e). By transfinite induction and (e), I(H α ) = H * * α , which finishes the proof. 2.6. State space. If H is a closed function space on a compact space K and we restrict the embedding I from 2.5 to the set 
Proof. For the proof of (i) =⇒ (iv) in (a), see [6, Theorem] . By [1, Corollary II.3.11, Theorem II.3.12] and properties of I, (ii)⇐⇒(iii)⇐⇒(iv).
To close the chain of implications, we first notice that H is simplicial provided (iii) holds. This follows from (ii) (which is equivalent with (iii)) exactly as in the proof of [1, Theorem II.3.12]. Thus we must verify that A c (H) = H.
To this end, let f ∈ A c (H) be given. Then for x ∈ K,
where the first equality is just the definition of f * and the second one follows by [1, Proposition I.5.8].
Fix ε > 0. An easy compactness argument provides functions f 1 , . . . , f n ∈ H such that f < min{f 1 , . . . , f n } < f +ε. Analogously, there exist functions g 1 , . . . , g m ∈ H such that f − ε < max{g 1 . . . , g m } < f. We apply inductively the weak Riesz interpolation property to get a function h ∈ H such that
Then f − h < ε. Since H is closed, f belongs to H, which concludes the proof of part (a).
Since the part (b1) follows by [1, Corollary II.5.21], [6, Theorem] and properties of I, we can proceed to (b2).
We need to check that
⊥⊥ . Given a function f ∈ A(H) and a measure µ ∈ (A c (H)) ⊥ , let ν be the measure defined as 
and f ∈ (A c (H)) ⊥⊥ . For the proof of (b3), let f be as in the premise and x ∈ K, µ ∈ M x (H) be given. The measure <N denote the set of all finite sequences of digits 0 and 1. We adopt the same notation as above for sequences in {0, 1} N or in {0, 1} <N . Given a sequence t ∈ {0, 1} <N , let U t denote the standard clopen base set in {0, 1} N , i.e.,
We also denote as µ t the probability measure supported by U t that satisfies
In particular, µ ∅ is the usual product measure on {0, 1} N . We remark that, for each t ∈ {0, 1} <N and n ≥ |t|,
Auxiliary topological results
We recall that a Polish space means a separable completely metrizable space; its perfect subset is a compact set without isolated points. We start auxiliary topological lemmas with the following standard result that can be easily deduced from [14 Proof. Let {U n : n ∈ N} be a countable base of open sets of K. Let V n , n ∈ N, be nonempty open sets such that V n ⊂ U n and diam V n < r n . Using Lemma 3.1 we inductively find nonempty perfect nowhere dense sets C n ⊂ V n such that C n+1 is disjoint with C 1 ∪ · · · ∪ C n . Then the family {C n : n ∈ N} possesses the required properties.
An inductive use of Lemma 3.2 provides the following well-known construction (see [5] , [19, 
If K is a metrizable space and α ∈ [1, ω 1 ), we recall that
is the family of all Borel sets in K of additive (multiplicative, ambiguous, respectively) class α (see [14, Chapter II, Section 11.a]).
We sometimes write
Proof. Let f be as in the premise and let U ⊂ R be open. By the assumption,
According to the Lebesgue-Hausdorff characterization of Baire functions (see [14, Theorem 24.3] ), f ∈ B 2 (K).
Lemma 3.5. For i = 1, . . . , n, let G i be a dense G δ -subset of a completely metrizable space K, a i ∈ R and let {f ik } be a sequence of Baire-one functions on
Proof. Given objects as in the premise, let A ik be the set of all points of continuity of f ik , k ∈ N, i = 1, . . . , n. By Theorem 2.1 and our assumption on the sets G i , i = 1, . . . , n, we can select a point
Given ε > 0, let k 0 ∈ N be chosen such that f ik (x) ∈ (a i − ε, a i + ε) for each k ≥ k 0 and i = 1, . . . , n. As x is a point of continuity of all functions f ik , to finish the proof it is enough to find for a given
Lemma 3.6. Assume that {f n } is a bounded sequence of µ ∅ -measurable functions on {0, 1}
N . Let 0 < ε < ε and {a t n : n ∈ N, t ∈ {0, 1} n } be real numbers such that
Proof. Assume that there exists a sequence {f n } of functions on {0, 1} N satisfying the hypothesis such that f n → 0 µ ∅ -almost everywhere on {0, 1} N . We find c > 0 such that sup n f n ≤ c and δ ∈ (0, ε − ε ). Let n ∈ N be fixed. We set
Then, for each t ∈ {0, 1} n ,
Hence, for every n ∈ N,
By the Lebesgue dominated convergence theorem, µ ∅ (|f n |) → 0. But this is impossible by virtue of (4). This contradiction concludes the proof.
Auxiliary results on Baire classes of Banach spaces

Proposition 4.1. Assume that H ⊂ C(K) is a complemented subspace. Then
Proof. Let P : C(K) → H be a projection. For each x ∈ K there exists a signed measure µ x ∈ M(K) such that µ x ≤ P and
Then we can use (5) to define a mapping P (denoted likewise) as Proof. Given a Banach space X, let K = B X * considered with the weak * -topology and H = X ⊂ C(K). Since X is complemented in some C(L)-space, [7, Lemma] yields that H is complemented in C(K). As 
5. Construction of a simplicial function space 5.1. Key step. Let H 1 be a simplicial function space on a metrizable compact space
If p : K 2 → K 1 denotes the natural projection, then p is continuous and surjective and K 1 can be considered as a subspace of K 2 via the mapping x → (x, 0), x ∈ K 1 . We define
and f satisfies the equations in (6), then f ∈ A(H 2 ).
Proof. First, we prove (a) and (b). We notice that K 2 is indeed a compact metrizable space, p : K 2 → K 1 is a continuous surjective mapping, K 1 is homeomorphically embedded in K 2 , and H 1 is isometrically embedded in H 2 via the mapping p.
Further, H 2 contains constant functions and separates points of K 1 as it contains H 1 . We also get that H 2 separates any couple of points in K 2 with distinct first coordinates.
is a function from H 2 that separates points (x, 0), (x, 1/k) and (x, −1/k). Hence H 2 separates points of K 2 . For the proof of (c), let h ∈ A c (H 2 ) be given. Then h| K 1 ∈ A c (H 1 ) = H 1 . Also h obviously satisfies equalities (6) defining the space H 2 . Hence h ∈ H 2 .
Next, we verify (d). We notice that for any point x not contained in the righthand side of (7) there exists an H 2 -representing measure distinct from the Dirac measure ε x . Thus we get the inclusion "⊆".
For the proof of the converse inclusion, let
Thus, both the points (x, 1/k) and
To check that H 2 is simplicial, we show the following.
Claim. Let
where
and n ∈ N. Then, for any continuous function f on H there exists h ∈ H 2 such that h = f and h = f on H.
Let H be as in the premise and f be a continuous function on
is a continuous function on H. Since H 1 is simplicial and A c (H 1 ) = H 1 , by Theorem 2.6(a) there exists a function h ∈ H 1 such that h = f and h = f on H. Then, the function
is in H 2 , h = f on H and h = f . This concludes the proof of the claim.
Assume now that µ and ν are H 2 -representing maximal measures for a point x ∈ K 2 , f ∈ C(K 2 ) and ε > 0. Since maximal measures are supported by Ch H 2 K 2 , there exist n ∈ N and a compact set
By the claim above, we can find a function h ∈ H 2 such that h = f and h = f on H. Then
Hence, µ(f ) = ν(f ) for any f ∈ C(K 2 ) and µ = ν. Thus H 2 is simplicial.
To verify (f), let f be as in the premise. Given a point x ∈ K 1 and an H 1 -maximal measure µ ∈ M x (H 1 ), we consider the measure ν defined as
Then, ν ∈ M x (H 2 ) and ν is H 2 -maximal as it is supported by Ch H 2 K 2 . By (e), ν is the unique H 2 -maximal measure H 2 -representing x. By the assumption,
This along with (d) implies that ν(f ) = f (x) for every x ∈ K 2 and H 2 -maximal measure ν ∈ M x (H 2 ).
According to Theorem 2.6(b3), f is H 2 -affine. This concludes the proof. 
. , x(n)).
For every n ≥ 0, we construct by induction a simplicial function space H n on a metrizable compact space K n ⊂ R n+1 , a countable family F n = {F n (k) : k ∈ N} of pairwise disjoint compact sets in Ch H n K n and a continuous surjection p n+1 : K n+1 → K n as follows.
In the first step, let
Assume that the objects have been defined for each k = 0, . . . , n. We use Lemma 5.1 on H n , K n and F n to obtain
Let p n+1 : K n+1 → K n be the natural projection. Given that the family F n is enumerated as F n = {F (k) : k ∈ N}, for each k ∈ N and a sequence s ∈ N n+2 of length n + 2, we consider the following couple of sets:
This finishes the inductive step.
Definition of a function space.
We have just obtained a sequence {H n } of simplicial spaces on compact metrizable spaces {K n } together with surjective continuous mappings p n , in short,
Let K = lim ← K n be the limit of the inverse system (9) (see [10, Chapter 2.5]), i.e.,
with the product topology. Hence a typical element x ∈ K is of the form x = (x 0 , x 1 , x 2 , . . . ), where
. . .
Then K is a metrizable compact space and we can consider each compact space K n homeomorphically embedded in K via the mapping
n-th
x , x, . . . ) .
Conversely, we can define retractions of
Using these mappings we can regard each function space H n as a subspace of C(K); more precisely, we use the mapping
In the sequel we will use these identifications without referring to (10) .
We define a "coordinate" function c n :
We define a function space H on K as
H n . 
Properties of H
Proof. To start the proof of (a) we remark that H contains constant functions.
To show that it separates points, let x, y ∈ K be a couple of distinct points. Let x n = y n for some n ≥ 0 and let h ∈ H n satisfy h(x n ) = h(y n ). Taking into consideration the embedding of H n in H, h is the required function distinguishing x and y. For the proof of simpliciality of H it is enough to verify the weak Riesz interpolation property. As all spaces H n possess this property and H is the closure of their increasing union, H is simplicial.
Also by Theorem 2.6(a), H = A c (H). To verify (c), let x ∈ F n for some n ≥ 0. Let a, b be the unique points of K n+1 \ K n such that x = p n+1 (a) = p n+1 (b). It follows from the construction that the measure
For the proof of (d), let f be a function in some A(H n ). Given a point x ∈ K and a measure µ ∈ M x (H), we notice that r n µ ∈ M r n (x) (H n ). Indeed, given a function h ∈ H n , then
and f • r n is H-affine. This concludes the proof.
6.1. Cantor sets. Let A be the subset of [0, 1] defined as A = n |s|=n F s . For any point a of A we define a set C a ∈ K \ n K n as
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We define a mapping
(Here c n : K → R is the function from (11).) For any n ∈ N, a ∈ {F s : |s| = n} and t ∈ {0, 1} n we define a point
by setting
Further, let f be a function on K and t ∈ {0, 1} n . We define a function 
Proof. We prove the assertion by induction.
If n = 1, a ∈ F s for some s of length 1 and t ∈ {0, 1}, let k ∈ N be the index of the set F s in the enumeration {F s : |s| = 1} = {F (k) : k ∈ N} (see Inductive Construction 5.2 and Lemma 5.1). Then
If a ∈ F s for some s ∈ N 2 , then x a,t is contained either in F (s , k, +) or in F (s , k, −) (see (8) ). Hence x a,t ∈ F 1 as needed.
Assume that n ∈ N and that the verification has been done for all k ≤ n. We select any a ∈ {F s : |s| = n + 1}, t ∈ {0, 1} n and i ∈ {0, 1} and check that the point x a,t ∧ i is well defined. According to the inductive assumption, the point x a,t is contained in F n . Given F n = {F (k) : k ∈ N} as the enumeration of the family F n , let k ∈ N be such that x a,t ∈ F (k). By Inductive Construction 5.2, x a,t ∧ i = (a, x a,t (1), . . . , x a,t (n), (a, x a,t (1), . . . , x a,t (n), − If a ∈ F s for some s ∈ N n+2 , then as above we get that x a,t ∧ i is contained either in F (s , k, +) or in F (s , k, −), depending on the fact whether i = 1 or 0. Hence x a,t ∧ i ∈ F n+1 , which finishes the proof.
Lemma 6.3. For any a ∈ A, the mapping ϕ a is a well-defined homeomorphism of {0, 1}
N onto C a .
Proof. Let a ∈ n |s|=n F s be given and let C a and ϕ a be defined as in Lemma 6.1. It follows from the construction that the set C a as well as the mapping ϕ a is well defined. Moreover, it is surjective because any point (a, x 1 , x 2 , . . . ) ∈ C a is uniquely determined by signs of x 1 (1), x 2 (2), x 3 (3), . . . . From this observation it also follows that ϕ a is injective. Let τ ∈ {0, 1} N be given. We claim that x a,τ | n → ϕ a (τ ) in K as n → ∞. If  ϕ a (τ ) = (a, x 1 , x 2 , . . . ) , it follows from the definitions in Lemma 6.1 that
If we take into account the identification and ϕ a is a continuous mapping. Since it is injective, it is a homeomorphism.
Lemma 6.4. For every a ∈ A and t ∈ {0, 1} m , it follows that δ x a,t = ϕ a µ t .
Proof. Let a ∈ A and t ∈ {0, 1} m be as in the premise. Since ϕ a µ t is supported by K \ n K n , ϕ a µ t is an H-maximal measure. As H is simplicial, to finish the proof it is enough to show that ϕ a µ t is an H-representing measure for x a,t .
To this end, we pick a function h in some H n . We notice that (12) h(x) = h(x a,s ) if r n (x) = x a,s , x ∈ K, s ∈ {0, 1} n . Since n H n is dense in H, ϕ a µ t is an H-representing measure for x a,t . This concludes the proof.
6.2. Definition of a Baire-two function. We define a function f on K as f (x) = sgn c n (x) if x ∈ K n \ (K n−1 ∪ F n ), n ∈ N , 0 o t h e r w i s e.
Lemma 6.5. The function f is H-affine and Baire-two.
