We obtain certain Mellin-Barnes integrals which present Whittaker wave functions related to classical real split forms of simple complex Lie groups.
Introduction
1. In this paper we obtain certain Mellin-Barnes integrals which present Whittaker functions related to classical real split forms of simple complex Lie groups.
Whittaker functions originally appeared as solutions of a special differential equation of hypergeometric type [WW] . They were then realized as eigenfunctions of Laplace operators of the group GL(2, R), see e.g. [V] . This construction was generalized to real semisimple groups and led to a series of significant researches in representation theory, see e.g. [J, Sch] . B.Kostant related the group theory of Whittaker functions with a family of Toda integrable systems [T] .
Whittaker functions admit several integral presentations. Particular examples were obtained more than forty years before, see e.g. [Bu] . S. Kharchev and D.Lebedev in [KL] found integral presentation of GL(n, R) Whittaker wave functions using the machinery of inverse scattering method. Then in [GKL] the same presentation was obtained by calculating matrix elements in certain infinite dimensional "Gelfand-Zetlin" representations. A.Givental found quite different integral presentation for the same Whittaker function using geometric arguments. A.Gerasimov et al. then realized in [GKLO, GLO] that Givental construction can be reformulated as the description of the matrix element in principal series representation using Gauss decomposition and Lusztig coordinates [L] on nilpotent subgroup. Moreover, Whittaker wave functions for all classical split real groups were described in [GLO] as certain integrals over positive cone in corresponding maximal nilpotent subgroup. Recently both presentations were generalized to a quantum group setting [SS] using the machinery of cluster mutations. In particular, the completeness and orthogonality of q-versions of GL(n, R) Whittaker wave functions were proved there.
We start with the presentation of Whittaker wave function as of special matrix element [GLO] Ψ λ (x) = e −(ρ,x) (v The definition (1.1) of the matrix element exploit two special vectors in generalized principal series; they are called left and right Whittaker vector and the Whittaker functions is the matrix element of the Cartan flow related to these vectors. The right Whittaker vector has a simple direct expression in Lusztig coordinates, see Proposition 2.2. The definition of the left Whittaker vector requires the conjugation by the longest element w 0 of the Weyl group and the calculation of Gauss coordinates of the new matrix. This induces a birational map of the nilpotent subgroup N which in slightly different setting was studied by A.Berenstein and A.Zelevinsky [BZ] and was crucial for their description of Lusztig coordinates via 'generalised minors' -matrix elements in fundamental representations. We find another expressions for this birational map (we call it BZ transform) just by elementary linear algebra calculations using the induction by the rank of the group. This is the main point of the construction and we suspect that the formulas for BZ maps which we found will serve elsewhere. The precise description of BZ maps is given in Theorems 3.1, 4.1, 5.1 and 6.1
The rest is the application of the convolution theorem for Mellin transform, which we use in a form of Plancherel formula [Tt] . It gives a presentation of Whittaker functions for classical split real groups GL(n, R), SO(n, n), SO(n, n + 1) and Sp(2n, R) (which present root system of A, D, B and C series) by means of Barnes integrals. These presentations can be equivalently rewritten as Mellin transforms of Whittaker functions. See Section 7.
For the group GL(n, R) we have now two different integral presentation of Whittaker function by Mellin-Barnes integral: Kharchev-Lebedev formulas [KL, GKL] and (1.2) of the present paper. They are quite different. We do not know how to derive one from another. On the other hand, Mellin transform for GL(n, R) Whittaker function was calculated by E.Stade [St] . Our formula (7.1) also differs from that of [St] .
The following are the main results of the paper.
2. Let x = (x 1 , . . . , x n ), x i ∈ R be the coordinates on the Cartan subalgebra h of gl(n, R), λ i ∈ R be dual coordinates on h * , λ = (λ 1 , . . . , λ n ), so that the element h(x) ∈ h is given by the diagonal matrix h = n i=1 x i e ii ; and (x, λ) = n k=1 x k λ k . Let Ψ λ (x) be the Whittaker wave function for GL(n, R), defined by the relation (2.18). Γ(γ kl − γ k+1,l + i(λ k − λ n+k−l+1 ))Γ(γ kl − γ k+1,l+1 )dγ k,l .
(1.2)
Here we set γ k,l = 0 if the pair (k, l) does not satisfies the condition 1 ≤ k < l ≤ n; d = n(n − 1)/2 is the dimension of the maximal unipotent subgroup of GL(n, R). The integration cycle C is a deformation of the imaginary plain Re γ k,l = 0 into the domain D ⊂ C d of the analyticity of the integrand. For instance one can use iterated integration, which starts with integration over γ n−1,n the over γ n−2,n−1 , then over γ n−2,n etc., which respects the conditions Re γ k,l > Re γ k+1,m for all admissible triples k, l, m.
Let x = (x 1 , . . . , x n ), x i ∈ R be the coordinates on the Cartan subalgebra h of so(n, n), and λ = (λ 1 , . . . , λ n ), λ i ∈ R be dual coordinates on h * , so that the element h(x) ∈ h is given by the diagonal matrix h = n i=1 x i (e ii − e 2n+1−i,2n+1−i ) and (x, λ) = n k=1 x k λ k . Let Ψ λ (x) be the Whittaker wave function for SO(n, n) defined by the relation (2.18).
Theorem 4.2 The function Ψ λ (x) is given by the integral
Γ(γ k,k+1 + δ k,k+1 + 2iλ k ) Γ(γ k,n + δ k,n − γ k+1,n − δ k+1,n + 2iλ k ) 1≤k<l≤n Γ(ξ k,l + i(λ k −λ l ))Γ(η k,l + i(λ k +λ l ))Γ(γ k,l − γ k+1,l )Γ(δ k,l − δ k+1,l )dγ k,l dδ k,l .
Here we set γ k,l = δ k,l = 0 if the pair (k, l) does not satisfies the condition 1 ≤ k < l ≤ n, d = n(n − 1) is the dimension of the maximal unipotent subgroup of SO(n, n).
The integration cycle is a deformation of the imaginary plain Re γ k,l = Re δ k,l = 0 into nonempty domain D ⊂ C d of the analyticity of the integrand, which is described by the relations
Let x = (x 1 , . . . , x n ), x i ∈ R be the coordinates on the Cartan subalgebra h of so(n + 1, n), and λ = (λ 1 , . . . , λ n ), λ i ∈ R be dual coordinates on h * , so that the element h(x) ∈ h is given by the diagonal matrix h = n i=1 x i (e ii − e 2n+2−i,2n+2−i ) and (x, λ) = n k=1 x k λ k . Let Ψ λ (x) be the Whittaker function for SO(n + 1, n) defined by the relation (2.18).
Theorem 5.2 The function Ψ λ (x) is given by the integral
Here we set γ k,l = δ k,l = 0 if the pair (k, l) does not satisfies the condition 1 ≤ k < l ≤ n, and γ k = 0 if k = 1 or k = n + 1, d = n 2 is the dimension of the maximal unipotent subgroup of SO(n + 1, n)
(1.5)
(1.6)
The integration cycle is a deformation of the imaginary plain Re γ k,l = Re δ k,l = Re γ k = 0 into nonempty domain D ⊂ C d of the analyticity of the integrand, which is described by the relations
Let x = (x 1 , . . . , x n ), x i ∈ R be the coordinates on the Cartan subalgebra h of sp(2n, R), and λ = (λ 1 , . . . , λ n ), λ i ∈ R be dual coordinates on h * , so that the element h(x) ∈ h is given by the diagonal matrix h = n i=1 x i (e ii − e 2n+1−i,2n+1−i ) and (x, λ) = n k=1 x k λ k . Let Ψ λ (x) be the Whittaker function for Sp(2n, R) defined by the relation (2.18).
Theorem 6.2. The function Ψ λ (x) is given by the integral
Here we set γ k,l = δ k,l = 0 if the pair (k, l) does not satisfies the condition 1 ≤ k < l ≤ n, and
Generalities

Whittaker vectors and Whittaker wave functions
Let G be a split real form of a reductive group over C, B ± two opposite Borel subgroups of G, N ± their maximal nilpotent subgroups and H = B + ∩ B − the Cartan subgroup. Let D(G) be the ring of bi-invariant differential operators on G. Denote by b ± , n ± and h the corresponding Lie algebras. Let ∆ ± ∈ h * be the systems of positive and negative roots of g, Π ⊂ ∆ + be a subsystem of simple roots and W the Weyl group of G. Denote by G 0 the big Bruhat cell
For each index i of a simple root α i ∈ Π denote by e i = e α i , f i = f α i = e −α i and h i = h α i the corresponding Chevalley generators of g, so that
and e i , f i and h i = α ∨ i are standard generators of the embedded Lie algebra sl 2 :
Let ζ ± : N ± → C * be nondegenerate characters, defined by the relations
(2.10) for all simple roots α i . In this paper Whittaker function is a analytical function ϕ on G 0 satisfying the conditions
(2.12) for any g ∈ G 0 , n − ∈ N − , n + ∈ N + . The condition (2.11) implies that Whittaker functions are completely determined by their restriction to Cartan subgroup H. B. Kostant noticed [K] that the restriction of the action of the center Z(g) of universal enveloping algebra U(g) to the space of Whittaker functions can be identified with Hamiltonians of the Toda chain related to the root system ∆ = ∆ + ⊔ ∆ − . Whittaker functions can be constructed as matrix elements between a pair of dual Whittaker vectors. Let V be a representation of Lie algebra g, such that its restriction to b + admits an extension to representation of the Borel group B + compatible with g-module structure on V , that is bgb −1 u = Ad b (g)u for any u ∈ V , g ∈ g and b ∈ B + 1 . A vector v ∈ V is called right Whittaker vector if
Let also V ′ be a representation of Lie algebra g, such that its restriction to b − admits an extension to representation of the Borel group B − compatible with g-module structure on
Assume now that V and V ′ are dual to each other, that is there is a nondegenerate pairing ( , ) :
is well defined for any g ∈ G 0 satisfies the condition (2.12) . If in addition the representations V and V ′ are quiasi-simple, that is the center Z(g) acts on them by scalar operators, then the Whittaker functions (2.13) are eigenfunctions of generalized Toda Hamiltonians. It is common to use for this aim the representations of G induced from Borel subalgebra B − . Namely for any µ ∈ h * let χ µ : B − → C * be a one-dimensional representation (character) of B − defined by the relation
for any h ∈ h and n ∈ N − .
Denote by V µ the space of analytical functions on G 0 satisfying the condition
The element of the group B + act on the functions from V µ by the right shifts, b · f (g) = f (gb) for g ∈ G 0 and b ∈ B + and the elements of g act by infinitesimal right shifts,
This induced module is quasisimple, see [Zh1] , and can be regarded to wide extent as a representation of non-unitary principal series. If µ + ν = −2ρ then the pairing
is formally invariant. Here ρ = 1 2 α∈∆ + α. The pairing is invariant under condition of the convergency of the integral. Here dn is invariant measure on N + . We use instead sesquilinear pairing
where N * ⊂ N + is Lusztig positive cone, see (2.23). It is invariant when ν +μ = −2ρ and f and g rapidly vanish at the boundary of N * . In the following we investigate right Whittaker vector v 
Here x ∈ h is an element of Cartan subalgebra. When µ = ν is a parameter of unitary principal series, µ = ν = iλ − ρ, where λ is real, that is λ(h k ) ∈ R for all simple roots α k , see (2.9), the integral in the RHS of (2.17) definitely converges and has the form
The functionsΨ µ,ν (x) and Ψ λ (x) are eigenfunctions for a family of Toda Hamiltonians
, where C k are generators of the ring Z(g). We will also call Ψ λ (x) Whittaker wave function despite it differs from the restriction to Cartan subgroup of the Whittaker function (v L iλ−ρ , gv R iλ−ρ ) by the normalizing factor e −(ρ,x) chosen for the agreement with Toda Hamiltonians.
The Whittaker function in a form of matrix coefficient (2.18) and (2.16) was studied in [GKLO, GLO] . The paper [GKLO] contains integral presentations of Whittaker functions generalizing Givental formula [G] for gl n . The integration over positive cone N * implies the important property of this construction: the function Ψ λ (x) rapidly decreases in the region
For G = GL(n, R) this Whittaker function is known to be symmetric on parameters λ, see [Si, SS] .
Lusztig coordinates
In this subsection we describe Lusztig parametrization of the group N + in slightly different notation. Let w 0 be the longest element of the Weyl group W and
be its reduced decomposition. Here s j is the simple reflection in h * corresponding to the root α j . We associate to (2.19) the following normal (or convex in other terminology) ordering of the set ∆ + :
(2.20)
A normal orderings < of the system ∆ + of positive roots of a reductive Lie algebra over C is characterized by the condition
if α, β, α + β are all in ∆ + . The rule (2.20) establishes a bijective correspondence between reduced decompositions of w 0 and normal orderings of positive roots [Zh2] . Elementary transformations of reduced decompositions are performed by means of braid group relations
where n i,j = a i,j a j,i + 1 and a i,j is the entry of Cartan matrix, are reformulated into changes of normal orderings inside subsystems of the rank two:
The reverse of the normal ordering of positive roots does not destroys its defining property (2.21) and thus is the normal ordering as well. Moreover the reverse respects the above transformations of normal orderings and thus defines an involutive automorphism of the root system preserving the subsystem of positive roots. Thus it is induced by an automorphism θ of Dynkin diagram 2 . In particular this means that the last root γ N is simple, as well as the first root γ 1 = α i 1 , and
Following Lusztig [L] we associate to each reduced decomposition (2.19) (or, equivalently, to the related normal ordering (2.20)) the group element
The correspondence (2.22) establishes a birational isomorphism of the varieties N + and
The definition of N * does not depend on the choice of reduced decomposition of w 0 , see (2.24), (2.25), (2.26). The passage to another reduced decomposition defines the involutive transition map
for the changes of the normal order
of A 2 subsystem, see [L] ;
where
for the changes of the normal order . . . , α, α + β, α + 2β, β, . . . → . . . β, α + 2β, α + β, α, . . . or . . . , β, α + 2β, α + β, α, . . . → . . . α, α + β, α + 2β, β, . . . of B 2 subsystem, see [BZ, Theorem 3 .1]; and
for the changes of the normal order . . . , α, α+ β, 2α+ 3β, α+ 2β, α+ 3β, β, . . . → . . . β, α+ 3β, α+ 2β, 2α+ 3β, α+ β, α, . . . ; . . . , β, α+ 3β, α+ 2β, 2α+ 3β, α+ β, α, . . . → . . . α, α+ β, 2α+ 3β, α+ 2β, α+ 3β, β, . . . of G 2 subsystem, see [BZ, Theorem 3.1] . Let (, ) be W -invariant bilinear form on h * . We use the common notation
for coroots. When identifying h and h * by means of the form ( , ) we denote them by h γ , so that µ(h γ ) = (µ, γ ∨ ). This notation is in agreement with (2.9). Let µ ∈ h * be a weight (an integer weight), that is µ(h i ) ∈ Z for any simple root α i . Set Thus t µ is a well defined rational function on N + . Proof. This is a direct consequence of [BZ, Theorem 4.3] , which states that the matrix which ensure the invariance of the product (2.27) under all transition maps.
Proof [GLO] . First one checks by direct calculation that the measure
is invariant with respect to transition maps (2.24), (2.25) and (2.26). Thus the measure t ρ dt t is invariant as well. Second we check that this measure is invariant with respect to multiplication of the nilpotent matrix X(t) by group element exp (se α ) from the right, where α is arbitrary simple root.
To this end we choose a normal ordering which ends by the simple root θ(α) (such ordering surely exists, see [Zh2] ). In these Lusztig coordinates the map (2.29) becames a translation t θ(α) → t θ(α) + s, the measure in the right hand side of (2.28) factorises to the product ω ∧ dt θ(α) , where ω does not depend on t θ(α) and thus is invariant under that translation .
Structure of Whittaker vectors
To describe Whittaker vectors, we need some more invariants of transition maps (2.24)-(2.26). Moreover, the sums of coordinates over the roots of the same length are invariant as well due to statements (ii) and (iii) of Proposition 2.1. Since Whittaker vectors are functions on G 0 from the spaces V µ and V ν , they are completely determined by their restrictions to the subgroup N + . Denote respectively the restriction v
Proof. Choose a simple root α. The group element g exp(se α ) has the same Gauss components from N − and H. Thus it is enough to prove that for any simple root α
Again we choose a normal ordering which ends by θ(α). Then X(t) exp(se α ) has the same coordinates as X(t) except t θ(α) which shifts to t θ (α) + s. Then the sum γ∈∆ + t γ changes to s + γ∈∆ + t γ and the function ω R µ (t) transmits to e −s ω R µ (t) Note also that for any real number ǫ the function ω R µ (ǫt) gives rise to a Whittaker vector with a renormalized character ζ ǫ + , see (2.10). In particular, the functionv
is the Whittaker vector from the space V µ with respect to the character ζ
for each simple root α. We use in the following the standard liftss α i of simple reflections s α i ∈ W to the group elements which we denote by the same letter,
so that the productsw =s α i 1 · · ·s α i l do not depend on the choice of reduced decomposition of any element w ∈ W . Then this lift to G of the longest element group element w 0 has the propertȳ w 0 e αw
for each simple root α. This fact is a direct consequence of Tits's result [T, Proposition 2.1 (3)] which states that if for a simple root α i and w ∈ W there exists a simple root α j such that ws α i w −1 = s α j , then the same is true for their lifts. See e.g. [BB, Lemme 4.9] .
is the left Whittaker vector in the space V ν and character ζ − .
Proof. By the construction, the function u(g) =v R ν (gw 0 ) belongs to the space V ν . Choose a simple root α i and consider the function u(g exp(εf α )). We have
The left Whittaker vector, as a function on G 0 , is completely determined by its restriction ω L ν to N + . One of the goals of this work is a proper description of this restriction, applicable for the study of Mellin transform. The proposition 2.3 describes this restriction as follows. We start with the group element X(−t)w 0 . Take its Gauss decomposition
Let p γ (t) be Lusztig coordinates of the elementX ∈ N + . Then the restriction of the left Whittaker vector to N + is given by the function
Denote by g ± and g 0 the parts of Gauss decomposition of the group element g,
and by g 0+ the product g 0 g + . We see that the problem of writing precise expressions for the left Whittaker vector leads to the study of birational isomorphism τ of the manifold N + and the map σ :
Another possibility, is to use for the construction of left Whittaker vector slightly different mapsτ :
Below we present explicit description of the maps τ and σ in Lusztig coordinates and use this description for the derivation of Mellin transforms of Whittaker functions.
The mapsτ and τ are closely related to the birational transform ηw 0 by Berenstein and Zelevinsky. The latter plays the crucial role in their derivation of the factorized expression of Lusztig coordinates via generalized minors [BZ, Theorem 1.4] . The map ηw 0 is
where T is an anti-automorphism of G, trivial on H, and satisfying the relations
for each simple root α. Compute firstw 0 X(t)w −1 0 . We havē
This expression coincides with (θ(X)) −1 (t). We then have
so that the maps ηw 0 andτ differ by Dynkin automorphism θ. The relation (2.33) implies also slightly more complicated relation between ηw 0 and τ ,
where ι is the birational automorphism of the manifold N + , reversing the order of the product in Lusztig presentation (2.22) of the group element of N + . Note that the map ι defined first for a given normal ordering, respects the transition maps (2.24)-(2.26) and thus does not depend on a choice of Lusztig coordinates. Having in mind relations (2.34) and (2.35) we further use the name BerensteinZelevinsky (BZ) transform for the birational map τ : N + → N + and for the corresponding change of Lusztig coordinates. The map σ will be referred as (Cartan) twist.
Using Plancherel formula
The convolution property for the Mellin transform admits the following reading. Let F 1 (s) and F 2 (s) be Mellin transforms of integrable functions f 1 (t) and f 2 (t),
Let S 1 and S 2 be the strips of analyticity of F 1 (s) and F 2 (s),
Assume that the intersection of strips −S 1 and S 2 is nonzero and both functions F 1 (s) and F 2 (s) rapidly decrease when s goes to ±i∞ along the contour
Here is a check:
The first equality is due to the inclusion C ⊂ S 2 , the second uses the decreasing at infinities, the third is the change of variables s → −s, the fourth is the Mellin inversion theorem due to the inclusion −C ⊂ S 1 . Since Mellin transform of the functionf 1 (t) equals toF 1 (s) , we can rewrite the convolution property (2.36) in a form of Plancherel formula
under the same assumptions on the functions F 1 (s) and
Here t γ means the product
where (t γ ) γ is the power of the variable t γ , and t ρ is defined by (2.27). We now use the Plancherel formula (2.37) to rewrite Whittaker wave functions (2.17) and (2.18) in terms ofω
First we note that by definition (2.14), (2.15) of the action of the Lie algebra g in the space V µ , the restriction of the function exp (−x)v R µ for any x ∈ h is given by the relation
Mellin transform turns first order differential operators ad x into operators of multiplications on functionsH(x, γ), see (3.17), (4.10), (5.10), (6.4). Then by (2.37) and Lemma 2.2 we haveΨ
Here d is the dimension of N + , the contour C is a deformation of imaginary plane Re γ = 0 into the intersection of strips of analyticity ofω 3 GL(n, R)
BZ transform
Let v i be a fixed basis of R n and e i,j ∈ Mat n×n be matrix units,
* the basic elements of h defined by the condition ε i (e j,j ) = δ i,j and by s i the group elements, related to simple reflection s ε i −ε i+1 , that is s i = (e i,i+1 − e i+1,i ) + j =i,i+1 e j,j as element of Mat n×n . We use the following decomposition of the Weyl group element w 0 = w
. Under the so that the corresponding ordering (2.20) of positive roots is ε n−1,n , ε n−2,n , ε n−2,n−1 , ε n−3,n , ε n−3,n−1 , ε n−3,n−2 , · · · , ε 1,n , ε 2,n · · · ε 1,2 , where ε i,j = ε i − ε j . Let X (n) (t) be a group element of the subgroup N + , given by (2.22), X (n) (t) = exp(t n−1,n e n−1,n ) exp(t n−2,n e n−2,n−1 ) exp(t n−2,n−1 e n−1,n ) · · · exp(t 1,n e 1,2 ) exp(t 1,n−1 e 2,3 ) · · · exp(t 1,2 e n−1,n ).
Here we regard e i,i+1 as Chevalley generators of Lie algebra gl n . In fundamental representation they are given by the matrices X (n) (t) = (Id +t n−1,n e n−1,n ) (Id +t n−2,n e n−2,n−1 )(Id +t n−2,n−1 e n−1,n ) · · · (Id +t 1,n e 1,2 )(Id +t 1,n−1 e 2,3 ) · · · (Id +t 1,2 e n−1,n ).
where Id ∈ Mat n×n is the identity matrix. We are going to solve the following equation
where X (n) (p) = (Id +p n−1,n e n−1,n ) (Id +p n−2,n−1 e n−2,n )(Id +p n−2,n−1 e n−1,n ) · · · (Id +p 1,n e 1,2 )(Id +p 1,n−1 e 2,3 ) · · · (Id +p 1,2 e n−1,n ).
and T is a diagonal matrix. In other word, we have to find out the unknown variables p i,j as function of t i,j and the diagonal matrix T depending on p i,j (and thus on t i,j ) such that relation (3.2) holds. Denote further in this section 
has the same form as (3.3). Indeed, the map τ :
Id, this is equivalent to
This means that we can interchange in (3.3) t i,j to −p i,j and p i,j to −t i,j . After cancelation of signs we get (3.5).
Remark 2. The Cartan twist T can be as well written in shorthand notation as
· e 3,3 + . . .
(3.6) Indeed, T is specified by the condition
, which implies the equality T −1 (−p) = (−1) n+1 T (t). The cancelation of signs gives (3.6).
Corollary 3.1 The restriction of left Whittaker vector to N + is given by the function
where p i,j are given by (3. 3)
The formula (3.7) is well known, see [GLO] an references therein. However, we got it in a form convenient for the study of Mellin transform. Further on we find analogous form for other classical groups.
The proof of Theorem 3.1 is based on inductive calculation of BZ transform τ and related map σ. Namely, the group element X (n) (−t) admits a factorization
where A (n) (−t) = (Id −t 1,n e 1,2 )(Id −t 1,n−1 e 2,3 ) · · · (Id −t 1,2 e n−1,n ).
andX (n−1) (−t) = (Id −t n−1,n e n−1,n ) (Id −t n−2,n e n−2,n−1 )(Id −t n−2,n−1 e n−1,n ) · · · (Id −t 2,n e 1,2 )(Id −t 2,n−1 e 2,3 ) · · · (Id −t 2,3 e n−2,n−1 ).
represents a group element of the unipotent subgroup of embedded GL(n − 1),
The matrix X (n) (p) has the same structure,
In the induction step we first express Lusztig coordinates of A (n) (p) via that of A (n) (−t); compute the input of A (n) (−t) into Cartan twist T and reduce the rest of calculations to the computation of BZ transform and twist of GL(n − 1) matrixX (n−1) (−t), which is given by a certain gauge transform ofX (n−1) (−t).
Denote by Λ (n) the diagonal matrix with diagonal entries
, j > 1 (3.8) and define the variablest i,j , 1 < i < j ≤ n by the relatioñ
Proposition 3.1 a) The parameters p 1,j , j = 2, ..., n of A (n) (p) are equal to
(3.10) b) Cartan twist T and the matrixX (n−1) (p) satisfy the relation
Proof of part a) of Proposition 3.1. Matrix element A i,j of upper triangular unipotent matrix A (n) (−t) is
Due to the structure (3.10) of the matrixX (n−1) (−t) the first row of X (n) (−t) coincides with that of A (n) (−t) and is equal to
1,1 ) = (t 1,n t 1,n−1 · · · t 1,2 , . . . , t 1,3 t 1,2 , t 1,2 , 1).
Since the right multiplication byw (n) 0 = e 1,n −e 2,n +. . .+(−1) n−1 e n,1 leaves the first row of the matrix X (n) (t) invariant, permuting its entries, the parameters of A (n) (p) and matrix element T 1,1 can be completely determined from the parameters of A (n) (−t). Namely, T 1,1 = t 1,n t 2,n · · · t n−1,n and we have two presentations for the first row of the matrix A (n) (p):
(1, p 1,n , p 1,n p 1,n−1 , · · · , p 1,n p 2,n · · ·p 1,2 ) = 1, 1 t 1,2 , 1 t 1,2 t 1,3 , . . . , 1 t 1,2 t 1,3 · · · t 1,n so that the parameters p i,n of the matrix A (n) (p) are equal to p 1,j = 1 t 1,n+2−j .
Letw
(n−1) 0 be the element of embedded group GL(n−1) representing the corresponding longest element of the Weyl group,w (n−1) 0 = e 1,1 + e 2,n − e 3,n−1 + . . . + (−1) n e n,2 . Let U be the matrix U = w
The following lemma is the crucial technical step in the calculation of the transformation (3.1). It states that the matrix U has the block structure
The proof of Lemma 3.1 is given in Appendix A.
Proof of part b) of Proposition 3.1. Denote by Λ ′ (n) =w
Since A (n) (p) ∈ N, the relation (3.1) can be equivalently rewritten as
14)
The matrices Y =X (n−1) (−t)w (n−1) 0 and V have the following block structure due to Lemma 3.1:
whereỸ and Id n−1 are (n − 1) × (n − 1) matrices and Z is 1 × (n − 1) matrix. Then the product Y V also has a block structure and can be rewritten as
The first factor of the latter product is unipotent lower triangular matrix so that the upper triangular part of Y V coincides with upper triangular part of Y . Thus we proved the equality
where the matrixX (n−1) (−t) is given by the relation (3.14). The last step is the computation of the conjugation in (3.14). To perform it we note that the exponent in the products (3.4) containing the variable t i,j is exp (−t i,j e n−j+i,n−j+i+1 ) = (1 − t i,j e n−j+i,n−j+i+1 ) (3.15) which means that the conjugation (3.14) results to multiplication of the coefficient at e n−j+i,n−j+i+1 by Λ (n) n−j+i+1,n−j+i+1 /Λ (n) n−j+i,n−j+i which is due to (3.8), the rescaling Following this procedure we get both a) and b) statements of the Theorem. The part c) may be observed as follows. Denote by Ω t and Ω p the skew forms Ω t = ∧ i<j dt i,j t i,j
and Ω p = ∧ i<j dp i,j p i,j
. They admit the factorizations
and analogously for Ω 
the renormalization fractions
should be regarded as constants which so do not contribute to the wedge product, so that
and we may further use the same equalities for the next induction steps.
Whittaker function
Using the relation (3.15) we immediately describe the action of Cartan generators on the right Whittaker vector. By definition, exp
Here ρ = − 
Due to Proposition 2.2 we have:
For the calculation ofω L ν (γ) we pass in the integral
where ν ′ i = ν i − i from the integration variables t i,j to p i,j . Substitution of (3.5) gives the relation
, where
This implies the relation
Then by (2.38) and (2.39) we havẽ
where now ν ′ +μ = −ρ, d = n(n − 1)/2 and the contour C is a deformation of imaginary plane Re γ ij = 0 to the strip of analyticity of the integrand. In particular, for µ = iλ − ρ we have
Performing the following change of variables in the integral in (3.18):
we finally arrive to Theorem 3.2
Here we assume that γ k,l = 0 unless 1 ≤ k < l ≤ n. The integration cycle C n is a deformation of the imaginary plain Re γ k,l = 0 into nonzero strip D ⊂ C d of the analyticity of the integrand, which can be described by inequalities Re γ k,l > 0, Re γ k,l > Re γ k+1,l for all admissible pairs (k, l) of indices.
SO(n, n)
BZ transform
The split real form of the group SO(2n, C) is the group SO(n, n) ⊂ SL(2n, R) preserving symmetric form 2n i=1 x i yˆi, where as beforeî = 2n+ 1 −i. Gauss decomposition is induced from that of GL(2n, R). Positive roots are ε i ± ε j for 1 ≤ i < j ≤ n, where ε k ∈ h * are now defined by the condition ε k (e j,j − eĵ ,ĵ ) = δ j,k . We denote Chevalley generator of the Lie algebra g = so(2n) by e i and f i , i = 1, . . . , n − 2 and e ± n−1 , f ± n−1 . Here e i = e i,i+1 − e 2n−i,2n+1−i , f i = e i+1,i − e 2n+1−i,2n−i , i = 1, ..., n − 2, e + n−1 = e n−1,n − e n+1,n+2 , f + n−1 = e n,n−1 − e n+2,n+1 , e − n−1 = e n−1,n+1 − e n,n+2 , f + n−1 = e n+1,n−1 − e n+2,n .
Denote by s i i = 1, ..., n − 1 and s ± n−1 the corresponding generators of the Weyl group and their lifts to the group SO(n, n) according to (2.30). We choose the following normal ordering of the system ∆ + of positive roots:
It corresponds by (2.20) to the following reduced decomposition of the longest element w (n) 0 of the Weyl group W :
where ǫ(k) = (−1) k . Note that as element of SO(n, n),
e k,k + (e n,n + e n+1,n+1 ) for odd n. Denote by t i,j the Lusztig parameter corresponding to the root ε i − ε j , and by s i,j the Lusztig parameter corresponding to the root ε i + ε j . Here 1 ≤ i < j ≤ n. Then the group element X (n) (t) looks as
(exp(s 2,3 e 2 ) · · · exp(s 2,n e ǫ(n−2) n−1 ) exp(t 2,n e ǫ(n−1) n−2 ) · · · exp(t 2,4 e 3 ) exp(t 2,3 e 2 ) · (exp(s 1,2 e 1 ) exp(s 1,3 e 2 ) · · · exp(s 1,n e ǫ(n−1) n−1 ) exp(t 1,n e ǫ(n) n−1 ) · · · exp(t 1,3 e 2 ) exp(t 1,2 e 1 ) .
BZ transform for SO(n, n) is the solution of the equation (3.1), where in X (n) (p) we use the notation p i,j for Lusztig parameter, corresponding to the root ε i − ε j , and q i,j for the Lusztig parameter, corresponding to the root ε i + ε j ,
Set in addition s j,j = t j,j = p j,j = q j,j = u j,j = 1, and for all i, j, 1 ≤ i < j ≤ n put
Theorem 4.1 a) BZ map for SO(n, n) looks as
We supply theorem 4.1 with remarks identical to those related to Theorem 3.1. Their proofs are similar without any troubles with signs since here w (n) 0 2 = 1. Namely Remark 1. BZ transform τ is involutive, that is the inverse relations
.
( 4.4) have the same form as (4.3). Here
Remark 2. The Cartan twist T can be as well written as
k ek ,k , where
Corollary 4.1 The restriction of the left Whittaker vector to N + is given by the function
where p i,j are given by (3.1) and t ν for a weight ν = n k=1 ν k ε k means the product
The proof of Theorem 4.1 follows the same scheme as for GL(n). The matrix X (n) (−t) admits a factorization X (n) (−t) =X (n−1) (−t) · A (n) (−t), where
and
(− exp(s 2,3 e 2 ) · · · exp(−s 2,n e ǫ(n−2) n−1 ) exp(−t 2,n e ǫ(n−1) n−2 ) · · · exp(−t 2,4 e 3 ) exp(−t 2,3 e 2 ) · represents a group element of the unipotent subgroup of embedded SO(n − 1, n − 1),
( 4.5) and define the variablest i,j ands i,j , 1 < i < j ≤ n by the relations
Proposition 4.1 a) The parameters p 1,j and q 1,j , j = 2, ..., n of A (n) (p) are equal to
b) Cartan twist T and the matrixX (n−1) (p) satisfy the relation
Proof of part a) of Proposition 4.1 consists as before in comparison of the first rows of matrices
and A (n) (p). We have
By this we see first that the first diagonal entry Λ (n) 1,1 in the Gauss decomposition of the right hand side of (3.1) equals to B (n) 1,1 = j>1 t 1,j s 1,j and since the first row of the left hand side of (3.1)coincides with the first row of A (n) (p),
the variables p 1,j and q 1,j then can be found via ratios of coefficients B
1,k . Thus we get (4.7).
For the proof of part b) we again need the crucial technical lemma which says that the matrix U = w see (3.13) has the block structure
and specializes its diagonal entries.
Lemma 4.1 Nondiagonal matrix elements
The proof of Lemma 4.1 is sketched in Appendix B.
As well as in the proof of Proposition (3.1), Lemma 4.1 implies the equality
where the diagonal matrix Λ (n) is given in (4.5) and
Then the structure of the group element X (n) (t), see (4.2) says that the parameters t i,j and s i,j are the coefficients at e j−1 for j < n; t i,n is the coefficient at e
, and s i,n is the coefficient at e ǫ(n−i) n−1 in Lusztig presentation of X(−t). This enables us to rewrite the conjugation (4.8) as the change of variables (4.6) and finish the proof of Proposition 4.1. Then the proof of part b) of Theorem 4.1 follows by induction on n. The inductive proof of part c) is analogous to that of Theorem 3.1.
Whittaker function
Using the arguments of the end of the previous subsection, we describe the action of Cartan generators on the right Whittaker vector. Namely, the vector exp(
Here ρ = n k=1 (n − k)(ε k,k − εk ,k ). Due to (4.9) the action of Cartan subgroup on the right Whittaker vector v R µ transforms the functionω 
from the integration variables t i,j and s i,j to p i,j and q i,j . Here
Substitution of (4.4) gives the relation
if j < n and θ i,n = 0,
This means that the Mellin transform of the left Whittaker vector is described by the integral
Integration over the variables p i,n and q i,n produced the product
of corresponding Γ functions. For the calculation of integrals over the variables p i,j and q i,j with j < n we use the integral
Its evaluation is based on the change of variables u = x + y, t = x x + y . This gives the product over 1 < i < j < n of the factors
which implies cancelations of ratios in the product (4.15) so that it becomes equal to
(4.16) Using (4.13) we arrive to the following answerŝ
HereH(x, γ) is given in (4.10), ψ i,j and ϕ i,j are given in (4.11) and (4.12), d = n(n − 1) and the contour C is a deformation of the imaginary plane Re γ ij = Re δ ij = 0 into the strip of analyticity of the integrand. Perform now the following change of variables:
In this variables we have
and H(x, γ) = j<n (γ 1,j +δ 1,j )(x j − x j−1 ) +γ 1,n (x n − x n−1 ) +δ 1,n (−x n−1 − x n ). Then we have Theorem 4.2 The function Ψ λ (x) is given by the integral
Here we set γ k,l = δ k,l = 0 if the pair (k, l) does not satisfies the condition 1
The integration cycle is a deformation of the imaginary plain Re γ k,l = Re δ k,l = 0 into nonempty domain D ⊂ C d of the analyticity of the integrand, which is described by the relations Re γ i,j > 0, Re δ i,j > 0, Re ξ i,j > 0, Re η i,j > 0, 1 ≤ i < j ≤ n.
5 SO(n + 1, n)
BZ transform
The split real form of the group SO(2n + 1, C) is the group SO(n + 1, n) ⊂ SL(2n, R) preserving symmetric form n i=1 (x i yˆi + xˆiy i ) + x n y n , whereî = 2n + 2 − i. Gauss decomposition is induced from that of GL(2n + 1, R). Positive roots are elements ε i ± ε j for 1 ≤ i < j ≤ n and ε i , where ε k ∈ h * , k = 1, ..., n are defined by the condition ε k (e j,j − eĵĵ) = δ j,k . We denote Chevalley generator of the Lie algebra g = so(2n + 1) by e i and f i , i = 1, . . . , n Here
Denote by s i i = 1, ..., n the corresponding generators of the Weyl group and bys i their lifts to the group SO(n + 1, n) according to (2.30). We choose the following normal ordering of the system ∆ + of positive roots:
Note that as element of SO(n + 1, n) ,
Denote by t i,j Lusztig parameter corresponding to the root ε i − ε j , and by s i,j Lusztig parameter corresponding to the root ε i + ε j , and by t k the parameter, corresponding to ε k . Here 1 ≤ i < j ≤ n, k = 1, ..., n. Then the group element X (n) (t) looks as X (n) (t) = exp(t n e n ) (exp(s n−1,n e n−1 ) exp(t n−1 e n ) exp(t n−1,n e n−1 )) · . . . (5.2) (exp(s 1,2 e 1 ) exp(s 1,3 e 2 ) · · · exp(s 1,n e n−1 ) exp t 1 e n exp(t 1,n e n−1 ) · · · exp(t 1,3 e 2 ) exp(t 1,2 e 1 )) .
BZ transform for SO(n + 1, n) is the solution of the equation (3.1), where in X (n) (p) we use the notation p i,j for Lusztig parameter, corresponding to the root ε i − ε j , q i,j for the Lusztig parameter, corresponding to the root ε i + ε j , and p i for the parameters, corresponding to ε i ,
X
(n) (p) = exp(p n e n ) (exp(q n−1,n e n−1 ) exp(p n−1 e n ) exp(p n−1,n e n−1 )) · . . . (5.3) exp(q 1,2 e 1 ) exp(q 1,3 e 2 ) · · · exp(q 1,n e n−1 ) exp p 1 e n exp(t 1,n e n−1 ) · · · exp(p 1,3 e 2 ) exp(p 1,2 e 1 ).
We set s j,j = t j,j = p j,j = q j,j = p j = u j,j = 1, and for all i, j, 1 ≤ i < j ≤ n put
Theorem 5.1 a) BZ map for SO(n, n) looks as
Lemma 5.1 Nondiagonal matrix elements U i,j (i = j) of the matrix (3.13) equal zero if j > 1 and i < 2n + 1. Matrix element U 1,1 equals t
Proposition 5.1 a) The parameters p 1,j , q 1,j , j = 2, ..., n and p 1 of A (n) (p) are equal to
Cartan twist T and the matrixX (n−1) (p) satisfy the relation
All the proofs repeat that of the previous sections
Whittaker function
Describe first the action of Cartan generators on the right Whittaker vector. The vector exp( 
(5.10)
As before, we haveω
from the integration variables t i,j , s i,j and t i to p i,j , q i,j and p i . Here
Substitution of (5.6) gives the relation
where 12) for 1 ≤ i < j < n, and
for 1 ≤ i < n. Using (4.14) we present the multiple integral
Substitution of (5.12) and (5.13) into the product over 1 ≤ i < j < n of ratios of Γ functions in the latter expression results, just as for SO(n, n) to the product
. while the same product over j = n, i = 1, ..., n − 1 is
Thus we have the following expressions for the left Whittaker vector
which results after substitution ν ′ = iλ in the following expression for Whittaker wave function:
HereH(x, γ) is given in (5.10), ψ k,l and ϕ k,l are given in (5.12) and (5.13), d = n 2 . The contour C is a deformation of imaginary plane Re γ i,j > 0, Re δ i,j > 0, Re γ i > 0 into the strip of analyticity of the integrand.
The formula for Ψ λ (x) can be simplified by using the change of variables
so that each Gamma function in the integrand depends now not more than of four summands. The exponential factor is now H(x,γ) = n j=2 (γ 1,j +δ 1,j )(x j − x j−1 ) −γ 1 x n ..
Finally we have
The integration cycle is a deformation of the imaginary plain Re γ k,l = Re δ k,l = Re γ k = 0 into nonempty domain D ⊂ C d of the analyticity of the integrand, which is described by the relations Re
6 Sp(2n, R)
BZ transform
The split real form of the group Sp(2n, C) is the group Sp(2n, R) ⊂ SL(2n, R) preserving skew-symmetric form n i=1 (x i yˆi − xˆiy i ), whereî = 2n + 1 − i. Positive roots are elements ε i ± ε j for 1 ≤ i < j ≤ n and 2ε i , where ε k ∈ h * , k = 1, ..., n are defined by the condition ε k (e j,j − eĵĵ) = δ j,k . We denote Chevalley generator of the Lie algebra g = so 2,n by e i and f i , i = 1, . . . , n Here
Denote by s i i = 1, ..., n the corresponding generators of the Weyl group and their lifts to the group Sp(2n, R) according to (2.30). The normal ordering of the system ∆ + copies that of SO(n + 1, n):
It corresponds to reduced decomposition of the longest element w (n) 0 of the Weyl group W literally the same as (5.1):
Note that as element of Sp(2n, R) ,
Denote by t i,j Lusztig parameter corresponding to the root ε i − ε j , and by s i,j Lusztig parameter corresponding to the root ε i + ε j , and by t k the parameter, corresponding to 2ε k . Here 1 ≤ i < j ≤ n, k = 1, ..., n. Then the group element X (n) (t) has a form (5.2) so that BZ transform for Sp(2n, R) is the solution of the equation (3.1), where in X (n) (p) we use the notation p i,j for Lusztig parameter, corresponding to the root ε i − ε j , q i,j for the Lusztig parameter, corresponding to the root ε i + ε j , and p i for the parameters, corresponding to 2ε i , see (5.3).
Keep the notation (5.4). We have
Whittaker function
We start again with the action of Cartan generators on the right Whittaker vector. The vector exp(
. 
The right Whittaker vector is presented by the functionω R µ (γ) of the form (5.11). For the calculation ofω L ν (γ) we pass in the integral
Substitution of (6.2) gives the relation
where as before
for 1 ≤ i < j < n, and
for 1 ≤ i < n. Using the (4.14) we present the multiple integral
as the product
. Substitution of (6.5) into the product over 1 ≤ i < j < n of ratios of Γ functions in the latter expression results, just as for SO(n, n) to the product
. while due to (6.6) the same product over j = n, i = 1, ..., n − 1 is
(6.7)
and for the Whittaker wave function:
Here H(x, γ) is given in (5.10), ϕ i,j and φ i,j are given in (5.12) and (5.13), d = n 2 . The contour C is the same as in the previous section.
The change of variables (5.14) simplifies the formula for Whittaker wave functions. Now we have ϕ i,j =γ i+1,j+1 +δ i+1,j+1 −γ i+1,j −δ i,j , 1 ≤ i < j < n, ψ i,j = −γ i,j+1 −δ i,j+1 +γ i+1,j +δ i,j , 1 ≤ i < j < n, ϕ i,n = −γ i+1,n −δ i,n + 2γ i+1 , ψ i,n =γ i+1,n +δ i,n − 2γ i , 1 ≤ i < n,
Finally we have
Theorem 6.2 The function Ψ λ (x) is given by the integral
Here we set γ k,l = δ k,l = 0 if the pair (k, l) does not satisfies the condition 1 ≤ k < l ≤ n, and γ k = 0 if k = 1 or k = n + 1, d = n 2 is the dimension of the maximal unipotent subgroup of Sp(2n, R), H(x, γ) = n j=2 (γ 1,j + δ 1,j )(x j − x j−1 ) − 2γ 1 x n , ξ i,j = −γ i+1,j+1 − δ i+1,j+1 + γ i+1,j + δ i,j , 1 ≤ i < j < n, η i,j = γ i,j+1 + δ i,j+1 − γ i+1,j − δ i,j , 1 ≤ i < j < n, ξ i,n = γ i+1,n + δ i,n − 2γ i+1 , 1 ≤ i < n, η i,n = −γ i+1,n − δ i,n + 2γ i .
The integration cycle is a deformation of the imaginary plain Re γ k,l = Re δ k,l = Re γ k = 0 into nonempty domain D ⊂ C d of the analyticity of the integrand, which is described by the relations Re γ i,j > 0, Re δ i,j > 0, Re ξ i,j > 0, Re η i,j > 0, 1 ≤ i < j ≤ n, Re γ k > 0, k = 1, ..., n.
Mellin transforms of Whittaker functions
The presentations of Whittaker functions given in Theorems 3.2, 4.2, 5.2,6.2, have a form which is easy to interpret as an inverse Mellin transform. This enables one to write down precise expressions for direct Mellin transforms of Whittaker functions.
GL(n)
Using the notations of Section 3.2 we denote z k = exp x k , z k,k+1 = exp(x k − x k+1 ), z = {z 1 , . . . , z n }. Set Λ i = (n − 1)λ i − j =i λ j n , Λ i,j = Λ i + Λ i+1 + . . . Λ j and put s k,k+1 =γ 1,n+1−k + Λ 1,k . Then the formula (1.2) can be written as follows
The contour C is a deformation of the imaginary plane to the region of analyticity of the integrand. Here
Γ(γ k,k+1 + δ k,k+1 + 2iλ k ) Γ(γ k,n + δ k,n − γ k+1,n − δ k+1,n + 2iλ k ) 1<k<l≤n Γ(γ k,l − γ k+1,l )Γ(δ k,l − δ k+1,l ) n k=2 Γ(γ k − γ k+1 ) 1≤k<l≤n Γ(ξ k,l + i(λ k − λ l ))Γ(η k,l + i(λ k + λ l )) with ξ i,j = −γ i+1,j+1 − δ i+1,j+1 + γ i+1,j + δ i,j , i < j < n, η i,j = γ i,j+1 + δ i,j+1 − γ i+1,j − δ i,j , i < j < n, ξ i,n = γ i,n − δ i+1,n , η i,n = δ i,n − γ i+1,n , i < n, for i > 1 and ξ 1,j = −γ 2,j+1 − δ 2,j+1 + γ 2,j +s j−1 − t j−1 2 , 1 < j < n, η 1,j =s j − γ 2,j −s j−1 + t j−1 2 , 1 < j < n, ξ 1,n =s n−1 − δ 2,n , η 1,n =s n − γ 2,n .
3. SO(n + 1, n). Using the notations of Section 5.2 denote z n = exp(x n ) and z i = exp(x i − x i+1 ) for 1 ≤ i ≤ n − 1. Set Λ i = λ 1 + . . . + λ i , 1 ≤ i = 1 ≤ n, s i = γ 1,i+1 + δ 1,i+1 + iΛ i , t i = γ 1,i+1 − δ 1,i+1 , 1 ≤ i ≤ n − 1, s n = γ 1 + iΛ n ,s i = s i − iΛ i 1 ≤ i ≤ n.
In this notations the formula of Theorem 5.2 for the Whittaker function looks as follows: The contour C is a deformation of imaginary plane to the region of analyticity of the integrand. Here
Γ(γ k,l − γ k+1,l )Γ(δ k,l − δ k+1,l ) with ξ i,j = −γ i+1,j+1 − δ i+1,j+1 + γ i+1,j + δ i,j , i < j < n, η i,j = γ i,j+1 + δ i,j+1 − γ i+1,j − δ i,j , i < j < n, ξ i,n = γ i,n − δ i+1,n , η i,n = δ i,n − γ i+1,n i < n, for i > 1 and ξ 1,j = −γ 2,j+1 − δ 2,j+1 + γ 2,j +s j−1 − t j−1 2 , 1 < j < n, η 1,j =s j + γ 2,j −s j−1 + t j−1 2 , 1 < j < n, ξ 1,n =s 1 − t 1 2 − γ 2 + γ 2,n , η 1,n = −s 1 − t 1 2 +s 1 − γ 2,n .
Sp(2n, R).
Using the notations of Section 6.2 denote again z n = exp(x n ) and z i = exp(x i − x i+1 ) for 1 ≤ i ≤ n − 1. Set
In this notations the formula of Theorem 6.2 looks as follows: 
The contour C is a deformation of the imaginary to the region of analyticity of the integrand. Here
with ξ i,j = −γ i+1,j+1 − δ i+1,j+1 + γ i+1,j + δ i,j , i < j < n, η i,j = γ i,j+1 + δ i,j+1 − γ i+1,j − δ i,j , i < j < n, ξ i,n = γ i,n − δ i+1,n , η i,n = δ i,n − γ i+1,n i < n, for i > 1 and ξ 1,j = −γ 2,j+1 − δ 2,j+1 + γ 2,j +s j−1 − t j−1 2 , 1 < j < n, η 1,j =s j + γ 2,j −s j−1 + t j−1 2 , 1 < j < n, ξ 1,n =s 1 − t 1 2 − 2γ 2 + γ 2,n , η 1,n = −s 1 − t 1 2 +s 1 − γ 2,n .
