High Resolution µMAS of Nanoliter Volumes & Structural Studies of Solid Materials by Brauckmann, J.O.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/204191
 
 
 
Please be advised that this information was generated on 2020-01-02 and may be subject to
change.
High Resolution µMAS of Nanoliter Volumes &
Structural Studies of Solid Materials
Jasper Ole Brauckmann

High Resolution µMAS of Nanoliter Volumes &
Structural Studies of Solid Materials
Proefschrift
ter verkrijging van de graad van doctor
aan de Radboud Universiteit Nijmegen op
gezag van de rector magnificus prof. dr. J.H.J.M. van Krieken,
volgens besluit van het college van decanen
in het openbaar te verdedigen op
maandag 3 juni 2019 om 10:30 uur precies
door
Jasper Ole Brauckmann
geboren op 19 mei 1987
in Herdecke (Duitsland)
Promotor: Prof. dr. A.P.M. Kentgens
Manuscriptcommissie: Prof. dr. ir. G.C. Groenenboom (voorzitter)
Prof. dr. M.R. Hansen
(Westfälische Wilhelms-Universität Münster, Duitsland)
Dr. V.M. Litvinov (DSM, Geleen)
Jasper Ole Brauckmann, High Resolution µMAS of Nanoliter Volumes &
Structural Studies of Solid Materials
PhD Thesis, Radboud University Nijmegen, The Netherlands
With summary in Dutch
ISBN: 978-94-6323-649-2
Cover Design: J. Ole Brauckmann
Printed by: Gildeprint, Enschede
This research received funding from the Netherlands Organization for Scientific Research
(NWO) in the framework of the Technology Area COAST (Project 053.21.101).
Contents
1 General Introduction 9
1.1 Nuclear Magnetic Resonance . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1 Magnetic moment & spin . . . . . . . . . . . . . . . . . . . . . 10
1.1.2 From magnetic moment to magnetization . . . . . . . . . . . . 10
1.1.3 Precession of magnetization . . . . . . . . . . . . . . . . . . . . 10
1.1.4 Interaction with RF-fields . . . . . . . . . . . . . . . . . . . . . 11
1.1.5 Longitudinal & transverse relaxation . . . . . . . . . . . . . . . 11
1.2 Interactions in the solid state . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Zeeman interaction . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.2 Chemical Shift Anisotropy . . . . . . . . . . . . . . . . . . . . . 13
1.2.3 Scalar J-coupling . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.4 Dipolar interaction . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.5 Quadrupolar interaction . . . . . . . . . . . . . . . . . . . . . . 16
1.3 NMR experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.1 Heteronuclear correlation spectroscopy . . . . . . . . . . . . . . 18
1.3.2 Homonuclear correlation spectroscopy . . . . . . . . . . . . . . 19
1.4 Sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4.1 Magnetization . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4.2 Cross Polarization . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.3 Inverse detection . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.4 Miniaturization of the coil . . . . . . . . . . . . . . . . . . . . . 22
1.4.5 Dynamic Nuclear Polarization . . . . . . . . . . . . . . . . . . . 22
1.4.6 Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.5 Polymer applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5.1 What are polymers? . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5.2 Structure-function relationship . . . . . . . . . . . . . . . . . . 25
1.5.3 NMR characterization of polymers . . . . . . . . . . . . . . . . 26
1.6 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 µMAS 29
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.1 a) Probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 b) Solid-State NMR experiments . . . . . . . . . . . . . . . . . 33
6 Contents
2.2.3 Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1 Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Inverse detection . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.3 Heteronuclear study of U-13C,15N L-Arginine HCl . . . . . . . . 37
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.1 Carbon resolution . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.2 Proton resolution . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.3 Arginine HCl . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.4 Inverse detection . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3 On-Spectrometer Optimization of wDUMBO 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.1 The pulse sequence . . . . . . . . . . . . . . . . . . . . . . . . 48
3.1.2 Experimental aspects . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 On-Spectrometer optimization . . . . . . . . . . . . . . . . . . . . . . 57
3.2.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.2 Optimization criteria . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.3 Criteria check . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3 Comment on the structure of the search space . . . . . . . . . . . . . . 61
3.4 Optimization runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Regular probe . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4.2 µMAS probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.6 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4 NMR crystallography of single xtals 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 1D spin-diffusion experiment . . . . . . . . . . . . . . . . . . . 75
4.2.2 2D spin-diffusion experiment . . . . . . . . . . . . . . . . . . . 76
4.3 Spin-Diffusion curves . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4 Fitting of spin-diffusion curves . . . . . . . . . . . . . . . . . . . . . . 81
4.4.1 Influence of the packing . . . . . . . . . . . . . . . . . . . . . . 82
4.4.2 Sensitivity to distance variations . . . . . . . . . . . . . . . . . 83
4.5 Example: Polymorphism of DL-Methionine . . . . . . . . . . . . . . . . 87
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5 Inverse Detection at moderate νr 97
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Solid-State inverse detection experiments . . . . . . . . . . . . . . . . . 100
5.2.1 CP based experiments . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.2 Double CP based experiments . . . . . . . . . . . . . . . . . . . 101
5.2.3 Can homonuclear decoupling beat fast spinning? . . . . . . . . . 103
Contents 7
5.2.4 Double-CP with homonuclear decoupling . . . . . . . . . . . . . 103
5.3 Correlation experiments with inverse detection . . . . . . . . . . . . . . 106
5.3.1 Influence of the contact times in-CP based correlation experiments 106
5.3.2 Influence of the sampling on the sensitivity . . . . . . . . . . . . 108
5.3.3 Quantification of the sensitivity . . . . . . . . . . . . . . . . . . 109
5.4 Natural abundant correlations . . . . . . . . . . . . . . . . . . . . . . . 113
5.4.1 Sensitivity considerations . . . . . . . . . . . . . . . . . . . . . 113
5.4.2 Example: single crystal of glycine . . . . . . . . . . . . . . . . . 114
5.4.3 Example: Thymol . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.4.4 Example: fMLF-OH . . . . . . . . . . . . . . . . . . . . . . . . 118
5.4.5 Example: Twaron . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6 Structural studies of polyaramid fibres
solid-state NMR & first-principles modelling 127
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.2 Materials & Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.2.1 Computational methods . . . . . . . . . . . . . . . . . . . . . . 130
6.2.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.3 Structural models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.3.1 Structural models from literature . . . . . . . . . . . . . . . . . 132
6.3.2 Family of possible structures . . . . . . . . . . . . . . . . . . . 133
6.4 Results & Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.4.1 Solid-State NMR experiments . . . . . . . . . . . . . . . . . . . 134
6.4.2 Chemical Shift calculations . . . . . . . . . . . . . . . . . . . . 138
6.4.3 NICS calculations . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4.4 Comparison experiment and calculations . . . . . . . . . . . . . 140
6.4.5 2D comparison experiment and calculations . . . . . . . . . . . 143
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7 Solid-State NMR Characterization
of Low-Concentrated 23Na in Aramid Fibers 151
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.2 Materials & Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.3 Results & Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.3.1 Quantitative SPE spectra . . . . . . . . . . . . . . . . . . . . . 155
7.3.2 Effects of hydration . . . . . . . . . . . . . . . . . . . . . . . . 157
7.3.3 NMR characterization of sodium in aramid . . . . . . . . . . . . 159
7.3.4 Implications for the structural model . . . . . . . . . . . . . . . 164
7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
References 168
Summary 183
Samenvatting 187
8 Contents
Publications 191
Acknowledgement 193
CV 197
Chapter 1
General Introduction
1.1 Nuclear Magnetic Resonance
The analytical method Nuclear Magnetic Resonance (NMR), although not by this name,
is to most laypersons familiar by Magnetic Resonance Imaging (MRI). MRI and NMR
rely on the same intrinsic property of atoms – the nuclear spin.
What paved the way for success in the hospitals for MRI, is a good summary of the
advantages of NMR over other analytical techniques: MRI is non-invasive to the sample
and the information that can be gathered is very versatile.
While the goal in MRI is mostly the spatial distribution of protons and the discrimination
between different tissues, the goal in NMR is the elucidation of the chemical and physical
properties of molecules and materials. NMR is also a very versatile method that can
be used studying molecules and materials in any constitution ranging from liquids and
soft matter to solids. It allows to determine the three-dimensional structure of molecules
containing different sorts of atoms and provides local structural information, even if some
disorder or no periodic packing is present at all. NMR also reflects on the dynamics over a
wide range of time-scales in the sample, often with site specific resolution. Furthermore,
the type and amount of chemical groups can be studied and the relative orientation of
molecules or chemical groups with respect to each other can be determined.
Compared to other analytical techniques, NMR is sensitive to the local environment of
the nucleus. Therefore, even for samples such as amorphous, catalytic or battery materi-
als, valuable insights into the local nuclear and electronic environment can be obtained.
The versatility of the technique helped NMR to flourish in many different fields of ap-
plications ranging from biology, chemistry to physics and more applied fields, such as
materials science, and pharmaceutical sciences.
Over the last 70 years a wealth of experiments and techniques was developed to char-
acterize molecules and materials in the liquid state, in the semi-solid state as in soft
polymers and hydrogels and in the solid state (for instance crystals, rigid polymers or
powders).
The beauty of NMR is that the experiments in all the aggregate states can be described by
a common theory based on quantum mechanics. As the field matured, many good books
were published covering different aspects, from all the intricate details of the quantum
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mechanics, over applications of NMR to specific materials, to the experimental aspects
for conducting specific experiments.
Here I limit myself to a summary of what magnetic resonance is, what the relevant inter-
actions are in the solid state, with a specific focus on the application of NMR to polymers
and on the factors that influence the sensitivity of NMR, since these are the topics that
will be discussed in more detail in the scientific chapters of this thesis.
For an in-depth description of the theory and NMR application to polymers the reader is
referred to the books by Schmidt-Rohr and Spiess,1 for the basic theory and examples,
the books by Levitt and Duer.2,3 For a hands-on guide, the books of Apperley et al. and
Keeler are recommended.4,5
1.1.1 Magnetic moment & spin
Most nuclei of the isotopes in the periodic table have an intrinsic magnetic moment also
called spin. Related to that, the nuclei have a spin-angular momentum, which can take
fixed values determined by the spin quantum number I. The spin quantum number of an
isotope is determined by the number of protons and neutrons in the nucleus. All isotopes
with a non-zero spin can be studied by NMR.
Mostly 1H, 13C and 15N (all spin I = 12) are measured, as these nuclei form the build-
ing blocks of organic matter both in biological samples and synthetic materials, such as
polymers surrounding us in our everyday lives.
The majority of the isotopes in the periodic table are however, so-called quadrupolar
nuclei which have spin quantum numbers ≥ 12 . These nuclei can be studied by NMR as
well. Examples are 2H and 14N which have spin I = 1 or 23Na with spin I = 32 .
1.1.2 From magnetic moment to magnetization
The spin quantum number I determines how many energy levels (states), can be occupied
by a spin. The number of energy levels is given by 2I+1. If no field is applied, all energy
levels are degenerate. An external magnetic field affects these energy levels and for
an ensemble of spins a thermodynamic statistical distribution (Boltzmann distribution)
over the energy levels will establish, where the lowest energy level will have the largest
population.
The population difference of the energy levels is what is referred to as polarization and
gives rise to a net magnetization M, that can be probed in an NMR experiment using a
pick-up coil for detection.
In standard inductively detected magnetic resonance experiments an ensemble of a very
large amount of spins is required to give rise to a sufficiently large net magnetization.
1.1.3 Precession of magnetization
In a magnetic field, a torque ~N arises from the interaction of the external field ~B with
the magnetic moments ~M:
~N = ~M× ~B. (1.1)
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The magnetic moments are related to the quantum mechanical angular momentum by
~M =
∑
i
γ~ˆIi, (1.2)
where γ is the gyromagnetic ratio, which relates the spin angular momentum to the
actual magnetic moment of a nucleus and i denotes the summation over all the spins.
An NMR magnet has a strong homogeneous field along one axis, denoted the z-axis.
Therefore equation 1.1 simplifies and the time dependence of the rotational motion in-
duced by the torque is described by the famous Bloch equations:
d
dt
~M = γ ~M× (0, 0, B0). (1.3)
The solution to these equations expresses the behavior of the magnetization in an applied
magnetic field over time:
~M(t) =
Mx(t)My(t)
Mz(t)
 =
M ix cos(ω0t)−M iy sin(ω0t)M iy cos(ω0t) +M ix sin(ω0t)
M iz
 . (1.4)
Here the superscript i denotes the initial polarization and ω0 is the so-called Larmor
frequency given by
ω0 = −γB0. (1.5)
Thus, the magnetic moments and also the net magnetization, precess around the external
magnetic field B0.
1.1.4 Interaction with RF-fields
If a time-dependent magnetic field in the radio-frequency (rf) range, B1, that is perpen-
dicular to the external magnetic field B0, is applied on resonance – that is approximately
at the Larmor frequency ω0 – the magnetic moments will also precess around this field,
for as long as it is applied.
In this way the orientation of the magnetic moments can be manipulated, for instance
the polarization can be inverted (Mz → −Mz) or brought to another axis (Mz →My).
1.1.5 Longitudinal & transverse relaxation
The manipulation by rf-fields often disturbs the thermodynamic equilibrium (Mz) and
thus over time the equilibrium state will restore. The time constant related to this
relaxation process is referred to as the longitudinal or spin-lattice relaxation time (T1)
and describes how long it takes to reestablish the equilibrium state Mz by an exponential
build-up. The T1 thus determines the time one has to wait in between two experiments
to obtain the same equilibrium magnetization and therefore quantitative information in
consecutive experiments.
Another relaxation constant T2, the transverse relaxation time or spin-spin relaxation time
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is associated to the magnetization in the transverse plane (Mx and My) and reflects on
the pureness of the energy-levels (states) in the system. In the presence of interactions
with other spins and the electronic environment, the T2 is shortened, for instance by the
dipolar or the quadrupolar interaction. This is directly reflected in the lineshape of NMR
spectra.
The most relevant interactions in the solid state are discussed in the following.
1.2 Interactions in the solid state
In the description of NMR experiments one makes use of the fact that for few-level
quantum mechanical systems exact solutions to the Schrödinger equation 1.6 exist.
HˆΨ = EΨ (1.6)
The Hamilton operator Hˆ gives the total energy of the nuclear spin system described by
eigenfunction Ψ. The spectrum of Hˆ is a set of energy levels E – the eigenvalues of the
system.
For a few-level spin system, the energy levels of the nuclear spin system can be described
in terms of the eigenfunctions Ix, Iy and Iz (spin-part) and a spatial part, which depends
on the orientation of the spins with respect to the external magnetic field B0 and with
respect to each other.
The different interactions and their related Hamiltonians Hˆ will be discussed in the
following. The Hamiltonians describe how the energy levels change by these interactions
and thus, how these interactions are reflected in an NMR measurement.
1.2.1 Zeeman interaction
The spin quantum number I determines how many energy level (states), can be occupied
by the spin. The number of levels is given by 2I+1. Therefore, for spin I = 12 , two energy
levels are available, whereas for spin I = 1 three – and for spin I = 32 even four energy
levels are available.
The previously described splitting of the energy levels in a magnetic field is also called
the Zeeman-splitting and is usually the strongest interaction in NMR. The 2I+1 energy
levels described above, are given by
HˆZ = h¯γB0Iˆz (1.7)
and the related energy levels are thus E(ms) = −msh¯γB0. Here ms is the azimuthal
quantum number denoting the different eigenstates of Iˆz and for spin 12 , two energy
levels are possible. Their difference is given by ∆E = h¯γB0 = −h¯ω0 and is thus directly
related to the Larmor frequency:
ω0 = −∆E
h¯
. (1.8)
This is a general outcome of quantum mechanics: the oscillation frequency of the system
is related to energy difference between the different states.
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The Zeeman interaction is the strongest interaction and other interactions can be de-
scribed as a perturbation of the Zeeman Hamiltonian. The Zeeman-interaction is related
to the Larmor frequency which describes at what frequency magnetization will precess
around the external magnetic field B0 and is in the radio frequency range. For protons
it is approximately 100-850 MHz for magnetic fields of 2.35-20 Tesla respectively. The
relative Larmor frequencies of the nuclei studied in this thesis are shown in figure 1.1a.
1.2.2 Chemical Shift Anisotropy
In a molecule different nuclei are coupled by chemical bonds (shared electron density).
Because the distribution is not uniform in all directions, the interaction is spatially de-
pendent i.e. anisotropic.
By the motion of electrons around the nucleus additional small fields are produced that
can add or subtract to the energy levels given by the Zeeman-interaction. The strength
and the sign of the interaction depends on the type and the nuclei involved in the chemical
bond. The Hamiltonian of the chemical shift anisotropy (CSA) is given by:
HˆCSA = δisoγB0Iˆz +
1
2
δaniso
[
3 cos2 θ − 1− ηCSA sin2 θ cos(2φ)
]
Iˆz. (1.9)
Here θ and φ are the spherical angles relating the orientation of the molecule to the
external magnetic field and δiso and δaniso are the isotropic and anisotropic part of the
interaction, given by
δiso =
1
3
(δxx + δyy + δzz) , δaniso = −γB0δz & ηCSA = δy − δx
δz
. (1.10)
The elements δαα are the principal components of the CSA interaction in the frame of
the molecule and δα are the principal components reduced by the mean. To limit the
values of the asymmetry parameter ηCSA from zero to one, the convention is chosen that
|δy| ≤ |δx| ≤ |δz|.6
Using this convention, the right hand side of equation 1.9 expresses what is added to the
isotropic shift in terms of frequency by the orientation dependence of the CSA interaction.
The isotropic chemical shift is what is mostly used to characterize molecules and materials
as its value is distinctive for the average chemical environment and is independent of the
orientation of the molecule in the field. For instance the 13C chemical shifts of methyl
groups, aliphatic- and aromatic-carbons are very different.
In the liquid state, anisotropic interactions vanish by the tumbling motion of the molecules
(usually at a rate of MHz–GHz). When the rate of the motions exceeds the size of an
anisotropic interaction by far, it averages out and only the isotropic part of the interaction
remains. Since chemical shift anisotropies are typically on the order of tens of kHz, in
liquids only the isotropic part of the chemical shift interaction remains.
In the solid state, the anisotropic part can also be averaged by macroscopic motion of the
sample inside the magnet. This is the so-called magic angle spinning (MAS) technique,
where the sample is rotated at an angle θ = cos−1 1√
3
≈ 54.7◦ with respect to the axis
of the magnetic field. At this angle, the (3 cos2 θ − 1) term on the right-hand-side of
eq. 1.9 vanishes and the powder pattern collapses to a narrow line at the position of
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the isotropic chemical shift. The peak height and the linewidth of a resonance depend
on the spinning speed. Furthermore, so-called spinning sidebands at multiples of the
spinning frequency (νr) are observed for spinning frequencies lower than the size of the
CSA interaction (compare figure 1.1c, green trace).
When all orientations of a molecule or material in the magnet are equally represented in
the solid state, e.g. in a powder, a characteristic pattern depending on δaniso and ηCSA
arises for every spin in a different environment. This is illustrated in figure 1.1c) for the
spin system of glycine (blue trace). The simulations assume an external field of 20.0 T
are are carried out using the ssNake package.7
Packing effects in the solid state can lead to sizable variations of the CSA parameters,
by the interaction with neighboring molecules. For example, nuclei in the direct vicinity
of aromatic rings experience changes in chemical shift by several ppms, although the
conformation of the individual molecules is retained.
1.2.3 Scalar J-coupling
For two nuclei with non-zero spin that are coupled by a chemical bond a scalar J-coupling
arises by the indirect interaction with the localized electrons in the chemical bonds. This
interaction plays a minor role in solid-state NMR, as the homonuclear 1H-1H scalar
couplings (JHH) are very small (1-10 Hz) and usually obscured by the much stronger
homonuclear and heteronuclear dipolar coupling (10-20 kHz). The heteronuclear 1H-13C
scalar couplings (JCH) are larger (50-150 Hz), but usually vanish by the low natural
abundance of 13C (≈ 1.1%). JCH plays a role in isotopically enriched systems and
leads to multiplicities of the resonances which can directly reflect on the structure. The
heteronuclear couplings disappear under high-power decoupling, but can be used for
heteronuclear polarization transfer via a so-called INEPT experiment (Insensitive Nuclei
Enhanced by Polarization Transfer). With the advent of ultra-fast MAS, INEPT-type
polarization transfer protocols can be routinely used in the solid state. The scalar J-
coupling Hamiltonian is given by:
HˆISJ = −2piIˆ · Jˆ · Sˆ ≈ −2piJIS IˆzSˆz. (1.11)
Jˆ is here a tensor, that reflects on the orientation dependence of the J-interaction. In
most cases it is sufficient to consider the isotropic value which depends on the principal
components of the tensor: JIS = 13 (Jxx + Jyy + Jzz).
An example of heteronuclear J-couplings is shown in panel d) of figure 1.1, where the 13C
spectrum of adamantane under Lee-Goldburg (LG) decoupling is shown. LG-decoupling
reintroduces the scaled heteronuclear J-coupling allowing here to discriminate between
the CH and the CH2 group based on the multiplicities of the resonances that arise from
the number of attached protons.
1.2.4 Dipolar interaction
Two spins close to each other influence each other due to their magnetic moments. Their
dipole interaction is also an anisotropic interaction which depends on the distance r of
the nuclei and the angle θ of the vector connecting the two nuclei with respect to the
external magnetic field (compare figure 1.2).
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Figure 1.1: Summary of all the NMR interactions in the solid state, except for the dipolar
interaction: a) The relative difference in Larmor frequency of the different nuclei studied in this
thesis is indicated. b) For quadrupolar nuclei, characteristic spectra that depend on the value of
CQ and ηQ arise (compare 1.3). Here a 23Na powder pattern under MAS conditions at 20.0 T
with an isotropic chemical shift (δiso) of 0 ppm and CQ of 2 MHz and ηQ equal to 0 is assumed.
c) The CSA interaction leads to different chemical shifts. Using the 13C CSA parameters of
glycine, the static and 2.5 kHz MAS spectrum at 20.0 T external field are simulated. d) shows
the experimental LG decoupled CP-MAS spectrum of adamantane acquired at 9.4 T external
field. The multiplicities in the 13C spectrum arising from the heteronuclear J-couplings (JCH)
directly reflect on the number of attached protons.
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B0
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J/S
Figure 1.2: The dipolar interaction between two spins I and J (homonuclear) or between I
and S (heteronuclear), depends on their distance r and the orientation of their interconnecting
vector with respect to the external magnetic field B0.
Homonuclear
In the study of solid materials, the dipolar interaction of protons that are close to each
other is often the dominant interaction that leads, for a network of coupled spins, to
broad featureless 1H spectra. The homonuclear dipolar Hamiltonian of two coupled spins
is given by
HˆIJD = −
h¯µ0
4pi
γ2
r3
1
2
(
3 cos2 θ − 1) (3IˆzJˆz − Iˆ · Jˆ) . (1.12)
Here I and J are spins of alike nuclei and µ0 is the magnetic permeability of free space.
Heteronuclear
Similarly, for heteronuclei I and S, the dipolar interaction is a strong anisotropic interac-
tion with the Hamiltonian given by
HˆISD = −
h¯µ0
4pi
γIγS
r3
1
2
(
3 cos2 θ − 1) 2IˆzSˆz. (1.13)
For the homonuclear interaction of the methylene protons in glycine (r =1.74 Å) an
interaction strength of approximately 23 kHz arises. For the heteronuclear interaction
the distance is much closer (1.1 Å) and despite the reduced gyromagnetic constant for
carbons, also in the heteronuclear case an interaction of approximately 23 kHz is the
result. The influence of the heteronuclear interaction is less detrimental on solid-state
NMR spectra, since its influence can be strongly reduced by high-power decoupling.
1.2.5 Quadrupolar interaction
Nuclei with spin quantum numbers ≥ 1, have a non-spherical nuclear charge distribution.
Therefore, the position of the energy levels for the states of these nuclei are affected by
the interaction of the nuclei with the electric field generated by the surrounding electron
clouds. This is illustrated in panel a) of figure 1.3). The (first order) quadrupolar
Hamiltonian is given by:
HˆQ =
(e2Qq)
2I(2I − 1)h¯
1
2
[
3 cos2 θ − 1− ηQ sin2 θ cos(2φ)
] 1
2
[
3Iˆ2z − I(I + 1)
]
. (1.14)
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Figure 1.3: a) Schematic representation of a quadrupular nuclei having a non-spherical nuclear
charge distribution that interacts with the surrounding electronic environment. Simulated spectra
derived using the ssNake package7 for a 23Na powder pattern at δiso = 0 ppm arising from the
second order quadrupolar interaction at 20.0 T field and 20 kHz MAS. Panel b shows the influence
of CQ on the spectrum (ηQ = 0 for all spectra). The gray arrow indicates the quadrupolar induced
shift (qIS). The powder patterns for CQ = 2 MHz and different values of ηQ are displayed in
panel c.
Here Q is the quadrupole moment of the nucleus, eq is the principal component of the
electric field gradient Vzz and e2Qq is also referred to as CQ, the quadrupole coupling
constant.
Again an asymmetry parameter ηQ ranging from zero to one, reports on the local sym-
metry of the electric environment at the nucleus
ηQ =
Vxx − Vyy
Vzz
. (1.15)
For the principle components of the electric field gradient the convention |Vzz| ≥ |Vyy| ≥
|Vxx| is used.
Since the quadrupolar interaction is large, a second term is needed to describe the effects
of the quadrupolar interaction on the Zeeman energy levels. The second order quadrupo-
lar Hamiltonian gives rise to characteristic lineshapes that depend on the value of CQ
and ηQ, as well as the external magnetic field B0.
A typical spectrum is shown in the overview of the NMR interaction in fig. 1.1b. The
field dependence of the second order quadrupolar interaction will be discussed in more
detail in chapter 7. The effect of CQ and ηQ on the appearance of the NMR spectra
is shown in more detail in figure 1.3, where the powder patterns from a 23Na nucleus
with isotropic chemical shift δiso = 0 ppm at an external field of 20.0 T is assumed and
the influence of CQ on the second order quadrupolar spectrum is shown in panel b).
Panel c) displays the influence of ηQ on the spectrum. Upon increasing CQ, the width
of the spectrum increases and it shifts to lower ppm values by the quadrupolar induced
shift (qIS) that arises from the second order quadrupolar interaction. The asymmetry
parameter ηQ affects the lineshape of the spectrum (compare panel c). The spinning
speed in all the simulations was set to 20 kHz. The spectra in panel b) are scaled to
equal intensity.
18 Chapter 1.
1.3 NMR experiments
An NMR experiment can be split in three parts:
First, a preparation period d1, where the thermal equilibrium of the magnetic moments
at the given external magnetic field and temperature is established.
In the second part, spins are manipulated in such a way, that only the information related
to the NMR interaction of interest, remains in the experiment. This is achieved by
radio-frequency (rf) pulses that select the magnetization of interest (e.g. 1H or 13C),
or averages some spin-spin interactions while retaining others by an ingenious sequence
rf-pulses (e.g. decoupling).
The simplest examples of magnetization selection are the direct excitation experiments of
proton or carbon spins. More complex experiments are polarization transfer experiments.
In these experiments, the polarization of protons is used to enhance the sensitivity of the
heteronuclei by irradiating both nuclei at well defined rf-amplitudes.
Examples for averaging NMR interactions, are multiple pulse experiments, where the
homonuclear interaction can be removed, while the (scaled) chemical shift information
of the same nuclei is retained.
The third and final step of an experiment is always the acquisition of the data. During
the acquisition, heteronuclear dipolar interactions can be silenced by high-power proton
irradiation, while the chemical shift information of the heteronuclei is retained.
If these steps are repeated, the signal can be averaged or a two-dimensional experiment
can be acquired, where spins connected by an interaction can be correlated in so-called
heteronuclear or homonuclear correlation experiments.
1.3.1 Heteronuclear correlation spectroscopy
In a heteronuclear correlation (HetCor) experiments, the isotropic chemical shift informa-
tion of the two nuclei is correlated. This allows to assign the chemical shifts to functional
groups of the molecule, as the experiment gives insights into which spins and thus which
parts of the molecule are close to each other.
A crucial step in such an experiment is the polarization transfer from one nucleus to
the heteronucleus – often from protons to carbons. This transfer can be achieved by
an interaction that is specific to these nuclei, either by the scalar J-coupling or by the
dipolar interaction (compare sections 1.2.3 & 1.2.4).
The recent introduction of ultra-fast MAS probes allows to access scalar based polar-
ization transfer schemes more routinely by the longer coherence times, despite strong
dipolar interactions in the solid state.
Shorter coherence times are usually observed for rigid materials and moderate spinning
speeds. Under these conditions, efficient polarization transfer can be obtained by the
dipolar interaction and thus dipolar based correlation experiments are the more sensitive
approach at moderate spinning speeds. However, the information obtained by dipo-
lar based correlations is often less specific than by the scalar interaction and often the
remaining influence of the strong homonuclear dipolar interaction limits the attainable
resolution for the protons, unless homonuclear decoupling is used.
In chapter 2, 5 & 6 heteronuclear experiments are used for chemical shift assignments.
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In chapter 4, a sensitivity enhanced version of a correlation experiment at moderate spin-
ning speeds is discussed, where high proton resolution is obtained by decoupling of the
homonuclear dipolar interaction.
1.3.2 Homonuclear correlation spectroscopy
The chemical shifts of alike nuclei can be correlated by means of the dipolar interaction
as well. Examples are so-called double-quantum single-quantum (DQ-SQ) correlation
experiments or spin-diffusion (SD) experiments.
In an DQ-SQ experiment, the direct dimension holds the isotropic chemical shift infor-
mation, while in the second dimension (the indirect dimension) holds the sum frequency
of the isotropic chemical shifts of the coupled spins. These kind of experiments give
direct insights into the connectivity of chemical groups in the sample and are therefore a
valuable tool for the elucidation of the structure.
An example of a high-resolution DQ-SQ experiment for the small molecule thymol is
displayed in figure 1.4. The experiments (R2092) recouples the dipolar interaction and
correlations show the through-space contacts of the 1H spins. The structure of thymol
is shown in the inset together with the assignment of the individual resonances. The
spectrum reflects on the closest distances in the molecule. The resonances colored in
black arise from intermolecular contacts between different thymol molecules.
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Figure 1.4: High-resolution 1H-1H DQ-SQ correlation of thymol. (3.2 mm probe, 9.4 T (400
MHz), 10 kHz MAS and DUMBO homonuclear decoupling). 3 blocks of R2092 were used for
DQ-excitation and reconversion. 61 complex increments with 4 averages were acquired (41 min).
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Spin-diffusion experiments correlate the chemical shifts at two time points. It has recently
been shown that the integrated intensity of individual resonances in such experiments is
directly related to the distance of the interacting spins and thus potentially allows for
structure determination protocols that are fully based on proton experiments – at least
for small molecules.
Based on this kind of experiments a new field, referred to as NMR crystallography has
emerged, where the chemical shift information from experiments is related to structural
models obtained by calculations. This combination allows for the derivation of high-
resolution structures that are comparable to X-ray structures. However the question
remains, how general this approach is.
To answer this question, we apply this approach in chapter 4 for a simple small molecule
with known crystallographic structure and study how structural variations are reflected
in this approach. Furthermore, we use this method to study a small molecule exhibiting
polymorphism.
1.4 Sensitivity
Intrinsic to NMR experiments, is the relative low sensitivity compared to other analytical
techniques. The signal strength is directly proportional to the population difference
given by the Boltzmann distribution of the spins over the energy levels. At ambient
temperatures and high external magnetic fields, the population difference is only a fraction
of a promille and thus only proportional to the tiny fraction of the spins that makes up
for this polarization difference. Therefore relative large sample amounts are required for
NMR measurements that are often orders of magnitude higher than for other analytical
techniques such as IR, MS etc.
1.4.1 Magnetization
The magnetization M0 detected in an NMR experiments is given by:
M0 =
NiB0h¯
2γ2 I(I + 1)
3kbT
, (1.16)
where Ni is the number of spins, B0 is the external magnetic field, γ is the gyromagnetic
ratio of the spins, I is the spin quantum number, kb is the Boltzmann constant and T
is the temperature. This equation shows that the highest magnetization is obtained by
large sample volumes, strong external magnetic fields and nuclei with high gyromagnetic
constants.
The sample amount is however often limited and/or expensive, making a second criterion
more relevant: obtaining the best signal-to-noise ratio (SNR) and the highest information
content for the given amount of sample.
Compared to protons, heteronuclei have a larger chemical shift range and offer higher
resolution due to reduced homonuclear interaction by the lower gyromagnetic constants
and therefore one often resorts to the study of low-γ nuclei, despite the lower intrinsic
sensitivity and often low natural abundance.
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For carbon nuclei only about 1 in 100 atoms is of the 13C isotope (I=12) and approximately
99 are 12C (I=0) carbon atoms and thus invisible in NMR experiments. For nitrogen,
the spin half isotope 15N is only 0.4% abundant and most nitrogen nuclei are 14N (I =
1) and exhibit thus a quadrupole moment.
Furthermore, the gyromagnetic constants of 13C and 15N are much lower (≈ 25% and
10% of γH for 13C and 15N respectively) and from eq. 1.16 it is immediately clear that
the magnetization for these nuclei will be intrinsically less by the lower gyromagnetic
constants.
The polarization of the heteronuclei can be increased by polarization transfer from protons
to a low-γ heteronuclei.
1.4.2 Cross Polarization
The work horse in solid-state NMR is the cross-polarization (CP) technique, where the
polarization of the protons is transferred to the heteronucleus (often spin 12), by means
of the dipolar interaction. In this way the polarization of the heteronucleus can be
enhanced by the ratio of the gyromagnetic constants γHγX . For carbon
13C this results in
a polarization enhancement of about 4-fold, whereas for nitrogen 15N even a factor of
10-fold can be achieved.
Another important advantage is that the proton T1 becomes the relevant relaxation
time of the experiment, since CP experiments start with the proton polarization. In
solid materials, heteronuclei often have long relaxation times, which can exceed those
of protons by an order of magnitude. Therefore the CP technique allows not only for
enhanced polarization of the heteronuclei, but also for more averages per unit time and
thus increased sensitivity for the study of heteronuclei.
1.4.3 Inverse detection
The sensitivity is not only dependent on the amount of magnetization, but also on the
sensitivity with which the NMR signal can be detected by the electronics at the given
frequency. The noise at high frequencies is much reduced and the sensitivity for high-γ
nuclei is also better. Therefore, large sensitivity gains can be obtained when a heteronu-
cleus (low-γ) is detected not directly, but via the protons in a so-called inverse detection
experiment.
In liquid-state NMR the polarization transfer steps are very efficient and therefore in the
liquid state, heteronuclei are nowadays almost exclusively detected via the protons for in-
stance in the well-known heteronuclear single quantum correlation (HSQC) experiments.8
In the solid state, the polarization transfer is less efficient, but in principle still large sen-
sitivity gains could be gained by inverse detection. For the detection of 13C signal via
the protons, by the electronics a sensitivity gain of approximately 8-fold is expected and
for 15N even a factor of 31-fold could be achieved.9,10 This idea has been introduced
already some time ago for solid-state NMR, but sensitivity gains have been limited due
to the remaining strong homonuclear interaction between the protons. In chapter 5 all
the factors contributing to the sensitivity of proton-detected experiments in the solid
state are discussed and we show how HetCor spectra at moderate spinning speeds can
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be acquired with substantial sensitivity gains, using homonuclear decoupling.
1.4.4 Miniaturization of the coil
If the sample amount is limited, the size of the coil for excitation and detection of the
spins also contributes to the sensitivity. It has been shown by Peck et al. that the SNR
of a coil is proportional to the inverse of the coil diameter d.11 The sample volume is
however proportional to the volume (∝ d3) and therefore the volume loss by shrinking
the coil can only partly be compensated.
From these dependencies one can conclude that the best sensitivity for mass-limited
samples is obtained by matching the dimension of the detection-coil to the volume of the
sample.
In chapter 2 we present a triple-channel µMAS probe which allows the study of mass-
limited samples by multi-nuclear experiments with the highest mass-sensitivity.
We show that we can record inverse detected HetCor experiments of sample volumes of
up to 50 nL volume. By the use of a micro-coil, we can reach very high rf-fields and
obtain very homogeneous rf-fields. We show that high-resolution correlation experiments
can be recorded for minute samples.
1.4.5 Dynamic Nuclear Polarization
A special case of polarization enhancement is the so-called dynamic nuclear polarization
(DNP) technique, where the polarization of electrons (I= 12) is transferred to protons
or directly to the heteronuclei. The polarization of electrons is by their higher gyromag-
netic constant (γe ≈ 660 × γH) much larger and therefore theoretically the sensitivity
of NMR experiments can be significantly increased – upto a factor of 660-fold (compare
section 1.4.2). However unpaired-electrons in the form of stable radicals have to be
homogeneously distributed throughout the sample. The incorporation and homogeneous
distribution of stable radicals often proofs challenging. Furthermore, harsh conditions
(cryogenic temperatures) and a high-power microwave frequency source for the irradi-
ation of the electrons at their Larmor frequency are required for efficient polarization
transfer from the electrons.
Recent developments in DNP NMR are very promising and allow advanced NMR exper-
iments for low abundant nuclei and low concentrated regions of the sample, also in the
study of materials such as polymers.12–16
1.4.6 Resolution
Another way to enhance the sensitivity of an NMR experiment is to improve the res-
olution of the detected nucleus. If the linewidth of a resonance is reduced, while the
magnetization stays the same, a better spectral signal-to-noise ratio (SNR) is obtained.
This holds particularly for protons, as protons are highly abundant and have a large mag-
netization compared to other nuclei making them one of the most sensitive NMR nuclei.
The difficulty to study protons in the solid-state arises from the large homonuclear dipolar
interaction. In the solid state the high abundance of protons leads to a dense network
of dipolar coupled spins. The multi-spin couplings often limit the attainable resolution
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and therefore for solid materials, despite fast magic-angle spinning, often only broad fea-
tureless spectra are obtained. Furthermore the homonuclear interaction is bilinear in Iz
(compare section 1.2.4) and therefore the manipulation of this interaction by pulses is
not trivial, since the spins cannot be manipulated independently.
If the proton resolution in the solid state can be increased to such an extent that the
proton chemical shift information can be used routinely, not only the sensitivity in solid-
state proton detected experiments will increase, but also the site specific information of
protons will allow for insights into the micro-structure and the packing of materials.
Protons decorate the outside of the molecules we are interested in and therefore protons
will be very sensitive to structural changes as they are closest to the interaction sphere
that will be affected by changes in the intermolecular packing and intramolecular confor-
mation.
Instead of resorting to less sensitive nuclei, it can be beneficial to improve the proton
resolution. In the course of time, three techniques allowing for high 1H resolution have
emerged.
MAS
Andrews and Lowe have shown independently, that interactions with a spatial dependence
on the second order Legendre polynomial ∝ (3 cos2 θ − 1), for instance the CSA or the
dipolar interaction, can be averaged by a rotation of the sample at the so-called magic
angle.17,18 This has been introduced in the discussion of the CSA interaction.
To be effective, the spinning speed must exceed the strength of the interaction by almost
an order of magnitude. It was recently discussed by Böckmann et al. that rotation
frequencies of approximately 250 kHz would be required for the disappearance of the
dipolar linewidth in rigid solids, since residual couplings and higher order terms of spin-
spin interactions still influence the resolution at the highest rotation frequencies that are
attainable today.19
The state-of-the-art ultra-fast MAS systems, based on sub-millimeter rotor diameters
reach rotation frequencies of up to 130.000 Hz and are in fact the fastest man-made
rotating objects on earth.19,20 These setups allowed for the first time to determine the
three-dimensional structure of an isotopically enriched protein, only based on proton-
detected experiments and using only a few hundred micrograms of sample.
Proton dilution
The homonuclear interaction can be tailored by deuterating large domains of the sample
or even perdeuterating the sample and back-exchanging the protons at the positions of
interest. In this way the network of coupled protons is broken and the strong homonuclear
interaction are replaced by much weaker heteronuclear interactions.
First demonstrations of this approach reach back to the pioneering work in the group of
Mehring and Pines et al.21,22 They used a double quantum decoupling technique, which
uses the fact that the double-quantum transition for I=1 nuclei is not affected by the
first order quadrupolar coupling and thus is the same for all nuclei irrespective of their
orientation.
24 Chapter 1.
Later Eckmann showed, that under MAS, high-resolution spectra can be obtained for
diluted proton spins.23 However the slow spinning speeds at that time required high-spin
dilution factors and therefore a lot of sensitivity was sacrificed. With increasing spinning
speeds, the method was also established for less dilute samples in the group of Griffin.24,25
Agarwal and Akbey have optimized the degree of deuteration.26,27 Nowadays specialized
labeling schemes exist for biological solid-state NMR and are routinely used.28–31
A draw-back of this approach are the high costs of the sample preparation. Furthermore,
perdeuteration is not generally applicable for all systems. Moreover, the sensitivity in
heteronuclear experiments is reduced, as CP from a quadrupolar nucleus as 2H, to spin
1
2 nuclei as
13C or 15N is not trivial and is by the lower gyromagnetic constant of 2H
intrinsically less sensitive.32
Nonetheless, proton dilution results this far in the highest attainable proton resolution
and is therefore often used in the study of large biomolecular systems.
Since the effective dipolar couplings are reduced by deuteration, the 1H resolution ob-
tained in this way should not be compared to the resolution obtained of for “fully-
protonated” systems by fast MAS only or by the third high-resolution technique, homonu-
clear decoupling.
CRAMPS techniques
So-called Combined Rotation And Multiple Pulses Spectroscopy (CRAMPS) allows to
reduce the homonuclear interaction in the solid state, while maintaining the isotropic
chemical shift information. This is referred to as homonuclear decoupling. Despite the
introduction of ever faster MAS probes, the best resolution for fully protonated systems
is still obtained using CRAMPS techniques at much lower spinning speeds.33 It is a
long standing question whether the resolution of homonuclear decoupling can be further
increased by the development of new multiple-pulse sequences.
A price that comes with the use of CRAMPS techniques is that the chemical shift is scaled
by the pulse-sequence and that the sensitivity is a bit lower by the stroboscopic sampling
by the interleaved acquisition and switching of the acquisition hardware. However, these
disadvantages are usually more than compensated by the increased resolution and the
chemical shift scaling that is specific to the sequence of pulses can easily be determined
experimentally and once it is known, one can correct for it. CRAMPS techniques are de-
signed for moderate spinning speeds, and the averaging is obtained mainly in spin-space.
Nowadays, sequences designed for fast-spinning speeds exist, but so far, do not perform
better than the sequences designed for moderate spinning speeds (8-12 kHz).34,35
The beginning of homonuclear decoupling was made by the Lee-Goldburg (LG) se-
quences,36 shortly followed by the first combined rotation and multiple pulse spectroscopy
(CRAMPS) techniques.37 In recent years, mainly two flavors of (phase modulated) se-
quences are used. The first are the so-called FSLG and PMLG sequences,38–40 which
are still strongly related to the initial LG sequences. The second are the DUMBO and
eDUMBO sequences.35,41,42 They are derived from numerical simulations and were later
optimized on the spectrometer to account for experimental imperfections.
The interested reader is referred to the recent review summarizing 50 years of homonu-
clear decoupling, where the whole families of PMLG sequences and DUMBO sequences
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are discussed in depth.43
In chapter 3 a new on-spectrometer optimization approach for eDUMBO sequences is
discussed, as well as the most important experimental parameters influencing super-
cycled DUMBO sequences. Finally we show some high resolution applications using
on-spectrometer optimized DUMBO-based experiments.
1.5 Polymer applications
1.5.1 What are polymers?
The word polymer derives from the greek expressions poly-many and mer-parts and de-
scribes the large molecules (macromolecules) composed of many equal parts often called
monomers. The process of linking the monomers together is called polymerization. De-
pending on the number of different monomers used, a homopolymer consisting of one
single type of monomers, or a copolymer built of more than one monomer is the result.
An example of a copolymer is the para-aramid poly-para-phenylene-terephtalamide (PPTA).
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Figure 1.5: Repeating unit of poly(p-paraphenylene terephtalamide). The left ring is referred
to as terephthaloyl ring (t-ring), the right one as phenylene diamine (p-ring).
Its repeating unit is shown in figure 1.5. PPTA is obtained from the polymerization of the
two monomers paraphenylene-diamine and para-terephthaloyldichloride. By the function-
ality of the monomers a linear, alternating copolymer is obtained in a poly-condensation
reaction.
1.5.2 Structure-function relationship
Not only the functional groups determine the properties of a polymer, but are also in-
fluenced by the organization of the individual chains and the interaction of the polymer
chains by intermolecular interactions. Well known examples are the different grades of
poly-ethylene (PE) polymers, which have the same repeat-unit but by differing degree of
branching and alignment of the polymer chains. This results in different physical prop-
erties ranging from a flexible polymer known in every day life as cling film (LDPE), to
very rigid and strong polymers suitable for high-performance applications such as ropes
(HDPE) or even bullet-proof vests (UHDPE).
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For high-performance applications, the molecular arrangement of the polymer chains can
be steered by processing steps after the polymerization. For instance by spinning the
polymer into fibers, applying a heat treatment, uniaxial stretching or a combination of
different processing steps.
1.5.3 NMR characterization of polymers
NMR can be used to study all sorts of polymers and is a valuable tool, as it can identify
and quantify the chemical groups in the polymer and sometimes the degree of branching.
Furthermore, solid-state NMR reflects on the morphology of the polymer – that is the
micro-structure in the packing of the polymer. The morphology is often reflected in
the spin-spin relaxation times of the polymer. State-of-the-art correlation experiments at
fast-spinning speeds allow to relate the chemical shift information obtained from polymers
to structural models and in this way for information on the three-dimensional packing.
An example for such an approach is shown in chapter 6, where the polymorphism in
PPTA polymer fibers is studied in terms of chemical shift variations.
Also the interaction of quadrupolar nuclei that reside in polymers can give valuable
insights into the polymerization process. We investigate in chapter 7 by 23Na NMR in
which form small amounts of sodium ions (≤ 1 %) remain in aramid fibers and discuss
the implications from our observations for the morphology and the structural models
discussed in literature for these fibers.
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1.6 Outline of the thesis
In this thesis two topics are in the focus of attention:
a) Obtaining high-resolution spectra of mass-limited samples, and
b) Getting structural insights into polymers by state-of-the-art solid-state NMR.
The first 4 scientific chapters can be read in the light of the first topic:
In chapter 2, a new triple channel µMAS probehead is discussed and we demonstrate that
multi-nuclear correlation experiments can be obtained for labeled molecules. We show
that very high-resolution spectra can be obtained for crystalline samples using DUMBO-
type homonuclear decoupling pulse-sequences. In this way, at moderate spinning speeds
proton detected high-resolution correlation experiments of mass-limited samples can be
obtained.
In chapter 3, first the experimental aspects of supercycled homonuclear decoupling
sequences are discussed. Then a multi-objective evolutionary algorithm for the on-
spectrometer optimization of the multi-parameter problem related to eDUMBO sequences
is introduced.
In chapter 4, we exploit the high-resolution that can be obtained by optimized DUMBO
decoupling (chapter 3), in combination with the µMAS setup that was introduced in
chapter 2, for so-called spin-diffusion experiments. We test the generality of this method
by studying two small molecules with known crystallographic structure, one of them ex-
hibiting polymorphism.
In chapter 5, the factors influencing the sensitivity of inverse detection experiments at
moderate spinning speeds are discussed. The sensitivity gain by proton detection is
estimated by the direct comparison to HetCor experiments with the detection of the
heteronucleus.
The second topic is covered mainly in the last two scientific chapters, however the spin-
diffusion method discussed in chapter 4 is also strongly related to the second topic.
In the last two chapters, the high-performance poly-aramid Twaron (PPTA) stands cen-
tral: In chapter 6, we investigate whether structural variations in the packing of neigh-
boring polymer chains are reflected in the chemical shift data obtained by high-resolution
correlation experiments. By comparison of the chemical shift data to quantum chemical
calculations, we get insights into the most likely packing of the molecular chains.
In chapter 7, we characterize the local sodium environment in aramid fibers of low concen-
trated sodium ions (<1%) that remains from the neutralization of the spinning process
and discuss the implications for the morphology discussed in literature for this kind of
polymer fibers.

Chapter 2
µMAS
High resolution triple resonance micro magic angle spinning NMR spectroscopy of
nanoliter sample volumes
J. Ole Brauckmann,a,b J.W.G. (Hans) Janssen,a and Arno P.M. Kentgensa
Phys. Chem. Chem. Phys., 2016, 18, 4902-4910
doi: 10.1039/C5CP07857A
To be able to study mass-limited samples and small single crystals a triple reso-
nance micro-magic angle spinning (µMAS) probehead for the application of high-
resolution solid state NMR of nanoliter samples was developed. Due to its excellent
rf performance this allows us to explore the limits of proton NMR resolution in
strongly coupled solids. Using homonuclear decoupling we obtain unprecedented
1H linewidhts for a single crystal of glycine (∆ν(CH2) = 0.14 ppm) at high field
(20 T) in a directly detected spectrum. The triple channel design allowed the
recording of high-resolution µMAS 13C-15N correlations of [U-13C-15N] Arginine
HCl and shows that the superior 1H resolution opens the way for high-sensitivity
inverse detection of heteronuclei even at moderate spinning speeds and rf-fields.
Efficient decoupling leads to long coherence times which can be exploited in many
correlation experiments.
2.1 Introduction
Solid-state NMR is often used to study isotopes occurring in low natural abundance.
This requires expensive isotopic enrichment, or long experiment times where isotope la-
beling is not feasible. For sensitivity reasons it is best to study protons, in view of their
high gyromagnetic ratio and their high natural abundance. The high gyromagnetic ratio
of protons is exploited in liquid-state NMR experiments, where almost all heteronuclear
experiments use proton detection generally referred to as inverse detection. In the solid
state, however, protons form a strong dipolar coupling network that limits the achievable
resolution. Currently there are three ways to obtain high-resolution proton spectra in the
solid state: dilution of the protons by a high degree of deuteration, (fast) magic-angle
spinning (MAS) and homonuclear decoupling.
a Institute for Molecules and Materials, Radboud University, 6500 GL Nijmegen
b TI-COAST, Science Park 904, 1098 XH Amsterdam
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Partial deuteration of the sample leads to the highest proton resolution in the solid state,
and has therefore attracted increasing attention for the study of large biomolecules.24,27
Since the effective dipolar couplings are reduced by deuteration, the 1H resolution ob-
tained in this way is not comparable to the resolution obtained by fast MAS only or
homonuclear decoupling of “fully protonated” systems. Furthermore the sensitivity in
heteronuclear experiments is reduced and one has to resort to polarization transfer from
2H, a quadrupolar nuclei, to carbon or nitrogen.32
MAS relies on the spatial dependence of the dipolar interaction. To be effective, the spin-
ning speed should exceed the strength of the 1H-1H dipolar coupling. Recent hardware
developments allow rotation frequencies beyond 100 kHz.44 Despite spinning speeds up
to 130 kHz,20 the highest resolution is still obtained using homonuclear decoupling by
combined rotation and multiple pulse spectroscopy (CRAMPS).33 In a recent publication
it was estimated that spinning rates of about 250 kHz are needed to reach the linewidth
of back-exchanged and deuterated samples.19
CRAMPS techniques are designed for moderate spinning speeds, and the averaging is
obtained mainly in spinspace. While PMLG/FSLG schemes36,39 are based on average
Hamiltonian theory,45 the DUMBO sequences are numerically optimized decoupling se-
quences consisting of a phase modulation parametrized in a Fourier series. The first
sequence (often referred to as DUMBO-1) was optimized using computer simulations.41
The later so called experimental DUMBO versions (eDUMBO and PLUS-1) are opti-
mized on the spectrometer to take experimental factors as the rf-inhomogeneity and
phase glitches into account.35,42 Later our group introduced an on-spectrometer opti-
mization strategy using evolutionary algorithms to find the best decoupling shape. Using
a microcoil setup at 9.4 T and a decoupling field of 680 kHz, a resolution of 0.51 ppm for
a methylene proton was obtained. Recent work has been devoted to the application of
CRAMPS techniques at ultra-fast spinning rates.46,47 Examples are the PLUS-1, TIMES
and TIMES0 sequences developed for fast and ultra-fast MAS.34
To benchmark the resolution for different decoupling techniques, often glycine is studied
since it is a well-defined system with strong dipolar couplings. Despite the increased
spinning speed, higher external magnetic fields and many different CRAMPS techniques,
the resolution did not significantly increase in recent years and obtaining 1H resolution
remains an active field of research.48–51
Earlier experiments have shown that the use of microcoils is especially suitable for
homonuclear decoupling.52 Compared to conventional NMR, microNMR (coil diameter
< 1 mm) benefits from higher B1 homogeneity over the sample and higher sensitiv-
ity since the signal-to-noise ratio is inversely proportional to the coil diameter.53 The
miniaturization of the coils allows one to reach exceptionally high rf-fields beneficial for
the excitation of quadrupolar nuclei54 and achieving smaller homogeneous linewidths for
strongly coupled nuclei.55 In addition, the miniaturization allows the study of mass-
limited and selected samples. As was recently beautifully illustrated by Wong et al. in
the study of metabolic profiles of individual cells.56
Inspired by the success of the earlier microcoil setup,52,55,57,58 we designed this novel
triple resonance microMAS probe. In this chapter we describe the specifications of the
new micro triple tunable probe and present the first results of high-resolution solid-state
NMR of nanoliter sample volumes in one- and two-dimensional experiments aimed at
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Figure 2.1: Left: side view of the microMAS probehead, right: view onto the stator and the
microcoil. The numbers in the figure refer to 1) 375 µm copper microcoil (light shines through
the coil), 2) the vespel construction to hold the microcoil, 3) the 1.6 mm pencil stator and 4)
the contacts to the microcoil. Below a 1.6 mm rotor with a filled microtip mounted onto the
rotor is shown. The rotor is placed on a metric ruler with subdivisions in millimetres together
with a match as well known size reference.
studying organic solids, polymers and pharmaceuticals. The triple-tuned setup was used
in a 13C -15N correlation spectrum of uniformly labeled Arginine HCl. As we will describe,
this leads to unprecedented resolution in proton and carbon spectra for strongly coupled
spin-systems in the solid state.
The sensitivity of low-abundant nuclei can be enhanced by inverse detection.9,10,59 The
advent of ultra-fast magic angle spinning (> 100 kHz) averages the dipolar interactions
to an extent that permits the implementation of pulse sequences using the scalar cou-
plings for polarization transfer in the solid state.49,60 Recent work has shown that at fast
spinning speeds the proton linewidth is sufficiently narrowed to obtain a sensitivity gain
in inverse detection experiments in the solid-state. Following the theoretical derivation
by Tycko et al., the sensitivity enhancement ξ is given by equation 2.1 and should lead
to significant enhancements in the solid state.
ξ = C ·
(
γH
γX
) 3
2
(
∆WX
∆WH
) 1
2
(2.1)
Here C is a constant that depends on the quality factors of the coil for the different
nuclei, and is influenced by constants such as the temperature, the coil geometry, filling
factor etc. ∆WX and ∆WH are the natural linewidths of the X nuclei and the protons.10
The actual enhancement reached is generally far below the theoretical maximum.
In this chapter we show that substantial sensitivity gains can be obtained even at moderate
spinning speeds, when homonuclear decoupling is used for line narrowing. We show that
this combination results in correlation spectra with very high resolution and sensitivity.
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Figure 2.2: Left: carbon spectrum of silicone rubber plug at 20 T using 5.2 kHz spinning and
a decoupling field of 34 kHz. Right: proton spectrum of silicone rubber at 5.2 kHz (without
decoupling).
2.2 Experimental
2.2.1 a) Probe
The microMAS probehead used in this work is designed following the same principles
described as “piggy-backed” in earlier work.57,58 A solenoid microcoil is integrated into
a layered Vespel construction mounted on a modified 1.6 mm Varian MAS pencil stator.
The rf-coil is made from an isolated copper wire with a diameter of 100 µm (115 µm
with coating). The wire is wound into 10 turns. The outer and inner diameter are 605
and 375 µm respectively. The triply-tunable rf circuit of the microcoil provides a 1H
channel tunable at 850 MHz with Q(1H) = 130, Q(13C) = 75 at 213.7 MHz and Q(15N)
= 60 at 86.6 MHz resonance frequency. In principle different setups are possible, if the
capacities are changed. For the X channel we measured a tuning range of of 60 MHz.
For the Y channel the range is narrower since more capacities are used to reach the
lower frequencies. A picture of the probehead is shown in figure 2.1. The circuit used to
connect the micro-coil is shown in the supplementary information of the publication of
this chapter (compare p.29).
For a proton-free background capillaries of fused silica are used as rotors. The outer and
inner diameter are 320 µm and 250 µm respectively. Similar to the earlier design, the
capillaries are mounted on a Kel-F holder that tightly fits into the 1.6 mm Varian rotor
replacing the vespel end-cap. To limit the sample volume to the detection volume of the
coil, a Kel-F spacer is inserted into the capillaries. This leaves sample heights of 800-1000
µm or corresponding sample volumes of 40-50 nanoliters. The top of the capillaries is
closed with Teflon tape or UV glue. The back of the 1.6 mm pencil type stator is modified
to allow loading of the rotor with the piggy-backed micro-rotor attached. The height of
the rotor in the stator can be adjusted to align the sample at the center of the microcoil
and to ensure stable spinning. Spinning speeds up to 25 kHz can be reached. The
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Table 2.1: RF fields as function of the power used.
1H Power νrf (1H) X Power νrf (13C) Y Power νrf (15N)
(W) [kHz] (W) [kHz] (W) [kHz]
1 146 2.4 45 7 46
3.3 277 18.9 140 31 141
10.2 506 85.2 300 100 211
regular coil of the 1.6 mm stator is connected to a separate circuit tuned for X-nuclei
observation e.g. for adjustment of the magic angle. In a system with dual receivers,
running simultaneous experiments in the micro- and macro-rotor are feasible.
Compared to the earlier design, the sample lies in the center of the shim coils allowing
improved shimming. Due to the small dimensions strong field variations of the shims are
needed to affect the small detection volume. We optimized the shimming on a sample of
silicon rubber in the center of the coil and achieved a full width at half height (FWHH)
of 11 Hz for protons and of less than 6.7 Hz for carbons figure (2.2). Compared to the
earlier design, the proton linewidth is half the value in Hertz at double the field (11 Hz
here, compared to 20 Hz earlier).
Due to the small diameter very high rf-fields can be generated. Table 1 lists the rf-fields
on all the three channels as a function of the input power.
2.2.2 b) Solid-State NMR experiments
All experiments were done on a Varian NMR System at an external field of 20 T
(849.71 MHz proton frequency). For single pulse excitation spectra a 90o pulse of 1.85
µs was used. For homonuclear decoupling either the DUMBO-1 coefficients41 or a set of
coefficients obtained by an EASY-GOING DUMBO on spectrometer optimization in the
µMAS probe was used (the coefficients are listed in chapter 3, table 1).52 For the inverse
detection experiments a uniformly labeled glycine sample was used employing a recycle
delay of 5 seconds. The cross-polarization periods were 500 µs. The spectral width
in the indirect dimension was 62.5 kHz, t1,max = 6 ms and 4 scans were accumulated
per increment. For DUMBO and SPINAL6461 decoupling during evolution a 1H rf field
strength of 140 kHz was employed. For arginine HCl the acquisition parameters are given
in the captions. If not stated otherwise, no apodization was used during processing.
The pulse sequences used are shown in figure 2.3. For high-resolution proton spec-
tra we used the sequence shown in figure 2.3a using supercycled windowed DUMBO
(wDUMBO) acquisition.52 The high resolution 13C-1H HetCor correlation spectra were
recorded with the sequence shown in figure 2.3b. The 1H polarization is transferred to
carbon for chemical shift evolution; the polarization is transferred back to protons for
high-resolution detection using a wDUMBO acquisition with the on-spectrometer opti-
mized coefficients. The timings and the acquisition parameters are given in the caption
of the spectra. A 13C-15N correlation was obtained with the sequence shown in figure
2.3c. Carbon polarization obtained by cross-polarization evolves before the transfer to
nitrogen. The polarization is mixed under DARR irradiation62 before acquisition. During
evolution and acquisition protons are decoupled using SPINAL64 decoupling.61
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Figure 2.3: Pulse sequences used a) wDUMBO acquisition b) inverse detection HetCor c) 13C-
15N correlation using DARR mixing. A solid block indicates a 90 degree pulse, grey blocks are
decoupling periods.
2.2.3 Samples
To handle the small dimension a set of filling tools was built to ease filling of the capillary.
To center the sample to the detection volume of the coil the sample was packed in
between of thin layers of quartz powder. The capillary was sealed either with Teflon tape
or with a thin layer of UV-glue. Since the end of the capillary is outside of the microcoil,
the influence on the spectra is minor, especially in CP experiments since the matching
condition is optimized for the center of the coil.
U-[13C,15N] glycine and U-[13C,15N] L-Arginine HCl were purchased from Sigma Aldrich
and used without further purification.
2.3 Results
2.3.1 Resolution
Vasa et al. have shown that the µMAS-approach has benefits for highly abundant nu-
clei. Especially homonuclear decoupling sequences as FSLG and DUMBO perform well.58
Later it was shown that highly resolved proton DUMBO spectra can be obtained even at
extreme rf fields of 680 kHz.52 When the available proton fields are used for decoupling,
exceptional long coherence lifetimes can be achieved.55 This illustrates the added value
of microcoils in the study of strongly coupled system e.g. in materials science. Since
high rf fields are readily available, heteronuclear correlations with high power decoupling
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Figure 2.4: 13C CP MAS spectrum of a single crystal of 40 nL natural abundant glycine. The
spectral regions shown in the insets are the carbonyl resonance (left) and the methylene group
obtained from a nutation spectrum acquired with 128 scans per increment and ∆t1 = 7.5 µs
(t1,max=450 µs). During acquisition of 75 ms, 100 kHz SPINAL64 decoupling was used.
can be acquired. Vasa et al. have demonstrated, that if sufficient resolution for the
involved nuclei can be obtained, heteronuclear correlations in natural abundance are in
principle feasible in a reasonable amount of time.58 To check the achievable resolution
in the new µMAS probe, we start our investigation with the study of glycine. In figure
2.4 the 13C CP MAS spectrum of a single crystal of natural abundant glycine is shown of
approximately 40 nL volume. The acquisition parameters are given in the caption of the
figure. The linewidth obtained for the carbonyl resonance is 16 Hz compared to 25.5 Hz
for the methylene-carbon. Vasa et al. obtained a resolution of 15 Hz at 400 kHz rf for
the methylene carbon at approximately half the magnetic field (9.4 T).
In figure 2.5 the homonuclear decoupled 1H spectrum of natural abundant glycine pow-
der using wDUMBO acquisition is shown. Using the optimized DUMBO coefficients, the
resolution was slightly better compared to the DUMBO-1 coefficients.41 The resolution
obtained for the powder is well below 0.5 ppm for all the resonances (0.38-0.31 ppm),
with the CH2 protons resolved down to the baseline.
When the wDUMBO sequence using the DUMBO-1 coefficients is applied to a single
crystal, the resolution increases drastically (figure 2.6). For the methylene protons, the
resolution improved from 0.31 to 0.14 ppm. The line narrowing is ascribed to the re-
duced anisotropic bulk magnetic susceptibility (ABMS) in a single crystal. The resolution
obtained for the powder and the single crystal in ppm is much higher compared to the
earlier µMAS setup. For the single-crystal we observe that the resolution in Hz at 20 T
using much lower rf-fields is approximately twice as good as the resolution obtained at
9.4 T. The observed line-narrowing is in agreement with the observations on carbon
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Figure 2.5: 1H spectrum of 50 nL natural abundant glycine powder using wDUMBO acquisition.
Acquired using 4 scans at 12.5 kHz spinning, at 20 T external field and 140 kHz rf frequency. The
rescaled 1H linewidths are from left to right ∆ν(NH+3 ) 330 Hz, ∆ν(CH2) 260 Hz and ∆ν(CH2)
266 Hz. The line on the right is an artefact at the carrier frequency.
measurements of a single crystal.55
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Figure 2.6: 1H wDUMBO spectrum of a 40 nL single crystal vr=12 kHz, DUMBO-1 coefficients.
The spectrum was acquired using 4 scans at 12 kHz spinning, 20 T external field and a B1 field
of 140 kHz rf nutation frequency. The rescaled 1H linewidths are from left to right ∆ν(NH+3 )
315 Hz, ∆ν(CH2) 165 Hz and ∆ν(CH2) 121 Hz. The line on the right is an artefact at the
carrier frequency.
2.3.2 Inverse detection
Employing inverse detection the sensitivity of low abundant nuclei can be increased.
When polarization transfer is efficient, detection of the signal at a higher gyromagnetic
ratio increases the sensitivity. In the pioneering work of Tycko et al.10 it was shown that
the sensitivity enhancement depends on the linewidth of the nuclei. Since the narrowest
lines are obtained with homonuclear decoupling, the use of homonuclear decoupling in
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combination with inverse detection should result in the highest sensitivity. So far not
many examples reporting high sensitivity of this combination are found in literature,59,63
probably due to the fact that most homonuclear techniques require relative high power re-
sulting in heating of the sample due to the electrical field, with detrimental consequences
for biological samples. However for the emerging field of NMR crystallography, phar-
maceutical compounds, small organic molecules and material science this is a promising
combination and no sample heating is expected.
In figure 2.7, a heteronuclear correlation of glycine is shown using inverse detection and
wDUMBO acquisition. The proton dimension shows similar resolution than the direct
DUMBO decoupled proton spectra of fully labeled samples (not shown). The resolution
for a uniformly labeled sample is about 0.5 ppm in both dimensions. Considering the high
carbon resolution in the indirect dimension is somewhat truncated (t1,max = 3.6 ms).
The estimated resolution from an exponential fit of the full t1 decay recorded in a separate
experiment (data not shown) indicates a T2 of 5.07 ± 0.21 ms corresponding to a full
width at half height of approximately 62.8 Hz or 0.3 ppm in the indirect dimension at the
given field. The signal to noise for the carbon trace along the amine proton resonance in
the correlation is about 200 in both dimensions. By comparison of the inverse detection
HetCor spectrum to a carbon detected one acquired with similar acquisition parameters
and the DUMBO decoupling in the indirect dimension, we estimate the sensitivity en-
hancement ξ defined in equation 2.1 to be around 5.1 fold.
2.3.3 Heteronuclear study of U-13C,15N L-Arginine HCl
One of the added values of the current probe design is the presence of a third channel
in the micro setup. We measured 13C and 15N spectra of fully labeled L-Arginine HCl.
In figure 2.8 the carbon spectrum is shown. The resonances agree with the assignment
presented earlier in literature.64,65 Since two molecules of arginine are present in the unit
cell, two sets of resonances are observed except for the carbonyl and the Cξ resonances
which overlap. From right to left the resonances were assigned by Li et al to the Cγ , Cβ
resonances around 25 ppm. Followed by the Cδ resonances around 42 ppm and the Cα
around 55 ppm. The Cξ and the carbonyl species resonate at higher ppm values (156
and 176 ppm).65 In figure 2.9 a 15N CP MAS spectrum of Arginine HCl is shown. Also
here a doubling of most resonances due to the two molecules in the unit cell is clearly
visible. From right to left the resonances are assigned to the Nα the Nη1 and Nη2 and
Nξ atoms shown in the inset. The resonances agree with the resonances reported by the
group of Hong.65
In figure 2.10 the 13C-15N correlation using double CP and 0.8 ms DARR mixing of the
15N polarization is shown. Clear correlations of the expected resonances are seen. The
Nξ and Nη nitrogens show correlations with the Cξ carbon, while the Nα shows only
correlations with the α-carbons (compare insets).
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Figure 2.7: Inverse detection 1H-13C HetCor of 50 nL [U-13C,15N] glycine using wDUMBO
with EGD coefficients during acquisition. For both CP blocks (to carbon and back to protons)
a contact time of 500 µs was used. 301 increments with 4 averages were collected following the
States procedure in a total time of 3 h 22 min. The spectral width was 40.322 kHz and 50 kHz
in the indirect dimension.
2.4 Discussion
2.4.1 Carbon resolution
The linewidth obtained for the carbon and proton spectra of the single crystal of glycine
is narrower compared to the powdered sample. The linewidth in the carbon spectrum of
the single crystal of glycine for the CH2 group is is 26 Hz at 20 T compared to 15 Hz
earlier at about half the field (9.4 T),55 i.e. in ppm the resolution is comparable.
In the solid state three different mechanisms contribute to the linewidth. The linewidth
can consist of the residual dipolar couplings not averaged by MAS or decoupling, the
anisotropic bulk magnetic susceptibility (ABMS) due to the packing of the differently
shaped crystallites in the sample, and the chemical shift dispersion due to disorder in
the sample. The ABMS is less in a single crystal and therefore the resolution in micro-
crystalline systems and single crystals increases.66 The ABMS broadening scales with the
external field, whereas the residual dipolar couplings are approximately field independent.
The fact that the linewidth in Hertz of the single crystal of glycine scales approximately
linearly with the external magnetic field, indicates that the linewidth is not dominated
by residual dipolar couplings, but is probably limited by susceptibility effects. Since we
measure a single crystal, also the contribution from chemical dispersion is expected to
be minor.
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Figure 2.8: 13C CP MAS spectrum of 50 nL U-13C-15N L-Arginine HCl. 64 scans were acquired
using a spectral width of 62.5 kHz and recycle delay of 100 sec. The contact time was 1.5 ms, the
spinning speed 12.5 kHz. 140 kHz νHrf was used for SPINAL64 decoupling. Astericses indicate
spinning sidebands. Above the spectrum, the structure of Arginine and the carbon assignment
is shown.
When the linewidth is dominated by susceptibility effects, the intrinsic resolution is prob-
ably much higher, as earlier experiments using decoupling fields up to 400 kHz already
indicated.55 Here, much lower decoupling fields of about 140 kHz were used. Increasing
the decoupling fields might increase the resolution in Hertz further towards the extreme
long coherence times indicated by the echo experiments in the earlier µMAS setup55 and
later using fast MAS and low-power decoupling.67,68 Experiments in this direction will
indicate what limits the resolution in the solid state. Long coherence times in the solid-
state allow for more efficient polarization transfer in sequences using scalar-couplings.67
2.4.2 Proton resolution
For the proton resolution of glycine under homonuclear decoupling we observe a similar
linewidth reduction for the single crystal. For the powder a rescaled linewidth of about
260 Hz (0.31 ppm) is observed compared to 121 Hz (0.14 ppm) for the single crystal. To
determine the chemical shift scaling factor we performed a 2D experiment correlating the
1H MAS spectrum and the DUMBO-decoupled proton spectrum (compare Grimminck et
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Figure 2.9: 15N CP MAS spectrum of 50 nL U 13C-15N L-Argine HCl. Here a spectral width
of 25 kHz and a contact time of 2 ms was used at 12.5 kHz spinning. Again 64 scans with a
recycle delay of 100 sec were used. The proton decoupling field νHrf was 140 kHz for SPINAL64
decoupling. Above the spectrum, the structure of Arginine and the nitrogen assignment is shown.
al52). The scaling factor of 0.49 agrees with the convention used by Lu et al. to reference
the NH+3 resonance to 8.33 ppm and the middle of the CH2 resonances to 3.55 ppm.
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In recent years, a lot of research has been devoted to the development of ever faster
spinning probes to increase the proton resolution. Fast spinning averages the dipolar
couplings, but to date the best resolution is still obtained using CRAMPS techniques.
At higher external field using DUMBO decoupling the resolution should increase, since
the increased Zeeman interaction should more efficiently truncate the dipolar couplings
among protons. However this was not experimentally observed in homonuclear decou-
pling experiments at higher external magnetic fields.69 Whereas, in MAS only proton
spectra this is clearly observed.19,70
When the resolution obtained here is compared to the literature, care should be taken,
since often the resolution in the indirect dimension, or polarization selected by a 810o
pulse is reported.47 Here we report the resolution of direct acquisition experiments using
the wDUMBO sequence.
Earlier, Lesage et. al reported the resolution obtained for the CH resonance in L-alanine
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Figure 2.10: 13C-15N correlation of 50 nL U 13C-15N L-Arginine HCl. Here 96 increments
following the States procedure with 16 scans per increment and a recycle delay of 60 seconds
were acquired. The contact time to carbons was 1 ms and to nitrogen 2.5 ms. The DARR mixing
period was set to 0.8 ms. The spinning frequency was 12.5 kHz during acquisition, SPINAL64
decoupling of 140 kHz νHrf was applied.
acquired in the indirect dimension at different fields (400, 600 and 750 MHz).69 The best
resolution obtained was obtained at 600 MHz (160 Hz, 0.26 ppm compared to 260 Hz,
0.34 ppm at 750MHz). Using constant time acquisition the resolution improves to 130 Hz
(0.17 ppm). Later Salager et al. reported a resolution of 230 Hz (0.47 ppm) at 500 MHz
and 65 kHz spinning.71 Fast spinning improves the sensitivity of DUMBO-acquisition
if resonance conditions of the DUMBO-cycle and the rotor-period are avoided.35,69,71
DUMBO experiments at different spinning speeds indicate that the resolution does not
increase at high spinning speeds, but the intensity changes.71 At fast MAS (>60 kHz)
and high field, Salager obtained a resolution of 269 Hz (0.34 ppm) and 239 Hz (0.24
ppm) at 1 GHz using windowed acquisition and the PLUS-1 sequence.35 However in these
measurements, only the center part of a 1.3 mm rotor was filled making the comparison
to other experiments difficult.
For the powder at 850 MHz we obtain a very high resolution using windowed acquisition
at relative low spinning speeds and mild rf-conditions for state-of-the-art rf-probes. We
note that the 810o pulse, does not significantly improve the resolution, proving good
B1 homogeneity over the sample volume. The homogeneity is confirmed in a nutation
experiment with A810/A90 = 98.1 % (figure 2.11). In a nutation the linewidth in the
indirect dimension indicates the inhomogeneity. Since even after 512 µs half the signal
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Figure 2.11: Left: nutation profile of a silicon rubber sample recorded with the microcoil. The
maximum pulselength used is 512 µs. The rf-field strength was 143.6 kHz. Right: Fourier
Transform of the nutation profile. Its width indicates the rf-inhomogeneity.
remains we estimate the inhomogeneity by an exponential fit of the decay. The green line
in figure 2.11 indicates an exponential envelope with a time constant τ of 550 µs. The
FWHH of a lorentzian line is given by 1/piτ and thus the inhomogeneity is estimated to
be around 580 Hz corresponding at the B1 field of 143.6 kHz to about 0.4%. For the
single crystal the DUMBO-1 coefficients41 at 12 kHz spinning and 140 kHz rf were used.
These results clearly show that for proton resolution the study of single-crystal samples
might increase the resolution significantly. The proton resolution obtained here exceeds
the resolution obtained at ultra-fast MAS and high-field.
Good homonuclear decoupling results have been obtained before using a microcoil setup
and optimization of the DUMBO-coefficients at very high rf-fields up to 680 kHz.52 In-
creased rf-fields and on-spectrometer optimization might increase the resolution further.
In principle higher rf-fields will allow to more efficiently decouple even stronger dipolar
interactions. However at higher fields rf-heating might play a roll. But it was recently
demonstrated that rf-heating may be alleviated by cooling a microcoil with an internal
liquid flow.72 This also allows susceptibility matching of the coil allowing even higher
resolution.
The resolution obtained for the powder and the single crystal allows us to use the proton
chemical shift for structural studies in the solid-state, e.g. in high resolution correlation
experiments. For a long time in solid-state NMR, mostly X nuclei were used for structure
elucidation, because strong homonuclear couplings of protons limit the attainable resolu-
tion, and many resonances overlap in the relatively small chemical shift range of protons.
With the advent of homonuclear decoupling and especially ever faster spinning probes,
the proton chemical shift becomes more and more accessible for structure elucidation. In
the field of NMR crystallography proton chemical shifts are exploited.73 Recent examples
show that the proton chemical shifts are more sensitive to structural changes than car-
bon chemical shifts and allow better discrimination between structural models as carbon
chemical shifts.74 Also in biosolid-state NMR recent examples of ultra-fast MAS make
use of the increased proton resolution and the high sensitivity by proton detection.49,50
However still proton dilution is used for sufficient resolution. In biosolid-state NMR,
high power homonuclear decoupling schemes are often not viable due to sample heating.
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Therefore still commonly expensive proton dilution by partial deuteration of the sample
is applied. If rf-heating can be controlled, using homonuclear decoupling in correlation
experiments, the sensitivity can be significantly increased using fully protonated samples
especially when combined with inverse detection. The development of new techniques
combining fast magic angle spinning with homonuclear decoupling has brought advances
such as broader spectral widths in the indirect dimensions for rotor synchronized experi-
ments, but the progress in resolution since the reports of the eDUMBO versions lack the
expected linear factor by the B0-field.
2.4.3 Arginine HCl
The CP-MAS carbon and nitrogen spectra reflect the benefit of the new probe design.
High resolution carbon and nitrogen spectra of minute quantities can be obtained with
a resolution comparable to state-of-the-art commercial probes. Since two molecules of
Arginine are in the unit cell,75 the amount of molecules detected is about 150 nanomols
or an equivalent of about 26 µg. The carbon nitrogen correlation demonstrates that
the new µMAS probe enables us to do high resolution triple resonance spectroscopy of
mass-limited samples (up to 50 nL volume), even allowing 13C-15N correlation experi-
ments labeled compounds. The resolution is comparable to commercial setups for labeled
samples.
2.4.4 Inverse detection
In solid-state inverse detection experiments, the sensitivity gain strongly depends on the
proton linewidth. Therefore, most examples use fast magic angle spinning10,70,76,77
and more recently ultrafast MAS.49,50,59,60,78 At ultrafast spinning HSQC type schemes
using transfer by scalar couplings become available due to longer proton coherence
times.59,60,78 The enhancement reached is mostly far below the theoretical maximum.
Following the theoretical derivation by Tycko et al., a maximum sensitivity enhance-
ments, of about eight could be reached in 2D experiments for carbon as heteronucleus.
In principle substantial sensitivity gains should also be achieved if CRAMPS techniques
are applied to narrow the proton linewidth.
To our knowledge there have so far been no reports on the combination of low spinning
speeds and homonuclear decoupling using conventional probes. The only other exam-
ple used also a microcoil.58 A recent report combined homonuclear decoupling and fast
spinning,59 demonstrating the feasibility of this combination. However in this study pro-
tons and nitrogens were correlated. Earlier heteronuclear combinations were reported but
without reporting the sensitivity enhancement.63
So far, most studies focus on the heteronuclear correlation of nitrogen and protons since
the higher ratio of the involved gyromagnetic ratios allows for a higher sensitivity gain
(γH1/γN15)
3/2 ∼ 31.10,59,76,79 Examples using proton carbon correlations had diffi-
culties reaching a sensitivity gain. At 40 kHz MAS, for a proton carbon correlations a
sensitivity gain of 3.6 was observed,70 compared to 2-3 in first reports.9
By comparing a carbon detected HetCor and proton detected HetCor experiment with
comparable acquisition parameters, we estimate the sensitivity gain in our experiments
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to be 5.1. The DUMBO coefficients used for the comparison are the DUMBO-1 co-
efficients. The sensitivity gain obtained in the current study is substantially higher at
much lower spinning speed and is in the range of the enhancements reached with ul-
trafast MAS schemes. These experiments allow one to study mass-limited samples and
small molecules with high resolution and sensitivity. The observation made by Lesage and
Salager, that the proton signal intensity under DUMBO-decoupling increases at increased
spinning speeds,69,71 might increase the sensitivity further towards the theoretical maxi-
mum enhancement of eight given by the ratio of the gyromagnetic constants.
However the signal-to-noise ratio of the proton detected HetCor spectrum of 50 nL uni-
formely labeled glycine shown in figure 2.7 is already about 200 in the experiment time
of 3 hours 22 min. This means that heteronuclear correlation experiments for small
molecules are feasible in an over night experiment in natural abundance, even for such
small volumes of 50 nL. In natural abundance the signal loss will be not a factor 100,
since the proton linewidth under homonclear is less and for carbons the linesplittings are
reduced, due to the absence of homo- and heteronuclear scalar couplings. Therefore the
present setup opens the road for novel applications as NMR crystallography since only
minute quantities are required and precise chemical shifts are required for the discrimi-
nation between different structures. The high resolution is also useful for the study of
polymorphism since only small quantities are needed, the probe allows the study of small
individual crystals, or the study of selected regions of a macroscopic sample for instance
in materials science.
2.5 Conclusions
We present the first triple resonance micro magic angle spinning setup, which offers
a significant improvement in resolution thus opening novel applications allowing novel
experiments that need very long coherence life times. The probe allows the study of
mass-limited and selected samples with highest resolution and high sensitivity. Being a
micro-setup, sample volumes of only 50 nL are needed. The high rf-fields reached bear
great promise for heteronuclear and homonuclear decoupling and the study of quadrupo-
lar nuclei due to higher excitation efficiencies at higher rf-fields. The proton resolution of
0.14 ppm for a natural abundant single crystal of glycine at high field is unprecedented.
We have shown that the combination of line-narrowing by homonuclear decoupling in
inverse detection experiments allows substantial enhancements (ξ ∼ 5)for 1H-13C cor-
relations even at moderate spinning speeds. The triple channel setup and the good
resolution in combination with sensitive proton detection experiments allows the use of
proton chemical shifts in structural studies (NMR crystallography) of pharmaceutical
compounds and small organic molecules. Furthermore the the signal-to-noise ratio in
the inverse detection experiments allows the study of heteronuclear correlation of small
molecules even in natural abundance.
Chapter 3
On-Spectrometer Optimization
of Homonuclear Decoupling
In the previous chapter we discussed the benefits of using microcoil technol-
ogy for homonuclear decoupling. In this chapter the optimization of homonu-
clear decoupling sequences on the spectrometer, taking experimental imper-
fections as pulse transients and phase-glitches into account, will be discussed.
We use a multi-objective evolutionary algorithm to optimize the DUMBO co-
efficients for the experimental conditions in use by evaluating the response
of the experiment in real time. The convergence of the algorithm towards
good solutions is steered using three criteria derived from the acquired FID.
We use a windowed DUMBO sequence using a super cycle and discuss the
experimental parameters influencing the resolution and sensitivity of the ex-
periment.
Submitted: J.O. Brauckmann, M.A.T. Robben and A.P.M. Kentgens, On-spectrometer
optimization of DUMBO sequences using multi-objective evolutionary algorithms 2019
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3.1 Introduction
Homonuclear decoupling sequences have been in use for more than five decades. Still,
they remain an active field of research as proton resolution opens the way to sensitive ex-
periments and broadens the applicability of solid-state NMR to fields, where enrichments
of heteronuclei is not practical.
The beginning of homonuclear decoupling was made by the Lee-Goldburg (LG) se-
quences,36,80 shortly followed by the WAHUHA experiment making use of average Hamil-
tonian theory to remove the dipolar interaction in static samples.81 Later, Gerstein et al.
introduced the so-called combined rotation and multiple pulse spectroscopy (CRAMPS)
techniques for rotating samples.37 In recent years, mainly two flavors of phase modu-
lated CRAMPS sequences are used. The first are the so-called FSLG and PMLG se-
quences,38–40 which are still strongly related to the initial LG sequences. The second are
the DUMBO and eDUMBO sequences, also discussed in the previous chapter.35,41,42
DUMBO sequences are based on a phase modulation to decouple a two-spin system. The
basic so-called DUMBO-1 coefficients were developed in silico based on a SIMPSON sim-
ulation and then brought to the spectrometer.41 Later, other versions were implemented
taking experimental factors as the influence by the hardware due to pulse transients and
cable lengths into account. These are the so called experimental DUMBO (eDUMBO)
versions. The eDUMBO12.5 and eDUMBO22 for instance are optimized DUMBO versions
for a spinning speed of 12.5 kHz and 22 kHz.42
The general parametrization of the pulse sequence follows a Fourier series of cosine and
sine functions.
φ(τ) =
{ ∑n=6
n=1 an cos(
2pinτ
M ) + bn sin(
2pinτ
M ) for 0 ≤ τ ≤ τc2
φ(τc − τ) + pi for τc2 ≤ τ ≤ τc
(3.1)
Here an and bn are the Fourier coefficients, τc is the DUMBO cycle time. Typically the
length is equal to a 6pi pulse and the rf-field strength is in a range of 100 - 200 kHz. In
total a 12pi modulation is applied, however the second half is the time reversal of the first
half in order to have an effective Hamiltonian of unity after the full cycle: HˆHˆ−1 = 1.
In addition to the DUMBO sequences, other homonuclear decoupling sequences exist
which are derived using symmetry arguments. One of them are the so-called smooth
amplitude modulation (SAM) sequences which are a special version of rotor-synchronous
recoupling sequences. Instead of hard pi pulses they use smooth amplitude modulated
pulses. Depending on the number of pulses per rotor period, CSA, homo- and heteronu-
clear interactions are re-introduced or eliminated.82,83
Another class of sequences are the so-called TIMES and TIMES0 sequences that are de-
rived from the PMLG sequences and are especially suited for fast MAS.34 It is noteworthy
that with these sequences also a low rf-regime can be used which is however sensitive to
rf-homogeneity.
The PMLG sequences are well understood using Floquet theory.46,84–86 We focus here
on the DUMBO sequence and its super-cycled versions.87,88 The interested reader is
referred to the recent review summarizing 50 years of homonuclear decoupling, where the
whole families of PMLG sequences and DUMBO sequences are discussed in depth.43
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In our group, previously a tool was developed to optimize DUMBO decoupling on the
spectrometer. In this way, parameters difficult to account for in simulation are included
into the optimization.52 These parameters include the spinning speed, the rf-response
of the hardware e.g. transients, phase glitches and the rf-inhomogeneity, but also the
transmitter offset. The optimization was done using an evolutionary algorithm (EA), to
optimize the 12 DUMBO coefficients.
Since the report of the DUMBO-1 coefficients by Sakellariou et al.,41 a wealth of stud-
ies on DUMBO decoupling have appeared. Many of them focus on the optimization of
homonuclear decoupling under a limited range of experimental conditions, e.g. specific
spinning speeds or rf-fields.34,42
In the recent literature, it is often claimed that rf-transients limit the attainable res-
olution.43 Recently, studies combining simulations and experiments confirmed that the
achievable resolution indeed depends critically on the transients of the hardware used.51,89
This was also evident in the single-crystal measurements discussed in more detail in chap-
ter 2. We ascribe the improved resolution using the micro-coil probe to the very good
B1-homogeneity in this setup. Compared to regular NMR probes, the role of pulse imper-
fections such as symmetric and asymmetric transients at a given B1 field will be reduced
in a micro-coil setup. With smaller coil diameters, higher B1i values are obtained and
since the amplitude of the transients is directly related to the pulse amplitude, also re-
duced transients could be responsible for the very high resolution using this setup.90
As the optimization of DUMBO sequences depends on many parameters, it is a long
standing question whether the resolution obtainable is limited by the parametrization
of the pulse shape or for instance the digitization of the rf-shape. A further question
that remains unanswered is, how many coefficients one needs for good decoupling. Is
DUMBO decoupling using only 8 of the 12 coefficients comparable to decoupling using
12 coefficients? Over the years it became clear that indeed the cosine coefficients are
close to zero and thus do not contribute to the decoupling. Therefore in the eDUMBO
versions and the recent DUMBO-PLUS-1 sequence for DUMBO decoupling at high spin-
ning speeds, actually only six coefficients are used.35,42
The underlying question is of course whether the resolution is limited by the parametriza-
tion, the hardware or the multi-spin couplings/higher order cross-terms in the experiment.
The discovery that the PMLG and DUMBO sequences are related when represented in
Legendre polynomials,48,91 suggests that the complicated interplay of spinning speed
and rf-fields observed in PMLG experiment and expected on the basis of Floquet the-
ory,46,84–86 should also hold for DUMBO sequences. It is known that they partly do -
but the questions what rf-field is best, whether a different parametrization is beneficial,
or whether there is one global optimum which gives the best resolution under the given
experimental conditions remain unanswered.
An efficient optimization tool is needed so that in a reasonable amount of time, DUMBO
sequences using a different number of coefficients, different rf-field strengths and or dif-
ferent spinning speeds can be optimized on the spectrometer.
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In this chapter we will first discuss the experimental aspects related to DUMBO pulse
sequences, as not all the parameters can be optimized using the evolutionary algorithm
and it is often sufficient to use existing solutions and optimize these for the given sample.
Then, the optimization using evolutionary algorithms strategies will be discussed and
some optimization runs using different fields and different hardware will be discussed.
Finally, the application of high resolution proton NMR to some selected samples will be
shown.
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Figure 3.1: DUMBO 1H spectrum of glycine HCl recorded at a field of 400 MHz in a 3.2 mm
rotor. The sample was restricted to the center of the rotor for better homogeneity. The spectrum
is acquired using 4 scans at 10 kHz MAS. The coefficients used are the EGD coefficients obtained
from an optimization run on the µMAS.
3.1.1 The pulse sequence
A DUMBO pulse shape is shown in figure 3.1, together with the spectrum of glycine
recorded using this pulse shape on a Varian 400 MHz machine at 10 kHz spinning. To
limit rf-inhomogeneity, the glycine sample was restricted to the center of the 3.2 mm ro-
tor. Glycine is often used as a benchmark for homonuclear decoupling as the methylene
protons are strongly coupled and it is very challenging to separate the CH2 resonances to
the baseline. In the previous chapter we have shown that the susceptibility of the sample
plays a role in the attainable resolution, as does the rf-inhomogeneity.
Another example for optimizing homonuclear decoupling is shown in figure 3.2 for adaman-
tane. The CH and CH2 proton resonances of the molecule can only be resolved if the
transients are minimized and the rf-inhomogeneity is reduced by restricting the sample
to the center of the rotor. If these two factors are optimized even at a 400 MHz ma-
chine the two lines can be separated and appear in their stoichiometric ratio (1:3). The
resolution here is actually limited by the hardware, as longer acquisition is not possible
due to the number of pulses required. Therefore the signal is truncated and as a result
the baseline is distorted. The linewidth is on the order of 20 Hz (40 Hz after scaling or
0.05 ppm). However in this particular case the spin system is only weakly coupled, as the
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Figure 3.2: DUMBO 1H spectrum of adamantane recorded at a field of 850 MHz in a 3.2 mm
rotor. The sample was restricted to the center of the rotor for better homogeneity. The spectrum
is acquired using 4 scans at 10 kHz MAS. The deconvolution and the residuals are shown below
the spectrum. The molecule is shown in the inset.
molecules rotate on the kHz scale averaging the intramolecular homonuclear interaction
and therefore in most situations this experiment is of little use, as narrow lines are already
obtained by fast-spinning alone and it is therefore questionable whether general solutions
for homonuclear decoupling can be derived using this kind of samples.
3.1.2 Experimental aspects
When setting up DUMBO experiments one can start with a set of known coefficients,
usually the DUMBO-1 coefficients are used as they are known to perform well over a wide
range of experimental conditions. Especially for the super-cycled versions, also referred to
as DUMBO-S2,88 the resolution does not critically depend on the B1 field used. To setup
the experiments, therefore the 6pi pulse can be estimated from a nutation experiment.
Subsequently the pulse amplitude can be optimized for optimal performance. In the
following, some aspects that influence the experiment will be discussed in more detail.
Influence of rf-amplitude
The matching of the rf-amplitude is illustrated in figure 3.3 where a glycine single crystal
in the µMAS probe was used. In the experiment the pulse length was kept constant
(21.4 µs) corresponding to an estimated nominal rf-field of 140 kHz. Subsequently the
rf-field amplitude is varied to obtain the best resolution. It should be noted that when
a shaped pulse is used for the DUMBO modulation, the time resolution will depend on
the number of elements in the shape. We recommend to verify the time resolution of
the spectrometer by looking at the generated pulse on an oscilloscope, as the attain-
able time resolution can depend on the implementation of the DUMBO pulse into the
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Figure 3.3: DUMBO pulse amplitude optimization. The cycle-time τc, was set to 21.4 µs
corresponding to a B1 field of 140 kHz. The DUMBO sequence gives higher resolution at higher
nominal B1 amplitudes. The B1 amplitude is the value obtained from a nutation experiment.
sequence. For instance whether the DUMBO pulse is given as a predefined shaped-pulse
or generated directly by the pulse-programmer. For the VNMRS system we observe a
time resolution of 0.2 µs for shaped pulses consisting of 150 phase steps, although the
nominal time resolution for the VNMRS system is 50 ns. The lower time resolution is
caused by the fact that the segments of a predefined pulse have to match with the time
resolution of the spectrometer.
In figure 3.3 the highest intensity is observed for nominal rf-fields that are higher than
the estimated 140 kHz used to estimate the length of the DUMBO block of 21.4 µs.
This shows that the field obtained in a nutation is not the effective field of the shaped
pulse but a higher B1 amplitude is required to reach the field corresponding to the 6pi
modulation over 21.4 µs. The higher rf-field is needed to compensate for the pulse rise
and fall times which reduce the effective rf-amplitude.
From earlier literature and experiments in our group, it is known that the DUMBO-1
solutions perform best around an rf-field strength of 140 kHz. When going to higher
rf-fields, which are nowadays routinely achievable in state-of-the-art small diameter fast-
& ultra-fast MAS probes, the resolution obtained using the DUMBO-1 coefficients de-
teriorates. This is ascribed to pulse imperfections as transients and phase glitches that
play a more significant role for shorter cycle times as the fraction where the pulse is still
rising, or glitches are present as a result of abrupt phase changes, increases.
Sampling time per point
An important factor for the sensitivity of the experiment is the number of points averaged
for the acquisition. In principle, the DUMBO pulses are separated by a short delay to
allow the acquisition of one single data point. In practice, modern spectrometers use a
fast sampling ADC which, for Varian spectrometers, runs at a frequency of 80 MHz. The
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Figure 3.4: Influence of the number of points acquired. With increasingly larger acquisition
windows the signal to noise increases over 0.1 µs, 0.2 µs and 0.5 µs. In the inset the SNR as
a function of sampling time is shown. An optimum is reached around 0.8 µs. The spectra were
acquired on a Varian 400 MHz spectrometer using a restricted glycine sample in a 3.2 mm rotor.
spectral width and thus the dwell-time determines how many points from the ADC are
sampled and then downsampled and digitally filtered to obtain the single data-point.
The time spend on the acquisition of a single datapoint in a so-called acquisition window
strongly influences the signal-to-noise ratio (SNR) that can be obtained. Therefore the
ratio of the acquisition window to the shape-length should be optimized. Of course there
is a limit to the separation of the DUMBO pulses, as the decoupling performance will
reduce if the delay between the decoupling pulses becomes too large, since the homonu-
clear interaction will be active during the course of the acquisition window.
The benefits of longer sampling times are illustrated in figure 3.4. While the signal in-
creases linear with the acquisition time, the noise increases with the square root up to
approximately 800 ns. For longer acquisition times, more noise is introduced and the
SNR and the resolution start to deteriorate. The acquisition time per data point is given
in the caption of the figure.
Of course, this only holds for windowed acquisition. In the indirect dimension of a 2D
spectrum, the homonuclear decoupled proton spectrum is encoded in a modulation of the
direct signal. Therefore, the delays in between the pulses can be better omitted, since
the homonuclear coupling will be reintroduced during the windows of the sequence and
thus influence the chemical shift scaling and deteriorate the resolution.
Conceptually, the SNR of a windowed acquisition - being homonuclear decoupled or not
- should be comparable to a continuous acquisition experiment, since the first point of a
homonuclear decoupled FID is acquired before any decoupling pulse is given and therefore
the intensity of the first point should be the same. The intensity of the first point is
directly proportional to the integrated intensity in the spectrum and the latter should
thus also be comparable with and without homonuclear decoupling.
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If care is taken with the timings of the switching, also the noise in the FID should
not be affected by the acquisition in a windowed fashion. We observe indeed that the
noise level in the FID with and without homonuclear decoupling is comparable (data not
shown). Therefore we expect that the lower sensitivity typically observed in homonuclear
decoupling experiments and discussed in literature is related to the digital filtering of the
spectrometer and is not intrinsic to homonuclear decoupling as proposed in literature.43
The authors argue that approximately a factor 5 is lost in windowed DUMBO and PMLG
experiments, related to additional noise by the switching of the acquisition hardware and
the fact that not the whole acquisition time is sampled.
The assumption made by these authors is that by stroboscopic sampling, high-frequency
noise folds into the spectral region of interest. One should however be able to prevent
this by using a suitable digital or even analogue filter that prevents high frequency noise.
The fine details of the sensitivity in homonuclear decoupling experiments will be discussed
in a forthcoming publication.
The digital filtering used in modern spectrometers reduces the sensitivity in experiments
with interleaved acquisition. Therefore DUMBO sequences with shorter cycle times, for
instance by high rf-fields should allow for increased sensitivity, as the ratio of the win-
dow to shape-length increases. However higher rf-fields can introduce more artifacts by
stronger ringing as was for instance shown by Franssen et al. for high-power quadrupo-
lar nutation experiments.92 Therefore we expect an optimum rf-field for homonuclear
decoupling that will most probably also depend on the hardware used.
Transmitter Offset
The interaction of the rf-field and the spinning speed leads to artifacts in the spectrum,
the so-called rotary resonance frequency (RRF) lines. This was first observed by Aue
et al. in multiple pulse chemical shift scaling experiments.93 In the group of Griffin, it
was later established that these additional lines are a general feature of multiple-pulse
chemical shift scaling- and CRAMPS-techniques.94 Initially, it was thought that these
artifacts are related to pulse imperfections. Using Floquet theory and simulations, it has
been shown that the RRF lines are inherent to the experiment.86,93,95,96 Qualitatively
one can understand that if the frequency of the sample rotation and the cycle time of the
RF modulation are similar, they cannot be treated independently and both frequencies
modulate the energy levels of the spins. Therefore in these experiments not only spinning
side-bands occur, but also additional lines caused by the interplay of rf-irradiation and
sample rotation are observed.
If a resonance falls on such a RRF line, ugly artifacts in the spectrum arise and the
resolution degrades (compare fig 3.5). In the figure it is clearly visible that the resolution
of the spectrum degrades when a resonance coincides with an RRF line. The position of
the RRF lines are indicated with the arrows in the figure. In the super-cycled versions of
the DUMBO experiments, the RRF lines are much reduced.
In the experiment shown in figure 3.5, the transmitter offset was varied in steps of 400 Hz.
The spectra are shown in absolute mode, as the phase also slightly varies upon changing
the offset. The array clearly shows that RRF lines should be avoided. Furthermore,
the linear variation of the chemical shifts upon the change of the offset, shows that the
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Figure 3.5: Influence of the position of the transmitter offset on the DUMBO decoupled spectra.
The spectra are shown in absolute mode and the offset is varied in steps of 400 Hz. The spectra
are acquired using the µMAS probehead at 20 T field and a spinning speed of 12.5 kHz. Close
to rotary resonance frequency (RRF), artifacts in the spectra arise and therefore these regions
should be avoided.
scaling factor is fairly constant over a wide range of offsets and therefore a simple offset
array can be used to determine the scaling factor of the chemical shifts under the given
DUMBO sequence.
One might expect that it would be beneficial to acquire a DUMBO decoupled spectrum
far off-resonance to avoid the RRF lines, however with increased offsets the decoupling
performance breaks down and therefore in experiments it is observed that small offsets
(below 5 kHz) perform best.
Spinning Speed
As the spinning speed can interfere with the applied pulse train, integral resonance regimes
of the cycle time τc and the rotor period τr, have to be avoided. Lesage et al. systemati-
cally studied these ratios and reported integral ratios of the cycle time to the rotor period
which should be avoided.69 In the recent literature it was speculated that at certain
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Figure 3.6: DUMBO spectra of glycine acquired at different spinning speeds. Asterisks indicate
RRF lines. The ratio τr/τc corresponds to 3.5, 5 and 6 for 12.51, 8.93 and 7.15 kHz spinning.
half-integer ratios, the contribution of rf-inhomogeneity will be reduced and therefore a
ratio of τr/τc = 3.5 is beneficial over a ratio of 2.5.51 As the spinning speed is varied
easily it can be quickly checked whether the spinning speed strongly influences the proton
resolution.
In figure 3.6 the DUMBO spectra of glycine at different spinning speeds are shown. As
the optimal transmitter offset is also dependent on the spinning speed, the offset was
optimized for the different spinning speeds to obtain the best resolution. This is related
to the fact that the position of the RRF lines depends on the spinning speeds. Where
possible, we tried to keep the offset the same.
The DUMBO cycle-time used in the experiments was 22.8 µs corresponding to a ratio
of 3.5 with respect to the spinning speed. However at spinning frequencies of 8930 and
7143 Hz corresponding to ratios of 5 and 6, the resolution is comparable. This is in
contrast to the observation of Lesage et al. for integer ratios τr/τc. However, we use
a super-cycled DUMBO version at higher rf-fields, therefore the unwanted integer ratios
are at higher spinning speeds as τc is shorter. It is noteworthy, that the RRF lines in the
spectrum acquired at 8930 Hz spinning, corresponding to a ratio of 5, are much reduced.
Influence of Transient Compensation
Transients of the pulses and phase glitches are known to influence the performance of
the DUMBO sequences. Experimental evidence for this has recently been reported by
Brouwer et al.51 Their experiments and simulations clearly show the influence of the
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rf-inhomogeneity and phase transients on the attainable resolution in homonuclear de-
coupling experiments. In their study the authors restricted the samples to the center of
the rotor to reduce rf-inhomogeneity. Furthermore they minimized the asymmetric tran-
sients by carefully tuning the probe and measuring the transients by a tune-up sequence.
Another approach to limit the influence of transients and phase glitches is to add a phase
ramp which moves the transients to another frequency where it does not affect the spins.
A similar approach was used before for high-power quadrupolar nutation spectroscopy.92
It is known that especially for high-power pulses, the transients at the end of the pulse
strongly affect the spin system. We tried to compensate the abrupt switching of phase
and amplitude at the beginning and at the end of the DUMBO shape by adding a 5 point
phase ramp to achieve a frequency jump (In total 6% of the pulse length). Simultane-
ously, the amplitude is ramped to the maximum amplitude and ramped down at the end
of the pulse, before the acquisition.
The phase of the compensated pulse-shape is shown in the top of figure 3.7. The spectra
acquired with (blue) and without (red) compensated DUMBO pulse-shapes are displayed
as well. We tried to keep the experimental conditions as similar as possible to exclude
effects by other variables. The spinning speed was set to 10 kHz and the same rf-
amplitude was used in both experiments. The transmitter offset was optimized for best
resolution. The spectra are corrected for the chemical shift scaling (slightly different in
the experiments) and referenced to 3.55 ppm for the point of separation for the methy-
lene resonances.
The spectrum acquired with compensation (blue) has slightly higher intensity. The res-
olution is comparable for both spectra, but the artefacts in the spectrum acquired with
compensation are further away from the resonances. Furthermore, the lineshape for the
amine resonance is improved.
These observations suggest that transients do play a role in our setup. The experiments
show that the negative effects of the transients can partly be compensated by the phase
ramp added to the pulses. As the time where the homonuclear interaction is not sup-
pressed increases by the compensation part, also the scaling factor changes. However,
the change is small and more than offset by the increased sensitivity (higher intensity and
more uniform linewidth).
In the report by Brouwer et al. larger delays in between the pulses were used (5 µs).
This might have a similar effect as the transient compensation, as it also allows damp-
ing away of the transients. However, during the delay the transients will still affect the
spins, whereas the phase ramp reduces the influence by moving the carrier to a dif-
ferent frequency. Furthermore, the delay will also influence the scaling factor as the
average Hamiltonian is changed. Also the sensitivity of the experiment will be reduced
by additional delays due to the longer cycle-time with respect to the acquisition window.
Therefore, also for this reason the transient compensation is advantageous, as it takes
less time in addition to the fact that it reduces the influence of the transients.
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Figure 3.7: Compensated DUMBO digitized in 150 steps. At the beginning and end compen-
sation of the shape in 5 steps is added. At the top of the figure the compensated DUMBO pulse
shape is shown.
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3.2 On-Spectrometer optimization
The parameter space of DUMBO decoupling is already very large considering only the
12 coefficients connected to the parametrization of the pulse shape, let alone if all the
parameters discussed above would be taken into account. The fact that many parame-
ters influence the performance of DUMBO decoupling is probably the main reason that
stands in the way of its routine use, as many parameters need to be optimized.
The linear optimization of all the parameters rapidly becomes too complex and takes
excessive amounts of time, certainly if the parameters discussed in the previous section
are also considered. This can be easily grasped by the following example: if one would
optimize all the 12 coefficients by a brute-force approach, considering three values per
coefficients, already 312 different shapes need to be evaluated in approx. 500000 exper-
iments. This parametrization would still be relatively rough and already the number of
shapes to be evaluated is too large to check for further effects introduced by factors as
transmitter offset, rf-amplitude or spinning speed.
In the initial optimization which made use of the simulation program Simpson, 2.000.000
random shapes were considered.41 From these the best 1000 results were further opti-
mized for robustness for rf-variation and variations in the dipolar couplings in the spin-
system. This, to prevent that the solution found only works for the given spin-system.
The later so-called eDUMBO approaches, take experimental factors into account and
often perform better than the in-silico obtained solution. For the eDUMBO versions
the DUMBO decoupled carbon spectrum of alanine were optimized starting from the
DUMBO-1 coefficients at two spinning speeds (22 kHz and 12.5 kHz). As objective
of the optimization, the intensity of the decoupled carbon spectrum was maximized to
obtain the best decoupling.42 For convergence a simplex algorithm was used to find
the best solution. In this way, slightly different results for the two spinning speeds were
obtained.
This clearly shows, that the computer optimized solutions are only as good as their repre-
sentation of the real world, where factors as rf-inhomogeneity, spinning speed and phase
glitches also play a role. The authors report that although they included the spinning
speed, its influence on experiments was not matched by the simulations.
Therefore an on-spectrometer optimization, for the given sample, the rf-(in)homogeneity
of the probe and the given experimental conditions as the spinning speed and the rf-field
strength should result in the best resolution.
Grimminck et al. developed a tool to optimize the set of coefficients simultaneously using
evolutionary algorithms (EAs) to converge relatively fast to a solution of the homonuclear
decoupling under the given experimental conditions.52 They show that this optimization
works in a heteronuclear context by the optimization of the carbon spectrum or for
homonuclear decoupling by evaluating the proton spectrum in a windowed acquisition
experiment directly. In the EA approach, the decoupling shape was generated within
the pulse sequence and the goodness of the decoupling was judged by a single criterion,
the path length of the FID. The optimization was performed using a Covariance Matrix
Adaptation Evolution Strategies (CMA-ES) algorithm.97 Here we choose another evolu-
tionary algorithm, the so-called Nondominated Sorting Genetic Algorithm II (NSGA-II),
which allows the use of multiple objectives, but not necessarily converges to a single solu-
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tion.98 The multi-objective approach is expected to be more robust, as different criteria
are used. Another advantage is that, in principle, different solutions can be found in the
same optimization run.
3.2.1 Algorithm
The algorithm used is the non-dominated sorting genetic algorithm proposed by Deb
et al.98 The process is initiated with a population of solutions consisting of random
coefficients. Each solution of the population is evaluated and scored by the criteria
defined to judge the goodness of the decoupling. The next generation consists of a
fraction of new random solutions and solutions obtained by hybridization of the best
coefficients from the previous generation. The aim is to find solutions that dominate
other solutions in goodness, preferably by a high score on all of the criteria, as they
are all meant to reflect the goodness of the decoupling. The algorithm converges to a
so-called pareto front of good solutions. Since multiple objectives (criteria) are used and
normalized, a good solution can in principle still have a high score on one of the criteria
and lower scores on the others. In such a situation it is not trivial to choose one of the
solutions as being better.
In this situation the algorithm keeps different solutions in the set for as long as no other
solutions are found which dominate on both criteria. The best solutions remain in the
set for a next generation and by hybridization of good solutions the parameter space
around a good solutions is explored, while some diversity is kept by introducing random
solutions. The algorithm continues until the whole population lies on the pareto-front.
For the optimization the population size and the number of generations decide on the
speed of convergence but also on the broadness of the optimization. If the population
size is small, the optimization will converge quicker but it can happen that not the whole
parameter space is explored, for instance when the whole population falls into a local
minimum of the search space. On the other hand if the population size becomes too
large, the convergence will be very slow.
In order to prevent that the algorithm finds two solutions with the same coefficients,
differing only by the sign (compare eq. 3.1), one of the coefficients (b6) is restrained to
be positive. Before we discuss the optimization results we will discuss the optimization
criteria used, as these will steer the convergence of the coefficients.
3.2.2 Optimization criteria
In the evaluation of a solution an FID is obtained and criteria derived from the FID or the
related spectrum obtained by the Fourier-transformation and/or processing are essential
for the convergence of the algorithm. By homonuclear decoupling, in principle, a spectrum
consisting of Lorentzian lines should be obtained. The chemical shift interaction is scaled
under the effective Hamiltonian of the homonuclear decoupling and therefore the linewidth
alone is not sufficient to judge the resolution. Depending on the effective Hamiltionian,
the scaling and thus the effective resolution (∆ν/λ) in the spectrum can vary. For that
reason, the criteria should reward narrower lines, but should also prevent solutions with
larger chemical shift scaling (smaller scaling factors λ), since these solutions would require
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longer acquisition times to reach the same effective resolution.
In the EGD work by Grimminck et al. a single criterion was used - the absolute path
length of the FID.
Here we use multiple criteria, as we expect that this approach is more robust by the fact
that the criteria respond differently to factors influencing the decoupling performance
as the chemical shift scaling, the offset or factors as probe ringing. The criteria used
preferably have a physical meaning and do not only work by serendipity. In the following
the criteria and their response to changes in the FID/spectrum are discussed.
SNR in the FID
The SNR in the FID should be uniform as the beginning of the FID holds all the intensity
of the spectrum:
S(t) =
∞∫
−∞
F (ν) exp(i2piνt)dν
S(0) =
∞∫
−∞
F (ν)dν.
(3.2)
Here S(t) is the time signal or FID and F (ν) is the frequency spectrum, connected here
by the inverse Fourier transformation. In principle, the first point of the FID should be
constant, as the intensity measured in the first point should be invariable.
In homonuclear decoupling experiments however, the first points can be affected by
ringing of the probe by the high-power pulses. Also the presence of RRF lines can
influence the intensity of the (first) data points in the FID.
SNR in the spectrum
Good solutions should hold narrow lines and therefore also have a high SNR in the spec-
trum. As the integrated intensity in the spectrum is proportional to the number of spins,
narrower lines will result in a better SNR ratio, since the noise is determined by the
electronics.
A point of concern is, that the peak intensity can also increase by larger scaling factors
for the chemical shift interaction which is usually not desirable. Also when close reso-
nances overlap, the signal intensity will increase, while the effective resolution is reduced.
Therefore, this criterion has to be used carefully as is it will otherwise result in highly
scaled solutions.
Path length of the FID
If the real and the imaginary part of the signal (FID) corresponding to a Lorentzian line
are plotted against each other, an inward spiral starting at A corresponding to the signal
intensity at t=0 is the result. The length of the spiral will depend on the decay constant
and the frequency ν1. Narrower lines correspond to slower decay and will result in a
longer path length p, which is defined as
p =
k=n−1∑
k=1
|Sk+1 − Sk|. (3.3)
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Here Sk is the kth point in the FID, and n is the number of points in the FID.
This criterion can be affected by the presence of RRF lines. The influence on the path
length is hard to predict, as it will depend on frequency and the phase of the RRF lines.
In general the measured path length will depend on the offset of the spectrum.
3.2.3 Criteria check
In the discussion above, it has become clear that the criteria respond differently to dis-
tortions in the FID/spectra. To check the robustness of the criteria and illustrate this in
more detail, we did a series of simulations.
In figure 3.8 simulated signals with varying chemical shift differences and linewidth are
shown in the three panels. The signals consist of two frequency components ω1 and ω2
with amplitude A1=3 and A2=1 and a full width at half height (FWHH) ∆(ν). The
transmitter offset is placed at frequency ωt and noise is included, as it will also influence
how well the criteria can be derived from the FID/spectrum.
The parameters used for each of the panels are indicated in the caption of the figure.
For each panel, 1000 signals were generated and the average value for the criteria and
their standard error was determined and is indicated in the panels.
In the top row of the panels, the real part of signal is plotted against the imaginary part
to visualize the path length. In the middle, the real, imaginary and absolute values of
the signal are plotted as a function of time to illustrate the SNR in the FID and in the
bottom row, the real part of the Fourier-transformed signal is shown to reflect on the
SNR in the spectrum.
Going from panel a) to b), the resolution stays 0.5 ppm, but the frequency difference
between the resonances is reduced from six, to four ppm. As expected, this is neither
reflected in the SNR criteria of the FID nor the SNR of the spectrum. However, it is
reflected in a shorter path length. This is desirable for an optimization, as two solu-
tions with the same resolution but a different frequency difference would correspond to
a different scaling factor. Moving to panel c), only the linewidth doubles. This is not
only reflected in shortening of the path length, but also in a reduction of the SNR of
the spectrum, as the peak height is reduced by the broadening of the resonances. This
change is not reflected in the SNR in the FID, as the total amount of signal remains the
same.
In the panels of figure 3.9, two of the three variables are kept constant and the influence of
the third parameter on the three criteria is examined, again for 1000 replicates including
noise. The mean value of the criteria is indicated by the line and bars indicate the
standard deviation.
In panel a), the frequency difference of the two components is varied. A higher frequency
difference results in a longer path length and the SNR is not affected as long as the
resonances do not overlap. Going to panel b), the linewidth is varied. This clearly shows
that narrow lines are reflected in the path length and the SNR in the spectrum. In panel
c) the transmitter offset is changed. For increasing transmitter offsets, unfortunately
also the path length increases, whereas the other criteria are not affected. Therefore
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Figure 3.8: Simulation of two resonances at frequency ω1 and ω2, with a linewidth FWHH and
the transmitter offset placed at 10 ppm. a) ω1 = 8 ppm, ω2 = 2 ppm and FWHH = 0.5 ppm,
b) ω1 = 8 ppm, ω2 = 4 ppm and FWHH = 0.5 ppm, c) ω1 = 8 ppm, ω2 = 4 ppm and FWHH
= 1.0 ppm.
the transmitter offset cannot be reliably optimized using these criteria, as solutions away
from the transmitter frequency will obtain a higher score by the increased path length.
These example signals suggest, that the SNR in the FID is not a well suited criterion for
the judgment of convergence of homonuclear decoupling. However in these simulations,
always the first point is captured whereas in real experiments often the first measurement
points are discarded as they also hold the information of broad signals originating for
instance from the probe background. These broad signals which originate from protons
far from the coil will be not affected by the homonuclear decoupling and can be cut-off
for the derivation of the criteria. The intensity of the remaining points will then depend
on the effective spin-spin relaxation time (T∗2) and is thus directly related to the effective
resolution. In principle, an optimization using an echo-experiment with evolution under
homonuclear decoupling is conceivable. In this case, the intensity of the first points of
the FID will already reflect the resolution, as it will be directly related to the T∗2 of the
protons.
3.3 Comment on the structure of the search space
To get a better view on the search space to be dealt with and to check the influence of the
individual coefficients on a solution, we mapped the space around the 6 b-coefficients of
the DUMBO-1 solution. The coefficients are listed in table 3.1. The first 5 b-coefficients
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Figure 3.9: Influence of the parameters of the signal described in the text and also shown in
figure 3.8 on the criteria. a) ωt = 10 ppm, FWHH = 0.5 ppm b) ωt = 10 ppm, ∆ω = 4 ppm
c) ∆ω = 4 ppm, FWHH = 0.5 ppm.
are varied in 5 steps of 0.05 symmetric around the value of the coefficient. The sixth
coefficient is varied in only four steps to limit the number of spectra to be recorded. This
systematic variation results already in 12500 spectra to be recorded and then evaluated.
Since the optimization run uses a single scan, a recycle delay of 5 seconds suffices and
the average evaluation time is approximately 8 seconds. The total evaluation time takes
therefore approximately 100.000 seconds ( 28h!!!). In this time, only 0.1 promille of the
parameter space spanned by the b-coefficients only is sampled on a linear grid, illustrating
the necessity for an evolutionary algorithm to handle this problem more efficiently.
In the top of figure 3.10 the path length criterion of all the spectra is shown. Large
variations of this criterion are visible evidencing that the variation, although covering
only a small part of the parameter space is quite large. This is reflected in the fact that
throughout the variation for some of the spectra the resolution degrades completely. To
get a more detailed view on the dependence of the individual parameters, the scores of
the SNR in the spectrum criterion of pairs of the b-coefficient are shown in panels a) to
c) of the figure. The grid-points are indicated as black dots in the panels, the colormap
represents the SNR of the evaluated spectra and in between the grid points, the SNR is
interpolated.
In a Fourier series, the amplitude of a coefficient determines the contribution of the basis
function. For the DUMBO-1 shape the b1 and b2 coefficient have the highest amplitude
and thus dominate the DUMBO shape. Therefore it comes as no surprise that a sharp
optimum is observed when the b1 and the b2 coefficient are varied (compare 3.10a). The
contribution of the b3 coefficient is only about half that of the b1 and b2 coefficient and
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indeed the region around the values of the selected solution in panel 3.10b look a bit more
forgiving, as the optimum spanned by the two parameters is a bit wider. In panel 3.10c
the influence of b5 and b6 is evaluated. Both coefficients have a negligible contribution
to the evaluated solution, however these coefficients are not free to vary, as the SNR
as function of these two coefficients also deteriorates upon variation. This shows that
the Fourier series is not converging towards higher order basis-functions and therefore it
remains an open question how adding additional coefficients will influence the outcome
of the experiment.
The exploration of the parameter space shows two things:
Firstly, the criteria used to steer the evolutionary algorithm reflect on the resolution and
thus should allow to find solutions with good homonuclear decoupling. In fact inspection
of the spectra close to the known DUMBO-1 solution show that no better solution is
found by a slight variation of the coefficients.
Secondly, the amplitude of a coefficient is not directly related to its influence. This is
not really surprising, as it is not expected that the contribution of individual coefficients
and their corresponding sine/cosine functions to the phase modulation can be related
to the decoupling performance. It is actually very hard to relate the phase modulation
used for decoupling to the performance as the DUMBO shape is not symmetry based
but obtained by a numeric optimization. Still the parametrization is very important as it
will determine which solutions can be found. In this respect, the initial choice to use 12
coefficients appears a bit arbitrary.
As a final note, the systematic exploration of the parameter space can be a valuable
training set to test the performance of new criteria for steering of the algorithm, as one
can easily investigate, how a minimum in the search space will appear to the EA and
compare it to the previous criteria.
3.4 Optimization runs
The DUMBO decoupling problem is a multi-parameter problem with an unknown amount
of good solutions. Therefore, to cover a large enough region of the multi-parameter space
in a reasonable amount of time, the method should be based on single scan experiments.
DUMBO sequences normally require two scans to get rid of glitches and ridges due to the
windowed sampling. To get rid of the common artifacts such as RRF lines, we process
the spectrum acquired before judgment. That is, we remove the DC offset from the FID,
cut off the first points of the FIDs as their amplitude might be affected by transients
from the excitation pulse, as well as background signals. In the spectrum, the regions
around artefacts, for instance at the transmitter offset and at positions of RRF lines, are
removed and filled with synthetic noise at the noise-level of the spectrum.
By these modifications we can do an on-spectrometer optimization with a single scan per
experiment and evaluate about 10 solutions per minute. This allows for an optimization
run in about 15 hours which corresponds to approximately 10.000 evaluated solutions
and allows for decent population sizes and many generations.
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Figure 3.10: Top: path length criterion of the 12500 solutions around the selected solution.
Bottom panels: 2D planes of the SNR criterion as a function of the value of the selected
coefficients.
3.4.1 Regular probe
The results of the optimization run using a Varian T3 3.2 mm probe at a proton field of
400 MHz are summarized in figure 3.11. The glycine sample was restricted to the center
of the rotor using KBr as inert powder. A spinning speed of 10 kHz was employed. The
B1-field for the DUMBO pulses was approximately 140 kHz which is about the maximum
for the 3.2 mm probe. No restriction on the coefficients were applied in the optimization
and all experiments were done using a single scan per experiment. A population size of
156 was used and in total 75 generations were evaluated, resulting in a total experiment
time of about 20 h.
The convergence of the different criteria to low values is shown in the panels on the
left of figure 3.11. From top to bottom the scores for the different criteria are shown
as a function of the number of evaluated spectra. On the right, the best solution of
the optimization run is shown, together with the DUMBO-coefficients and the related
pulse-shape. After about 5000 solutions, the criteria reach their minimum values and do
not vary significantly any more.
Inspection of the later generations show that the algorithm has not converged yet and
forms clusters around different solutions. After correction for the chemical shift scaling,
a resolution of about 0.56 ppm is obtained. The scaling factor of 0.437 as determined by
the chemical shift difference of the resonances, is somewhat lower than the scaling factor
obtained with the DUMBO-1 coefficients (0.51). The resolution obtained is around the
typical resolution for homonuclear decoupling, but still better than the resolution obtained
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Figure 3.11: Summary of the optimization run using the 3.2 mm probe. Left, the convergence
to better scores as a function of the number of solution evaluated is shown. Right, the best
solution is shown together with the DUMBO coefficients and the DUMBO shape. The chemical
shift axis is scaled and referenced.
under the same experimental condition with the DUMBO-1 coefficients (0.60 ppm).
From a theoretical point of view, the least scaling that can be obtained for homonuclear
decoupling is 1/
√
(3) = 0.577.69 However it has been observed that larger chemical
shift scaling occurs for super-cycled sequences.51,88 Our results show that larger scaling
factors do not necessarily mean less overall resolution. The coefficients of the solution
obtained are listed in the inset of the figure. It is noteworthy that here also the an coeffi-
cients contribute significantly, in particular the a1, a4 and a6 coefficient deviate from zero.
This observation is in contrast to the observations reported in literature, where for the
eDUMBO versions the an coefficients were already constraint to zero in the optimization.
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Figure 3.12: Left: the coefficients of the last generation are grouped according to their similarity
and only groups containing more than 10 individuals are shown. Right: The coefficients belonging
to the different groups are summarized in a histogram using bins of 0.05 width.
To get a view on the convergence of the algorithm and the similarity of the different
solutions, in figure 3.12 the criteria of the last generation are plotted against each other.
The two-dimensional projections are shown in black on the walls of the 3D box. From
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these projections it is visible, that indeed a pareto-front arises due to the different criteria.
The pareto-front is most clearly visible in the projection onto the plane, spanned by the
path length and the SNR in the FID. Here a clear line is present.
Inspection of the coefficients in the last generation shows that at the end of the optimiza-
tion, still different solutions are present. Therefore the solutions are grouped based on
the similarity of their coefficients and represented in the figure as the differently coloured
symbols. The coefficients of the solutions are shown in the barplot on the right of figure
3.12. The coefficients of the blue group differ most, while the red and the yellow groups
are similar in the coefficients. Groups with less than 10 individuals are not shown.
This analysis shows that solutions with different coefficients occupy different regions in
the criteria space. A look at the corresponding spectra of this generation confirms that
indeed several solutions with comparable resolution have been found in this optimization
run. That various solutions occupy different regions in the criteria space, is not nec-
essarily the case and indicates that the solutions differ in the criteria. Indeed we find
that the groups are solutions with different scaling factors, but about equal resolution
after scaling. Therefore the solutions score either high on the SNR criterion, rewarding
in fact the narrower resonance lines, or they score high on the path length criterion, by
an increased offset and less chemical shift scaling. Interestingly the offset of these two
solutions is not the same. This explains why despite the different nominal linewidths of
the spectra, the solutions lie both at the pareto front.
This observations shows the strength and the weakness of the multi-objective evolution-
ary algorithm. On one hand, several solutions are found in a single optimization run and
solutions with comparable resolution, despite different scaling factors are obtained. On
the other hand, we know that the criteria to steer the algorithm are still not ideal, as
they remain sensitive to the offset and thus the the optimization should be more com-
prehensive and include more parameters of the experiment such as the transmitter offset
and the rf-amplitude.
This is also reflected by the fact that in some optimization runs only one solution is ob-
tained. This suggests that the optimization is still local and it remains difficult to judge
whether the whole parameter space is sufficiently explored in the optimization. The
fact that good solutions with resolution and scaling factors comparable to the known
DUMBO-1 coefficients are found, shows that the multi-objective algorithm approach is
able to find competing solutions under the given experimental conditions and is thus a
valuable tool to obtain the best resolution for a given setup employed to record spectra.
These findings suggest also, that there is a multitude of good solutions to be explored.
Therefore it is a legitimate question how the parametrization influences the solutions that
can be found. The fact that the eDUMBO versions use only six coefficients implies that
one can do with less coefficients and thus that the parameter space of the decoupling
could be simplified.
Regarding the number of coefficients, the initial parametrization of 12 coefficients appears
a bit arbitrary. There is certainly an upper limit to the coefficients by the digitization
of the sequence. However on modern spectrometers with increasing time resolution, in
principle also more coefficients (higher order sines and cosines) corresponding to higher
resolution in the DUMBO shape could be used at the price of more complexity. To our
knowledge this issue has not been addressed in literature yet and will require higher time
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resolution of the spectrometer. Of course, there will be also a lower limit to the number
of coefficients, as we expect that a certain complexity of the shape is required to average
the homonuclear dipolar interaction.
We observe in optimization runs using an equal amount of an and bn coefficients, that
with 8 coefficients similar results as with 12 coefficients are obtained, while with 6 co-
efficients the resolution degrades. This suggests that higher order terms are required
for efficient homonuclear decoupling. More thorough checks are needed to draw definite
conclusions on this.
3.4.2 µMAS probe
An optimization run using the µMAS probe and a single crystal of glycine (approximately
40 nL volume) is summarized in figure 3.13. A spinning speed of 12.5 kHz and a B1-field
of 150 kHz determined by a nutation was employed. Again a single scan per experiment
was used in the optimization, while the population size was smaller (76) and in order to
find the ideal eDUMBO solution under these experimental conditions, the an coefficients
were restricted close to zero. Within hours good homonuclear decoupling solutions are
obtained.
The convergence of the algorithm is summarized in the left panel of figure 3.13, where
solutions with high scores on all three criteria are displayed. It is clear that very different
solutions with varying chemical shift scaling and resolution are encountered. However, an
inspection of the last generation shows that the population is centered around one highly
resolved solution with little spread on the coefficients. The chemical shift scaling of this
solution is less compared to other highly resolved solutions found during the optimization.
The fact that no clearly different solutions are present in the last generation, indicates
that no other solution of comparable quality, judged by the criteria, was encountered and
thus the algorithm converged in this run to a single solution.
Two spectra of the optimization with little chemical shift scaling and narrow linewidths
are compared on the right of figure 3.13. To ease the direct comparison, the spectra
are aligned on their NH3 resonance. The resolution in both spectra is comparable, but
the blue spectrum (7211) has a slightly higher intensities for the methylene resonances.
This is not the only difference, also the chemical shift scaling is slightly less (λ=0.476 vs
0.470) for the black spectrum).
These differences are reflected in better scores for the criteria derived from the blue spec-
trum: the path length is increased by the intenser methylene resonances, and the SNR
in the FID increases by the higher spectral intensity.
Since the transmitter offset artifact in the blue spectrum is also much reduced, this spec-
trum is considered the optimal solution of this on-spectrometer optimization run.
The resolution of about 0.15 ppm for the methylene resonances obtained in this optimiza-
tion run is better than the resolution obtained using the DUMBO-1 coefficients (0.17 ppm
under these experimental conditions). Compared to the DUMBO-1 solution, the overall
intensity in the solution found in this optimization run is increased and the transmitter
offset artifact is much reduced. However, the scaling factor is slightly reduced (0.51 vs
0.476). The higher chemical shift scaling might be caused by the combination of the
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judging criteria as a higher intensity is rewarded by the SNR in the spectrum criterion.
The comparison to the DUMBO-1 solution shows that the best resolution for the given
experimental conditions is indeed obtained by an on-spectrometer optimization run.
Previously, a resolution of 0.14 ppm was obtained using the µMAS probe and the
DUMBO-1 coefficients. However, these experiments were performed with a different
micro coil, therefore the small difference in resolution might be caused by a difference in
rf-homogeneity and or the transients of the pulses.
That the discussed solutions are really different from the DUMBO-1 and eDUMBO12.5
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Figure 3.13: Summary of the optimization run using the µMAS probe. Left, the best solutions
obtained in the optimization are shown. Right, the two best solutions are compared. Here
the chemical shift axis is not referenced as the spectra are not corrected for the scaling under
homonuclear decoupling. In the panel below, the shape of both DUMBO solution is displayed
and compared to the DUMBO-1 solution.
solutions is also reflected in their coefficients (compare table 3.1).
In terms of coefficients, the 3460 & the 7211 solution are very similar. At first sight,
these two solutions are also similar to the eDUMBO12.5 coefficients, but further inspec-
tion shows that the solutions differ much more from the known DUMBO-1 and eDUMBO
solutions than the DUMBO-1 and the eDUMBO solutions do from each other. Strikingly,
most of the variations are slight changes of the an coefficients, which are by symmetry
arguments expected to have zero contribution.
The difference from the DUMBO-1 solution is also visible in the phase modulation shown
in the bottom right panel of figure 3.13. Here, the phase of the solutions is plotted
continuously and not restricted to a space of 360 degrees. Obviously, some care has to
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be taken in the interpretation of these shapes, since the decoupling performance of such
a phase modulation cannot be interpreted by the human eye. Still, it is evident from this
panel that the 3460 and 7211 solutions are very similar to each other but different from
the DUMBO-1 phase modulation (red).
By acknowledging the fact that the slight changes of mainly the an coefficients between
the 3460 and the 7211 solution already lead to different scaling and relative intensities
of the resonances and the fact that the solution is clearly different from the reported
DUMBO solutions, we call the obtained solution (7211) a different DUMBO decoupling
solution for the µMAS probe (µDUMBO12.5).
The fact that the DUMBO-1 solution, as well as the solution found in the optimization
run perform well, suggest that there is a multitude of solutions to be explored and the
question remains whether under this parametrization, solutions can be found that perform
significantly better in terms of resolution.
Table 3.1: Comparison of the DUMBO coefficients obtained in the µMAS optimization run at
12.5 kHz MAS to the DUMBO coefficients from literature.
Solution 3460
n an bn
1 −0.0361 0.2116
2 0.0517 0.1646
3 0.0110 0.1175
4 0.0320 0.0545
5 −0.0003 −0.0010
6 0.0262 0.0713
Solution 7211
n an bn
1 −0.0384 0.2116
2 0.0497 0.1646
3 0.0223 0.1175
4 0.0143 0.0545
5 0.0165 −0.0010
6 0.0263 0.0246
DUMBO-1
n an bn
1 0.0325 0.131
2 0.0189 0.1947
3 0.0238 0.0194
4 0.0107 0.1124
5 0.0038 −0.0456
6 −0.0013 0.0869
eDUMBO12.5
n an bn
1 0 0.202
2 0 0.211
3 0 0.038
4 0 0.140
5 0 −0.016
6 0 0.089
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3.5 Conclusions
We discussed in detail, how DUMBO sequences can be set up and which parameters in-
fluence the performance of these sequences. We have shown that transient compensated
DUMBO pulses in windowed homonuclear decoupling experiments perform better. The
spectra hold less artifacts and have better lineshapes. This suggests that the resolution
that can be obtained depends also largely on the hardware used.
The use of a multi-objective evolutionary algorithm (here NSGA2) steered by three cri-
teria, allows to obtain the best DUMBO solutions and even multiple solutions in the
same optimization run for given experimental conditions. The use of multiple parameters
should be less prone to local minima than a single criterion. This is reflected in the
observation that equally good solutions with different scaling factors have been found.
Optimization runs based on single scan experiments, find good DUMBO solutions within
hours.
The observation that competitive solutions are found in the same optimization run sug-
gests that there are many good solutions to be explored. Unfortunately, the solutions
obtained do not significantly exceed the resolution of the existing DUMBO sequences.
Therefore different parametrizations and conditions should be investigated such as more
coefficients, very high rf-fields or the combination of a phase and amplitude modula-
tions. Nonetheless, the solutions obtained here have very high resolution and increased
intensity compared to the known solutions and show that sensitivity can be gained if the
DUMBO-pulse shapes are optimized for the given experimental conditions.
Remarkably we also find solutions with significant contributions of the an coefficients,
which have so far been neglected because of symmetry arguments. Preliminary results
suggest that a minimal complexity is required in the shape, as good resolution and little
scaling is only obtained using a Fourier series up to 4th order.
An exploration of a small region of the parameter space shows that all coefficients con-
tribute strongly to the outcome of the experiment and thus the parametrization largely
influences what solutions can be found. Detailed comparison of the results shows, that
little variations of the coefficients are already reflected in changes of the relative inten-
sities of the resonances and the scaling factor. Therefore, with higher time-resolution of
modern spectrometers, the use of more complex shapes should be explored.
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3.6 Outlook
On-spectrometer optimization can be an interesting approach for all sorts of problems in
NMR spectroscopy. The success of this method will obviously depend on the criteria used,
as they determine whether an evolutionary algorithm will converge or not. However, for
many problems easier criteria are conceivable than required for the homonuclear decou-
pling optimization by its chemical shift scaling and strong offset dependence. Problems
to be addressed could be as diverse as:
• H - X Cross Polarization
A well known example of a numerically optimized transfer scheme is the respiration CP
sequence, which was derived using optimal control.32 Another problem to address is
the polarization transfer to quadrupolar nuclei under spinning with higher spin-quantum
numbers. This is inherently difficult because of the many coherences which convert
under magic angle spinning. Common sense suggests that there should be optimal
schemes depending on factors as the spinning speed and the size of the quadrupole
interaction and the rf-field strength.
• Double quantum excitation.
While double quantum states occur in the liquid state by the J-coupling, the origin
in the solid state is more complex and therefore it is not trivial to design double
quantum excitation and reconversion sequences. An on-spectrometer approach with a
parametrization of the pulses/shapes and the symmetry of the pulse sequence, as for
instance in the back-to-back (BaBa) excitation and reconversion schemes,99 or more
recently symmetry based recoupling sequences,100,101 could be a starting point for an
on-spectrometer optimization.
• Heteronuclear Decoupling
The decoupling could be optimized to obtain very long T ′2 values which are important
for scalar coupling based solid-state NMR experiments such as the INADEQUATE
experiment or experiments to measure small scalar couplings. The DUMBO sequences
decouple the proton-proton dipolar interaction, and perform therefore also well for
heteronuclear decoupling. In an on-spectrometer optimization the carbon spectrum
could be judged by factors as the intensity and the splitting induced by scalar couplings
for an isotopically enriched sample. In fact such an approach has been used in the
group of Emsley using a simplex algorithm and by Grimminck et al. using an EA and
a single criterion.42,52,102
Essentially many of the problems involve MAS and therefore modulation by the rotation
frequency, the rf-pulses as well as the spin-dynamics. These factors can be addressed
with the theory incorporated for instance in SIMPSON, however higher order cross-terms
to describe the interplay of these factors are often not included in these simulations.
Although more complex simulations are available that account for these factors at the
cost of more expensive calculations, they still do not include the response of the hard-
ware. Therefore the on-spectrometer approach should result in the best performance in
experiments as the response of the hardware is taken into account.
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Also the evaluation of one solution on the spectrometer is often quicker than the eval-
uation of a complex simulation that considers all the factors that play a role in an
experiment.
Chapter 4
NMR crystallography of single
crystals
So far, we explored how the performance of homonuclear decoupling can be
optimized on the spectrometer. Several aspects, as how to setup the experi-
ments, as well as which factors influence the performance of the homonuclear
decoupling experiments were discussed. We have shown that the best reso-
lution can be obtained using microcoils and very well-defined samples, such
as single crystals.
In this chapter, we explore how this optimal proton resolution can be used to
obtain structural information of minute samples by making use of the dipolar
couplings in fully proton-based, spin-diffusion experiments. We show that
this method is sensitive to sub-Ångström distance variations and discuss how
the data can be analyzed and how intramolecular dynamics influence this
method.
In preparation: J.O. Brauckmann, H.M. Cuppen and A.P.M. Kentgens, NMR crystal-
lography of single crystals of DL-methionine, 2019
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4.1 Introduction
Structure determination of powdered solids remains an active field of research. Al-
though solid-state NMR allows to determine the three-dimensional structure of complex
molecules, compared to X-ray diffraction or neutron diffraction, NMR still lacks sensi-
tivity. NMR requires much more sample, and generally isotopic enrichment to establish
a sufficient amount of hetero- and homonuclear distances also. For large bio-molecules,
such as proteins, elaborate labeling schemes exist and a set of experiments is required to
collect sufficient distance constraints to conclude on the three-dimensional structure.
Solid-state NMR is by its sensitivity to internuclear distances often the method of choice
in the characterization of a wide range of materials. Distances are probed through the
dipolar interaction, whereas the quadrupolar interaction probes the local environment
at the nucleus. Examples for experiments reflecting on the internuclear distances are
the REDOR experiment which probe dipolar interaction for spin I=1/2 nuclei and the
TRAPDOR experiment which is the corresponding experiments for quadrupolar nuclei. In
these experiments, the distances for pairs of spins can be determined with sub-Ångström
resolution.
For small molecules often no labeling schemes exist and therefore it remains challenging
to determine the three-dimensional structure of such molecules at natural abundance.
This holds particularly for mass-limited samples such as natural products.
Since the introduction of the CRAMPS techniques, much attention is devoted to the use
of fully proton-based experiments to derive structural information. Protons do not only
cover the outside of the molecules and are therefore good reporters for the conformation
and distances, their positions are also hard to estimate using diffraction techniques and
therefore NMR can deliver complimentary information. The foremost reason to study pro-
tons with NMR is the much higher sensitivity and the high natural abundance compared
to other heteronuclei. However, proton-based experiments have only become available
by the reduced linewidths, introduced first by the CRAMPS techniques and later by fast-
and ultra-fast spinning.
Since we obtain the highest 1H resolution with DUMBO decoupling in the micro-MAS
probe due to the very homogeneous rf-field and the reduced bulk-susceptibility for single
crystals, we will explore in this chapter to what extent structural information can be
deduced from fully proton-based experiments in so called spin-diffusion experiments.
The interpretation of spin-diffusion experiments is non-trivial, as will be discussed in a
later section of this chapter and soon breaks down if the molecules get too complex
and substantial overlap for the different chemical groups in the molecules is observed.
Therefore, for structure determination of large molecules, isotopic labeling is still the gold
standard to establish the heteronuclear distances and the heavy atom distances.
Regarding the spin-diffusion technique, it was pointed out by others103 that the accuracy
of the distance information is limited by the achievable proton resolution. Therefore
the high resolution obtained in the µMAS setup should allow for the most accurate
distance information. Furthermore we will explore the sensitivity of the experiments
towards distance variations and whether the method is suited to discriminate between
the two polymorphic forms of an amino-acid – purely based on the information derived
from proton NMR experiments.
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4.2 Theory
The fully proton-based approach has been introduced by the group of Emsley to determine
the structure of small molecules without the need of isotope enrichment.42,104 Spin-
diffusion is a two-spin process that exchanges quanta of magnetization by the dipolar
interaction. The rate of exchange depends on the strength of the dipolar interaction.
Therefore in a 2D experiment, the intensity of the cross-peaks as a function of exchange
time is due to the sixth power dependence of the dipolar driven polarization exchange,
very sensitive to the distance of the coupled spins. Very characteristic - spin-diffusion
(SD) curves are observed for coupled spins as a function of spin-diffusion time τSD for
only slight variations in the distances.
4.2.1 1D spin-diffusion experiment
Spin-diffusion is often described as the equilibration of polarization by the dipolar in-
teraction among spins. Historically, spin-diffusion refers to experiments where only one
part of the sample bears polarization, for instance by spectral editing. In these kind of
experiments, the spatial distribution of the magnetization over time reflects on the inter-
nuclear distances of spins105 or even on domain sizes of the sample.106–108 The interested
reader is referred to the chapter of Schmidt-Rohr and Spiess, where the details of the
underlying process and the analysis of these kind of experiments is discussed in depth.1
In the literature related to NMR crystallography, spin-diffusion refers to the polarization
exchange between spins. The mechanism that exchanges the polarization is however the
same - the dipolar interaction. The term spin-diffusion is in both cases misleading, as
it suggests that the polarization difference drives the process. It is however the dipolar
interaction that exchanges quanta of magnetization, also without a polarization gradient
present.
In most organic samples, protons form a dense network of coupled spins. Conceptually,
by the two-spin exchange-mechanism, without a selective pulse, no one-dimensional ex-
change spectrum is conceivable: if two resonances in the spectrum exchange polarization
(often referred to as spectral spin-diffusion), the total polarization per resonance in the
spectrum does not change and therefore the intensity in the spectrum will be conserved.
Indeed, in experiments we do not observe a change in the relative intensity of the reso-
nances when the spin-diffusion time τSD is increased (compare figure 4.1). In the figure,
the spectra of glycine as a function of the spin-diffusion time τSD are shown together
with the pulse sequence used.
The only change we observe is a slight shift of the whole spectrum over time. As these
spectra are each the first increment of a 2D spin-diffusion experiment (2h 40 per ex-
periment), a slight drift occurs due to a change in the tuning/matching that leads to
slightly different scaling in the homonuclear decoupling. The drift over 16 h is approxi-
mately 0.15 ppm, corresponding to less than 4 Hz per hour. While this is an interesting
side-note on the stability of the setup and indirect proof of the high resolution in the
experiment, the conserved intensity for all the spectra irrespective of the spin-diffusion
time τSD, clearly confirms the (two-spin) exchange-character of the spin-diffusion mech-
anism: the polarization per resonance is conserved.
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Figure 4.1: 1H DUMBO spectra of a single crystal of glycine recorded at different spin-diffusion
times (τSD) indicated in the figure. Each spectrum was recorded using 4 averages using a recycle
delay of 5 seconds at a spinning speed of 12.5 kHz. The pulse sequence used for spin-diffusion
experiments is displayed at the top of the figure.
Furthermore the intensity of all the resonances stays the same and confirms that T1
relaxation can be neglected in the analysis of the experiment, as has been pointed out
by Emsley previously.104
4.2.2 2D spin-diffusion experiment
In figure 4.2, the 2D spin-diffusion experiment of a single crystal of glycine with a spin-
diffusion time of 100 µs is shown. While in the 1D spectrum no sign of exchange was
visible, the 2D spectrum clearly shows cross-peaks between all the resonances.
It is noteworthy that some of the exchange cross-peaks do not have a round shape. This
is best visible for the methylene protons, where an elongated shape parallel to the diago-
nal is observed. Recently, several authors reported similar observations, although usually
using ultra-fast spinning and powdered samples and discuss that even higher resolved
spectra could be obtained by a shearing transformation of the spectra.109
The elongated shape hints towards correlated chemical shifts of the exchanging protons.
In the solid state, the residual linewidth is determined by the size of the chemical shift
distribution, the dipolar coupling and susceptibility variations in the sample. Since the
chemical shift distribution and the dipolar coupling can be assumed to be almost identi-
cal for the two methylene protons in the spectrum, we ascribe the elongated shapes we
observe here to susceptibility effects.
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Figure 4.2: 1H-1H spin-diffusion spectrum of a single crystal of glycine recorded using
τSD=100µs. The acquisition time was 2h 40 min recorded using 200 STATES t1-increments
and 4 scans per increment at a spinning speed of 12.5 kHz.
The fact that we observe these, for a single crystal is peculiar, as one expects the crystal
to have very high structural order. In fact, we discussed previously (chapter 2), that the
high resolution for single crystals is mainly due to the reduced susceptibility variations
within this kind of samples. Thus, although the crystal looks nice by optical inspection,
still some heterogeneity is present in the crystal which could be caused by surface effects,
dynamics or local defects.
The exchange-peaks (off-diagonal) in figure 4.2 arise when resonances exchange quanta
of magnetization by the dipolar interaction connecting them. The intensity of the peaks
is related to the exchanged polarization and is therefore related to the strength of the
dipolar interaction and thus reflects the distance of the interacting spins.
As the 1H-1H spin-diffusion spectra correlate all the resonances, the best resolution
is obtained on the diagonal of the spectrum. If equal resolution is assumed in both
dimensions, in principle on the diagonal a factor of
√
2 compared to the 1D wDUMBO
experiment can be gained. The diagonal of the glycine spectrum with short τSD is
shown at the top of the figure 4.3. Indeed, the resonances are highly resolved to about
0.14 ppm, however a full 2D with sufficient t1-increments needs to be acquired to obtain
the resolution. If spectral crowding is an issue one can resort to such tricks as theoretically
about 40% in resolution can be gained.
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4.3 Spin-Diffusion curves
It was first shown by Elena et al. that the polarization exchange in 2D spin-diffusion ex-
periments discussed in the previous section, can be described using a phenomenological
approach often referred to as the rate matrix analysis.73 If all the distances are known,
for instance from crystal structures of the compound studied or from molecular modeling,
the intensity of the resonances in the 2D SD spectrum can be estimated and the only
remaining fitting parameter is an amplitude A to match for the effective dipolar coupling.
This amplitude will depend on the dynamics of the molecule and the rotation the samples
undergoes by the magic-angle spinning, as it averages the dipolar interaction. Further-
more, the residual dynamics of different chemical groups can complicate the analysis. To
account for varying dynamics throughout the molecule one needs to include an amplitude
for every chemical group to account for its motions. This will increase the amount of
free parameters soon beyond what is manageable.
Therefore, usually one value is derived for A by a least square fit of the data, correspond-
ing essentially to the assumption that the dynamics within the molecule can be neglected
and are the same for all the chemical groups. This will be discussed in more detail in the
next section.
The intensity of the of the off-diagonal peaks is due to the multi-spin interactions often
not monotonic (e.g. yellow curves fig. 4.3). Therefore a single spin-diffusion time is not
enough to relate the intensity to structural models. Usually the intensity is studied as
a function of spin-diffusion time τSD. The intensity patterns derived from the spectrum
are referred to as spin-diffusion curves.
Because different linewidth can occur for the different resonances in the spectrum, for
instance as a result of the residual dynamics, one often uses the peak integral (Pi,j)
instead of the peak intensity, where the indexes i and j denote the spins undergoing
polarization exchange. The peak integral as a function of the spin-diffusion time (τSD)
can then be described in the rate matrix-approach as:
Pi,j(τSD) = exp (−KτSD)i,j ~M j0,z. (4.1)
Here K is a matrix holding all the transfer-rates ki,j given by
ki,j =
(
µ0γ
2
H h¯
4pi
)
A
r6i,j
, for i 6= j, and
ki,i = −
∑
i 6=j
ki,j
(4.2)
and ~M j0,z is the magnetization vector at the beginning of the spin-diffusion period.
The rate matrix analysis is derived from multi-site chemical exchange model established
for the analysis of 2D 13C spectra.110–112
From a theoretical point of view, spin-diffusion can be described quantitatively, as has
been already pointed out in the first paper by Elena & Emsley.73 However as spin-diffusion
involves many spins, one would need to derive the zero-quantum lineshape for a rotating
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solid, which is inherently difficult by the large numbers of spins.113–115 Therefore the
above mentioned phenomenological rate matrix-approach is preferred.
The phenomenological approach has been introduced for the analysis of 1H-1H spin-
diffusion spectra by Elena & Emsley to study a synthetic dipeptide.73 The authors show
that the analysis is sensitive to unit cell variations and claim that inter-molecular inter-
actions up to a distance of 6 Å need to be taken into consideration to obtain good fits.
Later, they used this method for the structure determination of the very same dipeptide
by fitting the experimental spin-diffusion curves to trial structures generated by molecular
modeling.116 The best result is obtained for a structure deviating by 0.33 Å rmsd from
the deposited x-ray structure. Interestingly, a systematic deviation from the known crys-
tal structure is present. This could be alleviated by using DFT calculations to optimize
the structure obtained by the molecular modeling approach.117 In this way the rmsd error
could be reduced to 0.11 Å.
The combined approach (NMR crystallography, molecular modeling & DFT) has then
been used for a de-novo structure determination of thymol.103,118
The process of obtaining spin-diffusion curves from a series of spectra as a function of
spin-diffusion time τSD is summarized in figure 4.3. On the left three 1H-1H spin-diffusion
spectra of glycine using τSD of 100 µs, 200 µs and 500 µs are shown. The changing
intensity of the off-diagonal cross-peaks is clearly visible. The intensity of the off-diagonal
resonances increases with longer τSD.
To obtain the spin-diffusion curves shown on the right side of the figure, the peak volumes
were determined by integration for all the exchange-peaks and normalized per time-point
to the number of spins. In total seven spin-diffusion times were used and thus for all
SD-curves seven data-points are the results of the integration (black circles in the right
panels). As can be seen in the figure, these are enough data points to recognize the
characteristic shapes of the SD-curves derived from the different exchange-peaks.
In fact, all the curves plateau after about 1 ms. In the systems studied in literature
similar observations have been reported.71,73,116 Typically, the first data-points acquired
at short τSD hold the most characteristic information as they strongly reflect the strength
of the two-spin interaction.
The off-diagonal panels in the figure are colored according to the distances indicated in
the molecule shown above in the figure. The spin-diffusion curves clearly differ for the
interaction of protons at different distances with respect to each other in the molecule.
For the two methylene protons, a very quick build-up is observed, with a decrease in
intensity at longer exchange times, whereas for the exchange-peaks of the NH3-group
the intensity builds up more slowly. As the distance reflected in these curves is 1.7 Å
and 2.5 Å, this clearly shows the potential of the method to determine distances in the
molecule with sub-Ångström precision.
The total polarization is conserved in the spin-diffusion experiment, as was apparent in
section 4.2.1 and figure 4.1. This can be used to normalize the summed intensity of
all the resonances in the spectrum. In figure 4.3, some of the experimental curves have
an offset with respect to the spin-diffusion curves derived from the crystal structure of
glycine. The fit can be improved by scaling the sum of all the data-points per spin-
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Figure 4.3: Left: 1H-1H spin-diffusion spectra of a single crystal of glycine HCl recorded at dif-
ferent spin-diffusion times (τSD). Each spectrum was recorded using 201 STATES t1-increments
and 4 scans per increment at a spinning speed of 12.5 kHz. Right: Spin-diffusion curves obtained
by integration of 7 2D spectra (black) and spin-diffusion modeled by a phenomenological model
discussed in the text.
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diffusion time to the total number of spins.
Reasons for changing intensity in consecutive spin-diffusion experiments can be slight
changes in the tuning of the probe. By the normalization proposed, the relative intensity
of the spin-diffusion curves with respect to each other is not altered and therefore this
approach is recommended, since an offset in the curves will introduce a systematic error.
4.4 Fitting of spin-diffusion curves
To match the spin-diffusion curves to a structural model and thus distance information,
the crystal structure of α-glycine deposited in the Cambridge crystallographic database
was used.119 Using MatLab, all the distances ri,j within the molecule were determined
to calculate all the ki,j required for the rate matrix-approach. The only remaining fitting
parameter is the parameter A to account for the effective dipolar coupling in the experi-
ments. By taking a look at equation 4.2, also for A, a dependence on the sixth power is
expected.
The least square error as a function of the fitting parameter A, is shown in figure 4.4a
and clearly deviates from a parabola form expected for a least square error. We suggest
to study the error of the fit as a function of 6
√
A, to account for the dependence of the
parameter according to equation 4.2. Furthermore 6
√
A can then be read as the effective
scaling of the dipolar coupling under the experimental conditions. The according graph
is shown in figure 4.4b. Here the similarity to a parabola shape is more apparent.
The symmetry of the off-diagonal exchange-peaks should also be taken into consideration
(compare fig. 4.3). The off-diagonal SD-curves will have a mirror-symmetry with respect
to the diagonal by the two-spin mechanism. To give an equal weight to the fitting of
the off-diagonal curves, one needs to consider only one half of the spectrum. Therefore
often the off-diagonal curves are averaged to account for the fact that the two sides of
the diagonal describe the same distance information. To make use of all the information
in the spectra, we chose to average the two off-diagonal integrals.
Also, the observation that the last points of the curve hold not much information as a
plateau is reached should be considered. To have an accurate fit of the system, mainly
the points acquired with mixing times up to 1 ms should agree with the experimental
data, as the later points in the SD-curve do not vary much in intensity upon a variation
of the A constant. In other words these points do not reflect much on the distances in
the molecule and only the build-up of the curves should be considered.
To account for this, we used in the analysis of the data and for the calculation of the least
square error only the spectra up to spin-diffusion times of 1 ms. To get a meaningful
number for the error, we normalize the integrated intensity derived from the spectra to
the number of protons in the molecule and normalize for the number of spectra used in
the fitting of the curve (here 5). In this way, the error can be expressed as the average
error per point. Furthermore, this allows to study the influence of using more points
for the fit. As expected, we observe that the error decreases when longer spin-diffusion
times are included, probably without any added value to the estimation of the distance
information. The best fit of the SD-curves from experiments was obtained with A set to
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Figure 4.4: Least square error of the fit as a function of the scaling parameter A defined in eq.
4.2. Left: A on a linear scale, right: as a function of A−1/6 referred to as the effective scaling.
1800 or an effective scaling of the dipolar coupling of 3.4 using the convention introduced
above.
The symmetrized spin-diffusion curves are shown together with the spin-diffusion curves
derived from the crystal structure of α-glycine in figure 4.5. The agreement between
experiment and the curves derived from the model is very good and the average error
is as low as 0.03. This shows that this method accurately reflects the distances in the
molecule.
4.4.1 Influence of the packing
In the fitting procedure above, only one isolated molecule was considered meaning that
in fact only intramolecular contacts leading to spin-diffusion are considered. In literature
it has been claimed that many unit cells of the system have to be considered to account
for the inter-molecular contacts and to obtain good fits with data from experiments and
in turn reliable distance information.73 From a theoretical point of view, it is by the sixth
power dependence of the dipolar interaction arguable that many unit cells contribute, as
doubling of the distance corresponds to an attenuation of the dipolar transfer rate by a
factor of 64. As the number of long range interactions is also very large, it remains a
point of debate how sensitive the method is to the packing of molecules or inter-molecular
distances.
For glycine three different polymorphs (α, β & γ) are known and in addition to that,
a hydrochloride (HCl) variant is known. We considered all of them and fitted different
numbers of molecules and unit cells to the experimentally obtained spin-diffusion curves.
Using NMR, the α- and the γ-form can be easily distinguished by the 13C spectrum as the
chemical shifts for both, the carbonyl (α 176.5 ppm vs β 174.5 ppm) and the methylene
carbons.120 Interestingly, for the different forms of glycine, the molecular structure is
conserved and mainly the packing in the unit cell varies. While the α-form is organized
in hydrogen bonded, antiparallel double layers, which have only Van-der-Waals interac-
tions to the next double layer, in the β-form the parallel layers are inter-connected by
hydrogen bonds which form a three-dimensional network. The β-form is unstable and
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Figure 4.5: SD-curves derived from 7 2D SD experiments together with the best least square fit
derived using the crystal structure of α-glycine. The fit is obtained by fitting the experimental
scaling factor A using the first data points up to τSD = 1 ms. The fitting procedure is described
in the main text.
easily transforms to the α-form which is thermodynamically most stable. In the γ-form
the zwitter-ions form a three-dimensional network.121
The least square error of the fits for all the polymorphic forms as a function of the scaling
parameter A is shown in figure 4.6. The different colors code for the different polymorphs
and the different symbols for the different numbers of molecules / unit cells considered
and are listed in the legend of the figure.
Surprisingly, we observe good fits for all the models. The fact that very good fits are
obtained for different polymorphs of glycine irrespective of the amount of molecules
taken into consideration is in contradiction with the claims in literature that many unit
cells have to be taken into consideration to account for the long range interactions and
suggests that in 2D SD spectra, mainly the short-range distances of the molecule are
reflected. Furthermore, the fact that the polymorphs of glycine can be easily distin-
guished by diffraction techniques which are sensitive to long range order, but not by
NMR crystallography also suggests that mainly the short range distances are relevant in
these experiments, since NMR is more sensitive to the short range distances. The short
range distances are not expected to vary much for the different polymorphs of glycine
and it is in this respect not surprising that no large differences are observed for the fits
of the different polymorphs.
4.4.2 Sensitivity to distance variations
A small molecule such as glycine is a well suited system to test the accuracy of the
method. Glycine is a small molecule which consists of only five proton spins situated in
two chemical groups (NH3 & CH2) and three different chemical shifts due to the non-
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Figure 4.6: Least square error ξ2 as a function of the effective scaling for different polymorphs
of glycine and different number of molecules considered for the fit. The color codes for the
polymorph and the number of molecules is encoded in the marker symbol.
equivalence of the methylene protons. The resolution obtained allows to determine all
the integrals accurately, as no exchange-peak overlaps.
In the few examples in literature, resonances did overlap and therefore in the analysis
resonances had to be grouped and fitted simultaneously.42,73,103 In these situations it is
not easy to judge how sensitive the method really is to distance variations.
For glycine we obtained a very good fit with a model consisting of only one molecule.
Therefore we can use this system to study the sensitivity of the rate matrix-approach to
distance variations by systematically varying the bond lengths in the crystal structure.
First, we will vary the length of the C–N bond. As a second example, the distance of the
methylene protons to each other is varied.
Variation of the C–N bond length
By the variation of the C–N bond length, the distance of the NH3 protons to the methy-
lene protons is varied. In figure 4.7 the error of the fit for the variation of the C–N bond
length is shown. In total, the bond length is varied by ± 25% in steps of 5%. The abso-
lute displacement from the distance in the crystal structure is given in the legend of the
figure. Negative distances represent shorter bond lengths than in the crystal structure.
The variation of the C–N bond length is clearly reflected in the error of the fit derived
from all the spin-diffusion curves. Thus the overall fit is sensitive to sub-Ångström vari-
ations in the molecule. Interestingly we obtain the best fit for a distance deviating by
almost -0.4 Å from the heavy-atom distance in the crystal structure.
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Figure 4.7: Systematic variation of the C–N bondlength in steps of 5% of the original
bondlength. The relative displacement of the NH3 group is given in the legend. For all the
models the effective scaling is varied to obtain the best fit. The black line is the fit obtained
with the original crystal structure.
Variation of the distance between the methylene protons
The spin-diffusion curve related to the exchange of the polarization of the methylene pro-
tons shows a characteristic overshoot before reaching the plateau. It is expected that this
curve is therefore very sensitive to distance variations as it represents the shortest 1H-1H
distance in the molecule. We also systematically varied the distance of these methylene
protons to each other. For comparability to the previous section, we change the distance
by the same absolute amount that was used for the C–N bond length above.
It should be noted however, that here only two and not three proton positions are varied
in the structure and thus the structural change might be less strongly reflected in the
error of the fit.
The fit for varying methylene proton distances is shown in figure 4.8. Here we observe
the opposite than for the C–N bond length variation: the best fit is obtained with an
increased distance of the methylene protons. This is surprising, as by residual motions
of the NH3 group a smaller effective dipolar coupling would be expected for the NH3
group. Therefore the average effective scaling constant A derived for all the protons
should be too high for the NH3 groups. In other words, the best fits of the spin-diffusion
data should be obtained with longer C–N bond lengths and shorter methylene proton
distances than in the crystal structure.
This result could have been anticipated by the observations in figure 4.7, where already
shorter C–N bond-lengths gave the best fit.
That the best fit is obtained actually for a C–N bond that is shorter than the heavy-atom
distance of 148 pm, is not expected and calls for further investigation of the crystal
structures used. Careful inspection of the crystal structures downloaded from the CCDC
shows that the torsion angles of the glycine molecule are well conserved throughout the
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Figure 4.8: Systematic variation of the distance of the methylene protons in α-glycine. The
absolute displacement is the same than for the NH3 in figure 4.7. The black line is the fit
obtained with the original crystal structure.
polymorphs, but that the position of the protons (C–H bond lengths) differs. While
for γ-glycine the distance of the methylene protons is 171 pm it is only 153 pm for α-
glycine. This explains our observation that the best fit is obtained with the γ-polymorph
of glycine, despite being not the right polymorph to describe the sample.
This is another indication that the method is sensitive to the short range distances, since
these are well conserved throughout the polymorphs of glycine and thus relative good
fits are obtained for all the polymorphic forms of glycine (see fig. 4.5). However, a
C–H distance of 171 pm (determined from neutron diffraction) for the γ-form is more
realistic and agrees better with the experimental data. For the the variation of the C–N
bond-length in γ-glycine (again a single molecule, data not shown), indeed longer C–N
bond-lengths correspond to better fits. This is what would be expected for slightly higher
intramolecular dynamics of the NH3 group.
This analysis suggests that the variations observed for the different polymorphic forms of
glycine (compare figure 4.5), can be to a large degree explained by the different proton
positions in the deposited structures and are most likely not related to the packing of the
molecules relative to each other.
Since the spin-diffusion method is fully based on the proton positions in the structure,
great care must be taken that the structures derived from x-ray diffraction hold the right
proton positions. The proton positions in structures determined by x-ray crystallography
are often poorly defined, since x-ray crystallography focuses on the heavy-atom distances.
The systematic variation of the C–N bond length and the methylene proton distance
clearly shows that sub-Ångström changes of the proton distances within the molecules
are reflected in the spin-diffusion curves. The observation that better fits are obtained
with distances of the C–N bond and the methylene protons that deviate from the crystal
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Figure 4.9: 13C CP MAS spectra of both polymorphs of DL methionine acquired using a
spinning speed of 10 kHz and 64 averages using a decoupling field of 120 kHz. In the insets the
structure of the α- and β-form are displayed. Mainly the packing of the methyl-group varies.
structure and namely the fact that the deviations have opposite signs for the different
chemical groups suggests that the groups have different effective scaling factors A (com-
pare eq. 4.2). Therefore the model used in the analysis of SD-curves should account
for this to prevent systematic errors in the analysis. We expect that the deviations will
become larger for systems with more dynamics for instance by the presence of longer side
chains which exhibit dynamics at roomtemperature.
To our knowledge this study is the first example, where NMR crystallography is com-
pared to structural models derived from diffraction techniques. In the studies in the group
of Emsley, the goal was to do a de-novo structure determination.73,103,116 Our study
suggests that more work is needed to understand how the residual dynamics influence
the experiment and to judge how reliable the obtained structural information of the SD
approach is.
That the dynamics of molecular groups play a role was already pointed out in the earlier
studies. In fact, the exchange rates of NH3 and CH3 is sometimes reduced by two orders
of magnitude to account for a reduced dipolar interaction by fast motions.103,116
Nonetheless, the detailed analysis shows that the information obtained is already at sub-
Ångström resolution and clearly has the potential to be improved by establishing more
accurate models.
4.5 Example: Polymorphism of DL-Methionine
An interesting example of polymorphism are the naturally occurring amino-acids. Many
amino acids exist in different polymorphs. One example of such an amino-acid is DL-
methionine. Two stable polymorphs exist of this amino-acid, that differ mainly in the
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Figure 4.10: SD-curves of the two polymorphs of DL-methionine derived using the crystal struc-
tures deposited in the CCDC. Here the experimental scaling factor derived from the experiments
on glycine was used and 6 resonances in the spectrum are assumed. Red curves represent the α
and blue curves the β-form.
packing of the methyl group.122,123 The molecular structure of α- and the β-form are
shown in figure 4.9 together with the corresponding 13C CP MAS spectrum.
The α- form is the stable form above 323 K, however once the β-form is converted to the
α-form, the polymorph is also quite stable and only slowly converts back to the β-form
or upon cooling many degrees below the phase-transition temperature.
In contrast to glycine, it is not the inter-molecular packing, but also the intramolecular
conformation that changes. Since the methyl group changes its relative orientation in the
molecule, the two forms are expected to show different spin-diffusion curves which should
directly report on the structural changes and even reflect the inter-atomic distances.
We did the experiments of the two polymorphs at the same temperature (323 K), to
prevent differing dynamics for the two polymorphs by the different temperatures where
the polymorphs are most stable. Since the A factor, which captures the overall dynamics,
will differ otherwise by the temperature and influence the SD-curves as well (compare
eq. 4.2).
In fact, it was observed by Elena that for different spinning speeds already different values
for A are required, to obtain good fits of the SD curves.73 This confirms that the A
factor really captures the molecular dynamics and therefore great care must be taken to
ensure that the experimental parameters are well determined in comparative studies.
Therefore we here also use the same sample to measure both polymorphic forms and
induce the phase transition by heating the sample in the rotor to about 353 K. In this
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way, the amount of sample measured will be identical for both forms and the intensities
can be directly compared. The SD experiments were carried out for both polymorphs
at a temperature of 323 K. The relaxation delay used was adjusted to three times the
spin-lattice relaxation times of the respective polymorphs (T1α= 4 sec & T1β= 6.5 sec).
The state of the sample in a specific polymorphic form was confirmed before and after
the experiments by 13C CP NMR and confirm that the sample was stable throughout the
series of experiments.
The theoretical spin-diffusion curves were derived from the two crystal structures reported
in literature and are shown in figure 4.10. The SD-curves of the α-form are shown in red
and the ones of the β-form in blue. For the simulation only one molecule is considered as
we observe only minor changes of the curves upon including up to eight molecules into the
simulations. The constant A was set to the value derived from the glycine experiments.
The real value of A is not relevant at this point as it will only scale the dipolar interaction
and we look here at the expected changes due to the structural change induced by the
transformation to the other polymorph.
Going from the α- and the β-form, most inter-atomic distances do not show significant
variations and therefore most of the SD-curves will change only slightly. This is clearly
reflected on the diagonal of figure 4.10, where only for the methyl group a clear change is
observed between the two polymorphic forms. The clearest differences are visible for the
exchange of polarization between the methyl group and the close by protons Ha and Hb
(highlighted in the figure). This is according to expectations: the distance of the methyl
group to these protons will drastically change going from the β– to the α–form.
These simulations derived using the rate-matrix approach and the crystallographic data
suggest that one should be able to discriminate between the two forms based on the
proton spin-diffusion data.
Spin-Diffusion experiments on DL-Methionine
The 2D spin-diffusion experiments acquired with spin-diffusion times τSD of 50, 200 and
500 µs are shown in figure 4.11. The contours are plotted from 2 to 50% intensity at
an absolute intensity scale (relative to the most intense spectrum: τSD=50 µs of the
α-polymorph). To compare the quality of the spectra we compared the total integrated
intensity of the 2D spectra and the intensity of the first increment. We find that the
total intensity is conserved within 2% and therefore the spectra can be directly compared
to each other.
Whereas in the model above (compare figure 4.10) 6 resolved resonances for the eleven
spins were assumed, in the experimental spectra far less resonances are resolved (com-
pare figure 4.11). Only the NH3 group and the CH proton are clearly separated. Another
resonance with integral one and thus most probably belonging to the Ha or the Hb proton
can be identified at around 3 ppm. The other 6 protons of the CH3, the CH2 and the
remaining Ha/b proton overlap, despite the high nominal proton resolution of about 0.5
ppm by the homonuclear decoupling.
Therefore the spin-diffusion spectra also provide valuable insights into the number of
resonances present. As discussed previously, the effective resolution on the diagonal is
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Figure 4.11: SD spectra at different τSD 50-500 µs indicated in the spectra. Left: α polymorph,
right: β polymorph. All the spectra are acquired using 12.3 mg of DL-methionine packed in
the center of a 3.2 mm rotor at an external field of 400 MHz and using 10 kHz spinning. The
two spectra are acquired using 100 increments. The contour levels are shown from 2 to 50%
intensity at an absolute intensity scale to allow the comparison.
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Figure 4.12: Spectra extracted from the diagonal of the 2D SD spectra with τSD=50 µs for
both polymorphic forms of DL-methionine.
higher than the 1D spectrum. The diagonal of the 50 µs 2D spectra of both poylmorphic
forms is shown in figure 4.12. Here the resonance at 3 ppm can be clearly distinguished.
Furthermore we observe that the intensity of the CHa/b and the CH3 resonance differs
for both polymorphic forms.
It was assumed in the simulations of the SD-curves (fig. 4.10) that the signals of all the
chemical groups in the molecule are well resolved. However in the experiment the res-
olution is not sufficient to separate all the resonances into individual (exchange-)peaks.
Therefore we adjust the model used above to the number of resonances that can be
identified in the experiment. In figure 4.13 the SD-curves simulated using a 4 resonance
model obtained by grouping the CH2 and the CH3 group as well as the CHa and the CHb
protons. A similar approach was used by Salager et al. by integrating whole regions of
the crowded 2D SD spectra.103
In the 4-resonance model, the intensity of the exchange-peak between the CH3 and the
CHa/b group, should still report on the polymorphic form, despite the fact that not all
resonances are resolved. For this region in the spectrum an intensity change of about
30% is expected.
At the left of figure 4.14, the traces taken at the position of the methyl resonance at
a spin-diffusion time of 50 µs are shown for both forms. We observe only little differ-
ences between the two forms, which is in contradiction with the models derived using the
matrix-approach. Close inspection of other traces in the spectra show that the largest
differences are observed for the trace taken at the position of the CHa/b proton. The
traces of this resonance are shown for both forms at the right of figure 4.14.
Compared to the model, we observe an increased intensity for the resonance of the
CHa/b proton on the diagonal, but also for the CH2/CH3 resonance. The differing in-
tensity is also observed using different τSD. These observations suggest that the rate
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Figure 4.13: SD-curves of the two polymorphic forms of DL-methionine using a 4-resonance
model derived from the crystal structures deposited in the CCDC. Red curves represent the α
and blue curves the β-form.
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Figure 4.14: Left: traces of the 2D SD spectra at τSD=50 µs for both polymorphs taken at
the position of the methyl resonance (position indicated in the inset). Right: traces of the 2D
SD spectra taken at the position of CHa/b resonance.
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matrix-approach is not accurate enough to describe the intensity patterns observed in
the experiments of DL-methionine.
The rate matrix-approach was well suited to model the structural information of glycine,
however better fits were obtained with internuclear distances varying from the crystallo-
graphic distances. This was attributed to differing dynamics for the methylene and the
amine protons. The fact that the rate matrix-approach agrees much less for the data of
DL-methionine suggests that intramolecular dynamics play a large role for this system.
In the case of glycine dynamics are expected to play a minor role, the molecule is im-
mobilized by the hydrogen bonds which lock the molecular configuration. Furthermore
the molecule is very small and allows therefore for little mobility, since two of the three
chemical groups are held in place by hydrogen bonds.
For glycine, the fit of the SD curves was sensitive to variations of the NH3 distance and
also the distance of the methylene protons. We argued that this was more likely due to
not well-determined proton positions in XRD structures than due to dynamics. Still the
dynamics of the methylene and the amine protons could be different, but not to a degree
that the fits obtained with the rate matrix-approach are far off.
For DL-methionine we expect that the dynamics play a larger role, since a methyl group
is present and the main difference between the two polymorphic forms is in fact the ori-
entation of that group. Furthermore the two CH2 groups make the chain more flexible
which could also allow for more dynamics.
When we include the dynamics of the methyl group by scaling the kij related to the
methyl protons in the matrix approach, similar as proposed in the case of thymol in liter-
ature,103 we observe that the difference in the spin-diffusion curves reduces and becomes
almost insignificant. This is on one hand not too surprising, since the relative orienta-
tion and distances of the other chemical groups hardly change going from the β– to the
α–form, on the other hand this shows a serious limitation of the method.
This adjusted model can however not explain the difference in intensity we observe be-
tween the CHa/b and the CH3 protons of two forms and therefore further assumptions
related to the dynamics of the two polymorphic forms would be required to match the
intensity.
That the T1 values for both polymorphic forms differ by more than 50 %, although
both polymorphic forms are measured at the same temperature, is an indication that the
internal dynamics of the two polymorphs are different. Therefore the assumption that
the A factor is the same for all protons in DL-methionine, or equal for both forms of
DL-methionine is probably not valid. Molecular Dynamics (MD) calculations for both
forms suggest indeed that the amplitude of high-frequency motions that are relevant for
NMR relaxation, differ greatly in both forms.
Another explanation for the differing intensity in the slices could be linewidth changes
for the two polymorphs. The intensity in 1D spectra and therefore also the linewidth of
both polymorphs is comparable however, as visible in the 1D slices of the spectra shown
in figure 4.14 and 4.12.
Since we confirmed the stability of the polymorphic forms throughout the experiments
by 13C NMR and used the same sample for all the experiments, we can exclude the
possibility of a not well defined sample. Because the differing intensity in the traces of
figure 4.14b cannot be explained by the rate matrix-approach, which is well suited to
94 Chapter 4.
describe the SD curves of glycine, we conclude that differing intramolecular dynamics for
the two forms of DL-methionine must be the reason for the different intensity in the traces.
µMAS experiments on DL-Methionine
spindiffusion time [µs]
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Figure 4.15: Top row of the top panel: 2D SD spectra of a micro-tip filled with DL-methionine
powder at different spindiffusion times. The spectral region in both dimensions is in the region
of 1 to 4 ppm. Botton row of the top panel: 2D SD spectra acquired of a single-crystal with the
same setup (10 kHz, 20T) are shown. The 2D SD spectra were acquired using 301 increments
and 4 averages per scan and a recycle delay of 5 seconds (≈ 3.5 h each).
The panel below shows a 1D DUMBO spectrum of the single crystal acquired with 4 averages.
To obtain even higher 1H resolution in the spectra, we packed a powder of DL-methionine
and a single-crystal (both natural abundant and the β-polymorph as confirmed by CP
MAS) into the µMAS-setup and recorded SD spectra at different τSD ranging from 50 µs
to 1 ms. These spectra are shown in figure 4.15. In the top row of the figure, the SD
spectra of the powder sample are shown. In the bottom row, the spectra of the single
crystal are shown. For all the spectra only the aliphatic region of the spectrum is shown.
Already for the powder (top), we observe an increased resolution compared to the spec-
tra discussed earlier (compare fig. 4.11). This is partly due to the higher chemical shift
dispersion at the higher external magnetic field, but also due to the higher resolution
attainable in the µMAS setup. In these spectra the CHa/b proton is clearly separated
from the CH2/CH3 resonance and even at a short spin-diffusion time of 50 µs a strong
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exchange-peak is visible which must, by the distances in the molecule, originate from
the contact to the CHb/a proton. The red lines indicate that the chemical shift of the
exchange-peak does not coincide with the methyl resonance.
Although we cannot match the observed intensity currently to a model, the spectra clearly
provide qualitative information about the distances in the molecule. At a spin-diffusion
time of 100 µs, the CH proton still does not exchange magnetization with CHa/b proton.
This is indicated by the empty red circles in the figure. At this time however exchange
with the protons resonating in the region of the CH3 protons begins. At longer τSD,
the methyl resonance broadens on the diagonal, which is indicative for an exchange-peak
which is very close in chemical shift and probably related to the other CH2-group, which
is expected to resonate also in this region of the spectrum. Furthermore hints of the
overlapping resonances appear in the exchange resonances indicated by the arrows in the
figure.
Interestingly, we observe in these spectra also the elongated shape of the correlation-
peaks, which indicates a correlation of the chemical shift variation as discussed before for
the single crystal of glycine (compare section 4.2.2). In contrast to the glycine crystal,
we observe the elongated shape here also on the diagonal.
For the single-crystal (bottom row in figure 4.15), the resolution is even better and the
elongated shape is much reduced although still apparent. This is a clear indication that
this shape is related to the susceptibility changes in the powder, which reduce in the
crystal. The fact that this shape is still observed for the single-crystal suggests that also
in the crystal susceptibility changes are present.
The spin-diffusion spectra of the single-crystal show by the higher resolution more details
and indicate at the shorter spin-diffusion times that several resonances that overlap in
1D spectra become separated in the exchange-peaks.
At the bottom of figure 4.15 a 1D DUMBO spectrum of the single-crystal is displayed.
The resolution is significantly better and the resonances are even higher resolved than on
the diagonal of the correlation spectra acquired at lower field in a regular probe (compare
fig. 4.12).
Because the current µMAS setup is not suited to go to high temperatures to induce the
phase transition in the magnet (≈353 K), we were unfortunately not able to get data
for the α-form of the single-crystal. The Kel-F holder softens upon heating and as a
consequence the capillary which holds the sample becomes loose.
The high resolution achievable in the µMAS probe can aid in the development of a
model which takes the local dynamics into account as it allows to resolve more individual
resonances and thus allows to more accurately assess the spin-diffusion curves of all
the protons in the system. We anticipate that such high-resolution data can help to
understand what the influence of local dynamics onto the spin-diffusion is and how this
can be taken into consideration in models.
As a matter of fact, the rate matrix-approach was developed for 13C-13C spin-diffusion,
however for 13C the molecular dynamics are much more restricted and therefore the
assumption that the same dynamics are present for all the carbon atoms in a molecule is
probably more valid than in the situation of protons as our study of DL-methionine and
even in hydrogen bound glycine clearly shows.
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4.6 Conclusions
The in-depth discussion of the spin-diffusion experiments shows that the mechanism lead-
ing to the detailed spin-diffusion curves is clearly a two-spin driven process. Furthermore,
we show that the error of the fit of spin-diffusion curves can be evaluated as the error
per point. Our experiments suggest that mainly the short range distances are reflected
in the SD-curves, since the addition of more molecules into the model does not improve
the fit of the curves.
We examined the sensitivity of the method to distance variations by varying the inter-
atomic distances in the model structures. We observe that the proton positions in the
x-ray structure are not well determined, since better fits of the experimental data are ob-
tained by varying the proton positions. This clearly demonstrates the high sensitivity and
the potential of these experiments to determine distances with sub-Ångström resolution.
The example to study polymorphism in DL-methionine by 2D SD experiments shows that
significant changes in the 2D SD spectra occur by a phase transition to the other poly-
morphic form and therefore SD experiments are in principle suited to study polymorphism
fully based on proton experiments.
The comparison of the DL-methionine data to models derived using the rate matrix-
approach also revealed the short-comings of this method, since the observed intensities
could not be explained by the crystal structures of the two polymorphic forms and sug-
gest a variation in dynamics of the chemical groups and the two forms, although the
experiments of the two polymorphic forms were acquired at the same temperature.
Therefore, we have to conclude that the local dynamics of the two polymorphic forms
are different as the observed intensity changes cannot be explained by the rate matrix-
approach assuming a single effective dipolar coupling (A) for the whole molecule. That
dynamics play a role was already suggested by the clearly different T1 observed for the
two polymorphic forms at the same temperature. Preliminary results from MD calcula-
tions support this assumption, since very different dynamics in terms of amplitude and
frequency are observed for the α- and β-form.
Our observations suggest that rate matrix-approach that is often used in the analysis
of 1H SD experiments is not very generic, since as soon as local dynamics play a role,
the simplicity of the analysis breaks down and site specific dynamics would have to be
incorporated into the model.
Finally, we observe better resolved SD spectra using the µMAS setup, especially when
studying single crystals. This clearly shows the potential of these experiments in combi-
nation with this setup to derive structural information of mass-limited samples – at the
moment of writing – qualitative information.
Furthermore, systematic studies using the µMAS-setup and preferably single crystals
with well-known crystal structure could help to develop improved models to accurately
describe the observed SD-curves and relate them to structural models including some
local dynamics.
For the study of polymorphism however, the temperature range of the µMAS setup should
be improved.
Chapter 5
Inverse Detection at Moderate
Spinning Speeds
Substantial sensitivity gains can be obtained in heteronuclear NMR by de-
tection of the heteronucleus via the protons. We will discuss how this can
be used in combination with the high-resolution experiments discussed ear-
lier, to obtain well-resolved correlation spectra at moderate spinning speeds.
Factors influencing the sensitivity in the different steps of the experiment, as
the amount of polarization detected, the influence of the linewidths and the
contact times in the transfer steps will be discussed. We quantify the sen-
sitivity gain in proton-detected correlation experiment by comparison to an
X-detected variant of the experiment and discuss how the sensitivity com-
pares to correlation experiments at ultra-fast spinning speeds. Finally, we
demonstrate how the proton detected experiments can be used for heteronu-
clear chemical shift assignments of natural abundant samples, ranging from
small molecules and peptides to polymers.
5.1 Introduction
Sensitivity-wise, it is best to study protons, as their equilibrium polarization and thus
their magnetization in an external magnetic field (M0), given by the Curie law (eq. 5.1)
is very high. The magnetization is mainly determined by the number of spins Ni and
their intrinsic properties: the gyromagnetic constant γ and the spin-quantum number I.
M0 =
Ni γ
2 I(I + 1)B0
3kbT
(5.1)
The other factors in the equation are constant, when considering another nucleus for
detection. Protons have the advantage over other nuclei that they are highly abundant
and present in high concentrations in biological samples as well as materials such as
polymers. Their magnetization is also very high by the high gyromagnetic constant.
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The magnetization is however not the only factor influencing the sensitivity, since the
linewidth of the nucleus used for detection has a significant contribution to the sensitivity
of the experiment.
In fact, the broad resonance lines observed for protons in the solid-state limit the sen-
sitivity of proton-detected experiments. At moderate spinning speeds typically proton
linewidths of the order of several kilohertz are observed and thus no spectral information
can be obtained because all proton resonances overlap due to the small chemical shift
range for this nucleus. Still, good signal-to-noise ratios (SNR) can be obtained for pro-
tons in the FID (and in the spectrum), but the information cannot be used for structural
information about the sample, as one cannot discriminate between different frequency
components belonging to the different chemical groups in the molecule. This is one of
the reasons why in solid-state NMR often less abundant and less sensitive nuclei as 13C
and 15N are studied.
In the liquid state, however, narrow lines are obtained for protons and spectra of het-
eronuclei are nowadays almost exclusively acquired through proton detected experiments.
Under these conditions, the transfer of polarization by the scalar coupling is highly effi-
cient and the detection at the higher frequency is much more sensitive.8 In literature two
dependencies for the SNR are discussed.124,125 Following the derivation of Abragam,124
the sensitivity is given by
S
N
≈ CM0
(
Qω0Vc
4kbT∆f
) 1
2
∝ ω
3
2
0 . (5.2)
Here C is a constant depending on the filling factor, the coil geometry and other con-
stants, Q is the quality factor of the coil at the given frequency ω0, Vc is the volume
of the coil. The denominator is the thermal noise of the coil and the preamplifier in the
given bandwidth ∆f. If eq. 5.1 is filled in for M0, a dependence of ω
3
2
0 is obtained.
Hoult and Richards have shown that for a solenoid the dependency becomes ω
7
4
0 ,
125
since the amplitude of the thermal-noise is dependent on the square root of the resis-
tance of the coil. When the skin-effect in the wire at the high NMR frequencies is taken
into account, the resistance of a solenoidal coil is also dependent on the square-root of
the Larmor frequency, rendering the thermal-noise in a solenoid only dependent on ω
1
4
0 .
Therefore the detection at higher frequency for a solenoid should be even more beneficial
and proportional to ω
7
4
0 . Hoult and Richard pointed out, that the same dependency is
obtained for equation 5.2, by acknowledging that the Q of a solenoid is proportional
to the square root of the resonance frequency. In this way the two equations can be
reconciled and the same dependency is obtained for the equation above.
With ever faster rotating samples, in the solid state, scalar based transfer schemes be-
came available and allow the study of heteronuclei via protons49,50,60,78 and attract a
great deal of attention since the advent of ultra-fast MAS (νr> 100 kHz).49,50,126,127
Ishii et al. have shown, that the sensitivity of such experiments actually depends largely
on the ratio of the linewidths of the involved nuclei.9,10 In their derivations of the sen-
sitivity for inverse detection correlation spectra, they follow the equations introduced by
Abragam.10
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The relevant question for such experiments in the solid state is, whether the X-nucleus
is better directly detected with polarization enhancement by cross-polarization, or via
the protons in a so-called inverse detection experiment, where the X-magnetization is
detected at higher frequency by an additional transfer step.
Ishii and Tycko compared the SNR of a CP experiment to the SNR in an inverse detection
experiment. For the CP experiment, the sensitivity of the X-nucleus gets enhanced by
the ratio of the gyromagnetic constants and thus its signal is proportional to
SNRX ≈ f γH (γXB0)
3
2
√
QX. (5.3)
Where f is the transfer efficiency of the CP and QX is the quality factor of the coil at the
given frequency. The linewidth is important, because in an inverse detected experiment
the magnetization of the X-nucleus is detected as the amplitude or phase modulation
of a proton resonance. Therefore the proton lineshape that represents the X-nucleus
resonance also influences the sensitivity. This aspect is discussed in the analysis of the
sensitivity in 2D experiments by Levitt, Bodenhausen and Ernst.128
For indirect detection via the proton signal, the SNR is proportional to
SNRH,inv ≈ f2 γH (γHB0)
3
2
√
QH
(
∆WX
∆WH
) 1
2
. (5.4)
Here ∆WX, ∆WH are the linewidths of the X-nucleus and the protons respectively.
The ratio of the linewidth enters the equation, to account for the lineshape factors of
the involved nuclei. The square-root dependence arises from the fact that the noise is
dependent on the number of points acquired. Doubling the resolution in Hz, doubles the
number of points that must be acquired to capture the complete signal decay in the FID,
increasing in turn the noise in the spectrum also by a factor
√
2.
The sensitivity gain ξ, by inverse detection experiments is given by the ratio of the
equations above:
ξ ≈ MH,inv
MX
≈ f
(
γH
γX
) 3
2
(
∆WX
∆WH
) 1
2
(
QH
QX
) 1
2
. (5.5)
When the polarization transfer steps are efficient and the linewidths of the involved nuclei
are narrow, sensitivity is gained by detection of the X-nucleus via the protons. In this
comparison, two one-dimensional experiments with equal spectral width, receiver-noise
figure and B1 homogeneity are assumed. Since the quality factors of the different nuclei
become comparable in double- or triple- resonant circuits, in practice, the Q-factors can
be neglected in the comparison. Therefore mainly the linewidth of the involved nuclei
determines whether sensitivity can be gained by inverse detection.
In the solid state the proton linewidth can be narrowed by fast magic-angle spinning or
homonuclear decoupling. In chapter 2 we have shown that by homonuclear decoupling
the proton linewidth of single crystals can be substantially reduced and becomes similar
to the linewidth of the heteronucleus.
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In this situation, the linewidth factor in (eq. 5.5) becomes negligible and should allow
for sensitivity gains even at moderate spinning speeds.
Compared to fast-spinning setups which require small rotor-diameters, homonuclear de-
coupling has the advantage that larger sample volumes can be used. However homonu-
clear decoupling is intrinsically less sensitive by the stroboscopic sampling and therefore
it remains the question at what point homonuclear decoupling experiments become more
sensitive in terms of SNR per unit time.
Other groups pursue research along this line, but so far the sensitivity gain by homonu-
clear decoupling in terms of SNR has not been quantified and no systematic comparison
to fast spinning experiments has been made.59,129
In this chapter we will examine whether inverse detection in combination with homonu-
clear decoupling at moderate spinning speeds can result in sensitivity gains. We will
discuss the sensitivity of the individual steps of the experiment and discuss experimen-
tal aspects as the influence of the timings of the transfer steps and how the sensitivity
of proton and carbon detected correlation experiments can be compared. Furthermore,
we will discuss how the sensitivity of these experiments compares to ultra-fast spinning
experiments and show examples of correlation experiments for a variety of samples in
natural abundance.
5.2 Solid-State inverse detection experiments
By inverse detection we mean, that we detect a nucleus with a low NMR frequency at a
higher frequency by transferring its polarization either by means of a scalar coupling or
the dipolar interaction.
Since we focus here at slow to intermediate spinning speeds, we limit our observations
to the transfer by CP.
5.2.1 CP based experiments
The simplest proton-detected experiment in the solid state is therefore the direct exci-
tation of the X-nuclei by a pi2 -pulse followed by a cross-polarization transfer step of the
X-polarization to the protons. This pulse sequence is shown in the top left of figure 5.1.
Before we discuss the spectral features of such an experiment, it is worth to devote some
attention to the sensitivity in this experiment: we start with the polarization of the X
nuclei and already loose a fraction of MX/MH compared to direct proton excitation for
this sample. From eq. 5.1 this evaluates to NXγ
2
X
NHγ
2
H
. Not only the ratio of the gyromagnetic
constants is disadvantageous, but also the ratio NXNH lowers the sensitivity since protons
are usually more abundant than carbons. Therefore the carbon magnetization is at least
16-times less compared to protons. By the CP step, the sensitivity increases only slightly.
In fact, not the polarization transfer is beneficial, but the detection at a higher frequency
is more sensitive (compare eq. 5.2). Protons have a higher gyromagnetic constant and
at best all the magnetization of the X-nuclei is transferred to the protons.
Furthermore, the spin-lattice relaxation times (T1) of the X-nuclei, tend to be much
longer than the ones of protons and therefore the sensitivity of this experiment is not
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Figure 5.1: Proton detected CP spectrum of uniformly labeled glycine acquired with the pulse
sequence shown in the top left. 64 averages were recorded at 12.5 kHz spinning and using a
recycle delay of 50 seconds. A contact time of 1.7 ms was used (53 min 20 sec). In the inset a
direct excitation 1H spectrum is shown.
only low by the meager initial polarization, but also due to the longer experiment times
required for the same number of averages. Nonetheless, this experiment can be used
to selectively filter for the signal originating from protons that are coupled by a dipolar
interaction to a 13C spin. The spectrum in figure 5.1 is recorded for a uniformly labeled
sample of glycine and shows the expected proton resonances and their spinning sidebands.
Compared to the direct excitation spectrum (top right of the figure), it is much cleaner,
because the background signals that can arise from rotor and probe background, are
filtered out by the CP step. In the direct excitation 1H spectrum the spinning side-bands
can be hardly recognized by the strong contribution of background signals.
5.2.2 Double CP based experiments
The disadvantages of this experiment can be largely overcome by adding another CP-
transfer step to the pulse sequence (compare figure 5.2. This allows to start the experi-
ment exploiting the larger proton magnetization. The larger polarization of the protons
can be exploited and sensitivity is gained by the CP-transfer to the X-nucleus. The X-
magnetization increases by a factor γHγX and the relevant relaxation time in the experiment
becomes the proton T1. This allows for more averages per unit time.
The spectrum obtained in this way is shown in figure 5.2 together with the pulse se-
quence. The information obtained is the same as that in fig. 5.1, but the experiment
time is substantially reduced and the SNR per unit time improves significantly.
This shows that despite the potentially sub-optimal transfer step, the overall sensitivity
in the experiment increases due to the CP enhancement of the X-signal and the much
shorter 1H T1 that is now the relevant relaxation time for the experiment.
The spectral information in figure 5.2 is still very much convoluted. To appreciate this,
the proton chemical shift axis is also given in ppm. The linewidth of several ppm only
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Figure 5.2: Sensitivity enhanced proton detected CP spectrum of uniformly labeled glycine.
The pulse sequence used is shown in the inset. Again 64 averages were recorded at 12.5 kHz
spinning and using a recycle delay of 5 seconds. For the first CP block a contact time of 2 ms
was used, for the second of 500 µs. (4 min 20 sec)
allows for little information about the chemical shifts, due to the severe overlap of the
resonances and the small chemical shift range of the protons.
Still, this experiment can be used for spectral editing of the proton spectrum via the
carbon chemical shift, since carbons are well dispersed at these spinning speeds. This
concept will be discussed in a later section of this chapter (section 5.3.1). The transfer
steps can be tuned by the CP dynamics of the studied nuclei and/or frequency-selective
pulses to study specific protons. Nonetheless, the sensitivity of this experiment and the
information content will benefit from narrower proton lines.
To use this experiment at moderate spinning speeds, the linewidths need to be reduced
to allow for site-specific chemical shift information. This can be achieved by the ac-
quisition under homonuclear decoupling. This is known to reduce the sensitivity of the
experiment.129
In homonuclear decoupling experiments, windowed acquisition is required to allow for
intermittent pulsing between the acquisition of individual data points. It is believed that
this interruption reduces the sensitivity by an increased noise-level due to ring-down of
the high-power pulses, the switching of the receiver and only partial sampling of the
ADC signal. It was recently estimated by Mote et al. that the sensitivity will drop by
approximately 80%.129
On the other hand, homonuclear decoupling also narrows the proton lines and compared
to experiments at moderate spinning speeds without homonuclear decoupling, the SNR
increases and allows for much more spectral information by the better dispersed reso-
nance lines. The loss in sensitivity by the windowed acquisition is at moderate spinning
speeds partially compensated by the reduction in linewidth and the gain in chemical shift
information.
Mote and Madhu argue that the sensitivity under homonuclear decoupling is due to
oversampling used in modern spectrometers. Since all modern spectrometers use over-
sampling, but the way of the implementation depends on the system, the sensitivity of
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homonuclear decoupling experiments might be also related to the spectrometer.
From a theoretical point of view, the sampling rate should not influence the signal-to-
noise ratio, as the points in between of the acquisition should by Fourier-principles not
matter to the SNR. We believe that the reduced sensitivity observed is rather related to
digital filtering and not to oversampling. This is discussed in more detail in chapter 3
(compare section 3.1.2).
5.2.3 Can homonuclear decoupling beat fast spinning?
Irrespective of the exact factor lost by homonuclear decoupling it is interesting to com-
pare the sensitivity in ultra-fast MAS and homonuclear decoupling experiments, since
comparable linewidth are obtained by both techniques, but different sample volumes are
accessible by both techniques.
At a certain point, even a sensitivity drop of 80% by windowed acquisition will be com-
pensated by the larger sample volumes accessible at moderate spinning speeds.
For ultra-fast MAS setups usually 0.7 mm rotors corresponding to a sample volume of
290 nL are required. For homonuclear decoupling on the other hand, the rotor diameter
is only limited by the rf-requirements and usually 3.2 mm are the largest rotor diameters
suited for high resolution experiments. The sample volume of a 3.2 mm rotor is 22 µL or
even 48 µL for a large volume 3.2 mm rotor. Thus the volume in these setups is 76- or
165-fold larger compared to a 0.7 mm setup. On the other hand, the smaller coil diameter
of the 0.7 mm setup renders the detection approximately 4.5 times more sensitive by the
higher B1/i values. Assuming equal linewidths for homonuclear decoupling and ultra-fast
spinning and a sensitivity penalty of 5-fold for the homonuclear decoupling experiment,
the homonuclear decoupling experiment in the 3.2 mm large volume setup should be on
the order of 3 to 7 times more sensitive by the much larger volume.
This comparison suggests that there comes a point where the sensitivity gain by the
linewidth reduction by the faster MAS rates is limited by the reduced sample volume. In
view of the efforts to build ever smaller rotor diameters, this suggests that ultra-fast MAS
setups will be beneficial for mass-limited samples and ultimate resolution, but sensitivity-
wise, for many samples high-resolution homonuclear decoupling experiments at moderate
spinning speeds will be as sensitive or even more sensitive at a much lower price and easier
sample handling.
5.2.4 Double-CP with homonuclear decoupling
To obtain the best sensitivity in the inverse detection experiments at moderate-spinning
speeds the experiment discussed this far should be extended by acquisition under homonu-
clear decoupling. The transfer efficiency can be estimated by comparing a homonuclear
decoupling experiment on the sample with a homonuclear decoupling experiment after
the two CP transfer steps. Since both experiments are proton detected, the sensitivity in
these experiments is only affected by the polarization transfer steps and imperfections of
the pulse sequence.
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Figure 5.3: Black: direct excitation DUMBO spectrum of uniformly labeled glycine acquired in
4 scans. Blue: Inverse-detected DUMBO spectrum acquired in 16 scans. In the comparison in
the text the SNR is normalized for the number of scans.
The spectra of these experiments for the uniformely labeled glycine sample are shown
in figure 5.3. The DUMBO homonuclear decoupled spectrum is shown in black and the
inverse detection DUMBO decoupled spectrum is shown in blue.
First of all we observe that the linewidths decrease more than 6-fold by homonuclear de-
coupling from about 2 kHz to 300 Hz (compare fig. 5.2) and therefore here the linewidth
reduction should in principle compensate the reduced sensitivity observed for homonu-
clear decoupling. Furthermore, the inversely detected spectrum is cleaner, as only protons
that are dipolar coupled to a 13C nuclei will be visible. However the SNR in the inversely
detected experiment is much lower.
This can be explained by considering the amount of polarization detected in the experi-
ments: In the direct excitation experiment (black), the proton signal is detected directly
after a pi/2 pulse. In the inversely detected experiment, (blue), the CP enhanced car-
bon polarization is detected. As the carbons have intrinsically a lower polarization, this
step limits the signal strength detected in the experiment. Therefore the sensitivity of
such an inverse detected experiment is proportional to γCγH ·MH, or about a quarter of
the polarization in the direct excitation DUMBO experiment. In addition to that, the
magnetization will depend on the timings used in the CP transfer steps.
Therefore, the contact times were optimized for maximum polarization transfer before
the acquisition. For the transfer to the 13C the contact time was 3 ms, since long carbon
T1ρs allow the build-up of polarization over several milliseconds for the carbon spins. For
the transfer back to protons optimal polarization transfer was observed after 1 ms. This
is attributed to the shorter proton T1ρs and spin-diffusion followed by relaxation.
The SNR normalized to 4 scans for the direct excitation spectrum is ≈260, and ≈45 for
the inverse detected spectrum. The difference is about a factor 5.8. Based on discussion
above a 4-fold decrease would be expected for the inversely detected experiment. When
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the additional decrease in sensitivity is ascribed to losses during CP transfer, the CP
efficiency evaluates to around 80% in both transfer steps.
The comparison might be a bit misleading as it suggests that sensitivity in the inverse
experiment is lost, but by the transfer to the heteronuclei the polarization always drops
to a fraction of approximately γXγH MH.
What we confirmed here is that the CP steps at moderate spinning speeds are efficient
and do not strongly affect the signal strength and thus the additional transfer back to
protons is not detrimental for the overall sensitivity of proton detected experiment.
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Figure 5.4: Spectra of glycine both acquired in 16 scans, top: inverse detected windowed
DUMBO spectrum. Bottom: 13C CP spectrum.
A more direct comparison for the sensitivity is the SNR obtained for a carbon CP spectrum
and the inversely detected DUMBO spectrum, because here both experiments detect the
same signal strength related to the CP enhanced polarization of the X-nuclei. Further-
more, it directly allows to take the linewidths of the involved nuclei into account.
The spectra obtained at an external field of 20.0 T are shown in figure 5.4 and are
recorded by accumulating 16 scans. The sensitivity of the proton detected experiment
will be slightly less, since one additional transfer step is required.
The SNR in both experiments is comparable: 140 for the carbon detected experiment, and
130 for the 13C-filtered proton detected experiment, but the linewidths and the number
of spins per resonance differ: in the CP spectrum the linewidth is about 150 Hz com-
pared to about 450 Hz (after scaling) in the proton spectrum. Therefore the linewidth
factor in eq. 5.5 reduces the overall sensitivity gain
(
150Hz
450Hz =
1√
3
)
. With the additional
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transfer step, a sensitivity gain of 0.8 × (γXB0)
3
2 = 3.7 is expected. Since different
receivers are used for the two channels, the number of resonances and the number of
protons per resonance the magnetization is detected in, has to be taken into account.
The carbon magnetization belongs to two resonances and is spread by the last transfer
step over 5 protons. Therefore the comparison in terms of SNR per resonance reads
as MH,invMX ∝ 2.5×43.33140 ≈ 0.77. Here, the factor 2.5 accounts for the higher number of
proton resonances and 43.33 is the SNR normalized to the number of protons of the
amine resonance. From this comparison the sensitivity lost by homonuclear decoupling
can be estimated: Based on equation 5.5 a gain of 3.7-fold is expected but only a fac-
tor of 0.77 is observed. If the difference is ascribed to the homomuclear decoupling,
the sensitivity lost by the windowed acquisition amounts to 3.70.77 ≈ 4.8-fold. This is in
very good agreement with the factors discussed in literature. As discussed in chapter
3, homonuclear decoupling should intrinsically not be less sensitive. The sensitivity loss
observed in modern spectrometers can be ascribed to digital filtering.
Nonetheless the SNR in the two spectra in absolute terms is comparable. In the follow-
ing we will examine how the sensitivity changes if we extend the experiment to a 2D
experiment.
5.3 Correlation experiments with inverse detection
If a chemical shift evolution period is added either before transferring the polarization to
the carbon spins or in between of the two CP blocks, the experiment can be extended
to a heteronuclear correlation experiment. In figure 5.5 the pulse sequences used to
obtain heteronuclear correlations are shown. The sequence in 5.5a is used to obtain a
correlation spectrum with the high-resolution proton dimension detected via its coupling
to the heteronucleus. Figure 5.5b displays the pulse sequence for the proton detected
variant of the correlation experiment.
To obtain a high resolution spectrum at moderate spinning speeds, the proton spectrum
is acquired under homonuclear decoupling. Both sequences have a z-filter for suppression
of unwanted magnetization.
5.3.1 Influence of the contact times in-CP based correlation experi-
ments
Many parameters determine the outcome of the correlation experiment. The influence
of the timings in the experiment will be discussed in the following and are meant as
guidance in the setup of such experiments.
For the carbon detected variant of the correlation experiment, the influence of the con-
tact time is rather trivial. A short contact time (100-500 µs) correlates only the close-by
spins, whereas longer contact times allow for spin-diffusion and therefore also for indirect
correlations of remote spins with relative small dipolar couplings. For in depth discus-
sion of the CP dynamics the reader is referred to the series of papers by Alemany et
al.130–132 Dipolar truncation may play a role when dipolar couplings of very different
sizes are present.133
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Figure 5.5: Pulse sequences used for heteronuclear correlation (HetCor) spectroscopy. Sequence
a) has first the DUMBO evolution, a mixing period allows mixing of the proton polarization by
spin-diffusion before transfer to the heteronuclei X by CP and detection. In sequence b) the
polarization is first transferred to X, then chemical shift evolution under high power decoupling
takes place, again a period for spindiffusion is present before transfer back to protons by a second
CP block and detection with windowed DUMBO detection.
For the proton detected variant the situation is a bit more complicated since two polar-
ization transfer steps are present. First, polarization is transferred to the heteronucleus
and then after chemical shift evolution, back to protons. The same rules should apply in
both transfer steps, however the contribution of the two transfer steps to the outcome
of the experiment is different: The first transfer acts as a preparation step to build-up
maximum spin polarization for the X-nuclei, while the second is best described as the
readout step that filters for the correlations of interest.
The result of the second transfer step is also related to the timings of the first step.
When long polarization times are used for both steps, generally the best signal strength
is obtained. However, the correlation will be very unspecific as the polarization of the
protons might spread by spin-diffusion to all the heteronuclei and the spectrum will show
correlations to all protons in the system.
In contrast, if short contact times are chosen for both contact times, the correlation will
be very specific and represent short heteronuclear distances. The total signal will be small
however, because in both steps only little polarization is transferred.
Therefore, sensitivity-wise it is often best to use a long polarization time in the first step
(1-5 ms) to obtain a high polarization of the heteronuclei. Relayed transfer by 1H-1H
spin diffusion can help to increase the polarization on the X-nucleus. The often long T1ρ
times of the heteronuclei (e.g. 13C or 15N) are beneficial for polarization build-up in this
respect. A short polarization transfer time in the second step (100-500 µs), allows then
to only transfer X-nuclei polarization to protons in close proximity.
The information obtained in this way should, in principle, be the same as obtained with
short contact times in both transfer steps. An alternative approach would be to use an
selective pulse or a DANTE train to select a single resonance or a spectral region of the
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X-nucleus before the transfer step for detection. This has been demonstrated by Zhang
and Ramamoorthy for ultra-fast MAS experiments.134 A similar approach is conceivable
for the inverse detection experiments discussed here and would be a very valuable tool
for natural abundant samples, as it allows to obtain proton distances, as shown by Zhang
& Ramamoorthy.
5.3.2 Influence of the sampling on the sensitivity
An important question when acquiring a 2D NMR spectrum is whether the parametriza-
tion of the t1-evolution affects the sensitivity of the experiment. The experiment-time
is largely determined by the number of increments required which is in turn related to
the chemical shift range and the linewidth of the studied nuclei. For protons typically a
spectral width of 10-20 ppm is required, whereas for carbons 100-200 ppm are common.
This translates into a roughly 2.5 to 5 times larger spectral widths in Hz for carbons and
thus more increments are required for comparable resolution in the spectrum. Also the
linewidth and therefore the maximum t1-increment to be recorded is different for protons
and carbons.
To answer the question whether the sensitivity in a 2D depends on the parametrization
of the indirect dimension, it is worth to briefly review the signal-to-noise ratio in a 2D
experiment. The signal in the indirect dimension S(t1) can be considered as the product
of a harmonic function and an envelop function D(t1) describing the lineshape in the
spectrum. The time-domain signal is then described as
S(t1) = D(t1) exp(iωft1). (5.6)
Here ωf is the frequency of the harmonic. Its Fourier transform is given by:
F(ω) =
∫ t1,max
0
D(t1) exp(iωf t1) exp(−iωt1)dt1 (5.7)
=
(∫ t1,max
0
D(t1) exp(−iωt1) dt
)
⊗ δ(ω−ωf ) (5.8)
= L(ω)⊗ δ(ω−ωf ). (5.9)
Going from eq. 5.7 to eq. 5.8 we use the convolution theorem, which states that the
Fourier transformation of the product of two functions will be described by the convo-
lution (denoted by ⊗) of their individual Fourier transformations. Thus, the harmonic
collapses to a delta-function at frequency ωf and its intensity is defined by the convolu-
tion with the Fourier transform of the envelop function denoted L(ω).
Thus from the derivation above it appears that the effective decay of the signal that is
governed by the T∗2, determines the signal intensity and therefore the attainable SNR in
the indirect dimension. This is agreement with the derivation of the sensitivity in inverse
detection experiments in the introduction of this chapter (compare eq. 5.5), where the
influence of the linewidth on the sensitivity was discussed.
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The noise in a (perfect) 2D spectrum originates from the direct dimension. With every
point measured in the indirect dimension, the signal increases linearly with the number of
increments, while the noise increases with the square root of the number of increments.
Therefore it is beneficial to record more t1-points in the indirect dimension, as long as the
signal has not decayed. Since the maximum t1-point determines the attainable resolution
in the indirect dimension, the shape of L(ω) that is related to the T∗2, determines how
many increments can be acquired and to what extend the SNR in the indirect dimension
can be ameliorated by measuring more t1-points.
To judge whether the spectral width of the indirect dimension influences the SNR of the
experiment we will examine, how a change in spectral width will affect the signal and
the noise: Upon narrowing of the spectral width, the noise level in the indirect dimension
will be still dependent on the noise present in the direct dimension. It will only distribute
differently in the indirect dimension. Therefore the noise will increase by the square root
of the factor by which the spectral width was reduced. If the spectral width is halved,
the noise amplitude will increase by
√
2.
On the other hand, the signal will reach the same resolution by the narrowing in less incre-
ments. When the spectral is halved only half of the number of increments are needed to
reach the maximum t1-point and thus a factor 2 is saved in experiment time. Therefore,
if the same time is spent on the experiment, the loss in SNR by the increased noise can
be compensated by additional averages per increment.
In conclusion, the parametrization of the indirect dimension does not influence the SNR
achievable per unit time, as long as the whole signal decay is sampled. This means that
2D spectra can be compared irrespective of the parametrization in terms of SNR per unit
time.
5.3.3 Quantification of the sensitivity
The comparison of the two versions of the heteronuclear correlation experiment – one
proton and one carbon detected – should allow to estimate the sensitivity enhancement by
inverse detection. We discussed above, that the contact times used in the experiments
may affect the sensitivity of the experiment, but the parametrization in the indirect
dimension will not, as long as the sensitivity is analyzed per unit time.
We used the same sample in all the experiments and kept the CP parameters similar in
both versions of the correlation experiment and tried, where possible, to use comparable
total experiment times. The acquisition parameters are given in the captions of the
figures.
First we compare a 1H-13C correlation. In figure 5.6 the proton detected correlation is
shown and in figure 5.7 the carbon detected variant.
Both spectra hold the same spectroscopic information and show two resonances in the
carbon dimension and three in the proton dimension. The asterisks indicate spinning
sidebands. In the carbon detected experiment, unfortunately one of the methylene reso-
nances is a bit distorted. This is also visible in the maximum intensity projection of figure
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Figure 5.6: Inverse DUMBO 1H-13C-1H HetCor spectrum of 50 nL U[13C,15N] glycine recorded
with the µMAS setup at a field of 20 T, using 10 kHz spinning speed and 4 scans per increment.
For CP a contact time of 3 ms was used for transfer to the carbons and 1 ms for transfer back
to protons. In total 256 STATES-TPPI increments were acquired in a spectral width of 40 kHz
with a recycle delay of 5 s. For windowed DUMBO acquisition shaped pulses of 21.8 µs were
used with an rf-field of approx. 180 kHz Shaped pulses are interleaved by acquisition windows
of 1 µs of which 800 ns are used for the acquisition of a datapoint.
5.7. The resolution is probably impaired by interference of an RRF-line at this position,
but does not influence the comparison, since comparable resolution is obtained for the
other resonances in the spectrum.
For the quantification of the sensitivity it would be best to compare the integral of both
spectra, however since the spectra are detected at different frequencies, the total intensi-
ties are not comparable, since the receiver gain influences also the total amount of signal.
In practice one is interested in the SNR of a signal of interest and therefore we compare
the SNR of the carbon traces. These contain the signals of individual carbons, whereas
the proton resonances hold different numbers of protons.
In the proton detected experiment the SNR is about 300, whereas it is only 110 in the
carbon detected variant. Therefore the sensitivity gain in the proton detected variant is
about 2.9-fold. Based on eq. 5.5 a sensitivity gain of 8 can be reached, if equal linewidths
could be obtained for both nuclei. When the linewidths observed in the experiment are
taken into account, about 200 Hz for the NH3 resonance and 260 Hz for the methylene
protons (before scaling) and 130 Hz for the carbonyl carbon resonance, the sensitivity is
expected to decrease by the linewidth factor of
√
W(13C)
W(1H)
=
√
130Hz
200Hz and thus by about
20%.
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Figure 5.7: DUMBO 1H-13C HetCor spectrum of 50 nL U[13C,15N] glycine recorded with the
µMAS setup at a field of 20 T. For the DUMBO in the indirect dimension shaped pulses of 21.8
µs were used with an rf-field of approx. 180 kHz Shaped pulses are interleaved by a delay of 0.2
µs resulting in a spectral width of 45.45 kHz in the indirect dimension. 256 STATES increments
were acquired with 4 scans per increment.
The measured enhancement will be also lower by the additional polarization transfer step
needed in the proton detected variant. The transfer efficiency was earlier estimated to
be approximately 80% per transfer and therefore at best an enhancement of 5.1 could
be obtained under these experimental conditions.
For a 1H-15N correlation the enhancement should be more significant, as the gyromag-
netic constants differ by about a factor of 10. Therefore based on the ratio of the gyro-
magnetic constants an enhancement of about 31 can be reached in the proton detected
experiment. The linewidths influence the sensitivity of the experiment substantially; For
15N the linewidth is approximately 35 Hz and since the proton linewidth is essentially the
same as in the 1H-13C experiments, the reduction by the linewidth factor is much larger
in these experiments: (
√
W(15N)
W(1H)
=
√
35Hz
200Hz ≈ 0.41). This diminishes the maximum
enhancement obtainable already by ≈ 60% to about 12.7.
In figure 5.8 the proton detected 1H-15N correlation is shown. The proton trace is shown
as an overlay. The spectrum is dominated by the amine protons. Compared to the 1H-13C
correlation, the intensity of the methylene protons is reduced by the larger distance to the
nitrogen atom (2.1 vs 1.1 Ångström) and the weaker heteronuclear dipolar interaction
by the lower value of γN. The nitrogen detected variant is displayed in figure 5.9.
In the proton detected experiment the SNR for the nitrogen trace is about 850, whereas it
is about 160 in the nitrogen detected variant. For the nitrogen detected variant however,
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Figure 5.8: Inverse DUMBO 1H-15N-1H HetCor spectrum of 50 nL U[13C,15N] glycine recorded
with the µMAS setup at a field of 20 T, using 10 kHz spinning speed and 4 scans per increment.
For CP a contact time of 5 ms was used for transfer to nitrogen and 2 ms for transfer back to
protons. In total 64 STATES-TPPI increments were acquired in a spectral width of 10 kHz with
a recycle delay of 5 s. For windowed DUMBO acquisition shaped pulses of 21.8 µs were used
with an rf-field of approx. 180 kHz Shaped pulses are interleaved by acquisition windows of 1
µs of which 800 ns are used for the acquisition of a datapoint.
double the number of increments were needed, resulting in a longer experiment time. Af-
ter correction for the additional measurement time, the sensitivity enhancement for the
nitrogen detected variant is about a factor 7.5. The polarization transfer efficiency was
not estimated for the 1H-15N CP transfer, but assuming similar transfer efficiencies the
expected enhancement will drop from 12.7 to 10.1, which is very close to the observed
factor of 7.5.
The small deviation could be caused by less efficient polarization transfer or by the fact
that the nitrogen evolution in the indirect dimension of the proton detected variant was
still truncated.
The sensitivity enhancement of 1H detection is for nitrogen more substantial and allows
for considerable time-savings in correlation experiments. A sensitivity gain of 7.5-fold
corresponds to a saving of more than 50-times in terms of measurement time.
Due to the narrow linewidth and the relative large chemical shift range of 15N, many t1-
points will be required to sample the whole signal decay while maintaining large spectral
widths. Therefore non-uniform sampling (NUS) offers excellent possibilities to reduce the
experiment times, while maintaining large spectral widths and high resolution.135
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Figure 5.9: DUMBO 1H-15N HetCor spectrum of 50 nL U[13C,15N] glycine with the µMAS
setup at a field of 20 T. For the DUMBO in the indirect dimension shaped pulses of 21.8 µs
were used with an rf-field of approx. 180 kHz Shaped pulses are interleaved by a delay of 0.2 µs
resulting in a spectral width of 45.45 kHz in the indirect dimension. 129 STATES increments
were acquired with 4 scans per increment.
5.4 Natural abundant correlations
5.4.1 Sensitivity considerations
The sensitivity gains obtained by proton detected correlation spectroscopy at moderate
spinning speeds open the way for studying heteronuclei in natural abundant samples.
In the previous section the sample was fully labeled and a SNR of more than 100 was
reached in a few hours for a 1H-13C correlation of a mass-limited sample (50 nL). This
shows that it is sensitivity-wise feasible to study small molecules even in natural abun-
dance at moderate spinning speeds with this kind of experiments, at least for correlation
spectroscopy involving carbon as a heteronucleus.
A similar approach was recently used for proton detected HetCors involving nitrogen as
the heteronucleus by Mote et al., using PMLG homonuclear decoupling for the high res-
olution proton dimension and a commercial setup 2.5 and 4 mm set-up (active volume
approx 6 µL).129
Going to natural abundance for a 1H-13C correlation, the 13C magnetization will drop
by about a factor of 100 due to the low natural abundance of the 13C isotope of only
about 1%. However the SNR is not expected to be 100-fold lower, since homonuclear
13C-13C scalar couplings will disappear by the dilution of the 13C spins and thus result
in increased signal intensity by reduced multiplicities of the carbon resonances. Further-
more, the linewidths for natural abundant samples are narrower. This is ascribed to less
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heteronuclear cross-terms in the dipolar Hamiltionian, giving rise to linebroadening. This
was also reflected in the high-resolution proton spectra, where narrower lines are observed
for natural abundant samples (compare chapter 2).90
Therefore the SNR reduction by switching a fully labeled for a natural abundant sample
is expected to be even less than 50-fold. The actual SNR will be sample dependent,
because the achievable linewidth depends on the size of the effective couplings in the
spin-system and be further influenced by the T1, which can change upon labeling.
5.4.2 Example: single crystal of glycine
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Figure 5.10: Inverse DUMBO 1H-13C-1H HetCor spectrum of a singly crystal of approx. 40 nL
volume. Recorded at 12.5 kHz spinning speed in a restricted at a field of 20 T (850 MHz) with
128 scans per increment. In total 72 of 181 STATES-TPPI increments were acquired using a
40% NUS sampling scheme in a spectral width of 30 kHz with a recycle delay of 5 s. For CP
a contact time of 500 µs in both transfer steps were used. The windowed DUMBO acquisition
was done with a field of approx. 140 kHz. The DUMBO blocks were 24.8 µs. The reconstructed
spectrum is shown as an overlay on top of the spectrum of a labeled sample.
To demonstrate the feasibility of heteronuclear correlations even for un-labeled, mass-
limited samples of small molecules, we recorded a proton detected 1H-13C HetCor of
the single crystal described in chapter 2. Since the homogeneous carbon linewidth is
estimated to be on the order of 15 Hz, long t1-evolution times are required to sample the
signal decay in the indirect-dimension. Therefore we acquired the spectrum with 40%
NUS sampling. The reconstructed spectrum using the CLEAN-algorithm136 is shown in
figure 5.10 as an overlay on the HetCor of the labeled sample shown earlier (fig. 5.7).
The spectrum of the natural abundant single crystal (40 nL volume) was acquired in
26 h. The SNR in the reconstructed spectrum is about 20 and shows that even for the
mass-limited, natural abundant sample correlation spectra are feasible in an overnight
experiment. This is remarkable given the fact that the sample contains approximately
6 × 1018 13C spins.
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Unfortunately the experiment times prohibit to record a carbon detected variant of the
experiment to estimate the sensitivity gain by inverse detection in this experiment.
A rough estimation of the sensitivity gain can be made by comparing the first increment
of this experiment and the experiment of the uniformly labeled sample. Normalized to
the number of scans the SNR in both experiments compares as 45:2.4 for the labeled and
the natural abundant sample, meaning that the SNR is only 20-fold lower when going to
natural abundance. We ascribe the increased sensitivity for the single crystal mainly due
to the linewidth reduction we observed for this sample, which is discussed in more detail
in Chapter 2.
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5.4.3 Example: Thymol
A practical example of the applicability of the high-resolution correlation experiment, is
shown for a natural abundant thymol sample that was restricted to the center of a 3.2 mm
rotor (5 mg) for best resolution. Thymol (MW = 150 g/mol) is the molecule linked to
the strong flavor of the herb thyme, but it is also found in other Mediterranean herbs as
oregano. Because of its pleasant taste, it is also used in toothpaste. For spectroscopy it
is interesting because displays a wide range of chemical shifts in the proton as well as in
the carbon dimension.
From a structural point of view, thymol is interesting as it is one of the first structures
solved by powder XRD and was therefore chosen as one of the first test-cases for NMR
crystallography. Salager et al. were able to assign all resonances by heteronuclear cor-
relation spectroscopy and single-quantum double-quantum correlation spectroscopy and
then determined the crystal structure de-novo, based on the distance constraints obtained
from proton spin-diffusion experiments.71
We show in figure 5.11 that the proton detected 1H-13C HetCor using a commercial
probe and a natural abundant sample of only 5 mg, allows a complete chemical shift
assignment in about 5 h at moderate spinning speeds (10 kHz). For good polarization
transfer to all the carbon spins, the contact time was set to 5 ms. For the transfer back
to protons, a short contact time of 100 µs was employed to reflect only on through bond
correlations - the transfer occurs still through space.
In panel a) the spectrum with the assignment of the most intense resonances is shown.
The numbering in the molecule is shown in bottom left of the figure. As all the carbon
resonances are separated, the assignment is relatively straightforward. By its chemical
shift the aromatic (4 - 6) and non-aromatic (1 - 3 & 8) resonances can be separated
as well as the OH resonance (7). The quaternary resonances (1′-3′) are identified by
their carbon chemical shifts and their much lower cross-peak intensity. 3,7 and 8 can be
assigned based on the proton chemical shifts only.
The individual aromatic resonances can be assigned based on the correlation of their
protons to the quaternary carbons. This region of the spectrum is shown in panel b) of
figure 5.11 with the individual traces shown in panel c.
It is remarkable that even at a contact time of only 100 µs, correlations arising from
these weak interactions are visible in the spectrum. The SNR of these resonances is on
the limit of what one can use for an assignment, but show without doubt that only the
closest interactions are reflected. Going over the proton traces, for 1′ correlations to 6
& 7 are expected and by the chemical shift 6 can be identified. In the trace of 2′ three
protons are expected: 5,6 (they overlap) & 8. From this trace 5 can be unambiguously
assigned. Finally the trace of 3′ shows the expected correlations to 3 & 4.
The resolution obtained in the proton dimension is about 0.7 ppm (280 Hz) and 0.9 ppm
(90 Hz) in the carbon dimension. In the report by Salager, the resolution obtained is
not reported, but judging from the spectra, the resolution is comparable. The protons
1&2 can be clearly discriminated in the projections of our spectrum and are not resolved
in the projection in the earlier report. The aromatic resonances 4-6 are less broadened
compared to the literature.
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Figure 5.11: a) Inverse DUMBO 1H-13C-1H HetCor spectrum and assignment of approx. 5
mg thymol recorded at 10 kHz spinning speed in a restricted 3.2 mm rotor at a field of 9.4 T
(400 MHz) with 8 scans per increment. In total 256 STATES-TPPI increments were acquired
in a spectral width of 25 kHz with a recycle delay of 5 s. For CP a contact times were 5 ms for
transfer to carbons and 100 µs for transfer to protons. For windowed DUMBO acquisition a field
of approx. 120 kHz in shapes of 33 µs were used. b) shows the correlations of the quaternary
resonances at lower contour level. The 1H traces of the correlations are shown in c).
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5.4.4 Example: fMLF-OH
Another example for the strength of this experiment is shown in figure 5.12. Here a
correlation spectrum of 4.3 mg of the unlabeled tri-peptide N-Formyl-L-methionyl-L-
leucinyl-L-phenylalanine (f-MLF-OH) is shown. Again in about 5 hours a well resolved
correlation is obtained and based on the literature all the proton and carbon resonances
can be assigned.78,137
The chemical structure of the tri-peptide is shown in the inset and the assignment is
indicated by the colouring of the resonances. The carbon assignment is shown on top of
the carbon projection. The phenylalanine is missing due to residual motions on the kHz
scale interfering with the polarization transfer, as observed by others in literature.78
The typical 13C resonances can be seen at moderate spinning speeds at natural abun-
dance. This illustrates that the experiment is very sensitive and thus a valuable tool for
the assignment in small to medium sized molecules.
The resolution obtained of 0.6 ppm compares well to the earlier report by Mao et al.,
where mainly through-bond correlation schemes with and without homonuclear decou-
pling (PMLG) are used.78 The T′2s of the CH, CH2 and CH3 protons determined in a
separate echo experiment under homonuclear decoupling are in the range of 3.5-6.2 ms
at 40.667 kHz spinning and 5.1-12.1 ms at 20.833 kHz. These relaxation constants are
affected by the scaling factor of the homonuclear decoupling and at the external magnetic
field of 14.1 T, correspond to homogeneous linewidths of 0.12-0.2 ppm at 40.667 kHz
and 0.09-0.21 ppm at 20.833 kHz.
Notably this is not the resolution obtained in the correlation experiments. The linewidths
in the HetCor are not specified, but from the proton traces shown in the article we es-
timate the resolution for the protons in the range of 0.5-0.7 ppm and thus substantially
larger than one would expect on the basis of the reported T∗2 relaxation constants.
Mao et al., also compare the sensitivity of the proton and carbon detected experiment.
They note that the proton detected HetCor without homonuclear decoupling, is as sensi-
tive as the carbon detected HetCor with proton evolution under homonuclear decoupling.
Since the proton linewidth in the proton detected experiment are much larger, this indi-
cates a sensitivity gain, which was not quantified.
In a recent study Nishiyama et al. compare the resolution and sensitivity of HetCor of
fMLF at two different spinning speeds: 100 kHz spinning and 40.667 kHz.138 By the
ultra-fast spinning, the 1H linewidths are substantially reduced and therefore, despite the
lower volume of a 0.75 mm rotor, the HetCor at 100 kHz is only 50% less in SNR. For the
comparison of the sensitivity the volume of the sample and the coil-diameter are taken
into account. The volume is about 21 times less for the 0.75 mm rotor compared to
the 1.6 mm rotor. However, since the coil diameter is also reduced by 50%, B1/i in-
creases, which partly compensated the lower volume. The signal gain due to the narrower
linewidth at 110 kHz therefore compensates for the signal reduction due to the smaller
volume of the rotor.
Interestingly, the authors note that the resolution by homonuclear decoupling for this
sample is still better than by ultra-fast spinning. Therefore the best sensitivity should
be obtained by proton detection under homonuclear decoupling as in the experiment
shown above. It appears that the resolution in homonuclear decoupling experiments is
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independent of the coil diameter and the external magnetic field and mainly determined
by the rf-homogeneity, as long as a high-enough B1 field can be reached. Therefore the
sensitivity of the correlation experiments can be dramatically increased by using larger
sample volumes in combination with homonuclear decoupling (compare section 5.2.3).
Since the experimental parameters used by Nishiyama et al. & Mao et al. differ from the
ones we use (contact times, rotor diameter & magnetic field), the sensitivity obtained in
our experiment cannot be further quantified in relation to their studies. It is clear that
the sensitivity with the restricted 3.2 mm setup at 400 MHz compared to the 1.6 mm
at 600 MHz has sensitivity wise some drawbacks. Still, meaningful spectra of a natural
abundant sample within hours are obtained. This shows that the inverse detection using
homonuclear decoupling is a very valuable approach for this kind of samples.
For further quantification of the sensitivity in homonuclear decoupling experiments in
comparison to ultra-fast MAS experiments, it will be of great value to compare the sen-
sitivity of an inversely detected HetCor at ultra-fast MAS (e.g. 100 kHz) to an inversely
detected HetCor using moderate spinning speeds and homonuclear decoupling during ac-
quisition – using the same setup. In this way the influence of the windowed acquisition,
compared to continuous acquisition can be examined in more detail and the sensitivity
of both experiments can be directly compared.
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Figure 5.12: Inverse DUMBO 1H-13C-1H HetCor spectrum of 4.3 mg natural abundant f-MLF.
Recorded at 10 kHz spinning speed in a restricted 3.2 mm at a field of 9.4 T (400 MHz). 8
scans per increment. In total 256 STATES-TPPI increments were acquired in a spectral width
of 25 kHz with a recycle delay of 5 s. For CP a contact time of 5 ms was used for transfer to
the carbons and of 100 µs for transfer back to protons. The windowed DUMBO acquisition was
done with a field of approx. 120 kHz. DUMBO blocks were 33 µs.
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5.4.5 Example: Twaron
As an example of the characterization of high-performance materials, we analyze different
grades of Twaron fibers using 13C CP-MAS experiments and DUMBO-HetCor correlation
spectroscopy.
Twaron is the tradename of a high-performance polyaramid systematically named para-
phenylene-terephthalamide (PPTA). Spinning PPTA into fibers results in a material with
very high tenacity and modulus. By mass, the fibers are five times stronger than steel
and are therefore used in lightweight protective clothing. The fibers are nowadays also
widely used to reinforce composite materials, for instance as replacement for the steel
carcass in tires.
It is known, that the modulus of the fiber can be steered by the manufacturing conditions.
To date it is still under debate what exactly determines the strength of such fibers. It
is believed that it is related to the organization at the molecular level. In general, for
PPTA fibers the micro-structure is quite complex and consists of a skin/core structure.
Lately more attention is focused on the role of micro-pores as these are also known to
vary between the different grades of the fiber.139 The average crystal size increases from
intermediate, to high and ultra-high modulus fibers.140 Furthermore, the local ordering of
the crystallites and variations of the average chain-length may influence the performance
of the fiber.
Since solid-state NMR is very sensitive to the local order, changes in the morphology of
the fiber should be reflected in NMR spectra. For PPTA a whole family of structures
is discussed. We have recently shown that, by the total energy of different allomorphs,
many packings of the polymer chains in the unit cell are conceivable. We compared the
chemical shifts of Twaron 1010 obtained by a HetCor recorded at 35 kHz MAS. This
comparison suggests that one group of models, namely the models with packing of the
aromatic rings at the same height, is most likely for the intermediate modulus yarn.141
This will be discussed in more detail in chapter 6.
By XRD analysis for the high modulus fiber the Northolt model is favored. In this model
the symmetry in the packing is broken by a slight shift of one of the chains in the direction
of the polymer chain (z-axis). Chemical shift calculations of this model suggest larger
chemical shift variations for this model, especially for the protons on the aromatic ring,
which disagree with the shifts observed experimentally in the intermediate modulus fiber
(Twaron 1010).
To see whether the morphology of different fibers is reflected in the NMR spectrum, we
studied three different samples. The 13C CP MAS spectra of the three samples with a
contact time of 500 µs are shown in figure 5.13. The assignment of the resonances is
shown in the inset. For Twaron 1010 and HM Twaron no clear differences arise in the
carbon spectra. Also the linewidths for all resonances is comparable. Only the spectrum
of the polymer powder is somewhat different: the linewidth of the resonances is increased
suggesting structural heterogeneity as expected. Furthermore, the carbonyl resonance is
broader and shows an additional broad component in the foot of the resonance. This
hints to a small amorphous fraction in the sample, which is clearly much reduced after
spinning of the powder into a fiber. Also, at the upfield part of the aromatic resonances
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Figure 5.13: 13C CP MAS spectra of the three grades of PPTA. A contact time of 500 µs was
used for all the samples.
additional intensity towards 120 ppm is observed for the polymer powder that is not
visible in the spectra of the fibers.
Although in the XRD literature different structural models are discussed for the two
grades of polymer fiber, the 13C CP MAS spectra of the fiber do not differ significantly
as would be expected for really different packings of the polymer chains for the whole
sample. This is in agreement with the observation that the different models discussed in
literature do not vary significantly in total energy.
Because 13C CP MAS spectra for the three samples do not allow to discriminate be-
tween structural models, we recorded DUMBO-HetCor spectra for all the samples. In a
HetCor often more chemical shift information can be gathered, as the second dimension
increases the assessable information. In figure 5.14 the DUMBO HetCor spectra of the
three samples are shown. The experiments are recorded using the same number of scans,
their intensity is scaled by weight and the spectra are shown at the same contour level.
The projections are the skyline projections and reflect the maximum intensity along the
dimension.
Again, the spectra of the polymer clearly differ from the two grades of the fiber. For
the polymer, much broader resonances are observed, also in the proton dimension. The
shoulder in the carbon spectrum around 120 ppm described earlier, is clearly reflected
in the correlation spectrum of the polymer powder and is absent in spectra of the two
fibers.
Upon close inspection the spectra of the two different fibers differ as well: The interme-
diate modulus yarn (Twaron 1010), shows a correlation of the C1 carbon to the amide
proton which is absent in the high modulus (HM) fiber. Furthermore the proton chemical
shifts of the aromatic rings cover a smaller range for the HM sample. This is visible by
the smaller chemical shift difference of the H2′ and H3′ resonances and distinct proton
projections for the three samples.
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To ease the comparison of the projections, they are shown separately in figure 5.15. The
carbon traces resemble the 1D CP MAS spectra of the samples. We observe again only
slight differences for the fibers and only the red trace of the polymer powder differs, as
discussed above.
The proton traces however, show marked differences for all the samples. The trace of the
polymer shows again the broadest resonances, suggesting that the protons in the polymer
powder are more heterogeneous. In terms of structures a large variety of structures is
conceivable for the powder. Going from the intermediate modulus to the high modulus
yarn, the projection of the aromatic region is narrower and its maximum shifts to a lower
ppm value. This is in contrast to the carbon projection which was hardly different.
The proton resonances appear thus to be more sensitive to the differences in morphology
of the sample and thus report of structural differences. That the high modulus yarn has
the narrowest proton chemical shift distribution, could hint to larger domain with well
defined packing of the polymer chains. This would agree with the larger average crystal
size for the high modulus yarn.
We observe relatively broad carbon resonances for all the samples despite the fact that
the fiber are a highly crystalline material. Since we observe much higher resolution for
organic model compounds under these experiment conditions, we can conclude that the
broadness of the resonances observed for the polymer samples, both in the carbon and
in the proton dimension, is intrinsic to the samples.
Linebroadening in the solid state can have different origins. Factors contributing to the
linewidth are residual dipolar couplings, chemical shift distribution due to (local) disorder
in the sample and susceptibility changes throughout the sample.
13C T1,ρ and echo experiments of the Twaron fibres indicate that the intrinsic carbon
linewidth is less than one would estimate on the basis of their CP spectra. Connor and
Chadwick report 13C T1,ρ times above 5 ms corresponding to homogeneous linewidths
of less than a ppm at the field used.142 That the lines are much broader hints to a
substantial contribution of local heterogeneity in this class of polymers, probably caused
by defects in the structure such as by micro- & macro-pores in the fibre and/or not
ordered regions at the surface of the para-crystalline material.
The average crystal size in Twaron fibers has been estimated by XRD studies. It is
large along the fiber axis, but orthogonal to the fiber, the crystal size in intermediate
modulus yarns is only 5-7 Å. Therefore a large fraction of the polymer chains lay on
the surface of the crystallites and will have space for different conformations due to
incomplete hydrogen bonding and increased mobility, which can also explain the relative
large linewidths observed for this class of materials.
The additional correlation observed for Twaron 1010 and the polymer but not for the
high modulus yarn, suggests that a conformation disappears going to the high modulus
yarn or is at least strongly reduced.
Summarizing, the 1D 13C CP MAS spectra of the three grades of PPTA differ only
for the polymer powder. The 2D correlation spectra allow to assess more chemical shift
information. Already the projections of the correlation spectra show differences. Here also
for the two fibers differences in the proton chemical shifts are observed. This indicates
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Figure 5.14: DUMBO HetCor of twaron fibers and polymer powder at 12.5 kHz MAS recorded
using 12 scans per increment and CP spectra: a) HetCor Twaron 1010 fibre, b) HetCor high
modulus (HM) Twaron, c) polymer powder. All spectra are shown at the same contour levels
between 25 and 100 % using a linear incrementation factor of 1.1.
that the proton chemical shifts - although not highly resolved - reflect a change in the
packing of the molecular chains. In our previous study of Twaron 1010, we have discussed
that the proton chemical shift is strongly affected by the packing of the molecular chains.
In this study, again the proton chemical shifts reflect differences for the different grades of
PPTA. The measurements clearly show that the grade of the polymer is clearest reflected
in the 1H NMR chemical shifts and allows to conclude that the organization in the fibers
differs at a microscopic level.
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Figure 5.15: Comparison of 1H and 13C projections from the HetCor spectra shown in figure
5.14. Red from the polymer powder, blue from Twaron 1010 and grey from the high modulus
fibre.
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5.5 Conclusions
The comparison of the sensitivity and the SNR of several 1D experiments shows that
the additional transfer step required for inverse detection experiments in the solid-state
is not detrimental for the sensitivity of the experiment. In fact, for a CP spectrum of
the heteronucleus and a proton detected spectrum under homonuclear detection similar
signal-to-noise ratios are obtained. Therefore by the longer T∗2 values of the heteronu-
cleus sensitivity enhancements are gained in proton detected correlation experiments.
The signal-to-noise in a 2D is not affected by the parametrization of the indirect dimen-
sion, as long as the whole signal decay is sampled. Therefore 2D spectra can be best
analysed in terms of SNR per unit time. The comparison of a HetCor with similar acqui-
sition parameters allows to estimate the sensitivity enhancement by inverse detection at
moderate spinning speeds. The enhancement is 2.9 for a 1H-13C correlation and 7.5 for
a 1H-15N correlation.
These kind of enhancements open the way for high-resolution HetCor spectroscopy in
natural abundance without going to the painful sample filling of the small rotors required
for ultra-fast MAS.
We have demonstrated the sensitivity of this approach by a correlation experiment of a
mass-limited samples in natural abundance (single crystal, 40 nL volume). The examples
for other natural abundant samples using regular volume NMR probes (thymol and the
tri-peptide) demonstrate how complete 1H and 13C chemical shift assignment can be
obtained in a single experiment in about 5 h measurement time. The two transfer steps
required for polarization transfer allow for specific correlations with increased sensitivity.
Finally, the example of the polymer samples shows that the high-resolution correlation
spectra - although not 1H detected - reflect clear differences in the correlations of the
nuclei in these samples. These differences were not reflected in regular CP experiments.
Namely the proton dimension reflects differences in the organization of the samples at
the microscopic level.
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Aramid fibres are of practical interest due to their high tensile strength, high
elastic modulus, low elongation at breakage, and thermomechanical stability.
Here we combine high-resolution solid-state NMR and Density Functional
Theory (DFT) calculations to gain insight into the details of the molecular
packing of p-phenylene terephthalamides (PPTA). Based on the four mod-
els discussed thus far in the literature, we create a family of 16 possible
structures. Calculations relate 1H- and 13C chemical shifts obtained from ex-
periments to structural aspects. Nucleus independent Chemical Shift (NICS)
calculations show that ring currents, σ-pi interactions as well as hydrogen
bonding influence the chemical shifts on the rings. We obtain an unam-
biguous assignment, which differs from the literature data for carbon, for all
resonances relating to the repeating unit of PPTA and obtain new insights
into the possible packings of the PPTA units within the unit cell.
a Institute for Molecules and Materials, Radboud University, 6500 GL Nijmegen
b TI-COAST, Science Park 904, 1098 XH Amsterdam
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128
Chapter 6. Structural studies of polyaramid fibres
solid-state NMR & first-principles modelling
6.1 Introduction
Poly(p-phenylene terephthalamide) (PPTA) fibres are known for their exceptional me-
chanical and heat-resistant properties. They are sold under the commercial names of
“Twaron” and “Kevlar”. The packing of the fibres into a solid state crystal is thought to
significantly impact the thermo-elastic properties of the fibres. Hence a complete under-
standing of the packing, in all its intricate details, is valuable. Many structural studies
have been carried out (see below), mostly using X-ray diffraction (XRD).143–148 Here we
complement these and other studies with in-depth solid-state NMR characterization and
computational modeling based on density functional theory (DFT).
The repeating unit of PPTA is shown in 6.1. It consists of a terephthaloyl ring (t-ring,
left)- and a phenylene-diamine ring (p-ring, right). The unit cell comprises two chains.
The cell parameters are well known but the orientation of the two chains with respect to
each other in the unit cell is under debate for a long time. Since the t- and the p-ring
have very similar scattering amplitudes, X-ray diffraction (XRD) studies have difficulties
to discriminate between different packings within the unit cell.
Aramid fibres are spun from lyotropic (liquid-crystalline) solutions of the polymer in
sulphuric acid. Depending on the concentration of the solution two crystal modifications
are observed.147 When spun from low concentration a different molecular chain packing is
seen, often referred to as the Haraguchi form or form II.146,147 This form, however, cannot
be obtained in a pure form. The prevalent form in high-modulus fibres is reported to have
a pseudo orthorhombic unit cell. Most studies on the packing of the molecular chains are
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Figure 6.1: Repeating unit of poly(p-paraphenylene terephtalamide). The left ring is referred
to as terephthaloyl ring (t-ring), the right one as phenylene diamine (p-ring). Atoms in the
t-ring are numbered with a prime notation, while the atoms in the p-ring are not. Protons are
numbered according to the labeling of the carbon they are attached to.
based on fibre XRD, whereas single-crystal electron diffraction and more recently fibre
neutron diffraction have been used as well.143,145–150
The XRD studies were used to establish the packing of the chains relative to each other.
Northolt and Tadokoro independently proposed two very similar structures based on fibre
XRD.143,145 In both studies, the chains within the unit cell are shifted about 0.5c with
respect to each other. In the Northolt structure the shift is not exactly 0.5c, but one
of the chains is slightly displaced (0.32 Ångstroms) lowering the symmetry compared to
the Tadokoro structure. Subsequently Liu et al.148 carried out single-crystal electron
diffraction measurements. From these measurements cell parameters similar to those of
the earlier studies were derived, but the observed reflections agreed better with a structure
with adjacent chains at the same height (alike rings next to each other). Later Plazanet
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et al.150 studied PPTA using neutron vibration spectroscopy and DFT calculations. In
the calculations another model, the Pb model, related to the Liu model, was introduced.
Here adjacent chains in neighboring sheets are also at the same height, but the amide
linkages have parallel configuration whereas the amide linkages in the Liu model are
anti-parallel.
Because polyaramid fibres do not dissolve in common organic solvents, the NMR studies
in literature are either of PPTA in sulfuric acid (lyotropic solutions151) or solid-state
NMR spectra. English et al. were the first to report a solid-state NMR 13C chemical
shift assignment for the six resonances observed for PPTA.152 Furthermore, static variable
temperature (VT) NMR measurements indicate that no high frequency ring flipping takes
place over the temperature range from −170 oC to 200 oC. In hydrated samples of Kevlar-
49, the splitting on the t-ring remains, indicating that also upon hydration at elevated
temperatures of 80 oC, no fast flipping of the rings takes place and thus hydration does
not affect the bulk structure of PPTA.153 However a fraction of carbons with shorter T1
was noticed, suggesting the presence of an amorphous phase in Kevlar-49.
Besides structural studies, the dynamics154–160 and molecular alignment159,161,162 of the
chains in PPTA fibers have been intensely studied. The orientational distribution of the
chains was found to be of the order of 10◦, with the actual value changing somewhat for
different grades of PPTA.159,161,162 For the amide, t-ring and p-ring segments heteroge-
nous and slightly different dynamics are observed. For all the segments, these dynamics
take place at the surface of the crystallites only, with the core being rigid on the NMR
timescale. The studies described above convincingly show that NMR can be used to
investigate the morphology and dynamics of PPTA at various temperatures. All studies
confirm the high crystallinity of this polymer as suggested by XRD studies. In summary,
the structure of PPTA is well-known with respect to cell parameters and chain confor-
mation.143,150,163 However, the relative displacement of the chains and the orientation
of hydrogen bonds between amide linkages are not exactly known. Due to the presence
of several aromatic units, having strong ring-current effects, the solid-state NMR chemi-
cal shifts in PPTA are expected to be very sensitive to packing effects. Hence different
packings of the two chains in the unit cell should translate into substantial chemical
shift differences. Therefore NMR shifts will be sensitive to the structural variations of
the different models discussed in the XRD studies described above which we explore in
the present study. We anticipate that these structural variations will also be reflected
in heteronuclear correlation experiments (HetCor). Shorter nuclear distances correspond
to a stronger dipolar interactions and thus more intense peaks in a HetCor spectrum.
In HetCor mostly intramolecular correlations are visible, since intermolecular distances
are often larger and therefore invisible due to dipolar truncation. From the shifts alone,
no information on the packing can be deduced and therefore calculations of structural
models are needed to relate chemical shifts obtained from intramolecular correlations to
different packings of the molecules or structural models. In this study we establish an
assignment of the proton and carbon resonances, with the help of high-resolution solid-
state NMR experiments at high fields (20 T), using HetCor experiments. We relate the
resonance assignments to structural models via their chemical shifts obtained by Density
Functional Theory (DFT) calculations. We consider a comprehensive family of structures
derived from the models discussed thus far in literature and study their energetics using
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DFT calculations. In the following we discuss the rationale in formulating the various
structural models considered, before evaluating the results obtained by solid-state NMR.
By comparing experimental results with the calculations, we get new insight into the
possible allomorphs of PPTA.
6.2 Materials & Methods
6.2.1 Computational methods
We performed density functional theory (DFT) calculations164,165 using the PBE gen-
eralized gradient approximation (GGA)166 and the projector augmented wave method
(PAW)167,168 as implemented in the Vienna ab initio Simulation Package (VASP).169,170
A Γ-centered 4×5×3 Monkhorst-Pack grid of k-points for sampling the Brillouin zone
was used.171 The experimental lattice constants and atomic position were used as a
starting point for structural relaxation. The lattice parameters and atomic positions were
relaxed until the total energy changed by less than 10−6 eV and residual force was less
than Fmax = 0.01 eV/Å. An energy cutoff of 600 eV has been used for full relaxation
and self-consistent electronic calculations. For H an all-electron PAW data set was used
whereas for C, O and N the 1s core states were kept frozen.
In order to include van der Waals (vdW) interactions we use the non-local vdW-DF172–174
correlation functional as implemented in VASP175,176 using the algorithm of Román-Pérez
and Soler.177 In the following we briefly summarize the functionality of vdW-DF. In vdW-
DF the exchange-correlation energy is partitioned as
Exc = Ex + E
vdW
c + E
loc
c . (6.1)
In the original vdW-DF method,172 Ex is the revPBE exchange functional.178 The
second term, EvdWc , accounts approximately for non-local electron correlation effects
(i.e. dispersion). The final term, Elocc , is the local correlation energy for which the local
density approximation (LDA) was used. A large number of other options for the exchange
part Ex of the functional have been proposed, including the optPBE-vdW, optB88-vdW,
and optB86b-vdW functionals, in which the exchange functionals were optimized for the
correlation part175 and the vdW-DF2 of Langreth and et al.179
We tested the vdW-DF172–174 for benzene with the optB88-vdW and optB86b-vdW func-
tionals and also with the vdW-DF2 method179 in which a modified vdW kernel along with
the PW86 exchange functional180 was used. We found the results of the calculation for
vdW-DF2 functional for benzene in good agreement with the experiments,181 both for the
cohesive energy and lattice parameters (6.1). Therefore, for the structural optimization
of the PPTA models we used rPW86 exchange functional.
Chemical Shielding Parameters
The NMR chemical shielding parameters were calculated with the Gauge-including PAW
(GIPAW) linear response182,183 method using pure PBE166 and the standard PAW data
sets for VASP.5.2.184 A kinetic energy cut-off of 600 eV on the plane wave basis set
was applied and a Γ-centered 4×5×3 k-point mesh was used. For one of our models we
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Table 6.1: The lattice parameters a, b, c and cohesive energy Ecoh(kJ/mol) of benzene calcu-
lated using different exchange and correlation functionals, compared to experiment (Exp.).181
Exchange optB88 optB86b rPW86 Exp.a
Correlations vdW+LDA vdW+LDA vdW2+LDA
a(Å) 7.21 7.23 7.34 7.35
b(Å) 9.33 9.33 9.36 9.37
c(Å) 6.67 6.67 6.76 6.70
Ecoh(kJ/mol) 69.67 68.48 53.41 50-54
aRef.181
checked the effect of using hard PAW data sets. There was no significant effect on the
shielding.
In general, the chemical shielding tensor elements can be written as a first derivative of
the induced magnetic field,
σRαβ = −∂B
ind
Rα
∂Bextβ
, (6.2)
in which R stands for the atomic position of the nucleus, Bext and Bind stand for external
and induced magnetic field respectively and α and β denote cartesian directions.
Nucleus Independent Chemical Shift (NICS)
We used the Nucleus Independent Chemical Shift (NICS) approach to understand crys-
tal packing effects and chemical interactions occurring in the crystal. Here we remove
a molecule (in fact, a polymer chain) from an appropriate super cell and calculate the
chemical shifts δNICS at the nuclear sites of the removed molecule as well as the chemical
shifts δmolecule of the isolated molecule only. In case there would be no chemical interac-
tion between the molecule and its surroundings the shift of the crystal δcrystal would just
be a simple sum:
δcrystal = δmolecule + δNICS.
However, in case of intermolecular interactions between the molecule and its surroundings
there is an additional contribution δinteracting
δcrystal = δinteracting + δmolecule + δNICS.
We obtain the inter-molecular interaction δinteracting as the difference between the cal-
culated δcrystal and calculated δmolecule + δNICS:
δinteracting = δcrystal − (δmolecule + δNICS).
We apply this approach to analyze the 1H chemical shifts of our models. To prevent
interactions between the cavity created by the removed molecule and its images that arise
from the periodic boundary conditions (PBC) in our calculations, a 2×2×1 supercell is
employed. The same size supercell was used for the shift calculations of the crystal and
the molecule, in order to remove any remaining small effect of the PBC. An energy cut-off
of 600 eV and only the Γ-points were used for crystal, crystal with cavity and molecule.
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6.2.2 Experimental
The sample studied here is Twaron 1010 supplied by Teijin Aramid. The fibres were
thoroughly dried in an oven at 130 ◦C for at least 24 h and cut in small pieces for NMR
measurements. All spectra were recorded on a Varian VNMRS 20 T (850 MHz) solid-
state NMR spectrometer using a Varian 1.6 mm HXY fast MAS probe. For CP the 13C
B1 field was calibrated to 50 kHz. The 1H field was matched at the + 1 Hartmann-
Hahn condition (∼ 85 kHz). For the CP spectra the contact times are indicated in the
figures. For the heteronuclear correlation (HetCor) spectra a contact time of 500 µs was
used. The relaxation delay was set to 30 s. During acquisition SPINAL6461 decoupling
at 128 kHz was used. The spectral width in the indirect dimension was fixed to half the
spinning frequency (νr = 35.04 kHz) and 48 t1-increments with 64 averages and States
phase encoding were recorded. Carbon chemical shifts are reported relative to TMS,
using the methylene resonance of solid adamantane (38.48 ppm)185 as external chemical
shift reference. For protons, the resonance of adamantane (1.74 ppm)186 was used as
external reference.
6.3 Structural models
6.3.1 Structural models from literature
Two forms of crystal packings have been proposed for PPTA referred to as form I and
form II.143,146,148,163,187,188 The formation of the different forms (I vs II) depends on
the processing details.143,146,163,188 The chains in form I and form II are approximately
along the fiber axis, z) in the x, y plane, they are located at 0, 0 and 12 ,
1
2 for form I and at
0, 0 and 12 , 0 for form II.
143,146,148,163,187,188 Since the diffraction data in the literature
are focused on form I and form II cannot be obtained in a pure and stable form, we
have focused our attention to form I models of the fibre.143,148,152 For form I, different
structures with very similar cell parameters have been reported. The first structure for
PPTA was proposed in 1973 independently by Northolt and Tashiro et al. based on X-ray
fibre diffraction experiments.143–145 It is known as the “Northolt”-model. The “Northolt”-
structure has a monoclinic (pseudo-orthorhombic) unit cell that possesses Pn or P21/n
space group symmetry. Later, in 1996, Liu et al. reported a structure obtained from
electron single-crystal diffraction measurements.148 It is known as the “Liu”-model. From
the measurements, similar cell parameters as for the “Northolt”-model were derived, but
the observation of relatively strong 210 reflections as well as 120, 320 and 410 reflections
agrees better with a structure where adjacent chains are at the same height (alike aromatic
rings next to each other). In a more recent study by Gardner et al.,149 using neutron fibre
diffraction of a selectively deuterated sample, the “Liu”-model was confirmed. Plazanet et
al. studied PPTA by neutron vibration spectroscopy and compared the results to structural
models of PPTA and theoretical neutron vibration spectra by density functional theory
(DFT).150 In the calculations a symmetry related version of the “Liu”-model, the so-called
“Pb”-model, was included. In this model, the amide linkages of the neighboring chains
are in a parallel configuration, whereas the “Liu”-model has an anti-parallel configuration.
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Figure 6.2: A schematic labeling of PPTA structures used in this work is depicted above. (I)
HP and SP stand for herringbone and similar packing of the aromatic rings in adjacent chains.
(II) P and AP stand for parallel or anti-parallel orientation of amide linkage, respectively. (III)
L and U indicate whether like or unlike aromatic rings are next to each other in adjacent layers.
(IV) S and NS stand for a small shift from exactly 0.5c displacement or no-shift of neighboring
chains.
6.3.2 Family of possible structures
The four structural models discussed above have a very similar unit cell, the aromatic
rings in adjacent sheets are in a herringbone packing and the chains are related by only
one (pseudo) glide symmetry operation that transfers one chain in the unit cell into the
other. They differ in three structural aspects within the unit cell: the orientation of the
amide linkage, whether like or unlike aromatic rings are next to each other (translation
of 0.5c of one of the chains) and the presence or absence of a slight shift of a fraction
of an Å of one of the chains along c. A schematic view of these modifications is shown
in 6.2.
The four models discussed this far are not the only conceivable structures for PPTA
form I. In principle, we can construct a family of sixteen structures within the unit cell
by systematically combining the four pairs of structural motifs described above: Firstly,
herringbone packing (HP) or similar packing of the phenyl rings between sheets (SP),
secondly, parallel (P) or anti-parallel (AP) alignment of amide linkages, thirdly, like (L) or
unlike (U) neighboring aromatic rings in adjacent chains, and finally, a small shifting (S)
or no-shift (NS) of adjacent chains. Using this nomenclature the "Northolt"-model with
Pn space group has herringbone packing (HP), parallel alignment of the amide linkages
(P), unlike neighboring aromatic rings in adjacent chains (U) and finally, a small shift
of the adjacent chains (S) is therefore referred to as HP.P.U.S. Similarly the "Northolt"
with P21/n space group can be referred to as HP.AP.U.S, the "Liu" as HP.AP.L.NS
and the "Pb" as HP.P.L.NS. In all sixteen models there is still one symmetry operation
relating the two chains in the unit cell. For the **.*.NS models, however, the inversion
centres on the aromatic rings are lost.
We fully relaxed the sixteen potential structures obtained by systematic combinations
of the structural modifications proposed for PPTA. After relaxation only eight different
models are energetically viable. Deviation from the herringbone packing resulting in a
similar packing (SP) of the aromatic rings is energetically unfavourable. In fact for all
the SP-models the total energy is ∼13 meV/atom higher compared to the herringbone
variants. Since all eight remaining structures keep the herringbone packing (HP), we
remove this tag and keep the combination of three structural aspects. The energy of
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these eight structures is reported in 6.2. In terms of total energy, the remaining structures
are very similar and therefore all viable candidates for the structure of PPTA.
Table 6.2: The total energy per atom of the eight optimized structures of PPTA.
structures Energy(eV/atom)
AP.U. S −5.9365
AP.U.NS −5.9362
AP.L. S −5.9350
AP.L.NS −5.9360
P.U. S ∼=“Northolt” −5.9348
P.U.NS −5.9340
P.L. S −5.9357
P.L.NS ∼=“Pb” −5.9352
It is worth mentioning that the AP.L.NS structure can have two different forms: The
main variant AP.L.NS has a β-angle of approximately 104◦. This is the one we obtain
after structural relaxation and its energy is listed in 6.2. It is the only of the eight
structures that has a β-angle substantially different from 90◦. The other, AP.L.NS(II),
has β = 90◦. Although AP.L.NS(II) is unstable, as it relaxes to AP.L.NS, when using a
(too) low cutoff of 400 eV, its β-angle does not relax. So we keep AP.L.NS(II) using a
structure optimized at 400 eV, since it is the structure that strongly resembles the “Liu”-
model that is widely discussed in the literature.145,148,150 Therefore, after relaxation the
total number of considered structures is seventeen. Out of them, nine structures are viable
candidates taken into account in the remainder of this study. Since these structures are
very similar we refer to them hereafter as allomorphs. Since all the structures are relaxed,
all the allomorphs reported here are different from structures reported in literature. In
the supplementary material, we report for the nine most favourable allomorphs in terms
of energy the lattice parameters and the coordinates of all the atoms in the unit cell.1
6.4 Results & Discussion
6.4.1 Solid-State NMR experiments
The experimental chemical shift data were obtained for Twaron 1010 fibres, a PPTA yarn
with intermediate modulus. We recorded 13C CP spectra at different contact times to
identify the quaternary carbons. In CP spectra, polarization is transferred through space
through the heteronuclear dipolar interaction and therefore carbons close to protons are
more pronounced at short contact times, compared to quaternary resonances. English
et al. were the first to report a solid state 13C chemical shift assignment of PPTA.152
Six distinct resonances were observed and assigned by comparing them to spectra of
dissolved PPTA and reference compounds. By dipolar dephasing the resonances around
166, 137.3 and 134.1 ppm were identified as quaternary carbons (carbons with no proton
attached, carbonyl, 1 and 1′).152 The resonance at 134.1 ppm was assigned to the t-ring
1The supplementary material can be found on the website of the publisher: http://dx.doi.org/
10.1021/acs.macromol.6b01051
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Figure 6.3: CP 13C spectra of Twaron 1010 at 35 kHz MAS. At longer contact time the
quaternary resonances are more pronounced (135-166 ppm). The spectra were recorded using
512 scans for each contact time with a recycle delay of 10 s.
and the resonance at 137.3 ppm to the p-ring. Then by intensity ratios, the resonances
at 130.3 and 127.7 ppm were assigned to the ortho resonances on the t-ring (2′ and
3′). The remaining resonance at 123.8 ppm was assigned to the ortho resonances on the
p-ring (2 and 3). The splitting of the resonances on the t-ring (2′ and 3′) was attributed
to an approach of the amide proton to one of the carbons on the ring.
Since the 3D packing of the atoms is not reflected in the figure, we feel urged to explain
that the position C2′ is defined as the carbon being closest to the oxygen of the carbonyl
group. The C3′ on the other hand is much closer to the N-H proton. On the p-ring,
the C2 position is the one closer to the NH proton and the remaining carbon is the
C3 compare inset (fig 6.3). This nomenclature is based on the labeling in literature.153
We note that depending on the 3D packing also all carbons can be inequivalent. Our
experiments in 6.3 confirm the assignment of English and Fukuda.152,153 The resonances
at 166, 137.6 and 134.2 ppm are clearly the quaternary resonances (carbonyl, 1′ and 1)
since they increase in intensity at longer polarization times. Then again by intensities,
the remaining three resonances at 130.9, 127.9 are assigned to the aromatic carbons on
the t-ring (2′ and 3′). The remaining resonance at 123.5 ppm is assigned to the ortho
carbons on the p-ring (2 and 3). The higher intensity of this resonance is in agreement
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with the fact that the resonance belongs to four carbons in the structure, while the
resonances at 130.9 and 127.9 ppm each represent two carbons.
Solely based on the chemical shifts we cannot assign the quaternary resonances 1 and 1′
to the different aromatic rings. Furthermore we cannot assign the ortho-resonances on
the t-ring to a position on the ring (2′ and 3′). The carbon resonances are relatively broad
and thus we cannot conclude - solely based on the 1D carbon spectra, which allomorphs
are present in the sample.
We expect that the proton chemical shifts will be more sensitive to the packing of the
molecular chains in the unit cell since they extend from the aromatic rings and are more
sensitive to changes in the structure, resulting for instance in altered ring currents effects
of the neighboring chain. Therefore we recorded a 1H-13C heteronuclear correlation
spectrum (HetCor) with a short contact time of 500 µs to limit spin diffusion and thus
only get correlations for the closest proton carbon distances. In 6.4 the 1H-13C HetCor
of Twaron fibres at 35.04 kHz MAS at 20 T is shown. The traces displayed at the top
and at the right are the skyline projections of the carbon and the proton dimension.
The proton projection shows that even at 35 kHz MAS, the aromatic proton resonances
still strongly overlap. In the individual carbon traces of the correlation spectrum clearly
different proton chemical shifts become visible, showing that the aromatic protons have
different chemical shifts that are not visible in single pulse excitation proton spectra. The
more accurate 1H chemical shifts available in the 2D experiment allow an assignment
of most resonances. Starting in the carbon dimension from left to right, the carbonyl
is relatively isolated and shows three proton contacts originating from the amide proton
(9.6 ppm) and two resonances on the t-ring (5.7 and 7.2 ppm) corresponding to H2′
and H3′. The quaternary resonance at 137.6 ppm shows a similar pattern and is thus
assigned to the quaternary resonance on the t-ring (C1′). The quaternary resonance
at 134.2 ppm couples to overlapping aromatic proton resonances around 6.5 ppm and a
weak contact to the amide proton, not visible for the resonance at 137.6 ppm, also in line
with a larger 1H-13C distance for the C2′. This observation suggests that the assignment
of the quaternary resonances C1 and C1′ reported by English and Fukuda in references
152 and 153 should be interchanged.
For the resonances at 130.9 and 127.9 ppm we observe a characteristic pattern: The
resonance at 130.9 ppm shows a strong correlation to the proton resonating at 5.7 ppm
and a weak one to the resonance at 7.2 ppm. For the carbons at 127.9 ppm, these
intensities are reversed; a strong correlation to a proton at 7.2 ppm and a weak one
to the protons 5.7 ppm arises. This pattern is characteristic for an aromatic ring with
inequivalent proton and inequivalent carbon chemical shifts. Both proton traces show a
strong and a weak interaction belonging to a close proton (the directly bound one) and
a more distant proton (belonging to the neighboring carbon).
The proton trace at 124.2 ppm in 6.4 shows no resolved individual resonances. The
proton resonances are therefore tentatively assigned to 6.2 and 6.7 ppm for H2 and H3.
This observation is supported by the observation of a strong correlation peak on the
diagonal around 6.6 ppm in a 1H double-quantum single-quantum (DQ-SQ) correlation
experiment (not shown).
The correlation allows the assessment of the proton chemical shifts of PPTA in the solid
state. The proton chemical shifts on the t-ring differ more than on the p-ring (H2′/H3′
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Figure 6.4: HetCor of Twaron 1010 recorded at 20 T using 35 kHz MAS. 48 t1-increments were
recorded in a spectral width of 17.5 kHz using 64 scans per increment and a recycle delay of 10
seconds. The projections are the skyline projections of the depicted region.
compared to H2/H3), as do the carbon chemical shifts (C2′/C3′ compared to C2/C3).
The assignment from the experiment is summarized in 6.3.
Table 6.3: Summary of the chemical shift assignment based on the experiments of Twaron1010.
NN
O
H
O
1'
2' 3' 1
2 3
terephthaloyl
phenylene
diamine
H
1′ 2′ 3′ 1 2 3
13C [ppm] 137.6 130.9 127.6 134.2 123.5 123.5 C=O: 166
1H [ppm] - 5.7 7.2 - 6.2/6.7 6.2/6.7 NH: 9.6
These considerations do not yet allow a definitive assignment of the chemical shifts of
the ortho carbons to a position on the t-ring, for which we resort to DFT calculations.
The splitting of the carbon resonances on the t-ring and the correlation pattern in the
HetCor experiment are examples of the sensitivity of solid-state NMR to the local en-
vironments of the spins and thus to the packing of the molecular chains. In fact the
splitting of the resonances on the t-ring is only observed in the solid state. When PPTA
is dissolved in sulfuric acid, the splitting vanishes due to motional averaging.
Recent examples show that proton chemical shifts are more sensitive to structural changes
and allow for better discrimination between structural models than do carbon chemical
shifts.189 Since the protons are on the outside of the aromatic rings in PPTA, we expect
them to be very sensitive to packing effects in the solid state.
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6.4.2 Chemical Shift calculations
With the DFT calculations the chemical shifts can be related to different positions on
the ring. This allows the identification of the C2′ carbon as the carbon on the t-ring
being closest to the oxygen. It has the larger chemical shift (130.9 ppm, compared to
127.6 for the C3′).
We carried out chemical shift calculations for all 9 models described earlier. The calcu-
lations show variations of the chemical shift based on the different structural motifs:
• P vs AP
Whether the amide bond is parallel or anti-parallel has only a small effect on the chem-
ical shifts of PPTA. The carbon chemical shifts hardly change, however the chemical
shift difference of the protons on the t-ring (H2′ and H3′) increases for the anti-parallel
allomorphs. This is best seen in the 2D HetCor simulations in 6.10 and Figures S6-
S14. Comparing the (P.*.*) and the (AP.*.*) allomorphs, the carbon projections hardly
change. However, the proton traces show a slight overlap for the P.U.NS and P.L.NS
allomorphs, whereas they are separated for AP.U.NS and AP.L.NS allomorphs in 6.10.
• L vs U
The change of the aromatic ring in the adjacent chain (like or unlike) has a strong
effect on the proton resonances of the p-ring. They resonate at higher ppm values for
the unlike ring packing. This is also visible in the 2D HetCor simulations in 6.10 and
Figures S6-S14. For the P.L.NS and the AP.L.NS allomorphs, the proton trace around
123.5 ppm indicates a proton shift towards lower ppm values compared to the P.L.NS
and the AP.L.NS allomorphs, also clearly visible in the proton projections.
• S vs NS
A shift of the chains relative to each other changes the symmetry of the resonances on
the aromatic ring. Without shift of the neighboring chains, the carbons (and protons)
on opposite sides of the same ring have the same chemical shift. A small shift of
the chains causes large changes in the chemical shifts of the carbons and the protons.
Especially the proton chemical shift varies strongly, regarding the smaller chemical
shift range of protons. The carbons on the aromatic rings are not symmetry related
anymore, and for all the carbons on the ring different resonances are seen. This can
be clearly seen in the scatter from linearity for the (*.*.S) allomorphs, compared to
the (*.*.NS) allomorphs (compare fig 6.5+6.6 and Figures S6-S14.
6.4.3 NICS calculations
In this section we aim to analyze to what extent the (calculated) chemical shifts and
their differences among the structures are indicative of chemical interactions between the
polymer chains. As an obvious first step, one can compare the chemical shift of a nucleus
in the solid with that of the same nucleus in an isolated molecule (keeping it in its crystal
conformation), i.e. we calculate the difference:
δstack = δcrystal − δmolecule.
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This approach has been successfully used, e.g., to investigate weak C–H· · ·O bonding.190
For our system the results are compiled in 6.4. For all model structures considered, the
variations among the H sites are similar. In PPTA this approach is flawed, because
meaningful differences in chemical shift are masked by ring-current effects.191 In order
to remove these, instead of δstack, we consider:
δinteracting = δcrystal − (δmolecule + δNICS) .
Here δNICS is the Nucleus Independent Chemical Shift (NICS) calculated at the position
of a nuclear site of the molecule in the crystal, where this particular molecule has been
removed. If the electronic structure of the molecules is unaffected by the presence of
their neighbors δinteracting will be 0. So any deviation from 0 indicates an inter-molecular
chemical interaction (induction, hydrogen bond, etc.), albeit a weak interaction. The
results for δinteracting are compiled in 6.4.
Evidently there is little difference between the structures considered, all follow the same
trend. There is no apparent correlation with dOH, the inter-molecular O-H distances in
the hydrogen bonded sheets), except for the NH proton. For this proton δinteracting is
large (1.5-1.7 ppm), which is to be expected because of the N–H· · ·O hydrogen bond
network that makes up the molecular sheets. Interestingly, for H2 it is also substantial,
i.e. of the order of 1 ppm. For each structure δinteracting(H2) is the largest of all the
carbon attached protons. Evidently this points to a chemical interaction: It can be related
to a σ − pi interaction or originate from an indirect effect of the the NH· · ·O hydrogen
bond. From the geometrical point of view, the former is more likely: the aromatic units
form a herring bone packing and the H2 proton is located closest to the centers of the
neighboring aromatic rings. However, the same holds for H2′, for which δinteracting is
considerably smaller.
In order to get more insight in the nature of the intermolecular interactions, we did
additional calculations of δinteracting for two hypothetical systems based on structure
P.U.NS. To switch off the effects of hydrogen bonding in model I, we removed all HN–CO
groups from the molecules surrounding the molecule that we study. That single molecule
is unaffected and frozen in its crystal conformation. Of the surrounding molecules only
the C6H4 rings remained. We saturated the dangling bonds with hydrogens, i.e. we made
an environment of benzene molecules, fixed at the positions of the PPTA rings. In this
model system we have (to a good approximation) only the effect of σ − pi interactions,
as all hydrogen bonds have been removed. Indeed, in 6.5 we see a substantial effect for
both H2 and H2′. Moreover, we see no effect at all for the NH proton. Therefore we
conclude that the σ − pi interaction is a relevant contribution to the chemical shifts of
PPTA. The σ− pi interactions might actually be the structure directing force behind the
herringbone packing that is clearly favored in these systems.
Next we considered the complementary model II, where we prevent the possibility of the
σ− pi interactions and focus only on the hydrogen bonding. Here we removed the C4H4
rings from the surroundings and saturated the remaining dangling bonds with hydrogens,
yielding COH-NH-CH3 molecules. We kept two atoms from the ring, so that N keeps the
same nearest neighbors as in the crystal. Here we see a large δinteracting for N (6.5), which
is almost equal to that calculated for the crystal. However, we also observe effects on the
ring, some even negative, indicating that the electronic structure of the ring system is
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affected by the NH· · ·O hydrogen bonds. With these two models we cannot completely
assign the different effects leading to δinteracting for the PPTA crystals. Evidently, our
models are only complementary to some extent. However these models clearly show, that
both effects, intermolecular σ − pi bonding and NH· · ·O hydrogen bond formation are
present and compete to affect the electronic structure of the PPTA rings.
Table 6.4: Calculated 1H isotropic chemical shifts δcrystal of the P.U.NS, AP.U.NS, AP.L.NS,
P.L.NS models. Also reported are δmolecule, δNICS), δstack and δinteracting (see text). Units in
ppm. The last column list the H to O distances dOH between neighboring molecules in the
hydrogen bonded sheets.
H δcrystal δmolecule δNICS δstack δinteracting dOH (Å)
P.U.NS 2′ −17.79 −21.96 3.57 4.17 0.60 4.28
3′ −16.49 −22.27 5.14 5.78 0.64 2.68
2 −17.68 −23.08 4.22 5.40 1.17 2.83
3 −17.07 −21.90 4.66 4.83 0.16 5.09
N—H −13.97 −21.86 6.21 7.89 1.67 2.07
AP.U.NS 2′ −17.93 −21.97 3.62 4.04 0.41 4.63
3′ −16.20 −22.29 5.61 6.09 0.49 2.90
2 −17.08 −23.06 5.01 5.98 0.96 2.58
3 −17.66 −21.80 3.83 4.14 0.30 4.77
N—H −14.21 −21.94 6.23 7.73 1.48 2.12
AP.L.NS 2′ −18.54 −21.97 2.95 3.43 0.47 4.29
3′ −16.45 −22.27 5.29 5.82 0.53 2.70
2 −16.76 −23.05 5.46 6.29 0.81 2.88
3 −17.39 −21.97 4.41 4.58 0.16 5.58
N—H −13.98 −21.85 6.27 7.87 1.59 2.08
P.L.NS 2′ −18.09 −21.93 3.38 3.84 0.45 4.46
3′ −16.85 −22.27 4.84 5.42 0.57 2.77
2 −17.29 −23.05 4.63 5.76 1.12 2.68
3 −16.82 −21.95 4.90 5.13 0.21 4.91
N—H −14.01 −21.88 6.20 7.87 1.65 2.07
6.4.4 Comparison experiment and calculations
In DFT calculations the (absolute) chemical shielding at the nucleus is obtained, whereas
in experiments the chemical shift relative to a reference compound is reported. So, the
experimental and DFT chemical shifts should - in principle - only differ by a constant.
Table 6.5: δinteracting (ppm) for PPTA in the P.U.NS structure and for the hypothetical model I
and model II to evaluate the effects of hydrogen bonding (I) and σ−pi interactions (II) respectively
(see text).
PPTA model I model II
2′ 0.60 0.83 −0.10
3′ 0.64 0.32 0.60
2 1.17 0.98 −0.18
3 0.16 0.32 0.35
N—H 1.67 0.00 1.71
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However in the literature depending on the method used and the nucleus studied, a small
deviation from a linear slope of unity is observed.192–196 While in the earlier literature this
issue was often discussed or both methods were considered, in more recent literature it is
often dismissed and the chemical shifts are related by an enforced slope of unity.197–199
It was also discussed to calculate, similar to an external reference in the solid-state NMR
experiments, a reference compound to relate to.200 However since these compounds are
often very mobile (TMS, adamantane), this is also prone to errors. Another approach is to
calculate a library of known compounds and relate the slope obtained from a simultaneous
fit to the compound of interest.196
To relate the calculated and the experimental chemical shifts, we chose here to di-
rectly compare the numbers by plotting the calculated (absolute) chemical shift of the
allomorphs against the experimentally observed chemical shifts and determine for each
allomorph the best fit of the form:
δcalc = mδexp + b (6.3)
Here m is the slope and b the offset in units of ppm.
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Figure 6.5: One-dimensional comparison of the experimental and calculated chemical shifts.
In 6.5 this comparison is made for the proton and the carbon chemical shifts of the
AP.L.NS allomorph. For protons and carbons of the AP.L.NS allomorph good linearity is
obtained when compared to the chemical shifts of the experiment. For the P.U.S allo-
morph in 6.6 good linearity for the carbons is obtained, however a doubling of the carbon
resonances is seen in the calculations. For the protons this is even more pronounced.
All the protons in the repeating unit show different chemical shifts. The 1H resonances
of this allomorph agree less well with the experimental data as the predicted scatter in
proton shifts is not observed experimentally. For all the allomorphs, a linear agreement
of the carbon isotropic chemical shifts can only be obtained, when the carbon assign-
ment derived from the HetCor experiment is used (6.3). The 1H and 13C chemical shift
comparison of all the allomorphs is shown in Figures S2-S5. In general for the (**.*.S)
allomorphs a doubling of the resonances is observed similar to the ones shown in 6.6.
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Figure 6.6: One-dimensional comparison of the experimental and calculated chemical shifts.
We note that the assignment of English and Fukuda (C1 and C1′ interchanged152,153)
gives a clear deviation from linearity, thus the calculations also suggest the reassignment
indicated by the through-space contact for one of the quaternary carbons in the HetCor
of PPTA.
For the identification of the best structural model the chemical shifts of all the nuclei
should be compared. To be able to compare proton and carbon chemical shifts simulta-
neously despite their completely different chemical shift range and their different number
in the unit cell, we chose to calculate for each model the root mean square error per
atom and nucleus in a way that protons and carbons weigh approximately equal: We
combined the 1H and 13C chemical shift data by scaling the 1H and 13C chemical shifts
to an equal range and then calculating the root mean square error (RMSErr) per atom
in units of ppm using eq. 6.4:
RMSXErr =
√√√√ 1
NX s2X
NX∑
i=1
(δexp,i − δlin,calc)2. (6.4)
Here X is either 1H or 13C, NX is the number of atoms X in the unit cell, sX is
the scaling factor of 10 (200/20) for X=13C and one for X=1H, δexp,i is the chemical
shift from experiments and δlin,calc are the linear chemical shift predictions based on the
calculations based on eq. 6.3.
The RMSErr of the proton and the carbon chemical shifts of the different allomorphs
are compared in 6.7. The allomorphs without applied shift (**.*.NS) have a much lower
RMS error for the protons. For the carbons there is very little variation in RMS error.
Evidently, the proton chemical shifts are more sensitive to the structural variations in the
unit cell. The other motif in the unit cell (U vs L and P vs AP) are not clearly reflected
in the RMSErr. The chemical shifts of the five allomorphs with the lowest RMSErr
are compared to the chemical shifts obtained from the experiments in 6.6. Here the fit
parameters m and b (eq. 6.3) and the resulting RMSErr without scaling of the carbons
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is given. To ease the comparison in numbers, the chemical shifts of the allomorphs are
tabulated as the projection of the calculations onto the linear fit. The calculated chemical
shifts of all the allomorphs are given in the supplementary information (Tables S1-S4).
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Figure 6.7: RMS Error of the experimental proton and carbon chemical shift assignment in rela-
tion to all the models. Models which are not shifted show better agreement with the experimental
assignment.
6.4.5 2D comparison experiment and calculations
Above we compared the proton and carbon chemical shift data of different allomorphs
separately. In principle the assignment is derived from a HetCor spectrum and therefore
we aim to compare the chemical shifts of the allomorphs also in two dimensions. A
full spin simulation of 56 atoms in a unit cell, with all the experimental parameters as
the spinning speed, rf-fields, contact times etc. in it, is beyond the scope of this study.
Therefore we decided to compare only the chemical shift positions of the correlations we
expect on the basis of the shortest distances and the number of atoms. In this way we
ignore the intensity of the real spectrum but do not have to assume a linewidth for the
allomorphs. Similar to the intensity the multiplicity of the atoms having similar chemical
shifts weighs the comparison towards the more often occurring correlations.
With the assumption that only the through-bond 1H,13C contacts and the 1H,13C on the
same ring (e.g. C2,H3, C1,H2/3) are visible in the HetCor, the 2D correlation of the
experiment is well reproduced and consists of 30 peaks, many of them are overlapping.
An example is shown for the AP.L.NS model in 6.8.
To quantify the agreement of the chemical shifts of an allomorph with the experimental
assignment, we calculated all the possible distances between two pairs of correlations in
the 2D spectrum. In this way we not only compare the distance of correlation peaks but
also the relative distances between all the proton and the carbon resonances. Similar to
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Table 6.6: Carbon and proton chemical shift of the different allomorphs in ppm. The calculated
chemical shift of the allomorphs are tabulated as a linear fit, according to eq. 6.3. m and b are
the slope and the offset of the linear fit in the 1D-chemical shift comparison. The root mean
square error per atom (RMSErr) summarized in 6.7 per allomorph without the scaling factor s.
P.L.NS P.U.NS AP.L.NS AP.U.NS AP.L.NS(II) Exp
13C chemical shifts
C=O 165.57 165.77 165.84 165.32 165.55 166.1
1′ 138.06 137.43 137.21 138.44 137.51 137.6
2′ 130.16 130.54 130.03 130.68 130.71 130.9
3′ 127.17 128.44 127.86 127.57 127.86 127.6
1 135.80 135.28 135.73 135.71 135.93 134.2
2 123.41 123.04 123.66 123.35 122.51 123.5
3 123.36 123.04 123.19 122.45 123.45 123.5
m 0.97 0.96 0.98 0.94 0.98 −
b [ppm] −34.07 −31.53 −35.59 −29.54 −32.20 −
RMSErr 0.77 0.56 0.70 0.84 0.79 −
1H chemical shifts
N-H 9.65 9.66 9.53 9.60 9.62 9.6
2′ 5.74 5.98 5.47 5.85 5.72 5.7
3′ 6.83 7.13 7.16 7.32 6.95 7.2
2 6.84 6.62 6.49 6.17 6.96 6.2/6.7
3 6.44 6.11 6.85 6.55 6.25 6.2/6.7
m 0.85 0.85 0.81 0.89 0.91 −
b [ppm] 21.33 21.34 20.69 22.03 22.18 −
RMSErr 0.20 0.16 0.17 0.14 0.14 −
the earlier discussion in 1D, we scale the carbon chemical shifts to an equal chemical
shift range to prevent domination of the distance by their larger chemical shift range.
The distances are calculated using equation 6.5
dki =
√
∆δ(13Cs)i + ∆δ(1H)i. (6.5)
Here dki is a distance i between two correlation in spectrum k being either the experi-
mental assignment or an allomorph. The subscript s indicates that the carbon chemical
shifts are scaled (s equal to 10 as used previously). To obtain an RMSError the difference
of the distances in an allomorph and the experiment is squared, summed and normalized
for the total number of distances considered:
RMSError,j =
n∑
i=1
√
(dexp,i − dji)2
n
. (6.6)
In equation 6.6, RMSError,j is the RMS error of allomorph j calculated with n dis-
tances. The correlations of the carbonyl were neglected since these would give very large
distances that could dominate the comparison. In total 24 of the 30 correlation peaks
were considered, giving rise to 276 distances between them (
(
24
2
)
= 276). The 2D RMS
error based on these distances per models is summarized on the left of 6.9.
The trend of the error is very similar to the 1D RMS error, but it is based on the combined
information of the proton and the carbon chemical shift. The fact that the trend in the 1D
and 2D comparison is similar, indicates that the structural motifs are strongest reflected
in the proton chemical shift. Also here the **.*.NS models have a lower RMS error. On
first sight it looks at least for the NS models as if the U.NS models have a lower RMS
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Figure 6.8: Comparison of the chemical shift assignment derived from the HetCor and the
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in the structure.
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Figure 6.9: Left: 2D RMS Error of the experimental proton and carbon chemical shift assign-
ment in relation to all the models. Models which are not shifted show better agreement with
the experimental assignment. Right: boxplot of all the differences of distances (∆dij) between
the experimental assignment and the allomorphs.
error and thus agree even better with the experiment (P.L.NS vs P.U.NS and AP.L.NS
vs AP.U.NS).
However, in this comparison we have calculated 276 distances for all the models, and
thus we can look in more detail at the deviations of the resonances of the allomorphs
from the experiment. To see how strongly the NS and S models differ and whether the
other structural motifs AP vs P and L vs U are reflected in the error, we look at the
boxplot of the differences of the 276 distances (∆dij=|dexp,i − dji|).
A boxplot assumes a normal distribution of a variable. The red line indicates the me-
dian of the differences, the blue box indicates the range where 50 % of the distribution
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is located (25th to 75th percentile), the whiskers extend to ± 2.7 σ (99.3 percent) of
the distribution and outliers are indicated individually. The boxplot for all the models is
shown on the right of 6.9. The median shows a similar trend as the RMS error on the
right, also here the NS models have a lower error. The much longer whiskers for the
**.*.S models in the boxplots, show that these models agree much less than the **.*.NS
models. Furthermore the overlapping boxes of the **.U.NS vs **.L.NS allomorphs show
that the differences are not significant.
The chemical shifts of the allomorphs also allow to constitute a HetCor spectrum on the
basis of the shortest distances, the number of attached protons (here one or none) and
the linewidths in the experiment (∆νC = 1.8 ppm and ∆νH = 1.0 ppm). This holds
especially for PPTA because the aromatic rings form a rather isolated spin system. All
spins have only few close neighbors, the distances across a ring and to the next chain are
above 3 Å and therefore not relevant for CP experiments at short contact times.
We used the simple approximation that a quaternary carbon has half the intensity of a
carbon in an ortho-position. By considering only distances well below 3 Å, most carbons
have only two protons in their proximity. The carbonyl is the only exception: it has two
contacts to the ortho positions on the t-ring (H2′ and H3′) and an additional contact
to the amide proton (NH). Using this approximation the the intensity of the carbon CP
spectrum at 500 µs contact time is roughly reproduced.
For the five allomorphs having the no-shift motif, subtle differences are visible in the
correlation patterns. They are shown together with the P.U.S allomorph as example
of the **.*.S models in 6.10. The simulated HetCor spectra of all the allomorphs
are shown in the supplementary material (Figures S6-S14). For the *.U.NS allomorphs
(fig. 6.10b+6.10d), the H2 and H3 resonances are towards lower ppm values, whereas for
the *.L.NS allomorphs they are at higher ppm (fig 6.10a+6.10c). This is best seen in the
trace of the C2/C3 resonating around 123 ppm for the allomorphs displayed. Only the
AP.L.NS(II) allomorph shows slightly different chemical shifts for the H2 and H3 protons
on the p-ring. For all the **.*.NS allomorphs the overall intensity distribution of carbon
projection is comparable to the one observed in the HetCor experiment. The intensity
pattern in the projections is not reproduced by the **.*.S allomorphs examplified by the
P.U.S allomorph in 6.10f. Here all the carbon resonances split and give rise to differ-
ent intensity distribution of the correlations, deviating from the experimentally observed
spectrum.
The clearly different proton chemical shifts H2′/H3′ are observed for all the **.*.NS allo-
morphs, however the width of the proton correlation of the C2/C3 carbons is not matched
in any of those allomorphs. But there are also some differences, the quaternary resonances
in the AP.L.NS(II) and the AP.L.NS model overlap, while they are clearly separated in
the experiment. Furthermore the rather broad H2/H3 correlations showing maximum
intensity between the H2′/H3′ correlations is not matched by a single allomorph. The
broadening of the proton traces on the p-ring could also arise if two allomorphs of the
group having *.L.NS and a *.U.NS nomenclature are present. This would give rise to
broadening of the proton trace of C2/C3 carbons, without much effect on the carbon
projection and the other correlations.
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The fact that there is no single model agreeing best is in line with the very similar total
energy of the models and makes it probable that allomorphs coexist in the fibres. Hints
for different structures simultaneously present in the fibre are not only the longstanding
discussion in XRD literature,143,145–148 but also the heterogeneous dynamics in PPTA
observed by deuteron NMR.154–159 These studies clearly reveal heterogeneous dynamics
linked to a rigid/static fraction ascribed to the core and a dynamic fraction located at
the surface of crystallites in PPTA. It was estimated that in as polymerized PPTA due
to the small crystallite size the fraction at the surface is approximately 40 %. Upon
polymerization the fraction decreases but a fraction remains exchangeable to heavy wa-
ter, proving that also in fibres surface effects may play a role. The crystallite size of
Twaron1010 was not estimated, but since it is a yarn with intermediate modulus, surface
effects might explain the relatively broad carbon lines despite high-power decoupling and
fast spinning. The broad lines could also be due to some disorder in surface regions
discussed above, or small packing variations causing varying ring current effects. The
orientational distribution for fibres was estimated to approximately 10-15◦ by 2H, 13C
and 15N NMR.159,161,162,201
A detailed 2D comparison comparing the distances of the chemical shift pairs in the
experimental correlation shows that the AP vs P and L vs U motifs are not clearly
reflected in the 2D RMS error or the correlation pattern. Therefore we cannot conclude
on the presence of them in Twaron 1010. DFT calculations of different models, however
show clear differences. The **.*.S allomorphs do not match with the chemical shift data
of Twaron 1010 as evidenced in the large much larger RMS error in the 1D and 2D
chemical shift comparison and therefore Twaron 1010 is mainly characterized by **.*.NS
allomorphs. Since the total energies of the allomorphs are very similar, some disorder is
present in PPTA fibres, as well as some orientational distribution in the packing of the
crystallites, it seems likely that different allomorphs coexist it the fibre.
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Figure 6.10: Two-dimensional HetCor for the remaining **.*.NS allomorphs (a)-(e) and the
P.U.S allomorph (f).
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6.5 Conclusions
Systematic variation of four structural motifs encountered in literature results in a family
of 16 PPTA structures with the same crystal lattice. From the energy point of view,
DFT calculations show that 9 PPTA structures are viable (one is similar to Liu model
discussed in literature, but with β 6=90◦). All these models consists of two molecular
chains in herringbone packing being either at the same height or not, having alike or unlike
rings in neighbouring chains next to each other and parallel or anti-parallel alignment of
the amide linkages in the neighbouring chains. Furthermore, a slight shift along the c-axis
of a fraction of an Å can be present. For the AP.L.NS we find a second variant with a
slightly different unit cell.
The combination of high-field solid-state NMR at fast spinning speeds (35 kHz) and
DFT calculations yields the complete unambiguous assignment of 1H and 13C chemical
shifts of an intermediate modulus PPTA fibre (Twaron 1010). The carbon assignment
revises the ones in literature by English and Fukuda.152,153 NICS calculations show that
σ-pi bonding as well as hydrogen bonding both influence the chemical structure of the
aromatic rings and account for the very similar proton chemical shifts on the p-ring.
The calculated chemical shifts for 1H and 13C are in best agreement with experiment
for the allomorphs with the adjacent chains in the unit cell at exactly the same height:
P.L.NS, P.U.NS, AP.U.NS, AP.L.NS and AP.L.NS(II).
Detailed 2D chemical shift comparisons confirm that for the Twaron fibre the **.*.NS
allomorphs are the most likely structures. The **.*.S models yield shifts that deviate from
the chemical shifts observed in experiments and also simulated correlation patterns based
on the shortest distances do not agree with the correlations and the intensities observed
in experiments. Comparison of the calculations show the influence of different structural
motifs on the chemical shifts, however the RMS error does not allow to conclude on the
prevalence of one of them in Twaron 1010.
From the fact that no allomorph perfectly matches the experimental spectra, that the
energies of the allomorphs are very similar and earlier NMR studies probed some hetero-
geneity and orientational distribution with respect to the fibre axis, it appears likely that
several (**.*.NS) allomorphs coexist in the fibres.

Chapter 7
Solid-State NMR
Characterization of
Low-Concentrated 23Na in
Aramid Fibers
In aramid (para-phenylene terephthalamide) fibers, small concentrations of
sodium ions are present as remnants from the neutralization step in the pro-
duction. This is thought to relate to the long-term stability of the fibers. Our
study shows that most of the sodium ions are accessible by water. Fitting the
23Na NMR spectra at two magnetic fields reveals a large distribution in both
quadrupolar interaction and isotropic chemical shift, indicating substantial
structural variations in the direct vicinity of the ions. All these observations
imply that, upon drying, the sodium ions reside in single pool in a very dis-
ordered environment. This implies that fibers consist of crystallites which
are packed in such a way that end groups are not exposed for coordination
with sodium. The sodium resides in intercrystalline regions of the fibers, i.e.
cracks and voids, possibly in the form of sodium sulfate at various stages of
(residual) hydration.
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Solid-State NMR Characterization of Residual 23Na in Aramid Fibers, Journal of Physical
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Chapter 7. Solid-State NMR Characterization
of Low-Concentrated 23Na in Aramid Fibers
7.1 Introduction
Polyaramid fibers are highly crystalline and have remarkable properties: By its weight
they are stronger than steel, heat resistant up to 500 ◦C and inert to most organic sol-
vents. The high-performance polymer is known to contain some inorganic impurities due
to the production process. The highest concentrated impurity is sodium, that remains
from the neutralization step in the production. The fibers are spun from anisotropic
solutions of 20%-wt para-phenylene terephthalamide (PPTA) in sulfuric acid. The acid
is neutralized using sodium hydroxide (NaOH). If sulfuric acid remains unneutralized in
the aramid fiber, it would hydrolyze PPTA in the long term. Therefore, it is of interest
to know how much sodium is present in the yarn in relation to the amount of acid. Also
the form of sodium in the fiber is of interest as it might reflect on the neutralization
process and the location of the sodium ions in the fiber. In fact, it is believed that reac-
tions with remnants of sulfuric acid are one of the main ageing mechanism of the fibers.202
In literature, the presence of sodium in polymers is often interpreted in terms of counter-
ions and ordered salts.203–205 In this respect, the use of solid-state 23Na NMR for the
characterization of such materials is very valuable, as ordered salts give rise to well-defined
powder patterns, which directly reflect on the local symmetry around the nucleus and
the size of the local electric field gradient leading to a specific quadrupole interaction.
The series of papers on sulfonated polystyrene (PS) by O’Connell et al. shows how
morphological changes, for instance as a function of humidity, temperature or molecular
weight, are reflected in the 23Na NMR spectra.206–208 O’Connell et al. observed that
even in a glassy matrix such as polystyrene, all the sodium ions are hydrated.206
By comparing the sodium spectra of dried sulfonated PS to model compounds, such as
sodium hydroxide and sodium toluenesulfonate, the authors show that ordered salts are
not appropriate to describe the sodium in the polymer matrix. The authors conclude
that rather than ordered salts, heterogeneous sodium aggregates are formed which are
characterized by a broad distribution in quadrupolar parameters.206
The later papers in the series show how the sodium spectra are influenced by the an-
nealing of the polymer and by the polydispersity of the polymer.207,208 These reports
demonstrate that 23Na NMR reflects on the morphology of the samples and that the
remnants of sodium reflect on the processing history of the samples.
The remnants of sodium in aramid fibers have been analysed by single pulse solid-state
NMR. Connor and Chadwik compared the 23Na NMR spectra of PPTA to a series of
sodium salts in order to identify the prevalent form of the occurrence of sodium ions
in the fiber.142 The authors concluded that sodium is most likely present as sodium
carbonate (Na2CO3). This is however very unlikely, as Na2CO3 is sometimes used to
neutralize sulfuric acid. Since sulfuric acid is the stronger acid, the formation of sodium
sulfate is more likely. Furthermore Na2CO3 is known to give a well-defined NMR powder
pattern, which was not observed in the 23Na spectrum of PPTA.142
To our knowledge, the sodium in aramid fibers has since this early report not been char-
acterized using modern high field solid-state NMR. A challenge in the analysis of the
remnants of sodium in aramid fibers is the very low concentrations. Typically only 0.1-
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0.3 %-wt of sodium remains in the fiber.202,209,210 Although sodium is 100% abundant
it is still challenging to study such low concentrations by NMR because of the broad lines
due to the quadrupolar interaction. The availability of high external magnetic fields (B0)
helps in this regard, as the second order quadrupolar interaction scales with ∝ 1B0 . At
higher fields, the quadrupolar linewidth reduces in addition to the favorable Boltzmann
polarization factor, which also eases the study of low sodium concentrations.
In the spectra by Connor and Chadwick,142 asymmetrically broadened lineshapes are
observed that suggest that the sodium ions in aramid fibers are best described by a dis-
tribution in quadrupolar parameters. Distributions in quadrupolar interaction parameters
have been observed in glasses and otherwise disordered materials. Local disorder gives
rise to a variation in distances and bond angles to neighboring nuclei. This disorder is
reflected in a variation in the chemical shift and the electric field gradient (EFG) and its
asymmetry parameter η caused by the local variations in the surrounding of the nucleus.
Quantification of the EFG distributions in relation to structural disorder is possible us-
ing the model by Czjzek211 which provides a probability distribution for the principal
component Vzz of the EFG tensor and its asymmetry parameter ηQ in relation to the
disorder which is postulated to result in normal distributions of the five independent el-
ements defining the (traceless) EFG tensor. The validity of this model has since been
studied in detail and an implementation for the description of NMR spectra has been
defined.212–214 In the context of NMR experiments it was realized that this model is too
limited to describe systems with a fairly well-defined local coordination and disorder in the
higher coordination spheres, calling for an extension which should warrant the isotropic
nature of the disorder and the fact that the EFG tensor elements remain normally dis-
tributed.215,216 In MAS NMR spectra of half-integer quadrupolar nuclei subject to local
disorder, asymmetrically broadened lineshapes are observed which tail to the high-field
(low-ppm) side. Such line-shapes can be described using the aforementioned models to
estimate the average quadrupolar coupling constant and its distribution. In addition, one
can extract information about the width of the isotropic chemical shift distribution, if
spectra are acquired at different magnetic field strengths, since the quadrupolar and the
chemical shift interactions have different field dependencies (∼1/B0 respectively ∼B0).
In this study we analyze the sodium spectra of aramid fibers as a function of sodium
concentration and hydration. We report quantitative single pulse excitation (SPE) spec-
tra at different external fields and a multiple-quantum magic-angle spinning (MQMAS)
experiment to estimate the variation of the quadrupolar and the chemical shift interac-
tions of sodium ions present in aramid fibers. Finally, we discuss the implications of our
results for the morphology-model of the polymer fiber.
Water & sodium in aramid fibers
Based on the X-ray structure, the density of PPTA is expected to be around 1.5 g/cm3.
The density of aramid fibers is however in the range of 1.43-1.45 g/cm3.217 The dis-
crepancy with the X-ray structure is explained by the presence of cracks and voids in the
structure which often hold water.142,218,219
The unit cell of PPTA leaves no space for the presence of water between the hydrogen
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bonded polymer chains and therefore the uptake of water by aramid polymers was already
linked previously to the presence of sodium ions e.g. in the form of sodium sulfate.218
Elemental analysis proves that among other impurities, 0.1-0.3%-wt sodium is present
in the fiber.202,209 Interestingly, an X-ray study reports the presence of ordered sodium
salts such as sodium sulfate/sulfite or sodium carbonate.220 The author also mentions
that the presence of ordered sodium salts was rather exceptional and should thus be
interpreted as an impurity.
Chadwick and Connor calculated that if all the water, up to 6%-wt, would reside on the
skin of the fiber, it would be 600-monolayers thick.142 By the weak interaction, this layer
would not remain around the fiber and therefore large fractions of the water must be
located in the interior of the fiber.
More recent studies show that in addition to cracks, two distributions of micro- and
macro-voids are present in aramid fibers.139,221 It is a long standing question, whether
these voids are related to clustering of specific chemical groups. Morgan et al. already
speculated on the clustering of end groups in such voids as well as on clustering of sodium
to compensate the charge of the polar groups.202 To our knowledge the location of the
end groups in the fiber has not been elucidated yet, as no analytical technique is available
to probe the chemical nature in combination with spatial resolution.
When chemical specificity and quantification is desired, usually NMR is the method of
choice. Unfortunately, the end group concentration is low, since the chain length is ex-
pected to be on the order of 100 repeat units and the natural abundance of the 13C or
15N nuclei is very low (1.1 % & 0.37% respect). The combination of low concentration
and low abundance poses therefore a challenge for the quantification of the end groups
by NMR.
7.2 Materials & Methods
Samples
In this study, four different Twaron R© aramid yarns with a sodium content ranging from
0.09%-wt to 0.366%-wt were supplied by Teijin Aramid BV (table 7.1). The sodium and
sulfur content was determined by X-ray fluorescence (XRF).
The degree of neutralization and thus the sodium content varies between the yarns.
Besides residual sulfuric acid the yarns also contain carboxylic end groups. The exact
carboxylic end group concentration is unknown but it is known that the chain length
is approximately 100 repeat units. This corresponds to about 100 mmol of end groups
(amino and carboxyl) per kg. As it is assumed that there are more carboxylic acid end
groups than amine groups there are at least 50 mmol of carboxylic acid end groups per
kg. When we assume that the sulfuric acid, being the stronger acid, is neutralized before
the carboxylic end groups a prediction towards the identity of the sodium species in the
yarns can be made. It is summarized in table 7.1. The first yarn was neutralized with
sodium carbonate, the last three yarns with sodium hydroxide.
The samples were thoroughly dried for at least 24 h in an oven at 120 ◦C before 23Na
NMR measurements.
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Table 7.1: Sodium and sulfur content of the yarns used in this study as determined by XRF.
The last two columns give the expected sodium sulfate and sodium terephthalate concentrations.
Yarn (% Na) dtexa # of filaments S (mmol/kg) Na (mmol/kg) predicted predicted
Na2SO4 (mmol/kg) CooNa (mmol/kg)
1 (0.090 %) 1680 2000 38 39b 19 0
2 (0.250 %) 930 1000 55 109 55 0
3 (0.268 %) 1680 1000 38 117 38 41
4 (0.366 %) 930 1000 57 160 57 46
a) The mass of the yarn in grams per 10.000 m. b) Neutralized with sodium carbonate instead of
sodium hydroxide.
Solid-state NMR
Quantitative single-pulse excitation (SPE) spectra were recorded using a VNMRS 9.4 T
and a VNMRS 20.0 T machine employing 80 kHz rf field strength and excitation pulses of
< pi6 to warrant quantitative excitation.
222,223 Further acquisition parameters are given
in the caption of the figures.
The MQMAS experiments were recorded at 20.0 T external field using a 1.6 mm rotor,
since better excitation efficiencies are obtained using higher rf-fields for 3Q excitation
and reconversion. The pulse-lengths were 3.9 and 1.3 µs for excitation and reconversion
respectively at an rf-field of approximately 180 kHz. The parameters were optimized on
Na2SO4, since the low concentrations in the samples did not allow for a quick parameter
optimization. For all the measurements we verified that the rotors were background
free and that the recycle delays were long enough to ensure full relaxation of the spins.
Chemical shifts are reported relative to an aqueous solution of NaCl (0.1 M) referenced
to 0 ppm.
7.3 Results & Discussion
7.3.1 Quantitative SPE spectra
To investigate the sodium content of the fibers we recorded quantitative single pulse
excitation spectra. The spectra recorded with 32k averages each, are shown in figure
7.1. More averages were recorded for the 0.09%-wt sample and its intensity was scaled
accordingly.
Since the NMR measurements are in principle quantitative because we use short pulses
and fast MAS,223 we derive the sodium content from the integral of the spectra. In table
7.2, the sodium content determined by NMR is compared to the sodium content by XRF.
In principle, the absolute sodium content can be determined by comparing the integrated
intensity to an external standard such as sodium chloride or sodium sulfate. Here we
choose to use integrals for relative comparison only, using the integral of the sample with
the highest sodium concentration, as determined by XRF, as a reference. The relative
intensities derived from the SPE measurements are in good agreement with the values
determined from XRF and show that the spectra can be interpreted quantitatively.
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Figure 7.1: Quantitative SPE spectra of all the samples recorded by accumulating 32k averages
at an external field of 9.4 T and a spinning speed of 10 kHz. For the last spectra more averages
were required for good signal to noise. The intensity is scaled by the number of scans and the
weight of the rotor.
Table 7.2: Sodium content determined by X-ray fluorescence (XRF) and derived by solid-state
SPE 23 Na NMR (SPE NMR)
XRF. SPE NMR
0.366 0.366a
0.250 0.247
0.268 0.236
0.090 0.094
a) Integral was set to 0.366%.
For all the samples, we observe mainly a broad asymmetric featureless line, also for the
yarns where one could expect a second sodium species based of the sulfur/sodium sto-
chiometry. In addition to the broad component we observe a small narrow line around
–2 ppm, for the 0.090% and the 0.268% sample (yarn 1 & 3).
The broad component is attributed to sodium in the polymer fiber. The fact that no
clear quadrupolar pattern is observed for these samples suggests that the sodium ions
are not in a well-defined crystalline environment as in an ordered salt, but experience a
variation in local coordinations so that the spectra are best described by a distribution
in quadrupolar parameters. In fact, the appearance of the spectra is very similar in term
of chemical shifts and linewidths to the spectra reported by O’Connell et al. for sodium
ions in sulfonated polystyrene.206
Narrow lines for quadrupolar nuclei are only observed for symmetric environments such as
cubic salts or for solutions where the quadrupolar interaction is averaged by the isotropic
motions. Turoscy et al. reported that many cubic salts of sodium resonate around
7.4 ppm.224 By the chemical shift, it is thus more likely that the narrow resonance in
the 0.268%-wt and the 0.090%-wt spectra is due to hydrated sodium ions that remain
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trapped in voids of the fiber, despite thorough drying. As these are the thicker yarns
(compare table 7.1), it seems plausible that small amounts of water remain trapped in
these fibers.
In the systematic study of sulfonated polystyrene, also a narrow resonance in this region
(-2.7 ppm) is observed for dried samples.208 The authors of this study attribute this line
to a change in morphology as it is only observed for monodisperse samples.
Furthermore, the study by Wang and Ando shows that the chemical shift of sodium de-
pends on the concentration.225 Therefore, the shift below 0 ppm could be a concentration
effect. This would hint to small pore-sizes, which are only filled with a few equivalents
of water and are not accessible from the outside. It has been estimated by Mauritz and
Moore that for sodium approximately 4-6 water molecules per ion are enough to obtain
an isotropic resonance line close to zero ppm.203,226
We note that the spectra of the 0.09%-wt and the 0.268%-wt sample, as well as the
0.366%-wt and the 0.250%-wt sample, are very similar. As these yarns are made up of
the same amount of filaments, the additional resonance could reflect on the morphology
of the different yarns.
7.3.2 Effects of hydration
For most applications of the fiber, the hydrated state of the fiber is the most repre-
sentative form. Rehydration experiments by Chadwick and Connor show, that most of
the water, up to 6%-wt, is absorbed within 24 h, but even after 5 days the weight still
increases.142
In the NMR probe the opposite experiment – in-situ drying of the aramid fiber – is easier
to implement. We use the fact that the top-cap of the ZrO2 rotor has a small hole and
thus water vapour can enter into - or escape from the rotor. To establish equilibrium
humidity, we stored the rotor for more than a week in 100% rel. humidity.
The dehydration takes place during NMR experiments by the dry N2 atmosphere that is
used for the spinning of the rotor. By the rotation, weakly adsorbed water will quickly es-
cape from the rotor. More strongly interacting/absorbed water will slowly diffuse through
the hole in the cap out of the rotor.
In figure 7.2, the 23Na SPE spectra are shown as a function of dehydration time. Every
spectrum is recorded adding 15000 scans (7.5 min). The changes in the spectrum reflect
on the changes of the hydration-state of the sodium ions in the fiber.
In the first spectrum (15 min) clearly two components with their maxima at –2 and –4
ppm are recognized. The line at –4 ppm tails to the low ppm side which could hint to a
third broad component or an exchange broadened resonance. Since we observe changing
of the relative intensities of the two resonances an exchange broadened second compo-
nent appears more likely. This is for instance visible in the spectrum after 2h, where the
resonance around –2 ppm is strongly reduced and the resonance around –4 ppm moved
to lower ppm values and became broader. The narrow line at approximately –2 ppm has
also been observed in the quantitative SPE spectra above (fig. 7.1) and was attributed
to solvated sodium ions.
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12 h 40 min
Figure 7.2: In-situ drying of the 0.250%-wt fiber inside the 20.0 T NMR spectrometer followed
by 23Na SPE spectra. Each spectrum is recorded with 15000 averages in a 4 mm ZrO2 rotor at
10 kHz MAS at 25 ◦C. The time of drying is indicated for the individual spectra.
Earlier studies suggest that the chemical shift of aqueous solutions of alkali metal halides
is concentration dependent. This has been shown by Turoscy et al. for the chemical shift
of cesium chloride solutions.227 The 7Li chemical shift, however, is independent on the
concentration. The study by Wang and Ando on sodium and its hydration as a function
of water content in poly(aspartic acid) sodium/poly(vinyl alcohol) blends suggests that
the chemical shift of sodium depends also on the concentration.225 It should be noted,
that the study by Wang and Ando was carried out on a 300 MHz machine and therefore
the resonance will not only start to move by the increased concentration but also by the
quadrupolar induced shift (qIS) due to the second order quadrupolar interaction as soon
as sodium starts to aggregate. The qIS is proportional to the strength of the quadrupolar
interaction. During the drying process the qIS will increase by aggregation of the sodium
ions from solution.
This effect explains the observation in figure 7.2; upon drying, first the narrow line at
–2 ppm is depleted. At the same time, the line at about – 4 ppm increases and then
starts to shift towards lower ppm values, by the increasing qIS . Throughout this series
of experiments, the relative intensity of the broad component increases since solvated
sodium aggregates. The low ppm resonance broadens and its center of gravity – the
point where the integrated part to the left and to the right are equal – moves to lower
ppm values by the increasing quadrupolar interaction. We interpret this as the shifting
of equilibrium of the exchanging sodium ions towards the aggregated form.
The observation that initially most of the sodium ions are hydrated, suggests that the
crack and void structure is very open, as most of the sodium ions can be reached by
water. Similar observations have been made by O’Connell for PS but also earlier Chad-
wick and Connor for aramid fibers.142,206 The broadening of the line is attributed to the
aggregation of sodium ions in the fiber: the environment of the sodium ions changes due
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to association with the polar groups of the polymer or counter ions. Without water it
is more difficult for the sodium atoms to have a symmetric coordination and therefore
the quadrupolar interaction increases upon dehydration. We verified that the spectrum
recorded after 12 h coincides with the spectrum of the dry 0.250 %-wt sample. It is
typified by one broad asymmetric component.
7.3.3 NMR characterization of sodium in aramid
The SPE spectra of the in-situ drying (fig. 7.2), suggest by the appearance of the broad
asymmetric lineshape that the sodium ions in the fiber are best described by a distribu-
tion in quadrupolar and possibly chemical shift parameters which is investigated in more
detail by field dependent SPE and MQMAS experiments.
Field dependence
As the field dependence of the chemical shift and the quadrupolar interaction is opposite
this can be used to separate their contributions to the linewidth. The chemical shift
interaction (in Hz) scales linearly with the external magnetic field, whereas the second
order quadrupolar interaction scales with the inverse of the external magnetic field.
Figure 7.3: Comparison of the 23Na SPE spectra of the 0.250%-wt recorded at two different
external magnetic fields. The spectra are scaled to the same intensity to ease the comparison.
In figure 7.3, the SPE spectra acquired at an external field of 9.4 T and 20.0 T are com-
pared. Both spectra are acquired using 10 kHz MAS and are processed in the same way,
using 100 Hz exponential line broadening. At lower field, the maximum of the spectrum
shifts to lower ppm and broadens severely. This is indicative for a sizeable quadrupolar
interaction.
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For a second order quadrupolar interaction, the center of gravity (δF2) of the powder
pattern does not coincide with the isotropic chemical shift (δiso).223 It is shifted by the
quadrupole induced shift qIS which is field-dependent. For a resonance that is dominated
by a distribution in quadrupolar parameters, CQ and η can no longer be determined in-
dependently, but the quadrupolar interaction product PQ = CQ
√(
1 + η
2
3
)
enters the
expression for the quadrupolar induced shift.
It is impossible to extract the contribution of a chemical shift distribution from a single
spectrum as both the quadrupolar and the chemical shift distribution lead to broadening
of the resonance. We observe that the spectrum recorded at lower field (green trace
fig. 7.3) is much broader in terms of ppm and shifts to lower ppm due to larger qIS , so
we conclude that the quadrupolar interaction is a major contribution to the linewidth,
particularly at 9.4 T.
Assuming that the distribution in isotropic chemical shift and the second order quadrupo-
lar interaction are the dominant interactions contributing to the linewidth, i.e. (field-
independent) dipolar interactions are considered negligible, the contribution of these
interaction can be estimated from the full width at half maximum (FWHM) in Hz. In-
terestingly, this FWHM is almost identical at both fields: 1550 Hz at 9.4 T and 1600
Hz at 20 T. Based on their field dependence we can therefore get estimates for the con-
tributions to the linewidth of the isotropic chemical shift distribution (∆CSD) and the
second order quadrupole interaction (∆Q) by solving the following equations:
FWHM(9.4 T ) =∆CSD +∆Q = 1550Hz (7.1)
FWHM(20.0 T ) =
20.0
9.4
×∆CSD + 9.4
20.0
×∆Q = 1600Hz. (7.2)
This results in a contribution of the isotropic chemical shift distribution to the linewidth
at 9.4 T of about 520 Hz (5 ppm) and a contribution of the quadrupole interaction
of 1030 Hz. At 20 T the relative contributions of these terms is reverted, i.e. 1100
Hz (5 ppm) for the distribution in the chemical shift and 500 Hz for the quadrupolar
contribution.
MQMAS
MQMAS experiments can be used to separate the anisotropic and the isotropic part of
the quadrupole interaction in two dimensions.228,229 The spectra obtained after a shear-
ing transformation hold the anisotropic powder patterns in the direct dimension (F2),
while the position in the indirect dimension (F1) reflects the isotropic chemical shift and
the quadrupolar induced shift. Due to the lower sensitivity, related to the triple-quantum
excitation and reconversion, the experiment is challenging in view of the low sodium con-
centrations in the present study. An MQMAS experiment has the advantage that it can
reveal the presence of chemically different sites which overlap in the 1D spectra. Further-
more, lines subject to distributions in quadrupolar interaction and chemical shift show
characteristic lineshapes that lay in distinct directions in the two-dimensional plane.223
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In the left panel of figure 7.4, the triple-quantum (3Q) filtered MQMAS spectrum ac-
quired at 20 T for the dry 0.250%-wt sample is displayed. This spectrum does not show
any obvious sign of different sodium sites, but suggests a single resonance subject to a
sizeable distribution in both isotropic chemical shift and quadrupolar interaction.
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Figure 7.4: Left: 3Q-MQMAS spectrum of the 0.250%-wt sample. The spectrum was acquired
using 15 kHz MAS and 30360 averages with 0.12 s recycle delay at 20.0 T. 30 complex points
were recorded (t1,max=960 µs). During 3Q evolution high-power SPINAL64 proton decoupling
was used. The spectrum is sheared and the indirect dimension is scaled by 9/34. 100 Hz
exponential linebroadening was applied in the direct dimension. 20 linear contours from 10-
100% are shown. Right: Fitted MQMAS spectrum assuming an extended Czjzek-model carried
out using the ssNake software (ref 7). The parameters are described in the main text.
The dashed diagonal in the panel of figure 7.4 indicates the isotropic chemical shift line,
where resonances that are not affected by a quadrupole coupling would resonate. The
large broadening of the spectrum along this direction is indicative for a distribution in
isotropic chemical shift, which can be estimated to be of the order of 5 ppm. The solid
black line indicates the slope of the quadrupolar induced shift. As discussed above, the
qIS shifts the center of gravity to lower ppm values. Following the convention for scaling
and referencing described by Engelhardt et al.,230 it is possible to get a first estimate
for the average quadrupolar interaction product PQ from the position of the center of
gravity of the line in the direct and indirect dimension, resulting in a PQ of approximately
1.8 MHz.
Thus the MQMAS spectrum confirms that the sodium is not present as an ordered
salt, but in a state with significant local disorder that can be characterized by an (ex-
tended) Czjzek distribution and a distribution in chemical shift, as already suggested
by the linewidths of the 1D spectra at different fields. The parameters extracted from
these linewidths and the position and pattern of the 2D data show good agreement,
confirming a substantial distribution in isotropic chemical shift and a sizeable average
quadrupolar interaction of the order of 2 MHz. More detailed insights must come from
fitting/simulation of the data based on the (extended) Czjzek model.
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Czjzek-model fitting
To get a more detailed insight in the NMR parameters of 23Na in the aramid fiber we
decided to fit the NMR spectra using either regular or extended Czjzek distributions using
the ssNake package.7 Fitting the MQMAS spectrum with a regular Czjzek distribution
does not give a satisfactory result, both the overall line shape and the peak maximum do
not correspond well to the experimental spectrum. Better results are obtained using the
extended Czjzek model as displayed in the right panel of figure 7.4. This results in an (av-
erage) isotropic chemical shift of -1.6 ppm with a distribution of 1150 Hz (5 ppm). The
fixed quadrupolar contribution of the local coordination is CQ,0 = 2.3 MHz and η0=0.65,
whereas the disorder is characterized by a distribution parameter σQ=0.3 MHz (following
the convention of Le Caer215). It should be noted that extracting the quadrupolar distri-
bution parameters from a single MQMAS spectrum is hampered by the fact that the 3Q
excitation and reconversion depends on the ratio of the quadrupolar coupling strength
and the radio-frequency field strength. As a result sites experiencing large quadrupolar
interactions are attenuated in the MQMAS spectrum. Nevertheless, the parameters are
good starting values for a detailed fit of the field-dependent SPE spectra. It proved im-
possible, however, to get a consistent fit of these spectra using the same parameter set.
This is attributed to experimental shortcomings for the spectrum acquired at 9.4 T. Here
the limited spinning speed truncates the width of the quadrupolar distribution. Sato et
al.231 observed that the linewidth of quadrupolar nuclei in glasses increases with increas-
ing spinning speeds up to a certain point. At lower spinning speeds, sites with a large
CQ only contribute weakly to the central transition resonance because their centerband
and sidebands are not well-separated.223 This means that only the spectrum obtained at
20 T can be expected to give a credible representation of the quadrupolar distribution.
This is corroborated by the fact that all spectra can be simulated using the same CQ,0
and η0 for the extended Czjzek distribution, but the distribution parameter σQ increases
going from the MQMAS spectrum to the 9.4 T spectrum. By fixing the chemical shift
distribution to 1150 Hz (5 ppm) in the fitting of the 20 T spectra, an average chemi-
cal shift δiso of -3 ppm is obtained, whereas the fixed quadrupolar contribution in the
extended Czjzek model is CQ,0 = 2.3 MHz and η0=0.64. The disorder in quadrupolar
parameters is characterized by a σQ of 0.4 MHz (figure 7.5). The probability distribution
for the quadrupolar coupling constant CQ and the asymmetry parameter ηQ for these
values are represented in the right panel of figure 7.5.
Again the fit of the line shape is not perfect, this is attributed to the limitations of the
extended Czjzek model. This model assumes an ordered local coordination of the nuclei
with disorder coming from variations in higher coordination spheres. It is more likely,
however, that there is also disorder in the local coordination without being completely
random, as assumed in the Czjzek model. Nevertheless, although not perfect, the fits
of the spectra show that the sodium ions in the fiber can be characterized by a single
distribution in NMR parameters for all the spectra acquired at 20 T field. Actually, we
tried fitting with a two-site model, but this did not lead to consistent fits for all three
spectra. This suggests that the sodium ions in the fiber indeed occur in the form of
very disordered aggregates that give rise to a large variation in both chemical shift and
quadrupolar interaction.
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Figure 7.5: Left: SPE spectrum of the 0.250%-wt sample acquired at 20.0 T field. For the
fit an extended Czjzek model was assumed with δiso=-3.5 ppm, σCS=1150 Hz (5 ppm) and
local quadrupolar parameters of CQ,0 = 2.3 MHz & η0 = 0.64 and a σQ of 0.4 MHz. Right:
probability distribution for the CQ and η arising from the extended Czjzek model.
To conclude on the state of the sodium ions, we look at the quadrupolar parameters of
sodium salts that could be present based on the neutralization process. The following ion
pairs are conceivable: derived from sulfuric acid: sodium sulfate, derived from tereph-
thalic acid moeities: sodium benzoate, sodium carbonate or sodium bicarbonate. Since
sodium hydroxide is used in the neutralization, sodium hydroxide could also remain in
the fiber. All these salts are known to give well defined quadrupolar powder patterns.
The quadrupolar parameters from literature are summarized in table 7.3. For some of
the salts multiple sodium sites exist by the symmetry of the packing in the unit cell. For
these, multiple rows give the parameters of the different sites.
Based on the 1D and the 2D measurements in our study, it is very clear that none of
the crystalline salts in the table occur as such in the aramid fibers. O’Connell observed
an amorphous form of NaOH at very high sodium concentrations. However, this form
resonates at much higher chemical shift and therefore amorphous sodium hydroxide can
be excluded as a possibility for the state of the sodium ions in the fiber.206 The ques-
tion to be answered for further insights into the state of sodium ions present, is how
the quadrupole parameter of disordered quadrupolar nuclei compare to ordered ion pairs
such as the salts in table 7.3. The observations by O’Connell for sodium in amorphous
environments suggests that no straightforward prediction is possible. The resonance as-
signed to sodium ions in a disordered environment has a very different isotropic chemical
shift compared to crystalline sodium hydroxide.206,233 Our observations corroborate that
none of the ordered ion pairs in table 7.3 is present in the fiber, but amorphous sodium
aggregates form. It is interesting to note, however, that the average found in our distri-
bution of quadrupolar NMR parameters is rather close to the NMR parameters found for
Na2SO4.
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Table 7.3: Quadrupolar parameters of relevant sodium salts.
Compound δiso [ppm] CQ [MHz] η reference
derived from sulfuric acid:
Na2SO4 0 2.64 0.62 142
derived from carboxylic acid:
NaC7H5O2 0.372 0.75 232
Na2CO3 8 1.2 0 142
3 2.5 0.4
NaHCO3 -6.25 a a 142
derived from sodium hydroxide:
NaOH 21 3.5 0 233
a) Not specified in reference 142.
7.3.4 Implications for the structural model
At ambient conditions a very large fraction of the sodium ions in polymer systems is
hydrated. Therefore the ion pairing or ordered salts discussed in literature for polymer
systems is at least misleading as the ions will be moving around in the hydrated state.
For the system we study here, the sodium diffused into the yarn in the neutralization
step. We observe that most of the sodium in the aramid fibers is still accessible by water.
This suggests that the sodium ions could also diffuse through the fiber. The reports
on sodium in different polymers suggest that sodium tends to hydrate easily in all the
polymer systems and is directly related to the water uptake of many polymers.
The 1D SPE spectra of the dried samples show that the sodium ions are in a disordered
environment with an average coupling strength similar to the quadrupole interaction ob-
served for some well-defined sodium salts. Interestingly, similar spectra are obtained for
all sodium concentrations. The only difference in the spectra, the additional narrow com-
ponent for the 0.090% and the 0.268% yarn, is most probably related to the thickness of
the fibers. From our results one can not determine with which counterparts the sodium
ions coordinate based on the size of the quadrupole interaction alone. From literature,
it is known that most of the sodium is in the form of sodium sulfate.202,210,218 There-
fore and by the fact that the sodium was introduced to neutralize sulfuric acid, sodium
sulfate is the most probable form. Since crystalline sodium sulfate gives a well defined
quadrupolar powder pattern, the sodium in the polymer is most likely present in disor-
dered aggregates of sodium sulfate, possibly with some residual H2O molecules present.
For sulfonated PS and Nafion the sodium is believed to form heterogeneous aggregates
that cluster in ion-rich domains, which by the heterogeneity in the cluster size and by
interactions with surrounding ions also give rise to a variation in quadrupolar parame-
ters.206,226 Since the appearance of the sodium spectra in the aramid fibers is very similar
to the spectra observed for sulfonated PS and Nafion, it is likely that such ion-rich do-
mains are also present in the aramid fiber.
Morgan et al. speculated about the presence of ion-rich domains in aramid fibers.202 By
the morphology of aramid fiber,202,234,235 it is likely that these aggregates are located in
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the micro- and macro-voids of the aramid fiber, as most of the sodium can be solvated in
a humid environment and the crystal structure of PPTA leaves no room for the incorpo-
ration of sodium salts. They speculated further that some sodium ions, could aggregate
close to charged end groups in the inter-crystalline region.202,210 They argue that the
voids are related to sodium sulfate and discuss that sodium ions also coordinate directly
to end groups.
This was also expected based on the sodium/sulfur ratio given in table 7.1. We observe
however only one broad heterogeneous sodium distribution for all the different yarns with
varying sodium concentration. Surprisingly also for yarns 3 & 4 (0.268% & 0.366%)
where a second sodium site is expected based on the stochiometry of sodium and sulfur,
as it is not matched by sodium sulfate alone. For these yarns the excess sodium was
expected to coordinate to the carboxylic end groups (compare table 7.1). The fact that
we do not observe a second sodium site for these yarns means either that the second site
is so similar in quadrupolar parameters that it simply overlaps, even at more than double
the external magnetic field, or that the sodium ions do not coordinate in large quantities
to the carboxylic end groups.
That the second site is similar in all parameters (linewidth, isotropic chemical shift and
quadrupole coupling), is very unlikely. Furthermore, when the spectral appearance of the
two sites is the same, still, the spin-lattice relaxation (T1) could vary, but we observe
also for the 0.366% sample, the sample which should clearly hold two sodium species a
single T1.
In this discussion the number of end groups that can be reached by the sodium is very
important, as the end groups are the only groups that contain no sulfur and are therefore
the most probable candidate for a second site. The most plausible explanation for the
lack of a second sodium site is that the morphology of the fiber leaves many of the end
groups inaccessible to sodium ions by the packing of the molecular chains in the crystal-
lites.
In the fiber morphology models put forward by Morgan et al. and Li,202,235 the fibers
(12 µm diameter) consist of a skin/core structure. The skin is on the order of 0.1-1 µm
and is less ordered compared to the core. In the skin the macromolecules are staggered
and the end groups are randomly distributed. In the core, rod-like crystallites are ori-
ented along the fiber axis. These crystallites, have according to Morgan et al., uniform
length of approximately 220 nm, whereas the model put forward by Li, based on electron
microscopy of disections of the fiber, allows for different sizes of crystallites. In these
crystallites the end groups are thought to be non-randomly distributed. It is believed that
the end groups and other impurities, cluster in the inter-crystalline regions and that this
is the region where the sodium sulfate and other impurities are located.
For the number of available end groups, the chain length of the macromolecules is also
of importance. PPTA is known to have a molecular weight distribution which needs to
be accommodated in the morphology models. It is believed that the chain length of
individual PPTA molecules is related to the length of the rod-like crystals. The estimate
that the chain length is on the order of 100 nm, as estimated for the yarns in this study
and by Yang,236 implies that the end groups are not only clustered in the inter-crystalline
regions, but that also in the rod-like crystals staggered packing of the individual PPTA
molecules is required to match the observed length of approximately 200 nm for the
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rod-like crystals in the core of the fiber. A staggered packing of the molecular chains in
the rod-like crystallites of the core reduces the availability of the end groups for sodium
coordination in the neutralization process and could explain the absence of a second Na
site, since in this situation, the end groups are not available for coordination to sodium.
Morgan et al. studied the impurities in PPTA210 and speculate that the sodium distri-
bution is more complex than put forward by table 7.1. The authors reason that 80% of
the sodium ions is in the form of sodium sulfate, and only a minor fraction of sodium is
coordinated to other ionic groups such as sulfonic acid (–SO3Na) or terephthalic acid.
These speciation is however debated by Yang as it leaves too many acid groups, that
would degrade the fiber over time.236 Degradation is however not observed for aramid
fibers. Furthermore, the presence of sulfuric acid which is not neutralized in the process
is neglected and the ratio of sodium/sulfur is not comparable to the values we observe
in this study.
If we assume a chain-length of individual PPTA molecules around 200 nm or an equivalent
of 150-250 repeat units – a value often given in literature,202,235,237 a sodium concen-
tration of 0.366%-wt corresponds to 8 sodium ions per PPTA macromolecule. In fact,
the length of approximately 200 nm in the cited references and the references therein,
are based on the mass average molar mass (Mw). For the average chain length of PPTA,
the number average molar mass (Mn) is more representative and based on the Mn, chain
lengths on the order of 100 nm are expected, also for the samples described in the cited
literature (Mw ≈ 40000). For that reason, four sodium ions per macromolecule of PPTA
seem more realistic for the 0.366%-wt yarn. Therefore the main sodium species is ex-
pected to be sodium sulfate, because sulfuric acid is the strongest acid in the system. It is
expected that then sulfonic acid groups will be occupied by sodium, before coordination
to terephthalic acid end groups occurs.
When no coordination to the end groups is present, as the SPE spectra suggest, there is a
mismatch in the stochiometry of sulfur and sodium established by XRF, since not all the
sodium can be used up by the formation of sodium sulfate. As we observe that the sodium
aggregates are disordered, the incorporation of other ions to counter the charge of the
sodium upon drying is likely. For instance some immobilized water molecules/hydroxide
ions could be present that introduce the disorder in the surrounding of the sodium ions.
This could reconcile the mismatch between the ratio of the sulfur and the sodium. A
hint towards the presence of immobilized water is the observation that the linewidth of
the sodium spectra is temperature dependent.
The fact, that the sodium hydrates under ambient conditions in all of the yarns suggests
that the sodium is indeed in the inter-crystalline region of the core. Our study shows
that the inter-crystalline regions are connected by diffusive pathways to the outside of
the fiber and allow water diffusion into and out of the fiber. A previous study, shows
that although some impurities can be washed out under harsh conditions, 50 % of the
impurities remain in the fiber.210 This is another indication, together with the hydration
behavior, that the sodium sulfate resides in the inter-crystalline regions in the core of the
fiber.
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7.4 Conclusions
We have shown that despite the very low sodium concentration, solid-state NMR can be
used for the quantification of the sodium content in aramid fibers.
In contrast to the earlier study by Connor and Chadwick, we show that the sodium in
aramid fibers is not present as an ordered salt but most likely forms disordered sodium
sulfate aggregates in cracks and voids. The 1D 23Na spectra at different magnetic fields
can be described using the extended Czjzek-model with an average isotropic chemical
shift around -3 ppm and an average quadrupole interaction product of about 2.3 MHz
with a distribution σQ of 0.4 MHz. Except for the width of the distribution which is
affected by the experimental conditions, the parameters agree well with the lineshape
observed in an MQMAS experiment. The relative large quadrupolar coupling shows that
the sodium ions reside in an asymmetric local environment. The large distribution in
chemical shift of about 5 ppm, best visible in the MQMAS experiment at high magnetic
field, indicates substantial structural variation around the sodium ions, since sodium has
only a small chemical shift range. We conclude that the heterogeneous aggregates are
most likely located in the inter-crystalline region of the fiber.
From the invariance of the spectra towards changes in sodium concentration we infer
that the sodium ions are located in ion rich domains. The presence of other ions, most
probably hydroxides, can give rise to disorder. At ambient conditions a very large fraction
of the sodium in polymer systems is hydrated. Therefore the ion pairing discussed for
polymer systems of sodium with chemical groups of polymer groups discussed in literature
is very unlikely. The fact that the sodium hydrates in the aramid fiber suggests also that
the sodium can diffuse through the fiber.
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Summary
In this thesis two topics were in the focus of attention: 1) obtaining high-resolution spec-
tra of mass-limited samples and 2) getting structural insights into materials by state-of-
the-art solid-state NMR.
In chapter 2, we introduced a triple-resonance micro magic angle spinning setup for the
study of mass-limited samples (up to 50 nL volume), which allows for high resolution
experiments and by the micro-coil for the best mass-sensitivity. We demonstrate that
high-resolution triple-resonance correlation experiments can be recorded for isotopically
enriched samples and show that for a single-crystal very high proton and carbon resolu-
tion can be obtained. The proton-resolution of 0.14 ppm obtained for a single crystal
under homonuclear decoupling is unprecedented. We ascribe the high resolution to the
reduced bulk susceptibility in the crystal and the rf-homogeneity of the micro-coil.
In chapter 3 we gave an overview of the experimental aspects influencing DUMBO de-
coupling and found that transient compensated DUMBO pulses result in spectra with
better lineshapes. We explored whether the homonuclear decoupling performance can
be improved by an on-spectrometer optimization that is based on a multi-objective evo-
lutionary algorithm steered by three criteria. Good decoupling solutions can be found
using this approach in a reasonable amount of time. Our observations suggest that there
is a multitude of good solutions. These solutions compete with the known eDUMBO
solutions. Furthermore we discuss future direction to be explored in the parametrization
of DUMBO sequences to improve the resolution further.
The high resolution obtained by homonuclear decoupling was exploited in chapter 4
in fully-proton based so-called spin-diffusion experiments. We discuss the fundamentals
of this experiment and show that the experiment is driven by a two-spin magnetization
exchange process. We discuss the sensitivity of these experiments with respect to struc-
tural changes by the comparison of experiments to the known crystal structure of the
model compound glycine. Furthermore we use this method to study the polymorphism of
DL-methionine. The detailed comparison to structural models in combination with sim-
ulations shows that the experiment is in principle sensitive to sub-Ångström variations,
however, the dynamics of the molecules cannot be neglected and prevents at the moment
the reliable use of this method as a tool for structural characterization.
In chapter 5, we use the high proton resolution for more sensitive correlation experiments
in the solid state by proton detection at moderate spinning speeds. We discuss which
factors influence the sensitivity of such experiments and how the sensitivity for the dif-
ferent steps of the experiment can be determined. The sensitivity in 2D experiments can
be compared in terms of signal-to-noise per unit time and significant sensitivity gains are
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obtained for proton-detected 1H-13C and 1H-15N correlations. The examples of natural
abundant correlations, also of mass-limited samples show the strength of these experi-
ments.
In chapter 6 we discussed how the structural motifs discussed for PPTA would be
reflected in solid-state NMR correlation spectra. By combining solid-state NMR exper-
iments and DFT calculations we obtained an unambiguous assignment of 1H and 13C
chemical shifts of an intermediate modulus PPTA fibre (Twaron 1010). The calculations
show that σ-pi bonding as well as hydrogen bonding both influence the chemical shifts
of the aromatic rings and account for the very similar proton chemical shifts on one of
the aromatic rings. Detailed 2D chemical shift comparisons confirm that for the Twaron
fibre the **.*.NS allomorphs are the most likely structures. From the observations that
no allomorph perfectly matches the experimental spectra, that the energies of the allo-
morphs are very similar and the fact that earlier NMR studies probed some heterogeneity
and orientational distribution, it appears likely that several (**.*.NS) allomorphs coexist
in the polymer fibres.
In chapter 7 we study by 23Na solid-state NMR what the state of the low-concentrated
sodium ions is in such fibers. We show that sodium amounts well-below 1%-wt can be
analyzed quantitatively. Our results suggest that the sodium ions form amorphous aggre-
gates of sodium sulfate that can be described using the extended-Czjzek model. From
1D and 2D experiments we determine the quadrupolar parameters of the sodium aggre-
gates and discuss the implications for the morphology of the fiber. From our observations
it is most likely that the sodium ions are located in the intercrystalline regions of the fiber.
In summary, this thesis presents the first triple-resonance µMAS set-up, which allows
to study minute sample amounts with the best mass-sensitivity. Because of the low-
volume, proton NMR is the method of choice for such samples. We explored how the best
proton resolution is obtained under experimental conditions relevant for the µMAS setup.
Therefore, homonuclear decoupling techniques are explored. These experiments result in
very highly resolved proton spectra, especially for single crystals. The high resolution can
be further exploited in fully proton-based so-called spin-diffusion experiments that reflect
on structural information with sub-Ångström resolution. The detailed analysis of the DL-
methionine data shows that some refinements are needed to include the intramolecular
dynamics to use this method as a tool for structure determination.
The high resolution by homonuclear decoupling can be used for more sensitive correlation
experiments at moderate spinning speeds. These high-resolution experiments allow for
correlations of mass-limited samples in natural abundance in a few hours measurement
time.
The application of high-resolution techniques to polymer fibers shows that especially
the proton chemical shifts reflect on the structural alternations in the packing. The
comparison of chemical shifts from experiments to shifts obtained by DFT calculations
for the different structural models of PPTA, shows that structural changes are reflected in
the correlation spectra. We discuss the most likely structures for the polymer fibers based
on these observations. The study of similar polymer fibers by 23Na NMR demonstrates
that the sensitivity is good enough for the quantitative study of quadrupolar nuclei in
low concentrations (below 1 %-wt). The 1D and 2D experiments reveal an amorphous
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environment of the sodium ions. Their hydration behaviour reflects on the morphology
of the polymer.

Samenvatting
In dit proefschrift stonden twee onderwerpen centraal: 1) het verkrijgen van hoge-resolutie
spectra van massa-gelimiteerde monsters en 2) het verkrijgen van structurele inzichten
in materialen door middel van state-of-the-art vaste-stof NMR.
In hoofdstuk 2 hebben we een driekanaals micro magic-angle-spinning opstelling geïn-
troduceerd voor de studie van massa-gelimiteerde monsters (tot aan een volume van
50 nL). Deze opstelling maakt hoge resolutie experimenten mogelijk en heeft door de
micro-spoel de beste massa-gevoeligheid. We demonstreren dat hoge resolutie triple-
resonante correlatie-experimenten voor isotopisch verrijkte monsters mogelijk zijn en zeer
hoge proton- en koolstof-resolutie voor een eenkristal verkrijgbaar zijn. De protonreso-
lutie van 0.14 ppm voor een eenkristal door middel van homonucleaire ontkoppeling is
niet eerder vertoond. We schrijven de verhoogde resolutie toe aan de verminderde bulk
susceptibiliteit in het eenkristal en de rf-homogeniteit van de micro-spoel.
In hoofdstuk 3 gaven we een overzicht van de experimentele aspecten die de DUMBO-
ontkoppeling beïnvloeden en ontdekten dat transient-gecompenseerde DUMBO pulsen
spectra met betere lijnvormen opleveren. We hebben onderzocht of de homonucleaire
ontkoppelingsprestaties kunnen worden verbeterd door een on-spectrometer optimalisatie,
die gebaseerd is op een multi-objective evolutionair algoritme gestuurd door drie criteria.
Goede ontkoppelingsoplossingen kunnen binnen een redelijke tijd worden gevonden. Onze
observaties suggereren dat er een veelvoud aan goede oplossingen is. Deze oplossingen
concurreren met de bekende eDUMBO-oplossingen in termen van resolutie. Verder be-
spreken we toekomstige richtingen die men zou kunnen verkennen in de parametrisering
van DUMBO-sequenties om de resolutie nog verder te verbeteren.
De door de homonucleaire ontkoppeling verkrijgbare hoge resolutie werd in hoofdstuk
4 gebruikt voor volledig op protonen gebaseerde zogenaamde spin-diffusie experimenten.
We bespreken de achtergrond van dit soort experimenten en laten zien dat het experiment
volledig gebaseerd is op een twee-spin magnetisatie uitwisselingsproces. We bespreken
de gevoeligheid van dit experiment tot structurele veranderingen door de experimenten
met de bekende kristal structuur van het model systeem glycine te vergelijken. Verder
gebruiken we deze methode om het polymorfisme van DL-methionine te onderzoeken.
De gedetailleerde vergelijking met structurele modellen in combinatie met simulaties laat
zien dat het experiment gevoelig is voor sub-Ångström variaties, maar ook dat de dynam-
ica van de moleculen niet kan worden verwaarloosd. Daarom kan deze methode op dit
moment niet als betrouwbare huplmiddel in de structerele karakterisering van moleculen
en materialen worden ingezet.
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In hoofdstuk 5 gebruiken we de hoge protonenresolutie voor gevoeligere correlatie-
experimenten in de vaste stof door middel van proton-detectie in experimenten bij gematigde
rotatiesnelheden. We bespreken welke factoren de gevoeligheid van zulke experimenten
beïnvloeden en hoe de gevoeligheid in de verschillende gedeeltes van het experiment kan
worden bepaald. De gevoeligheid in 2D-experimenten kan worden vergeleken in termen
van signaal-ruisverhouding per tijdseenheid en we laten zien dat significante gevoeligheids
verbeteringen kunnen worden verkregen voor proton-gedetecteerde 1H-13C en 1H-15N cor-
relaties. De voorbeelden van proton gedetecteerde correlaties van niet isotopen verrijkte
monsters, ook van massa-gelimiteerde monsters, tonen de toegevoegde waarde van deze
experimenten.
In hoofdstuk 6 hebben we besproken hoe de structurele motieven die voor PPTA worden
verwacht zich weerspiegelen in vaste-stof NMR correlatiespectra. Door het combineren
van vaste-stof NMR experimenten en DFT berekeningen, verkregen we een ondubbelzin-
nige toekenning van 1H and 13C chemische verschuivingen van een gemiddeld modulus
PPTA garen (Twaron 1010). De DFT berekeningen laten zien dat allebei σ-pi bindingen
maar ook waterstofbruggen de chemische verschuiving van de aromatische ringen beïn-
vloeden en verantwoordelijk zijn voor de veel op elkaar lijkende chemische verschuivingen
van de protonen op een van de aromatische ringen. Gedetailleerde vergelijkingen van de
2D chemische verschuiving bevestigen dat voor het Twaron-garen de **.*.NS-allomorfen
de meest waarschijnlijke motieven zijn. De observatie dat er geen perfecte match is met
de experimentele spectra, dat de allomorfen in termen van energie zeer vergelijkbaar zijn
en het feit dat erdere NMR studies heterogeniteit en een verdeling in orientatie aanto-
nen, maken het waarschijnelijk dat er meedere (**.*.NS) allomorfen coexisteren in het
polymer garen.
In hoofdstuk 7 onderzochten we door middel van 23Na vaste-stof NMR wat de toestand
van de lage concentratie natrium ionen in het garen is. We laten zien dat de hoeveelheid
natrium, hoewel ver onder een gewichtspercent, kwantitatief kan worden bestudeerd.
Onze resultaten suggereren dat de ionen amorfe aggregaten van natriumsulfaat vormen
die met behulp van het uitgebreide Czjzek-model kunnen worden beschreven. Uit 1D- en
2D-experimenten bepalen we de quadrupolaire parameters van de natriumaggregaten en
bespreken de implicaties voor de morfologie van het garen. Gebaseerd op onze waarne-
mingen is het zeer waarschijnlijk dat de ionen zich in de interkristallijne gebieden van het
garen bevinden.
Samenvattend presenteert dit proefschrift de eerste drie-kanaals µMAS-opstelling die het
mogelijk maakt om kleine monsterhoeveelheden met de beste massagevoeligheid en re-
solutie te bestuderen. Door het klein volume is proton NMR de voorkeurswerkwijze voor
dergelijke monsters. Daarom onderzochten we hoe de beste proton resolutie kan worden
verkregen onder meetcondities die relevant voor de µMAS opstelling zijn. Daarom wer-
den homonucleaire ontkoppelingstechnieken verkend.
Deze experimenten resulteren in een zeer hoog onderscheidend vermogen voor proton
spectra, in het bijzonder voor eenkristallen. De hoge resolutie kan verder worden ge-
bruikt in zogenaamde spin-diffusie-experimenten die structurele informatie met een sub-
Ångström resolutie weergeven. De gedetailleerde analyse van DL-methionine toont aan
dat er enkele verfijningen nodig zijn om de intramoleculaire dynamica mee te nemen en
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deze methode als werktuig voor structuurbepalingen te kunnen gebruiken.
De hoge resolutie door middel van homonucleaire ontkoppeling kan ook worden gebruikt
voor gevoeligere correlatie-experimenten bij moderate rotatiesnelheden.
Deze hoge resolutie experimenten maken het mogelijk om correlatie experimenten voor
massa-gelimiteerde monsters die niet isotoop verrijkt zijn in enkele uren meettijd op te
nemen.
De toepassing van hoge resolutie technieken op polymeergarens toont aan dat vooral
de chemische verschuivingen van protonen gevoelig is voor structurele variaties in de
pakking van moleculen. De vergelijking van chemische verschuivingen van de experi-
menten met DFT-berekeningen voor de verschillende structurele modellen van PPTA
laat zien dat structurele veranderingen zich weerspiegelen in de correlatiespectra. We
bespreken de meest waarschijnlijke structuren voor de polymeergarens op basis van deze
waarnemingen. De studie van vergelijkbare polymeergarens met 23Na NMR toont aan
dat de gevoeligheid voldoende is voor de kwantitatieve studie van quadrupolaire kernen
in lage concentraties (minder dan een gewichtspercent natrium gehalte). De 1D- en 2D-
experimenten onthullen een amorfe omgeving van de ionen. Hun hydratatiegedrag geeft
inzichten in de morfologie van het polymeer.
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