Abstract. We study the boundedness of Riesz transforms in L p for p > 2 on a doubling metric measure space endowed with a gradient operator and an injective, ω-accretive operator L satisfying Davies-Gaffney estimates. If L is non-negative self-adjoint, we show that under a reverse Hölder inequality, the Riesz transform is always bounded on L p for p in some interval [2, 2 + ε), and that L p gradient estimates for the semigroup imply boundedness of the Riesz transform in L q for q ∈ [2, p). This improves results of [7] and [6] , where the stronger assumption of a Poincaré inequality and the assumption e −tL (1) = 1 were made. The Poincaré inequality assumption is also weakened in the setting of a sectorial operator L. In the last section, we study elliptic perturbations of Riesz transforms.
Introduction
The L p boundedness of Riesz transforms on manifolds has been widely studied in recent years. The Riesz transform has to be thought of as "one side" (or one half) of the commutator between two first order operators: the gradient, coming from the metric structure of the underlying space, and the square root of a second order operator under consideration (e.g. the Laplace-Beltrami operator on a Riemannian manifold). Thus, Riesz transform bounds allow to compare the two corresponding first order homogeneous Sobolev spaces. The aim of this article is to give new sufficient criteria for the boundedness of Riesz transforms in L p for p > 2, and to study its stability under elliptic perturbations.
Before describing our results in detail, let us introduce the setting and some notation.
1.1. Setting. Let (X, d) be a locally compact separable metric space, equipped with a Borel measure µ, finite on compact sets and strictly positive on any nonempty open set. For Ω a measurable subset of X, we shall denote µ (Ω) by |Ω|. For all x ∈ X and all r > 0, denote by B(x, r) the open ball for the metric d with centre x and radius r, and by V (x, r) its measure |B(x, r)|. For a ball B of radius r and a real λ > 0, denote by λB the ball concentric with B and with radius λr. We shall sometimes denote by r(B) the radius of a ball B. We will use u v to say that there exists a constant C (independent of the important parameters) such that u ≤ Cv, and u ≃ v to say that u v and v u. Moreover, for Ω ⊂ X a subset of finite and non-vanishing measure and f ∈ L 1 loc (X, µ), − Ω f dµ = 1 |Ω| f dµ denotes the average of f on Ω.
From now on, we assume that (X, d, µ) is a doubling metric measure space, which means that the measure µ satisfies the doubling property, that is (VD)
V (x, 2r) V (x, r), ∀ x ∈ X, r > 0.
As a consequence, there exists ν > 0 such that
We abstractly define a gradient operator Γ, in terms of which we express first order regularity on the metric space.
Assumptions on Γ. Assume that there exists a sublinear operator Γ, with dense domain F ⊂ L 2 (X, µ). Assume that Γ is a local operator, which means that for every f ∈ F , supp Γf ⊆ supp f. Moreover, assume that Γ satisfies a relative Faber-Krahn inequality, that is for every ball B of radius r ≤ δ diam(X) with some δ < 1, and all f ∈ F supported in B, We then consider an unbounded operator L on L 2 (X, µ) under the following assumptions.
Assumptions on L. Assume that L is an injective, ω-accretive operator with domain D ⊂ F in L 2 (X, µ), where 0 ≤ ω < π/2. Assume that for all f ∈ D,
Assume that L satisfies L 2 Davies-Gaffney estimates, which means that for every r > 0 and all balls B 1 ,B 2 of radius r
By our assumptions, L is an injective, maximal accretive operator on L 2 (X, µ), and therefore has a bounded H ∞ functional calculus on L 2 (X, µ). The assumption ω < π 2 implies that −L is the generator of an analytic semigroup in L 2 (X, µ). See [1, 33] for definitions and further considerations, and Section 2 for examples.
We will assume the above throughout the paper. We abbreviate the setting with (X, µ, Γ, L).
1.2.
Notation. For a (sub)linear operator T and two exponents 1 ≤ p ≤ q ≤ ∞, we say that T satisfies L p -L q off-diagonal estimates at scale r > 0 if there exist implicit constants such that for all balls B 1 ,B 2 of radius r and every function f ∈ L p (X, µ) supported in B 1 , we have
|T f | q dµ We assume that p L = 2 and p L = 2. By composing off-diagonal estimates, it follows that for every p, q ∈ (p L , p L ) with p ≤ q, the semigroup e −tL satisfies L p -L q off-diagonal estimates. We deduce that for every p ∈ (p L , p L ), sup t>0 e −tL p→p < ∞,
and (e −tL ) t>0 is bounded analytic on L p (X, µ), see [15, Corollary 1.5] . In particular, it means that (tLe −tL ) t>0 is bounded on L p (X, µ) uniformly in t > 0. For p ∈ (1, ∞), one says that (R p ) holds if the Riesz transform R := ΓL −1/2 is bounded on L p (X, µ), which means
and that estimates (G p ) on the gradient of the semigroup holds if
We refer the reader to [7] for the introduction of this notion, and where the investigation of the link between (G p ) and (R p ) has started. In the following, whenever we talk about (G p ), we shall implicitly assume p ∈ (p L , p L ).
Let us now formulate scale-invariant Poincaré inequalities on L p (X, µ), which may or may not be true. More precisely, for p ∈ [1, +∞), one says that (P p ) holds if
where B ranges over balls in X of radius r. Recall that (P p ) is weaker and weaker as p increases, that is (P p ) implies (P q ) for q > p, see for instance [30] . The version for p = ∞ is trivial in the Riemannian setting.
1.3.
Main results and state of the art. As started in [7] , it is natural to study the connection between gradient estimates (G p ) and the boundedness of the Riesz transform (R p ). It is easy to see that for every p ∈ (p L , p L ), (R p ) implies (G p ) by analyticity of the semigroup in L p (X, µ). For p = 2, we have (R 2 ) by assumption, and therefore also (G 2 ). Following [21, 14, 31] , it is known that (G p ) and (R p ) also hold for every p ∈ (p L , 2).
But the following question still remains open:
This question is still open in the general framework we are considering here, and no counter-example is known. We refer the reader to the last paragraph of Subsection 2.1 where we describe two situations where (G p ) is known but not (R p ).
So it is a very deep question to understand which extra property (or maybe none) is sufficient / necessary to deduce (R p ) from (G p ).
In [7] , a positive answer has been obtained under the additional assumption of the Poincaré inequality (P 2 ) and the conservation property. Here, we say that L satisfies the conservation property, if e −tL (1) = 1 for all t > 0 ( 1 ), and that Γ satisfies the conservation property, if for every φ ∈ F , one has Γφ = 0 on every ball B such that φ is constant on B. With our notation, the result in [7] states as Theorem ( [7] ). Let (X, µ, Γ, L) be as in Section 1.1. Assume (P 2 ), p L = ∞, and assume that L and Γ satisfy the conservation property. Suppose p ∈ (2, ∞). If (G p ) holds, then (R q ) holds for every q ∈ (2, p).
However, in order to have (R p ) for some p > 2, it is known that neither (P 2 ) is a necessary assumption, as the example of [17] for the two copies of R n glued smoothly along their unit circles shows, nor is the conservation property, as the example of some Schrödinger operator shows.
In the present work, we shall push the argument of [7] further by weakening these two assumptions (P 2 ) and conservation property. We consider two situations, first the more specific situation of a non-negative, self-adjoint operator, and then, in a second part, the situation of a sectorial operator as described above. In both cases, we are able to relax on the assumptions imposed in [7] .
Let us first discuss the case of non-negative, self-adjoint operators L. Here, we can in particular make use of the fact that the assumption (DG) is equivalent to the finite propagation speed property of √ L. This fact was observed in [38] , and it was used there in order to study the boundedness of the Riesz transform for p < 2, as well as for p > 2 on 1-forms. We then introduce a property (RH p ) (see Definition 2.8), which describes a reverse local Hölder inequality for the gradient of harmonic functions. This property already appeared in [27] for the solutions of elliptic PDEs. In the context of Riesz transform bounds, it was already used in various results for Schrödinger operators [40, 5, 39] , and in [6] for the Laplace-Beltrami operator on a Riemannian manifold. In Subsection 3.4, we prove the following. Theorem 1.1. Let (X, µ, Γ, L) be as in Section 1.1. Assume that L is a nonnegative, self-adjoint operator, with p L > ν or with the additional assumption (2.6).
Following [12, Theorem 6 .3], we know that if L and Γ satisfy the conservation property, the combination (G p ) with (P p ) for some p > 2 implies (P 2 ), and so implies (R q ) for every q ∈ (2, p) by [7] .
Since we will also check that (G p ) with (P p ) (and in particular (P 2 )) implies (RH p ) (see Proposition 3.9), this new result improves [7] . Moreover, we remove the assumption of the conservation property. This allows to apply the result to e.g. Schrödinger operators. However, Question A still remains open in its generality. since for the two glued copies of R n with its Riemannian gradient and the Laplace operator, we have (G p ) and (R p ) for p ∈ (1, n), but a simple argument shows that (RH p ) is not satisfied for p > 2 (we leave it to the reader to check this). Theorem 1.1 will be proved by an extensive use of harmonic functions and a fundamental lemma, which allows to locally "approximate" (in some sense) a function by a harmonic function, see Lemma 2.10.
With similar methods, we can then also give a partial answer to the following question.
It is clear that in general, (G p ) cannot imply (R p+ε ) without any additional assumption. A counterexample is again the example of the two glued copies of R n . For n = 2, it is known that for every p > 2, (R p ) does not hold, but (R 2 ) and (G 2 ) hold trivially. In Subsection 3.2, we prove the following sufficient criterion. Theorem 1.2. Let (X, µ, Γ, L) be as in Section 1.1 with both Γ and L satisfying the conservation property. Assume that L is a non-negative, self-adjoint operator. If (G p ) and (P p ) hold for some p ≥ 2, then there exists ε > 0 such that (R p+ε ) and (G p+ε ) hold.
Then in the second part (Section 4), we will focus on the situation where the operator L is only sectorial and not necessarily self-adjoint. We show Theorem 1.3. Let (X, µ, Γ, L) be as in Section 1.1, with the conservation property for L and Γ.
In such a situation, it is unknown if (G p ) together with (P p ) implies (P 2 ). The proof of this statement in [12, Theorem 6.3 ] relies on the self-adjointness of the operator, which is used through the finite propagation speed property to deduce a perfectly localised Caccioppoli inequality. So as far as we know, the assumptions are actually weaker than those in [7] .
In the last section, we finally show that reverse Hölder inequalities in L p are stable under small elliptic perturbations for p close to 2. Theorem 1.4. Let (M, µ) be a doubling Riemannian manifold with ∇ the Riemannian gradient and ∆ the Laplace-Beltrami operator. Assume that the heat kernel of (e t∆ ) t>0 satisfies pointwise Gaussian estimates. If the reverse Hölder property (RH q ) holds for −∆ and for some q > 2, then there exists ε > 0 such that for every p ∈ (2, 2 + ε) and every map A with A − Id ∞ ≤ ε and L A = −∇ * A∇ self-adjoint, the properties (RH p ) and (R p ) are satisfied with respect to the operator L A .
Examples of Applications and Preliminaries

Examples and Applications.
• Dirichlet forms and subdomains. Let (M, d, ν) be a complete space of homogeneous type as above. Consider a self-adjoint operator L on L 2 (M, ν) and consider E the quadratic form associated with L, that is
If E is a strongly local and regular Dirichlet form (see [24, 29] for precise definitions) with a carré du champ structure, then with Γ being equal to this carré du champ operator, (R 2 ) and (DG) hold. In particular, this is the case if (M, d, ν) is a Riemannian manifold with L its non-negative LaplaceBeltrami operator and Γ the length of the Riemannian gradient.
We consider the two following situations:
In such a case, the typical upper estimate for the kernel of the semigroup is
Under (VD), (DUE) self-improves into a Gaussian upper estimate
See [28, Theorem In such a situation, the operator L satisfies the conservation property [29] , and the space (X, d, µ) may or may not satisfies a Poincaré inequality (P p ). (b) Local situation with Dirichlet boundary conditions. Given an open subset U ⊂ M, we can also look at the heat semigroup in U with Dirichlet boundary conditions. So consider L U the operator with domain
Then it is known that L U generates a semigroup in L 2 (U, ν). However, it is important to emphasise that due to the Dirichlet boundary conditions, the conservation property does not hold for L U ! If the domain U is assumed to be Lipschitz, then under (DUE) for the underlying space, it is known that the semigroup associated with L U has also a heat kernel with Gaussian pointwise bounds and so
Moreover the (eventual) Poincaré inequality (P 2 ) on the ambiant space (M, d, ν) can be used to study the balls intersecting the boundary ∂U (as done in e.g. [27, 40] ). In particular, it is proved that if (M, d, ν) satisfies (P 2 ) and U is Lipschitz, then for some p > 2 a reverse Hölder property (RH p ) holds for L = L U , as well as (G p ) and (R p ). Assume that (M, d, ν, L) is doubling and satisfies a Poincaré inequality (P 2 ) with (DUE). Consider U ⊂ M an unbounded inner uniform open subset (see [29] for a precise definition), which includes the case of Lipschitz domains. Then [29, Theorem 3.12] shows that U equipped with its inner structure is also doubling. In order to get around the fact that L U is not conservative, we can use the h-transform (as described in [29] ): let h > 0 be a reduite of U (which is a positive solution on U of Lh = 0 with Dirichlet conditions) and consider the operator
with domain
Then L h U is self-adjoint with respect to the measure h 2 dµ and satisfies the conservation property. According to [29] , this structure defines a strongly local and regular Dirichlet form with a Poincaré inequality (P 2 ) with respect to its carré du champ Γ := |∇|. Moreover the semigroup associated with L h U has also a heat kernel with Gaussian pointwise bounds (relatively to the measure [29] ). So by our Theorem 3.6, there exists ε > 0 such that (R p ) holds for p ∈ [2, 2 + ε) which means
. Moreover, we also have (RH p ) for p > 2 close to 2.
• Schrödinger operators.
If (M, d, µ) is a doubling Riemannian manifold with ∇ the Riemannian gradient, we may consider the Schrödinger operator L := −∇ * ∇ + V associated with a potential V . Let us focus on the case V ≥ 0, otherwise the situation is more difficult and we refer the reader to [2, 3] (and references therein) for some works giving assumptions on V to guarantee the boundedness of the Riesz transform. If V is non-negative and belongs to some Muckenhoupt reverse Hölder space, then boundedness of the Riesz transform has been obtained in [40, 5] .
For V ≥ 0, we may consider Γ given by
Moreover, if (DUE) holds on the heat semigroup generated by −∇ * ∇, then it also holds for L, hence (p L , p L ) = (1, ∞). Because of the potential V , the operator L does not satisfies the conservation property. If (M, d, µ) satisfies the Poincaré inequality (P 2 ) with respect to ∇, then it can be proved that L satisfies a (RH p ) property for some p > 2 and with Γ = |∇| (see Proposition 3.10).
As an application of Theorem 3.14, we deduce the following result.
Theorem 2.1. Assume that (M, d, µ) is a doubling Riemannian manifold satisfying (DUE) and (P 2 ). Then for every potential V ≥ 0 there exists ε > 0 such that for L = −∇ * ∇ + V and Γ = |∇|, we have (RH q ) as well as (G q ) and (R q ) for every q ∈ (2, 2 + ε).
It has to be compared with [18] where a negative answer for (G p ) (and so (R p )) is given for p > ν if the operator L has a positive ground state function.
• Second order divergence form operators.
Consider (M, d, µ) a doubling Riemannian manifold (satisfying (VD ν )), equipped with the Riemannian gradient ∇ and its divergence operator div = ∇ * . To A = A(x) a complex matrix-valued function, defined on M and satisfying the ellipticity (or accretivity) condition (see Section 5 for details), we may define a second order divergence form operator
Then L is sectorial and satisfies the conservation property but may not be self-adjoint.
In this case, the reverse Hölder property (RH p ) for some p > 2 is implied by (P 2 ), see [27, Chapter 5, Thm 2.1]. We refer the reader to Section 5 where a stability result (with respect to the map A) is shown for the reverse Hölder property.
• Examples where (G p ) is known.
We shall give here two examples of situations where (G p ) is known for some p > 2. However (R p ) is still unknown, which motivates to ask Question A. (a) Consider V a non-negative potential on R and define on R 2 (equipped with its Euclidean structure), the operator for
Then L generates a semigroup, which has a heat kernel satisfying Gaussian bounds. For Γ = ∂ x 1 , since V is very nice along the first coordinate, it is natural to ask for the boundedness of ΓL −1/2 . Such a boundedness is unknown and does not seem to be trivial, since L −1/2 makes interact the action of L on the two coordinates. However, it is surprising to observe that (G p ) easily holds for every
which is uniformly (with respect to t) bounded.
given by bounded measurable complex coefficients c α , depending on
and also is the generator of an analytic semigroup (e −tL ) t>0 in L q . Then [35, Theorem 3.1] shows that a local version of (G q ) holds (with Γ = ∇). In this context, L qboundedness of some local Riesz transforms is unknown.
Preliminaries.
We start by recalling some technical results, which will be needed later.
We denote by M the Hardy-Littlewood maximal operator, defined for f ∈ L 1 loc (X, µ) and x ∈ X by (2.1)
where the supremum is taken over all balls B ⊂ X with x ∈ B. For p ∈ [1, +∞), we abbreviate by M p the operator defined by
Let us recall Gehring's result [25] which describes a self-improvement of inequalities involving maximal functions. Theorem 2.2. Let (X, d, µ) be a doubling space. Let 1 ≤ p < q < ∞ be two exponents and f ∈ L q loc (X, µ) such that for some constant C > 0, 1 < α < β < 2 and a ball B we have for almost every x ∈ 2B
and
The original result is due to Gehring [25, Lemma 2] , with a modification in [26, Appendix] which emphasises the restriction to sub-balls Q instead of global maximal functions. There is a large amount of literature on the topic, with extensions to various settings ( [27, 32] and also [36] ). The proof relies on a suitable Calderón-Zygmund decomposition.
Let us also recall the following equivalence between weak and strong Poincaré inequalities (combining [30, Theorem 3.1] and [34] ).
for f is equivalent to the weak version: there exists λ > 1 such that
where B ranges over balls in X of radius r.
We also recall the following (well-known) fact about Poincaré inequality (see for instance [ Lemma 2.4. Let (X, d, µ) be a doubling metric measure space with (VD ν ). Assume that (P p ) holds for some 1 ≤ p < +∞. Then if q ∈ (p, +∞) is such that
≤ 1, the following Sobolev-Poincaré inequality holds:
for all f ∈ F , r > 0, and all balls B r with radius r.
We will use the following extrapolation result ( [7] , [10, Theorem 3.13]).
Proposition 2.5. Let (X, d, µ) be a doubling metric measure space. Let (A t ) t>0 be a family of linear operators, uniformly bounded in L 2 (X, µ). Let T be a sublinear operator which is bounded on L 2 (X, µ). Assume that for some q ∈ (2, +∞), every ball B of radius r > 0 and every f ∈ L 2 (X, µ), we have
Let us state a technical result, which describes how a higher order of cancellation with respect to the operator L allows us to gain integrability through off-diagonal estimates.
. Then for every ball B of radius r > 0 and every function f ∈ L 2 (X, µ), we have
, where the supremum is taken over all balls Q containing B.
Proof. We write K = M − ρ with M ≥ 1 an integer and ρ ∈ (0, 1]. Let B be a ball of radius r and f ∈ L 2 (X, µ). Using a Calderón reproducing formula, we can write
Now recall by analyticity of the semigroup, (tL
Consequently, 
Putting the two parts together yields the conclusion.
Harmonic functions. Let us first rigorously describe what we mean by harmonic functions. First note that the map
) and so in particular in F .
) and B be a ball. We say that u is harmonic on
Definition 2.8. Suppose p 0 ∈ (2, ∞). We say that the reverse Hölder property (RH p 0 ) holds if for every ball B of radius r > 0 and every function u ∈ F which is harmonic on 2B, one has
Remark 2.9. By the self-improving of the RHS exponent of a reverse Hölder inequality (see [12, Appendix B]), we deduce that a reverse Hölder property (RH p 0 ) for some p 0 > 2 implies a L 1 -L p 0 reverse Hölder property: for every ball B of radius r > 0 and every function u ∈ F which is harmonic on 2B, one has
First of all, harmonic functions will play a crucial role, so let us detail the main tool which allows us to approximate a function with a harmonic function. Lemma 2.10. Let (X, µ, Γ, L) be as in Section 1.1 with L non-negative and selfadjoint. Let f ∈ D and consider an open ball B ⊂ X. Then there exists u ∈ F such that f − u ∈ F is supported in the ball B and u is harmonic in B. Moreover, we have
We follow the same scheme as in [12, Lemma 4.6] , where a proof was given in the particular setting of a Dirichlet form. We explain here how can we extend it to the current more general framework.
Proof. Consider the space of functions
Then, due to (1.1) and the local character of operator Γ, the application
defines a norm on H. Consequently, H equipped with this norm is a Hilbert space, with the scalar product
By the representation theorem of Riesz, there exists v ∈ H such that for every
We set u := f − v so that v = f − u being in H is supported in B. Moreover for every φ ∈ H, φ is supported in B so the previous equality yields
So u is harmonic in B.
Then observe that since f − u is supported in B and u is harmonic on B by using (R 2 ), we have
Since f − u ∈ F is supported on B, Property (1.1) yields
and so (2.5).
In the previous result, the last quantity in (2.5) may be removed if we make an extra assumption.
Lemma 2.11. Let (X, µ, Γ, L) be as in Section 1.1 with L non-negative and selfadjoint. Assume in addition that for every f ∈ D, every ball B and every function
Then for every f ∈ D and every an open ball B ⊂ X, there exists u ∈ F such that f − u ∈ F is supported in the ball B and u is harmonic in B, that is, for every φ ∈ F supported on B E(u, φ) = 0. Moreover, we have
We let the reader check that the exact same proof as the one of Lemma 2.10 holds, except that now we can directly control the linear map γ with
Remark 2.12. The new assumption (2.6) can be thought of as a sharp localised reverse Riesz inequality in L 2 (M, µ). It is in particular satisfied for second order elliptic operators L of divergence form, with Γ being the length of the gradient.
Boundedness of Riesz transforms of self-adjoint operators under reverse Hölder property
In this section, (X, µ, Γ, L) will be as in Section 1.1, with the additional assumption that L is self-adjoint in L 2 (X, µ).
3.1. About finite speed of propagation. We first need some technical results on specific approximation operators having finite propagation speed. We recall that for a non-negative, self-adjoint operator L on L 2 (X, µ), Davies-Gaffney estimates (DG) for the heat semigroup are equivalent to the fact that the solution of the corresponding wave equation satisfies the finite propagation speed property. See e.g. [38] and [22, Section 3] . The self-adjointness allows us to work with a better functional calculus than just H ∞ functional calculus, namely functional calculus based on the Fourier transform. As investigated in [9] , this calculus interacts nicely with the finite propagation speed, and yields sharper off-diagonal estimates for operators generated by the calculus. propagates at distance at most r. That is, for all f ∈ L 2 (X, µ) with supp f ⊆ E ⊆ X, one has
Moreover we have the following L 2 off-diagonal estimates: for all Borel sets E, F ⊆ X, we have
for every pair of balls B 1 , B 2 of radius r > 0, we have
Proof. The first statement on ϕ(r √ L) and the estimate (3.1) follow from the Fourier inversion formula and the bounded Borel functional calculus of √ L, see [9, Lemma 4.4]. The estimate (3.2) then follows from (3.1), the assumption (G 2 ) and the fact that Γ is supposed to be local. For the proof of
, we use that thanks to real time off-diagonal estimates and the analyticity of ( We may now prove the following version of Lemma 2.6.
Note that under our assumptions on ϕ, for every K ∈ N the function z → z 2K ϕ(z) ∈ S(R) is even with compact Fourier support. We can therefore apply Lemma 3.1 to
of the form (3.1). On the other hand, we know that with (I + r
where we used N > ν 4
(since p > ν) in the last estimate.
3.2. Poincaré inequalities and gradient estimates.
and every integer N,
and all balls B r of radius r.
The result was shown in [12, Proposition 5.4] in the case N = 1. The proof for general N ∈ N is similar, we give a proof here for the sake of completeness. 
Since ϕ(0) = 1, one has
Using the finite propagation speed property applied to the functions ϕ and
) satisfy the propagation property at a speed 1 and so propagate at a distance at most r. The same stills holds by composing with the gradient. Hence,
For q ∈ (2, p], one obtains (G q ) via interpolation between (G 2 ) and (G p ). For q ∈ (p L , 2), (G q ) is a consequence of (G 2 ). By writing the resolvent via the Laplace Denote ψ := ϕ or ψ := x → (1 − ϕ(x))/x 2N , and consider λ(
Observe that λ ∈ S(R) since ϕ(0) = 1 and ϕ ′ (0) = 0. By a functional calculus result (see e.g. [13] ), we then have
and consequently, Γψ(r √ L) q→q r −1 .
Coming back to (3.4), we obtain
We are now going to give a more general version of the main result of [6] . More precisely, [6, Theorem 0.4] states that if X is a complete non-compact Riemannian manifold satisfying the doubling condition (VD) and L is its nonnegative LaplaceBeltrami operator, then under the Poincaré inequality (P 2 ) there exists ε > 0 such that (R p ) holds for p ∈ [2, 2 + ε). This result relies on the self-improvement of Poincaré inequalities from [34] , but also on considerations on the Hodge projector that are specific to the Riemannian setting. We give here a proof that is valid in our more general setting and also gives a L p 0 -version.
Theorem 3.4. Let (X, µ, Γ, L) be as in Section 1.1 with L self-adjoint and L and Γ satisfying the conservation property. If for some p 0 ∈ [2, ∞), the combination (P p 0 ) and (G p 0 ) holds, then there exists ε > 0 such that (G p ) holds for p ∈ [p 0 , p 0 + ε).
Proof. Let N ∈ N to be chosen later. Consider f ∈ L p 0 (X, µ), t > 0 and set g := e −tL f . For every ball B r with radius r > 0, the Caccioppoli inequality (3.3) together with (VD) yields
We know by [34] that (P p 0 ) implies (P p 0 −κ ) for κ > 0 small enough which selfimproves into a Sobolev-Poincaré inequality (P p 0 ,p 0 −κ ) (see Lemma 2.4). Hence, for κ small enough
.
We obtain in this way (3.5)
Now, for a ball B √ t of radius √ t and a parameter K > ν to be chosen later, consider the function
is a constant. Since g = e −tL f , for N sufficiently large Lemma 2.6 implies that for every ball B r ⊂ B √ t with radius r,
Therefore (3.5) yields
It follows that
. Now for x ∈ B √ t consider the quantities
, where the supremum is taken over all the balls B containing x and included into B √ t . Then, we have
. Indeed, for B ⊂ 2B √ t a ball containing x, if 2B ⊂ 2B √ t then we may apply (3.7), and if 2B is not included in 2B √ t (since x ∈ B ∩ B √ t ) then r(B) ≃ √ t and so we directly apply off-diagonal estimates to have
We may apply Gehring's Lemma (Theorem 2.2), and we have for some ε > 0 that
for every p ∈ (p 0 , p 0 + ε). Hence, with (3.7) applied for r = √ t, it follows that
Hence, we deduce that
Interpolating the Davies-Gaffney estimates (DG) with (G p 0 ) yields L 2 − L p 0 −κ offdiagonal estimates for √ tΓe −tL and so for a large enough integer d ≥ 1
By summing over a covering of X by balls with radius √ t with the L p -boundedness of the maximal function, we then deduce that √ tΓe −tL is bounded on L p , uniformly with respect to t > 0, which is (G p ) as desired. 
So a careful examination of the previous proof shows that we have in fact the following inequality: for every ball B r of radius r > 0 and every g ∈ D(L N ),
By combining Theorem 4.3 (which will be proved later in a more general setting with a sectorial operator L) and Theorem 3.4 with the fact that (R p ) always implies (G p ) by L p analyticity of the semigroup and the fact that the Poincaré inequality is weaker and weaker as p increases, we deduce the following statement, which encompasses Then the Poincaré inequality (P 2 ) holds.
From this result we obtain
Corollary 3.8. Let (X, µ, Γ, L) be as in Section 1.1 with L self-adjoint. Assume (RH p 0 ) for some p 0 ∈ (2, ∞). Then (P p ) for some p ∈ (2, p 0 ] implies (P 2 ).
Proof. By (P p ) which implies (P p 0 ), we have for every ball B of radius r > 0 and every function u ∈ F which is harmonic on 2B
So we deduce with (RH p 0 ) that
By Theorem 2.3, we obtain (P 2 ) for every harmonic function. The full Poincaré inequality (P 2 ) then follows by Theorem 3.7.
Proposition 3.9. Let (X, µ, Γ, L) be as in Section 1.1 with L self-adjoint and Γ and L satisfying the conservation property. Assume (G p 0 ) for some p 0 ∈ (2, ∞).
Proof. Let B be a ball of radius r > 0, and u ∈ D harmonic on 2B. Then Proposition 3.3 yields that (G p 0 ) implies a L p 0 -Caccioppoli inequality, so using the conservation, it follows that
By the self-improvement of Poincaré inequalities (see [34] ), there exists ε > 0 such that (P p 0 −ε ) holds and so for a small enough ε > 0 the Sobolev-Poincaré inequality (Lemma 2.4) yields
Then the exponent of the RHS of such a reverse Hölder inequality can always be improved (see [12, Theorem B.1] ), so that we deduce
, which concludes the proof of (RH p 0 ).
In the Riemannian setting with L denoting the Laplace-Beltrami operator, it is already known that the Poincaré inequality (P 2 ) implies a reverse Hölder property (RH p ) for exponents p > 2 sufficiently close to 2, see [6, Proposition 2.2]. We extend this result here (with a slightly different proof) for the sake of completeness. We are considering the setting of Dirichlet forms with a carré du champ Γ (see the first example of Subsection 2.1), see also [29] and [12] for details. Proposition 3.10. Let (X, µ, Γ, L) be as in Section 1.1, and assume that L generates a strongly local and regular Dirichlet form such that (X, d, µ, E) is a doubling metric measure Dirichlet space with a carré du champ Γ and that (1.1) and (P 2 ) are satisfied. Then there exists ε > 0 such that (RH p ) holds for every p ∈ (2, 2 + ε).
Remark 3.11. Note that the proof only requires the conservation property for Γ and not for the operator L.
Proof. Let B 0 = B(x 0 , r 0 ) be a ball and f ∈ D be a function, harmonic on 2B 0 . Then for every sub-ball B ⊂ B 0 of radius r ≤ r 0 , consider a Lipschitz function χ B , supported on 2B, equal to 1 on B with Γχ B ∞ r −1 . We have (by using the Dirichlet form structure and Leibniz inequality for carré du champ Γ), since χ B is supported on 2B 0 where f is harmonic
Consider q > 2 such that max(0,
. Then by Lemma 2.4, we know that (P 2 ) implies a L 2 -L q Sobolev-Poincaré inequality. Hölder's inequality (with q ′ the conjugate exponent of q) yields
Then let us fix a ball B 1 ⊂ B 0 and consider (Q j ) j a Whitney covering of B 1 , which is a collection of balls satisfying in particular (Q j ) j is a covering of B 1 and (2Q j ) j is also a bounded covering of B 1 .
So (3.9) applied to each Q j implies
By summing over j, Cauchy-Schwarz's inequality gives
Consequently, since q ′ < 2 (so ℓ q ′ ⊂ ℓ 2 ), we deduce that
This property holds for every sub-ball B 1 ⊂ B 0 . We may then apply Gehring's argument: there exists ε > 0 such that
, uniformly with respect to the ball B 1 for every p ∈ (2, 2 + ε).
3.4.
Boundedness of Riesz transforms in a self-adjoint setting. Let us now focus on the situation where L does not satisfy the conservation property. In this case, the use of Poincaré inequalities does not seem to help and we aim to explain how the reverse Hölder inequalities (RH p ) can be used to get around this difficulty.
Proof. We first assume p L > ν. We will apply Proposition 2.5 to the Riesz transform. Consider an even function ϕ ∈ S(R) with suppφ ⊆ [−1, 1] and ϕ = 1 on
, and let B be a ball of radius r > 0. We first check (2.2) with A r := ϕ(r √ L) and T = R. We follow the arguments of [7, Lemma 3.1], adapted to our approximation operators A r . We use the integral representation
to write
, we may repeat similar arguments as in [7] 
and then obtain with the L 2 -boundedness of T and (3.1) that
which concludes the proof of (2.2).
Let us now check (2.3), again with T = R and
By Lemma 2.11, there exists u ∈ F such that h − u ∈ F is supported in the ball 2B and u is harmonic in 2B with (3.11)
Then we split, with
For the first quantity, we use L 2 -L p off diagonal estimates of Γϕ(r √ L) (see Lemma 3.1) with the support condition of h − u and the Faber-Krahn inequality (1.1) to obtain
where we have used (3.11) in the last step. The second quantity in (3.12) is equal to 0. To see this, write
Since ϕ is an even function with its spectrum included in [−1, 1], also x → x −1 ϕ ′ (x) is even with its spectrum still included in [−1, 1]. By the finite propagation speed property, we deduce that (sL)
propagates at a distance at most s ≤ r. Since u is harmonic on 2B then we deduce that
Therefore (I − ϕ(r √ L))u = 0 on B, and by the locality property of the gradient,
It remains to study the last term in (3.12). Using the reverse Hölder property (RH p 0 ) and that u is harmonic on 2B gives
where we have used again (3.11). Consequently, we have obtained
The first term is bounded by inf x∈B M 2 (f )(x) by (3.10). So by Lemma 3.2 with the assumption p L > ν, we then conclude
which implies (2.3). We may then apply Proposition 2.5 to the Riesz transform and conclude the proof of (R p ) for every p ∈ [2, p 0 ).
If otherwise p L ≤ ν, the assumption (2.6) implies that (3.11) can be improved to
This in turn improves (3.13) to
, where in the last step, we use the global L 2 -boundedness of ΓL −1/2 (ϕ(r √ L) − I) and the local property of Γ together with the finite propagation speed property.
In the same spirit, we also improve one of the main result of [6] . Proposition 3.13. Let (X, µ, Γ, L) be as in Section 1.1 with L self-adjoint and p L > ν. Assume that for some q > 2 a reverse Hölder property (RH q ) is satisfied. Then there exists ε > 0 such that (G p ) holds for p ∈ (2, 2 + ε).
We do not detail the proof of this proposition here, since in Section 5 we will prove a stronger result (involving also an elliptic perturbation of the considered operator), see Proposition 5.2. We let the reader check that the proof written there in the context of a Riemannian manifold only relies on Lemma 2.10 and so holds in our more general setting.
By combining Theorem 3.12 with Proposition 3.13, we get the following result.
Theorem 3.14. Let (X, µ, Γ, L) be as in Section 1.1 with L self-adjoint and p L > ν. Assume that for some q > 2 a reverse Hölder property (RH q ) is satisfied. Then there exists ε > 0 such that (R p ) holds for p ∈ (2, 2 + ε).
Remark 3.15.
• According to Proposition 3.10, our assumptions are weaker than the Poincaré inequality (P 2 ), so the previous result improves [6, Theorem 0.4].
• We emphasise that the proof only relies on Gehring's result [25] (which can be thought of as an application of a Calderón-Zygmund decomposition), and never uses the very deep result of Keith-Zhong [34] about the self-improvement of Poincaré inequalities which was used in [6] .
4. Boundedness of Riesz transforms for non self-adjoint operators without (P 2 )
Our aim in this section is to improve the understanding of the links between gradient estimates (G p ), boundedness of the Riesz transform (R p ) through Poincaré inequalities, as initiated in [7] and [6] . Here, we focus on the case where the operator L is not self-adjoint, but only sectorial.
and every ball B of radius r > 0,
. Then for every f ∈ D(L M ) and every ball B of radius r > 0,
The second statement is more accurate than the first one. It is interesting to observe that it corresponds to a localised Sobolev embedding with the suitable scaling, since it yields a local version of (with the standard notation for Sobolev spaces) W 
where c k are binomial coefficients. The statement of the proposition will then be a direct consequence of
estimates with exponential decay for the gradient of the semigroup, and in particular for givenÑ > 0
for all r > 0 and all Borel sets E, F ⊂ X. On the other hand, 
From (4.1), we have that for s ∈ (0, r), sΓe −s 2 L satisfies L p -L p off-diagonal estimates at scale s and therefore also at scale r. Thus,
By composing these off-diagonal estimates with 
. Let B be a ball with radius r, let 2
under the assumption that ν(
under the assumption that ν( [7] : the point is that we are able to replace (P 2 ) by the weaker assumption (P p 0 ) for p 0 > 2. Theorem 4.3. Let (X, µ, Γ, L) be as in Section 1.1 with the conservation property for both Γ and L. Assume for some p 0 ∈ [2, p L ) that the combination (P p 0 ) with
Remark 4.4. For p 0 < ν, where ν is the exponent in (VD ν ), (P p 0 ) is not necessary for (R p ) to hold for every p ∈ (1, p 0 ), as the example of the connected sum of two copies of R n shows (see [17] ).
Remark 4.5. In [12, Theorem 6.3] , it is shown that if L is self-adjoint then (G p ) with (P p ) for some p > 2 implies (P 2 ). This argument goes trough a (perfectly) localised Caccioppoli inequality. In the case where the operator is not self-adjoint, such an inequality is unknown. Even if we are showing a weaker version with offdiagonal terms (Proposition 4.1), it is not clear how this would allow us to adapt the arguments of [12] in order to obtain (P 2 ) from (G p ) + (P p ).
So as far as we know, Theorem 4.3 is a real improvement with respect to [7] .
Proof of Theorem 4.3. We only consider the case p 0 > 2. The case p 0 = 2 can be treated similarly. We apply Proposition 2.5 to the Riesz transform R := ΓL −1/2 . Let q ∈ (2, p 0 ), and let D ∈ N with D > . Moreover, let f ∈ L 2 (X, µ) and B be a ball of radius r > 0. For t > 0, denote
We check in two steps the assumptions of Proposition 2.5 for T = R and A r 2 = P (D)
Step 1: Checking of (2.2).
Following [7, Lemma 3.1] , which only relies on the Davies-Gaffney estimates (DG), we already know that (2.2) is satisfied for T = R and A r 2 = P (D) r 2 . More precisely, it is proven that
, which in particular yields (2.2).
Step 2: Checking of (2.3). Let us now check (2.3), again with T = R and A r 2 = P (D) r 2 , which is
By Lemma 4.6 and Remark 4.7, applied to g = L −1/2 f and M ∈ N with M > 1 2 ( ν p + 1), we deduce that
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Let us now estimate the two quantities. We get from (4.3)
Moreover, by covering 2 ℓ B with approximately 2 νℓ balls of radius r, we obtain from Lemma 2.6
Consequently, plugging these two last estimates into (4.5) with N chosen large enough, we deduce
which is (4.4). In this way, we obtain (2.3), and the proof is complete by Proposition 2.5. To be more precise, Proposition 2.5 implies that the Riesz transform is bounded on L p (X, µ), for every p ∈ (2, q) with arbitrary q ∈ (2, p 0 ).
Lemma 4.6. Assume the conservation property for L and Γ as well as (G p 0 ) and
, every t > 0 and every ball B of radius √ t,
If p 0 = 2, then there exists ε > 0 such that the same property holds for every p ∈ (2, 2 + ε). 
where M ∈ N, andÑ > 0 can be chosen arbitrarily large. Using (P p 0 ), which self-improves into (P p 0 −κ ) for κ small enough (see [34] ), and Lemma 2.4, we deduce that for κ > 0 small enough and p ∈ (p 0 − κ, p 0 ), we have
is a constant (and it is also equal to any of its average), it follows that
. Now for x ∈ 2B, we consider the quantities
where the supremum is taken over all the balls B r containing x and included into 2B and
We have proved that for every x ∈ 2B
We may then apply Gehring's Lemma (see Theorem 2.2), and we deduce that for some ε > 0
By the self-improvement of reverse Hölder inequality (see [12, Appendix B]), we deduce that
In particular due to the definition of h, we have
which is the desired inequality.
Boundedness of Riesz transforms under elliptic perturbation
Consider (M, d, µ) a doubling Riemannian manifold (satisfying (VD ν )), equipped with the Riemannian gradient ∇ and its divergence operator div = ∇ * , such that the self-adjoint Laplacian is given by ∆ := div∇ and for every f, g ∈ D(∆) we have
where T x M is the tangent space of M at x.
Let A = A(x) be a complex matrix -valued function, defined on M and satisfying the ellipticity (or accretivity) condition
for some constants λ, Λ > 0 and every x ∈ M, ξ, ζ ∈ T x M.
To such a complex matrix valued function A, we may define a second order divergence form operator This implies (see [11] and [20, Section 4] ) that there exists an automorphism A = (A(x)) x∈M of the tangent bundle T M such that for every x ∈ M and u, v ∈ T x M A(x)u, v = u, v 0 .
Moreover, the matrix-valued map A satisfies the ellipticity condition (5.1). So there is an equivalence between the two points of view: to perturb the Laplace operator through the map A and to perturb the considered Riemannian metric on the manifold.
We denote by RH q (∆) and RH q (L) = RH q (L A ) the reverse Hölder inequality property for harmonic functions associated respectively with the Laplace operator ∆, or with the perturbed operator L = L A . For A and p ∈ (2, ∞), we set (G p,A ) and (R p,A ) for the L p -boundedness property of the gradient of the semigroup or the Riesz transforms associated with the operator L = L A .
Let us also point out that in such a context it is well-known that (even if A is non self-adjoint) Lemma 2.10 holds.
Proposition 5.1. Let (M, d, µ) be a doubling Riemannian manifold with (1.1). Let us assume RH q (∆) for some q > 2. Then there exists ε 0 > 0 such that for every p ∈ (2, 2 + ε 0 ) and every A with A − Id ∞ ≤ ε 0 , Property RH p (L A ) holds.
Proof. Consider a ball B 0 and a function f ∈ D(L A ), L A -harmonic on 2B 0 . Then using Lemma 2.10 for every ball B ⊂ B 0 , there exists u ∈ W 1,2 such that f − u ∈ W 1,2 is supported in the ball 2B and u is ∆-harmonic in 2B. Moreover, by repeating the argument employed for Lemma 2.10, we have Then consider ε 1 = η(C 0 + C ν ) −1 (for a small parameter η, to be fixed later) and assume that A − Id ∞ ≤ ε 1 . We obtain
The previous inequality holds for every balls B ⊂ B 0 .
Then let us fix a ball B 1 ⊂ B 0 and consider (Q j ) j a Whitney covering of B 1 , which is a collection of balls satisfying in particular (Q j ) j is a covering of B 1 and (2Q j ) j is also a bounded covering of B 1 . , with an implicit constant which is independent of f and B 0 . The proof is complete by choosing ε 0 := min(ε 1 , ε 2 ).
So we have
Proposition 5.2. Let (M, d, µ) be a doubling Riemannian manifold with (1.1) and RH q (∆) for some q > 2. Then there exists ε 1 > 0 such that for every p ∈ (2, 2 + ε 1 ) and every A with A − Id ∞ ≤ ε 1 , Property (G p,A ) holds whenever p L > ν. where (according to Lemma 2.10) u is a function L-harmonic on 2B such that e −tL f − u is supported on 2B. According to the previous proposition, we know that if ε 0 > 0 is small enough and A − Id ∞ ≤ ε 0 , then RH q (∆) implies RHq(L A ) (for someq ∈ (2, 2 + ε 0 )) and so by Remark 2. .
