Abstract**.
Introduction.
Toeplitz matrices, either with scalar entries or with blocks, arise in a variety of problems of Applied Mathematics; a wide literature deals with the problem of their inversion. Recently, some interest has been focused on the eigenvalue problem for banded Toeplitz matrices. In [1] and [2] , spectral properties are expressed in terms of a suitable polynomial associated with a banded Toeplitz matrix A, and parallel algorithms have been devised for the computation of the characteristic polynomial p(A) = det(^4 -XI) at a point A as well as of the ratio p(X)/p'(X), where p'(A) is the first derivative of p(A).
More recently, an algorithm for the computation of p(A) has been proposed by Trench [8] ; its cost is roughly A:log2 n + 0(k3) multiplications, where n is the dimension of the matrix and k is its bandwidth.
That algorithm works over any algebraically closed field (even though it was originally presented over the complex field), and it is assumed that the zeros of a suitable fcth degree polynomial, associated with the banded Toeplitz matrix, have been precomputed together with their multiplicities.
In this paper we consider the eigenvalue problem for banded block Toeplitz matrices and present two new algorithms for the computation of p(A). The first algorithm, which is obtained dealing with the problem in terms of a linear difference ma-trix equation by using block companion matrices, requires roughly (3/2)A;2 log2 n + 0(k3) block multiplications, works over any field and does not require any precomputation of approximations to polynomial zeros. Moreover, if the ground field supports FFT, then we may reduce the cost to 0((m2klog k + m3k) logn + k3m3) arithmetic operations by using fast polynomial arithmetic, where m is the dimension of the blocks. In the case of a tridiagonal block Toeplitz matrix the cost is given by 5 log2 n -3 block multiplications (observe that almost any banded block Toeplitz matrix can be considered as a tridiagonal block Toeplitz matrix having blocks of a suitable size).
The second algorithm, based on a cyclic reduction method, applies to tridiagonal block Toeplitz matrices and computes p(X) in roughly 71og2 n block multiplications, requiring the nonsingularity of certain auxiliary matrices which must be inverted.
Those algorithms approximate to the eigenvalues of the matrix A as zeros of its characteristic polynomial p(A). They can be combined with any rootfinding method which requires only values of p(A), but not its coefficients.
Both our algorithms can be easily extended to the computation of p(A)/p'(A) at roughly double the cost, so that Newton's method can be efficiently applied to the equation p(A) = 0 for approximating the eigenvalues of the matrix A.
The algorithms can be easily adapted to the computation of p(X) = det(A -XB) as well as of p(X)/p'(X), where A and B are banded block Toeplitz matrices, so that the generalized eigenvalue problem can also be treated.
The paper is organized as follows. In Section 2 we describe the algorithm for computing p(X) by powering a companion matrix, in the scalar case. In Section 3 we consider the computation of the ratio p(A)/p'(A); in Section 4 we extend the computations to the case of block matrices. In Section 5 the degenerate case is considered; in Section 6 we describe the algorithms based on cyclic reduction. This fact was used by Trench [8] to give an explicit expression for det(A -XI) in the case where F is the complex field. The same result holds in the more general case where the field F has an algebraic closure G. The main idea of [8] is to express the general solution of (2.2) in terms of the zeros z\,..., Zk £ G of the associated polynomial (24) P(*)=**+!>>, 7j = a~la3-2, j = 0,... ,k -1, j ¿ r, 7r = aj^an -A).
If, for simplicity, we suppose that zt ^ Zj, i ^ j, then the general solution of the difference equation (2.2) is given by [6, Section 7.2.9] k xt = ^2 aiz)+r ' » = -r, -r + 1,..., n + « -1, a3 6 G, j = 1,..., k. In this way, to approximate the eigenvalues of A as the zeros of p(A), it is possible to apply the secant method or any rootfinding method to the polynomial equation p(A) = 0, which uses only the values of p(A) at A. Now we present a different approach, which yields an algorithm for the evaluation of p(A) over an arbitrary field of constants F. That algorithm does not require to precompute approximations to the zeros of an auxiliary polynomial; furthermore, it enables us to extend the result to the case of block Toeplitz matrices and to compute the ratio p(A)/p'(A), which in turn allows us to apply Newton's method to the polynomial equation p(A) = 0 in order to evaluate the eigenvalues of the matrix A. 
PROOF. First observe that (-l)np(A) is a monic polynomial of degree n; we show that (-l)n(s+1)a"det£/ is also a monic polynomial of degree n, that is, the term of detU having the highest degree in A is (-l)"',s+1'Ano~".
For this purpose, let Uq, q = 1,2,..., n, denote the s x s right lower submatrix of Fq in which the entries not contributing to the term of the highest degree in A are set to zero. Then, if g and e are natural numbers such that q -gs + e, e < s, we have that Now we are ready to present the following algorithm for the evaluation of p(A), which, for simplicity, will be described under the assumption that n = 2h, h integer. If we compute over the field of complex numbers or over any other field that supports FFT, we may use fast polynomial arithmetic in order to multiply and divide a pair of fcth degree polynomials in 0(k log k) arithmetic operations (see [3] ); in that case, the cost of the algorithm is 0(fclog/dog(n//c) + A;3) multiplications. On the other hand, we may apply customary polynomial arithmetic with the cost of roughly (3/2)fc2 log(n//c) + 0(k3) multiplications.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use For comparison, the method given in [8] evaluates p(A) as follows.
Stage 1. Compute all the zeros z\,.. ■, Zk of <p(z) together with their multiplicities.
Stage 2. Compute a k x k Vandermonde-like matrix Vn depending on the multiplicities of the zeros. If Z{ ^ Zj for i ^ j, this matrix has elements 2* for i = 0,..., r -1 and z"+l for i = r,..., r + s -1.
Stage 3. Compute (-l)"Xdet V"/det V0.
The cost of this method is given by fclog2 n+0(k3) multiplications, not counting the cost of Stage 1, which can be rather large, particularly in the case of clustered zeros (estimated in [5] ). This is less than the cost of our algorithm by a factor of log k, if we compute over fields supporting FFT, and by a factor of k otherwise.
The new approach yields a "rational" algorithm, that is, an algorithm which does not compute any approximations to polynomial zeros and thus, in exact arithmetic, delivers the exact result in a finite number of arithmetical operations. Moreover, this method can be slightly modified in order to deal with block matrices and to compute the ratio p(A)/p'(A), where p'(A) is the first derivative of p(A) with respect to A. These two generalizations are the subject of the next three sections. Since <p' --zr, we have that 2ipitp'i + QiZr = Q\tp + ip'i+1 (that is, ip'i+1 = 2ipiip!i+QiXr mod tp). Therefore, the derivative with respect to A of the polynomial 4>{z) can be evaluated together with t¡j(z) using the following equations:
The entire algorithm consists of the following stages.
Stage 1. Compute the coefficients of the polynomial ip(z) and of its derivative with respect to A by means of (3.5).
Stage 2. Compute the matrices U and H by means of (3.4). Stage 3. Compute the matrix G, the s x s right lower submatrix of ip'(F), by using Homer's rule.
Stage 4. Compute the s x s right lower submatrix U' of (Fn)' by means of (3.3).
Stage 5. Compute trace(i/-1t/').
In view of the structures of the matrices involved, the computational cost of the above algorithm for the evaluation of p(A)/p'(A) is roughly twice the cost of the algorithm for the evaluation of p(A), shown in Section 2. We observe that the evaluation of the right quotient and of the right remainder of the division of two matrix polynomials can be performed using known standard algorithms for conventional polynomial division (see [3] ), replacing the coefficients with block matrices.
We will use the following two propositions: PROPOSITION 4.1. Let Q(z) and R(z) be the right quotient and remainder of the division of the m x m matrix polynomials P(z) by D(z) and let F be a (pm) x (pm) matrix such that the right value D(F) is the null matrix. Then P(F) -
R(F).
Proof. We cannot simply substitute z = F into the matrix equation P(z) = Q{z)D(z) + R(z), for the products of the coefficients of P(z), Q(z), D{z), R(z) with F do not commute. With a bit more caution, however, from the relation Proof. From (4.1) we obtain that
Therefore, from (4.2) we get Here, g and e are natural numbers such that n = gs + e, e < s. Therefore, we get the following block version of Proposition 2.1, which has also been proved by Tismenetsky [7] , using the spectral theory of matrix polynomials. Here, the polynomial 9(z) mod <fr(z) denotes the right remainder of the right division of ^f(z) by $(z). Thus, the algorithm for the evaluation of det(A -XI), described in Section 2, still applies to the case of block matrices in the following form. It is possible to show that the cost of the algorithm is 0{(m2k log fc + m3fc)log(n//c) +m3fc3)
multiplications if fast polynomial arithmetic is used, and 0(m3k2 log(n/k)+m3k3) multiplications if customary polynomial arithmetic is used. In a similar way, it is easy to prove that the algorithm for the evaluation of p(A)/p'(A), described in Section 3, still applies in the case of block matrices, and its computational cost is roughly doubled with respect to the cost of the evaluation ofp(A). This means that the overall cost of computing U is not greater than the cost of 5 log2(n/2) +1 matrix multiplications or m3(5 log2(n/2) +1) scalar multiplications.
The Degenerate
Case. When we evaluated the characteristic polynomial of the block Toeplitz banded matrix in Section 4, we have assumed that the block As is nonsingular. In that case, it is possible to reduce the original matrix difference equation to the form (4.5) and to solve that equation via powering the companion matrix (4.6). In this section we consider the case where detvls = 0.
Suppose we are given the matrix difference equation In this section we will examine a different method for computing det (,4 -XI) when the matrix A is a block tridiagonal Toeplitz matrix. Observe that this case is quite general, since almost any (block) banded Toeplitz matrix can be considered as a block tridiagonal Toeplitz matrix, with blocks of suitable dimension. This method requires nonsingularity of certain matrices which we need to invert, but it does not require the nonsingularity of the upper diagonal block. Suppose we are given the following nxn block matrix, where n = 2h -1, An = EG HEG 0 0 HEG HE The cost of this process is one matrix inversion and six matrix multiplications in each step of the evaluation of L¿, G¿, i/¿; moreover, the cost of evaluating h determinants should be added. The overall cost is roughly (22/3)m3log2(n + l) scalar multiplications.
Observe that the cost of this algorithm is higher than the cost of the algorithm described in Section 5, which required roughly 5m3 log2(n/2) multiplications. Note, however, that the approach of this section can be applied even when G and H are singular, provided that all L¿ are nonsingular.
In order to compute the ratio p(X)/p'(X) for performing one step of Newton's method, we deduce from (6.1) and ( 
