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An Analysis of Japanese Vowel Sequence with 
Optimality Theor y and its Statistical 




　This paper consists of two parts. The first par t is an attempt to construct a 
constraint ranking for vowel sequences in Japanese. The framework of the analysis is 
from Optimality Theory. Vowel sequences tend to disappear in any language for 
reasons of ease of diction. Some survive as they are, some are fused into one vowel 
with the other being deleted. We set four constraints for the output of consecutive 
vowels on the survivals or the fusions. The constraints for fusion and deletion of one 
vowel are ADJUST HIGH and TAKE LAST.  Those for survival and blocking of vowel 
sequence are LINEARITY-IO and OCP. With these constraints we get two constraints 
rankings: one for formal speech, the other for informal speech. Each of these two 
constraints plays a crucial role in how changes occur in speech style. The formerʼs 
ranking is LINEARITY-IO >> OCP and the latterʼs is the opposite. In the both cases ADJUST 
HIGH >> TAKE LAST is common.  These rankings are reversed for ancient Japanese. 
In the second part of this paper, an evaluation for the validity of the ranking in formal 
speech is attempted employing a method from information engineering and the use of 
one dictionary and two language corpuses. These references sources were the 
UniDic, CSJ, and BCCWJ （from The National Institute of Japanese Language）. The 
main procedure for the estimation of the importance of the constraints was done using 
the Maximum Entropy Model. Consequently the evaluation proves the validity of the 










となり、伝達効率がいいからである。音韻論ではそれに関する制約が OCP : Obligatory Contour 













野 2001、Kubozono 2008）。この通時的、ならびに共時的変化の事実を先行研究（稲田 2008、




（1）a. /eiga/（映画）→ ［ ］、/ouji/（王子）→ ［ ］、/iu/（言う）→ ［ ］ 
　　b. /hakoo/（箱を）→ ［ ］、 /kobee/（神戸へ） → ［ ］
　　c. /sugoi/（凄い）→ ［ ］、/takai/（高い）→ ［ ］、 /samui/（寒い）→ ［ ］
　　　/kaeru/（帰る）→ ［ ］、/hukuoka/（福岡）→ ［ ］
　　d. /kaiteokou/（書いておこう）→ ［ ］、 /kaiteageru/（書いてあげる）→ ［ ］
　　e. /daikon/（大根）→ ［ ］、/saigoodon/ （西郷どん） → ［ ］
　　f. /kai/ （貝）→ ［ ］、/ie/（家）→ ［ ］、
　　g. /kouma/ （子馬） → ［ ］、 /satooya/（里親）→ ［ ］ 
　　h./sakiari/（咲きあり）→ ［ ］、 /araiso/（荒磯）→ ［ ］ 、/awaumi/（淡海）→ ［ ］
　　　/neu/（尿）→［ ］、/hataori/（機織り）→［ ］、/tokoe/（処へ）→［ ］
（1a）と（1b）は現代語で、基底に母音連続を仮定すれば、表層で 1 つの母音になるものである。 
（1c）、（1d） と （1e）は現代語の丁寧な発音とぞんざいな発音が異なるもので、（1f） と （1g） は母
音連続に変化がないものである。また （1h） は過去に母音連続の変化が生じて、それが終了した
ものである。他の観点からみると、現代語で （1a）、（1c）、（1e） と （1f）は単独の形態素からなり、
（1b） 、（1d） と （1g） は複数の形態素からなっている。また （1c） と （1e） はぞんざいな発音に属し、 
（1c） が東京方言、 （1e） が鹿児島方言（シラビーム方言）である。




　本研究は、この現代語の母音連続とその融合形を最適性理論（以後 OT：Prince & Smolensky 
1993、2004、McCarthy & Prince 1993）の枠組みで分析する。これらの不変形や変化形の一般化
から背景に潜む規則や制約の妥当性と整合性を吟味してそのメカニズムを探究する。従来の 生
成音韻論の枠組みでは、一般化や規則が限定された範囲に留まってこの現象の全貌をとらえられ














は現代語の丁寧な発音やぞんざいな発音に見られる母音融合である。そこで母音連続 V1V2 （V は
母音を表す、V1 は母音連続の前部の母音を V2 は同後部の母音を表す）において、つぎのような
一般化が可能なことを提示した。「基底の母音連続 V1V2 は表層で V3 に融合し、V3 は V1 の素性
［high］の指定と V2 の素性［low］と素性［back］の指定を受け継ぐ。」これは明解な一般化であ
るが、小野 （2001、2004）と稲田 （2008） は、ともにこの一般化の弱点を指摘して、より妥当性






が V1 ＞ V2 であることを示した。そして日本語の母音融合の重要な特徴が、V1V2 の母音融合 V3
が /e/ または /o/ のいずれかであることを述べている。要するに高さが中和されることである。
　稲田（2008）は、まず不完全指定理論（Archangeli 1988）の表示法を用いた。それは素性に±
の指定をせずに、素性の＋を有標に、－を無標、すなわち無指定とする表現である。そしてつぎ
のような一般化を導いた。第一に、V1V2 がともに［high］ （［＋ high］）か、ともに無指定（［－
high］）のとき V2 となる。第二に、V1V2 の一方が［high］のとき、V2 の［high］と［low］が中
和されて、V2 が［back］（［＋ back］）のとき /o/ に、無指定（［－ back］）のとき /e/ となる。
そして OT を用いた分析を試みて、その制約として、TAKE LAST（後部母音の特性を残せ）と
ADJUST HIGH（高さを調和させよ）を提示した。序列は ADJUST HIGH だけの適格が条件付きで母
音融合を許すが、TAKE LAST だけの適格では母音融合が生じないので、ADJUST HIGH >> TAKE 










　　　　a. /i/ ＋ /u/ = /yu / 例：言う　       b. /e/ ＋ /i/ = /e /  例：映画
　　　　c. /o/ +/u/ = /o /   例：王子　　
（3） ぞんざいな発音で融合
　　　　a. /u/ ＋ /i/ = /i / 例：寒い　　       b. /u/ ＋ /o/ = /o / 例：静岡、福岡
　　　　c. /e/ +/o/ = /o/   例：書いておこう   d. /e/ +/a/ = /a/    例：書いてあげる
　　　　e. /o/ +/i/ = /e /  例：凄い　　　      f. /a/ +/i/ = /e /   例 : 高い
　　　　g. /a/ +/e/ = /e /  例：帰る
（4） 過去に融合したもの
　　　　a. /i/ +/e/ = /e/    例：野家 （のえ）   　b. /i/ +/o/ = /o/  例：端折る（はしょる）
　　　　c. /i/ +/a/ = /e/ 　 例：咲あり（さけり）　d. /u/ +/e/ = /e/  例：尾上（おのえ）
　　　　e. /e/ +/u/ = /o /  例：尿 （にょう）  　  f. /o/ +/e/ = /e / 例：処へ（とけえ）
　　　　g. /a/ +/u/ = /o /  例：淡海（おうみ）　   h. /a/ +/o/ = /o/  例：機織り（はっとり）
　　　　i. /a/ ＋ /i/ = /i/    例：荒磯（ありそ）　　 j. /a/ ＋ /i/=/e/   例：たいら谷（てらだに）
　母音連続（hiatus）の OT 分析では Casali （1998）がある。日本語の例は挙げられていないの
だが、形態素境界や音節境界の母音連続が 1 音節として、融合されるための制約とその序列を論
じている。この研究には、母音連続が生き残る要件としての制約や適格性について示唆されると
ころがある。例えば Sonority Fall というダガ語の母音連続の適格性で提案された制約は、分節音
の聞こえ度の尺度（Selkirk 1984）を導入して V1V2 で聞こえ度の V1 ＞ V2 を禁じている。母音連
続は本来聞こえ度 V1 ＜ V2 が望ましく、V2 が重視されるところは普遍的な根拠があると思われる。
聞こえ度が V1 ＞ V2 で、この母音連続が生き残るには V1 と V2 聞こえ度の差が大きくなければな
らない。日本語においても Kubozono （2008）が母音連続 /ai/ と /au/ の非対称性を同様な適格
性から音声学的に論じている。
　Kawai （2005） と Kawai （2006） の前者は formal speech（ていねいな発音）、後者は vulgarism
または casual speech（ぞんざいな発音）に関するものである。Kawai の研究には問題点が 2 つ
ある。1 つは、Kawai （2005） 提示の 6 つのタブローが、著者が提案している複雑な制約群のラン
キングより単純な OCP >> UNIFORMITY-IO >> Onset の序列で、すべて説明可能なことである。2 つ
目は、母音融合も視野に入れた分析なのに、重要な先行研究である窪薗 （1999）と小野 （2001、
2004）を無視していて、母音融合の有力な先行研究に対する考察がない点である。
　Casali （1998）と kawai （2005、2006）の共通の問題点の 1 つは日本語の /kaeru/（帰る）が
［ ］になるような形態素内の融合を彼らの提示する制約群で、生成できないことである。
母音連続で後部要素を残す融合は、形態素境界に関係なく、単純に後部要素を残す制約で候補を
絞らなければならない。Casali や Kawai は、形態素境界の後部要素の頭を生かす制約、P（↔）-lex









化を検証する。OT に最大エントロピー法を用いた研究として Goldwater and Johnson （2003） が
















（地名）」（/ei/ が語末に現われて東京方言でアクセントが平板）である。この /ei/ を含んだ語が
中核になる文を、ていねいな表現とぞんざいな表現で成人の被験者 50 名（各地域の出身の日本
語母語話者）に発話してもらった。それを DAT で録音し、音響分析 （サンプリング周波数

















　図 1 にスペクトログラムの結果を表示し表 1 表 2 にそれらの出現率を示す。






語 ［ ］ ［ ］ ?
映画 33 （66%） 17 （34%） 0 （0%）
地名が 27 （54%） 18 （36%） 5 （10%）
累計 60 （60%） 35 （35%） 5 （5%）
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表 2：音響分析結果（ぞんざいな発話）
語 ［ ］ ［ ］ ?
映画 0 （0%） 50 （100%） 0 （0%）
地名が 0 （0%） 50 （100%） 0 （0%）
累計 0（0%） 100 （100%） 0 （0%）
　これは「映画」という文字を見て、34 名が丁寧な発話で［ ］と発し、ぞんざいな発話で
［ ］と発したという事実である。言い換えれば、入力表示が /eiga/ で表層表示が［ ］
の場合と［ ］の場合があるという可能性を示唆している。「地名」についても同様に 27 名




















/senen/（千円）の語中の /n/ は［ ］となり、/sen/（千）の語末の /n/ は［ ］となる。環境









の素性は［± high］と［± low］とする。すなわち /i/ と /u/ のみが［＋ high］で、/a/ と /o/
と /u/ が［－ high］、/a/ が［＋ low］で他が［－ low］である。前後の位置についても /a/ と
/o/ と /u/ を［＋ back］とし、/e/ と /i/ は［－ back］とする。日本語の母音の高さは三種類
あり、高さの中和とは、その高さの対立がなくなることであり、一方か中間への集束となるから
高さの三段階の弁別要件が不可欠である。また後部要素を引き継ぐには［± round］も影響して
くる。少しでも両唇が関係しているところを［＋ round］とすると /u/ と /o/ がその素性を持ち、
/i/ と /e/ と /a/ が［－ round］である。
　日本語の /a/ は、音声学的には［ ］と［ ］を含むかなり広い範囲の母音で、前舌か後ろ舌
かどちらともきめることはできないと言われる（川上 1992）。音韻論的にも日本語の /a/ は
［± back］または無指定の両方の特性をもつ可能性もある。しかし語末鼻音の /n/ の実現形、こ
れは前接する分節素の影響をうける順行同化がおこって /n/ の調音の位置が決まる。/n/ は
［－ back］の /i/ や /e/ が前接すると軟口蓋音の［ ］となる。/a/ が前接すると［＋ back］の
/o/ や /u/ と同様に口蓋垂の［ ］となる。これらは /in/（院）、/en/（円）、/an/（案）、/on/（音）、
/un/（運）等の内省で確認できる。すなわち /a/ は［＋ back］の母音と同じ振る舞いをする。
それを考慮すると /a/ は［＋ back］となる。また音響分析で母音の第 2 フォルマントから第 1 フォ
ルマントを差し引いた値が舌の前後の位置を反映していると言われている（ラディフォギッド
1999、Ladeforged 1993）。筆者が男女同数の 50 人の日本語成人母語話者のその数値を検証した
ことがある。結果は、/a/ が前舌の /i/ や /e/ から離れて後ろ舌の位置の /o/ と /i/ の近くにあり、






V1V2 がともに［± high］または［± low］で同指定のとき、一方を出力する。
それ以外は［－ high］［－ low］の母音 : /e/ または /o/ が出力。
　その序列は、ADJUST HIGH >> TAKE LAST である（2. を参照）。稲田（2008）の融合の制約を踏
襲すると、（1a）（2a）の「言う」と（1h）（4i）の「荒磯」の生成が出来ないが、「言う」は後述
の HIATUS-RAISING （Kager1999）で /i/ が /y/ に変化した例と見られる。「荒磯」（4i）と「たいら谷」
（4j）は /a/ ＋ /i/ の融合が時代の異なりで出力形が異なったと考えられる。古い時代は TAKE 
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LAST >>ADJUST HIGH で、（4i）の「荒磯」がそれに当たり後部要素を残すことを中和より優先さ













IO>>OCP となり、期待が低いすなわち融合の期待が高いと LINEARITY-IO<<OCP となる。連続母
音が共に生きるということは、個々の母音の存在が際だっているということだろう。2 母音の位
置から、Casali（1998）等の言うように連続母音が生き残るには聞こえ度 V1 ＜ V2 が望ましい配
置であるが、聞こえ度 V1 ＞ V2 でもその差が大きいと二重母音になる場合がある（Kubozono 
2008）。聞こえ度の差が小さいか無いとき融合が生じやすくなる。このことは、先に言及した
Casali（1998）の SONORITY-FALLING や Kager （1999） で提示されている HIATUS-RAISING も同様な背景
と考えられる。HIATUS-RAISING は、母音連続 V1V2 で V1 の舌の位置が上昇し、聞こえ度 V1 ＜ V2 を
達成する制約である。現代日本語でも、このことを導入しないと分析できない事例が生じる。そ
れらが （1a）（2a）の例、/iu/ （言う）→ ［ ］である。
　また母音連続生き残りの聞こえ度 V1 ＜ V2 でも （1c）の /hukuoka/ や（1d）の /kaiteageru/
のような /uo/ や /ea/ で、融合するものが見られる。窪薗（1999）の音声素性を用いた母音融











　以下に 39 例の連続母音生き残りと融合の OT 分析を示す。（2）（3）（4）で例示したものを網
羅している。左欄が連続母音生き残りの期待が大きいもの、例えば丁寧な発音で、右欄が母音融
合の期待が大きいもの、ぞんざいな発音等である。その他 1 は時代的な制約の序列移動の例で、
その他 2 は HIATUS-RAISING が不可欠な例である。AH は ADJUST HIGH、TL は TAKE LAST、LINE は
LINEARITY-IO を表す。表内の縦の実線がランキング境界で破線が同ランキングの他の制約境界で
ある。「*」が制約違反、複数の「**」が複数の制約違反、例えば素性の違反数が複数となると「*」
が複数になる。序列の高い制約違反が候補排除の第 1 要件、2 番目が違反数の多いものである。「*!」
が排除決定違反で、　☞が最終的に選択された候補を示す。
図 2：母音融合の OT 分析
（1） 例：高い （2） 例：たけえ
Input: /ai/ AH LINE TL OCP Input: /ai/ AH OCP TL LINE
a. ☞ ai * a. ai *!
b. a *! * ** b. a *! ** *
c. i *! * c. i *! *
d. e *! * d. ☞ e * *
（3） 例：寒い （4） 例：さみい
Input: /ui/ AH LINE TL OCP Input: /ui/ AH OCP TL LINE
a. ☞ ui * a. ui *!
b. u *! * b. u *! *
c. i *! c. ☞ i *
（5） 例：青春 （6） 例：映画
Input: /ei/ AH LINE TL OCP Input: /ei/ AH OCP TL LINE
a. ☞ ei * a. ei *!
b. e *! * b. ☞ e * *
c. i *! * c. i *!
（7） 例：福岡 （8） 例：福岡
Input: /uo/ AH LINE TL OCP Input: /uo/ AH OCP TL LINE
a. ☞ uo * a. uo *!
b. u *! * * b. u *! * *
c. o *! c. ☞ o *
（9） 例：すごい （10） 例：すげえ
Input: /oi/ AH LINE TL OCP Input: /oi/ AH OCP TL LINE
a. ☞ oi * a. oi *!
b. o *! ** b. o **! *
c. i * *! c. i *! *
d. e *! * d. ☞ e * *
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（11） 例：書いておこう （12） 例：書いとこう
Input: /eo/ AH LINE TL OCP Input: /eo/ AH OCP TL LINE
a. ☞ eo * a. eo *!
b. e *! * b. e *! *
c. o *! c. ☞ o *
（13） 例：書いてあげる （14） 例：書いたげる
Input: /ea/ AH LINE TL OCP Input: /ea/ AH OCP TL LINE
a. ☞ ea * a. ea *!
b. e *! * b. e *! *
c. a *! c. ☞ a *
（15） 例：仔馬 （16） 例：王子
Input: /ou/ AH LINE TL OCP Input: /ou/ AH OCP TL LINE
a. ☞ ou * a. ou *!
b. o *! * b. ☞ o * *
c. u *! * c. u *! *
（17） 例：里親 （18） 例：砂糖屋
Input: /oo/ AH LINE TL OCP Input: /oo/ AH OCP TL LINE
a. ☞ oo * a. oo *!
b. i *! * ** b. e *! *
c. a *! * ** c. i *! ** *
d. o *! d. ☞ o *
（19） 例：家 （20） 例：野家（のえ）
Input: /ie/ AH LINE TL OCP Input: /ie/ AH OCP TL LINE
a. ☞ ie * a. ie *!
b. i *! * * b. i *! * *
c. e *! c. ☞ e *
（21） 例：記憶 （22） 例：端折る（はしょる）
Input: /io/ AH LINE TL OCP Input: /io/ AH OCP TL LINE
a. ☞ io * a. io *!
b. i *! * ** b. i *! ** *
c. o *! c. ☞ o *
（23） 例：気合 （24） 例：咲けり
Input: /ia/ AH LINE TL OCP Input: /ia/ AH OCP TL LINE
a. ☞ ia * a. ia *!
b. i *! * ** b. i *! ** *
c. a *! * c. a *! *
d. e *! * d. ☞ e * *
e. o *! ** e. o **! *
（25） 例：上 （26） 例：尾上（おのえ）
Input: /ue/ AH LINE TL OCP Input: /ue/ AH OCP TL LINE
a. ☞ ue * a. ue *!
b. u *! * ** b. u *! ** *
c. e *! c. ☞ e *
（27） 例：稀有 （28） 例：尿
Input: /eu/ AH LINE TL OCP Input: /eu/ AH OCP TL LINE
a. ☞ eu * a. eu *!
b. e *! ** b. e **! *
c. u *! * c. u *! *
d. o *! * d. ☞ o * *
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最適性理論による日本語の母音連続の分析と制約の統計的検討
（29） 例：声 （30） 例：処へ（とけえ）
Input: /oe/ AH LINE TL OCP Input: /oe/ AH OCP TL LINE
a. ☞ oe * a. oe *!
b. o *! ** b. o **! *
c. e *! c. ☞ e *
（31） 例：会う （32） 例：淡海（おうみ）
Input: /au/ AH LINE TL OCP Input: /au/ AH OCP TL LINE
a. ☞ au * a. au *!
b. a *! * *** b. a *! *** *
c. u *! * c. u *! *
d. o *! * d. ☞ o * *
e. e *! ** e. e **! *
（33） 例：青 （34） 例：機織り（はっとり）
Input: /ao/ AH LINE TL OCP Input: /ao/ AH OCP TL LINE
a. ☞ ao * a. ao *!
b. a *! * ** b. a *! ** *
c. o *! c. ☞ o *
d. e *! ** d. e **! *
（35） 例：大根 （36） 例：大根（でえこん）
Input: /ai/ AH LINE TL OCP Input: /ai/ AH OCP TL LINE
a. ☞ ai * a. ai *!
b. a *! * ** b. a *! *** *
c. i *! * c. i *! *
d. e *! * d. ☞ e * *
その他 1：歴史的な変遷  TL ≫ AH ⇒ AH ≫ TL
（37） 例：荒磯（ぞんざいな発音） （38） 例：寺谷
Input: /ai/ TL OCP AH LINE Input: /ai/ AH OCP TL LINE
a. ai *! a. ai *!
b. a **! * * b. a *! ** *
c. ☞ i * * c. i *! *
d. e *! * d. ☞ e * *
その他 2：HIATUS-RAISING
（39） 例：言う（ていねいな発音）
Input: /iu/ HR AH LINE TL OCP
a. iu *! *
b. i *! *
c. u *!
d. e *! **
e. o * *!
f. ☞ yu *
　HIATUS-RAISING がないと出力は iu となる。しかし /i/ と /u/ はともに［＋ high］でともに生き
残ることができない。聞こえも対等であるから、ともに生き残るには前部要素の聞こえを低くす
る必要がある。その制約が、対等な聞こえの母音連続がともに生き残るための HIATUS-RAISING （HR
で表す）で、HR、AH、LINE>>TL、OCP の序列で入力 /iu/ から /yu/ を出力する
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3.4　全体の入出力に対応する制約





である。例えば入力を /daikon/ （大根）とすると、出力は前者が ［ ］ で、入出力でモー
ラ数が保持され、後者が［ ］で、音節の数が保持される。 
　現代日本語では母音連続の一方の母音が削除される場合も、稲田 （2008） の一般化の規則に従っ
た母音融合で、例えば入力 /eigo/（英語）が出力［ ］となり、入力 /toori/（通り）で出力
［ ］となる。これらは WT-IDENT-IO によりモーラ数が保持されているのである。また WT-









　前節までの結果を踏まえて、母音連続に関する OT 分析を行う。DEP-IO と WT-IDENT-IO は制約
ランキングの上位にある。それらは挿入と削除を規制するからである。挿入と削除を阻止する力
が弱いと、出力候補を経済的に制御できない。したがって DEP-IO と WT-IDENT-IO は、と同位置
にあると思われる。いくつかの例をタブロー図 3 に示す。
図 3：母音連続の OT 分析
（WT は WT-IDENT-IO を、DEP は DEP-IO を表す）
（a）「映画」（融合の期待が大きい場合）
Input : /eiga/ WT DEP OCP AH TL LINE
a. eiga *!
b. ega *! * *
c. i ga *! *
d. esiga *!





Input : /kouri/ WT DEP OCP AH TL LINE
a. kouri *!
b. kori *! * *
c. ku ri *! *
d. kosuri *!
e. ☞ ko ri * *
（c）「帰る」（ていねいな発音時）
Input : /kaeru/ WT DEP LINE AH TL OCP
a. ☞ kaeru *
b. keru *! *
c. ka ru *! * *
d. kaseru *!
e. ke ru *!
（d）「帰る」（ぞんざいな発音時）
Input : /kaeru/ WT DEP OCP AH TL LINE
a. kaeru *!
b. keru *! *
c. ka ru *! * *
d. kaseru *!
e. ☞ ke ru *
（e）「大根」（東京方言：ぞんざいな発音、WT はモーラ数を保持する）
Input : /daikon/ WT DEP OCP AH TL LINE
a. daikon *!
b. dekon *! * *
c. ☞ de kon * *
d. dasikon *! *
e. dakon *! ** *






Input : /daikon/ WTs DEP OCP AH TL LINE
a. daikon *!
b. ☞ dekon * *
c. ☞ de kon * *
d. dasikon *! *
e. dakon *! ** *
f dikon *! *
　鹿児島方言の出力は /dekon/ と /de kon/ となる。これは現実の出力とは一致しない。鹿児
島方言は /dekon/ である。これは WTs が音節数を保持し、/dakon/ も /de kon/ も同じ 2 音節
で LINE にも違反する。これは過去の融合の /araiso/ が /ariso/、/tairadani/ が /teradani/ にな







含む）は不要である、であろう（Prince and Smolensky 1993）。これから音節の無標の構造 CV
が形成される。したがってシラビーム方言やモーラが主たる音韻単位になる以前の日本語では、
Onset・No-coda 制約、音節は CV でなくてはならないを、WT の序列の位置に置く。
（g）「大根」（鹿児島方言：ぞんざいな発音 2）
Input : /daikon/ Onset・No-coda DEP OCP AH TL LINE
a. daikon *! *
b. ☞ dekon * *
c. de kon *! * *
d. dasikon *! *
e. dakon *! ** *
f dikon *! *
（h）「てらだに」
Input : /tairadani/ Onset・No-coda DEP OCP AH TL LINE
a. tairadani *! *
b. ☞ teradani * *
c. te radani *! * *
d. tasiradani *! *
e. taradani *! ** *





（7）  a. ていねいな発音：
WT-IDENT-IO, Dep-IO, LINEARITY-IO, ADJUST HIGH >> TAKE LAST, OCP
　　b. ぞんざいな発音： 
WT-IDENT-IO, Dep-IO, OCP, ADJUST HIGH >> TAKE LAST, LINEARITY-IO
　例外としてシラビーム方言や過去の日本語は、WT-IDENT-IO の代わりに Onset・No-coda を置く。
また過去の一時期、例えば平安後期より前は ADJUST HIGH >> TAKE LAST の序列が入れ替わる。
そして /iu/ の母音連続は HIATUS-RAISING で前部要素がより聞こえの低い、言い換えればより［high］
が高い位置に移動する。
5．検証












　OT の評価を行うためには入力と出力を設定する必要がある。そこで、検証の Step 1 では、コー
パス上の出現する個々の単語に対して入力と出力を設定する。コーパス上の各語には「品詞」、「活
用型」、「読み」、「発音」といったさまざまな情報が付与されており、本研究では、基本的に、入
力に「読み」を、出力に「発音」を対応させる（例：語「映画」→入力 : /eiga/、出力 : ［ ］）。
しかしながら、いくつかの語に対しては入力の補正を行う必要があり、この補正のために辞書
UniDic を用いた。例えば、語「おっきい」はコーパスでは「読み」 /okkii/ が設定されている。
本研究では UniDic を用いて、入力を /ookii/ に設定し直す。これは、UniDic 上の各語に設定さ
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れた「語彙素」の項を参照することで実現する。





　次に、Step 2 では、Step 1 で入力と出力を設定した語の集合から制約の重要度ともいえる値を
求める。本研究では、機械学習法の 1 つである最大エントロピー法（北 1999）を用いて制約の
重みを求め、この制約の重みをもとに制約の序列の妥当性を検証する。最大エントロピー法では、




　ここで、 は制約 の重みを表し、これは制約の重要度と捉えることができる。この を
分析し、制約の妥当性を検証する。また、 は が確率の定義を満たすために必要な
正規化項であり、 は入力 のもとで出力候補 が制約 に違反する数、 は入力
に対する出力候補の集合を表す。最大エントロピー法では、 が最大となるような候補
が実際に出力されるという仮定の元で、コーパスから適切な重み を推定する。最後に、
Step 3 で、求めた制約の重みと （7） で提示した制約の序列とを比較する。
5.2　結果






WT DEP LINE AH TL OCP
CSJ 916 4.62 × 104 3.57 4.63 × 104 5.04 25.7
BCCWJ 134 7.42 × 103 3.61 2.41 × 104 1.85 8.62































生き残りとその阻止をする 4 つ制約にもとづき母音融合と母音連続の生き残りの OT 分析を行い、
制約の序列を提示した。それが、ていねいな発音では、WT-IDENT-IO, DEP-IO, LINEARITY-IO, ADJUST 
HIGH >> TAKE LAST, OCP で、ぞんざいな発音では WT-IDENT-IO, DEP-IO, OCP, ADJUST HIGH >> 






1 レーベンシュタイン距離は編集距離とも呼ばれる 2 つの文字列の差を測る尺度である。レーベ
ンシュタイン距離では一方の文字列をもう一方の文字列へ変換するための最小操作回数によって
定義される。ここで操作とは文字の挿入、削除、変換である。文字列 ”kitten” と ”sitting” のレー
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