Abstract We propose that in attempting to detect whether an effect exists or not, people set their decision criterion so as to increase the number of hits and decrease the number of misses, at the cost of increasing false alarms and decreasing correct rejections. As a result, we argue, if one of two complementary events is framed as the positive response to a question and the other as the negative response, people will tend to predict the former more often than the latter. Performance in a prediction task with symmetric payoffs and equal base rates supported our proposal. Positive responses were indeed more prevalent than negative responses, irrespective of the phrasing of the question. The bias, slight but consistent and significant, was evident from early in a session and then remained unchanged to the end. A regression analysis revealed that, in addition, individuals' decision criteria reflected their learning experiences, with the weight of hits being greater than that of correct rejections.
effect of interest-the raining, the guilt of a defendant, the malignancy of a tumor. We propose that because people are intent on detecting effects (Kareev & Fiedler, 2006; Kruglanski, 1989 Kruglanski, , 1990 Lopes, 1982; Trope & Liberman, 1996) , they will set the decision criterion for answering such questions in a way that would increase the chances of detecting an effect when one exists, and decrease the chances of realizing that there is none. With positive-test strategy being common place (e.g., Klayman & Ha, 1987; Trope & Bassok, 1982) , we assume that the phrasing of a question indicates the effect of interest, and implies what combination of answer and outcome constitutes a hit, a false alarm, a miss, or a correct rejection. Therefore, if our claim is correct, the complementary phrasing-"Will it not rain tomorrow?" "Is the defendant innocent?" "Is the tumor benign?"-would result in a different setting of the decision criterion.
Decision theory (e.g., Green & Swets, 1966) identifies three factors that ought to be considered when determining a decision criterion: The separability of the distributions that generate positive and negative items, the base rate of each type of item, and, for either answer, the payoffs associated with being correct or incorrect. With decision theory providing a normative benchmark, empirical research involving signal detection or probabilistic categorization tasks revealed that all three factors indeed affect behavior in a manner commensurate with the theoretical analysis. At the same time, the observed value of the decision criterion has at times deviated from the value prescribed by decision theory. Factors that were found to cause such deviations included improper weighting of baserates and payoffs (Healy & Kubovy, 1981; Kubovy & Healy, 1977) , valuing response accuracy beyond the value specified in the payoffs (Bohil & Maddox, 2001; Maddox, 2002; Maddox & Bohil, 1998) , and one's unique learning experience while performing the task (Erev, 1998) .
We propose that, beyond the effects of all such factors, the way a question is phrased produces a systematic bias for detecting the alternative designated as focal by the phrasing. Since such a bias would amplify the payoffs associated with hits and misses, and attenuate those of false alarms and correct rejections, people would lower the decision criterion for assigning an item into the focal category. As a result, they would answer in the affirmative more often than theoretically expected given the payoffs specified by the experimenter. In other words, we hypothesize an asymmetry that favors predicting the focal alternative when the payoff structure is symmetric. If we are correct, and the quest for effects results in subjective payoffs that are different from those externally defined, the proportion of positive answers would be higher than that expected on normative grounds.
Our claim that the phrasing of a question could affect the setting of a decision criterion sits well with the work on framing effects by McKenzie and his co-workers (McKenzie, 2004; McKenzie & Nelson, 2003; Sher & McKenzie, 2006) . McKenzie and his co-workers point out that logically equivalent phrasings may not be information-equivalent; that normatively relevant information can be leaked via the experimenter's choice among logically equivalent frames. Consistent with this conceptualization, we propose that information about an effect that is of interest to a person posing a question leaks, is revealed by, the phrasing of the question. The phrasing thus provides subtle cues about the payoff structure that may go beyond those explicitly stated. However, it should be noted that McKenzie's own work (2004; Sher & McKenzie, 2006) , as well as his reinterpretation of other work involving the detection of covariation and hypothesis testing (e.g., McKenzie & Mikkelsen, 2000 , 2007 Oaksford & Chater, 1994 , suggests that the phrasing chosen in everyday tasks indicates the rare, rather than the more common values. In contrast, we hypothesize that the phrasing is taken to indicate the value of interest, leading people to act as if that value is more common, not rarer. Thus, the convention observed by McKenzie works against our hypothesis.
There is prior evidence that people do tend to respond to Yes/No questions in the affirmative. The acquiescence biasa tendency to respond in the affirmative to a question asked (e.g., Cronbach, 1942; Hodgins & Zuckerman, 1993; Jackson & Messick, 1958; Knowles & Condon, 1999; Messick & Jackson, 1961; Zuckerman, Knee, Hodgins, & Miyake, 1995) -is one type of such evidence. However, this bias has been observed in situations in which base rates and payoffs were neither assessed nor controlled. In fact, a phrasing-induced bias, if we show it to exist, could explain the acquiescence bias. Referring to a similar tendency, Gilbert (1991) pointed out that everyday experiences predispose people to believe that propositions are true and hence to respond to questions in the affirmative. Gilbert's explanation is orthogonal to ours, but the data he cites could well reflect the subtle bias we suggest.
Most relevant for our argument is the work of Wallsten and his co-workers (Wallsten, Bender, & Li, 1999; Wallsten & González-Vallejo, 1994) . Their participants observed statements like "In 1990, the population of Michigan exceeded that of Minnesota", and were asked to judge whether they were true or false. Base rates were controlled by using complementary statements, and explicit payoffs were associated with each outcome. Most participants (more so in Wallsten & González-Vallejo, 1994 , but also in Wallsten et al., 1999 ) exhibited a bias to respond "true" under symmetric payoffs. In fact, Wallsten et al. (1999) conclude that their findings are compatible with the idea that the subjective cost of calling a true statement false (i.e., a miss) exceeds the subjective cost of calling a false statement true (i.e., a false alarm).
Suggestive as they are, these earlier observations do not provide an unequivocal answer to our question. The acquiescence bias could reflect the payoffs implied by a question-asker's choice of phrasing, but in the situations it has been observed neither the payoff structure, nor the base rates were specified. Gilbert's arguments relate only to base rates, with no consideration of payoffs. Finally, because participants in the studies by Wallsten and his co-workers received no feedback, these studies provide no evidence regarding the effects of different outcomes on the eventual setting of the decision criterion.
To test our claim, we set up the following prediction task: Every participant was presented with a full deck of regular playing cards, face up, and asked to answer, for each card, the same yes/no question about the marking on its back (e.g., "Does it have an X on its back?"). In some decks marking involved the presence or the absence of an X; in others it involved a pair of letters that could either be the same or different. Correct answers were rewarded and incorrect answers were penalized. Payoffs were symmetrical-the rewards for the two types of correct answers were the same, and so were the penalties for the two incorrect answers. Base rates (at .5/.5) and the relationship between the face of a card and the marking on its back (none) were not announced in advance. For generalization, we used four different questions which involved the following values: "X?", "Not X?", "Same marks?", "Different marks?". We asked about both outcomes to control for possible contents effects and included the Same/Different pair of questions to generalize beyond the present/absent (X/Not-X) pair. The overall proportion of "Yes" answers, revealing the setting of the decision criterion, was the main dependent variable.
In our setup-with symmetric payoffs, equal base rates, and zero predictability-decision theory does not prescribe where to set the decision criterion: Since all cutoff points have the same expected payoff, there would be no reason to favor one over the other. Still, there are two reasons to expect the average criterion to be .50. One reason has to do with individual learning experiences. As base rates had not been announced and the sequence actually observed was random, we expected the decision criterion not only to reflect the decision bias, if one existed, but also to be related to each individual's unique learning experience (see Bohil & Maddox, 2001; Erev, 1998; Healy & Kubovy, 1981; Kubovy & Healy, 1977; Maddox, 2002; Maddox & Bohil, 1998) . Because participants were expected to encounter an equal number of Yes and No cards, and to experience an equal proportion of successes and failures, it could be expected that on average the decision criterion would be at .50 if no other effect was at play.
The second reason to expect a decision criterion at .50 is that people tend to balance the regrets experienced by having chosen different alternatives (Selten, Abbink, & Cox, 2005; Selten & Stoecker, 1986 ; for further empirical evidence see Avrahami, Güth, & Kareev, 2005) . If the regret for either incorrect answer-a miss and a false alarm-reflected only the objective difference between actual penalties and wouldbe rewards, regrets would be balanced with the decision criterion set, on average, at .50. Therefore, any deviation from that value could be taken to indicate a differential weighting of the costs of the two types of errors.
In line with our hypothesis, we expected to find an overall tendency for the criterion to be at a point that would result in more hits, and fewer misses, at the unavoidable cost of fewer correct rejection and more false alarms, with the designation of what constitutes each of these outcomes depending on the phrasing of the question.
Method
We marked the backs of the playing cards of a standard deck. The 52 cards were presented one at a time, face up, and the participants were asked to predict what was on the back of each card. Correct predictions were rewarded, and incorrect predictions penalized. The phrasing of the question, asked before each trial, differed between participants. The participants did not know in advance the prevalence of the focal value, or whether there was any relationship between the face value of the cards and the values on their backs.
Materials
Four decks of cards were employed. In two of them, the back of each card was either marked or not marked with the letter X. In the other two decks, each card had two letters on its back-XX, XO, OX, or OO. To control for any prior associations between face value and answer, we marked a given card differently within each pair of decks, so that the correct prediction for it differed. In addition, when marking the cards, we took care to avoid any correlation between color, suit, or value and the mark (or marks) on the back of the cards.
1 A single deck was used for each participant.
The question asked before each card was presented was one of the following four: "Is there an X on the back of this card?", "Is there no X on the back of this card?", "Are the letters on the back of this card the same?", or "Are the letters on the back of this card different?". For a given participant, the question asked was always the same. In each deck, the correct answer was "yes" for half of the cards and "no" for the other half.
Procedure
Participants were tested individually in a quiet room. While shuffling the cards, the experimenter explained that it was a standard deck consisting of 52 cards and described the mark (or marks) that could appear on the back of each card. She then informed the participant that she would ask the same question about the back of each card, and that the question could be answered by "yes" or "no." Once the question was answered, the card was turned over to check the prediction. Correct answers were rewarded by a gain of 1 new Israeli shekel (NIS; about $0.25), and incorrect answers were penalized by a loss of 0.5 NIS.
Following the prediction task, participants answered some additional questions related to their performance. Because the focus of this paper is on predictions, we describe these questions and the answers to them in the supplementary materials. The expected earnings in value of participating in the experiment were about 29 NIS (13 NIS in the prediction task and about 16 NIS in the additional tasks).
Participants
Participants were 128 students at the Mt. Scopus campus of the Hebrew University of Jerusalem. They volunteered to participate in the experiment in return for the payment offered. There were 16 students-eight males and eight females-in each of the eight groups defined by the combination of question asked and deck of card used.
Results and discussion
Our main interest was to find out if affirmative responses were more prevalent overall than negative ones. We expected to observe such an overall tendency beyond the effects, if any, of the participants' unique experiences. At the same time, we were also interested to find out if, and in what way, participants' unique experiences, such as the base-rate encountered or the reinforcement history, were related to the proportion of affirmative responses. To that end, we conducted regression analyses that enabled us to assess the relationship between experience and the tendency to respond in the affirmative and, in particular, the weight of different aspects of that experience.
Before reporting the results of these analyses, it should be pointed out that the specific question asked did not have a significant main effect and was never part of a significant interaction. The data were therefore pooled across questions.
Overall bias The average number of "yes" responses was 27.52 (out of 52; i.e., .53 of the cases). This value was significantly larger than 26.00, the number expected if responses corresponded to the average base rate or if responses were random, t(127) = 2.01, p = 0.046. Thus, as we hypothesized, the phrasing of the question biased responses such that the participants had more hits and fewer misses, at the cost of fewer correct rejections and more false alarms.
If the behavior we observed reflects a deep-seated bias, as our hypothesis implies, it should have been evident early on in the prediction task. To test if this was the case, we conducted several analyses. As an initial test, free of any learning effects, we checked the proportion of "yes" responses in the very first trial.
2 Seventy of the 128 participants (.55) responded in the affirmative. The prevalence of positive responses on the first trial-above the chance level and close to the overall proportion (.53)-indicates that the overall tendency to respond in the affirmative was evident even when no learning could have taken place.
To test if the prevalence of positive responses changed over time we recorded their proportion in the four quartiles of the session. The proportion of positive responses was .54, .53, .54, and .51 in the first through fourth quartiles, respectively. A test for change over time revealed the linear trend to be nonsignificant, F(1, 127) = 1.86, p = 0.175, h 2 p ¼ :014. We therefore argue that the overall tendency to answer in the affirmative is deeply ingrained, and withstands learning experiences.
The bias observed is in line with that observed by Wallsten et al. (1999) , and so is our interpretation, that the subjective cost of a miss exceeds that of a false alarm (or that the subjective value of a hit exceeds that of a correct rejection). If we assume that the decision criterion is set such that regrets for the two types of errors are balanced (see the Impulse-Balance equilibrium notions; e.g., Selten et al., 2005; Selten & Stoecker, 1986) , our data suggest that, on average, the subjective cost of a miss is 12% higher than that of a false alarm.
The relationship of positive answers to individual experiences Although we found an overall tendency to respond in the affirmative, we also observed individual differences in the propensity to do so. Wallsten et al. (1999) too report that a majority of their participants, but not all of them, exhibited the bias to respond "true". Could these differences be accounted for by differences in the unique sequence of experiences that the participants had faced? To answer this question, we regressed the overall proportion of positive answers of each participant on three aspects of that participant's initial experience: Base rate (the proportion of positive cases among the cards observed), the proportion of hits, and the proportion of correct rejections. 3 In deciding which aspects of the participants' experience to use as predictor variables we had the following considerations: The base rate was deemed important because decision theory prescribes that the setting of the decision criterion should correspond to an estimate of it; the other two variables-hits and correct rejections-represent positive reinforcement for either type of answer (see Erev, 1998 , for a successful application of reinforcement learning to probabilistic categorization tasks).
Our analyses focused on the participants' initial experiences because it has been shown that in tasks of repeated decisions which require the estimation of a population parameter, it is initial experiences that are most effective in shaping overall behavior (Hogarth & Einhorn, 1992; Kareev, Arnon, & Horwitz-Zeliger, 2002) . To find out what segment of initial experiences best predicted overall behavior, we ran 16 separate regression analyses, one for every sequence length between four and 19 trials. The predictors in each analysis were the proportion of positive items, the proportion of hits, and the proportion of correct rejections in the sequence of trials of the specified length. In all the analyses, the criterion to be predicted was the overall proportion of positive responses. The shortest sequence considered consisted of four trials because with fewer trials too many participants could not be included in the analysis due to having given only one response; we stopped at a sequence consisting of 19 trials because the analysis indicated that an asymptote had long been reached by then.
The regression analyses revealed that participants' overall proportion of "yes" responses was indeed related their unique experiences (base rates of positive cases encountered and reinforcement history) during the early stages of the session. In the analyses involving only a small number of cards (the first four, five, and six trials), the only significant predictor of the overall proportion of positive responses was the base rate observed. This predictor reached a peak r of .38 after six trials. Thus, early on, participants apparently took note only of the base rate of the phenomenon in question and it must have affected their setting of the overall decision criterion. In analyses involving experience over a larger number of trials, the proportions of hits and correct rejections became the strongest predictors of the overall proportion of positive responses. Of the two, the (positive) weight of hits was consistently stronger than the (negative) weight of correct rejections. 4 The multiple correlation reached a peak of R = .57, a value first observed after 13 trials. Once the proportions of successes due to hits and correct rejections was entered into the regression equation, the base rate of positive events had the lowest weight of the three variables, with its residual contribution acting as a moderator. Figure 1 presents the value of the multiple correlation observed after each of the four through 19 first trials.
In light of these findings, it was necessary to check whether the overall tendency to give "yes" responses could have resulted from chance fluctuation in the proportion of positive cases, hits, or correct rejections in the early stages of the session. This was not the case: The proportion of positive events during the first four, the first five, and the first six trials was slightly below the .50 expected by chance (.46, .47, and .47, respectively) . At trials 1 through 13, the proportion of positive events encountered was .49, the proportion of hits (out of "yes" answers) was .47, and that of correct rejections (out of "no" answers) was .48. Thus, it is clear that the overall bias to answer in the affirmative could hardly be accounted for by the early experiences of our participants.
We find three implications of the regression analyses particularly noteworthy: First, the effects of the base rate and reinforcements demonstrate that the participants' responses were strongly related to their initial history of encounters with the environment and their success in handling it. Second, the fact that the regression weight associated with the proportion of hits was consistently stronger than that associated with the proportion of correct Table 1 The proportion of "yes" responses on trials six and 11, as a function of the proportion of positive items observed in all previous prials 
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Multiple Correlation for Different Numbers of Trials Fig. 1 Strength of the multiple correlation: prediction of "yes" responses by the proportions of positive events, hits, and correct rejections as a function of the number of initial trials over which information was accumulated rejections points to the greater significance of the former in determining behavior. Finally, it may seem impossible to determine whether it was the attraction induced by hits or the repulsion induced by false alarms that affected behavior (the proportion of one being the complement of the other and therefore their weights being opposite in sign but identical in magnitude). Still, we suggest it is the former, rather than the latter, that determined behavior: If responses were driven by false-alarm-induced repulsion, one would expect a preponderance of "no" responses, contrary to the preponderance of "yes" responses observed. Furthermore, a trial-by-trial inspection of behavior revealed no reduction in the propensity to respond in the affirmative following a false alarm, but an increase in the propensity to respond in the affirmative following a miss. A final point has to be made about our use of the term "bias". We used the term in a neutral sense, and explained why a deviation from an equal number of positive and negative answers would constitute such bias. As used by most, the term connotes sub-normative behavior, and it could be argued that no proportion of "yes" responses would constitute a bias in this, more common, sense because in our study any proportion of "yes" responses had the same expected value, and hence could not be regarded as sub-normative. To justify the use of the term, the argument goes, we should show a propensity to respond in the affirmative across different base rates of positive instances. 5 Fortunately, the setup of our study was such that it allowed a test of the appropriateness of using the term "bias" in the stronger sense, implying an inappropriate decision procedure: Because the order of cards was random, participants differed with respect to the proportion of positive instances they encountered; we could thus compare the base rate of positive instances they had observed at any point with their prediction for the next trial. We present in Table 1 , for illustration, the responses at two points, after five and after ten trials, for the total population as well as for sub-groups that had observed different proportions of positive items prior to the trial in question. As can be seen, the overall proportion of "yes" responses is greater than that previously encountered by the participants. A breakdown of the responses by the proportion of positive cases encountered, reveals the proportion of positive predictions to be above that encountered whenever the proportion encountered was smaller than or (about) equal to .5, and, after ten trials, even when that proportion was above .5. The only exception-participants who observed a high proportion of positive items among the first five-could well represent a "gambler's fallacy", and even there, note that the overall bias up (for the low-proportion group) is stronger than the bias down. Thus, whether bias is defined by failure to match the base rate or by failure to maximize in view of the base rate, participants could be said to be biased even in the stronger sense of the word.
Conclusions
Taken together, our results demonstrate that in making predictions, people exhibit a slight but consistent bias whose effect is to increase the chances of scoring a hit and avoiding a miss. This bias could not be ascribed to differences in rewards, penalties, or the base rates of outcomes. At the same time, the degree of the bias was shown to be sensitive to environmental characteristics and individual learning history in the early trials. Still, the bias itself, transcending unique personal experience, reveals what we regard as a deep-rooted preparedness for the detection of effects.
