Abstract In this paper, we investigate a stochastic Galerkin approximation scheme for an optimal control problem governed by an elliptic PDE with random field in its coefficients. The optimal control minimizes the expectation of a cost functional with mean-state constraints. We firstly represent the stochastic elliptic PDE in term of the generalized polynomial chaos expansion and obtain the parameterized optimal control problems. By applying the Slater condition in the subdifferential calculus, we obtain the necessary and sufficient optimality conditions for the state-constrained stochastic optimal control problem in the first time in the literature. We then establish a stochastic Galerkin scheme to approximate the optimality system in the spatial space and the probability space. Then the a priori error estimates are derived for the state, the co-state and the control variables. A projection algorithm is proposed and analyzed. Numerical examples are presented to illustrate our theoretical results.
which are constrained by SPDE, and applied the method to develop a gradient descent algorithm as well as a sequential quadratic program (SQP) for the minimization of objective functions constrained by an SPDE.
Nevertheless, the development of stochastic optimal control problem constrained by stochastic PDEs can still be considered to be in its infancy, and there are many important open topics to be studied.
State-constrained optimal control is an important but difficult model in many applications and there has already existed much research on the numerical approximation of deterministic state constrained optimal control problem governed by PDEs in the literature. Casas in [8] , firstly derived some optimality conditions and carried out important theoretical analysis for the model. For the standard finite element approximation of the control problem, the a priori error estimates were derived by Deckelnick and Hinze in [13] , where non-classic techniques were developed to handle the delta-singularity of the co-stated equation. An augmented Lagrangian method was proposed to solve state and control constrained optimal control problems by Bergounioux and Kunisch in [5] . They also proposed another method: a primal-dual strategy to solve problem in [5] . Casas proved convergence of finite element approximations to optimal control problems for semi-linear elliptic equations with finitely many state constraints in [9] . Casas and Mateos extended these results in [10] to a less regular setting for the states, and proved convergence of finite element approximations to semi-linear distributed and boundary control problems. In [24] , the state-constrained control problem was approximated by a sequence of control-constrained control problems, and then the interior point method was applied to approximating the solutions. In recent years, Liu and Yang have developed L 2 error estimates for integral constraint of optimal control problem in [34] , and Chen did Galerkin spectral approximation of H 1 norm constraint of the state for elliptic optimal control problems in [11] . As far as we are aware there has no known research on numerical methods of state-constrained stochastic optimal control governed by random PDEs in the literature, which is an important gap to fill in this field.
In this work, we present a stochastic Galerkin approximation scheme for a state-constrained optimal control problem governed by an elliptic PDE with random field in its coefficients. By applying the Slater condition in the sub-differential calculus, we are able to obtain the necessary and sufficient optimality conditions for the problem in the first time in the literature. We then establish a stochastic Galerkin scheme to approximate the optimality system in the spatial space and the probability space. Then a priori error estimates are derived for the state, the co-state and the control variables. A projection algorithm is proposed and analyzed, and numerical examples are presented to illustrate our theoretical results. As far as we are aware, this is the first systematical study in numerical methods for state-constrained optimal control governed by random PDEs, and some new techniques are needed in analysis of its scheme and approximation errors.
The plan of this paper is as follows: In Section 2, we introduce the model control problem in suitable spaces. In Section 3, we set up its weak formulation by applying a finite dimensional representation assumption, and derive its optimality conditions. In Sections 4-5 we present a stochastic Galerkin scheme for the control problem and derive a priori error estimates for the state and control variables. In Section 6 a projection algorithm is proposed and its convergence is established, and some numerical tests are presented to illustrate our theoretical analysis.
Model control problem

Function spaces and notations
Let D ⊂ R d (1 ≤ d ≤ 3) be a convex bounded polygonal spatial domain with its boundary ∂ D. Let (Ω , F , P) be a complete probability space, where Ω is a set of samples, F is a σ -algebra of events and P : F → [0, 1] is a probability measure. Denote by B(D) the Borel σ -algebra generated by the open subset of D.
Throughout this paper, we use the standard notations (e.g., see [1] Sobolev spaces (see e.g. [3, 25, 29] ). For nonnegative integers s and 1 ≤ q < +∞, let L q (Ω ;W s,q (D)) contain stochastic functions, v : D × Ω → R, that are measurable with respect to the product σ -algebra F ⊗ B(D) and equipped with the averaged norms
where E is the expected value, ∂ α v is partial derivative in weak sense defined in [1] .
Especially, when s = 0, q = 2, the above space is just
Similarly, we can define spaces
Note that these stochastic Sobolev spaces are Hilbert spaces.
Stochastic optimal control problem governed by stochastic elliptic equation with constrained state
We will consider the following control problem governed by the stochastic elliptic equation with constrained state:
where J is a cost functional, y :D × Ω → R is the state variable, y d :D × Ω → R is a given target state, u : D → R is a deterministic control,D is the closure of D, α is a positive constant measuring the importance between two terms in J, the bilinear forms:
here a : D × Ω → R is a stochastic function with continuous and bounded covariance function, the operator ∇ means derivatives with respect to the spatial variable x ∈ D only. K is a closed convex subset in the state space
Although the objective functional J in (2.1) contains stochastic function y subject to (2.2), its outcome is deterministic by using the expectation E. If we denote by B(D) the Borel σ -algebra generated by the open subsets of D, then a is assumed measurable with respect to the σ -algebras (F ⊗ B(D) ). To ensure regularity of the solution y, we assume that a is a second-order random field, there are positive constants a min and a max such that
Then, with this assumption (2.6), by the theory of optimal control problem [31] , the existence of an optimal solution for (2.1)-(2.2) can be proved as in [29] ). In the following, we take the state space V = L 2 (Ω ; H 1 0 (D)) and the control space U = L 2 (D). In addition, C will denote general constants.
Since the coefficient a is not known exactly, we should consider a perturbation of the weak formulation (2.2) and the size of the corresponding perturbation in the solution. Here, we can derive the following result similar to Corollary 2.1 in [3] .
Besides this, assume that the solution y belongs to space
where C > 0 is the Poincaré constant for the domain D.
3 Finite dimensional representation of stochastic fields
Notations for finite expansion
In most of the existing models, the source of randomness is assumed to be expressed by a finite number of random variables that are mutually independent. Also whenever we apply numerical methods such as the finite element method to solve a problem, we always assume that we have finite expansions of input data. For those reasons, following the theory of Babuska [3] , Wiener [50] , as well as Xiu and Karniadakis [51] , we can employ the following finite-dimensional noise assumption Assumption 3.1 (finite dimensional noise) Any general second-order random process X(ω), ω ∈ Ω can be represented in terms of a prescribed finite number of random variables
be the probability density functions of the random variables ξ i (ω), ω ∈ Ω . Then we can use the joint probability density function ρ(
we have the probability measure ρ(ξ )dξ .
The preceding assumptions enable a parametrization of the problem in ξ in place of the random events ω. As an example, we can use a finite-term expansion of the stochastic coefficient a based on N random variables (cf. [42] ) : 
As commented in [51] , the above finite-term expansion allows us to conduct numerical formulations in the finite dimensional (N-dimensional) random space Γ . Let us denote L 2 ρ (Γ ) as the probabilistic Hilbert space [35] , in which the random processes based upon the random variables ξ reside. The inner product of this Hilbert space is given by
where we have exploited independence of the random variables to allow us to write the measure as product of measures in each stochastic direction. We similarly define the expectation of a random process X ∈ L 2 ρ (Γ ) as
and we refer to the expectation of the powers E[X i (ξ )] as the i th moment of the random process. Additionally, we define the mapping f : (x, ξ ) ∈ D × Γ → R to be a set of random processes, which are indexed by the spatial position x ∈ D. Such a set of processes is referred to as a random field [26] and can also be interpreted as a function-valued random variable, because for every
For a vector-space W on D, let the class L 2 ρ (Γ ;W ) denote the space of random fields whose realizations lie in W for a.e (almost every)
which denotes the expected value of the L 2 (D)-norm of the function f (x, ξ ). Similarly, we have the norm
We now give a Banach space that will be used as the solution space for the stochastic optimality system of equations, cf. [16] . Here, a Banach space C ρ (Γ ; H) comprises all continuous functions f : 
3.2 Finite dimensional representation of the control problem By the above assumption and the Doob-Dynkin lemma (cf. [38] ), we have that the solution y corresponding to (2.2), can be described by just a finite number of random variables, i.e., y(x, ω) = y(x, (ξ 1 (ω), · · · , ξ N (ω))). The number N has to be large enough so that the approximation error is sufficient small.
Here, we will take the deterministic state space
. Corresponding to equations (2.3)-(2.4), we have notations:
and
Similarly, we have the finite dimensional presentation for the weak formulation of optimal control problem (2.1)-(2.2), which can be rewritten as:
Under the assumption (2.6), the existence of solutions to (3.4)-(3.5) can be proved similarly [25, 31] . We take notation S :
) by ∥v∥ 0,ρ , ∥v∥ 1,ρ , ∥v∥ 2,ρ , respectively. Following from [8, 9, 46] , let
we have the following optimal control conditions of (3.4)-(3.5).
satisfies the following optimality system:
Proof Define I K : V → R ∪ {+∞} to be the indicator of the convex set K ρ :
The functionalĴ :
It is an essential fact that ∃ũ > 0 such that
By the properties of subdifferential calculus, the convexity of I k and the strict convexity ofĴ, the pair (y, u) = (Su, u) is a solution to (3.4)-(3.5) if and only if 0 ∈ ∂ (Ĵ(u) + I K (Su)).
Using the Moreau-Rockafellar formulas ( see, e.g. [41] ), we have
which is equivalent to the existence of λ
Here S * denotes the adjoint operator of the operator S. As we know, λ is in the sub-differential set
AsĴ is differentiable at u, so we can infer that
Thus (3.8) can be expressed as
Then we define p ∈ V ρ , such that
Setting q = Sv in (3.11), we have
From (3.10) and (3.12), we obtain
Then we have
By the definition of S, we have y = Sv, −∇ · (a∇y) = v, and thus v = −∇ · (a∇Sv).
Then we obtain
Then (3.7b)-(3.7d) follow from (3.9), (3.11), and (3.17). Finally, we prove the uniqueness of the solution (y, p, λ , u) of (3.7a)-(3.7d). Assume that there exist two solutions: (y 1 , p 1 , λ 1 , u 1 ) and (y 2 , p 2 , λ 2 , u 2 ). Then we have
Thus y 1 = y 2 and
We remark that, the control problem is convex due to the linearity of the state equation. Therefore the above first order optimality conditions are sufficient for this problem.
In the following we will present the expression and property of λ by applying the following Lemma. and
wherev is the mean of v over Γ × D given bȳ 2 2,ρ and the equivalence between (3.20) and (3.21) follows from the Lions's lemma:
This means that Qv defined by (3.22) is the project operator. 
Proof It follows from (3.7c) that
This infers λ = min{λ +ȳ, 0}.
and λ is a constant. One the other hand, since y ∈ K ρ which meansȳ ≥ 0, then we have: Ifȳ > 0, as λ = min{λ +ȳ, 0}, we have λ ̸ =λ +ȳ, then λ = 0. Otherwise, ifȳ = 0, clearly λȳ = 0. As λ = min{λ +ȳ, 0}, then λ ≤ 0. So the conclusion (3.24) holds.
Stochastic Galerkin method
Finite element spaces on D and Γ
To present the discretization of the optimality system (3.4)-(3.5), a stochastic Galerkin scheme will be formulated. We adopt finite element spaces defined on D × Γ by [4, 25] .
First of all, we consider finite element spaces defined on spatial domain D ⊂ R d . Let {T h } h>0 be a family of regular triangulation of D such thatD = ∪ τ∈T hτ . Let h s = max τ∈T h h τ , where h τ denotes the diameter of the element τ. Here regular triangulation of D [33] means: there is a positive constant C such that for all τ ∈ T h ,
where | τ | is the area of τ. Consider two finite element spaces
, consisting of piecewise linear continuous functions on {T h } and piecewise constant functions on {T h }, respectively. We assume that V h s and W h s satisfy the following approximation properties [12] :
where C > 0 is a constant independent of φ and h s .
(
where C > 0 is a constant independent of φ and h s . Next, we consider a finite dimensional space defined on Γ ⊂ R N ( [3] ). Let Γ be partitioned into a finite number of disjoint boxes B N i ⊂ R N , that is, for a finite index set I, we have
where
A maximum grid size parameter 0 < h r < 1 is denoted by
Let S h r ⊂ L 2 ρ (Γ ) be the finite element space of piecewise polynomials with degree at most p j on each direction
we have (cf. [7] ) the following property: for all ψ ∈ C p+1 (Γ ), We define the
and from (4.2) that for all φ ∈ H 1 (D)
Similarly, by (4.3) we obtain that for all ψ ∈ C p+1
Using the inequalities (4.7) and (4.9), we have the following approximation property (cf. [3] , Proposition 3.1): 10) where positive constant C is independent of h s , h r , N and p. In order to obtain the separate error estimates in D and Γ , we define a projection operator P h which maps onto the tensor product space W h s × S h r . It is defined as follows
Furthermore, we use the following decomposition
To derive the error estimates, we need assumption and lemmas on the regularity as follows. Assumption 4.1 Let y, p, u satisfy the following regularity condition
and there exists C > 0 such that
Similar to Lemma 3.7 in [21] , the following Lemma follows from an inductive argument after taking derivatives with respect to ξ j of (3.5) and using Greens formulas.
Then for all j = 1, 2, · · · , N and for any ξ ∈ Γ , there exists C > 0 such that
Galerkin approximation scheme
Let us discrete the constrained set of the state
. Then, we can use Galerkin finite element scheme to approximate the optimal control problem (3.4)-(3.5), which can be formulated as follows:
Define discrete operator S h : U h → V h such that:
Consequently, the conditions {u
. Then the discrete optimal control problem (4.16)-(4.17) is equivalent to the following optimal control problems of constrained control type: 19) where the discrete constrained set for the control is:
Then we have the following discrete optimal control conditions of (4.18)-(4.19). 
Theorem 3 The pair
Proof Here we only outline the proof. Similarly to the proof of Theorem 1, we can show there exists λ h such that
We define p h ∈ V h such that
Noting that S h is a bijection from finite dimension space onto another finite dimension space, so there is
Furthermore we have
Therefore we obtain
Since q h is an arbitrary element in V h and S h is a bijection, the above equality (4.26) holds for any w h ∈ U h . This fact shows αu h is a unique projection of Similarly, we can prove that the solution of (4.21a)-(4.21d) is unique and λ h is a non-positive constant .
Remark.
If U h is a piecewise constant space, we note that P is such that
where |τ| is the measure of τ, which implies
If U h is a piecewise linear element space, we have well-known result
We will use above facts to deduce convergence results of approximation in the following section. We know that it is very useful to examine the structure of the matrix systems of the above finite element problems (4.21a)-(4.21d) for developing efficient numerical algorithms. Without loss of generality, we consider a particular case that the space S h r has no partition of Γ , i.e. only the polynomial degree is increased. Here, we use the tensor finite element space S h r = ⊗ N n=1 Z p n n , where we use the global polynomial subspaces Z
Let {ϕ i (x)} be the a basis of the space V h s , {ψ j (ξ )} be a basis of the space S h r . Then the solutions of the discrete optimality system of equations (4.21a)-(4.21d) are given by
(4.30)
We take the state equation in (4.21a)-(4.21d) as an example. Using test function v h = ϕ l (x)ψ k (ξ ), we have
which can be written as
If the diffusion coefficient a is expanded by finite terms (3.1), i.e. a(
, we have a corresponding expression for the stiffness matrix Putting this choice of ψ k into (4.32), we obtain
Following (4.33), we derive the coefficients of y i j as
Similarly we can obtain explicit formulas for the other equations. Then we have to solve the linear systems to determine y i j , p i j and u i that are coefficients of solutions of the discrete optimality system of equations (4.21a)-(4.21d), which will be carried out in Section 6. Remark 4.1: For ease of exposition, we have chosen the basis {ϕ i (x)} to be the basis of the space K h , see e.g. (4.30). Actually, the base functions of the space V h s and the space K h can be chosen differently. In practice, the control variable of a constrained control problem normally has lower regularity than that of the state variable. Due to the limited regularity of the optimal control in general, there will be no advantage in considering higherorder finite element spaces than the piecewise constant space for the control. We therefore only consider the piecewise constant finite element space for the approximation of the control, though piecewise linear continuous finite element spaces will be used to approximate the state and the co-state.
A priori error estimates
In this section, we will derive the a priori error estimates for the approximation solutions.
In order to obtain error estimates of the approximation solutions, we introduce an auxiliary system with auxiliary state y(u h ) ∈ V ρ and co-state p(u h ) ∈ V ρ , which is defined by the following system:
Obviously, we note that according to Theorem 1 and the requirement of boundary, y(u h ) and p(u h ) are also bounded in L 2 ρ (Γ ; H 2 (D)). In order to obtain the a priori error estimates, we first present some Lemmas. 
. From (3.7b) and (5.1b), we have
Letting q = Cϕ and q = p − p(u h ) respectively in (5.3), we obtain
Note that
Therefore, we have
Since D is a bounded domain, from (3.7d) and (4.21d), we note that Next we estimate the approximation λ h of the multiplier λ . 
Lemma 3 Let the discretized solution
) such thatφ = 1 and ∥ϕ∥ 1,ρ C. From the continuous and auxiliary systems, we obtain
Here we have used the estimate (5.2) and the fact ∥y − y(u h )∥ 0,ρ ∥y − y(u h )∥ 1,ρ C∥u − u h ∥ 0 . Therefore the result (5.6) holds. 
Lemma 4 Let
Proof By direct calculation, and using the continuous and auxiliary systems, we have
As the optimal control problem (2.1)-(2.2) is quadratic control of a linear system, J(u) is strictly convex. It follows from the properties of convex function, we have
From (5.9)-(5.10), we have
here we have used the complementary condition, conform condition K h ⊂ K, and the estimate (5.6). Note that y h is the Stochastic Galerkin finite element solution of y(u h ), from the Aubin-Nitsche technique [12] together with regularity assumption of D, we have the finite element estimate
By the property of L 2 projection operator Finally, we can obtain the a priori estimates of the Stochastic Galerkin approximations by using the above lemmas.
Theorem 4 Let
be the solutions of continuous optimality condition (3.7a)-(3.7d) and discretized optimality condition (4.21a)-(4.21d) respectively. Let p(u h ) be the solution of the auxiliary system (5.1b). We have the following estimate:
Therefore, we obtain the a priori error estimate for the approximation solutions:
Due to the regularity of the boundary ∂ D, we have
It follows from (5.8) and (5.16) that we have
From (3.7a) and (5.1a) we have 
Further, it follows from (5.16) and Lemma 2 that we have
Then it follows from (5.16), (5.17) and Lemma 3 that we have 6 Numerical examples
A projection algorithm
To present our algorithm we reduce the control problem into an optimization on a convex subset U ad of L 2 (D) and use the projection method to discuss algorithm. We consider the following optimal problem:
where J is the reduced functional as before and the constraint set
For easy of exposition, we state our method for the continuous form. For discretized problems (4.18)-(4.19), the method is similar. Our scheme is as follows:
Next we will discuss how to select λ n in each step such that u n+1 ∈ U ad , i.e. E[
Therefore if we define y n+ 1 2 by solving the following equation,
, and thus
Therefore we have
Hence if we select
we can assure E[y n+1 ] 0 in each step. Furthermore the constant SS * (1) can be computed as follows: Let y * be the solution of Step 1: Select u 0 ∈ U ad , and calculate y 0 by solving the state equation.
Step 2: Calculatep n by solving the equation
Step 3: Set u n+ 1 2 = u n − ρE[αu n +p n ]. Calculate y n+ 1 2 by solving the equation
Step 4: Set λ n = min{ȳ
, 0}, and let u n+1 = u n+ 1
Calculate y n+1 by solving the equation
Step 5: Stop if stopping criterion is satisfied, e.g., | u n+1 − u n |< ε,where ε ia a given parameter. Otherwise set n = n + 1 go to Step 2.
Before discussing convergence of our method, we summarize our algorithm in Table 1 .
In order to present the proof for the convergence of our algorithm, we need the following lemma. This lemma indicates that actually P is the projection operator from Hilbert space L 2 (D) onto its non-empty closed convex subset U ad .
Lemma 5 The operator P defined in (6.1) is the projection operator from Hilbert space L 2 (D) onto its non-empty closed convex subset U ad . Further, for any u, v ∈ U ad ,
Noting that E[< λ n , −y n+ 1 2 + λ n ρSS * (1) >] = 0, and E[Sv] 0, ∀v ∈ U ad , we have
which implies P is the projection operator. Furthermore, we have
Then we have ∥Pu − Pv∥ 0 ∥u − v∥ 0 .
This completes the proof. Obviously, the objective functional J ′ is Lipschtiz and uniformly monotone, i.e. there are positive constant c,C such that
Following Lemma 5, we have the following convergence results.
Theorem 5 There are 0 < δ < 1, ε > 0 such that
Proof Firstly we show that u = P(u − ρE[αu +p)], where P is defined in (6.1)andp satisfies the equation
Due to the optimality conditions (3.7c) and (3.7d), we conclude that for any v ∈ U ad ,
From the iteration scheme, we deduce that
By the character of the projection operator P, we have
Choose ρ such that
This completes the proof.
Numerical experiments
In this section, we present three numerical examples to illustrate our analytical results above. 
We consider the following model problem:
The target state y d = (1 − 2π 2 ) sin(πx 1 ) sin(πx 2 ) − 1. The objective is to minimize the expectation of a cost functional and the constraint for the state is E[
We assume each probability density function on Γ i is uniform, i.e. ρ i (ξ i ) = 
In this example, we compute for two cases. First case for N = 5 are shown in Table 2 . For simplicity, Γ i has no partition and we use the same mesh in D for the state, the co-state and the control. Here h is the mesh size for the discretized optimal condition. The second case is for N = 2 in which the stochastic space could be divided into quadrilateral mesh. We use the same degree of piecewise polynomials for each direction ξ j which is labeled as p. Since the control is independent of random, we only compute the state and co-state to show the change of error with the change of h r . The result is shown in Table 3 in which the mesh size of physical space is h s = 1 64 . From Table 3 , we find that the numerical results are consistent with our theoretical results in Theorem 4. 
The target state y d = 1. The objective is to minimize the expectation of a cost functional, and the deterministic control is constrained by the condition E[
We assume that each probability density function on Γ i is uniform, i.e. ρ i (ξ i ) = 1 2 , i = 1, · · · , N. Thus, the joint probability density function ρ(ξ ) of random variable
Here we present two cases for this problem with N = 5, 10. Since the exact solution for this problem could not be given, we contrast the objective function value with the change of α.
For simplicity, Γ i has no partition and we use the same mesh in D for the state, the co-state and the control. The results for N = 5, 10 are shown in Table 4 . Since the exact solution is unknown, following the idea in [29] and [46] , we let the parameter α approximating zero, so that the relative errors of y h to y d should approximate zero and the functional values should be getting smaller. From Table 4 we can see that
and the objective function values J h (y h , u h ) are smaller, respectively, as the value α becomes smaller. And the mean value for y and u in N = 10 with α = 0.1 and α = 0.0001 are shown in Fig. 1-2 . Since the exact solution for this problem is un-known, we contrast the objective function value with the change of α.
For simplicity, Γ i has no partition and we use the same mesh in D for the state, the co-state and the control. The results for N = 20 are shown in Table 5 . From Table 5 we can see that
and the objective function values J h (y h , u h ) are smaller, respectively, as the value α becomes smaller. These simulation results are similar to that in [46] . The mean value for y and u for N = 20 with different α are shown in Fig. 3-4 . 
Conclusions
We have investigated a stochastic Galerkin approximation scheme for a model optimal control problem governed by an elliptic PDE with random field in its coefficients and state-meant constraints. We successfully obtain the necessary and sufficient optimality conditions for the state-constrained stochastic optimal control problem in the first time in the literature. We further establish a Stochastic Galerkin scheme to approximate the optimality system in the spatial space and the probability space. We have developed an efficient projection algorithm for solving the problem, and the numerical results presented have showed consistency with our theoretical the a priori error estimates derived.
