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MULTIPLICITY RESULTS FOR FRACTIONAL LAPLACE PROBLEMS
WITH CRITICAL GROWTH
ALESSIO FISCELLA, GIOVANNI MOLICA BISCI, AND RAFFAELLA SERVADEI
Abstract. This paper deals with multiplicity and bifurcation results for nonlinear prob-
lems driven by the fractional Laplace operator (−∆)s and involving a critical Sobolev
term. In particular, we consider{
(−∆)su = γ |u|2
∗
−2 u+ f(x, u) in Ω
u = 0 in Rn \ Ω,
where Ω ⊂ Rn is an open bounded set with continuous boundary, n > 2s with s ∈ (0, 1),
γ is a positive real parameter, 2∗ = 2n/(n− 2s) is the fractional critical Sobolev exponent
and f is a Carathe´odory function satisfying different subcritical conditions.
1. Introduction
Recently, the interest towards nonlocal fractional Laplacian equations involving a critical
term has grown more and more. Concerning the existence result for this kind of problems,
a positive answer has been given in the recent papers [3, 10, 13, 16, 22, 20]: in all these
works well known existence results for classical Laplace operators were extended to the
nonlocal fractional setting. A natural question is to ask when it is possible to get more than
a non–trivial solution, giving a multiplicity result. In literature few attempts have been
made to answer this question. In particular we refer to very recent papers [8, 15] which give
a bifurcation result.
Motivated by the above papers, here we deal with the following problem
(1.1)
{
(−∆)su = γ |u|2
∗−2 u+ f(x, u) in Ω
u = 0 in Rn \Ω,
where s ∈ (0, 1) is fixed, n > 2s, Ω ⊂ Rn is an open and bounded set with continuous
boundary, 2∗ = 2n/(n − 2s) and (−∆)s is the fractional Laplace operator, that may be
defined (up to a normalizing constant) by the Riesz potential as follows
(1.2) (−∆)su(x) =
∫
Rn
2u(x) − u(x+ y)− u(x− y)
|y|n+2s
dy, x ∈ Rn ,
as defined in [7] (see this paper and the references therein for further details on fractional
Laplacian).
Concerning the nonlinearity in (1.1), in the present work we assume that f : Ω×R→ R
is a Carathe´odory function satisfying the following condition
(1.3) sup
{
|f(x, t)| : x ∈ Ω, |t| 6M
}
< +∞ for any M > 0.
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The main aim of the present paper is to establish bifurcation results for (1.1). For this,
we need that f(x, t) is odd in t, i.e.
(1.4) f(x, t) = −f(x,−t) for any t ∈ R and a.e. x ∈ Ω ,
in order to apply the symmetric version of the Mountain Pass Theorem due to Ambrosetti
and Rabinowitz (see [2]). However, with respect to the classical case presented in [2], we
use a weaker condition than the usual one of Ambrosetti-Rabinowitz, in order to overcome
the lack of compactness at critical level L2
∗
(Ω). Thus, we assume that f and its primitive
F , defined as
(1.5) F (x, t) =
∫ t
0
f(x, τ)dτ ,
satisfy
(1.6) lim
|t|→+∞
f(x, t)
|t|2
∗−1 = 0 uniformly a.e. in Ω;
(1.7)
there exist σ ∈ [0, 2) and a1, a2 > 0 such that
1
2
f(x, t)t− F (x, t) > −a1 − a2 |t|
σ
for any t ∈ R and a.e. x ∈ Ω;
(1.8)
there exist θ ∈ (2, 2∗) and b1, b2 > 0 such that
F (x, t) 6 b1 |t|
θ + b2 for any t ∈ R and a.e. x ∈ Ω;
(1.9)
there exist c1 > 0, h1 ∈ L
1(Ω) and Ω0 ⊂ Ω with |Ω0| > 0 such that
F (x, t) > −h1(x) |t|
2 − c1 for any t ∈ R and a.e. x ∈ Ω and
lim inf
|t|→+∞
F (x, t)
|t|2
= +∞ uniformly a.e. in Ω0.
We are now ready to state our first result.
Theorem 1.1. Let s ∈ (0, 1), n > 2s, Ω be an open bounded subset of Rn with continuous
boundary, and let f be a function satisfying assumptions (1.3), (1.4), (1.6), (1.7)–(1.9).
Then, for any k ∈ N there exists γk ∈ (0,+∞] such that (1.1) admits at least k pairs of
non–trivial solutions for any γ ∈ (0, γk).
In the next result we establish a multiplicity result of solutions for (1.1) without assuming
that primitive F still satisfies a general subcritical growth like in (1.8). However, we need a
stronger condition than (1.9). That is, given j, k ∈ N with j 6 k, we consider these different
versions of (1.8) and (1.9)
(1.10)
there exists a measurable function a : Ω→ R such that
lim sup
t→0
2
F (x, t)
|t|2
= a(x) uniformly a.e. in Ω,
a(x) 6 λj a.e. in Ω and a(x) < λj on a set of positive measure contained in Ω;
(1.11)
there exists B > 0 such that
F (x, t) > λk
|t|2
2
−B for any t ∈ R and a.e. x ∈ Ω,
where λj 6 λk are eigenvalues of (−∆)
s, as recalled in Section 4.
With the above conditions we still can apply the Mountain Pass Theorem given in [2],
getting the following result:
Theorem 1.2. Let s ∈ (0, 1), n > 2s, Ω be an open bounded subset of Rn with continuous
boundary. Let j, k ∈ N, with j 6 k, and let f be a function satisfying assumptions (1.3),
(1.4), (1.6), (1.7), (1.10) and (1.11).
Then, there exists γk,j ∈ (0,+∞] such that (1.1) admits at least k − j + 1 pairs of non–
trivial solutions for any γ ∈ (0, γk,j).
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A natural question is to investigate what happens when f has not any symmetry. In
this case it is still possible to get a multiplicity result, by studying two truncated problems
related to (1.1). These auxiliary problems are still variational and by using the Mountain
Pass Theorem we get at least two solutions of different sign for them, as stated in the
following result:
Theorem 1.3. Let s ∈ (0, 1), n > 2s, Ω be an open bounded subset of Rn with continuous
boundary. Let f satisfy f(x, 0) = 0, (1.3), (1.6), (1.7), (1.10) and (1.11) with j = k = 1.
Then, there exists γ1 > 0 such that (1.1) admits a non–trivial non–negative and a non–
trivial non–positive solution for any γ ∈ (0, γ1).
The main tools used in order to prove Theorem 1.1–Theorem 1.3 are variational and
topological methods and a suitable decomposition of the functional space Xs0(Ω) where
we look for solutions of problem (1.1), through the eigenvalues of the fractional Laplace
operator.
An interesting open problem is to prove the main results of the present paper in a more
general framework, like the one given in the following problem:
(1.12)
{
−LpKu = γ |u|
p∗−2 u+ f(x, u) in Ω
u = 0 in Rn \ Ω ,
where Ω ⊂ Rn is an open and bounded set with continuous boundary, n > ps > 2s,
p∗ = pn/(n− ps) and LpK is a nonlocal operator defined as follows:
LpKu(x) = 2 limεց0
∫
Rn\Bε(x)
|u(x)− u(y)|p−2(u(x)− u(y))K(x− y)dy, x ∈ Rn .
Here, the kernel K : Rn \ {0} → (0,+∞) is a measurable function for which
(1.13) mK ∈ L1(Rn), with m(x) = min {|x|p , 1} ;
(1.14) there exists θ > 0 such that K(x) > θ |x|−(n+ps) for any x ∈ Rn \ {0},
hold true. A model for LpK is given by the fractional p-Laplacian (−∆)
s
p which (up to
normalization factors) may be defined for any x ∈ Rn as
(−∆)spu(x) = 2 lim
εց0
∫
Rn\Bε(x)
|u(x)− u(y)|p−2 (u(x) − u(y))
|x− y|n+sp
dxdy .
For problem (1.12) the appropriate functional space where finding solution is Xs, p0 (Ω),
defined as
Xs, p0 (Ω) = {g ∈ X
s, p(Ω) : g = 0 a.e. in Rn \ Ω}.
Here Xs, p(Ω) denotes the linear space of Lebesgue measurable functions u : Rn → R whose
restrictions to Ω belong to Lp(Ω) and such that
the map (x, y) 7→ (u(x) − u(y))pK(x− y) is in L1
(
Q, dxdy
)
,
where Q = Rn×Rn\((Rn \ Ω)× (Rn \ Ω)). It is immediate to see that Xs, p0 (Ω) is a Banach
space endowed with the following norm
(1.15) ‖u‖s,p =
(∫∫
Rn×Rn
|u(x)− u(y)|pK(x− y) dx dy
)1/p
.
When p = 2 and K(x) = |x|−(n+2s) the space Xs, p0 (Ω) coincides with X
s
0(Ω) defined in (2.2)
(see [18, Lemma 5]). In such a case the statements of Theorem 1.1–Theorem 1.3 are still
valid and their proofs can be performed exactly with the same arguments considered in the
model case of the fractional Laplace operator (−∆)s.
In order to treat problem (1.12) when p 6= 2 we have to adapt in a suitable way the
arguments used for studying (1.1). Indeed, in this case the main difficulty is related to
the fact that we have to understand how to decompose the space Xs, p0 (Ω). Indeed, when
p 6= 2 the full spectrum of (−∆)sp and of L
p
K is still almost unknown, even if some important
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properties of the first eigenvalue and of the higher order (variational) eigenvalues have been
established in [11, 12]. We would recall that in [5] the authors proposed a definition of quasi–
eigenvalues for (−∆)sp and using them considered a suitable decomposition of X
s, p
0 (Ω) which
turns out to be the known one for p = 2.
The paper is organized as follows. In Section 2 we introduce the variational formulation of
the problem under consideration. Section 3 is devoted to the proof of the compactness prop-
erty for problem (1.1). In Section 4 we conclude the proofs of Theorem 1.1–Theorem 1.3.
2. Variational setting
Problem (1.1) has a variational structure and the natural space where finding solutions is
the homogeneous fractional Sobolev space Hs0(Ω). In order to study (1.1) it is important to
encode the “boundary condition” u = 0 in Rn\Ω (which is different from the classical case of
the Laplacian, where it is required u = 0 on ∂Ω) in the weak formulation, by considering also
that the interaction between Ω and its complementary in Rn gives a positive contribution
in the so-called Gagliardo norm given as
(2.1) ‖u‖Hs(Rn) = ‖u‖L2(Rn) +
(∫∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s
dx dy
)1/2
.
The functional space that takes into account this boundary condition will be denoted by
Xs0(Ω) and it is defined as
(2.2) Xs0(Ω) =
{
u ∈ Hs(Rn) : u = 0 a.e. in Rn \ Ω
}
.
We refer to [18, 22] for a general definition of Xs0(Ω) and its properties. We also would like
to point out that, when ∂Ω is continuous, by [9, Theorem 6] the space Xs0(Ω) can be seen
as the closure of C∞0 (Ω) with respect to the norm (2.1). This last point will play a crucial
role in the proof of the compactness condition for the energy functional related to (1.1).
In Xs0(Ω) we can consider the following norm
(2.3) ‖u‖Xs0 (Ω)
=
(∫∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s
dx dy
)1/2
,
which is equivalent to the usual one defined in (2.1) (see [18, Lemma 6]). We also recall
that (Xs0(Ω), ‖·‖Xs0(Ω)
) is a Hilbert space, with the scalar product defined as
(2.4) 〈u, v〉Xs0(Ω)
=
∫∫
Rn×Rn
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dx dy.
From now on, in order to simplify the notation, we will denote ‖ · ‖Xs0 (Ω) and 〈·, ·〉Xs0(Ω)
by ‖ · ‖ and 〈·, ·〉 respectively, and ‖ · ‖Lq(Ω) by ‖ · ‖q for any q ∈ [1,+∞].
A function u ∈ Xs0(Ω) is said to be a (weak) solution of problem (1.1) if u satisfies the
following weak formulation
(2.5) 〈u, ϕ〉 = γ
∫
Ω
|u(x)|2
∗−2 u(x)ϕ(x)dx +
∫
Ω
f(x, u(x))ϕ(x)dx,
for any ϕ ∈ Xs0(Ω). We observe that (2.5) represents the Euler–Lagrange equation of the
functional Jγ : X
s
0(Ω)→ R defined as
(2.6) Jγ(u) =
1
2
‖u‖2 −
γ
2∗
‖u‖2
∗
2∗ −
∫
Ω
F (x, u(x)) dx ,
where F is as in (1.5). It is easily seen that Jγ is well defined thanks to (1.3)–(1.6) and
[18, Lemma 6]. Moreover, Jγ ∈ C
1(Xs0(Ω)), thus critical points of Jγ are solutions to
problem (2.5), that is weak solutions for (1.1).
The proofs of Theorem 1.1 and Theorem 1.2 are mainly based on variational and topo-
logical methods. Precisely, here we will perform the following version of the symmetric
Mountain Pass Theorem (see [2, 4, 23]).
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Theorem 2.1 (Abstract critical point theorem). Let E = V ⊕X, where E is a real Banach
space and V is finite dimensional. Suppose that I ∈ C1(E,R) is a functional satisfying the
following conditions:
(I1) I(u) = I(−u) and I(0) = 0;
(I2) there exists a constant ρ > 0 such that I|∂Bρ∩X > 0;
(I3) there exists a subspace W ⊂ E with dim V < dim W < +∞ and there is M > 0
such that max
u∈W
I(u) < M ;
(I4) considering M > 0 from (I3), I(u) satisfies (PS)c condition for 0 6 c 6M .
Then, there exist at least dim W − codim V pairs of non–trivial critical points of I.
In order to prove our main results, the idea consists in applying Theorem 2.1 to the
functional Jγ . At this purpose note that when f is odd in t, Jγ is even and also Jγ(0) = 0.
Thus, condition (I1) of Theorem 2.1 is always verified by Jγ and we will not recall it in the
sequel.
For the proof of Theorem 1.3 we will use the following version of the Mountain Pass
Theorem (see [23]):
Theorem 2.2. Let E be a real Banach space. Suppose that I ∈ C1(E,R) is a functional
satisfying the following conditions:
(I1) I(0) = 0;
(I2) there exists a constant ρ > 0 such that I|∂Bρ > 0;
(̂I3) there exist v1 ∈ ∂B1 and M > 0 such that sup
t>0
I(tv1) 6M ;
(I4) considering M > 0 from (I3), I(u) satisfies (PS)c condition for 0 6 c 6M .
Then, I possesses a non–trivial critical point.
3. The Palais–Smale condition
In this section we verify that the functional Jγ satisfies the (PS)c condition under a
suitable level. For this, we use some preliminary estimates concerning the nonlinearity f
and its primitive F . By (1.3) and (1.6) for any ε > 0 there exists a constant Cε > 0 such
that
(3.1) |f(x, t)t| 6 Cε + ε |t|
2∗ for any t ∈ R and a.e. x ∈ Ω
and
(3.2) |F (x, t)| 6 Cε +
ε
2∗
|t|2
∗
for any t ∈ R and a.e. x ∈ Ω.
We recall that {uj}j∈N ⊂ X
s
0(Ω) is a Palais–Smale sequence for Jγ at level c ∈ R (in
short (PS)c sequence) if
(3.3) Jγ(uj)→ c and J
′
γ(uj)→ 0 as j → +∞.
We say that Jγ satisfies the Palais–Smale condition at level c if any Palais–Smale sequence
{uj}j∈N at level c admits a convergent subsequence in X
s
0(Ω).
As usual, we first prove the boundedness of the (PS)c sequence.
Lemma 3.1. Let f satisfy (1.3), (1.6) and (1.7). For any γ > 0, let c > 0 and {uj}j∈N be
a (PS)c sequence for Jγ.
Then, {uj}j∈N is bounded in X
s
0(Ω).
Proof. Fix γ > 0. By (3.3) there exists C > 0 such that
(3.4) |Jγ(uj)| 6 C and
∣∣∣∣J ′γ(uj)( uj‖uj‖
)∣∣∣∣ 6 C for any j ∈ N.
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Moreover, by (1.7) and Ho¨lder inequality we have
(3.5) Jγ(uj)−
1
2
J ′γ(uj)(uj) >
sγ
n
‖uj‖
2∗
2∗ − a1 |Ω| − a2 |Ω|
2∗−σ
2∗ ‖uj‖
σ
2∗ .
From Young’s inequality with exponents p = 2∗/σ and q = 2∗/(2∗ − σ) we also get
‖uj‖
σ
2∗ 6 δ ‖uj‖
2∗
2∗ + Cδ,
for suitable δ, Cδ > 0. The last inequality combined with (3.4) and (3.5) says that
(3.6) ‖uj‖
2∗
2∗ 6 C
′
(
‖uj‖+ 1
)
,
for another positive constant C ′.
Now, by (3.2), (3.4) and (3.6) we obtain
C > Jγ(uj) >
1
2
‖uj‖
2 −
(
C ′γ
2∗
−
C ′ε
2∗
)
(1 + ‖uj‖)− Cε |Ω| ,
which gives the boundedness of {uj}j∈N in X
s
0(Ω). 
Now, we can prove the relatively compactness of a (PS)c sequence under a suitable level.
Here, we must pay attention to the lack of compactness at level L2
∗
(Ω).
Lemma 3.2. Let f satisfy (1.3), (1.6) and (1.7).
Then, for any M > 0 there exists γ∗ > 0 such that Jγ satisfies the (PS)c condition for
any c 6M , provided 0 < γ < γ∗.
Proof. Fix M > 0. We set
(3.7) γ∗ = min
S(n, s),
(S(n, s)) n2s ( s
n(M +A)
) 2∗
2∗−σ
 1n/2s−2∗/(2∗−σ)

with
(3.8) A = a1 |Ω|+ a2 |Ω|
2∗−σ
2∗ ,
where a1, a2, σ are the constants given in (1.7), while S(n, s) is the best constant of the
fractional Sobolev embedding (see [18, Lemma 6]) defined as
(3.9) S(n, s) = inf
v∈Hs(Rn)\{0}
∫∫
Rn×Rn
|v(x)− v(y)|2
|x− y|n+2s
dxdy(∫
Rn
|v(x)|2
∗
)2/2∗ > 0.
Given γ < γ∗ and c < M , let us consider a (PS)c sequence {uj}j∈N for Jγ . Since by
Lemma 3.1 we have that {uj}j∈N is bounded in X
s
0(Ω), by applying also [17, Lemma 8] and
[6, Theorem IV.9], there exists u ∈ Xs0(Ω) such that, up to a subsequence,
(3.10) uj ⇀ u weakly in X
s
0(Ω),
(3.11) uj → u in L
q(Ω),
with q ∈ [1, 2∗) and
(3.12) uj → u a.e in Ω,
as j → +∞.
Now, we claim that
(3.13) ‖uj‖
2 → ‖u‖2 as j → +∞,
which easily implies that uj → u in X
s
0(Ω) as j → +∞, thanks to (3.10).
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First of all, from Phrokorov’s Theorem we deduce the existence of two positive measures
µ and ν on Rn such that
(3.14)
∣∣∣(−∆)s/2uj(x)∣∣∣2 dx ∗⇀ µ and |uj(x)|2∗ dx ⇀ ν in M(Rn)
as j → +∞. By [9, Theorem 6], thanks to our assumptions on ∂Ω, it is easy to see that
Xs0(Ω) can also be defined as the closure of C
∞
0 (Ω) with respect to the norm (2.1). Hence,
Xs0(Ω) is consistent with the functional space introduced in [14]. Thus, by [14, Theorem 2]
we obtain an at most countable set of distinct points {xi}i∈J , non–negative numbers {νi}i∈J ,
{µi}i∈J and a positive measure µ˜, with Supp µ˜ ⊂ Ω, such that
(3.15) ν = |u(x)|2
∗
dx+
∑
i∈J
νiδxi , µ =
∣∣∣(−∆)s/2u(x)∣∣∣2 dx+ µ˜+∑
i∈J
µiδxi ,
and
(3.16) νi 6 S(n, s)
− 2
∗
2 µ
2∗
2
i
for any i ∈ J , where S(n, s) is the constant given in (3.9). Now, in order to prove (3.13) we
proceed by steps.
Step 1. Fix i0 ∈ J . Then, either νi0 = 0 or
(3.17) νi0 >
[
S(n, s)
γ
]n/2s
.
Proof. Let ψ ∈ C∞0 (R
n, [0, 1]) be such that ψ ≡ 1 in B(0, 1) and ψ ≡ 0 in Rn \B(0, 2). For
any δ ∈ (0, 1) we set
ψδ,i0(x) = ψ
(
(x− xi0)/δ
)
.
Clearly the sequence {ψδ,i0uj}j∈N is bounded in X
s
0(Ω) by Lemma 3.1, and so by (3.3) it
follows that
J ′γ(uj)(ψδ,i0uj)→ 0
as j → +∞. In other words
(3.18)
o(1)+
∫∫
Rn×Rn
(
uj(x)− uj(y)
)(
ψδ,i0(x)uj(x)− ψδ,i0(y)uj(y)
)
|x− y|n+2s
dxdy
= γ
∫
Ω
|uj(x)|
2∗ ψδ,i0(x)dx+
∫
Ω
f(x, uj(x))ψδ,i0(x)uj(x)dx,
as j → +∞.
By [7, Proposition 3.6] and taking into account the definition of (−∆)s given in (1.2), we
know that for any v ∈ Xs0(Ω)∫∫
Rn×Rn
|v(x)− v(y)|2
|x− y|n+2s
dxdy =
∫
Rn
∣∣∣(−∆)s/2v(x)∣∣∣2 dx .
By taking derivative of the above equality, for any v,w ∈ Xs0(Ω) we obtain
(3.19)
∫∫
Rn×Rn
(v(x)− v(y))(w(x) − w(y))
|x− y|n+2s
dxdy =
∫
Rn
(−∆)s/2v(x)(−∆)s/2w(x)dx.
Furthermore, for any v,w ∈ Xs0(Ω) we have
(3.20) (−∆)s/2(vw) = v(−∆)s/2w + w(−∆)s/2v − 2Is/2(v,w),
where the last term is defined, in the principal value sense, as follows
Is/2(v,w)(x) = P.V.
∫
Rn
(v(x) − v(y))(w(x) −w(y))
|x− y|n+s
dy
for any x ∈ Rn.
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Thus, by (3.19) and (3.20) the integral in the left–hand side of (3.18) becomes
(3.21)
∫∫
Rn×Rn
(
uj(x)− uj(y)
)(
ψδ,i0(x)uj(x)− ψδ,i0(y)uj(y)
)
|x− y|n+2s
dxdy
=
∫
Rn
(−∆)s/2uj(x)(−∆)
s/2(ψδ,i0uj)(x)dx
=
∫
Rn
uj(x)(−∆)
s/2uj(x)(−∆)
s/2ψδ,i0(x)dx
+
∫
Rn
∣∣∣(−∆)s/2uj(x)∣∣∣2 ψδ,i0(x)dx
− 2
∫
Rn
(−∆)s/2uj(x)
∫
Rn
(uj(x)− uj(y))(ψδ,i0(x)− ψδ,i0(y))
|x− y|n+s
dxdy.
By [3, Lemma 2.8 and Lemma 2.9] we have
(3.22) lim
δ→0
lim
j→+∞
∣∣∣∣∫
Rn
uj(x)(−∆)
s/2uj(x)(−∆)
s/2ψδ,i0(x)dx
∣∣∣∣ = 0
and
(3.23) lim
δ→0
lim
j→+∞
∣∣∣∣∫
Rn
(−∆)s/2uj(x)
∫
Rn
(uj(x)− uj(y))(ψδ,i0(x)− ψδ,i0(y))
|x− y|n+s
dxdy
∣∣∣∣ = 0.
Then, by combining (3.21)–(3.23) and (3.14)–(3.15) we get
(3.24) lim
δ→0
lim
j→+∞
∫∫
Rn×Rn
(
uj(x)− uj(y)
)(
ψδ,i0(x)uj(x)− ψδ,i0(y)uj(y)
)
|x− y|n+2s
dxdy > µi0 .
While, by (3.1) and the Dominated Convergence Theorem we get∫
B(xi0 ,2δ)
f(x, uj(x))uj(x)ψδ,i0(x)dx→
∫
B(xi0 ,2δ)
f(x, u(x))u(x)ψδ,i0(x)dx as j → +∞,
and so by sending δ → 0 we observe that
(3.25) lim
δ→0
lim
j→+∞
∫
B(xi0 ,2δ)
f(x, uj(x))uj(x)ψδ,i0(x)dx = 0.
Furthermore, by (3.14) it follows that∫
Ω
|uj(x)|
2∗ ψδ,i0(x)dx→
∫
Ω
ψδ,i0(x)dν as j → +∞ .
Finally, by combining this last formula with (3.18), (3.24) and (3.25) we get
νi0 >
µi0
γ
.
Thus, from this and (3.16) with i = i0 we have that
νi0 >
ν
2/2∗
i0
S(n, s)
γ
,
which yields that either νi0 = 0 or νi0 verifies (3.17). This ends the proof of Step 1. 
Step 2. Estimate (3.17) can not occur, hence νi0 = 0.
Proof. For this, it is enough to see that
(3.26)
∫
Ω
dν <
[
S(n, s)
γ
] n
2s
.
For this, let us consider two cases. First of all, assume that
(3.27)
∫
Ω
dν 6 1 .
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Since γ < γ∗ and by (3.7) (which implies that γ∗ < S(n, s)) we have
1 <
(
S(n, s)
γ
) n
2s
,
from which immediately follows (3.26), thanks to (3.27).
Now, assume that
∫
Ω
dν > 1. Since {uj}j∈N is a (PS)c sequence for Jγ , arguing as in
Lemma 3.1 (see formula (3.5)) we get
(3.28) Jγ(uj)−
1
2
J ′γ(uj)(uj) >
sγ
n
‖uj‖
2∗
2∗ − a1 |Ω| − a2 |Ω|
2∗−σ
2∗ ‖uj‖
σ
2∗ .
By sending j → +∞ in (3.28) and using (3.3), (3.14) we obtain
sγ
n
∫
Ω
dν 6 c+ a1 |Ω|+ a2 |Ω|
2∗−σ
2∗
(∫
Ω
dν
) σ
2∗
6
(
M + a1 |Ω|+ a2 |Ω|
2∗−σ
2∗
)(∫
Ω
dν
) σ
2∗
= (M +A)
( ∫
Ω
dν
) σ
2∗
,
thanks to the choice of c 6M and the definition of A given in (3.8). Hence we get
(3.29)
∫
Ω
dν 6
[
n(M +A)
sγ
] 2∗
2∗−σ
.
By (3.7) and the fact that γ < γ∗ we know that
γ <
(S(n, s)) n2s ( s
n(M +A)
) 2∗
2∗−σ
 1n/2s−2∗/(2∗−σ) ,
that is
γ
n
2s
− 2
∗
2∗−σ < (S(n, s))
n
2s
(
s
n(M +A)
) 2∗
2∗−σ
,
which yields [
n(M +A)
sγ
] 2∗
2∗−σ
<
(
S(n, s)
γ
) n
2s
.
From this and (3.29) we get (3.26). Thus, the proof of Step 2 is complete and νi0 = 0. 
Step 3. Claim (3.13) holds true.
Proof. By considering that i0 was arbitrary in Step 1, we deduce that νi = 0 for any i ∈ J .
As a consequence, also from (3.14) and (3.15) it follows that uj → u in L
2∗(Ω) as j → +∞.
Thus, by (3.1), the fact that
(3.30) J ′γ(uj)→ 0 as j → +∞
(being {uj}j∈N a (PS)c sequence for Jγ) and the Dominated Convergence Theorem, we
have
(3.31) lim
j→+∞
‖uj‖
2 = γ
∫
Ω
|u(x)|2
∗
dx+
∫
Ω
f(x, u(x))u(x)dx.
Moreover, by remembering that uj ⇀ u in X
s
0(Ω) and by using again (3.1), (3.30) and
the Dominated Convergence Theorem, we have
(3.32) 〈u, ϕ〉 = γ
∫
Ω
|u(x)|2
∗−2 u(x)ϕ(x)dx +
∫
Ω
f(x, u(x))ϕ(x)dx,
for any ϕ ∈ Xs0(Ω). Thus, by combining (3.31) and (3.32) with ϕ = u we get the claim
(3.13), concluding the proof of Step 3. 
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Hence, the proof of Lemma 3.2 is complete. 
4. Main theorems
This section is devoted to the proof of the main results of the paper. In particular here
we study the geometry of the functional Jγ .
At first, we need some notation. In what follows
{
λj
}
j∈N
denotes the sequence of the
eigenvalues of the following problem
(4.1)
{
(−∆)su = λu in Ω
u = 0 in Rn \ Ω,
with
(4.2) 0 < λ1 < λ2 6 . . . 6 λj 6 λj+1 6 . . .
λj → +∞ as j → +∞,
and with ej as eigenfunction corresponding to λj. Also, we choose
{
ej
}
j∈N
normalized in
such a way that this sequence provides an orthonormal basis of L2(Ω) and an orthogonal
basis of Xs0(Ω). For a complete study of the spectrum of the fractional Laplace opera-
tor (−∆)s we refer to [16, Proposition 2.3], [19, Proposition 9 and Appendix A] and [20,
Proposition 4].
Along the paper, for any j ∈ N we also set
Pj+1 = {u ∈ X
s
0(Ω) : 〈u, ei〉 = 0 for any i = 1, . . . , j} (with P1 = X
s
0(Ω)),
as defined also in [19, Proposition 9 and Appendix A], while
Hj = span {e1, . . . , ej}
will denote the linear subspace generated by the first j eigenfunctions of (−∆)s. It is
immediate to observe that Pj+1 = H
⊥
j with respect to the scalar product in X
s
0(Ω) defined
as in formula (2.4). Thus, since Xs0(Ω) is a Hilbert space (see [18, Lemma 7] and (2.4)), we
can write it as a direct sum as follows
Xs0(Ω) = Hj ⊕ Pj+1
for any j ∈ N . Moreover, since
{
ej
}
j∈N
is an orthogonal basis of Xs0(Ω), it is easy to see
that for any j ∈ N
Pj+1 = span {ei : i > j + 1}.
Now, before studying and proving the geometric features for Jγ we need a stronger version
of the classical Sobolev embedding. Here the constant of the embedding can be chosen and
controlled a priori.
Lemma 4.1. Let r ∈ [2, 2∗) and δ > 0.
Then, there exists j ∈ N such that ‖u‖rr 6 δ ‖u‖
r
for any u ∈ Pj+1.
Proof. By contradiction, we suppose that there exists δ > 0 such that for any j ∈ N there
exists uj ∈ Pj+1 which verifies ‖uj‖
r
r > δ ‖uj‖
r. Considering vj = uj/ ‖uj‖r, we have that
vj ∈ Pj+1,
(4.3) ‖vj‖r = 1
and ‖vj‖ < 1/δ for any j ∈ N. Thus, the sequence {vj}j∈N is bounded in X
s
0(Ω) and we
may suppose that there exists v ∈ Xs0(Ω) such that, up to a subsequence,
vj ⇀ v in X
s
0(Ω)
and
(4.4) vj → v in L
r(Ω)
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as j → +∞. Hence, by (4.3) and (4.4) we deduce that
(4.5) ‖v‖r = 1 .
Moreover, since {ej}j∈N is an orthogonal basis of X
s
0(Ω) by [19, Proposition 9], we can write
v as follows
v =
∞∑
j=1
〈v, ej〉 ej .
Now, given k ∈ N we have 〈vj , ek〉 = 0 for any j > k, since vj ∈ Pj+1. From this we
deduce that 〈v, ek〉 = 0 for any k ∈ N, which clearly implies that v ≡ 0. On the other hand,
this contradicts (4.5). Hence, Lemma 4.1 holds true. 
4.1. Geometric setting for Theorem 1.1. In order to prove Theorem 1.1, we just have
to verify that the energy functional Jγ satisfies (I2) and (I3) of Theorem 2.1. For this we
will consider V = Hj and X = Pj+1, with j ∈ N chosen as in the following result:
Lemma 4.2. Let f satisfy (1.8).
Then, there exist γ˜ > 0, j ∈ N and ρ, α > 0 such that Jγ(u) > α, for any u ∈ Pj+1 with
‖u‖ = ρ, and 0 < γ < γ˜.
Proof. Take γ > 0. By (1.8) and [18, Lemma 6] we get a suitable constant c > 0 such that
(4.6) Jγ(u) >
1
2
‖u‖2 − b1 ‖u‖
θ
θ − b2 |Ω| − γc ‖u‖
2∗ ,
for any u ∈ Xs0(Ω). Let δ > 0: we will fix it in the sequel. By (4.6) and Lemma 4.1 there
exists j ∈ N such that
(4.7) Jγ(u) > ‖u‖
2
(
1
2
− b1δ ‖u‖
θ−2
)
− b2 |Ω| − γc ‖u‖
2∗ ,
for any u ∈ Pj+1.
Now, consider ‖u‖ = ρ = ρ(δ), with ρ such that b1δρ
θ−2 = 1/4, so that
Jγ(u) >
1
4
ρ2 − b2|Ω| − γcρ
2∗
for any u ∈ Pj+1, thanks to (4.7).
Now, observe that ρ(δ)→ +∞ as δ → 0, since θ > 2. Hence, we can choose δ sufficiently
small such that ρ2/4 − b2 |Ω| > ρ
2/8, which yields
Jγ(u) >
1
8
ρ2 − γcρ2
∗
,
for any u ∈ Pj+1 with ‖u‖ = ρ.
Finally, let γ˜ > 0 be such that 18ρ
2 − γ˜cρ2
∗
= α > 0. Then we get
Jγ(u) > Jγ˜(u) > α
for any u ∈ Pj+1 with ‖u‖ = ρ and any γ ∈ (0, γ˜) , concluding the proof. 
Lemma 4.3. Let f satisfy (1.9) and let l ∈ N.
Then, there exist a subspace W of Xs0(Ω) and a constant Ml > 0, independent of γ, such
that dim W = l and max
u∈W
J0(u) < Ml.
Proof. Here we can argue exactly as in [23, Lemma 4.3] where the classical case of the
Laplacian was considered. For this, we can use also the properties of eigenfunctions of
(−∆)s (see [19]). 
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Proof of Theorem 1.1. By Lemma 4.2 we find j ∈ N and γ˜ > 0 such that Jγ satisfies
(I2) in X = Pj+1, for any 0 < γ < γ˜. While, by Lemma 4.3 for any k ∈ N there is a subspace
W ⊂ Xs0(Ω) with dim W = k + j and such that Jγ satisfies (I3) with M = Mj+k > 0 for
any γ > 0, since Jγ < J0.
Finally, we note that by Lemma 3.2, considering γ˜ smaller if necessary, we have that Jγ
satisfies (I4) for any 0 < γ < γ˜. Thus, we may apply Theorem 2.1 to conclude that Jγ
admits k pairs of non–trivial critical points for γ > 0 sufficiently small. Hence, Theorem 1.1
is proved. 
4.2. Geometric setting for Theorem 1.2. We apply again Theorem 2.1 to the func-
tional Jγ . By considering λj 6 λk as in (1.10) and (1.11), we have two cases. When j = 1
we set V = {0}, so X = Xs0(Ω): note that this is consistent with the situation P1 = X
s
0(Ω).
While if j > 1 we consider X = Pj and V = Hj−1. Moreover, we set W = Hk as subspace
of Xs0(Ω) in (I3).
Now, in order to verify the geometric assumptions (I2) and (I3) in Theorem 2.1 we
consider here two different characterizations of the eigenvalues of (−∆)s. That is, for any
j ∈ N by [19, Proposition 9] we have that
(4.8) λj = min
u∈Pj\{0}
‖u‖2
‖u‖22
,
while from [16, Proposition 2.3] we know that
(4.9) λj = max
u∈Hj\{0}
‖u‖2
‖u‖22
.
Moreover, we need the following technical lemma:
Lemma 4.4. Let a : Ω→ R be the measurable function given in (1.10). Then, there exists
β > 0 such that for any u ∈ Pj
‖u‖2 −
∫
Ω
a(x) |u(x)|2 dx > β ‖u‖22 .
Proof. We argue by contradiction and we suppose that for any i ∈ N there exists ui ∈ Pj
such that
(4.10) ‖ui‖
2 −
∫
Ω
a(x) |ui(x)|
2 dx <
1
i
‖ui‖
2
2 .
Let vi = ui/ ‖ui‖2. Of course, vi ∈ Pj and
(4.11) ‖vi‖2 = 1
for any i ∈ N. By (1.10), (4.8), (4.10) and (4.11) we get
(4.12)
λj 6 ‖vi‖
2
<
∫
Ω
a(x) |vi(x)|
2 dx+
1
i
6 λj
∫
Ω
|vi(x)|
2 dx+
1
i
6 λj +
1
i
for any i ∈ N. From this, we have that {vi}i∈N is a bounded sequence in X
s
0(Ω). Therefore,
by applying [18, Lemma 8] and [6, Theorem IV.9] there exists v ∈ Xs0(Ω) such that, up
to a subsequence, vi converges to v weakly in X
s
0(Ω), strongly in L
2(Ω) and a.e. in Ω as
j → +∞ and |vi| 6 h ∈ L
2(Ω) a.e. in Ω. Thus, by (4.11) we know that ‖v‖2 = 1, so that v
is almost everywhere different from zero in Ω, i.e.
(4.13) v 6≡ 0 in Ω .
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By sending i→ +∞ in (4.12) and using the Dominated Convergence Theorem and (4.10),
we get
(4.14)
∫
Ω
(
λj − a(x)
)
|v(x)|2 dx = 0.
Then, (1.10), (4.13) and (4.14) implies that
a(x) = λj a.e. in Ω,
which contradicts the assumption (1.10). Hence, Lemma 4.4 holds true. 
Now we are ready to prove that Jγ satisfies (I2) and (I3) of Theorem 2.1.
Lemma 4.5. Let f satisfy (1.3), (1.6) and (1.10).
Then, for any γ > 0 there exist ρ, α > 0 such that Jγ(u) > α for any u ∈ Pj with
‖u‖ = ρ.
Proof. Fix γ > 0. By (1.3), (1.6) and (1.10), for any ε > 0 there exists Cε > 0 such that
(4.15) |F (x, t)| 6
Cε
2∗
|t|2
∗
+
a(x) + ε
2
|t|2 ,
for any t ∈ R and a.e. x ∈ Ω.
Now, let β > 0 be as in Lemma 4.4 and ε′ > 0 be such that β− ε′λj > 0. Thus, by (1.10)
and Lemma 4.4, we have
‖u‖2 −
∫
Ω
a(x) |u(x)|2 dx =
1 + ε′
1 + ε′
(
‖u‖2 −
∫
Ω
a(x) |u(x)|2 dx
)
=
ε′
1 + ε′
‖u‖2 +
1
1 + ε′
(
‖u‖2 −
∫
Ω
a(x) |u(x)|2 dx− ε′
∫
Ω
a(x) |u(x)|2 dx
)
>
ε′
1 + ε′
‖u‖2 +
1
1 + ε′
(
β ‖u‖22 − ε
′
∫
Ω
a(x) |u(x)|2 dx
)
>
ε′
1 + ε′
‖u‖2 +
∫
Ω
(β − ε′λj) |u(x)|
2 dx
>
ε′
1 + ε′
‖u‖2
for any u ∈ Pj. From this and by (4.15) we get
Jγ(u) =
1
2
‖u‖2 −
γ
2∗
‖u‖2
∗
2∗ −
∫
Ω
F (x, u(x)) dx
>
1
2
(
‖u‖2 −
∫
Ω
a(x) |u(x)|2 dx
)
−
1
2∗
(γ +Cε) ‖u‖
2∗
2∗ −
ε
2
‖u‖22
>
ε′
2(1 + ε′)
‖u‖2 −
1
2∗
(γ + Cε) ‖u‖
2∗
2∗ −
ε
2
‖u‖22
for any u ∈ Pj. Thus, by [18, Lemma 6] and taking ε > 0 sufficiently small, there exist
constants K, C > 0 such that
(4.16) Jγ(u) > Kρ
2 − Cρ2
∗
for any u ∈ Pj with ‖u‖ = ρ. By taking ρ > 0 small enough, (4.16) gives that
Jγ(u) > α
for a suitable α > 0, since 2∗ > 2. 
Lemma 4.6. Let f satisfy (1.11).
Then, for any γ > 0 there exists a constant M > 0, independent of γ, such that
max
u∈Hk
Jγ(u) < M .
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Proof. Fix γ > 0. By (1.11) and (4.9), for any u ∈ Hk \ {0} we have
Jγ(u) 6
1
2
‖u‖2 −
λk
2
‖u‖22 −
γ
2∗
‖u‖2
∗
2∗ +B |Ω|
6 B |Ω| −
γ
2∗
‖u‖2
∗
2∗
< B |Ω| ,
concluding the proof of Lemma 4.6. 
Proof of Theorem 1.2. By Lemma 3.2, Lemma 4.5 and Lemma 4.6, there is γ∗ > 0
sufficiently small such that Jγ satisfies (I2) − (I4) of Theorem 2.1 for any γ ∈ (0, γ
∗). By
recalling that Pj = H
⊥
j−1, we get that codim Pj = j−1. Hence, by Theorem 2.1 we conclude
that Jγ admits k − j + 1 pairs of non–trivial critical points for any γ ∈ (0, γ
∗). Then, the
proof of Theorem 1.2 is complete. 
Remark 4.7. We would like to point out that when j = 1 we can also replace (1.11) with
(1.9) and Theorem 1.2 still holds true. Indeed, we can argue exactly as in the proof of
Theorem 1.1, by using Lemma 4.5 (with P1 = X
s
0(Ω)) instead of Lemma 4.2.
4.3. Proof of Theorem 1.3. We first show that problem (1.1) possesses a non–trivial
non–negative solution. For this, it is sufficient to study the following problem
(4.17)
 (−∆)
su = γu2
∗−1 + f˜(x, u) in Ω
u > 0 in Ω
u = 0 in Rn \ Ω ,
where
(4.18) f˜(x, t) =
{
f(x, t) if t > 0
0 if t 6 0.
Indeed, a non-trivial solution of (4.17) is a non-trivial non-negative solution of (1.1).
The energy functional associated with (4.17) is given by
(4.19) J˜γ(u) =
1
2
‖u‖2 −
γ
2∗
∫
Ω
(u(x))2
∗
dx−
∫
Ω
F˜ (x, u(x)) dx,
where
F˜ (x, t) =
∫ t
0
f˜(x, τ)dτ .
We would observe that the truncated function f˜ still verifies (1.3), (1.6), (1.7) and (1.10),
while (1.11) holds true for f˜ for any t > 0 but not for any t < 0. This point must be
considered for our proof.
Indeed, in order to apply Theorem 2.2, we immediately note that J˜γ still verifies (I2) by
Lemma 4.5 with P1 = X
s
0(Ω). In order to prove (̂I3) of Theorem 2.2 we have to proceed as
follows.
Let e1 be the eigenfunction of (−∆)
s associated to λ1. Since e1 is positive by [21,
Corollary 8], by (4.18) it follows that F˜ (x, te1(x)) = F (x, te1(x)) for any t > 0 and for a.e.
x ∈ Ω. Thus, we can use (1.11) and get for any t > 0
J˜γ(te1) =
1
2
‖te1‖
2 −
γ
2∗
‖te1‖
2∗
2∗ −
∫
Ω
F˜ (x, te1(x)) dx
6
t2
2
‖e1‖
2 −
t2
2
λ1 ‖e1‖
2
2 +B |Ω|
= B |Ω| ,
thanks to the characterization of e1 given in [19, Proposition 9]. From this, J˜γ satisfies (̂I3)
for any γ > 0.
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Now it remains to verify (I4) of Theorem 2.2: for this it is enough to argue as in the
proof of Lemma 3.1 and Lemma 3.2 (note that for these lemmas we just need assumptions
(1.3), (1.6) and (1.7)).
Finally, all the assumptions of Theorem 2.2 are satisfied by J˜γ and so we can conclude
that for any γ ∈ (0, γ∗), J˜γ has a non–trivial critical point which is a non–trivial non–
negative solution for (1.1). In a similar way, with small modifications, it is possible to
prove the existence of a non–trivial non–positive solution for (1.1). This ends the proof of
Theorem 1.3.
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