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Abstract
Curves and surfaces of type I are generalized to integral towers of rank r: Weight functions
with values in Nr and the corresponding weighted total-degree monomial orderings lift
naturally from one domain Rj1 in the tower to the next, Rj ; the integral closure of
Rj1½xj =/fðxjÞS: The qth power algorithm is reworked in this more general setting to
produce this integral closure over ﬁnite ﬁelds, though the application is primarily that of
calculating the normalizations of curves related to one-point AG codes arising from towers of
function ﬁelds. Every attempt has been made to couch all the theory in terms of multivariate
polynomial rings and ideals instead of the terminology from algebraic geometry or function
ﬁeld theory, and to avoid the use of any type of series expansion.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Type I curves were introduced by Feng and Rao [4] with deﬁning equations of the
form
xa þ yb þ gðx; yÞ ¼ 0; gcdða; bÞ ¼ 1; a4b4degðgðx; yÞÞ:
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Some curves are described in terms of more than two variables, along the lines of
Example 3.22 in [8]. Regardless of the number of variables involved, the proper view
is that each deﬁning function fjðxjÞ determines a ring extension Rj1½xj=/fjðxjÞS of
Rj1: And what is sought here is to produce the integral closure of this extension in
the corresponding function ﬁeld extension Fj :¼ Fj1ðxjÞ=/fjðxjÞS:
The general form of the deﬁning functions here will be
fjðxjÞ :¼ xmjj þ uj
Yj1
i¼1
x
ai;j
i þ gjðxj ;y; x1ÞARj1½xj;
(monic) irreducible, with 0aujAFq; gcdffjðxjÞ;fj 0ðxjÞgA %R; and
wtðgjðxj ;y; x1ÞÞowtðxmjj Þ ¼ wt
Yj1
i¼1
x
ai;j
i
 !
for wt a natural ‘‘weight’’ function to be described below, and some extra condition
on mj and the fai;jg j1i¼1 :
The concepts of order functions and weight functions are discussed in Geil and
Pellikaan [7,8] as well. Here such functions will be viewed as maps from Fq½xn;y; x1
into Nr for some 0orpn that are weighted total orders that agree with the deﬁning
equations in the sense that wtðQ j1i¼1 xai;ji Þ ¼ wtðxmjj Þ; but will be used only when they
satisfy the additional constraint wtðgjðxj;y; x1ÞÞowtðxmjj Þ: It will be seen that these
can be naturally extended to various weighted total-degree monomial orderings as
well.
Finally it will be shown how to move from a ring R; integrally closed in its ﬁeld of
fractions F ; to its integral closure icF 0 ðRÞ in an extension ﬁeld F 0 :¼ FðyÞ=/fðyÞS
deﬁned by a monic polynomial fðyÞ; naturally lifting the weight function in the
process (meaning that the weights of all elements in the integral closure have all non-
negative entries).
More traditional methods such as Coates’ algorithm [2,9], for calculating integral
closures start with a basis for the ring R and adjoin new elements to produce larger
and larger rings, culminating with the integral closure itself. But there are two more
recent methods [10,16] using methods which start with a module containing the
integral closure and delete elements not in the integral closure.
All, save the qth power algorithm require producing various series expansions,
however. And, philosophically, expansion-driven algorithms are inherently point-
wise algorithms; whereas polynomial-based algorithms are global in nature. So the
computation of the integral closure will be done here by invoking the qth power
algorithm introduced by Leonard [10], using the above monomial ordering to deﬁne
normal forms, and using a variant of the trace-dual basis of the standard basis to
deﬁne the initial set D0 in the algorithm. This algorithm is used to compute missing
functions (see Pellikaan [13] and an example in Leonard [11]) for the AG codes from
the towers of function ﬁelds introduced by Garcia and Stichtenoth [5,6]; that is
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(slightly more generally) if Uc is the set of points at which at least one element of R is
not regular, then the algorithm computes the set of functions regular on U : But it
can be viewed as an algorithm for producing the integral closure of a given ring or the
normalization or non-singular model of a curve, particularly one in special position.
(Technically it may give only an afﬁne non-singular model, though the projective
non-singular model is easily derived, by adding (dependent) variables so as to have
functions with pole orders giving a complete set of non-gaps of size at most 2g þ 1:
See Porter [14] or Saints and Heegard [15].)
And the algorithm does this purely algebraically and globally, without reference to
any local terms such as places, valuations, points, singularities, blow-ups, and other
such usually found in discussions of normalization. In particular, as mentioned
above, there are no series expansions of any sort involved, and no extensions of the
ground ﬁeld either.
2. Weight functions and monomial orderings
A monomial ordering of the multivariate polynomial ring Fq½xn;y; x1 for the
purposes of this paper is one that can be described by a non-singular matrix
MAMatnnðNÞ; with
%
x %
bgM
%
x%
g iff
%
bMglex
%
gM:
Let Jn be the n  n ð0; 1Þ matrix with ðJnÞiþj ¼ 1 iff i þ jpn þ 1; be the matrix
deﬁning a standard total-degree monomial ordering. A weighted total-degree
monomial order is an order deﬁned by M with Mi;1a0 for all i and Mi;j ¼ 0 for
i þ j4n þ 1: (The advantage of such orders is that there are only ﬁnitely many
elements preceding any given element, unlike standard lexicographical orders.) This
paper will deal only with weighted total-degree monomial orders. (Note that while
the previous deﬁnition is really only a deﬁnition of a function with domain
MonðFq½xn;y; x1Þ; the set of monomials
%
x%
a of Fq½xn;y; x1 it is easily extended to
the polynomial ring by choosing the maximum order of any monomial in a
polynomial.)
NormalFormð f ;IÞ; gotten by reducing f modulo a basis for the ideal I;
necessarily has a leading monomial not divisible by any leading monomial of any
element ofI: The set of leading monomials of normal forms will be referred to as the
footprint of the ideal I (or R=I). If LMðIÞ :¼ fLMð f Þ: fAIg is the ideal of
leading monomials of I; then this footprint is the complement of this ideal in
MonðRÞ:
Let W be the submatrix of M consisting of the ﬁrst r columns. The function
r : F½xn;y; x1=I\f0g-Nr; deﬁned by rð
%
x%
aÞ :¼
%
aW and rð f Þ ¼ rðLMgM ð f ÞÞ; will
be called a weak weight function of rank r on F½xn;y; x1=I\f0g:
The properties (numbered as in [4]) of such a weight function are:
(O.1) rðlf Þ ¼ rð f Þ for 0alAFq:
ARTICLE IN PRESS
D.A. Leonard, R. Pellikaan / Finite Fields and Their Applications 9 (2003) 479–504 481
(O.2) If rðgÞ$rð f Þ and fag; then rð f  gÞ$rð f Þ; with equality when
rðgÞ!rð f Þ:
(O.5) rð fgÞ ¼ rð f Þ þ rðgÞ:
Call r a weight function if it additionally satisﬁes
(O.4) If rð f Þ ¼ rðgÞ; then there exists 0alAFq with either f  lg ¼ 0 or
rð f  lgÞ!rð f Þ:
The difference between a weak weight function and a weight function is that the
former allows two monomials in the footprint to have the same weight, while the
latter clearly does not.
Note that in terms of leading monomials ðLMÞ of normal forms ðNFÞ of elements,
these conditions can be restated as:
(M.1) LMðNFðlf ÞÞ ¼ LMðNFð f ÞÞ for 0alAFq:
(M.2) If LMðNFðgÞÞ$LMðNFð f ÞÞ and fag; then LMðNFð f gÞÞ$
LMðNFð f ÞÞ; and if LMðNFðgÞÞ!LMðNFð f ÞÞ; then LMðNFð f  gÞÞ ¼
LMðNFð f ÞÞ:
(M.5) LMðNFð fgÞÞ ¼ LMðNFðLMð f ÞLMðgÞÞÞ:
(M.4) If LMðNFð f ÞÞ ¼ LMðNFðgÞÞ; then
LM
NFð f Þ
LCðNFð f ÞÞ 
NFðgÞ
LCðNFðgÞÞ
 
!LMðNFð f ÞÞ;
(with LC denoting the leading coefﬁcient). In particular, the l in ðO:4Þ is determined
constructively.
Note also that a weight function r can be extended to a function on quotients by
deﬁning rð f =gÞ :¼ rð f Þ  rðgÞAZr: This is necessary in that the qth power
algorithm [10], reworked below, acts on such elements.
Each type I deﬁning equation for an ideal I of Fq½xn;y; x1 can be viewed
as determining a pair of monomials
%
x%
a and
%
x %
b which should have the same
‘‘weight’’.
3. Integral closures, integral towers, canonical weight functions, and dual bases
Let S be a domain, and R a subdomain. An element yAS is said to be integral over
R iff there exists a monic polynomial fyðTÞAR½T  such that fyðyÞ ¼ 0: The integral
closure of R in S is deﬁned to be icSðRÞ :¼ fsAS j s is integral over Rg: R is
integrally closed in S iff R ¼ icSðRÞ: And icSðRÞ is a ring if S is.
Now deﬁne an integral tower as follows. Start with %R ¼ Rr :¼ F½xr;y; x1 and its
field of fractions Fr :¼ Fðxr;y; x1Þ :¼ fa=b j a; bA %R; ba0g: Then, for rojpn;
recursively deﬁne simple field extensions Fj :¼ Fj1ðxjÞ with fjðxjÞ ¼ 0 for
fjðTÞAFj1½T  irreducible; and subdomains Rj :¼ icFj ðRj1Þ: Let Ij :¼
ideal/Ij1;fjðxjÞS: This sequence of domains ðRjÞnj¼r (with each Rj integrally
closed in the corresponding ﬁeld of fractions Fj) will be called an integral tower
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(of rank r) iff
1.
fjðxjÞ :¼ xmjj þ uj
Yj1
i¼1
x
ai;j
i þ gjðxj;y; x1ÞARj1½xj;
is (monic) irreducible, with 0aujAFq;
2. gcdðfjðxjÞ;fj 0ðxjÞÞA %R :¼ Rr;
3. The weight functions, given recursively by Wr :¼ Jr; and Wj :¼ ð %ajWj1mj Wj1Þ; with %aj :¼ ðaj1;j;y; a1;jÞ satisfy
wtðgjðxj ;y; x1ÞÞowtðxmjj Þ ¼ wt
Yj1
i¼1
x
ai;j
i
 !
;
4. gcdfmj; gcdifð
%
ajWj1Þigg ¼ 1:
The weight function Wn can be easily extended to a weighted total-degree
ordering, by completing Wn to a non-singular matrix, by appending ðJnrOðnrÞrÞT :
Proposition 3.1. Each Wj ; jXr is a weighted total-degree monomial order on Rj1½xj 
which is injective on the footprint of Ij if and only if gcdfmj ; gcdifðajWj1Þigg ¼ 1:
Hence it is also a weighted total-degree monomial order on Rj1½xj=/fjðxjÞS:
Proof. Since Wr is non-singular, it is trivially injective on %R: Assume that Wj1
is injective on the footprint of Ij1: Suppose that Wj were not injective on the
footprint of Ij; so that ðb;
%
bÞWj ¼ ðc;
%
gÞWj : If b ¼ c; then ð
%
b
%
gÞWj1 ¼
%
0; so
%
b ¼
%
g
by recursion. And if bac; then
%
ga
%
b; so mjjðb  cÞ
%
ajWj1: But since
gcdfmj ; gcdifðajWj1Þigg ¼ 1; mj jb  c: And clearly if gcdfmj; gcdifðajWj1Þigg ¼
d; then x
mj=d
j has the same weight as an element of Rj1:
Then apply the Factor Ring Theorem [7,12], to see that it is also a weighted total-
degree monomial order on Rj1½xj=/fjðxjÞS: &
Example 3.2. The gcd condition used here may not seem to be intuitive; so consider
the following related examples, all starting with R1 :¼ F2½x1; and R2 :¼
R1½x2=/x32 þ x21 þ x1S; with W2 ¼ ð2; 3ÞT : For the ﬁrst extension, try using f3ðx3Þ :
¼ x23 þ x32 þ x3: This would give W3 ¼ ð6; 4; 6ÞT : On closer inspection f3ðx3Þ ¼
ðx3 þ x1Þðx3 þ x1 þ 1Þ is reducible, so this is not really an extension. For the second
extension, try using f3ðx3Þ :¼ x23 þ x2ðx21 þ x1Þ þ x3x1 þ x22x1 þ x22 and W3 ¼
ð8; 4; 6ÞT : Since ð1; 0; 0ÞW3 ¼ 8 ¼ ð0; 2; 0ÞW3; try w :¼ x3 þ x22 in place of x3 to get
fðwÞ ¼ w2 þ wx1 þ x22; which is not even of type I. And ﬁnally, for the third
extension, try f3ðx3Þ :¼ x23 þ x3x1 þ x2ðx21 þ x1Þ þ x3 þ x22 þ x2 and W3 ¼ ð8; 4; 6ÞT :
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Since ð1; 0; 0ÞW3 ¼ 8 ¼ ð0; 2; 0ÞW3; again try w :¼ x3 þ x22 in place of x3 to get
fwðwÞ ¼ w2 þ w þ x2; and W3 ¼ ð2; 4; 6ÞT : Since ð1; 1; 0ÞW3 ¼ 6 ¼ ð0; 0; 1ÞW3; try
y :¼ wx2 þ x1 in place of w to get fyðyÞ ¼ y2 þ yx2 þ x22x1 þ x21 þ x2x1 and W3 ¼
ð7; 4; 6ÞT : This satisﬁes the hypotheses of the proposition, so would be an acceptable
tower extension.
Consider the top level of such a tower by letting R :¼ Rn1; F :¼ Fn1; y :¼ xn;
f ðyÞ :¼ fnðxnÞ; R0 :¼ Rn; F 0 :¼ Fn; and m :¼ mn: It is easy to produce the subring
R½y=/f ðyÞS of R0: This can be viewed as an R-module with standard (ordered) basis
ð1; y;y; ym1Þ:
The following specialized version of Theorems III.3.4 and (the proof of) III.5.10
from Stichtenoth [17] is central to this paper:
Theorem 3.3. Let f ðyÞ ¼Pmi¼0 aiymi be a monic (irreducible) polynomial. Define
fjðyÞ :¼
P j
i¼0 aiy
ji for 0pjpm: Then the standard ordered basis ð1; y;y; ym1Þ for
the R-module V :¼ R½y=/f ðyÞS has trace-dual basis ð fm1ðyÞ;y; f0ðyÞÞ=f 0ðyÞ;
(meaning that TrF 0=F ðyifjðyÞ=f 0ðyÞÞ ¼ di;jÞ: Further
V :¼
Xm1
i¼0
RyiDicF 0 ðRÞDV  :¼
Xm1
i¼0
R
fiðyÞ
f 0ðyÞ
as R-modules; and icF 0 ðRÞ is the largest subring contained in the R-module V:
It is useful to choose a slightly different dual basis in light of the following lemmas:
Lemma 3.4. If sðyÞ :¼ f q1ðyÞ ¼Pmðq1Þi¼0 siyqðm1Þi; then f qj ðyÞ ¼Pl sl fqjlðyÞ:
Proof. Since f qðyÞ ¼ sðyÞf ðyÞ; aqi ¼
P
l slaqil : So
f
q
j ðyÞ ¼
Xj
i¼0
a
q
i y
qð jiÞ ¼
Xj
i¼0
X
l
ðslaqilÞyqjqi
¼
Xqj
s¼0
X
l
slasl
 !
¼
X
l
sl
Xqjl
i¼0
aiy
qjli
 !
¼
X
l
sl fqjlðyÞ: &
Lemma 3.5. If f ðTÞ; f 0ðTÞAR½T  are relatively prime, then f 0ðyÞgðyÞ  Dðmod f ðyÞÞ
for some gðTÞAR½T  and DA %R:
Proof. Since f 0ðyÞ and f ðyÞ are relatively prime, there exist hðTÞ; lðTÞAR½T  such
that hðyÞf 0ðyÞ  lðyÞf ðyÞ ¼ E for some EAR: But then there exists some kðTÞAR½T 
such that kðyÞE ¼ DA %R: So gðyÞf 0ðyÞ  Dðmod f ðyÞÞ for gðyÞ :¼ hðyÞkðyÞ: &
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Lemma 3.6.
Pm1
i¼0 RgðyÞyiDicF 0 ðRÞD
Pm1
i¼0 Rð1DÞfiðyÞ:
Proof. Rewrite ð fm1ðyÞ;y; f0ðyÞÞ=f 0ðyÞ as 1Dð fm1ðyÞ;y; f0ðyÞÞgðyÞ; to get an
alternate basis, dual-basis pair
ðgðyÞ; ygðyÞ;y; ym1gðyÞÞ; 1
D
ð fm1ðyÞ;y; f0ðyÞÞ: &
The weight function rj deﬁned by Wj above was shown to be a weight function on
Rj1½xj=/fjðxjÞS: But it should also be a weight function on the integral closure of
this ring in its ﬁeld of fractions, Fj
0 :¼ Fj1ðxjÞ=/fjðxjÞS: This means that every
element of the integral closure should have a weight with all coordinates non-
negative.
Note that it is of practical importance to limit computations to R½y=/f ðyÞS: In
particular, this allows the use of standard deﬁnitions ðsuch as those used in symbolic
manipulation packagesÞ of leading monomials relative to the induced monomial
ordering and normal forms relative to the ideal In of deﬁning relations; though
theoretically, these concepts can be extended in much the same manner as power
series are extended to Laurent series.
Multiplying through by Dq will remove any denominators in the algorithm,
meaning calculations will occur in the ring R½y=/f ðyÞS rather than the function
ﬁeld F 0 ¼ F ½y=/f ðyÞS:
The qth power algorithm can now be used, starting with the induced monomial
ordering, the alternative dual basis 1
D
ð fm1ðyÞ;y; f0ðyÞÞ for R½y=/f ðyÞS over R;
and a basis for R over %R:
4. Integral closures from the qth power algorithm
Though R :¼ Rn1 is being extended to Rn; the computations are all really done
relative to %R :¼ Rr ¼ Fq½xr;y; x1: So the following is an %R-module version of the
qth power algorithm from [10]. The idea of the algorithm is simple. If the integral
closure icF 0 ðRÞ is contained in some %R-module V 0 (such as the one gotten by
multiplying the alternate dual R-module basis above by an %R-module basis for R),
then only those elements whose qth powers are also in this module could possibly be
in any subring (and in particular the integral closure) of V0 : So it is possible to deﬁne
a sequence of %R-modules ðVk Þ; kX0; with
DV kþ1 :¼ fDvADV k : NormalFormððDvÞq;IÞADV kgDDV k :
It may be helpful to view each recursive step of the qth power map as a function
from Vk to, say, S=V

k (if S is viewed as an %R-module), in order to view V

kþ1 as the
kernel of this mapping, and hence as an %R-module.
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This is an FGLM-type reduction algorithm [3], in that it can be viewed as a
reduction algorithm on pairs of the forms
ð f˜ ðkÞ
%
b j f ðkÞ
%
b Þ and ðDq1f ðkÞ
%
b j 0Þ
with f
ðkÞ
%
b AD

k and f˜
ðkÞ
%
b :¼ NFðð f ðkÞ
%
b Þq;IÞ to obtain pairs of the form
X
%
a
%s
%
a;
%
bD
q1f ðkÞ
%
a þ
X
%
a!
%
b
%r
q
%
a;
%
bf˜
ðkÞ
%
a þ f˜ ðkÞ
%
b
X
%
a!
%
b
						 %r%a; %bf ðkÞ%a þ f ðkÞ%b
0
@
1
A:
If the ﬁrst entry is 0, then the second entry should be in Dkþ1; and if it is not, then it
is a leading entry in the sense that lmð f ðkÞ
%
b ÞeLMðDV kþ1Þ: So certain %R-multiples of
this second entry should be considered, if they could conceivably be reduced further.
(This works in much the same way that row-reduction of a matrix over a ring does,
and is not far removed from the Berlekamp–Massey–Sakata decoding algorithms for
one-point AG codes or the change of order methods that employ FGLM.)
If g ¼Pfc
%
af
ðkÞ
%
a : f
ðkÞ
%
a ADkg; then deﬁne the leading term of this representation as
ltðgÞ :¼ c
%
gf
ðkÞ
%
g iff wtðc
%
gf
ðkÞ
%
g Þ ¼ max
%
afwtðc
%
af
ðkÞ
%
a Þ: c
%
aa0g iff LMðc
%
gf
ðkÞ
%
g Þ ¼ LMðgÞ:
Recursively, Dkþ1 is an %R-module basis for DV

kþ1DDV

k ; f˜
ðkþ1Þ
%
b ¼ NFð f ðkþ1Þ
%
b ;IÞ;
h
ðkþ1Þ
%
b ¼ f˜ ðkþ1Þ
%
b  Dq1ðuðkþ1Þ
%
b þ vðkþ1Þ
%
b Þ; and Lðkþ1Þ
%
b ¼ ltðhðkþ1Þ
%
b Þ: The tables in the
examples contain only f
ðkþ1Þ
%
b ; v
ðkþ1Þ
%
b ; L
ðkþ1Þ
%
b ; and the updating actions taken, as f˜
ðkþ1Þ
%
b
h
ðkþ1Þ
%
b ; and u
ðkþ1Þ
%
b are derivatives of them.
Because there is an upper bound on the weights of elements in this algorithm,
namely the maximum weight of any basis element of V0; the whole algorithm is
necessarily ﬁnite.
The important properties of the algorithm alluded to here will be summarized in
the theorem that immediately follows the statement of the algorithm.
Algorithm 4.1. Use the notation above, but let lc denote the leading coefficient relative
to Fq; and LM the leading monomial relative to %R:
Let B be an R-module basis for V  and B an %R-module basis for R (all made monic
by dividing by the appropriate element of FqÞ: Let D0 be the set of the products
f fD with f AB; and fAB: Let I be the ideal generated by the polynomials
frþ1ðxrþ1Þ;y;fnðxnÞ:
Recursively, starting with k ¼ 0; (stopping when Dkþ1 ¼ DkÞ;
1. (Initialization) Set Bk :¼ Dk and Dkþ1 :¼ |: For each f ðkÞb ADk; set lðkÞ
%
b :¼
LMðDq1Þf ðkÞ
%
b ; f
ðkþ1Þ
%
b :¼ f ðkÞ
%
b ; u
ðkÞ
%
b :¼ 0; vðkÞ
%
b :¼ 0; f˜ ðkþ1Þ
%
b :¼ f˜ ðkÞ
%
b ¼ NFðð f ðkÞ
%
b Þq;IÞ;
h
ðkþ1Þ
%
b :¼ f˜ ðkþ1Þ
%
b ; L
ðkþ1Þ
%
b :¼ ltðhðkþ1Þ
%
b Þ:
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2. For
%
b the smallest weight of any unscanned element of Bk; scan f
ðkþ1Þ
%
b :
3. (Reduction) While L
ðkþ1Þ
%
b a0; try the following two reductions as long as they apply:
(a) (Reduction mod Dq1DkÞ If Lðkþ1Þ
%
b ¼ %rlðkÞ
%
a for some %rA %R and some f
ðkÞ
%
a ADk;
then v
ðkÞ
%
b :¼ vðkÞ
%
b  lcðhðkþ1Þ
%
b Þ%rf ðkÞ
%
a ; h
ðkþ1Þ
%
b :¼ hðkþ1Þ
%
b  lcðhðkþ1Þ
%
b Þ%rDq1f ðkÞ
%
a ; L
ðkþ1Þ
%
b :
¼ ltðhðkþ1Þ
%
b Þ:
(b) (Reduction using %R-linear combinations) If L
ðkþ1Þ
%
b ¼ %rqLðkþ1Þ
%
a for some %rA %R and
f
ðkþ1Þ
%
a ABk (and
%
aa
%
bÞ; then hðkþ1Þ
%
b :¼ hðkþ1Þ
%
b  %rqhðkþ1Þ
%
a ; f
ðkþ1Þ
%
b :¼ f ðkÞ
%
b  %rf ðkþ1Þ
%
a ;
f˜
ðkþ1Þ
%
b :¼ f˜ ðkþ1Þ
%
b  %rqf˜ ðkþ1Þ
%
a ; u
ðkÞ
%
b :¼ uðkÞ
%
b  %rquðkÞ
%
a ; L
ðkþ1Þ
%
b :¼ ltðhðkþ1Þ
%
b Þ:
4. (Updating Dkþ1 and BkÞ
(a) (Finding elements of Dkþ1Þ If Lðkþ1Þ
%
b ¼ 0; then remove f ðkþ1Þ
%
b from Bk and place
it in Dkþ1:
(b) (S-polynomial calculations) If L
ðkþ1Þ
%
b a0; but %r
qL
ðkþ1Þ
%
b ¼ %sqLðkþ1Þ
%
a for some
f
ðkþ1Þ
%
a ABk and some %r; %sA %R; with %r minimal, then place f
ðkþ1Þ
%
g :¼ %rf ðkþ1Þ
%
b 
%sf
ðkþ1Þ
%
a in Bk; and set u
ðkÞ
%
g :¼ %rquðkÞ
%
b  %squðkÞ
%
a ; v
ðkÞ
%
g :¼ 0 f˜ ðkþ1Þ
%
g :¼ %rqf˜ ðkþ1Þ
%
b 
%sqf˜
ðkþ1Þ
%
a ; h
ðkþ1Þ
%
g :¼ %rqhðkþ1Þ
%
b  %sqhðkþ1Þ
%
a ; L
ðkþ1Þ
%
g :¼ ltðhðkþ1Þ
%
g Þ:
(c) (Multiplication by an element of Monð %RÞÞ If Lðkþ1Þ
%
b a0; but %r
qL
ðkþ1Þ
%
b ¼ %sqlðkÞ
%
a
for some f
ðkÞ
%
a ABk and some %r; %sA %R; with %r minimal, then place f
ðkþ1Þ
%
g :¼ %rf ðkþ1Þ
%
b
in Bk; and set u
ðkÞ
%
g :¼ %rquðkÞ
%
b ; v
ðkÞ
%
g :¼ 0; f˜ ðkþ1Þ
%
g :¼ %rqf˜ ðkþ1Þ
%
b ; h
ðkþ1Þ
%
g :¼ %rqhðkþ1Þ
%
b ;
L
ðkþ1Þ
%
g :¼ %rqLðkþ1Þ
%
b :
(d) (Removing redundant elements of BkÞ If Lðkþ1Þ
%
d ¼ %rLðkþ1Þ
%
e for some
f
ðkþ1Þ
%
d ; f
ðkþ1Þ
%
e ABk and %rA %R; then remove f
ðkþ1Þ
%
d from Bk:
Theorem 4.2. 1. Each DV k ; generated by the Gro¨bner basis D

k in the algorithm, is an
%R-module, and hence finitely-generated.
2. DV kþ1 ¼ fDvADV k : NormalFormððDvÞq;IÞADV kg:
3. Dkþ1 is produced from D

k in a finite number of steps.
4. DV l ¼ DV lþ1 for some (smallest) non-negative integer l:
Proof. The ﬁrst assertion is clear, but necessary.
From step 5, it is clear that DV kþ1DfDvADV k : NormalFormððDvÞq;IÞADV kg:
Suppose DvADV kþ1 were not in the module generated by D

kþ1and that Dw has
minimal weight,
%
a; relative to this condition. Then Dw ¼Pf%s
%
bðDv
%
bÞ:
Dv
%
bABk;
%
b$
%
ag; with %s
%
aa0: But then (the monic version of) %s
%
aðDv
%
aÞ would have
been scanned and reduced by the algorithm, a contradiction.
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The other two claims follow from the fact that there are only ﬁnitely many leading
monomials to consider in the whole algorithm, since their weights (less the weight
of D) all are between rðDÞ and maxfrðvÞ: DvAD0g in the weighted total-degree
ordering; and V0DVkDV

0 : &
The following constructive algorithm actually produces a monic affine polynomial
satisﬁed by hi for each basis element hi in the ﬁnal Dl =Dð¼ Dlþ1=DÞ above.
Algorithm 4.3. Let h0 ¼ 1; h1;y; hs be an %R -module basis for V l ¼ V lþ1; such as the
one produced by the preceding algorithm. Fix i40 and show that hi is integral over %R:
Because Vl ¼ V lþ1; it is possible to write
h
qm
i ¼
Xs
j¼0
ai;m;jhj
for some ai;m;jA %R for any mX1: Initialize gm :¼ hq
m
i  ai;m;jhi  ai;m;0h0: Then apply
the following FGLM-type reduction algorithm to these gm; mX1:
Start with m ¼ 1: For 1pjps; do
1. if j ¼ i then increase j by 1;
2. if coef ðgm; hjÞ ¼ 0; then increase j by 1, and either stop if j4s or repeat this step;
3. if LMðcoef ðgl ; hjÞÞjLMðcoef ðgm; hjÞÞ for some lom with ðgl ; hjÞ already marked,
then replace gm by gm  glLTðcoef ðgm; hjÞÞ=LTðcoef ðgl ; hjÞÞ; and return to the
previous step;
4. otherwise mark the pair ðgm; hjÞ; increase m by 1 and start over.
Theorem 4.4. The algorithm above actually produces a monic affine polynomial gm
satisfied by hi in a finite number of steps.
Proof. Clearly, the algorithm can only produce monic afﬁne polynomials
(evaluated at hi) at any step, as can easily be seen from the initialization
and the replacement step. If the algorithm stops, it is because gmðhiÞ ¼ 0: So the
real question is whether the algorithm stops or not. For any ﬁxed ði; jÞ; the set
fLMðcoef ðgl ; hjÞÞ : ðgl ; hjÞ is markedg is a basis for the monomial ideal generated by
them. But by Dickson’s lemma, this ideal is generated by a ﬁnite subset of its
elements. Since there are only s  1 choices for j; it is clear that this is a ﬁnite
algorithm. &
Corollary 4.5. The qth power algorithm actually produces icF 0 ðRÞ:
Proof. From the above theorem V l DicF 0 ð %RÞ: But icF 0 ð %RÞDV0 : Recursively, if
fAV k-icF 0 ð %RÞ then because icF 0 ð %RÞ is a ring, f qAVk so NFð f q; IÞAVk : But then
fAV kþ1: &
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Note that, in fact, this proves that any ring contained in V 0 is contained in each
V k and hence in icF 0 ð %RÞ; which is equivalent to saying that icF 0 ð %RÞ is the largest
subring of V 0 :
Theorem 4.6. The weight function rj defined by Wj on Rj1½xj=/fjðxjÞS is a weight
function on the integral closure Rj:
Proof. Suppose that 0azARj ; but that ðrjðzÞÞko0 for some coordinate k: But
zDAR , so ðrjðzÞÞkX ðrjðDÞÞk: But zeARj for all e; since Rj is a ring. So there is an
e with ðrjðzeÞÞk ¼ eðrjðzÞÞko ðrjðDÞÞk: This is a contradiction. &
5. Examples
Example 5.1. Consider the type II curve [4] X over %F2; deﬁned by
X 2Y 5 þ ðX 3 þ 1ÞY 2 þ Y þ X 9 ¼ 0:
Trying to apply the algorithm directly to this would produce functions with poles
where X has poles or where Y has poles. Instead it is possible to view this as deﬁning
a one-point AG code by considering the rational functions x1 ¼ h5 :¼ X and
x2 ¼ h12 :¼ XY ; regular except at a single point PN; at which the pole orders are 5
and 12, respectively. (This is an example of a general method of changing a type II
curve into one of type I, usually at the expense of introducing further singularities.)
To produce the missing functions for this one-point AG code, start with the domain
R ¼ %R ¼ R1 :¼ %F2½h5; the ﬁeld F ¼ %F ¼ F1 :¼ %F2ðh5Þ; and the extension F 0 ¼ F2 :¼
Fðh12Þ=/f2ðh12ÞS with
f ðh12Þ ¼ f5ðh12Þ ¼ f2ðh12Þ :¼ h512 þ ah212 þ bh12 þ cAR1½h12;
with a :¼ h5ðh35 þ 1Þ; b :¼ h25; c :¼ h125 (gotten by multiplying the original equation
above by x3 and substituting). W ¼ ð12; 5ÞT deﬁnes the canonic weight function and
M ¼ 12 1
5 0
 
; the corresponding monomial order. Then consider the subring V :
¼ R1½h12=/f ðh12ÞS of F2: As an R1-module, V has basis ð1; h12; h212; h312; h412Þ and
trace-dual basis
ð f4ðh12Þ; f3ðh12Þ; f2ðh12Þ; f1ðh12Þ; f0ðh12ÞÞ=f 0ðh12Þ:
Since f 0ðh12Þ¼h412 þ h25; 1=f 0ðh12Þ¼gðh12Þ=D for gðh12Þ :¼ h312 þ h5h12 þ ðh45 þ h5ÞAV
and D :¼ h245 þ h105 þ h45AR:
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Choose as elements of D0; f
ð0Þ
120 :¼ 1; f ð0Þ108 :¼ h12; f ð0Þ96 :¼ h212; f ð0Þ84 :¼ h312; and f ð0Þ72 :
¼ h412; with f ð0Þb =D having weight b; corresponding to its pole-size at PN: Then apply
the qth power algorithm to produce the integral closure R2: Let x :¼ h5 to save space.
f
ð1Þ
b v
ð0Þ
b L
ð1Þ
b
f
ð0Þ
120 0 f
ð0Þ
120 x
12f
ð1Þ
120-B0
f
ð0Þ
108 0 f
ð0Þ
96 x
12f
ð1Þ
108-B0
f
ð0Þ
96 0 f
ð0Þ
72 x
12f
ð1Þ
96-B0
f
ð0Þ
84 0 x
12f
ð0Þ
108 x
6f
ð1Þ
84-B0
f
ð0Þ
72 0 x
12f
ð0Þ
84 x
6f
ð1Þ
72-B0
ðx12 þ x5 þ x2Þf ð1Þ120 f ð0Þ120 0 f ð1Þ60-D1
x6f
ð1Þ
84 þ x2f ð1Þ72 f ð0Þ108 x13f ð0Þ84 x6f ð1Þ54-B0
ðx12 þ x5 þ x2Þf ð1Þ108 f ð0Þ96 0 f ð1Þ48-D1
x6f
ð1Þ
72 þ x10f ð1Þ108 f ð0Þ84 þ ðx4 þ xÞf ð0Þ120 x15f ð0Þ108 x5f ð1Þ42-B0
þx7f ð1Þ96 þ x3f ð1Þ84 þ x7f ð1Þ108
ðx12 þ x5 þ x2Þf ð1Þ96 f ð0Þ72 0 f ð1Þ36-D1
x6f
ð1Þ
54 þ x9f ð1Þ96 þ x9f ð1Þ108 xf ð0Þ84 þ x8f ð0Þ120 0 f ð1Þ24-D1
þx2f ð1Þ42 þ x2f ð1Þ84 þ ðx5 þ x2Þf ð1Þ108 þx2f ð0Þ96 þ x5f ð0Þ120 þ f ð0Þ96
x5f
ð1Þ
42 þ x2f ð1Þ54 þ xf ð1Þ72 þ x8f ð1Þ108 xf ð0Þ108 0 f ð1Þ17-D1
þðx5 þ x2Þf ð1Þ96 þ x2f ð1Þ108
f
ð2Þ
b v
ð1Þ
b L
ð2Þ
b
f
ð1Þ
60 0 x
12f
ð1Þ
60 x
6f
ð1Þ
60-B1
f
ð1Þ
48 0 x
12f
ð1Þ
36 x
6f
ð2Þ
48-B1
f
ð1Þ
36 0 x
13f
ð1Þ
17 x
6f
ð2Þ
36-B1
x6f
ð2Þ
60 f
ð1Þ
60 x
17f
ð1Þ
60 x
4f
ð2Þ
30-B1
f
ð1Þ
24 f
ð1Þ
48 x
16f
ð1Þ
24 x
4f
ð2Þ
24-B1
x6f
ð2Þ
48 f
ð1Þ
36 x
17f
ð1Þ
36 x
4f
ð2Þ
18-B1
f
ð1Þ
17 0 x
22f
ð1Þ
24 xf
ð2Þ
17-B1
x3f
ð2Þ
24 þ f ð2Þ17-B1
x4f
ð2Þ
24’B1
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xf
ð2Þ
17 f
ð1Þ
24 þ x4f ð1Þ60 x17f ð1Þ24 x4f ð2Þ12-B1
þf ð1Þ48 þ xf ð1Þ60
x4f
ð2Þ
30 þ x5f ð2Þ60 þ x3f ð2Þ60 xf ð1Þ60 x15f ð1Þ60 xf ð2Þ10 þ f ð2Þ30-B1
x3f
ð2Þ
24 þ f ð2Þ17 0 x19f ð1Þ24 x3f ð2Þ9-B1
xf
ð2Þ
12 þ f ð2Þ9-B1
x4f
ð2Þ
12’B1
xf
ð2Þ
12 þ f ð2Þ9 x2f ð1Þ60 x23f ð1Þ48 xf ð2Þ7-B1
x6f
ð2Þ
36 xf
ð1Þ
17 þ x4f ð1Þ48 x18f ð1Þ17 x3f ð2Þ6-B1
þxf ð1Þ36 þ xf ð1Þ48
xf
ð2Þ
10 þ f ð2Þ30 þ xf ð2Þ60 0 0 f ð2Þ5-D2
xf
ð2Þ
7 þ x5f ð2Þ48 þ xf ð2Þ24 þ x4f ð2Þ48 xf ð1Þ48 x15f ð1Þ24 xf ð2Þ2 þ f ð2Þ12-B1
x4f
ð2Þ
18 þ ðx5 þ x3Þf ð2Þ48 xf ð1Þ36 x15f ð1Þ36 xf ð2Þ2 þ f ð2Þ18 -B1
xf
ð2Þ
2 þ f ð2Þ12 þ x3f ð2Þ30 þ x3f ð2Þ48 0 x14f ð1Þ24 xf ð2Þ3 þ f ð2Þ24-B1
x3f
ð2Þ
9 þ xf ð2Þ24 þ ðx þ 1Þf ð2Þ18 xf ð1Þ24 þ x8f ð1Þ60 þ x5f ð1Þ48 0 f ð2Þ6 -D2
þx2f ð2Þ48 þ xf ð2Þ30 þ xf ð2Þ48 þx2f ð1Þ36 þ x5f ð1Þ60 þ f ð1Þ36
þðx3 þ x2Þf ð2Þ60 þ f ð2Þ10 þðx2 þ xÞf ð1Þ48 þ xf ð1Þ60
xf
ð2Þ
2 þ f ð2Þ18 þ xf ð2Þ48 0 0 f ð2Þ7 -D2
xf
ð2Þ
3 þ f ð2Þ24 þ x3f ð2Þ48 0 x13f ð1Þ24 xf ð2Þ8 þ f ð2Þ2-B1
x3f
ð2Þ
6 þ ðx4 þ x2Þf ð2Þ36 f ð1Þ17 þ ðx3 þ 1Þf ð1Þ48 þ f ð1Þ36 x14f ð1Þ17 x2f ð2Þ9 þ f ð2Þ6-B1
xf
ð2Þ
8 þ f ð2Þ2 þ x2f ð2Þ30 0 0 f ð2Þ13 -D2
x2f
ð2Þ
9 þ f ð2Þ6 þ xf ð2Þ36 0 0 f ð2Þ19 -D2
f
ð3Þ
b v
ð2Þ
b L
ð3Þ
b
f
ð2Þ
5 0 x
23f
ð2Þ
5 xf
ð3Þ
5-B2
xf
ð3Þ
5 xf
ð2Þ
5 0 f
ð3Þ
0 -D3
f
ð2Þ
6 xf
ð2Þ
7 x
19f
ð2Þ
6 x
3f
ð3Þ
6 -B2
f
ð2Þ
7
0 x23f
ð2Þ
19 xf
ð3Þ
7 -B2
xf
ð3Þ
7 xf
ð2Þ
19
0 f
ð3Þ
12 -D3
f
ð2Þ
13 x
4f
ð2Þ
6 þ x3f ð2Þ7 þ xf ð2Þ13 x23f ð2Þ19 xf ð3Þ13 -B2
þx2f ð2Þ6 þ f ð2Þ7 x2f ð3Þ6 þ f ð3Þ13 -B2
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x3f
ð3Þ
6 ’B2
x2f
ð3Þ
6 þ f ð3Þ13 0 x20f ð2Þ13 x2f ð3Þ16 -B2
ðx þ 1Þf ð3Þ13 þ f ð3Þ16 f ð2Þ6 x20f ð2Þ6 x2f ð3Þ18 -B2
f
ð2Þ
19 x
5f
ð2Þ
13 þ x6f ð2Þ6 0 f ð3Þ19 -D3
þx3f ð2Þ7 þ f ð2Þ19 þ f ð2Þ13 þ f ð2Þ7
ðx2 þ xÞf ð3Þ16 þ f ð3Þ13 þ f ð3Þ16 f ð2Þ13 x19f ð2Þ13 x3f ð3Þ26 -B2
x2f
ð3Þ
18 f
ð2Þ
6 x
21f
ð2Þ
13 x
2f
ð3Þ
28 -B2
xf
ð3Þ
26 þ f ð3Þ28 -B2
x3f
ð3Þ
26 ’B2
xf
ð3Þ
26 þ f ð3Þ28 þ f ð3Þ6 0 0 f ð3Þ31 -D3
x2f
ð3Þ
28 þ f ð3Þ13 xf ð2Þ13 þ x2f ð2Þ6 0 f ð3Þ38 -D3
f
ð4Þ
b v
ð3Þ
b L
ð4Þ
b
f
ð3Þ
0 f
ð3Þ
0
0 f
ð4Þ
0 -D4
f
ð3Þ
12 xf
ð3Þ
19
0 f
ð4Þ
12 -D4
f
ð3Þ
19 f
ð3Þ
38 þ x2f ð3Þ12 þ f ð3Þ19 x23f ð3Þ12 xf ð4Þ19 -B3
xf
ð4Þ
19 xf
ð3Þ
12
0 f
ð4Þ
24 -D4
f
ð3Þ
31 x
10f
ð3Þ
12 þ ðx3 þ 1Þf ð3Þ31 þ ðx3 þ 1Þf ð3Þ12 0 f ð4Þ31 -D4
f
ð3Þ
38 þ f ð4Þ19 x9f ð3Þ31 þ ðx9 þ x2Þf ð3Þ12 0 f ð4Þ38 -D4
f
ð5Þ
b v
ð4Þ
b L
ð5Þ
b
f
ð4Þ
0 f
ð4Þ
0
0 f
ð5Þ
0 -D5
f
ð4Þ
12 f
ð4Þ
24
0 f
ð5Þ
12 -D5
f
ð4Þ
24 xf
ð4Þ
12
0 f
ð5Þ
24 -D5
f
ð4Þ
31 x
10f
ð4Þ
12 þ ðx3 þ 1Þf ð4Þ31 þ ðx3 þ 1Þf ð4Þ12 0 f ð5Þ31 -D5
f
ð4Þ
38 x
9f
ð4Þ
31 þ x9f ð4Þ12 þ f ð4Þ38 0 f ð5Þ38 -D5
So
h31 :¼ f
ð4Þ
31 þ f ð4Þ12
D
¼ ðh
3
12 þ aÞ
h5
ARTICLE IN PRESS
D.A. Leonard, R. Pellikaan / Finite Fields and Their Applications 9 (2003) 479–504492
and
h38 :¼ f
ð4Þ
38 þ f ð4Þ0
D
¼ ðh
4
12 þ ah12 þ bÞ
h25
are the missing functions. (This happens to be a curve that ﬁts the Newton polygon
theory in [1]. The particular choices of h31 and h38 above were made to match the said
theory.)
The afﬁne normalization of the original curve is then described by (a Gro¨bner
basis for) the ideal of relations among h5; h12; h31; and h38:
h312 þ h31h5 þ h45 þ h5;
h31h12 þ h38h5 þ h5;
h231 þ h12h105 þ h31ðh35 þ 1Þ þ h212;
h38h12 þ h105 ;
h38h31 þ h212h95 þ h38ðh35 þ 1Þ;
h238 þ h31h95 þ h38:
The projective normalization would require homogenization and the use of the
dependent variables h12iþ5j :¼ hi12h j5 ; 0pi; j; 12i þ 5jp2g þ 1 ¼ 39:
Example 5.2. The function ﬁeld with n ¼ 2 and q ¼ 2 from the second tower of
Garcia and Stichtenoth [6] could be given [10] by
x21x2 þ x1x2 þ x22 þ 1 ¼ 0 and x22x4 þ x2x4 þ x24 þ 1 ¼ 0:
But, instead, let h4 :¼ x4; h6 :¼ x2x4; h7 :¼ x1x2x4; %R :¼ R1 :¼ F2½x4; R :¼ R2 :¼
%R½h6=/h26 þ h6h4 þ h4ðh4 þ 1Þ2S; and V :¼R2½h7=/h27 þ h7h6 þ ðh6 þ h4Þðh4 þ 1Þ2S:
W2 :¼ 3 2ð ÞT ; W3 :¼
ð1; 2ÞW2
2W2
 
¼ 7 6 4ð ÞT :
R has %R-module basis ð1; h6Þ; and V has R-module basis ð1=h6; h7=h6Þ: Rewriting
1=h6 as g=D with g :¼ h6 þ h4AR and D :¼ h4ðh4 þ 1Þ2A %R; gives a D0 with elements
f
ð0Þ
12 :¼ 1; f ð0Þ6 :¼ h6; f ð0Þ5 :¼ h7 and f ð0Þ1 ¼ h7h6; with f ð0Þb =D having weight b equal to
its pole size at PN:
b f
ð1Þ
b v
ð0Þ
b L
ð1Þ
b
12 f ð0Þ12 0 f ð0Þ12 h24f ð1Þ12-B0
6 f ð0Þ6 f ð0Þ12 h4f ð0Þ6 h4f ð1Þ6-B0
5 f ð0Þ5 0 h24f ð0Þ6 h4f ð1Þ5-B0
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4 ðh24 þ h4Þf ð1Þ12 xf ð0Þ12 0 f ð1Þ4-D1
2 ðh4 þ 1Þf ð1Þ6 f ð0Þ6 0 f ð1Þ2-D1
1 h4f ð1Þ5 0 h24f ð0Þ1 h4f ð1Þ1-B0
1 f
ð0Þ
1 þ f ð1Þ1 h24f ð0Þ6 þ f ð0Þ1 þ h4f ð0Þ5 þ h24f ð0Þ12 þ f ð0Þ6 0 f ð1Þ1 -D1
3 ðh4 þ 1Þf ð1Þ1 h4f ð0Þ1 þ ðh44 þ h24Þf ð0Þ12 0 f ð1Þ3 -D1
b f
ð2Þ
b v
ð1Þ
b L
ð2Þ
b
4 f ð1Þ4 0 h24f ð1Þ4 h4f ð2Þ4-B1
2 f ð1Þ2 f ð1Þ4 h24f ð1Þ2 h4f ð2Þ2-B1
0 ðh4 þ 1Þf ð2Þ4 h4f ð1Þ4 0 f ð2Þ0 -D2
1 f
ð1Þ
1 þ f ð2Þ4 h4f ð1Þ2 þ f ð1Þ1 þ f ð1Þ4 h4f ð1Þ4 h4f ð2Þ1 -B1
2 ðh4 þ 1Þf ð2Þ2 þ f ð2Þ4 þ f ð2Þ1 h4f ð1Þ2 þ h4f ð1Þ4 0 f ð2Þ2 -D2
3 f
ð1Þ
3 h
2
4f
ð1Þ
2 þ f ð1Þ3 þ h4f ð1Þ2 þ h4f ð1Þ4 h24f ð1Þ3 h4f ð2Þ3 -B1
5 h4f
ð2Þ
1 þ f ð2Þ4 h24f ð1Þ1 þ f ð1Þ4 0 f ð2Þ5 -D2
7 ðh4 þ 1Þf ð2Þ3 ðh4 þ 1Þf ð1Þ3 0 f ð2Þ7 -D2
b f
ð3Þ
b v
ð2Þ
b L
ð3Þ
b
0 f
ð2Þ
0 f
ð2Þ
0
0 f
ð3Þ
0 -D3
2 f
ð2Þ
2 h4f
ð2Þ
0 h
2
4f
ð2Þ
5 h4f
ð3Þ
2 -B2
5 f
ð2Þ
5 h
2
4f
ð2Þ
2 þ ðh4 þ 1Þf ð2Þ0 0 f ð3Þ5 -D3
6 h4f
ð3Þ
2 h4f
ð2Þ
5 þ h4f ð2Þ0 0 f ð3Þ6 -D3
7 f
ð2Þ
7 ðh4 þ 1Þ3f ð2Þ0 þ h4f ð2Þ7 þ h24f ð2Þ2 þ
ðh4 þ 1Þf ð2Þ5
0 f
ð3Þ
7 -D3
b f
ð4Þ
b v
ð3Þ
b L
ð4Þ
b
0 f
ð3Þ
0 f
ð3Þ
0
0 f
ð4Þ
0 -D4
5 f
ð3Þ
5 h4f
ð3Þ
6 þ ðh4 þ 1Þf ð3Þ0 0 f ð4Þ5 -D4
6 f
ð3Þ
6 h4f
ð3Þ
5 þ h4f ð3Þ0 0 f ð4Þ6 -D4
7 f
ð3Þ
7 ðh4 þ 1Þ3f ð3Þ0 þ h4f ð3Þ7 þ h4f ð3Þ6 þ h4f ð3Þ5 þ f ð3Þ5 0 f ð4Þ7 -D4
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So
f
ð4Þ
5 þ f ð4Þ0
D
¼ ðh7 þ h4 þ 1Þðh6 þ h4Þðh4 þ 1Þ2
is the missing function.
Example 5.3. Start with the surface deﬁned by x3y þ y2z þ z2x ¼ 0 in characteristic
2. Let x1 :¼ z; x2 :¼ y; x3 :¼ xy; R ¼ %R ¼ R2 :¼ F2½x2; x1; and f ðx3Þ ¼ f3ðx3Þ ¼
f3ðx3Þ :¼ x33 þ x3ðx2x21Þ þ x42x1: F :¼ F2ðx2; x1Þ F 0 :¼ Fðx3Þ=ð f3ðx3ÞÞ: W ¼
5 3 3
4 3 0
 T
: Let D :¼ x42x1; and start with D0 :¼ ff ð0Þ15;12 ¼ 1; f ð0Þ10;8 ¼
x3; f
ð0Þ
5;4 ¼ x23g with f ð0Þ
%
b =D having weight
%
b:
%
b f ð1Þ
%
b v
ð0Þ
%
b L
ð1Þ
%
b
15;12 f ð0Þ15;12 0 f ð0Þ15;12 x22x1f ð1Þ15;12-B0
10;8 f ð0Þ10;8 0 f ð0Þ5;4 x22x1f ð1Þ10;8-B0
6;6 x22x1f ð1Þ15;12 x1f ð0Þ15;12 0 f ð1Þ6;6-D1
5;4 f ð0Þ5;4 f ð0Þ10;8 x2x21f ð0Þ5;4 x22f ð1Þ5;4-B0
1;2 x22x1f ð1Þ10;8 x1f ð0Þ5;4 0 f ð1Þ1;2-D1
1; 2 x22f
ð1Þ
5;4 x
4
2f
ð0Þ
10;8 þ
x2x1f
ð0Þ
5;4
0 f
ð1Þ
1;2-D1
%
b f ð2Þ
%
b v
ð1Þ
%
b L
ð2Þ
%
b
6;6 f ð1Þ6;6 0 x22x1f ð1Þ6;6 x2f ð2Þ6;6-B1
3;3 x2f ð2Þ6;6 f ð1Þ6;6 0 f ð2Þ3;3-D2
1;2 f ð1Þ1;2 0 x22x21f ð1Þ1;2 x2f ð2Þ1;2-B1
1; 2 f
ð1Þ
1;2
0 x62f
ð1Þ
1;2 x1f
ð2Þ
1;2-B1
2; 1 x2f
ð2Þ
1;2 x1f
ð1Þ
1;2
0 f
ð2Þ
2;1-D2
4; 2 x1f
ð2Þ
1;2 x
2
2x1f
ð1Þ
1;2 x
3
2x
4
1f
ð1Þ
1;2 x2f
ð2Þ
4;2-B1
7; 5 x2f
ð2Þ
4;2 x
4
2x1f
ð1Þ
1;2 þ x2x31f ð1Þ1;2 0 f ð2Þ7;5-D2
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%
b f ð3Þ
%
b v
ð2Þ
%
b L
ð3Þ
%
b
3;3 f ð2Þ3;3 0 x32x1f ð2Þ3;3 x2f ð3Þ3;3-B2
0; 0 x2f
ð2Þ
3;3 x2f
ð2Þ
3;3 0 f
ð3Þ
0;0-D3
2; 1 f
ð2Þ
2;1
0 x32x1f
ð2Þ
7;5 x2f
ð3Þ
2;1-B2
5; 4 x2f
ð2Þ
2;1 x2f
ð2Þ
7;5
0 f
ð3Þ
5;4-D3
7; 5 f
ð2Þ
7;5 x
3
2x1f
ð2Þ
2;1 þ x21f ð2Þ7;5 0 f ð3Þ7;5-D3
%
b f ð4Þ
%
b v
ð3Þ
%
b L
ð4Þ
%
b
0; 0 f
ð3Þ
0;0 f
ð3Þ
0;0
0 f
ð4Þ
0;0-D4
5; 4 f
ð3Þ
5;4 Dx2f
ð3Þ
7;5
0 f
ð4Þ
5;4-D4
7; 5 f
ð3Þ
7;5 x
2
2x1f
ð3Þ
4;1 þ x21f ð3Þ5;2 0 f ð4Þ7;5-D4
This means that the missing function is
f
ð4Þ
5;4
D
¼ x
2
3
x2
:
Example 5.4. This is an extension of Example 5.2. h8; h10; h12; and h14 can be gotten
by doubling all the subscripts in that example; adding the extra condition that
x21x2 þ x1x2 þ x22 þ 1 ¼ 0; and setting h15 :¼ x1x2x4x8; which gives rise to the
deﬁning polynomial of the extension:
f ðh15Þ :¼ h215 þ h15h14 þ ðh14 þ h12 þ h8 þ 1Þðh8 þ 1Þ2 þ h14ðh12 þ h8Þ:
The weight function is given by W4 :¼ ð1; 0; 2ÞW3 2W3
 T¼ 15 14 12 8 T
with W3 :¼ 7 6 4
 T
:
1=h14 ¼ ðh14 þ h12Þ=ðh8 þ 1Þ2 ¼ ðh14 þ h12Þh12=ðh8ðh8 þ 1Þ4Þ; so D ¼ h8ðh8 þ 1Þ4:
D0 has elements f
ð0Þ
40 :¼ 1; f ð0Þ30 :¼ h10; f ð0Þ28 :¼ h12; f ð0Þ26 :¼ h14; f ð0Þ25 :¼ h15; f ð0Þ15 :¼
h15h10; f
ð0Þ
13 :¼ h15h12; f ð0Þ11 :¼ h15h14; with f ð0Þb =D having weight b; corresponding to its
pole size at PN: Then apply the qth power algorithm to produce the integral closure R4:
b f
ð1Þ
b v
ð0Þ
b L
ð1Þ
b
40 f ð0Þ40 0 f ð0Þ40 h38f ð1Þ40-B0
30 f ð0Þ30 0 h8f ð0Þ28 h28f ð1Þ30-B0
28 f ð0Þ28 0 h38f ð0Þ40 h8f ð1Þ28-B0
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26 f ð0Þ26 0 h28f ð0Þ28 h28f ð1Þ26-B0
25 f ð0Þ25 0 h28f ð0Þ26 h28f ð1Þ25-B0
20 h8f ð1Þ28 þ h8f ð1Þ30 0 h38f ð0Þ30 h8f ð1Þ20-B0
16 ðh38 þ h8Þf ð1Þ40 h8f ð0Þ40 0 f ð1Þ16-D1
15 f ð0Þ15 f ð0Þ30 h38f ð0Þ15 h8f ð1Þ15-B0
14 ðh28 þ 1Þf ð1Þ30 f ð0Þ28 þ f ð0Þ30 þ f ð0Þ40 0 f ð1Þ14-D1
13 f ð0Þ13 f ð0Þ26 h38f ð0Þ11 h8f ð1Þ13-B0
12 h8f ð1Þ20 þ f ð1Þ28 þ f ð1Þ30 f ð0Þ30 0 f ð1Þ12-D1
11 f ð0Þ11 h8f ð0Þ30 h48f ð0Þ15 h8f ð1Þ11-B0
10 h28f ð1Þ26 h8f ð0Þ28 þ h8f ð0Þ30 þ h28f ð0Þ40 þ f ð0Þ26 h48f ð0Þ30 h8f ð1Þ10-B0
þf ð0Þ28 þ h8f ð0Þ40
9 h28f ð1Þ25 h8f ð0Þ26 h48f ð0Þ11 h8f ð1Þ9-B0
7 h8f ð1Þ15 þ f ð1Þ11 f ð0Þ15 þ h8f ð0Þ25 þ h8f ð0Þ28 þ h8f ð0Þ30 h38f ð0Þ13 h8f ð1Þ7-B0
þh28f ð0Þ40 þ f ð0Þ25 þ f ð0Þ26
5 h8f ð1Þ13 þ f ð1Þ9 f ð0Þ11 þ h28f ð0Þ28 þ f ð0Þ15 þ h8f ð0Þ28 h48f ð0Þ13 h8f ð1Þ5-B0
3 h8f ð1Þ11 þ f ð1Þ9 þ f ð1Þ13 h8f ð0Þ15 þ h28f ð0Þ25 þ h28f ð0Þ26 þ h8f ð0Þ11 0 f ð1Þ3-D1
þh8f ð1Þ25 þh28f ð0Þ28 þ f ð0Þ13 þ h28f ð0Þ30 þ f ð0Þ15
þh38f ð0Þ40 þ h8f ð0Þ25 þ h8f ð0Þ28
þh28f ð0Þ40 þ f ð0Þ28
2 h8f ð1Þ10 þ h8f ð1Þ26 h8f ð0Þ30 0 f ð1Þ2-D1
1 h8f ð1Þ9 þ h8f ð1Þ25 h8f ð0Þ11 þ h38f ð0Þ28 þ h38f ð0Þ30 þ h48f ð0Þ40 0 f ð1Þ1-D1
þh28f ð0Þ28 þ h38f ð0Þ40 þ h8f ð0Þ26 þ h8f ð0Þ30
1 h8f
ð1Þ
7 þ f ð1Þ9 þ f ð1Þ13 f ð0Þ13 þ f ð0Þ15 þ h38f ð0Þ40 þ h8f ð0Þ26 0 f ð1Þ1 -D1
þf ð1Þ15 þ h8f ð1Þ25 þh8f ð0Þ26 þ h8f ð0Þ28 þ h28f ð0Þ40
þf ð0Þ26 þ f ð0Þ28 þ h8f ð0Þ40
3 h8f
ð1Þ
5 þ f ð1Þ13 þ
h8f
ð1Þ
25
h8f
ð0Þ
13 þ h38f ð0Þ30 þ h48f ð0Þ40 0 f ð1Þ3 -D1
þh28f ð0Þ25 þ f ð0Þ11 þ h28f ð0Þ28
þf ð0Þ13 þ f ð0Þ15 þ h38f ð0Þ40
þh8f ð0Þ25 þ h8f ð0Þ26 þ h8f ð0Þ30 þ f ð0Þ28
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b f
ð2Þ
b v
ð1Þ
b L
ð2Þ
b
16 f ð1Þ16 0 h38f ð1Þ16 h8f ð2Þ16-B1
14 f ð1Þ14 0 h38f ð1Þ12 h8f ð2Þ14-B1
12 f ð1Þ12 0 h48f ð1Þ16 h8f ð2Þ12-B1
8 ðh8 þ 1Þf ð2Þ16 f ð1Þ16 0 f ð2Þ8-D2
6 h8f ð2Þ14 þ f ð2Þ12 þ f ð2Þ14 f ð1Þ12 h38f ð1Þ14 h8f ð2Þ6-B1
4 ðh8 þ 1Þf ð2Þ12 h8f ð1Þ16 þ f ð1Þ14 0 f ð2Þ4-D2
3 f ð1Þ3 h8f ð1Þ14 h48f ð1Þ1 h8f ð2Þ3-B1
2 f ð1Þ2 h8f ð1Þ12 þ h8f ð1Þ16 h48f ð1Þ2 h8f ð2Þ2-B1
1 f ð1Þ1 f ð1Þ2 þ f ð1Þ3 þ h8f ð1Þ12 þ h8f ð1Þ16 h48f ð1Þ1 h8f ð2Þ1-B1
1 f
ð1Þ
1 þ f ð2Þ1 þ f ð2Þ2 þ h28f ð1Þ14 þ f ð1Þ1 þ f ð1Þ1 þ f ð1Þ3 0 f ð2Þ1 -D2
f
ð2Þ
14 þ f ð2Þ6 þh8f ð1Þ12 þ h8f ð1Þ14 þ h8f ð1Þ16
þf ð1Þ14 þ f ð1Þ16
2 h8f
ð2Þ
6 þ f ð2Þ12 f ð1Þ14 0 f ð2Þ2 -D2
3 f
ð1Þ
3 þ f ð2Þ2 h8f ð1Þ2 þ h8f ð1Þ3 þ h28f ð1Þ12 þ h28f ð1Þ14 h48f ð1Þ3 h8f ð2Þ3 -B1
þf ð1Þ1 þ f ð1Þ1 þ f ð1Þ2
þf ð1Þ3 þ h8f ð1Þ12 þ h8f ð1Þ16
5 h8f
ð2Þ
3 h8f
ð1Þ
1 þ h8f ð1Þ1 þ h8f ð1Þ2 þ h28f ð1Þ12 h48f ð1Þ3 h8f ð2Þ5 -B1
þf ð1Þ3 þ f ð1Þ1 þ f ð1Þ1 þ h28f ð1Þ16
þf ð1Þ2 þ f ð1Þ3 þ h8f ð1Þ12
6 ðh8 þ 1Þf ð2Þ2 h8f ð1Þ2 þ h28f ð1Þ12 þ h28f ð1Þ14 þ h28f ð1Þ16 0 f ð2Þ6 -D2
þh8f ð1Þ12 þ h8f ð1Þ14 þ h8f ð1Þ16
7 ðh8 þ 1Þf ð2Þ1 h8f ð1Þ1 þ h28f ð1Þ12 þ f ð1Þ3 0 f ð2Þ7 -D2
þh28f ð1Þ14 þ h28f ð1Þ16 þ h8f ð1Þ12
þh8f ð1Þ14 þ h8f ð1Þ16
11 h8f
ð2Þ
3 þ f ð2Þ5 þ f ð2Þ3 þ f ð2Þ3 h8f ð1Þ3 þ f ð1Þ3 þ h28f ð1Þ12 0 f ð2Þ11 -D2
þh28f ð1Þ14 þ h8f ð1Þ16
13 ðh8 þ 1Þf ð2Þ5 h8f ð1Þ3 þ h8f ð1Þ1 þ h38f ð1Þ16 þ h8f ð1Þ1 0 f ð2Þ13 -D2
þh8f ð1Þ3 þ f ð1Þ3 þ h28f ð1Þ14 þ f ð1Þ1
þh28f ð1Þ16 þ f ð1Þ1 þ f ð1Þ2
þf ð1Þ3 þ h8f ð1Þ12
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b f
ð3Þ
b v
ð2Þ
b L
ð3Þ
b
8 f ð2Þ8 0 h48f ð2Þ8 h8f ð3Þ8-B2
4 f ð2Þ4 f ð2Þ8 h38f ð2Þ2 h8f ð3Þ4-B2
0 ðh8 þ 1Þf ð3Þ8 ðh8 þ 1Þf ð2Þ8 0 f ð3Þ0 -D3
1 f
ð2Þ
1 f
ð2Þ
2 þ f ð2Þ1 h48f ð2Þ2 h8f ð3Þ1 -B2
2 f
ð2Þ
2 ðh8 þ 1Þf ð2Þ4 h48f ð2Þ4 h8f ð3Þ2 -B2
4 h8f
ð3Þ
4 þ f ð3Þ1 þ f ð3Þ2 þ f ð3Þ8 f ð2Þ2 þ h8f ð2Þ8 þ f ð2Þ4 0 f ð3Þ4 -D3
6 f
ð2Þ
6 h
2
8f
ð2Þ
4 þ h28f ð2Þ8 þ f ð2Þ6 þ f ð2Þ2 h48f ð2Þ6 h8f ð3Þ6 -B2
7 f
ð2Þ
7 h8f
ð2Þ
6 þ f ð2Þ13 þ h28f ð2Þ4 h48f ð2Þ13 h8f ð3Þ7 -B2
þh28f ð2Þ8 þ f ð2Þ7 þ f ð2Þ6
9 h8f
ð3Þ
1 þ f ð3Þ2 þ f ð3Þ4 þ f ð3Þ8 h8f ð2Þ2 þ h28f ð2Þ8 þ f ð2Þ4 0 f ð3Þ9 -D3
10 h8f
ð3Þ
2 þ f ð3Þ1 þ f ð3Þ4 þ f ð3Þ8 h8f ð2Þ4 þ f ð2Þ2 þ f ð2Þ8 0 f ð3Þ10 -D3
11 f
ð2Þ
11 þ f ð3Þ1 þ f ð3Þ4 þ f ð3Þ8 h28f ð2Þ6 þ h8f ð2Þ13 þ h38f ð2Þ4 þ h28f ð2Þ2 0 f ð3Þ11 -D3
þh28f ð2Þ1 þ h8f ð2Þ6 þ h8f ð2Þ2 þ h8f ð2Þ1
þh8f ð2Þ8 þ f ð2Þ4 þ f ð2Þ8
13 f
ð2Þ
13 þ f ð3Þ6 þ f ð3Þ1 h38f ð2Þ2 þ h38f ð2Þ1 þ h8f ð2Þ11 þ h28f ð2Þ1 0 f ð3Þ13 -D3
þf ð3Þ4 þ f ð3Þ8 þh38f ð2Þ8 þ h8f ð2Þ6 þ h28f ð2Þ4 þ f ð2Þ6
þh8f ð2Þ4 þ f ð2Þ2 þ f ð2Þ4 þ f ð2Þ8
14 ðh8 þ 1Þf ð3Þ6 h8f ð2Þ6 þ h28f ð2Þ4 þ f ð2Þ6 þ f ð2Þ4 0 f ð3Þ14 -D3
15 ðh8 þ 1Þf ð3Þ7 h8f ð2Þ13 þ h8f ð2Þ11 þ h28f ð2Þ2 þ h8f ð2Þ7 0 f ð3Þ15 -D3
þh8f ð2Þ6 þ f ð2Þ13 þ f ð2Þ11 þ h28f ð2Þ8
þf ð2Þ7 þ h28f ð2Þ4 þ h28f ð2Þ8
þf ð2Þ6 þ f ð2Þ2 þ f ð2Þ4
b f
ð4Þ
b v
ð3Þ
b L
ð4Þ
b
0 f
ð3Þ
0 f
ð3Þ
0
0 f
ð4Þ
0 -D4
4 f
ð3Þ
4 h8f
ð3Þ
0 þ f ð3Þ4 h48f ð3Þ10 h8f ð4Þ4 -B3
9 f
ð3Þ
9 h8f
ð3Þ
10 þ ðh8 þ 1Þf ð3Þ9 þ h8f ð3Þ0 þ f ð3Þ4 h38f ð3Þ11 h8f ð4Þ9 -B3
10 f
ð3Þ
10 þ f ð4Þ4 h28f ð3Þ4 þ h8f ð3Þ10 þ h8f ð3Þ9 0 f ð4Þ10 -D4
þh8f ð3Þ4 þ h8f ð3Þ0 þ f ð3Þ4
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11 f
ð3Þ
11 h8f
ð3Þ
14 þ h8f ð3Þ13 þ h28f ð3Þ4 h48f ð3Þ14 h8f ð4Þ11 -B3
þf ð3Þ14 þ f ð3Þ10 þ h8f ð3Þ0
12 h8f
ð4Þ
4 þ f ð4Þ9 h8f ð3Þ10 þ f ð3Þ9 þ h8f ð3Þ0 þ f ð3Þ4 þ f ð3Þ0 0 f ð4Þ12 -D4
13 f
ð3Þ
13 þ f ð4Þ14 þ f ð4Þ9 h28f ð3Þ10 þ h28f ð3Þ9 þ h8f ð3Þ11 0 f ð4Þ13 -D4
þh8f ð3Þ10 þ h28f ð3Þ0 þ f ð3Þ14
14 f
ð3Þ
14 h
3
8f
ð3Þ
4 þ h28f ð3Þ10 þ h28f ð3Þ9 þ h38f ð3Þ0 0 f ð4Þ14 -D4
þh8f ð3Þ14 þ h8f ð3Þ9 þ f ð3Þ10 þ h8f ð3Þ0 þ f ð3Þ4
15 f
ð3Þ
15 h
2
8f
ð3Þ
14 þ h28f ð3Þ13 þ h38f ð3Þ4 þ h28f ð3Þ10 0 f ð4Þ15 -D4
þh28f ð3Þ9 þ h38f ð3Þ0 þ h8f ð3Þ15 þ h8f ð3Þ14
þh8f ð3Þ11 þ h8f ð3Þ4 þ f ð3Þ11
þf ð3Þ10 þ f ð3Þ9 þ f ð3Þ0
17 ðh8 þ 1Þf ð4Þ9 h8f ð3Þ9 þ h28f ð3Þ0 þ h8f ð3Þ4 0 f ð4Þ17 -D4
þf ð3Þ9 þ f ð3Þ4 þ f ð3Þ0
19 ðh8 þ 1Þf ð4Þ11 þ f ð4Þ4 þ f ð4Þ9 h8f ð3Þ14 þ h28f ð3Þ4 þ h8f ð3Þ9 þ h28f ð3Þ0 0 f ð4Þ19 -D4
þf ð3Þ14 þ f ð3Þ10 þ h8f ð3Þ0
b f
ð5Þ
b v
ð4Þ
b L
ð5Þ
b
0 f
ð4Þ
0 f
ð4Þ
0
0 f
ð5Þ
0 -D5
10 f
ð4Þ
10 h8f
ð4Þ
12 þ h8f ð4Þ10 0 f ð5Þ10 -D5
12 f
ð4Þ
12 h
3
8f
ð4Þ
0 þ h8f ð4Þ12 þ h8f ð4Þ0 0 f ð5Þ12 -D5
13 f
ð4Þ
13 h
2
8f
ð4Þ
10 þ h8f ð4Þ17 þ h8f ð4Þ14 þ h8f ð4Þ13 0 f ð5Þ13 -D5
þf ð4Þ17 þ h28f ð4Þ0 þ f ð4Þ10
14 f
ð4Þ
14 h
2
8f
ð4Þ
12 þ h28f ð4Þ10 þ h38f ð4Þ0 þ h8f ð4Þ14 0 f ð5Þ14 -D5
þh8f ð4Þ12 þ f ð4Þ10 þ h8f ð4Þ0
15 f
ð4Þ
15 h
2
8f
ð4Þ
14 þ h28f ð4Þ13 þ h28f ð4Þ12 þ h8f ð4Þ19 0 f ð5Þ15 -D5
þh28f ð4Þ10 þ h8f ð4Þ17 þ h38f ð4Þ0 þ h8f ð4Þ15
þh8f ð4Þ14 þ h8f ð4Þ13 þ h8f ð4Þ12
þf ð4Þ19 þ f ð4Þ10 þ f ð4Þ0
17 f
ð4Þ
17 h
3
8f
ð4Þ
10 þ h28f ð4Þ17 þ h28f ð4Þ12 0 f ð5Þ17 -D5
þh8f ð4Þ17 þ h38f ð4Þ0 þ h8f ð4Þ12
þh8f ð4Þ10 þ ðh28 þ h8 þ 1Þf ð4Þ0
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19 f
ð4Þ
19 h
3
8f
ð4Þ
14 þ h38f ð4Þ13 þ h38f ð4Þ12 þ h28f ð4Þ19 0 f ð5Þ19 -D5
þh28f ð4Þ14 þ h8f ð4Þ19 þ h28f ð4Þ10 þ h8f ð4Þ17
þh38f ð4Þ0 þ h8f ð4Þ13 þ h8f ð4Þ10 þ f ð4Þ17 þ h28f ð4Þ0
Example 5.5. Start with the surface deﬁned by x33 þ x22x31 þ x3x2x1 ¼ 0 in
characteristic 2. W3 ¼ 5 3 32 3 0
 T
: Let D :¼ x22x31; and start with D0 :¼ ff ð0Þ15;6 ¼
1; f
ð0Þ
10;4 ¼ x3; f ð0Þ5;2 ¼ x23g with f ð0Þ
%
b =D having weight
%
b:
%
b f ð1Þ
%
b v
ð0Þ
%
b L
ð1Þ
%
b
15;6 f ð0Þ15;6 0 f ð0Þ15;6 x2x21f ð1Þ15;6-B0
10;4 f ð0Þ10;4 0 f ð0Þ5;2 x2x21f ð1Þ10;4-B0
6;3 x2x21f ð1Þ15;6 x1f ð0Þ15;6 0 f ð1Þ6;3-D1
5;2 f ð0Þ5;2 f ð0Þ10;4 x2x1f ð0Þ5;2 x2x1f ð1Þ5;2-B0
1;1 x2x21f ð1Þ10;4 x1f ð0Þ5;2 0 f ð1Þ1;1-D1
1; 1 x2x1f
ð1Þ
5;2 x
2
2x
2
1f
ð0Þ
10;4 þ x2f ð0Þ5;2 0 f ð1Þ1 -D1
%
b f ð2Þ
%
b v
ð1Þ
%
b L
ð2Þ
%
b
6;3 f ð1Þ6;3 0 x2x21f ð1Þ6;3 x2x1f ð2Þ6;3-B1
1;1 f ð1Þ1;1 0 x2x31f ð1Þ1;1 x2f ð2Þ1;1-B1
0; 0 x2x1f
ð2Þ
6;3 x2x1f
ð1Þ
6;3 0 f
ð2Þ
0;0-D2
1; 1 f
ð1Þ
1;1 x2f
ð1Þ
1;1 x
2
2x
2
1f
ð1Þ
1;1 x1f
ð2Þ
1;1-B1
2; 2 x2f
ð2Þ
1;1 x2f
ð1Þ
1;1
0 f
ð2Þ
2;2-D2
4; 1 x1f
ð2Þ
1;1 x2x
2
1f
ð1Þ
1;1 þ x1f ð1Þ1;1 0 f ð2Þ4;1-D2
%
b f ð3Þ
%
b v
ð2Þ
%
b L
ð3Þ
%
b
0; 0 f
ð2Þ
0;0 f
ð2Þ
0;0
0 f
ð3Þ
0;0-D3
2; 2 f
ð2Þ
2;2
0 x32x
2
1f
ð2Þ
4;1 x1f
ð3Þ
2;2-B2
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4; 1 f
ð2Þ
4;1 x
2
1f
ð2Þ
2;2 þ f ð2Þ4;1 0 f ð3Þ4;1-D3
5; 2 x1f
ð3Þ
2;2 x2x1f
ð2Þ
4;1
0 f
ð3Þ
5;2-D3
%
b f ð4Þ
%
b v
ð3Þ
%
b L
ð4Þ
%
b
0; 0 f
ð3Þ
0;0 f
ð3Þ
0;0
0 f
ð4Þ
0;0-D4
4; 1 f
ð3Þ
4;1 x1f
ð3Þ
5;2 þ f ð3Þ4;1 0 f ð4Þ4;1-D4
5; 2 f
ð3Þ
5;2 x2x1f
ð3Þ
4;1
0 f
ð4Þ
5;2-D4
Now extend that surface by x24 þ x4x1 þ x3x1 ¼ 0; with W4 ¼
8 10 6 6
2 4 6 0
 T
:
This does not satisfy the conditions of prop 2.1, and indeed, with g :¼ x23=ðx2x1Þ; the
missing function above, wtðx4Þ ¼ ð8; 2Þ ¼ wtðgÞ: But y4 :¼ x4 þ x23=ðx2x1Þ satisﬁes
y24 þ gðx1 þ 1Þ þ y4x1 ¼ 0: This gives W4 ¼
7 10 6 6
1 4 6 0
 T
; which does satisfy
prop 2.1. Let D :¼ x1; and start with D0 :¼ ff ð0Þ6;0 ¼ 1; f ð0Þ4;4 ¼ x3; f ð0Þ1;1 ¼ y4; f ð0Þ2;2 ¼
g; f
ð0Þ
9;3 ¼ y4gf ð0Þ11;5 ¼ y4x3; g with f ð0Þ
%
b =D having weight
%
b:
%
b f ð1Þ
%
b v
ð0Þ
%
b L
ð1Þ
%
b
6; 0 f ð0Þ6;0 0 1 x1f ð1Þ6;0-B0
0; 0 x1f
ð1Þ
6;0 x1f
ð0Þ
6;0 0 f
ð1Þ
0;0-D1
1; 1 f
ð0Þ
1;1 f
ð0Þ
2;2 þ f ð0Þ1;1 f ð0Þ2;2 x1f ð1Þ1;1-B0
2; 2 f
ð0Þ
2;2 þ f ð1Þ1;1 f ð0Þ4;4 0 f ð1Þ2;2-D1
4; 4 f
ð0Þ
4;4 x2f
ð0Þ
2;2
0 f
ð1Þ
4;4-D1
7; 1 x1f
ð1Þ
1;1 x1f
ð0Þ
2;2
0 f
ð1Þ
7;1-D1
9; 3 f
ð0Þ
9;3 þ f ð1Þ1;1 x2x31f ð0Þ9;3 þ x1f ð0Þ11;5 þ x2x21f ð0Þ6;0 þ f ð0Þ9;3 þ f ð0Þ2;2 0 f ð1Þ9;3-D1
11; 5 f
ð0Þ
11;5 x2x
2
1f
ð0Þ
4;4 þ x2x1f ð0Þ9;3 þ x2x1f ð0Þ4;4 þ x2ðx1 þ 1Þf ð0Þ2;2 0 f ð1Þ11;5-D1
%
b f ð2Þ
%
b v
ð1Þ
%
b L
ð2Þ
%
b
0; 0 f
ð2Þ
0;0 f
ð1Þ
0;0
0 f
ð2Þ
0;0-D2
2; 2 f
ð1Þ
2;2 f
ð1Þ
4;4 þ f ð1Þ2;2 0 f ð2Þ2;2-D2
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4; 4 f
ð1Þ
4;4 x2f
ð1Þ
2;2 x2f
ð1Þ
7;1 x1f
ð2Þ
4;4-B1
7; 1 f
ð1Þ
7;1 ðx21 þ x1Þf ð1Þ2;2 þ f ð1Þ7;1 0 f ð2Þ7;1-D2
9; 3 f
ð1Þ
9;3 x2x1f
ð1Þ
0;0 þ x1f ð1Þ11;5 þ x2x1f ð1Þ0;0 þ f ð1Þ9;3 0 f ð2Þ9;3-D2
10; 4 x1f
ð2Þ
4;4 x2x1f
ð1Þ
7;1
0 f
ð2Þ
10;4-D2
11; 5 f
ð1Þ
11;5 þ f ð2Þ4;4 x2x21f ð1Þ4;4 þ x2x1f ð1Þ9;3 þ x2x1f ð1Þ4;4 þ x2ðx1 þ 1Þf ð1Þ2;2 0 f ð2Þ11;5-D2
%
b f ð3Þ
%
b v
ð2Þ
%
b L
ð3Þ
%
b
0; 0 f
ð2Þ
0;0 f
ð2Þ
0;0
0 f
ð3Þ
0;0-D3
2; 2 f
ð2Þ
2;2
0 f
ð2Þ
10;4 x1f
ð3Þ
2;2-B1
7; 1 f
ð2Þ
7;1 ðx21 þ x1Þf ð2Þ2;2 þ f ð2Þ7;1 0 f ð3Þ7;1-D3
8; 2 x1f
ð3Þ
2;2 x1f
ð2Þ
10;4 þ x21f ð2Þ2;2 0 f ð3Þ8;2-D3
9; 3 f
ð2Þ
9;3 x2x
2
1f
ð2Þ
0;0 þ x1f ð2Þ11;5 þ x2x1f ð2Þ0;0 þ f ð2Þ10;4 þ f ð2Þ9;3 0 f ð3Þ9;3-D3
10; 4 f
ð2Þ
10;4 x2x
2
1f
ð2Þ
2;2 þ x2x1f ð2Þ7;1 0 f ð3Þ10;4-D3
11; 5 f
ð2Þ
11;5 x2x1f
ð2Þ
10;4 þ x2x1f ð2Þ9;3 þ x2f ð2Þ10;4 þ x2x1f ð2Þ2;2 0 f ð3Þ11;5-D3
%
b f ð4Þ
%
b v
ð3Þ
%
b L
ð4Þ
%
b
0; 0 f
ð3Þ
0;0 f
ð3Þ
0;0
0 f
ð4Þ
0;0-D4
7; 1 f
ð3Þ
7;1 ðx1 þ 1Þf ð3Þ8;2 þ f ð3Þ7;1 0 f ð4Þ7;1-D4
8; 2 f
ð3Þ
8;2 x1f
ð3Þ
10;4 þ x1f ð3Þ8;2 0 f ð4Þ8;2-D4
9; 3 f
ð3Þ
9;3 x2x
2
1f
ð3Þ
0;0 þ x1f ð3Þ11;5 þ x2x1f ð3Þ0;0 þ f ð3Þ10;4 þ f ð3Þ9;3 0 f ð4Þ9;3-D4
10; 4 f
ð3Þ
10;4 x2x1f
ð3Þ
8;2 þ x2x1f ð3Þ7;1 0 f ð4Þ10;4-D4
11; 5 f
ð3Þ
11;5 x2x1f
ð3Þ
10;4 þ x2x1f ð3Þ9;3 þ x2f ð3Þ10;4 þ x2f ð3Þ8;2 0 f ð4Þ11;5-D4
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