Abstract. This work is devoted to deriving the Onsager-Machlup function for a class of stochastic dynamical systems under (non-Gaussian) Lévy noise as well as (Gaussian) Brownian noise. This Onsager-Machlup function may be defined as the Lagrangian giving the most probable path connecting metastable states for jump-diffusion processes. This is done by applying the Girsanov theorem for measures induced by jump-diffusion processes. Moreover, we have found this Lagrangian function is consistent with the result in the special case of diffusion processes. Finally, we apply this new Onsager-Machlup function to investigate dynamical behaviors analytically and numerically in some examples. These include the transition phenomenon from a metastable state to another metastable state in a double-well system, with numerical experiments illustrating most probable transition paths for various noise parameters.
Introduction
A diffusion process is usually a solution process of a differential equation driven by Brownian motion. The Onsager-Machlup (OM) function of a diffusion process was first introduced in [19] and also considered in [24, 8] . It appears in the asymptotic probability of sample paths of a diffusion process lying within a tube along a smooth path. In fact, this asymptotic probability contains an exponential term whose exponent is an integral over a finite time interval, and the negative integrand in this integral is the OM function. For convenience, we also call the integral of OM function over a time interval the OM functional. In other words, the OM function helps to evaluate the asymptotic probability measure of a small neighborhood of a smooth path. Taking up the idea of Dürr and Bach [8] , another more physical meaning can be given to the OM function, which interprets the OM function as a Lagrangian for determining the most probable tube of a diffusion process by means of a variation principle. Thus, the OM function serves as a tool to study some dynamical behaviors of stochastic dynamical systems, such as most probable transition paths connecting metastable states. The most probable path is the smooth path along with it the tube has the maximum probability and it thus minimizes the OM funtional.
The method concerning the derivation of the OM function for a diffusion process has been developed in the preceding years. Onsager and Machlup [19] were the first to derive the OM function for diffusion processes with linear drift and constant diffusion coefficients. Subsequently, Tisza and Manning [26] began to generalize the results of [19] to nonlinear equations. Takahashi-Watanabe [27] and Fujita-Kotani [10] further derived OM function for Brownian motion on a complete Riemannian manifold. Another purely probabilistic proof of Onsager-Machlup formula for diffusion processes on a Riemannian manifold is given by Hara and Takahashi [12] . There are other works devoted to deriving the OM functions for diffusion processes using various approaches [24, 3, 8] . For example, Dürr and Bach [8] derived the OM function based on the Girsanov theorem for measures induced by diffusion processes (see also [16] ). In addition, an application concerned with the fluctuation phenomena is described by Singh [23] and Deza et al [6] . More recently, OM function has been used to analyze issues related to the trajectory entropy of the overdamped Langevin equation [11] as well as to data assimilation [25, 5] . Note that most existing works mentioned above are for diffusion processes, i.e. solution processes of stochastic differential equations with (Gaussian) Brownian motion.
However, random fluctuations in complex biological and physical systems are often non-Gaussian rather than Gaussian [32, 30, 29] . Lévy motions are appropriate models for a class of important non-Gaussian processes with jumps or bursts [4] . It is important to investigating transition phenomena for these non-Gaussian complex systems [32] , and thus it is desirable to consider the OM functions for jump-diffusion processes, defined as solution processes of stochastic differential equations with Lévy motion L t as well as Brownian motion B t . As far as we know, this is not yet done. The meaning of jumpdiffusion processes will be made precise in the next section. We remark that Moret and Nualart [17] recently derived the OM function for the fractional (but still Gaussian) Brownian motion.
In this present paper, we consider a class of one-dimensional nonlinear stochastic dynamical systems with additive Brownian noise and Lévy noise. The solution process is a jump-diffusion process. Using the Girsanov theorem for a measure induced by this jump-diffusion process, we derive the Onsager-Machlup function, which may still be regarded as the Lagrangian giving the most probable tube around a smooth path as in the case of diffusion processes [8] . Different from the diffusion processes, an extra term depending on Lévy noise will appear in the OM function. It is worthwhile to mention that our result is consistent with the result of the diffusion processes [19, 8, 3] in the absence of Lévy noise. Thus, our work extracts the non-trival effect of the Lévy noise in stochastic dynamics and we will see that this will affect the most probable paths. With the help of OM function and a variation principle, the most probable path from one initial state to another state, especially the most probable path from one metastable state to another metastable state over a finite time interval, for some stochastic dynamical systems can be found by numerical optimization. We will illustrate this for a stochastic system with linear potential and a prototypical double-well system under Lévy noise and Brownian noise. This paper is organized as follows. In Section 2, we recall basic concepts about Lévy motions, present the framework for deriving the OM function of a stochastic dynamical system. At the same time, we define the OM function for this system. After setting up the theory of induced measure in Section 3, we derive the OM function in Section 4. Subsequently in Section 5, we present the equation of motion for the most probable path of a class of jump-diffusion processes and its solution is discussed. Some specific examples are tested to illustrate our results in Section 6. Finally, we summarize our work in Section 7.
Preliminaries
We now recall some basic facts about Lévy motions, introduce a class of stochastic differential equations to be studied, and define the OM function and OM functional.
Lévy motions
We first recall basic definition and facts for Lévy motions (or Lévy processes) [1, 21, 7] .
Let (Ω, F , (F t ) t≥0 , P) be a filtered probability space, where F t is a nondecreasing family of sub-σ-fields of F satisfying the usual conditions. An F t -adapted stochastic process L t = L(t) taking values in R n with L(0) = 0 a.s. is called a Lévy motion if it is stochastically continuous, with independent increments and stationary increments.
A n-dimensional Lévy motion can be characterized by a drift vector b ∈ R n , an n × n non-negative-definite, symmetric matrix Q, and a Borel measure ν defined on R n \{0}. We call (b, Q, ν) the generating triplet of the Lévy motion L t . Moreover, we have the following Lévy-Itô decomposition for L t :
where N(dt, dx) is the Poisson random measure on R + × (R n \{0}),Ñ (dt, dx) = N(dt, dx) − ν(dx)dt is the compensated Poisson random measure, ν(A) = EN(1, A) with A ∈ B(R n \{0}) is the jump measure, and B Q (t) is an independent n-dimensional Brownian motion with covariance matrix Q. Here | · | denotes the Euclidean norm.
A special scalar Lévy motion is the α-stable Lévy motion L α,β t , with non-Gaussianity index (or stability index) α ∈ (0, 2) and skewness parameter β ∈ [−1, 1]. It has the generating triplet (b, 0, ν α,β ). Its jump measure ν α,β is in the form of
, and c 2 = k α
1−β 2
, where
Here, χ(ξ) denotes indicator function and Γ is the Gamma function. If drift vector b = 0, and ν α,β is symmetric, i.e. β = 0, this stable process is called symmetric α-stable process. Note that |ξ|<1 |ξ|ν α,β (dξ) is finite if and only if α < 1 and the integral |ξ|≥1 |ξ|ν α,β (dξ) is finite if and only if α > 1.
Framework
Consider the following scalar stochastic differential equation (SDE) defined on τ = [s, u]
Here L t is a Lévy process with characteristics (0, 0, ν) satisfying |ξ|<1 ξν(dξ) < ∞ and B t is a standard Brownian motion. More precisely, the above equation can be written in the following form by employing the Lévy-Itô decomposition :
The term in the relation above involving large jumps is that controlled by x. This is easy to handle using interlacing [1, Page 365] , and it makes sense to begin by omitting this term and concentrate on the study of the equation driven by continuous noise interspersed with small jumps. To this end, we consider the following SDE:
If we further assume f (x) and g(x) are locally Lipschitz continuous function and satisfy "one sided linear growth" condition in the following sense: C1 (Locally Lipschitz condition) For any R > 0, there exists K 1 > 0 such that, for all
C2 (One sided linear growth condition) There exists K 2 > 0 such that, for all y ∈ R, τ into R S that takes an x onto its vector of values {x(t) : t ∈ S}. These projections generate the projection σ-field P. The measurability in this paper will always refer to this σ-field.
As every càdlàg function on τ is bounded, equipping D τ in this paper. The closed balls for uniform norm generate the same σ-field P, but not the larger Borel σ-field. For more details, see [20, .
Since this paper is interested in the problem of finding the most probable tube of X t , it only makes sense to ask for the probability that paths lie within the closed tube K(z, ǫ):
In fact, this probability can be calculated or estimated by using the induced measure in function space. Define the measure µ X on P induced by the process (2.2) via
Thus, by means of the induced measure, once an ǫ > 0 is given we can compare the probabilities of tubes of the same "thickness" for all z ∈ D x 0 τ using
as K(z, ǫ) ∈ P. Note that the computation of probability µ X (K(z, ǫ)) is an object for investigation in the next section.
Definition of the Onsager-Machulup Function
As mentioned above, we are concerned with the problem of finding the most probable tube K(z, ǫ) given by (2.3). As this tube depends on the choice of a function z(t), we have to look for that function z(t) which maximizes (2.4). If we restrict ourselves on differential functions z(t), the following definition makes sense [19, 26] .
Definition 2.1. Let ǫ > 0 be given. For ǫ → 0, a certain part of the integrand, contained in the exponential term of asymptotic probability for a small neighborhood of a differential path, will be called Onsager-Machulup function denoted by OM(ż, z).
We also call u s OM(ż, z)dt the Onsager-Machulup functional. In analogy to classical mechanics, we also call the OM function the Lagrangian function, and the OM functional the action functional.
If we restrict ourselves on twice differential functions z(t), another more physical meaning can be given to the OM function, which interprets the OM function as a Lagrangian for determining the most probable tube of a jump-diffusion process. In other words, let z m (t) be a path that maximizes µ X (K(z, ǫ)). For ǫ → 0, the path z m (t) can be found by variation of a functional u s OM(ż, z)dt. This idea comes from [8] for diffusion processes, but it is applicable to our setting.
Reformulation of the Radon-Nikodym derivative of induced measures
Our goal is to compute the OM function for system (2.2) with g(x) = c. The key point is to represent the µ X (K(z, ǫ)) as a functional integral with the range of integration K(x 0 , ǫ) which is shifted by K(z, ǫ). Here the change of range for the integration is achieved by the absolute continuity between µ X and a quasi translation invariant measure µ. Then by approximating the integrand of the functional integral for ǫ small, we can get µ X (K(z, ǫ)) ∝ M(z)µ(K(x 0 , ǫ)). So this defines M(z) as a certain functional. Thus, in this section, we present some definitions and theorems needed for our purpose.
The absolute continuity between induced measures
The first preparation below is to give a sufficient condition for the absolute continuity of an induced measure with respect to another and to clarify the functional property for the Radon-Nikodym derivative of induced measures.
Recall that µ X is absolutely continuous with respect to µ Y and write µ X ≪ µ Y if µ Y (A) = 0, then µ X (A) = 0 for all A ∈ P. And we will call measures
Lemma 3.1. Let X t and Y t be two jump-diffusion processes defined by the SDEs
where the driven Lévy process with characteristics (0, 0, ν) satisfies |ξ|<1 ξν(dξ) < ∞.
Then we have µ X ∼ µ Y and the Radon-Nikodym derivative of µ X with respect to µ Y is given by
where
Proof. Introduce
From Girsanov theorem [15, Page 23 Theorem 1.4], Q is a probability measure, the processB t := − t s a(Y r − )dr + B t is a Brownian motion with respect to Q,Ñ (dt, dx) is still the compensated Poisson random measure with jump measure ν with respect to Q, and in terms ofB t the process Y t has the stochastic integral representation 
because Q is by definition absolutely continuous with respect to P . So
The proof is complete.
Now we express the Radon-Nikodym derivative given by (3.3) in terms of path integral. A key point is to transform the stochastic integral in (3.3) using the Itô formula [1, Page 251-255]. For simplicity, consider g(x) = c.
Setting potential function
Notice that jump measure ν satisfies |ξ|<1 ξν(dξ) < ∞ under our assumptions. By using Itô formula for stochastic integrals, we get an expression F [y(t)] for (3.3) (see Appendix), which illuminates the functional property of the Radon-Nikodym derivative on D
Quasi translation invariant measure
The second preparation below is to introduce the quasi translation invariant measure which is crucial for transforming the range of integration.
Recall that a measure L is translation invariant on R n if for each E ∈ B n , then
where T is a translation on R n and B n denotes the borel-σ-field on R n . As suggested in [14, 8] , such a translation invariant measure µ X does not exist in function space D x 0 τ . In fact, a weaker concept, i.e. quasi translation invariant measure is adequate for our setting which is defined as follows [8] :
10)
Consider the jump-diffusion process X t and
If the induced measure µ X ∼ µ T X on M, µ X and µ T X will be called quasi translation invariant.
Lemma 3.2. The stochastic differential equation:
induces a quasi translation invariant measure µ X and
Proof. Taking translation (3.10). By combining equation (3.12) and translation (3.11), we get:
As the diffusion and jump have not changed under T , we have by Lemma 3.1 µ T X ∼ µ X on M and the Radon-Nikodym derivative of µ T X with respect to µ X is given by (3.13).
Remark 3.1. The index X indicates that the term belongs to the Radon-Nikodym derivative of a measure µ T X with respect to µ X ; if we replace z 0 by −z 0 in these functionals, they refer to the Radon-Nikodym derivative of µ T −1 X with respect to µ X . If g(x) in (2.2) is not constant, then Lemma 3.2 is not valid. In other words, the induced measure of (2.2) with g(x) = c is not quasi translation invariant measure. Thus, in Section 4, we only compute the OM function for (2.2) with g(x) = c.
Taking the same procedure as above, to eliminate the stochastic integral appeared in (3.13), we have to take into account that V X , given by (3.16), is a function, explicitly depending on time,
By using Itô formula, we get the following expression for J X [x(t), z 0 (t)] (see Appendix)
The following Lemma will show the importance of the quasi translation invariant measures introduced above. 
(3.19)
Proof. Similar to the proof by [8] . Based on the definition of J X [x, −z 0 ] as RadonNikodym derivative of µ T −1 X with respect to µ X , we have
Now for every A ∈ M,
holds, which yields (3.19).
The Onsager-Machlup function for a jump-diffusion process
In the preceeding section, we have set up the fundamental tools needed in this section. Now let us calculate the OM function for the following stochastic differential equation
which is a particular case of system (2.2) for g(x) = c. We assume that f ∈ C 1 (R) and satisfies condition C2.
Our main result about the expression of the OM function for jump-diffusion process is present in the following theorem.
Theorem 4.1. For a class of stochastic system in the form of (4.1), the OnsagerMachlup function is given, up to an additive constant, by:
In terms of OM function, the measure of tube
τ , x − z ≤ ǫ, ǫ > 0} can be approximated as follows:
where symbol ∝ denotes the equivalence relation for ǫ small enough. Here, the W c t is defined by
Proof. Following Definition 2.1, we have to consider
Thus, the translation T given by (3.10) is defined by this z 0 (t), and we have
Notice that each jump-diffusion process Y t with diffusion c and initial value Y s = x 0 induces a quasi translation invariant measure µ Y with µ X ∼ µ Y , according to Lemma 3.1 and Lemma 3.2. Hence combining (3.8) and (3.19), we get
as K(z, ǫ) ∈ M ⊂ P. In particular, as µ X is already quasi translation invariant by Lemma 3.2, we may take µ X instead of µ Y in (4.8). Then F = 1 and instead of (4.8), we obtain
To change the integration domain to K(0, ǫ), we further define 
(4.11)
Combining (3.8) and (3.17) we can write for the integrand of (4.11)
It is worthwhile to mention that the integrals with respect to time variable t in (4.12) are Riemann integrals. Using Taylor expansions, these integrals can be estimated. Now we expand the exponent of (4.12) into a Taylor series around y(t) = 0 and y(t−) = 0 respectively, and split off the terms of zero order. If we choose ǫ small enough, the remaining terms can be made arbitrarily small, as for y(t) ∈ K(0, ǫ), y(t−) ∈ K(0, ǫ)
Note that z(t) is continuously differentiable and denote the remaining terms by ∆[y, z], we have
Replacing this (4.13) into (4.11), we obtain So we can choose an ǫ > 0 such that ∆[y, z] < γ for γ → 0. Then, by expanding the exponential in (4.14) and neglecting terms smaller than γ(γ ≪ 1), we can approximate (4.14)
Here, the symbol ∝ can be understood as being equal in the sense of ǫ small enough. Based on the expression (4.16), in order to find a z(t) which maximizes (4.16), we have to maximize the functional
Now let us simplify the function (4.17) in the same spirit of diffusion process situation by [8] . X t is given by (4.1) and let Y t be given by (3.2) with g(x) = c, h(y, x) = x. To get (4.17) in terms of f (x) and k(x), we need the following equations for which we used (3.4), (3.7), (3.9), (3.14), (3.18) ,(4.6) and the differentiability of z(t)
We get for M[z] combining the last four formulas
In accordance with Definition 2.1, we define the following OM function:
Notice that the function z m (t) that maximizes (4.16) must be independent of the choice of the quasi translation invariant measure µ Y i.e. independent of k(z). This is fulfilled for our setting. And the term
is a constant and depends only on the measure chosen. So up to an additive constant, we can take as OM function the expression
Now with the help of (4.24), we can give some versions of (4.16):
In the last expression the W c t is defined by
Remark 4.1. Compared to Brownian noise situation, additional term 2ż
ξν(dξ) appears in OM function (4.2) . If the system (4.1) is only driven by Brownian noises, i.e., ν = 0, OM function (4.2) is consistent with the result of diffusion process by [8, 16] .
In addition, we can find: (i) if the Lévy measure ν is asymmetric, the nontrivial effects of the additional term on system (4.1) can be shown. Further it makes the most probable tube of system (4.1) different from the case of Brownian case; (ii) if the Lévy measure ν is symmetric, then the integral |ξ|<1 ξν(dξ) = 0 in the sense of Cauchy principal values, i.e., the additional term 2ż
ξν(dξ) vanishes. It shows that the most probable path is the same as the case of Brownian noise. In this symmetric case, our OM function will not capture the effect of the non-Gaussian noise, which reflects that our method is not that "accurate". ξν(dξ) < ∞. In particular, the result of Theorem 4.1 is valid for α-stable Lévy motion with 0 < α < 1 as |ξ|<1 |ξ|ν α,β (dξ) < ∞. Thus, |ξ|<1 ξν α,β (dξ) < ∞.
Remark 4.3. The conclusion of the Theorem 4.1 can be generalized into higher dimensional cases as long as |ξ|<1 ξν(dξ) < ∞. The Onsager-Machlup function in n-dimensional case is given, up to an additive constant, by OM(ż, z) = |
where |·| denotes the Euclidean norm and "·" represents the scalar product of vectors and div(f )(z) = Σ n i=1
The Most Probable Path
In this section, we restrict ourselves on paths with fixed initial and fixed final point, so that we can gain more information of the jump-diffusion process (4.1). We directly minimize the OM functional u s OM(ż, z)dt to find the approximate most probable path when it exists. We can ensure that the OM functional does indeed have a minimizer, at least within an appropriate Sobolev space if we impose some conditions on the drift term f (x) and Lévy jump measure ν in (4.1). Denote OM functional by
} the admissible set consisting of transition paths. Assume that (i) the drift term f (x) in (4.1) belongs to C 1 (R) and is global Lipschitz and its derivative is bounded below, i.e. there exists a constant
Then there exists at least one function z * ∈ A such that
The z * defines the most probable path connecting x 0 and x 1 .
Proof. The OM function given in (4.2) can be rewritten as follows:
By the proof of Lemma 4.2 of [28] , we obtain:
where C 1 and C 2 are two positive constants depending on Lipschitz constants of f (x) and τ = [s, u]. Thus, we have:
Hence, the coerciveness on I[·] follows. On the other hand, OM(ż, z) is convex in the variableż. By Theorem 2 of [9, Page 470], we reach the conclusion. The proof is complete.
In addition, if we restrict ourselves to twice differentiable functions z(t), the most probable path z m (t) can be found by variation of a functional u s OM(ż, z)dt, which is given as follows:
We further get the Euler-Lagrange equation
as an ordinary differential equation for z m (t). With the OM function given in (4.2), we have:
with boundary conditions
As we have shown, we can determine a most probable tube K(z m , ǫ) by means of a variation principle (5.2) where ǫ must be smaller than a given γ. Then equations (5.5)-(5.6) hold for each ǫ < γ. It is worth noting that the function z m (t) we have found is not a actual orbital of system (4.1). It can be understood in the sense that the probability of the solution sample paths gathering in a tube with z m (t) as the center and ǫ as the radius is maximal or local maximal in the sense of Theorem 5.2. The problem of solving (5.5)-(5.6) is referred to as two-point boundary value problem. As we know, this problem does not always have a solution. There is the same issue for the case of diffusion processes. The literature on the existences and uniqueness of solutions for (5.5)-(5.6) can be referred to [13, 22] .
Numerical experiments
In this section, we choose asymmetric α-stable Lévy motion with 0 < α < 1 as the driven Lévy noise. Now we illustrate our results analytically and numerically in some concrete examples whose most probable paths can be found by means of Euler-Lagrange equations. In the following, we will denote |ξ|<1 ξν α,β (dξ) = α Γ(2−α) cos( 
By using (4.2), we can obtain the OM function of this system : On the other hand, via (5.5)-(5.6), the most probable path z m (t) satisfies the following two-point boundary value problem:
Note that the joint mapping (ż, z) −→ OM(ż, z) given in (6.8) is convex, thus the solution of (6.9) is indeed a minimizer of functional T 0 OM(ż, z)dt by the Theorem 5.2. According to the variation of constants [13] , we obtain the explicit solution for this problem (6.9):
where c 1 , c 2 are given by 
Notice that 1 1
is not euqal to zero unless T = 0. Thus, for any given initial point and finial point, we can always find the most probable tube of the system (6.7). In Fig 1(a) , we show a most probable path of the system (6.7) obtained by shooting method for the two-point boundary value problem, refer to [22] . The initial value is chosen as z(0) = 3 and the finial point is chosen as z(1) = 4. It is seen that the numerically results agree with the theoretical results very well. In Fig 1(b) , the green line that corresponds to d ν α,β = 0 denotes the most probable path of (6.7) only driven by Gaussian noise. And it's clearly different from those paths with nonzero d ν α,β . This displays the effect of non-Gaussian noise on the dynamics. 
(6.13) The deterministic counterpartẋ = x − x 3 has two stable equilibrium states, -1 and 1, and a unstable equilibrium state, 0. But when noise is present, the system (6.13) may show a transition from state -1 to state 1 and then these two states are called metastable states. By means of the theory we have developed in the previous section, we can find the most probable path of the stochastic double-well system (6.13) among all possible smooth curves connecting these two given points.
By Theorem 4.1, OM function of this system is given by
ξν α,β (dξ). (6.14)
And via (5.5)-(5.6), the most probable path z m (t) could be described as the deterministic differential equation:z 15) which can be calculated numerically by the shooting method for the two-point boundary value problem [22] . Note that the OM function given in (6.14) is convex on the variablė z but the joint mapping (ż, z) −→ OM(ż, z, ) is not convex, thus the solution of (6.15)is a local minimizer of functional .15) is not always solvable. It is seen that for different final time T , the most probable paths connecting state -1 and state 1 may take different shapes. For every fixed T , the most probable paths are also different from each other depending on parameter value d ν α,β . In particular, both in Fig 2(a), Fig 2(b), Fig 2(c) and Fig 2(d) , the green line that corresponds to d ν α,β = 0 denotes the most probable path of (6.13) with absence of Lévy noise, (i.e. only driven by Gaussian noise), which is clearly different from those paths with nonzero d ν α,β . This finding geometrically displays the effect of non-Gaussian noise on the dynamics.
Note that choices of α and β uniquely determine the value of d ν α,β . Thus, Fig 3  shows which values of α and β correspond to existence ('green') or non-existence ('red') of the most probable paths from state -1 to state 1 of system (6.13). 
Conclusion
In this work, we have derived the Onsager-Machlup function for scalar stochastic differential equations with Lévy motion as well as Brownian motion. With this function as a Lagrangian, we have characterized the most probable path as the solution of the corresponding Euler-Lagrange equation, under two-point boundary conditions. This Onsager-Machlup function is consistent with that for stochastic differential equations with Brownian motion alone, and it thus captures the effect of non-Gaussian fluctuations in understanding the most probable paths. The most probable paths are often sought, in order to reveal the most likely pathways in transition phenomena [8, 7] . Our work provides a tool to investigate this issue for stochastic dynamical systems with non-Gaussian as well as Gaussian noise, as illustrated in Section 6. Note that this OM theory for the most probable paths does not require noise intensity to be small. Thus it is different from the most probable paths based on large deviation principles, which hold for small noise.
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