The rise of user space packet processing frameworks like DPDK and netmap makes low-level code more accessible to developers and researchers. Previously, driver code was hidden in the kernel and rarely modified-or even looked atby developers working at higher layers. These barriers are gone nowadays, yet developers still treat user space drivers as black-boxes magically accelerating applications. We want to change this: every researcher building network applications should understand the intricacies of the underlying drivers, especially if they impact performance. We present ixy, a user space network driver designed for simplicity and educational purposes. Ixy focuses on the bare essentials of user space packet processing: a packet forwarder including the whole NIC driver uses less than 1000 lines of C code.
INTRODUCTION
Low-level packet processing on top of traditional socket APIs is too slow for modern requirements and was therefore often done in the kernel in the past. Two examples for packet forwarders utilizing kernel components are Open vSwitch [14] and the Click modular router [11] . Writing kernel code is not only a relatively cumbersome process with slow turnaround times, it also proved to be too slow for specialized applications. Open vSwitch was since extended to include Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ANRW '18, July 16, 2018 [3] as an optional alternative backend to improve performance [13] . Click was ported to both netmap [15] and DPDK for the same reasons [1] . Other projects also moved kernel-based code to specialized user space code [8, 16] .
Developers and researchers still often treat DPDK as a black-box. One reason for this is that DPDK -unlike netmap and others -does not come from an academic background. It was first developed by Intel and then moved to the Linux Foundation in 2017 [10] . This means that there is no academic paper describing its architecture or implementation. The netmap paper [15] is often used as surrogate to explain how user space packet IO frameworks work in general. However, DPDK is based on a completely different architecture than seemingly similar frameworks.
We present ixy, a user space packet framework that is architecturally similar to DPDK [3] and Snabb [7] . Both use full user space drivers, unlike netmap [15] , PF_RING [12] , pfq [2] or similar frameworks that rely on a kernel driver. Ixy is designed for educational use only, i.e., you are meant to use it to understand how user space packet frameworks and drivers work, not to use it in a production setting. Our whole architecture aims at simplicity and is trimmed down to the bare minimum. We currently support the Intel ixgbe family of NICs and virtual VirtIO NICs. A packet forwarding application is less than 1000 lines of code including the whole driver. It is possible to read and understand drivers found in other frameworks, but ixy's driver is at least an order of magnitude simpler than other implementations. For example, DPDK's implementation of the 82599 driver needs 5400 lines of code just to handle receiving and sending packets in a highly optimized way. Ixy's receive and transmit path for the same driver is only 127 lines of code.
It is not our goal to support every conceivable scenario, hardware feature, or optimization. We aim to provide an educational platform for experimentation with driver-level features or optimizations. Ixy is available under the BSD license for this purpose [4] . Further, we publish all scripts used for our evaluation [5] .
DESIGN
The language of choice is C as the lowest common denominator of systems programming languages.
P. Emmerich et al.
Our design goals for ixy are:
• Simplicity. A forwarding application including a driver should be less than 1,000 lines of C code. • No dependencies. One self-contained project including the application and driver. • Usability. Provide a simple-to-use interface for applications built on it. • Speed. It should be reasonable fast without compromising simplicity, find the right trade-off. It should be noted that the Snabb project [7] has similar design goals; ixy tries to be one order of magnitude simpler. For example, Snabb targets 10,000 lines of code [9] , we target 1,000 lines of code and Snabb builds on Lua with LuaJIT instead of C limiting accessibility.
Architecture
Ixy only features one abstraction level: it decouples the used driver from the user's application. Applications call into ixy to initialize a network device by its PCI address, ixy choses the appropriate driver automatically and returns a struct containing function pointers for driver-specific implementations. We currently expose packet reception, transmission, and device statistics to the application. Packet APIs are based on explicit allocation of buffers from specialized memory pool data structures.
Applications include the driver directly, ensuring a quick turn-around time when modifying the driver. This means that the driver logic is only a single function call away from the application logic, allowing the user to read the code from a top-down level without jumping between complex abstraction interfaces or even system calls.
NIC Selection
Ixy is based on custom user space re-implementation of the Intel ixgbe driver and the VirtIO virtio-net driver cut down to their bare essentials. We've tested our ixgbe driver on Intel X550, X540, and 82599ES (aka X520) NICs, virtio-net on qemu with and without vhost and on VirtualBox. All other frameworks except DPDK are also restricted to very few NIC models (typically 3 or fewer families) and ixgbe is (except for OpenOnload only supporting their own NICs) always supported.
We chose ixgbe for ixy because Intel releases extensive datasheets and the ixgbe NICs are commonly found in commodity servers. These NICs are also interesting because they expose a relatively low-level interface to the drivers. Other NICs like the newer Intel XL710 series or Mellanox ConnectX-4/5 follow a more firmware-driven design: a lot of functionality is hidden behind a black-box firmware running on the NIC and the driver merely communicates via a message interface with the firmware which does the hard work. This approach has obvious advantages such as abstracting hardware details of different NICs allowing for a simpler more generic driver. However, our goal with ixy is understanding the full stack -a black-box firmware is counterproductive here and we have no plans to add support for such NICs. VirtIO was selected as second driver to ensure that everyone can run the code without hardware dependencies. A second interesting characteristic of VirtIO is that it's based on PCI instead of PCIe (in the legacy version, which we support for maximum hypervisor compatibility), requiring a different approach to implement the driver in user space.
WHAT YOU CAN DO WITH IXY
We have already used it to evaluate performance effects of individual optimizations such as memory page size, ring buffer sizes, and NUMA affinity in detail. One of these results is shown in Figure 1 : It plots the achieved throughput and TLB miss ratio of the CPU against the size of the rx/tx ring buffer when using normal-sized 4 kiB pages and with 2 MiB huge pages. There is a measurable difference by this optimization, but it is significantly smaller than expectedthis optimization is often represented as crucial by frameworks supporting this (i.e., Snabb and DPDK). However, it is not possible to run any of these drivers supporting this optimization without it, making it impossible to quantify the effect. Implementing this in ixy allowed us to isolate this optimization from other effects while keeping the effort to implement it low. Further results can be found in the draft of our full publication [6] .
A second ongoing effort from our side is to re-implement the whole driver in different programming languages. We are currently working on implementations in Rust, OCaml, C#, Python, go, and Kotlin. This will allow us to compare different programming languages for low-level driver programming: What safety features of these languages can be used for user space drivers? What are the trade-offs in terms of performance or functionality?
