In this paper we study some rst order formulas, called resultants, which can be used to describe in a concise way most of the relevant information associated to SLD-derivations. We rst extend to resultants some classical results of logic programming theory. Then we de ne a xpoint semantics for Prolog computed resultants, i.e. those formulas which are obtained by considering the leftmost selection rule. Suitable abstractions of such a semantics are then used to model call patterns and partial answers. Finally we show how these results can be generalized to a larger class of selection rules.
Introduction
Resultants have been introduced in 21] to study the partial evaluation of logic programs 18].
Brie y, a resultant is a rst order formula of the form Q 1 Q 2 , where the Q i 's are conjunctions of atomic formulas or, for short, queries. Such a formula can be used to describe in a simple way most of the relevant information associated to an SLD-derivation. Namely, the implication Q 1 Q 2 can be seen as a representation of an SLD-derivation which, given an initial query Q 0 , produce a new (current) query Q 2 and instantiate to Q 1 the initial query Q 0 .
This logical representation is quite convenient to study transformation techniques of logic programs such as partial evaluation and Fold/ Unfold 24] . In fact, since these transformations are based on unfolding, i.e. on the application of some SLD-derivation steps to the program clauses, their intermediate and nal results and also their basic properties can be naturally expressed in terms of resultants. For example, in addition to the above mentioned use of resultants to formalize partial evaluation theory 21], resultants have been used in 2] to study loop checking mechanisms and in 12] to prove the correctness of a modular Unfold/Fold transformation system.
From resultants we can also extract the information needed to characterize non-standard properties of SLD-computations, such as partial computed answers and call patterns. These properties are useful for program analysis and program optimization 10]. The call patterns, for instance, are the atoms which are selected during the SLD-derivation. Knowledge about them can be used to simplify and optimize the code associated to each program clause, while information on the partial results of the computations, i.e. on partial answers, can be helpful to analyze and to debug the programs.
Motivated by the above considerations, in this paper we rst investigate some general properties of resultants. More precisely, we prove two lemmata (lifting and AND-compositionality) and a completeness theorem which extend to resultants similar results which are well known in the logic programming theory.
Then we focus on L-computed resultants, i.e. on those resultants which describe Prolog LDderivations which use the leftmost selection rule. We de ne a xpoint semantics for L-computed resultants. This provides a sort of collecting semantics which describes most of the observable properties of Prolog derivations, and can therefore be viewed as a reference semantics for Prolog transformation and analysis systems.
Suitable abstractions of this semantics allow the characterization of observables useful for speci c applications. We will consider explicitly those abstractions which give a semantics for partial answers and call patterns. A full abstraction result for the partial answers semantics is proved.
Finally we state the extension of all the results from the leftmost selection rule to a suitable class of \local" rules.
The remaining of the paper is organized as follows. In the next section we formally de ne (computed) resultants and we prove their properties. In section 3 we introduce the operational and (equivalent) xpoint de nition of the semantics for L-computed resultants and we prove its correctness. Section 4 contains the semantics for partial answers and call patterns. In section 5 we discuss the generalization of the previous results to local rules. Some technical lemmata and some proofs are deferred to the Appendix.
Preliminaries
The reader is assumed to be familiar with the terminology and the main results on the semantics of logic programs. In this subsection we introduce some notations we will use in the following and, for the reader's convenience, we recall some basic notions. We refer to 20, 1] for further details on the logic programming theory.
Throughout the paper we will assume programs and goals being de ned on a rst order language given by a signature consisting of a set F of function symbols, a nite set of predicate symbols and a denumerable set V of variable symbols. A substitution is a mapping # : V ! T, where T denotes the set of terms built on F and V , such that the set Dom(#) = fX j #(X) 6 = Xg (domain of #) is nite. Ran(#) will denote the range of #, i.e. the set f#(X) j X 6 = #(X)g.
If W V , we denote by # jW the restriction of # to the variables in W, i.e. # jW (Y ) = Y for Y 6 2 W. " denotes the empty substitution. The composition # of the substitutions # and is de ned as the functional composition. A renaming is a substitution for which there exists the inverse ?1 such that ?1 = ?1 = ". The result of the application of the substitution # to a term t is an instance of t and is denoted by t#. A substitution # is called idempotent if ## = # or, equivalently, if Dom(#) \V ar(Ran(#)) = ;, where by V ar(E) we denote the set of variables occurring in the syntactic expression E.
Two terms t and t 0 are variant if there exists a renaming such that t t 0 (where denotes syntactic equality).
A substitution # is a uni er of terms t and t 0 if t# t 0 #. It is well known that the mgu of two terms is unique up to renaming (see for example 11]). Moreover, if two terms are uni able, then there exists an idempotent mgu for them. We will denote by mgu(t 1 ; t 2 ) the set of idempotent most general uni er of t 1 and t 2 . A uni er # of t and t 0 is called relevant all the variables appearing in # also appear in t or t 0 . All the above de nitions can be extended to other syntactic expressions in the obvious way.
An atom is an object of the form p(t 1 ; : : :; t n ) where p 2 and the t 0 i s are terms. A (de nite) clause is a formula of the form H A 1 ; : : :; A n with n 0, where H (the head) and A 1 ; : : :; A n (the body) are atoms,\ " and \," denote logical implication and conjunction respectively, and all the variables are assumed to be universally quanti ed in front of the formula (here and in the following we omit the quanti er). If the body is empty the clause is called a unit clause and a query is a conjunction of atoms A 1 ; : : :; A m . A program is a nite set of (de nite) clauses.
t andX denote tuples of terms and of distinct variables respectively, whileB denotes a (possibly empty) conjunction of atoms B 1 ; : : :; B n . An atom is called pure if it is in the form p(X), while a query is pure if it contains only pure atoms which do not share variables. A syntactic expression is called ground if it is variable free, and by Ground(E) we denote the set of ground instances of E.
De nite clauses have a natural computational reading based on the resolution procedure. The speci c resolution strategy called SLD can be described as follows. Let G : A 1 ; : : :; A k be a query and C : H B be a (de nite) clause. G 0 is derived from G and C by using # i there exists an atom A m , 1 m k such that # 2 mgu(A m ; H) and G 0 = (A 1 ; : : :; A m?1 ;B; A m+1 ; : : :; A k )#. Given a query G and a program P, an SLD-derivation (or simply a derivation) of G in P consists of a possibly in nite sequence of queries G 0 ; G 1 ; G 2 ; : : : called resolvents, together with a sequence C 1 ; C 2 ; : : : of variants of clauses in P which are renamed apart, i.e. such that C i does not share any variable with G 0 ; C 1 : : :; C i?1 , and a sequence # 1 ; # 2 ; : : : of idempotent mgu's 1 such that G 0 = G and, for i 1, each G i is derived from G i?1 and C i by using # i . The length of a nite SLD-derivation G 0 ; G 1 ; : : :; G n is n. An SLD-refutation of P G is a nite SLD-derivation of P G which has the empty clause 2 as the last query in the derivation.
A selection rule R is usually (see 1]) de ned as a function which when applied to a \history" containing the goal, all the clauses and the mgu's used in the derivation G 0 ; G 1 ; : : :G i , returns an atom in G i . Such an atom is the selected atom in G i .
For reasons which will be clear in the next section, we have to restrict this notion as follows.
Let us de ne the skeleton of a conjunction A 1 ; A 2 ; : : :; A n as the sequence of positions 1; 2; : : :; n and, analogously, let 0 1; 2; : : :; n be the skeleton of the clause H A 1 ; A 2 ; : : :; A n . A skeleton selection rule is a function which, when applied to a history containing the sequence of the skeletons of the goal G 0 and of all the clauses used in the derivation G 0 ; G 1 ; : : :G i , returns a position in the skeleton of the goal G i . If j is the returned position and G i is the conjunction A 1 ; : : :; A n then, by a slight abuse of notation, we say that A j is the atom selected by the skeleton rule. Note that this class of rules includes Prolog leftmost rule, while it does not allow dynamic rules such as those used in logic languages with delay (see also the next section).
In the following we will always consider skeleton selection rules, which therefore will be called just selection rules.
Given a selection rule R, an SLD-derivation via R is an SLD-derivation where all the selections of atoms in the resolvents are computed according to R. An SLD-derivation is fair if 1 The mgu's used in SLD-derivation are not always assumed to be idempotent. Note that, since idempotent mgu's are also relevant, the previous \static" de nition of renaming apart of clauses is su cient (see 1]). Such a static renaming would not be correct when non relevant mgu's are used. For example, if the (non relevant) mgu of the goal G and of the head of clause C1 introduces a new variable X 6 2 V ar(G) V ar(C1), according to the previous de nition C2 could (incorrectly) contain the variable X. In this case, a correct notion of renaming apart should involve also the mgu 0 s previously used in the derivation. Therefore such a notion could not be given \statically" before starting the derivation. it is either nite or every atom appearing in it is eventually selected. A rule R is fair if any SLD-derivation via R is fair.
The PROLOG selection rule, which always selects the leftmost atom, will be denoted by L. SLD-derivations via L are called LD-derivations. In the following G # ; P;RB denotes a nite SLD-derivation of G in P, via selection rule R, where # is the composition of the computed mgu's andB is the last resolvent. When the length of the derivation is 0 we assumeB = G and # = ". Moreover, when R is omitted we mean that no speci c selection rule is assumed.
The computed answer substitution of a refutation G # ; P 2 is the substitution obtained by the restriction of # to the variables occurring in G.
Resultants
In this section we will state some general properties of resultants which will be used in the following and which have also some interest in their own. As previously sketched, a resultant 21] is a rst order formula of the form G 1 G 2 where G i is a possibly empty conjunction of atoms and all the variables are assumed to be universally quanti ed in front of the formula 2 . We are interested here in resultants which arise from a given query and a program.
De nition 2.1 (Correct and computed resultants) Let P be a program, G be a query and R be a selection rule. The resultant G# B is (i) a correct resultant for G in P, if P j = G# B holds, (ii) an R-computed resultant for G in P, if there exists an SLD-derivation via R G # ; P;RB :
Moreover, is a computed resultant of G in P i there exists R such that is an R-computed resultant of G in P.
The notion of R-computed resultant is dependent on the selection rule R, as the leftmostcomputed and rightmost-computed resultants for the query p in the program r. q. p q,r.
show. This is why the R-annotation is needed in the previous de nition. In the following sections we will be mainly concerned with LD-derivations and L-computed resultants, since PROLOG uses the leftmost selection rule. However, it can be useful to show some properties for generic resultants, since these properties generalize familiar results concerning refutations and computed answers. Let us start with a result from 21]. Namely, computed resultants are also correct resultants. In fact, from the soundness theorem of SLD-resolution, if is a computed resultant for the 2 Note that a resultant is not a clause.
query G in the program P then P j = . This establishes a soundness property for computed resultants.
In order to state the completeness, we rst need a stronger version of the lifting-lemma 20] which can be described as follows. An SLD-derivation of a query G can be lifted to an SLD-derivation of G in a strong sense which relate the mgu's and the resolvents. Conversely, an SLD-derivation of G can be instantiated to a derivation for G , provided that is \compatible" with the mgu's obtained from the derivation of G. This is made more precise by the following lemma whose proof is in the Appendix. The only (successful) derivation for the query G : p(f(X)) in P produces the empty computed answer # 2 . Analogously, if = fX=f(X)g then also G has only a successful derivation with empty computed answer # 1 . However, these two computed answers could not be related without using a renaming , since G and G# 2 are not uni able.
The hypothesis on in the part (ii) is clearly needed since, for example, the query p(X) has a successful derivation in the program p(a) while the query p(b) has no refutation in the same program.
Note also that the previous lemma does not hold if we consider any selection rule rather than skeleton rules as we assumed in the preliminaries. The problem is caused by those dynamic rules which depend on the instantiation of the atoms to be selected. This is the case of the rules used in SLD-derivation with delay, where some calls (i.e the selection of some atoms) are dynamically \delayed" until their arguments are su ciently instantiated. Consider, for example, a dynamic rule which selects ground atoms only. Clearly the query p(a) has a derivation in the program p(X) q(X), while its more general version p(X) has no derivation. Since dynamic rules allow the call to run more e ciently, most of modern Prolog style languages provide such a exible scheduling. It is worth noting that, as shown in 5], when considering SLD-derivation with delay R-computed resultants whose bodies contain only delayed atoms are independent from the selection rule R.
The previous lemma says that the computed resultants of a query G can be obtained from the computed resultants of its more general version G, and vice versa (provided a suitable condition is satis ed). It can be useful to give also the explicit formulation of the lemma in terms of resultants Lemma 2.3 (Strong lifting using resultants) Let P be a program, G be a query and R be a selection rule.
(i) If is an R-computed resultant for G in P, then there exists an R-computed resultant = G 0 B for G in P and there exist a renaming and 2 mgu(G ; G 0 ), such that = .
(ii) If = G 0 B is an R-computed resultant for G in P and is a substitution such that G and G 0 are uni able, then there exist an R-computed resultant for G in P, a renaming and 2 mgu(G ; G 0 ) such that = .
Proof
Obvious from Lemma 2.2.
By using the previous lemma, we can derive a completeness result for resultants from the completeness of SLD-resolution. If is a correct resultant for G in P, then there exists an R-computed resultant for G in P which implies .
Theorem 2.4 (Completeness) Let P be a program, G be a query and be a correct resultant for G in P. Then there exist a selection rule R and an R-computed resultant for G in P such that j = .
Assume that = G 0 B . Let c 1 ; : : :; c n be new distinct constant symbols which do not appear in P and , and assume that is ground for = fX 1 =c 1 ; : : :; X n =c n g. Let 0 be the extension of the original signature for programs and queries, to include also the symbols c 1 ; : : :; c n 3 . P j = 0 in the following asserts that the models of P are also models of , where models are obtained from interpretations for the ( rst order language given by the) extended signature 0 . P j = is then a shorthand for P j = .
Since is a correct resultant for G in P, by de nition P j = and therefore, by using the Theorem on Constants 23], P j = 0 holds. SinceB is ground by de nition of , we can apply the Deduction Theorem 23] to show that P fB g j = 0 G 0 holds (where fB g denotes the set of atoms in the conjunctionB ). 3 If is in nite, since programs and formulas are nite, clearly we can take = 0 .
The completeness of SLD-resolution implies that G 0 has a refutation in the program P fB g. Moreover, since fB g is a set of (ground) atoms, from the switching lemma 1] we can derive that there exists also a refutation G 0 # ; P;RD1 ; fB g;R 2; (1) where, since G 0 is ground, # jV ar (G 0 ) is clearly the empty substitution ". Note that we can also assume, without loss of generality, that R is a skeleton rule and that all the clauses used in the previous derivation do not share variables with . Now, by textually replacing each new constants c i by X i in the rst part of the previous derivation, there exists also a derivation G 0 ; PD2 ; (2) such that jV ar(G 0 ) = " andD 1 =D 2 . Moreover, the second part of derivation (1), the previous equality and the soundness of SLD-resolution imply that fB g j = 0D 2 holds. Then, from standard rst order logic properties,
and, since G 0 is ground, by G 0
Note that, from the rst part of the derivation (1) 
Now ( As a speci c case of previous result, we have the following. Corollary 2.5 Let P be a program, G be a query and G B be a correct resultant for G in P.
Then there exist a selection rule R and an R-computed resultant G D for G in P such that G D j = G B .
It is su cient to use the same (simpli ed) argument of the previous proof, by noting that, if G 0 = G, then, from the previous derivation (2), G D 2 is a computed resultant for G in P.
We conclude this section by showing a second useful lemma stating the AND-compositionality of L-computed resultants. An L-computed resultant for the query A 1 ; : : :; A n can be obtained from the L-computed resultants of the A i 's (and vice versa). As we will discuss in section 5, the proof (given in the Appendix) can be generalized in a straightforward way to R-computed resultants, where R is a selection rule belonging to a suitable class (\local" rules). It cannot be generalized to any selection rule, as shown by Example 5.1 in section 5.
Also in this case, we rst state the AND-compositionality of LD-derivations.
Lemma 2.6 (And-compositionality of derivations) Let Note that in the second part of the previous lemma we have to consider suitable renamed apart versions of the L-computed resultants for the atomic goals. Clearly, having the same variables in di erent resultants could produce incorrect L-computed resultants for the goal G.
Note also that we have to consider \a posteriori" renamed versions of L-computed resultants because these are not closed under renaming. The following is a simple example.
Example 2.8 Consider the program P = fp(X).g and the query G :
is a computed resultant for G in P while p(f(Z)) is not, since G# = G for any idempotent mgu # of G and of a renamed version of the clause in P.
Computed resultants would be closed under renaming if we assumed generic mgu's being used in SLD-derivations. In the previous case, for example, since # = fX=f(Z); Z=Y; Y=Zg is a (non idempotent) mgu of p(X) and p(f(Y )), we have that G# = p(f(Z)) is a computed resultant for G in P.
We have chosen to consider only idempotent most general uni ers in SLD-derivations because, as mentioned in the preliminaries, this allows a static de nition of the renaming of clauses involved in the derivations. Moreover, as discussed in the Appendix, idempotent substitutions have nice algebraic properties. In particular, they are isomorphic to sets of equations, and this fact is useful for proving some results in the following.
A collecting semantics for Prolog
As previously mentioned, resultants were originally introduced to formalize partial evaluation.
In fact, di erently from the general case, the resultants of an atomic query p(t) in a program P are clauses. These clauses are called a \partial evaluation" of p(t) in P 21], and they can be substituted for the original ones de ning p in the program P, in order to improve the performance in the evaluation of queries which are instances of p(t). Resultants provide therefore a natural logical notion useful to study the correctness of partial evaluation systems.
More generally, resultants are helpful to study program transformation techniques and to describe non standard observables of logic programs computations such as partial answers and call patterns.
It is then useful to formally de ne a semantics which collects information on SLD-derivations in terms of resultants. The relevant information for speci c applications can be extracted from such a collecting semantics by suitable abstractions.
In the following we give the (operational and xpoint) de nition of a semantics which models L-computed resultants, and we prove its correctness. Two abstractions of this semantics are considered in section 4. Other semantics, such as the least Herbrand model, the c-semantics 8] and the s-semantics 13, 6] could easily be obtained as well by using very simple abstraction operators. Abstract semantics arising in the context of abstract interpretation could be obtained as well.
We consider here the case of the leftmost selection rule only in order to keep the presentation simple. However, all the following results can be generalized to a suitable class of selection rules. Section 5 contains a discussion on such an extension.
In order to describe resultants we use a semantic domain based on clauses. A similar semantic domain was rst introduced in 17] and then further studied in 7] to obtain a semantics compositional wrt the union of programs.
Since we are taking into account the selection rule, the ordering of atoms in the body of a clause is relevant. Therefore, di erently from the previous approaches, in the following de nitions we consider bodies of clauses as sequences (rather than multisets) 5 .
De nition 3.1 (Denotation) We denote by C the set of all the clauses on the given rst order language. A denotation is any subset of C.
The \collecting semantics" is de ned by just collecting all the L-computed resultants for queries the form p(X) (pure atoms).
De nition 3.2 (L-computed resultants semantics) Let Essentially because of the previous Lemmata 2.3 and 2.7, we can always reconstruct an Lcomputed resultant for a generic (non-pure and non-atomic) query from L-computed resultants of pure atoms. This means, as formally stated by the following theorem, that O L (P) correctly models L-computed resultants of generic queries in P. Another di erence is that here we consider syntactic clauses rather then equivalence classes as semantic elements. This is just a matter of convenience to simplify the notation. All the following de nitions could be given modulo variance.
Proof
Let us assume A i = p i (t i ), for i = 1; : : :; n, and let us denote byG the pure query p 1 (X 1 ); : : :; p n (X n ) where we assume that theX i 's are new distinct variables which do not appear elsewhere. Moreover, given a conjunctionQ : A 1 ; : : :; A n , we denote byQ i;j the conjunction A i ; : : :; A j . By Lemma 2.2, there exists an L-computed resultant for G in P i there exist an Lcomputed resultant = G 0 D forG in P and 2 mgu(G; G 0 ) such that = :
( 
holds and therefore G 0 is the conjunctionÃ 0 ;G i+1;n . By Corollary A.5, there exists 2 mgu(G; G 0 ) i there exists 2 mgu(G 1;i ;Ã 0 ) (3) and there exists 2 mgu(G i+1;n ;G i+1;n ); (4) such that = : (5) By de nition ofG i+1;n , we have that Dom( ) \ V ar(G i+1;n ) = ; and thereforeG i+1;n = G i+1;n . Hence, without loss of generality, we can assume that Dom( ) = V ar(G i+1;n ) : (6) In order to conclude the proof it is su cient to show that = (G L ; G i+1;n ) :
We have the following equalities: = ( by (1) and (5) ) = ( by (2) ) (Ã 0 ;G i+1;n L ;G i+1;n ) = ( by (6) ) A 0 ;G i+1;n L ;G i+1;n = ( by (3) and (4) ) (G 1;i ; G i+1;n L ; G i+1;n ) = ( by de nition of G ) (G L ; G i+1;n ) and the thesis holds.
We want now to give a xpoint characterization of O L . We rst de ne a suitable immediate consequence operator T P;L . The intuition behind its de nition is the following. According to the leftmost selection rule, given a query B 1 ; : : :; B n all the atoms B 1 ; : : :; B i?1 have to be completely evaluated before the evaluation of B i starts. The same left to right ordering has then to be used \locally" on the body of any clause used in the \bottom-up computation" de ned by T P;L . Therefore, in the following de nition, we unify the atoms B 1 ; : : :; B i?1 with unit clauses in X (this corresponds to their full evaluation), while the possibly non terminated evaluation of B i is obtained by unifying B i with a (general) clause in X. Moreover, here and in the following, we use the set Id def = fp(X) p(X) 2 C j p is any predicate symbolgg to represent resultants arising from derivation of length 0.
De nition 3.4 Let P be a program and let X C. Then 
Lemma 3.5 T P;L is continuous on the lattice (}(C); ). Proof
Standard.
Since the operator T P;L is continuous on the complete lattice of denotations, standard results show that T P;L " ! is the least xpoint of T P;L , where the ordinal powers " are de ned as usual 6 .
De nition 3.6 (Fixpoint semantics) Let P be a program. Then we de ne F L (P) = T P;L " !:
The following Theorem states the equivalence of the two formulations of the semantics. Its proof is in the appendix. 
These semantics extend those in 15] to consider also the selection rule.
Informally, a partial answer for a query G in the program P is the substitution (restricted to the variables in G) computed by any nite, possibly non terminated, SLD-derivation. A call pattern instead is any selected atom in an SLD-derivation.
The knowledge about partial answers and call patterns makes it possible to derive properties of procedure calls, which are clearly relevant to program optimization and play an important role in most program analysis frameworks based on abstract interpretation (see 10] for a recent broad overview).
For example, if we know that an atom in the body of a clause is always ground when selected in an SLD-derivation, then we can simplify the program code associated to the clause.
Computed answers are independent from the selection rule. This property is based on the fact that these observables are obtained from successful derivations, where all the atoms have been evaluated. This is not the case for partial answers which, as shown by the following example, can be di erent for di erent selection rules. has partial answers ", # = fX=ag and = fX=a; Y=bg by using the leftmost selection rule. It has partial answers ", = fY=bg and by using the rightmost selection rule.
An analogous example shows that also call patterns depend on the selection rule. Therefore, in the formal de nition of these observables we have to take the selection rule into account.
De nition 4.2 (Partial answers and call patterns) Let P be a program, R be a selection rule and G be a query. Consider the condition (i) there exists a derivation G ; P;RB .
Then we de ne 1. # is an R-partial answer (for G in P) i (i) holds and # = jV ar(G) . 2. # is a correct R-partial answer i (i) holds,B has a refutation in P and # = jV ar(G) .
3.
A is an R-call pattern for G in P i (i) holds and A is selected by R inB, 4. A is a correct R-call pattern for G in P i (i) holds,B has a refutation in P and A is the atom selected by R inB.
In the previous de nition we distinguish two kind of partial answers and call patterns. The terminology can be understood by noting that, by soundness of SLD-resolution, if # is a correct partial answer for G in P then P j = 9: G# while, in general, this is not the case for partial answers. Analogously for call patterns.
Also It is worth noting that in order to describe partial answers we only need the information contained in the heads of the clauses in F L (P). Therefore, in the de nition of the semantics, we can abstract from the bodies. However, we need to distinguish among partial answers those which are also computed answers, i.e. we need to distinguish between heads of non unit clauses and heads of unit clauses in F L (P). Assume for example that the clause p(X; Y ) q(X); r(Y ) belongs to F L (P). If X=a is a computed answer for q(X) in the program P (i.e. if F L (P) contains the unit clause q(a)) and Y=b is an L-partial answer for r(Y ) in P, then fX=a; Y=bg is an L-partial answer for p(X; Y ) in P. This in general is not the case if X=a is an L-partial answer (and not a computed answer) for q(X) (i.e. if F L (P) contains a non unit clause q(a) B and does not contain a unit clause q(a)).
For correct L-partial answers instead, we have to consider also the bodies of the clauses in F L (P). In fact bodies contain the information needed to check if the partial derivation is part of a refutation. For example, if P is the program
then F L (P) = fp(a) q(a)g and X=a is the mgu of p(X) with the head of a clause c in F L (P). However X=a is not a correct partial answer, because q(a) has no refutation in P. This is re ected by the fact that q(a) does not unify with any unit clause in F L (P).
According to the above considerations, we give the following de nition, where we denote by ] the disjoint union.
De nition 4.3 (L-partial answers semantics) Let P be a program. The L-partial answer semantics F pa;L (P) and the correct L-partial answer semantics F cpa;L (P) of P are de ned as follows:
F pa;L (P) = C(P) ] A(P) where C(P) = fA j there exists A B 2 F L (P)g and A(P) = fA j A is an atom in F L (P)g; F cpa;L (P) = fA B 2 F L (P) j there exists a sequenceH of renamed apart atoms in F L (P) such that # 2 mgu(B;H)g
The following lemma shows how the previous semantics can be used to describe partial answers.
Lemma 4.4 Let P be a program and G : A 1 ; : : :; A n be a query.
(i) Let F pa;L (P) = C(P) (1) jV ar(G) = jV ar(G) and (2) B 0 = G 0 :
Now, to prove the thesis in (i) it is su cient to observe that, by De nition 4.3, A(P) is the set of unit clauses in F L (P) and H i B 2 F L (P) i H i 2 F pa;L (P).
As for part (ii), rst observe that the resolventB 0 has a refutation in P i (by (3) and by Theorem 3.3) there exists a sequenceC of renamed apart atoms in F L (P), such that G 0 andC are uni able. By de nition, F cpa;L (P) contains A(P) and therefore the atoms in the sequencẽ C. Moreover, sinceB is uni able with a subsequence ofC and since all the atoms inC are renamed apart, alsoB is uni able with a sequence of atoms in A(P), and therefore, by De nition 4.3, H i B 2 F L (P) i H i B 2 F cpa;L (P). This together with (1), (2) and (3) completes the proof.
The previous lemma allows us to prove the following correctness and full abstraction results. We found convenient to formulate them using the notion of \observational equivalence" x induced by an observable property x of computations on programs. In our case we have the following.
De nition 4.5 Let P; Q be programs and let G be a query. Then we de ne (i) P ca Q i for any G, G has the same set of computed answers in P and in Q, (ii) P pa;L Q (P cpa;L Q) i for any G, G has the same set of L-partial answers (correct L-partial answers) in P and in Q, (iii) P pt;L Q (P cpt;L Q) i for any G, G has the same set of L-call patterns (correct L-call patterns) in P and in Q. A correct semantics for the observable x is a semantics which induces an equivalence on programs ner than x . Full abstraction is obtained when the two equivalences coincide. In other words, S(P) is a correct semantics for x, if S(P 1 ) = S(P 2 ) implies P 1 x P 2 , it is fully abstract when also the converse holds. The result for the partial answer semantics is expressed by the following theorem. Theorem 4.6 (Correctness and full abstraction) Let P 1 ; P 2 be programs. Then (i) F pa;L (P 1 ) = F pa;L (P 2 ) i P 1 pa;L P 2 and P 1 ca P 2 , (ii) if F cpa;L (P 1 ) = F cpa;L (P 2 ) then P 1 cpa;L P 2 . Proof For the if part rst observe that P 1 ca P 2 implies A(P 1 ) = A(P 2 ), since, by De nitions 4.3, 3.2 and 2.1, p(X)# 2 A(P) i p(X) has a refutation in P with computed answer #X.
Moreover, if P 1 pa;L P 2 , then, by De nitions 2.1 and 4.2, there exists an L-computed resultant p(X)# B for p(X) in P 1 , i there exists an L-computed resultant p(X) D for p(X) in P 2 , such that p(X)# = p(X) . This implies C(P 1 ) = C(P 2 ) and completes the proof of (i).
(ii) The proof is straightforward from Lemma 4.4.
The information needed to model L-call patterns can be obtained from F L as well. For example, if H B 1 ; : : :; B n 2 F L (P), then B 1 # is a call pattern for the query A, where # 2 mgu(A; H). Note that, di erently from the case of L-partial answers, here we need also the information contained in the bodies of the clauses in F L (P). The treatment of correct L-call patterns is analogous to the case of correct L-partial answers.
De nition 4.7 Let P be a program. The L-call patterns semantics F pt;L (P) and the correct L-call patterns semantics F cpt;L (P) of P are de ned as follows F pt;L (P) = fA j A is and atom and A 2 F L (P)g fA B 1 j there exists A B 1 ; : : :; B n 2 F L (P); n 1g F cpt;L (P) = fA B 2 F L (P) j there exists a sequenceH of renamed apart atoms in F L (P), such that # 2 mgu(B;H)g
The following lemma is the analogous of previous Lemma 4. 4 
Proof
Similar to the one of Lemma 4.4.
The following theorem states the correctness of call patterns semantics.
Theorem 4.9 Let P; Q be programs. Then the following hold.
Straightforward from Lemma 4.8.
Generalization to local rules
In this section we show how all the previous results can be generalized to a suitable class of selection rules. We discuss the idea of the extension and we give, as examples, the de nitions of the generalized resultants and partial answers semantics. Obviously, the operational semantics for resultants can be generalized to any selection rule Since there exists the derivation p ; P;Lo q,r ; P;Lo s,r ; P;Lo s,t; the resultant p s; t belongs to the semantics O Lo (P). However, we cannot obtain such a resultant via a bottom-up computation which uses the rule L o . In fact L o used \locally" on the clause p q,r. can only select the leftmost atom q. Therefore, in the bottom-up computation, we obtain for p the resultants p q; r and p s; r only. Moreover note that, in the previous program, from the L o -computed resultants for q (and q s) and from those for r (r r and r t) we cannot reconstruct in an and-compositional way the L o -computed resultants for p since, again, we cannot obtain the L o -computed resultant p s; t. Therefore Lemma 2.7 does not hold for the rule L o .
The problem here is that the notion of \oldest" atom is meaningful only in the context of a (top-down) derivation.
Conversely, since \youngest" atoms are those introduced by the last clause used in the derivation, these are meaningful also when trying to reconstruct a derivation in a bottom-up way. For example, assume we take the previous program and a rule R y which selects one of the youngest atoms (not necessarily the leftmost). We obtain a derivation p ; P;Ry q,r ; P;Ry q,t: Now, given the existing resultants q s and r t for q and r (which correspond to already computed R y -derivations) and given the clause p q,r., we know that if p is rewritten by such a clause in a derivation then one among the \youngest atoms" q and r (r in this case) is selected. We can then safely replace such an atom by an already computed resultant to correctly obtain the resultant p q; t for the goal p.
Clearly, in order to be able to reconstruct exactly the derivation from the bottom, we also need that a xed ordering be given for the selection of one of the most recently introduced atoms.
Thus, in order to obtain a correct bottom-up semantics for resultants and to generalize Lemma 2.7, we are led to local rules, as speci ed by the following de nition.
De nition 5.2 (Local rule) Let be a given bijection on the set of integer numbers. A selection rule R is local, if it satis es the following conditions:
1. if G : A 1 ; : : :; A n is the initial goal, then the atom selected by R in G is the atom A s , such that (s) < (i) for any i 2 1; n], i 6 = s; 2. if G is a generic resolvent, assume that A 1 ; : : :; A n is the sequence of atoms in G introduced by the last derivation step. Then, as before, the atom selected is the atom A s , such that (s) < (i) for any i 2 1; n], i 6 = s.
Rules which select one of the most recently introduced atoms were called local in 25] and were studied since they produce SLD-trees with a simple structure, suitable for e cient searching techniques. Clearly the rules that we consider are also local in the sense of 25]. Moreover, a local rule according to De nition 5.2 is also a skeleton rule as de ned in the preliminaries. Note also that the PROLOG leftmost rule is local by de ning as follows: (i) = i.
We can now de ne the generalization of De nition 3.4 and therefore the xpoint semantics for R-computed resultants, where R is a local rule.
The intuition behind De nition 5.3 is the following. According to the previous de nition, if A j is the atom selected by a local rule R in the resolvent A 1 ; : : :; A n , then all the atoms derived from A j are fully evaluated before the selection of the atoms A i , i 6 = j. Moreover a function is used to establish an ordering on the atoms of the query and of the clauses used in the derivation.
The ordering can then be used \locally" on the bodies of clauses in P, to establish how to rewrite the bodies (by using clauses in X) in T P;R (X).
Namely, when considering a clause H B 1 ; : : :; B n in the de nition of T P;R (X), we take any partition I; J of the indexes f1; : : :; ng such that (i) < (j) for any i 2 I and j 2 J. This means that any atom B i , with i 2 I, is fully evaluated before any B j with j 2 J, in any derivation which uses the clause H B 1 ; : : :; B n . Accordingly, we unify the B i 's with atoms in X. Moreover we consider an atom B s such that s 2 J and the value of (s) is the minimum among the (j)'s for j 2 J. This means that B s is the rst atom selected after the evaluation of the B i 's has been completed. Since the evaluation of (the atoms derived by) B s can also be not completed, we unify B s with the head of a generic clause in X. All the results shown in section 3 hold also for this generalized version of the immediate consequence operator. In particular, if we de ne F R (P) as T P;R " !, we obtain the following theorem. Its proof is exactly the same as the proof of Theorem 3.7, provided that instead of the set of indexes f1; : : :; ig f1; : : :; ng we use the set I fsg of the previous de nition. Theorem 5.4 Let P be program and R be a local selection rule. Then O R (P) = F R (P):
The semantics F pa;R (P) for R-partial answers can be obtained by simply substituting F R (P) for F L (P) in De nition 4.3. The following lemma shows the related generalization of Lemma 4.4.
Lemma 5.5 Let P be a program, G : A 1 ; : : :; A n be a query and R be a local selection rule. Let F pa;R (P) = C(P) ] A(P) as speci ed in De nition 4.3 (modi ed by considering F R (P) instead of F L (P)). # is an R-partial answer for G in P i there exist the sets of indexes I = fi 1 ; : : :; i m g f1; : : :; ng, J = f1; : : :; ng n I and there exists s 2 J such that for any i 2 I and j 2 J, (i) < (s) (j), there exists a sequenceH of n atoms in A(P) and there exists H 0 2 F pa;R (P), renamed apart, such that there exists 2 mgu((G jI ; A s ); (H; H 0 )) and # = jV ar(G) .
Also in this case, the proof is essentially the same as that one of Lemma 4.4, modulo a suitable replacement of sets of indexes. By using the previous lemma, it is straightforward to obtain a full abstraction result for F pa;R (P), analogous to that one stated in Theorem 4.6.
Conclusions
In this paper we have rst studied some general properties of resultants, proving a lifting property, the AND-compositionality and a completeness theorem.
Then we have de ned a ( xpoint) semantics for L-computed resultants. Since this semantics models resultants arising from Prolog LD-derivations, it can be considered a collecting semantics which describes most of the observable properties of Prolog derivations.
Indeed, suitable abstractions of this semantics allow us to characterize observables useful for speci c applications. We have considered the case of partial answers and call patterns, proving a full abstraction result. Semantics for abstract observables (like those arising in program analysis) could be obtained as well ( see 9]). Therefore, the collecting semantics can be seen as a reference semantics for Prolog transformation and analysis systems.
As discussed in the previous section, all the results given for the leftmost selection rule can easily be extended to the class of local rules.
Related work include the papers 13] which de ned a semantics based on unit clauses, 17] which rst introduced the idea of using (generic) clauses as semantic objects, and more notably 7] which de ned a xpoint semantic based on a T P like operator acting on sets of clauses.
Our collecting semantics for Prolog indeed is essentially such a xpoint semantics extended in order to take into account the selection rule (which was not considered in the mentioned papers). Moreover, it is worth noting that while clauses were used in 7] to obtain a semantics compositional wrt the union of programs, here our aim was to model resultants and other observables such as call patterns and partial answers. These observables were considered also in 15] without taking into account the selection rule. Also related are the works 3, 4] which, using a more complex semantic domain, aim at a semantics modeling the Prolog deep-rst search strategy. More recently, the paper 9] constructs an algebraic framework which, starting from a semantics similar to our resultants semantics, allows to derive several di erent semantics (including abstract ones) by using Galois connections.
Some preliminary results contained in this paper appeared in our previous works 14, 16] .
A Appendix
In this Appendix we give the proofs of some of the results stated in the previous sections. We rst need some terminology and properties concerning substitutions and equations 11, 19, 22 ].
An equation is an atom s = t, where s; t are terms and = is a predicate symbol which is interpreted as the syntactic equality on the Herbrand universe. Ifs denotes the sequence of terms s 1 ; : : :; s n andt denotes t 1 ; : : :; t n , thent =s denotes the set of equations fs 1 = t 1 ; : : :; s n = t n g. If A is the atom p(s) and B is p(t), A = B is a shorthand fors =t. This notation is extended to conjunction of atoms in the obvious way. In the following, sets and conjunctions of equations will often be identi ed. Note that, since the idempotent mgu is unique up to renaming, if # 1 ; # 2 2 mgu(E) then there exist a renaming such that # 1 = # 2 . Furthermore, if # 2 mgu(E) then # 2 mgu(E) for any renaming such that # is idempotent. Given a set of equations E = fs 1 = t 1 ; : : :; s n = t n g, a (most general) uni er of E is a (most general) uni er of (s 1 ; : : :; s n ) and (t 1 ; : : :; t n ). If # is an uni er for E such that E# contains no variable then # is called a solution of E. Two sets of equations E 1 ; E 2 are called equivalent, denoted by E 1 E 2 , if they have the same solutions.
As mentioned in the preliminaries, an uni able set of equations (terms) has an idempotent mgu. By mgu(E) we denote the set of idempotent mgu's of the set of equations E. Given a substitution # and a set of substitutions , # denotes set obtained by pointwise composition, i. e. the set f# j 2 g.
The lattice structure on idempotent substitutions 11] is isomorphic to the lattice structure on equations introduced in 19]. Therefore we can indi erently use equations or idempotent mgu's. The following results show the connections between the two notions that we will use in the following.
De nition A.1 Given a substitution # = fX 1 =t 1 ; : : :; X n =t n g we de ne E(#) = fX 1 = t 1 ; : : :; X n = t n g: Theorem A. From the above results we can easily derive the following useful corollaries. In the following we will always implicitly consider a non trivial Herbrand universe. Corollary A.4 7] Let E 1 , E 2 be set of equations. If E 1 E 2 then, for any set of equations E, mgu(E E 1 ) = mgu(E E 2 ). Corollary A. Lemma A.6 Let E be a set of equations and # 2 mgu(E). Then, for any substitution , mgu(E ) = mgu(E(#) ).
Proof
First observe that if E 1 and E 2 are equivalent sets of equations then, for any substitution , E 1 E 2 . In fact is a solution of E 1 i is a solution of E 1 i (since E 1 E 2 ) is a solution of E 2 i is a solution of E 2 .
If # 2 mgu(E) then, by Theorem A.2, E E(#) holds. This together with previous observation and Corollary A.4 implies that for any substitution , mgu(E ) = mgu(E(#) ) and concludes the proof.
Corollary A.7 Let E be a set of equations such that # 2 mgu(E). Given a generic renaming let us denote by the substitution f (X)= (t) j X=t 2 #g. Then the following facts hold (i) 2 mgu(E ), (ii) if = " then = # (and therefore = # ). Proof (i) By Lemma A.6 we have only to prove that 2 mgu(E(#) ). Then it is su cient to observe that is an idempotent substitution and E(#) = E( ):
(ii) Assume that = " and let Z be a variable. We have the following equalities Proof (i) We can assume without loss of generality that Dom( ) V ar(G). Since Dom( ) V ar (G) we have that mgu(G ; G ) = mgu(E( ) ). Therefore, by Corollary A.5, 2 mgu(E( ) E( )):
holds. Let us denote byX the set of variables in the query G. By de nition of the uni cation algorithm and by the hypothesis on , follows that mgu(E( ) E( )) = mgu(E( ) fX = X g): Therefore, by Corollary A.5, there exists 2 mgu(fX =X g) and there exists 2 mgu(E( ) ), such that = : (2) By de nition of and sinceX = V ar(G), 2 mgu(G ; G ) holds. Moreover, by (2) and since is an idempotent substitution, we have that = = = :
We prove now that is an uni er of (E( ) E( )). Let Y 2 Dom( ). Then, since is an idempotent substitution, we have that, (Y ) = (Y ) and therefore is an uni er of E( ). Let us then consider E( ). First observe that for any Y 2 Dom( ), the equality
holds. In fact, given Z 2 V ar( (Y )) two cases arise. Z 2 V ar(G). In this case, since is an idempotent substitution and 2 mgu(G ; and therefore is an uni er of E( ).
By (1), (3) and by de nition of most general uni er follows that and hence . This implies that is a renaming and hence, since is de ned as an idempotent mgu, = ". This together with (2) implies = and completes the proof.
(ii) This case is analogous to the previous one and hence omitted.
In order to prove Lemma 2.3 we consider now an equational version 26] of SLD-derivation, denoted by ; P;R , which uses equations instead of idempotent mgu's. The equivalence between these two di erent versions of SLD-derivation can be easily proved by using the previously mentioned isomorphism.
More precisely, let us call equational query a conjunction E; G where E is a conjunction of equations and G is a conjunction of non-equational atoms. We also assume that the equational part of queries is never taken into account by the selection rule (i.e. the selection rule as a function does not have the equational parts of resolvents in its domain nor in its range). So, for example, the leftmost rule select the atom p(a) in the query s = t; p(a).
Equational derivations are formally de ned as follows. Let A i be the atom selected by R in the equational query E; A 1 ; : : :; A n and let H B be a renamed apart clause in P such that E A i = H is uni able. Then we have an equational derivation step E; A 1 ; : : :; A n ; P;R E; A i = H; A 1 ; : : :; A i?1 ;B; A i+1 ; : : :; A n Equational derivations are obtained from derivation steps in the usual way. A successful equational derivation is a nite one which has only equational atoms in the last resolvent. Clearly, any SLD-derivation can be transformed in an equivalent equational one, which uses the same clauses. The (idempotent) mgu of the nal set of equations, restricted to the variables of the query, is the computed answer of the original SLD-derivation. This is formally stated by the following lemma, originally given in 26]. We give here a direct proof for the sake of completeness.
Lemma A.9 26] Let P be a program and G be a query. There exists a derivation G # ; P;RÃ i there exists an equational derivation of the same length and which uses the same clauses G ; P;R E;B such that # 2 mgu(E) andÃ =B#.
The proof is by induction on the length n of the derivation.
(n = 1) Straightforward from the de nitions.
(n > 1) Let us assume, by inductive hypothesis, that there exists a derivation G # ; P;RÃ # whose length is n i there exists a derivation G; P;R E;Ã of length n with # 2 mgu(E).
LetÃ be the conjunction A 1 ; : : :; A n . By our assumption on the selection rule, A i # is selected inÃ# i Ã i is selected in E;Ã. Let Note that the previous lemma holds for any (skeleton) selection rule. Moreover, since in equational derivations the computation is performed by accumulating equations, clearly the ordering in which atoms are evaluated does not a ect the nal set of equations. In other words, in equational derivations we have for free the proof of a \switching" lemma 20].
Previous result is used to prove the strong lifting lemma as follows. We rst need the following \equational" version of the lemma.
Lemma A.10 Let P be a program, G be a query and be an idempotent substitution. Assume that fC 1 ; : : :; C m g is a set of clauses such that (V ar(G) V ar(G )) \ ( S i2 1;m] V ar(C i )) = ;.
There exists an equational derivation G ; P;R E;B with input clauses C 1 ; : : :; C m and # 2 mgu(E) i there exists an equational derivation of the same length and which uses the same clauses G ; P;R E 0 ;B 0 such that # 2 mgu(E( ) E 0 ) andB =B 0 :
We can assume without loss of generality Dom( ) V ar(G). (ii) Conversely, if there exist a derivation G # 2 ; P;RB2 ( ) and a substitution , such that G and G# 2 are uni able, then there exist a derivation holds. Therefore, Corollary A.5, (9) and (7) imply that 2 mgu(E( 0 ) E ) and hence, by Corollary A.5, there exists # 1 2 mgu(E 0 ) such that 0 # 1 = 2 mgu(E( 0 ) E ): (10) Now, since G 0 0 = G and V ar(G 0 0 ) \ ( S i2 1;m] V ar(C i )) = ;, by Lemma A.10 there exists an equational derivation G ; P;R E 0 ;B 0 , with input clauses C 1 ; : : :; C m and # 1 2 mgu(E 0 ). Therefore, by Lemma A.9 there exists a derivation G # 1 ; P;RB1 ; whereB 1 =B 0 # 1 : (11) and, using exactly the same arguments as in the (i) case, we can show that G# 2 = G # 1 and B 2 =B 1 which concludes the proof of the rst part. The second part, as before, follows from the fact that with the additional hypothesisX is empty.
Using the strong lifting lemma we can now prove the AND-compositionality of resultants. where the last equality holds because the de nition of and the assumption on the fact that clauses are renamed apart imply that, if X 6 2Ṽ and X is in the domain of , then X 6 2 A 1 # 1 .
Moreover, the fact that clauses are renamed apart and the de nitions of 1 and imply that B 0 1 =B 0 : (6) Indeed, assume that X is a variable inB 0 such that X 1 = t 6 = X. Since clauses in the derivation A 2 # 2 ; P;LB 0 are renamed apart wrt G, X appears in A 2 and X# 2 = X. Then, since X# 1 = X 1 , the de nition 2 mgu(A 2 # 1 ; A 2 # 2 ) imply that contains the binding X=t and therefore X 1 = X 1 .
Therefore we havẽ We can then assume, without loss of generality, that also the clauses used in the previous derivation are renamed apart wrt G and wrt the clauses used in the derivation d 1 . Therefore there exists also a derivation G # ; P;LB where # = # 1 2 .
By repeating exatly the same arguments of the ) case we can show that G# = G 0 and B =B 0 0 . This, together with (7) and (8) , completes the proof of (ii). The last part of the thesis is straightforward from the de nition of LD-derivation.
Finally we prove the equivalence of the xpoint and operational de nitions of the collecting semantics for Prolog.
Theorem 3.7 Let P be a program. Then F L (P) = O L (P) Proof
We prove the two inclusions separately.
(F L (P) O L (P)) By De nition 3.6, c 2 F L (P) i c 2 T P;L " h for some nite h. We then show, by induction on h, that T P;L " h O L (P) for any h. Assume then that there exists a LD-derivation p(X) ; PB ; PD of length h > 1 such that = #; (1) p(X) ; PB has length 1,B andD denote (B 1 ; : : :; B n ) and (C; B i+1 ; : : :; B n ), respectively. ; P;LC 0 whose length is l i h ? 1. The de nition of O L (P), the inductive hypothesis and the monotonicity of T P;L imply that H j 2 T P;L " h for any j 2 1; i?1] and H i C 0 2 T P;L " h. Moreover, since by hypothesis there exists a derivation p(X) ; PB of length 1, the clause p(X) B is in P. This, together with (1), (2) and De nition 3.4 implies that p(X)# D 2 T P;L " h + 1 and completes the proof.
