Abstract-This research compares several approaches to inference in the multinomial probit model, based on two Monte Carlo experiments for a seven choice model. The methods compared are the simulated maximum likelihood estimator using the GHK recursive probability,simulator, the method of simulated moments estimator using the GHK recursive simulator and kernel-smoothed frequency simulators, and posterior means using a Gibbs sampling-data augmentation algorithm. Overall, the Gibbs sampling algorithm has a slight edge, with the relative performance of MSM and SML based on the GHK simulator being difficult to evaluate. The MSM estimator with the kernel-smoothed frequency simulator is clearly inferior.
I. Introduction
T HE multinomial probit is an appealing model of choice behavior because it allows a flexible pattern of conditional covariance among the latent utilities of alternatives. Nevertheless, multinomial probit applications have been limited because the required integrations of the multivariate normal density over subsets of Euclidean space are computationally burdensome. The computational simplicity of the multinomial logit has made it the model of choice for applied work. However, because the multinomial probit model relaxes the assumption of independence of irrelevant alternatives, it is generally preferred in principle to the multinomial logit model (McFadden, 1984 (McFadden, , pp. 1395 (McFadden, -1458 . Recently the method of simulated moments (McFadden, 1989; Pakes and Pollard, 1989 ) and Gibbs sampling with data augmentation (Albert and Chib, 1993; McCulloch and Rossi, 1994) have shown promise of making the required computations in the multinomial probit model practical. The development of the highly accurate GHK probability simulator (see Geweke, 1991; Hajivassiliou and McFadden, 1990 ; and Keane, 1990 Keane, , 1994a has also led to renewed interest in simulated maximum likelihood (Albright, Lerman, and Manski, 1977) as a method for estimating multinomial probit models.
The objective of the research reported here is to provide a systematic comparison of the numerical properties of different simulation-based methods of inference in the multinomial probit model. Rather than considering the performance of these methods on a single model for a single data set, we attempt to control for a number of features of the inference problem, such as the number and nature of the unknown parameters of interest and the information content of the data on which inference is based. Also, we investigate for the first time how the performance of MSM estimation is affected by the type of probability simulator employed (i.e., GHK vs. kernel smoothing).
While some investigators have examined the 
where dij = 1 if individual i chooses j and di1 = 0 otherwise, and P(j113*, y*, E*, Xi*, Z*) = P(O. 2 u* Vk 1p*, y*, E*, Xi*, Z*). This requires the evaluation of a (J -1)-dimensional integral, which is computationally burdensome using classical methods (like quadrature) when J > 4 (Kahaner, 1991).
III. Experimental Design

A. Experiment One
In the first experiment, the comparison of different methods of inference is made using artificial data generated from a seven alternative model, 
IIDN(O, I8
). The experiment used 10 artificial data samples generated from this model, each with observations on 5,000 individuals. Nine different models were considered. The nine models are the Cartesian product of three alternative specifications for the coefficients and three alternative specifications for the variance matrix of the disturbances.
The first coefficient specification is as in (4), where all coefficients are unrestricted. In the second coefficient specification, the coefficients yjl are restricted to be equal, O* = f*3 + f3*3xi + y*(Zij-z17) +(Z (j = 1,...,6).
In the third coefficient specification, the coefficients 8j, are restricted to be equal, as are the J8j29 U4j = YJ*1(zij-Zi7) + 'E:
(j = 1,...,6).
The first variance specification is as in (5) In the final variance specification we impose X = I and E* = 0.5(I + ee'), which are the true values for the assumed data generating process.
B. Experiment Two
In the second experiment, we work only with the second coefficient specification (7), in which the yj, are restricted to be equal, combined with the unrestricted covariance specification (5). However, rather than using the parameter values P1l = Pj2 = Yjl = 1 and X = I that were used in the first experiment, we estimate these coefficient values using an actual data set. Specifically, we use Nielsen scanner panel data on ketchup purchases by 1,153 households with 5,353 total purchase occasions to estimate the parameters of 612 THE REVIEW OF ECONOMICS AND STATISTICS model (7), (5) via MSM based on the GHK simulator.
The Nielsen ketchup data are described in detail in Keane (1994b) . The alternatives are 32 ounce sizes of Del Monte, Hunts, and Heinz, along with 18, 28, 40, and 64 ounce sizes of Heinz. The household-specific characteristic xi that we use in estimation is household size. The estimated model actually has four brand-specific attribute variables zij for j = 1, 7. These are price and dummies for the presence of three different types of displays. To arrive at a model identical in form to (7), in which there is only a single brandspecific attribute, we construct a single alternative-specific variable which is a linear combination of the price and the three display dummies, constructed in such a way that the coefficient Y11 on the constructed z variable is equal to the estimated price coefficient. We then construct 50 artificial data sets of 5,000 observations each, using as model parameters the brand intercepts, household size and price coefficients, and covariance matrix elements estimates on the Nielsen data and using as covariates the household sizes and constructed z variables from the first 5,000 purchase occasions in the Nielsen data. Note that, although the actual data are a panel, since we estimate a model that assumes no serial correlation in the unobservables, the artificial data we construct also have no serial correlation.
Our goal in the second experiment is to provide a more stringent test of the performance of the three preferred simulation-based approaches to inference. In the first experiment, the covariates were orthogonal. In this experiment the covariates are correlated. For example, prices of different brands of ketchup will tend to move together due to competitive reactions and also because five of the alternatives are from the same manufacturer. In addition, certain households will tend to shop at low price stores, while others shop at higher price stores. Such correlations among covariates may reduce the information content of any sample of given size, so that larger sample sizes may be necessary before small sample bias becomes negligible. An additional factor is that the error structure estimated from the Nielsen ketchup data is substantially more complex than that assumed in experiment 1. There we assumed a simple one factor error structure in the differenced model, with all error variances equal. A notable feature of the actual data is that the estimated error variances differ widely across alternatives. Hajivassiliou, McFadden, and Ruud (1992) find that the accuracy of probability simulators deteriorates as error variances become more unequal, so that the covariance structure assumed in the second experiment may be expected to lead to a deterioration in the performance of the simulation-based estimators relative to their performance in experiment 1.
IV. Classical Inference Using Probability Simulators
Classical methods of estimation are all based on the log-likelihood function (3). They approximate the P(jl3*, y*, E*, Xi*, Z*) using a probability simulator and then apply conventional procedures to solve moment conditions or maximize the log-likelihood function. We turn first to three probability simulators and then to two estimation procedures. Keane (1990 Keane ( , 1994a , is based on the observation that the choice probabilities in the multinomial probit model may be written as a sequence of conditional probabilities that may be simulated recursively. This simulator is of particular interest, because in a rather exhaustive study of many alternative probability simulators Hajivassiliou, McFadden, and Ruud (1992) concluded that GHK was the most accurate and reliable method of all those considered. Some additional notation is needed to describe this simulator. In conjunction with the log-likelihood function (3) posterior densities corresponding to various priors are easy to construct as formal expressions. The essential difficulty in applying any of these expressions is integrating over the unobserved components u0, and in Bayesian inference there is the further complication of integrating over the parameters /3*, y*, and E*. The Gibbs sampler with data augmentation resolves both difficulties in a systematic way. We describe the method in turn for three variance structures discussed in section II.
A. Alternative Probability Simulators
The third variance structure is simplest: E is scalar, and hence E* = 0.5I + 0.5ee', where e is a (J -1) x 1 vector of units. Let the priors on ,3* and y* be diffuse: ccp*(/3*) a constant, r,*(y*) xa constant. The essence of Gibbs sampling and data augmentation is that, under weak conditions widely satisfied by econometric models (including this one), successive sampling from conditional distributions produces a Markov chain which converges in distribution to the posterior distribution (Tierney, 1991; McCulloch and Rossi, 1994; and Geweke, 1992) . So, to implement the Gibbs sampler, start by choosing initial values for the model parameters /3* and y*. Then, in each iteration of the algorithm there are two steps:
1. Conditional on /3*, y*, and E*, the distribution of u0 is truncated (J -1)-variate normal. If the observed choice is j, the truncations are created by the linear restrictions u* -U* < 0 for k = 1,..., J. A simple method for drawing from a truncated multivariate normal distribution described in Geweke (1991) can be applied. Essentially, this method exploits the fact that conditional on /3*, y*, and the u* for k = 1, u* has a truncated univariate normal distribution, from which the construction of synthetic random variables is trivial.
2. Conditional on u0, (2) is a seemingly unrelated regressions model (Zellner, 1962) , and the posterior distribution of /3* and y* in this model is joint normal with mean and variance given by familiar generalized least squares expressions (Zellner, 1971) . While these expressions may be used directly, they require the inversion of a symmetric, positive-definite (m + r) x (m + r) matrix. In the experiments undertaken for this study the matrix [Xi*lZf] of covariates is sparse, with many more zero than nonzero entries. Techniques described in Geweke, Keane, and Runkle (1994) for such systems were employed for the computations reported in this paper, greatly increasing speed and reducing storage requirements.
Beginning from the arbitrary initial values for ,3* and y*, the Gibbs sampling-data augmentation algorithm alternates between Steps 1 and 2. At the ilh iteration drawings /3*(l) and y*(l) are produced. As the number of iterations grows large the sequence {/3*(l), y*(l)} converges in distribution to the posterior distribution. Therefore, the sequence {g(f3*(l), y*(l))} converges in distribution to the posterior distribution of the function g(,3*, y*). The assessment of convergence, and of the numerical accuracy of approximations to posterior moments, is an important task to which contributions are currently being made (see Geweke, 1992; Schervish and Carlin, 1992; and Zellner and Min, 1992) .
In the first and least restrictive specification E must be renormalized in some way. We accomplish this through the diffuse but proper prior specification, 
VI. Results of the Experiments
A. Experiment One
In the first experiment, each of the nine models described in section II was estimated using 10 artificial data sets, whose construction is also described in section II. The purpose of this experiment is to compare four estimators of these nine models:
1. Posterior means using the Gibbs samplingdata augmentation algorithm with m = 10,000 iterations; 2. Method of simulated moments using the GHK probability simulator with M = 30 draws to simulate the choice probabilities and the derivatives needed to form the optimal weights and using Gauss-Newton iterations to solve the simulated moment conditions; 3. Method of simulated moments using the KS probability simulator with M = 100 draws to simulate the choice probabilities and the optimal weights, with both p = 0.10 and p = 0.20, again using Gauss-Newton iterations for solution;
4. Simulated maximum likelihood using the GHK probability simulator with M = 30 draws to simulate the choice probabilities and using BHHH iterations to maximize the simulated log-likelihood function.
We did not employ the frequency simulator for reasons discussed in section IVA. In the case of MSM based on the GHK simulator, the value of M was chosen such that increases in M had negligible effect on the point estimates. In the cases of MSM based on the KS simulator and SML based on the GHK simulator, M was chosen to give computation times close to that for MSM based on GHK. In the case of Gibbs sampling the choice m = 10,000 has become fairly standard and the resultant accuracy as indicated by the numerical standard errors (computed as described in Geweke (1992) but not reported here) appears to be quite acceptable.
In tables 1-9 we report the means over the 10 artificial data sets of the point estimates or posterior means and also of the asymptotic standard errors (ASEs) or posterior standard deviations (PSDs), for all parameters in each model. Note that for the unrestricted E* specification these parameters include A, and in the diagonal variance models they include the {j. We see in table 1 that the ranking of methods in terms of MSE depends on the type of parameter considered, but the most striking feature of the results is the poor performance of MSM-KS and SML-GHK for the yj*} parameters. Overall, the performances of MSM-GHK and Bayesian inference appear to dominate, with Bayesian inference getting the slight edge (especially in terms of MSE for the vA and .3J parameters).
Despite the appearance of certain problems for specific methods for specific parameters, we find the overall precision of the estimates and posterior means in table 1 somewhat surprising, given that the unrestricted model contains 20 covariance matrix parameters and that such parameters are notoriously difficult to estimate in discrete choice models (see Keane, 1992) . This difficulty arises due to the loss of information involved in only observing discrete outcomes rather than the underlying continuous latent variables that determine outcomes.
In table 2 we impose the restriction that the YJ*1 are equal for all j. This is a restriction that one would often impose in practice. For example, the zij may be prices, and the restriction may correspond to imposing homogeneity of degree zero on demand Overall, the method that improves most with the yj*} equality restriction is SML-GHK, due to the large drop in the MSE for y*i relative to those for the yj* in table 1, and the large drops in the MSEs for the aij. In the second table, Bayesian inference again has a slight overall edge in performance in terms of MSEs, with MSM-GHK and SML-GHK difficult to choose between: the former tends to have slightly better MSEs for the ,3* while the latter does better for the aij. Again, the MSM-KS point estimates clearly have the largest MSEs.
In table 3 we impose the further restriction that the 8*3 are zero for all j and k = 1, 2. This restriction is perhaps harder to justify than that in table 2 in terms of basic theory. However, it is common in marketing applications to construct models where only brand attributes determine choices (perhaps with the coefficients on attributes depending on household characteristics) and where the error structure arises from households' heterogeneous preferences for unobserved brand attributes (see, e.g., Elrod and Keane, 1994 Overall, in table 3, it is difficult to choose a best method. Bayesian inference performs best for }y{, while SML-GHK has a slight edge for the ai,. MSM-GHK is clearly third for both but is not far behind. SML-GHK is the method most helped by the restriction, since in the second experiment it produced MSEs for the 8J* that were larger than those obtained by MSM-GHK and Bayesian inference. Again, MSM-KS is clearly dominated by other methods.
In Overall, in table 4, MSM-GHK appears to dominate other methods. It clearly has the smallest MSE for the yj*}, performs best overall for the fj*, is dominated for the J3 by Bayesian inference but remains better than other methods, and is second best for the 6j. Again, MSM-KS is dominated by other methods.
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In table 5 we impose both the restrictions that the y}1 are equal for all j and that X is diagonal. These restrictions result in some dramatic reductions in MSEs from the unrestricted model ( In table 6 we impose the restrictions that the Yj1 are equal for all j, that X is diagonal, and that the f3* are zero for all j and k = 1, 2. Across all methods, this reduces the MSEs for y*1 by from 20% to 60% from those in table 5. The effect on the MSEs for the 6j is mixed for the classical methods, but Bayesian posterior means improve to the point that they show the smallest or tied for smallest MSE in 5 out of 6 cases. The MSE for all 7 free parameters are extremely close for MSM-GHK, SML-GHK and Bayesian inference. Thus, it is impossible to choose among these methods. MSM-KS is again dominated by other methods.
In tables 7 to 9 we impose the restriction that i is the identity matrix. This restriction does not lead to particularly interesting models, since the whole point of simulation estimation is to make estimation feasible without such strong covariance restrictions. Nevertheless, it is interesting to look at these results to see how attempting to estimate large numbers of covariance matrix parameters reduces the precision with which regressor coefficients are estimated.
In table 7 only the restriction that E is diagonal is imposed. This restriction produces some dramatic MSE reductions. For example, as compared to table 1, for MSM-GHK this reduces the MSE for the yj*} by factors of 2 to 4.5. As compared to table 4, where only a diagonal X restriction is imposed, the MSE reductions range from less than 10% to factors of 3.5. For the f*3 the MSE reductions from table 1 are only about 5% to 10%, but for the f37 the MSE reductions are from 60% to 80%.
In table 7 the MSEs for all 18 free parameters are so close across MSM-GHK, SML-GHK, and Bayesian inference that it is impossible to choose among these methods. MSM-KS is again dominated in terms of MSEs for all parameters. However, MSM-KS (p = 0.10) clearly dominates MSM-KS (p = 0.20), and for the yj*} its degree of inferiority is not nearly as great as in previous experiments.
In table 8 we impose the restrictions that the YJ*i are equal for all j and that X is the identity matrix. In some cases this leads to dramatic MSE reductions. For example, for MSM-GHK the MSE for y* is roughly 5 to 10 times smaller than those for the individual yj*} in table 1. It is 6 times smaller than that for y*1 in table 2, but not quite 2 times smaller than that for Y*i in table 5, where E is only restricted to be diagonal. Thus, comparing tables 2, 5, and 8, we see that most of the reduction in MSE for y*1 is achieved by imposing diagonality on X rather than going all the way to an identity matrix restriction. For the !* > the In table 9 we impose the 3 restrictions that the Yj1 are equal for all j, that E is the identity matrix, and that the /jk are zero for all j and k = 1,2. Thus -y1* is the only free parameter. MSM-GHK, SML-GHK, and Bayesian inference produce very similar results (with a slight edge to MSM-GHK), and MSM-KS is dominated by other methods.
Throughout tables 1-9 a number of very clear patterns emerge. One is that the diagonal X specification leads to important gains in efficiency. For example, comparing tables 2, 5, and 8 we see that the MSE for -y} estimated by MSM-GHK falls from 0.064 to 0.020 with the diagonal X restriction imposed and then falls to 0.011 when the further restriction that X is the identity matrix is imposed. Thus, most of the gain that can be achieved by restricting X is already achieved by restricting it to be diagonal rather than going all the way to a X = I restriction. This fact is important, because in many choice applications in areas like marketing and transportation it is a truism among practitioners that the most important deviations from IIA are due to unequal error variances.
Another important pattern is that the MSEs for the f*3 do not fall appreciably when restrictions are placed on the model. For example, comparing tables 2 and 8, we see that for MSM-GHK the MSEs for the J3* are identical to 3 decimal places in 3 of 6 cases and differ by less than 4% in the other 3 cases. Meanwhile, the MSEs for the J3 fall by factors of roughly 2 and the MSEs for y* fall by a factor of 6. Comparing tables 1 and 8, we see that the MSEs for the f32 fall by at most 8%, while the MSEs for the 8*j3 fall by factors of roughly 4 to 7. The intuitive reason for this pattern is that the 8*2 are identified from household differences in choice probabilities that arise due to differences in the x*, while the parameters f>, yj*}, and ai are all identified primarily from differences in aggregate choice probabilities for alternatives with different attributes. Thus, it is difficult to disentangle differences among the 8J*, yj}, and aij because different patterns for these parameters can generate roughly equivalent aggregate choice probabilities conditional on the Z!J. Thus restrictions on the *3, yj*}, and aij can be expected to lead to substantial MSE reductions among the fl3*1, y}*, and a parameters, but not for the 17*. (Of course, it is simple to show that as long as x* varies across i, it is impossible to choose alternative values for 813, /3*7, yj*}, and aij that will generate identical choice probabilities for all i. However, the fact that it is possible to choose alternative values for the model parameters that generate nearly identical choice probabilities is exactly the "fragile identification problem" in the multinomial probit model described by Keane (1992) .)
Another pattern is that means of the point estimates and posterior means tend to be close to each other, relative to their distance from the data generating values: when the mean point estimate or mean of the posterior mean across replications is greater than the data generating value for one method, it tends to be greater for all methods. This feature is present for all models and groups of parameters, but is more prevalent for the coefficients than for the variance parameters and is most striking in the models with smaller numbers of parameters.
In terms of an overall ranking of methods, it is clear that this differs across models. In the unrestricted model of table 1, Bayesian inference has a slight edge over MSM-GHK because it produces slightly lower MSEs for the 137* and yj5. SML-GHK performs worse because it has high MSEs for the Yv1 and the diagonal elements of the aij and also because it generates mean ASEs that severely understate the MSE. However, as soon as we impose an equality restriction on the yj* in table 2 Finally, we attempted to repeat the experiment using only the first 1,000 observations of the artificial data set. For all of the methods, computational problems emerged for some of the models. As one would expect, problems were concentrated in the models with more free parameters. The most common problems were estimated singularity of the Hessian in the classical methods and estimated singularity of the variance matrix Y.* for the Bayesian method. But across the nine models, computations were carried to completion successfully more often than not. The difficulties involved in obtaining estimates of the larger models using only 1,000 observations are attributable to the relative lack of information contained in discrete choice data that we referred to earlier.
B. Experiment Two
In the second experiment only the model with the Y}*1 restricted to be equal was estimated. This model was estimated using 50 artificial data sets constructed to have properties similar to the Nielsen data on household ketchup purchases. The construction of these data is described in section II. In this experiment we compare three estimators of this model:
1. Posterior means using the Gibbs samplingdata augmentation algorithm with m = 10,000 iterations.
2. Method of simulated moments using the GHK probability simulator with M = 30 draws to simulate the choice probabilities and the derivatives that enter the optimal weights and using Gauss-Newton iterations to solve the simulated moment conditions. 3. Simulated maximum likelihood using the GHK probability simulator with M = 30 draws to simulate the choice probabilities and using BHHH iterations to maximize the simulated log-likelihood function.
We do not consider MSM-KS because it is already clear from experiment 1 that it is dominated by other methods. There are two reasons why we only consider the model with an equality restriction imposed on the y, in this experiment. First, we would like to do one Monte Carlo experiment that is more thorough by using 50 artificial data sets rather than only 10. However, it is not computationally feasible for us to do this many replications on all 9 models. Since, for reasons described earlier, the model with the equality restriction imposed on the yj* is the most realistic model, it seems natural to choose that one. Second, given that the data are less behaved here than in experiment 1, we do not feel it is feasible to estimate the unrestricted model using only 5,000 observations, as severe problems would probably arise in identifying the covariance matrix parameters.
The results of the second experiment are reported in table 10. In terms of MSE, the results for Y*i are very similar across the three methods.
For the 8*3, Bayesian inference produces MSEs that are usually about 10% to 30% smaller than the classical methods, and it is best or tied for best in 5 of 6 cases. The MSEs for MSM-GHK and SML-GHK are very similar. For the 1j*T Bayesian inference produces MSEs that are often 10% to 50% smaller than those from the classical methods, and again it is best or tied for best in 5 of 6 cases. Again, MSM-GHK and SML-GHK produce very similar MSEs. For the aij it is not nearly so obvious how to rank the estimators. Bayesian inference is best in terms of MSE in 10 of 20 cases, while MSM-GHK is best in 6 of 20 and SML-GHK is best in 4 of 20. Although these figures might appear to give Bayesian inference a slight edge, it is again true that the MSEs for the classical methods are very close, so that in all 10 cases where Bayesian inference is not best it is in fact the worst of the three methods. Given these patterns, we believe that the larger MSEs in experiment 2 are the result of the more complex pattern of correlation among the covariates and of the complicated error structure of the model, rather than any inherent inaccuracy of simulation estimators. Thus, the increase in MSEs  between table 2 and table 10 would, most likely, exist with any estimator. But our paper presents no evidence to compare the MSEs for simulation estimators to those of the exact MLE, because in our experiments it is not possible to compute the exact MLE. However, Keane (1994a) showed that in a random-effects panel model the standard errors of simulation-based estimators were quite close to those of the MLE, even when a rather small number of draws are used.
Another obvious feature of table 10 is that large biases are apparent for several of the pa-628 THE REVIEW OF ECONOMICS AND STATISTICS rameters. Examples of parameters for which highly significant biases appear for one or more of the methods (in the sense that the estimated bias exceeds the empirical standard deviation of the bias by several standard deviations) are f38* 413 51 J3*, a431 a44, a53, a63, a64, and a66. Such substantial biases as appear for these parameters were not apparent for methods other than MSM-KS in table 2. It is also important to note that, when one method shows substantial bias for a particular parameter, in most cases the other methods tend to be biased in the same direction. This evidence indicates that the sample size of 5,000 is not adequate to eliminate small sample bias given the configuration of regressors and parameter values in the second experiment. The fact that a sample size of 5,000 did appear sufficient to render negligible any small sample bias in the first experiment is likely due to the IID property of the regressors in that experiment.
The agreement between empirical MSEs and the means of the asymptotic standard errors or posterior standard deviations is not as close as in the first experiment. For SML-GHK the mean ASE is less than the empirical MSE for 32 of 33 parameters, and the differences are often large. For MSM-GHK the relation between the MSE and ASE depends on the set of parameters considered. For the /B3,, 83, and yj,} there is generally close agreement between MSEs and mean ASEs, and there is no systematic tendency for one to be greater than the other. But for the aij, the mean ASE overstates the MSE in 13 of 20 cases. More importantly, the degree by which the ASE exceeds the MSE is often very substantial. For Bayesian inference, the mean posterior standard deviation lies substantially below the MSE for a few of the /*k particularly for 8*1, P31, and P52. But for the remaining i* > and also for y*1, there is generally close agreement between MSEs and mean PSDs. For the aij, the agreement between the MSEs and the mean PSDs is better than for the classical methods, and there is no systematic tendency for one to lie above the other (i.e., the mean PSD is less than the MSE in 11 of 20 cases). Also, for Bayesian inference the agreement between the MSE and mean PSD in table 10 generally appears to be just as close as in table 2. This is of course not surprising, because the PSDs for Bayesian inference are based on the exact finite sample posterior distributions of parameter value draws rather than on asymptotic sampling theory.
A problem with MSM-GHK that is not apparent from table 10 is the difficulty involved in solving the simulated moment conditions. The Gauss-Newton iterations used to solve the simulated moment conditions are given by Note that the calculation of the necessary derivatives is much more time consuming for MSM estimation than for SML estimation. SML requires only that the derivatives of the choice probabilities for the chosen alternatives be calculated, while MSM requires that the derivatives of the choice probabilities for all alternatives be calculated.
One important problem that arises in solving the simulated moment conditions is sensitivity of the results to the construction of the initial consistent estimate 00 of 0 that is used to form the optimal initial weights and as the starting point for the search algorithm. We find that in models with small numbers of parameters the choice of 00 has very little impact on parameter estimates and standard errors, so that, as a practical mat- bLevel of relative numerical efficiency fixed so that ratio of numerical variance to posterior variance is 0.10 for y*1.
estimation requires the initial calculation of the derivatives of the probabilities of all possible choices in order to construct the optimal weighting matrix. But on subsequent iterations this matrix is held fixed and derivative calculations are not necessary. On the other hand, SML requires the calculation of derivatives on each iteration, but only for the chosen alternatives. Thus, the calculation of the initial weighting matrix for MSM is very time consuming, while subsequent iterations are relatively fast. For SML all iterations are roughly equally time consuming. Clearly, there is some number of iterations large enough that MSM is faster than SML, but how many iterations will be necessary in order to achieve convergence to an optimum is completely problem-specific, in terms of both model and data set. Also, MSM can become very slow if a number of restarts, with recalculation of the weighting matrix, are necessary to achieve convergence. For Bayesian inference based on Gibbs sampling, on the other hand, the number of cycles necessary to achieve a given level of numerical accuracy will depend on the serial correlation in the Gibbs draws, which is again completely problem-specific. Given these caveats, we are unable to provide any universal time comparisons that go beyond the simple statement of how long inference required in our specific problems. Nevertheless, our experience leads us to believe that implementation of all the methods that we have considered in workstation environments will be comparable and quite feasible for a wide range of problems.
We conclude by cautioning that our results on relative performance of methods are specific to the cross-sectional multinomial probit model. For instance, in our other work (Geweke, Keane, and Runkle, 1994) we find clear advantages of MSM-GHK over SML-GHK in the context of certain types of panel data probit models.
