Abstract-Traffic burstiness has been observed for multimedia packet switching networks. This burstiness results in the predictability of user activity at the individual source level, and the exploitation of such predictability in the receiver design for a random-access CDMA packet switching network is investigated in this paper. Decorrelating detector is considered for performance and complexity tradeoff and it is shown that the conventional approach of assuming all users are active results in substantial performance loss. A two-stage multiuser detection is proposed where the first stage tracks active users and feeds its tracking output to the second stage multiuser detector for symbol detection. It is demonstrated that by using the traffic predictability, accurate estimate of active set of users is possible with a simple matched filterbank at the first stage.
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I. MOTIVATION AND INTRODUCTION

I
N packet-switching networks, it has been observed that the conventional Poisson assumption is not adequate to capture the traffic variability and dependence (see, e.g., [5] ). In particular, traffic burstiness-the fact that packets usually come in bursts-has been revealed and carefully studied in the past decades. From the macroscopic point of view, traffic burstiness results in unpredictability of the overall network traffic [11] . However, from a microscopic point of view, traffic burstiness implies highly correlated individual user traffic, which results in a more predictable individual user activity; transmission of a packet at the current slot is usually followed by the transmission of packets at the next slots due to the bursty nature. This is in a sharp contrast to the conventional assumption of Bernoulli traffic that is hard to predict due to the independence assumption among different slots. This predictability of the bursty traffic has actually been utilized at the network level to assist in traffic routing [15] . For broadband wireless networks, such as wireless LAN and wireless ATM, the predictability of individual user's activity can also provide valuable information in physical layer designs because of the sharing of a common channel among a number of users.
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CDMA signal has the advantage of combating multipath fading for wireless communications. Moreover, the fact that CDMA systems allow simultaneous transmission of more than one users, which reduces the coordination at the base station, is appealing in data communication systems in view of the bursty and highly variable traffic from a potentially large number of users [1] . For CDMA systems using direct sequence spread spectrum techniques, multiple access interference (MAI) is one of the major performance limiting factors due to the nonorthogonality of spreading vectors among different users.
Simple matched filter treats MAI as Gaussian noise, hence, can suffer significant performance loss, especially in the presence of near-far effect. Multiuser detection (MUD), on the other hand, attempts to utilize the structure of interference to mitigate the adverse effect of MAI [21] . Analysis shows that the use of multiuser detection for random-access CDMA networks has significant performance gain over the conventional matched filter receiver [17] .
In studying the implementation of MUD for random-access CDMA networks, much research effort is usually concentrated on how to reduce the complexity of the optimal MUD given the potential large number of users [12] . One of the important issues in the implementation of MUD for random-access networks is that the active transmitting users at any particular time slot may not be known to the receiver. For conventional matched filter based receivers, this lack of active user information does not have any effect on the receiver performance. For multiuser detection receivers, however, mitigation of multiple access interference requires the knowledge of interfering users. Presumably, an MUD may be constructed assuming that all users are active. Such viewpoint, however, will incur significant performance loss, which was first observed by Mitra and Poor [13] . Given the performance loss of assuming a "full model" involving all potential users, it is therefore desirable to first infer from the received signal the set of active users that contribute to the current transmission, followed by an MUD that uses only the signature waveforms corresponding to the set of active users.
The problem of detecting active users has been addressed by several authors in a dynamic CDMA system [7] , [13] , [14] , [23] . The treatment in [7] , [13] , and [14] differentiates the problem of detecting a new user entering the system from that of an old user ceasing communication. Their approaches include two steps: First, those old users are examined for possible drop out. Then, the continuing users' contribution is zeroed out so that the residual signal only contains contribution of one possible new user plus noise. In [13] , the projection method is used to cancel out known users' contribution, and the problem of detecting a new user is posed as a multiple hypotheses testing problem, with each hypothesis corresponding to each potential new user. In [14] , equi-correlation spreading vectors are assumed for all different users, and a detection scheme is developed with the assistance of an "idle" spreading vector, which has the same cross-correlation with all other spreading vectors in use. In [7] , a difference signal, which has been constructed by subtracting the estimated symbols of those known users, is used to detect the appearance of a possible new user. Further, cyclostationarity of the difference signal in the presence of a new user is utilized to achieve low complexity new user detection. In [23] , the detection (identification) of active set of users is dealt with where the authors adopt the MUSIC algorithm for array processing, which requires an accurate estimate of correlation matrix to carry out the eigendecomposition.
A common feature of above approaches is that the detection is focused on a particular data window without accounting for the continuity of the channel traffic. In this paper, by taking advantage of the traffic burstiness for packet networks, we study the possibility of utilizing traffic predictability to improve the detection of active users. First, the problem is shown to be equivalent to model selection in a linear regression problem. A set of indicator functions is incorporated in the model to accommodate all possible set of active user. This treatment also enables us to fully utilize the traffic predictability at source level. By characterizing the dependence of user activity using Markov chain, we are able to convert the user identification problem to state estimation of hidden Markov models (HMMs).
The organization of the paper is as follows. The signal model considered in this paper is given in the next section. In Section III, the effect of including a nonactive user is illustrated using the a decorrelating detector example. A two-stage MUD is proposed in Section IV, whose first stage aims to detect the set of active users. In Section V, we give some simulation results to show the potential improvement on the packet reception probability by using the traffic information. Conclusions are given in Section VI.
II. SIGNAL MODEL
The system we study is in line of that considered by Raychaudury [18] . We consider the uplink of a slotted packet switching networks with direct sequence/spread spectrum (DS/SS) signaling using transmitter codes, i.e., each user transmits using a unique spreading code. Newly arrived packets are encoded with the user's own code and transmitted immediately on arrival. Retransmission is dealt with in a similar fashion. For simplicity, the channels are assumed known to the receiver (e.g., can be estimated via training sequence), and therefore, the effective signature vectors of all the users are assumed known to the receiver. For simplicity, the slotted system with synchronous transmission is considered. Assuming BPSK modulation, the received signal within a slot can be written as (1) where packet index; symbol index within a packet; packet size; user index; amplitude of user ; signature waveform of th user and is assumed to have unit norm, i.e., ; th symbol within the th packet for user ; additive white Gaussian noise with zero mean and covariance matrix . index set of the active users at slot . Thus, . The receiver's task is to detect the symbols for all without prior knowledge of .
III. EFFECT OF OVERMODELING
A linear decorrelating detector can be viewed as a least square (LS) estimator followed by a sign detector. The MAI is totally compensated via premultiplying the matched filter output by the inverse of correlation matrix of the signature waveform at the cost of increased noise variance. Thus, if a decorrelator intends to mitigate the interference from those users that are not actually transmitting, its lone effect is to enhance noise, therefore degrading the receiver performance. This effect was documented in [13] and later studied in detail in [23] . In particular, in [23] , it was shown that the covariance matrix of the LS estimator using only the active users is always smaller than the covariance matrix of LS estimator if inactive users are also included, which is termed as the conventional decorrelating detector. This is obtained using the result for the inverse of positive-definite block matrix (the correlation matrix of the spreading vectors). Along a similar line, we obtain a result in this section that quantitatively characterizes the performance difference of the two different approaches. The result also leads to an easy geometrical interpretation that is consistent with the intuitive augment of the effect of the correlation on the receiver performance.
A. Increased Covariance for the Overmodeling LS Solution
Suppressing the packet and time indices for clarity, we rewrite (1) in a matrix form as (2) where , and is the index set of active users. Given , this is a standard linear regression problem where the regressors are the signature waveforms, and the response variable is the observation . The optimal solution in the maximum likelihood sense is the least squares solution, which is a property dictated by the independent Gaussian assumption of the noise.
By using nonactive users' channels, the decorrelating receiver aims to fit the data with the following model:
with representing the spreading vectors of those nonactive users, and being the "pseudo" message of these users. We refer to this as the "full model" as opposed to the true model of (2) when only the active users are involved. Comparing the LS estimate for using models (2) and (3), we obtained the following Lemma.
Lemma 1: Consider the least square estimate of of the two models. The error covariance of the full model satisfies (4) where is the projection of onto the space spanned by , i.e., (5) The equality holds iff the signal space spanned by active users is orthogonal to the signal space spanned by inactive users, i.e., A proof is sketched in Appendix A. Note that the covariance matrix of (4) can be rewritten as i.e., it is the inverse of the projection error matrix from onto the space spanned by the columns of . This allows a very simple geometrical explanation of the overmodeling effect; the increase of the error covariance using a full model is propotional to the correlation between the signature vectors of active users and inactive users. For example, in the extreme case of orthogonal spreading vectors among all users, there is no performance loss by using a full model.
B. Effects on Packet Success Probability
The packet success probability, which is defined as the average portion of successfully received packets among all packets transmitted, is an alternative figure of merit to the network throughput. To compute packet success probability, we first need to compute the bit error rate (BER) for the decorrelating detector. Note that the BER not only is a function of channel noise variance but also depends on the number of users assumed in the decorrelating detector, which is denoted by . To allow exact expression of BER in terms of , we adopt the model proposed in [14] , where different pairs of users' spreading vectors are assumed to have equal correlation coeficient . Given this assumption and that the number of users involved in a decorrelating detector is , the diagonal element of the inverse of the correlation matrix of spreading codes is, as in [14] (6)
The resulting BER is therefore where is the received signal's amplitude, and is the channel noise variance. Assume that the rror correction code can correct up to bit errors out of a total of bits (packet length); then, the packet success probability given users are active, and the decorrelator with users is success Assuming a homogeneous channel traffic where each user at any slot transmitting a packet with probability , we can obtain the the overall packet success probability by averaging over , which is Binomial . The result is plotted in Fig. 1 , where the packet error rate is plotted against the channel traffic load . Clearly, the gain in terms of packet error rate using true user information is of several orders of magnitude over the full model, whose performance is independent of the traffic load. The packet error rate using a matched filter bank for all users is also plotted as a dashed line. Clearly, as channel load approaches zero, the matched filter receiver should be arbitrarily close to the decorrelating detector using the true model, as the probability of having more than two active users vanishes.
IV. TRAFFIC-AIDED MUD
A. Traffic Modeling for Packet Switching Networks
Given the performance degradation of an MUD when inactive users' signature waveforms are erroneously included in the MUD, it is therefore desirable to first estimate the set of active users and then form an MUD using only those signature waveforms corresponding to the active users. This results in a two-stage receiver as in Fig. 2 . In the first stage, the set of active users is detected, while in the second stage, an MUD is implemented by adapting to the change of user profile. The implementation of an MUD at the second stage is straightforward, given the set of active users' signature waveforms. It is worth mentioning that fast algorithms for adapting the decorrelating detector to the change of active users exist in the literature [8] , [9] . Our focus will be on the first stage, i.e., the detection of the active set of users. To this end, we first introduce the following model as an alternative to (2): (7) where, in the th packet slot, is the indicator function that takes value 1 if the th user is active and 0 otherwise. Incorporating the indicator functions in the signal model converts the user identification problem into an estimation problem for the binary random sequence . More important, it also provides a natural framework to include the traffic information that is interpreted as the probability law that dictates the binary process of . As mentioned before, traffic burstiness implies that for each individual user, its transmission occurs in clusters. Reflected in the indicator function, sequences of zeros (idle) and ones (active) occur alternately. A first-order approximation of the bursty traffic for an individual source is a two-state Markov chain, which was originally proposed by Viterbi for the performance analysis of packet switching networks [22] . Specifically, is assumed to be a two-state Markov chain with state transition matrix where , and
. As a digression, this two-state Markov chain is equivalent to stating that the lengths of consecutive zeros and ones of the binary sequence are independently and geometrically distributed, which is an assumption used in [6] to obtain explicit expression of protocol information in packet networks. We will hereafter adopt this Markov model in the user tracking problem both because of its analytical tractability and the existence of rich inference tools associated with the problem.
B. Optimal HMM Traffic Tracking
Combining all the indicator functions , we can define as the state variable of active user profile, i.e., those coordinates that equal to "1" in indicate that the corresponding users are transmitting at slot . Note the state space has a cardinality that grows exponentially with the total number of users. Given that each individual indicator function is a two-state Markov chain, the combined state variable is now also a Markov sequence with state dimensionality , where is the total number of potential users. Its transition matrix is simply the Kronecker product of each individual transition matrix for each . In turn, our observation is now an HMM.
where is the packet size. Specifically, this relationship is shown in Fig. 3 , where the underlying state evolves according to a Markov transition matrix, whereas the actual observation depends (probabilistically) only on the current state . With this formulation, the user identification problem is now converted to a state estimation problem for an HMM. One of the attractive features of HMMs is the existence of efficient and often recursive estimation algorithms. An excellent tutorial about HMMs can be found in [16] . Notice, however, that the optimal HMM formulation is based on the state combining, which results in a state dimensionality of , i.e., it is exponential in the number of potential users. As seen in (8) , each different state corresponds to a different regression model, and hence, the overall computational complexity of the optimal HMM tracking is usually formidable.
C. Suboptimal Traffic Tracking
Because of the prohibitive complexity of the optimal HMM traffic tracking, a suboptimal approach whose complexity grows linearly in the number of users is therefore highly desirable. We note that the complexity of the optimal HMM tracking is due to the state combining, which leads to the exponential explosion of the state dimensionality. The key to complexity reduction is therefore the "decoupling" of individual user's state tracking. Notice that such decoupling inevitably leads to suboptimality as the "interaction" between different user's signature vectors in the regression model is not fully accounted. However, it should be realized that suboptimality does not necessarily imply poor performance. This is because the SNR requirement for the detection of the presence of one particular user is much less demanding than the required SNR for the correct symbol detection. To further elaborate this, consider the model described by (7) . While is different from bit to bit (i.e., for different ), the indicator function remains the same throughout the whole packet. User identification amounts to the estimation of and the fact that remaining constant for all symbols provides an important diversity for its inference. Given this diversity and the fact that traffic predictability also helps to improve the estimate of , it is therefore possible to achieve reasonably good performance, even with a simple front end user detector. Fig. 4 illustrates a suboptimal traffic tracking algorithm. Instead of expanding all users' states into a single state space, we track individual user activity separately. The receiver consists of two stages: the state tracking and the multiuser detection. The state tracking is achieved independently for each user, hence avoiding the prohibitive complexity due to the state expansion. Specifically, the received signal is first mapped to a new statistic that serves as the "likelihood" 1 of a particular user being active. Then, the status of the user in the previous slot is used to jointly decide whether the user is transmitting at the current slot. In other words, instead of a combined HMM where the underlying Markov state has the dimensionality of , we have now an individual two-state HMM tracker, and hence, the complexity is now linear in .
1) Receiver Structure:
Depending on the summary statistic , various structures of user tracker can be formed. One of the desirable features of the statistic is that it should reflect only the likelihood of the th user being transmitting; it should be interference free. One obvious choice is to use the projection method, which follows the line of [13] in detecting the possible dropout of an old user. Specifically, the interference from other users can be eliminated by projecting the received signal onto the space orthogonal to the space spanned by interfering users spreading vectors [3] . This, in fact, amounts to a decorrelating detector for the particular user of interest. However, since the detector has no explicit knowledge of the active users, the only reasonable choice is to decorrelate all potential interfering users. This puts an undesirable clamp on the number of users to be accommodated in the network; to guarantee such projection operator to work appropriately, the number of potential users should be smaller than the spreading gain. Note that in packet switching network, the traffic burstiness and variability implies that at any particular time, the actual number of active users may be drastically smaller than the total number of potential users in the system. Therefore, even though the correlation matrix of the active users' spreading vectors is often well conditioned, it is likely that the overall correlation matrix of all potential users' spreading vectors may be singular.
2) Matched Filter Front End: We propose, in this paper, a simple matched filter front end for user detection. The drawback, obviously, is that the matched filter user detector is still subject to multiple access interference. The advantage is that it does not impose any restriction on the rank of the correlation matrix of all spreading vectors. The rational, again, is 1 Likelihood is an abuse of the term since without jointly accounting for all possible set of signature vectors, the obtained "likelihood" is not strict in its original sense.
that the user identification is relatively easier to carry out compared with symbol detection due to the diversity induced by the fact that all symbols within a packet are modulated by the same set of spreading vectors. More importantly, the use of the traffic predictability can compensate largely the insufficiency of the matched filter front end. It is worth emphasizing that the receiver structure is now a matched filter-based user detector plus a second-stage multiuser detector, as opposed to a simple matched filter receiver for symbol detection. We will show in our simulation that this two-stage receiver significantly outperforms the simple matched filter receiver, whose performance is severely limited by the MAI, especially in the high SNR region.
Consider a matched filter output for the th user with input signal described in (7) where is the correlation coeficient between user and s spreading vectors, and is zero mean Gaussian random variable whose variance remains due to the unit norm assumption of the spreading vector. Our purpose at this stage is, given , , to infer about the value of the indicator function . Apparently, Gaussian approximation of the second term in the matched filter output is necessary to make the approach tractable. We therefore define Invoking the Gaussian approximation, the variance of should be Because of the unknown active user set , the above variance approximation cannot be directly computed in practice. However, one can get around this problem by resorting to the Markov model of the user activity with the assistance of the state estimate from the previous slot. Specifically, we propose the so-called predicted variance (9) where channel noise variance; state transition probability of from state 1 to state 0; state transition probability of from state 0 to 1, as defined in Section IV-A. This predicted variance is in essence similar to the state prediction covariance in the Kalman filter update [2] , except that the probabilistic state transition is used in place of the dynamic model assumed in the Kalman filter.
Under the above Gaussian approximation, one can combine the observations within a packet in a vector form, which leads to the following hypotheses test regarding :
where is the symbol vector of the packet for user (if it is actually transmitting), and is Gaussian random vector with zero mean and covariance matrix . Note that the model implicitly assumes that the received amplitude is constant for all the symbols within a packet, which is a reasonable assumption in a slow fading environment with short packet length. Further, under this assumption, can be trivially estimated using . To deal with the unknown symbol vector , several different approaches can be adopted. A generalized likelihood ratio (GLR) approach simply estimates the symbol first and then plug them into the likelihood ratio. The summary statistic, therefore, is in the form of GLR between the two hypotheses. The problem is that the symbol estimate at this stage is prone to error; hence, the obtained GLR can be misleading. The second approach [the optimal ML (or Bayesian) approach] marginalizes out , assuming they are equally probable among all possible value. The marginalization, however, is with respect to a discrete probability measure spread over grid points; hence, its complexity is prohibitive. A third approach, whose resulting statistic is the simplest among the three methods, is to adopt the invariance principle [10] to develop a uniformly most powerful invariant (UMPI) test statistic.
3) UMPI Statistic: For composite hypotheses testing such as the one we are dealing with, a uniformly most powerful test often does not exist. It is possible, however, to take advantage of the particular structure of the hypotheses testing problem, e.g., symmetries with respect to the parameters, to restrict the test to a meaningful subset of all possible tests; hence, the most powerful test among the subset may exist. When the invariance principle is applied to reduce the test to the set of invariant test, the resulting optimal test is the UMPI test. The first step to apply the invariance principle is to identify if the test problem is invariant under a group of transformations. Once the invariant transformation group is obtained, the next step is to find a maximal invariant (MI) statistic, which is so named because every other invariant statistic must be a function of the MI statistic. The UMPI test should therefore based only on the MI statistic as such tests comprise the totality of invariant tests. For a detailed description of invariance principles and UMPI test, see [4] and [10] .
Specific to our problem, given that the symbol vector is unknown at this stage, the testing may be abstracted as testing the mean of a Gaussian vector :
Note that the generality of the test problem allows the relaxation of the assumption that the received amplitude being constant throughout the packet. The test problem is easily seen to be invariant under any orthogonal transformation of the observation vector, i.e., multiplying the observation with any orthonormal matrix will not alter the inference problem and its associated testing structure. The MI under such a transformation can be obtained as [4] Clearly, remains constant when premultiplying with any orthonormal matrix. It turns out that such MI is either chisquare or noncentral chi-square distributed, depending on which hypothesis is true. Specifically, under , whereas under , where the second subscript of chi-square, if applicable, is the noncentrality parameter. Note the difference between the two hypotheses is the noncentrality of the summary statistic. For the testing of noncentrality of a chisquared distributed random variable, it is easy to show that it has the monotone likelihood ratio [10] in the observation itself, and hence, a UMPI test statistic is simply the maximum invariant itself, i.e., .
4) User Identification Algorithm:
Once we obtain the UMPI statistic, we can now incorporate the traffic predictability to infer about . Given that is a two-state Markov chain, is now an HMM whose distribution is central or noncentral chi-square, depending on the value of . We can therefore form an HMM state tracker to dynamically estimate using and the state estimate from the previous slot. In the absence of traffic information, a one-shot UMPI test can be used, which amounts to the simple thresholding of the UMPI statistic . It is therefore of particular interest to study the performance improvement by incorporating the traffic predictability.
To summarize, the activity detection algorithm for the th user is described in the following. (12) where and represent the hypotheses that the th user is active or not. The above posterior probability is obtained via the forward variables of the two-state HMM . Details about the update the posterior probability is briefly summarized in Appendix B. In the event that no traffic modeling information is available, the last step is replaced with a simple thresholding of the MI statistic to detect the active user, i.e., for the th user, we have (13) The block diagram of a individual user tracker with matched filter front end is illustrated in Fig. 5 . For the one-shot approach, the HMM state estimator is replaced with a thresholding device.
We should mention that for the HMM state estimate, the minimum error probability state estimate corresponds to setting . That is, the minimum error state estimator always uses the state estimate with the maximum posterior probability. However, in the current context where the HMM state estimate serves as the front end for a multiuser detector, minimum error probability state estimate does not necessarily translate into the best packet reception performance. The reason is that the minimum error probability criterion equally penalizes the two types of error: a miss detection, which is referred to an active user being declared inactive, and a false alarm, when an inactive user is erroneously claimed active. In the following, we show that the effect of a false alarm and a miss detection is different on the effective SNR at the packet receiver when a decorrelating detector is used.
5) Approximate Analysis of the Effect of a Miss Detection and a False Alarm on the Effective SNR:
A miss detection will incur a sure packet loss itself. In addition, the interference of the user undetected in the first stage will impair the reception of other user at the MUD. Here, we quantify the effect of a false alarm and miss detection on the effective SNR when a decorrelating detector is used under some simple assumptions. Suppose the actual user number is and the correlation coeficient is , which is equal for all pairs of users, as we have seen in Section III, and the channel noise variance is . Again, for simplicity, we consider equal power case with being the received amplitude of all users. We will also use Gaussian approximation for the interference incurred by the undetected user.
Assuming correct user detection, we have seen that the effective SNR at the receiver is with as in (6). In the case of a false alarm, users are declared active. Thus, the SNR at receiver is now . The equivalent noise variance is now (14) Next, we quantify the equivalent noise variance when a miss detection happens. Assume for the active users that is correctly detected, whereas the th user is missed; then, the decorrelating detector output, assuming only users are active, is now where without confusion, represent the spreading vector matrix of the users correctly detected, and is the received signal that can be conveniently written as Plugging it into the decorrelating output, we have (15) The noise variance of the last term is easily seen to be . To derive the equivalent variance of interference term using Gaussian approximation, we invoke the equi-correlation assumption and the fact that is a T-matrix 2 with an off-diagonal element being
We can then expand the middle term on the right side of (15) where is vector with all 1s. Therefore, the total noise variance due to a miss detection is now (16) From (14) and (16) , it is easy to see that if (17) then the noise variance with a miss detection is always greater than a false alarm. First, notice that (17) is always true if . Otherwise, if with , the equivalent variance of a miss detection is also greater than a false alarm. For example, with channel SNR being dB and , then as long as the total number of active users is smaller than 7, the SNR loss due to a miss detection is always more severe than a false alarm. Therefore, under the usual channel condistion, the penalty incurred by a miss detection on the equivalent SNR is always more severe than a false alarm when a decorrelating detector is used. Note further that this SNR loss does not take into account the packet loss of the undetected user itself due to the miss detection. This justifies that a threshold other than 1 should be used in (12) to put more stringent control on the probability of miss detection. Since the ultimate performance measure is the packet error probability, ideally, we would want to quantify the effect of a miss detection or false alarm on packet error probability; hence, a cost matrix may be applied to determine the optimal threshold for the user detection schemes. The complexity of the problem, however, prohibits such analysis to be carried out, even under the above-simplified assumptions. Notice that the obtained variance of the above analysis is a nonlinear function of the number of active users in the system. Further, multiple false alarms and/or miss detections, whose effect on the noise variance is even more complicated, can happen together. These, coupled with the fact that the packet error probability is a nonlinear function of bit error rate, which is, in turn, a nonlinear function of the effective SNR, render the analysis impractical. Numerical simulations should be carried out to determine the "best" threshold for the packet detection performance.
V. SIMULATION
In this section, we present some numerical examples to demonstrate the advantage of utilizing the traffic information in the receiver design. The simulation setup is as follows. For each potential user, the state variable is generated according to the following state transition matrix:
If
, the th user will randomly generate a data packet with BPSK modulation at the th slot. Further, we consider the nonpower-control case, but for simplicity, we assume that each user's amplitude is fixed and equally spaced in the log scale in the range of 20 dB. That is, assuming total number of users is and the users are ordered according to their power, then remains constant, and dB. The SNR shown in the plots is the SNR for the user with minimum power. Our emphasis will be on the suboptimal scheme, but we start with a simple example with the optimal HMM tracking front end.
A. Optimal HMM Tracking Approach
In this example, the total number of users is assumed to be 7. Packet length is 4 where the error correction code is able to correct up to 2 bit errors. The spreading vector length is 5. The spreading vectors for different users are obtained using different phases of an -sequence with , i.e., the period is of the -sequence is . Notice that the particular form of the spreading vectors are not as important, but their correlation matrix is more critical on the receiver performance. For Fig. 6 . Decorrelator using true model (solid), HMM tracker with true parameter (dashed), HMM tracker with mismatched parameter (dotted), and the full model (dash-dotted). The channel traffic is generated assuming the mean active time ten slots and mean idle time 100 slots. The total number of users is seven, and the spreading vector's length is 15. this reason, we write down explicitly the correlation matrix of the spreading vectors used in our simulation, shown in the equation at the bottom of the page.
From Fig. 6 , the optimal HMM tracker performs essentially as well as that uses the true model, and both substantially outperform the receiver assuming a full model. Further, we have considered the case where the HMM tracker uses mismatched parameters-the actual state transition probabilities between the two states are 0.1 and 0.01, respectively, but the mismatched tracker assumes both equal to 0.05. It turns out that the performance with parameter mismatch is identical to that using the true parameter (the dotted and dashed line overlap in Fig. 6 ), which is an advantage thanks to the robust property of HMM inference with regard to the mismatch of state transition matrix [20] . In particular, it was found that the state estimate of an HMM is relatively insensitive to the deviation of the state transition matrix to its true value, as long as the overall "shape" of the transition matrix is preserved. That is, the state transitions that are more likely in the true state transition matrix are still the more likely transitions in the mismatched transition matrix.
B. Suboptimal Traffic Tracking
We investigate the performance of the suboptimal user detector with a matched filter front end. In particular, we are interested in the performance divergence between the detector using one-shot UMPI test and the HMM tracker that also utilizes the state estimate from the previous slot. Throughout this section, the packet length is assumed to be 128 bits with error correction capability of correcting up to 8 bit errors. The total number of users is assumed to be 20, whereas the spreading vector's length is 31. Again, the spreading vectors are taken from different phases of an -sequence with . The pairwise correlation coefficients are spaced between 0.4839 to 0.3548 with a bell-shaped histogram.
1) User Detection Performance: In the optimal HMM state tracker, different users' state variables are combined together and user detection is achieved by a single state estimate of a high-dimension HMM. For the suboptimal approach, each individual user is detected separately via a two-state HMM state estimate or, in the absence of traffic information, through a simple thresholding of the UMPI statistic. It is therefore possible to compare user detection performance of the two suboptimal approaches (HMM and one-shot) through their detection probability and false alarm rate by comparing their receiver operating characteristic (ROC) curves. Notice, however, that ROC curves can be only used for binary hypotheses testing, and hence, we will have to concentrate on the detection performance on one of the users in the system, say, the th user, where the user is ordered by their received power. The decision rule for the th user using the two schemes are specified, respectively, in (12) and (13) .
To actually obtain the ROC curve for the th user, a very subtle issue is the simulation setting. Traditional ROC curve is based on the repeated sampling paradigm, where repeated samples of test statistic, whose distribution (or histogram) is dictated by the underlying true hypothesis, are collected. Sticking to this repeated sampling idea, we will have to simulate the result for a particular state (in terms of the set of active users). Therefore, it would not really reflect the true performance of the HMM state tracker, which intends to utilize the channel dynamics, i.e., our prior knowledge of the transitions between different states, to help infer about the current state. Therefore, we modify the traditional ROC idea by adopting an "ergodic" sampling idea. That is, a data sequence is generated according to the specified channel dynamics. The probability of detection and false alarm rate for one particular user is computed by averaging over time, instead of the statistical averaging based on repeated sampling. If the sequence generated is long enough such that all state transitions with nonzero probability will have been visited repeatedly, then the obtained receiver performance will be representative of the true performance in an "ergodic" average (as opposed to statistic average) sense.
We choose, in particular, the first user in our simulation, i.e., the user with the minimum power. The SNR is set at 10 dB. It should be noted that the choice of this particular user is rather arbitrary, and we have observed quite similar performance for all the users in our simulation. Packet sequences are generated for all the users according to the specified state transition matrix. Active user detection is implemented for all the users, yet only the result for the first user is used in plotting the ROC curve. The total number of time duration is 50 000 slots. The false alarm rate and detection probability for the first user is directly computed by counting false alarms among the idle slots and correct Fig. 7 . Clearly, the performance of the HMM state estimator is superior than the one-shot UMPI test. This performance gain is the result of using traffic predictability that is inherently integrated in the hidden Markov modeling. Further, since the impairment on packet detection of a miss detection is much severe than a false alarm, as discussed in Section IV-C, it is desirable to use the operating region with detection probability close to 1. It is easily seen from the ROC curve that in this operating region (where is close to 1), the divergence in terms of false alarm rates between the two detection schemes differ quite dramatically, which explains the significant difference in packet reception performance, as we shall see next.
2) Packets Reception Performance: From the previous section, we know that one should apply a threshold in the user detection that has more stringent control on the miss detections due to its more severe effect on packet reception performance compared with false alarms. Further, we have argued that an explicit cost matrix that aims to minimize the packet error probability for the two types of errors is impossible to obtain, given the complexity of the problem. In the simulation, the threshold is determined by trial-and-error method for both schemes, and the best thresholds found are used to obtain the packet error probability for both approaches.
It is seen from Fig. 8 that the performance difference between one-shot and HMM approaches is quite dramatic. The reason is that the decoupling of the state tracker, as well as the inaccuracy of Gaussian approximation, results in a poor performance of the one-shot approach. This inaccuracy, fortunately, is well compensated in the HMM tracker by the utilization of the state continuity imposed by the channel burstiness. For comparison, we also plotted out the receiver performance using simple matched filter for symbol detection. Clearly, the packet error probability is saturated as SNR increases. The exhibited error floor effect is due to the presence of the multiple access interference, which dominates the performance when SNR is large.
VI. CONCLUSIONS
This paper studies the possibility of utilizing source level traffic predictability in a packet-switching network for the purpose of receiver design. The system considered is the random-access CDMA packet switching networks, and we investigate the implementation of a decorrelating detector. The conventional decorrelating detector that assumes all users are active is shown to perform poorly under typical network traffic conditions. A two-stage MUD is proposed, where the first stage of detecting the set of active users in a packet/CDMA system is investigated in detail.
To take advantage of the traffic predictability in user identification, a first-order Markovian assumption is adopted to describe the traffic burstiness. This reduces the user detection problem to the state estimation problem of a hidden Markov model. Computational concern, however, motivates the development of the suboptimal user tracker with a simple matched filter front end. The idea is to decompose the state tracking into individual user tracking. With the help of traffic predictability, we show that the matched filter-based user tracker can accomplish near-optimal performance compared with a decorrelating detector with perfect user activity information.
APPENDIX A PROOF OF LEMMA 1
Denoting
, the LS solution of model (3) has a covariance matrix of . Now and invoking the inversion lemma for block matrix [19] , we get that the covariance matrix for is the upper left block of , which is precisely in the form of (4).
APPENDIX B RECURSIVE UPDATE OF THE POSTERIOR PROBABILITY FOR AN HMM USING FORWARD VARIABLES
We quickly summarize the procedure to recursively update the a posteriori probability of a state given past and present data, i.e., where . Clearly, can be done by using the expression where is the so-called forward variable, which is defined as
The forward variable can be computed by the following recursion [16] :
where is the state transition matrix for , and is the likelihood function, which is either chi-square distributedor noncentral chi-square distributed-, depending on the current state of . is computed using (9) .
