Epilepsy is a critical brain disorder which can be detected through the signals captured from the brain. Electroencephalography is an efficient method used to capture signals from the brain. K nearest neighbor is one of the simplest methods used for classi fying epilepsy patterns. Classification of the epilepsy signal from normal pattern will be primarily based on features extracted from brain signals. This paper discusses statistical based linear feature extraction methods such as Root Mean Square, Variance and Linear Prediction Coefficient. This paper also focuses influence of decision rules such as consensus and majority rule in the classification of epilepsy data set. Results show better classification with respect to increased k value.
Introduction
Epilepsy is a critical brain disorder which can be detected through the signals captured from the brain. Epilepsy has various stages which include, 'Ictus' refers the seizure and 'ictal' describes the occurrence of seizure period. 'Pre-ictal' and 'post-ictal' represent recording on before and after seizure periods. Inter ictal is the measure which records between two seizures. *J.Satheesh Kumar Email:jsathee@rediffmail.com
The seizure classifications has been standardised by the International League Against Epilepsy (ILAE) 1 . Electroencephalography (EEG) is a non invasive technique which reveals non linear and non stationary characteristics of the signal. EEG signals are recorded with help of electrodes placed on the scalp according to [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] international standards. It is analysed in terms of amplitude of about 10 μv to 100 μv with frequency components of about 1 Hz to 100 Hz from the brain signals. It can be categorized into five frequency bands with varying ranges such as Delta (0 -4 Hz), Theta (4-8 Hz), Alpha (8) (9) (10) (11) (12) (13) , Beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) and Gamma (>30 Hz) 2 . EEG brain signals are non linear in nature where analyzing characteristics features are highly interconnected with particular activity. Hence understanding these characteristic with respect to psychological activities can be analysed through various linear and non linear signal processing methods. Pre-processing is the first phase where artifacts will be removed by preserving observed signal. Feature extraction is the next phase which extracts necessary information for further processing. Classification is the final phase in epilepsy detection system in which accuracy of classification depends on high dimensionality, outliers and small training samples. Machine learning plays an important role in classification to categorize the epilepsy disorders with highest accuracy rates 3 .
K-Nearest Neighbour (KNN) is one of the familiar supervised machine learning algorithms which is having wider applications like classifying relax and non-relax state with higher accuracy 4 . Sulaiman et al proposed stress level classification using Relative Energy Ratio and spectral centroid as features 5 . KNN has been used to classify various emotional states using Auto Regressive features and performs better than Quadratic Discriminant Analysis and Linear Discriminant Analysis 6 .
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2.
Materials and Methods Used
Data Description
EEG signals used for this study were acquired from University of Bonn. It has five groups of datasets (Z, O, N, F and S) contains normal and epileptic activity. Group Z and O were recorded using surface electrodes with eyes open and closed state respectively. Group N, F and S were acquired from EEG archive at pre surgical diagnosis. Group N was suffered with hippocampal formation in the opposite hemisphere of the brain where group F was measured from epileptogenic zone. Both groups N and F contains only seizure free intervals and group S contains only seizure activity 7 .
All datasets were recorded using 128 amplifier systems with average common reference montage. Band pass filter were set at the range of 0.53 Hz -60 Hz. Each dataset contain 100 single channel segments with the period of 23.6 seconds each. These dataset contains 100 files and each consists of 4097 continuous EEG samples. Signals were taken from continuous multichannel recording after visual inspection for artifacts.
The structure of the epilepsy detection system is shown in Fig.1 . Datasets were preprocessed using low pass filter to cut off high frequencies. Each segment has been decomposed using Discrete Wavelet Transform. Daubechies (DB4) fourth order has been applied to decompose the signals into five frequency sub bands such as Gamma, Beta, Alpha, Theta and Delta.
Feature Extraction
Feature Extraction plays an important role to extract useful information from the non stationary signal. This paper finds influence of statistical features on EEG signal analysis. Linear measures such as Root Mean Square (RMS), Variance and Linear Prediction Coefficient have been implemented in this study. 
Root Mean Square
Root Mean Square is one of the time series statistical measures also referred as quadratic mean measure. It depends on the shape of the waveform which is independent of frequency. It reveals more information about the amplitude variation of the signal. It can be calculated by taking the square root of the mean by squaring the signals 8 
where, 'y' is the amplitude values of EEG signal and 'j' specifies number of samples.
Variance
Variance is the average power of the time series signal. A signal with large variance will have high power. The values are zero which indicates all the values are identical and high value specifies that the values are far from the mean.
where, 'y(t)' is the variance of the time series EEG signal.
Linear Prediction Coefficient
Linear predictor coefficient (LPC) method was derived from Levinson-Durbins recursive algorithm which helps to remove redundant patterns of the signal 9 . This method predicts the data ( ( ( ( ( ( ( ( using linear combination of previous values y(n-m). Linear prediction has been given by, the test data according to the 'k' closest points from the testing data using distance function. For binary classification, the value of 'k' must be chosen to be odd in order to avoid misclassification. Distance functions such as Euclidean, Mahalanobis, Correlation, Spearman, Hamming, Cityblock, Hamming and Jaccard have been used for classification. It also uses exhaustive search method to calculate the distance from each of the training point and ranks them in ascending order which returns the k points with smallest distance 10, 11, 12, 13 . The default distance metrics is Euclidean distance. The distance between two values x i and x j can be defined as,
Classification using KNN Classifier
The general structure of kNN classifier is shown in Fig. 2 . 
Role of Consensus and Majority rule in EEG
KNN algorithm constitutes two main decision rules such as majority rule and consensus. The default category is majority decision rule with tie broken at random cases. Each data is categorized as either positive or negative class based on its nearest neighbor. A deviation in majority vote is to weight the vote according to the distance between training and testing data particular class gets voting at a moment. Test data is classified to the class which is having maximum number of votes. Consensus can assign classes only if all the nearest neighbors are from the same class otherwise it won't assign to any class 14 .
In this study, consensus works well for categorizing the epilepsy from normal signals. The value of 'k' plays an important role for reaching high performance.
Experimental Results
In this study, sensitivity, specificity and accuracy have been calculated as shown in table 1 for epilepsy detection from normal dataset. 100 segments from set O and from set S were used for analysis. Among 200 segments, 60% were used for training and rest 40% for testing. The performance can be calculated with the values of sensitivity, specificity and accuracy. Sensitivity refers to the number of correctly classified class divided by number of actual positive class. Specificity deals with number of correctly classified negative divided by number of actual negative classes.
For RMS feature, consensus works well for epilepsy disorder detection. By increasing the number of neighbours through 'k' value at random interval leads 100% sensitivity, specificity and accuracy for Delta subband and Gamma subband as shown in Table. Feature Extraction using variance method can also perform well for categorizing normal and epileptic dataset. For the value of 'k' as '5' which produce 100% results for sensitivity, specificity and accuracy through consensus decision rule for gamma subband. While increasing the 'k' value by '15', both gamma and delta subband produce 100% result in sensitivity, specificity and accuracy as shown in Table. 2. Linear prediction coefficient is another linear measure which produce better results through consensus decision rule comparable than majority rule. By increasing the 'k' value to 21, all the five subbands produced 100% sensitivity, specificity and accuracy as shown in Table. 3. 
Conclusion
This paper discusses influence of statistical features in EEG signal analysis. Knn is one of the simplest classifier where the accuracy of classifier is primarily based on selection of optimum 'k' value. Linear methods can produce good classification results for segregating normal signal from epilepsy signals. Selection of 'consensus' instead of majority rule is playing good role in some specific applications. This paper explains role of Knn with consensus helps to detect epilepsy disorder from normal brain signals.
