Abstract-In this paper, we propose a novel motion representation and apply it to abnormality detection and behavior recognition. At first, pointwise correspondences for the foreground in two consecutive video frames are established by performing a salientregion-based pointwise matching algorithm. Then, based on the established pointwise correspondences, a pointwise motion image (PMI) for each frame is built up to represent the motion status of the foreground. The PMI is more suitable for video analysis as it encapsulates a variety of motion information such as pointwise motion speed, pointwise motion orientation, pointwise motion duration, as well as the global shape of the foreground. In addition, it represents all of these pieces of information by a color image in the HSV space, by which many popular techniques in the image processing field can be straightforwardly adopted. By combining the PMI and AdaBoost, a method for abnormality detection and behavior recognition is proposed. The proposed method is shown to possess a high discriminative ability and is capable of dealing with local motion, global motion, and similar motions with different speeds. Experiments including a comparison with two existing methods demonstrate the effectiveness of the proposed representation in abnormality detection and behavior recognition.
several quadratic curves, and six invariants from each quadratic curve are computed to construct a feature vector. However, the motion trajectory only carries global motion information, i.e., the motion status of the whole foreground, and it does not contain shape or local motion information, i.e., the motion status of each local area (even each pixel) of the foreground, but these two pieces of information are also useful for behavior recognition.
Another traditional method of motion representation is spatio-temporal silhouettes [2] , [4] , [23] , [25] . Bobick and Davis [4] proposed motion-energy image (MEI) and motion-history image (MHI) representations for the recognition of human movements, and these representations contain both shape and global motion information. Blank et al. [2] used properties of the solution to the Poisson equation to extract spatio-temporal features for human action recognition. Yilmaz and Shah [25] used spatio-temporal action volumes for action recognition. In [23] , an associated sequence of human silhouettes was converted into two types of representations, average motion energy (AME), and mean motion shape (MMS).
In [26] , Zhong et al. classified spatial histogram feature vectors into prototypes and then detected unusual activities by finding spatially isolated clusters, where some useful local motion information could be lost in their spatial histogram features. Boiman and Irani [5] proposed a probabilistic graphical model using ensembles of spatio-temporal patches to detect irregular behaviors in videos. Xiang and Gong [24] used 7-D feature vectors from a blob of a scene-event to perform behavior profiling and abnormality detection. These 7-D feature vectors can only appropriately describe the gross information of movements. In [6] , Cuntoor and Chellappa proposed an epitomic representation for modeling human activities, using kinematics of objects within short-time interval. Optical flow was used as a spatio-temporal descriptor for action recognition in [8] .
From the above discussions, we can see that a crucial issue in motion representation is what features should be used to facilitate subsequent operations such as abnormality detection and behavior recognition. To this end, global motion information and shape information seem rather insufficient. In order to discriminate behaviors with local motion differences, local motion information should also be considered. In addition, motion duration, i.e., temporal information, is also quite helpful for discriminating similar behaviors with different speeds.
Hence, we think a good representation should include global motion, local motion, motion duration, and shape information, from which more discriminative features could be extracted for further motion analysis. It seems possible to get such a representation by processing pointwise motion status of the foreground pixels, which are extracted by performing pointwise correspondences between consecutive frames. However in most cases, it is difficult to perform the pointwise correspondences due to the fact that nonrigid objects may be deformed and that the existing matching algorithms are mostly suitable for sparse corner points [11] or other keypoints [16] . Although the classical optical flow methods including the Lucas-Kanade method [17] try to find the pointwise correspondences, they usually cannot deal with large motion (a rapid move across frames). In addition, when the pointwise correspondences of the foreground pixels are obtained, if they were used directly as a motion representation, such a representation could not have provided more representative information as shown in the experiments.
Motivated by the above discussions, we propose a novel representation called pointwise motion image (PMI), which is a color image in the HSV color space, where the color components of each pixel represent the pointwise motion speed, pointwise motion orientation and pointwise motion duration respectively.
The PMI representation has the following characteristics.
1) The PMI is under the form of a "color image," which contains abundant motion information and temporal information. Being an image, many popular image and video processing techniques can be conveniently adopted to operate on the PMI, then many discriminative features can be extracted.
2) The PMI representation can be applied to various problems in the field of video analysis and motion analysis.
In this study, we show that a method combining the PMI and AdaBoost is quite robust and effective for behavior recognition and abnormality detection, different behaviors and actions, particularly similar actions with different speeds such as running and jogging, can be discriminated effectively. The remainder of this work is organized as follows. Section II presents the salient-region-based pointwise matching algorithm as well as the PMI construction. A method combining the PMI and AdaBoost is elaborated for abnormality detection and behavior recognition in Section III. Experiments including a comparison with two existing representations and some discussions are reported in Section IV and followed by some concluding remarks in Section V.
II. MOTION REPRESENTATION FROM POINTWISE CORRESPONDENCES
Here, we give a novel motion representation for moving objects. The representation contains the motion status of every image point on the foreground and thus fully utilizes both local and global motion information. At first, a salient-region-based pointwise matching algorithm is proposed to establish approximate pointwise correspondences for the foregrounds between consecutive frames, which consists of three steps.
Step 1) For every foreground point, a salient region in the current frame and its associated salient region in the preceding frame are constructed. Step 2) The features of these salient regions and associated salient regions are extracted.
Step 3) A cost function is constructed with the extracted features and minimized to establish approximate pointwise correspondences. Then, with the obtained pointwise correspondences, a motion representation called PMI, which is under the form of a color image in the HSV space, is proposed to represent pointwise motion status. The whole process is shown in Fig. 1 , and the details of these steps are presented in the following subsections.
A. Salient Region and Its Associated Salient Region Construction
Gilles [10] and Kadir and Brady [13] applied an informationtheoretic criterion to define salient regions for image registration and object recognition. In their works, salient regions centered at each foreground pixel were identified, and only a small number of them revealed some good discriminative ability, while the majority of them were not quite useful for extracting discriminative features. Here, we define and detect both a new salient region for each foreground pixel in the current video frame and its associated salient region at the same position in the preceding video frame. The considered pixels are only from the foreground, so the motion information is contained in such constructed salient regions and associated regions.
The adaptive Gaussian mixture model [22] is used to detect foreground pixels in this work. Then, the construction of salient regions and associated salient regions is performed as follows.
Let be a point on the detected foreground in the frame . A local foreground region within a circular neighborhood of with is denoted as , where is called the scale of . Similarly, in the frame , a region at the same location with scale is defined. In order to extract more effective features for point matching, a multiscale approach is generally preferred. In this work, the entropy is used as the saliency measure to determine the appropriate scales for a salient region and its associated salient region. More specifically, given a local region and its intensity descriptor which takes on values , the entropy of the intensity descriptor is defined as (1) where is the probability of the descriptor taking the value in . Here, the descriptor ranges from 0 to 255, hence the maximum value of is 8 and its minimum value is 0. Then our saliency measure is defined as (2) where is the entropy of the intensity histogram of , is the joint entropy of the intensity histogram of , and , is a constant weight. By varying the radii and of the circular neighborhoods (in this work, the varying range is from 2 to 13 pixels), the measure (2) attains a maximum value at some , and this value is called the salient measure of . The corresponding scaled region in the frame is defined as the salient region of , denoted as , and the corresponding scale is denoted as . Then, the corresponding scaled region in the frame is called the associated salient region of , denoted as , and the corresponding scale is denoted as . Later on, and always mean the salient region and the associated salient region of . For each foreground point in the frame , a salient region pair is obtained. Fig. 2 is a salient region pair. The first frame is not considered.
B. Feature Extraction
Usually, the salient regions and the associated salient regions are small and their contours are sensitive to noise, so contour information is not considered at this stage. We are going to only extract gray and texture information from the salient regions and the associated salient regions.
A gray histogram of the union set with 32 bins is computed as a gray feature vector, where 32 is a tradeoff of accuracy and computational load. This extracted gray feature vector is denoted as .
Gabor features are used as the texture features due to their desirable characteristics of spatial locality and orientation selectivity [15] , [18] . A 2-D Gabor wavelet can be expressed as (3) where , is the norm of , and the wave vector is defined as where , , is the maximum frequency, and is the spacing factor [14] . Here, we use eight orientations and five different scales , and the parameter setting is and . Given an image , its Gabor wavelet transform is (4) where " " denotes the convolution operator. For each foreground point in the frame , the texture feature vector on its salient region is constructed based on the , the mean value and the standard deviation of the magnitude of the transformed coefficients as (5) where and is the area of the salient region . Similarly, for each foreground point in the frame , the texture feature vector on its associated salient region is obtained.
The texture feature vector at each foreground point in the frame is a concatenation of and as .
C. Pointwise Matching by Minimizing a Cost Function
In order to search for the pointwise correspondences of the foreground object between two consecutive frames, the extracted feature vectors in Section II-B are used by minimizing a cost function. The cost function is based on the following two observations:
(ob1) the gray and texture in the local neighborhood at each foreground point does not change much between two consecutive frames; (ob2) the scales of the salient region and the associated salient region change slightly between two consecutive frames. Then, the cost function in the frame is defined as (6) where is the foreground region in the frame and (7) and is a point in the frame within a rectangular neighborhood of as
where is a positive constant. In (6) , is the summation of the cost functions of all of the foreground pixels. In (7), is the weighted sum of three terms computed by (10)-(12) derived from the (ob1). and in (8) and (9) derived from the (ob2), are the weights to balance the relative strengths of these three terms. The "1" is added into (8) and (9) to ensure both the two weights nonzero, otherwise two points which are actually not matched but have the same scale of their salient regions or associated regions will minimize , which may result in false matching.
It can be seen that for one point in the current frame and its potential corresponding point in the next frame, from the observations (ob1) and (ob2), its should be minimized. Then, for all pairs of potential corresponding points, the function should be minimized. Thus, for each foreground point in the frame , we search a foreground point in the frame . The that minimizes of (7) is considered as the corresponding point of . We repeat the process for all of the foreground points and finally obtain approximate pointwise correspondences between the foregrounds of the frame and . The whole minimization then is equivalent to minimizing the cost function of (6). Remark: If only the salient region computed from a single frame is used to perform matching, it is hard to seek correct correspondences of all of the foreground points due to the lack of representative features. Here, a region pair in the two consecutive frames is used for setting local scales as well as searching the correspondences of foreground points, as the region pair has more gray and texture information than a single region. In addition, in the proposed matching algorithm, it is not expected that all the computed pointwise correspondences are accurate enough, which is why we term our correspondences as approximate correspondences here.
D. Construction of Pointwise Motion Images
It is desirable to have a motion representation that contains a variety of pieces of useful information such as motion duration, speed, orientation, and the shape of foreground. The obtained pointwise correspondences of foreground points between two consecutive frames in Section II-C just can be used to construct such a motion representation.
For a foreground point at time , its motion status is represented by (13) where is the corresponding point of in the frame , is the image horizontal axis, is the time duration of a moving foreground, is the foreground region in the frame , is the orientation defined by the included angle between the vector and , is the speed computed by the distance from to normalized by the maximum distance, and records the relative time of the current frame.
There By such assignments, all of the motion information made up of pointwise motion statuses in a frame is represented by a color image in the HSV space. This color image is called PMI in this study. Different frames give different PMIs. The color information of a point in a PMI describes the motion duration, motion speed, and motion orientation of this point. All the color points in a PMI constitute the same shape as the original foreground. Therefore, the global shape of the foreground, motion information of every foreground point, and temporal information are completely represented in a PMI.
Then, the obtained PMIs from all frames are refined further by image filtering so that some unreliable point correspondences are corrected. Some examples of the PMIs are shown in Fig. 7 .
Here are some reasons why we prefer to use the PMI rather than to use pointwise information directly as a motion representation.
1) Although motion information of each point is useful and important for many further operations on the raw video data, it is really hard to extract an effective feature vector directly from the obtained motion information of each point. The PMI represents all these motion information as a color image, therefore, many popular image and video processing techniques, such as image enhancement, image filtering, and regional descriptor, can be applied to improving the PMI representation and facilitating feature extraction, and many effective image-proper features, such as texture and color, can be adopted to describe the motion status of the foreground. 2) The PMI representation, which contains motion information of each point, global shape information, and the relative time of the current frame, is more effective for feature handling later on when we deal with classification problems in abnormality detection and behavior recognition.
3) The PMI gives a more intuitive motion status, and is quite helpful for potential human intervention or human assisted motion analysis. For example, a homogeneous color region indicates a smooth motion, in contrast, if the color distribution is disorderly and unsystematic in a local area, it indicates that some of the pointwise correspondences in this area may be unreliable, and special care should be paid to such areas. Besides, here are some reasons why the HSV color space is used in this work rather than other color spaces.
1) The scope [0, 360) of , the scope [0, 1] of , and the scope [0, 1] of are respectively coincident with those of the hue, the saturation, and the value in the HSV color model.
2) The correlations among the components in the HSV space are smaller than those in other color spaces. 3) Most importantly, as shown in the experiments, we found in the HSV space that the PMI manifests a better discriminative ability.
III. PMI-BASED APPLICATIONS
Being an effective motion representation, the PMI could be used in various fields such as visual surveillance and video analysis. Here, a method combining the PMI and Adaboost is presented for abnormality detection and behavior recognition. The flowchart of the method is shown in Fig. 3 .
A. PMI-Based Feature Extraction and Classifier Training
As analyzed in Section II, since a PMI is a color image in the HSV space, many image related features can be extracted from it. Here, for each PMI, color, texture, and shape are used to constitute a feature vector .
The color histogram over the foreground region is computed as the color feature, while the local binary pattern (LBP) histogram [19] is used for the texture feature. An illustrative example is shown in Fig. 4 for the LBP construction. Given a pixel and its 8-pixel neighborhood, at first, the gray level of this point is used as the threshold to binarize its neighborhood as shown in Fig. 4(b) . Then, this binary pattern is multiplied in a pixel-wide manner with a predefined binomial weight pattern [shown in Fig. 4(c) ] to produce a pattern as shown in Fig. 4(d) . Finally, the LBP number is obtained by summing up the numbers in Fig. 4(d) .
Moreover, the shape descriptor is defined simply as follows. For each frame, points on the silhouette are evenly sampled, then the distances between the centroid of the foreground and each sample point on the silhouette are computed as shown in Fig. 5 . These computed distances are normalized by the maximum distance, and the shape descriptor vector is composed of these normalized distances. Hence, the shape descriptor is invariant to translation and scale change. In addition, we experimentally found when changes from 50 to 80, the recognition rate barely changed, hence empirically speaking, the shape descriptor is not sensitive to the sampling rate also. In all our experiments, is set to 60.
Finally, the feature vector extracted from a PMI is the concatenation of these three types of features. Both abnormality detection and behavior recognition can be considered as a classification problem. Based on the feature vectors extracted from the PMIs, a strong classifier is constructed by AdaBoost [9] . More specifically, stumps, i.e., one-level decision trees, are used as the weak classifiers, and the learnt strong classifier is a linear combination of a series of weak classifiers. Finally, the classification decision is simply the sign of .
B. Abnormality Detection
Abnormality detection is considered as a two-category classification problem.
In the training stage, the PMI sequences representing normal behaviors are selected as positive samples.
In the testing stage, for an input video sequence, we take different video subsequence from the th frame to the th frame ( , and is a threshold). Then, the corresponding PMIs and feature vectors of are constructed orderly. With these , a score is computed as (15) where is signum function. If the is smaller than a preset threshold , the video sequence is regarded as an abnormality.
C. Behavior Recognition
Behavior recognition is considered as a multicategory classification problem. Assume that there are normal behavior patterns. In the training stage, each kind of these normal behavior patterns is selected as a kind of positive samples. From each kind of the positive samples, we obtain a strong classifier . In the testing stage for an input video sequence , we construct its PMIs, then its feature vectors. With the feature vectors and the learnt classifiers , we compute the corresponding for by (15) . By taking (16) i.e., by taking the index of the strong classifier whose is the maximum value of , the input is regarded as the th behavior pattern.
IV. EXPERIMENTS
We use three databases, the walking behavior database, the action database and the KTH database [20] , to test the proposed method. The walking behavior database and the action database are recorded by us, where the foreground moves entirely for some sequences but partially for other sequences. Fig. 6 shows some examples of these three databases.
A. With the Walking Behavior Database
The database contains six kinds of walking behaviors in an office scene (walking from the side-door to the computer, from the computer to the side-door, from the computer to the printer, from the printer to the computer, from the side-door to the printer, and from the printer to the side-door), each one of which is performed by four different people 25 different times. These video sequences are captured by a digital camcorder and then are converted to 300 240 BMP files. In total, we have 600 video sequences. For each run, the videos of three people are used for training, and the remaining videos are used for the testing of behavior recognition. The reported result for behavior recognition is the average of four runs. In addition, a long video sequence of about one and a half hours is recorded for the testing of abnormality detection. This long video contains not only 620 defined normal behaviors but also 204 abnormal behaviors such as jumping, running, and other behaviors.
For the video sequences in the database, the PMIs are constructed by pointwise matching. Then alpha-trimmed mean filter is performed on the PMIs to improve the correspondence reliability. The filtered PMIs of the behavior sequence in Fig. 6(a) are shown in Fig. 7(a) . Since a PMI is a color image, the feature vector consisting of three popular types of image features, color histogram, the LBP descriptor and the shape descriptor, is extracted easily from a PMI.
Abnormality Detection: Based on the extracted feature vector , the AdaBoost algorithm is used to construct a strong classifier. Then, the method of Section III-B is applied to the input long video, and the true positive rate and the false positive rate are computed. The true positive rates and the false positive rates by varying the threshold (for definition, see Section III-B) are recorded by a receiver operating characteristic (ROC) curve as shown in Fig. 8(a) . It is seen that the curve increases fast at first, and the true positive rate attains 0.9 when the false positive rate is at a small value of about 0.027, which shows that our method can achieve high abnormality detection rate and low false positive rate simultaneously.
Behavior Recognition: The behavior recognition is considered as a multicategory classification problem. From the training data, we obtain the corresponding strong classifiers. Then, the method of Section III-C is applied to the test data. The average recognition rate is 89.3% as shown in the last row of Table I . In addition, two existing methods, the AME-based method [23] and the MHI-based method [3] , are also tested with the same data. AME is an image where the pixel-wise intensity is the mean intensity of the pixels at the same location in a sequence of binary foreground silhouettes, and MHI is a scalar-valued image where pixel intensity is a function of the temporal history of motion. In our implementation, the parameter setting in MHI is:
, , and (with this setting, the best result is obtained for the MHI-based method in our experiment). The recognition rates of the two methods are 78.7% and 83.3% as shown in Table I .
In addition, in order to examine the effects of the extracted features from the PMIs, single features and their different combinations (single shape descriptor, single HSV histogram, single LBP, HSV histogram + Shape descriptor, LBP + Shape descriptor, LBP + HSV histogram) are tested for behavior recognition, the corresponding recognition rates are shown from the fourth row to the ninth row in Table I .
Moreover, in order to illustrate the rationality of choosing the HSV color space rather than other color spaces to construct the PMIs, we also convert the motion information of each point into a color image in other three color spaces, the RGB space, the YIQ space and the YCbCr space, respectively, then extract the corresponding features for recognizing different behaviors. The recognition rates on the walking database are shown in the second column of Table II , and the results show that the HSV space performs the best.
B. With the Action Database
The data used in this experiment contain eight different kinds of actions (standing-sitting, waving left hand, waving two hands, tilting head, kicking left foot, kicking right foot, clapping, and boxing), and each action is performed by eight different people 15 different times. We have 960 action sequences in total and then they are converted into 160 120 BMP files. For each run, we arbitrarily select the sequences of four people for training, and the remaining sequences are used for the testing of action recognition. The reported result for action recognition is the average of ten runs, and the constructed PMIs of the action sequences in Fig. 6(b) are shown in Fig. 7(b) . In addition, a long video sequence containing 80 abnormal actions and 240 normal actions is recorded for the testing of abnormality detection.
We apply the method of Section III-B to the long video. The ROC curve is shown in Fig. 8(b) . It is seen that the curve increases at first, and the true positive rates attains 0.9 when the false positive rates is at a small value of about 0.029, which also shows that our method can achieve high abnormality detection rate and low false positive rate simultaneously.
By applying the method of Section III-C to the testing data of action recognition, the average recognition rate of the proposed PMI-based method is 90.6%, while the recognition rate of AME and MHI is 81.0% and 80.8% respectively, and the results with different combinations of the extracted features from the constructed PMIs are shown in the fourth column of Table I . In addition, the recognition rates corresponding to different color spaces are shown in the third column of Table II . The confusion matrix of action recognition by the proposed method is computed and shown in Table III . The confusion values are small, indicating that the proposed method can classify actions effectively.
C. With the KTH Database
The KTH database [20] contains six kinds of actions (walking, jogging, running, hand waving, clapping, and boxing) performed several times by 25 people. It contains 598 sequences, and the spatial resolution is 160 120 pixels. In this database, walking, jogging and running are three kinds of similar actions with different speeds. For each run, we select the sequences of 12 people for training, and the rest sequences are for action recognition testing. The reported result is the average of 10 runs. The constructed PMIs of the action sequences in Fig. 6 (c) are shown in Fig. 7(c) .
The average recognition rate of the proposed PMI-based method is 84.8%, while the recognition rate of the AME-based method and the MHI-based method is 69.4% and 75.8% respectively, and the results with different combinations of the extracted features from the constructed PMIs are shown in the fifth column of Table I. It is seen that when only the shape information is used, the method has a poor performance on classifying the actions in this database. A single color or single texture feature cannot classify these actions effectively either. When two of these extracted features are combined, the corresponding recognition rate is increased. The PMI-based method combining the three kinds of features outperforms all other combinations, and can discriminate similar actions with different speeds more effectively.
In addition, the recognition rates corresponding to different color spaces on the KTH database are shown in the fourth column of Table II , and the results show that the HSV space performs the best.
D. Observations and Discussions
Here are some points from our experiments.
1) The experiments on the three databases show that the proposed PMI-based method has a higher ability to handle global motion, local motion, and similar motions, and can be used effectively for abnormality detection and behavior recognition. This is chiefly due to the fact that the PMI representation contains different pieces of motion information, including pointwise motion time, pointwise motion speed, pointwise motion orientation, and the global shape of the foreground. Moreover, the PMI is a color image where popular image processing techniques and image features can be adopted and extracted conveniently, therefore it can also be applied to other applications, for example, human-assisted motion analysis and human assisted behavior modeling. 2) From Table I , it can be seen that the performance using only a single feature, such as color (i.e., pure motion information of each point), shape or texture feature, is poor, which indicates that a single feature is inadequate for behavior and action recognition. In contrast, feature combinations perform better. In addition, the proposed PMIbased method outperforms the AME-based method and the MHI-based method. The possible reasons could be that the AME-based method lacks temporal information and is hard to discriminate similar behaviors with different performing speeds like running and jogging, and the MHIbased method used seven Hu moments, and those global features lack effective local discriminability. For the proposed PMI representation, unreliable pointwise correspondences are rectified by alpha-trimmed mean filtering on the PMI, and more effective features such as LBP texture and color histogram are used, so it gives a better recognition rate.
3) The PMIs in the HSV space performs better than those in other color spaces. The possible reasons could be that the correlations among the three components , , in the HSV space are smaller. However, the correlations among the components in other color spaces are usually bigger, which bring adverse effects. A novel motion representation is proposed and applied to abnormality detection and behavior recognition. Our major contributions include the following.
1) A salient-region-based pointwise matching algorithm is proposed to establish approximate pointwise correspondences of foregrounds. 2) A PMI is introduced for motion representation, which includes a variety of motion information of each point such as motion speed, orientation and duration, and also preserves the shape of motion foreground simultaneously. Hence, the PMI representation contains not only the local motion information of every foreground point but also the global motion information and shape information of the foreground. In addition, since the PMI representation is under the form of a color image, many popular image and video processing techniques can be adopted to extracted more effective features. 3) With the PMI representation, a method for abnormality detection and behavior recognition under the AdaBoost paradigm is presented. The method is shown to be able to achieve high detection and recognition rates, and is capable of dealing with global motion, local motion, and similar motions with different speeds successfully. Finally, we would also point out that, though the PMI representation processes the above listed properties, it is view-dependent and cannot handle video sequences with varying frame rate at its present form. In the future, how to extend the PMI representation to varying frame rate and how to use the PMI representation to segment videos will be investigated.
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