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a b s t r a c t
In this paper we develop an efficient numerical method for the finite element model
updating of damped gyroscopic systems. This model updating of damped gyroscopic
systems is proposed to incorporate themeasuredmodal data into the finite elementmodel
to produce an adjusted finite element model on the damping and gyroscopic matrices that
closely match the experimental modal data.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The natural model for the vibrating systems, arising in a wide range of applications, especially in the design and analysis
of vibrating structures, such as buildings, bridges, highways, airplanes, etc., is distributed parameter systems. Although it is
desirable to solve a vibration problem in its ownnatural distributed parameter settings, very often in practice, due to the lack
of appropriate computational methods to handle a distributed parameter system directly, it is first discretized to a matrix
second-order model (referred to as analytical model) using techniques of finite elements and then an approximate solution
is obtained from the solution of the problem in the analytical model. A matrix second-order model of the free motion of a
vibrating system is a system of differential equations of the form
Max¨(t)+ (Da + Ga)x˙(t)+ Kax(t) = 0, (1.1)
whereMa,Da,Ga, Ka are respectively analytical mass, damping, gyroscopic and stiffness matrices. The system represented
by (1.1) is called damped gyroscopic system. The gyroscopic matrix Ga is always skew-symmetric and, in many practical
applications, the mass matrix Ma is symmetric and positive definite, Ka is symmetric positive semi-definite, and Da is
symmetric. If the gyroscopic force is not present, that is, Ga = 0, then the system is called non-gyroscopic.
It is well-known that all solutions of the differential equation of (1.1) can be obtained via the algebraic equation
(λ2Ma + λ(Da + Ga)+ Ka)x = 0. (1.2)
Complex numbers λ and nonzero complex vectors x for which this relation holds are, respectively, the eigenvalues and
eigenvectors of the system. It is known that the equation of (1.2) has 2n finite eigenvalues over the complex field, provided
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that the leading matrix coefficient Ma is nonsingular. Note that the bearing of the system (1.1) usually can be interpreted
via the eigenvalues and eigenvectors of system (1.2). Because of this connection, a lot of efforts have been devoted to (1.2)
in the literature. Many applications, properties and numerical methods for the gyroscopic system can be seen in [1–7].
Finite element model updating, at its most ambitious, is used to correct inaccurate analytical models by measured data,
such as natural frequencies, damping ratios, mode shapes and frequency response function, etc., which can usually be
obtained by physical vibration tests. The need to solve the finite element model updating problem arises from the fact
that very often natural frequencies and mode shapes (eigenvalues and eigenvectors) of a finite element model described by
(1.1) do notmatch verywell with experimentallymeasured frequencies andmode shapes obtained from a real-life vibrating
structure. Thus, a vibration engineer needs to update the analytical model so that inaccurate modeling assumptions can be
corrected in the original finite element model and the updated model then can be used in future design and analysis with
confidence. Because of its immense practical importance, finite element model updating problem has been well-studied
in the past twenty years, Baruch [8,9], Berman [10,11], Wei [12–14] and Friswell [15] considered variant aspects of finite
element model updating by using measured data. In view of an analytical model (1.1) for structure dynamics, the mass
and stiffness are, in general, clearly defined by physical parameters. However, the effect of damping and Coriolis forces
on structural dynamic systems is not well understood because it is a purely dynamical property that cannot be measured
statically. Therefore, the corrections of damping and gyroscopic matrices are very important. The problem of updating
damping and gyroscopic matrices simultaneously can be mathematically formulated as follows.
Problem 1. Given a pair of matrices (Λ, X) in the form
Λ = diag{λ1, λ2, . . . , λ2l−1, λ2l, λ2l+1, . . . , λp} ∈ Cp×p (1.3)
and
X = [x1, x2, . . . , x2l−1, x2l, x2l+1, . . . , xp] ∈ Cn×p, (1.4)
where Λ and X are closed under complex conjugation in the sense that λ2j = λ¯2j−1 ∈ C, x2j = x¯2j−1 ∈ Cn for j = 1, . . . , l,
and λk ∈ R, xk ∈ Rn for k = 2l+ 1, . . . , p. Find real-valued symmetric matrix D and real-valued skew-symmetric matrix G
that satisfy the equation
MaXΛ2 + (D+ G)XΛ+ KaX = 0. (1.5)
In other words, each pair (λt , xt), t = 1, . . . , p, is an eigenpair of the quadratic pencil
Q (λ) := λ2Ma + λ(D+ G)+ Ka.
Problem 2. Given Da,Ga. Find (Dˆ, Gˆ) ∈ ϕ(D,G) such that
‖Dˆ− Da‖2 + ‖Gˆ− Ga‖2 = min
(D,G)∈ϕ(D,G)
(‖D− Da‖2 + ‖G− Ga‖2), (1.6)
where ϕ(D,G) is the solution set of Problem 1.
The goal of this paper is to derive the necessary and sufficient condition on the spectral information under which the
Problem 1 is solvable, and give the representation of the solution set of Problem 1. In Section 3 we prove that the Problem 2
is uniquely solvable, and the expression of the unique solution (Dˆ, Gˆ) is given. Finally, in Section 4, a numerical algorithm
to acquire the optimal approximation solution under the Frobenius norm sense is described and a numerical example is
provided.
In this paper we shall adopt the following notation. Cm×n,Rm×n denote the set of all m × n complex and real matrices,
respectively. Capital letters A, B, C, . . . denote matrices, lower case letters denote column vectors, Greek letters denote
scalars, α¯ denotes the conjugate of the complex number α, AT denotes the transpose of the matrix A, In denotes the n × n
identity matrix, ‖ · ‖ stands for the matrix Frobenius norm. We write A ≥ 0 if A is a real symmetric positive semi-definite
matrix. For anm× n real matrix A, the Moore–Penrose inverse A+ of A is the unique n×mmatrix X satisfying the following
four Penrose equations:
AXA = A, XAX = X, AX = (AX)T, XA = (XA)T.
The following simple facts then follow from the definition of Moore–Penrose inverse, which are useful in this paper. See, for
example, [16] or [17] for more details.
If A ∈ Rm×n, then
(A+)+ = A;
(A+)T = (AT)+;
A+AAT = AT = ATAA+;
(ATA)+ = A+(AT)+;
A+ = (ATA)+AT = AT(AAT)+.
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2. Solving Problem 1
Let αi = Re(λi) (the real part of the complex number λi), βi = Im (λi) (the imaginary part of the complex number λi),
yi = Re(xi), zi = Im (xi) for i = 1, 3, . . . , 2l− 1. Define
Λ˜ = diag
{[
α1 β1
−β1 α1
]
, . . . ,
[
α2l−1 β2l−1
−β2l−1 α2l−1
]
, λ2l+1, . . . , λp
}
∈ Rp×p, (2.1)
X˜ = [y1, z1, . . . , y2l−1, z2l−1, x2l+1, . . . , xp] ∈ Rn×p, (2.2)
and
C = D+ G.
Then the equation of (1.5) can be written equivalently as
MaX˜Λ˜2 + CX˜Λ˜+ KaX˜ = 0 (2.3)
and the relations of C,D and G are
D = 1
2
(C + CT), G = 1
2
(C − CT). (2.4)
To solve the equation of (2.3), we introduce two lemmas.
Lemma 2.1 ([16]). If A ∈ Rm×l, F ∈ Rq×l then ZA = F has a solution Z ∈ Rq×m if and only if FA+A = F . In this case, the general
solution of the equation can be described as Z = FA+ + L(Im − AA+), where L ∈ Rq×m is an arbitrary matrix.
Lemma 2.2 ([18,19]). Let A ∈ Rm×m, B ∈ Rm×l, then
ZBT + BZT = A (2.5)
has a solution Z ∈ Rm×l if and only if
A = AT, (Im − BB+)A(Im − BB+) = 0. (2.6)
When the condition (2.6) is satisfied, a particular solution of (2.5) is
Z0 = 12A(B
+)T + 1
2
(Im − BB+)A(B+)T
and the general solution of (2.5) can be expressed as
Z = Z0 + 2V − VB+B− BV T(B+)T − (Im − BB+)VB+B,
where V ∈ Rm×l is an arbitrary matrix.
By Lemma 2.1, the equation of (2.3) with respect to unknown matrix C ∈ Rn×n has a solution if and only if
(MaX˜Λ˜2 + KaX˜)(X˜Λ˜)+X˜Λ˜ = MaX˜Λ˜2 + KaX˜ . (2.7)
In this case, the general solution of (2.3) can be written as
C = C0 +W (In − X˜Λ˜(X˜Λ˜)+), (2.8)
whereW ∈ Rn×n is an arbitrary matrix and
C0 = −(MaX˜Λ˜2 + KaX˜)(X˜Λ˜)+. (2.9)
From (2.4) and (2.8) we have
W (In − X˜Λ˜(X˜Λ˜)+)+ (In − X˜Λ˜(X˜Λ˜)+)W T = 2D− C0 − CT0 . (2.10)
For a fixed symmetric matrix D, we know, from Lemma 2.2, that the equation of (2.10) has a solutionW ∈ Rn×n if and only if
X˜Λ˜(X˜Λ˜)+(2D− C0 − CT0 )X˜Λ˜(X˜Λ˜)+ = 0.
It is easily seen that the above equation is equivalent to
(X˜Λ˜)TDX˜Λ˜ = 1
2
(X˜Λ˜)T(C0 + CT0 )X˜Λ˜. (2.11)
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Let the singular value decomposition (SVD) of X˜Λ˜ be
X˜Λ˜ = U
[
Σ 0
0 0
]
PT = U1ΣPT1 , (2.12)
where U = [U1,U2] ∈ Rn×n, P = [P1, P2] ∈ Rp×p are orthogonal matrices andΣ = diag{σ1, . . . , σr}, σi > 0, i = 1, . . . , r .
Define
UTDU =
[
D11 D12
DT12 D22
]
with D11 ∈ Rr×r . (2.13)
Then (2.11) becomes
ΣD11Σ = 12ΣU
T
1 (C0 + CT0 )U1Σ .
Hence,
D11 = 12U
T
1 (C0 + CT0 )U1. (2.14)
From (2.13) and (2.14), we know there are a family of symmetric matrices
D = U
[1
2
UT1 (C0 + CT0 )U1 D12
DT12 D22
]
UT, (2.15)
where D12 ∈ Rr×(n−r) is an arbitrary matrix and D22 ∈ R(n−r)×(n−r) is an arbitrary symmetric matrix, satisfying the equation
of (2.11).
Applying Lemma 2.2 again to the equation of (2.10) yields
W = W0 + 2V − V (In − X˜Λ˜(X˜Λ˜)+)
− (In − X˜Λ˜(X˜Λ˜)+)V T(In − X˜Λ˜(X˜Λ˜)+)− X˜Λ˜(X˜Λ˜)+V (In − X˜Λ˜(X˜Λ˜)+), (2.16)
where
W0 = 12 (2D− C0 − C
T
0 )(In − X˜Λ˜(X˜Λ˜)+)+
1
2
X˜Λ˜(X˜Λ˜)+(2D− C0 − CT0 )(In − X˜Λ˜(X˜Λ˜)+)
is a particular solution of (2.10) with D being the same as in (2.15), and V ∈ Rn×n is an arbitrary matrix.
Since C0(In − X˜Λ˜(X˜Λ˜)+) = 0, it follows from (2.8) and (2.16) that
G = 1
2
(C − CT)
= 1
2
(C0 − CT0 )+
1
2
(W0(In − X˜Λ˜(X˜Λ˜)+)− (In − X˜Λ˜(X˜Λ˜)+)W T0 )
+ (In − X˜Λ˜(X˜Λ˜)+)(V − V T)(In − X˜Λ˜(X˜Λ˜)+)
= 1
2
(C0 − CT0 )+
1
2
((2D− CT0 )U2UT2 − U2UT2 (2D− C0))+ U2UT2 (V − V T)U2UT2
:= G0 + DU2UT2 − U2UT2D+ U2JUT2 ,
where
G0 = 12 (C0 − C
T
0 )−
1
2
CT0U2U
T
2 +
1
2
U2UT2C0, (2.17)
and J is an arbitrary skew-symmetric matrix. By now, we have proved the following result.
Theorem 2.1. Let Ma > 0, Ka ≥ 0, and matrix pair (X,Λ) ∈ Cn×p × Cp×p be given as in (1.3) and (1.4). Separate matrices Λ
and X into real parts and imaginary parts resulting Λ˜ and X˜ expressed as in (2.1) and (2.2). Let the SVD of X˜Λ˜ be (2.12). Then
Problem 1 is solvable if and only if the condition (2.7) is satisfied, in which case, the solution set ϕ(D,G) can be expressed as
ϕ(D,G) =

(D,G)
∣∣∣∣∣∣∣∣∣∣∣
D = U
[1
2
UT1 (C0 + CT0 )U1 D12
DT12 D22
]
UT,
G = G0 + DU2UT2 − U2UT2D+ U2JUT2

, (2.18)
where C0,G0 are given by (2.9) and (2.17), respectively, and J is an arbitrary skew-symmetric matrix, D12 ∈ Rr×(n−r) is an
arbitrary matrix and D22 ∈ R(n−r)×(n−r) is an arbitrary symmetric matrix.
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3. Solving Problem 2
In the preceding section we have shown that if the condition (2.7) is satisfied then the solution set ϕ(D,G) is nonempty.
It is easy to verify that ϕ(D,G) is a closed convex set. In fact, from (2.3) and (2.4), we know that ϕ(D,G) = {C ∈ Rn×n|CX˜Λ˜ =
−MaX˜Λ˜2 − KaX˜}. For any C1, C2 ∈ ϕ(D,G) and ω ∈ (0, 1), we have (ωC1 + (1 − ω)C2)X˜Λ˜ = ω(−MaX˜Λ˜2 − KaX˜) + (1 −
ω)(−MaX˜Λ˜2 − KaX˜) = −MaX˜Λ˜2 − KaX˜, this means that ϕ(D,G) is convex. Furthermore, let {Ck} be a convergent matrix
sequence, that is, limk→∞ Ck = C∗, where Ck ∈ ϕ(D,G), k = 1, 2, . . .. Then we have CkX˜Λ˜ = −MaX˜Λ˜2−KaX˜,when letting
k→∞ yields C∗X˜Λ˜ = −MaX˜Λ˜2 − KaX˜, which implies that C∗ ∈ ϕ(D,G). Therefore, ϕ(D,G) is a closed convex set. From
the best approximation theorem [20], we know there exists a unique solution (Dˆ, Gˆ) in ϕ(D,G) such that the equality of
(1.6) holds.
Now, we shall focus our attention on seeking the unique solution (Dˆ, Gˆ) in ϕ(D,G). For given matrices Da, Ga ∈ Rn×n,
and any pair of matrices (D, G) ∈ ϕ(D,G) given in (2.18). We write
UTDaU =
[
Da11 Da12
Da21 Da22
]
, UT(Ga − G0)U =
[
Ga011 Ga012
Ga021 Ga022
]
. (3.1)
Then
‖D− Da‖2 + ‖G− Ga‖2 =
∥∥∥∥∥
[1
2
UT1 (C0 + CT0 )U1 D12
DT12 D22
]
−
[
Da11 Da12
Da21 Da22
]∥∥∥∥∥
2
+
∥∥∥∥[0 D120 D22
]
−
[
0 0
DT12 D22
]
+
[
0 0
0 J
]
−
[
Ga011 Ga012
Ga021 Ga022
]∥∥∥∥2
=
∥∥∥∥12UT1 (C0 + CT0 )U1 − Da11
∥∥∥∥2 + ‖D12 − Da12‖2 + ‖DT12 − Da21‖2 + ‖D22 − Da22‖2
+‖Ga011‖2 + ‖D12 − Ga012‖2 + ‖DT12 + Ga021‖2 + ‖J − Ga022‖2. (3.2)
It follows from (3.2) that minimize ‖D− Da‖2 + ‖G− Ga‖2 if and only if
‖D12 − Da12‖2 + ‖DT12 − Da21‖2 + ‖D12 − Ga012‖2 + ‖DT12 + Ga021‖2 = min,
‖D22 − Da22‖ = min s.t. DT22 = D22,
and
‖J − Ga022‖ = min s.t. JT = −J,
which implies that
D12 = 14 (Da12 + D
T
a21 + Ga012 − GTa021), (3.3)
D22 = 12 (Da22 + D
T
a22), (3.4)
and
J = 1
2
(Ga022 − GTa022). (3.5)
Thus, we have proved the following theorem.
Theorem 3.1. For the given matrices Da,Ga ∈ Rn×n. Let UTDaU and UT(Ga − G)U be partitioned as in (3.1). Then the unique
solution of Problem 2 can be expressed as
Dˆ = U
 12UT1 (C0 + CT0 )U1 14 (Da12 + DTa21 + Ga012 − GTa021)1
4
(DTa12 + Da21 + GTa012 − Ga021)
1
2
(Da22 + DTa22)
UT, (3.6)
Gˆ = G0 + DˆU2UT2 − U2UT2 Dˆ+
1
2
U2(Ga022 − GTa022)UT2 , (3.7)
where C0 and G0 are given by (2.9) and (2.17), respectively.
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4. A numerical example
Based on Theorems 2.1 and 3.1 we can state the following algorithm.
Algorithm 4.1 (An algorithm for solving Problem 2).
(1) InputMa, Ka,Da,Ga,Λ, X .
(2) Separate matricesΛ and X into real parts and imaginary parts resulting Λ˜ and X˜ given as in (2.1) and (2.2).
(3) Find the SVD of X˜Λ˜ according to (2.12).
(4) If (2.7) holds, then continue, otherwise, go to (1).
(5) Compute C0,G0,D12,D22, J by (2.9), (2.17), (3.3), (3.4) and (3.5), respectively.
(6) According to (3.6) and (3.7) calculate Dˆ and Gˆ.
Example 4.1. Consider a five-DOF system modelled analytically with mass and stiffness matrices given by
Ma = diag{1, 2, 5, 4, 3},
Ka =

100 −20 0 0 0
−20 120 −35 0 0
0 −35 80 −12 0
0 0 −12 95 −40
0 0 0 −40 124
 .
The measured eigenvalue and eigenvector matricesΛ and X are given by
Λ = diag{−0.0022+ 7.6339i −0.0022− 7.6339i −0.0005+ 3.4556i −0.0005− 3.4556i},
X =

−0.0706− 0.4377i −0.0706+ 0.4377i 0.0035+ 0.0712i 0.0035− 0.0712i
0.0301− 0.8785i 0.0301+ 0.8785i 0.0224+ 0.3221i 0.0224− 0.3221i
−0.0459+ 0.1403i −0.0459− 0.1403i −0.0338+ 0.8307i −0.0338− 0.8307i
0.0361− 0.0309i 0.0361+ 0.0309i 0.1164+ 0.3851i 0.1164− 0.3851i
−0.0815+ 0.0001i −0.0815− 0.0001i −0.0434+ 0.1890i −0.0434− 0.1890i
 .
The estimated analytical damping and gyroscopic matrices are
Da =

0.0110 −0.0080 0 0 0
−0.0080 0.0140 −0.0035 0 0
0 −0.0035 0.0130 −0.0078 0
0 0 −0.0078 0.0135 −0.0090
0 0 0 −0.0090 0.0154
 ,
Ga =

0 0.5304 −0.0276 −0.0334 −0.9247
−0.5304 0 1.1740 −0.4364 0.9274
0.0276 −1.1740 0 −1.7405 1.1363
0.0334 0.4364 1.7405 0 3.3130
0.9247 −0.9274 −1.1363 −3.3130 0
 .
According to Algorithm 4.1, it is calculated that the condition (2.7) holds. Using the Software ‘‘MATLAB’’, we can figure out
Dˆ =

0.0108 −0.0066 −0.0008 −0.0004 −0.0005
−0.0066 0.0129 −0.0024 −0.0003 −0.0018
−0.0008 −0.0024 0.0122 −0.0078 0.0007
−0.0004 −0.0003 −0.0078 0.0138 −0.0081
−0.0005 −0.0018 0.0007 −0.0081 0.0172
 ,
Gˆ =

0 0.5291 −0.0269 −0.0329 −0.9239
−0.5291 0 1.1745 −0.4371 0.9251
0.0269 −1.1745 0 −1.7400 1.1377
0.0329 0.4371 1.7400 0 3.3135
0.9239 −0.9251 −1.1377 −3.3135 0
 .
We define the residual as
res(λi, xi) = ‖(λ2iMa + λi(Dˆ+ Gˆ)+ Ka)xi‖,
and the numerical results shown in the following table.
(λi, xi) (λ1, x1) (λ2, x2) (λ3, x3) (λ4, x4)
res(λi, xi) 2.2519e−014 2.2519e−014 1.5533e−014 1.5533e−014
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Therefore, the measured eigenvalues (the diagonal elements of the matrix Λ) and eigenvectors (the column vectors of the
matrix X) are embedded in the new model (λ2Ma + λ(Dˆ+ Gˆ)+ Ka)x = 0.
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