Abstract-The problem of face recognition is a subject that has been researched for many years. Face recognition technology can be utilized in many different industries, it isn't solely designated for computer science relate fields. The purpose of this paper is to continue this research and attempt to provide a powerful classifier that works on par with the algorithms currently on the market. The proposed classification algorithm in this paper will be known as the EFL Hybrid algorithm and it is based on combining three face recognition algorithms to provide a higher accuracy. This classifier is created by combining three major algorithms that will be explored in this paper: Eigenfaces, Fisherfaces, and Local Binary Patterns Histograms. The experimental results show that both the LBPH and Fisherfaces classifiers perform better than the Eigenfaces classifier. The experimental results on the testing datasets show that the hybrid face recognition technique can provide a higher accuracy compared to other face recognition algorithms.
I. INTRODUCTION

A. Background
Facial recognition is a technology that has been evolving steadily over the last decade. A skill that is developed by children at a very young age has taken engineers years to develop. A child will naturally develop his sight; however, a computer must be taught how to see. Giving a computer the ability of sight is where the science of Computer Vision began. Gary Bradski describes computer vision as, "the transformation of data from a still or video camera into either a decision or a new representation [1] . " An image by itself isn't something that a computer can comprehend, it needs to be translated to a different form. Everything a computer understands is represented as a number, more specifically a binary number. A machine tends to be most comfortable with numbers, so transforming the image into a group of numbers is the most logical way to go.
B. Facial Recognition Applications
Before the inner workings of face recognition technology can be discussed, it is important to have an understanding as to why this technology is important. The reality is the use of face recognition applications isn't isolated solely to the computer science industry. Face recognition software can be used as a form of authentication. Whether that be personal computers, banking accounts, or even email accounts having an extra layer of security can be invaluable when a person's livelihood is on the line. Jeffrey S. Coffin developed a security method that uses face recognition to identify individuals in order to determine their clearance access [2] . Law enforcement can also employ this technology to track criminals using the cameras set up all around the world. Convenient stores can also use this technology to track their customers. Seven-eleven has applied a facial recognition system to 11,000 stores across Thailand allowing them to collect useful data by utilizing these functions [3] : identifying loyalty members, analyzing in-store traffic, monitoring product levels, suggesting products to customers and measuring the emotions of customers. The educational systems have some processes that can be improved by employing facial recognition technology. Attendance has also been a large time sink for professors to ensure that students were attending class. Automating this process can allow the professors to be more efficient with class time. Abhishek Jha developed an automated attendance system that can be invaluable in the education industry [4] . Face recognition can also assist in authenticating identify documents. Carlos Cobian Schroeder developed a biometric security procedure that uses face recognition to combat identity theft [5] . There are reports that the Australian Passport Office is creating a face recognition system that is designed to be used in online government services, enabling the user to easily obtain authentication [6] . Scientists have also found that this technology can assist in disease detection. Paul Kruszka and his colleagues developed a system that uses facial analysis technology to help assist in early detection of the disease known as 22q11.2 deletion syndrome [7] . This disease is defined as a common microdeletion syndrome that is characterized by "congenital heart disease, immunodeficiency, hypoparathyroidism, palatal, gastrointestinal, skeletal, and renal abnormalities, characteristics facial features, developmental and speech delay and an increased risk for psychiatric illness [7] ."
C. Objectives and Contributions
Due to the increasing popularity of face recognition algorithms, it is important to have a deeper understanding of how these algorithms work. This paper will outline the process of creating a facial recognition algorithm. There are many popular algorithms that currently exist. The purpose of this paper is to explore current algorithms and contribute a new hybrid algorithm to improve the overall performance and provide better experimental results. The focus of this study will be on three algorithms and these algorithms will be compared and analyzed. A new hybrid algorithm is proposed that is based on the combination of these specific algorithms to provide better experimental results. The contribution of this algorithm will add another option for the face recognition technology. There are three objectives that will help achieve this task:
1. Implementing three facial recognition algorithms: Eigenfaces, Fisherfaces, and Local Binary Patterns Histograms 2. Testing and analyzing the experimental results of these three algorithms 3. The creation of a new hybrid facial recognition algorithm that combines three algorithms A literature review of related work in face recognition is discussed in the next section of this paper. The proposed methodology and the face recognition algorithms are explained in section 3. The experimental results are discussed and analyzed in section 4 with a focus on the comparison between the proposed EFL Hybrid algorithm and the other three facial recognition algorithms: Eigenfaces, Fisherfaces, and Local Binary Patterns Histograms. The conclusion and future work are discussed in the last section.
II. LITERATURE REVIEW
A. Eigenfaces using PCA
The first algorithm that will be implemented is the Eigenfaces classifier. It is important to discover what research has already been completed on this subject. Eigenfaces is an algorithm that uses Principal Component Analysis. PCA is a data reduction tool used for multivariate data. Kantardzic defines PCA as, "a method of transforming the initial data set represented by vector samples into a new set of vector samples with derived dimensions [8] ". The theory behind using PCA is that the data is projected to a subspace where there is maximum variance. This tool facilitates the transformation of a larger data set into a smaller more manageable set which contains all the essential parts to reduce the dimensionality. PCA is an unsupervised method, meaning it doesn't require class information [9] . Features, or eigenvectors, are extracted from a covariance matrix, a matrix that holds the covariance for each data element.
Matthew Turk and Alex Pentland employed Principal
Component Analysis in the development of an algorithm called Eigenfaces [10] . After applying PCA to the dataset, they obtained the eigenvectors. Since vectors are in the form of 1xN, they need to be reformatted before they can be viewed as Eigenfaces. Turk and Pentland found that you can represent an individual face as a linear combination of Eigenfaces [10] . Each Eigenface would be multiplied by a constant or weight, and then the resulting values are summed up. This algorithm was tested on a database with over 2500 images, 16 subjects, and each image had a resolution of 512x512. Turk and Pentland obtained an accuracy of 96% correct over lighting variation, 85% correct over orientation variation, and 64% correct over size variation [10] .
B. Fisherfaces using LDA
The Fisherfaces algorithm differs from Eigenfaces in that it uses Linear Discriminant Analysis. LDA is a dimensionality reduction tool that involves "finding a set of weight values that maximizes the ratio of the between-class to the within-class variance of the discriminant score for a preclassified set of samples [8] ." LDA is a classification model that was originally created by R. A. Fisher in the article The Use of Multiple Measurements in Taxonomic Problems [11] . Despite having its start in plant classification, this tool has applications in facial recognition. LDA puts a bigger emphasis on the classes in the data. When the data is trained, the LDA ensures that the separation in between different classes is maximized.
Peter N. Belhumeur explores the use of LDA in his Fisherfaces algorithm by comparing its effectiveness to the Eigenfaces algorithm [12] . The Fisherface algorithm starts with obtaining the between-class and within-class scatters for the data. A projection is created from this data that maximizes the ratio of the two scatters [12] . From this projection the eigenvectors are obtained. These vectors can then be reformatted into Fisherfaces. Belhumeur compared the results from his Eigenfaces algorithm which obtained an error rate of 24.4% to the results of his Fisherface algorithm, which obtained an error rate of 7.3% [12] . An error rate of 7.3% is very impressive for a face recognition algorithm.
Another Fisherface experiment was completed by Mustamin Anggo and La Arapu [13] . Following the algorithm proposed by Belhumeur, they created their own version of the Fisherface classifier. This version followed the original structure of the Fisherface algorithm very closely. After running the algorithm through their dataset, they arrived at an accuracy of 93% [13] . This experiment provided an additional source of results from a different face database.
Wenyi Zhao, in his paper, attempted to use only LDA in face recognition [14] . He found that this method doesn't function properly. There are three cases where a pure LDA face recognition classifier fails [14] : The testing samples are from classes not present in the training set, are different from the data in the training set, or have different backgrounds. He managed to solve this issue by employing PCA alongside LDA. He completed his experiment on the FERET face database. The database contained 1316 training images from 526 classes and 298 testing images from 298 different classes. An accuracy of 95% was obtained using this classifier [14] .
C. Local Binary Patterns Histograms (LBPH)
Local Binary Patterns Histograms is a very simple and popular algorithm in facial analysis. The LBP operator is highly discriminative [15] . It's invariance to monotonic graylevel changes and efficiency allow it to be a powerful tool in facial analysis [15] . A face consists of many patterns that make the LBP texture features invaluable in facial classification. LBP can be used to describe both the texture and the shape of an image [16] . Timo Ahonen and Matti Pietikainen present an experiment where they attempt to use local binary patterns in facial recognition [15] . Each pixel in the face image is given a new value based on the values of the pixels in its 'neighborhood'. Ahonen and Pietikainen define the neighborhood as a 3x3 matrix around the original pixel [15] . Once this LBP image is created it is further subdivided into regions. These regions are then concatenated together into a large histogram. This algorithm was run on the FERET database, which contains 14,051 gray-scale images or 1,199 individuals and obtained an accuracy of 97%.
Abdur Rahim and his colleagues also implemented the Local Binary Patterns algorithm [16] . They used LBP for face recognition by splitting it into three different parts: face representation, feature extraction, and classification [16] . The face is first represented as an LBP image, then the histograms are extracted. The classification phase is determined by comparing histograms. Rahim explores three different methods of comparing histograms: Histogram Intersection, Log-likelihood Statistic, and Chi square statistic [16] . The image dataset contains images taken from either a camera or a face database. The classifier is fed a total of 2000 total faces. 1980 of these faces are recognized, while 20 are unrecognized, yielding an accuracy of 99% [16] .
III. METHODOLOGY
A. Data Preprocessing
Before the data can be applied on the face recognition algorithm, it must be processed into the proper form. Each pixel in a color image contains three different values, this means that there will be three times as many dimensions in the dataset. In order the reduce this dimensionality it is best to convert the image to grayscale. In a grayscale image, each pixel is represented by a single value which determines the level of color intensity. The database being used in the project already has the images formatted as grayscale simplifying the data preprocessing steps. The last step is to split the data into training and testing sets. The training set is what will be used to train the algorithms. It is important to have many examples for every class in the training set. The more data in the training set, the more accurate the classifier becomes. The testing set will have the data that will be tested against the trained algorithm to determine its accuracy. For this project, a 4:1 ratio of training to testing will be used to split up the data. It is important to make sure that there is at least one instance of each class in the testing sample otherwise it would be impossible to test all the classes.
B. Eigenfaces Algorithm
Training an Eigenfaces algorithm involves obtaining the eigenvectors of the dataset, by employing Principal Component Analysis, then calculating the weights for each face to perform the recognition process. To perform PCA on the data, it must first be transformed into a vector format. Given of a set of images X = {X 1 , X 2 , …, X k } of dimensions NxM, the images must be transformed to a vector form of 1x(N*M) [10] . From this an entirely new table is created where each row represents a face. At this point the data is ready to perform principal component analysis upon. It's important to remove all the common features of the faces so that all the unique features can remain [10] . To achieve this, the mean face Ψ can be calculated by adding up all the face vectors X i and dividing by the total number of faces k (1).
(1) (2) Each face, X i , is subtracted by the mean face, Ψ, leaving only the unique data as seen in the (2), where Φ is the normalized face vector. Fig. 1 displays what the average face would look like. This face should look like a generic person with very few unique features. Subtracting this face from the rest of the data set will in theory leave only distinct features.
From here the covariance matrix is ready to be computed. The covariance matrix can be calculated by using (3), where C is the covariance matrix, k is the total number of faces, and Φ is the normalized face vector. To multiply two vectors, one of them must first be transposed T. Eigenvectors will be extracted from the covariance matrix. The eigenvectors are sorted by their eigenvalues, then the top X number of components are extracted [10] . Generally having a small number of eigenfaces isn't preferable.
(3)
These eigenvectors can be reshaped into their original forms and viewed as a face. Each face in the training set can be portrayed as a linear combination of these eigenfaces. Setting the number of components from the PCA method to 15 will yield 15 eigenfaces. These 15 faces contain all the important distinct features from the entire dataset. By applying a weight to each of these eigenfaces, any of the faces in the training set can be recreated. At this point, weights are calculated for each face in the dataset. Once all the weights are calculated, the algorithm is ready to start classifying faces.
The face recognition task is very similar to the training process. The input image must first be flattened so that it fits the form of 1x(N*M). Next the mean face Ψ is subtracted from this input vector to ensure that only unique features remain. The weights are then calculated for the face, so that they can be portrayed as a linear combination of the Eigenfaces. Using Euclidean distance, these weights are compared to the weights in the training set. The face with the lowest Euclidean distance is deemed to be the same class as the input face. 
C. Fisherfaces Algorithm
The Fisherfaces algorithm was developed as an improvement to the Eigenfaces algorithm. This method uses Linear Discriminant Analysis to create Fisherfaces which represent all the training data. One of the major differences between PCA and LDA is that PCA ignores classes. LDA treats the data in a way such that same classes are clustered tightly together, while different classes are as far away as possible from each other [17] .
This algorithm attempts to create a projection where the within class scatter is minimized and the between class scatter is maximized [12] . The within class covariance matrix is given by (4), where: S w is the within class scatter matrix C is the total number of classes in the dataset X ij represents the sample in the i th position within class j. µ j represents the mean of class j.
Before the cross product can be taken, the matrix must first be transposed. In equation (5), the between class scatter matrix S b is created. Here the mean of each class µ j is being subtracted by the total mean µ. N i represents the number of faces in each class.
(4) (5)
There is an issue where the within class scatter can become singular. This is because the number of images in the training set are usually much smaller than the number of pixels in each image [12] . The solution to this issue is to first use PCA on the data to reduce the dimensionality, then LDA can be used. The eigenvectors are extracted from the two scatters previously calculated. To obtain the final projection, the eigenvectors obtained from PCA are multiplied by the eigenvectors obtained from the LDA process. Much like the Eigenfaces algorithm, each image can be decompiled into a linear combination of Fisherfaces [12] . Weights are calculated for all the faces in the training set. Once an image is input, the algorithm calculates the weights for each Fisherface. These weights are then compared to the weights in the training set. The face in the training set that has the closest distance to the input image is then chosen as the match.
D. Local Binary Patterns Histogram Algorithm
The Local Binary Patterns Histograms (LBPH) algorithm is a very simple yet powerful tool in face recognition. The LBPH algorithm takes the local binary patterns within the image, transforms these into histograms, then compares each histogram to recognize the face [15] . There are two important values to keep in mind during this process: neighbors and block size. The local binary pattern of a single pixel is based on the pixels in its immediate neighborhood [15] . For the purposes of explanation, the center pixel will be called the origin, and the outer pixels will be called the neighbors. In the case of this paper, the number of neighbors will be set to 8. Each image will be split up into blocks, these blocks will be the histograms, so the block size is set to 8x8. Ensuring that the block size is square will make things simple. The blocks at the edge of the image may be a little smaller assuming the image doesn't divide evenly into 8.
The training phase of this algorithm involves creating another image that holds all the local binary patterns from the original image. To obtain the LBP, the origin pixel must be compared to each of its neighbors. If the neighbor has a value greater than the value of the origin, then it is denoted as a 1. On the other hand, if the neighbor's value is less, then the value will be denoted as a 0. At the end of this process, a set of 8 numbers will be obtained. This 8-digit binary number serves as the LBP for that specific pixel. This procedure can be seen in Fig. 2 .
The LBP are stored in the LBP image as a decimal number. This process is completed for every pixel in the image. An LBP image is created through this process. Fig. 3 shows the initial face side by side with the new LBP face. Once the LBP image is completely calculated, it is then split up into blocks. Each of these blocks are flattened so that they can represent a histogram. Each histogram in the image is then connected giving a resulting cumulative histogram. This process of creating an LBP image and transforming it into a histogram is completed for each image in the dataset. This training process can be very time consuming.
Face recognition in the LBPH classifier follows the same steps as the training phase. Using the steps previously discussed, the input image is transformed into an LBP image. The LBP image is then translated into a histogram. The next step is to find the histogram that most closely resembles the histogram of the input image. The approach used to complete this task is to find the Euclidean distance. The histogram with the shortest distance is considered to be the class of the input image. 
E. EFL Hybrid Algorithm
The three previously described algorithms are more than capable of handling face recognition requests on their own; however, they aren't perfect. They all work towards similar goals, but sometimes provide different experimental results. The last objective of this paper is to design and implement a hybrid algorithm that combines the three previously discussed algorithms. The goal of this algorithm is to improve upon the accuracy of the three previous classifiers by combination. When developing new algorithms reinventing the wheel can be troublesome and may not even yield better experimental results. An easier solution is to simply combine algorithms. This new algorithm will be referred to as the EFL Hybrid algorithm, based on the first letters of the algorithms it contains.
The EFL Hybrid algorithm combines the three classifiers: Eigenfaces, Fisherfaces, and Local Binary Patterns Histograms. Each classifier votes on a result based on the given input. The class with the greatest number of votes is then given as the combined result. An issue can arise if all three of the classifiers provide a different class, resulting in a three-way tie. A method in alleviating this issue is to rank the classifiers in a such a way that if there is no majority, the highest ranked algorithm's vote wins. Fig. 4 shows the EFL hybrid algorithm process.
IV. EXPERIMENTAL RESULTS
A. Database for Face Recognition
One of the objectives of this paper is to test and analyze the experimental results from the implemented face recognition classifiers. To achieve this objective, data needs to be collected. The facial recognition algorithm will need plenty of face data to have the best possible classification results. Fortunately, there are many face databases available on the internet for free. The database that will be used for this experiment is The Yale Face Database. This database contains 165 images with 15 different subjects, each subject having 11 images [18] . Fig. 5 shows a sample set of these faces. This sample set is all for a single person, showing the different kinds of variation that will be tested in the coming classifiers. These variations include: facial expressions, background shadows, and glasses. This dataset will provide plenty of examples to train the algorithm.
B. Eigenfaces Experimental Results
The very first experiment of this paper is the testing of the Eigenfaces algorithm. Using the methodology discussed in the previous section, an implementation of the algorithm was created. Principal Component Analysis was applied on the dataset provided by Yale [18] to obtain the Eigenfaces. Fig. 6 shows the Eigenfaces that were extracted. These faces contain all the principal components of the training set. Any image in the training set can be reconstructed by taking a combination of these Eigenfaces [10] .
As can be seen in Table I , employing this algorithm on the Yale Face Database results in an accuracy of 83%. Depending on how strict of a system, these experimental results may not be acceptable. Consider a case where this face recognition technology is used as a form of access control. False negatives would be just an annoyance for the user; however, a false positive can lead to a user having access to systems he has no authorization for. Both the training phase and the testing phase of this algorithm are very fast. Fig. 7 shows the confusion matrix on this algorithm, allowing us to see where the errors occurred. Fig. 8 provides more detail for which faces were unable to be classified properly. All these images that caused errors, save one, had some sort of shadow effect going on in the background. It did perform well on faces that had different facial expression. It can be concluded that this algorithm is too sensitive to the effects of the surroundings and should only be used when a consistent background can be used. 
C. Fisherfaces Experimental Results
The next experiment to be completed was the testing of the Fisherfaces algorithm. Philip Wagner provided a useful implementation to this algorithm that the classifier created for the purposed of this experiment was heavily based off [17] . This classifier is much more complex than the Eigenfaces, so better experimental results are expected. After applying Linear Discriminant Analysis on the Yale database [18] , the Fisherfaces can then be extracted. Fig. 9 shows the Fisherfaces that were obtained.
After employing these Fisherfaces an accuracy of 92% was obtained, as can be seen in Table I . Fig. 10 shows the confusion matrix obtained from the Fisherfaces algorithm. Out of the 43 samples in the testing set there were only 3 errors. This is a major improvement over the Eigenfaces result. Fig.  11 shows the errors that resulted from the use of this classifier. Two faces make a reappearance from the Eigenfaces error list. It appears that the background shadows can still cause issues within this face recognition classifier; however, it doesn't have as big hold as it did in the previous algorithm. . Faces that were unable to be classified correctly using the Fisherface method. [18] Interestingly, two of the faces on the error list have a nonneutral facial expression. A combination of the shadow background and facial expressions may also sometimes cause a problem; however, most were classified properly. This classifier also runs very fast on the Yale Face Database image set. It runs just as fast as the Eigenfaces algorithm, so that leave very little reason to use that classifier.
D. Local Binary Patterns Histograms Experiemental Results
The Local Binary Patterns Histogram is the next classifier that is implemented. The methodology described for this algorithm may seem a little bit complicated at first glance; however, implementing isn't overly complicated. Table I shows that this classifier obtained a 92% accuracy. This provides the same result as the Fisherfaces classifier. Fig. 12 shows the confusion matrix obtained from this classifier. As can be seen from the LBPH errors in Fig. 13 , once again the shadows in the background are causing the occasional error. Interestingly the closed eyes image was misclassified by all three of the previous algorithms. Binary Patterns Histograms method. [18] During the training phase, this algorithm runs extremely slow. It takes more a minute to train this algorithm, compared the Fisherfaces which trains in about a second. Testing the algorithm on the Yale Database takes almost 5 minutes to complete. While taking a long time to run it provides about the same accuracy as the Fisherfaces algorithm.
E. EFL Hybrid Experimental Results
As was stated previously, there are three methods for creating this algorithm. Due to the way the voting system works, there is a potential for a three-way tie. Each algorithm is given a rank so that in the case of a tie, the highest ranked algorithm's vote would be declared the winner. Our last experiment will be an implementation of three possible algorithms with a different classifier as the highest ranked. The experimental results obtained from using the different variations of the EFL classifier on the Yale Face Database are displayed in Table II .
The algorithm that ranked the Eigenfaces vote and the Fisherfaces vote as the most important yielded an accuracy of 92%. While this is a big improvement over the Eigenfaces' results, it still provides the same results as both the Fisherfaces and the LBPH classifiers, making it not worthwhile. The final algorithm is the LBPH ranked classifier. This classifier provides an accuracy of 95%. The EFL Hybrid algorithm that ranks LBPH the highest provides the best accuracy. 
F. Comparison between EFL Hybrid and other Algorithms
The proposed EFL Hybrid algorithm was compared with the other three face recognition algorithms: Eigenfaces, Fisherfaces, and Local Binary Patterns Histograms. The comparison was based on the accuracy and the run time of each algorithm. Fig. 15 shows the comparison of the accuracy results of each algorithm. The EFL algorithm provides an accuracy that is slightly greater than the accuracy of all its components; however, this boost in accuracy comes at the expense of higher computational time.
Table III displays the run time for each algorithm. In all cases barring the Eigenfaces, the testing phase appears to take longer than the training phase. Both the Eigenfaces and the Fisherfaces algorithms run almost instantaneously, whereas the LBPH and the EFL Hybrid algorithms are much slower. The cost of obtaining a higher accuracy from the EFL Hybrid is the longer run times. The experimental results show that EFL hybrid algorithm that combines the three face recognition algorithms can provide the highest accuracy, as long as the LBPH is ranked at the highest. This proposed hybrid algorithm can be used in several applications where the high level of accuracy is the most important metric compared to the computational time.
V. CONCLUSIONS
There were three initial goals stated at the beginning of this paper. Implementing three popular face recognition algorithms. Eigenfaces, Fisherfaces and Local Binary Patterns Histograms were the three algorithms that were implemented. The experimental results found after running the data on the Yale Face Database [18] showed that the Eigenface algorithm is significantly worse than both the Fisherface and the Local Binary Patterns Histograms. All the algorithms discussed were sensitive to shadows in the background. Both the Eigenfaces and the Fisherfaces algorithms run quite a bit faster than the Local Binary Patterns Histograms algorithm. Due to this fact, the Fisherfaces algorithm should be considered the best algorithm for this data set.
The last goal was to combine these classifiers such that there is improvement over the originals. When ranking the different algorithms within the EFL hybrid classifier, both the Eigenfaces and Fisherfaces ranked algorithms didn't provide the experimental results that would warrant their usage. On the other hand, the LBPH ranked classifier provided a slight improvement over its' opponents. The EFL Hybrid classifier provides an increase in accuracy compared to other algorithms for a bit longer loading time.
There are several ways we can improve with future work. Many of the errors that occurred utilizing these algorithms were caused by shadows in the background of the image. If the images are properly cropped such that the backgrounds become irrelevant, this may lead to better experimental results. In this paper, only three algorithms were combined. Adding even more algorithms can be an option. The issue with combining more algorithms is the fact that it would increase the amount of processing time required. An interesting concept would be comparing how much increased accuracy can be obtained at the expense of processing time. Testing more face databases can also be explored in the future.
