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Abstract
Using BRST-cohomological techniques, we analyze the consistent defor-
mations of theories describing free tensor gauge fields whose symmetries are
represented by Young tableaux made of two columns of equal length p , p > 1 .
Under the assumptions of locality and Poincare´ invariance, we find that there
is no consistent deformation of these theories that non-trivially modifies the
gauge algebra and/or the gauge transformations. Adding the requirement
that the deformation contains no more than two derivatives, the only possible
deformation is a cosmological-constant-like term.
1“Aspirant du F.N.R.S., Belgium”
1 Introduction
Recently, there has been a surge of interest in the study of theories for gauge
fields transforming in “exotic” irreducible representations of the general linear group
GL(D) [1–12]. Such gauge fields are said to have mixed symmetries since they are
neither completely symmetric nor completely antisymmetric. They are believed to
play an important role in the description of tensionless string theories, where the
higher-spin excitation modes become all massless [13, 14] (note that, in the context
of string field theories, the “exotic” higher spin fields naturally appear in reducible
representations of GL(D) ).
In this paper we investigate the possible consistent deformations of free theories
whose gauge fields Cµ1...µp|ν1...νp possess the Young symmetry type
2 [p, p] , with p > 1
but otherwise arbitrary:
Cµ1...µp|ν1...νp ∼
1 1
2 2
...
...
p p
.
The case p = 1 corresponds to linearized gravity and is treated in Ref. [15]. We de-
termine all the consistent, local interactions that these free theories possibly admit.
By “consistent” we mean that the deformation is smooth in a formal deformation
parameter g and reduces to the original theory in the free limit where g = 0 .
Our approach is based on the BRST-cohomology-antifield formalism [16], in
which consistent deformations of the action appear as deformations of the solutions
of the master equation that preserve the master equation. The first-order consistent
deformations define cohomological classes of the BRST differential at ghost number
zero. We will not devote much time to the explanation of this technique; for more
details and references, see e.g. [15] where the same BRST-antifield tools are used in
the context of linearized Einstein theory.
Our result is that the free theory for the exotic field Cµ1...µp|ν1...νp admits no
consistent local deformation that is compatible with Poincare´ invariance and that
non-trivially modifies the gauge algebra and/or the gauge transformations. This
result holds without any assumption on the number of derivatives in the expressions
for the gauge transformations and the interaction terms. Moreover, it is not required
2An irreducible representation of the general linear group GL(D) is denoted by [c1, c2, . . . , cL] ,
where ci indicates the number of boxes in the ith column of the Young tableau characterizing the
corresponding irreducible representation. A p-form gauge field is then denoted by [p] whereas a
rank-s symmetric tensor is denoted by [ 1, 1, . . . , 1︸ ︷︷ ︸
s times
] .
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that the deformed gauge symmetries should close off-shell. If we demand that the
deformations of the free Lagrangian should not contain more than two derivatives
of the fields (i.e., the allowed interaction terms under consideration schematically
read “C · · ·C”, “C · · ·C · ∂C”, “C · · ·C · ∂2C”, or “C · · ·C · ∂C · ∂C”), then the
only possible deformation is a cosmological-constant-like term a0 = ΛC
[p] , where
C [p] denotes the p–th trace of the field Cµ1...µp|ν1...νp .
2 The free theory
We work in arbitrary spacetime dimension D, only taken to be strictly greater than
2p+ 1 , so that the theory describes local degrees of freedom.
The free Lagrangian for the gauge field Cµ1...µp|ν1...νp reads
L0 = (−)
p (p+ 1)
2
δ
[ρ1...ρpµ1...µp+1]
[ν1...νpσ1...σp+1]
Tσ1...σp+1|ρ1...ρp Tµ1...µp+1|ν1...νp , (2.1)
where T is the tensor
Tµ1...µp+1|ν1...νp = ∂[µ1Cµ2...µp+1]|ν1...νp, (2.2)
the square brackets [. . .] denote antisymmetrization with global weight one and
δµ1...µnν1...νn ≡ δ
µ1
ν1
. . . δµnνn .
The gauge transformations are
δαCµ1...µp|ν1...νp = αµ1...µp|[ν1...νp−1,νp] + αν1...νp|[µ1...µp−1,µp] , (2.3)
where α,ν ≡ ∂να and αµ1...µp|ν1...νp−1 is an arbitrary [p, p − 1]-tensor field, that thus
possesses the following algebraic properties:
αµ1...µp|ν1...νp−1 = α[µ1...µp]|ν1...νp−1 = αµ1...µp|[ν1...νp−1] ,
α[µ1...µp|µp+1]ν2...νp−1 = 0 . (2.4)
To obtain a gauge-invariant object, one must take two derivatives of the field.
The tensor
Kµ1...µp+1|ν1...νp+1 = ∂[µ1Cµ2...µp+1]|[ν1...νp,νp+1] (2.5)
is easily verified to be gauge invariant; moreover its vanishing implies that Cµ1...µp|ν1...νp
is pure-gauge [4]. The most general gauge invariant object depends on the field
2
Cµ1...µp|ν1...νp and its derivatives only through the “curvature” Kµ1...µp+1|ν1...νp+1 and
its derivatives.
The equations of motion read
0 = Gµ1...µp|ν1...νp ≡ (−)
p+1(p+ 1) δ
[ρ1...ρp+1µ1...µp]
[ν1...νpσ1...σp+1]
Kσ1...σp+1|ρ1...ρp+1 . (2.6)
They are equivalent to
ηµνKµµ1...µp|νν1...νp = 0 . (2.7)
Because the action is gauge-invariant, the equations of motion satisfy the “Bianchi
identities”
∂µ1G
µ1...µp|
ν1...νp
≡ 0 . (2.8)
An easy way to check these identities is to observe that one has
Gµ1...µp|ν1...νp ≡ ∂αβM
αµ1...µp|βν1...νq , (2.9)
where the [p+ 1, p+ 1]-type tensor Mαµ1...µp|βν1...νq is given by
Mαµ1...µp|βν1...νp = (−)pq+1(p+ 1) δ
[ρ1...ρpαµ1...µp]
[ν1...νpβσ1...σp]
Cσ1...σp|ρ1...ρp . (2.10)
The gauge symmetries (2.3) are reducible. Indeed,
δα˜(1)Cµ1...µp|ν1...νp ≡ 0 (2.11)
when
α˜
(1)
µ1...µp|ν1...νp−1
= α˜
(2)
µ1...µp|[ν1...νp−2,νp−1]
+
p
2
α˜
(2)
ν1...νp−1[µp|µ1...µp−2,µp−1]
, (2.12)
where α˜
(2)
µ1...µp|ν1...νp−2
is an arbitrary field of Young symmetry type [p, p − 2] . For
p > 2, there is further local reducibility. There are altogether p − 1 reducibilities,
involving arbitrary [p, p− i]-type fields α˜
(i)
µ1...µp|ν1...νp−i
, 2 ≤ i ≤ p .
3 Deforming the free theory
The problem of introducing (smooth) consistent interactions is that of simultane-
ously deforming the free Lagrangian, the gauge transformations and the reducibility
conditions:
L = L0 + gL1 + g
2L2 + · · · , (3.13)
δαC = (2.3) + g δ
(1)
α C + g
2 δ(2)α C + · · · , (3.14)
δαα˜
(i) = δ(0)α α˜
(i) + g δ(1)α α˜
(i) + g2 δ(2)α α˜
(i) + · · · , (3.15)
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in such a way that the deformed Lagrangian is invariant under the deformed gauge
transformations, the latter obeying the new reducibility conditions.
We shall impose the further requirement that the first order vertex L1 be Poincare´-
invariant and local. Under this sole condition (together with consistency), we show
that the gauge algebra together with the gauge transformations cannot be deformed.
Adding the requirement that the deformed Lagrangian should not contain more
than two derivatives, we further show that, except for a cosmological-constant-like
term, there is no deformation that would only modify the free Lagrangian, leaving
the gauge structure unchanged.
3.1 BRST differential and field content
As shown in [16], the first-order consistent local interactions correspond to elements
of the cohomology HD,0(s|d) of the BRST differential s modulo the total derivative
d, in maximum form-degree D and in ghost number 0. That is, one must compute
the general solution of the cocycle condition
sa + db = 0, (3.16)
where a is a D-form of ghost number zero and b a (D − 1)-form of ghost number
one, with the understanding that two solutions a and a′ of (3.16) that differ by a
trivial solution
a′ = a+ sm+ dn (3.17)
should be identified as they define the same interactions up to field redefinitions. The
cocycles and coboundaries a, b,m, n, . . . are functions of the field variables (including
ghosts and antifields) and their derivatives, up to some finite order in the derivatives.
They are called “local functions”. Given a non-trivial cocycle a of HD,0(s|d), the
corresponding first-order interaction vertex L1 is obtained by setting the ghosts
equal to zero.
Since the theory at hand is a free theory, the BRST differential takes the simple
form
s = δ + γ , (3.18)
where δ is the Koszul-Tate differential and γ is the exterior derivative along the
gauge orbits. A grading is associated to each of these differentials: γ increases by
one unit the “pure ghost number” denoted puregh, while δ decreases the “antighost
number” antigh by one unit. The antighost number is also called “antifield number”.
The ghost number gh is defined by
gh = puregh − antigh. (3.19)
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Using the property s2 = 0, one concludes that
δ2 = 0 , δγ + γδ = 0 , γ2 = 0 . (3.20)
In the theories under consideration and according to the general rules of the
BRST-antifield formalism, the spectrum of fields (including ghosts) and antifields is
given by
• the field Cµ1...µp|ν1...νp , with ghost number zero and antifield number zero;
• the ghosts A
(i)
µ1...µp|ν1...νp−i
with ghost number i and antifield number zero, where
1 ≤ i ≤ p ;
• the antifield C∗µ1...µp|ν1...νp, with ghost number minus one and antifield number
one;
• the antifields A∗(i)µ1 ...µp|ν1...νp−i with ghost number minus (i + 1) and antifield
number (i+ 1), where 1 ≤ i ≤ p .
The pureghost number, antighost number, ghost number and grassmannian par-
ity of the various fields are displayed in the following table:
Z puregh(Z) antigh(Z) gh(Z) parity (mod 2)
Cµ1...µp|ν1...νp 0 0 0 0
A
(i)
µ1...µp|ν1...νp−i
i 0 i i
C∗µ1...µp|ν1...νp 0 1 −1 1
A∗(i)µ1...µp|ν1...νp−i 0 i+ 1 −(i+ 1) i+ 1
The action of the differentials δ and γ is zero on all the fields of the formalism
except in the following cases :
δC∗µ1...µp|ν1...νp = Gµ1...µp|ν1...νp
δA∗(1)µ1 ...µp|ν1...νp−1 = −2∂σC
∗µ1...µp|ν1...νp−1σ
δA∗(i)µ1...µp|ν1...νp−i = (−)i∂σA
∗(i−1)µ1 ...µp|ν1...νp−iσ , 2 ≤ i ≤ p
and
γCµ1...µp|ν1...νp = A
(1)
µ1...µp|[ν1...νp−1,νp]
+ A
(1)
ν1...νp|[µ1...µp−1,µp]
γA
(i)
µ1...µp|ν1...νp−i
= A
(i+1)
µ1...µp|[ν1...νp−i−1,νp−i]
+ ǫ(p, i)A
(i+1)
ν1...νp−i[µp−i+1...µp|µ1...µp−i−1,µp−i]
, 1 ≤ i ≤ p− 1 ,
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where ǫ(p, i) ≡ p!
(i+1)!(p−i)!
.
3.2 Standard cohomological results
The knowledge of HD,0(s|d) requires the computation of the following cohomological
groups: H(γ), H(γ|d) in strictly positive antighost number, H(δ|d) and H inv(δ|d).
Some of these are already known [18,19] and will be given in Lemmas, whereas some
have to be computed, which we do in the following Theorems.
3.2.1 Cohomology of γ
The cohomology of γ (space of solutions of γa = 0 modulo trivial coboundaries of
the form γb) must be explicitly worked out and turns out to be isomorphic to the
space of functions of the following variables:
• the antifields and all their derivatives, denoted by [Φ∗],
• the undifferentiated ghost A
(p)
[µ1...µp]
,
• the following undifferentiated “field strength” of the ghost A(p) : HA[µ0...µp] ≡
∂[µ0A
(p)
µ1...µp]
,
• the curvature K defined in (2.5) and all its derivatives, denoted by [K].
The ghost-independent polynomials α([K], [Φ∗]) are called “invariant polynomials”.
Comments
Let
{
ωI
(
A
(p)
[µ1...µp]
, HA[µ0...µp]
)}
be a basis of the algebra of polynomials in the
variables A
(p)
[µ1...µp]
and HA[µ0...µp]. Any element of H(γ) can be decomposed in this
basis, hence for any γ-cocycle α
γα = 0 ⇔ α = αI([Kµ1...µp+1|ν1...νp+1], [Φ
∗]) ωI
(
A
(p)
[µ1...µp]
, HA[µ0...µp]
)
+ γβ (3.21)
where the αI are invariant polynomials. Furthermore, αIω
I is γ-exact if and only if
all the coefficients αI are zero
αIω
I = γβ, ⇔ αI = 0, for all I. (3.22)
It should also be noted that, as p > 1 , there is no ghost in H(γ) with pureghost
number 1 ≤ k < p, nor is there a ghost in H(γ) with pureghost number p + 1 .
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3.2.2 General properties of H(γ|d)
The cohomological space H(γ|d) is the space of equivalence classes of forms a such
that γa + db = 0, identified by the relation a ∼ a′ ⇔ a′ = a + γc + df . We shall
need properties of H(γ|d) in strictly positive antighost (= antifield) number. To
that end, we first recall the following result on invariant polynomials (pure ghost
number = 0):
Lemma 3.1. In form degree less than n and in antifield number strictly greater than
0, the cohomology of d is trivial in the space of invariant polynomials.
See [17].
Lemma 3.1, which deals with d-closed invariant polynomials that involve no
ghosts (one considers only invariant polynomials), has the following useful conse-
quence on general γ-mod-d-cocycles with antigh > 0 , but possibly puregh 6= 0 .
Consequence of Lemma 3.1
If a has strictly positive antifield number (and involves possibly the ghosts), the
equation γa+ db = 0 is equivalent, up to trivial redefinitions, to γa = 0. That is,
γa+ db = 0,
antigh(a) > 0
}
⇔
{
γa′ = 0 ,
a′ = a+ dc
. (3.23)
Thus, in antighost number > 0, one can always choose representatives of H(γ|d)
that are strictly annihilated by γ. See [18, 19].
3.2.3 Characteristic cohomology H(δ|d)
We now turn to the groups H(δ|d), i.e., to the solutions of the condition δa+db = 0
modulo trivial solutions of the form a = δm+ dn.
Lemma 3.2. The cohomology groups HDq (δ|d) vanish in antifield number q strictly
greater than p + 1,
HDq (δ|d) = 0 for q > p+ 1.
See [18, 19].
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Theorem 3.1. A complete set of representatives of HDp+1(δ|d) is given by the anti-
fields A∗(p)[µ1...µp], i.e.,
δaDp+1 + da
D−1
p = 0
⇒ aDp+1 = λ[µ1...µp]A
∗(p)[µ1...µp]dx0 ∧ dx1 ∧ . . . ∧ dxD−1 + δbDp+2 + db
D−1
p+1
where the λ[µ1...µp] are constants.
The proof runs as in the particular case p = 1 treated in Ref. [15] and will not be
repeated here. Representatives with an explicit x-dependence were not considered,
since they would not lead to Poincare´-invariant deformations.
Theorem 3.2. The cohomology group HDp (δ|d) vanishes:
δaDp + da
D−1
p−1 = 0⇒ a
D
p = δb
D
p+1 + db
D−1
p .
As far as Theorem 3.2 is concerned, statements have been made recently in the
particular case p = 2 [11], the proof of which is absent and which are actually
inaccurate. We therefore assume it is not irrelevant to give the complete proof of
this theorem.
Proof of Theorem 3.2: HDp (δ|d) is defined by
HDp (δ|d)
∼= {aDp | δa
D
p + db
D−1
p−1 = 0 , a
D
p ∼ a
D
p + δµ
D
p+1 + dµ
D−1
p } .
The most general representative is
aDp = A
∗(p−1)
ν1...νp|νp+1
Σν1...νp|νp+1dDx+ µDp + δµ
D
p+1 + dµ
D−1
p , (3.24)
where µDp is quadratic or more in the antifields. Acting on a
D
p with the Koszul-Tate
differential yields
δaDp = (−)
p−1∂σA
∗(p−2)µ1...µp|µp+1σΣµ1...µp|µp+1d
Dx+ δµDp − dδµ
D−1
p . (3.25)
Taking the Euler-Lagrange derivative with respect to A∗(p−2)µ1 ...µp|µp+1σ and demand-
ing that aDp should belong to H
D
p (δ|d) gives the weak equation
3
Y[p,2]Σµ1...µp|ν1, ν2 ≈ 0 , (3.26)
3A weak equality denotes an equality up to terms that vanish on the surface of the solutions of
the equations of motion.
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where Y[p,2] projects on the Young-tableau symmetry [p, 2] . Symbolically, the equa-
tion (3.26) reads
d{2}Σ ≈ 0 , (3.27)
where d{2} acts on the complex Ω(2)(R
D) [4]. Diagrammatically, the action of d{2}
on the [p, 1]-type tensor Σ looks like
d{2}
1 p+1
2
...
p
∼
1 p+1
∂2
...
p
. (3.28)
One defines the action of d{1} similarly [4]:
d{1}
1
2
...
p
∼
1
2
...
p
∂
. (3.29)
On the other hand, the differentials d1 and d2 on a [p, q]-type tensor T are defined
as follows :
(d1T )αµ1...µp|ν1...νq ≡ ∂[αTµ1...µp]|ν1...νq ,
(d2T )µ1...µp|ν1...νqα ≡ Tµ1...µp|[ν1...νq,α] . (3.30)
Operating with d{1} on equation (3.26) we have d{1}d{2}Σ ≈ 0 or d1d2Σ ≈ 0 , since
d{1}d{2} ≡ d1d2 in Ω(2)(R
D) [4]. Considering the second column of the latter equation
and using the isomorphism [18,19] H10 (d|δ)
∼= HDD−1(δ|d)
∼= 0 where the last isomor-
phism holds because D > p+2 , we have, in component : ∂[ρΣµ1...µp]|ν1 ≈ ∂ν1Bµ1...µpρ ,
where Bµ1...µpρ is a tensor completely antisymmetric in its p + 1 indices. Antisym-
metrizing the above equation in all its indices gives 0 ≈ ∂[νBµ1...µpρ] which defines
a representative of the group Hp+10 (d|δ), itself isomorphic to H
D
D−p−1(δ|d) . The lat-
ter group vanishes for D > 2p + 2 and is given by constants when D = 2p + 2 .
Consequently, one has Bµ1...µpρ ≈ Dµ1...µpρδ
D
2p+2 + ∂[ρCµ1...µp] and ∂[ρΣµ1...µp]|ν ≈
∂ν∂[ρCµ1...µp] . Solving this equation using H
p
0 (d|δ)
∼= HDD−p(δ|d)
∼= 0 for D > 2p+ 1
gives Σµ1...µp|ν − Cµ1...µp,ν ≈ ∂[µ1Mµ2...µp]|ν for a given Mµ2...µp|ν completely antisym-
metric in its first p indices. Its irreducible decomposition under GL(D) consists in
a sum of two types of fields : Mµ2...µp|ν ≡ M
A
µ2...µpν
+MBµ2...µp|ν where M
A is com-
pletely antisymmetric and MB is of symmetry type [p, 1] . Antisymmetrizing the
9
above equation relating Σ, C and M yields (Σ and MB both vanish due to their
symmetry properties) −C[µ1...µp,ν] ≈ ∂[µ1M
A
µ2...µpν]
. The latter equation, once solved,
gives MAµ2...µpµ1 ≈ Cµ1...µp + ∂[µ1Sµ2...µp]. The tensor Σ then decomposes as
Σµ1...µp|ν ≈ Cµ1...µp,ν + ∂[µ1M
B
µ2...µp]|ν + Cν[µ2...µp,µ1] , (3.31)
where S has been eliminated by redefining MB . Substituting this decomposi-
tion back into (3.26) brings constraints on C and MB . After some algebra, one
finds ∂[ν1M
B
ν2...νp]|[νp+1,νp+2]
≈ 0 . Again, considering the second column and us-
ing the isomorphism H10 (d|δ)
∼= HDD−1(δ|d)
∼= 0 (remember that D > 2p + 2),
we write ∂[ν1M
B
ν2...νp]|νp+1
≈ ∂νp+1B[ν1...νp] . Antisymmetrizing the latter equation
and using Hp0 (d|δ)
∼= HDD−p(δ|d)
∼= 0 (D > 2p + 1), we obtain ∂[ν1M
B
ν2...νp]|νp+1
≈
∂νp+1∂[ν1Nν2...νp] . Defining C˜ν1...νp = Cν1...νp + ∂[ν1Nν2...νp] we finally get Σµ1...µp ≈
C˜µ1...µp,ν+ C˜ν[µ2...µp,µ1] .
As a result, aDp in Eq. (3.24) reads
aDp = (C˜µ1...µp,ν + C˜νµ2...µp,µ1)A
∗(p−1)µ1...µp|νdDx+ µDp + δµ
D
p+1 + dµ
D−1
p
=
(p+ 1)
p
C˜µ1...µp,νA
∗(p−1)µ1...µp|νdDx+ µDp + δµ
D
p+1 + dµ
D−1
p
= −
(p + 1)
p
C˜µ1...µp∂νA
∗(p−1)µ1...µp|νdDx+ µDp + δµ
D
p+1 + dµ
′D−1
p . (3.32)
Since δA∗(p)µ1...µp = (−)p∂νA
∗(p−1)µ1...µp|ν , we see that only non-trivial part of aDp
must be in the term µDp which is quadratic or more in the antifields. However, such
representatives of HDp (δ|d) are trivial [18], which implies H
D
p (δ|d)
∼= 0 in the theories
under consideration. This proves Theorem 3.2.
3.2.4 Invariant characteristic cohomology : H inv(δ|d)
The crucial result that underlies all consistent interactions does not deal with the
general cohomology of δ modulo d but rather with the invariant cohomology of δ
modulo d. The group H inv(δ|d) is important because it controls the obstructions to
removing the antifields from a s-cocycle modulo d [18, 19].
The central theorem that gives H inv(δ|d) in antighost number ≥ p is
Theorem 3.3. Assume that the invariant polynomial aDk (k = antifield number) is
δ-trivial modulo d,
aDk = δµ
D
k+1 + dµ
D−1
k (k ≥ p). (3.33)
Then, one can always choose µDk+1 and µ
D−1
k to be invariant.
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The proof of this theorem proceeds exactly as the proofs of similar theorems
established for e.g. vector fields [19] or gravity [15]. Notice however that there is
a subtlety one should not overlook in the case k = p ; the Appendix is devoted to
clarify this specific issue in the particular case p = 2 (to fix the ideas). For p > 2 ,
the proof follows exactly the same lines.
As a consequence of Theorem 3.3, we have HD,invk (δ|d) = 0 for k > p + 1 ,
while HD,invp+1 (δ|d) = H
D
p+1(δ|d) is given by Theorem 3.1 and H
D,inv
p (δ|d) vanishes, by
Theorem 3.2.
3.3 First order consistent interactions
We can now proceed with the derivation of the cohomology of s modulo d in form
degree D and in ghost number zero. A cocycle a of H0,D(s|d) must obey
sa+ db = 0 . (3.34)
To analyze (3.34), we expand a and b according to the antifield number, a =
a0 + a1 + ... + ak, b = b0 + b1 + ... + bk, where locality implies that the expansion
stops at some finite antifield number [18, 19]. We recall [16] (i) that the antifield-
independent piece a0 is the deformation of the Lagrangian; (ii) that a1 contains
the informations about the deformation of the gauge transformations; (iii) that a2
contains the informations about the deformation of the gauge algebra and of the
first-stage reducibility conditions; and (iv) that the ak (k ≥ 3) give the informations
about the higher-stage reducibility conditions and the deformation of the higher or-
der structure functions, which appear only when the algebra does not close off-shell.
Thus, if one can show that the most general solution a of (3.34) stops at a0, one can
conclude that the gauge algebra is rigid and that the gauge transformations are not
deformed at first order.
Writing s as the sum of γ and δ, the equation sa + db = 0 is equivalent to the
system of equations δai + γai−1 + dbi−1 = 0 for i = 1, · · · , k, and γak + dbk = 0.
3.3.1 Terms ak, k > p+ 1
Following a general procedure used e.g. in [15], one can show that the terms ak
(k > p + 1) may be discarded one after another from the aforementioned descent.
The latter terminates thus with γap+1+dbp+1 = 0 . Using the consequence of Lemma
3.1, this equation is equivalent to γap+1 = 0 .
Note that this result is independent of any condition on the number of derivatives
or of Poincare´ invariance. These requirements have not been used so far. The crucial
11
ingredient of the proof is that the cohomological groups H invk (δ|d), which control the
obstructions to remove ak from a, vanish for k > p+ 1.
3.3.2 Computation of ap+1
We thus have the following descent:
δa1 + γa0 + db0 = 0 , (3.35)
...
δap+1 + γap + dbp = 0 , (3.36)
γap+1 = 0 . (3.37)
The last equation implies ap+1 = αIω
I . Acting with γ on the second to last equation
and using Lemma 3.1 leads to bp = βIω
I . Substituting those expressions in Eq.
(3.36), we find that a necessary (but not sufficient) condition for ap+1 to be a non-
trivial solution of (3.36), such that ap exists, is that αI be a non-trivial element
of HDp+1(δ|d). Asking for Poincare´ invariance, Theorem 3.1 then imposes αI ∼
A∗(p)[µ1...µp]. We next have to complete this αI with an ω
I of ghost number p+ 1 in
order to build a ghost zero candidate αIω
I for ap+1. However, there is no ω
I with
pureghost number p+ 1, thus ap+1 must be zero.
3.3.3 Computation of ak, 0 < k < p+ 1
Following the same steps as for ap+1, ap writes ap = αIω
I , where αI belongs to
HDp (δ|d). As shown in Theorem 3.2, this group vanishes. Using Theorem 3.3, it can
be shown that one is allowed to set ap = 0 (see [16]).
Continuing the analysis, we have to find ap−1 of the form ap−1 = αIω
I , where αI is
a non-trivial element of HDp−1(δ|d). The ghost number of ω
I must be p−1, but there
is no such ωI , so ap−1 vanishes. One can repeat this argument for antifield number
k − 2, etc. until one reaches antifield number 0, where the argument does not work
anymore.
At this point, we have proved the rigidity of the gauge algebra and gauge trans-
formations. This has been done under the sole assumptions of locality and Poincare´
invariance (besides the smoothness in the deformation parameter).
3.3.4 Computation of a0
We are now reduced to solve the equation γa0 + db0 = 0 for a0 . Such an a0
corresponds to deformations of the Lagrangian which are gauge invariant up to
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a total derivative. The Euler-Lagrange derivatives δa0
δC
must be gauge invariant and
must satisfy Bianchi identities of the type (2.8) (because of the gauge invariance
of
∫
a0). Asking that a0 should not contain more than two derivatives, we obtain
that δa0
δC
must be at most linear in the curvature K . These three conditions together
completely constrain a0 and have only two solutions. The first one is a cosmological-
constant-like term
a0 = Ληµ1ν1 . . . ηµpνpC
µ1...µp|ν1...νp . (3.38)
The second one, where δa0
δC
are linear in the curvature K, is the free Lagrangian
itself [8].
So we conclude that, apart from a cosmological-constant-like term, the deforma-
tion only changes the coefficient of the free Lagrangian and is not essential.
4 Comments and conclusions
We can summarize our results as follows : under the hypothesis of locality and
Poincare´ invariance, there is no smooth deformation of the free theory which mod-
ifies the gauge algebra or the gauge transformations. If one further excludes de-
formations involving more than two derivatives in the Lagrangian, then the only
smooth deformation of the free theory is a cosmological-constant-like term.
Without this extra condition on the derivative order, one can introduce Born-
Infeld-like interactions that involve powers of the gauge-invariant curvatures K .
Such deformations modify neither the gauge algebra nor the gauge transformations.
We believe to have reached a fairly high degree of generality, these results being
obtained under very few assumptions and constraining a whole class of theories for
the gauge fields Cµ1...µp|ν1...νp , with p greater than one but otherwise arbitrary. The
next step would be to consider arbitrary exotic “spin-2” fields represented by Young
tableaux having two columns of different arbitrary lengths. It is planned to return
to this question in the future.
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A Appendix
At some stage of the proof of Theorem 3.3 for k = p = 2 (here we consider p = 2
to fix the ideas, but the general p-arbitrary case proceeds exactly in the same way),
one needs the following Theorem:
Theorem A.1. Let the zero-antighost-number invariant polynomial α0 satisfy
α0µν|ρ = δZ1µν|ρ + (∂ρW0µν − ∂[ρW0 µν]) , (A.1)
where α0 and Z1 are [2,1]-tensors and W0 is a [2,0]-tensor, then
Z1µν|ρ = Z
′
1µν|ρ + δφ2µν|ρ + (∂ρχ1 [µν] − ∂[ρχ1µν]) , (A.2)
W0 µν = W
′
0 [µν] + δχ1 [µν] , (A.3)
for some invariants Z ′1 and W
′
0.
To prove this Theorem, we need the following Lemma:
Lemma A.1. Suppose that Theorem 3.3 is proved for k > p . If α10 is an invariant
polynomial and satisfies
α10 = δZ
1
1 + dW
0
0 , (A.4)
then, for some invariant polynomials Z ′11 and W
′0
0 ,
Z11 = Z
′1
1 + δφ
1
2 + dχ
0
1 , (A.5)
W 00 = W
′0
0 + δχ
0
1 . (A.6)
Though Lemma A.1 is already known [6, 20], the proof does never appear ex-
plicitely. We shall therefore give it here.
Using standard techniques, one gets the following descent
α21 = δZ
2
2 + dZ
1
1 (A.7)
...
αDD−1 = δZ
D
D + dZ
D−1
D−1 ,
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where all the αii−1 are invariant. As D−1 ≥ p+1, by Theorem 3.3 we can choose Z
D
D
and ZD−1D−1 invariant. The invariance property propagates up until α
2
1 = δZ
′2
2+ dZ
′1
1,
where Z ′22 and Z
′1
1 have been chosen invariant. Substracting the latter equation from
(A.7) and knowing that H11 (δ|d)
∼= HDD (δ|d) vanishes, we get (A.5). Substituting
(A.5) in (A.4) and acting with γ, we find d(γ(W 00 − δχ
0
1)) = 0 . Using the algebraic
Poincare´ lemma and the fact that there is no constant with positive pureghost
number, this implies γ(W 00 − δχ
0
1) = 0 , which in turn gives (A.6), as there exists no
γ-exact term of pureghost number 0 .
Proof of Theorem A.1: The first step is to constrain the last term of (A.1). In
(hyper)form notation, Eq. (A.1) reads:
α
[2,1]
0 = δZ
[2,1]
1 + d
{2}W
[2,0]
0 . (A.8)
Acting with d{1} on Eq. (A.8), we get
d{1}α
[2,1]
0 = δ(d
{1}Z
[2,1]
1 ) + d
{2}(d{1}W
[2,0]
0 ) . (A.9)
We now consider only the second column. Since d{2}d{1}W
[2,0]
0 ≡ d2d1W
[2,0]
0 , Equa-
tion (A.9) reads
α˜10 = δZ˜
1
1 + dW˜
0
0 . (A.10)
As α˜10 is invariant, we know by Lemma A.1 that W˜
0
0 = W˜
′0
0 + δβ
0
1 , where W˜
′0
0 is
invariant. Remembering that W˜ 00 = d1W
[2,0]
0 , we have in components: ∂[σW0µν] =
W˜ ′0 [µνσ] + δβ1 [µνσ] for some invariant W˜
′
0 [µνρ] . Plugging this in (A.1), we get
α0µν|ρ + W˜
′
0 [µνρ] = δ(Z1µν|ρ − β1 [µνρ]) + ∂ρW0µν . (A.11)
Considering only ρ as a form index, we have
α¯10|[µν] = δZ¯
1
1|[µν] + dW
0
0|[µν] , (A.12)
which, as α¯10|µν is invariant, implies that Z¯
1
1|µν = Z¯
′1
1|µν+ δχ
1
2|µν+dχ
0
1|µν and W
0
0|µν =
W ′00|µν + δχ
0
1|µν , for some invariants Z¯
′1
1|µν and W
′0
0|µν . Equivalently, we have
Z1µν|ρ = β1 [µνρ] + Z¯
′
1ρ||[µν] + δχ2 ρ||[µν] + ∂ρχ1 [µν] , (A.13)
W0 µν = W
′
0 [µν] + δχ1 [µν]. (A.14)
Removing the completely antisymmetric part from (A.13), we get the wanted result
Z1µν|ρ = Z
′
1µν|ρ + δφ2µν|ρ + (∂ρχ1 [µν] − ∂[ρχ1µν]) , (A.15)
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where Z ′1µν|ρ = Z¯
′
1ρ|[µν] − Z¯
′
1[ρ|µν] and φ2µν|ρ = χ2 ρ|[µν] − χ2 [ρ|µν] are [2, 1]-tensors,
and Z ′1 is invariant.
We stress again that the proof in the case where p is arbitrary proceeds exactly
in the same way.
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