Coarsening of sand ripples is studied in a one-dimensional stochastic model, where neighboring ripples exchange mass with algebraic rates, ⌫(m)ϳm ␥ , and ripples of zero mass are removed from the system. For ␥Ͻ0, ripples vanish through rare fluctuations and the average ripple mass grows as ͗m͘(t)ϳϪ␥ Ϫ1 ln(t).
I. INTRODUCTION AND MOTIVATION
When a surface of sand is exposed to wind or water flow, patterns such as ripples or dunes are commonly formed. The physics of this process is extremely complex because it involves the interaction of a granular medium with a possibly turbulent hydrodynamic flow ͓1͔. It is therefore desirable to develop simplified models that capture some of the key features of the pattern formation.
In this paper we are concerned with a class of models which focus on the role of the mass transfer in the evolution of the pattern. Along a one-dimensional cut perpendicular to the ripples, the pattern is described by a set ͕ i ͖ of ripple lengths, where the index i labels the ripples in the array. The i are used here as a general measure of ripple size, without reference to the detailed geometry of individual ripples ͑see Fig. 1͒ . In particular, we do not distinguish between the linear size of a ripple and the mass it contains ͑for further discussion of this point see ͓3͔͒.
During the evolution of the patterns, the flow transfers mass between neighboring ripples. The central assumption of the model is that the mass transferred to ripple i from ripple iϩ1 or iϪ1 ͑per unit time͒ is a function ⌫( i ) of the size of the ripple which gains the mass. Further motivation for this assumption will be given below. We refer to ⌫() as the robber function.
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Depending on the characteristics of the flow, the mass transfer between ripples can be symmetric or asymmetric. In the symmetric case the balance between loss and gain processes for a given ripple leads to the evolution equation ͓3͔
while in the asymmetric case ͑assuming, say, mass transfer only to the left͒ one has
The factor 1/2 in Eq. ͑1͒ makes the time scales for both the dynamics equal. A homogeneous state of equally sized ripples, i ϵ , is stationary under Eqs. ͑1͒ and ͑2͒, but its stability depends on the derivative of the robber function: The pattern is stable for ⌫Ј( )Ͻ0 and unstable for ⌫Ј( )Ͼ0 ͓3͔. In the unstable case the dominant mode is a modulation of period 2, in which every second ripple grows and every second one shrinks. As the size of the shrinking ripples reaches zero in a finite time, the evolution equations ͑1͒ and ͑2͒ have to be supplemented by an extinction rule: When the size of a ripple vanishes, it is removed from the system and the remaining ripples are relabeled such that the previous neighbors of the removed ripple become neighbors of each other. Extinction events contribute to the coarsening of the pattern, i.e., to an increase of the mean wavelength. In this work the reverse process of ripple creation is not considered, hence coarsening is irreversible.
The symmetric mass transfer model ͑1͒ was first proposed as a description of vortex ripples in coastal waters, which are created under the oscillatory flow of surface waves ͓3͔. In that context the dependence of the robber function on the size of the gaining ripple is motivated by the observation that the mass transfer is effectuated mostly by a separation vortex that appears in the wake of that ripple. Numerical simulations ͓3͔ and experiments ͓2͔ show that ⌫() is nonmono-tonic, with a maximum near ϭa, where a is the amplitude of the fluid oscillations. Thus patterns of wavelength Ͻa( Ͼa) are unstable ͑stable͒, and the main interest is in the wavelength selection process starting from a short wavelength, unstable state ͓2-4͔.
A related, asymmetric mass transfer model for wind driven sand ripples was introduced in ͓5͔. The basic hypothesis of the model is that wind ripples wander with a speed that is inversely proportional to their size. This implies that a leading ripple ͑ripple iϩ1) is eroded by the trailing ripple ͑ripple i) at a rate which is proportional to 1/ i , so the resulting evolution equation is of the type ͑2͒ with ⌫() ϳ1/. Since ⌫Ј()Ͻ0, the homogeneous pattern is stable. However, when fluctuations are included by discretizing the ripple sizes and implementing a stochastic mass transfer rule, a fluctuation-driven coarsening mechanism becomes effective and leads to an increase of the mean wavelength with time t as ln t.
In this paper we consider a class of stochastic models whose noiseless counterparts are described by ͑1͒ or ͑2͒. We concentrate on monotonic, algebraic robber functions ⌫() ϳ ␥ and study the coarsening process regarding ␥ as a variable parameter. For ␥Ͻ0 this extends the results of ͓5͔ on fluctuation-driven coarsening. The case ␥Ͼ0 is a simple realization of linearly unstable ripple evolution, and it is studied here as a first step towards a better understanding of models with nonmonotonic robber functions ͓2-4͔. Although the models are defined using the terminology of sand ripples, they are connected to other problems in nonequilibrium statistical physics. For example, for ␥ϭ0 the system maps to coalescing random walks and is therefore exactly solvable. Other equivalences include exclusion processes, zero-range processes, urn models, and cluster-cluster aggregation.
Our main results are the following. In general, one can identify two time scales in the dynamics: The one of ripple extinctions and the other at which the system would equilibrate to a steady state in the absence of extinctions. For ␥ Ͻ0 the loss of a ripple is a rare fluctuation when the mean ripple size is large. Therefore the two time scales are well separated, and the system has time to relax to a quasisteady state between ripple extinctions. We show that this state is characterized by a product measure. This justifies the meanfield assumption made in ͓5͔, and allows us to calculate the stationary ripple size distribution. The product measure becomes exact only at the limit t→ϱ as the correlations in the system decay as a power law. The average ripple size grows logarithmically at late times, with a prefactor Ϫ␥ Ϫ1 . For ␥Ͼ0, extinctions are frequent events which occur on the same time scale as the evolution of the surviving ripples. We find in this case that the noise is irrelevant, so that the dynamics can be described by Eqs. ͑1͒ and ͑2͒. For 0Ͻ␥ Ͻ1 the mean ripple size grows algebraically with the exponent 1/(1Ϫ␥), while the growth is exponential for ␥ϭ1. In the latter case the evolution equations become linear, and the problem can be solved exactly on the mean-field level. The mean-field theory reproduces the exponential growth for the mean ripple size, but incorrectly predicts a dependence of the ripple size distribution and the coarsening law on the initial conditions.
In the following section the model is introduced and its relations to other models are discussed. Algebraically decaying robber functions (␥Ͻ0) are considered in Sec. III. The product form of the mass distribution is derived in Sec. III A, the coarsening law is calculated in Sec. III B, and the approach to the product measure is analyzed in Sec. III C. Section IV is devoted to algebraically growing robber functions (␥Ͼ0). The mean-field theory is first developed for ␥ϭ1 and then compared to simulations ͑Sec. IV A͒. Section IV B examines the case 0Ͻ␥Ͻ1. Conclusions and open questions are formulated in Sec. V.
II. THE STOCHASTIC RIPPLE MODEL

A. Definition and simulation algorithm
In the stochastic model a sand ripple is characterized by its mass m. The mass variables are integers such that each ripple consists of m i elementary mass units and occupies a site i on a one-dimensional lattice. The mass is conserved, i.e., M ª ͚ i m i ϭconst. The m i correspond to the length variables i used in Eqs. ͑1͒ and ͑2͒. As mentioned in the Introduction, the mass and the length of ripples are here considered to be indistinguishable. We use different symbols for two reasons. We want to make a clear distinction between ͑i͒ the real and integer valued ripple sizes and ͑ii͒ between the deterministic and noisy dynamics.
Ripples interact only by exchanging mass with their nearest neighbors at an algebraic mass transfer rate ⌫(m) ϭ⌫ 0 m ␥ . Since the constant ⌫ 0 affects only the time scale it will be set equal to unity from now on. If ripples obtain mass only from one of their neighbors the mass transfer is called ͑totally͒ asymmetric. If the mass comes from both neighbors we call the dynamics symmetric. The removal of ripples is done such that lattice sites containing no mass are eliminated from the system.
In the simulations three different initial conditions are used. As random initial conditions we denote the case in which the probability to have a ripple of size m is given by the geometric distribution (1Ϫq)q mϪ1 , with 0ϽqϽ1. The probability q is related to the mean ripple size as ͗m͘ϭ(1 Ϫq) Ϫ1 . A distribution m i ϭ͗m͘᭙i is referred to as monodisperse. The third possibility is a Poisson distribution.
In the dynamical evolution a ripple is first selected randomly and time is incremented by N(t) Ϫ1 ⌫ max Ϫ1 , where N(t) is the number of ripples and ⌫ max is the maximum of all the rates of the ripples in the system at time t. Denote the mass of the selected ripple by m. If xϽ⌫(m)/⌫ max , where x is a uniformly distributed random number in the interval ͓0,1͔, the ripple gets a unit mass from its nearest neighbor. Otherwise a new ripple is selected and the process is repeated. For symmetric dynamics the neighbor is selected randomly whereas in the asymmetric case it is always the right one.
B. Relation to other models
In the case of asymmetric dynamics and for ␥ϭϪ1 our model reduces to the worm model originally introduced to describe the coarsening of wind ripples ͓5͔. Apart from the extinction step, the sand ripple model is also similar to a zero-range process ͓6-8͔. Both models are defined in terms of conserved, integer mass variables m i which interact through the exchange of unit masses between nearest neighbor sites of a lattice. The key difference is that in a zerorange process the mass transfer rate is a function of the mass at the site of departure, while in the sand ripple model it depends on the mass at the target site. This reverses the sign of the right hand sides of Eqs. ͑1͒ and ͑2͒, and hence the stability properties of the model. The coarsening behavior in zero-range processes with a nonmonotonic robber function is relevant to clustering in granular gases ͓9͔.
The occurrence of irreversible extinction events in our model is reminiscent of certain urn models that have been proposed in the context of glassy dynamics ͓10͔. In these models M particles are distributed among N boxes with m i particles in the ith box. In contrast to the ripple model, the urn models have no spatial structure, i.e., mass transfer is possible between any pair of boxes. In the standard dynamical scheme one of the balls is chosen at random and a move to another box is attempted ͓10͔. In our setting this corresponds to a mass transfer rate ⌫(m i )ϳm i , where i is the site of departure; in this respect the urn models are related to zero-range processes. The extinction corresponds to dynamical rules, where boxes are not refilled once they have become empty. This is the case, for example, in the backgammon model ͓11͔ at zero temperature.
The sand ripple model can also be mapped to an exclusion process ͓7,12,13͔ along the lines of ͓14͔. The mapping can be done in two ways which differ in how the disappearance of ripples is taken into account. The first alternative is schematically presented in Fig. 2 . One constructs a new lattice with L(t)ϭM ϩN(t) sites. The mass variables m i of the ripples turn to m i consecutive holes separated by particles on sites iϩ ͚ kϭ1 i m k ͓iϭ1, . . . ,N(t)͔. Moving one mass unit from one ripple to its neighbor corresponds to a hop of a particle, and the loss of a ripple becomes a coalescence of particles at contact, which changes the length L(t) of the system.
For negative ͑positive͒ ␥ there is a repulsive ͑attractive͒ interaction between the particles. For the marginal case of mass independent transfer rates (␥ϭ0) the interaction vanishes and the exclusion process reduces to coalescing random walkers, which can be solved exactly ͓15͔. The most relevant results for our case are ͑i͒ the average ripple mass grows asymptotically as ͗m͘(t)ϳ ͱt and ͑ii͒ the ripple size distribution ͑the probability of finding a ripple of mass m at time t) can be written in a scaling form as p(m;t)
Ϫx 2 /4 . A length conserving mapping is obtained by considering the model with ripple extinction but without the removal of empty lattice sites. To avoid creation of new ripples mass is transferred over these sites. In the exclusion process this corresponds to a hop of a particle over all the particles in the same cluster, which can be considered as moving a cluster of particles as a whole ͑see Fig. 3͒ . In this way our model further maps to a cluster-cluster aggregation process where each cluster moves with a rate that depends on the distance to its neighbor͑s͒. One-dimensional cluster-cluster aggregation models generally obey universal dynamical scaling ͑see ͓16͔ and references therein͒, which will be seen to be the case also for the sand ripple model.
III. NOISE-INDUCED COARSENING "␥Ë0…
It is known from the mean-field analysis of ͓5͔ that for ␥ϭϪ1 the average ripple size grows as ͗m͘(t)Ϸln(t ϩe ͗m͘ (0) ). Intuitively, the slow growth follows from the fact that, for ␥Ͻ0, the ripples near extinction are those with the highest incoming mass rates. Therefore the disappearance of a ripple involves a rare fluctuation; within the approach of ͓5͔, the mass of a ripple evolving in a background of mean mass ͗m͘(t) performs a random walk that is biased away from zero.
We base our theoretical analysis on this observation. In what follows, we will assume that at long times, i.e., for large ͗m͘, the extinction of a ripple is such a rare event that it does not affect the ripple size distribution. Neglecting extinctions, we show that the steady state distribution is given by a product measure. After validating the quasistatic approximation by simulations, we use it to show that to leading order in t the average ripple mass grows as ͗m͘ ϳϪ␥ Ϫ1 ln(t). Finally we consider the approach to the product measure by studying nearest neighbor correlations. Mapping between the worm model, the asymmetric exclusion process ͑ASEP͒, and the cluster-cluster aggregation ͑CCA͒.
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A. Mass distribution
Without extinctions the ripple size distribution can be solved exactly. This is due to the short range of interactions between ripples: The mass transfer rate depends only on the mass at the target site. As was noted above in Sec. II B, this is similar to the zero-range process, where the rate depends only on the site of departure. The most important characteristic of a zero-range process is that its steady state is described by a product measure ͓8͔. This was shown to generalize to processes where the transition rate is a product of functions of the occupation numbers at the site of departure and the target site ͓17͔. As our model is a special case of this class of models, the results of ͓17͔ apply here as well. For completeness we give a brief derivation.
The product measure property implies that the stationary probability distribution P(͕m i ͖) of finding the system in configuration ͕m 1 ,m 2 , . . . ,m N ͖ factorizes as
where p(m i ) is the probability of finding mass m i at site i. In the steady state there are no correlations between the ripple sizes. Starting from the master equation for P(͕m i ͖) and using the product measure ͑3͒, one obtains for the asymmetric case ͑the calculation is not presented here since up to index changes it is identical to that presented in ͓8͔͒
The condition ͑4͒, known as pairwise balance ͓18͔, generalizes the detailed balance condition familiar from equilibrium statistical mechanics. It has a simple interpretation. The left hand side of Eq. ͑4͒ represents the mass transfer to the site i, which has to be balanced by a transfer out of this site ͑the right hand side͒ in order to be in the steady state. The first two terms give the probability to find a mass m i at site i with a right neighbor with mass m iϩ1 and the last term describes the rate at which the site i gains mass from its neighbor. We emphasize that, provided a solution to Eq. ͑4͒ can be found, this proves that the product measure ͑3͒ is an exact stationary solution of the master equation; on the basis of general arguments, this solution is then also expected to be unique.
Proceeding similarly for the symmetric dynamics gives ͑transitions
Since p(m iϩ1 ) cancels out we end up with Eq. ͑4͒. Therefore the steady state distribution is independent of the asymmetry of the dynamics. Equation ͑4͒ can be recast as
where ␣ must be a constant. Denoting p(0)ϭp 0 and recursively iterating Eq. ͑6͒, we obtain
where the product for mϭ1 is defined to give unity and the last form follows from the definition ⌫(m)ϭm ␥ . The unknown constants p 0 and ␣ can be determined by the normalization ͚ mϭ0 ϱ p(m)ϭ1 and the expectation value ͗m͘ª͚ mϭ0 ϱ mp(m). Explicit results for ␥ϭϪ1 and Ϫ2 can be found in the Appendix A; for ␥ϭϪ1, Eq. ͑7͒ is a ͑shifted͒ Poisson distribution. In general, the distribution for ͗m͘ӷ1
can be written as p͑m ͒ϭC 2 ͑ ␥͒e ␥͗m͘ ͗m͘
where the explicit form of C 2 (␥) is not important for our purposes. Using the form given in Eq. ͑8͒, it is easy to show that the width ª ͱ ͗m 2 ͘Ϫ͗m͘ 2 of the distribution behaves as ϳͱ͗m͘ independent of ␥.
The calculated distributions are compared to numerics in Figs. 4 and 5. The average ripple mass is not a constant as the simulations include also ripple extinctions. The excellent agreement at long times shows that indeed these become so rare that between subsequent extinctions the system has time to equilibrate to the steady state. Note that all initial distributions converge to the universal distribution p(m;t) given by Eq. ͑8͒, where the time dependence enters only through the mean ripple mass ͗m͘(t). The initial distribution at tϭ0 is a random one and simulations are averaged over 2000 runs for a system of size M ϭ50 000. The dashed line shows the asymptotic solution given by Eq. ͑8͒ for tϭ2 097 152.
B. Coarsening law
Next we proceed to calculate the mean ripple size ͗m͘(t) using an approach similar to the analysis of the backgammon model ͓10͔. We assume that, at long times, the probability for a given ripple to vanish is equal to the probability p(0) obtained by extrapolating the steady state probability distribution ͑8͒ to mϭ0. The number N of ripples
which to leading order in t gives ͗m͑͘t͒ϷϪ␥ Ϫ1 ln͑t ͒. ͑10͒
Simulations with different initial conditions are in accord with Eq. ͑10͒ ͑Fig. 6͒.
C. Decay of correlations
The product measure for the ripple size distribution implies that there are no correlations between neighboring ripples. This is true only asymptotically. To study the approach to the product measure distribution we consider the normalized nearest neighbor time correlation function g͑t ͒ª ͗m i m iϩ1 ͘Ϫ͗m͘ 2 ͗m͘ 2 .
͑11͒
As is clear from Fig. 7 , the early time behavior is sensitive to the details of the initial distribution. In this regime it is possible to have positive correlations between neighboring ripples, but at long times there will always be anticorrelations, i.e., g(t)Ͻ0. The numerically observed correlations seem to be independent of the initial conditions and vanish in a universal manner as g͑t ͒ϳϪt Ϫ1/2
͑12͒
for both symmetric and asymmetric dynamics. At first sight one may be tempted to relate the decay of correlations to the extinction events that perturb the product measure. However, as was shown in Sec. III B, the probability of extinction events decays as p(0)ϳe ␥͗m͘(t) ϳt Ϫ1 , which is much faster than the numerically observed decay law ͑12͒. This implies that the power law ͑12͒ is associated with the dynamics between extinction events, which can be described using standard hydrodynamic fluctuation theory for a one-dimensional system with a single conserved density.
Let (x,t) denote the coarse grained mass fluctuations in the ͑quasi-͒ steady state of mean mass ͗m͘. ͑solid line͒. The system sizes range from 50 000 to 100 000 and averages are taken over at least 50 independent runs.
FIG. 7. The nearest neighbor correlation function g(t)
for ␥ ϭϪ1. The initial condition is random ͓͗m͘(0)ϭ2,ᮀ;͗m͘(0) ϭ1.2,͔, monodisperse ͓m(0)ϭ5,छ͔ or Poisson distributed ͓͗m͘(0)ϭ5,᭺;͗m͘(0)ϭ10,⌬͔. Open ͑filled͒ symbols correspond to asymmetric ͑symmetric͒ dynamics. The inset shows the decay at late times for the random case. The solid and dashed lines are guides to the eye with slopes Ϫ1/2 and Ϫ2/3, respectively.
where (x,t) is Gaussian white noise with covariance ͗(x,t)(xЈ,tЈ)͘ϭD␦(xϪxЈ)␦(tϪtЈ). For 0, Eq. ͑13͒
is the noisy Burgers equation ͓20͔, which has been widely studied in the context of driven diffusive systems ͓19͔ and interface growth ͓21-23͔. The coefficients ,, and D appearing in the long wavelength description can be related to the microscopic dynamics of the sand ripple model as follows. The nonlinear term on the right hand side of Eq. ͑13͒ is generated by the asymmetry, and its coefficient is given by ϭ jЉ(͗m͘), where j is the steady state mass current. Since in our case jϭ⌫, we conclude that ϳ͗m͘ ␥Ϫ2 . In the symmetric case ϭ0 and the diffusion coefficient is proportional to ⌫Јϳ͗m͘ We want to use Eq. ͑13͒ to describe the approach to the steady state, starting from some initial condition ͑e.g., the monodisperse state ϵ0) specified at tϭ0. The analysis of Eq. ͑13͒ shows that at long times, and for x xЈ, the pair correlation function takes the scaling form ͓22,23͔ ͗͑x,t͒͑xЈ,t͒͘ϭ
Here G is a scaling function and (t) denotes the dynamic correlation length. The prefactor of the scaling function on the right hand side of Eq. ͑14͒ is fixed by the requirements that ͑i͒ the steady state density fluctuations are proportional to D/ and ͑ii͒ the integral over the pair correlation function is constant due to mass conservation. The correlation length grows diffusively as (t)ϳ(t) 1/2 for ϭ0 and superdiffusively as (t)ϳ͓(D/) 1/2 t͔ 2/3 for 0. Keeping ͉xϪxЈ͉ fixed and taking t→ϱ, we see that the pair correlations ͑14͒ decay as (D/)G (0)(t) Ϫ1 . Expressing and D/ in terms of the mean ripple mass, we conclude that in the symmetric case (ϭ0) the normalized correlation function ͑11͒ should decay as
.
͑15͒
For ␥ϭϪ1 the logarithmic factor disappears and Eq. ͑15͒ becomes a pure power law with exponent Ϫ1/2, in accordance with the simulation results shown in Fig. 7 . Moreover, the explicit calculation for the diffusive case shows that the scaling function G in Eq. ͑14͒ is negative, hence g(t)Ͻ0 as is observed numerically. In the asymmetric case the fluctuation theory predicts an asymptotic decay as g(t)ϳ1/(t)ϳt Ϫ2/3 , with logarithmic corrections due to the growth of ͗m͘(t). However, this behavior is expected to set in only beyond a crossover time scale t ϫ ϳ 5 /(D 2 4 ) ͓23͔, which for the ripple model takes the form t ϫ ϳ͗m͘ 3Ϫ␥ ϳ(ln t) 3Ϫ␥ . For the case ␥ϭϪ1 considered in Fig. 7 , this implies that superdiffusive behavior can be expected only for times such that t/(ln t) 4 ӷ1. The left hand side of this inequality becomes equal to unity for t Ϸ5500 and reaches the value 10 only for tϷ235 000. The slight deviation of the simulation data from the t Ϫ1/2 behavior seen after tϭ10 5 may indicate the beginning of the crossover.
IV. UNSTABLE COARSENING "␥Ì0…
For ␥Ͼ0 the homogeneous state is linearly unstable because the largest ripples are those with the highest growth rate. Ripple extinction is then no longer a rare event, and the product measure solution derived in Sec. III A becomes invalid. On the other hand, it is plausible ͑and will be confirmed by simulations, see below͒ that the linear instability supersedes the noise in the time evolution, so that the deterministic equations ͑1͒ and ͑2͒ and the stochastic ripple model show the same behavior.
In what follows, we first develop a mean-field theory for the deterministic model in the simplest case of a linear robber function (␥ϭ1). Simulations show that the mean-field theory is not quantitatively correct, presumably due to the neglect of spatial fluctuations. In the nonlinear regime 0 Ͻ␥Ͻ1 we use scaling analysis to derive the coarsening law.
A. Mean-field analysis for ␥Ä1
We start our analysis from the deterministic equations ͑1͒ and ͑2͒. For ␥ϭ1 these become linear but the system is still nontrivial due to the ripple extinction. As the system is deterministic, the only randomness lies in the initial condition. We denote the initial ripple size distribution by P 0 ( 0 ) and its average by 0 .
The mean-field approximation consists of replacing the ripples surrounding an arbitrary ripple of size by ripples of the average size ͗͘, such that the evolution equation be-
On this level there is no difference between symmetric and asymmetric mass transfer. The solution of Eq. ͑16͒ reads ( 0 ,t)ϭe t ͓ 0 ϪF(t)͔, where the function
has to be calculated self-consistently. Note that at this point we do not explicitly restrict (t) to be non-negative ͑this constraint will enter later͒. Once F(t) is known, the ripple size distribution at time t can be obtained by inverting the solution for ( 0 ) and inserting this into the initial distribution, with the result p͑;t ͒ϭe Ϫt P 0 "e Ϫt ϩF͑t ͒…. ͑18͒
Thus in the mean-field approximation the ripple size distribution preserves its initial shape but gets scaled and shifted. It is possible to derive a differential equation for the unknown function F(t). The fraction (t) of surviving ripples is equal to the probability that (t)Ͼ0,
where the last equation defines the cumulative distribution P 0 c . The average ripple size is given by ͗͘(t)ϭ 0 /(t).
Inserting this into the definition of F(t) and differentiating once gives
͑20͒
Hence the problem reduces to solving the differential equation ͑20͒ for a given initial distribution P 0 (). For example, for an exponential initial distribution P 0 ( 0 )ϭ 0 Ϫ1 e Ϫ 0 / 0 , we find F(t)ϭ 0 t and ͗͘(t)ϭ 0 e t , whereas for a flat distribution
the solution is given by F(t)ϭ2 0 (1Ϫe Ϫt/2 ) and ͗͘(t)
ϭ 0 e t/2 . As the rate of exponential growth is different in these two cases, we conclude that the coarsening behavior of the mean-field model ͑16͒ is nonuniversal.
In general, the exponential growth rate of the mean ripple size is governed by the extremal statistics of the initial distribution P 0 . If the initial ripple sizes are bounded by a maximal size max , and P 0 ( 0 )ϳ( max Ϫ 0 ) a for 0 → max , then the analysis of Eq. ͑20͒ shows that t Ϫ1 ln͗͘(t)→(a ϩ1)/(aϩ2), while for fat initial distributions with a power law tail, P 0 ( 0 )ϳ 0 Ϫ(bϩ1) , we find t Ϫ1 ln͗͘(t)→b/(bϪ1). To compare the predictions of the mean-field theory to simulations we prefer to show the cumulative distribution
where the last equation defines the scaling function f (x). A similar definition applies to p(m;t) with the integral replaced by a sum. In the case of an exponential distribution p(;t) also the function f (x) is exponential whereas for a flat p(;t) it is linear.
We solved the deterministic equations ͑1͒ and ͑16͒ using the fourth-order Runge-Kutta method ͓24͔. As a check of the algorithm, we reproduced the solution ͑18͒ of the mean-field equations. For the full noiseless system ͑1͒ the exponential initial distribution remains unchanged ͓Fig. 8͑a͒; dashed lines͔ but also a flat initial distribution presumably approaches the exponential one ͓Fig. 8͑b͒; dashed lines͔. This is in conflict with the mean-field prediction. In both cases the average ripple size grows as ͗m͘(t)ϳe t .
Similarly, in the discrete, noisy ripple model the random initial distribution quickly converges towards an exponential scaling function ͓Fig. 8͑a͒; solid lines͔. The monodisperse initial condition spreads out and approaches the same form ͓Fig. 8͑b͒; solid lines͔. Again, the mean ripple size grows as ͗m͘(t)ϳe t for both initial distributions. Since the deterministic model behaves in a similar manner as the noisy one, we conclude that, in contrast to the case ␥Ͻ0, the noise is irrelevant. The discrepancy between the mean-field theory and the full deterministic system suggests that the spatial fluctuations are important, as is often the case for low-dimensional systems. In particular, the numerical results indicate that, in contrast to the mean-field prediction, the behavior of the full system is universal with respect to the initial ripple size distribution. This universality is produced also by another type of mean-field theory ͓25,26͔, which is more appropriate for the analysis of highdimensional systems.
B. Coarsening law for 0Ë␥Ë1
As the mean-field equation is not readily solvable for ␥ 1 and probably would not describe the problem correctly anyway, here we present a simple scaling argument for the growth of the mean ripple size in the regime 0Ͻ␥Ͻ1. We start from the observation that in the linearly unstable case ͓⌫Ј()Ͼ0͔, predominantly every second ripple grows and every second one shrinks ͓4͔. Therefore we may consider a simplified system consisting of two ripples of initial sizes 1 0 Ͼ 2 0 . We calculate the time t* at which the average size has doubled. It is given by the conditions 1 (t*)ϭ 1 0 ϩ 2 0 and 2 (t*)ϭ0. Since the mass is conserved we have ª 1 (t)ϩ 2 (t)ϭconst. Applying Eq. ͑1͒ gives
where the dot denotes derivative with respect to time. The solution is implicitly given by 2 (t)ϭ Ϫ 1 (t) and
which together with the definition of t* implies the homogeneity relation
Assuming that the evolving ripple size distribution is governed by a single size scale, it follows that the doubling time depends on the mean ripple size as t*ϳ͗͘ 1Ϫ␥ . The inverse of the doubling time is the growth rate of ͗͘. Hence we may
which yields ͗͘(t)ϳt z with zϭ1/(1Ϫ␥). This is confirmed by simulations, which give zϭ1.32Ϯ0.02 and 1.98Ϯ0.03 for ␥ϭ0.25 and 0.50, respectively. We also numerically checked the universal scaling behavior of the ripple size distribution for 0Ͻ␥Ͻ1, but in this region the scaling function is more complicated than a simple exponential.
V. CONCLUSIONS
In this paper we have studied a one-dimensional model for sand ripple evolution, where mass is transferred between neighboring sites with algebraic rates, and sites containing no mass are removed from the system ͑ripple extinction͒. As the rates depend only on the site to which the mass is transferred, the system is similar to a zero-range process. Thus the steady state in the absence of ripple extinction is characterized by a product measure. Asymptotically this continues to hold for algebraically decaying mass transfer rates (␥Ͻ0), since the extinctions are exponentially rare at late times. As a consequence the average ripple size grows to leading order logarithmically slowly with the prefactor Ϫ1/␥.
For ␥Ͻ0 the approach to the steady state product measure is algebraic. The correlations between masses of neighboring ripples decay universally, i.e., independent of the initial distribution, as t Ϫ1/2 and t Ϫ2/3 for symmetric and asymmetric mass transfer, respectively. In the asymmetric case the asymptotic regime is preceded by a long crossover, where t Ϫ1/2 decay is observed. For algebraically growing robber functions (␥Ͼ0) the coarsening is driven by the linear instability of the homogeneous state. Ripple extinctions become frequent, and the product measure is no longer relevant. The average ripple size grows algebraically as t 1/(1Ϫ␥) for 0Ͻ␥Ͻ1. The behavior at ␥ϭ0 is discontinuous since ͗m͘(t)ϳt 1/2 for ␥ϭ0, which follows from the mapping to coalescing random walkers. For ␥ϭ1, ͗m͘(t)ϳe t and the scaling function of the ripple size distribution appears to be a simple exponential. The dynamical noise, which is necessary to have coarsening for ␥р0, is irrelevant for ␥Ͼ0. The mean-field theory developed for ␥ϭ1 reproduces the exponential growth of the mean ripple size, but is insufficient to describe the universality of the growth law and the ripple size distribution which is observed numerically.
It is interesting to compare the results to the behavior in one-dimensional cluster-cluster aggregation. Recall that the model treated here can be mapped to cluster-cluster aggregation with hopping rates of clusters depending algebraically on the distance between them ͑Sec. II B͒. When the hopping rates depend as ⌫(m)ϳm ␥ on the masses of clusters, the growth of the average cluster size is algebraic with ͗m͘(t) ϳt 1/(2Ϫ␥) for all ␥Ͻ2 ͓16͔. Thus the behavior for nonnegative values of ␥ is rather similar in the two models, but for ␥Ͻ0 one finds a drastic difference due to the repulsive interaction between clusters in the ripple model.
We conclude by adducing some open problems for future studies. One of the most interesting issues is to understand the coarsening and the final ripple size selection in the case of a nonmonotonic robber function. This has direct applications in the coarsening of vortex ripples, where the robber function has recently been measured ͓2͔. Initially these systems are in the unstable regime, where the transfer function is monotonically increasing. As we have seen in the present paper, even this is a harder problem than the case where the dominant contribution to coarsening comes from the dynamical fluctuations. For nonmonotonic robber functions one needs an understanding of both coarsening mechanisms. Therefore the starting point into this direction would be to better understand the ␥Ͼ0 case. 
APPENDIX: CALCULATION OF MASS DISTRIBUTIONS FOR ␥ÄÀ1 AND À2
Here we calculate the explicit form of the mass distribution
