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so in the wild. The cognitive
demands for inventing such
traditions thus appear to be easily
met, not only by chimpanzees but
also by other great apes. If
inventions occur easily, a high rate
of invention could in principle
contribute to making the
distribution of traditions disjunct.
In practice, however, there is
a problem with this explanation.
Chimpanzees are an old species:
they closely resemble bonobos,
a morphologically derived sister
species that split off at least
1 million years ago [12]. If
chimpanzees have been inventing
and passing on traditions even for
as short a period as 1 million years,
the distribution of traditions would
be limited by the rate of invention
only if the rate of invention were
vanishingly low — much less than 1
in every 10,000 years for example.
The fact that chimpanzees have
invented traditions while being
observed by humans suggests that
every population should have had
ample opportunity to acquire it. So
the rate of repeat invention
appears too high to account for the
distribution of a series of
idiosyncratic sets of chimpanzee
traditions.
If invention alone cannot explain
why the unpredictable location of
traditions, we are forced to think
about a little-studied topic:
extinction. The obvious
explanation for why Kibale
chimpanzees do not dip for ants,
Gombe chimpanzees do not
hand-clasp-groom, or Bossou
chimpanzees do not use
leaf-napkins is that, although their
ancestors did, the tradition died
out. Why extinctions should
happen regularly is unclear.
Long-term studies will be needed
to test how population bottlenecks,
alternative fashions, individual
personalities or other factors might
promote rates of tradition
extinction. Understanding the
extinction of chimpanzee traditions
holds promise for explaining why
ape culture has never blossomed
as it did, critically, for humans.
Unfortunately the opportunities
for studying apes are disappearing
rapidly due to extinction not just of
traditions, but of whole
populations. But on the positive
side, Ebo nut-smashing is only one
of many recent tool-using
discoveries that in the 21st century
include chimpanzee tool-kits in the
Congo and the first gorilla tools in
the wild, as well as capuchin
monkey stone-tool-use in Brazil
[13–15]. There is still an opportunity
to learn much about the distribution
of cultural variants, let alone why
they are vulnerable to extinction.
Happily, as Morgan and Abwe
[7] hint, the process of studying
populations like Ebo often leads to
the establishment of a long-term
research program, one of the most
effective ways to promote
conservation. Their discovery thus
promises to benefit both science
and conservation. If the new
tradition proves idiosyncratic Ebo
will become a site of particular
interest but whatever is found
there, the big picture is clear: the
cultural primatology of central
Africa is still in its infancy.
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R635Molecular Biology: Silencing
Unlimited
Heterochromatin domains are essential for normal chromosome
functions. The Eri1 ribonuclease is a negative regulator of the RNA
interference machinery; recent studies have shown that, in fission yeast
lacking Eri1, heterochromatin formation is more promiscuous.Ricardo Almeida,
Alessia Buscaino
and Robin C. Allshire
Heterochromatin is the portion of
nuclear chromatin that maintains
a condensed state during the cell
cycle and that provides specificfunctions at various chromosomal
locations, such as centromeres
and telomeres. In the fission yeast,
Schizosaccharomyces pombe,
heterochromatin is formed at
distinct chromosomal regions:
centromeres, the mating type
locus, telomeres and ribosomal
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Figure 1. Heterochromatin formation and spreading are tightly controlled in fission
yeast.
(A) Heterochromatin spreading (red arrow) is antagonized by two different known
processes: boundaries (grey box) containing either tRNA or B-box motifs; the ‘anti-
silencer’ factor Epe1 (blue arrow). (B) In the absence of these two processes, hetero-
chromatin is allowed to expand past its normal limits and repress genes in euchromatin
(in orange). (C) RNA interference is involved in determining the sites of heterochromatin
formation (nucleation). The RITS complex (in green) containing siRNAs (in red) recog-
nizes a target locus and induces deacetylation and H3K9 methylation by HDAC and
Clr4 (hexagons). Eri1 antagonizes RNAi activity and limits its ability to nucleate. (D) In
the absence of Eri1, the RNAi pathway is more active and can induce heterochromatin
formation in chromosomal loci which are not typically engulfed in this structure (on
the right).(r)DNA arrays. A common
feature is that these regions are
all composed of repetitive
sequences which may facilitate
their assembly into
transcriptionally silent chromatin.
Several histone modifications
and histone binding proteins are
required to maintain the silent
state: the nucleosomes aretypically underacetylated
and methylated on lysine 9 of
histone H3 (H3K9me), which
creates a binding site for
chromo-domain proteins such
as Swi6 (HP1).
An elegant series of studies has
shown that the heterochromatic
repeats are transcribed by RNA
polymerase II and that thesetranscripts themselves are
processed by Dicer, a component
of the RNA interference (RNAi)
machinery, into short-interfering
(si)RNAs. The production of
siRNAs is essential for targeting
the ‘RNA-induced initiation of
transcriptional gene silencing’
(RITS) complex — composed
of Ago1, Chp1 and
Tas3 — to heterochromatin
repeats. This in turn leads to the
recruitment of the histone
methyltransferase Clr4. The
consequent methylation of H3 on
lysine 9 by Clr4 allows binding of
the chromo-domain proteins
Swi6 and Chp1, forming
a nucleation site from which
heterochromatin can spread
outwards along the chromatin
fibre [1].
Cells need to restrict
heterochromatin to specific
domains in order to avoid
repression of essential genes. But
how is the silencing machinery
targeted solely to specific loci?
And how is heterochromatin
contained and prevented from
spreading into other regions of the
genome? One possibility is that
components of heterochromatin
recognize and bind specific
sequences within the
heterochromatic domains that are
absent in euchromatin. However,
this does not explain how
a euchromatic marker gene is
silenced when it is placed inside
a block of heterochromatin.
Another possibility is that specific
boundary elements are located at
the borders between
heterochromatin and euchromatin.
These elements might act as
buffers to impede the spreading of
heterochromatin to neighbouring
chromatin. A third possibility is
that specific factors act as
‘anti-silencers’. Such proteins
might antagonize RNAi-mediated
heterochromatin assembly at
particular steps in the pathway.
The balance between ‘silencer’
and ‘anti-silencer’ activities might
ensure the normal distribution of
heterochromatin and euchromatin
domains. Perturbations could
enhance or reduce the formation
of silent chromatin.
Several recent papers [2–5]
report evidence that these last
two mechanisms operate in
Dispatch
R637S. pombe. Two of the new studies
[2,3] demonstrate the existence
of chromatin boundaries
surrounding heterochromatic loci
in fission yeast. Transfer (t)RNA
genes and B-box motifs were
found to be functional
components of these boundary
elements and their activity
prevents heterochromatin marks
from oozing out into surrounding
domains (Figure 1A,B). Other
analyses suggest that, in addition
to boundary elements, ‘anti-
silencer’ factors play an important
role in the negative regulation of
heterochromatin. In particular, it
has been shown that Epe1,
a JmjC domain protein,
counteracts repressive chromatin
by facilitating the recruitment of
RNA polymerase II to
heterochromatic loci via Swi6
(Figure 1A,B) [4].
As reported recently in Current
Biology, Iida et al. [5] have shown
that the fission yeast orthologue of
the Caenorhabditis elegans gene
Enhancer of RNA Interference 1
(eri1) has ‘anti-silencer’ activity.
The worm protein ERI-1 was
initially shown to be a nuclease
that can degrade siRNAs in vitro,
and it was suggested that it might
diminish the pool of active siRNAs
in the cells [6]. Consistent with this,
worms lacking ERI-1 display
enhanced RNAi silencing [6]. Iida
et al. [5] showed thatS. pombe Eri1
binds to and degrades
double-stranded RNA in vitro.
Mutation of Eri1’s catalytic domain
leads to increased levels of
centromeric siRNAs which are
associated with RITS complexes.
Although cells lacking Eri1
display no change in the levels
of silent chromatin modification
over centromeric repeats, H3K9
methylation and the silencing
of marker genes inserted in
these repeats are noticeably
increased, suggesting that the
formation of heterochromatin via
RNAi is enhanced on marker
genes [5].
This role for Eri1 in opposing
silencing is reinforced by another
recent study [7] in which the
Tas3 component of RITS was
artificially tethered to ura4 mRNA.
The ura4+ gene of fission yeast
is located in euchromatin and
is normally constitutivelyexpressed. However, coercing
the recruitment of RITS to the
ura4 transcript resulted in
silencing of ura4 expression in
a manner that is dependent on
RNAi, H3K9 methylation and
Swi6. Thus, diverting the RNAi
machinery to a transcript can
trigger siRNA synthesis,
silencing and heterochromatin
formation on homologous
chromatin.
Surprisingly, despite the fact
that siRNA homologous to the ura4
transcript are found within the
RITS effector complex, a second
copy or ura4+ at a distinct location
in the genome is not silenced
unless the Eri1 nuclease is also
absent (Figure 1C,D). In most
systems the RNAi machinery
homes in on target RNAs by
complementarity with the siRNAs
borne by the RISC effector
complex. Yet it seems that in
fission yeast RNAi is constrained,
so that unlike in other
organisms it is unable to silence
identical sequences in the
genome. The reasons for, and
mechanism of, this restricted
form of RNAi are unknown but
it is clear that Eri1 contributes
to it [7].
But how does Eri1 exert its
negative influence on RNAi? It has
been suggested that Eri1 might
degrade siRNAs or the
endogenous non-coding
transcripts involved in triggering
RNAi. A different scenario is
supported by two recent
publications [8,9] that show that
Eri1 is required for RNAi activity
against several endogenous
somatic genes in C. elegans.
These observations suggest that
Eri1’s negative effect on RNAi may
be a consequence of competition
for resources of this pathway, as
Eri1 stimulates siRNA production
against those genes, which in turn
diminishes the intensity of RNAi
response to other stimuli [8,9].
Applying the same reasoning to
fission yeast, it is possible that
RNAi might have another
unknown regulatory role in which
Eri1 is a central player. Indeed Iida
et al. [5] observed that
overexpressing Eri1 is toxic to the
cells, a fact that cannot be simply
explained by the loss of
heterochromatin or RNAi, as noneof these functions is essential in
this organism. Although the
authors suggest that toxicity may
be due to this unspecific nuclease
activity affecting the stability of
other cellular RNAs, high Eri1
levels might instead cause
excessive degradation of
specific target RNAs, which
in turn would compromise cell
growth.
Taken together these new
reports suggest that different,
parallel mechanisms restrict
heterochromatin to specific
domains. Heterochromatin is not
essential in fission yeast but we
expect that an excess of it might
be deleterious to the cell.
Surprisingly, loss of Eri1 or Epe1
has no apparent affect on cell
viability [3,4]. In a way, this could
mean that the ‘anti-silencers’ are
stemming a trickle rather than
a flood — the cell’s capacity to
assemble more heterochromatin
may well be limited due to low
levels of key proteins such as
Swi6. On the other hand, the cell
may possess other undiscovered
‘anti-silencers’ that act
redundantly with Eri1. All should
fall in place once it is clarified
how the different anti-silencers,
such as Eri1 and Epe1, together
with boundary elements
negatively regulate
heterochromatin formation and
whether they cooperate with each
other.
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The precarious future of coral reefs
throughout the world’s tropical
oceans has generated
unprecedented interest in the use
of marine protected areas (MPAs)
to conserve these unique habitats
[1,2]. Occasionally it is possible to
conserve an entire ecosystem, as
has recently been proposed for the
Northwestern Hawaiian Islands,
but more commonly a number of
smaller areas are designated for
varying levels of protection. But
which areas should be designated
for MPAs, and where should
fishing or other extractive activities
be allowed? Satisfying answers to
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rals will help conservation efforts in
this question has flummoxed
marine ecologists because it
depends critically upon some
knowledge of dispersal distances
(connectivity) in populations of
reef organisms (Figure 1). As they
report in this issue of Current
Biology, Galindo, Olson and
Palumbi [3] used an
oceanographic model to generate
a larval connectivity matrix among
almost 100 reef sites in the
Caribbean region. The matrix was
then used to estimate gene flow
among the locations in a simple
genetic model that incorporated
life history characteristics of
reef-building coral. Model
predictions matched well with
being used increasingly to determine popula-
al phase of marine fish and invertebrates.
plex dispersal patterns — in this instance the
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in Caribbean corals, suggesting
that the ocean circulation model
provides a reasonable facsimile of
realized larval dispersal.
Biodiversity in the ocean realm,
as in terrestrial environs, is
generated and maintained by
barriers to dispersal. But while it is
intuitively obvious that mountain
ranges act to constrict animal
movements on land, physical
barriers in the ocean are much
more difficult for humans to
discern. A further complication
arises because dispersal of most
coral reef fish and invertebrates
occurs primarily during a relatively
short pelagic larval phase. Once
pelagic, larvae are subject to
diffusion, turbulence and
advection in oceanic water
masses that can potentially lead to
dispersal of hundreds of
kilometers [4]. But it has proved
extremely difficult to either
measure the frequency with which
long distance movements during
the larval phase occur, or
alternatively to identify dispersal
barriers that may act to isolate
populations over ecological or
evolutionary time. Data on
ecological connectivity is critical,
however, for spatial management
of fisheries and the control of
invasive species, while gene flow
over evolutionary time scales will
determine genetic structure and
patterns of biodiversity in marine
ecosystems.
Marine invertebrate and fish
larvae are notoriously difficult to
track in the field because they are
invariably tiny and are quickly
diluted in vast volumes of water [5].
Instead, Galindo et al. [3] tackled
the problem by following
particles — ‘virtual larvae’ — in
Caribbean Sea currents derived
from the Miami Isopycnal
Coordinate Ocean Model
(MICOM). Particles were deemed
