Abstract. Fault diagnosis for cylindrical roller bearing is of great significance for industry. In order to excavate the features of the vibration signal adequately, and to construct an effective classifier for complex vibration signals, this paper proposed a new fault diagnosis method based on Variational Mode Decomposition (VMD), Singular Value Decomposition (SVD) and Adaboost classifier. Firstly, the VMD was applied to decompose the sampled vibration signal in time-frequency domain. Subsequently, the features were extracted by using SVD. Finally, the constructed Adaboost classifier were employed to fault detection and diagnosis, which were trained by using the extracted features. Experimental data measured in a rotating machinery fault diagnosis experiment platform was used to verify the proposed method. The results demonstrate that the proposed method was effective to detect and diagnose the outer ring fault and rolling element fault in cylindrical roller bearing.
Introduction
Cylindrical roller bearing is an important transmission device in industry area, which is yet prone to failure during operation [1] . It is of great significance for the system to operate safely if it can discover the fault and recognize the type of fault accurately in the early stage [2] .
Fault diagnosis of cylindrical roller bearing is essentially a pattern recognition process, which mainly includes feature extraction and fault classification [3] . However, it is difficult to extract the characteristic information due to the complex waveform of the vibration signal, which makes it difficult to diagnose the cylindrical roller bearing. In previous studies, different scholars have put forward many methods. In signal decomposition, Local mean decomposition (LMD), Empirical mode decomposition (EMD), Intrinsic time-scale decomposition (ITD) are widely applied [4] . In terms of feature extraction, Principal component analysis (PCA), Multidimensions scaling (MDS), Isomap, Locally Linear Embedding (LLE) are common methods [5] [6] [7] . And as for classifier aspects, Bayes, Decision Tree, Support Vector Machine (SVM), K-Nearest Neighbor, etc. are classical algorithm [8] [9] [10] . Although the above fault diagnosis methods have been carried out, digging useful information inside the vibration signal based on the analysis of vibration signal has not been fully researched.
In view of the above problem, this paper proposed a fault diagnosis method -VMD-SVD and Adaboost Classifier Method. VMD has been demonstrated of good noise robustness, small sampling effect, and it also has the ability to separate two pure harmonic signals with similar frequencies [11] ; SVD has good invariance and stability, which can effectively reduce the random noise in the signal and compress the scale of the fault eigenvector [12] . Adaboost has the advantage of avoiding overfitting, and it has an upper bound of training error rate in Adaboost. All these characteristics represent the good classification ability of the algorithm [13] .
The rest of this paper was structured as follows. The second section illustrated the main processes of the proposed method. Experimental investigation of this method was given in third section. The conclusions were given in the fourth section.
Methodology
The method proposed in this paper consisted of three main steps, as shown in Fig. 1 . The procedures of the method were as follows:
Firstly, the vibration signal of bearing was decomposed in time-frequency domain. The components obtained by VMD were used to construct the component matrix. Then the singular value vector could be obtained by SVD algorithm, and these singular value vectors were regarded as the eigenvectors. Secondly, the eigenvectors were used as training samples to build the classifier. Finally, after the fault detection, the eigenvectors of fault data were used to train another classifier. The fault diagnosis would be completed when all fault data were correctly classified. 
Signal decomposition by VMD algorithm
VMD is an adaptive signal decomposing method, which can overcome the shortcomings like endpoint effects, modal aliasing as reported in EMD research. Meanwhile, the instantaneous frequency of each basic component by decomposing has its practical meaning in physical.
Its process could be divided into two steps: the establishment part and the solution to the constrained variational problem. The mentioned problem was written as follows:
Subjected to ∑ = . In order to transform the constrained variational problem into an unconstrained variational problem, the quadratic penalty and Lagrangian multipliers were introduced to Eq. (1). The augmented Lagrangian was expressed as follows:
The Eq. (2) was solved by iterate search with alternating direction method of multipliers (ADMM).
The mode and the century frequency were written respectively as follows:
Feature extraction by SVD algorithm
The singular value decomposition theorem and its characteristics can be described as follows: Theorem: (Singular Value Decomposition Theorem) If ∈ × (without losing generality, setting ≥ ) and ( ) = , there are two orthogonal matrices:
and a diagonal matrix:
that make the following formula establish, which is:
where the is the eigenvalue of and and , are the eigen vectors of and corresponding to the eigenvalue . The elements on the diagonal of are singular values.
Pattern recognition by Adaboost classifier
Adaboost is an accurate classifier construction algorithm that the strong learning algorithm is formed by a family of weak learning algorithms through certain rules, which can get a high recognition accuracy of the classified through the sample training. The specific description of the algorithm is as follows:
1) The weak learning algorithm is given and the training set is shown as {( , ), ( , ),…, ( , )}, where represents the training sample vector and represents the classification mark.
2) The initialized weight is defined as ( ) = 1 ⁄ , = 1,…, .
3) For = 1, 2,…, : a) The weak learning algorithm is trained under the weight value and the predictive function ℎ : → {−1, +1} can be obtained.
b) The error rate of the predictive function is calculated by:
c) Updating the weights based on the above error rate:
where = ln((1 − ) ⁄ )/2 and is a normalization factor. d) The final prediction function can be obtained after training:
Case study
In order to verify the method proposed in this paper, the rotating machinery fault diagnosis experiment platform of PHM laboratory in Beihang University was used. The cylindrical roller bearing type was N205EM, and the detailed information was shown in Tab. 1. The rolling element fault and outer ring fault were injected by electrospark cutting as shown in Fig. 3 . In this paper, the speed was set at 1500 rpm and the sampling frequency was set at 5120 Hz. For each failure mode, the vibration signal data was obtained by continuous sampling for 10 days. In each day, data in 1 s was recorded every 300 s, and totally 102,400 data points of each condition were obtained after 20 sampling in 10 days. 
Feature extraction based on EMD-SVD
In order to extract the eigenvector of the data sufficiently, we first decomposed the data by VMD in each mode and obtained its components. In this paper, the component number was set to 4, and the center frequency evolution schematic diagram of the component was shown in Fig. 4 . The data in normal state and its four components after the decomposition of VMD were shown in Fig. 5 . After that, the four components were constructed into a matrix × . And then, we took the first 10,000 rows and cut them into 100 matrices in same size (written as × ).
Fig. 4. Evolution of center frequencies
The singular value vector Vector_SVD 4×1 of each matrix Di was obtained by SVD. And the singular value vector was used as the eigenvector, so there were 100 eigenvectors under each condition. Finally, 300 eigenvectors were totally obtained with all the data. 
State classification based on Adaboost classifier
The 300 eigenvectors were entered as training data into the Adaboost classifier. The label value of all eigenvectors extracted from normal data was set to 1, and the other 200 eigenvectors was set to -1. The Adaboost classifier consists of a number of weak classifiers that dynamically adjust threshold values. As can be seen from Fig. 6 , with the increase of the number of weak classifiers, the model gradually converged. Finally, a strong classifier was obtained based on these weak classifiers. Because the adaboost classifier in this paper is a binary classifier, the above model could be trained to distinguish normal data from fault data. However, there was no distinction between the rolling element fault and the outer ring fault. Therefore, this paper built another Adaboost classifier in the same way. The training data adopted the eigenvectors of rolling element fault and outer ring fault. In which, the label value of the rolling element fault was set to -1, and the outer ring fault was 1. After training, this classifier could distinguish between these two fault modes.
The accuracy of these classifiers was calculated by classifying the test data. By entering 300 samples (including 100 normal samples, 100 outer ring fault samples, and 100 scroll-fault samples) into the constructed classifier, the fault detection rate of distinguishing between normal data and fault data was 97 % and the fault diagnosis rate of distinguishing between the fault modes was 95 %. The results showed that the method proposed in this paper was practical and effective for fault diagnosis of cylindrical roller bearing.
Conclusions
In order to solve the problem of cylindrical roller bearing fault diagnosis, this paper proposed a fault diagnosis method. To extract useful information from the signal better, the signal was first decomposed by VMD and then the eigenvectors of the data were extracted by SVD. Finally, the Adaboost classifier was obtained by training. After experimental verification, the proposed method had high robustness and was effective and feasible for fault diagnosis of cylindrical roller bearing.
