The aim of this paper is to develop an MCDA model to support decision makers in the marine environment. The UTASTAR method is employed for the selection of the best area for ship-to-ship transfer of cargo. The method relies on the hypothesis that both the actions and the corresponding criteria interact with each other over time, constructing and formulizing the decision aid model. The use of real data for the tuning of the model parameters may lead to the optimal compatibility between model and decision-maker cognition.
Introduction
Shipping is a risky business as well as a risky operation due to different issues involving both operational (Ballis and Stathopoulos, 2003) and trading factors (Roumboutsos et al. 2004 ); the operational factors are related to the complex and frequently hostile sea environment, whereas the trading factors refer to the primary target of the shipping companies, which is to maximize their profits in a highly competitive and demanding market (Sambracos and Ramfou, 2001 ). An interesting and very promising way to deal with decision support problems in the marine environment comes from the employment of different multicriteria decision aid (MCDA) methodologies.
In most cases, MCDA methods are preference modelling approaches that are based on binary relations of the alternatives under the outranking relation law or ordinal regression approaches, which employ methodologies based on additive value models (Lopez et al. 2008 ). The modelling of the decision makers' (DMs') preferences in outranking relations is achieved by the direct interrogation of the DM and the analyst, in which the DM must determine the weights of the evaluation criteria, as well as the preference, indifference, and veto thresholds (Zopounidis, 2001 ).
There are several representative works on this approach (Roy, 1985; Roy and Bouyssou, 1993) . A plethora of related examples can be found in the work of Siskos and Tsotsolas (2015) .
On the other hand, the additive value models refer to the order of preference of a set of actions or alternatives followed by a consistent family of criteria (Greco et al., 2008 (Greco et al., , 2011 Hurson and Siskos, 2014) . There exist many different approaches when referring to the additive value functions. For example, multiattribute utility theory (MAUT) is based on the construction of a global utility function that corresponds to the DM preferences (Keeney and Raiffa, 1976; Farquhar, 1984; Fishburn, 1967; Figueira et al. 2005 ). In MAUT theory, a direct interrogation process is employed to elicit information from the DM concerning the trade-offs among the conflicting criteria, attributes, or points of view with the objective of constructing the global preference model in the form of a utility function that the DM implicitly uses to make decisions (Zopounidis, 2001 ). Thus, MAUT offers a consistent and analytical evaluation of the alternative actions with regard to the corresponding criteria.
Alternatively, additive value functions can be built by employing the global criterion method (Siskos, 2008 ). This method is based on the aggregationdisaggregation or, in other words, analytical approach that refers to the analysis (disaggregation) of the global preferences (judgement policy) of the DM to identify the criteria aggregation model that underlies the preference result (Doumpos and Zopounidis, 2001 ) for the development of one or more additive value functions. Thus, the analytical approach theory relies on the assumption that the knowledge of the mechanism that DMs have in mind can be extracted and used to rank different alternatives that are governed by the same principles or rules. The process is applied to a predefined set of actions or alternative solutions . At first, an initial order of preference integrating both real and imaginary alternatives is built. The ultimate purpose is to construct a model that consists of the marginal functions of the selected criteria by applying special LP techniques. The ranking of the actions obtained through these functions on should as consistent as possible with the initial ranking of actions (Lakiotaki et al. 2009 ). Finally, the extracted model is extrapolated to the rest of the alternative set of actions (Spyridakos and Yannacopoulos, 2015) .
The main representative of the analytical approach comes from the UTA (Utility Additives) family, which was initially proposed by Jacquet-Lagreze and Siskos (1982 Siskos ( , 2001 ). The primary goal of the UTA methods is the inductive inference of one or more additive value functions using a preference order of reference actions. The UTA methods belong to the wide family of analytic global criterion methods with monotonic regression. This paper focuses on the implementation of the UTASTAR method, which was initially proposed by Siskos and Yannacopoulos (1985) as an improved version of the original UTA method.
In the original UTA method, each alternative action comes with a unitary defined error (Grigoroudis et al. 2004) , which corresponds to the correction of the value of each criterion in order, the additive value function, to verify the order of preference of the reference actions. The UTA method finally calculates the marginal value function of each criterion as a result of the solving a linear problem (LP) with the objective function, the error function, and the constraints that arise from the nature of the problem. The UTASTAR method aims to remedy the weakness of the original UTA method by minimizing, through the error function, the total dispersion of the points that corresponds to the value of each criterion with regard to the reference actions. More specifically, the UTASTAR introduces the meaning of the double error function ( + ( ) and − ( )), taking into account situations of both underestimation and overestimation of the marginal value function (Matsatsinis, 2010) .
To examine the effectiveness of the UTASTAR method for decision models from the marine sector, the method is applied to the problem of choosing a suitable area for ship-to-ship (STS) transfer of cargo.
Thus, the aim of this paper is to develop an MCDA model based on the analytical global criterion method with monotonic regression for the location of the most suitable STS transfer area. To achieve this goal, the rest of the paper is organized as follows: First, the current context of the MCDA additive value functions is presented. Next, in Section 2, the link between the analytical approaches and the UTASTAR method is properly described, and in Section 3, the method is applied for the selection of the most appropriate STS transfer location. In Section 4, the results are presented and discussed. Finally, Section 5 concludes the paper.
From the analytical approach to the UTASTAR methodology
When dealing with multi-attribute decision problems by applying Roy's (1985) general methodological framework, the majority of the developed decision models are based on the axiom that the final decision is the result of the evaluation of the different actions or alternatives followed by a consistent family of criteria. Hence, there is a type of inductive inference process in which the general conditions of the problem determine the final decision. This "cause and effect" approach was reconsidered by Jacquet-Lagreze and Siskos (1982) , who stated that the final decision can be the result of knowledge of the cognitive mechanism by which the DMs decide instead of an inductive inference process.
Thus, the analyst can model the DMs' way of thinking and apply this knowledge to make decisions regarding other alternatives from the same set of actions. This philosophy is the fundamental principle of aggregationdisaggregation or simply analytical methods where the decision and criteria interact with each other over time and co-construct the decision model (Siskos, 2008) . According to the theory of analytical methods, the first step is to collect the data relevant to the decision problem and then to determine the actions and the corresponding criteria. Next, a model is constructed based on the DM's order of preference for the predefined actions. Finally, the constructed model is compared with the order of preference of actions and, for absolute relevance, the constructed model is extrapolated to the rest of the actions; otherwise the model is properly corrected to fit the initial order of preference.
The most representative family of analytical methods is the UTA family. A flowchart of the analytical approach is shown in Figure 1 . Fig. 1 . The concept of the analytical approach through the UTA methodologies includes a given order of preference of the selected actions which is used as a mean to determine the corresponding value functions during the disaggregation process. Next comes the aggregation process where the extracted model is extrapolated to the rest of the alternative set of actions.
In UTA methods, the analyst takes for granted the preferences of the DM regarding a given set of reference actions . The preference actions could be either real, taken from the original set of actions, or imaginary, which means that they are built on the selected criteria.
Given the order of preference of the selected actions, the UTA method applies special techniques of linear programming to determine the corresponding value functions, through which the criteria are aggregated into a global criterion per action. That is why this kind of modelling is also known as the "global criterion model".
The value function of a given set of actions = { 1 , 2 , … , } , followed by a consistent family of criteria 1 , 2 , … , , is expressed by the relationship:
(2) where * * , correspond to the worst and best values of the criterion , and [ ( )] is a real number that is known as the value of action α. Thus, the global value of each action can be expressed by an additive value function of the following form:
Under the normalization constraints,
where , = 1,2, … represent monotonic non-descent functions known as marginal value functions.
In order to implement a UTA model, two conditions should be in force: preference independence among the selected criteria and the property of consistency or monotony, which means that:
, DM is indifferent between action α and b
The UTASTAR is an improved version of the original UTA method (Jacquet-Lagreze and Siskos, 1982) . It refers to the evaluation of a set of actions = { 1 , 2 , … , } according to a consistent family of criteria = { 1 , 2 , … , } based on an order of preference of actions given by the DM. During the model implementation, an additive value function is constructed from the selected criteria with the objective of being consistent with the initial order of preference. The improvement of the UTASTAR method comes from the introduction of the meaning of double error to deal with underestimations (which is also dealt by the original UTA method) as well as overestimations of the marginal functions. Another innovative characteristic of the UTASTAR is the transformation of the partial values of each criterion scale of the reference actions through equidistant spaces to facilitate the resolution of the LP (Siskos, 2008) . A detailed description of the UTASTAR method can be found in the work of Siskos (2008) or Matsatsinis (2010) . In brief, the UTASTAR consists of the following four successive steps:
Step 1: The actions and the corresponding criteria are determined. Discretized criterion scales are made and the global value of the actions [ ( )], = 1,2, … , is initially expressed through the use of the marginal value functions ( ). Next, the transformation of each value function is conducted according to the relationships:
Step 2: The error functions + and − of the underestimation and overestimation of the preference actions accordingly are integrated to each value function and the differences between the pairs (first, second), (second, third), and so on of the order of preference are written accordingly:
Step 3: The following LP is solved:
Under the constraints:
Step 4: The existence of multi-optimal or semi-optimal solutions of the relative LP is checked through the calculation of the weighted average of the additive value functions that maximize the following objective functions. When a lack of robustness occurs, an additional constraint is applied to the existing ones of the previous hyper-polyhedron, which is:
where * is the optimal error value of step 3, and corresponds to a very small positive number (or zero).
The new linear program should give n new solutions that are able to optimize, in the new hyperpolyhedron, the linear functions:
If the stability of the model is adequate, the final decision corresponds to the mean utility function of n meta-optimal solutions.
Use of UTASTAR to choose STS transfer area
According to the problem, a large oil cargo is to be delivered from the Persian Gulf to a final destination somewhere in north Europe (point B of Fig. 2 ). For both operational and financial reasons, the stakeholders have decided that the oil will be carried in parcels by Suezmax tankers from the Persian Gulf (point A of After careful examination of the alternative locations, which is beyond the scope of this paper, four different categories of criteria have been chosen to evaluate each STS transfer area: operational, economic, environmental, and safety/security criteria.
Operational criterion: This criterion refers to the operational potentialities that each location can offer to the transfer operation. For example, it includes the different ways (stationary or under way) in which the transfer operation can be conducted, the familiarization of the local authorities with the facilitation of the STS transfer process, the relative experience of the STS transfer provider who is responsible for providing the person in overall advisory control (POAC), the relevant STS transfer equipment, and finally the proximity of the facilities to provide critical equipment in case of emergency, such as oil pollution. The operational criterion takes values from zero, which refers to the worst operational conditions, where no sub-criterion is satisfied, to four, which refers to the best option, where all sub-criteria are satisfied. Finally, this is a positive qualitative criterion, which means that the larger the value of the criterion, the higher the value of the action for the stakeholder.
Economic criterion:
This consists of the subcriteria that are relevant to the expenses that the stakeholder should cover to conduct the STS transfer operation in each suggested area. For example, it refers to the cost of the fees the stakeholder must pay to the authorities, the total cost of fuels and personnel for the transition to the STS transfer area, the payment for the STS provider services, and other additional operational costs. In order to evaluate the economic criteria, it is assumed that each economic sub-criterion makes a weighted contribution to the total cost of the STS transfer. The economic criterion is a quantitative criterion and is negative, which means that the lower the value, the more suitable is the location for the transfer and vice versa.
Environmental criterion: This is related to the prevailing weather or sea conditions that may affect the success of the operation, including the existence of sufficient room in which to conduct the transfer (especially transfers carried out under way), the traffic density of the proposed transfer area (too high a density may lead to early transfer suspension), the proximity of sensitive or protected areas, and finally the presence of a sheltered environment able to protect vessels from the forces of nature. This criterion is a qualitative criterion and is given by an empirical equation explained in detail in the work of Stavrou et al. (2016) . Finally, the criterion has a negative meaning, which means that the lower the value, the more suitable is the location for the transfer. To evaluate the environmental criterion, it is assumed that each environmental sub-criterion makes a weighted contribution to the total cost of the STS transfer.
Safety and security criterion: This criterion refers to the geo-political status of the proposed transfer area, including the potential for unpredictable situations due to unstable geo-political relations between nearby nations. This criterion also accounts for the possibility of terrorist activity that may endanger crew, vessel, and cargo safety. A further factor is historical data regarding incidents or accidents within the area under consideration. It is a qualitative criterion and has a positive meaning, which means that the higher the value, the more suitable is the location for the transfer.
The summarized data for each location according to the selected criteria are shown in Table 1 . After a short discussion with the stakeholder, the analyst proceeds with the construction of four virtual actions or reference profiles. For example, regarding the question of choosing by instinct one of the four different alternatives, the stakeholder chooses Gibraltar due to its better environmental profile. The second choice of the stakeholder is Malta due to its low cost, and so on. The order of preference according to the stakeholder's cognition is shown in Table 2, while Table 3 depicts the corresponding discretized criterion scales. 
From the implementation of the first step of the algorithm, the value function of each action is calculated, applying the linear regression technique whenever needed. To do so, the following boundary conditions are also taken into account:
Thus, the value function of each action is given by the following equations: Next, the transformation of Equation (1) According to the second step, the differences between the corresponding pairs are calculated according to the order of preference of the actions: In the third step, the LP is solved, taking into account a threshold value of δ = 0.01. The last row of the corresponding table shows the optimal value of the relative weights.
The solution of the LP gave a feasible solution but not a unique one. For that reason, it is necessary to carry out a robustness analysis in order to determine the corresponding solutions that verify the problem. To achieve this goal, the objective function is transformed per Equation (17) . According to the results, z = 0, and thus the robustness analysis refers to those solutions that maximize the weight of each criterion (ε = 0). As all errors have zero values, they can be omitted and thus a new LP arises where the four objective functions are shown. 
Results and discussion
The final solution of the LP corresponds to the marginal functions of Table 7 , while the functions are depicted in Figure 3 . The grey lines correspond to the initial solution of the LP, while the black line shows the final solution after the meta-optimization process. According to the results, the order of preference of the shareholder is verified:
As the model verifies the initial preference order, it can be further extrapolated to the evaluation of the rest of the selected actions. For example, in the case of Malta, the global value function will be:
Thus, the final ranking is as shown in Table 8 .
In this paper, the order of preference of the reference actions emerged as a result of the interaction of the DM with the analyst. From the DM-analyst interaction, four fictitious actions emerged and were used to determine the corresponding marginal value functions. The results verified the initial order of preference and the value functions were used for the ranking of the rest of the actions. The interaction between DM and analyst was an 
After solving the meta-optimization LP, the following solutions are extracted: Table 6 : Robustness analysis and the final solution of the meta-optimization problem.
[max] The implementation of the UTASTAR method demonstrates that the method has the capability to deal adequately with criteria of qualitative origins. This capability is very important especially when dealing with problems from the marine sector, where the need to apply qualitative scales in combination with qualitative ones is often unavoidable.
Another important observation comes from the step of the meta-optimization process. During the initial determination of the marginal value functions, the LP gave a feasible solution. This solution satisfies the problem constraints but is not the only one that does so. Thus, it was necessary to perform a robustness analysis in order to check the stability of the model through the determination of other solutions that satisfy the problem. Thus, the robustness analysis through the metaoptimization process gives the ability to control the stability of the model, and the solutions of the LP constraints are the most representative ones. Moreover, the use of the weighted average for the selection of the optimal solution during the meta-optimization process confines the modelling of the DM's behavior within narrow limits. The weighted average solution corresponds to a risk-neutral DM and excludes cases of DMs who have low-or high-risk attitude.
Last but not least, it is essential to mention that an important advantage of the UTASTAR method is the ability to overcome problems of incomparability that can be met during the implementation of methods that are governed by the outranking relation law when a binary comparison between the actions is conducted. This is due to the fact that the final result is based on the aggregation of the marginal value functions of the selected criteria for each action rather than a binary comparison of the alternative actions. The incomparability remains a significant problem especially in the case of the employment of the ELECTRE methods. 
Ranking

