Abstract. We show that the number of vertices, edges, and faces of the union of k convex polyhedra in 3-space, having a total of n faces, is O(k 3 + kn log k). This bound is almost tight in the worst case, as there exist collections of polyhedra with Ω(k 3 + knα(k)) union complexity. We also describe a rather simple randomized incremental algorithm for computing the boundary of the union in O(k 3 + kn log k log n) expected time.
1. Combinatorial bounds. Let P = {P 1 , . . . , P k } be a family of k convex polyhedra in 3-space, let n i be the number of faces of P i , and let n = k i=1 n i . Put U = P. By the combinatorial complexity of a polyhedral set we mean the total number of its vertices, edges, and faces. Our main result is the following. Theorem 1.1. The combinatorial complexity of the union U is O(k 3 + kn log k). This bound is almost tight in the worst case, since there are examples where the complexity of such a union is Ω(k 3 + knα(k)).
1.1.
Background. This result extends the known sharp bound of Θ(k 2 +nα(k)) on the complexity of the union of k convex polygons in the plane with a total of n edges [7] . It is interesting to note that in both cases the bounds depend only linearly on n.
Our result has several applications, mentioned below, to robot motion planning and to problems in geometric optimization. It is a natural special case of the problem of analyzing the complexity of the union of geometric objects, which is formulated for arrangements of more general curves and surfaces in two and three dimensions, respectively. This problem has received considerable attention recently and has been studied mostly in the plane. Several special cases have been identified where sharp complexity bounds can be established, such as the cases of "pseudodisks" [27] or of "fat" triangles [28] . In three dimensions, however, very few sharp bounds for the complexity of the union of objects are known. One such bound is for the union of n balls, where a Θ(n 2 ) worst-case bound is easy to establish. Another recent bound is for the union of n axis-parallel cubes in any dimension d ≥ 2. The worst-case bound is Θ(n ⌈d/2⌉ ), and it improves to Θ(n ⌊d/2⌋ ) when the cubes have all the same size [11] . The union of geometric objects (or, rather, its complement) is among several important substructures in the arrangement of the objects, such as their lower (or upper) envelope, a single cell of the complement (a "hole" in the union), a subset of cells in the complement, and the collection of all nonconvex or otherwise "interesting" cells of the complement. Considerable progress has recently been made in the analysis of these substructures; see [5, 7, 22, 21, 23, 24, 33, 36] .
We also obtain an efficient randomized incremental algorithm for computing the union of k convex polyhedra with a total of n faces, whose expected running time is O(k 3 + kn log k log n), and is thus close to optimal in the worst case. Our algorithm computes the portion of the boundary of the union contained in each of the faces of the polyhedra, using a separate randomized incremental procedure for each face. The algorithm and its analysis are adapted from previously known techniques ( [13, 16, 20, 30] and others), but it introduces a significant observation, namely that, even without a global randomized insertion mechanism (which is not applicable in our case), sharp expected complexity bounds can still be obtained. This may be of independent interest and may have further applications for efficient construction of other three-(or higher-)dimensional structures. Another complication arises since the objects that we add incrementally do not necessarily have constant complexity, so handling them requires a more complex version of the algorithm and of its analysis.
Analysis.
We first simplify the analysis by assuming that the given polyhedra are in general position, meaning that no point is common to the boundaries of any four distinct polyhedra, no vertex of one polyhedron lies on the boundary of another, no two edges of distinct polyhedra meet, and no edge of a polyhedron meets the polygonal curve of intersection of the surfaces of any two other polyhedra. We claim that this assumption involves no loss of generality. Indeed, Lemmas 1.2 and 1.3 below, which are easily seen to hold also when the given polyhedra are not in general position, imply that it suffices to prove the asserted bound for the number of vertices of the union that are formed as the intersection of faces of three (or more) distinct polyhedra. However, it can be easily verified that, if we perturb the vertices of the given polyhedra by sufficiently small displacements, so as to move them into general position, the number of such union vertices does not decrease. Moreover, if the perturbation is sufficiently small, the number of edges and faces of the union also cannot decrease. We can then charge each edge or face of the union to an incident vertex in the perturbed collection and argue that no such vertex is charged more than a constant number of times. These considerations imply that it suffices to establish the bound of Theorem 1.1 for the number of vertices of the union of collections P in general position.
We begin with a derivation of a few simple auxiliary results. Lemma 1.2. The sum of the numbers of vertices, edges, and faces of the pairwise intersections P i ∩ P j , over all 1 ≤ i < j ≤ k, is O(kn).
Proof. P i ∩ P j is a convex polyhedron bounded by at most n i + n j faces, and thus has O(n i + n j ) vertices and edges. Summing this bound over all (i, j) with 1 ≤ i < j ≤ k, we obtain O(kn).
Define the arrangement A(P) of the collection P as the decomposition of space into vertices, edges, faces, and three-dimensional cells induced by the faces of the polyhedra of P; for more details on arrangements, see [4, 17, 34] . Lemma 1.3. The number of vertices of A(P), other than those formed as the intersection of faces of three or more distinct polyhedra, is O(kn).
Proof. Each such vertex is either a vertex of a polygon in P, or a vertex of P i ∩P j , for some i = j. The claim now follows from Lemma 1.2. Lemma 1.4 (Aronov, Bern, and Eppstein [1] ). The overall complexity of A(P) is O(k 2 n), which is tight in the worst case. Proof. Each vertex of A(P) not counted in Lemma 1.3 is the intersection of an edge of some intersection P i ∩ P j with a face of another polyhedron P ℓ . Since Lemma 1.2 implies that the total number of such edges is O(kn), and each of them crosses the surface of another polyhedron at most twice, the upper bound follows. For an easy lower bound construction, see [1] .
Proof of Theorem 1.1. We prove the theorem by induction on k. For k ≤ 3 the claim follows trivially from Lemma 1.4. Recall that A(P) is the arrangement in R 3 of the collection of the n facets of the polyhedra in P. An m-face f ∈ A(P), for m = 0, 1, 2, is a level-z face if exactly z polyhedra in P contain f in their interior. Thus the faces of the union are precisely the level-0 faces.
A vertex v ∈ A(P) is said to be an outer vertex if it is incident to an edge of a polyhedron in P. Otherwise v is called an inner vertex. By Lemma 1.3 the number of outer vertices is O(kn). Thus our main goal is to bound the number of level-0 inner vertices. Denote by C z (P) the number of level-z inner vertices of A(P), and by C z (k, n) the maximum of C z (P) over all sets P of k convex polyhedra in general position, with a total of n facets.
The triple (f, e, e ′ ) is said to be a special triple if f is a level-1 2-face of A(P), e and e ′ are edges of f that are level-0 edges of A(P), and we can trace the boundary of f from e to e ′ without passing through any other level-0 edge. (Note that e and e ′ must both lie on the boundary of the unique polyhedron containing f in its interior and thus on the outer boundary component of f .) In this notation, the order of e and e ′ is immaterial, and we identify (f, e, e ′ ) with (f, e ′ , e). Lemma 1.5 below, a main technical step of the proof, shows that the number of such special triples is O(k 3 + kn log k). We also define a special triangle to be any level-1 triangular face of A(P), with one level-0 edge and two level-1 edges. Let v 0 be a level-0 inner vertex. Then v 0 is the intersection of three facets F 1 , F 2 , F 3 of three respective distinct polyhedra P 1 , P 2 , P 3 . The vertex v 0 is incident to three level-0, six level-1, and three level-2 2-faces of A(P). Let f be one of the incident level-1 faces, say the one contained in F 1 ∩ P 3 and lying outside P 2 . There are two edges of f incident to v 0 : a level-0 edge e 0 within F 1 ∩ F 3 \ P 2 , and a level-1 edge e 1 within F 1 ∩ F 2 ∩ P 3 (see Figure 1) . Let e 0 , v 0 , e 1 , v 1 , e 2 , v 2 , e 3 denote the edges and vertices of the (outer) boundary of f in the order of their appearance along the boundary, starting from e 0 (see Figure 1 ). Note that we may have e 3 = e 0 .
We now introduce a charging scheme, in which v 0 can be charged to a "nearby" vertex or other feature of the arrangement A(P). One of the following five cases must arise:
(i) v 1 is an outer vertex of A(P). In this case we charge one unit to v 1 .
(ii) v 1 is a level-0 inner vertex, and thus (f, e 0 , e 2 ) is a special triple. We charge one unit to (f, e 0 , e 2 ).
(iii) v 1 is a level-1 inner vertex, and v 2 is not a level-0 inner vertex. We charge 1/3 of a unit to v 1 .
(iv) v 1 is a level-1 inner vertex, v 2 is a level-0 inner vertex, and e 0 = e 3 . We charge one unit to the special triple (f, e 0 , e 3 ). (v) v 1 is a level-1 inner vertex, v 2 is a level-0 inner vertex, and e 0 = e 3 . We charge 1/6 of a unit to the vertex v 1 and 1/6 of a unit to the special triangle △e 0 e 1 e 2 .
If we repeat the above procedure for each of the six level-1 2-faces incident to v 0 , the vertex v 0 will receive at least 2 units of charge, at least 1/3 for each 2-face. Moreover, we claim that v 0 can be incident to at most four special triangles (as in case (v)): Note that v 0 is incident to three level-0 edges e, e ′ , e ′′ , and to three level-1 edges g, g ′ , g ′′ , and each special triangle incident to v 0 is incident to one of these level-0 edges and to one of these level-1 edges. So suppose to the contrary that v 0 is incident to five or more special triangles. It follows that there are three consecutive special triangles incident to v 0 , i.e., up to symmetric configurations, one special triangle is incident to e and g, one is incident to g and e ′ , one is incident to e ′ and g ′ , and e and g ′ must be collinear; see Figure 2 . By definition, the other endpoints of e and g must lie in some original polyhedron facet F 4 not incident to v 0 . Similarly, because of the general position assumption, the other endpoints of g and e ′ must both lie in F 4 , and the same holds for the other endpoint of g ′ . This, however, is impossible, since the line segment e ∪ g ′ has both endpoints on F 4 and contains v 0 which is not on F 4 . Hence, v 0 can be incident to at most four special triangles.
It follows that v 0 will receive at least 2 − 4 × 1/6 = 4/3 units of charge even if we do not charge the special triangles.
We repeat the charging scheme for all the level-0 inner vertices of A(P). Each outer vertex w that is charged in this scheme (in type (i) cases) has exactly two incident edges which lie in the intersection of two polyhedra facets. Then w may be charged up to four times: it can be charged along those two intersection edges, at most twice along each edge, from the two incident level-1 faces, for the total of at most 4 units. Each special triple (f, e, e ′ ) may be charged up to four times, once for each vertex of e and e ′ , for the total amount of at most 4 units of charge. Each level-1 inner vertex v is incident to three level-1 2-faces. Within each face it is charged at most 1/3 of a unit (either in just one charging of type (iii) or in at most two chargings of type (v)). Thus the total charge to v is at most 1 unit. To summarize, in the overall charging scheme, every level-0 inner vertex receives at least 4/3 units, every level-1 inner vertex pays at most 1 unit, and every outer vertex or special triple pays at most 4 units. This yields:
Let R ⊂ P be a random sample of k − 1 polyhedra (that is, R is obtained by deleting at random one polyhedron from P). Arguing as in several recent related works [11, 14, 36] , we have
where E denotes expectation with respect to the random sample R. Here we have used (1) and the fact that a level-0 inner vertex of A(P) remains a level-0 inner vertex of A(R) with probability k−3 k (this happens if and only if none of the three incident polyhedra is deleted), a level-1 inner vertex of A(P) turns into a level-0 inner vertex of A(R) with probability 1/k (this happens if and only if the deleted polyhedron is the unique one containing the vertex), and no other vertex of A(P) can become a level-0 inner vertex in A(R). Using the induction hypothesis C 0 (k, n) ≤ ck 3 + ckn log k, for some absolute constant c, we obtain
Thus (2) becomes
for an appropriate constant b. It is now easy to show that
and that
provided c is chosen sufficiently large. Indeed, the first inequality is trivial to enforce. The second one is implied by the inequality which is also trivial to enforce for k > 3. This completes the induction step and thus establishes the asserted upper bound.
As to the lower bound, Ω(k 3 ) is achieved by a gridlike arrangement of almost flat polyhedra (cf. Figure 3(a) ). To obtain the second term, take a collection of k/2 convex polygons in the xy-plane, with a total of n − ck/2 − k edges, for an appropriate constant c, such that the complexity of their union is Ω(nα(k)). Such a construction is described in [7] . Turn each planar polygon in this construction into a vertical prism, and cut the resulting collection of prisms by k/2 parallel horizontal flat polyhedra with c faces each. The union of the resulting collection of k convex polyhedra with a total of n faces has complexity Ω(knα(k)). General position, if desired, can be achieved by a small perturbation of the planes containing the faces of the polyhedra, without reducing the complexity of the union. Figure 3 (b) illustrates a simpler Ω(kn) construction with a single prism. Combining the two constructions, we obtain a lower bound of Ω(k 3 + knα(k)), as claimed. To finish the proof, next we show the following. Lemma 1.5. The number of special triples in an arrangement A(P) of k polyhedra with a total of n faces is O(k 3 + kn log k). Proof. Let f be a level-1 face of the arrangement A(P). Let e f denote the number of edges of f that lie at level 0. (Note that all these edges must lie on the outer component of ∂f .) Clearly, the number of (unordered) special triples of the form (f, e ′ , e ′′ ) is exactly e f . However, to facilitate our inductive proof, we assign weight w(f ) = max {4e f − 6, 0} to f and proceed to estimate a new quantity, namely f w(f ), where the sum is taken over all level-1 faces f of A(P). (The reason for replacing e f by w(f ) is, essentially, "induction loading," i.e., strengthening the statement in order to strengthen the induction hypothesis, thereby making the proof simpler.) We denote the maximum value of this quantity, over all collections P of k polyhedra in general position, with a total of n faces, by C (1) (k, n). Before proceeding to bound C (1) , we observe that it is an upper bound on the number of special triples (f, e, e ′ ). Indeed, we need only consider level-1 faces f that have at least two level-0 edges on their boundary. For such faces f , we have e f ≥ 2, and w(f ) = 4e f − 6 ≥ e f , so indeed w(f ), with the sum taken over all level-1 faces f , bounds the number of special triples in A(P).
We now estimate C (1) (k, n) by employing a slightly different induction scheme, as used in [2, 3, 5, 19] . That is, we remove a polyhedron P i , add it back, and estimate the increase in the sum f w(f ), over all level-1 faces f of A(P), which neither lie on the boundary of P i nor are contained in its interior. The argument is repeated for all P i ∈ P and the resulting bounds on the increase in f w(f ) are added, to obtain a recurrence for C (1) . We note that if f ′ is such a face in the full arrangement A(P), then, when P i is removed, f ′ may expand, possibly merging with other faces, to form a bigger face f , which is a level-1 face in the reduced arrangement A i = A(P \ {P i }).
Thus let f be such a face in A i . We assume that f is contained in a face F j of some polyhedron P j and in the interior of only one other polyhedron P ℓ , where P j and P ℓ are distinct from P i , and consider what may happen to f when P i is reinserted. The portion f \ P i of f remains at the first level of the full arrangement, whereas f ∩ P i lies at the second level and so should be ignored. f \ P i may be disconnected and consist of several subfaces f 1 , . . . , f u . We are interested only in situations where u q=1 w(f q ) > w(f ), for only then does our count go up. Recall that e f counts the number of level-0 edges of f , i.e., of edges of f on ∂P ℓ , rather than all edges of f ; in particular, we can assume that e f ≥ 1, for otherwise neither f nor f \ P i contribute anything to C (1) . Clearly, the cases where P i contains f in its interior or avoids it altogether are uninteresting. If P i avoids the outer boundary of f , there is no increase in weight (since all e f level-0 edges of f lie on that boundary). Thus, from this point on, we assume that ∂P i does meet the outer boundary of f .
We disregard subfaces f q for which w(f q ) = 0; we are thus interested only in situations where
Each of the at most e f level-0 edges of f may be split by P i into at most two subedges that may contribute to the left-hand side of (3), which is thus at most 4e f + 4e * − 6u * , where e * is the number of level-0 edges that have been split, with both subedges appearing in positive-weight subfaces, and where u * denotes the number of subfaces with positive weight. Thus the increase that f contributes to the overall sum of weights is at most (4e f + 4e * − 6u * ) − (4e f − 6) = 4e * − 6u * + 6 (it can be smaller if e f = 1 or if some of the e f level-0 edges of f appear only in 0-weight subfaces). Let s be one of the e * split edges, and let s 1 and s 2 be the two subedges into which s is split. If s 1 and s 2 lie in the same subface f q of f , then the portion of ∂f q between s 1 and s 2 must either contain a concave vertex of f q that is also a vertex of F j ∩ P i or meet one of the islands (i.e., interior components of the boundary) of f that have become connected to the outer boundary by P i (cf. the proofs of the Consistency Lemma and the Combination Lemma of [18] , and Figure 4 ). In the former case we charge the splitting to any such concave (i.e., outer) vertex, and in the latter case we charge the splitting to such an island. It is easily seen that any such vertex or island is charged at most once, over all choices of P i . Notice that the number of these islands, over all choices of a level-1 face f ⊂ F j and of P i , for a fixed face F j , is k, as it is at most the number of intersections P ℓ ∩ F j , for 1 ≤ ℓ ≤ k. Hence the total number of such charges is O(kn). Similarly, by Lemma 1.3, the total number of concave vertices is also O(kn). Thus the overall number of such edge splittings is O(kn). Note that if an edge splitting of this kind occurs, then only one level-0 edge of ∂f is split by P i , there is only one subface f q with positive weight, and the weight increase is at most 4 (this follows from the convexity of P i , F j , and P ℓ ; see also Figure 4 ), so the total increase in all the faces in which splittings of this type occur, over all P i , is O(kn).
It therefore remains to consider the case where s 1 and s 2 lie in different subfaces of f , both having positive weight. Orient s so that f lies on its left, and suppose that s 1 precedes s 2 along s in this direction. Let a s be the endpoint of s 2 closest to s 1 . Label a s by the subface of f incident to a s and to s 2 . If we trace the outer boundary of f in this direction, we obtain a cyclic sequence of points a s ; their labels form a corresponding cyclic sequence of positive-weight subfaces of f .
We claim that no subface can appear twice in this sequence. Indeed, consider a s , a t ∈ ∂f . By construction, a s , a t ∈ P i , so the segment a s a t lies in P i and thus avoids the relative interior of any subface of f . On the other hand, a s and a t lie on the boundary of the convex polygon F j ∩ P ℓ that contains f and thus also contains its subfaces. As a s a t cuts this polygon in two and the subfaces of f incident to a s and a t lie locally on different sides of this segment, they must indeed be distinct subfaces. (Note that for both a s and a t the boundary of the incident subface lies locally in counterclockwise direction from the point along ∂f and thus along ∂(F j ∩ P ℓ ); see Figure 5 .) This proves our claim.
Therefore the number e * of level-0 edges s of f which are split into two subedges that end up in different positive-weight subfaces of f is at most u * , the number of such subfaces.
To summarize, the increase that f contributes to our count (ignoring the increase caused by edges split into two subedges of the same subface) is at most 4u * −6u
. Possible configurations of the last kind of splitting. Only the top-left configuration cannot be charged to an outer vertex or to an island.
6−2u
* . This is an increase only if e * = u * ≤ 2; in fact, only the case u * = 2 is relevant, because the preceding arguments give alternative ways of charging for the splittings when u * = 1 (i.e., when there is only one subface with positive weight), and an increase can then occur only when e * = u * . Thus, reflecting over the preceding discussion, we conclude that it only remains to consider the case when e * = u * = 2, i.e., where there are two split edges s, t, and where each of the two subfaces in question, f 1 , f 2 , is bordered by a portion of s and by a portion of t. See Figure 6 for an illustration. Moreover, we can assume that the portions of f ∩ ∂P i which appear along ∂f 1 and along ∂f 2 between s and t do not contain any vertex of F j ∩ P i , and that they do not meet any island of f , because in such cases there are alternative ways of charging for the splitting, similar to those given above. By the same reasoning, we may assume that the shaded quadrilateral confined between s, t, f 1 , and f 2 , as shown in the bottom-right portion of Figure 6 , does not fully contain an island of f , either.
In conclusion, we still need to account for the situations depicted in the top-left portion of Figure 6 . That is, we want to count the number of special quadrilaterals, that are defined as follows. First, for any 1
Definition 1. A quadrilateral Q is special if there exist distinct indices i, j, ℓ ∈ {1, . . . , k} (note that the indices are permuted here, with respect to their usage in the above analysis) such that
. ab, cd ⊂ ∂P i ∩ ∂U j , and 6. bc, ad ⊂ ∂P j ∩ ∂U i . Figure 7 depicts the situation schematically. If we denote the maximum number of such special quadrilaterals, over all collections P of k convex polyhedra with a total of n faces, by C (2) (k, n), apply the above analysis to each P i in turn, and sum up the resulting inequalities, we obtain the recurrence
where the factor k − 2 appears because, for each level-1 face f , w(f ) is counted every time a polyhedron P ∈ P is removed and reinserted, except when P is the polyhedron containing f on its boundary or the only polyhedron containing f in its interior. Lemma 1.6 below provides an O(k 3 +kn) bound on C (2) (k, n). Hence, (4) becomes
for an appropriate constant a. We claim that the solution of this recurrence is C (1) (k, n) ≤ Ak 3 + Bkn ln k, where A and B are constants, which we proceed to prove by induction on k. Lemma 1.4 implies that C (1) (k, n) = O(k 2 n), as is easily checked, so choosing B sufficiently large will clearly make our solution valid for k ≤ 10, say. For k > 10, the induction hypothesis implies that
Hence it suffices to choose A and B so that
The first inequality is equivalent to ak 2 ≤ A(k 2 − 3k + 1), which will hold if we choose, say, A > 2a. The second inequality is equivalent to
Since ln
this inequality is implied by
which holds for k > 10 if we choose B > 2a. This completes the proof of our assertion that C (1) (k, n) < Ak 3 + Bkn ln k, for appropriate constants A and B. It remains to establish the promised upper bound on C (2) (k, n), which is the subject of the following lemma. Lemma 1.6. The number of special quadrilaterals is O(k 3 + kn). Proof. Consider a special quadrilateral Q. Let i = i(Q), j = j(Q), ℓ = ℓ(Q) be as in Definition 1. We restrict our attention to special quadrilaterals associated with a particular choice of P i and P j , without fixing P ℓ . Let U ′ be the set obtained by forming the union of K = P i ∩ P j with U i,j . In other words, we remove these two polyhedra from U and replace them by their intersection. Notice that ∂Q ⊂ ∂U ′ and in fact ∂Q = Q ∩ ∂U ′ . A special quadrilateral Q is trivial if its boundary is contractible to a point in the closure of ∂K \ U i,j . Such a contraction defines a "cap" (a topological disk) contained in ∂K and necessarily containing a vertex of K, to which we charge Q. It is easily checked that the caps corresponding to different trivial quadrilaterals form distinct connected components of ∂K \ U i,j . From Lemma 1.2 we deduce that the number of the corresponding charges, over all choices of i, j, and ℓ, is only O(kn).
We will count the number of those homotopy classes of closed curves in the closure of ∂K \ U i,j that contain boundaries of nontrivial quadrilaterals. (See, e.g., [35] for basic material concerning homotopy and related concepts.) By counting classes rather than quadrilaterals we err by a factor of at most 2, because a component of ∂K \ U i,j , two of whose boundary curves can be continuously transformed into each other without leaving the component, has only two boundary components (since a topological disk with two or more holes has no homotopy-equivalent boundary components).
To carry out the proof, we need a slightly more general formulation of the problem, as follows. Consider a collection B = {B 1 , . . . , B p } of p convex polyhedra and a collection K = {K 1 , . . . , K q } of q pairwise-disjoint convex polyhedra. Assume further that no B-polyhedron meets more than one of the K-polyhedra. Let K = K and B = B. Two closed curves in the closure C = C(K, B) of ∂K \ B are equivalent (relative to (B, K)) if they are homotopy-equivalent in C. (Here we assume that the components of ∂K \ B are sufficiently separated so that a component of the closure is equal to the closure of a component. It is easily checked that in our case this condition holds originally, and that it is maintained inductively.) A closed curve is trivial (relative to (B, K)) if it is contractible in C to a point, i.e., equivalent to the trivial curve in C. A quadrilateral Q is nontrivial if ∂Q is a boundary component of C, ∂Q is not trivial, and Q is contained in the boundary of a B-polyhedron and avoids the interiors of all B-polyhedra. Notice that this definition of nontriviality is a generalization of the one given above, with B = P \ {P i , P j } and K = {P i ∩ P j }. Consider the intersection graph G = G(B, K) of the polyhedra in B ∪ K, namely, the graph whose vertices are the given polyhedra and whose arcs connect pairs of polyhedra with nonempty intersection. Let δ = δ G be the vertex degree function in G. Letδ(P ) = max{δ(P ) − 1, 0}. We will prove that the number of homotopy classes of closed paths in C containing the boundary of a nontrivial quadrilateral is at most 2ν, where ν = ν(B, K) = q t=1δ (K t ). Notice that this claim implies the lemma, because one has, for the original choice of B and K, ν(B, K) ≤ δ(P i ∩P j ) ≤ |B| = k −2. The argument is repeated for all 1 ≤ i < j ≤ k to yield an O(k 3 ) bound on the number of nontrivial quadrilaterals.
We proceed by induction on the number of such homotopy classes. The base case, when no nontrivial quadrilaterals exist, is easy, as ν ≥ 0 by definition. We now proceed with the general induction step. Let Q be a nontrivial quadrilateral. Without loss of generality, assume that Q ⊂ ∂B 1 ∩ K 1 . Cut K 1 along Q into two convex portions, and shrink the portion (call it K ′ 1 ), that lies in the half-space H bounded by the plane spanned by Q and not containing B 1 , slightly away from Q. Extend the other portion (call it K ′′ 1 ) slightly towards K ′ 1 , so that it "pops up" above ∂B 1 but still avoids K ′ 1 and meets only the polyhedra it met before the displacement. See Figure 8 for an illustration. Let
We have constructed a new instance of the problem, namely (B, K ′ ). We note that no polyhedron of B can intersect both portions of K 1 without meeting Q (or, rather, a slight displacement of Q away from B 1 ), and no polyhedron of B meets the displaced Q, by assumption. This implies that no B-polyhedron intersects more than one K ′ -polyhedron, so the new problem satisfies the same assumptions as the old one. We claim that the new problem is "smaller": By definition of a nontrivial quadrilateral, ∂Q cannot be homotopically shrunk to a point in C. On the other hand, Q is clearly trivial in (B, K ′ ). Moreover, a nontrivial quadrilateral Q ′ not equivalent to Q in (B, K) remains nontrivial in (B, K ′ )-this can be easily deduced by examining the shape of the components of ∂K \ B and of ∂K ′ \ B containing ∂Q ′ . However, it is possible for two distinct homotopy classes containing nontrivial quadrilaterals with respect to (B, K) to merge in (B, K ′ ). This can happen if the connected component E of C containing Q was topologically equivalent to a disk with two holes, whose three boundary components (one of which is Q) are all nontrivial quadrilaterals; after the splitting at Q, E is transformed into two components, E ′ and E ′′ . E ′′ is equivalent to a disk (in fact, ∂E ′′ = ∂Q) and thus does not give rise to a nontrivial quadrilateral, while E ′ is equivalent to a disk with a single hole and its two bounding quadrilaterals now become homotopic to each other, thus merging two previously distinct classes. This is the only possible merging of homotopy classes, as is easily checked; see Figure 9 for an illustration. Hence the number of classes containing nontrivial quadrilaterals increases by either one or two when we pass from (B, K ′ ) back to (B, K). On the other hand, since Q is nontrivial with respect to (B, K), ∂Q cannot be shrunk in C by moving along ∂K 1 into the half-space H defined above. Thus K 
We have used the fact that δ G ′ (K
, which follows by observing that the polyhedra of B that intersect K 1 are exactly those that intersect either K Fig. 8 . Cutting K 1 at a special quadrilateral Q, and the subsequent changes in the homotopy structure. In (a), Q is trivial, so no cut needs to be made. In (b), both Q and the quadrilateral "opposite" to Q become trivial after the cut. In (c), Q becomes trivial, and the homotopy classes of the two adjacent quadrilaterals merge after the cut (this case is also illustrated in Figure 9 ). In (d), Q becomes trivial, and no merges of the homotopy classes of the adjacent quadrilaterals occur.
or K ′′ 1 , and that no polyhedron of B can intersect both these portions, as argued above. Therefore, ν(B, K) = ν(B, K ′ ) + 1, and the increase in 2ν bounds the increase in the number of homotopy classes containing nontrivial quadrilaterals, leading to the desired inequality. This completes the proof of the claim and of the lemma.
Remarks.
(1) The bound given by the last lemma is tight in the worst case. A family P of polyhedra with Ω(k 3 ) special quadrilaterals is given by the gridlike con- Fig. 9 . A situation where the number of classes decreases by 2 as we change
The class γ containing ∂Q becomes trivial and classes α 1 and α 2 merge after K 1 is cut into
struction in Figure 3 (a). A family with Ω(kn) special quadrilaterals can be obtained as follows: First consider a set consisting of the following three polyhedra. Take P 1 to be any convex polyhedron with n faces. Draw an "X" on each face of P 1 (i.e., a pair of crossing segments) and then lift them slightly away from P 1 . Pick one segment out of each pair and form their convex hull; this is polyhedron P 2 . The third polyhedron P 3 is the convex hull of the remaining segments. It is easily checked that there is one special quadrilateral associated with each "X," so that this family of three polyhedra with Θ(n) faces has n special quadrilaterals. Now we repeat the construction but start with a polyhedron P with Θ(n/k) faces, draw a sufficiently small k/2×k/2 grid in each face away from the edges of P , lift it outward, and form k new polyhedra by taking convex hulls of collections of segments, one from each grid, thereby exhausting all segments and placing each segment in just one collection. It is easily checked that on each face of P we obtain k 2 /4 special quadrilaterals, for a total of Ω(n/k) × k 2 /4 = Ω(nk). The family consists of k + 1 polyhedra with Θ(n/k) + k × Θ(n/k) = Θ(n) faces. The claimed lower bound is attained by combining the two constructions.
(2) It is interesting to note that Lemma 1.6 is the only "source" of the term O(k 3 ) in the bound for the complexity of the union. See section 3 which mentions an improved bound for an important special case.
We next describe an easy corollary of our main result. Let P be a collection of k convex polyhedra in general position with a total of n faces. A simple application of the probabilistic technique of [15, 32] yields the following. Theorem 1.7. For any 1 ≤ λ ≤ k − 2, the total number of level-j vertices of A(P), for all j < λ, is O(k 3 + λkn log(k/λ)). Proof. Let R be a random sample of r = ⌊k/λ⌋ polyhedra of P. The analysis of [15, 32] implies that the number of inner vertices of A(P) at level < λ is
, where C 0 (R) is, as above, the number of inner vertices of the union of the polyhedra of R, and where E denotes expectation with respect to the choice of R. By Theorem 1.1, C 0 (R) = O(r 3 + rn R log r), where n R is the total number of faces of the polyhedra in R. It thus follows that E[C 0 (R)] = O(r 3 + r log r · E[n R ]). Now E[n R ] = O(n/λ), as any of the n faces of the polyhedra of P has probability r/k ≤ 1/λ to appear as a face of a polyhedron of R. Hence, the number of vertices of the above kind that lie at level < λ is
Adding to this estimate the O(kn) bound given in Lemma 1.3 for the number of outer vertices, the theorem follows.
Remark. When λ = k − 2, all the vertices of A(P) are counted in the preceding theorem, and the above bound becomes O(k 2 n), in agreement with Lemma 1.4. A number of applications of the last result are described in [1] . It is applied there to a geometric pattern matching problem, seeking to determine the rigid translation of one set of points relative to another, which optimizes a certain distance function between the two sets. The paper also describes how the above bound can be used to bound the number of combinatorially distinct Euclidean minimum spanning trees that can be obtained by adding an extra point to a given point set.
2. Efficient construction of the union. We next describe an efficient randomized algorithm for constructing the union U of a collection P of polyhedra as above. The main idea of the algorithm is quite simple. In principle, we want to insert the given polyhedra one by one in random order and to maintain the union of the polyhedra that have been inserted so far. However, we actually apply the following somewhat modified strategy. First, we compute all pairwise intersections P i ∩ P j , for 1 ≤ i < j ≤ k, by repeated applications of the linear-time algorithm of Chazelle [12] for intersecting two convex polyhedra in 3-space. (A slower algorithm, such as that described in [29, 31] , would also suffice for our purposes.) By Lemma 1.3, this takes O(kn) time, and yields, for each face F of any polyhedron P i , the collection Q F of the convex polygons Q j = F ∩ P j , for j = i. Clearly, the set U F = F \ j =i Q j is the portion of F that appears on ∂U , so our goal is to compute the sets U F , over all faces F . Reconstructing the boundary of U from this information is relatively straightforward, by gluing the portions U F to each other in an appropriate manner.
Let F be a fixed face of some P i ∈ P. We choose a random order of the polyhedra in P \ {P i } and insert the polygons Q j , one by one, in the corresponding order, maintaining the complement of their union as we go. For this, we use the same technique as in [13, 16, 20, 30] , which maintains a vertical decomposition of the complement into trapezoids and a "history dag" of all trapezoids that were ever created by the algorithm. Whenever a new polygon Q j is inserted, we search through the dag for trapezoids intersected by ∂Q j and then update the complement of the union by refining the trapezoidal decomposition to reflect the presence of Q j and by discarding those trapezoids that end up inside Q j . We refer the reader to the papers cited above for more details. We apply this procedure to every face F of each polyhedron of P, and, as already mentioned, the union of the resulting regions U F yields the boundary of the desired union U .
The cost of the algorithm is proportional to the number of trapezoids that are created during the execution of the algorithm, plus the initial cost of O(kn) of computing all the collections Q F , plus the cost of tracing polygons through the history dag. This is more complicated than the standard technique because the number of children of a trapezoid in the dag need not be constant: when a trapezoid τ is "killed" by adding a polygon Q j , it may be split into many overlapping trapezoids that become its children in the dag. However, when this happens, all but O(1) of these subtrapezoids have a vertex of Q j as one of their vertices. By Lemma 1.3, the total number of these vertices is only O(kn). Using standard arguments, one can show that the expected overall number of trapezoids τ that are ever created by the algorithm and contain such a vertex in their interior is O(kn log k). This allows us to trace the vertices of the inserted polygons Q j , using a simple binary search mechanism, at a total expected cost of O(kn log k log n). With this information available, if the polygon Q j being inserted intersects an inner trapezoid τ of the dag, it is not difficult to find all the children of τ that it crosses in time proportional to their number. Hence the overall expected cost of tracing polygons through the dag is O(kn log k log n) plus the sum of the weights of the trapezoids. Here the weight of a trapezoid τ ⊆ F is the number of polygons Q j ∈ Q F that intersect the relative interior of τ ; each of them either fully contains τ , or is fully contained in τ , or its boundary crosses τ . A "canonical" trapezoid τ ⊆ F is one that occurs in the trapezoidal decomposition of the complement (within F ) of the union of some subset of Q F . Such a trapezoid is defined by between one and five polyhedra-P i plus the at most four polyhedra that define its sides and corners in F . The following argument applies only to canonical trapezoids defined by exactly five polyhedra. It has to be repeated, with straightforward modifications, for trapezoids defined by one, two, three, or four polyhedra. Adapting the approach of the papers cited above, and using the Clarkson-Shor analysis technique [15] , one easily shows the following.
Claim 1. The probability that a canonical trapezoid τ ⊆ F with weight w is created during the incremental construction is 1/ w+4 4 . Proof. When the algorithm processes F , the four other polyhedra defining τ have to be inserted before any of the w polyhedra intersecting Int(τ ) are inserted.
Claim 2. The overall number T w of canonical trapezoids with weight less than w, over all faces F of the given polyhedra, is O(w 2 k 3 + w 3 kn log k w ). Proof. We use the Clarkson-Shor analysis technique [15] . Since a canonical trapezoid τ is defined by five polyhedra (one of which contains the face F in which τ lies, and the other four define the four sides of τ , as in the papers cited above), it follows that T w = O(w 5 E[T 1 (⌈k/w⌉)]), where E[T 1 (⌈k/w⌉)] is the expected number of 0-weight trapezoids that arise for a random sample R of ⌈k/w⌉ polyhedra from P. Clearly, each such trapezoid lies on the boundary of the union R, and the expected number of such trapezoids is proportional to the expected complexity of R, namely to O((k/w) 3 + (k/w) · (n/w) log(k/w)) (see the proof of Theorem 1.7). The claim is now immediate.
The expected running time of the algorithm, over all faces F , is thus
, where t w is the total number of trapezoids whose weight is exactly w. Since t w = T w+1 − T w (with T 0 = 0), we can rewrite the above sum as T w 1 (w + 3)(w + 2)(w + 1) − 1 (w + 4)(w + 3)(w + 2)
(w + 4)(w + 3)(w + 2)(w + 1)
Hence we have the following. Theorem 2.1. The union of a collection of k convex polyhedra in 3-space with a total of n faces can be computed in randomized expected time O(k 3 + kn log k log n). Remark. It is worth noting that the algorithm fixes one polyhedron P i (the one containing the face F ), inserts the other polyhedra in random order, and repeats this over all P i 's. Thus the algorithm does not apply a single global insertion order, but this does not affect adversely its analysis.
The following theorem can be proved by an essentially identical argument. Theorem 2.2. Consider a collection P of k 3-polyhedra with a total of n facets with the property that the union of any subset of k ′ polyhedra with a total of n ′ facets has complexity O(k ′ n ′ log k ′ ). Then the union of the whole collection can be computed in randomized expected time O(kn log k log n).
A motion planning application.
A major application where the union of a collection of convex polyhedra in 3-space needs to be computed is that of planning translational motion for a convex polyhedron B in a polyhedral environment. Assume that B has p faces and that the obstacles (the complement of free space) can be represented as k convex polyhedra with pairwise-disjoint interiors, having a total of q faces. For each obstacle polyhedron A i , for i = 1, . . . , k, we form the Minkowski sum P i = A i ⊕ (−B), and the union U of the k resulting convex polyhedra P i represents the portion of the configuration space of B where it collides with some obstacle; the complement of U is the free configuration space of B, which is what we want to compute. See [4, 5] for more details.
If A i has q i faces, then P i has O(pq i ) faces, so the total number of faces of the P i 's is O(pq), where q = k i=1 q i . Hence Theorem 1.1 implies that the combinatorial complexity of the free configuration space of B is O(k 3 + kpq log k). However, in this special case, Lemma 1.6 can be strengthened, using a different topological analysis, to show that there are only O(kn) special quadrilaterals, which in turn implies that the complexity of the free configuration space is only O(kpq log k). This is proved in a companion paper [8] . Hence, by Theorem 2.2, this space can be constructed in O(kpq log k log (pq)) randomized expected time.
4. Conclusion. In this paper we have obtained almost tight bounds on the maximum complexity of the union of k convex polyhedra with a total of n faces in three dimensions, presented an efficient randomized algorithm for computing the boundary of the union, and mentioned several applications of these results.
The paper raises several open problems. First, we would like to tighten the small remaining gap between the upper and lower bounds for the complexity of the union. We suspect that the logarithmic factor appearing in the upper bound is just an artifact of our proof technique, and conjecture that the lower bound is tight.
Another open problem is to obtain sharp bounds for the complexity of a single component of the complement of the union of k convex polyhedra with a total of n faces. The result of [5] implies that this complexity is O(n 2 log n), but we conjecture that the bound is close to O(kn). The lower bound construction in the proof of Theorem 1.1 implies that the complexity of such a component can be Ω(nkα(k)) in the worst case.
It would also be interesting to extend our bounds to higher dimensions. Here is an easy lower bound construction, for any fixed dimension d > 2. Let d be even. Consider a planar collection of k/(d/2) polygons with a total of n/(d/2) edges, so that their union has Ω(k 2 + nα(k)) vertices on its boundary [7] . Consider a family of d/2 mutually orthogonal 2-flats in d-space. Place one copy of this configuration into each 2-flat and extend each polygon P into a prism in the remaining d − 2 coordinates (namely, this prism is the Cartesian product of P and the (d − 2)-space orthogonal to the 2-flat containing P ). It is easily verified that the number of vertices of the union of the resulting k prisms, having a total of n facets, is at least (Ω(k 2 + nα(k)))
The construction for odd d > 3 is similar, with one of the twodimensional constructions replaced by the three-dimensional lower bound construction described in section 1, for a total union complexity of Ω(k d +kn ⌊d/2⌋ α ⌊d/2⌋ (k)). Notice that both bounds are tight at the extremes of the range of k, i.e., when k = Θ(1) or k = Θ(n).
Concerning an upper bound, under the assumptions of general position there is an easy argument (see Katona [25] and Kovalev [26] for a more general statement) that shows that the complement of the union of k convex polyhedra in d-space has at most O(k d ) connected components. An upper bound of O(n d ) on the total complexity, where n is the total number of polyhedra facets, is immediate by considering the arrangement induced by the hyperplanes spanned by the polyhedra facets, but this is likely to be a gross overestimate of the true complexity. Indeed, it is pointed out in [1] that the total complexity of the arrangement induced by the facets is Θ(k ⌈d/2⌉ n ⌊d/2⌋ ) in the worst case. How close these bounds are to the true worst-case complexity of the union is not known. Is the preceding lower bound tight or close to being tight?
There are also several algorithmic open problems. One is to obtain an efficient deterministic algorithm for constructing the union. Another one is to obtain an efficient technique for point location in the complement of the union of k polyhedra in 3-space with a total of n faces.
