The main aim of this study is to propose a novel hybrid intelligent model named MBSVM which is an integration of the MultiBoost ensemble and a support vector machine (SVM) for modeling of susceptibility of landslides in the Uttarakhand State, Northern India. Firstly, a geospatial database for the study area was prepared, which includes 391 historical landslides and 16 landslide-affecting factors. Then, the sensitivity of different combinations of these factors for modeling was validated using the forward elimination technique. The MBSVM landslide model was built using the datasets generated from the best selected factors and validated utilizing the area under the receiver operating characteristic (ROC) curve (AUC), statistical indexes, and the Wilcoxon signed-rank test. Results show that this novel hybrid model has good performance both in terms of goodness of fit with the training dataset (AUC = 0.972) and the capability to predict landslides with the testing dataset (AUC = 0.966). The efficiency of the proposed model was then validated by comparison with logistic regression (LR), a single SVM, and another hybrid model of the AdaBoost ensemble and an SVM (ABSVM). Comparison results show that the MBSVM outperforms the LR, single SVM, and hybrid ABSVM models. Thus, the proposed model is a promising and good alternative tool for landslide hazard assessment in landslide-prone areas.
Introduction
Landslides are natural and also man-made hazards in many regions of the world. Over the past few years, several landslide events causing significant loss of life and property were reported in the Himalayan region with the increase of infrastructure development activities (Jaafari et al. 2015; Pham et al. 2017e ). An assessment of landslide susceptibility is a preliminary step for landslide risk assessment and management (Fell et al. 2008) . Thus, it is essential to predict potential landslides in order to adopt appropriate policies and methodologies for effective hazard and risk management (Fell et al. 2008; Gorsevski et al. 2016 ). Although the current understanding of landslide susceptibility provides an analytical approach to predict landslide events in diverse and complex landscapes (Antronico et al. 2013 (Antronico et al. , 2015 Glade et al. 2006; Gullà et al. 2017 ) and contributes to the development of hazard, vulnerability, and risk zoning maps (Abdulwahid and Pradhan 2016) . However, the accuracy of landslide susceptibility maps still needs further improvement using new approaches with high prediction capability.
Literature review indicates that different bivariate models were successfully applied in landslide studies, including evidential belief function (Ding et al. 2017) , statistical index (Pourghasemi et al. 2013) , and weights of evidence (Neuhäuser and Terhorst 2007) . These models can easily be coupled with the geographical information system (GIS) to process manifold information related to landslides. However, recent studies show that machine learning methods, namely support vector machines (SVMs; Chen et al. 2017b; Pham et al. 2016a) , artificial neural networks (Chen et al. 2017a) , multivariate adaptive regression splines (Zhang and Goh 2016b; Zhang and Goh 2013) , random forest (Breiman 2001) , and decision trees Tsangaratos and Ilia 2016b ) produce more accurate and reliable results. In contrast to the conventional statistical models, machine learning models require fewer training samples to produce reliable results (Dickson and Perry 2016) . In addition, the recent studies also indicate that the predictive ability of machine learning models can be improved by employing ensemble learning algorithms Pham and Prakash 2017c; Pham et al. 2017e; Pham et al. 2016b; Tien Bui et al. 2016a) . Even though ensemble models such as AdaBoost (Freund and Schapire 1997) , MultiBoost (Webb 2000) , Rotation Forest (Rodriguez et al. 2006) ; and Bagging (Breiman 1996) have been proven as efficient methods in many fields of science such as medical (Jelinek et al. 2014; Kelarev et al. 2012 ) and banking , their application in landslide modeling is still limited (Pham and Prakash 2017c; Shirzadi et al. 2017) . Therefore, investigation of the ability of ensemble learning frameworks for landslide modeling to acquire adequate knowledge for susceptibility assessment and prediction is highly necessary Pham and Prakash 2017a) .
The main aim and highlight of this study is to partially fill this gap by proposing and validating a novel hybrid model called MBSVM which is an integration of the MultiBoost (MB) ensemble and a support vector machine (SVM) for better assessment of susceptibility of landslides in a part of Uttarakhand State, which is one of the most landslide-prone areas of Himalaya, India. The effectiveness of the proposed model was verified through comparison with hybrid AdaBoost-based SVM (ABSVM), a single SVM, and logistic regression (LR) using the area under the receiver operating characteristic (ROC) curve (AUC), several statistical indexes, and success rate and predictive rate curves. In addition, the Wilcoxon signed-rank test was employed to investigate the statistical difference between predictive capabilities of the models. Based on these models, landslide susceptibility maps generated would be helpful in the identification of potential landslide areas and thus better planning of roads, buildings and other engineering infrastructure facilities. These maps would be helpful to concerned authorities in proper management of landslideprone areas.
Theoretical background of the methods used

MultiBoost
MultiBoost is an ensemble learning technique which combines two ensemble learning techniques namely AdaBoost and Wagging (Webb 2000) . Wagging utilizes training cases with differing weights and can significantly decrease the high bias of the AdaBoost technique (Kotti et al. 2007 ). Integration of AdaBoost and Wagging offers a framework for taking a weak learning classifier and turning it into a strong one. MultiBoost provides a potential computational advantage over AdaBoost and Wagging as it is amenable to parallel processing (Webb 2000) . MultiBoost is trained by three main steps: (i) a subset is randomly selected from the original training data and used to generate primary classifier-based models; (ii) the instance weights are tuned with respect to predictive capability of the models; and (iii) new subsets are selected from the weighted instance to train the newer models (Tien .
AdaBoost
This ensemble learning method was first introduced by Freund and Schapire (1995) to improve the predictive capability of the classifier algorithms. AdaBoost uses a subset of the training dataset to generate an initial decision tree-based model with equally weighted instances per leaf. AdaBoost then uses the initial model to predict the instances in the training data. During the training phase, the misclassified instances are assigned higher weights while the instances classified correctly are unchanged ). The new instances are adjusted for the next training round. This training process continues until it reaches the optimum performance for the base classifier (Pham et al. 2017f) .
Support vector machine
A SVM is a machine learning algorithm established on the basis of the structural risk minimization principle from statistical learning theory introduced by Vapnik (1995) and it aims to reduce computational complexity and error test. The objective of the SVM is to find an optimal separating hyper-plane between two classes (e.g., landslide and nonlandslide) of a training dataset. The optimum separation is achieved by the hyper-plane that has the largest distance from the nearest training dataset. In the training dataset, a given class is assigned the value of B1^in case it is overhead the hyper-plane, otherwise the class is assigned the value of B0^. The characteristics of new data are then used to predict the group to which a new record must belong. The optimal hyper-plane is defined by a number of support vectors and can be obtained by minimizing the following objective function (Pham et al. 2018a; Pham et al. 2018b; Samui 2008) :
Subject to
where α i is Lagrange multipliers and C is the penalty. The decision function that is used for the classification of new data can be given as follows:
where K(x i , x j ) is defined as the kernel functions including polynomial, linear, sigmoid, and radial basis functions (Marjanović et al. 2011 ).
Logistic regression
LR has been widely used for prediction of landslides in different regions of the world at various scales (Budimir et al. 2015; ). This method builds a statistical relationship to predict the logit transformation of the probability of landslide occurrence (Althuwaynee et al. 2014) . LR calculates the changes in the relative likelihood of landslide occurrence to find the best-fitting model to describe the relationship between dependent variables and independent variables (Goh et al. 2017; Zhang and Goh 2016a) . LR uses the following linear equation to fit the dependent variables:
where Z corresponds to the existence or absence of a landslide event, b o denotes the intercept of the equation, b i (i = 0, 1, 2, …, n) are the model coefficients, and x i (i = 0, 1, 2, …, n) represent the landslide-affecting factors. To predict relative likelihood of landslide occurrence in a given location of the study area, the logistic model can be formulated as follows:
where P j represents the probability of occurrence of landslides.
Performance evaluation methods
Statistical indexes
Any attempt to estimate landslide susceptibility needs proper validation (Guzzetti et al. 2006) . In this study, we used several statistical indexes including positive predictive value (PPV), negative predictive value (NPV), sensitivity (SST), specificity (SPF), accuracy (ACC), kappa, and root mean squared error (RMSE) for the evaluation of model performance. In landslide modeling, the PPV is the probability of pixels predicted correctly as landslide. The NPV is defined as the probability of pixels predicted correctly as non-landslide (Tien ). The SST is the proportion of landslide pixels predicted correctly as landslide. The SPF is the proportion of the non-landslide pixels predicted correctly as non-landslide. The ACC is the proportion of landslide and non-landslide pixels which are classified correctly. Higher values of these indices indicate higher predictive capability of the models (Khosravi et al. 2018; Pham et al. 2016a ). Values of these statistical indexes can be calculated using the following equations:
where a (true positive) and c (true negative) refer to the number of pixels predicted correctly, whereas b (false positive) and d (false negative) are the numbers of pixels predicted erroneously. Kappa index and RMSE are additional model evaluators used in this study. Kappa can be given as:
where P obs is the proportion of pixels predicted correctly as landslide or non-landslide and P exp represents the proportion of pixels as the agreement is expected by chance (Hoehler 2000) . For a kappa index, the values can be classified into different intervals in terms of model performance indicated in Landis and Koch (1977) . The RMSE is a measure of accuracy and serves to aggregate the magnitudes of the errors in predictions for various times into a single measure of predictive power (Hyndman and Koehler 2006) . Lower values of the RMSE indicate more accurate results of the predictive models. The RMSE is defined as follows:
where y i is the measured value,ŷ i is the predicted value, and n is the number of samples in the training or the testing dataset.
Receiver operating characteristic curve
Overall performance of our models was evaluated using the AUC (Hosmer and Lemeshow 2000; . The ROC curve is a scientific procedure of describing the efficiency of probabilistic predictions and statistical forecast (Jaafari et al. 2014; Jaafari et al. 2017 ). An ROC curve starts at the points (0, 0) and reaches (100, 100) and relies on sensitivity/100-specificity values. The AUC is a threshold-independent measure of model performance, with 0.5-0.6 suggesting poor, 0.6-0.7 suggesting moderate, 0.7-0.8 suggesting good, 0.8-0.9 suggesting very good, and > 0.9 suggesting excellent model performance (Hosmer and Lemeshow 2000) .
Wilcoxon signed-rank test
To investigate the statistical difference among the four applied models, we performed a non-parametric Wilcoxon signedrank test with 95% confidence level after validation of model performance. The Wilcoxon signed-rank test is widely used method to check the statistical significance of differences between models (Hattermann et al. 2017; Khosravi et al. 2018; Tien Bui and Hoang 2017) , including landslide modeling (Hoang and Tien Bui 2018; Tien Bui et al. 2016d) . To perform the Wilcoxon signed-rank test for landslide modeling, the null hypothesis is that the models have no statistical difference at the significant level of 0.05. If Z values exceed the critical values (±1.96) and p value < 0.05, the prior hypothesis is rejected, and thus the performance of the models is statistically different (Dietterich 1998) .
Success rate and predictive rate curves
Success rate and predictive rate curves were used to validate performance of susceptibility maps and models. More specifically, the success rate curve indicates the degree of goodness of fit of the models whereas the predictive rate curve shows the predictive capability of models (Chung and Fabbri 1999) . Landslides used to generate the training dataset were used to construct the success rate curve, whereas landslides used to generate the testing dataset were used to construct the predictive rate curve (Pradhan 2013) . To produce these curves, the susceptibility indexes of all pixels of the study area, which were generated from running the models, were sorted in descending order. Thereafter, these pixels were classified into 100% classes with 1% cumulative intervals and final maps with the susceptibility classes were generated and cross checked with respective landslides for constructing the curves (Chung and Fabbri2003) . AURC was finally used to validate the performance of maps and models.
Study area
The study area encompasses 270 km 2 of the Tehri Garhwal district of the Uttarakhand State, Northern India in Himalaya (Fig. 1) . Most of the study area is hilly with slopes up to 66°a nd elevations ranging from 350 to 2230 m. The area is characterized by a tropical monsoon climate. Mean annual precipitation is 1300 mm with most precipitation falling during June to September. The average annual temperature differs from 3 to 30°C (Pingale et al. 2012) . Main types of land cover in this region include scrub land, dense forest, scattered forest, and non-forest.
Geologically, the area is occupied by sedimentary rocks, metamorphic rocks and alluvium (in valleys). The lithology of the area consists of sandstone, limestone, dolomite, shale, phyllite, and schists. These units belong to Baliana, Krol, Manikot and Amri formations and Tal group. Phyllite and schists (metamorphic rocks) are predominant in this area. These rocks are mainly covered by silt (fine) and loam (course loamy and skeletal loamy). Structurally, the area is disturbed, folded and faulted. In addition, topographic uplift is produced by the collision between Asia and India (Kumar et al. 2017; Lau 2018 ).
Geospatial database collection and mapping
Landslide inventory
A landslide inventory map is prerequisite for every landslide prediction modeling that allows extracting knowledge about the landslide types, failure mechanisms, and relationships between existing landslides and their affecting factors (Jaafari et al. 2017 ). An inventory map can be prepared using different techniques depending on the resources available, the extent of the study area, and the scope of the study (Guzzetti et al. 2006 ). An inventory map of the study area was constructed from visual interpretation of the Google Earth images up to 10-m spatial resolution using Google Earth pro software, and the landslide polygons were delineated and validated with available field records of government and non-government agencies (http://www.portal.gsi.gov.in/). In the study area, a total number of 391 landslides were detected (Figs. 1 and 2). The largest landslide identified is of 125,752 m 2 size whereas the smallest one is of 956 m 2 . Translational rock-cum-debris slides are predominant and hence they were considered in the present modeling study. Entire landslide polygons were converted into pixels and used for further analysis.
Landslide-affecting factors
Modeling of landslide susceptibility relies on investigating the relationship between historical landslide locations and a database of affecting factors related to topography, human activities, and climate across the study area. Based on the analysis of landslide mechanisms, geo-environmental characteristics of the area, and available data, the following 16 factors were selected and used as affecting factors for modeling of landslide susceptibility: slope angle, lithology, valley depth, land cover, elevation, slope aspect, stream power index (SPI), slope length, sediment transport index (STI), curvature, topographic ruggedness index (TRI), soil type, topographic wetness index (TWI), and distance to lineaments, rivers, and roads (Fig. 3) . Topographic factors such as slope aspect, slope angle, slope length, elevation, and TRI were used as they directly affect landside occurrences (Tsangaratos and Ilia 2016a, b) . SPI, curvature, STI, and TWI were selected as they influence hydrogeological conditions such as surface runoff and infiltration (Tien Bui et al. 2016c ). Valley depth is an important factor to trigger landslides (Meinhardt et al. 2015) . Geological and geographical factors affecting occurrence of landslides such as lithology, soil type, and land cover were also included in the assessment (Tsangaratos and Ilia 2016b) . Other factors included in the analysis are distance to lineaments, roads, and rivers as they affect landslide occurrences.
Maps of the factors such as slope angle, slope length, slope aspect, elevation, curvature, valley depth, SPI, STI, TRI, and TWI were extracted from ASTER DEM (http:// earthexplorer.usgs.gov) using Arc GIS. Lithology, land cover, and soil type maps were prepared from state thematic maps of 1:1000000 scale (http://www.achec.org. in/wfw/maps.htm). Distance maps were computed by buffering rivers, roads, and lineaments of the study area. Fig. 1 Location map of the study area and landslides These maps were classified into different classes for the model study (Fig. 3) .
Analysis of the spatial distribution of landslides
Historical landslide locations were combined with the affecting factors maps to analyze the spatial distribution of landslides. The results of the analysis are shown in Table 1 . The combined slope factor map indicates that landslides are more frequent on 30-40 o slope (42.73%), followed by 40-50°( 25.62%), 20-30°(24.47%), 10-20°(4.87%), and 50-66°( 2.31%), respectively. There is no landslide on gentler slopes (<10 o ). These results are appropriate as per the study carried out by other workers also (Chen and Lee 2003) . A majority of landslides occur within 100-m slope length (62.78%) as the infiltration of rainfall into the slope-forming materials increases which increases the probability of slope instability (Huang et al. 2013) . Analysis results of slope aspect indicate that landslides occur more frequently (63.23%) on southfacing slopes as they are hit by northwesterly monsoon winds; thus, they are more vulnerable to rains. Most of landslides (88.53%) occur between elevations of 900 and 1500 m where weathering is stronger. At very high elevations, slope-forming materials are mostly unweathered, thus less prone to landslides (Varnes 1984) . Analysis of the curvature results match the observations of Varnes (1984) , as all landslides were observed on concave and convex surfaces with no landslides in flat areas. Most of landslides were observed at depth greater than 150 m, as with an increase in valley depth, the probability of landslide occurrence is higher due to increase of the gravitational stresses (Tien ). The major part of the area affected by landslides (71.49%) is occupied by an Amri group of rocks which are more prone to weathering in comparison to other rocks. Percentage of landslide occurrence is more in skeletal loamy soil (68.99%) as these soils occur on high slope gradients where landslides are more likely (Ilia and Tsangaratos 2016) . In this area, landslides occur more frequently in non-forest area (34.4%), followed by dense forest (33.76%), and open forest (31.84%). Occurrence of landslides in the forest areas is mainly due to excavation of roads without slope-stability measures. Deforestation of land in this area has also enhanced landslide activity. Landslides were found most frequently in areas having SPI values less than 50 (76.17%), followed by 50-200 (22.49%), 200-400 (1.15%), 400-700 (0.13%), and larger than 700 (0.06%). SPI results are not in agreement with the statement that as the SPI value increases, the probability of landslides also increases (Tien ). Thus, it can be stated that SPI is not an important factor for determining landslide occurrences in the study area. In terms of STI factor, landslides have occurred mostly in areas with STI values of 10-40 (58.94%) and 40-80 (28.64%). Few landslides were observed in areas with STI values of 80-120 (5.45%), smaller than 10 (3.84%), and larger than 120 (3.14%). Analysis of STI values shows they do not align with the fact that areas with higher STI values are more prone to landslides. Thus, STI is not an important factor indicating landslide occurrences in the study area. For TRI, landslides were found mostly in areas with TRI values of 7-10 (33.12%), 10-13 (30.62%), and greater than 13 (20.69%). Only a few landslides were found in areas with TRI values of 4-7 (14.67%), and much less below 4 (0.9%). Analysis of TRI confirms that the areas with higher TRI values are more prone to landslides. In respect to the TWI factor, landslides have occurred mostly in areas with TWI values less than 5 Fig. 3 Landslide-affecting factor maps: (a) slope angle, (b) slope length, (c) slope aspect, (d) elevation, (e) curvature, (f) valley depth, (g) lithology, (h) soil type, (i) land cover, (j) SPI, (k) STI, (l) TRI, (m) TWI, (n) distance to lineaments, (o) distance to rivers, and (p) distance to roads (57.14%) and 5-6 (25.56%). Few landslides have occurred in areas with TWI values of 6-7 (9.61%), 7-8 (3.91%), and greater than 8 (3.78%). Theoretically, as the TWI values increase, the strength of slope-forming materials decreases, and thus the areas with higher TWI values are more susceptible to landslides (Ray and Jacobs 2007) . However, the TWI analysis in this study shows that landslides have occurred more frequently in areas with lower TWI values. this is because areas with lower TWI values in the study area have very low slope angles. With distance to lineaments, landslides were found the most common with distances longer than 500 m (50.22%). Few landslides were found in areas of shorter distances of 400-500 m (9.61), 300-400 m (9.81%), 200-300 m (12.24%), 100-200 m (9.55%), and 0-100 m (8.87%). In fact, areas nearby the lineaments are more prone to landslide occurrences as the lineaments create instability in rock mass on slopes. However, distance to lineaments analysis shows that landslides are more likely in areas with greater distance to lineaments. Thus, it can be stated that lineaments in the study area do not considerably affect landslide occurrences. In case of distance to rivers, landslides were found to be most common with distances greater than 250 m (50.35%). Fewer landslides were found in areas with shorter distances of 200-250 m (10.7%), 150-200 m (10.57%), 100-150 m (10.83%), 50-100 m (10.12%), and 0-50 (7.43%). As a matter of fact, areas near rivers with higher surface moisture are more prone to landslides. In the study area, landslides have not been affected by the rivers, as landslides were observed mostly farther from rivers, indicating rocks exposed in this area are less porous and less permeable. In terms of distance to roads, landslides have occurred mostly in areas with distances of 0-50 m (68.29%) and 50-100 m (13.52%). Very few landslides have occurred at distances of 100-150 (6.21%), 150-200 m (3.01%), 200-250 m (1.41%), and greater than 250 m (7.56%). Analysis of distance to roads is appropriate because road construction disturbs the nature of slopes and thus causes instability in slope-forming materials.
Methodology
In this study, the novel and intelligent MBSVM approach is proposed and verified for landslide susceptibility modeling. ArcGIS 10.2 and open-source WEKA 3.7 software were used for the data preparation, processing, and for model building. Landslide susceptibility modeling was done using MBSVM method in five main steps: (1) data collection and dataset generation, (2) analysis of sensitivity of different combination of the factors, (3) modeling, (4) model validation, and (5) development of susceptibility maps (Fig. 4) .
Data collection and dataset generation
Data was collected from various sources (government and non-government agencies), and generated from Google Earth and Landsat images and digital elevation models (DEMs). Training and testing datasets were created for training and validating the models. Firstly, we randomly divided the landslide inventory into two datasets: 70% of the landslides (comprising 1093 pixels) for building the models and the remaining 30% landslides (comprising 468 pixels) for validation of the models as per several Hong et al. (2018) . All of the 1561 landslide pixels were assigned the value of 1. Secondly, the same number of pixels representing non-landslide were also randomly sampled and assigned a value of 0. Non-landslide data was collected by identifying the landslide-free area on Google Earth images where no significant changes were observed regarding geomorphology and land cover on the Earth's surface. The class values for the affecting factors were finally extracted and sampled with landslide and non-landslide data to generate the final training and testing datasets.
Analysis of sensitivity of different factor combinations
In this study, we performed a sensitivity analysis of different combination of the affecting factors to identify and eliminate the factors which may either give null importance to the modeling or increase the variance of the model outputs. For this, the forward elimination (FE) method, which is an effective approach for the selection of an optimal subset of factors representing the whole dataset (Shibata 1981) , was used. The FE method starts with a model including the factor that is most significant in the initial analysis, and continues testing the addition of factors until none of the remaining factors are significant when added to the model. Factors with low contribution to the modeling would be removed from the datasets, whereas factors with high contribution would be used for the modeling.
Modeling
Using the training dataset generated from the highcontribution factors, the MBSVM model was constructed for the assessment of susceptibility of landslides in three main steps: (1) optimization, (2) classification, and (3) combination.
Optimization The training dataset was optimized to generate the optimal sub-training datasets for classification using the MultiBoost ensemble technique. In this step, learning iterations were used to generate different versions of classifiers.
To get the best performance of the model, the number of subsets was determined. The ACC and AUC values were used to test the predictive capability of the MBSVM utilizing various numbers of iterations. The results (Fig. 5) show that the MBSVM has the best performance using 12 subsets. Therefore, 12 subsets were used for training the MBSVM model in this study. Fig. 4 Methodology chart adopted in this study
Classification For classifying the classes (landslide and nonlandslide), the SVM classifier with a kernel radial basis function was then used. The generated optimal sub-training datasets were utilized as the optimal input data for classification modeling. In this study, the SVM classifier was trained with gamma value of 1 to get the best performance of the model.
Combination
In the final step, the MultiBoost ensemble was used to combine all the generated SVM classifiers to construct the MBSVM model and obtain final results. In addition, other models such as the ABSVM, single SVM, and LR were constructed using the same generated datasets. The ABSVM is also a hybrid model of the AdaBoost ensemble and the SVM classifier; the modeling process of this model is similar to the MBSVM. In this study, the ABSVM was constructed using five numbers of iterations with the SVM classifier trained with gamma value of 1. The single-SVM model was trained with the same value of gamma of 1 for getting the best results. Values of the parameters used for the modeling were determined by using the trial-and-error process. The LR model was constructed using the maximized likelihood function.
Model validation
Utilizing the testing dataset, the models (MBSVM, ABSVM, SVM, and LR) were validated and compared using different evaluation methods, namely statistical indexes, AUC, and the Chi squared test.
Development of susceptibility maps
In this study, four models were used to develop the susceptibility maps. For this, we first extracted susceptibility indices for whole pixels of the area and then classified the indices using the geometrical intervals (GI) method which is a variance-minimized classification method and known as a great alternative to the quantiles, natural breaks methods (Frye 2007) . To validate the susceptibility maps, we compared the landslide density (LD) in the classes of the susceptibility map. The LD is defined as the ratio between the number of landslide pixels and the number of class pixels on each susceptibility class; the map with higher LD value on a veryhigh-susceptibility class is better than those with lower LD values on very-high-susceptibility classes. In addition, the AURC was also used to validate the susceptibility maps.
Results and analysis
Sensitivity of different combinations of factors for modeling
Using different combination of factors, different models were constructed and validated using the FE method. The results are shown in Tables 2 and 3 . The results show null usefulness of seven affecting factors (slope length, elevation, valley depth, SPI, STI, and distances to lineaments and rivers) in the modeling. Therefore, these factors were excluded from the modeling process (Table 2) . The results are in agreement with the above analysis of spatial relationship between landslide-affecting factors and landslide occurrences in the study area. The results also show that the model with the nine remaining factors (curvature, TRI, distance to roads, lithology, TWI, soil, slope, aspect, land cover) has resulted in the lowest standard error (Table 3) ; thus, only these nine factors were finally used for generating datasets for landslide susceptibility modeling.
Validation
Validation of the models was performed using statistical indexes, AUC, and the Chi squared test. The results of validation of the four models using both training (Table 4) and testing (Table 5 ) datasets show that all the models have high performance for the assessment of susceptibility of landslides. In the case of the training dataset, the value of different statistical evaluators confirms that the MBSVM model has the highest performance, followed by the ABSVM, SVM, and LR. The MBSVM model properly classified 91.13% (PPV) of the training dataset to landslide pixels, and 92.22% (NPV) to non-landslide. The highest SST value (92.14%) is also for the MBSVM model, indicating the probability that this method properly classified pixels in the landslide class is 94.58% of the cases. In the case of the SPF, the method was able to correctly categorize 91.22% of the negatively labeled pixels (non-landslide pixels), and this method correctly classified 91.67% (ACC) of the training dataset to landslide and nonlandslide pixels. Further, the kappa and RMSE values of 0.834 and 0.262 indicate a perfect agreement between predicted landslide events and the observed landslide in reality. In the case of the testing dataset, which was set aside during the training phase, the MBSVM model once again had the highest performance, followed by the ABSVM, SVM, and LR (Table 5) . Overall performance of the four models was then compared using AUC. The results show that the MBSVM model with an AUC value of 0.972 has the highest goodness of fit in the training dataset (Fig. 6) and achieved an AUC value of 0.966 in the testing dataset (Fig. 7) , indicating a perfect ability for prediction of future landslides. The results also show that the ABSVM (AUC = 0.967 for training and AUC = 0.954 for testing) is ranked as the second most powerful model for landslide prediction, followed by the SVM (AUC = 0.941 for training and AUC = 0.944 for testing), and the LR (AUC = 0.839 for training and AUC = 0.874 for validating).
The results of the Wilcoxon signed-rank test for different models using the training dataset (Table 6) show that the Z values and p values for each pairwise comparison of MBSVM-ABSVM, MBSVM-SVM, MBSVM-LR, and SVM-LR exceeded the critical values of ±1.96 and 0.05, respectively, indicating significant statistical difference among these models used in this study. In contrast, Z values and pvalues of ABSVM-SVM and ABSVM-LR show no significant statistical difference among these models.
For the testing dataset, the Wilcoxon signed-rank test results (Table 7) show that all Z values and p values exceeded the critical values of ±1.96 and 0.05, respectively, indicating significant statistical difference of all the models in this study. 
Development of landslide susceptibility maps
Using the GI method, the generated susceptibility indexes were classified into five categories including very low, low, moderate, high, and very high susceptibility of landslides (Fig. 8) . Analysis of percentage of the susceptibility zones on the maps was also done as shown in Fig. 9 . For the map generated from the MBSVM, a very high susceptibility zone covers around 8.2% of the study area, with a high zone at 7.76%, moderate zone at 11.41%, low zone at 12.64%, and very low susceptibility zone at 59.99%. In respect with the map constructed by the ABSVM, the very high zone covers about 6.81% of the study area, with high zone (13.37%), moderate zone (14.96%), low zone (10.38%), and very low zone (54.48%). Regarding the map created from the SVM, the very high zone occupies about 13% of the study area, with high zone at 11.14%, moderate zone at 31.41%, low zone at 24.64%, and very low zone at 19.81%. With the map created from the LR, a very high zone occupies about 27.19% of the study area, high zone at 18.02%, moderate zone at 12.43%, low zone at 19.64%, and very low zone at 22.73%. In addition, analysis of the LD on the susceptibility maps was also done as shown in Fig. 10 . The results show that the LD value of the very high susceptibility zone is the highest (11.72) for the map generated by the MBSVM, followed by the ABSVM (10.43), the SVM (7.03), and LR (2.93). Validation of the susceptibility maps using the area under the success rate and predictive rate curves was also done as shown in Fig. 11 . It indicates that the MBSVM has the highest values of AURC for both success rate curve (0.965) and predictive rate curve (0.958) compared with other models. In more detail, the AURC for the success rate curve of the MBSVM is higher by 0.9%, 2.2%, and 9.1% compared with those of ABSVM, SVM, and LR, respectively, whereas the AURC of the predictive rate curve of the MBSVM is higher by 1%, 1.9%, and 7.6% compared with those of the ABSVM, SVM, and LR, respectively. This indicates that the MBSVM is slightly better than ABSVM and much better than the SVM and LR. In general, the validation results of the susceptibility maps show that that the MBSVM produced a much more reliable susceptility map compared with other models (ABSVM, SVM, and LR).
Discussion
In the present study, we developed and verified a novel hybrid model named MBSVM for the spatial prediction of landslide analyzed using the FE method. The method effectively identified the factors with null usefulness, and then we optimized the input factors for improving the performance of the models (Dash and Liu 1997) . The modeling process using the optimized subset of landslide-affecting factors (nine factors) revealed that the hybrid models (MBSVM and ABSVM) yielded better predictive performance on both the training and testing datasets. The results of the application of hybrid models in other modeling studies (Araújo and New 2007; Erdal and Karakurt 2013; Moosavi and Niazi 2016) support our findings that the ensemble learning frameworks can significantly improve the ability of empirical models such as the SVM. In a hybrid model, the ensemble learning algorithm has the potential to significantly improve predictive accuracy and enhance the generalization capability of the base model (Zhang and Ma 2012) . Another notable finding was that the difference between predictive capability of the four landslide models was statistically significant, even between the MBSVM (AUC = 0.966) and the ABSVM (AUC = 0.954) hybrid models. Although both MultiBoost and AdaBoost methods used a base learning algorithm that forms a single classifier from the training dataset (Webb 2000) , the results of many recent investigations of ensemble learning frameworks suggest that MultiBoost can achieve greater mean error reductions than AdaBoost in terms of both bias and variance of a classifier (Pham et al. 2017f) , presumably because MultiBoost inherits some potential computational advantages from its constituent learning algorithms (i.e., AdaBoost and Wagging) that enable this method for parallel computation (Webb 2000) . Compared to serial computing, in parallel processing, a given computational problem is often divided into several similar sub-problems which can individually be processed at the same time and the results are combined afterwards, upon completion (Parhami 2006) . Given the complex nature of landslides and the plurality of interrelated affecting factors (Margottini et al. 2013) , parallel computing can be perfectly suited for landslide susceptibility modeling.
The conventional LR that was used as benchmark method showed the lowest predictive capability (AUC = 0.874) Fig. 10 Analysis of landslide density on the susceptibility maps Fig. 9 Analysis of percentage of the susceptibility zones on the susceptibility maps in this study, which can be attributed to its algorithm that assumes a linear relationship between landslide occurrence and its affecting factors (Budimir et al. 2015) . Although assuming a linear relationship may be viable in a large range of modeling efforts, giving rise to appealing results (Hosmer and Lemeshow 2000; Komori et al. 2016) , it seems that this assumption is not very suitable for modeling of landslide susceptibility. In contrast, the SVM (AUC = 0.944) uses kernel functions for separating landslide and non-landslide classes. Since these functions are nonparametric and operate locally, they do not assume the same functional form (e.g., linear relationship) for all data (Moosavi and Niazi 2016) that makes this method suitable for landslide modeling.
The landslide susceptibility map produced from the results of novel hybrid MBSVM model showed a satisfactory spatial agreement between the susceptibility levels and the LD. The relative increase in the LD from very low susceptibility class to very high susceptibility class indicates the capability of the proposed hybrid model to delimit the general susceptibility levels of landslide occurrence with respect to the historical events.
Conclusions
A hybrid approach of the MultiBoost ensemble method and the SVM was proposed to generate the novel model named Fig. 11 Validation of the susceptibility maps using the area under the curves: (a) success rate curve and (b) predictive rate curve MBSVM for modeling landslide susceptibility. Modeling results of the Uttarakhand Area, Himalaya, clearly showed that performance of the SVM benefitted from coupling with MultiBoost ensemble technique. The Wilcoxon signed-rank test demonstrated the significant improvement of model performance using this approach. Thus, the novel hybrid model can be used in landslide modeling as an alternative to other models. Results indicated the lowest predictive power of the LR method, thus highlighting the need of using nonlinear and nonparametric landslide models to avoid assuming linear relationship between a landslide event and its affecting factors.
Based on this study, we suggest using the novel MBSVM approach for better assessment of susceptibility of landslides. However, the predictive capability of this model depends on the quality of data used. Thus, the feature selection method like the FE is to be used to test the input data before modeling. The proposed model can also be useful in proper land use planning and in the landslide hazard management of other landslide-prone areas.
