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a b s t r a c t
We derive two explicit bounds from the linear programming bound for ordered codes
and ordered orthogonal arrays. While ordered codes generalize the concept of error-
correcting block codes in Hamming space, ordered orthogonal arrays play an important
role in the context of numerical integration and quasi-Monte Carlo methods because of
their equivalence to (t,m, s)-nets, low-discrepancy point sets in the s-dimensional unit
cube whenever t is reasonably small. The first bound we prove is a refinement of the
Plotkin bound; the second bound shares its parameter range with the quadratic bound
by Bierbrauer as well as the Plotkin bound. Both bounds yield improvements for various
parameters.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A (t,m, s)-net in base q is a sequence (x1, . . . , xq
m
) of qm points in the s-dimensional unit cube [0, 1)s with the following
distribution property: every ‘‘elementary’’ interval E of the form
E =
s∏
i=1
[
ai
qdi
,
ai + 1
qdi
)
,
where the di and ai are non-negative integers with ai < qdi for each 1 ≤ i ≤ s and∑si=1 di = m− t , contains the appropriate
number of pointswith respect to its volume, i.e. exactly bt points. Being a source of low-discrepancy point sets, (t,m, s)-nets
are especially important in the context of quasi-Monte Carlo methods. While first ideas go back to Sobol’ [12], the general
concept of a (t,m, s)-net in base q is due to Niederreiter [8]. In the following we also use the notation (t,m, s)q-net to
indicate a (t,m, s)-net in base q.
In [9], Niederreiter showed the equivalence between (t, t + 2, s)-nets and ‘‘orthogonal arrays’’ (cf. [3]) of strength 2.
Some years later this was generalized and was made precise in the works of Lawrence [4] as well as Mullen and Schmid
[7] by introducing ordered orthogonal arrays in the following way. Let xj = (xj1, . . . , xjs) ∈ [0, 1)s, 1 ≤ j ≤ qm, and let
xji =
∑∞
r=1 x
j
i,rq
−r be the q-ary expansion of xji with x
j
i,r ∈ V := {0, 1, . . . , q − 1} and infinitely many of the (xji,r)r∈N being
< q− 1. The qm × s · (m− t) array
x11,1 x
1
1,2 . . . x
1
1,m−t . . . x
1
s,1 x
1
s,2 . . . x
1
s,m−t
...
...
...
...
...
...
xq
m
1,1 x
qm
1,2 . . . x
qm
1,m−t . . . x
qm
s,1 x
qm
s,2 . . . x
qm
s,m−t
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is called an ordered orthogonal array (OOA) with qm runs, s blocks and depth l := m− t . The OOA is said to have strength k
if it has the following property: choosing k columns such that with every chosen column also all preceding columns in the
same block are chosen and restricting the array to these columns, every vector in V k appears exactly λ times as a row for
some λ. If this is the case, we refer to the OOA as OOAλ(k, s, l, q). For depth l = 1 we get the definition of an orthogonal
array, which has its roots in papers from Rao published in the 1940’s (cf. [3]).
Theorem 1 (Mullen/Schmid [7], Lawrence [4]). There exists a (t,m, s)q-net if and only if there exists an OOA qt (m−t, s,m−t, q).
The runs of an OOA(k, s, l, q) can be seen as elements of V s,l := (V l)s. Rosenbloom and Tsfasman [10] define a metric ρ
on V s,l by
ρ(x, y) =
s∑
i=1
max{1 ≤ r ≤ l : xi,r 6= yi,r},
where max∅ := 0. Every non-empty subset C ⊂ V s,l is called an ordered code. The minimum distance d of C is the smallest
distance of two different codewords of the ordered code, i.e. d = min{ρ(x, y) : x, y ∈ C, x 6= y}. For l = 1 the metric ρ
equals the Hamming metric and we have the case of usual (error-correcting block) codes (cf. [13]).
An orthogonal array (code) is called linear if V is some finite field, the runs aremutually distinct and the runs (codewords,
respectively) form a linear space (cf. for instance [13,3]). There is a well-known connection between linear orthogonal
arrays and linear codes, namely, the dual (i.e. the orthogonal complement with respect to the standard inner product) of an
orthogonal array with strength k is a linear code with minimum distance≥ k+ 1, and vice versa. It is shown in [5] that this
duality of orthogonal arrays and codes generalizes to the case of OOA and ordered codes.
For orthogonal arrays and codes, the linear programming (LP) bound by Delsarte [2] yields strong bounds on their
parameters. Martin and Stinson [5] use Delsarte’s framework to generalize this LP bound for OOA and ordered codes. To
state it, we need some definitions. A type e = (e0, e1, . . . , el) is a l+ 1-tuple of non-negative integers such that∑li=0 ei = s.
The set of all such tuples will be denoted by T s,l. The size and breadth of a type are defined to be si(e) := ∑li=1 iei and
br(e) :=∑li=1 ei; by 0we refer to the type (s, 0, . . . , 0).
Theorem 2 (Martin/Stinson [5], Bierbrauer [1]). Let an OOA (ordered code) with strength k (minimal distance k+1) in dimension
s, depth l and base q be given. Further on let LP k,s,l,q denote the optimal solution of the following LP problem: minimize
1 + ∑e∈T s,l\{0} aeBe(0), where the (ae)e are non-negative real variables and the coefficients Bf (e) are defined in (2), subject
to ∑
f∈T s,l\{0}
af Bf (e) ≤ −1 for k+ 1 ≤ si(e) ≤ sl. (1)
Then the number of runs is bounded below by qsl/LPk,s,l,q (the number of codewords is bounded above by LPk,s,l,q, respectively).
In fact, the coefficients Bf (e) are given via a generating function by Martin and Stinson. In [1], Bierbrauer presents
an elementary proof of the above bound. Moreover, he observes that the coefficients Bf (e) can be seen as evaluation of
multivariate Krawtchouk polynomials and are explicitly given by
Bf (e) = qsi(f )−br(f ) ·
l∏
t=1
(
ft∑
j=0
(−1)j · (q− 1)ft−j · pit,j
)
, (2)
where pit,j :=
(
el+1−t
j
) (∑l−t
r=0 er−
∑l
r′=t+1 fr′
ft−j
)
.
The drawback of the bound in Theorem 2 is that solving the above linear programming problem is very time-consuming,
evenwithmodern computer systems, and only possible for relatively small parameter values. Anyway, it is possible to derive
strong explicit bounds from it for special parameter ranges. Two such bounds will be established in the following sections.
2. A refinement of the Plotkin bound
The Plotkin bound for ordered codes and OOA was derived in [10] and [6], respectively. In this section we present a
refinement of this bound. In light of Theorem 2, it suffices to find non-negative real numbers (ae)e∈T s,l that satisfy (1) to get
a bound on the number of runs (codewords). We consider the types f h, 1 ≤ h ≤ l, defined by
f h := (s− 1, 0, . . . , 0︸ ︷︷ ︸
h−1 times
, 1, 0, . . . , 0︸ ︷︷ ︸
l−h times
).
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Then
Bf h(e) = qh−1
(
(q− 1)
l−h∑
r=0
er − el+1−h
)
= qh−1
(
(q− 1)
(
s−
l∑
r=l+2−h
er
)
− qel+1−h
)
.
Consequently,
t∑
h=1
ahBf h(e) = s(q− 1)
t∑
h=1
ahqh−1 −
t∑
h=1
ahqh−1
(
(q− 1)
l∑
r=l−h+2
er + qel+1−h
)
= s(q− 1)
t∑
h=1
ahqh−1 −
l∑
h=l+1−t
Aheh, (3)
where Ah := (q− 1)∑tr=l+2−h arqr−1+ al+1−hql+1−h. In order to make constraint (1) better controllable, we demand the Ah
to satisfy
Ah = (h− l+ t)Al+1−t for all l+ 1− t ≤ h ≤ l. (4)
This means that (q− 1)∑tr=l+2−h arqr−1+ al+1−hql+1−h = (h− l+ t)atqt for all l+ 1− t ≤ h ≤ l. Setting h = l+ 2− t we
get at−1 = (1+ q)at , consequently at−2 = (1+ q+ q2)at , and generally it can be shown using induction that assumption
(4) implies at−r =
(∑r
j=0 qj
)
at for all 0 ≤ r ≤ t − 1. Consequently,
t∑
h=1
ahBf h(e) = s(q− 1)
t−1∑
r=0
at−rqt−r−1 −
l∑
h=l+1−t
(h− l+ t)Al+1−teh
= s(q− 1)
t−1∑
r=0
(
r∑
j=0
qj
)
atqt−r−1 −
l∑
h=l+1−t
(h− l+ t)atqteh
= at
(
s(q− 1)
t−1∑
i=0
(t − i)qt−1−i − qt
l∑
h=l+1−t
(h− l+ t)eh
)
.
In order to satisfy constraint (1), i.e.
∑t
h=1 ahBf h(e) ≤ −1 for all types e with k + 1 ≤ si(e) ≤ sl, we consider the ‘‘worst
case’’ (cf. Eqs. (3) and (4)), namely the type e = e∗ := (0, . . . , 0, sl− (k+ 1), (k+ 1)− s(l− 1)), and get
− 1 =
t∑
h=1
ahBf h(e
∗)
= at
(
s(q− 1)
t−1∑
i=0
(i+ 1)qi − qtst + qtsl− qt(k+ 1)
)
. (5)
Minding that
∑t−1
i=0 (i+ 1)qi = (tqt −
∑t−1
i=0 qi)/(q− 1)we conclude that
at = 1
qt ((k+ 1)− sl)+ s
t−1∑
i=0
qi
and at ≥ 0 if and only if
k+ 1 > sl− s
q− 1
(
1− q−t) . (6)
So, if (6) holds, we get the bound
1+
t∑
h=1
ahBf h(0) = 1+
t∑
h=1
(
t−h∑
j=0
qj
)
atqh−1(q− 1)s
= 1+ (q− 1)s
qt((k+ 1)− sl)+ s qt−1q−1
t∑
h=1
t−h∑
j=0
qj+h−1
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= 1+
(q− 1)s
(
tqt − qt−1q−1
)
qt ((k+ 1)− sl) (q− 1)+ s (qt − 1)
=
((k+ 1)− sl)+ s(1−q−t )q−1 + s
(
t − 1−q−tq−1
)
((k+ 1)− sl)+ sq−1 (1− q−t)
= ((k+ 1)− sl)+ st
((k+ 1)− sl)+ sq−1 (1− q−t)
from Theorem 2, which equals the Plotkin bound for t = l.
Theorem 3. Let an OOA (ordered code) with strength k (minimal distance k + 1) in dimension s, depth l and base q be given. If
k + 1 > sl − sq−1
(
1− q−t), then the number of runs is bounded below by qsl/PLP (the number of codewords is bounded above
by PLP , respectively), where
PLP := min
t
(k+ 1)− s(l− t)
((k+ 1)− sl)+ sq−1 (1− q−t)
and the minimum is to be taken over all 1 ≤ t ≤ l with k+ 1 > sl− sq−1
(
1− q−t).
As an examplewe consider a (2, 31, 7)2-netwhich is equivalent to anOOA(29, 7, 29, 2). For anOOA(29, 7, 5, 2), Theorem3
shows that the number of runs is bounded below by 232 (the Plotkin bound only yields 231), thus a (2, 31, 7)2-net cannot
exist. Some other examples of excluded net parameters are
(1, 25, 9)3, (1, 31, 11)4, (1, 37, 13)5.
3. A new bound based on three types
Let l ≥ 2. In this section we aim to establish a second explicit bound, this time using the types f 1, f 2 and f 1,1 := (s−2, 2,
0, 0, . . . , 0). To this end we consider
R(e) := a1Bf 1(e)+ a2Bf 2(e)+ b1,1Bf 1,1(e), (7)
where a1, a2, b1,1 have to be chosen≥ 0 and such that R(e) ≤ −1 for all types ewith si(e) ≥ k+ 1. Clearly, for
0 ≤ T ≤ sl− (k+ 1), (8)
the type eT := (e0, . . . , el−1, el) with el = s − T , el−1 = T and ei = 0 for 1 ≤ i ≤ l − 2 has to be considered. The size of a
type is preserved if we remove two elements in el−1 and move them to el−2 and el, respectively. We can do this K times,
0 ≤ K ≤ T
2
, (9)
and get a type eT ,K := (e0, . . . , el−1, el) with el = s − T + K , el−1 = T − 2K , el−2 = K and ei = 0 for 1 ≤ i ≤ l − 3. Based
thereupon, all other types of the same size can be obtained by moving up to L elements,
0 ≤ L ≤ T − 2K , (10)
from el−1 to el while moving elements from el−2 to el−3, . . . , e0, which may – depending on the depth l – not be possible for
every choice 0 ≤ L ≤ T − 2K . So, a type eT ,K ,L, which is not uniquely determined and does not even has to exist, has the
form (e0, . . . , el−1, el)with el = s− T + K + L, el−1 = T − 2K − L and∑li=0 ei = s.
Similarly to the approach in (5), we try to determine a0, a1 and b1,1 by choosing types e for which the worst case
R(e) = −1 is attained. It turns out that the types e0, eD, eD,bD/2c with D = sl − (k + 1) are a good choice, which yields
the following equation system.
(i) −1 = R((0, . . . , 0, s)),
(ii) −1 = R((0, . . . , 0, sl− (k+ 1), s− (sl− (k+ 1)))),
(iii) −1 =
R
((
0, . . . , 0,
sl− (k+ 1)
2
, 0, s− sl− (k+ 1)
2
))
for sl− (k+ 1) even,
R
((
0, . . . , 0,
sl− k− 2
2
, 1, s− sl− k
2
))
otherwise.
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We first consider the case of sl − (k + 1) being even. Solving the equation system yields a1 = ρ+2(1−s)sρ , a2 = (k+1)−slsρ
and b1,1 = −4sρ , where ρ = (sl− k)(2q− 1)− 2(s+ 2q)+ 3. As b1,1 has to be non-negative, we only consider the case that
ρ < 0. In this case also a1 and a2 are non-negative, as desired. It remains to be shown that R(e) ≤ −1 for all types e with
si(e) ≥ k+ 1, i.e. for all types of the form eT ,K ,L with T , K and L satisfying (8)–(10), respectively. To this end, we consider
(−1)− R(eT ,K ,L) = R(e0)− R(eT ,K ,L)
= q
2
sρ
K(2K + L− T )︸ ︷︷ ︸
≤0 because of (10)
+ (3K + 2L− 2T )︸ ︷︷ ︸
≤0 because of (10)
(sl− (k+ 1)+ L− T︸ ︷︷ ︸
≥0 because of (8)
)

≥ 0.
Next, we treat the case of sl− (k+ 1) being odd. Solving the equation system from above yields a˜1 = ρ˜+2(1−s)s˜ρ , a˜2 = k−sls˜ρ
and b˜1,1 = −4s˜ρ , where ρ˜ = (sl− k)(2q− 1)− 2(s+ 2q)+ 2. As before, a˜1, a˜2 and b˜1,1 are non-negative if ρ˜ < 0. We remark
that with sl− k also ρ˜ is even, so ρ˜ < 0 if and only if ρ < 0. Again, we consider
(−1)− R(eT ,K ,L) = R(e0)− R(eT ,K ,L)
= q
2
s˜ρ
(K(2K + L− T )+ (3K + 2L− 2T )(sl− (k+ 1)+ L− T )+ K)︸ ︷︷ ︸
=:A
.
It remains to be shown that A ≤ 0. If sl− (k+ 1)+ L− T ≥ 1, then
A ≤ K(2K + L− T )︸ ︷︷ ︸
≤0 because of (10)
+ (4K + 2L− 2T )︸ ︷︷ ︸
≤0 because of (10)
(sl− (k+ 1)+ L− T )︸ ︷︷ ︸
≥1
≤ 0.
On the other hand, if sl − (k + 1) + L − T = 0, then L − T = (k + 1) − sl is odd, according to our assumption. Hence,
2K + L− T ≤ −1 and A = K(2K + L− T + 1) ≤ 0.
The corresponding bounds we get are
q2(sl− k− (2s+ 1))
(sl− k)(2q− 1)− 2(s+ 2q)+ 3 and
q2(sl− k− (2s+ 2))
(sl− k)(2q− 1)− 2(s+ 2q)+ 2
in the even and odd case, respectively.
Theorem 4. Let an OOA (ordered code) with strength k (minimal distance k+ 1) in dimension s, depth l ≥ 2 and base q ≥ 2 be
given. If k+ 1 > sl− 2(s+q−1)2q−1 , then the number of runs is bounded below by qsl/QLP (the number of codewords is bounded above
by QLP , respectively), where
QLP :=
q2
(
sl− k−
(
2s+ 2− 1+(−1)sl−(k+1)2
))
(sl− k)(2q− 1)− 2(s+ 2q)+ 2+ 1+(−1)sl−(k+1)2
.
The parameter range of the bound overlaps with the range of the quadratic bound by Bierbrauer [1] as well as the Plotkin
bound (cf. Theorem 3). It improves these bounds for various parameters. For l = 2, the bound excludes for instance net
parameters
(1, 9, 7)2, (0, 7, 5)3, (0, 9, 6)4, (0, 11, 7)5, (0, 15, 9)7.
New parameters excluded by the bound are, for example,
(3, 67, 35)8, (2, 57, 30)9, (3, 75, 39)9,
(1, 65, 34)16, (1, 101, 52)25, (1, 109, 56)27.
For a comprehensive database of (t,m, s)-net, OOA and code parameters we refer toMinT [11], http://mint.sbg.ac.at.
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