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1
Let (
;F ; P ) be a complete probability space and (Ft)t2[0;T ] a right-continuous in-
creasing family of sub--algebras of F .
Let w and v be two independent Ft- Brownian motions with values in Rd and Rm.
If xt is a semimartingale on (
;F ;Ft; P ), dxt (respectively dxt) denotes its Stratonovitch
(respectively Itô) diﬀerential.
Let us consider the nonlinear ﬁltering problem associated with the system sig-
nal/observation pair (xt; yt) 2 (Rm)2 solution of the following stochastic diﬀerential sys-
tem: 8>>>><>>>>:













h(xs) ds+ " vt;
(1)
verifying the following hypotheses:
(H1) x0 is an Rm-valued, F0-measurable random variable independent of w and v with
ﬁnite moments of all orders.
(H2) b and h are C2(Rm;Rm) functions with bounded ﬁrst and second derivatives.




(H4) The function a =  + gg is uniformly elliptic.
(H5) The functions a 
1
2 b and h0b are Lipschitzian.
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Deﬁnition 1 For all t in [0; T ] denote by t the ﬁlter associated with the system (1),






where Yt = (ys = 0  s  t).
Moreover we consider the following class of suboptimal ﬁlters:










dys   h(ms) ds

; (3)
where m0 2 Rm is arbitrary and fKt; t  0g is a Yt-progressively measurable bounded
process such that for all (t; w) in [0; T ]
, Kt(w) is a uniformly elliptic bounded function.
Remarks:
(i) The deﬁnition of the sub-optimal ﬁlters implies that the signal and the observation
are of the same dimension.
(ii) In the following, if f is a vectorial function of the variable x 2 Rm, f 0 will denote the
Jacobian matrix of f ; if f is scalar, f 0 will be a line vector; this notation is extended to
functions which may also depend upon other parameters.
3
Proposition 2 For each t0 > 0 and p  1, we have:
sup
tt0




Itô’s formula implies that
















































































































Since Kt is uniformly elliptic, we can prove (4) as in [11].
By applying Itô’s formula, we compute jxt   mtjk for even integers k, then, having




Let  be the function deﬁned by  =
 
h0( + gg )h0
 1
2 .
For any t in [0; T ], we set
Kt = (mt): (5)
Theorem 3 For any t0 > 0 and p  1, we have:
sup
tt0










Levy’s theorem then implies that wt is an Rm-valued (Ft; P )- Brownian motion and
dxt = b(xt)dt+ h
0 1(xt) dwt: (8)
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Novikov’s criterion then implies that the processes Z 1t and 
 1
t are exponential mar-
tingales. So we can apply Girsanov’s theorem and deﬁne some reference probability mea-
sures which allow us to show the desirated estimates via Kallianpur-Striebel’s formula.











=  1t : (12)






ds and y t
"
are








dt+ b(xt) dt+ (h
0 1)(xt) d ~wt: (13)
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Let F be the function deﬁned for each x;m in Rm, by
F (x;m) =
 
h(x)  h(m) 1(m) h(x)  h(m): (14)
Then, Itô’s formula implies that




























(AxF + Ax;m(F ) + AmF )(xs;ms) ds;
where Ax; Ax;m and Am are the second order diﬀerential operators deﬁned for any function








































































































































































h(x)  h(m); i = 1; :::;m




In the following, if f denotes a function of (x;m), we denote @f
@x
by f 0.
By the rules of the Malliavin Calculus, if D (respectively ~D) denotes the derivation
operator in the direction of w (respectively ~w), (13) implies that for all 0  s  t,
~Dsxt = st (h
0 1)(xs); (16)
where fst; t  sg is the solution of the stochastic diﬀerential equation































~Dsyt = ~Dsmt = 0 (18)
it follows from (15) and the chain rule that
~Ds log(Ztt) =   1
2"




























By integrating that last equality between 0 and t, we get
1
2





















































































Hence,it follows from the assumptions (H3) and (H4) that the theorem will be proved















































































Lemma 4 For each " > 0; p  1, there exist strictly positive constants a(p) and ~a(p)
such that






; 0  s  t: (22)
Proof:




































































by Burkhölder’s inequatlity. Since  is hypoelliptic, the assumptions (H2)   (H4) imply









The lemma then follows from Gronwall’s theorem and the fact that ts =  1st . 
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Lemma 5 For any p  1, there exists a constant c(p) such that
kDst0kp  c(p); (25)
and
k ~Dst0kp  c(p): (26)
Proof:




















Itô’s formula then implies













































































By using lemma 1.4., the assumptions (H2)  (H4) and Burkhölder’s inequality, one then
can show like in the proof of the previous lemma that there exist some strictly positive
constants c and c0 such that




Hence relation (30). Relation (31) can be obtained by similar computations.

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and (i) then follows from the lemmas 4 and 5.





01(xr;mr) ~Dsxr ( ~Dsxt)














(r   s) exp ~a(p)
"








(t  s)  1 exp ~a(p)
"
(t  s) ds
= " t c(p):
hence we have (ii).
Similar calculations imply the expressions (iii)-(v). (Let us notice that in expression
(iii) there appears an integral with respect to mt, which is of order O( 1p"). But, k02kp is
of order O(
p
"), so there is no problem to conclude).
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