Abstract. We consider the partition of a finite Coxeter group W into left cells with respect to a weight function L. In the equal parameter case, Lusztig has shown that the representations carried by the left cells are precisely the so-called constructible ones. We show that this holds for general L, if the conjectural properties (P1)-(P15) in Lusztig's book on Hecke algebras with unequal parameters hold for W, L. Our proofs use the idea (Gyoja, Rouquier) that left cell representations are projective in the sense of modular representation theory. This also gives partly new proofs for Lusztig's result in the equal parameter case.
Introduction
Let W be a finite Coxeter group and L be a weight function on W , as in [23] . Thus, L is a function L : W → Z such that L(ww ′ ) = L(w) + L(w ′ ) whenever l(ww ′ ) = l(w) + l(w ′ ) where l is the length function on W . We assume that L(w) > 0 for all w = 1. The choice of such an L gives rise to a partition of W into left cells; each left cell naturally carries a representation of W . These representations play an important role, for example, in the representation theory of reductive groups over finite or padic fields; see [20] , [23, Chap. 0] . In the case where L = al for some a > 0, the representations carried by the left cells are explicitly known: by Lusztig [21] , they are precisely the constructible representations which were defined (and determined) in [19] .
Let us now consider a general weight function L and let us assume that the conjectural properties (P1)-(P15) in [23, Chap. 14] hold; we recall these properties and some of their consequences in Section 2. The purpose of this paper is to prove that, in this setting, the left cell representations are again the constructible ones, as conjectured by Lusztig [23, 22.29] .
The main theme of this paper is to use a generalization of a result of Rouquier [26] which shows that left cell representations can be interpreted as projective indecomposable representations in the sense of modular representation theory. Rouquier's original result was concerned with the equal parameter case. The proof of its generalisation to arbitrary weight functions relies on (P1)-(P15); see Section 3. See Gyoja [16] where the connection between left cells and modular representations first appeared. Further general results on lefts cells, constructible representations and families will be discussed in Sections 4 and 5.
In order to deal with type B n (Section 6), we need a purely combinatorial identity for the constructible representations; see Corollary 6.3. Our proof of that identity relies on the recent results of Leclerc-Miyachi [24] which show that the constructible representations can also be interpreted as projective indecomposable representations. The proof of this fundamental result is based on the theory of canonical bases of quantum groups and on the deep results of Ariki [3] . It would certainly be desirable to find a more direct proof of the identity in Corollary 6.3. Our methods also provide new proofs for type D n and B n with equal parameters.
Finally, in Section 7, we discuss the computation of left cell representations in groups of exceptional type. For groups of type E 6 , E 7 , E 8 and F 4 with equal parameters, we show that Lusztig's proof in [21] , which partly relies on deep results about representations of reductive groups over finite fields [20] , can be replaced by arguments which only rely on the validity of (P1)-(P15) and some explicit computations with the character tables in [14] .
Lusztig's conjectures
Let (W, S) be a Coxeter system where W is finite; let L : W → Z be a weight function such that L(s) > 0 for all s ∈ S. Let A = Z[v, v −1 ] where v is an indeterminate. We set v w = v L(w) for all w ∈ W . Let H be the generic Iwahori-Hecke algebra corresponding to (W, S) with parameters {v s | s ∈ S}. Thus, H has an A-basis {T w | w ∈ W } and the multiplication is given by the rule
where s ∈ S and w ∈ W . Let {c w | w ∈ W } be the "new" basis of H defined in [23, Theorem 5.2] . We have c w = T w + y p y,w T y where p y,w ∈ v −1 Z[v −1 ] and p yw = 0 unless y < w in the Bruhat-Chevalley order. Given x, y ∈ W , we can write By [23, Chap. 15] , the above conjectures hold if L = al for some a > 0. We shall assume from now on that the above conjectures hold for W, L. Then we can define a new algebra J over Z as in [23, Chap. 18] . As a Z-module, J is free with a basis {t w | w ∈ W }. The multiplication is defined by Hence we see that the matrix of φ has a block triangular shape, when we order the elements of W according to increasing value of a. Furthermore, inside a diagonal block, the coefficients have leading term ±v a(w) on the diagonal and strictly smaller leading term off the diagonal.
Remark 2.4. Using J, the relations ∼ L , ∼ R , ∼ LR can be characterized as follows (see [23, Prop. 18.4 
]):
• We have x ∼ L y if and only if t x t y −1 = 0.
• We have x ∼ R y if and only if t x −1 t y = 0.
• We have x ∼ LR y if and only if t x t w t y = 0 for some w ∈ W .
Cells and idempotents
The purpose of this section is to generalize the main result of Rouquier [26] to the unequal parameter case, assuming that (P1)-(P15) hold.
Let B 0 be the set of two-sided cells in W . We set
Proof. For c ∈ B 0 , let J c = t w | w ∈ c Z . By (P8), J c is a two-sided ideal in J; we have J = c∈B 0 J c . This yields a unique decomposition 1 J = c∈B 0 e c where e c ∈ J c . Here, {e c | c ∈ B 0 } is a set of mutually orthogonal, central idempotents. For c ∈ B 0 , let us write e c = w∈c a c,w t w where a c,w ∈ Z. Since 1 J = d∈D n d t d , we conclude that a c,w = n w for w ∈ D ∩ c, and 0 otherwise. Thus, we have e c = t c as required.
Lemma 3.2. Let Γ be a left cell and let D ∩ Γ = {d}. Then we have n d t w t d = t w for any w ∈ Γ. Furthermore, we have
Proof. Let y ∈ W . We have
. Now consider any x ∈ W and assume that γ y,d,x = 0. We must show that x = y −1 and y ∈ Γ. Now, by (P7), we have γ x,y,d = γ y,d,x = 0. By (P2) and (P8), this implies x = y −1 and y ∈ Γ, as required.
We shall see that each n d t d actually is a primitive idempotent in J. In fact, this will even work when we extend scalars from Z to suitable larger rings. In order to describe the required conditions on such a larger ring, we recall the following constructions.
Upon substituting v → 1, the algebra H specialises to Z[W ]. Hence, extending scalars from Z to C, we obtain an isomorphism of C-algebras
see [23, 20.1] . Since C[W ] is split semisimple, we can now conclude that J C also is split semisimple.
Let Irr(W ) be the set of simple C[W ]-modules up to isomorphism. For any C[W ]-module E, we denote the corresponding J C -module by E ♠ . Thus, E ♠ coincides with E as an C-vectorspace and the action of a ∈ J R on E ♠ is the same as the action of φ −1 1 (a) on E; see [23, 20.2] . Then we have Irr(J C ) = {E ♠ | E ∈ Irr(W )}. 
We shall also need the fact that J C is a symmetric algebra, with trace form τ : J C → C given by τ (t z ) = n z if z ∈ D and τ (t z ) = 0 otherwise. We have τ (t x t y ) = δ xy,1 for any x, y ∈ W ; see [23, 20.1] . By general results on split semisimple symmetric algebras (see [14, Chap. 7] ), we have
where 0 = f E ∈ C for all E ∈ Irr(W ). By [23, Lemma 20 .13], we have in fact f E ∈ R and f E > 0. There is a more direct description of f E , as follows. Let us extend scalars from A to K = C(v). Then we obtain an isomorphism of K-algebras
see [23, 20.1] . Given a C[W ]-module E, the J C -module structure on E ♠ extends in a natural way to a J K -module structure on
Then we can also regard E v as an H K -module via φ K . We have
We have tr(
This yields the following direct relation between E and E v (see [23, 20.3] ):
Remark 3.4. Let E ∈ Irr(W ). As in [23, Prop. 20.6] , define an integer a E 0 by the condition
for some w ∈ W .
Note that a E depends on the choice of L. Now let
In [14] , this is called the Schur element associated to E. Then, by [23, Cor. 20 .11], we have
where f E is the positive real number introduced above.
Definition 3.5. By Lemma 3.1, we have a partition
where Irr(W, c) = {E ∈ Irr(W ) | t c E ♠ = 0}. The sets Irr(W, c) may be called the "blocks" of Irr(W ). Now fix c ∈ B 0 and let R ⊆ C(v) be a notherian subring. We say that R is c-adapted if the following condition holds: [26] , let
Then O is a principal ideal domain; see [26, p. 1040] . It is easily checked that O satisfies ( * c ) for any c ∈ B 0 .
(c) Let c ∈ B 0 and assume that there is a prime number p such that f E is a power of p for any E ∈ Irr(W, c).
Then A p is a noetherian local ring whose maximal ideal is the principal ideal generated by p. It is readily checked that ( * c ) holds for A p . Rings of this type have been used by Gyoja [16] in the study of left cells in the equal parameter case. Theorem 3.7 (See Rouquier [26] in the equal parameter case). Let c ∈ B 0 and R ⊆ C(v) be a c-adapted subring. By extension of scalars, we obtain an R-algebra J R = R ⊗ Z J. Then the following hold.
Proof. Let K = C(v) and consider J R as a subalgebra of J K = K ⊗ Z J. Now, for any E ∈ Irr(W ), we can extend the J C -module structure on E ♠ in a natural way to a J K -module structure on K ⊗ C E ♠ . The trace form τ also extends to a trace form on J K which we denote by the same symbol. Thus, we have
(a) We begin with the following general remark. Let e ∈ J R be any primitive idempotent such that e = et c . We regard e as an element of J K . Now, for E ∈ Irr(W ), we have eE ♠ = 0 unless E ∈ Irr(W, c). Furthermore, the term tr(e, K ⊗ C E ♠ ) is a non-negative integer which is less than or equal to dim E. Since e = et c , there is at least one E ∈ Irr(W, c) such that tr(e, K ⊗ C E ♠ ) > 0. Since f E is a positive real number for all E (see [23, Lemma 20.13] ), the above formula shows that τ (e) is a positive real number. On the other hand, the defining formula for τ and the fact that e lies in J R show that τ (e) ∈ R. Hence, using ( * c ), we conclude that
In particular, this proves that τ (e) 1 for any primitive idempotent e ∈ J R such that e = et c . 
Thus, we have shown that t d ′ ∈ J R e j for all d ′ ∈ D ∩ c and so t c ∈ J R e j . Since e j is a primitive idempotent, we conclude that t c = e j , as required.
Recall that, given a left cell Γ of W , we have a corresponding H-module
Proof. By extension of scalars, we obtain a homomorphism φ R : H R → J R of R-algebras. By Remark 2.3, det(φ) is invertible in O ⊆ R; hence φ R is an isomorphism. Now let D ∩ Γ = {d}. By Lemma 3.2, we have
Using φ R , we may also regard J R t d as an H R -module. Thus, the action of h ∈ H R on J R t d is given by h * t y := φ(h)t y (y ∈ Γ). Since φ R is an isomorphism, the resulting H R -module is projective. Finally, consider the R-linear bijection
t y →n y c † y . By a computation analogous to that in [23, 18.10] , we obtain c † w * t y = φ(c † w )t y =n y u∈Γ h w,y,unu t u for any w ∈ W , y ∈ Γ.
Applying θ yields θ(c †
If Γ ⊆ c and R is c-adapted, then n d t d is a primitive idempotent by Theorem 3.7 and so [Γ] R is seen to be indecomposable.
Note that the statement of Corollary 3.8 only involves the notion of a left cell of W . The ring J and the properties (P1)-(P15) are needed in the proof. It would be very interesting to find a more elementary proof.
Left cells and decomposition numbers.
Assume that there exists a discrete valuation ring R ⊆ C(v) such that O ⊆ R, where O is the ring in Example 3.6(b). Assume, furthermore, that H F = F ⊗ R H is split semisimple and that H k = R⊗ R H R is split, where F is the field of fractions of R and k is the residue field of R. (We shall see in Section 6 that all these conditions are satisfied, for example, if W is of type B n .) Then we are in the general setting of [14, §7.5] . The canonical map R → F induces a decomposition map
between the Grothendieck groups of finite-dimensional representations of H F and H k , respectively. Let D R be the corresponding decomposition matrix. Thus, D R has rows labelled by the simple H F -modules and columns labelled by the simple H k -modules. The entries are given as follows. Consider the projective indecomposable H R -modules (PIM's for short). Every PIM has a unique simple quotient, which is a simple H k -module. In fact, associating to each PIM its simple quotient defines a bijection between isomorphism classes of PIM's and Irr(H k ) (the set of simple H k -modules up to isomorphism). For each V ∈ Irr(H k ), choose a PIM P V with simple quotient V . Thus,
By Brauer reciprocity (see [14, Theorem 7.5 .2]), the coefficients in a fixed column of D R give the expansion of the corresponding PIM (viewed as an H F -module by extension of scalars from R to F ) in terms of the irreducible ones. Thus, we have
where 
.
Here, we denote by [E : [Γ] ] the multiplicity of E as a simple component of [Γ] . The above discussion also shows that, given any left cell Γ, there exists a unique (2) implies that the subset
is linearly independent. Note that this statement does not refer to R. Assuming Conjecture 2.1 and using the known results on constructible representations, one can show that the above statement always holds, even if even there is no discrete valuation R as above which is c-adapted for every two-sided cell c of W .
The above idea of relating left cells and decomposition matrices has already been considered by Gyoja [16] in the case of equal parameters.
Constructible representations and families
We preserve the set-up of the previous sections. Now let I ⊂ S and consider the parabolic subgroup W I ⊂ W . Let E ′ ∈ Irr(W I ) and denote by Ind S I (E ′ ) the corresponding C[W ]-module obtained by induction. By [23, 20.15] , there is a well-defined C[W ]-module J S I (E ′ ) such that a E = a E ′ for all E ∈ Irr(W ) which occur as simple components of J S I (E ′ ) and such that Ind
Extending by linearity, we obtain a C-linear map We define a corresponding "decomposition matrix" D as follows. The rows are labelled by Irr(W ) and the columns are labelled by Con(W ); the coefficients in a fixed column of D give the expansion of the corresponding constructible representation in terms of the irreducible ones.
The matrix D has been computed explicitly (for all W, L) by Lusztig [19] , [23, Chap. 22] and Alvis-Lusztig [2] (type H 4 ).
Following Lusztig [23, 23 .1], we define a graph G W as follows. The vertices of G W are labelled by Irr(W ). Given E = E ′ in Irr(W ), the corresponding vertices in G W are joined if E, E ′ both appear as simple components of some construtible representation of W . We say that E, E ′ ∈ Irr(W ) belong to the same family if the corresponding vertices are in the same connected component of G W .
The partition of Irr(W ) and Con(W ) according to families gives rise to a block diagonal shape of D, with one block on the diagonal for each family. The equivalence of (a) and (b) was first proved by Barbasch and Vogan in the equal parameter case; see [20, Theorem 5.25] . The equivalence of (b) and (c) has been established by Rouquier [26] in the equal parameter case. The important point about that equivalence is that the statement in (c) is independent of the Kazhdan-Lusztig basis {c w } of H. As such, it applies to a wider class of algebras; see Broué-Kim [7] .
We now establish some results which will be helpful for the computation of the left cell representations. The discussion mainly follows [23] . 
On the other hand, by [ n i E i where n i ∈ Z 0 . Then, by Lemma 4.5, we have
] is a positive integer and that f E i > 0 for all i.
Hence we must have n 1 = 1 and n i = 0 for all i > 1. Example 4.9. Let W be of type B n (n 2), with generators and relations given by the following diagram:
Let L be a weight function such that Remark 4.10. Let W be of type B n with parameters given as above. Assume that b/a is "large". Then the left cells are explicitly determined by Bonnafé-Iancu [6] (without using the assumption that (P1)-(P15) hold); the corresponding representations are irreducible and constructible. There is some hope that similar arguments might be found to deal with arbibrary values of a and b, as long as a does not divide b.
Finally, we present some further conditions on the coefficients in the ex-
E for a left cell Γ. This will also be needed in the discussion of type E 8 in (7.7). The desired conditions follow from results in [15] concerning the center of H; we shall follow the exposition in [14] .
4.11. Central characters. Let Z(H) be the center of H. An element z ∈ Z(H) acts by a scalar in every simple H K -modules E v , where E ∈ Irr(W ); we denote that scalar by ω E (z). For technical simplicity, let us now assume that W is a Weyl group; then Q is a splitting field for W and Q(v) is a splitting field for H; see [14, Thoerem 9.3.5] . Consequently, since A is integrally closed in Q(v), we have (a) ω E (z) ∈ A for any E ∈ Irr(W ) and z ∈ Z(H).
Now let R ⊆ C(v) be a noetherian subring such that O ⊆ R, where O is the ring in Example 3.6(b). Let e ∈ H R be an indempotent and consider the corresponding projective H R -module P := H R e. Extending scalars from R to K, we obtain an H K -module P K . We denote
Then the argument in the proof of [14, Theorem 7.5.3] shows that
This yields rather restrictive conditions on the coefficients [E : P ]. By Corollary 3.8, we can apply this, in particular, to the module P = [Γ] R for a left cell Γ of W . Note that, for z = 1, we have ω E (1) = 1 for all E and so the above condition bears some resemblance to that in Lemma 4.5.
In order to be able to use the formula (b), we shall need to compute ω E (z) for some elements z ∈ Z(H). Now, by [14, Cor. 8.2.5], there is a distinguished A-basis of Z(H), denoted by {z C | C ∈ Cl(W )} where Cl(W ) is the set of conjugacy classes of W . The scalars ω E (z C ) are determined by the following identity:
see [14, Exc. 9.5] . Here, w C is an element of minimal length in C ∈ Cl(W ). Note that, by [14, Cor. 8.2.6], the value tr(T w C , E v ) does not depend on the choice of w C . The "character tables"
are explicitly known for all W, L; see [14] . As explained in the proof of [14, Prop. 11.5.13] , the identities (c) can be used to compute the scalars ω E (z C ).
Induction and restriction of left cells
Let I ⊆ S and consider the parabolic subgroup W I . The restriction of L to W I is a weight function on W I . Thus, we have a partition of W I into left cells with respect to L| W I . We shall now consider the compatibility of the corresponding left cell representations with respect to induction and restriction. 
Proof. We follow the proof given by Roichman [25, Theorem 5.2] . Recall the definition of the relation L on W : this is the transitive closure of the relation "y ← L w if h s,w,y = 0 for some s ∈ S"; see [23, 8.1] .
We define a relation L,I on W as the transitive closure of the relation "y ← L,I w if h s,w,y = 0 for some s ∈ I". Let ∼ L,I be the corresponding equivalence relation on W . The restriction of L,I to W I gives precisely the left cells of W I with respect to L| W I .
Let Y I be the set of all w ∈ W such that w has minimal length in the right coset
Consequently, we have the implication
This shows that there exist (pairwise different) left cells Γ ′ 1 , . . . , Γ ′ r of W I and subsets R 1 , . . . , R r of Y I such that
Now consider the restriction of the H-module [Γ]
A to H I . The formula in [23, Lemma 9.10(e)] shows that, for fixed i ∈ {1, . . . , r} and y ∈ R i , we have
for any s ∈ I and u ∈ Γ ′ i .
Thus, as an H I -module, we have Res
A , where n i = |R i | for all i. Upon setting v → 1, we obtain the required assertion concerning W I -modules. 
Proof. Let X I be the set of all x ∈ W such that x has minimal length in the left coset xW I . Then, by [11] , we have X I Γ ′ = Γ 1 ∐ · · · ∐ Γ r where Γ i are left cells of W . So we have an H A -module
Here, c † w (w ∈ W ) acts by the rule c † w ·c † y = z∈X I Γ ′ h x,y,z c † z for any y ∈ X I Γ ′ . To identify this module with an induced module, we set
ThenÎ ⊆ I are left ideals in H A ; see [11, Lemma 2.2] . Thus, I/Î is an H A -module; it is free as an A-module with a basis given the residue classes of the elements 
On the other hand, by [11, Prop. 3 .3], we also have
Thus, I/Î also has an A-basis given by the residue classes of the elements 
Indeed, the assumption implies that [E : [Γ]]
[E : Γ 1 ]] for any E ∈ Irr(W ). Hence Lemma 4.5 yields
Consequently, all the inequalities must be equalities and so [Γ] = [Γ 1 ]. We are now going to prove Conjecture 2.1 for groups of type B n and D n , under the hypothesis that (P1)-(P15) hold for W, L. A special case in type B n has been already considered in Example 4.9. (For type A n−1 , see Example 4.8.) As far as type D n and B n with equal parameters are concerned, our proof is different from the one given by Lusztig [21] .
Cuspidal families. Let F be a family of Irr(W ). Then
6.1. A decomposition matrix in type B n . Let W be of type B n (n 2), with generators and relations given by the following diagram:
Let L be a weight function such that
Here, we explicitly allow the case where r = 0, which is related to type D n ; see (6.6). The definition of left cells and constructible representations still makes sense in this case; see [23] . Let us assume that (P1)-(P15) hold for W, L. It is known that this is the case if r = 1 (equal parameters); see [23, Chap. 15] . In Lemma 6.6, we shall show that this also holds if r = 0.
Recall that we have a natural parametrisation of Irr(W ) by the set P n of all pairs of partitions (α, β) such that |α| + |β| = n. Let us write
By [23, Prop. 22.14], f E is a power of 2 for all E ∈ Irr(W ). So let us consider the subring R = A 2 ⊆ C(v) defined in Example 3.6(c), where p = 2. The ring R is local, with maximal ideal 2R, residue field k = R/2R = F 2 (v) and field of fractions F = Q(v). As explained in (3.9), the canonical map R → k induces a decomposition map
Note that H F and H k are split and H F is semisimple; see Dipper-JamesMurphy [8] . Let D r,2 be the corresponding decomposition matrix. Since R is c-adapted for every two-sided cell c of W , we have
; see (3.9)(3).
We now have the following fundamental result which yields an alternative description of D r,2 .
Theorem 6.2 (Leclerc-Miyachi [24, Theorem 16]). In the above setting, let D r be the "decomposition matrix" giving the expansion of the constructible representations in terms of the irreducible ones; see (4.1). Then
(up to a permutation of the columns of D r ).
The set Con(W ) and the matrix D r are determined by Lusztig [23, 22.24, 22.25 and 22.26] in a purely combinatorial way.
The proof of Theorem 6.2 is based on the theory of canonical bases of quantum groups and on the deep results of Ariki [3] . In the subsequent discussion, we shall only need the following consequence of Theorem 6.2.
Corollary 6.3. Let W be of type B n (n 2) and L be a weight function as in (6.2) . There exist integers n P (P ∈ Con(W )) such that the following identity holds for any E ∈ Irr(W ):
Proof. By Theorem 6.2, the matrix D r coincides with the matrix of the decomposition map d r,2 : R 0 (H F ) → R 0 (H k ) considered in (6.1). Thus, the representations P ∈ Con(W ) correspond to PIM's of H R . Now, H R (regarded as an H R -module via left multiplication) is a direct sum of all PIM's, where the multiplicity of each PIM in that direct sum is the dimension of the corresponding simple H k -module. (This is a completely general fact in the modular representation of finite-dimensional associative algebras.) We define n P for P ∈ Con(W ) as follows: we have just seen that P corresponds to a PIM of H R ; we let n P be the dimension of the corresponding simple H k -module. Extending scalars from R to K, we obtain the identity
where C[W ] is regarded as a C[W ] via left multiplication. It remains to note that E ∈ Irr(W ) occurs with multiplicity dim E in the left hand side.
It would certainly be desirable to find a more elementary proof for the above identity. (1) Con
} is the set of all PIM's of H R (up to isomorphism), we have an isomorphism of H R -modules
where H R is regarded as an H R -module via left multiplication. Substitutung v → 1 yields
Consequently, we have dim
for any E ∈ Irr(W ), where the sum runs over all V ∈ Irr(H k ). Using now (1) and Corollary 6.3, we obtain the identity
where n V are certain integers. By (6.1), the coefficients occurring in the above identity are the entries of D r,2 . Now, by (3.9)(2), the columns of D r,2 are linearly independent over Q. Thus, we can compare coefficients in (2). In particular, every summand on the left hand side must also occur on the right hand side and so C ′ = Irr(H k ). This shows that all representations carried by the left cells are constructible, as desired.
Remark 6.5. Let W be of type B n and L be a weight function as in Proposition 6.4, that is, we have b = ra for some r 1. Then Table II Recall that Irr(W ) = {E (α,β) | (α, β) ∈ P n } see (6.2). For (α, β) ∈ P n , we denote by E [α,β] the restriction of E (α,β) to W 1 . Then we have
where
. This yields (see [14, Chap. 5] for more details):
Let L : W → Z be the weight function such that Let H be the Iwahori-Hecke algebra associated with W, L. Let H 1 be the A-subspace of H spanned by all T w 1 with w 1 ∈ W 1 . Then H 1 is nothing but the Iwahori-Hecke algebra associated with
In the following discussion, it will be understood that a left cell of W 1 is defined with respect to L 1 and a left cell of W is defined with respect to L. Lemma 6.7. In the setting of (6.6) 
Proof. We consider the Kazhdan-Lusztig basis {c w | w ∈ W } of H (defined with respect to W, L). Furthermore, let a(z) (z ∈ W ) be defined with respect to L, and let a 1 (z 1 ) (z 1 ∈ W 1 ) be defined with respect to L 1 . Then we have a(w 1 ω) = a(w 1 ) = a 1 (w) for any w 1 ∈ W . Now (P1)-(P15) hold for W 1 , L 1 ; see [23, Chap. 15] . The above relations imply that (P1)-(P15) also hold for W, L; see [22, §3] where this is worked out explicitly. The above relations also show that
Let J be the Z-algebra with basis {t w | w ∈ W } defined with respect to W, L. Then we have t 2 ω = t 1 and (2) t w 1 t ω = t w 1 ω and t ω t w 1 = t ω(w 1 ) t ω for all w 1 ∈ W 1 .
Let J 1 be the Z-submodule of J spanned by all elements t w 1 for w 1 ∈ W 1 . Then J 1 is nothing but the Z-algebra defined with respect to W 1 , L 1 . Furthermore, the A-algebra homomorphism φ : H → J A restricts to the homomorphism φ 1 : Now let Γ 1 be a left cell of W 1 . By (3b), we know that ω(Γ 1 ) is a left cell of W 1 . By (3a), we have Γ 1 ⊆ Γ where Γ is a left cell of W . First we claim that Γ ∩ W 1 = Γ 1 . To see this, let us fix an element z ∈ Γ 1 . Now let y ∈ Γ ∩ W 1 . Since z, y ∈ Γ, we have t y t z −1 = 0 inside J, by Remark 2.4. Since z, y ∈ W 1 , we also have t y t z −1 = 0 inside J 1 and so y ∈ Γ 1 (again using Remark 2.4). Thus, the above claim is proved. Now let y ∈ Γ and assume that y ∈ W 1 . Let us write y = y 1 ω where y 1 ∈ W 1 . Since y ∈ Γ, we have t z t y −1 = 0 inside J. Using (2), we also have t z t ω(y 1 ) −1 = 0 inside J 1 and so ω(y 1 ) ∈ Γ 1 . Thus, we have shown that Γ = Γ 1 ∪ ω(Γ 1 )ω, as desired.
The statement concerning the left cell representations is an easy consequence of this, using (2) and the isomorphism in Remark 3.3. 
Exceptional types
We are now going to indicate proofs of Conjecture 2.1 for groups of exceptional type. If W is of type E 6 , E 7 , E 8 and F 4 with equal parameters, Lusztig's proof [21] requires some sophisticated results from the representation theory of reductive groups over finite field, see [20, Chap. 12] . We will show here that these arguments can be replaced by more elementary ones, involving some explicit computations with the character tables in [14] .
, that is, we have
The irreducible representations of W are given as follows. We have the unit representation 1 W and sgn. If m is even, there are two further 1-dimensional representations, which we denote by sgn 1 and sgn 2 . They are characterised by the condition that s 1 acts as −1 in sgn 2 and s 2 acts as −1 in sgn. All other irreducible representations have dimension 2; see [14, 5.3.4] for an explicit description of these representations. We denote by τ the sum of all the 2-dimensional representations.
For any k 0, write 1 k = s 1 s 2 s 1 · · · (k factors) and 2 k = s 2 s 1 s 2 · · · (k factors). Then the following hold:
(i) If m is odd, then the left cells are
The left cell representations are 1 W , sgn, τ , τ , respectively. (ii) If m is even and a = b, then the left cells are
The representations are 1 W , sgn, sgn 1 + τ , sgn 2 + τ , respectively.
(iii) If m is even and b > a, then the left cells are
The representations are 1 W , sgn 2 , sgn 1 , sgn, τ , τ , respectively. The left cells in all of the above cases are determined in [23, Chap. 8 ] (see also [14, Exc. 11.4] for the case a = b). These computations do not require any of the conditions (P1)-(P15). The representations carried by the left cells are easily determined by an explicit computation; see [10, §6] All generators of W are conjugate so every weight function on W is of the form L = al for some a > 0. We have |W | = 120. Using CHEVIE [13] , one can explicitly compute the basis {c w } and all polynomials h x,y,z . By inspection, one sees that
for all x, y, z, w ∈ W . Thus, the arguments in [23, Chap. 15] [19, §12] . This yields the partition of Irr(W ) into families. Using the tables for the J-induction in [14, For the case of equal parameters, let us indicate an argument which does not require the explicit computation of all left cells. This will also be a model for the discussion of groups of type E 6 , E 7 and E 8 . So let us assume that L = al for some a > 0. By [23, Chap. 15] , the properties (P1)-(P15) hold for W, L. Hence, by [23, Lemma 22 .2], we already know that every constructible representation is carried by a left cell of W . To prove the converse, it will now be enough to consider only those left cells which belong to a cuspidal family of Irr(W ); see (5.6) .
By [20, 8.1] , there is a unique cuspidal family F 0 of Irr(W ), the one containing the representation 12 1 , where we use the notation of [20, 4.10] or [14, 
where m E are non-negative integers. Thus, we can conclude that
n E E where 0 n E m E for all E ∈ F 0 . Now the idea is to look for arithmetical conditions on the numbers n E so that the only remaining possibilities satisfying these conditions correspond to the expansion of the constructible representations in F 0 . One such condition is given by Lemma 4.5: the numbers n E must satisfy (♦)
Inducing all constructible representations from W I to W , we can explicitly determine (using CHEVIE [13] ) all possible non-zero vectors (m E ) E∈F 0 as above. They are given by the columns labelled by P 1 , P 2 , P 3 , P 4 , P 5 in the following table: We must show that the other two possibilities do not occur. This can be seen as follows. By Theorem 4.1, the family F 0 corresponds to a two-sided cell c of W . Since f E = 2 for all E ∈ Irr(F 0 ), we consider the ring A 2 as in Example 3.6. We would like to consider the corresponding decomposition matrix of H A 2 , as in (3.9). Now there is a slight technical complication since we do not yet know if H is split over the residue field of A 2 , which is just F 2 (v). However, we can solve this complication by passing to a larger ring.
Indeed, let F 0 be a finite extension of Q; let R 0 be the ring of algebraic integers in F 0 . Let p be a prime ideal such that 2 ∈ p. Then k = R 0 /p is a finite field of characteristic 2. Now we may choose F 0 large enough so that k 0 ⊗ Z J is split. (This is clearly possible.) Then J k = k ⊗ Z J also is split where k = k 0 (v). Now φ k : H k → J k is an isomorphism (see Remark 2.3). So we conclude that H k is split. On the other hand, H F is split semisimple where F = F (v) (see [14, 9.3.5] ). We now take the ring
Then R is a discrete valuation ring with field of fractions F and residue field k. Now the hypotheses in (3.9) are satisfied and we have a decomposition matrix D R . Now we complete the argument as follows. It is readily checked that the ring R is c-adapted. So Theorem 3.7 shows that e c = φ In order to prove Conjecture 2.1, we argue as in (7.5) . It remains to consider the cuspidal families. By [20, 8.1] , there is a unique cuspidal family F 0 of Irr(W ), the one containing the representation 4480 y , where we use the notation of [20, 4.13] or [14, Table 1 . Checking (♦) yields that P 1 , . . . , P 7 already give the expansion of a left cell representation in terms of the irreducible ones; furthermore, the table in [19, p. 224] shows that all these columns give constructible representations of W .
Hence, it remains to consider the case where Γ is a left cell such that [Γ] is a direct summand of the column labelled P 8 in Table 1 . We must show that the vector (n E ) E∈F 0 giving the expansion of [Γ] is obtained by dividing all coefficients in that column by 2. Now there are many more possibilities for (n E ) E∈F 0 satisfying (♦). So we have to look for further arithmetical conditions on these numbers. Another such condition is given by (4.11)(b), where we work over the ring A 2 as in Example 3.6. The remaining possibilities for the vector (n E ) E∈F 0 are listed in the 6 rightmost columns of Table 1 . (The computations are preformed using CHEVIE [13] .)
Now we can argue as follows. Consider a ring R ⊇ A 2 as in (7.6). Then, as above, the columns of the decomposition matrix of H R are linearly independent. Suppose now that [Γ] is given by one of the 6 rightmost columns in Table 1 . Then [Γ] R is a projective H R -module (see Corollary 3.8), hence it can be written (uniquely) as a direct sum of projective indecomposable H R -modules. Now we already know that there is a left cell Γ 7 of W such that [Γ 7 ] is given by P 7 , and [Γ 7 ] R is a projective H R -module (Corollary 3.8). Since P 8 = 2P 7 , we conclude (using the linear independence of the columns of the decomposition matrix of H R ) that [Γ] R must be a sum of projective indecomposable H R -modules which occur in the decomposition of [Γ 7 ] R as a sum of projective indecomposable H R -modules. Using the condition in (4.11)(b), one can restrict the possibilities for the decomposition of [Γ 7 ] into projective indecomposable modules. It turns out that the possibilities are precisely those given by the table with heading (S 5 , S 3 × S 2 ) (p = 2) of Gyoja [16, p. 321] . Thus, at least one of the 6 rightmost columns in Table 1 should be expressible as a sum of the columns in Gyoja's table. One easily checks that this impossible. This contradiction shows that Conjecture 2.1 holds for W .
