Abstract. We consider a random walk on the support of an ergodic simple point process on R d , d ≥ 2, furnished with independent energy marks. The jump rates of the random walk decay exponentially in the jump length and depend on the energy marks via a Boltzmann-type factor. This is an effective model for the phonon-induced hopping of electrons in disordered solids in the regime of strong Anderson localization. Under mild assumptions on the point process we prove an upper bound of the asymptotic diffusion matrix of the random walk in agreement with Mott law. A lower bound in agreement with Mott law was proved in [6] .
Introduction
As discussed in [6] a mean field model for (Mott) phonon-assisted variable-range hopping in disordered systems in the regime of strong Anderson localization is given by the following random walk in a random environment that we will simply denote as Mott (variable-range) random walk: let the environment ξ := {(x i , E i )} be a random locally finite subset of R d × [−1, 1] such thatξ := {x i } is a simple point process on R d obtained from a stationary simple point processζ by conditioningζ to contain the origin, while givenξ = {x i }, the so-called energy marks E i are i.i.d. random variables with common law ν on [−1, 1]. More precisely (see also Section 2), the law of ξ is the Palm distribution associated to the ν-randomization of the stationary simple point processζ. Then Mott random walk X ξ t is the continuous-time random walk on {x i } starting at the origin and jumping from x to y, x = y in {x i }, with probability rate c x,y (ξ) defined as c x,y (ξ) = exp {−|x − y| − β(|E x − E y | + |E x | + |E y |)} , (1.1) where | · | denotes the euclidian norm on R d and E x is defined by E i for x = x i . As convention, we set c x,x (ξ) = 0 for x ∈ξ.
Physically, β = 1/(kT ) where k, T are respectively the Boltzmann constant and the absolute temperature, while Mott random walk represents a mean field approximation of the motion of conduction electrons which is activated by lattice vibrations (phonons) of the disordered solid at nonzero temperature. An interesting physical feature is the decay of the conductivity σ(β) at small temperature, i.e. large β [11] . For simplicity of notation, we restrict our discussion to isotropic solids. In this case Mott law predicts that, if for some α ≥ 0 ν(dE) = c|E| α dE, for |E| small , (1.2) then σ(β) ∼ exp −Cβ α+1 α+1+d
I, for β large , (
apart factors which are negligible in logarithmic scale, where C is a positive constant independent of β. Assuming the above mean field approximation, Einstein relation implies that (1.3) is equivalent to
for β large , (1.4) where D(β) denotes the asymptotic diffusion matrix of Mott random walk.
Assumingζ to be ergodic and under mild additional assumptions on the law P 0 of the environment ξ, in [6] the authors showed that Mott random walk X ξ t is well-defined for P 0 -a.a. ξ, proved an invariance principle for X ξ t in P 0 -probability and gave the following variational characterization of the diffusion matrix 5) where the setξ = {x i } is identified with the counting measure i δ x i and the gradient ∇ x f (ξ) is defined as
Moreover, assuming d ≥ 2 and that for some positive constant c 0
the authors proved a lower bound on D(β) in agreement with Mott law:
where c 1 , c 2 , C are positive constants independent of β. Note that the requirement α > 0 in [6] [Theorem 1] is a typing error: it is enough to assume α ≥ 0.
1.1. Main result. In this paper we prove an upper bound for D(β) in agreement with Mott law. Roughly, we claim that if (1.6) holds with inverted sign, then also (1.7) remains valid with inverted sign. More precisely: Theorem 1. Let P 0 be the Palm distribution associated to the ν-randomization of a stationary simple point processζ on R d , d ≥ 2, with lawP and let the following conditions be satisfied:
• (ii) There exists a positive constant K such that, setting
underP the random field
is stochastically dominated by the random field 10) whereω is a stationary Poisson point process on R d . Then the d × d symmetric matrix D(β) solving the variational problem (1.5) admits the following upper bound:
for suitable β-independent positive constants c 1 , c 2 , C.
We recall that a stationary Poisson point process on R d with intensity ρ > 0 is a random locally finite subsetω ⊂ R d such that (i) for any A ⊂ R d Borel and bounded, the cardinality |ω ∩ A| is a Poisson random variable with expectation ρ ℓ(A) where ℓ(A) is the Lebesgue measure of A; (ii) for any disjoint Borel subsets A 1 , . . . , A n ⊂ R d , |ω ∩ A 1 |, . . . , |ω ∩ A n | are independent random variables.
Moreover, we recall that due to Strassen theorem condition (ii) above is equivalent to say that we can construct the processes (1.9) and (1.10) on the same probability space in such a way thatζ
It is simple to check that Theorem 1 applies to the case thatζ is (or is dominated by) a stationary Poisson point process [7] . In particular, Gibbsian random point fields with repulsive interactions are dominated by stationary Poisson point processes [7] . Moreover, the above theorem covers also the case that P 0 is the ν-randomization of the diluted Z d which is the random set obtained from Z d by erasing points independently with probability p ∈ (0, 1) (as discussed in [6] the law of the ν-randomization of the diluted Z d is the Palm distribution of the ν-randomization of a suitable stationary simple point process).
The proof of Theorem 1 is based on the variational formula (1.5) since for each fixed function f ∈ L ∞ (P 0 ) the r.h.s. in (1.5) gives an upper bound on (a, D(β)a). In Section 3 we derive an upper bound on D(β) by taking special test functions f in the r.h.s. of (1.5). The choice of such test functions is inspired by [10] and is related to the percolation approach of [1] . In Section 4 we first show that the above upper bound together with some scaling argument leads to (1.11) if P 0 is the Palm distribution associated to the ν-randomization of a stationary Poisson point process and then we extend the proof to more general point processes via stochastic domination.
In Section 2 we recall some definitions and results about point processes (see [4] , [6] for more details) and state some technical results needed later on. For a more detailful discussion about mathematical aspects and physical motivations of Mott random walk we refer to [6] , [11] and references therein.
Finally, we point out that the behavior of the one-dimensional Mott random walk is very different from the case d ≥ 2 and is treated in [2] .
Point processes
In what follows, given a topological set Y we write B(Y ) for the σ-algebra of its Borel subsets.
We denoteN the space of counting measuresξ on R d , i.e. integer-valued measures such thatξ(B) < ∞ for all B ∈ B(R d ) bounded. One can show thatξ ∈N if and only if ξ = j n j δ x j where {x j } ⊂ R d is a locally finite set and n j ∈ N. A counting measureξ is called simple ifξ(x) ∈ {0, 1} for all x ∈ R d . Trivially, a simple counting measure can be identified with its support. Given x ∈ R d the translated counting measure S xξ is defined as
The spaceN is endowed with the σ-algebra of measurable subsets generated by the mapsN
A point process (on R d ) is a measurable map Φ from a probability space intoN . With abuse of notation, we will identify a point process with its distributionP onN . A point process is called simple ifP-almost allξ ∈N are simple. A point process is called stationary ifP(A) =P(S x A), for all x ∈ R d and A ⊂N measurable. Given a stationary point processP we define
Then ρ = ρ 1 is the so-called intensity of the process.
The Palm distributionP 0 associated to a stationary point processP on R d is the probability measure on the measurable subsetN 0 ⊂N ,
characterized by the Campbell identity:
where
(sinceP is stationary, the r.h.s. in Campbell identity does not depend on K). As discussed in [4] , the point processP 0 can be thought of as obtained from the point processP by conditioning the latter to give positive mass at the origin. We denote N the space of (marked) counting measures ξ on
is a locally finite set. The value E j is called the mark at x j . For physical reasons, we call it the energy mark. Given ξ ∈ N we writeξ for the counting measure on
A counting measure ξ is called simple wheneverξ is simple. Trivially, a simple counting measure ξ can be identified with its support. Given x ∈ R d the translated counting measure S x ξ is defined as
The space N is endowed with the σ-algebra of measurable subsets generated by the maps
A marked point process on R d is a measurable map Φ from a probability space into N . Again, with abuse of notation, we will identify a marked point process with its distribution P on N . A marked point process is called simple if P-almost all ξ ∈ N are simple, while it is called stationary if P(A) = P(S x A), for all x ∈ R d and A ⊂ N measurable. Given a stationary marked point process P we define
and call ρ := ρ 1 the intensity of the process.
The Palm distribution P 0 associated to a stationary marked point process P is the probability measure on the measurable subset N 0 ⊂ N ,
characterized by the Campbell identity
A standard procedure for obtaining a marked simple point process from a given simple point process on R d is the ν-randomization, where ν is a probability measure on [−1, 1]: given a realization of the simple point process on R d , its points are marked by i.i.d. random variables with common law ν which are independent from the point process. It is simple to check that the ν-randomization of the Palm distribution associated to a given stationary simple point process coincides with the Palm distribution associated to the ν-randomization of the stationary simple point process.
We conclude this section with some technical results derived in [6] . In particular, point (i) of the following lemma follows from [6] 
(ii) Given γ > 0 and n ∈ N + ,
Upper bounds via special test functions
In this section we suppose P 0 to be the Palm distribution associated to the ν-randomization of a stationary simple point process with finite moments ρ κ , κ large enough, and obtain upper bounds on D(β) by choosing special test functions f ∈ L ∞ (P 0 ) in the r.h.s. of (1.5). We suppose that ν = δ 0 , thus implying that, for P 0 -a.a. ξ, S x ξ = S y ξ if x, y ∈ξ, x = y. Note that ν = δ 0 whenever (1.8) is fulfilled.
Given ξ ∈ N 0 , let E β (ξ) be a family of non oriented links inξ, i.e. E β (ξ) ⊂ {x, y} : x, y ∈ξ and x = y , covariant w.r.t. space translations, i.e.
Consider the graph G β (ξ) with vertexes set V β (ξ) and edges set E β (ξ) where
Given
Proposition 1. Let P 0 be the Palm distribution associated to the ν-randomization of a stationary simple point process with ρ 2 < ∞ and ν = δ 0 . Suppose the following assumptions (A1), (A2) to be fulfilled:
• (A1) There exists a positive function ℓ(β) such that
• (A2) The function N 0 ∋ ξ → C β 0 (ξ) ∈ N is measurable and for some ε > 0
3)
Then, for all i = 1, . . . , d,
where x (i) denotes the i-th coordinate of x. Moreover, suppose that the following additional assumption is fulfilled:
• (A3) There exists a positive function C(β) such that
Then, for all i = 1, . . . , d and κ ∈ (0, 1),
for a suitable positive constant c(κ) depending only of κ. In particular,
The proof of the above Proposition is obtained by plugging suitable test functions f in the variational formula (1.5). Our test functions are similar to the ones used in [10] [Proof of Theorem 3.12].
Proof. Assume (A1), (A2) to be satisfied and, given a positive integer N , consider the test function f β N : N 0 → R ≥0 defined as follows:
where z (i) denotes the i-th coordinate of z. Due to (A2) f β N is measurable, while due (A1)
In particular,
Due to (1.5)
.
• Estimate of I
(1)
and in particular |C
(3.14)
Due to (3.13) and (3.14) we get f
• Estimate of I In order to prove the above limit we observe that, due to (3.11) and since c 0,x (ξ) ≤ e −|x| ,
Hence, by the Dominated Convergence Theorem, we only need to prove that
Since ρ 2 < ∞, Lemma 1 (ii) implies (3.18). Given p, q > 1 with 1/p + 1/q = 1, due to Hölder inequality l.h.s. of (3.19 
Choosing 2q = 2 + ε (hence p = (2 + ε)/ε) we have that the first factor in the r.h.s. is finite due to Lemma 1 (ii) and (3.4), while the second factor in the r.h.s. is finite due to (3.3). Hence (3.19) is true. Finally we observe that the l.h.s. of (3.19) equals (3.20) due to Lemma 1 (i) (see also the proof of (3.23) below).
N (β). Due to (3.11) we can bound
(3.23) In order to prove the above statement define the function f on N 0 × N 0 as
Note that the above definition is well posed P 0 -a.s. since, for P 0 -a.a. ξ,
where in the last identity we have used (3.1). Hence l.h.s. of (3.23) = ξ (dx)f (ξ, S x ξ), r.h.s. of (3.23) = ξ (dx)f (S x ξ, ξ) , and (3.23) follows from Lemma 1 (i).
• Conclusions. The bound (3.5) follows from (3.12), (3.15), (3.16), (3.22) and (3.23). Suppose now that also assumption (A3) is valid. In particular, if x ∈ C β 0 (ξ) then {0, x} ∈ E β (ξ) and therefore c 0,x (ξ) ≤ C(β). Due to (3.5) for all κ ∈ (0, 1)
where the last bound follows from (3.3) and the same arguments used for proving (3.19) .
Hence the proof of (3.5) is concluded. Finally, let us prove (3.8). The matrix D(β) is positive and symmetric. In particular,
and (3.8) follows from (3.5).
Proof of Theorem 1
In this section we first prove Theorem 1 in the special case that P 0 is the Palm distribution associated to the the ν-randomization of a stationary Poisson point process and then we extend the proof to the general case. Given ρ > 0, we writeP ρ for the stationary Poisson point process on R d with density ρ, P ρ for its ν-randomization, P 0,ρ for the Palm distribution associated to P ρ andP 0,ρ for the Palm distribution associated toP ρ . Moreover, recall that
The proof is based on Proposition 1, scaling arguments and continuum percolation. We recall some results of continuum percolation referring to [8] for a more detailful discussion. Given r > 0 we write B r (x) for the closed ball centered at x ∈ R d with radius r and we define the occupied region of the Boolean model with radius r driven byξ ∈N as
where d(·, ·) denotes the euclidean distance. The connected components in the occupied region will be called occupied components. 
for a suitable positive constant c(ρ, A) depending on ρ, A. Moreover, one can prove that all occupied components in X 1 are boundedP ρ -a.s. for ρ < ρ c , while there exists a unique unbounded occupied component in X 1Pρ -a.s. for ρ > ρ c (the occupied region percolates).
Note that the function R d ∋ x → x/r ∈ R d mapsP ρ inP ρ r d , namely ifξ has lawP ρ then {x/r : x ∈ξ} has lawP ρ r d . This scaling property allows to restate the above results for a fixed density ρ and varying radius r: The positive constant
for a suitable positive constant c(r, ρ, A) depending on r, ρ, A. Moreover, all occupied components in X r are boundedP ρ -a.s. for r < r c , while there exists a unique unbounded occupied component in X rPρ -a.s. for r > r c (the occupied region percolates).
We point out a simple consequence of (4.5):
Lemma 2. If r < r c (ρ) then for all bounded sets A ⊂ R d with A = ∅ and for all s > 0
Proof. Fix p, q > 1 with 1/p + 1/q = 1. Then by Hölder inequality and (4.5) we get
The thesis then follows by observing that, sinceξ(Q L ) is a Poisson random variable with
thus implying that the last member in (4.7) is summable.
We can now give the proof of Theorem 1 for Poisson point processes: Proof of Theorem 1 for P 0 = P 0,ρ . Given ξ ∈ N 0 we set
We point out that we could have defined ℓ(β) = γ r c (ρ(β)) for an arbitrary γ ∈ (0, 2). Here γ := 1. Assumption (1.8) implies that
Then, due to (3.8), in order to conclude the proof of Theorem 1 it is enough to check that the assumptions of Proposition 1 are fulfilled. (A1) is obvious, (A3) has already been checked: it therefore only remains to consider (A2). Since Poisson point processes has finite moments, the non trivial condition to be checked is given by (3.3), which can be justified by means of scaling arguments and Lemma 2 as follows.
As discussed in [4] , the processξ with lawP 0,ρ can be constructed by settingξ := ω ∪ {0}, whereω is a Poisson point process with lawP ρ . Let ω be the ν-randomization of the processω and let E 0 be a random variable with law ν, independent from ω. Then ξ := ω ∪ {(0, E 0 )} has law P 0,ρ . Settinĝ (4.10) Note that the processω β , obtained by thinning the Poisson processω with density ρ, has lawP ρ(β) . We consider now the space rescaling
Since the above function mapsP ρ(β) intoP 1 and points at distance r(β) into points at distance r c (1)/2, the random variablê whereω * has lawP 1 . The random variable (4.12) is β-independent and has finite moments due to Lemma 2. Hence all moments of (4.11) are β-independent and finite. Due to (4.10), (3.3) is satisfied and we can apply Proposition 1.
We can now conclude the Proof of Theorem 1. Let K be as in condition (ii) of Theorem 1, define E(β), ℓ(β) as in the previous proof and set ℓ * (β) := ℓ(β) − 3K , E β * (ξ) := {{x, y} : |E x | ≤ E(β), |E y | ≤ E(β) and |x − y| ≤ ℓ * (β)} . Note that {x, y} ∈ E β * (ξ) ⇒ c x,y (ξ) ≤ exp {−ℓ * (β) ∧ βE(β)} ≤ exp −c(α, ρ, K)β α+1 α+1+d =: C * (β) .
We call G β * (ξ), C β 0, * (ξ) the graph and the cluster containing the origin associated to E β * (ξ) as in section 3. In order to get the thesis it is enough to apply Proposition 1 to P 0 where E β (ξ), C β 0 (ξ), ℓ(β), C(β) have to be replaced by E β * (ξ), C β 0, * (ξ), ℓ * (β), C * (β) respectively. Due to assumption (ii) and since Poisson point processes have finite moments, the point processζ has finite moments ρ κ , for all κ > 0. Then the only nontrivial condition to be checked is (3.3). Due to assumption (ii) and our choice of ℓ * (β), the law of |C Since the latter has finite moments as showed in the previous proof, we get (3.3).
