State-of-the-arr systems for the transmission of images over wireless channels genemte an embedded bitstream and protea it with a product code where the mw code is a concarenation of a n outer cyclic redundancy check (CRC) code and an inner rate-comparible punctured convoliirional (RCPCJ code, and the column code is a Reed-Solomon (RS) code. In previous works, the product code was optimized by searching for the besr RS pmrection for each RCPC code rate. We present a local sea& algorithm rhat joinrly optimizes the RS and the RCPCcodes. Experimental results show thar our algorirhm provides an approximately optimal solution, while its time complexi,y is much lower rhan thar of the previous works.
INTRODUCTION
The design of efficient communication systems for the progressive transmission of multimedia over wireless networks has recently attracted a lot of interest because of the increasing demands for Internet and mobile wireless applications.
In this paper, we consider two wireless channel models. The first one is a combination of a packet erasure channel and a binary symmetric channel (BSC). It can describe situations where packets of data from a wireline network are sent to receivers over a wireless connection. The second one is a flat-fading Rayleigh channel, which is a good model for mobile communication.
The most powerful transmission systems over such channels are due to Sherwood and Zeger [I] and Sachs, Anand, and Ramchandran [2]. Both systems use an embedded wavelet-based source code and a product channel code. The row code of the product code is a concatenation of an outer CRC code and an inner RCPC code, while its column code is a systematic RS code.
Both systems use equal error protection along the rows and unequal error protection along the columns. But whereas the system of [I] puts the earliest symbols of the embedded hitstream in the first rows, the system of [2] puts these symbols in the first columns. As a consequence, the first system has a better progressive ability.
On the other hand, the system of [ZJ offers a better reconstruction quality (see [2] for a comparison).
In [2]. the product code was optimized by determining the best RS prolection for each RCPC code rate. This is time-consuming when many RCPC code rates are allowed. In contrast, we provide a local search algorithm that jointly optimizes the RS and the RCPC code. Experimental results show that our peak signalto-noise ratio (PSNR) results are comparable to the previous approach. However, our algorithm is significantly faster because 0-7803-7304-9/02/$17.00 C2002 IEEE
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Texas A &M University College Station, TX 77843 zx @lena.tamu.edu it only needs to inspect a few RCPC code rates to reach a nearoptimal solution. In Section 2, we introduce our terminology and present previous work. Section 3 describes our fast product code optimization. Section 4 gives numerical results for the two above channels with the SPlHT [31, JPEG2000 [41, and 3D SPlHT [51 source coders.
NWATIONS AND PREVIOUS WORK
Let R = {T, , . . . , rm} be the set of RCPC code rates with r1 < . . . < rm. Let N be the number of packets sent and L be the length (in symbols) of a packet. For r; E R, we denote by L(ri) the sum of the number of source symbols and RS redundant symbols used in a packet protected by T ; . Thus, we have L(ri) source segments SI,. . . , SL(ri) . where segment Sj, 1 5 j 5 L(ri), consists of mj t 11,. . . , N} source symbols that are protected hy fj = N -mj RS symbols (see Table 1 ). The N packets are sent over a wireless channel. Each received packet is decoded with the RCPC decoder. If the CRC detects an error, then the packet is considered to be lost (we suppose that all errors can he detected). Suppose now that n packets of N are lost, then the RS codes ensure that all segments that contain at most N -n source symbols can be recovered. By adding the constraint f l 2 fz 2 . . . 2 f L ( r i ) , we guarantee that the receiver can decode at least the first j segments whenever at most f, packets are lost. I n the following, we denote by h the set of L(r;)-tuples (h,. . . , f q r , ) ) such that f i 2 fz 2 . . . t fL(?<) and f, E I O , . . . , N -I} for j = 1,. . . , L(r;). Moreover, we denote by p~( n ) the probability that n packets of N are lost. For example, suppose that RCPC code rate r; is used and suppose that the channel is modeled as the concatenation of a BSC and a packet erasure channel with packet loss probability q. Then the probability that a packet is considered to be lost is q' = q + ( 1 -q)p(r,), where p(r,) is the probability that a packet protected with rate r, cannot be correctly decoded with the RCPC decoder. In this case,
The local search algorithm of [IO] first computes a rateoptimal protection. This is straightfonvard because
Let 4 denote the operational distonion-rate function of the source coder and let X he the random variable whose value is the E[rl (f~,...,f~(~,) ) m j C p~( i ) . (4) j-1 i=o number of packets lost. For a given code rate r l , a disrorrionoprimal L(r;)-RS protection minimizes the expected distortion Thus, a rate-optimal solution is the equal erasure protection (f-, . . . , f?), where o v e r a l l F = ( f l , ..., fLlr.,)) E 7,. HerePo(
An optimal product code (Tik, Pck) is given by an RCPC code rate rib and an L(ri,)-RS protection F: , that solve the minimization problem Solving problem (2) by brute-force is impractical because the number of possible product codes is In [21, the authors use the Lagrange-based optimization algorithm of [6] to determine a near-optimal L(r,)-RS protection for each i = 1 , . . , m. The RS protection that yields the smallest expected distortion is selected. Even though the Lagrange-based optimization algorithm is fast, the overall optimization can be too expensive for real-time systems when the number of candidate channel code rates is large. One may accelerate this approach by replacing the Lagrange-based algorithm with a faster algorithm.
For example, our iterative improvement algorithm [IO] computes a near-optimal RS protection, and its complexity is much lower than that of all previous algorithms. This algorithm works as follows. By analogy with (I), define a rare-optimal RS protection as an RS protection scheme that maximizes the expected number of correctly received source symbols. That is, a rate-optimal L(r%)-RS protection is a solution to the problem (L1ri):,y-l).
(3)
Then, as in [91, we obtain the following result.
Proposition 1 Ler 4 be rhe opemrional distortion-mre funcrion of the source coder and let T% E R. Suppose that 4 is nonincreasing (resp. nondecreasing) and cowex (resp. concave). Let T" be a dislorrion-optimal L(r,)-RS pmreclion and let R" be a rare-oprimal L(r,)-RSpmtecrion Let V ( T ) denote the number of soume symbols pmrecred with T . Then we hove (ii) V ( T ' ) 5 V ( R * ) , and rhe inequality is strict ifT' is not rare optimul.
Proposition 1 (i) gives an easily computable lower hound on the performance of a distonion-optimal protection. Proposition I (ii) states that for a fixed length L(r*), a distonion-optimal protection is stronger than a rate-optimal one.
?%en the algorithm searches for the best candidate in its neighborhood. If this candidate is better than the current solution, we adopt it and repeat the search from the new solution. Otherwise, we stop. In accordance with Proposition 1 (ii), a neighborhood of a solution is restricted to solutions that provide a stronger protection. When the convexity assumption of 4 is severely violated, it may he advantageous to determine our local search solution by using a piecewise affine approximation of 4 (see [IO] ).
FAST JOINT OPTIMIZATION
In this section, we present a fast method that finds an approximately optimal solution to problem (2). In contrast to [Z], we do not try to minimize (I) for each RCPC code rate. We observe that the total number of redundant protection symbols (RS and RCPC) for the product code corresponding to the distonion-optimal RS protection with the smallest expected distortion (among all RCPC code rates) is greater than that corresponding to the rate-optimal RS protection with the largest expected rate. This result, which extends Proposition 1 (ii), can he proved in a similar way. We propose therefore to start with the rate-optimal RS protection that gives the largest expected rate and try to improve the associated product code by progressively increasing the number of protection symbols. This is done by alternately applying the local search algorithm of [IO] and decreasing the RCPC code rate. We also exploit the fact that if S is our current RS protection, then one can exclude all RCPC code rates for which the lower bound of Propo-
Indeed. the distortion-optimal RS protection corresponding to one such code rate cannot be better than S. Before giving our algorithm, we need a definition. I. Set n = 0 and R, = R. For each code rate ri E R,, compute a rate-optimal RS protection F;. -,-,\-,.-----"R+l. 6. S e t n = n + 1 andgo toStep4.
Determiner&, = argmax,,sn, E[r](Fi
In the worst case, our algorithm computes for each rI E R ( N -l)L(r,) + 1 times the cost function (1).
EXPERIMENTAL RESULTS
We compared the performance of two optimization methods. The first method searches for an optimal RS protection for each RCPC code rate and selects the one with the lowest expected distortion 121. For a given RCPC code rate, the RS protection was determined with the Lagrange-based algorithm of [61, the algorithm of [7] , and the two algorithms of [XI denoted in the following by Da and Dh. Note that the product code is optimal when Da is used. R e second method is the algorithm of Section 3. Because the goal was to maximize the expected PSNR, the objective function was ~~~; l F ' k ( F ) P S N R ( t k ) , where P S N R ( t k ) is the PSNR corresponding to the number of source symbols t k .
We used a 16-CRC code with eenerator oolvnomial code rates for 3D SPIHT. In all experiments. the code rate selected by our algorithm was either the one corresponding to the best rateoptimal solution ( Step 2) or the next tested one
CONCLUSION
We proposed a fast joint optimization technique that provides a near-optimal product code solution for wireless channels. We first provide results for a channel modeled as a concatenation of a BSC and a packet erasure ChaMel. The hit error rate of the BSC was 0.1, and the probability of a packet loss in the erasure channel was q = 0.05. We used only 10 RCPC code rates because the other 14 can be excluded a priori. Indeed, the probability of decoding error of many code rates was zero. Therefore only the highest one was kept. Other code rates were not useful because [71 Mohr, A., Ladner, R., Riskin, E., Approximrely optimal astheir residual bit e m r rate was greater than 0.1.
All programs were run on a PC with a Windows operating system having an AMD Athlon XP 1600+ 1400 MH2 processor with a main memory size of 1 Gbyte. Table 2 and Table 3 show the PSNR in dB and the time in seconds versus the number of packets N for the SPlHT and JPEG2000 bitstreams of the 8 bits per pixel 512 x 512 Lema. To generate the JPEGZOOO bitstream, we used the Kakadu C++ implementation of [4] with the default settings. The length of a packet was equal to 48 bytes, including one byte for the-header. Table 4 . CPU time in seconds and expected PSNR in dB for the 3D SPIHT bitstream of the Foreman sequence. The results are given for N packets of L = 1000 bytes each. The packet mean loss rate of the erasure channel is 0.05 and the bit error rate of the BSC is 0.1. Table 5 . CPU time in seconds and expected PSNR in dB for a Rayleigh fading channel with SNR=IO dB and f~ = given for N packets of 48 bytes each for SPIHT and JPEGZOOO (one byte is used for the header), and 1000 bytes each for 3D SPIHT.
The results are
