Generic stabilizers in actions of simple algebraic groups II: higher
  Grassmannian varieties by Guralnick, R. M. & Lawther, R.
ar
X
iv
:1
90
4.
13
38
2v
2 
 [m
ath
.G
R]
  1
3 A
ug
 20
19 Generic stabilizers in actions of simple algebraic
groups II: higher Grassmannian varieties
R.M. Guralnick
R. Lawther
Author address:
Department of Mathematics, University of Southern California,
Los Angeles, CA 90089-2532, USA
E-mail address : guralnic@usc.edu
Department of Pure Mathematics and Mathematical Statistics,
Centre for Mathematical Sciences, Cambridge University, Wilber-
force Road, Cambridge CB3 0WB, UK
E-mail address : ril10@cam.ac.uk

Contents
Chapter 1. Introduction 1
1.1. Statement of main results 1
1.2. Notation 6
1.3. Techniques and results already seen 8
1.4. Reduction from higher Grassmannian varieties 11
Chapter 2. Higher quadruples having TGS 13
2.1. Preliminary results on tuples 13
2.2. Conditions implying TGS 17
2.3. Analysis of individual cases 19
2.4. Analysis of infinite families 55
Chapter 3. Higher quadruples not having TGS 73
3.1. Large higher quadruples 73
3.2. Small higher quadruples 96
Bibliography 143
iii

Abstract
This is the second of two papers treating faithful actions of simple algebraic
groups on irreducible modules and on the associated Grassmannian varieties; in
the first paper we considered the module itself and its projective space, while here
we handle the varieties comprising the subspaces of the module of fixed dimension
greater than one. By explicit calculation, we show that in each case, with essen-
tially one exception, there is a dense open subset any point of which has stabilizer
conjugate to a fixed subgroup, called the generic stabilizer . We provide tables list-
ing generic stabilizers in the cases where they are non-trivial; in addition we decide
whether or not there is a dense orbit.
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CHAPTER 1
Introduction
In this chapter we state the main results which we shall prove, establish notation
which will be used throughout, and prove some preliminary results.
1.1. Statement of main results
Let G be a simple algebraic group over an algebraically closed field K of char-
acteristic p; for convenience we shall take p = ∞ if K has characteristic zero. Let
V be a non-trivial irreducible G-module of dimension d. Recall that for k ∈ N the
Grassmannian variety Gk(V ) consists of the k-dimensional subspaces of V , and has
dimension k(d−k); as the action of G on V is linear, it extends naturally to Gk(V ).
This is the second of two papers treating the actions of G on V and on the
Grassmannian varieties Gk(V ) for 1 ≤ k ≤ ⌊d2⌋ (the reason for the upper bound is
that Gk(V ) is naturally isomorphic to Gd−k(V ∗), where V ∗ is the dual of V ). In
the first paper [5] we dealt with actions on V and G1(V ); here we shall consider
actions on Gk(V ) for k > 1.
As in [5], if X is a variety on which G acts, we write GX for the kernel of the
action of G on X ; by definition G/GX then acts faithfully on X . (Since here X is
a Grassmannian variety Gk(V ) with V non-trivial, as noted in [5] the kernel GX is
equal to the centre of G, since any central element acts on V as a scalar and hence
fixes any line in V .) Our concern is with the stabilizers of points in this faithful
action.
We make the following definition.
Definition. If Xˆ is a non-empty open set in X with the property that for all
x, x′ ∈ Xˆ the stabilizers in G/GX of x and x′ are isomorphic subgroups, we say that
the action has a semi-generic stabilizer , whose isomorphism type is that shared by
each such subgroup CG/GX (x) for x ∈ Xˆ . If moreover Xˆ has the property that for
all x, x′ ∈ Xˆ the stabilizers in G/GX of x and x′ are conjugate subgroups, we say
that the action has a generic stabilizer , whose conjugacy class is that containing
each such subgroup CG/GX (x) for x ∈ Xˆ .
Our most basic result here, proved by exhaustively considering all possibilities,
is the following.
Theorem 1. If X = Gk(V ) for k > 1, then the action of G on X has a generic
stabilizer, unless G = B3 or C3, p = 2, V is the spin module for G, and k = 4, in
which case it has a semi-generic stabilizer but not a generic stabilizer.
(In [5] we saw that the corresponding result when X = V or G1(V ) has no
such exception; thus there we had no need to define the concept of a semi-generic
stabilizer. However, Lemma 1.4.1 below shows that the exception implies that [5,
Theorem 1] does not extend to general semisimple groups, as pointed out in [5].)
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In order to state our remaining results, we need a little more notation. As in
[5], let T be a maximal torus of G, and Φ be the root system of G with respect to
T ; let Π = {α1, . . . , αℓ} be a simple system in Φ, numbered as in [1], and ω1, . . . , ωℓ
be the corresponding fundamental dominant weights. If λ is a dominant weight,
write L(λ) for the irreducible G-module with highest weight λ.
Note that throughout these two papers we work modulo graph automorphisms;
thus for example if G = Aℓ we treat just one of the modules L(ωi), L(ωℓ+1−i).
Moreover, for G of type Bℓ, Cℓ and Dℓ we normally assume ℓ ≥ 2, ℓ ≥ 3 and ℓ ≥ 4
respectively; occasionally it is convenient to relax this assumption, in which case
we say so explicitly.
Given G, λ, p and k as above, and V = L(λ), according as we let X be V or
Gk(V ) we say that we are considering the triple (G, λ, p) or the quadruple (G, λ, p, k);
each quadruple (G, λ, p, k) is said to be associated to the triple (G, λ, p). The triple
or quadruple is called large or small according as dimX > dimG or dimX ≤ dimG.
We say that a triple or quadruple has TGS if the corresponding action has trivial
generic stabilizer. According as G is of classical or exceptional type, we say that
the triple or quadruple is classical or exceptional . According as k = 1 or k > 1
we say that (G, λ, p, k) is a first quadruple or a higher quadruple, and the variety
Gk(V ) is a first Grassmannian variety or a higher Grassmannian variety. Thus in
the first paper [5] we treated triples and first quadruples, while here we consider
higher quadruples.
Clearly any large higher quadruple has no dense orbit. We shall find that in
the few cases of quadruples where dimX = dimG, the generic stabilizer is finite
but non-trivial; thus small higher quadruples do not have TGS.
Our main results will be given in three tables, which between them list all
instances of higher quadruples where the (semi-)generic stabilizer is non-trivial:
Table 1 concerns higher quadruples which are large, Table 2 those which are small
and classical, and Table 3 those which are small and exceptional. The first few
columns of each table specify the actions by listing G, λ, ℓ if the group is classical,
p and k. The next column gives the generic stabilizer, denoted by CGk(V ) (the cases
mentioned in the statement of Theorem 1 as having only a semi-generic stabilizer
are indicated by the presence of a symbol ‘(∗)’ beside the entry); the notation used
for these groups is explained in the following section. The penultimate column of
Tables 2 and 3 states whether or not the quadruple has a dense orbit. The final
column in each of the three tables gives the reference to the Proposition in which the
information provided is established; note that the existence or otherwise of a dense
orbit follows immediately from comparing the codimension of the generic stabilizer
to the dimension of the variety, and will not be mentioned in the statement of the
Proposition concerned.
Throughout this work, if a parameter ‘q’ occurs then the characteristic p is
finite and q is a power of p.
Our result for large higher quadruples is the following.
Theorem 2. The generic stabilizer for a large higher quadruple which does not
have TGS is given in Table 1.
In particular we see that all large exceptional higher quadruples have TGS.
(We found in [5] that the same conclusion holds for all large exceptional triples and
first quadruples.)
Our result for small higher quadruples is the following.
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Table 1. Large higher quadruples not having TGS
G λ ℓ p k CGk(V ) reference
Aℓ 2ω1 3 ≥ 3 2 Z23.Z22 3.1.1
2ω1 ≥ 4 ≥ 3 2 Z2ℓ 3.1.1
2ω1 2 ≥ 3 3 Z3/(3,p).S3 3.1.4
3ω1 1 ≥ 5 2 Z22 3.1.2
ω2 4 any 5 Z5/(5,p).Dih10 3.1.4
ω2 5 any 3 T1.Z3/(3,p).S3 3.2.17
ω3 5 any 2 T2.Z2/(2,p).Z2 3.2.20
ω1 + qω1 1 <∞ 2 Z2 3.1.3
Bℓ ω2 3 2 2 T1 3.2.19
ω4 4 any 3 Z2/(2,p).Z2 3.2.14
ω5 5 any 2 Z2/(2,p).Z2 3.2.21
Cℓ ω2 3 6= 3 2 T1 3.2.18
ω2 3 3 2 T1.Z2 3.2.18
ω3 3 ≥ 3 2 Z24 3.2.20
ω4 4 2 3 Z2 3.2.15
ω5 5 2 2 Z2 3.2.22
Dℓ ω5 5 any 4 Z2/(2,p)
2.Z2
2 3.1.5
Theorem 3. The (semi-)generic stabilizer for a small higher quadruple is given
in Table 2 or 3 according as the higher quadruple is classical or exceptional.
Note that in the rows of Table 2 corresponding to λ = ω1, the entry in the
fifth column giving the value of k is ‘any’ (if G = Aℓ) or either ‘odd’ or ‘even’ (if
G = Bℓ, Cℓ or Dℓ); it is implicitly assumed that we restrict ourselves to values of
k satisfying 1 ≤ k ≤ 12 dimL(ω1).
Inspection reveals that Theorems 2 and 3, together with the corresponding
results in [5], have some immediate consequences. To begin with we have the
following, which as in [5] follows from the proofs of the theorems.
Corollary 4. A higher quadruple has TGS if and only if, for any group
element which is either semisimple of prime order modulo the centre, or unipotent
of order p, the codimension of its fixed point variety is strictly greater than the
dimension of its conjugacy class.
The next is the observation that quadruples with large values of k only rarely
fail to have TGS.
Corollary 5. If 4 ≤ k ≤ 12 dimL(λ), the quadruple (G, λ, p, k) has TGS
unless one of the following holds:
(i) G is of classical type and λ = ω1 (so that V is the natural module for G);
(ii) G = A4, λ = ω2 and k = 4 or 5;
(iii) G = B3 (or C3 if p = 2), λ = ω3 and k = 4;
(iv) G = D5, λ = ω5 and k = 4.
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Table 2. Small classical higher quadruples
G λ ℓ p k CGk(V ) dense? reference
Aℓ ω1 ≥ 1 any any Aℓ−kAk−1T1Uk(ℓ+1−k) yes 3.2.1
2ω1 2 ≥ 3 2 Z22.S3 yes 3.1.1
ω2 3 any 2 A1
2T1.Z2 yes 3.2.1
ω2 5 any 2 A1
3.S3 yes 3.2.3
ω2 7 any 2 A1
4.Z2
2 no 3.2.3
ω2 ≥ 9, odd any 2 A1 12 (ℓ+1) no 3.2.3
ω2 ≥ 4, even any 2 A1T1Uℓ yes 3.2.4
ω2 3 any 3 A1
2 yes 3.2.1
ω2 4 any 3 A1 yes 3.2.5
ω2 4 any 4 S5 yes 3.2.6
Bℓ ω1 ≥ 2 ≥ 3 odd B 1
2 (k−1)Dℓ− 12 (k−1).Z2 yes 3.2.1
ω1 ≥ 2 ≥ 3 even D 1
2k
Bℓ− 12k.Z2 yes 3.2.1
ω1 ≥ 2 2 odd B 1
2 (k−1)Bℓ− 12 (k+1)T1U2ℓ−1 yes 3.2.2
ω1 ≥ 2 2 even B 1
2k
Bℓ− 12k yes 3.2.2
ω2 2 any 2 A1
2 yes 3.2.1
ω3 3 any 2 A2T1.Z2 yes 3.2.7
ω3 3 any 3 A1
2 yes 3.2.7
ω3 3 ≥ 3 4 B12 no 3.2.9
ω3 3 2 4 B1
2(∗) no 3.2.9
ω4 4 any 2 A2T1.Z2 no 3.2.11
Cℓ ω1 ≥ 3 any odd C 1
2 (k−1)Cℓ− 12 (k+1)T1U2ℓ−1 yes 3.2.1
ω1 ≥ 3 any even C 1
2k
Cℓ− 12k yes 3.2.1
ω3 3 2 2 A˜2T1.Z2 yes 3.2.8
ω3 3 2 3 A˜1
2 yes 3.2.8
ω3 3 2 4 C1
2(∗) no 3.2.10
ω4 4 2 2 A˜2T1.Z2 no 3.2.12
Dℓ ω1 ≥ 4 any odd B 1
2 (k−1)Bℓ− 12 (k+1) yes 3.2.1
ω1 ≥ 4 any even D 1
2k
Dℓ− 12k.Z2 yes 3.2.1
ω5 5 any 2 G2B1 yes 3.2.11
ω5 5 any 3 A1
2 yes 3.2.13
ω6 6 any 2 A1
3.Z2/(2,p).Z2 no 3.2.20
The next two involve quadruples associated to a given triple. The first of these
concerns those quadruples having TGS.
Corollary 6. For a given triple (G, λ, p), and natural numbers k, k′ satisfying
k < k′ ≤ 12 dimL(λ), if the associated quadruple (G, λ, p, k) has TGS, then so does
the associated quadruple (G, λ, p, k′).
The other concerns the dimensions of the (semi-)generic stabilizers.
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Table 3. Small exceptional higher quadruples
G λ p k CGk(V ) dense? reference
E6 ω1 any 2 D4.S3 yes 3.2.16
ω1 any 3 A2.Z3/(3,p).S3 no 3.2.17
E7 ω7 any 2 D4.Z2/(2,p).Z2 no 3.2.20
F4 ω1 2 2 A˜2 no 3.2.19
ω4 6= 3 2 A2 no 3.2.18
ω4 3 2 A2.Z2 no 3.2.18
G2 ω1 ≥ 3 2 A1T1.Z2 yes 3.2.23
ω1 2 2 A1A˜1 yes 3.2.23
ω1 ≥ 3 3 A1 no 3.2.24
ω1 2 3 A1U2 yes 3.2.24
ω2 3 2 A˜1T1.Z2 yes 3.2.25
ω2 3 3 A1 no 3.2.25
Corollary 7. For a given triple (G, λ, p), and natural numbers k, k′ satisfying
k < k′ ≤ 12 dimL(λ), we have dimCGk(V ) ≥ dimCGk′ (V ).
Finally, we note that if G has finitely many orbits on an irreducible variety X ,
then one orbit must be dense. Instances of finitely many orbits on X = Gk(V ) were
classified in [6], of which Corollary 1 states that, if k = 1, there is a dense orbit if
and only if there are finitely many orbits. Comparison of Tables 2 and 3 here with
[6, Theorem 2] reveals the following extension of this result to arbitrary k.
Corollary 8. If the action of G on Gk(V ) has a dense orbit, then either there
are only finitely many orbits, or G = Aℓ for ℓ ≥ 8 even, λ = ω2 and k = 2.
The structure of the remainder of this work is as follows. This chapter has three
further sections: in Section 1.2 we establish notation, which is the same as that used
in [5]; in Section 1.3 we recall some methods and results from [5, Sections 1.4, 1.5
and 1.6], which we shall use to obtain many of the entries in Tables 1, 2 and 3;
finally in Section 1.4 we give a result which links actions on Grassmannian varieties
with k > 1 to those on certain projective spaces.
The next chapter concerns cases having TGS. After some preliminary material
we recall from [5, Section 2.1] some conditions implying that a large quadruple
has TGS, and prove that if the quadruple (G, λ, p, k) satisfies them then for any
k′ ∈ [k, d2 ] so does the quadruple (G, λ, p, k′). As a consequence, the results of [5]
show that almost all large higher quadruples have TGS; we then go on to treat the
remaining cases which have TGS, using methods similar to those of [5, Chapter 2].
The final chapter concerns cases not having TGS. We complete the proofs of
Theorems 2 and 3 by establishing each entry in Tables 1, 2 and 3.
Note that results on Gk(V ) can be interpreted in terms of linear actions of
G×GLk(K) on V ⊗V ′ where V ′ is the natural module for GLk(K). In characteristic
zero, related results were obtained by A.M. Popov; see in particular [11, 12].
The authors are grateful to Martin Liebeck, Alexander Premet and Donna
Testerman for a number of helpful conversations and discussions at various stages
of this project.
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1.2. Notation
In this section we establish notation to be used throughout the work.
To begin with, we let K be an algebraically closed field of characteristic p, and
H be a simple algebraic group over K, of rank ℓH ; we write Z(H) for the centre
of H . We take a maximal torus TH of H , and let NH be its normalizer in H and
WH = NH/TH be the Weyl group of H . We let ΦH be the irreducible root system
of H with respect to TH ; for each α ∈ ΦH we let Xα be the corresponding root
subgroup of G, and xα : K → Xα be an isomorphism of algebraic groups. As is
usual, we assume that the maps xα are chosen so that the Chevalley commutator
relations hold, and so that for all t ∈ K∗ the element nα(t) = xα(t)x−α(−t−1)xα(t)
lies in NH and hα(t) = nα(t)nα(−1) lies in TH ; for α ∈ ΦH we set nα = nα(1) and
wα = nαTH ∈WH .
We write ΠH = {β1, . . . , βℓH} for a simple system in ΦH , numbered as in [1].
We let ΦH
+ and ΦH
− be the corresponding sets of positive and negative roots in
ΦH , and write w0 for the long word of WH , so that w0(ΦH
+) = ΦH
−. We let
UH be the product of the root subgroups Xα corresponding to positive roots α,
and BH = UHTH be the standard Borel subgroup. We shall often represent the
root
∑
miβi as the ℓH -tuple of coefficients (m1, . . . ,mℓH ) arranged as in a Dynkin
diagram; thus for example if H = E8 the highest root of H is denoted
2465432
3 .
Given α ∈ ΦH , we write ht(α) for the height of α.
We write L(H) for the Lie algebra of H ; more generally, for each closed sub-
group H ′ of H we write L(H ′) for the Lie algebra of H ′, which we view as a
subalgebra of L(H). For each α ∈ ΦH we take a root vector eα in L(Xα), and
we write hα for the vector [eα, e−α] in L(TH). The structure constants of H are
defined by [eα, eβ] = Nαβeα+β whenever α, β, α+ β ∈ ΦH ; if H = E6, E7 or E8 we
shall take those given in the appendix of [9] unless otherwise stated.
Let e(ΦH) be the maximum ratio of squared root lengths in ΦH , so that
e(ΦH) =


1 if ΦH = Aℓ, Dℓ, E6, E7, E8,
2 if ΦH = Bℓ, Cℓ, F4,
3 if ΦH = G2.
Note that if e(ΦH) = 1 we shall choose to regard all roots as short rather than long,
which is not the usual convention. Given a subsystem Ψ of ΦH , we write Ψs and
Ψl respectively for the sets of short and long roots of ΦH lying in Ψ.
Given h, h′ ∈ H , we write hh′ = h′−1h = h′−1hh′; if h ∈ H and A is a subset
of H , we write Ah = {ah : a ∈ A} = h−1A and hA = {ha : a ∈ A}. Then hH is
the conjugacy class of h in H , and we write CH(h) = {h′ ∈ H : hh′ = h} for the
centralizer of h in H .
If X is a variety on which H acts, given h ∈ H and x ∈ X we write h.x for
the image of x under the action of h, and CX(h) = {x ∈ X : h.x = x} for the
fixed point variety of h; given A ≤ H we write A.x = {h.x : h ∈ A} for the A-orbit
containing x, and CA(x) = {h ∈ A : h.x = x} for the A-stabilizer of x; given
Y ⊆ X , we write Y for the closure of Y , and TranH(x, Y ) = {h ∈ H : h.x ∈ Y } for
the transporter, which is closed in H if Y is closed in X .
For the majority of the present work we shall take H to be the group G with
which we are concerned. In this case we shall mostly drop the subscript ‘H ’, so that
the rank of G is ℓ and we have the maximal torus T with normalizer N , Weyl group
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W , root system Φ, simple system Π, sets Φ+ and Φ− of positive and negative roots,
unipotent group U and Borel subgroup B (although we shall still have centralizers
CG(h) and stabilizers CG(x)); in addition we shall write Π = {α1, . . . , αℓ}. The
reason for beginning this section with H rather than G is that sometimes we will
wish to view G as a subgroup of a larger group H ; then we may need to distinguish
between maximal tori, Weyl groups, root systems and so on of the two groups.
Given w ∈ W , we write Uw for the product of the root groups Xα for which
α ∈ Φ+ and w(α) ∈ Φ−. The Bruhat decomposition then allows us to write any
element of G uniquely in the form u1nu2, where u1 ∈ U , n ∈ N and u2 ∈ Uw where
w = nT ∈ W . We write Gu and Gss for the sets of unipotent and semisimple
elements in G respectively.
If G is of classical type, we shall sometimes use the standard notation for its
root system: we take an orthonormal basis ε1, . . . , εℓ′ of ℓ
′-dimensional Euclidean
space, where ℓ′ = ℓ + 1 if G = Aℓ and ℓ′ = ℓ if G = Bℓ, Cℓ or Dℓ, and take simple
roots αi = εi − εi+1 for i < ℓ and αℓ = εℓ − εℓ+1, εℓ, 2εℓ or εℓ−1 + εℓ according
as G = Aℓ, Bℓ, Cℓ or Dℓ. Accordingly, we shall sometimes view the Weyl group
W as consisting of signed permutations of the set {1, . . . , ℓ′}, where the number of
minus signs is zero if G = Aℓ, arbitrary if G = Bℓ or Cℓ, and even if G = Dℓ. In
addition, we shall write Vnat for the natural G-module; in what follows, we always
take 1 ≤ i < j ≤ ℓ′, and when we describe the action of a root element xα(t), any
basis element whose image is not given explicitly is fixed. (See [2, Theorem 11.3.2].)
If G = Aℓ then Vnat has basis v1, . . . , vℓ+1; root elements act by
xεi−εj (t) : vj 7→ vj + tvi,
x−εi+εj (t) : vi 7→ vi + tvj .
If G = Cℓ then Vnat has (hyperbolic) basis e1, f1, . . . , eℓ, fℓ; root elements act by
xεi−εj (t) : ej 7→ ej + tei, fi 7→ fi − tfj ,
x−εi+εj (t) : ei 7→ ei + tej , fj 7→ fj − tfi,
xεi+εj (t) : fj 7→ fj + tei, fi 7→ fi + tej ,
x−εi−εj (t) : ej 7→ ej + tfi, ei 7→ ei + tfj ,
x2εi (t) : fi 7→ fi + tei,
x−2εi(t) : ei 7→ ei + tfi.
If G = Dℓ then Vnat has basis v1, v−1, . . . , vℓ, v−ℓ; root elements act by
xεi−εj (t) : vj 7→ vj + tvi, v−i 7→ v−i − tv−j ,
x−εi+εj (t) : vi 7→ vi + tvj , v−j 7→ v−j − tv−i,
xεi+εj (t) : v−j 7→ v−j + tvi, v−i 7→ v−i − tvj ,
x−εi−εj (t) : vj 7→ vj − tv−i, vi 7→ vi + tv−j .
If G = Bℓ then Vnat has basis v0, v1, v−1, . . . , vℓ, v−ℓ; root elements act by
xεi−εj (t) : vj 7→ vj + tvi, v−i 7→ v−i − tv−j ,
x−εi+εj (t) : vi 7→ vi + tvj , v−j 7→ v−j − tv−i,
xεi+εj (t) : v−j 7→ v−j + tvi, v−i 7→ v−i − tvj ,
x−εi−εj (t) : vj 7→ vj − tv−i, vi 7→ vi + tv−j ,
xεi (t) : v0 7→ v0 + 2tvi, v−i 7→ v−i − tv0 − t2vi,
x−εi(t) : v0 7→ v0 − 2tv−i, vi 7→ vi + tv0 − t2v−i.
We write Λ for the weight lattice of G with respect to the maximal torus T ,
and let ω1, . . . , ωℓ be the fundamental dominant weights of G corresponding to the
simple roots α1, . . . , αℓ respectively. If λ is a dominant weight of G, we write L(λ)
for the irreducible G-module with highest weight λ.
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Given a G-module V , we write Λ(V ) for the set of weights in Λ for which
the weight space in V is non-zero; we describe such weights as occurring in V . If
µ ∈ Λ(V ), we write Vµ = {v ∈ V : ∀s ∈ T, s.v = µ(s)v} for the corresponding
weight space; if s ∈ Gss and κ ∈ K∗, we write Vκ(s) = {v ∈ V : s.v = κv} for the
corresponding eigenspace.
Given a ∈ N, we write Za for the cyclic group of order a, Dih2a for the dihedral
group of order 2a, and Sa and Alta for the symmetric and alternating groups of
degree a; in addition we write Ua for a connected unipotent group of dimension a.
Given a ∈ N and κ1, . . . , κa ∈ K, we write diag(κ1, . . . , κa) for the diagonal
a× a matrix whose (i, i)-entry is κi.
Given a, b ∈ N, we write (a, b) for their highest common factor, and we set
ζa,b =
{
1 if a divides b,
0 otherwise.
Finally, given r ∈ N, we let ηr be a generator of the group of rth roots of unity
in K∗ (so that if (p, r) = 1 then ηr is a primitive rth root of unity); we assume this
is done in such a way that whenever r = r1r2 with r1, r2 ∈ N we have ηrr1 = ηr2 .
1.3. Techniques and results already seen
In this section we recall approaches and results appearing in [5, Chapter 1],
which will be of use in the current work in the determination of generic stabilizers
which are not trivial.
Firstly, in [5, Section 1.4] we described the concept of localization to a subva-
riety. Given a variety X on which G acts, and a subvariety Y of X , we recall that
the morphism φ : G×Y → X defined by φ((g, y)) = g.y is known as the orbit map;
clearly its image is the union of those G-orbits in X which meet Y . Our interest is
in subvarieties Y which are ‘sufficiently representative’, in the sense that almost all
orbits in X meet them, with the intersections having the appropriate dimensions.
We made the following definition.
Definition. Given a subvariety Y of X , a point y ∈ Y is called Y -exact if
codimTranG(y, Y ) = codimY.
We observed that a point y ∈ Y is Y -exact if and only if
dimX − dim(G.y) = dimY − dim(G.y ∩ Y );
in other words, the codimension in X of the closure of the orbit containing y is
equal to that in Y of the closure of the orbit’s intersection with Y . The following
result was [5, Lemma 1.4.3].
Lemma 1.3.1. Let Y be a subvariety of X, and Yˆ be a dense open subset of Y ;
let C be a subgroup of G containing GX . Suppose that for each y ∈ Yˆ the following
are true:
(i) y is Y -exact;
(ii) the stabilizer CG(y) is a conjugate of C.
Then C/GX is the generic stabilizer in the action of G on X.
We noted that this result may be seen as localizing the problem: we seek a
subvariety Y of X , and a dense open subset Yˆ of Y , all of whose points are Y -exact
and have conjugate stabilizers. Many of the entries in [5, Tables 1, 2 and 3] were
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obtained using this; the same will be true of many of the entries in Tables 1, 2 and
3 here.
Next, in [5, Section 1.5] we considered a technique involving a simple algebraic
group H and a semisimple automorphism θ of H . We wrote r for the order of θ,
so that r was coprime to the characteristic p of the algebraically closed field K
over which H was defined, and assumed that θ preserved the maximal torus TH
of H . The Lie algebra L(H) then decomposed as the direct sum of r eigenspaces
for θ; for 0 ≤ i < r we denoted the eigenspace corresponding to the eigenvalue
ηr
i by L(H)(i). We had L(H)(0) = L(CH(θ)); we chose to focus on the eigenspace
L(H)(1), which was clearly a CH(θ)-module. We set L(TH)(1) = L(TH) ∩ L(H)(1)
and Z(L(H))(1) = Z(L(H)) ∩ L(H)(1), and let Y = L(TH)(1)/Z(L(H))(1). We
wrote
(WH
‡)(1) = {w ∈WH : ∃ζ ∈ K∗, ∀y ∈ Y, w.y = ζy},
and let (NH
‡)(1) be the pre-image of (WH
‡)(1) under the quotient map NH →WH .
The following result was part of [5, Lemma 1.5.1(ii)].
Lemma 1.3.2. With the notation established above, write G = CH(θ) and V =
L(H)(1)/Z(L(H))(1). Suppose dimL(H)(1)−dimL(TH)(1) = dimG−dim(G∩TH),
and L(TH)(1) contains regular semisimple elements; then the generic stabilizer for
the action of G on G1(V ) is C(NH‡)(1)(θ)/Z(G).
The remainder of [5, Section 1.5] was devoted to the issue of identifying the
subgroup (WH
‡)(1) of WH (together with another subgroup relevant to actions on
modules). We observed that the set {hβ : β ∈ ΦH} is a root system dual to
ΦH , with simple system {hβ1 , . . . , hβℓH }; given β =
∑
aiβi with the coefficients
ai ∈ Z, we have hβ =
∑ ai〈βi,βi〉
〈β,β〉 hβi (we noted that [8, Lemma 1.2] shows that if
e(ΦH) > 1 then β is long if and only if e(ΦH) divides each ai for which βi is short,
so the fraction always gives an integer, which may then be regarded as an element
of K). Moreover given w ∈ WH we have w.hβ = hw(β).
For the cases where L(TH)(1) = L(TH) we gave a result listing the relevant
subgroups of WH . We then noted that in the remaining cases it turned out that
Z(L(H)) = {0}, so we were concerned simply with the action of WH on L(TH)(1)
(and the same is true of the cases here where Lemma 1.3.2 will be applied). We
finished by making the following general comments on an approach which could
often be applied (and which will be relevant to the cases here).
Take w ∈ WH with the property that there exists ζ ∈ K∗ such that for all
y ∈ L(TH)(1) we have w.y = ζy. Suppose L(TH)(1) contains a vector of the form
y = κhβj+κ
′hβj′ for κ, κ
′ ∈ K∗ and two simple roots βj and βj′ of the same length;
then κhw(βj)+κ
′hw(βj′ ) = ζκhβj +ζκ
′hβj′ . As above we may write w(βj) =
∑
aiβi
and w(βj′ ) =
∑
ai
′βi where all ai, ai′ ∈ Z; then hw(βj) =
∑ ai〈βi,βi〉
〈βj ,βj〉 hβi and
hw(βj′) =
∑ ai′〈βi,βi〉
〈βj′ ,βj′〉 hβi (where we must now regard the coefficients as lying in K).
Thus for i 6= j, j′ we must have κai〈βi,βi〉〈βj ,βj〉 +κ′
ai
′〈βi,βi〉
〈βj′ ,βj′ 〉 = 0, so as 〈βj , βj〉 = 〈βj′ , βj′〉
we have ai
′ = − κκ′ ai; we say that the roots w(βj) and w(βj′ ) are proportional outside{βj, βj′}. Often inspection of the root system (regarding coefficients as lying in K)
reveals that the only possibility is that there exists ǫ ∈ {±1} such that for all
i 6= j, j′ we have ai′ = ǫai; and if κκ′ 6= ±1, then for all i 6= j, j′ we must have
ai = ai
′ = 0, so that w preserves 〈βj , βj′〉.
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Finally, in [5, Section 1.6] we outlined an approach to determining transporters
which we went on to use quite frequently. Recalling that Λ is the weight lattice of
G, we made the following definition.
Definition. A generalized height function is a linear function Λ → Z whose
value at each simple root is non-negative; we refer to the value at any weight as the
generalized height of the weight. A generalized height function is strictly positive if
the generalized height of each simple root is in fact positive.
We introduced various pieces of notation, which for convenience we repeat
here. Let V be a G-module. Given a generalized height function, for i ∈ Z we write
Λ(V )[i] for the set of weights in Λ(V ) whose generalized height is i, and set
V[i] =
⊕
ν∈Λ(V )[i]
Vν ;
we write Λ(V )[−] =
⋃
i<0 Λ(V )[i] and Λ(V )[+] =
⋃
i>0 Λ(V )[i], and set
V[−] =
⊕
i<0
V[i] =
⊕
ν∈Λ(V )[−]
Vν , V[+] =
⊕
i>0
V[i] =
⊕
ν∈Λ(V )[+]
Vν ,
so that
V = V[−] ⊕ V[0] ⊕ V[+].
In addition we let Φ[0] be the set of roots of generalized height 0, and write
G[0] = 〈T,Xα : α ∈ Φ[0]〉,
and
U[0] =
∏
α∈Φ+∩Φ[0]
Xα, U[+] =
∏
α∈Φ+\Φ[0]
Xα.
so that U = U[0]U[+] = U[+]U[0] and U[+] ∩U[0] = {1} (and if the generalized height
function is strictly positive we have G[0] = T , U[0] = {1} and U[+] = U). Finally
we write WΛ(V )[0] for the stabilizer in W of Λ(V )[0], and NΛ(V )[0] for the preimage
in N of WΛ(V )[0] .
Definition. With the notation established, a subset ∆ of Λ(V )[0] has ZLC
(denoting ‘zero linear combination’) if there is a linear combination
∑
ν∈∆ cνν = 0
in which for all ν ∈ ∆ we have cν ∈ N. A subset ∆ of Λ(V )[0] has ZLCE (denoting
‘zero linear combination extended’) if all subsets ∆′ of Λ(V )[0] with ∆ ⊆ ∆′ have
ZLC.
We observed that for a subset ∆ of Λ(V )[0] to have ZLCE it was sufficient
merely that all subsets ∆′ of Λ(V )[0] with ∆ ⊆ ∆′ and |∆′ \ ∆| ≤ 1 should have
ZLC. We then proved two results giving information on certain transporters. The
first, concerning any generalized height function, was [5, Lemma 1.6.1], of which
the relevant part here is the following.
Lemma 1.3.3. Let X be Gk(V ) for some k ∈ N. Given a generalized height
function on the weight lattice of G, let Y be a subvariety of Gk(V[0]). Assume
WΛ(V )[0] stabilizes Φ[0]. Suppose y ∈ Y has the property that for all u ∈ U[0] the
set of weights occurring in u.y has ZLCE; take g ∈ TranG(y, Y ) and set y′ =
g.y ∈ Y . Then we may write g = u1g′u2 with u1 ∈ CU[+](y′), u2 ∈ CU[+](y), and
g′ ∈ G[0]NΛ(V )[0] with g′.y = y′. In particular G.y ∩ Y = G[0]NΛ(V )[0] .y ∩ Y , and
CG(y) = CU[+](y)CG[0]NΛ(V )[0] (y)CU[+](y).
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The second, applying in the case of a generalized height function which is
strictly positive (in which case Φ[0] is empty), was [5, Lemma 1.6.2], of which the
relevant part here is the following.
Lemma 1.3.4. Let X be Gk(V ) for some k ∈ N. Given a strictly positive
generalized height function on the weight lattice of G such that Λ(V )[0] has ZLC,
let Y be a subvariety of Gk(V[0]). Suppose y ∈ Y has the property that each weight
in Λ(V )[0] occurs in y; take g ∈ TranG(y, Y ) and set y′ = g.y ∈ Y . Then we may
write g = u1nu2 with u1 ∈ CU (y′), u2 ∈ CU (y), and n ∈ NΛ(V )[0] with n.y = y′. In
particular G.y ∩ Y = NΛ(V )[0] .y ∩ Y , and CG(y) = CU (y)CNΛ(V )[0] (y)CU (y).
1.4. Reduction from higher Grassmannian varieties
In this section we give a general result which links the generic stabilizer for the
action of G on a Grassmannian variety Gk(V ) with k > 1 to that for the action of
a larger group on an appropriate projective space. The basic idea may be found
in [6, Proposition 3.2], but that result is stated only in terms of the existence of
finitely many orbits.
Lemma 1.4.1. Let V be a G-module; take k ∈ N, and let Vnat be the natural
module for the group Ak−1, so that G×Ak−1 acts on the module V ⊗Vnat. If there
is a generic stabilizer in the action of G×Ak−1 on G1(V ⊗Vnat), then there is also
one in the action of G on Gk(V ), and the two are isomorphic.
Proof. Write G+ = G×Ak−1, and let π1 : G+ → G be the projection on the first
component. Set X = Gk(V ) and X1 = G1(V ⊗ Vnat); recall that v1, . . . , vk is the
natural basis of Vnat. Each element of X1 is of the form 〈v〉 where v =
∑k
i=1 v
(i)⊗vi
for some v(1), . . . , v(k) ∈ V ; let Xˆ1 be the dense open subset of X1 consisting of such
points where the vectors v(1), . . . , v(k) are linearly independent. We may define a
surjection ψ : Xˆ1 → X sending such a point 〈
∑k
i=1 v
(i) ⊗ vi〉 to 〈v(1), . . . , v(k)〉.
Suppose the action of G+ on X1 has generic stabilizer C/Z(G
+). Let Xˆ1
′ be
the dense open subset of X1 comprising the points with G
+-stabilizer equal to a
G+-conjugate of C; by replacing Xˆ1
′ by its intersection with Xˆ1 we may assume
each point of Xˆ1
′ is of the form 〈∑ki=1 v(i) ⊗ vi〉 with 〈v(1), . . . , v(k)〉 ∈ X . As Xˆ1′
is an open dense subset of Xˆ1, we see that ψ(Xˆ1
′) is an open dense subset Xˆ of X .
Take x1 = 〈v〉 ∈ Xˆ1′ where v =
∑k
i=1 v
(i) ⊗ vi; let x = 〈v(1), . . . , v(k)〉 = ψ(x1).
Given g = (g1, g2) ∈ CG+(x1), for i = 1, . . . , k write g2.vi =
∑k
j=1 aijvj ; then
g.v =
k∑
i=1
(g1.v
(i))⊗ (g2.vi) =
k∑
i,j=1
(g1.v
(i))⊗ aijvj =
k∑
j=1
(
k∑
i=1
g1.aijv
(i)
)
⊗ vj .
Since g.x1 = x1 there exists κ ∈ K∗ with g.v = κv; thus for j = 1, . . . , k we have∑k
i=1 g1.aijv
(i) = κv(j). The invertibility of the matrix (aij) shows that g1 maps
each v(i) into 〈v(1), . . . , v(k)〉, and so g1 ∈ CG(x). Conversely given g1 ∈ CG(x), for
i = 1, . . . , k write g1.v
(i) =
∑k
j=1 aijv
(j). Take κ ∈ K∗ satisfying κk = det(aij),
and define g2 ∈ Ak−1 by g2−1.vj = κ−1
∑k
i=1 aijvi; then with g = (g1, g2) we have
g.v =
k∑
i,j=1
(aijv
(j))⊗ (g2.vi) =
k∑
j=1
v(j) ⊗ g2.
(
k∑
i=1
aijvi
)
=
k∑
j=1
v(j) ⊗ κvj = κv,
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and so g.x1 = x1, i.e., g ∈ CG+(x1). Thus CG(x) = π1(CG+(x1)).
Therefore for all x ∈ Xˆ we have CG(x) = π1(Cg′ ) for some g′ ∈ G+; writing
g′ = (g1′, g2′) with g1′ ∈ G and g2′ ∈ Ak−1 we have π1(Cg′) = (π1(C))g1 ′ . Thus all
points in Xˆ have G-stabilizer a G-conjugate of π1(C); so the action of G on X has
generic stabilizer π1(C)/Z(G).
It remains to determine π1(C). Suppose g ∈ C ∩ kerπ1 and 〈v(1), . . . , v(k)〉
has G+-stabilizer C; then g = (1, g2) and there exists κ ∈ K∗ with
∑k
i=1 v
(i) ⊗
g2.vi = κ
∑k
i=1 v
(i)⊗vi. As the v(i) are linearly independent, for all i we must have
g2.vi = κvi, so g2 ∈ Z(Ak−1). Thus C ∩ kerπ1 ⊆ {(1, g2) : g2 ∈ Z(Ak−1}; as the
reverse inclusion is obvious, we have π1(C)/Z(G) ∼= C/Z(G× Ak−1) = C/Z(G+);
the result follows.
Note that although this result is stated for the action of the direct product
G×Ak−1, it is harmless to replace G×Ak−1 by any quotient by a subgroup of the
centre, since in any action on a Grassmannian variety the kernel is the full centre
of the group concerned.
Although the result holds generally, we shall apply it only in certain situa-
tions, where there is a simple algebraic group H having a maximal rank subgroup
GAk−1. In the cases concerned, we shall see that provided p is coprime to k there
is a semisimple element of H whose centralizer is GAk−1; we may then apply
Lemma 1.3.2.
CHAPTER 2
Higher quadruples having TGS
In this chapter we develop techniques for showing that a large quadruple has
TGS, and then apply them to prove that any large quadruple not listed in Table 1
has TGS. The structure of this chapter is as follows. In Section 2.1 we do some
initial work on integer tuples. In Section 2.2 we then recall from [5, Section 2.1]
conditions which imply that a large quadruple has TGS, and prove a result which
enables us to deduce that the vast majority of large higher quadruples have TGS.
In the remaining two sections we treat the remaining large higher quadruples which
have TGS: Sections 2.3 and 2.4 concern individual quadruples and infinite families
of quadruples respectively.
2.1. Preliminary results on tuples
In this section we prove some preliminary results on integer tuples, the signifi-
cance of which will become clear in the following section.
Firstly, given a tuple a = (a1, . . . , at) of integers, we shall write
|a| = a1 + · · ·+ at;
we say that a is decreasing if a1 ≥ · · · ≥ at.
Now let d = (d1, . . . , dt) be a tuple of natural numbers. Given a tuple k =
(k1, . . . , kt) of integers which has the same length as d, if for each i ∈ [1, t] we have
0 ≤ ki ≤ di then we say that k is d-feasible, and define
Bd,k = |k|(|d| − |k|) −
∑
ki(di − ki).
Given a natural number k with k ≤ |d|, we set
Bd,k = min{Bd,k : k is d-feasible, |k| = k}.
Our first result here shows that the value Bd,k increases with k up to
1
2 |d|.
Proposition 2.1.1. Given a tuple d of natural numbers and a natural number
k with 2 ≤ k ≤ 12 |d|, we have Bd,k−1 ≤ Bd,k.
Proof. Write d = (d1, . . . , dt) and set d = |d|; take a d-feasible tuple k =
(k1, . . . , kt) with |k| = k such that Bd,k = Bd,k. Observe that
∑t
i=1(di − 2ki) =
d− 2k ≥ 0. If for all i ∈ [1, t] we have di ≥ 2ki, choose j such that kj > 0; if not,
choose j such that dj < 2kj (so certainly kj > 0). In either case the choice of j then
means that
∑
i6=j(di − 2ki) ≥ 0. Define a new tuple k′ = (k1′, . . . , kt′) by setting
ki
′ =
{
kj − 1 if i = j,
ki if i 6= j;
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then |k′| = k − 1, and k′ is d-feasible. We have
Bd,k −Bd,k′ = k(d− k)− kj(dj − kj)− (k − 1)(d− (k − 1))
+ (kj − 1)(dj − (kj − 1))
= dk − k2 − djkj + kj2 − dk + d+ k2 − 2k + 1
+ djkj − dj − kj2 + 2kj − 1
= (d− dj)− 2(k − kj)
=
∑
i6=j
(di − 2ki)
≥ 0;
thus Bd,k−1 ≤ Bd,k′ ≤ Bd,k = Bd,k as required.
Note that the value Bd,k is unaffected by permutations of the parts of d (since
corresponding permutations may be applied to the parts of the d-feasible tuples k);
from now on we shall assume that d is decreasing. Our next result shows that the
value Bd,k is then attained by a decreasing tuple k.
Proposition 2.1.2. Given a decreasing tuple d of natural numbers and a non-
negative integer k with k ≤ |d|, there exists a decreasing d-feasible tuple k with
|k| = k such that Bd,k = Bd,k.
Proof. Write d = (d1, . . . , dt), and take a d-feasible tuple k = (k1, . . . , kt) with
|k| = k such that Bd,k = Bd,k. Suppose k is not decreasing; then there exist
j1, j2 ≤ t with j1 < j2 and kj1 < kj2 . Define a new tuple k′ = (k1′, . . . , kt′) by
setting
ki
′ =


kj2 if i = j1,
kj1 if i = j2,
ki if i 6= j1, j2;
then |k′| = k, and as kj1 ′ = kj2 ≤ dj2 ≤ dj1 and kj2 ′ = kj1 < kj2 ≤ dj2 we see that
k′ is d-feasible. As
Bd,k −Bd,k′ = −kj1(dj1 − kj1)− kj2(dj2 − kj2 ) + kj1 ′(dj1 − kj1 ′)
+ kj2
′(dj2 − kj2 ′)
= −dj1kj1 + kji2 − dj2kj2 + kj22 + dj1kj2 − kj22 + dj2kj1 − kj12
= (dj1 − dj2 )(kj2 − kj1)
≥ 0,
we have Bd,k′ ≤ Bd,k = Bd,k; thus by definition we must have Bd,k′ = Bd,k.
Iterating this procedure gives the result.
For small values of k this has the following consequence.
Corollary 2.1.3. Given a decreasing tuple d = (d1, . . . , dt) of natural num-
bers, write d = |d|; then we have
(i) Bd,1 = d− d1;
(ii) Bd,2 =
{
2d− 2d1 if d1 ≥ d2 + 2,
2d− d1 − d2 − 2 if d1 < d2 + 2;
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(iii) Bd,3 =


3d− 3d1 if d1 ≥ d2 + 4,
3d− 2d1 − d2 − 4 if d2 + 4 > d1 ≥ d3 + 2,
3d− d1 − d2 − d3 − 6 if d1 < d3 + 2.
Proof. By Proposition 2.1.2 we need only consider decreasing tuples k. If
|k| = 1 we must have k = (1, 0, . . . , 0); if |k| = 2 we must have k = (2, 0, . . . , 0)
or (1, 1, 0, . . . , 0); if |k| = 3 we must have k = (3, 0, . . . , 0), (2, 1, 0, . . . , 0) or
(1, 1, 1, 0, . . . , 0). The values Bd,k are then as shown; the inequalities stated in
parts (ii) and (iii) are the conditions which must hold for the relevant value Bd,k
to be minimal.
Another special case is when d is a 2-tuple.
Proposition 2.1.4. Given a decreasing tuple d = (d1, d2) of natural numbers,
write d = |d| = d1 + d2; then if 1 ≤ k ≤ d2 we have
Bd,k =
{
d2k if d2 + k ≤ d2 ,
⌈ 12d1d2 − 18 (d− 2k)2)⌉ if d2 + k > d2 .
Proof. Given k = (k1, k2) with k = |k| = k1 + k2, we have
Bd,k = k(d− k)− k1(d1 − k1)− k2(d2 − k2)
= k(d− k)− (k − k2)((d − d2)− (k − k2))− k2(d2 − k2)
= dk − k2 − dk + dk2 + d2k − d2k2 + k2 − 2kk2 + k22 − d2k2 + k22
= 2k2
2 − (2k − d+ 2d2)k2 + d2k.
The minimum value of the quadratic 2x2 − (2k − d + 2d2)x + d2k occurs when
x = 14 (2k − d + 2d2). Thus if d2 + k ≤ d2 we take k2 = 0 to give Bd,k = d2k. If
instead d2 + k >
d
2 , we take k2 to be the nearest integer to
1
4 (2k − d + 2d2), say
k2 =
1
4 (2k−d+2d2)+ǫ where |ǫ| ≤ 12 , to give Bd,k = 2ǫ2− 18 (2k−d+2d2)2+d2k =
2ǫ2− 18 (2k− d)2 − 12d2(2k− d)− 12d22 + d2k = 12d1d2 − 18 (d− 2k)2 + 2ǫ2; since the
value must be an integer and |2ǫ2| ≤ 12 , we must have Bd,k = ⌈ 12d1d2− 18 (d− 2k)2⌉
as required.
So far we have been considering a fixed tuple d; we now consider ranging over
tuples with fixed value of |d|. Given natural numbers d and b, we define
T bd = {d : |d| = d, d = (d1, . . . , dt), b ≥ d1 ≥ · · · ≥ dt};
given additionally a natural number k with k ≤ d we define
Bbd,k = min{Bd,k : d ∈ T bd }.
Our result here is the following.
Proposition 2.1.5. Given natural numbers d, k and b with k ≤ d2 , we have
Bbd,k = Bd0,k, where d0 = (d1, . . . , dt) with t = ⌈db ⌉ and d1 = · · · = dt−1 = b,
dt = d− (t− 1)b.
Proof. Take d = (d1, . . . , dt) ∈ T bd (for an arbitrary t) and suppose dt−1 < b; let
j be minimal with dj < b, so that j < t. We shall show that there exists d
′ ∈ T bd
such that d′ strictly precedes d in the standard partial ordering and Bd′,k ≤ Bd,k,
from which the result follows.
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First suppose dj + dt ≤ b. In this case we define d′ = (d1′, . . . , dt−1′) by
di
′ =
{
dj + dt if i = j,
di if i 6= j;
then d′ ∈ T bd strictly precedes d. Given a d-feasible tuple k = (k1, . . . , kt) of
integers with |k| = k and Bd,k = Bd,k, we obtain a tuple k′ = (k1′, . . . , kt−1′) by
setting
ki
′ =
{
kj + kt if i = j,
ki if i 6= j;
then k′ is d′-feasible with |k′| = k, and we have
Bd,k −Bd′,k′ = −kj(dj − kj)− kt(dt − kt) + kj ′(dj ′ − kj ′)
= −kj(dj − kj)− kt(dt − kt) + (kj + kt)((dj + dt)− (kj + kt))
= kj(dt − kt) + kt(dj − kj)
≥ 0.
Thus Bd′,k ≤ Bd′,k′ ≤ Bd,k = Bd,k as required.
Now suppose dj + dt > b; note that as dj < b we must have dt ≥ 2. In this case
we define d′ = (d1′, . . . , dt′) by
di
′ =


dj + 1 if i = j,
dt − 1 if i = t,
di if i 6= j, t;
then d′ ∈ T bd strictly precedes d. We must show that Bd′,k ≤ Bd,k.
Take a d-feasible tuple k = (k1, . . . , kt) of integers with |k| = k and Bd,k =
Bd,k; by Proposition 2.1.2 we may assume k is decreasing. Suppose if possible that
kt = dt; then as kt >
dt
2 and k ≤ d2 , there must exist a with ka < da2 . Now if we
define k′ = (k1′, . . . , kt′) by setting
ki
′ =


ka + 1 if i = a,
kt − 1 if i = t,
ki if i 6= a, t;
then k′ is d-feasible with |k′| = k, and we have
Bd,k −Bd,k′ = −ka(da − ka)− kt(dt − kt) + ka′(da − ka′) + kt′(dt − kt′)
= −ka(da − ka) + (ka + 1)(da − (ka + 1)) + (dt − 1)
= (da − 2ka − 1) + (dt − 1)
≥ 1,
contrary to the assumption that Bd,k = Bd,k. Thus we must have kt < dt, and
hence kt ≤ dt′; so k is d′-feasible. Now
Bd,k −Bd′,k = −kj(dj − kj)− kt(dt − kt) + kj(dj ′ − kj) + kt(dt′ − kt)
= kj(dj
′ − dj) + kt(dt′ − dt)
= kj − kt
≥ 0,
so Bd′,k ≤ Bd′,k ≤ Bd,k = Bd,k as required.
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2.2. Conditions implying TGS
We now return to the situation where we have a simple algebraic group G
over an algebraically closed field K of characteristic p, and a dominant weight λ;
as before we write V = L(λ) and d = dim V . We take an integer k satisfying
1 ≤ k ≤ d2 , and suppose that (G, λ, p, k) is a large quadruple; we write X = Gk(V ).
To begin with, as in [5, Section 2.1] we set
M = |Φ| = dimG− rankG = dimGu.
Let g 7→ g¯ = gZ(G) be the projection G→ G/Z(G). For r ∈ N set
G(r) = {g ∈ G : o(g¯) = r}.
In [7] a lower bound dΦ,r is given for codimG(r), with dΦ,r ≥ rankG. Write
Mr = dimG− dΦ,r;
thus M ≥ Mr ≥ dimG(r). For convenience we give the values M2 and M3 in the
following table.
G M2 M3 G M2 M3
Aℓ ⌊ 12 (ℓ + 1)2⌋ 2⌊ 13 (ℓ + 1)2⌋ E6 40 54
Bℓ ℓ(ℓ+ 1) 2⌊ 13ℓ(2ℓ+ 1)⌋ E7 70 90
Cℓ ℓ(ℓ+ 1) 2⌊ 13ℓ(2ℓ+ 1)⌋ E8 128 168
Dℓ 2⌊ 12ℓ2⌋ 2⌊ 13ℓ(2ℓ− 1)⌋ F4 28 36
G2 8 10
We shall also need to know that if G = F4 or E7 then M5 = 40 or 106 respectively.
The remainder of [5, Section 2.1] was devoted to defining conditions which show
that a triple or quadruple has TGS, and proving relationships between them; we
shall recall as much of this as is relevant here. We first observed that it was natural
to subdivide the problem of proving TGS into separate consideration of semisimple
and unipotent elements. We said that the quadruple (G, λ, p, k) satisfies condition
(∗)ss if ⋃
s∈Gss\Z(G)
CX(s) lies in a proper subvariety of X,
and condition (∗)u if⋃
u∈Gu\{1}
CX(u) lies in a proper subvariety of X.
In [5, Proposition 2.1.1] we proved that if a quadruple satisfies both (∗)ss and (∗)u,
it has TGS. We then said that the quadruple (G, λ, p, k) satisfies condition (⋄)ss if
for all primes r 6= p and all s ∈ G(r) we have codimCX(s) > dim sG,
and condition (⋄)u if
for all u ∈ G(p) we have codimCX(u) > dimuG.
In [5, Propositions 2.1.4 and 2.1.8] we proved that if a quadruple satisfies (⋄)ss or
(⋄)u, it satisfies (∗)ss or (∗)u respectively; so provided a quadruple satisfies both
(⋄)ss and (⋄)u, it has TGS. Moreover, in [5, Propositions 2.1.5 and 2.1.9] we proved
that if a triple satisfies (⋄′)ss (a stronger condition that (⋄)ss, in which the fixed
point variety CX(s) is replaced by the eigenspace Vκ(s) for arbitrary κ ∈ K∗) or
(⋄)u, then the associated first quadruple satisfies (⋄)ss or (⋄)u respectively. (Indeed
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we defined even stronger conditions, using the values Mr for r prime and M ; we
shall not require these conditions here, but we will make use of the values in the
arguments to come.) This enabled us to show that all large first quadruples not
appearing in [5, Table 1] have TGS.
The aim of this chapter is to show that all large higher quadruples not listed
in Table 1 have TGS; we shall achieve this by proving that they satisfy both (⋄)ss
and (⋄)u. We therefore require information on codimCX(g) for g either semisimple
or unipotent. Our first result in this section links this codimension to the work on
tuples in the previous section.
Proposition 2.2.1. Let (G, λ, p, k) be a quadruple, and take g ∈ G either
semisimple or unipotent; define the tuple d = (d1, . . . , dt) as follows.
(i) If g = s is semisimple, let κ1, . . . , κt be the distinct eigenvalues of s in its
action on V ; for i ∈ [1, t] let di = dimVκi(s);
(ii) If g = u is unipotent, let 1b1 , 2b2 , . . . , tbt be the sizes of the Jordan blocks
of u in its action on V , where bt > 0; for i ∈ [1, t] let di = bi + · · ·+ bt.
Then codimCGk(V )(g) = Bd,k.
Proof. Suppose V¯ is a k-dimensional subspace of V which is fixed by g. If g = s
we have V =
⊕t
i=1 Vκi(s), and as V¯ must have a basis of eigenvectors for s we
see that V¯ =
⊕t
i=1 V¯κi(s); for i ∈ [1, t] let ki = dim V¯κi(s). If instead g = u the
sizes of the Jordan blocks of u in its action on V¯ must be 1a1 , 2a2 , . . . , tat , where
for i ∈ [1, t] we have ai + · · ·+ at ≤ bi + · · ·+ bt; for i ∈ [1, t] let ki = ai + · · ·+ at.
In either case write k = (k1, . . . , kt); then k is d-feasible and |k| = k.
For a fixed d-feasible tuple k, let Vk be the variety of such subspaces V¯ . If
g = s then clearly dimVk =
∑t
i=1 ki(di − ki); if instead g = u then dimVk =∑t
j=1 aj((d1 + · · · + dj) − (k1 + · · · + kj)) =
∑t
j=1 aj
∑j
i=1(di − ki) =
∑t
i=1(di −
ki)
∑t
j=i aj =
∑t
i=1 ki(di − ki). Thus in either case codimVk = Bd,k. Taking the
union of the varieties Vk as k ranges through the finite set of d-feasible tuples with
|k| = k, we see that codimCGk(V )(g) = Bd,k.
Note that if g = u then the tuple d is automatically decreasing, while if g = s
it is harmless to assume this. Our other result in this section is the following.
Proposition 2.2.2. Let (G, λ, p, k) be a large quadruple, and take k′ ∈ [k, d2 ];
if (G, λ, p, k) satisfies (⋄)ss or (⋄)u, so does (G, λ, p, k′).
Proof. If g is either semisimple or unipotent, by Propositions 2.1.1 and 2.2.1
we have codimCGk′ (V )(g) = Bd,k′ ≥ Bd,k = codimCGk(V )(g). Thus if (G, λ, p, k)
satisfies (⋄)ss or (⋄)u, then whenever g is s ∈ G(r) for some prime r 6= p or u ∈ G(p)
respectively we have codimCGk(V )(g) > dim g
G, and so codimCGk′ (V )(g) > dim g
G,
so that (G, λ, p, k′) also satisfies (⋄)ss or (⋄)u respectively.
Combining Proposition 2.2.2 with the results obtained in [5, Chapter 2] shows
that the vast majority of higher quadruples have TGS; indeed we are left only to
consider higher quadruples (G, λ, p, k) associated to triples (G, λ, p) which appear
in [5, Tables 1, 2 and 3]. We list in Table 2.1 the remaining large higher quadruples
(G, λ, p, k) which we shall show have TGS. Note that the final column of Table 2.1
is headed ‘k0’; the entry here is the least value of k for which we claim that the
higher quadruple (G, λ, p, k) has TGS. By Proposition 2.2.2 it suffices to prove that
(G, λ, p, k0) satisfies (⋄)ss and (⋄)u; to do this, by Proposition 2.2.1 it suffices to
establish certain inequalities involving Bd,k0 for appropriate tuples d.
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Table 2.1. Remaining large higher quadruples
G λ ℓ p k0 G λ ℓ p k0 G λ p k0
Aℓ 2ω1 ≥ 3 ≥ 3 3 Bℓ 2ω1 ≥ 2 ≥ 3 2 E6 ω1 any 4
ω2 5 any 4 ω2 ≥ 3 ≥ 3 2 ω2 any 2
ω2 ≥ 6 any 3 ω2 3 2 3 E7 ω1 any 2
ω3 5 any 3 ω2 ≥ 4 2 2 ω7 any 3
ω3 6, 7, 8 any 2 ω1 + ω2 2 5 2 E8 ω8 any 2
3ω1 2 ≥ 5 2 2ω2 2 ≥ 3 2 F4 ω1 ≥ 3 2
4ω1 1 ≥ 5 2 ω4 4 any 4 ω1 2 3
2ω2 3 ≥ 3 2 ω5 5 any 3 ω4 any 3
ω4 7 any 2 ω6 6 any 2 G2 ω2 6= 3 2
ω1 + ω2 3 3 2 Cℓ 2ω1 ≥ 3 ≥ 3 2
ω1 + ωℓ ≥ 2 any 2 ω2 3 any 3
ω1 + qω1 ≥ 2 <∞ 2 ω2 ≥ 4 any 2
ω1 + qωℓ ≥ 2 <∞ 2 ω3 4 3 2
Dℓ 2ω1 ≥ 4 ≥ 3 2 ω3 3 ≥ 3 3
ω2 ≥ 4 any 2 ω4 4 ≥ 3 2
ω5 5 any 5 ω4 4 2 4
ω6 6 any 3 ω5 5 2 3
ωℓ 7, 8 any 2 ω6 6 2 2
It will be seen that in some rows in Table 2.1 the rank ℓ takes a (small) finite
number of values, while in others it takes infinitely many values. We shall find that
the two require different strategies. In Section 2.3 we shall treat the former cases,
taking each individually; in Section 2.4 we shall then consider the infinite families.
2.3. Analysis of individual cases
We continue with the notation of the previous section. For a given quadruple
(G, λ, p, k0) listed in Table 2.1 which does not occur in an infinite family, we wish
to show that it satisfies (⋄)ss and (⋄)u; to do this we must take elements s ∈ G(r)
for some prime r 6= p and u ∈ G(p) and consider the codimensions of their fixed
point varieties, which by Proposition 2.2.1 we know to be equal to Bd,k0 for the
appropriate tuples d. We assume s lies in T , and write Φ(s) = {α ∈ Φ : α(s) = 1},
so that CG(s)
◦ = 〈T,Xα : α ∈ Φ(s)〉; we take κ ∈ K∗. Our approach in this section
is based on that of [5, Section 2.6], from which the following explanation is adapted.
Firstly, as described in [5, Section 2.5], we have the weight table, which lists
the dominant weights µ occurring in V = L(λ), and gives the sizes of their W -
orbits and their multiplicities mµ. The first column of the weight table numbers
the orbits, in an order compatible with the usual partial ordering on dominant
weights; thereafter we let µi stand for any weight in the ith orbit.
Next, given a standard subsystem Ψ of Φ (meaning one generated by a subset
of Π), we write GΨ = 〈Xα : α ∈ Ψ〉 for the corresponding subsystem subgroup
of G. We define an equivalence relation on Λ(V ) by saying that two weights are
related if and only if their difference is a sum of roots in Ψ; we call the equivalence
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classes Ψ-nets. Moreover, we write Ψ as a disjoint union of irreducible root systems
Ψi, any two of which are orthogonal to each other; then each Ψi is standard, and
GΨ is the product of the subsystem subgroups GΨi . For each i let uΨi be a regular
unipotent element of GΨi ; let uΨ be the product of the uΨi , so that uΨ is regular
unipotent in GΨ.
Now on the one hand, if we assume Ψ is disjoint from Φ(s), then in a given
Ψ-net any two weights whose difference is a root must lie in different eigenspaces for
s; we may use this observation to obtain a lower bound c(s) for the contribution to
codimVκ(s). On the other hand, for the same Ψ-net the sum of the weight spaces
corresponding to the set of weights therein is a GΨ-module; if we assume uΨ ∈ G(p),
we may determine a lower bound c(uΨ) for the contribution to codimCV (uΨ).
Given Ψ we provide a Ψ-net table, whose rows correspond to the different types
of Ψ-net which appear among the weights in Λ(V ). In each row of this table the
entries are as follows: the first column gives the type of Ψ-net, using notation
explained below; the next few columns give the numbers ni of weights in the Ψ-net
which lie in the W -orbit numbered i in the weight table; the next column gives
the number m of such Ψ-nets; and the remaining columns give the lower bounds
c(s) and c(uΨ) (which may depend on r or p respectively). The bottom row of the
table sums the values c(s) and c(uΨ) to give lower bounds c(Ψ)ss and c(Ψ)u for
codimVκ(s) and codimCV (uΨ) respectively.
Our strategy is then as follows. We first give the weight table. We then begin
by giving the Ψ-net table for Ψ of rank 1 (if e(Φ) > 1 we need to consider Ψ = 〈α〉
both for α short and for α long). Write c for either c(Ψ)ss or c(Ψ)u. At this point
we may not know precisely the tuple d associated to the element s or uΨ. However,
we have d− d1 ≥ c, and hence d1 ≤ d− c; thus if we write b = d− c, then d ∈ T bd .
Proposition 2.1.5 now shows that Bd,k0 ≥ Bd0,k0 , where d0 has all parts equal to
b except possibly the last; we therefore compute Bd0,k0 . Now if c = c(Ψ)ss, and
sG is any semisimple class with dim sG < Bd0,k0 such that Ψ is disjoint from Φ(s)
(which we may certainly assume if Ψ = 〈α〉, unless p 6= e(Φ) > 1 and α is long —
recall that if e(Φ) > 1 then any long root is the sum of two short roots, while any
short root is 1e(Φ) times the sum of two long roots), then we have
codimCGk(V )(s) = Bd,k0 ≥ Bd0,k0 > dim sG
as required for (⋄)ss; thus we may henceforth ignore all such semisimple classes.
Likewise if uG is any unipotent class with dim uG < Bd0,k0 such that the closure of
uG contains uΨ
G (which again we may certainly assume if Ψ has rank 1, provided
we treat both long and short roots if e(Φ) > 1), then by [5, Lemma 1.3.2] we have
codimCGk(V )(u) ≥ codimCGk(V )(uΨ) = Bd,k0 ≥ Bd0,k0 > dimuG
as required for (⋄)u; thus we may henceforth ignore all such unipotent classes. The
remaining semisimple classes sG satisfy dim sG ≥ Bd0,k0 , i.e., |Φ(s)| ≤M −Bd0,k0 ;
we identify a larger subsystem Ψ such that each of these remaining Φ(s) has a
conjugate of Ψ disjoint from it, and such that all remaining unipotent classes have
uΨ
G in their closure. We take this Ψ and repeat the procedure to obtain improved
lower bounds c(Ψ)ss and c(Ψ)u, and hence larger values Bd0,k0 . Continuing thus,
we eventually show that the quadruple (G, λ, p, k0) satisfies (⋄)ss and (⋄)u.
Note that in computing Bd0,k0 , often we have c ≤ d2 , so that b ≥ d2 and
d0 = (b, c), in which case we can employ Proposition 2.1.4; if c >
d
2 and k0 ≤ 3 we
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can employ Corollary 2.1.3; if c > d2 and k0 ≥ 4 we may need to consider various
possibilities for the tuple k0 with |k0| = k0 to find one with Bd0,k0 minimal, but
by Proposition 2.1.2 we need only treat those which are decreasing.
In order to explain our notation for Ψ-nets, we begin with Weyl GΨ-modules.
We have Ψ = 〈αj : j ∈ S〉 for some subset S of {1, . . . , ℓ}. For each j ∈ S,
there exists i with αj ∈ Ψi; we let ω¯j be the fundamental dominant weight of GΨi
corresponding to αj . The high weight of any Weyl GΨ-module may then be written
as ν¯ =
∑
j∈S ajω¯j for some non-negative integers aj ; we writeWGΨ(ν¯) for the Weyl
GΨ-module with high weight ν¯.
We find that in all but two of the cases treated here, the set of weights (ignoring
multiplicities) appearing a given Ψ-net is that of a single Weyl GΨ-moduleWGΨ(ν¯).
The corresponding entry in the first column of the Ψ-net table is the weight ν¯. In
the two exceptions, either G = E7 and λ = ω1 orG = E8 and λ = ω8, the subsystem
Ψ is 〈α1, α4〉 of type A12, and the Ψ-net consists of the weights in the Lie algebra
of GΨ. The corresponding entry in the first column of the Ψ-net table is ‘2ω¯1/2ω¯4’,
indicating that the weights concerned are those lying in the union of the sets of
weights of the Weyl GΨ-modules WGΨ(2ω¯1) and WGΨ(2ω¯4).
We also find that in all but one of the cases treated here, each Ψ-net contains
weights from either one or two W -orbits. Given α ∈ Ψ, any α-string of length 3 or
4 must be of the form µj µi µj or µj µi µi µj with i < j. In the one exception,
G = A1, the subsystem Ψ is 〈α1〉 of type A1, and the Ψ-net comprises a single
α1-string µ2 µ1 µ0 µ1 µ2. Thus for any row of the Ψ-net table, the entry ν¯ in the
first column and the values ni in the next few suffice to determine the exact form
of the Ψ-net concerned.
For example, suppose G = Aℓ and the W -orbits on weights in Λ(V ) are num-
bered 1 and 2. If Ψ = 〈α1, α2〉 is of type A2, the entries
2ω¯1 3 3 or ω¯1 + ω¯2 1 6
in the first three columns of the Ψ-net table correspond to Ψ-nets of the form
µ2
µ1 µ1
µ2 µ1 µ2
or
µ2 µ2
µ2 µ1 µ2
µ2 µ2
respectively, in which the lines sloping upwards and to the right are α1-strings and
those sloping downwards and to the right are α2-strings, so that the weights are of
the form
µ, µ− α1, µ− 2α1, µ− α1 − α2, µ− 2α1 − α2, µ− 2α1 − 2α2
or
µ, µ− α1, µ− α2, µ− α1 − α2, µ− 2α1 − α2, µ− α1 − 2α2, µ− 2α1 − 2α2
respectively.
It will next be helpful to say something about how the values c(s) and c(uΨ)
are obtained for a given Ψ-net; we begin with the former. We may take any given
weight µ in the Ψ-net and suppose µ lies in Vκ(s); this implies that any other
weight in the Ψ-net of the form µ − tα, where α ∈ Ψ and t is not a multiple of
r, does not lie in Vκ(s). If there are weights not of this form, we may take any
of them and repeat the process until we obtain a maximal set of weights which
could all lie in Vκ(s). After working through all possibilities we may let c(s) be the
smallest possible contribution to codimVκ(s) obtained. Of course, we may use the
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action of the Weyl group to reduce the number of possibilities to be considered; for
example, when choosing the initial weight µ we need only treat one from each W -
orbit represented in the Ψ-net. Note that if Ψi is one of the irreducible subsystems
comprising Ψ, then we may decompose the Ψ-net into Ψi-nets and add together
the lower bounds obtained from them to obtain a lower bound for the Ψ-net.
For example, consider the two Ψ-nets above for GΨ of type A2. In the first,
where ν¯ = 2ω¯1, up to the action of W the maximal sets of weights which could all
lie in Vκ(s) are as follows:
{µ, µ− 2α1 − α2}; and {µ, µ− 2α1, µ− 2α1 − 2α2} if r = 2.
In the second, where ν¯ = ω¯1 + ω¯2, they are as follows:
{µ, µ− 2α1 − α2, µ− α1 − 2α2}; {µ− α1 − α2}; and {µ, µ− 2α1 − 2α2} if r = 2.
Writing mµi for the multiplicity of the weights of the form µi, for the first Ψ-net
we have c(s) = 2mµ1 + 2mµ2 , unless r = 2 in which case c(s) = min{2mµ1 +
2mµ2 , 3mµ1}, while for the second Ψ-net we have c(s) = min{mµ1 + 3mµ2 , 6mµ2}.
We now turn to the value c(uΨ) for a given Ψ-net, where we assume uΨ ∈ G(p).
For each i, let JΨi be an A1 subgroup of GΨi containing the regular unipotent
element uΨi . Let JΨ be the product of the subgroups JΨi ; then uΨ is regular in
JΨ. As observed above, the sum of the weight spaces corresponding to the weights
in the Ψ-net is a GΨ-module; we may decompose this into JΨ-composition factors.
Any such JΨ-composition factor X is then a tensor product of JΨi-composition fac-
tors Xi. For each i we may compute codimCXi(uΨi); multiplying by
∏
j 6=i dimXj
gives codimCX(uΨi). Since the closure of uΨ
G contains each uΨi , we may then
take the maximum of the values codimCX(uΨi) as a lower bound for the con-
tribution to codimCV (uΨ) from the JΨ-composition factor X ; summing over the
JΨ-composition factors in the GΨ-module gives the value c(uΨ) for the Ψ-net.
We next discuss further the process of successively increasing the size of the
subsystem Ψ used in the calculations. At a given stage, using Ψ we obtain a
lower bound Bd0,k0 for codimCGk(V )(s), and hence an upper bound M − Bd0,k0
for the size of the subsystems Φ(s) for the semisimple classes sG which still require
consideration. We then wish to take a certain larger subsystem Ψ at the next stage,
which requires us to know that each of these remaining Φ(s) has a conjugate of Ψ
disjoint from it. If the upper bound for |Φ(s)| is relatively small, this may be seen
by inspection; for the other instances which arise we note the following.
Given a subsystem Ψ, let mΨ be the size of the smallest possible subsystem
which intersects every conjugate of Ψ; then provided the upper bound for |Φ(s)| is
smaller than mΨ, we may conclude that for each of the semisimple classes s
G still
under consideration there is indeed a conjugate of Ψ disjoint from Φ(s). The values
mΨ which we will need are given in the following, which was [5, Lemma 2.6.1].
Lemma 2.3.1. Suppose Φ is of type Aℓ. If ℓ ≥ 3 then mA12 = ℓ(ℓ−1) =M−2ℓ;
if ℓ ≥ 5 then mA13 = (ℓ − 1)(ℓ − 2) = M − (4ℓ− 2); if ℓ ≥ 2 then mA2 = ⌊ 12ℓ2⌋ =
M −M2; and if ℓ ≥ 9 then mA2A12 = mA2 .
Finally we explain our notation for unipotent classes. If p ≥ 3 or G = Aℓ, we
shall use the standard notation given by the Bala-Carter classification. If instead
p = 2 and G = Bℓ, Cℓ or Dℓ, this classification does not apply in general; we shall
instead use the Liebeck-Seitz classification given in [10]. This represents a class
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lying in G(2) by an expression of the form
W (1)a1 +W (2)a2 + V (2)b,
together with a final summand R if G = Bℓ; here a1, a2 and b are non-negative
integers satisfying a1+2a2+ b = ℓ, with a2+ b > 0, such that b ≤ 2, and if G = Dℓ
then b is even. This expression gives the action on the natural module of a class
representative, withW (m) representing a pair of Jordan blocks of size m and V (m)
a single Jordan block of size m (and R denoting the 1-dimensional radical of the
associated form if G = Bℓ). For some of these classes we shall use the following
notation (ignoring the radical R if it is present): the class corresponding to
W (1)ℓ−2y +W (2)y
will be called A1
y (unless G = Dℓ and y =
1
2 ℓ, in which case there are two classes
(A1
ℓ/2)′ and (A1ℓ/2)′′, which are interchanged by a graph automorphism); if G = Bℓ
or Cℓ, the class corresponding to
W (1)ℓ−2y−1 +W (2)y + V (2)
will be called A1
yB1 or A1
yC1 respectively; if G = Dℓ, the class corresponding to
W (1)ℓ−2y−2 +W (2)y + V (2)2
will be called A1
yD2. In each case the class labelled with a subsystem Φ
′ then
contains elements regular in a subsystem subgroup of type Φ′, so we recover the
Bala-Carter notation for these classes (although if G = Bℓ or Cℓ there are other
classes whose notation we have not specified).
We now work through the quadruples. As in [5, Sections 2.5 and 2.6], we shall
begin with those in which all roots in Φ have the same length.
Proposition 2.3.2. Let G = A5 and λ = ω2; then for k ∈ [4, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω2 15 1
We have M = 30, M3 = 24 and M2 = 18; we take k0 = 4.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 4 4 4
0 1 7
4 4
Thus c(Ψ)ss = c(Ψ)u = 4, so we take d0 = (11, 4); using Proposition 2.1.4 we
then have Bd0,4 = 16 > 10 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 16 = 14 < 20 = mA12 , each of which has a subsystem of
type A1
2 disjoint from Φ(s), and unipotent classes of dimension at least 16, each
of which has the class A1
2 in its closure.
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Now take Ψ = 〈α1, α3〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 1 2 2
ω¯1 2 2 2 2
ω¯3 2 2 2 2
0 1 3
6 6
Thus c(Ψ)ss = c(Ψ)u = 6, so we take d0 = (9, 6); using Proposition 2.1.4 we then
have Bd0,4 = 21 > M2 > 16 = dim uΨ
G. We may therefore assume from now on
that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need only consider
semisimple classes sG with |Φ(s)| ≤M − 21 = 9, each of which has a subsystem of
type A2A1 disjoint from Φ(s), and unipotent classes of dimension at least 21, each
of which has the class A2A1 in its closure.
Now take Ψ = 〈α1, α2, α4〉 of type A2A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯4 6 1 4 4
ω¯1 3 1 2 2
ω¯2 3 1 2 2
ω¯4 2 1 1 1
0 1 1
9 9
Thus c(Ψ)ss = c(Ψ)u = 9, so we take d0 = (6, 6, 3); according as k0 = (4, 0, 0),
(3, 1, 0), (2, 2, 0) or (2, 1, 1) we have Bd0,k0 = 36, 30, 28 or 29, so Bd0,4 = 28 >
M3 > 22 = dimuΨ
G. We may therefore assume from now on that r ≥ 5, and that
p ≥ 5 when we treat unipotent classes. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 28 = 2, each of which has a subsystem of type A4 disjoint
from Φ(s), and unipotent classes of dimension at least 28, each of which has the
class A4 in its closure.
Now take Ψ = 〈α1, α2, α3, α4〉 of type A4. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1 5 1 4 4
ω¯2 10 1 8 8
12 12
Thus c(Ψ)ss = c(Ψ)u = 12, so we take d0 = (3, 3, 3, 3, 3); according as k0 =
(3, 1, 0, 0, 0), (2, 2, 0, 0, 0), (2, 1, 1, 0, 0) or (1, 1, 1, 1, 0) we have Bd0,k0 = 42, 40, 38
or 36, so Bd0,4 = 36 > M . Therefore if k ∈ [4, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.3. Let G = A5 and λ = ω3; then for k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω3 20 1
We have M = 30, M3 = 24 and M2 = 18; we take k0 = 3.
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Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 6 6 6
0 1 8
6 6
Thus c(Ψ)ss = c(Ψ)u = 6, so we take d0 = (14, 6); using Proposition 2.1.4 we
then have Bd0,3 = 18 > 10 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 18 = 12 < 20 = mA12 , each of which has a subsystem of
type A1
2 disjoint from Φ(s), and unipotent classes of dimension at least 18, each
of which has the class A1
2 in its closure.
Now take Ψ = 〈α1, α3〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 2 4 4
ω¯1 2 2 2 2
ω¯3 2 2 2 2
0 1 4
8 8
Thus c(Ψ)ss = c(Ψ)u = 8, so we take d0 = (12, 8); using Proposition 2.1.4 we then
have Bd0,3 = 24 > M2 > 16 = dim uΨ
G. We may therefore assume from now on
that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need only consider
semisimple classes sG with |Φ(s)| ≤M − 24 = 6, each of which has a subsystem of
type A2A1 disjoint from Φ(s), and unipotent classes of dimension at least 24, each
of which has the class A2A1 in its closure.
Now take Ψ = 〈α1, α2, α4〉 of type A2A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯4 6 1 4 4
ω¯2+ω¯4 6 1 4 4
ω¯1 3 1 2 2
ω¯2 3 1 2 2
0 1 2
12 12
Thus c(Ψ)ss = c(Ψ)u = 12, so we take d0 = (8, 8, 4); using Corollary 2.1.3 we then
have Bd0,3 = 32 > M . Therefore if k ∈ [3, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.4. Let G = A6 and λ = ω3; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω3 35 1
We have M = 42, M3 = 32 and M2 = 24; we take k0 = 2.
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Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 10 10 10
0 1 15
10 10
Thus c(Ψ)ss = c(Ψ)u = 10, so we take d0 = (25, 10); using Proposition 2.1.4 we
then have Bd0,2 = 20 > 12 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 20 = 22 < 30 = mA12 , each of which has a subsystem of
type A1
2 disjoint from Φ(s), and unipotent classes of dimension at least 20, each
of which has the class A1
2 in its closure.
Now take Ψ = 〈α1, α3〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 3 6 6
ω¯1 2 4 4 4
ω¯3 2 4 4 4
0 1 7
14 14
Thus c(Ψ)ss = c(Ψ)u = 14, so we take d0 = (21, 14); using Proposition 2.1.4 we
then have Bd0,2 = 28 > M2 > 20 = dimuΨ
G. We may therefore assume from
now on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤ M − 28 = 14 < 18 = mA2 , each
of which has a subsystem of type A2 disjoint from Φ(s), and unipotent classes of
dimension at least 28, each of which has the class A2 in its closure.
Now take Ψ = 〈α1, α2〉 of type A2. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1 3 6 12 12
ω¯2 3 4 8 8
0 1 5
20 20
Thus c(Ψ)ss = c(Ψ)u = 20, so we take d0 = (15, 15, 5); using Corollary 2.1.3 we
then have Bd0,2 = 38 > M3 > 22 = dimuΨ
G. We may therefore assume from
now on that r ≥ 5, and that p ≥ 5 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤ M − 38 = 4, each of which has
a subsystem of type A3 disjoint from Φ(s), and unipotent classes of dimension at
least 38, each of which has the class A3 in its closure.
Now take Ψ = 〈α1, α2, α3〉 of type A3. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1 4 3 9 9
ω¯2 6 3 12 12
ω¯3 4 1 3 3
0 1 1
24 24
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Thus c(Ψ)ss = c(Ψ)u = 24, so we take d0 = (11, 11, 11, 2); using Corollary 2.1.3
we then have Bd0,2 = 46 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proposition 2.3.5. Let G = A7 and λ = ω3; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω3 56 1
We have M = 56, M3 = 42 and M2 = 32; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 15 15 15
0 1 26
15 15
Thus c(Ψ)ss = c(Ψ)u = 15, so we take d0 = (41, 15); using Proposition 2.1.4 we
then have Bd0,2 = 30 > 14 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 30 = 26 < 30 = mA13 , each of which has a subsystem of
type A1
3 disjoint from Φ(s), and unipotent classes of dimension at least 30, each
of which has the class A1
3 in its closure.
Now take Ψ = 〈α1, α3, α5〉 of type A13. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3+ω¯5 8 1 4 4
ω¯1+ω¯3 4 2 4 4
ω¯1+ω¯3 4 2 4 4
ω¯1+ω¯3 4 2 4 4
ω¯1 2 3 3 3
ω¯1 2 3 3 3
ω¯1 2 3 3 3
0 1 6
25 25
Thus c(Ψ)ss = c(Ψ)u = 25, so we take d0 = (31, 25); using Proposition 2.1.4 we
then have Bd0,2 = 50 > M3 > 30 = dimuΨ
G. We may therefore assume from
now on that r ≥ 5, and that p ≥ 5 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤ M − 50 = 6, each of which has
a subsystem of type A3 disjoint from Φ(s), and unipotent classes of dimension at
least 50, each of which has the class A3 in its closure.
Now take Ψ = 〈α1, α2, α3〉 of type A3. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1 4 6 18 18
ω¯2 6 4 16 16
ω¯3 4 1 3 3
0 1 4
37 37
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Thus c(Ψ)ss = c(Ψ)u = 37, so we take d0 = (19, 19, 18); using Corollary 2.1.3
we then have Bd0,2 = 72 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proposition 2.3.6. Let G = A8 and λ = ω3; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω3 84 1
We have M = 72 and M2 = 40; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 21 21 21
0 1 42
21 21
Thus c(Ψ)ss = c(Ψ)u = 21, so we take d0 = (63, 21); using Proposition 2.1.4 we
then have Bd0,2 = 42 > M2 > 16 = dimuΨ
G. We may therefore assume from now
on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need only
consider semisimple classes sG with |Φ(s)| ≤ M − 42 = 30, each of which has a
subsystem of type A2A1 disjoint from Φ(s), and unipotent classes of dimension at
least 42, each of which has the class A2A1 in its closure.
Now take Ψ = 〈α1, α2, α4〉 of type A2A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯4 6 4 16 16
ω¯2+ω¯4 6 1 4 4
ω¯1 3 7 14 14
ω¯2 3 4 8 8
ω¯4 2 6 6 6
0 1 9
48 48
Thus c(Ψ)ss = c(Ψ)u = 48, so we take d0 = (36, 36, 12); using Corollary 2.1.3
we then have Bd0,2 = 94 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proposition 2.3.7. Let G = A2 and λ = 3ω1 with p ≥ 5; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 3ω1 3 1
1 ω1+ω2 6 1
0 0 1 1
We have M = 6; we take k0 = 2.
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Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r=3 r≥5 p≥5
3ω¯1 0 2 2 1 2 2 3 3
2ω¯1 1 2 0 1 1 2 2 2
ω¯1 0 2 0 1 1 1 1 1
0 0 0 1 1
4 5 6 6
Thus c(Ψ)ss, c(Ψ)u ≥ 4, so we may take d0 = (6, 4); using Proposition 2.1.4 we
then have Bd0,2 = 8 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.8. Let G = A1 and λ = 4ω1 with p ≥ 5; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 4ω1 2 1
1 2ω1 2 1
0 0 1 1
We have M = 2; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r=3 r≥5 p≥5
4ω¯1 1 2 2 1 2 3 4 4
2 3 4 4
Thus c(Ψ)ss, c(Ψ)u ≥ 2, so we may take d0 = (3, 2); using Proposition 2.1.4 we
then have Bd0,2 = 3 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.9. Let G = A3 and λ = 2ω2 with p ≥ 3; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,3. The weight table is as follows.
i µ |W.µ| mµ
2 2ω2 6 1
1 ω1+ω3 12 1
0 0 1 2−ζ
We have M = 12; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r≥3 p≥3
2ω¯1 0 1 2 2 2 4 4
2ω¯1 1 2 0 1 2−ζ 2 2
ω¯1 0 2 0 4 4 4 4
0 0 0 1 2
8−ζ 10 10
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Thus c(Ψ)ss, c(Ψ)u ≥ 8−ζ, so we may take d0 = (12, 8−ζ); using Proposition 2.1.4
we then have Bd0,2 = 16−2ζ > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proposition 2.3.10. Let G = A7 and λ = ω4; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω4 70 1
We have M = 56 and M2 = 32; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 20 20 20
0 1 30
20 20
Thus c(Ψ)ss = c(Ψ)u = 20, so we take d0 = (50, 20); using Proposition 2.1.4 we
then have Bd0,2 = 40 > M2 > 14 = dimuΨ
G. We may therefore assume from
now on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤ M − 40 = 16 < 24 = mA2 , each
of which has a subsystem of type A2 disjoint from Φ(s), and unipotent classes of
dimension at least 40, each of which has the class A2 in its closure.
Now take Ψ = 〈α1, α2〉 of type A2. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1 3 10 20 20
ω¯2 3 10 20 20
0 1 10
40 40
Thus c(Ψ)ss = c(Ψ)u = 40, so we take d0 = (30, 30, 10); using Corollary 2.1.3
we then have Bd0,2 = 78 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proposition 2.3.11. Let G = A3 and λ = ω1 + ω2 with p = 3; then for
k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω1+ω2 12 1
2 ω3 4 1
We have M = 12 and M2 = 8; we take k0 = 2.
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Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 n2 m r=2 r≥5 p=3
2ω¯1 1 2 2 2 4 4
ω¯1 0 2 3 3 3 3
ω¯1 2 0 1 1 1 1
0 0 1 2
6 8 8
Thus if r = 2 then c(Ψ)ss = 6, so we take d0 = (10, 6); using Proposition 2.1.4 we
then have Bd0,2 = 12 > M2. If instead r ≥ 5 then c(Ψ)ss = c(Ψ)u = 8, so we take
d0 = (8, 8); using Proposition 2.1.4 we then have Bd0,2 = 14 > M . Therefore if
k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.12. Let G = D5 and λ = ω5; then for k ∈ [5, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω5 16 1
We have M = 40, M3 = 30 and M2 = 24; we take k0 = 5.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 4 4 4
0 1 8
4 4
Thus c(Ψ)ss = c(Ψ)u = 4, so we take d0 = (12, 4); using Proposition 2.1.4 we
then have Bd0,5 = 20 > 14 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 20 = 20, each of which has a subsystem of type A12 or a
subsystem of type D2 disjoint from Φ(s), and unipotent classes of dimension at
least 20, each of which has the class A1
2 or the class D2 in its closure.
Now take Ψ = 〈α1, α3〉 of type A12, and Ψ = 〈α4, α5〉 of type D2. The Ψ-net
tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 1 2 2
ω¯1 2 2 2 2
ω¯3 2 2 2 2
0 1 4
6 6
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯4 2 4 4 4
ω¯5 2 4 4 4
8 8
Thus according as Ψ = A1
2 or D2 we have c(Ψ)ss = c(Ψ)u = 6 or 8, so we take
d0 = (10, 6) or (8, 8); using Proposition 2.1.4 we then have Bd0,5 = 26 > M2 > 20 =
dimuΨ
G or Bd0,5 = 28 > M2 > 16 = dimuΨ
G. Taking the smaller of the two lower
bounds, we see that we may therefore assume from now on that r ≥ 3, and that
p ≥ 3 when we treat unipotent classes. Moreover we need only consider semisimple
classes sG with |Φ(s)| ≤ M − 26 = 14, and unipotent classes of dimension at least
26; since each of the former has a subsystem of type D2 disjoint from Φ(s), and
each of the latter has the class D2 in its closure, we may actually take the larger of
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the two lower bounds. We need therefore only consider semisimple classes sG with
|Φ(s)| ≤M − 28 = 12, each of which has a subsystem of type A2A1 or a subsystem
of type D3 disjoint from Φ(s), and unipotent classes of dimension at least 28, each
of which has the class A2A1 or the class D3 in its closure (and for the unipotent
class D3 to lie in G(p) we need p ≥ 5).
Now take Ψ = 〈α1, α2, α4〉 of type A2A1, and Ψ = 〈α3, α4, α5〉 of type D3. The
Ψ-net tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯2+ω¯4 6 1 4 4
ω¯1 3 2 4 4
ω¯4 2 1 1 1
0 1 2
9 9
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥5
ω¯4 4 2 6 6
ω¯5 4 2 6 6
12 12
Thus according as Ψ = A2A1 or D3 we have c(Ψ)ss = c(Ψ)u = 9 or 12, so we
take d0 = (7, 7, 2) or (4, 4, 4, 4). In the former case, according as k0 = (5, 0, 0),
(4, 1, 0), (3, 2, 0), (3, 1, 1) or (2, 2, 1) we have Bd0,k0 = 45, 37, 33, 36 or 34, so
Bd0,5 = 33 > M3 > 28 = dimuΨ
G; in the latter case, according as k0 = (4, 1, 0, 0),
(3, 2, 0, 0), (3, 1, 1, 0), (2, 2, 1, 0) or (2, 1, 1, 1) we have Bd0,k0 = 52, 48, 46, 44 or 42,
so Bd0,5 = 42 > M . Taking the smaller of the two lower bounds, we see that we
need only consider semisimple classes sG with |Φ(s)| ≤M − 33 = 7, and unipotent
classes of dimension at least 33; since each of the former has a subsystem of type
D3 disjoint from Φ(s), and each of the latter has the class D3 in its closure, we
may actually take the larger of the two lower bounds. Therefore if k ∈ [5, d2 ] the
quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.13. Let G = D6 and λ = ω6; then for k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω6 32 1
We have M = 60, M3 = 44 and M2 = 36; we take k0 = 3.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 8 8 8
0 1 16
8 8
Thus c(Ψ)ss = c(Ψ)u = 8, so we take d0 = (24, 8); using Proposition 2.1.4 we
then have Bd0,3 = 24 > 18 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 24 = 36, each of which has a subsystem of type A12 or a
subsystem of type D2 disjoint from Φ(s), and unipotent classes of dimension at
least 24, each of which has the class A1
2 or the class D2 in its closure.
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Now take Ψ = 〈α1, α3〉 of type A12, and Ψ = 〈α5, α6〉 of type D2. The Ψ-net
tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 2 4 4
ω¯1 2 4 4 4
ω¯3 2 4 4 4
0 1 8
12 12
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯5 2 8 8 8
ω¯6 2 8 8 8
16 16
Thus according as Ψ = A1
2 or D2 we have c(Ψ)ss = c(Ψ)u = 12 or 16, so we take
d0 = (20, 12) or (16, 16); using Proposition 2.1.4 we then have Bd0,3 = 36 > 28 =
dimuΨ
G or Bd0,3 = 44 > M2 > 20 = dimuΨ
G. Taking the smaller of the two lower
bounds, we need only consider semisimple classes sG with |Φ(s)| ≤M−36 = 24, and
unipotent classes of dimension at least 36; since each of the former has a subsystem
of type D2 disjoint from Φ(s), and each of the latter has the class D2 in its closure,
we may actually take the larger of the two lower bounds. We may therefore assume
from now on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes; and
we need only consider semisimple classes sG with |Φ(s)| ≤ M − 44 = 16, each of
which has a subsystem of type A2A1 disjoint from Φ(s), and unipotent classes of
dimension at least 44, each of which has the class A2A1 in its closure.
Now take Ψ = 〈α1, α2, α4〉 of type A2A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯4 6 1 4 4
ω¯2+ω¯4 6 1 4 4
ω¯1 3 2 4 4
ω¯2 3 2 4 4
ω¯4 2 2 2 2
0 1 4
18 18
Thus c(Ψ)ss = c(Ψ)u = 18, so we take d0 = (14, 14, 4); using Corollary 2.1.3 we
then have Bd0,3 = 50 > M3 > 40 = dimuΨ
G. We need only consider semisimple
classes sG with |Φ(s)| ≤ M − 50 = 10, each of which has a subsystem of type D3
disjoint from Φ(s), and unipotent classes of dimension at least 50, each of which
has the class D3 in its closure.
Now take Ψ = 〈α3, α4, α5〉 of type D3. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯5 4 4 12 12
ω¯6 4 4 12 12
24 24
Thus c(Ψ)ss = c(Ψ)u = 24, so we take d0 = (8, 8, 8, 8); using Corollary 2.1.3 we
then have Bd0,3 = 66 > M . Therefore if k ∈ [3, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.14. Let G = D7 and λ = ω7; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
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Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω7 64 1
We have M = 84, M3 = 60 and M2 = 48; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 16 16 16
0 1 32
16 16
Thus c(Ψ)ss = c(Ψ)u = 16, so we take d0 = (48, 16); using Proposition 2.1.4 we
then have Bd0,2 = 32 > 22 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 32 = 52, each of which has a subsystem of type A12 or a
subsystem of type D2 disjoint from Φ(s), and unipotent classes of dimension at
least 32, each of which has the class A1
2 or the class D2 in its closure.
Now take Ψ = 〈α1, α3〉 of type A12, and Ψ = 〈α6, α7〉 of type D2. The Ψ-net
tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 4 8 8
ω¯1 2 8 8 8
ω¯3 2 8 8 8
0 1 16
24 24
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯6 2 16 16 16
ω¯7 2 16 16 16
32 32
Thus according as Ψ = A1
2 or D2 we have c(Ψ)ss = c(Ψ)u = 24 or 32, so we
take d0 = (40, 24) or (32, 32); using Proposition 2.1.4 we then have Bd0,2 = 48 >
36 = dim uΨ
G or Bd0,2 = 62 > M3 > 24 = dim uΨ
G. Taking the smaller of the
two lower bounds, we see that we need only consider semisimple classes sG with
|Φ(s)| ≤M − 48 = 36, and unipotent classes of dimension at least 48; since each of
the former has a subsystem of type D2 disjoint from Φ(s), and each of the latter
has the class D2 in its closure, we may actually take the larger of the two lower
bounds. We may therefore assume from now on that r ≥ 5, and that p ≥ 5 when
we treat unipotent classes. Moreover we need therefore only consider semisimple
classes sG with |Φ(s)| ≤ M − 62 = 22, each of which has a subsystem of type A3
or a subsystem of type D3 disjoint from Φ(s), and unipotent classes of dimension
at least 62, each of which has the class A3 or the class D3 in its closure.
Now take Ψ = 〈α1, α2, α3〉 of type A3, and Ψ = 〈α3, α4, α5〉 of type D3. The
Ψ-net tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1 4 4 12 12
ω¯2 6 4 16 16
ω¯3 4 4 12 12
0 1 8
40 40
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯6 4 8 24 24
ω¯7 4 8 24 24
48 48
Thus according as Ψ = A3 or D3 we have c(Ψ)ss = c(Ψ)u = 40 or 48, so we take
d0 = (24, 24, 16) or (16, 16, 16, 16); using Corollary 2.1.3 we then have Bd0,2 = 78 >
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56 = dim uΨ
G or Bd0,2 = 94 > M . Taking the smaller of the two lower bounds, we
see that we need only consider semisimple classes sG with |Φ(s)| ≤M−78 = 6, and
unipotent classes of dimension at least 78; since each of the former has a subsystem
of type D3 disjoint from Φ(s), and each of the latter has the class D3 in its closure,
we may actually take the larger of the two lower bounds. Therefore if k ∈ [2, d2 ] the
quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.15. Let G = D8 and λ = ω8; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω8 128 1
We have M = 112; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 32 32 32
0 1 64
32 32
Thus c(Ψ)ss = c(Ψ)u = 32, so we take d0 = (96, 32); using Proposition 2.1.4 we
then have Bd0,2 = 64 > 26 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 64 = 48, each of which has a subsystem of type A12 or a
subsystem of type D2 disjoint from Φ(s), and unipotent classes of dimension at
least 64, each of which has the class A1
2 or the class D2 in its closure.
Now take Ψ = 〈α1, α3〉 of type A12, and Ψ = 〈α7, α8〉 of type D2. The Ψ-net
tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯3 4 8 16 16
ω¯1 2 16 16 16
ω¯3 2 16 16 16
0 1 32
48 48
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯7 2 32 32 32
ω¯8 2 32 32 32
64 64
Thus according as Ψ = A1
2 or D2 we have c(Ψ)ss = c(Ψ)u = 48 or 64, so we take
d0 = (80, 48) or (64, 64); using Proposition 2.1.4 we then have Bd0,2 = 96 > 44 =
dimuΨ
G or Bd0,2 = 126 > M . Taking the smaller of the two lower bounds, we see
that we need only consider semisimple classes sG with |Φ(s)| ≤ M − 96 = 16, and
unipotent classes of dimension at least 96; since each of the former has a subsystem
of type D2 disjoint from Φ(s), and each of the latter has the class D2 in its closure,
we may actually take the larger of the two lower bounds. Therefore if k ∈ [2, d2 ] the
quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.16. Let G = E6 and λ = ω1; then for k ∈ [4, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω1 27 1
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We have M = 72, M3 = 54 and M2 = 40; we take k0 = 4.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 6 6 6
0 1 15
6 6
Thus c(Ψ)ss = c(Ψ)u = 6, so we take d0 = (21, 6); using Proposition 2.1.4 we then
have Bd0,4 = 24 > 22 = dimuΨ
G. We need only consider semisimple classes sG
with |Φ(s)| ≤ M − 24 = 48, each of which has a subsystem of type A12 disjoint
from Φ(s), and unipotent classes of dimension at least 24, each of which has the
class A1
2 in its closure.
Now take Ψ = 〈α1, α4〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯4 4 1 2 2
ω¯1 2 4 4 4
ω¯4 2 4 4 4
0 1 7
10 10
Thus c(Ψ)ss = c(Ψ)u = 10, so we take d0 = (17, 10); using Proposition 2.1.4 we
then have Bd0,4 = 40 > 32 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤M − 40 = 32, each of which has a subsystem of type A13 disjoint
from Φ(s), and unipotent classes of dimension at least 40, each of which has the
class A1
3 in its closure.
Now take Ψ = 〈α1, α4, α6〉 of type A13. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯4 4 1 2 2
ω¯1+ω¯6 4 1 2 2
ω¯4+ω¯6 4 1 2 2
ω¯1 2 2 2 2
ω¯4 2 2 2 2
ω¯6 2 2 2 2
0 1 3
12 12
Thus c(Ψ)ss = c(Ψ)u = 12, so we take d0 = (15, 12); using Proposition 2.1.4 we
then have Bd0,4 = 45 > M2 = 40 = dimuΨ
G. We may therefore assume from now
on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need only
consider semisimple classes sG with |Φ(s)| ≤ M − 45 = 27, each of which has a
subsystem of type A2A1 disjoint from Φ(s), and unipotent classes of dimension at
least 45, each of which has the class A2A1 in its closure.
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Now take Ψ = 〈α1, α3, α6〉 of type A2A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯3+ω¯6 6 1 4 4
ω¯1 3 3 6 6
ω¯3 3 1 2 2
ω¯6 2 3 3 3
0 1 3
15 15
Thus c(Ψ)ss = c(Ψ)u = 15, so we take d0 = (12, 12, 3); according as k0 = (4, 0, 0),
(3, 1, 0), (2, 2, 0) or (2, 1, 1) we have Bd0,k0 = 60, 54, 52 or 59, so Bd0,4 = 52 > 46 =
dimuΨ
G. We need only consider semisimple classes sG with |Φ(s)| ≤M − 52 = 20,
each of which has a subsystem of type A2A1
2 disjoint from Φ(s), and unipotent
classes of dimension at least 52, each of which has the class A2A1
2 in its closure.
Now take Ψ = 〈α1, α2, α4, α6〉 of type A2A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯4 6 1 4 4
ω¯1+ω¯6 4 1 2 2
ω¯2+ω¯6 6 1 4 4
ω¯1 2 1 1 1
ω¯2 3 1 2 2
ω¯4 3 1 2 2
ω¯6 2 1 1 1
0 1 1
16 16
Thus c(Ψ)ss = c(Ψ)u = 16, so we take d0 = (11, 11, 5); according as k0 = (4, 0, 0),
(3, 1, 0), (2, 2, 0) or (2, 1, 1) we have Bd0,k0 = 64, 58, 56 or 60, so Bd0,4 = 56 >
M3 > 50 = dimuΨ
G. We may therefore assume from now on that r ≥ 5, and that
p ≥ 5 when we treat unipotent classes. We need only consider semisimple classes
sG with |Φ(s)| ≤M − 56 = 16, each of which has a subsystem of type A22 disjoint
from Φ(s), and unipotent classes of dimension at least 56, each of which has the
class A2
2 in its closure.
Now take Ψ = 〈α1, α3, α5, α6〉 of type A22. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯3+ω¯6 9 1 6 6
ω¯1 3 3 6 6
ω¯5 3 3 6 6
18 18
Thus c(Ψ)ss = c(Ψ)u = 18, so we take d0 = (9, 9, 9); according as k0 = (4, 0, 0),
(3, 1, 0), (2, 2, 0) or (2, 1, 1) we have Bd0,k0 = 72, 66, 64 or 62, so Bd0,4 = 62 > 48 =
dimuΨ
G. We need only consider semisimple classes sG with |Φ(s)| ≤M − 62 = 10,
each of which has a subsystem of type A4A1 disjoint from Φ(s), and unipotent
classes of dimension at least 62, each of which has the class A4A1 in its closure.
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Now take Ψ = 〈α1, α2, α4, α5, α6〉 of type A4A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1+ω¯6 10 1 8 8
ω¯1 2 1 1 1
ω¯2 5 1 4 4
ω¯4 10 1 8 8
21 21
Thus c(Ψ)ss = c(Ψ)u = 21, so we take d0 = (6, 6, 6, 6, 3); according as k0 =
(4, 0, 0, 0, 0), (3, 1, 0, 0, 0), (2, 2, 0, 0, 0), (2, 1, 1, 0, 0) or (1, 1, 1, 1, 0) we have Bd0,k0 =
84, 78, 76, 74 or 72, so Bd0,4 = 72 = M > 62 = dim uΨ
G. We need only consider
regular semisimple classes sG, each of which has a subsystem of type A5 disjoint
from Φ(s), and the regular unipotent class, which has the class A5 in its closure
(and for the unipotent class A5 to lie in G(p) we need p ≥ 7).
Now take Ψ = 〈α1, α3, α4, α5, α6〉 of type A5. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥7
ω¯1 6 2 10 10
ω¯5 15 1 12 12
22 22
Thus c(Ψ)ss = c(Ψ)u = 22, so we take d0 = (5, 5, 5, 5, 5, 2); according as k0 =
(4, 0, 0, 0, 0, 0), (3, 1, 0, 0, 0, 0), (2, 2, 0, 0, 0, 0), (2, 1, 1, 0, 0, 0) or (1, 1, 1, 1, 0, 0) we
have Bd0,k0 = 88, 82, 80, 78 or 76, so Bd0,4 = 76 > M . Therefore if k ∈ [4, d2 ] the
quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.17. Let G = E6 and λ = ω2; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,3. The weight table is as follows.
i µ |W.µ| mµ
1 ω2 72 1
0 0 1 6−ζ
We have M = 72 and M2 = 40; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥2 p=2 p≥3
2ω¯1 1 2 1 2 1 2
ω¯1 0 2 20 20 20 20
0 0 1 30
22 21 22
Thus c(Ψ)ss, c(Ψ)u ≥ 21, so we may take d0 = (57− ζ, 21); using Proposition 2.1.4
we then have Bd0,2 = 42 > M2 > 22 = dim uΨ
G. We may therefore assume from
now on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤M − 42 = 30, each of which has
a subsystem of type A2 disjoint from Φ(s), and unipotent classes of dimension at
least 42, each of which has the class A2 in its closure.
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Now take Ψ = 〈α1, α3〉 of type A2. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥3 p=3 p≥5
ω¯1+ω¯3 1 6 1 6 4 6
ω¯1 0 3 9 18 18 18
ω¯3 0 3 9 18 18 18
0 0 1 12
42 40 42
Thus c(Ψ)ss, c(Ψ)u ≥ 40, so we may take d0 = (38 − ζ, 38 − ζ, 2 + ζ); using
Corollary 2.1.3 we then have Bd0,2 = 78 > M . Therefore if k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.18. Let G = E7 and λ = ω1; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,2. The weight table is as follows.
i µ |W.µ| mµ
1 ω1 126 1
0 0 1 7−ζ
We have M = 126, M3 = 90 and M2 = 70; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥2 p=2 p≥3
2ω¯1 1 2 1 2 1 2
ω¯1 0 2 32 32 32 32
0 0 1 60
34 33 34
Thus c(Ψ)ss, c(Ψ)u ≥ 33, so we may take d0 = (100−ζ, 33); using Proposition 2.1.4
we then haveBd0,2 = 66 > 34 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤M − 24 = 48, each of which has a subsystem of type A12 disjoint
from Φ(s), and unipotent classes of dimension at least 24, each of which has the
class A1
2 in its closure.
Now take Ψ = 〈α1, α4〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥2 p=2 p≥3
2ω¯1/2ω¯4 1 4 1 4 2 4
ω¯1+ω¯4 0 4 8 16 16 16
ω¯1 0 2 16 16 16 16
ω¯4 0 2 16 16 16 16
0 0 1 26
52 50 52
Thus c(Ψ)ss, c(Ψ)u ≥ 50, so we may take d0 = (83− ζ, 50); using Proposition 2.1.4
we then have Bd0,2 = 100 > M3 > 52 = dimuΨ
G. We may therefore assume from
now on that r ≥ 5, and that p ≥ 5 when we treat unipotent classes. We need only
consider semisimple classes sG with |Φ(s)| ≤ M − 100 = 26, each of which has
a subsystem of type A3 disjoint from Φ(s), and unipotent classes of dimension at
least 100, each of which has the class A3 in its closure.
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Now take Ψ = 〈α1, α3, α4〉 of type A3. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥5 p≥5
ω¯1+ω¯4 1 12 1 12 12
ω¯1 0 4 8 24 24
ω¯3 0 6 6 24 24
ω¯4 0 4 8 24 24
0 0 1 14
84 84
Thus c(Ψ)ss = c(Ψ)u = 84, so we take d0 = (49 − ζ, 49 − ζ, 35 + ζ); using Corol-
lary 2.1.3 we then have Bd0,2 = 166 > M . Therefore if k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.19. Let G = E7 and λ = ω7; then for k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω7 56 1
We have M = 126, M5 = 106, M3 = 90 and M2 = 70; we take k0 = 3.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1 2 12 12 12
0 1 32
12 12
Thus c(Ψ)ss = c(Ψ)u = 12, so we take d0 = (44, 12); using Proposition 2.1.4 we
then have Bd0,3 = 36 > 34 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤M − 36 = 90, each of which has a subsystem of type A12 disjoint
from Φ(s), and unipotent classes of dimension at least 36, each of which has the
class A1
2 in its closure.
Now take Ψ = 〈α1, α4〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯4 4 2 4 4
ω¯1 2 8 8 8
ω¯4 2 8 8 8
0 1 16
20 20
Thus c(Ψ)ss = c(Ψ)u = 20, so we take d0 = (36, 20); using Proposition 2.1.4 we
then have Bd0,3 = 60 > 52 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤M−60 = 32, each of which has a subsystem of type (A13)′ disjoint
from Φ(s), and unipotent classes of dimension at least 60, each of which has the
class (A1
3)′ in its closure.
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Now take Ψ = 〈α1, α4, α6〉 of type (A13)′. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯1+ω¯4 4 2 4 4
ω¯1+ω¯6 4 2 4 4
ω¯4+ω¯6 4 2 4 4
ω¯1 2 4 4 4
ω¯4 2 4 4 4
ω¯6 2 4 4 4
0 1 8
24 24
Thus c(Ψ)ss = c(Ψ)u = 24, so we take d0 = (32, 24); using Proposition 2.1.4 we
then have Bd0,3 = 72 > M2 > 64 = dimuΨ
G. We may therefore assume from now
on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need only
consider semisimple classes sG with |Φ(s)| ≤ M − 72 = 54, each of which has a
subsystem of type A2A1 disjoint from Φ(s), and unipotent classes of dimension at
least 72, each of which has the class A2A1 in its closure.
Now take Ψ = 〈α1, α3, α5〉 of type A2A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯5 6 1 4 4
ω¯3+ω¯5 6 1 4 4
ω¯1 3 4 8 8
ω¯3 3 4 8 8
ω¯5 2 6 6 6
0 1 8
30 30
Thus c(Ψ)ss = c(Ψ)u = 30, so we take d0 = (26, 26, 4); using Corollary 2.1.3 we
then have Bd0,3 = 86 > 76 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 86 = 40, each of which has a subsystem of type A2A12
disjoint from Φ(s), and unipotent classes of dimension at least 86, each of which
has the class A2A1
2 in its closure.
Now take Ψ = 〈α1, α3, α5, α7〉 of type A2A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯5 6 1 4 4
ω¯1+ω¯7 6 1 4 4
ω¯3+ω¯5 6 1 4 4
ω¯3+ω¯7 6 1 4 4
ω¯5+ω¯7 4 2 4 4
ω¯1 3 2 4 4
ω¯3 3 2 4 4
ω¯5 2 2 2 2
ω¯7 2 2 2 2
0 1 4
32 32
Thus c(Ψ)ss = c(Ψ)u = 32, so we take d0 = (24, 24, 8); using Corollary 2.1.3 we
then have Bd0,3 = 92 > M3 > 82 = dimuΨ
G. We may therefore assume from now
on that r ≥ 5, and that p ≥ 5 when we treat unipotent classes. We need only
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consider semisimple classes sG with |Φ(s)| ≤ M − 92 = 34, each of which has a
subsystem of type (A3A1)
′ disjoint from Φ(s), and unipotent classes of dimension
at least 92, each of which has the class (A3A1)
′ in its closure.
Now take Ψ = 〈α1, α5, α6, α7〉 of type (A3A1)′. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1+ω¯5 8 1 6 6
ω¯1+ω¯7 8 1 6 6
ω¯1 2 4 4 4
ω¯5 4 2 6 6
ω¯6 6 2 8 8
ω¯7 4 2 6 6
0 1 4
36 36
Thus c(Ψ)ss = c(Ψ)u = 36, so we take d0 = (20, 20, 16); using Corollary 2.1.3 we
then have Bd0,3 = 104 > 92 = dim uΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤ M − 104 = 22, each of which has a subsystem of type A4A1
disjoint from Φ(s), and unipotent classes of dimension at least 104, each of which
has the class A4A1 in its closure.
Now take Ψ = 〈α1, α4, α5, α6, α7〉 of type A4A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥5 p≥5
ω¯1+ω¯4 10 1 8 8
ω¯1+ω¯7 10 1 8 8
ω¯1 2 2 2 2
ω¯4 5 1 4 4
ω¯5 10 1 8 8
ω¯6 10 1 8 8
ω¯7 5 1 4 4
0 1 2
42 42
Thus c(Ψ)ss = c(Ψ)u = 42, so we take d0 = (14, 14, 14, 14); using Corollary 2.1.3
we then have Bd0,3 = 120 > M5 > 104 = dim uΨ
G. We may therefore assume
from now on that r ≥ 7, and that p ≥ 7 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤M − 120 = 6, each of which has
a subsystem of type A6 disjoint from Φ(s), and unipotent classes of dimension at
least 120, each of which has the class A6 in its closure.
Now take Ψ = 〈α1, α3, α4, α5, α6, α7〉 of type A6. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥7 p≥7
ω¯1 7 1 6 6
ω¯3 21 1 18 18
ω¯6 21 1 18 18
ω¯7 7 1 6 6
48 48
Thus c(Ψ)ss = c(Ψ)u = 48, so we take d0 = (8, 8, 8, 8, 8, 8, 8); using Corollary 2.1.3
we then have Bd0,3 = 138 > M . Therefore if k ∈ [3, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
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Proposition 2.3.20. Let G = E8 and λ = ω8; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω8 240 1
0 0 1 8
We have M = 240, M3 = 168 and M2 = 128; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥2 p=2 p≥3
2ω¯1 1 2 1 2 1 2
ω¯1 0 2 56 56 56 56
0 0 1 126
58 57 58
Thus c(Ψ)ss, c(Ψ)u ≥ 57, so we may take d0 = (191, 57); using Proposition 2.1.4
we then have Bd0,2 = 114 > 58 = dimuΨ
G. We need only consider semisimple
classes sG with |Φ(s)| ≤M −114 = 126, each of which has a subsystem of type A12
disjoint from Φ(s), and unipotent classes of dimension at least 114, each of which
has the class A1
2 in its closure.
Now take Ψ = 〈α1, α4〉 of type A12. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥2 p=2 p≥3
2ω¯1/2ω¯4 1 4 1 4 2 4
ω¯1+ω¯4 0 4 12 24 24 24
ω¯1 0 2 32 32 32 32
ω¯4 0 2 32 32 32 32
0 0 1 60
92 90 92
Thus c(Ψ)ss, c(Ψ)u ≥ 90, so we may take d0 = (158, 90); using Proposition 2.1.4
we then have Bd0,2 = 180 > M3 > 92 = dimuΨ
G. We may therefore assume from
now on that r ≥ 5, and that p ≥ 5 when we treat unipotent classes. We need only
consider semisimple classes sG with |Φ(s)| ≤ M − 180 = 68, each of which has
a subsystem of type A3 disjoint from Φ(s), and unipotent classes of dimension at
least 180, each of which has the class A3 in its closure.
Now take Ψ = 〈α1, α3, α4〉 of type A3. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥5 p≥5
ω¯1+ω¯4 1 12 1 12 12
ω¯1 0 4 16 48 48
ω¯3 0 6 10 40 40
ω¯4 0 4 16 48 48
0 0 1 40
148 148
Thus c(Ψ)ss = c(Ψ)u = 148, so we take d0 = (100, 100, 48); using Corollary 2.1.3
we then have Bd0,2 = 294 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
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Proposition 2.3.21. Let G = B2 and λ = ω1 + ω2 with p = 5; then for
k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 ω1+ω2 8 1
1 ω2 4 1
We have M = 8; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n1 n2 m p=5
2ω¯1 1 2 2 4
ω¯1 0 2 2 2
ω¯1 2 0 1 1
7
Thus c(Ψ)u = 7, so we take d0 = (5, 5, 2); using Corollary 2.1.3 we then have
Bd0,2 = 12 > M . Each of the remaining non-trivial unipotent classes has B1 in its
closure.
Now take Ψ = 〈α2〉 of type B1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 n2 m r=2 r=3 r≥7 p=5
3ω¯2 2 2 2 4 4 6 6
ω¯2 0 2 2 2 2 2 2
6 6 8 8
Thus c(Ψ)ss, c(Ψ)u ≥ 6, so we may take d0 = (6, 6); using Proposition 2.1.4 we then
have Bd0,2 = 10 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.22. Let G = B2 and λ = 2ω2 with p ≥ 3; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 2ω2 4 1
1 ω1 4 1
0 0 1 2
We have M = 8 and M2 = 6; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 n2 m p≥3
2ω¯1 1 0 2 1 2
ω¯1 0 2 0 2 2
0 0 0 1 2
4
Thus c(Ψ)u = 4, so we take d0 = (6, 4); using Proposition 2.1.4 we then have
Bd0,2 = 8 > 4 = dimuΨ
G. Each of the remaining non-trivial unipotent classes has
B1 in its closure.
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Now take Ψ = 〈α2〉 of type B1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r≥3 p≥3
2ω¯2 0 1 2 2 2 4 4
2ω¯2 1 2 0 1 2 2 2
4 6 6
Thus if r = 2 then c(Ψ)ss = 4, so we take d0 = (6, 4); using Proposition 2.1.4 we
then have Bd0,2 = 8 > M2. If instead r ≥ 3 then c(Ψ)ss = c(Ψ)u = 6, so we take
d0 = (4, 4, 2); using Corollary 2.1.3 we then have Bd0,2 = 10 > M . Therefore if
k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.23. Let G = B4 and λ = ω4; then for k ∈ [4, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω4 16 1
We have M = 32 and M2 = 20; we take k0 = 4.
Take Ψ = 〈α1〉 of type A1, and Ψ = 〈α1, α3〉 of type A12. The Ψ-net tables are
as follows.
Ψ−nets c(uΨ)
ν¯ n1 m p≥2
ω¯1 2 4 4
0 1 8
4
Ψ−nets c(uΨ)
ν¯ n1 m p≥2
ω¯1+ω¯3 4 1 2
ω¯1 2 2 2
ω¯3 2 2 2
0 1 4
6
Thus according as Ψ = A1 or A1
2 we have c(Ψ)u = 4 or 6, so we take d0 = (12, 4)
or (10, 6); using Proposition 2.1.4 we then have Bd0,4 = 16 > 12 = dimuΨ
G or
Bd0,4 = 22 > 16 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has B1 in its closure.
Now take Ψ = 〈α4〉 of type B1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥2 p≥2
ω¯4 2 8 8 8
8 8
Thus c(Ψ)ss = c(Ψ)u = 8, so we take d0 = (8, 8); using Proposition 2.1.4 we then
have Bd0,4 = 24 > M2 > 14 = dim uΨ
G. We may therefore assume from now on
that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need only consider
semisimple classes sG with |Φ(s)| ≤ M − 24 = 8, each of which has a subsystem
of type A2B1 or a subsystem of type B2 disjoint from Φ(s), and unipotent classes
of dimension at least 24, each of which has the class A2B1 or the class B2 in its
closure (and for the unipotent class B2 to lie in G(p) we need p ≥ 5).
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Now take Ψ = 〈α1, α2, α4〉 of type A2B1, and Ψ = 〈α3, α4〉 of type B2. The
Ψ-net tables are as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥3
ω¯1+ω¯4 6 1 4 4
ω¯2+ω¯4 6 1 4 4
ω¯4 2 2 2 2
10 10
Ψ−nets c(s) c(uΨ)
ν¯ n1 m r≥3 p≥5
ω¯4 4 4 12 12
12 12
Thus according as Ψ = A2B1 or B2 we have c(Ψ)ss = c(Ψ)u = 10 or 12, so we take
d0 = (6, 6, 4) or (4, 4, 4, 4). In the former case, according as k0 = (4, 0, 0), (3, 1, 0),
(2, 2, 0) or (2, 1, 1) we have Bd0,k0 = 40, 34, 32 or 32, so Bd0,4 = 32 = M > 24 =
dimuΨ
G; in the latter case, according as k0 = (4, 0, 0, 0), (3, 1, 0, 0), (2, 2, 0, 0),
(2, 1, 1, 0) or (1, 1, 1, 1) we have Bd0,k0 = 48, 42, 40, 38 or 36, so Bd0,4 = 36 > M .
Taking the smaller of the two lower bounds, we see that we need only consider
regular semisimple classes sG, and the regular unipotent class; since each of the
former has a subsystem of type B2 disjoint from Φ(s), and the latter has the class
B2 in its closure, we may actually take the larger of the two lower bounds. Therefore
if k ∈ [4, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.24. Let G = B5 and λ = ω5, or G = B6 and λ = ω6; then
for k ∈ [3, d2 ] or k ∈ [2, d2 ] respectively the quadruple (G, λ, p, k) satisfies (⋄)ss and
(⋄)u.
Proof. These follow from Propositions 2.3.13 and 2.3.14, since Bℓ is a subgroup
of Dℓ+1 and the spin module for Bℓ is the restriction of the half-spin module for
Dℓ+1.
Proposition 2.3.25. Let G = C4 and λ = ω4, or G = C5 and λ = ω5, or
G = C6 and λ = ω6, all with p = 2; then for k ∈ [4, d2 ], or k ∈ [3, d2 ] or k ∈ [2, d2 ]
respectively the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. These are immediate consequences of Propositions 2.3.23 and 2.3.24, us-
ing the exceptional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 2.3.26. Let G = C3 and λ = ω2; then for k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,3. The weight table is as follows.
i µ |W.µ| mµ
1 ω2 12 1
0 0 1 2−ζ
We have M = 18, M3 = 14 and M2 = 12; we take k0 = 3.
Take Ψ = 〈α3〉 of type C1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 m p≥2
ω¯3 0 2 4 4
0 0 1 4
0 1 0 1
4
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Thus c(Ψ)u = 4, so we take d0 = (10− ζ, 4); using Proposition 2.1.4 we then have
Bd0,3 = 12 > 6 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A1 in its closure.
Now take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r=2 r≥3 p=2 p≥3
2ω¯1 1 2 1 2−ζ 2 1 2
ω¯1 0 2 4 4 4 4 4
0 0 1 2
6−ζ 6 5 6
Thus if r = 2 then c(Ψ)ss = 6−ζ, so we take d0 = (8, 6−ζ); using Proposition 2.1.4
we then have Bd0,3 = 16−2ζ > M2. If p = 2 then c(Ψ)u = 5, so we take d0 = (9, 5);
using Proposition 2.1.4 we then have Bd0,3 = 15 > M2. If instead r ≥ 3 and p ≥ 3
then c(Ψ)ss = c(Ψ)u = 6, so we take d0 = (8 − ζ, 6); using Proposition 2.1.4 we
then have Bd0,3 = 16 − ζ > M3 > 10 = dimuΨG. We may therefore assume from
now on that r ≥ 5, and that p ≥ 5 when we treat unipotent classes. We need only
consider semisimple classes sG with |Φ(s)| ≤ M − (16 − ζ) = 2 + ζ, each of which
has a subsystem of type A2 disjoint from Φ(s), and unipotent classes of dimension
at least 16, each of which has the class A2 in its closure.
Now take Ψ = 〈α1, α2〉 of type A2. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥5 p≥5
ω¯1+ω¯2 1 6 1 5−ζ 6
ω¯1 0 3 1 2 2
ω¯2 0 3 1 2 2
9−ζ 10
Thus c(Ψ)ss, c(Ψ)u ≥ 9− ζ, so we may take d0 = (5, 5, 4− ζ); using Corollary 2.1.3
we then have Bd0,3 = 22−2ζ > M . Therefore if k ∈ [3, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proposition 2.3.27. Let G = B3 and λ = ω2 with p = 2; then for k ∈ [3, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. This is an immediate consequence of Proposition 2.3.26, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 2.3.28. Let G = C4 and λ = ω3 with p = 3; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 ω3 32 1
1 ω1 8 1
We have M = 32 and M2 = 20; we take k0 = 2.
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Take Ψ = 〈α4〉 of type C1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n1 n2 m p=3
ω¯4 0 2 12 12
ω¯4 2 0 1 1
0 0 1 8
0 1 0 6
13
Thus c(Ψ)u = 13, so we take d0 = (27, 13); using Proposition 2.1.4 we then have
Bd0,2 = 26 > 8 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A1 in its closure.
Now take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 n2 m r=2 r≥5 p=3
2ω¯1 1 2 4 4 8 8
ω¯1 0 2 8 8 8 8
ω¯1 2 0 2 2 2 2
0 0 1 8
14 18 18
Thus if r = 2 then c(Ψ)ss = 14, so we take d0 = (26, 14); using Proposition 2.1.4 we
then have Bd0,2 = 28 > M2. If instead r ≥ 5 then c(Ψ)ss = c(Ψ)u = 18, so we take
d0 = (22, 18); using Proposition 2.1.4 we then have Bd0,2 = 36 > M . Therefore if
k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.29. Let G = C3 and λ = ω3 with p ≥ 3; then for k ∈ [3, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 ω3 8 1
1 ω1 6 1
We have M = 18 and M2 = 12; we take k0 = 3.
Take Ψ = 〈α3〉 of type C1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n1 n2 m p≥3
ω¯3 0 2 4 4
ω¯3 2 0 1 1
0 1 0 4
5
Thus c(Ψ)u = 5, so we take d0 = (9, 5); using Proposition 2.1.4 we then have
Bd0,3 = 15 > 6 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A1 in its closure.
Now take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 n2 m r=2 r≥3 p≥3
2ω¯1 1 2 2 2 4 4
ω¯1 2 0 2 2 2 2
0 0 1 4
4 6 6
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Thus c(Ψ)ss, c(Ψ)u ≥ 4, so we may take d0 = (10, 4); using Proposition 2.1.4 we
then have Bd0,3 = 12 > 10 = dimuΨ
G. We need only consider semisimple classes
sG with |Φ(s)| ≤M − 12 = 6, each of which has a subsystem of type A1C1 disjoint
from Φ(s), and unipotent classes of dimension at least 12, each of which has the
class A1C1 in its closure.
Now take Ψ = 〈α1, α3〉 of type A1C1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n1 n2 m r=2 r≥3 p≥3
2ω¯1+ω¯3 2 4 1 3 4 4
ω¯1 2 0 2 2 2 2
ω¯3 0 2 2 2 2 2
7 8 8
Thus if r = 2 then c(Ψ)ss = 7, so we take d0 = (7, 7); using Proposition 2.1.4 we
then have Bd0,3 = 17 > M2. If instead r ≥ 3 then c(Ψ)ss = c(Ψ)u = 8, so we take
d0 = (6, 6, 2); using Corollary 2.1.3 we then have Bd0,3 = 20 > M . Therefore if
k ∈ [3, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.30. Let G = C4 and λ = ω4 with p ≥ 3; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,3. The weight table is as follows.
i µ |W.µ| mµ
2 ω4 16 1
1 ω2 24 1
0 0 1 2−ζ
We have M = 32 and M2 = 20; we take k0 = 2.
Take Ψ = 〈α4〉 of type C1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 n2 m p≥3
ω¯1 0 0 2 8 8
ω¯1 0 2 0 6 6
0 0 1 0 12
0 1 0 0 1
14
Thus c(Ψ)u = 14, so we take d0 = (28−ζ, 14); using Proposition 2.1.4 we then have
Bd0,2 = 28 > 8 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A1 in its closure.
Now take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r≥3 p≥3
2ω¯1 0 1 2 4 4 8 8
2ω¯1 1 2 0 1 2−ζ 2 2
ω¯1 0 2 0 8 8 8 8
ω¯1 0 0 1 8
0 0 1 0 2
14−ζ 18 18
Thus if r = 2 then c(Ψ)ss = 14 − ζ, so we take d0 = (28, 14 − ζ); using Propo-
sition 2.1.4 we then have Bd0,2 = 28 − 2ζ > M2. If instead r ≥ 5 then c(Ψ)ss =
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c(Ψ)u = 18, so we take d0 = (24 − ζ, 18); using Corollary 2.1.3 we then have
Bd0,2 = 36 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss
and (⋄)u.
Proposition 2.3.31. Let G = F4 and λ = ω1 with p = 2; then for k ∈ [3, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
1 ω1 24 1
0 0 1 2
We have M = 48, M3 = 36 and M2 = 28; we take k0 = 3.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 m p=2
2ω¯1 1 2 1 1
ω¯1 0 2 8 8
0 0 1 6
9
Thus c(Ψ)u = 9, so we take d0 = (17, 9); using Proposition 2.1.4 we then have
Bd0,3 = 27 > 16 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A˜1 in its closure.
Now take Ψ = 〈α4〉 of type A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥3 p=2
2ω¯4 0 2 6 6 6
0 0 1 12
0 1 0 1
6 6
Thus c(Ψ)ss = c(Ψ)u = 6, so we take d0 = (20, 6); using Proposition 2.1.4 we then
have Bd0,3 = 18 > 16 = dimuΨ
G. We need only consider semisimple classes sG
with |Φ(s)| ≤ M − 18 = 30, each of which has a subsystem of type A1A˜1 disjoint
from Φ(s), and unipotent classes of dimension at least 18, each of which has the
class A1A˜1 in its closure.
Now take Ψ = 〈α1, α4〉 of type A1A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥3 p=2
ω¯1+2ω¯4 0 4 2 4 4
2ω¯1 1 2 1 2 1
ω¯1 0 2 4 4 4
2ω¯4 0 2 2 2 2
0 0 1 2
12 11
Thus c(Ψ)ss, c(Ψ)u ≥ 11, so we may take d0 = (15, 11); using Proposition 2.1.4
we then have Bd0,3 = 33 > M2 = 28 = dimuΨ
G. Therefore if k ∈ [3, d2 ] the
quadruple (G, λ, p, k) satisfies (⋄)u. We need only consider semisimple classes sG
with |Φ(s)| ≤M − 33 = 15, each of which has a subsystem of type A2 disjoint from
Φ(s).
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Now take Ψ = 〈α1, α2〉 of type A2. The Ψ-net table is as follows.
Ψ−nets c(s)
ν¯ n0 n1 m r≥3
ω¯1+ω¯2 1 6 1 5
ω¯1 0 3 3 6
ω¯2 0 3 3 6
17
Thus c(Ψ)ss = 17, so we take d0 = (9, 9, 8); using Corollary 2.1.3 we then have
Bd0,3 = 46 > M3. We may therefore assume from now on that r ≥ 5. We need
only consider semisimple classes sG with |Φ(s)| ≤M − 46 = 2, each of which has a
subsystem of type B3 disjoint from Φ(s).
Now take Ψ = 〈α1, α2, α3〉 of type B3. The Ψ-net table is as follows.
Ψ−nets c(s)
ν¯ n0 n1 m r≥5
ω¯1 0 6 2 10
ω¯2 1 12 1 11
21
Thus c(Ψ)ss = 21, so we take d0 = (5, 5, 5, 5, 5, 1); using Corollary 2.1.3 we then
have Bd0,3 = 57 > M . Therefore if k ∈ [3, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss.
Proposition 2.3.32. Let G = F4 and λ = ω1 with p ≥ 3; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 ω1 24 1
1 ω4 24 1
0 0 1 4
We have M = 48, M3 = 36 and M2 = 28; we take k0 = 2.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 n2 m p≥3
2ω¯1 1 0 2 1 2
ω¯1 0 0 2 8 8
ω¯1 0 2 0 6 6
0 0 0 1 6
0 0 1 0 12
16
Thus c(Ψ)u = 16, so we take d0 = (36, 16); using Proposition 2.1.4 we then have
Bd0,2 = 32 > 16 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A˜1 in its closure.
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Now take Ψ = 〈α4〉 of type A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r≥3 p≥3
2ω¯4 0 1 2 6 6 12 12
2ω¯4 1 2 0 1 2 2 2
ω¯4 0 2 0 8 8 8 8
0 0 0 1 12
16 22 22
Thus if r = 2 then c(Ψ)ss = 16, so we take d0 = (36, 16); using Proposition 2.1.4
we then have Bd0,2 = 32 > M2. If instead r ≥ 3 then c(Ψ)ss = c(Ψ)u = 22, so
we take d0 = (30, 22); using Proposition 2.1.4 we then have Bd0,2 = 44 > M3 >
22 = dimuΨ
G. We may therefore assume from now on that r ≥ 5, and that p ≥ 5
when we treat unipotent classes. We need only consider semisimple classes sG with
|Φ(s)| ≤M − 44 = 4, each of which has a subsystem of type A2 disjoint from Φ(s),
and unipotent classes of dimension at least 44, each of which has the class A2 in
its closure.
Now take Ψ = 〈α1, α2〉 of type A2. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r≥5 p≥5
ω¯1+ω¯2 1 0 6 1 6 6
ω¯1 0 0 3 3 6 6
ω¯1 0 3 0 3 6 6
ω¯2 0 0 3 3 6 6
ω¯2 0 3 0 3 6 6
0 0 1 0 6
30 30
Thus c(Ψ)ss = c(Ψ)u = 30, so we take d0 = (22, 22, 8); using Corollary 2.1.3 we
then have Bd0,2 = 58 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss and (⋄)u.
Proposition 2.3.33. Let G = F4 and λ = ω4; then for k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,3. The weight table is as follows.
i µ |W.µ| mµ
1 ω4 24 1
0 0 1 2−ζ
We have M = 48, M5 = 40, M3 = 36 and M2 = 28; we take k0 = 3.
Take Ψ = 〈α1〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 m p=2
ω¯1 0 2 6 6
0 0 1 12
0 1 0 1
6
Thus c(Ψ)u = 6, so we take d0 = (20− ζ, 6); using Proposition 2.1.4 we then have
Bd0,3 = 18 > 16 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A˜1 in its closure.
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Now take Ψ = 〈α4〉 of type A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r=2 r≥3 p=2 p≥3
2ω¯4 1 2 1 2−ζ 2 1 2
ω¯4 0 2 8 8 8 8 8
0 0 1 6
10−ζ 10 9 10
Thus c(Ψ)ss, c(Ψ)u ≥ 9, so we may take d0 = (17−ζ, 9); using Proposition 2.1.4 we
then have Bd0,3 = 27 > 22 − 6δp,2 = dimuΨG. We need only consider semisimple
classes sG with |Φ(s)| ≤M − 27 = 21, each of which has a subsystem of type A1A˜1
disjoint from Φ(s), and unipotent classes of dimension at least 27, each of which
has the class A1A˜1 in its closure.
Now take Ψ = 〈α1, α4〉 of type A1A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r=2 r≥3 p=2 p≥3
ω¯1+ω¯4 0 4 2 4 4 4 4
ω¯1 0 2 2 2 2 2 2
2ω¯4 1 2 1 2−ζ 2 1 2
ω¯4 0 2 4 4 4 4 4
0 0 1 2
12−ζ 12 11 12
Thus c(Ψ)ss, c(Ψ)u ≥ 11, so we may take d0 = (15− ζ, 11); using Proposition 2.1.4
we then have Bd0,3 = 33 − ζ > M2 = 28 = dimuΨG. We may therefore assume
from now on that r ≥ 3, and that p ≥ 3 when we treat unipotent classes. We need
only consider semisimple classes sG with |Φ(s)| ≤ M − (33 − ζ) = 15 + ζ, each of
which has a subsystem of type A2A˜1 disjoint from Φ(s), and unipotent classes of
dimension at least 33− ζ, each of which has the class A2A˜1 in its closure.
Now take Ψ = 〈α1, α2, α4〉 of type A2A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥3 p≥3
ω¯1+ω¯4 0 6 1 4 4
ω¯2+ω¯4 0 6 1 4 4
ω¯1 0 3 1 2 2
ω¯2 0 3 1 2 2
2ω¯4 1 2 1 2 2
ω¯4 0 2 2 2 2
16 16
Thus c(Ψ)ss = c(Ψ)u = 16, so we take d0 = (10 − ζ, 10 − ζ, 6 + ζ); using Corol-
lary 2.1.3 we then have Bd0,3 = 44 > M5. We may therefore assume from now on
that r ≥ 7, and that p ≥ 7 when we treat unipotent classes. We need only consider
semisimple classes sG with |Φ(s)| ≤M − 44 = 4, each of which has a subsystem of
type C3 disjoint from Φ(s), and unipotent classes of dimension at least 44, each of
which has the class C3 in its closure.
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Now take Ψ = 〈α2, α3, α4〉 of type C3. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 m r≥7 p≥7
ω¯3 1 12 1 11−ζ 12
ω¯4 0 6 2 10 10
21−ζ 22
Thus c(Ψ)u = 22, so we may take d0 = (4, 4, 4, 4, 4, 4, 2); using Corollary 2.1.3
we then have Bd0,3 = 60 > M . Also c(Ψ)ss = 21 − ζ, so according as ζ = 0
or 1 we take d0 = (5, 5, 5, 5, 5, 1) or (5, 5, 5, 5, 5); using Corollary 2.1.3 we then
have Bd0,3 = 57 > M or Bd0,3 = 54 > M . Therefore if k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proposition 2.3.34. Let G = G2 and λ = ω2 with p 6= 3; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. The weight table is as follows.
i µ |W.µ| mµ
2 ω2 6 1
1 ω1 6 1
0 0 1 2
We have M = 12, M3 = 10 and M2 = 8; we take k0 = 2.
Take Ψ = 〈α2〉 of type A1. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 n2 m p=2 p≥5
2ω¯2 1 0 2 1 1 2
ω¯2 0 0 2 2 2 2
0 0 2 0 2 2 2
0 0 1 0 2
5 6
Thus c(Ψ)u ≥ 5, so we may take d0 = (9, 5); using Proposition 2.1.4 we then have
Bd0,2 = 10 > 6 = dimuΨ
G. Each of the remaining non-trivial unipotent classes
has A˜1 in its closure.
Now take Ψ = 〈α1〉 of type A˜1. The Ψ-net table is as follows.
Ψ−nets c(s) c(uΨ)
ν¯ n0 n1 n2 m r=2 r=3 r≥5 p=2 p≥5
3ω¯1 0 2 2 2 4 4 6 4 6
ω¯1 1 2 0 1 2 2 2 1 2
0 0 0 1 2
6 6 8 5 8
Thus if r = 2 or 3 then c(Ψ)ss = 6, so we take d0 = (8, 6); using Proposition 2.1.4 we
then have Bd0,2 = 12 > Mr. If p = 2 then c(Ψ)u = 5, so we take d0 = (9, 5); using
Proposition 2.1.4 we then have Bd0,2 = 10 > M2 > 8 = dimuΨ
G. If instead r ≥ 5
and p ≥ 5 then c(Ψ)ss = c(Ψ)u = 8, so we take d0 = (6, 6, 2); using Corollary 2.1.3
we then have Bd0,2 = 14 > M . Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
This completes the treatment of the individual cases listed in Table 2.1.
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2.4. Analysis of infinite families
Again we continue with the notation of Section 2.2. Our strategy for handling
the infinite families of cases listed in Table 2.1 will usually be more direct than
that of Section 2.3: we shall simply take g to be either an arbitrary u ∈ G(p) or an
arbitrary s ∈ G(r) for some prime r 6= p, let d = (d1, d2, . . . ) be the tuple associated
to g in Proposition 2.2.1, and seek to show that Bd,k0 > dim g
G. We will however on
occasion use weight tables and Ψ-nets as in Section 2.3. Once more we assume s lies
in T , and write Φ(s) = {α ∈ Φ : α(s) = 1}, so that CG(s)◦ = 〈T,Xα : α ∈ Φ(s)〉.
We shall use the standard notation given in Section 1.2 for the roots of a root
system of classical type, and extend it to the weights in Λ(V ).
We begin with a lemma on eigenspace dimensions for the action of s ∈ G(r) on
L(G). Recall that we let ηr be a generator of the group of rth roots of unity in K
∗.
Lemma 2.4.1. Let G be a classical group, and s ∈ G(r) for some prime r 6=
p which is good for G. Then if G = Aℓ and r|ℓ + 1 we have dimL(G)ηr (s) ≤
dimL(G)1(s) + 1, while in all other cases we have dimL(G)ηr (s) ≤ dimL(G)1(s).
Proof. We have dimL(G)1(s) = ℓ + |{α ∈ Φ : α(s) = 1}| and dimL(G)ηr (s) =
|{α ∈ Φ : α(s) = ηr}|. Write δ = dimL(G)1(s) − dimL(G)ηr (s); so we must show
that δ ≥ −1 if G = Aℓ and r|ℓ + 1, and δ ≥ 0 otherwise. For all α ∈ Φ the value
α(s) is a power of ηr; we consider what this implies for the values εi(s).
First take G = Aℓ. Write ε1(s) = ζ; then for all i there exists j with εi(s) =
ζηr
j . For j = 0, 1, . . . , r − 1 set mj = |{i : εi(s) = ζηrj}|; then
∑r−1
j=0 mj = ℓ + 1.
We then have
dimL(G)1(s) = m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1) + ℓ,
dimL(G)ηr (s) = m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0.
Thus
δ = 12
[
(m0 −m1)2 + (m1 −m2)2 + · · ·+ (mr−1 −m0)2
]− 1
≥ −1;
we have equality if and only if m0 = m1 = · · · = mr−1, which forces r to divide
ℓ+ 1.
Next takeG = Dℓ. Since (2ε1)(s) = (ε1−ε2)(s).(ε1+ε2)(s) is a power of ηr, and
r is odd, there exists ξ ∈ {±1} such that for some j we have ε1(s) = ξηrj ; then for all
i there exists j with εi(s) = ξηr
j . For j = 0, 1, . . . , r−1 setmj = |{i : εi(s) = ξηrj}|;
then
∑r−1
j=0 mj = ℓ. We then have
dimL(G)1(s) = m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1)
+m0(m0 − 1) +m1mr−1 +m2mr−2 + · · ·+mr−1m1 + ℓ,
dimL(G)ηr (s) = m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0
+m0m1 +mr−1m2 + · · ·+m r+3
2
m r−1
2
+ 12m r+12
(m r+1
2
− 1)
+m0mr−1 +m1mr−2 + · · ·+m r−3
2
m r+1
2
+ 12m r−12
(m r−1
2
− 1).
Thus
δ = 12
[(
(2m0 −m1 −mr−1 − 12 )2 − 14
)
+
(
(m1 −m2 −mr−2 +mr−1 − 12 )2 − 14
)
+ · · ·+
(
(m r−3
2
−m r−1
2
−m r+1
2
+m r+3
2
− 12 )2 − 14
)]
≥ 0.
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Next takeG = Bℓ. For all i there exists j with εi(s) = ηr
j . For j = 0, 1, . . . , r−1
set mj = |{i : εi(s) = ηrj}|; then
∑r−1
j=0mj = ℓ. We then have
dimL(G)1(s) = m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1)
+m0(m0 − 1) +m1mr−1 +m2mr−2 + · · ·+mr−1m1
+ 2m0 + ℓ,
dimL(G)ηr (s) = m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0
+m0m1 +mr−1m2 + · · ·+m r+3
2
m r−1
2
+ 12m r+12
(m r+1
2
− 1)
+m0mr−1 +m1mr−2 + · · ·+m r−3
2
m r+1
2
+ 12m r−12
(m r−1
2
− 1)
+m1 +mr−1.
Thus
δ = 12
[(
(2m0 −m1 −mr−1 + 12 )2 − 14
)
+
(
(m1 −m2 −mr−2 +mr−1 − 12 )2 − 14
)
+ · · ·+
(
(m r−3
2
−m r−1
2
−m r+1
2
+m r+3
2
− 12 )2 − 14
)]
≥ 0.
Finally take G = Cℓ. As in the Dℓ case, there exists ξ ∈ {±1} such that for all i
there exists j with εi(s) = ξηr
j . For j = 0, 1, . . . , r−1 set mj = |{i : εi(s) = ξηrj}|;
then
∑r−1
j=0 mj = ℓ. We then have
dimL(G)1(s) = m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1)
+m0(m0 − 1) +m1mr−1 +m2mr−2 + · · ·+mr−1m1
+ 2m0 + ℓ,
dimL(G)ηr (s) = m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0
+m0m1 +mr−1m2 + · · ·+m r+3
2
m r−1
2
+ 12m r+12
(m r+1
2
− 1)
+m0mr−1 +m1mr−2 + · · ·+m r−3
2
m r+1
2
+ 12m r−12
(m r−1
2
− 1)
+m r+1
2
+m r−1
2
.
Thus
δ = 12
[(
(2m0 −m1 −mr−1 + 12 )2 − 14
)
+
(
(m1 −m2 −mr−2 +mr−1 + 12 )2 − 14
)
+ · · ·+
(
(m r−3
2
−m r−1
2
−m r+1
2
+m r+3
2
+ 12 )
2 − 14
)]
≥ 0.
The result follows.
We now consider our infinite families. As before, given a quadruple (G, λ, p, k)
we write V = L(λ). In most of the cases we have k0 = 2; note that Corollary 2.1.3
allows us to write Bd,2 = 2d− 2d1 − x where
x =
{
0 if d1 ≥ d2 + 2,
d2 + 2− d1 if d1 < d2 + 2,
so that x ∈ [0, 2].
We begin with those families where V is the quotient of the Lie algebra of G
by its centre.
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Proposition 2.4.2. Let G = Aℓ for ℓ ∈ [2,∞) and λ = ω1 + ωℓ, or G = Bℓ
for ℓ ∈ [3,∞) and λ = ω2 with p ≥ 3, or G = Cℓ for ℓ ∈ [3,∞) and λ = 2ω1 with
p ≥ 3, or G = Dℓ for ℓ ∈ [4,∞) and λ = ω2; then for k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. In all these cases we have V = L(G)/Z(L(G)). Write z = dimZ(L(G));
then
z =


ζp,ℓ+1 if G = Aℓ,
ζp,2(1 + ζ2,ℓ) if G = Dℓ,
0 otherwise.
In particular we have z ≤ 2.
First take u ∈ G(p); then dimCL(G)(u) = dimCG(u) + z′ where

0 ≤ z′ ≤ z if G = Aℓ,
0 ≤ z′ ≤ ℓ if G = Dℓ and p = 2,
z′ = 0 otherwise.
Write c = codimCV (u); then we have
c = dim V − dimCV (u)
= (dimL(G) − z)− (dimCL(G)(u)− z)
= dimL(G)− dimCL(G)(u)
= dimG− (dimCG(u) + z′)
= dim uG − z′.
We have c = d− d1. Thus
2d− 2d1 − x = 2c− x = dimuG + (dimuG − 2z′ − x).
We clearly have dimuG − 2z′ − x > 0 unless either G = A2 and dimuG = 4 with
z′ = 1, or G = D4 and dimuG = 10 with z′ = 4; in the former case we have d = 7,
so d1 = d − dim uG + z′ = 4, and then d1 > d2, whence x < 2, while in the latter
case we have d = 26, so d1 = d− dimuG + z′ = 20, and then d1 > d2 + 2, whence
x = 0. In all cases here we therefore have 2d− 2d1 − x > dimuG.
Thus Bd,2 > dimu
G. Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)u.
Now take s ∈ G(r) for some prime r 6= p; then CL(G)(s) = L(CG(s)), so
dimCL(G)(s) = dimCG(s). Write c = codimCV (s); then we have
c = dimV − dimCV (s)
= (dimL(G) − z)− (dimCL(G)(s)− z)
= dimG− dimCG(s)
= dim sG.
We have c = d − di for some i ≥ 1; then di = (dimL(G) − z) − (dimL(G) −
dimCL(G)(s)) = dimCL(G)(s)− z = dimL(G)1(s)− z. Write
a =
{
1 if G = Aℓ and r|ℓ + 1,
0 otherwise;
observe that z + a ≤ 2.
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First suppose either r ≥ 3, or r = 2 and G = Aℓ. If j 6= i there is a primitive
rth root of unity η such that dj = dimVη(s) = dimL(G)η(s); using Lemma 2.4.1
we see that dj ≤ dimL(G)1(s) + a = di + z + a. Thus
2d− 2d1 − x ≥ 2(d− di − z − a)− x
= (d− di) + (d− di − 2z − 2a− x)
= dim sG + (|Φ| − |Φ(s)| − 2(z + a)− x);
since |Φ| − |Φ(s)| ≥ 2ℓ we have (2d − 2d1 − x) − dim sG ≥ 2ℓ − 2(z + a) − x,
which is clearly positive unless G = A2 or A3, in which case we cannot have both
p|ℓ + 1 and r|ℓ + 1, so z + a ≤ 1; thus we need only consider G = A2 and Φ(s)
of type A1, in which case the eigenspaces of s on L(G) have dimensions 4, 2 and
2, so d1 = 4 − z > 2 = d2 and hence x ≤ 1. In all cases here we therefore have
2d− 2d1 − x > dim sG.
Now suppose r = 2 and G = Bℓ, Cℓ or Dℓ; note that then a = z = 0, and
d = (d1, d2). We have c = dim s
G ≤M2, so di = d− c ≥ d−M2 = dΦ,2 ≥ 12 (d− ℓ)
by [7, Lemma 1.2]. Thus if i = 1 then
(2d− 2d1 − x)− dim sG = 2d2 − x− d2 = d2 − x > 0
(because d2 ≥ 2, and if d2 = 2 then d1 > d2 + 2 so x = 0); if instead i = 2 then we
have
(2d− 2d1 − x)− dim sG = (2d2 − x)− (d− d2)
= 3d2 − d− x
≥ 32 (d− ℓ)− d− x
= 12 (d− 3ℓ− 2x)
> 0.
In all cases here we therefore have 2d− 2d1 − x > dim sG.
Thus Bd,2 > dim s
G. Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss.
Next we treat the two families of cases which are not p-restricted.
Proposition 2.4.3. Let G = Aℓ for ℓ ∈ [2,∞) and λ = ω1 + qω1 or ω1 + qωℓ;
then for k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. As in the proof of [5, Proposition 3.1.8], we take G = SLℓ+1(K). Recall
that Vnat = L(ω1) = 〈v1, . . . , vℓ+1〉. Take A ∈ G, so that for each i we have
A.vi =
∑ℓ+1
i′=1 ai′ivi′ . In the case λ = ω1 + qω1, we have V = L(ω1) ⊗ L(ω1)(q);
we see that A maps vi ⊗ vj 7→
∑ℓ+1
i′,j′=1 ai′iaj′j
qvi′ ⊗ vj′ . We may then identify V
with the space of (ℓ + 1) × (ℓ + 1) matrices D over K, and the matrix unit Eij
with vi ⊗ vj ; then A maps Eij 7→
∑ℓ+1
i′,j′=1 ai′iaj′j
qEi′j′ , and so
∑ℓ+1
i,j=1 dijEij 7→∑ℓ+1
i′,j′=1
(∑ℓ+1
i,j=1 ai′idijaj′j
q
)
Ei′j′ , or D 7→ AD(A(q))T . Similarly in the case λ =
ω1 + qωℓ, we may again identify V with the space of (ℓ + 1) × (ℓ + 1) matrices D
over K, but such that A maps D 7→ AD(A(q))−1.
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First take u ∈ G(p); let A be the matrix representing u. We may assume
A =


J1
J2
. . .
Jk

 ,
where Ji is a single Jordan block of size mi, with m1 ≥ m2 ≥ · · · ≥ mk; then
dimCG(u) = 1.m1+3.m2+5.m3+ · · ·+(2k−1)mk−1. Note that A(q) = A. Given
D ∈ V , write
D =


D11 D12 · · · D1k
D21 D22 · · · D2k
...
...
. . .
...
Dk1 Dk2 · · · Dkk

 ,
where Dij is an mi ×mj matrix. If λ = ω1+ qω1, then D ∈ CV (u) ⇐⇒ ADAT =
D ⇐⇒ for all i and j we have JiDijJjT = Dij ; if instead λ = ω1 + qωℓ, then
D ∈ CV (u) ⇐⇒ ADA−1 = D ⇐⇒ for all i and j we have JiDij = DijJj . In
both cases it is easy to check that for a fixed pair (i, j) the set of such matrices Dij
has dimension min(mi,mj). Thus dimCV (u) =
∑
i,j min(mi,mj) = 1.m1+3.m2+
5.m3 + · · ·+ (2k − 1)mk = dimCG(u) + 1. Write c = codimCV (u); then we have
c = dimV − dimCV (u) = (dimG+ 1)− (dimCG(u) + 1) = dim uG.
We have c = d− d1, so as dim uG ≥ 2ℓ ≥ 4 we have
2d− 2d1 − x = 2c− x = 2dimuG − x > dim uG.
Thus Bd,2 > dimu
G. Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)u.
Now take s ∈ G(r) for some prime r 6= p; let A be the matrix representing s. We
may assume A = (aij) is diagonal. We have A
r = ρI for some ρ ∈ K with ρℓ+1 = 1;
choose κ ∈ K with κr = ρ, then each diagonal entry of A has the form κηrj for some
j. For j = 0, 1, . . . , r−1 setmj = |{i : aii = κηrj}|; then
∑r−1
j=0mj = ℓ+1. We have
dimCG(s) =
∑r−1
j=0mj
2−1, so dim sG = dimG−dimCG(s) = (ℓ+1)2−
∑r−1
i=0 mi
2.
Write ξ = 1 or −1 according as λ = ω1 + qω1 or ω1 + qωℓ. Each ma-
trix unit Eij is an eigenvector for s, with eigenvalue aiiajj
ξq; so the eigenvalues
are κ1+ξqηr
h for various values of h. For a fixed h, we have dimVκ1+ξqηrh(s) =∑
(i,j)mimj , where the sum runs over all pairs (i, j) such that i + ξqj ≡ h (mod
r); note that j 7→ h − ξqj is a permutation πh, say, of Z/rZ, and then we
have dim Vκ1+ξqηrh(s) =
∑r−1
j=0mπh(j)mj . Thus the various dimensions di are the
various values
∑r−1
j=0mπh(j)mj as h runs from 0 to r − 1. Therefore d − d1 =
(ℓ+ 1)2 −∑r−1j=0 mπh(j)mj for some h, and so
(d− d1)− dim sG =
r−1∑
j=0
mj
2 −
r−1∑
j=0
mπh(j)mj =
1
2
r−1∑
j=0
(mj −mπh(j))2 ≥ 0,
i.e., d− d1 ≥ dim sG; so as dim sG ≥ 2ℓ ≥ 4 we have
2d− 2d1 − x ≥ 2 dim sG − x > dim sG.
Thus Bd,2 > dim s
G. Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss.
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Proposition 2.4.4. Let G = Bℓ for ℓ ∈ [2,∞) or Dℓ for ℓ ∈ [4,∞), and
λ = 2ω1 with p ≥ 3; then for k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and
(⋄)u.
Proof. First take u ∈ G(p). Write ℓ′ = 2ℓ or 2ℓ − 1 according as G = Bℓ or
Dℓ, and ζ = ζp,ℓ′+1; then dimG =
1
2ℓ
′(ℓ′ + 1). Let H be the simply connected
group of type Aℓ′ over K; then dimZ(L(H)) = ζ. As we saw in the proof of [5,
Proposition 3.1.3], there is a semisimple automorphism θ of H such that, in the
notation of [5, Section 1.5] (recalled here in Section 1.3), we have
L(H) = L(H)(0) ⊕ L(H)(1),
where L(G) = L(H)(0) and V = L(H)(1)/Z(L(H)). We have d =
1
2ℓ
′(ℓ′ + 3)− ζ.
Let 1r1 , 2r2 , . . . be the sizes of the Jordan blocks of u on the natural module
for H , so that
∑
i iri = ℓ
′+1. Write n0 =
∑
i(ri+ ri+1+ · · · )2 and n1 =
∑
i odd ri,
and observe that n1 ≤ ℓ′ − 1. Then dimCH(u) = n0 − 1, and dimCL(H)(u) =
dimCH(u)+z where 0 ≤ z ≤ ζ; moreover dimCG(u) = 12n0− 12n1, and CL(G)(u) =
L(CG(u)). Thus
d1 = dimCV (u)
= dimCL(H)(1) (u)− ζ
= dimCL(H)(u)− dimCL(H)(0) (u)− ζ
= dimCH(u) + z − dimCG(u)− ζ
= n0 − 1 + z − 12n0 + 12n1 − ζ
= 12n0 +
1
2n1 + z − ζ − 1,
while
dimuG = dimG− dimCG(u) = 12ℓ′(ℓ′ + 1)− 12n0 + 12n1.
Hence
(2d− 2d1 − x)− 2 dimuG = ℓ′(ℓ′ + 3)− 2ζ − n0 − n1 − 2z + 2ζ + 2− x
− ℓ′(ℓ′ + 1) + n0 − n1
= 2ℓ′ − 2n1 − 2z + 2− x
≥ 2− 2z + 2− x
≥ 0,
and so 2d − 2d1 − x ≥ 2 dimuG > dimuG. Thus Bd,2 > dimuG. Therefore if
k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)u.
Now take s ∈ G(r). We analyse the weights in V as in the proof of Lemma 2.4.1;
we set δ = dimV1(s) − dimVηr (s). We shall treat the cases G = Bℓ and G = Dℓ
separately.
We begin with G = Bℓ. The weights are ±2εi for 1 ≤ i ≤ ℓ, ±εi ± εj for
1 ≤ i < j ≤ ℓ, ±εi for 1 ≤ i ≤ ℓ, and 0; all have multiplicity 1 except the
last, which has multiplicity ℓ − ζ. For all i there exists j with εi(s) = ηrj . For
j = 0, 1, . . . , r − 1 set mj = |{i : εi(s) = ηrj}|; then
∑r−1
j=0 mj = ℓ.
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First suppose r ≥ 3. We then have
dimV1(s) = 2m0 +m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1)
+m0(m0 − 1) +m1mr−1 +m2mr−2 + · · ·+mr−1m1
+ 2m0 + ℓ− ζ,
dim Vηr (s) = m r+1
2
+m r−1
2
+m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0
+m0m1 +mr−1m2 + · · ·+m r+3
2
m r−1
2
+ 12m r+12
(m r+1
2
− 1)
+m0mr−1 +m1mr−2 + · · ·+m r−3
2
m r+1
2
+ 12m r−12
(m r−1
2
− 1)
+m1 +mr−1.
Thus
δ = 12
[(
(2m0 −m1 −mr−1 + 12 )2 − 14
)
+
(
(m1 −m2 −mr−2 +mr−1 + 12 )2 − 14
)
+ · · ·+
(
(m r−3
2
−m r−1
2
−m r+1
2
+m r+3
2
+ 12 )
2 − 14
)]
+ 2m0 −m1 −mr−1 − ζ
≥ 2m0 −m1 −mr−1 − ζ.
Hence dimVηr (s) ≤ dimV1(s)− (2m0−m1−mr−1− ζ) ≤ dimV1(s)− 2m0+ ℓ+ ζ.
Also |Φ(s)| = dimV1(s)−(2m0+ℓ−ζ), so dim sG = |Φ|−|Φ(s)| = 2ℓ2−dimV1(s)+
(2m0 + ℓ − ζ). Thus if d1 > dimV1(s), then d1 ≤ dimV1(s) − 2m0 + ℓ + ζ, and so
d1 + dim s
G ≤ 2ℓ2 + 2ℓ, whence
(2d− 2d1 − x)− 2 dim sG ≥ 2(2ℓ2 + 3ℓ− ζ − (2ℓ2 + 2ℓ))− x = 2ℓ− 2ζ − x ≥ 0.
If instead d1 = dimV1(s), then d1+dim s
G = 2ℓ2+ℓ+2m0−ζ ≤ 2ℓ2+ℓ+2(ℓ−1)−ζ =
2ℓ2 + 3ℓ− 2− ζ = d− 2, and so
(2d− 2d1 − x)− 2 dim sG ≥ 4− x > 0.
In all cases here we therefore have 2d− 2d1 − x ≥ 2 dim sG > dim sG.
Now suppose r = 2. We then have
dimV1(s) = 2ℓ+ 2m0(m0 − 1) + 2m1(m1 − 1) + 2m0 + ℓ− ζ,
dimV−1(s) = 4m0m1 + 2m1.
Thus
δ = 2[(m0 −m1 + 12 )2 − 14 ] + ℓ− ζ > 0.
Hence d1 = dim V1(s) and d2 = dimV−1(s). Also |Φ(s)| = dimV1(s)− (2ℓ+ ℓ− ζ),
so dim sG = |Φ| − |Φ(s)| = 2ℓ2 − dimV1(s) + (2ℓ+ ℓ− ζ) = d− dimV1(s) = d− d1.
Therefore
(2d− 2d1 − x)− 2 dim sG = −x,
and so 2d− 2d1 − x = 2dim sG − x = dim sG + (dim sG − x) > dim sG.
Thus Bd,2 > dim s
G. Therefore if G = Bℓ and k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss.
We now take G = Dℓ. The weights are ±2εi for 1 ≤ i ≤ ℓ, ±εi ± εj for
1 ≤ i < j ≤ ℓ, and 0; all have multiplicity 1 except the last, which has multiplicity
ℓ− 1− ζ. Thus the non-zero weights form a root system of type Cℓ.
First suppose r ≥ 3. As in the proof of Lemma 2.4.1, there exists ξ ∈ {±1}
such that for all i there exists j with εi(s) = ξηr
j . For j = 0, 1, . . . , r − 1 set
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mj = |{i : εi(s) = ξηrj}|; then
∑r−1
j=0 mj = ℓ. We then have
dimV1(s) = 2m0 +m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1)
+m0(m0 − 1) +m1mr−1 +m2mr−2 + · · ·+mr−1m1 + ℓ− 1− ζ,
dim Vηr (s) = m r+1
2
+m r−1
2
+m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0
+m0m1 +mr−1m2 + · · ·+m r+3
2
m r−1
2
+ 12m r+12
(m r+1
2
− 1)
+m0mr−1 +m1mr−2 + · · ·+m r−3
2
m r+1
2
+ 12m r−12
(m r−1
2
− 1).
Thus
δ = 12
[(
(2m0 −m1 −mr−1 + 12 )2 − 14
)
+
(
(m1 −m2 −mr−2 +mr−1 + 12 )2 − 14
)
+ · · ·+
(
(m r−3
2
−m r−1
2
−m r+1
2
+m r+3
2
+ 12 )
2 − 14
)]
− 1− ζ
≥ −1− ζ.
Hence dimVηr (s) ≤ dimV1(s) + 1+ ζ. Also |Φ(s)| = dimV1(s)− (2m0+ ℓ− 1− ζ),
so dim sG = |Φ| − |Φ(s)| = 2ℓ(ℓ − 1) − dimV1(s) + (2m0 + ℓ − 1 − ζ). Thus
d1 + dim s
G ≤ 2ℓ2 − 2ℓ+ 2m0 + ℓ = 2ℓ2 − ℓ+ 2m0, and so
(2d− 2d1 − x)− 2 dim sG ≥ 2(2ℓ2 + ℓ− 1− ζ − (2ℓ2 − ℓ+ 2m0))− x
= 2(2ℓ− 2m0 − 1− ζ)− x
≥ −x.
Therefore (2d− 2d1 − x)− dim sG ≥ dim sG − x > 0, so 2d− 2d1 − x > dim sG.
Now suppose r = 2. Here either all εi(s) are ±1, or all εi(s) are ±η4.
If all εi(s) are ±1, set m0 = |{i : εi(s) = 1}| and m1 = |{i : εi(s) = −1}|; then
m0 +m1 = ℓ. We then have
dimV1(s) = 2ℓ+ 2m0(m0 − 1) + 2m1(m1 − 1) + ℓ− 1− ζ,
dimV−1(s) = 4m0m1.
Thus
δ = 2(m0 −m1)2 + ℓ− 1− ζ > 0.
Hence d1 = dimV1(s) and d2 = dim V−1(s). Also |Φ(s)| = dimV1(s)−(2ℓ+ℓ−1−ζ),
so dim sG = |Φ|− |Φ(s)| = 2ℓ(ℓ− 1)−dimV1(s)+ (2ℓ+ ℓ− 1− ζ) = d−dimV1(s) =
d− d1. Therefore
(2d− 2d1 − x)− 2 dim sG = −x,
and so 2d− 2d1 − x = 2dim sG − x = dim sG + (dim sG − x) > dim sG.
If instead all εi(s) are ±η4, set m0 = |{i : εi(s) = η4}| and m1 = |{i : εi(s) =
−η4}|; then m0 +m1 = ℓ. We then have
dimV1(s) = m0(m0 − 1) +m1(m1 − 1) + 2m0m1 + ℓ− 1− ζ = ℓ2 − 1− ζ,
dimV−1(s) = 2ℓ+ 2m0m1 +m0(m0 − 1) +m1(m1 − 1) = ℓ2 + ℓ.
Thus
δ = −ℓ− 1− ζ < 0.
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Hence d1 = dimV−1(s) and d2 = dimV1(s). Also |Φ(s)| = 12 |Φ|, so dim sG =
|Φ| − |Φ(s)| = 12 |Φ| = ℓ(ℓ− 1). Therefore
(2d− 2d1 − x) − dim sG = 2d2 − x− dim sG
= 2ℓ2 − 2− 2ζ − x− ℓ2 + ℓ
= ℓ2 + ℓ− 2− 2ζ − x
> 0,
and so 2d− 2d1 − x > dim sG.
Thus Bd,2 > dim s
G. Therefore if G = Dℓ and k ∈ [2, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)ss.
Proposition 2.4.5. Let G = Cℓ for ℓ ∈ [4,∞) and λ = ω2; then for k ∈ [2, d2 ]
the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. Write ζ = ζp,ℓ. The weight table is as follows.
i µ |W.µ| mµ
1 ω2 2ℓ(ℓ−1) 1
0 0 1 ℓ−1−ζ
Thus d = 2ℓ2 − ℓ− 1− ζ.
First take u ∈ G(p). We treat the cases p ≥ 3 and p = 2 separately.
Begin by assuming p ≥ 3. Much as in the proof of Proposition 2.4.4, we let H
be the simply connected group of type A2ℓ−1 over K; then dimZ(L(H)) = ζ, and
we have
L(H) = L(H)(0) ⊕ L(H)(1),
where L(H)(0) = L(G) and V = L(H)(1)/Z(L(H)).
Let 1r1 , 2r2 , . . . be the sizes of the Jordan blocks of u on the natural module
for H , so that
∑
i iri = 2ℓ. Write n0 =
∑
i(ri + ri+1 + · · · )2 and n1 =
∑
i odd ri.
Then dimCH(u) = n0 − 1, and dimCL(H)(u) = dimCH(u) + z where 0 ≤ z ≤ ζ;
moreover dimCG(u) =
1
2n0 +
1
2n1, and CL(G)(u) = L(CG(u)). Thus
d1 = dimCV (u)
= dimCL(H)(1) (u)− ζ
= dimCL(H)(u)− dimCL(H)(0) (u)− ζ
= dimCH(u) + z − dimCG(u)− ζ
= n0 − 1 + z − 12n0 − 12n1 − ζ
= 12n0 − 12n1 + z − ζ − 1,
while
dim uG = dimG− dimCG(u) = 2ℓ2 + ℓ− 12n0 − 12n1.
Hence
(2d− 2d1 − x)− 2 dimuG = 4ℓ2 − 2ℓ− 2− 2ζ − n0 + n1 − 2z + 2ζ + 2− x
− 4ℓ2 − 2ℓ+ n0 + n1
= −4ℓ+ 2n1 − 2z − x,
and so
(2d− 2d1 − x) − dimuG = dimuG − 4ℓ+ 2n1 − 2z − x
≥ dimuG − (4ℓ+ 4).
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Thus 2d − 2d1 − x > dim uG provided dimuG > 4ℓ + 4; so we must consider the
unipotent classes of dimension at most 4ℓ + 4. We analyse the possibilities using
Jordan normal form and the partial order on unipotent classes given by containment
of closures.
If ri > 0 for some i ≥ 4, then the class has C2 in its closure, whose dimension
is 6ℓ − 4; if ℓ ∈ [5,∞) we have 6ℓ − 4 > 4ℓ + 4, while if ℓ = 4 the only such class
needing consideration is C2 itself, for which n1 = 4 and hence
dim uG − 4ℓ+ 2n1 − 2z − x = 20− 16 + 8− 2z − x
= 12− 2z − x
> 0.
If r3 > 0, then the class has A2 in its closure, whose dimension is 8ℓ − 10, which
is greater than 4ℓ + 4. Thus we may assume ri = 0 for i ≥ 3. Write y = r2, then
r1 = 2ℓ−2y; so n0 = 4ℓ2−4ℓy+2y2 and n1 = 2ℓ−2y, whence dimuG = 2ℓy−y2+y.
Therefore
dimuG − 4ℓ+ 2n1 − 2z − x = 2ℓy − y2 + y − 4ℓ+ 4ℓ− 4y − 2z − x
= 2ℓy − y2 − 3y − 2z − x;
let the expression on the right hand side be f(y), say. Then f(y) is increasing for
y < ℓ − 32 and decreasing for y > ℓ − 32 . We have f(2) = 4ℓ − 10 − 2z − x > 0
and f(ℓ − 1) = ℓ2 − 3ℓ + 2 − 2z − x > 0, while f(1) = 2ℓ − 4 − 2z − x and
f(ℓ) = ℓ2 − 3ℓ − 2z − x, each of which is positive unless ℓ = 4, z = 1 and x = 2.
Thus we may assume ℓ = 4 and z = 1, and need only consider y = 1 and 4,
corresponding to the classes C1 and A1
2; we must have ζ = 1 and hence d = 26
while d1 =
1
2n0− 12n1−1. If y = 1 then n0 = 50 and n1 = 6, so d1 = 21 and d2 = 5;
if instead y = 4 then n0 = 32 and n1 = 0, so d1 = 15 and d2 = 11. In both cases
d1 ≥ d2 + 2, so by Corollary 2.1.3 we in fact have x = 0; so in all cases f(y) > 0.
Thus Bd,2 > dimu
G. Therefore if p ≥ 3 and k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)u.
We now assume instead p = 2. From [10] we see that the unipotent classes in
G(2) are of three types, corresponding to expressions
W (1)ℓ−2y−i +W (2)y + V (2)i
for i = 0, 1, 2, with y ∈ [1, ℓ2 ], [0, ℓ−12 ] or [0, ℓ−22 ] respectively; we shall write uy,i
for a representative of the class corresponding to the expression above, so that the
classes uy,0
G and uy,1
G are those called A1
y and A1
yC1 in Section 2.3. We have
dimuy,0
G = 2y(2ℓ− 2y),
dimuy,1
G = (2y + 1)(2ℓ− 2y),
dimuy,2
G = (2y + 2)(2ℓ− 2y − 1);
also uy,2
G has uy+1,0
G in its closure. We take each type of class in turn; we shall
analyse the first two using an appropriate Ψ-net. Much as in the cases G = E7,
λ = ω1 and G = E8, λ = ω8 in Section 2.3, we shall write ‘2ω¯1/2ω¯3/ · · · /2ω¯2y−1’ to
denote a Ψ-net whose weights are those lying in the union of the Weyl GΨ-modules
WGΨ(2ω¯1), WGΨ(2ω¯3), . . . , WGΨ(2ω¯2y−1).
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First take u ∈ uy,0G. Here we take Ψ = 〈α1, α3, . . . , α2y−1〉 of type A1y; then
we may assume u = uΨ. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 m p=2
2ω¯1/2ω¯3/···/2ω¯2y−1 1 2y 1 y
ω¯2i−1+ω¯2j−1 0 4 2y(y−1) 4y(y−1)
ω¯2i−1 0 2 4y(ℓ−2y) 4y(ℓ−2y)
0 0 1 2ℓ2−8ℓy+8y2−2ℓ+6y
y(4ℓ−4y−3)
Thus d− d1 ≥ y(4ℓ− 4y − 3), so
(2d− 2d1 − x)− dimuG ≥ 2y(4ℓ− 4y − 3)− x− 2y(2ℓ− 2y)
= 2y(2ℓ− 2y − 3)− x;
let the expression on the right hand side be f(y), say. Then f(y) is increasing for
y < 2ℓ−34 and decreasing for y >
2ℓ−3
4 . We have f(1) = 2(2ℓ−5)−x > 0; if y = ⌊ ℓ2⌋,
then according as ℓ is odd or even we have ℓ = 2y+1 or 2y, so f(y) = 2y(2y−1)−x
or 2y(2y − 3) − x, each of which is positive. Therefore for all values of y we have
2d− 2d1 − x > dim uG.
Now take u ∈ uy,1G. Here we take Ψ = 〈α1, α3, . . . , α2y−1, αℓ〉 of type A1yC1;
then we may assume u = uΨ. The Ψ-net table is as follows.
Ψ−nets c(uΨ)
ν¯ n0 n1 m p=2
2ω¯1/2ω¯3/···/2ω¯2y−1 1 2y 1 y
ω¯2i−1+ω¯2j−1 0 4 2y(y−1) 4y(y−1)
ω¯2i−1 0 2 4y(ℓ−2y−1) 4y(ℓ−2y−1)
ω¯2i−1+ω¯ℓ 0 4 2y 4y
ω¯ℓ 0 2 2(ℓ−2y−1) 2(ℓ−2y−1)
0 0 1 2ℓ2−8ℓy+8y2−6ℓ+14y+4
4ℓy−4y2+2ℓ−7y−2
Thus d− d1 ≥ 4ℓy − 4y2 + 2ℓ− 7y − 2, so
(2d− 2d1 − x)− dimuG ≥ 8ℓy − 8y2 + 4ℓ− 14y − 4− x− (2y + 1)(2ℓ− 2y)
= 4ℓy − 4y2 + 2ℓ− 12y − 4− x;
let the expression on the right hand side be f(y), say. Then f(y) is increasing
for y < ℓ−32 and decreasing for y >
ℓ−3
2 . We have f(0) = 2ℓ − 4 − x > 0; if
y = ⌊ ℓ−12 ⌋, then according as ℓ is odd or even we have ℓ = 2y + 1 or 2y + 2, so
f(y) = 4y2−4y−2−x or 4y2−x, each of which is positive. Therefore for all values
of y we have 2d− 2d1 − x > dimuG.
Finally take u ∈ uy,2G. Here we use the fact mentioned above that uG has
uy+1,0
G in its closure, so we may use the bound obtained above to see that
(2d− 2d1 − x)− dim uG ≥ 2(y + 1)(4ℓ− 4(y + 1)− 3)− x
− (2y + 2)(2ℓ− 2y − 1)
= 2(y + 1)(2ℓ− 2y − 6)− x;
let the expression on the right hand side be f(y), say. Then f(y) is increasing
for y < ℓ−42 and decreasing for y >
ℓ−4
2 . We have f(0) = 4ℓ − 12 − x > 0; if
y = ⌊ ℓ−22 ⌋, then according as ℓ is odd or even we have ℓ = 2y + 3 or 2y + 2, so
f(y) = 2(y + 1)(2y) − x or 2(y + 1)(2y − 2) − x, each of which is positive with
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the exception of the latter when y = 1. Therefore for all values of y we have
2d− 2d1 − x > dim uG, unless (ℓ, y) = (4, 1).
We are thus left to consider the unipotent class uG corresponding to the ex-
pression W (2) + V (2)2 in G = C4; then dim u
G = 20 and d = 26. We may take
u = xα1(1)xα4 (1)x2α3+α4(1); if as before we write the non-zero weights in V as
±εi ± εj for 1 ≤ i < j ≤ 4, then u = xε1−ε2(1)xε3(1)xε4 (1), and we have weight
nets
{±ε3 ± ε4},
{ε1 ± ε3}, {−ε1 ± ε3}, {ε2 ± ε3}, {−ε2 ± ε3},
{ε1 ± ε4}, {−ε1 ± ε4}, {ε2 ± ε4}, {−ε2 ± ε4},
{ε1 − ε2, 0,−ε1 + ε2},
{ε1 + ε2}, {−ε1 − ε2},
giving d− d1 ≥ 2 + 8 + 1 = 11. If d− d1 = 11 then d1 = 15 > 13 = d2 + 2 so that
x = 0; if not then d− d1 ≥ 12. In either case we have 2d− 2d1 − x ≥ 22 > dimuG.
Thus Bd,2 > dimu
G. Therefore if p = 2 and k ∈ [2, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)u.
Now take s ∈ G(r) for some prime r 6= p. The weights are ±εi ± εj for
1 ≤ i < j ≤ ℓ, and 0. Thus the non-zero weights form a root system of type Dℓ.
First suppose r ≥ 3. Again we set δ = dimV1(s) − dimVηr (s). As in the
proof of Lemma 2.4.1, there exists ξ ∈ {±1} such that for all i there exists j with
εi(s) = ξηr
j . For j = 0, 1, . . . , r−1 setmj = |{i : εi(s) = ξηrj}|; then
∑r−1
j=0mj = ℓ.
We then have
dimV1(s) = m0(m0 − 1) +m1(m1 − 1) + · · ·+mr−1(mr−1 − 1)
+m0(m0 − 1) +m1mr−1 +m2mr−2 + · · ·+mr−1m1 + ℓ− 1− ζ,
dim Vηr (s) = m0m1 +m1m2 + · · ·+mr−2mr−1 +mr−1m0
+m0m1 +mr−1m2 + · · ·+m r+3
2
m r−1
2
+ 12m r+12
(m r+1
2
− 1)
+m0mr−1 +m1mr−2 + · · ·+m r−3
2
m r+1
2
+ 12m r−12
(m r−1
2
− 1).
Thus
δ = 12
[(
(2m0 −m1 −mr−1 − 12 )2 − 14
)
+
(
(m1 −m2 −mr−2 +mr−1 − 12 )2 − 14
)
+ · · ·+
(
(m r−3
2
−m r−1
2
−m r+1
2
+m r+3
2
− 12 )2 − 14
)]
− 1− ζ
≥ −1− ζ.
Hence dimVηr (s) ≤ dimV1(s) + 1+ ζ. Also |Φ(s)| = dimV1(s) + 2m0− (ℓ− 1− ζ),
so dim sG = |Φ|− |Φ(s)| = 2ℓ2−dimV1(s)− 2m0+(ℓ− 1− ζ). Thus d1+dim sG ≤
2ℓ2 + ℓ− 2m0, and so
(2d− 2d1 − x)− 2 dim sG ≥ 2(2ℓ2 − ℓ− 1− ζ − (2ℓ2 + ℓ− 2m0))− x
= 2(2m0 − 2ℓ− 1− ζ)− x.
Thus (2d− 2d1 − x)− dim sG ≥ dim sG +4m0− 4ℓ− 2− 2ζ − x ≥ dim sG − 4ℓ− 6.
Thus 2d − 2d1 − x > dim sG provided dim sG > 4ℓ + 6; so we must consider the
semisimple classes of dimension at most 4ℓ + 6, i.e., the classes sG with |Φ(s)| ≥
|Φ| − 4ℓ− 6 = 2ℓ2 − 4ℓ− 6.
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Since r ≥ 3, the subsystem Φ(s) can have at most one simple factor of type C.
Suppose Φ(s) has a factor Cℓ−y for 1 ≤ y ≤ ℓ, then Φ(s) ⊆ Ay−1Cℓ−y, and so
(2ℓ2 − 4ℓ− 6)− |Φ(s)| ≥ (2ℓ2 − 4ℓ− 6)− (y(y − 1) + 2(ℓ− y)2)
= 4ℓy − 4ℓ− 3y2 + y − 6;
let the expression on the right hand side be f(y), say. Then f(y) is increasing
for y < 4ℓ+16 and decreasing for y >
4ℓ+1
6 . We have f(3) = 8ℓ − 30 > 0 and
f(ℓ − 1) = ℓ2 − ℓ − 10 > 0, while f(2) = 4ℓ − 16 and f(ℓ) = ℓ2 − 3ℓ − 6, each of
which is positive unless ℓ = 4, and f(1) = −8 < 0. Thus we may assume either
Φ(s) = Cℓ−1, or ℓ = 4 and Φ(s) ⊆ A1C2 or A3.
If Φ(s) = Cℓ−1 then m0 = ℓ− 1 and dim sG = 2ℓ2 − 2(ℓ− 1)2 = 4ℓ− 2; so
(2d− 2d1 − x)− dim sG ≥ dim sG + 4m0 − 4ℓ− 2− 2ζ − x
= 4ℓ− 2 + 4ℓ− 4− 4ℓ− 2− 2ζ − x
= 4ℓ− 8− 2ζ − x
> 0.
Thus we may assume ℓ = 4; so we need only consider semisimple classes sG with
|Φ(s)| ≥ 32−16−6 = 10. Thus if Φ(s) ⊆ A1C2 we need only consider Φ(s) = A1C2;
then dim sG = 32−10 = 22. We may assume ε1(s) = ε2(s) = ξ, ε3(s) = ε4(s) = ξηr,
so m0 = 2, and
(2d− 2d1 − x)− dim sG ≥ dim sG + 4m0 − 4ℓ− 2− 2ζ − x
= 22 + 8− 16− 2− 2ζ − x
= 12− 2ζ − x
> 0.
If instead Φ(s) ⊆ A3 we need only consider Φ(s) = A3; then dim sG = 32−12 = 20.
We may assume ε1(s) = ε2(s) = ε3(s) = ε4(s) = ξηr; here we have dimV1(s) =
15− ζ while dimVηr2(s) = dimVηr−2(s) = 6, so
(2d− 2d1 − x)− dim sG = 2(27− ζ)− 2(15− ζ)− x− 20 = 4− x > 0.
Thus if r ≥ 3 we have 2d− 2d1 − x > dim sG.
Now suppose r = 2. Here either all εi(s) are ±1, or all εi(s) are ±η4.
If all εi(s) are ±1, set m0 = |{i : εi(s) = 1}| and m1 = |{i : εi(s) = −1}|; then
m0 +m1 = ℓ. We then have
dimV1(s) = 2m0(m0 − 1) + 2m1(m1 − 1) + ℓ− 1− ζ,
dimV−1(s) = 4m0m1.
Thus
δ = 2(m0 −m1)2 − ℓ− 1− ζ;
so d1 may be dim V1(s) or dimV−1(s). Also |Φ(s)| = 2m02 + 2m12, so dim sG =
|Φ| − |Φ(s)| = 4m0m1. If d1 = dim V1(s) and d2 = dimV−1(s) then
(2d− 2d1 − x) − dim sG = 2d2 − x− dim sG
= 8m0m1 − x− 4m0m1
= 4m0m1 − x
> 0.
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If on the other hand d1 = dimV−1(s) and d2 = dimV1(s) then
(2d− 2d1 − x)− dim sG = 2d2 − x− dim sG
= 4m0
2 + 4m1
2 − 2ℓ− 2− 2ζ − x− 4m0m1
= 3(m0 −m1)2 + ℓ2 − 2ℓ− 2− 2ζ − x
> 0.
Hence 2d− 2d1 − x > dim sG.
If instead all εi(s) are ±η4, set m0 = |{i : εi(s) = η4}| and m1 = |{i : εi(s) =
−η4}|; then m0 +m1 = ℓ. We then have
dimV1(s) = m0(m0 − 1) +m1(m1 − 1) + 2m0m1 + ℓ− 1− ζ = ℓ2 − 1− ζ,
dimV−1(s) = 2m0m1 +m0(m0 − 1) +m1(m1 − 1) = ℓ2 − ℓ.
Thus
δ = ℓ− 1− ζ > 0.
Hence d1 = dimV1(s) and d2 = dimV−1(s). Also |Φ(s)| = ℓ(ℓ − 1), so dim sG =
|Φ| − |Φ(s)| = ℓ(ℓ+ 1). Therefore
(2d− 2d1 − x) − dim sG = 2d2 − x− dim sG
= 2ℓ2 − 2ℓ− x− (ℓ2 + ℓ)
= ℓ2 − 3ℓ− x
> 0,
and so 2d− 2d1 − x > dim sG.
Thus Bd,2 > dim s
G. Therefore if k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)ss.
Proposition 2.4.6. Let G = Bℓ for ℓ ∈ [4,∞) and λ = ω2 with p = 2; then
for k ∈ [2, d2 ] the quadruple (G, λ, p, k) satisfies (⋄)ss and (⋄)u.
Proof. This is an immediate consequence of Proposition 2.4.5, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Finally we take the two infinite families where k0 = 3; note that Corollary 2.1.3
allows us to write Bd,3 = 3d− 3d1 − x where
x =


0 if d1 ≥ d2 + 4,
d2 + 4− d1 if d2 + 4 > d1 ≥ d3 + 2,
d2 + d3 + 6− 2d1 if d1 < d3 + 2,
so that x ∈ [0, 6].
Proposition 2.4.7. Let G = Aℓ for ℓ ∈ [6,∞) and λ = ω2, or G = Aℓ for
ℓ ∈ [3,∞) and λ = 2ω1 with p ≥ 3; then for k ∈ [3, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss and (⋄)u.
Proof. Number the cases (i) and (ii) according as λ = ω2 or 2ω1; in what follows,
whenever we give two choices followed by the word ‘respectively’, we are taking the
cases in the order (i), (ii).
First take u ∈ G(p). We may assume u = uΨ for Ψ of type Am1−1Am2−1 . . . ,
where
∑
imi = ℓ+ 1 and p ≥ m1 ≥ m2 ≥ · · · ; we have
dim uG = (ℓ+ 1)(ℓ+ 2)− 2
∑
i
imi.
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For each i write li = m1 + · · ·+mi−1; then we may assume the simple roots of the
ith factor Ami−1 are αli+1, αli+2, . . . , αli+mi−1. Each Ψ-net then corresponds to a
weight ν¯ which is of one of two forms: ω¯li+1 + ω¯lj+1 with i < j, and ω¯li+2 (where
i is such that mi ≥ 2) or 2ω¯li+1 respectively. If ν¯ is of the first form, the weights
in the Ψ-net are µ¯i + µ¯j where µ¯i ∈ W (Ami−1).ω¯li+1 and µ¯j ∈ W (Amj−1).ω¯lj+1;
for any fixed µ¯j , the sum of the weight spaces corresponding to the weights µ¯i +
µ¯j is a natural module for Ami−1 on which uΨ acts regularly, so we may take
the contribution c(uΨ) from the Ψ-net to be (mi − 1)mj . If ν¯ is of the second
form, the sum of the weight spaces corresponding to the weights in the Ψ-net is
a module L(ω2) or L(2ω1) respectively for Ami−1 on which uΨ acts regularly, so
by [5, Lemma 1.3.4] we may take the contribution c(uΨ) from the Ψ-net to be
1
2mi(mi − 1)− ⌊mi2 ⌋ or 12mi(mi + 1)− ⌈mi2 ⌉ respectively. Thus
d− d1 ≥
∑
i<j
(mi − 1)mj +
{∑
i(
1
2mi(mi − 1)− ⌊mi2 ⌋) in case (i),∑
i(
1
2mi(mi + 1)− ⌈mi2 ⌉) in case (ii),
=
∑
i<j
mimj −
∑
i<j
mj +
1
2
∑
i
mi
2 +
{∑
i(−mi2 − ⌊mi2 ⌋) in case (i),∑
i(
mi
2 − ⌈mi2 ⌉) in case (ii).
Observe that 2
∑
i<jmimj =
∑
i6=jmimj = (
∑
imi)
2−∑imi2 = (ℓ+1)2−∑imi2,
so
∑
i<j mimj =
1
2 (ℓ + 1)
2 − 12
∑
imi
2; also
∑
i<jmj =
∑
j(j − 1)mj . Thus if we
write v for the number of odd mi, we have
d− d1 ≥ 12 (ℓ+ 1)2 −
∑
i
(i− 1)mi +
{∑
i(−mi2 − ⌊mi2 ⌋) in case (i),∑
i(
mi
2 − ⌈mi2 ⌉) in case (ii),
=
{
1
2 (ℓ+ 1)
2 −∑i imi + 12v in case (i),
1
2 (ℓ+ 1)(ℓ+ 3)−
∑
i imi − 12v in case (ii).
Hence
(3d− 3d1 − x)− dim uG ≥
{
1
2 (ℓ+ 1)(ℓ− 1)−
∑
i imi +
3
2v − x in case (i),
1
2 (ℓ+ 1)(ℓ+ 5)−
∑
i imi − 32v − x in case (ii).
First assume we are in case (ii). If Ψ is of type A1 then m1 = 2, m2 = · · · =
mℓ = 1, so
∑
i imi =
1
2ℓ
2 + 12ℓ+ 1 while v = ℓ − 1; thus we have (3d − 3d1 − x) −
dimuG ≥ ℓ + 3 − x. Since x ≤ 6 this is positive for ℓ ∈ [4,∞). For ℓ = 3 we have
d = 10 and d− d1 ≥ 4, so we may take d0 = (6, 4); using Proposition 2.1.4 we then
have Bd0,3 = 10 > 6 = dimu
G. For any other Ψ, the class uΨ
G contains A1 in its
closure, so
∑
i imi <
1
2ℓ
2 + 12ℓ + 1, and v ≤ ℓ − 1 as v ≡ ℓ + 1 (mod 2); thus we
have (3d− 3d1 − x)− dimuG > ℓ+ 3− x ≥ 0 for ℓ ∈ [3,∞). Thus in all cases here
Bd,3 > dimu
G. Therefore in case (ii) if k ∈ [3, d2 ] the quadruple (G, λ, p, k) satisfies
(⋄)u.
Now assume we are in case (i). We begin with some small subsystems Ψ. If Ψ
is of type A1 then as above
∑
i imi =
1
2ℓ
2+ 12ℓ+1 and v = ℓ− 1, so d− d1 ≥ ℓ− 1;
as ℓ − 1 ≤ 12d we may take d0 = (d − (ℓ − 1), ℓ − 1), and then Proposition 2.1.4
shows that we have Bd0,3 = 3(ℓ − 1) > 2ℓ = dimuG. If Ψ is of type A12 then
m1 = m2 = 2, m3 = · · · = mℓ−1 = 1, whence
∑
i imi =
1
2ℓ
2− 12ℓ+3 and v = ℓ− 3,
so d − d1 ≥ 2ℓ − 4; as 2ℓ − 4 ≤ 12d we may take d0 = (d − (2ℓ − 4), 2ℓ − 4), and
then Proposition 2.1.4 shows that we have Bd0,3 = 3(2ℓ − 4) > 4ℓ − 4 = dimuG.
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If Ψ is of type A2 then u
G has dimension 4ℓ − 2 and contains the class A12 in
its closure; we have 3(2ℓ − 4) > 4ℓ − 2, so the bound for the class A12 suffices.
If Ψ is of type A1
3 then m1 = m2 = m3 = 2, m4 = · · · = mℓ−2 = 1, whence∑
i imi =
1
2ℓ
2 − 32ℓ + 7 and v = ℓ − 5, so d − d1 ≥ 3ℓ − 9; as 3ℓ − 9 ≤ 12d we
may take d0 = (d − (3ℓ − 9), 3ℓ − 9), and then Proposition 2.1.4 shows that for
ℓ ∈ [7,∞) we have Bd0,3 = 3(3ℓ− 9) > 6ℓ− 12 = dimuG, while for ℓ = 6 we have
Bd0,3 = 26 > 24 = dimu
G. If Ψ is of type A2A1 then u
G has dimension 6ℓ− 8 and
contains the class A1
3 in its closure; for ℓ ∈ [7,∞) we have 3(3ℓ−9) > 6ℓ−8, so the
bound for the class A1
3 suffices. For ℓ = 6 we have m1 = 3, m2 = 2, m3 = m4 = 1,
whence
∑
i imi = 14 and v = 3, so d − d1 ≥ 12; we may take d0 = (9, 9, 3), and
then Corollary 2.1.3 shows that we have Bd0,3 = 32 > 28 = dimu
G. If Ψ is of type
A3 then u
G has dimension 6ℓ−6 and again contains the class A13 in its closure; for
ℓ ∈ [8,∞) we have 3(3ℓ− 9) > 6ℓ − 6, so the bound for the class A13 suffices. For
ℓ ∈ [6, 7] we have m1 = 4, m2 = · · · = mℓ−2 = 1, whence
∑
i imi =
1
2ℓ
2− 32ℓ+4 and
v = ℓ− 3, so d− d1 ≥ 3ℓ− 5; according as ℓ = 6 or 7 we may take d0 = (8, 8, 5) or
(12, 12, 4), and then Corollary 2.1.3 shows that we have Bd0,3 = 35 > 30 = dimu
G
or Bd0,3 = 44 > 36 = dimu
G.
First suppose ℓ = 6. If Ψ is of type A2A1
2 then m1 = 3, m2 = m3 = 2,
whence
∑
i imi = 13 and v = 1, so d − d1 ≥ 12; we may take d0 = (9, 9, 3),
and then Corollary 2.1.3 shows that we have Bd0,3 = 32 > 30 = dim u
G. All
remaining classes in G(p) (assuming p ≥ 3) have A22 in their closure, for which
m1 = m2 = 3, m3 = 1, whence
∑
i imi = 12; noting that v is odd we have
(3d − 3d1 − x) − dimuG ≥ 352 − 12 + 32v − x ≥ 7 − x > 0. Now instead suppose
ℓ ∈ [7,∞). Here all remaining classes in G(p) have A14 in their closure, for which
m1 = · · · = m4 = 2, m5 = · · · = mℓ−3 = 1, whence
∑
i imi =
1
2ℓ
2− 52ℓ+13; thus we
have (3d− 3d1−x)−dimuG ≥ 52ℓ− 272 + 32v−x, which is positive unless ℓ = 7 and
v = 0. Thus we may suppose ℓ = 7, in which case d = 28. If Ψ is of type A1
4 then
as we have seen
∑
i imi = 20, so d− d1 ≥ 12; we may take d0 = (16, 12), and then
Proposition 2.1.4 shows that we have Bd0,3 = 36 > 32 = dim u
G. The other classes
in G(p) with v = 0 (assuming p is sufficiently large for each) are A3A1
2, A3
2, A5A1
and A7, each of which has A3A1
2 in its closure, for which m1 = 4, m2 = m3 = 2,
whence
∑
i imi = 14; thus we have (3d − 3d1 − x) − dimuG ≥ 10 − x > 0. Thus
in all cases here Bd,3 > dim u
G. Therefore in case (i) if k ∈ [3, d2 ] the quadruple
(G, λ, p, k) satisfies (⋄)u.
Now take s ∈ G(r) for some prime r 6= p. Write Φ(s) = Aa1−1Aa2−1 . . . , where∑
i ai = ℓ + 1 and a1 ≥ a2 ≥ · · · ; then (a1, a2, . . . ) is a partition of ℓ + 1. Let
(m1,m2, . . . ) be the partition of ℓ + 1 dual to (a1, a2, . . . ), where m1 ≥ m2 ≥ · · · ;
take Ψ of type Am1−1Am2−1 . . . . For each i write li = m1 + · · · +mi−1, and let
ri be the number of mj equal to i, so that
∑
i iri = ℓ + 1. Then for each i we
have ai = ri + ri+1 + · · · ; moreover uΨ has Jordan block sizes 1r1 , 2r2 , . . . , and as∑
i(2i−1)mi =
∑
i(ri+ri+1+ · · · )2 =
∑
i ai
2 we have dimuΨ
G = (ℓ+1)2−∑i ai2.
Thus
dim sG = |Φ|−|Φ(s)| = ℓ(ℓ+1)−
∑
i
ai(ai−1) = ℓ(ℓ+1)−
∑
i
ai
2+
∑
i
ai = dimuΨ
G.
Moreover, if we take the Young tableau whose ith row has length ai, and number
its boxes from 1 to ℓ + 1 in order, working down the first column, then down the
second and so on, then the roots εi − εj where i and j lie in the same row form
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a subsystem of type Φ(s), while those where i and j lie in the same column form
a subsystem of type Ψ, and the two are clearly disjoint; so we may assume Ψ is
disjoint from Φ(s). Moreover the simple roots of the ith factor Ami−1 of Ψ are
αli+1, αli+2, . . . , αli+mi−1; thus Ψ is as given at the beginning of this proof.
Now consider the Ψ-nets; recall that these correspond to weights ν¯ which are
of one of two forms. If ν¯ = ω¯li+1 + ω¯lj+1 with i < j, as stated above the weights
in the Ψ-net are µ¯i + µ¯j where µ¯i ∈ W (Ami−1).ω¯li+1 and µ¯j ∈ W (Amj−1).ω¯lj+1;
for any fixed µ¯j , the weights µ¯i + µ¯j are such that any two differ by a root in
Φ(s), so that at most one can lie in any given eigenspace for s. We may therefore
take the contribution c(s) from the Ψ-net to be (mi − 1)mj , which is what we
took c(uΨ) to be. The other possibility is that ν¯ = ω¯li+2 (with mi ≥ 2) or 2ω¯li+1
respectively; the root system of the relevant factor consists of roots ±(εj1 − εj2)
for li + 1 ≤ j1 < j2 ≤ li +mi. If we are in case (i), the weights in the Ψ-net are
εj1 + εj2 where li + 1 ≤ j1 < j2 ≤ li +mi. In any given eigenspace we then cannot
have two weights εj1 + εj2 and εj1′ + εj2′ for which the sets {j1, j2} and {j1′, j2′}
have non-empty intersection; so at most ⌊mi2 ⌋ weights can lie in an eigenspace,
and hence we may take c(s) to be 12mi(mi − 1) − ⌊mi2 ⌋, which is again what we
took c(uΨ) to be. If instead we are in case (ii), the weights in the Ψ-net are 2εj
where li + 1 ≤ j ≤ li +mi and εj1 + εj2 where li + 1 ≤ j1 < j2 ≤ li +mi. First
suppose r ≥ 3. In any given eigenspace, if no weights 2εj are present then as in
case (i) at most ⌊mi2 ⌋ weights can be present; if instead some weight 2εj is present,
then no other weight 2εj′ or εj1 + εj2 with j ∈ {j1, j2} can be, so that at most
1 + ⌊mi−12 ⌋ = ⌈mi2 ⌉ weights can lie in the eigenspace. Hence we may take c(s) to
be 12mi(mi + 1)− ⌈mi2 ⌉, which is once more what we took c(uΨ) to be. If however
r = 2, then Φ(s) has at most two simple factors, so each simple factor of Ψ has
rank at most one, and hence Ψ is of type A1
y for some y; here if mi = 1 the Ψ-net
contains just the one weight 2εli+1 so that c(s) may be 0, while if mi = 2 it contains
the three weights 2εli+1, εli+1+ εli+2 and 2εli+2, of which the first and third lie in
the same eigenspace so that we may take c(s) = 1.
Thus if we are in case (i), or case (ii) with r ≥ 3, the sum of the contributions
c(s) is the same as the sum of the contributions c(uΨ). If instead we are in case (ii)
with r = 2, and Ψ is of type A1
y, we obtain
d−d1 ≥
∑
i<j
(mi−1)mj+y = (ℓ−1)+(ℓ−3)+ · · ·+(ℓ− (2y−1))+y = y(ℓ+1−y),
while dim sG = 2y(ℓ + 1 − y); if we write c = y(ℓ + 1 − y), then as c ≤ d2 we may
take d0 = (d − c, c), and then Corollary 2.1.3 shows that according as d ≥ 2c + 4
or d < 2c+ 4 we have Bd0,3 = 3c > 2c = dim s
G or Bd0,3 = 3d− 2(d− c)− c− 4 =
2c+ (d− c− 4) ≥ 2c+ (d2 − 4) > 2c = dim sG.
Thus in all casesBd,3 > dim s
G. Therefore if k ∈ [3, d2 ] the quadruple (G, λ, p, k)
satisfies (⋄)ss.
This completes the treatment of the infinite families of cases listed in Table 2.1.

CHAPTER 3
Higher quadruples not having TGS
In this chapter we consider higher quadruples which do not have TGS, and
establish the entries in Tables 1, 2 and 3. For the most part, in Sections 3.1 and 3.2
we treat higher quadruples which are large and small respectively. However, it turns
out to be convenient to blur the distinction between the two slightly: in a number of
instances we will postpone treatment of a large higher quadruple to Section 3.2; on
the other hand one of the small higher quadruples occurs in an infinite family where
all the other quadruples are large, so will be treated in Section 3.1. Throughout,
given a quadruple (G, λ, p, k) we write V = L(λ).
3.1. Large higher quadruples
In this section we shall treat some of the large higher quadruples listed in
Table 1. In fact, it will be convenient at the end of this section to treat a few large
higher quadruples in which the group is not simple, for use in the following section.
Proposition 3.1.1. Let G = Aℓ for ℓ ∈ [2,∞) and λ = 2ω1 with p ≥ 3, and
take k = 2. Then according as ℓ = 2, or ℓ = 3, or ℓ ≥ 4, the quadruple (G, λ, p, k)
has generic stabilizer Z2
2.S3, or Z2
3.Z2
2, or Z2
ℓ, respectively.
Proof. We take G = SLℓ+1(K) and view V as the space of (ℓ + 1) × (ℓ + 1)
symmetric matrices over K, where g ∈ G sends A to gAgT ; write X = G2(V ). Set
Y = {〈I, diag(κ1, . . . , κℓ+1)〉 : ∃i 6= j with κi 6= κj},
and
Yˆ1 = {〈I, diag(κ1, . . . , κℓ+1)〉 : ∀i 6= j, κi 6= κj};
then Yˆ1 is a dense open subset of Y . As in Section 1.3, we have the orbit map
φ : G× Y → X ; we claim that φ(G × Yˆ1) contains a dense open subset of X .
To see this, take any subspace 〈A,B〉 ∈ X where detA = 1 such that A−1B has
ℓ + 1 distinct eigenvalues; clearly the set of such subspaces is dense in X . Let the
eigenvalues of A−1B be κ1, . . . , κℓ+1, with corresponding eigenvectors v1, . . . , vℓ+1 ∈
Kℓ+1; write D = diag(κ1, . . . , κℓ+1), then 〈I,D〉 ∈ Yˆ1. Since eigenvectors corre-
sponding to distinct eigenvalues are linearly independent, v1, . . . , vℓ+1 form a basis
of Kℓ+1; as A is invertible, so do Av1, . . . , Avℓ+1. For all i, as A
−1Bvi = κivi we
have Bvi = κiAvi, so for j 6= i we have
κivi
TAvj = (κiAvi)
T vj = (Bvi)
T vj = vi
TBvj = vi
TκjAvj = κjvi
TAvj ,
and as κi 6= κj we must have viTAvj = 0; since for any non-zero vector v ∈ Kℓ+1
there exists v′ ∈ Kℓ+1 with vT v′ = 0, we must have viTAvi 6= 0, and by replacing
vi by a scalar multiple we may assume vi
TAvi = 1. Thus for all i and j we have
vi
TAvj = δij and hence vi
TBvj = κiδij . Let R be the matrix whose ith row is vi
T ;
then RART = I and RBRT = D. Hence (detR)2 = 1, so detR = ±1; by negating
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v1 if necessary we may assume that detR = 1. Thus R ∈ G, and R sends the pair
(A,B) to the pair (I,D), so that φ(R−1, 〈I,D〉) = 〈A,B〉, proving the claim.
Now take y = 〈I,D〉 ∈ Yˆ1, and consider CG(y). The kernel J of the action of
CG(y) on the subspace y consists of the g ∈ G such that gIgT = I and gDgT = D;
the first condition gives gT = g−1 and then the second gives gD = Dg, so g ∈
CG(D) = T , and now the first condition again gives g
2 = I, so that J = {s ∈ T :
s2 = 1}. Since J⊳CG(y) we have CG(y) ≤ NG(J). To identify NG(J), first consider
CG(J). Clearly T ≤ CG(J); given g ∈ G \ T there exist i, j distinct with gij 6= 0,
and then if we take i′ 6= i, j then g does not commute with the element of J whose
ith and i′th diagonal entries are −1 and all the other diagonal entries are 1, so that
g /∈ CG(J). Hence CG(J) = T ; as CG(J)⊳NG(J) we have NG(J) ≤ NG(T ) = N ,
and as N does normalise J we have NG(J) = N . Thus CG(y) ≤ N .
Write Z2 = {s ∈ T : s2 ∈ Z(G)}. Let C be the subgroup Z2〈nα1 , hα2(η4)nα2〉,
Z2〈nα1nα3 , hα2+α3(η4)nα1+α2nα2+α3〉 or Z2 according as ℓ = 2, ℓ = 3 or ℓ ≥ 4. We
shall define a dense open subset Yˆ of Y lying in Yˆ1, and show that if y ∈ Yˆ then
CG(y) is a conjugate of C.
Given y ∈ Yˆ1, we may write y = 〈D1, D2〉 with D1 = diag(a1, a2, a3, . . . , aℓ+1)
and D2 = diag(b1, b2, b3, . . . , bℓ+1). Note that by changing basis we may assume if
we wish that a1 = b2 = 1, a2 = b1 = 0, in which case a3, . . . , aℓ+1, b3, . . . , bℓ+1 6= 0.
Then if we take s = diag(κ1, . . . , κℓ+1) ∈ CT (y), we must have s.Di ∈ 〈Di〉 for
i = 1, 2, whence κ1
2 = κ2
2 = · · · = κℓ+12, and so s2 ∈ Z(G), whence s ∈ Z2;
conversely if s ∈ Z2 then clearly s.Di ∈ 〈Di〉 for i = 1, 2, so s ∈ CT (y). Therefore
CT (y) = Z2. It remains to consider which elements of W give rise to a coset of
CT (y) in CG(y).
First suppose ℓ = 2; here we set Yˆ = Yˆ1. Let y0 = 〈diag(1, 0, 1), diag(0, 1, 1)〉 ∈
Yˆ . Take y ∈ Yˆ ; by the above we may assume y = 〈diag(1, 0, a3), diag(0, 1, b3)〉 with
a3, b3 6= 0. Choose c3, d3, κ ∈ K∗ satisfying c32 = a3, d32 = b3 and κ3 = (c3d3)−1,
and write h−1 = diag(κc3, κd3, κ); then h−1.y = y0. As nα1 sends diag(a, b, c)
to diag(b, a, c), it interchanges diag(1, 0, 1) and diag(0, 1, 1), and thus stabilizes y0;
likewise as hα2(η4)nα2 sends diag(a, b, c) to diag(a,−c,−b), it sends diag(1, 0, 1)
to diag(1, 0, 1)− diag(0, 1, 1) and negates diag(0, 1, 1), and thus also stabilizes y0.
Hence CG(y0) = C, and so CG(y) = CG(h.y0) =
hC.
Now suppose ℓ ≥ 3. Take n ∈ N \ T , and write n = n∗s where s =
diag(κ1, . . . , κℓ+1) and n
∗ is a permutation matrix corresponding to the permutation
π−1 ∈ Sℓ+1 \ 1. If n.y = y there must exist c1, c2, c3, c4 ∈ K with (c1, c2), (c3, c4) 6=
(0, 0) such that n.D1 = c1D1 + c2D2 and n.D2 = c3D1 + c4D2. Thus for all
i ≤ ℓ + 1 we have κi2ai = c1aπ(i) + c2bπ(i) and κi2bi = c3aπ(i) + c4bπ(i), and so
c1aπ(i)bi + c2bπ(i)bi = c3aπ(i)ai + c4bπ(i)ai, whence

aπ(1)b1 bπ(1)b1 aπ(1)a1 bπ(1)a1
aπ(2)b2 bπ(2)b2 aπ(2)a2 bπ(2)a2
...
...
...
...
aπ(ℓ+1)bℓ+1 bπ(ℓ+1)bℓ+1 aπ(ℓ+1)aℓ+1 bπ(ℓ+1)aℓ+1




c1
c2
−c3
−c4

 =


0
0
...
0

 .
Since π 6= 1, there exists i with π(i) 6= i; without loss of generality we may assume
π(1) = 2. We claim that, unless ℓ = 3 and π = (1 2)(3 4), the points y for which the
above matrix equation has a non-zero solution (c1, c2, c3, c4) form a proper closed
subvariety of Y ; to do this it suffices to show that there is a non-zero polynomial
equation in a1, . . . , aℓ+1, b1, . . . , bℓ+1 which must be satisfied.
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Consider the 4×4 matrix F comprising the top 4 rows of the (ℓ+1)×4 matrix
in the above equation; as F has non-zero kernel we must have detF = 0. If we
regard detF as a polynomial of degree 8 in the ai and bi, the terms involving a2
2
are obtained by taking either the first or third entry in row 1 and either the third
or fourth entry in row 2; hence the coefficient of a2
2 is
b1aπ(2)(bπ(3)a3bπ(4)b4 − bπ(3)b3bπ(4)a4)
+ b1bπ(2)(bπ(3)b3aπ(4)a4 − aπ(3)a3bπ(4)b4)
+ a1bπ(2)(aπ(3)b3bπ(4)b4 − bπ(3)b3aπ(4)b4).
If π(2) > 4, the first two of the six terms in this expression contain aπ(2)a3 and
aπ(2)a4 and none of the other terms involves aπ(2); so detF is a non-zero polynomial.
Thus we may assume π(2) ≤ 4; similarly we may assume π(3), π(4) ≤ 4, so that
π = π′π′′ where π′ permutes {1, 2, 3, 4} and π′′ permutes {5, . . . , ℓ + 1}. Now if
π(2) 6= 1, without loss of generality we may assume π(3) = 1, in which case the
coefficient of b1
2 in the coefficient of a2
2 above is
aπ(2)a3bπ(4)b4 − aπ(2)b3bπ(4)a4 + bπ(2)b3aπ(4)a4
=
{
a3
2b4
2 − a3a4b3b4 + a42b32 if π′ = (1 2 3),
2a3a4b3b4 − a42b32 if π′ = (1 2 4 3);
so detF is a non-zero polynomial. Thus we may assume π(2) = 1. If π′ = (1 2)
the coefficient of a2
2 is
2(a1a3b1b3b4
2 − a1a4b1b32b4) + a42b12b32 − a32b12b42,
so detF is a non-zero polynomial. Thus we may assume π′ = (1 2)(3 4), in which
case we find that detF is the zero polynomial. Hence if ℓ = 3 we have π = (1 2)(3 4).
If however ℓ ≥ 4 then arguing similarly with the first three and the fifth rows of
the (ℓ + 1) × 4 matrix above shows that unless π interchanges 3 and 5 we have a
non-zero polynomial which must be satisfied. We have thus proved our claim.
Therefore if ℓ = 3 and π /∈ 〈(1 2)(3 4), (1 3)(2 4)〉, or if ℓ ≥ 4 and π 6= 1, the
points y ∈ Y fixed by any such n form a proper closed subvariety of Y ; we take Yˆ2
to be the intersection of the complements of these proper closed subvarieties as π
runs through S4 \ 〈(1 2)(3 4), (1 3)(2 4)〉 or Sℓ+1 \ {1} according as ℓ = 3 or ℓ ≥ 4.
Then Yˆ2 is a dense open subset of Y , as therefore is Yˆ = Yˆ1 ∩ Yˆ2. Thus if ℓ ≥ 4,
for all y ∈ Yˆ we have CG(y) = C.
Now assume ℓ = 3, and take y ∈ Yˆ . As above we may now assume a1 = b2 = 1,
a2 = b1 = 0, in which case a3, a4, b3, b4 6= 0; we must also have a3b4 6= a4b3, as other-
wise b3D1−a3D2 would be a non-zero matrix in y with two diagonal entries equal to
zero, contrary to the definition of Yˆ1. First take c3, d3 ∈ K∗ satisfying c32 = a3 and
d3
2 = b3, write h
′−1 = diag(c3, d3, 1, 1c3d3 ) and set y
′ = h′−1.y; then if we write a4′ =
a4
a32b3
and b4
′ = b4
a3b32
, we have y′ = 〈diag(1, 0, 1, a4′), diag(0, 1, 1, b4′)〉 — note that
a4
′ 6= b4′. Next take κ, κ′, κ′′ ∈ K∗ satisfying κ8 = a4′b4′b4′−a4′ , κ′
4
= b4
′
κ4 , κ
′′4 = κ
4
a4′b4′
,
write h′′−1 = diag( 1κκ′κ′′ , κ
′, κ, κ′′) and set y′′ = h′′−1.y′; then y′′ = 〈D1′′, D2′′〉
where D1
′′ = diag( κ
′2
κ′′2b4′
, 0, 1, κ
2
κ′′2b4′
) and D2
′′ = diag(0, κ
′2
κ′′2b4′
, κ
2
κ′′2b4′
, 1). Then
with n∗ = nα1nα3 we see that n
∗ sends diag(a, b, c, d) to diag(b, a, d, c), so we
have n∗.D1′′ = D2′′ and n∗.D2′′ = D1′′, whence n∗ ∈ CG(y′′); with n∗∗ =
hα2+α3(η4)nα1+α2nα2+α3 we see that n
∗∗ sends diag(a, b, c, d) to diag(c,−d, a,−b),
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so we have n∗∗.D1′′ = κ
′′2b4
′
κ′2
D1
′′ − κ2
κ′2
D2
′′ and n∗∗.D2′′ = κ
2
κ′2
D1
′′ − κ′′2b4′
κ′2
D2
′′,
whence n∗∗ ∈ CG(y′′). Hence CG(y′′) = Z2〈n∗, n∗∗〉 = C, so if we write h = h′h′′
then CG(y) = CG(h.y
′′) = hC.
Therefore in all cases, for all y ∈ Yˆ there exists h ∈ T with CG(y) = hC. Since
φ(G× Yˆ ) contains a dense open subset of X , the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= Z22.S3, or Z23.Z22, or Z2ℓ, according as ℓ = 2, or ℓ = 3, or
ℓ ≥ 4.
Proposition 3.1.2. Let G = A1 and λ = 3ω1 with p ≥ 5, and take k = 2.
Then the quadruple (G, λ, p, k) has generic stabilizer Z2
2.
Proof. We take G = SL2(K). Recall that Vnat = 〈v1, v2〉. As in [5, Proposi-
tion 3.1.6], we may identify V with S3(Vnat), the space of homogeneous polynomials
in v1 and v2 of degree 3, so that V = 〈v13, v12v2, v1v22, v23〉. For convenience write
x1 = v1
3, x2 = v1
2v2, x3 = v1v2
2 and x4 = v2
3; then with respect to the basis
x1, x2, x3, x4 the simple root element xα1(t) acts as

1 t t2 t3
1 2t 3t2
1 3t
1

 ,
and for i = 1, . . . , 4 and κ ∈ K∗ we have hα1(κ).xi = κ5−2ixi. Set
Y = {〈a1x1 + a3x3, a2x2 + a4x4〉 : (a1, a3), (a2, a4) 6= (0, 0)} ,
and
Yˆ =
{
〈a1x1 + a3x3, a2x2 + a4x4〉 : a1a2a3a4 6= 0, a2a3a1a4 6= 1,−3, 9
}
;
then Yˆ is a dense open subset of Y . Take
y = 〈v(1), v(2)〉 ∈ Yˆ , where v(1) = a1x1 + a3x3, v(2) = a2x2 + a4x4.
Take g ∈ TranG(y, Y ), and write g = u1nu2 with u1 ∈ U , n ∈ N and u2 ∈ Uw
where w = nT ∈ W . Since applying hα1(κ) does not alter the value of a2a3a1a4 , we
see that T preserves Yˆ ; thus we may assume n ∈ {1, nα1}. Write u1 = xα1(t) and
u2 = xα1(t
′), and set t′′ = tt′ − 1.
First suppose n = 1; then u2 = 1, so t
′ = 0. Since the coefficients of x2 and x4
in g.v(1) are 2a3t and 0 respectively, and that of x4 in g.v
(2) is a4, for g.y ∈ Y we
must have t = 0 and hence u1 = 1.
Now suppose n = nα1 . We have
g.v(1) = −(a1t3 + a3tt′′2)x1 − (3a1t2 + a3t′′(3t′′ + 2))x2
− (3a1t+ a3t′(3t′′ + 1))x3 − (a1 + a3t′2)x4,
g.v(2) = −(a2t2t′′ + a4t′′3)x1 − (a2t(3t′′ + 1) + 3a4t′t′′2)x2
− (a2(3t′′ + 2) + 3a4t′2t′′)x3 − (a2t′ + a4t′3)x4.
For g.y ∈ Y the projections of g.v(1) and g.v(2) on 〈x1, x3〉 must be linearly depen-
dent, as must those on 〈x2, x4〉; this gives the equations
0 = 2a1a2t
3 + (3a1a4 − a2a3)tt′′(2tt′ − 1) + 2a3a4t′t′′3,
0 = 2a1a2t+ (3a1a4 − a2a3)t′(2tt′ − 1) + 2a3a4t′3t′′.
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Multiplying the second equation by t2 and subtracting the first gives
0 = (2tt′ − 1)[(3a1a4 − a2a3)t+ 2a3a4t′t′′].
If the second bracket here is zero we obtain t[3a1a4 − a2a3 + 2a3a4t′2] = 2a3a4t′;
this and the second equation above are now linear in t, and we obtain
0 = [(3a1a4 − a2a3)2 − 4a1a2a3a4]t′ = (9a1a4 − a2a3)(a1a4 − a2a3)t′.
By the definition of Yˆ we must have t′ = 0, and then t = 0. If instead 2tt′− 1 = 0,
then t = 12t′ , and from the second equation above we have a1a2 = a3a4t
′4; so there
are 4 possibilities for t′, and then t is determined. In this case we have
g.v(1) = − 1
8t′3
(a1 + a3t
′2)x1 − 14t′2 (3a1 − a3t′
2
)x2
− 12t′ (3a1 − a3t′
2
)x3 − (a1 + a3t′2)x4,
g.v(2) = 1
8t′2
(a2 + a4t
′2)x1 + 14t′ (a2 − 3a4t′
2
)x2
− 12 (a2 − 3a4t′
2
)x3 − t′(a2 + a4t′2)x4.
Suppose that there exists h = hα1(κ) ∈ T with hg.y = y: equating the projection
of hg.v(1) on 〈x1, x3〉 to a scalar multiple of a1x1 + a3x3, and that of hg.v(2) on
〈x2, x4〉 to a scalar multiple of a2x2 + a4x4, gives
−κ3 1
8t′3
a3(a1 + a3t
′2) = − 1κ 12t′ a1(3a1 − a3t′2),
κ 14t′ a4(a2 − 3a4t′2) = − 1κ3 a2t′(a2 + a4t′2),
whence
a1(3a1−a3t′2)
a3(a1+a3t′2)
= κ
4
4t′2
= − a2(a2+a4t′2)
a4(a2−3a4t′2) ;
multiplying up, substituting for t′4 and rearranging gives
(3a1a4 + a2a3)[(3a1a4 − a2a3)t′2 − 2a1a2] = 0;
by the definition of Yˆ the first bracket is non-zero, so we must have
(3a1a4 − a2a3)t′2 = 2a1a2,
and now squaring and substituting for t′4 gives
(3a1a4 − a2a3)2 = 4a1a2a3a4,
which we have seen is contrary to the definition of Yˆ . Therefore the elements in
TranG(y, Y ) with t =
1
2t′ do not in fact stabilize y; so CG(y) ≤ N .
Thus TranG(y, Y ) is a finite union of cosets of T ; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 3− 1 = 2
while
codimY = dimG2(V )− dim Y = 4− 2 = 2.
Therefore y is Y -exact.
Now take κ ∈ K∗ satisfying κ8 = a3a4a1a2 and set s = hα1(κ); then
s.y = 〈κ4a1x1 + a3x3, a3x2 + κ4a1x4〉.
Then we have CT (s.y) = 〈hα1(η4)〉 and nα1 ∈ CN (s.y). Set C = 〈hα1(η4), nα1〉;
then CG(s.y) = C, and hence CG(y) = C
s. Thus the conditions of Lemma 1.3.1
hold; so the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼= Z22.
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Proposition 3.1.3. Let G = A1 and λ = ω1 + qω1, and take k = 2. Then the
quadruple (G, λ, p, k) has generic stabilizer Z2.
Proof. We take G = SL2(K). As in [5, Proposition 3.1.8], we may identify V
with the space of 2 × 2 matrices D over K, so that A ∈ G maps D 7→ AD(A(q))T .
Set
Y =
{〈(
a1 a2
0 0
)
,
(
0 0
a3 a4
)〉
: (a1, a2), (a3, a4) 6= (0, 0)
}
,
and
Yˆ =
{〈(
a1 a2
0 0
)
,
(
0 0
a3 a4
)〉
: a1a2a3a4 6= 0, a1a4 − a2a3 6= 0
}
;
then Yˆ is a dense open subset of Y . Take
y =
〈(
a1 a2
0 0
)
,
(
0 0
a3 a4
)〉
∈ Yˆ .
Take g ∈ TranG(y, Y ), and write g = u1nu2 with u1 ∈ U , n ∈ N and u2 ∈ Uw
where w = nT ∈ W . Since T preserves Yˆ we may assume n ∈ {1, nα1}. Write
u1 = xα1(t) and u2 = xα1 (t
′), and set t′′ = tt′ − 1.
First suppose n = 1; then u2 = 1, so t
′ = 0. We have
g.
(
a1 a2
0 0
)
=
(
a1 + a2t
q a2
0 0
)
, g.
(
0 0
a3 a4
)
=
(
a3t+ a4t
q+1 a4t
a3 + a4t
q a4
)
.
For g.y ∈ Y the two top rows must be linearly dependent; if we form the matrix
comprising these two top rows, and subtract tq times the second column from the
first, the resulting matrix is (
a1 a2
a3t a4t
)
,
whose determinant is (a1a4 − a2a3)t, so we must have t = 0 and hence u1 = 1.
Now suppose n = nα1 . We have
g.
(
a1 a2
0 0
)
=
(
a1t
q+1 + a2tt
′′q a1t+ a2tt′
q
a1t
q + a2t
′′q a1 + a2t′
q
)
,
g.
(
0 0
a3 a4
)
=
(
a3t
qt′′ + a4t′′
q+1
a3t
′′ + a4t′
q
t′′
a3t
qt′ + a4t′t′′
q
a3t
′ + a4t′
q+1
)
.
Here we need both the top rows and the bottom rows to be linearly dependent; if
we form the corresponding two matrices, and subtract tq times the second column
from the first, negate the first column and subtract t′q times the first column from
the second, the resulting matrices are(
a2t a1t
a4t
′′ a3t′′
)
,
(
a2 a1
a4t
′ a3t′
)
,
whose determinants are −(a1a4 − a2a3)tt′′ and −(a1a4 − a2a3)t′, so we must have
tt′′ = t′ = 0, whence t = 0 and hence u1 = u2 = 1.
Thus TranG(y, Y ) = N ; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 3− 1 = 2
while
codimY = dimG2(V )− dim Y = 4− 2 = 2.
Therefore y is Y -exact.
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Now take κ ∈ K∗ satisfying κ4q = −a2a4a1a3 , and take s = hα1(κ); then
s.y =
〈(
κ2qa1 a2
0 0
)
,
(
0 0
a2 −κ2qa1
)〉
.
Then we have CT (s.y) = {±I} = Z(G) and nα1 ∈ CN (s.y). Set C = 〈nα1〉; then
CG(s.y) = C, and hence CG(y) = C
s. Thus the conditions of Lemma 1.3.1 hold;
so the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼= Z2.
For the next few results we shall treat separately the cases where p is coprime
to k and where p divides k. Much as with the proofs of [5, Propositions 3.1.1 and
3.1.4], for the former we shall use the approach of [5, Section 1.5], here combined
with that of Section 1.4, while for the latter we shall instead consider annihilators
in the Lie algebra of G to obtain the result.
Proposition 3.1.4. Let G = A2 and λ = 2ω1 with p ≥ 3, and take k = 3, or
let G = A4 and λ = ω2, and take k = 5. Then the quadruple (G, λ, p, k) has generic
stabilizer Z3/(3,p).S3 or Z5/(5,p).Dih10 respectively.
Proof. Number the cases (i) and (ii) according as G = A2 or A4; whenever we
give two choices followed by the word ‘respectively’ we are taking the cases in the
order (i), (ii). We shall deal separately with the cases p 6= k and p = k.
First suppose p 6= k. Let H be the (simply connected) group defined over K of
type F4 or E8 respectively (so that ℓH = 2ℓ), with simple roots β1, . . . , β2ℓ. We have
Z(L(H)) = {0}. Our strategy will be to identify the group G+ = G2 = GAk−1
as the centralizer of a semisimple automorphism of H , and use Lemma 1.3.2 to
find the generic stabilizer in the action of G+ on G1(V +), where V + = V ⊗ Vnat
with V the G-module with high weight 2ω1 or ω2 respectively and Vnat the natural
Ak−1-module; we shall therefore employ the notation of [5, Section 1.5] (recalled
here in Section 1.3). Lemma 1.4.1 will then give the result.
Define θ1 ∈ TH to be
hβ1(η3
2)hβ4(η3
2) in case (i),
hβ1(η5)hβ2(η5
3)hβ3(η5)hβ6(η5
4)hβ7(η5
2)hβ6(η5
4) in case (ii).
Then θ1
k = 1, and θ1 sends xα(t) to xα(ηk
ht(α)t); so Xα < CH(θ1) ⇐⇒ ht(α) ≡
0 (mod k). It follows that CH(θ1) is a connected group of type A˜2A2 or A4
2
respectively, with simple root elements xαi(t), where α1, . . . , α2ℓ are
0111, 1110, 0120, 1122 in case (i),
0111110
0 ,
1111000
1 ,
0011111
0 ,
0111100
1 ,
0121000
1 ,
1111100
0 ,
0011110
1 ,
1221111
1 in case (ii);
in each case we see that Z(CH(θ1)) = 〈θ1〉.
Now let δ1, . . . , δ2ℓ be
0001, 0010,−2342, 1000 in case (i),
1000000
0 ,
0100000
0 ,
0010000
0 ,
0000000
1 ,− 24654323 , 00000010 , 00000100 , 00001000 in case (ii);
and set θ2 = nδ1 . . . nδ2ℓ ; then θ2
k = 1. We find that θ2 acts fixed-point-freely on
both ΦH and L(TH). Thus dimCL(H)(θ2) = |ΦH |/k = 16 or 48 respectively; the
classification of semisimple elements of H now shows that θ2 must be a conjugate
of θ1.
First set θ = θ1; then we may takeG
+ = CH(θ). We see that eα ∈ L(H)(i) ⇐⇒
ht(α) ≡ i (mod k). Thus in L(H)(1) we have a highest weight vector eβ for β = 1342
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or 24653213 respectively; the expressions above for the simple root elements of G
+
show that L(H)(1) is the Weyl G
+-module with high weight 2ω1 ⊗ ω1 or ω2 ⊗ ω1
respectively, i.e., the tensor product V ⊗Vnat. As Z(L(H)) = {0}, we may therefore
take V + = L(H)(1)/Z(L(H))(1); of course G
+G1(V +) = Z(G
+).
Now set θ = θ2, and again take G
+ = CH(θ) and V
+ = L(H)(1)/Z(L(H))(1).
We have G+ ∩ TH = CTH (θ) ∼= Zk2; indeed this group is
〈hβ1(η3)hβ4(η3), hβ3(η3)hβ4(η32)〉 in case (i),
〈hβ1(η54)hβ2(η5)hβ3(η53)hβ4(η52),
hβ1(η5
2)hβ3(η5)hβ4(η5
2)hβ6(η5)hβ7(η5
3)hβ8(η5)〉 in case (ii).
Moreover we find that L(TH)(1) = 〈hδ2i−1 −η3hδ2i : i = 1, 2〉 or 〈hδ4i−3 − (η5+η52+
η5
3)hδ4i−2 − (η5 + η52)hδ4i−1 − η5hδ4i : i = 1, 2〉 respectively. Thus dimL(H)(1) −
dimL(TH)(1) = dimG
+ − dim(G+ ∩ TH) in each case; and in each case a routine
check shows that L(TH)(1) contains regular semisimple elements.
We claim that in each case we have (WH
‡)(1) = 〈θTH , w0〉. Thus suppose
w ∈WH and there exists ζ ∈ K∗ such that for all y ∈ L(TH)(1) we have w.y = ζy.
For i = 1, 2 write Ψi = 〈δ2i−1, δ2i〉 or 〈δ4i−3, δ4i−2, δ4i−1, δ4i〉 respectively, so that
Ψi is of type Ak−1. In case (i), taking y = hδ1 − η3hδ2 ∈ L(TH)(1) and arguing as
in the paragraphs following the statement of Lemma 1.3.2 shows that w(β3) and
w(β4) must be proportional outside {β3, β4}, and as η3 6= ±1 that w must preserve
Ψ1. We shall prove that the same conclusion holds in case (ii).
Take y = hδ1−(η5+η52+η53)hδ2−(η5+η52)hδ3−η5hδ4 and for j = 1, 2, 3, 4 write
w(βj) =
∑
aijβi. First consider the coefficients a8j ; each lies in {0,±1,±2}. Write
ρ = 24654323 for the high root of ΦH ; then ρ is the only root whose β8-coefficient is
2, and any root β such that ρ+ β ∈ ΦH has β8-coefficient equal to −1. As a result
we see that if ρ ∈ w(Ψ1) then up to negation the 4-tuple (a81, a82, a83, a84) must
be such that either one term is 2, or two terms are 1 with any intermediate terms
being 0; moreover any term adjacent to the 2 or to one of the 1s (and not between
them) is −1, and all other terms are 0. If instead ρ /∈ w(Ψ1) but some a8j is ±1
then the non-zero terms in the 4-tuple must alternate in sign. However, we know
that the coefficient of hβ8 in w.y is 0: in the first possibility this condition gives
η5
i1 = η5
i2 for some 0 ≤ i1 < i2 ≤ 4; in the second it gives
∑
i∈S η5
i = 0 where S is
a non-empty proper subset of {0, 1, 2, 3, 4}, and using 1+ η5+ · · ·+ η54 = 0 we may
assume |S| = 1 or 2, so either η5i = 0 or η5i1 + η5i2 = 0 for some 0 ≤ i1 < i2 ≤ 4.
As each of these is impossible, all a8j must be zero, so for each j ≤ 4 we have
w(βj) ∈ 〈β1, . . . , β7〉. Now arguing similarly with the coefficients a7j (but ignoring
the possibility that some root has β7-coefficient equal to 2) shows that for each
j ≤ 4 we have w(βj) ∈ 〈β1, . . . , β6〉; likewise treating the a6j and then the a5j we
conclude as required that w preserves Ψ1.
In both cases w must therefore also preserve the set of roots orthogonal to Ψ1,
which is Ψ2. Thus w = w1w2.w0
j where each wi lies in W (Ψi) and j ∈ {0, 1}. For
each i take the group Ak−1 with root system Ψi, and write the elements of its Lie
algebra as k × k matrices in the usual way; then the corresponding basis vector
of L(TH)(1) has matrix diag(1, η3
2, η3) or diag(1, η5
4, η5
3, η5
2, η5) respectively. As
w acts as a scalar, for each i the element wi must be some power of wδ2i−1wδ2i
or wδ4i−3wδ4i−2wδ4i−1wδ4i respectively; as the two scalars must be equal, we must
have w1w2 ∈ 〈θTH〉, so that w ∈ 〈θTH , w0〉 as required. Note that if we write
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n0 = n−0100n0120n0122n2342 or nβ2nβ3nβ5nβ7nρ4nρ6nρ7n−ρ respectively (with ρ4 =
0121000
1 , ρ6 =
0122210
1 and ρ7 =
2343210
2 in case (ii)), then n0 is an involution in NH
corresponding to w0 which commutes with θ.
Now (NH
‡)(1) = TH〈θ, n0〉, so C(NH‡)(1)(θ) = CTH (θ)〈θ, n0〉. Since G+G1(V +) =
Z(G+) = 〈θ〉, Lemma 1.3.2 shows that in the action of G+ on G1(V +) the generic
stabilizer is C(NH‡)(1)(θ)/Z(G
+) ∼= Zk2.Z2 ∼= Zk.Dih2k. Finally Lemma 1.4.1 shows
that if p 6= k the quadruple (G, λ, p, k) also has generic stabilizer Zk.Dih2k.
Now suppose instead p = k; here Z(G) = {1}. We shall write elements of both
G and L(G) as k×k matrices. We let T < G be the subgroup of diagonal matrices,
so that N is the subgroup of monomial matrices; define n0, n1 ∈ N by
n0 = −
(
1
1
1
)
, n1 =
(
1
1
1
)
or
n0 =


1
1
1
1
1

 , n1 =


1
1
1
1
1


respectively, so that n0T is the long word w0 of the Weyl group, and if we identify
W with the symmetric group Sk then n1T is the k-cycle (1 . . . k).
Recall the natural module Vnat with basis v1, . . . , vk. In case (i) we have V =
S2(Vnat), with basis v11, v22, v33, v12, v23, v31, where we write vii = vi ⊗ vi and
vij = vi ⊗ vj + vj ⊗ vi if i 6= j. In case (ii) we have V =
∧2
(Vnat), with basis
v12, v23, v34, v45, v51, v14, v25, v31, v42, v53, where we write vij = vi ∧ vj . Note that in
each case dimV = 2k, so dimGk(V ) = k2. Write


V (1) = 〈v11, v23〉
V (2) = 〈v22, v31〉
V (3) = 〈v33, v12〉

 or


V (1) = 〈v34, v25〉
V (2) = 〈v45, v31〉
V (3) = 〈v51, v42〉
V (4) = 〈v12, v53〉
V (5) = 〈v23, v14〉


respectively, so that V = V (1) ⊕ · · · ⊕ V (k) and n1 cycles the V (i). Define
Y = {y = 〈v(1), . . . , v(k)〉 : v(1) ∈ V (1) \ {0}, v(2) = n1.v(1), . . . , v(k) = n1.v(k−1)};
then Y is a subvariety of Gk(V ) of dimension 1, whence codimY = k2− 1 = dimG.
Set C = 〈n1, n0〉; then each y ∈ Y is stabilized by C. For convenience, given
y = 〈v(1), . . . , v(k)〉 ∈ Y with v(1) = a1v11 + a2v23 or a1v34 + a2v25 respectively, we
shall write y = ya where a = (a1, a2).
Define S = 〈I, h0〉 ≤ L(T ), where h0 = diag(1, 0,−1) or diag(2, 1, 0,−1,−2)
respectively (so that in case (i) we actually have S = L(T )). Clearly if α ∈ Φ then
[h0eα] 6= 0, so CL(G)(S) = L(T ).
Given y ∈ Gk(V ), we shall write AnnL(G)(y) = {x ∈ L(G) : x.y ≤ y}. Then if
y ∈ Y we have S ≤ AnnL(G)(y). Set
Yˆ = {ya ∈ Y : a1a2 6= 0, a1a2 6= ±2};
then Yˆ is a dense open subset of Y . Take y = ya ∈ Yˆ .
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First suppose x ∈ AnnL(G)(y); write x = h + e where h ∈ L(T ) and e ∈ 〈eα :
α ∈ Φ〉. Clearly for each i the vector h.v(i) lies in V (i); since the difference of the
two weights lying in V (i) is not a root, the projection of x.v(i) on V (i) is equal to
h.v(i). Thus for each i, the vector h.v(i) must be a scalar multiple of v(i), while for
each j 6= i the projection of e.v(i) on V (j) must be a scalar multiple of v(j). A quick
calculation (needed only in case (ii)) shows that we must have h ∈ S. Now write
e =
∑
α∈Φ tαeα; then the condition on the projections of the vectors e.v
(i) on the
V (j) may be expressed in matrix form as At = 0, where A is an M ×M matrix
and t is a column vector whose entries are the various coefficients tα. We find that
if the rows and columns of A are suitably ordered then it becomes block diagonal,
having 2 or 4 blocks respectively, with each block being a k × k matrix. In fact
each block may be written in the form

 a12 a1a2 a22a22 a12 a1a2
a1a2 a2
2 a1
2

 or


a1
2 a1a2 −a22
a1
2 a1a2 −a22
a1
2 a1a2 −a22
−a22 a12 a1a2
a1a2 −a22 a12


respectively, which has determinant (2a1 + a2)
2k. Thus in each case the definition
of the set Yˆ implies that each block of A is non-singular, as therefore is A itself; so t
must be the zero vector and hence e = 0. Thus x = h+ e ∈ S; so AnnL(G)(y) = S.
Now suppose g ∈ TranG(y, Y ). As in the proof of [5, Proposition 3.1.4], we
then have AnnL(G)(g.y) = Ad(g).AnnL(G)(y) = Ad(g).S; since S ≤ AnnL(G)(g.y)
(because g.y ∈ Y ) we must have Ad(g).S = S. Thus Ad(g).CL(G)(S) = CL(G)(S),
i.e., Ad(g).L(T ) = L(T ), so g ∈ NG(T ) = N . We therefore have TranG(y, Y ) ⊆ N .
Now a straightforward calculation shows that CT (y) = {1}, and T.y∩Y = {y};
in particular TranT (y, Y ) is finite. We claim that N.y ∩ Y ⊂ Yˆ , and CG(y) = C;
the first of these claims then implies that for each nT ∈W the set TranT (n.y, Y ) =
{t ∈ T : tn.y ∈ Y } is finite, as is then TranG(y, Y ) =
⋃
nT∈W TranT (n.y, Y ), so
that codimTranG(y, Y ) = dimG = codimY , whence y is Y -exact. In case (i) both
claims are immediate, as each element of N is of the form sc for s ∈ T and c ∈ C;
so assume we are in case (ii) and take n ∈ TranG(y, Y ). Since C acts transitively
on {1, . . . , 5}, and n0 ∈ C fixes 3 while acting transitively on each of {1, 5} and
{2, 4}, there exists c ∈ C such that nc fixes 3 and sends 1 to either 1 or 2. Then nc
must take v(3) to an element of V (3), and according as it sends 1 to 1 or 2 it must
send 5 to 5 or 4, so the Weyl group element ncT must be 1, (2 4), (1 2)(4 5) or
(1 2 5 4). If it is the second or third of these elements, nc does not send any other
v(i) into any V (j); however, if we set
n′ = −


1
1
1
1
1

 ,
then n′.y = ya′ where a′ = (−a2, a1). Since ya′ ∈ Yˆ this proves the first claim;
moreover the definition of Yˆ ensures that n′ does not stabilize y, and so if n ∈ CG(y)
then n = c−1 ∈ C, proving the second. Thus the conditions of Lemma 1.3.1 hold;
so if p = k the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼= Dih2k.
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Proposition 3.1.5. Let G = D5 and λ = ω5, and take k = 4. Then the
quadruple (G, λ, p, k) has generic stabilizer Z2/(2,p)
2.Z2
2.
Proof. We shall deal separately with the cases p ≥ 3 and p = 2.
First suppose p ≥ 3. Let H be the (simply connected) group defined over K of
type E8, with simple roots β1, . . . , β8. We have Z(L(H)) = {0}. Our strategy will
be to identify the group G+ = D5A3 = GAk−1 as the centralizer of a semisimple
automorphism ofH , and use Lemma 1.3.2 to find the generic stabilizer in the action
of G+ on G1(V +), where V + = V ⊗ Vnat with V the D5-module with high weight
ω5 and Vnat the natural A3-module; we shall therefore employ the notation of [5,
Section 1.5] (recalled here in Section 1.3). Lemma 1.4.1 will then give the result.
Define θ1 ∈ TH to be
hβ1(−1)hβ3(−η4)hβ4(−η4)hβ5(−1)hβ7(η4)hβ8(η4).
Then θ1
4 = 1, and θ1 sends xα(t) to xα(η4
ht(α)t); so Xα < CH(θ1) ⇐⇒ ht(α) ≡ 0
(mod 4). It follows that CH(θ1) is a connected group of type D5A3, with simple
root elements xαi(t), where α1, . . . , α8 are
0111000
1 ,
0011110
0 ,
1110000
1 ,
0111100
0 ,
0001111
0 ,
0121111
1 ,
1111000
0 ,
0011100
1 ;
we see that Z(CH(θ1)) = 〈θ1〉.
Now let δ1, . . . , δ8 be
2465432
3 ,
0000010
0 ,
0000011
0 ,
0122211
1 ,
0001000
0 ,
0000000
1 ,
0010000
1 ,
0110000
0 ,
and set θ2 = nδ1 . . . nδ8 ; then θ2
4 = 1, and indeed the element of WH correspond-
ing to θ2
2 is the long word. We find that θ2 acts fixed-point-freely on both ΦH
and L(TH). Thus dimCL(H)(θ2) = |ΦH |/4 = 60; the classification of semisimple
elements of H now shows that θ2 must be a conjugate of θ1.
First set θ = θ1; then we may takeG
+ = CH(θ). We see that eα ∈ L(H)(i) ⇐⇒
ht(α) ≡ i (mod 4). Thus in L(H)(1) we have a highest weight vector eβ for β =
2465432
3 ; the expressions above for the simple root elements of G
+ show that L(H)(1)
is the Weyl G+-module with high weight ω5⊗ω1, i.e., the tensor product V ⊗Vnat.
As Z(L(H)) = {0}, we may therefore take V + = L(H)(1)/Z(L(H))(1); of course
G+G1(V +) = Z(G
+).
Now set θ = θ2, and again take G
+ = CH(θ) and V
+ = L(H)(1)/Z(L(H))(1).
We have G+ ∩ TH = CTH (θ) ∼= Z24; indeed this group is
〈hβ2(−1)hβ3(−1), hβ2(−1)hβ5(−1), hβ2(−1)hβ7(−1), hβ4(−1)hβ8(−1)〉.
Moreover we find that
L(TH)(1) = 〈η4hβ2 + hβ3 ,
hβ3 + (1− η4)hβ4 + hβ5 ,
hβ2 + (1 + η4)hβ4 + (1− η4)hβ6 + hβ7 ,
(1− η4)hβ1 + η4hβ4 + (1 + η4)hβ6 + hβ8〉.
Thus dimL(H)(1) − dimL(TH)(1) = dimG+ − dim(G+ ∩ TH); and a routine check
shows that L(TH)(1) contains regular semisimple elements.
We claim that we have (WH
‡)(1) = 〈θTH〉. Thus suppose w ∈ WH and there
exists ζ ∈ K∗ such that for all y ∈ L(TH)(1) we have w.y = ζy. Taking y =
η4hβ2+hβ3 and arguing as in the paragraphs following the statement of Lemma 1.3.2
shows that w(β2) and w(β3) must be proportional outside {β2, β3}, and as η4 6= ±1
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that w must preserve the A1
2 subsystem 〈β2, β3〉. Since θ acts on L(TH)(1) as
multiplication by η4, and sends β2 to β3 and β3 to −β2, by multiplying w by a
power of θ we may assume w fixes β2; thus ζ = 1 and w must also fix β3. Next
taking y = hβ3 +(1− η4)hβ4 +hβ5 , whose first term is now fixed by w, and arguing
as above again shows that w(β4) and w(β5) must be proportional outside {β4, β5}.
Unless 1 − η4 = −1 (which is possible if p = 5) we conclude as above that w
preserves the A2 subsystem 〈α4, α5〉; if 1 − η4 = −1 then we see that w(β4) and
w(β5) must actually be equal outside {β4, β5}, and now as w(β4) + w(β5) is a
root we again draw the same conclusion. Consideration of the roots in 〈α4, α5〉
which can be added to both β2 and β3 (as β4 can), and which are orthogonal
to both (as β5 is), quickly shows that w must fix both β4 and β5. Now taking
y = hβ2 +(1+ η4)hβ4 +(1− η4)hβ6 +hβ7, whose first two terms are now fixed by w,
and arguing as above once more shows that w(β6) and w(β7) must be proportional
outside {β6, β7}; similarly we see that w must fix both β6 and β7. Finally taking
y = (1 − η4)hβ1 + η4hβ4 + (1 + η4)hβ6 + hβ8 , whose second and third terms are
now fixed by w, and arguing as above yet again shows that w(β1) and w(β8) must
be proportional outside {β1, β8}. Both w(β1) and w(β8) must be orthogonal to
〈β2, β4, β5, β6〉, so must lie in the A4 subsystem 〈01222211 , 10000000 , 13432102 , 00000010 〉;
in here, the roots orthogonal to β3 lie in the A3 subsystem 〈01222211 , 23432102 , 00000010 〉,
while those orthogonal to β7 lie in the A2A1 subsystem 〈10000000 , 13432102 , 24654323 〉.
As w(β1) is orthogonal to β7 and can be added to β3, while w(β8) is orthogonal to
β3 and can be added to β7, we must have
w(β1) ∈ { 10000000 ,− 13432102 }, w(β8) ∈ { 00000010 ,− 01222211 , 23432112 ,− 24654313 }.
Proportionality now forces (w(β1), w(β8)) = (β1, β8) or (− 13432102 , 23432112 ); however
in the latter case we must have 1 − η4 = 1, which is impossible. Thus w also fixes
β1 and β8, so equals 1, proving the claim.
Now (NH
‡)(1) = TH〈θ〉, so C(NH‡)(1)(θ) = CTH (θ)〈θ〉. Since G+G1(V +) =
Z(G+) = 〈θ〉, Lemma 1.3.2 shows that in the action of G+ on G1(V +) the generic
stabilizer is C(NH‡)(1)(θ)/Z(G
+) ∼= Z24. Finally Lemma 1.4.1 shows that if p ≥ 3
the quadruple (G, λ, p, k) also has generic stabilizer Z2
4.
Now suppose instead p = 2; here Z(G) = {1}. We shall in general follow the
strategy used in the second part of the proof of Proposition 3.1.4; however, this case
presents some features which require that strategy to be modified somewhat. We
use the standard notation for the roots in Φ, and then each weight ν ∈ Λ(V ) is of
the form 12
∑5
i=1±εi, where the number of minus signs is even; we shall represent
such a weight as a string of 5 plus or minus signs, and write vν for the corresponding
weight vector, so that V = 〈vν : ν ∈ Λ(V )〉 and each element nα for α ∈ Φ permutes
the vectors vν . We shall sometimes abbreviate a root ±εi ± εj to ±i ± j where it
appears in a subscript.
We take the generalized height function on the weight lattice of G whose value
at α4 and α5 is 0, and at α1, α2 and α3 is 1; then the generalized height of λ =
1
2 (α1+2α2+3α3+
3
2α4+
5
2α5) is 3, and as λ, ω4 = λ+
1
2α4− 12α5 and Φ generate the
weight lattice it follows that the generalized height of any weight is an integer. Since
λ = +++++, we see that the generalized height of the weight ǫ1ǫ2ǫ3ǫ4ǫ5 is
1
2 (3ǫ1 +
2ǫ2+ǫ3) (if we regard each ǫi as±1). Moreover we have Φ[0] = 〈α4, α5〉 = {±ε4±ε5},
so that G[0] = 〈T,X±α4 , X±α5〉; thus the derived group (G[0])′ = 〈X±α4 , X±α5〉 is
of type D2, and has centralizer 〈X±α1 , X±α2 , X±ρ〉 = 〈X±εi±εj : 1 ≤ i < j ≤ 3〉 of
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type D3 (where we write ρ = α1 + 2α2 + 2α3 + α4 + α5 = ε1 + ε2 for the high root
of Φ).
For i = 1, 2, 3, 4 write V (i) = V (i),4 ⊕ V (i),5, where
V (1),4 = 〈v−+++−, v−++−+〉, V (1),5 = 〈v+−−++, v+−−−−〉,
V (2),4 = 〈v+−++−, v+−+−+〉, V (2),5 = 〈v−+−++, v−+−−−〉,
V (3),4 = 〈v++−+−, v++−−+〉, V (3),5 = 〈v−−+++, v−−+−−〉,
V (4),4 = 〈v−−−+−, v−−−−+〉, V (4),5 = 〈v+++++, v+++−−〉;
note that V (i),4 and V (i),5 are natural modules for 〈X±α4〉 = 〈X±(4−5)〉 and
〈X±α5〉 = 〈X±(4+5)〉 respectively. Then
V = V (1) ⊕ V (2) ⊕ V (3) ⊕ V (4),
and indeed V (1) = V[0] while for i = 2, 3, 4 we have V
(i) = V[i−1] ⊕ V[−(i−1)].
Given a = (a1, a2, a3, a4) ∈ K4 \{(0, 0, 0, 0)}, let ya = 〈v(1), v(2), v(3), v(4)〉 with
v(1) = (a1 + a2)v−+++− + (a1 + a2)v−++−+ + (a3 + a4)v+−−++ + (a3 + a4)v+−−−−,
v(2) = a1v+−++− + (a1 + a2)v+−+−+ + a3v−+−++ + (a3 + a4)v−+−−−,
v(3) = a2v++−+− + (a1 + a2)v++−−+ + a4v−−+++ + (a3 + a4)v−−+−−,
v(4) = (a1 + a2)v−−−−+ + (a3 + a4)v+++−−.
Let Y = {ya : a 6= (0, 0, 0, 0)}; then Y is a subvariety of G4(V ) of dimension 3,
whence codimY = 48− 3 = 45 = dimG.
Define S = 〈h1, h2, h4 + h5〉 ≤ L(T ), where we write hi for hαi . Here we do
not have CL(G)(S) = L(T ) as in previous proofs; rather we see that if α ∈ Φ \ Φ[0]
then there exists h ∈ S with [heα] 6= 0, whereas if α ∈ Φ[0] then for all h ∈ S we
have [heα] = 0, so CL(G)(S) = L(G[0]) = L(T )⊕ 〈eα4 , e−α4 , eα5 , e−α5〉.
Given y ∈ G4(V ), we again write AnnL(G)(y) = {x ∈ L(G) : x.y ≤ y}. Then
if y ∈ Y we have S ≤ AnnL(G)(y). Given a = (a1, a2, a3, a4) ∈ K4 satisfying
(a1 + a2)(a3 + a4) 6= 0, write b4 = a2a1+a2 and b5 = a4a3+a4 . With this notation, set
Yˆ = {ya ∈ Y : a1a2a3a4 6= 0, (a1 + a2)(a3 + a4)(a1 + a2 + a3 + a4) 6= 0,
a1(a1 + a2) + a3(a3 + a4) 6= 0, a2(a1 + a2) + a4(a3 + a4) 6= 0,
b4
3 6= 1, b53 6= 1, b5(1+b5)b4(1+b4) 6= 1, 1b43 , b5
3, 1(1+b4)3 , (1 + b5)
3};
then Yˆ is a dense open subset of Y . Take y = ya ∈ Yˆ .
First suppose x ∈ AnnL(G)(y); write x = h + e where h ∈ L(G[0]) and e ∈
〈eα : α ∈ Φ \ Φ[0]〉. Clearly for each i the vector h.v(i) lies in V (i); since the
difference of two weights lying in V (i) is not a root outside Φ[0], the projection of
x.v(i) on V (i) is equal to h.v(i). Thus for each i, the vector h.v(i) must be a scalar
multiple of v(i), while for each j 6= i the projection of e.v(i) on V (j) must be a scalar
multiple of v(j). A quick calculation shows that we must have h ∈ S. Now write
e =
∑
α∈Φ\Φ[0] tαeα; then the condition on the projections of the vectors e.v
(i) on
the V (j) may be expressed in matrix form as At = 0, where A is a 36× 36 matrix
and t is a column vector whose entries are the various coefficients tα. We find that
if the rows and columns of A are suitably ordered then it becomes block diagonal,
having 3 blocks, with each block being a 12× 12 matrix. In fact one block may be
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written in the form

a1s2 a2s2 s2
2 a1a2 a3s2 a2s1
s1a4 s1a3 a3a4 s1
2 a1s1 a4s2
s1s2 s1s2 a3s2 a1s1 s2
2 s1
2
a1s2 a2s2 s2
2 a1a2 a4s2 a1s1
s1a4 s1a3 a3a4 s1
2 a2s1 a3s2
s1s2 s1s2 a4s2 a2s1 s2
2 s1
2
s1s2 s2
2 s2
2
s1s2 s1
2 s1
2
s1s2 s1s2 s1
2 s2
2 s1
2 s2
2
s1s2 s2
2 s1
2
s1s2 s1
2 s2
2
s1s2 s1s2 s1
2 s2
2


(where for reasons of space we set s1 = a1 + a2 and s2 = a3 + a4), and the other
two are of similar form; the three determinants are (a1+a2)
4(a3+a4)
4f(a)8, where
f(a) = (a1+a2+a3+a4)
2, a1(a1+a2)+a3(a3+a4) and a2(a1+a2)+a4(a3+a4). Thus
the definition of the set Yˆ implies that each block of A is non-singular, as therefore
is A itself; so t must be the zero vector and hence e = 0. Thus x = h+ e ∈ S; so
AnnL(G)(y) = S.
Now suppose g ∈ TranG(y, Y ). As in the proof of Proposition 3.1.4, we have
AnnL(G)(g.y) = Ad(g).AnnL(G)(y) = Ad(g).S; since S ≤ AnnL(G)(g.y) (because
g.y ∈ Y ) we must have Ad(g).S = S. Thus Ad(g).CL(G)(S) = CL(G)(S). At
this point in previous proofs we had Ad(g).L(T ) = L(T ), which gave g ∈ N ; here
we cannot draw this conclusion, since instead we have Ad(g).L(G[0]) = L(G[0]).
However, Ad(g) must then preserve the derived subalgebra of L(G[0]), which is
L((G[0])
′) = D2; a quick calculation with 10× 10 matrices shows that g must lie in
D3D2. The intersection of L(G[0]) with L(D3) is then 〈h1, h2〉, and it follows that
Ad(g) must also preserve this; indeed an easy calculation in D3 shows that Ad(g)
must preserve the set {h1, h2, h1 + h2}, and with a little more work we find that
g ∈ G[0]〈n1−2, n2−3, n1+2, n∗〉 where n∗ = n1−2n1+2n3−5n3+5. Since for each i the
element n∗ interchanges the ordered bases of V (i),4 and V (i),5, it sends ya to ya′
where a′ = (a3, a4, a1, a2), and so preserves Yˆ . Thus we may assume g = g4g5sn,
where g4 ∈ 〈X±α4〉, g5 ∈ 〈X±α5〉, s ∈ (T ∩D3) and n ∈ 〈n1−2, n2−3, n1+2〉 ∼= S4.
For each i write v(i),4 and v(i),5 for the projections of v(i) on V (i),4 and V (i),5
respectively. We see that n permutes the V (i), say n.V (i) = V (π(i)) where π ∈ S4;
indeed n sends the ordered bases of V (i),4 and V (i),5 to those of V (π(i)),4 and V (π(i)),5
respectively. Moreover for each i the element s acts on each of V (i),4 and V (i),5 as
a scalar, with the two scalars being inverses of each other.
Fix n, and suppose g = g4g5sn and g
′ = g4′g5′s′n both lie in TranG(y, Y ).
Write x = g4
′g4−1 ∈ 〈X±α4〉; let the standard basis of the natural 〈X±α4〉-module
be v1, v2, and write c1v1 + c2v2 as (c1, c2). Both g4 and g4
′ send n.v(π
−1(4)),4 to
a vector in V (4),4 in which the first basis vector has coefficient 0; thus x pre-
serves the line 〈(0, 1)〉, so must be a lower triangular matrix. Similarly both
g4 and g4
′ send n.v(π
−1(1)),4 to a vector in V (1),4 in which the two basis vec-
tors have equal coefficients; thus x preserves the line 〈(1, 1)〉, so must be of the
form
(
κ
κ+ κ−1 κ−1
)
for some κ ∈ K∗. Now if g4 sends n.v(π−1(2)),4 to a vec-
tor in the line 〈(a1′, a1′ + a2′)〉, it must send n.v(π−1(3)),4 to a vector in the line
3.1. LARGE HIGHER QUADRUPLES 87
〈(a2′, a1′+a2′)〉, while g4′ sends n.v(π−1(2)),4 and n.v(π−1(3)),4 to vectors in the lines
〈κa1′, κa1′ + κ−1a2′)〉 and 〈(κa2′, κ−1a1′ + κa2′)〉 respectively. Since in each case
the vector in V (3),4 is obtained from that in V (2),4 by applying the transforma-
tion
(
1 1
1
)
, we must have 〈(κa2′, κ−1a1′ + κa2′)〉 = 〈(κ−1a2′, κa1′ + κ−1a2′)〉,
whence κa2
′(κa1′ + κ−1a2′) = κ−1a2′(κ−1a1′ + κa2′) and so κ2a1′a2′ = κ−2a1′a2′.
As the four vectors n.v(π
−1(i)),4 lie in distinct lines in the natural 〈X±α4〉-module,
the same must be true of their images under g4
′; thus a1′, a2′, a1′ + a2′ 6= 0 and
so κ = 1, whence x = 1 and g4
′ = g4. Similarly g5′ = g5; so g′ = s′s−1g. Now
let g.y = ya′ , where a
′ = (a1′, a2′, a3′, a4′); as above we must have a1′ + a2′ 6= 0
and likewise a3
′ + a4′ 6= 0. In each basis vector of ya′ the ratio of the coeffi-
cients of the second and fourth weight vectors is the same, namely a1
′+a2
′
a3′+a4′
, so
this must also be true in s′s−1.ya′ . Write s′s−1 = h1−2(κ1)h2−3(κ2)h1+2(κ3);
then for i = 1, 2, 3, 4 the element s′s−1 acts on V (i),4 and V (i),5 as the scalars
κ and κ−1, where κ = 1κ1 ,
κ1
κ2
, κ2κ3 and
1
κ3
respectively. Thus the ratio of the
coefficients of the second and fourth weight vectors is multiplied by κ2 in each
case, so we must have 1κ12 =
κ1
2
κ22
= κ2
2κ3
2 = 1κ32 , whence κ1 = κ2 = κ3 = 1;
so s′s−1 = 1 and g′ = g. Thus for each of the 24 elements n there can be
at most one element g = g4g5sn ∈ TranG(y, Y ); so TranG(y, Y ) is finite. Thus
codimTranG(y, Y ) = dimG, so y is Y -exact.
For t1, t2 ∈ K define
g1 = n2−3n2+3x4−5(1)x4+5(1), g2(t1, t2) = n1−2n1+2x4−5(t1)x4+5(t2),
and set C(t1, t2) = 〈g1, g2(t1, t2)〉 ∼= Z22. By inspection we see that C(b4, b5) ≤
CG(y). We shall show that in fact CG(y) = C(b4, b5).
Thus suppose g ∈ CG(y), and as above write g = (n∗)jg4g5sn with j ∈ {0, 1}.
Since C(b4, b5) acts transitively on the V
(i), by multiplying g by an element of
C(b4, b5) we may assume n fixes V
(4). From the above we see that g4 ∈ 〈X±α4〉
fixes the line 〈(0, 1)〉, so must be lower triangular, say
(
κ
t κ−1
)
for some κ ∈ K∗
and t ∈ K; if j = 0 it permutes the lines 〈(1, 1)〉, 〈(1 + b4, 1)〉 and 〈(b4, 1)〉, while if
j = 1 it sends them to 〈(1, 1)〉, 〈(1 + b5, 1)〉 and 〈(b5, 1)〉 in some order. Since the
images of the first three lines are 〈(κ, t + κ−1)〉, 〈(κ(1 + b4), t(1 + b4) + κ−1)〉 and
〈(κb4, tb4 + κ−1)〉 respectively, we must have
κ
t+ κ−1
= c1,
κ(1 + b4)
t(1 + b4) + κ−1
= c2,
κb4
tb4 + κ−1
= c3
where {c1, c2, c3} = {1, 1 + bi, bi} with i = j + 4. Thus κt+κ−1 + κ(1+b4)t(1+b4)+κ−1 +
κb4
tb4+κ−1
= 0, which reduces to κt2b4(1 + b4) = 0; so we must have t = 0, and hence
c1 = κ
2, c2 = κ
2(1 + b4), c3 = κ
2b4 so that bi(1 + bi) = c1c2c3 = κ
6b4(1 + b4). If
j = 1 this implies b5(1+b5)b4(1+b4) = κ
6 = c1
3 ∈ {1, b53, (1+b5)3}, contrary to the definition
of Yˆ . Thus we must have j = 0, and so κ6 = 1; since b4
3 6= 1 we must have c1 = 1,
c2 = 1 + b4, c3 = b4, so that n = 1. Therefore by the above we must have g = 1 as
required; so CG(y) = C(b4, b5).
Set C = C(0, 1). Given b4 and b5 as above, for reasons of space write c =
(1+
√
b4)(1+
√
b5), e =
√
b4b5
b4+b5
and f = 1√
b4+
√
b5
; take h ∈ K satisfying h2+h = c2e2,
and set j = c(h+ b4b5b4+b5 ). Regarding G as SO10(K) and taking the standard basis
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of Vnat in the order v1, v2, v3, v4, v5, v−5, v−4, v−3, v−2, v−1, set
g =


1
1 ef−1
ce h+ 1 cf cf h ce
(1 + b4)e c+ j f
−1 f−1 (1 + b5)f (1 + b5)f j (1 + b5)e
(1 + b5)e b5cf
2 b5f (1 + b5)f (1 + b5)f b5cf
2 (1 + b5)e
(1 + b4)e b4cf
2 b4f (1 + b4)f f b4cf
2 (1 + b4)e
f
ce h cf h+ 1 ce
ef−1 ef−1 1
1


.
We find that g1g = gg1 and g2(b4, b5)g = gg2(0, 1), so C(b4, b5)
g = C; and g
preserves the relevant quadratic form, so lies in O10(K). The matrix g
′ = I +
(E1,1 + E−1,−1 + E1,−1 + E−1,1) commutes with both g1 and g2(b4, b5) and lies in
O10(K) \ SO10(K); therefore either g or g′g lies in G and conjugates C(b4, b5) to
C. Thus the conditions of Lemma 1.3.1 hold; so if p = 2 the quadruple (G, λ, p, k)
has generic stabilizer C/Z(G) ∼= Z22.
For the final few results in this section we relax slightly the condition that the
group acting should be simple: we allow a product of isomorphic simple groups,
possibly extended by a graph automorphism. If the connected component is of the
form G1G2 or G1G2G3, we shall write λ = λ1 ⊗ λ2 or λ1 ⊗ λ2 ⊗ λ3 to mean that
L(λ) = L(λ1)⊗L(λ2) or L(λ1)⊗L(λ2)⊗L(λ3), where each λi is a dominant weight
for Gi.
Proposition 3.1.6. Let G = A2
2 and λ = ω1 ⊗ ω1, and take k = 3; let τ be a
graph automorphism of G of order 2 interchanging the simple factors of G. Then
the quadruple (G, λ, p, k) has generic stabilizer Z3/(3,p).Z3, while (G〈τ〉, λ, p, k) has
generic stabilizer Z3/(3,p).Z3.Z2.
Proof. We shall deal separately with the cases p 6= 3 and p = 3.
First suppose p 6= 3. Let H be the simply connected group defined over K of
type E6, with simple roots β1, . . . , β6; we then have Z(L(H)) = {0}. Our strategy
will be to identify the group G+ = A2
3 = GAk−1 as the centralizer of a semisimple
automorphism ofH , and use Lemma 1.3.2 to find the generic stabilizer in the action
of G+ on G1(V +), where V + = V ⊗ Vnat with V the A22-module with high weight
ω1 ⊗ ω1 and Vnat the natural A2-module; we shall therefore employ the notation
of [5, Section 1.5] (recalled here in Section 1.3). Lemma 1.4.1 will then give the
result.
Let τ be the graph automorphism of H which for all t ∈ K interchanges xβ1(t)
with xβ6(t), and xβ3(t) with xβ5(t), while fixing xβ2(t) and xβ4(t). Define n0 =
hβ2(−1)nβ4nβ3+β4+β5nβ1+β3+β4+β5+β6nρ, where ρ = 123212 is the high root of ΦH ;
then n0TH is the long word w0, and n0τ sends each xα(t) to x−α(t).
Define θ1 ∈ TH to be
hβ1(η3
2)hβ2(η3
2)hβ6(η3
2).
Then θ1
3 = 1, and θ1 sends xα(t) to xα(η3
ht(α)t); so Xα < CH(θ1) ⇐⇒ ht(α) ≡ 0
(mod 3). It follows that CH(θ1) is a connected group of type A2
3, with simple root
elements xαi(t), where α1, . . . , α6 are
11100
0 ,
00110
1 ,
00111
0 ,
01100
1 ,
01110
0 ,
11111
1 ;
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we see that Z(CH(θ1)) = 〈θ1, z〉 where z = hβ1(η3)hβ3(η32)hβ5(η3)hβ6(η32).
Now let δ1, . . . , δ6 be
10000
0 ,
01000
0 ,
00001
0 ,
00010
0 ,− 123212 , 000001 ,
and set θ2 = nδ1 . . . nδ6 ; then θ2
3 = 1. We find that θ2 acts fixed-point-freely on
both ΦH and L(TH). Thus dimCL(H)(θ2) = |ΦH |/3 = 24; the classification of
semisimple elements of H now shows that θ2 must be a conjugate of θ1.
First set θ = θ1; then we may take G
+ = CH(θ), and τ acts on G
+ as the
graph automorphism of A2
2 while fixing pointwise the third A1 factor. We see
that eα ∈ L(H)(i) ⇐⇒ ht(α) ≡ i (mod 3). Thus in L(H)(1) we have a highest
weight vector eβ for β =
12321
1 ; the expressions above for the simple root elements
of G+ show that L(H)(1) is the Weyl G
+-module with high weight ω1 ⊗ ω1 ⊗ ω1,
i.e., the tensor product V ⊗ Vnat. As Z(L(H)) = {0}, we may therefore take
V + = L(H)(1)/Z(L(H))(1); of course G
+G1(V +) = Z(G
+).
Now set θ = θ2, and again take G
+ = CH(θ) and V
+ = L(H)(1)/Z(L(H))(1).
We have G+ ∩ TH = CTH (θ) ∼= Z33; indeed this group is
〈hβ1(η3)hβ2(η3)hβ6(η3), hβ1(η3)hβ3(η32), hβ5(η32)hβ6(η3)〉.
Moreover we find that L(TH)(1) = 〈hδ2i−1−η3hδ2i : i = 1, 2, 3〉. Thus dimL(H)(1)−
dimL(TH)(1) = dimG
+ − dim(G+ ∩ TH); and a routine check shows that L(TH)(1)
contains regular semisimple elements.
We claim that we have (WH
‡)(1) = 〈θTH〉. Thus suppose w ∈ WH and there
exists ζ ∈ K∗ such that for all y ∈ L(TH)(1) we have w.y = ζy. For i = 1, 2, 3
write Ψi = 〈δ2i−1, δ2i〉 and yi = hδ2i−1 − η3hδ2i ∈ L(TH)(1). Taking y = y1 and
arguing as in the paragraphs following the statement of Lemma 1.3.2 shows that
w(β1) and w(β3) must be proportional outside {β1, β3}, and as η3 6= ±1 that w
must preserve Ψ1. Now take i ∈ {2, 3}. There exists w′ ∈ WH with w′(δ1) = δ2i−1
and w′(δ2) = δ2i, and so w′.y1 = yi, whence w.yi = ζyi gives ww
′
.y1 = y1; by
the above ww
′
preserves Ψ1, so w preserves Ψi. Thus w = w1w2w3 where each wi
lies in W (Ψi). For each i, the three elements in W (Ψi) of odd length send yi to a
scalar multiple of η3hδ2i−1 − hδ2i , so we must have wi ∈ 〈wδ2i−1wδ2i〉; since w must
multiply each of the three vectors yi by the same scalar, we must have w ∈ 〈θTH〉
as required. Note that w0τ sends each root α to its negative, and therefore acts on
L(TH)(1) as negation.
Now (NH
‡)(1) = TH〈θ〉, so C(NH‡)(1)(θ) = CTH (θ)〈θ〉. Since G+G1(V +) =
Z(G+) = 〈θ, z〉, Lemma 1.3.2 shows that in the action of G+ on G1(V +) the generic
stabilizer is C(NH‡)(1)(θ)/Z(G
+) ∼= Z32 (and in the action of G+〈τ〉 the generic sta-
bilizer is Z3
2.Z2). Finally Lemma 1.4.1 shows that if p 6= 3 the quadruple (G, λ, p, k)
also has generic stabilizer Z3
2 (while in the action of G〈τ〉 the presence of the ele-
ment n0τ means that the generic stabilizer is Z3
2.Z2).
Now suppose instead p = 3; here Z(G) = {1}. We shall follow the strategy
used in the second part of the proof of Proposition 3.1.4. Let G have simple roots
α1, α2, α3 and α4 (where α1 + α2 and α3 + α4 are the other two positive roots),
and V be the tensor product of the natural modules for the simple factors of G; for
i1, i2 ∈ {1, 2, 3} write vi1i2 = vi1 ⊗ vi2 , so that V = 〈vi1i2 : i1, i2 ∈ {1, 2, 3}〉, and for
example xα1(t) fixes v1i2 and v3i2 and sends v2i2 to v2i2 + tv1i2 , while xα3(t) fixes
vi11 and vi13 and sends vi12 to vi12+tvi11. Since dim V = 9 we have dim G3(V ) = 18.
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Let τ be the automorphism of G which interchanges xα1(t) and xα2(t) with xα3(t)
and xα4(t) respectively; then τ acts on V by sending each vi1i2 to vi2i1 .
We shall write elements of both G and L(G) as pairs of 3× 3 matrices. We let
T < G be the subgroup of pairs of diagonal matrices, so that N is the subgroup of
pairs of monomial matrices; define n0, n1 ∈ N by
n0 =
(
−
(
1
1
1
)
,−
(
1
1
1
))
, n1 =
((
1
1
1
)
,
(
1
1
1
))
,
so that n0T is the long word w0 of the Weyl group, and n1.vi1i2 = v(i1+1),(i2+1)
(with subscripts taken modulo 3).
Write 

V (1) = 〈v11, v23, v32〉
V (2) = 〈v22, v31, v13〉
V (3) = 〈v33, v12, v21〉

 ,
so that V = V (1) ⊕ V (2) ⊕ V (3) and n1 cycles the V (i). Define
Y = {y = 〈v(1), v(2), v(3)〉 : v(1) ∈ V (1) \ {0}, v(2) = n1.v(1), v(3) = n1.v(2)};
then Y is a subvariety of G3(V ) of dimension 2, whence codimY = 16 = dimG. Set
C = 〈n1〉; then each y ∈ Y is stabilized by C (and also by n0τ in the action of G〈τ〉).
For convenience, given y = 〈v(1), v(2), v(3)〉 ∈ Y with v(1) = a1v11 + a2v23 + a3v32,
we shall write y = ya where a = (a1, a2, a3).
Define S = 〈h0, z1, z2〉 ≤ L(T ), where h0 = (diag(1, 0,−1), diag(1, 0,−1)),
z1 = (I, 0) and z2 = (0, I). Clearly if α ∈ Φ then [h0eα] 6= 0, so CL(G)(S) = L(T ).
Given y ∈ G3(V ), we again write AnnL(G)(y) = {x ∈ L(G) : x.y ≤ y}. Given
v(i) ∈ V (i) we have h0.v(i) = (i+ 1)v(i), while z1.v(i) = z2.v(i) = v(i); thus if y ∈ Y
we have S ≤ AnnL(G)(y). Set
Yˆ = {ya ∈ Y : a1a2a3 6= 0, aiaj 6= 1, ai3 6= a1a2a3, a1 + a2 + a3 6= 0};
then Yˆ is a dense open subset of Y . Take y = ya ∈ Yˆ .
First suppose x ∈ AnnL(G)(y); write x = h+e where h ∈ L(T ) and e ∈ 〈eα : α ∈
Φ〉. As before we see that the vector h.v(i) must be a scalar multiple of v(i), while
for each j 6= i the projection of e.v(i) on V (j) must be a scalar multiple of v(j). A
quick calculation shows that we must have h ∈ S. Now write e =∑α∈Φ tαeα; then
the condition on the projections of the vectors e.v(i) on the V (j) may be expressed
in matrix form as At = 0, where A is a 12 × 12 matrix and t is a column vector
whose entries are the various coefficients tα. We find that if the rows and columns
of A are suitably ordered then it becomes block diagonal, having 2 blocks, with
each block being a 6× 6 matrix. In fact each block may be written in the form

−a12 a2a3 a32 −a1a2
a2a3 −a12 −a1a2 a32
a2a3 −a12 −a1a2 a32
a2
2 −a1a3 a2a3 −a12
−a1a3 a22 −a12 a2a3
−a1a3 a22 a2a3 −a12

 ,
which has determinant a1
3(a1 + a2+ a3)
9. Thus the definition of the set Yˆ implies
that each block of A is non-singular, as therefore is A itself; so t must be the zero
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vector and hence e = 0. Thus x = h+ e ∈ S; so AnnL(G)(y) = S. As in the proof
of Proposition 3.1.4, it follows that TranG(y, Y ) is contained in N .
Now a straightforward calculation shows that CT (y) = {1}, and T.y∩Y = {y};
in particular TranT (y, Y ) is finite. We claim that N.y ∩ Y ⊂ Yˆ , and CG(y) = C;
the first of these claims then implies that for each nT ∈W the set TranT (n.y, Y ) =
{t ∈ T : tn.y ∈ Y } is finite, as is then TranG(y, Y ) =
⋃
nT∈W TranT (n.y, Y ),
so that codimTranG(y, Y ) = dimG = codimY , whence y is Y -exact. Take n =
(n(1), n(2)) ∈ TranG(y, Y ) and write n.y = ya′ ; regard the elements n(i)T of the
Weyl group as permutations. We find that the parities of n(1)T and n(2)T must be
equal, and that there exists π ∈ S3 such that a′ = (aπ(1), aπ(2), aπ(3)), with π = 1
if and only if nT ∈ 〈n1T 〉. Since ya′ ∈ Yˆ this proves the first claim; moreover
the definition of Yˆ shows that if nT /∈ 〈n1T 〉 then n does not stabilize y, proving
the second. Thus the conditions of Lemma 1.3.1 hold; so if p = 3 the quadruple
(G, λ, p, k) has generic stabilizer C/Z(G) ∼= Z3 (while in the action of G〈τ〉 the
presence of the element n0τ means that the generic stabilizer is Z3.Z2).
Proposition 3.1.7. Let G = A1
3 and λ = ω1⊗ω1⊗ω1, and take k = 2. Then
the quadruple (G, λ, p, k) has generic stabilizer Z2/(2,p).Z2.
Proof. Let G have simple roots α1, α2 and α3, and V be the tensor product
of the natural modules for the simple factors of G; for i1, i2, i3 ∈ {1, 2} write
vi1i2i3 = vi1 ⊗ vi2 ⊗ vi3 , so that V = 〈vi1i2i3 : i1, i2, i3 ∈ {1, 2}〉, and for example
xα1(t) fixes v1i2i3 and sends v2i2i3 to v2i2i3+ tv1i2i3 . Then Λ(V ) = {±α1±α2±α3}.
For convenience write
x1 = v111, x2 = v122, x3 = v212, x4 = v221,
x5 = v222, x6 = v211, x7 = v121, x8 = v112.
Given a = (a1, a2, a3, a4) ∈ K4 \ {(0, 0, 0, 0)}, we let
v(1) = a1x1 + a2x2 + a3x3 + a4x4, v
(2) = a1x5 + a2x6 + a3x7 + a4x8,
and set ya = 〈v(1), v(2)〉; we let
Y = {ya : a 6= (0, 0, 0, 0)}.
Write
Yˆ = {ya ∈ Y : a1a2a3a4, a1 ± a2 ± a3 ± a4, a12 ± a22 ± a32 ± a42 6= 0,
a1a2
a3a4
, a1a3a2a4 ,
a1a4
a2a3
, ai
2
aj2
, ai(a1±a2±a3±a4)aj(a1±a2±a3±a4) 6= ±1,∑
ai
8 + 6
∑
ai
4aj
4 − 4∑ ai6aj2 + 4∑ ai4aj2al2
− 40a12a22a32a42 6= 0},
then Yˆ is a dense open subset of Y .
Take y = ya = 〈v(1), v(2)〉 ∈ Yˆ . Given s = hα1(κ1)hα2(κ2)hα3(κ3) ∈ T , we
have
s.v(1) = κ1κ2κ3a1x1 +
κ1
κ2κ3
a2x2 +
κ2
κ1κ3
a3x3 +
κ3
κ1κ2
a4x4,
s.v(2) = 1κ1κ2κ3 a1x5 +
κ2κ3
κ1
a2x6 +
κ1κ3
κ2
a3x7 +
κ1κ2
κ3
a4x8.
Thus s ∈ TranT (y, Y ) if and only if κ12κ22κ32 = κ12κ22κ32 = κ2
2
κ12κ32
= κ3
2
κ12κ22
, which
is true if and only if κ1
4 = κ2
4 = κ3
4 = ±1; thus TranT (y, Y ) is finite. Moreover
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s ∈ CT (y) if and only if κ1κ2κ3 = κ1κ2κ3 = κ2κ1κ3 = κ3κ1κ2 , which is true if and only if
κ1
2 = κ2
2 = κ3
2 = ±1; so if we write h† = hα1(η4)hα2(η4)hα3(η4) then
CT (y) = 〈hα1(−1), hα2(−1), hα3(−1), h†〉 = Z(G)〈h†〉.
Also we see that nα1 , nα2 and nα3 send ya to ya′ , where a
′ = (a2, a1,−a4,−a3),
(a3,−a4, a1,−a2) and (a4,−a3,−a2, a1) respectively. Thus each nαi preserves Yˆ ,
and it follows that TranN (y, Y ) is finite. Moreover if we write n
† = nα1nα2nα3
then n† ∈ CN (y). Set C = Z(G)〈h†, n†〉; we shall show that CG(y) = C.
We have
snα1 .v
(1) = κ1κ2κ3a2x1 +
κ1
κ2κ3
a1x2 − κ2κ1κ3 a4x3 − κ3κ1κ2 a3x4,
snα1 .v
(2) = 1κ1κ2κ3 a2x5 +
κ2κ3
κ1
a1x6 − κ1κ3κ2 a4x7 − κ1κ2κ3 a3x8;
thus for snα1 to stabilize y we require
κ2
κ1κ3
a4
a3
= κ3κ1κ2
a3
a4
and κ1κ3κ2
a4
a3
= κ1κ2κ3
a3
a4
,
whence a3
2
a42
= κ2
2
κ32
= a4
2
a32
, so that a3
2
a42
= ±1, contrary to the definition of Yˆ .
Similarly no element snα2 or snα3 can stabilize y; and as n
† does stabilize y it
likewise follows that no element snαinαj for i 6= j can stabilize y. Thus CN (y) = C.
Now take y ∈ Yˆ and g ∈ TranG(y, Y ), and write g = u1nu2 with u1 ∈ U ,
n ∈ N and u2 ∈ Uw where w = nT ∈ W . Write n = sn′ where s ∈ T and
n′ = nα1
i1nα2
i2nα3
i3 for some i1, i2, i3 ∈ {0, 1}, so that n′.y ∈ Yˆ . Set y′ = g.y ∈ Y
and
g′ = s−1gn′−1 = u1s.u2n
′−1
=
3∏
i=1
xαi(ti).
3∏
i=1
x−αi(ti
′);
then s−1.y′ = g′.(n′.y).
For convenience write n′.y = ya = 〈v(1), v(2)〉 as above. For i = 1, 2, 3 set
ti
′′ = titi′ + 1. For i = 1, 2 we have g′.v(i) =
∑
j a˜ijxj , where
a˜11 = a1t1
′′t2′′t3′′ + a2t1′′t2t3 + a3t1t2′′t3 + a4t1t2t3′′,
a˜12 = a1t1
′′t2′t3′ + a2t1′′ + a3t1t2′ + a4t1t3′,
a˜13 = a1t1
′t2′′t3′ + a2t1′t2 + a3t2′′ + a4t2t3′,
a˜14 = a1t1
′t2′t3′′ + a2t1′t3 + a3t2′t3 + a4t3′′,
a˜15 = a1t1
′t2′t3′ + a2t1′ + a3t2′ + a4t3′,
a˜16 = a1t1
′t2′′t3′′ + a2t1′t2t3 + a3t2′′t3 + a4t2t3′′,
a˜17 = a1t1
′′t2′t3′′ + a2t1′′t3 + a3t1t2′t3 + a4t1t3′′,
a˜18 = a1t1
′′t2′′t3′ + a2t1′′t2 + a3t1t2′′ + a4t1t2t3′,
and
a˜21 = a1t1t2t3 + a2t1t2
′′t3′′ + a3t1′′t2t3′′ + a4t1′′t2′′t3,
a˜22 = a1t1 + a2t1t2
′t3′ + a3t1′′t3′ + a4t1′′t2′,
a˜23 = a1t2 + a2t2
′′t3′ + a3t1′t2t3′ + a4t1′t2′′,
a˜24 = a1t3 + a2t2
′t3′′ + a3t1′t3′′ + a4t1′t2′t3,
a˜25 = a1 + a2t2
′t3′ + a3t1′t3′ + a4t1′t2′,
a˜26 = a1t2t3 + a2t2
′′t3′′ + a3t1′t2t3′′ + a4t1′t2′′t3,
a˜27 = a1t1t3 + a2t1t2
′t3′′ + a3t1′′t3′′ + a4t1′′t2′t3,
a˜28 = a1t1t2 + a2t1t2
′′t3′ + a3t1′′t2t3′ + a4t1′′t2′′.
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Since we require g′.(n′.y) = s−1.y′, the right hand side of which has basis vectors
lying in 〈x1, x2, x3, x4〉 and 〈x5, x6, x7, x8〉, the projections of g′.v(1) and g′.v(2) on
〈x1, x2, x3, x4〉 must be linearly dependent, as must those on 〈x5, x6, x7, x8〉; thus
if for i, j ≤ 8 we write Aij = a˜1ia˜2j − a˜1j a˜2i, then we must have Aij = 0 whenever
either i, j ≤ 4, or i, j ≥ 5.
First assume p = 2. Here the equations A65 + A34 = 0, A75 + A24 = 0 and
A85 +A23 = 0 simplify to (a1
2 + a2
2 + a3
2 + a4
2)ti
′ = 0 for i = 1, 2, 3 respectively;
so we must have t1
′ = t2′ = t3′ = 0. Now A65 = 0 and A75 = 0 reduce to
a3t3 = a4t2 and a2t3 = a4t1, so t1 = a2t, t2 = a3t, t3 = a4t for some t ∈ K; then
A12 − t12A65 = 0 gives a12t1 + a22t1 + a2a3t2 + a2a4t3 = 0, whence (a12 + a22 +
a3
2 + a4
2)t = 0, and so t = 0 and hence t1 = t2 = t3 = 0. Thus g
′ = 1; so in this
case TranG(y, Y ) = TranN (y, Y ).
Now assume p ≥ 3. To begin with, suppose t1 = 0. Then t1′(A12 − A87) = 0
gives 2a2a3t1
′t2 = 2a1a4t1′t2′t2′′, while t2t2′′(A75 − A24) − t2′(A13 − A86) = 0
gives 2a2a3t1
′t2 = −2a1a4t1′t2′t2′′, so we must have t1′t2 = t1′t2′t2′′ = 0. If we
had t1
′ 6= 0 this would force t2 = 0 = t2′, but then A65 − A34 = 0 would give
(a1
2 − a22 − a32 + a42)t1′ = 0, contrary to assumption; so we must have t1′ = 0.
Now A75−A24 = 0 gives (a12−a22−a32+a42)t2′ = 0, so t2′ = 0, and A13−A86 = 0
gives (a1
2 − a22 − a32 + a42)t2t2′′ = 0, so t2 = 0; similarly we obtain t3 = t3′ = 0,
so g′ = 1. Thus we may suppose t1 6= 0 (and similarly t2, t3 6= 0).
For i = 1, 2, 3 write t¯i =
ti
′ti
′′
ti
. Now t1t1
′′(A65 − A34) − t1′(A12 − A87) = 0
gives
2(a1a4(1− t¯1 t¯2) + a2a3(t¯1 − t¯2)) = 0,
while t2t2
′′(A75 −A24)− t2′(A13 −A86) = 0 gives
2(a1a4(1− t¯1 t¯2)− a2a3(t¯1 − t¯2)) = 0;
so t¯1t¯2 = 1 and t¯1 = t¯2, whence t¯1 = t¯2 = ǫ ∈ {±1} (and similarly t¯3 = ǫ). Next we
find that
t2(2t1
′′−1)[A12−A87−t12(A65−A34)]−t1(2t2′′−1)[A13−A86−t22(A75−A24)] = 0
gives
2(a2a3(t1
2(2t2
′′ − 1)2 − t22(2t1′′ − 1)2) + a1a4(t2t2′t2′′ − t1t1′t1′′)) = 0,
which now reduces to (a2a3 − ǫa1a4)(t2t2′t2′′ − t1t1′t1′′) = 0; since by assumption
a2a3 6= ±a1a4, we must have t2t2′t2′′ = t1t1′t1′′, so (1 + 2t2t2′)2 = (1 + 2t1t1′)2,
and thus 1 + 2t2t2
′ = ǫ′(1 + 2t1t1′) for some ǫ′ ∈ {±1}.
Suppose if possible that 1 + 2t1t1
′ 6= 0. Then A12 − A87 − t12(A65 −A34) = 0
gives
(a1
2 − a22 − a32 + a42)t1 = 2ǫ′(a2a3t2 − a1a4t2′t2′′) = 2ǫ′(a2a3 − ǫa1a4)t2,
while A13 −A86 − t22(A75 −A24) = 0 gives
(a1
2 − a22 − a32 + a42)t2 = 2ǫ′(a2a3t1 − a1a4t1′t1′′) = 2ǫ′(a2a3 − ǫa1a4)t1;
thus we have
a1
2 − a22 − a32 + a42
2(a2a3 − ǫa1a4) = ǫ
′ t2
t1
=
2(a2a3 − ǫa1a4)
a12 − a22 − a32 + a42 ,
whence (a1
2 − a22 − a32 + a42)2 = 4(a2a3 − ǫa1a4)2, and so
((a1
2 − a22 − a32 + a42)2 − 4(a12a42 + a22a32))2 = 64a12a22a32a42,
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which upon expansion gives∑
ai
8 + 6
∑
ai
4aj
4 − 4∑ ai6aj2 + 4∑ ai4aj2al2 − 40a12a22a32a42 = 0,
contrary to the final condition in the definition of Yˆ . Thus we must have 1+2t1t1
′ =
0 = 1 + 2t2t2
′ (and similarly 1 + 2t3t3′ = 0); so for i = 1, 2, 3 we have ti = − 12ti′ ,
whence ǫ = t¯i = −ti′2. Thus there exist ǫ1, ǫ2, ǫ3 ∈ {±1} and j ∈ {0, 1} such that
for each i we have ti
′ = ǫiη4j and ti = − 12ǫiη4−j ; in particular there are only finitely
many possibilities for each ti and ti
′, and hence for the element g′.
Write a′ = (a1′, a2′, a3′, a4′) ∈ K4 where
a1
′ = a1 + ǫ2ǫ3(−1)ja2 + ǫ1ǫ3(−1)ja3 + ǫ1ǫ2(−1)ja4,
a2
′ = ǫ2ǫ3(−1)ja1 + a2 − ǫ1ǫ2a3 − ǫ1ǫ3a4,
a3
′ = ǫ1ǫ3(−1)ja1 − ǫ1ǫ2a2 + a3 − ǫ2ǫ3a4,
a4
′ = ǫ1ǫ2(−1)ja1 − ǫ1ǫ3a2 − ǫ2ǫ3a3 + a4;
thus each ai
′ is of the form ±a1 ± a2 ± a3 ± a4. Take c ∈ K∗ with c2 = 2 and let
s1 = hα1(c)hα2(c)hα3(c). Then we find that
s1g
′.(n′.y) = ya′ ∈ Y.
Now suppose g ∈ CG(y). Since all ti′ are non-zero we know that n′ = nα1nα2nα3 =
n†, which fixes y, so that in fact y = n′.y = ya; also we must have sg′ ∈ CG(y),
so that ss1
−1.ya′ = ya. Write ss1−1 = hα1(κ1)hα2(κ2)hα3(κ3) for κ1, κ2, κ3 ∈ K∗;
then the equations given earlier detailing the effect of an element of T on points
in Y show that we require κ2κ1κ3
a3
′
a3
= κ3κ1κ2
a4
′
a4
and κ1κ3κ2
a3
′
a3
= κ1κ2κ3
a4
′
a4
, whence
a3a4
′
a4a3′
= κ2
2
κ32
= a4a3
′
a3a4′
, so that a3a4
′
a4a3′
= ±1, contrary to the definition of Yˆ . Therefore
the elements in TranG(y, Y ) with ti = − 12ti′ do not in fact stabilize y; so CG(y) ≤ N .
Thus in each case TranG(y, Y ) is finite; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 9− 0 = 9
while
codimY = dimG2(V )− dimY = 12− 3 = 9.
Therefore y is Y -exact. Moreover we have shown that CG(y) = C. Thus the
conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic stabilizer
C/Z(G) ∼= Z2/(2,p).Z2.
Proposition 3.1.8. Let G = A2 and λ = ω1 + ω2 with p = 3, and take k = 2;
let τ be a graph automorphism of G. Then the quadruple (G〈τ〉, λ, p, k) has generic
stabilizer Z2.
Proof. We shall follow the strategy used in the second part of the proof of
Proposition 3.1.4. Let G have simple roots α1 and α2, and V be L(G)/Z(L(G)).
Since dimV = 7 we have dimG2(V ) = 10. Let τ be the automorphism of G which
interchanges xα1 (t) with xα2(t). We have Z(G) = {1}.
We shall write elements of bothG and L(G) as 3×3 matrices, so that Z(L(G)) =
〈I〉. We let T < G be the subgroup of diagonal matrices, so that N is the subgroup
of monomial matrices; define n0 ∈ N by
n0 = −
(
1
1
1
)
,
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so that n0T is the long word w0 of the Weyl group. We see that n0τ acts on L(G)
by sending matrices to their transposes.
Given a = (a1, a2, a3) ∈ K3 \ {(0, 0, 0)}, define
v(1) =
(
a2
a3
a1
)
+ Z(L(G)), v(2) =
(
a3
a1
a2
)
+ Z(L(G)),
and set ya = 〈v(1), v(2)〉; write Y = {ya : a 6= (0, 0, 0)}, then Y is a subvariety of
G2(V ) of dimension 2, whence codimY = 8 = dimG. Set C = 〈n0τ〉; then each
y ∈ Y is stabilized by C.
Define S = L(T ). Clearly if α ∈ Φ then there exists h ∈ S with [heα] 6= 0, so
CL(G)(S) = L(T ).
Given y ∈ G2(V ), we again write AnnL(G)(y) = {x ∈ L(G) : x.y ≤ y}. Since
for i = 1, 2 we have hαi .v
(1) = v(1) and hαi .v
(2) = −v(2), if y ∈ Y we have
S ≤ AnnL(G)(y). Set
Yˆ = {ya ∈ Y : a1a2a3 6= 0, a12 + a22 + a32 6= 0, aiaj 6= ±1};
then Yˆ is a dense open subset of Y . Take y = ya ∈ Yˆ .
First suppose x ∈ AnnL(G)(y); write x = h + e where h ∈ L(T ) and e ∈ 〈eα :
α ∈ Φ〉. For i = 1, 2, since the difference of two weights occurring in v(i) is never a
root, we see that the weights occurring in e.v(i) must be a subset of those occurring
in V (3−i) together with the zero weight; so e.v(i) must be a scalar multiple of v(3−i).
If we write e =
∑
α∈Φ tαeα, then this condition may be expressed in matrix form
as At = 0, where A is a 6 × 6 matrix and t is a column vector whose entries are
the various coefficients tα. We find that if the rows and columns of A are suitably
ordered then it becomes block diagonal, having 2 blocks, with each block being a
3× 3 matrix. In fact each block may be written in the form
 a1a3 a2a3 −a12 − a22−a22 − a32 a1a2 a1a3
a1 a2 a3

 ,
which has determinant a2(a1
2+a2
2+a3
2)2. Thus the definition of the set Yˆ implies
that each block of A is non-singular, as therefore is A itself; so t must be the zero
vector and hence e = 0. Thus x = h+ e ∈ S; so AnnL(G)(y) = S. As in the proof
of Proposition 3.1.4, it follows that TranG(y, Y ) is contained in N .
Now a straightforward calculation shows that CT (y) = {1}, and TranT (y, Y ) =
〈hα1(−1), hα2(−1)〉, so that T.y ∩ Y = {ya′ : a′ = (±a1,±a2,±a3)}; in partic-
ular TranT (y, Y ) is finite. We claim that N.y ∩ Y ⊂ Yˆ , and CG(y) = C; the
first of these claims then implies that for each nT ∈ W the set TranT (n.y, Y ) =
{t ∈ T : tn.y ∈ Y } is finite, as is then TranG(y, Y ) =
⋃
nT∈W TranT (n.y, Y ), so
that codimTranG(y, Y ) = dimG = codimY , whence y is Y -exact. Take n ∈
TranG(y, Y ) and let n.y = ya′ . We find that there exists π ∈ S3 such that
a′ = (±aπ(1),±aπ(2),±aπ(3)), with π = 1 if and only if nT = T . Since ya′ ∈ Yˆ this
proves the first claim; moreover the definition of Yˆ shows that if nT 6= T then n
does not stabilize y, proving the second. Thus the conditions of Lemma 1.3.1 hold;
so the quadruple (G〈τ〉, λ, p, k) has generic stabilizer C/Z(G) ∼= Z2.
As explained at the start of this chapter, the remaining large higher quadruples
will be handled in the following section along with the small higher quadruples.
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3.2. Small higher quadruples
In this section we shall treat small higher quadruples along with the remaining
large higher quadruples, and establish the entries in Tables 1, 2 and 3, thus proving
Theorems 2 and 3. In most cases we shall apply Lemma 1.3.1 to determine the
generic stabilizer.
We begin with the cases where G is a classical group and V is the natural
module. In the statement of the following result, for convenience we refer to the
cases where G = C2, λ = ω1 and G = D3, λ = ω1; these appear in Table 2 as
G = B2, λ = ω2 and G = A3, λ = ω2 respectively.
Proposition 3.2.1. Let G = Aℓ for ℓ ∈ [1,∞), or G = Bℓ for ℓ ∈ [2,∞)
with p ≥ 3, or G = Cℓ for ℓ ∈ [2,∞), or G = Dℓ for ℓ ∈ [3,∞), and λ = ω1.
Then the quadruple (G, λ, p, k) has generic stabilizer Aℓ−kAk−1T1Uk(ℓ+1−k), or
B 1
2 (k−1)Dℓ− 12 (k−1).Z2, or C 12 (k−1)Cℓ− 12 (k+1)T1U2ℓ−1, or B 12 (k−1)Bℓ− 12 (k+1), respec-
tively if k is odd, and Aℓ−kAk−1T1Uk(ℓ+1−k), or D 1
2k
Bℓ− 12k.Z2, or C 12kCℓ− 12k, or
D 1
2 k
Dℓ− 12k.Z2, respectively if k is even.
Proof. In all these cases V is the natural module for G.
If G = Aℓ, then G acts transitively on k-dimensional subspaces of V ; if we take
y = 〈v1, . . . , vk〉 where v1, . . . , vℓ+1 is the natural basis of Vnat, then the stabilizer
of y is the maximal parabolic subgroup Aℓ−kAk−1T1Uk(ℓ+1−k) corresponding to the
kth simple root.
Next supposeG = Cℓ. If k = 2j is even, thenG acts transitively on non-singular
k-dimensional subspaces of V , which form a dense open subset of Gk(V ), and the
stabilizer of one such is CjCℓ−j . If instead k = 2j+1 is odd, then G acts transitively
on k-dimensional subspaces of V with 1-dimensional radical, which form a dense
open subset of Gk(V ), and the stabilizer of one such is CjCℓ−j−1T1U2ℓ−1 (if we take
the subspace 〈e1, e2, f2, . . . , ej+1, fj+1〉 where e1, f1, . . . , eℓ, fℓ is the natural basis
of Vnat, then the Cj and Cℓ−j−1 factors correspond to the non-singular subspaces
〈e2, f2, . . . , ej+1, fj+1〉 and 〈ej+2, fj+2, . . . , eℓ, fℓ〉 respectively, while the unipotent
radical U2ℓ−1 is the product of the root groupsXα for α ∈ {2ε1, ε1±εi : 2 ≤ i ≤ ℓ}).
Now suppose G = Bℓ or Dℓ, and as usual write d = dimV ; then G acts
transitively on non-singular k-dimensional subspaces of V , which form a dense open
subset of Gk(V ), and the stabilizer in Od(K) of such a subspace is Ok(K)Od−k(K),
so we need to consider the intersection of this product with G.
First assume p ≥ 3; then we may take G = SOd(K), and the intersection is
SOk(K) SOd−k(K) ∪ (Ok(K) \ SOk(K))(Od−k(K) \ SOd−k(K)). For each a ∈ N
we have Z(Oa(K)) = {±Ia}, and −Ia ∈ SOa(K) if and only if a is even. Thus
if G = Dℓ and k = 2j + 1 is odd, the stabilizer is SO2j+1(K) SO2ℓ−2j−1(K) ∪
(− SO2j+1(K))(− SO2ℓ−2j−1(K)) = {±I2ℓ} SO2j+1(K) SO2ℓ−2j−1(K); taking the
quotient by Z(G) = {±I2ℓ} we see that the generic stabilizer is simply BjBℓ−j−1.
In the other cases the stabilizer does not have the form {±Id} SOk(K) SOd−k(K),
so the generic stabilizer is DjDℓ−j .Z2 if G = Dℓ and k = 2j is even, BjDℓ−j .Z2 if
G = Bℓ and k = 2j + 1 is odd, and DjBℓ−j.Z2 if G = Bℓ and k = 2j is even.
Finally assume p = 2, so that G = Dℓ. If k = 2j+1 is odd, then the stabilizer is
just SO2j+1(K) SO2ℓ−2j−1(K), so the generic stabilizer is again simply BjBℓ−j−1.
If however k = 2j is even, and we write the non-singular k-dimensional subspace and
its complement as 〈v1, v−1, . . . , vj , v−j〉 and 〈vj+1, v−(j+1), . . . , vℓ, v−ℓ〉 respectively,
then there is an element n = nε1−εℓnε1+εℓ of N which interchanges v1 with v−1,
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and vℓ with v−ℓ, while fixing all other basis vectors; thus n lies in the intersection
required, but acts as a single transposition on the basis vectors of both the subspace
and its complement, so does not lie inDjDℓ−j, whence the generic stabilizer is again
DjDℓ−j .Z2.
Proposition 3.2.2. Let G = Bℓ for ℓ ∈ [2,∞) and λ = ω1 with p = 2. Then if
k is odd the quadruple (G, λ, p, k) has generic stabilizer B 1
2 (k−1)Bℓ− 12 (k+1)T1U2ℓ−1,
and if k is even the quadruple (G, λ, p, k) has generic stabilizer B 1
2k
Bℓ− 12k.
Proof. This is an immediate consequence of Proposition 3.2.1, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Next we consider the remaining cases which occur in infinite families.
Proposition 3.2.3. Let G = Aℓ for odd ℓ ∈ [5,∞) and λ = ω2, and take
k = 2. Then according as ℓ = 5, or ℓ = 7, or ℓ ≥ 9, the quadruple (G, λ, p, k) has
generic stabilizer A1
3.S3, or A1
4.Z2
2, or A1
1
2 (ℓ+1), respectively.
Proof. We take G = SLℓ+1(K) and use the set-up of [5, Proposition 3.2.4]: we
write ℓ = 2ℓ1 − 1, so that ℓ1 ≥ 3; for 1 ≤ i < j ≤ 2ℓ1 we write v¯i,j = vi ∧ vj ,
where v1, . . . , v2ℓ1 is the standard basis of Vnat; we take the generalized height
function on the weight lattice of G whose value at each simple root αi is 2; for
i = 1, . . . , ℓ1 we set xi = v¯i,2ℓ1+1−i and let νi be the weight such that xi ∈ Vνi ; then
Λ(V )[0] = {ν1, . . . , νℓ1} has ZLC because ν1+ · · ·+νℓ1 = 0, and V[0] = 〈x1, . . . , xℓ1〉;
and the setwise stabilizer in W of Λ(V )[0] is 〈wαℓ1 , wαℓ1−1wαℓ1+1 , . . . , wα1wα2ℓ1−1〉.
Here however we take Y = G2(V[0]), and write
Yˆ1 =
{
y = 〈v(1), v(2)〉 ∈ Y : v(1) =∑aixi, v(2) =∑bixi, ∀i 6= j
∣∣∣∣ ai ajbi bj
∣∣∣∣ 6= 0
}
;
then Yˆ1 is a dense open subset of Y , and the determinant condition implies that
each νi occurs in every y ∈ Yˆ1. We have Z(G) = 〈z〉 where z = η2ℓ1I.
Let A be the A1
ℓ1 subgroup having simple roots αℓ1 , αℓ1−1 + αℓ1 +αℓ1+1, . . . ,
α1 + · · ·+ α2ℓ1−1; then clearly for all y ∈ Y we have A ≤ CG(y).
Take y ∈ Yˆ1 and g ∈ TranG(y, Y ), and write y′ = g.y ∈ Y . By Lemma 1.3.4
we have g = u1nu2 with u1 ∈ CU (y′), u2 ∈ CU (y), and n ∈ NΛ(V )[0] with n.y = y′.
First, the identification of WΛ(V )[0] above shows that we have NΛ(V )[0] =
〈T, nαℓ1 , nαℓ1−1nαℓ1+1 , . . . , nα1nα2ℓ1−1〉 = Tℓ1−1(A∩N).Sℓ1 , where we write Tℓ1−1 =
{∏ℓ1−1i=1 hαi(κi) : κ1, . . . , κℓ1−1 ∈ K∗} and the symmetric group Sℓ1 permutes the
simple factors of A. As the elements of NΛ(V )[0] permute and scale the xi, we have
NΛ(V )[0] .y ⊆ Yˆ1.
Next, let Ξ = Φ+ \ ΦA, and set U ′ =
∏
α∈ΞXα; then U = U
′.(A ∩ U) and
U ′ ∩ (A ∩U) = {1}. We now observe that if α ∈ Ξ then νi + α is a weight in V for
exactly one value of i; moreover each weight in V of positive generalized height is
of the form νi+α for exactly two such roots α. Thus if we take u =
∏
xα(tα) ∈ U ′
satisfying u.y = y, and equate coefficients of weight vectors, taking them in an order
compatible with increasing generalized height, using the determinant condition in
the definition of the set Yˆ1 we see that for all α we must have tα = 0, so that u = 1;
so CU (y) = A∩U . Since the previous paragraph shows that y′ = g′.y ∈ Yˆ1, likewise
we have CU (y
′) = A ∩ U .
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Thus TranG(y, Y ) = ATℓ1−1.Sℓ1 ∼= A1ℓ1Tℓ1−1.Sℓ1 . Hence
codimTranG(y, Y ) = dimG−dimTranG(y, Y ) = (4ℓ12−1)−(4ℓ1−1) = 4ℓ12−4ℓ1,
while
codimY = dim G2(V )− dimG2(V[0]) = 2(2ℓ12 − ℓ1 − 2)− 2(ℓ1 − 2) = 4ℓ12 − 4ℓ1.
Therefore y is Y -exact.
We now consider stabilizers; by the above, for all y ∈ Yˆ1 we have Z(G)A ≤
CG(y) ≤ ATℓ1−1.Sℓ1 . Let C be the subgroup Z(G)A〈hα1(−1)nα1nα5 , nα2nα4〉,
Z(G)A〈nα1nα7nα3nα5 , hα2+α3(−1)nα1+α2nα6+α7nα2+α3nα5+α6〉 or Z(G)A accord-
ing as ℓ1 = 3, ℓ1 = 4 or ℓ1 ≥ 5. We shall define a dense open subset Yˆ of Y lying
in Yˆ1, and show that if y ∈ Yˆ then CG(y) is a conjugate of C. The argument here
is very similar to that in the proof of Proposition 3.1.1.
Write y = 〈v(1), v(2)〉 where v(1) = ∑ aixi, v(2) = ∑ bixi. Note that the
determinant condition defining the set Yˆ1 implies that for each i we cannot have
ai = bi = 0, and for each i 6= j we cannot have either ai = aj = 0 or bi = bj = 0.
Thus by changing basis we may assume if we wish that a1 = b2 = 1, a2 = b1 = 0, in
which case a3, . . . , aℓ1 , b3, . . . , bℓ1 6= 0. Then if we take s = diag(κ1, . . . , κ2ℓ1) ∈ T ,
we have s.xi = κiκ2ℓ1+1−ixi, so for s.y = y we require κ1κ2ℓ1 = κ2κ2ℓ1−1 =
· · · = κℓ1κℓ1+1; since κ1 . . . κ2ℓ1 = 1 there exists i such that κ1κ2ℓ1 = ηℓ1 i, so that
z−is ∈ A ∩ T , whence CT (y) = Z(G)(A ∩ T ).
Suppose ℓ1 = 3; here we set Yˆ = Yˆ1. Let y0 = 〈x1+x3, x2+x3〉 ∈ Yˆ . Take y ∈
Yˆ ; by the above we may assume y = 〈x1+ a3x3, x2+ b3x3〉 with a3, b3 6= 0. Choose
κ ∈ K∗ satisfying κ3 = (a3b3)−1 and set h−1 = diag(κa3, κb3, κ, 1, 1, 1); then
h−1.y = y0. As hα1(−1)nα1nα5 sends x1, x2 and x3 to x2, x1 and x3 respectively, it
interchanges x1+x3 and x2+x3, and thus stabilizes y0; likewise as nα2nα4 sends x1,
x2 and x3 to x1, −x3 and −x2 respectively, it sends x1+x3 to (x1+x3)− (x1+x2)
and negates x2 + x3, and thus also stabilizes y0. Hence CG(y0) = C, and so
CG(y) = CG(h.y0) =
hC.
Now suppose ℓ1 ≥ 4. Let Cℓ1 be the subgroup with short simple root groups
{xαi(t)xα2ℓ1+1−i(t) : t ∈ K} for i = 1, . . . , ℓ1 − 1 and long simple root group
Xαℓ1 . Take n ∈ T (Cℓ1 ∩ N) \ T , and for i = 1, . . . , ℓ1 write n.xi = κixπ(i) for
κi ∈ K∗, where π ∈ Sℓ1 \ 1. If n.y = y there must exist c1, c2, c3, c4 ∈ K with
(c1, c2), (c3, c4) 6= (0, 0) such that n.v(1) = c1v(1)+c2v(2) and n.v(2) = c3v(1)+c4v(2),
whence
∑
κiaixπ(i) =
∑
(c1ai + c2bi)xi and
∑
κibixπ(i) =
∑
(c3ai + c4bi)xi. Thus
for all i ≤ ℓ1 we have κiai = c1aπ(i) + c2bπ(i) and κibi = c3aπ(i) + c4bπ(i), whence
c1aπ(i)bi+ c2bπ(i)bi = c3aπ(i)ai+ c4bπ(i)ai. These are the same equations as we had
in the proof of Proposition 3.1.1 (with ℓ+1 there replaced by ℓ1 here); we therefore
conclude that, unless ℓ1 = 4 and π ∈ 〈(1 2)(3 4), (1 3)(2 4)〉, the points y for which
there is a non-zero solution (c1, c2, c3, c4) form a proper closed subvariety of Y .
Again we take Yˆ2 to be the intersection of the complements of these proper closed
subvarieties as π runs through S4 \ 〈(1 2)(3 4), (1 3)(2 4)〉 or Sℓ1 \ {1} according as
ℓ1 = 4 or ℓ1 ≥ 5. Then Yˆ2 is a dense open subset of Y , as therefore is Yˆ = Yˆ1 ∩ Yˆ2.
Thus if ℓ1 ≥ 5, for all y ∈ Yˆ we have CG(y) = C.
Now assume ℓ1 = 4, and take y ∈ Yˆ ; as above we may write v = 〈v(1), v(2)〉
where v(1) = x1 + a3x3 + a4x4 and v
(2) = x2 + b3x3 + b4x4. First take h
′−1 =
diag(a3, b3, 1,
1
a3b3
, 1, 1, 1, 1) and set y′ = h′−1.y; then if we write a4′ = a4a32b3 and
b4
′ = b4
a3b32
, we have y′ = 〈v(1)′, v(2)′〉 where v(1)′ = x1 + x3 + a4′x4, v(2)′ =
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x2 + x3 + b4
′x4 — note that as a3b4 6= a4b3 we have a4′ 6= b4′. Next take
κ, κ′, κ′′ ∈ K∗ satisfying κ2 = 1a4′b4′ , κ′
2
= b4
′−a4′
b4′
, κ′′4 = a4
′b4
′
b4′−a4′ , take h
′′−1 =
diag(κ′κ′′, κ
′κ′′
κa4′
, κ′′, κκ′′, 1, 1, 1, 1) and set y′′ = h′′−1.y′; then y′′ = 〈v(1)′′, v(2)′′〉
where v(1)
′′
= κ′x1 + x3 + κa4′x4, v(2)
′′
= κ′x2 + κa4′x3 + x4. Then with n∗ =
nα1nα7nα3nα5 we see that n
∗ sends x1, x2, x3 and x4 to −x2, −x1, −x4 and
−x3 respectively, so we have n∗.v(1)′′ = −v(2)′′ and n∗.v(2)′′ = −v(1)′′, whence
n∗ ∈ CG(y′′); similarly with n∗∗ = hα2+α3(−1)nα1+α2nα6+α7nα2+α3nα5+α6 we see
that n∗∗ sends x1, x2, x3 and x4 to −x3, x4, −x1 and x2 respectively, so we have
n∗∗.v(1)
′′
= − 1κ′ v(1)
′′
+ κa4
′
κ′ v
(2)′′ and n∗∗.v(2)
′′
= −κa4′κ′ v(1)
′′
+ 1κ′ v
(2)′′, whence
n∗∗ ∈ CG(y′′). Hence CG(y′′) = Z(G)A〈n∗, n∗∗〉 = C, so if we write h = h′h′′ then
CG(y) = CG(h.y
′′) = hC.
Therefore in all cases, for all y ∈ Yˆ there exists h ∈ T with CG(y) = hC.
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= A13.S3, or A14.Z22, or A1 12 (ℓ+1), according as ℓ = 5, or ℓ = 7,
or ℓ ≥ 9.
Proposition 3.2.4. Let G = Aℓ for even ℓ ∈ [4,∞) and λ = ω2, and take
k = 2. Then the quadruple (G, λ, p, k) has generic stabilizer A1T1Uℓ.
Proof. We take G = SLℓ+1(K) and again use the set-up of [5, Proposition 3.2.4]:
we write ℓ = 2ℓ1, so that ℓ1 ≥ 2; we identifyW with the symmetric group S2ℓ1+1; for
1 ≤ i < j ≤ 2ℓ1+1 we write v¯i,j = vi∧vj , where v1, . . . , v2ℓ1+1 is the standard basis
of Vnat; we take the generalized height function on the weight lattice of G whose
value at each simple root αi is 2; for 1 ≤ i < j ≤ 2ℓ1+1 we let νi,j be the weight such
that v¯i,j ∈ Vνi,j . We then have Λ(V )[0] = {ν1,2ℓ1+1, ν2,2ℓ1 , . . . , νℓ1,ℓ1+2}, Λ(V )[2] =
{ν1,2ℓ1, ν2,2ℓ1−1, . . . , νℓ1,ℓ1+1} and Λ(V )[+] = {νi,j ∈ Λ(V ) : i+ j ≤ 2ℓ1 + 2}. Write
v[0] = v¯1,2ℓ1+1 + v¯2,2ℓ1 + · · ·+ v¯ℓ1,ℓ1+2, v[2] = v¯1,2ℓ1 + v¯2,2ℓ1−1 + · · ·+ v¯ℓ1,ℓ1+1,
and set
y0 = 〈v[0], v[2]〉,
so that the set of weights occurring in y0 is Λ(V )[0] ∪Λ(V )[2]. We have Z(G) = 〈z〉
where z = η2ℓ1+1I. Let P be the maximal parabolic subgroup of G corresponding
to the ℓ1th simple root αℓ1 , and write P = QL where Q and L are the unipotent
radical and Levi subgroup of P respectively; then Q is abelian.
Take g ∈ CG(y0) and write g = u1nu2 with u1 ∈ U , n ∈ N and u2 ∈ Uw where
w = nT ∈W . We have u1−1.y0 = n.(u2.y0); all weights occurring in u1−1.y0 lie in
Λ(V )[0] ∪Λ(V )[+], and we may write u2.v[0] = v[0]+ v[2]′+ v′ and u2.v[2] = v[2]+ v′′
where the weights in v[2]
′ lie in Λ(V )[2], and those in v′ or v′′ lie in
⋃
i>2 Λ(V )[i].
Thus w cannot send any weight in Λ(V )[0] ∪ Λ(V )[2] into Λ(V )[−].
Observe that in the (2ℓ1 + 1)-tuple
(2ℓ1 + 1, 1, 2ℓ1, 2, . . . , ℓ1 + 2, ℓ1, ℓ1 + 1),
the adjacent pairs of entries in positions (2i− 1, 2i) for i = 1, . . . , ℓ1 sum to 2ℓ1+2
and so correspond to the weights in Λ(V )[0], while the adjacent pairs of entries
in positions (2i, 2i + 1) for i = 1, . . . , ℓ1 sum to 2ℓ1 + 1 and so correspond to the
weights in Λ(V )[0]. Thus if we apply w to obtain the (2ℓ1 + 1)-tuple
(w(2ℓ1 + 1), w(1), w(2ℓ1), w(2), . . . , w(ℓ1 + 2), w(ℓ1), w(ℓ1 + 1)),
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each adjacent pair of entries must sum to at most 2ℓ1+2. Therefore in this (2ℓ1+1)-
tuple, the entry 2ℓ1 + 1 must be placed at either the extreme left or the extreme
right, and the entry 1 must be placed adjacent to it; then in the remaining (2ℓ1−1)-
tuple, the entry 2ℓ1 must be placed at either the extreme left or the extreme right,
and the entry 2 must be placed adjacent to it; then in the remaining (2ℓ1−3)-tuple,
the entry 2ℓ1 − 1 must be placed at either the extreme left or the extreme right,
and the entry 3 must be placed adjacent to it; continuing thus we see that at each
of ℓ1 stages a choice of ‘left’ or ‘right’ must be made to determine the placing of 2
entries, after which the element w is determined.
Now at the jth stage, if the choice is ‘left’ then the entries 2ℓ1 + 2 − j and
j are placed in positions (2i − 1, 2i) for some i, while if the choice is ‘right’ then
the entries j and 2ℓ1 + 2 − j are placed in positions (2i, 2i + 1) for some i. Thus
according as the choice is ‘left’ or ‘right’, the term v¯j,2ℓ1+2−j occurs in n.v[0] or
n.v[2], and hence is either absent from or present in nu2.v[2]. By assumption there
exist a, b ∈ K with nu2.v[2] = au1−1.v[0] + bu1−1.v[2]; according as a = 0 or a 6=
0, the vector nu2.v[2] contains either no such terms v¯j,2ℓ1+2−j or all such terms,
so that either all choices are ‘left’ or all choices are ‘right’, producing either the
original (2ℓ1 + 1)-tuple or its reverse. Thus we must have w ∈ {1, w∗}, where
w∗ = (1 ℓ1)(2 ℓ1 − 1) . . . (ℓ1 + 1 2ℓ1 + 1)(ℓ1 + 2 2ℓ1) . . . . Note that w∗ is the long
word in the Weyl group of L; moreover there is a corresponding element n∗ ∈ N
such that either n∗ or −n∗ is a permutation matrix, and n∗ interchanges v[0] and
v[2]. Of course if w = 1 then u2 = 1. If instead w = w
∗ then as u2 ∈ Uw we see that
all weights in either n.v′ or n.v′′ must lie in Λ[−], which forces v′ = v′′ = 0; also
if v[2]
′ /∈ 〈v[2]〉 then some linear combination of u2.v[0] and u2.v[2] would contain
some but not all of the weights in Λ(V )[2], and then applying n would give a vector
containing some but not all of the weights in Λ(V )[0], which then could not be of the
form au1
−1.v[0]+bu1−1.v[2] for some a, b ∈ K — so we must have u2.v[0] = v[0]+cv[2]
for some c ∈ K and u2.v[2] = v[2], whence u2 ∈ CG(y0) (and as u ∈ Uw we must
have u ∈ CL∩U (y0)).
We now consider the possibilities for g if w = 1; in this case g ∈ B. Clearly
CB(y0) = CT (y0)CU (y0), so we may consider each of CT (y0) and CU (y0) separately.
We begin with CT (y0). Suppose s = diag(κ1, . . . , κ2ℓ1+1) ∈ CT (y0); then we
must have s.v[0] ∈ 〈v[0]〉 and s.v[2] ∈ 〈v[2]〉, which forces κ1κ2ℓ1+1 = κ2κ2ℓ1 =
· · · = κℓ1κℓ1+2 and κ1κ2ℓ1 = κ2κ2ℓ1−1 = · · · = κℓ1κℓ1+1. If we take κ′ ∈ K∗
satisfying κ′2 = κ2ℓ1κ2ℓ1+1
and set κ = κ′κ1κ2ℓ1+1, then we have κ1κ2ℓ1+1 = · · · =
κℓ1κℓ1+2 = κκ
′−1 and κ1κ2ℓ1 = · · · = κℓ1κℓ1+1 = κκ′; solving in terms of κ1
gives κ2ℓ1+1 = κκ
′−1κ1−1, κ2ℓ1 = κκ
′κ1−1, κ2 = κ′
−2
κ1, κ2ℓ1−1 = κκ
′3κ1−1,
κ3 = κ
′−4κ1, . . . , κℓ1 = κ
′2−2ℓ1κ1, κℓ1+1 = κκ
′2ℓ1−1κ1−1. Imposing the condition
κ1κ2 . . . κ2ℓ1+1 = 1 then gives κ1 = κ
ℓ1+1κ′ℓ1−1, whence s = s1s2 where
s1 = diag(κ
ℓ1+1, . . . , κℓ1+1, κ−ℓ1 , . . . , κ−ℓ1),
s2 = diag(κ
′ℓ1−1, κ′ℓ1−3, . . . , κ′3−ℓ1 , κ′1−ℓ1 , κ′ℓ1 , κ′ℓ1−2, . . . , κ′2−ℓ1 , κ′−ℓ1).
Observe that the torus T1 = {diag(κℓ1+1, . . . , κℓ1+1, κ−ℓ1 , . . . , κ−ℓ1) : κ ∈ K∗} is
the central torus of L, and contains Z(G).
We now turn to CU (y0). We have U = Q(L ∩ U) and Q ∩ (L ∩ U) = {1}.
Each term in either v[0] or v[2] is of the form v¯i,j where 1 ≤ i ≤ ℓ1 < j ≤ 2ℓ1 + 1;
given such a term v¯i,j , if q ∈ Q then q.v¯i,j − v¯i,j ∈ 〈v¯i′,j′ : 1 ≤ i′ < j′ ≤ ℓ1〉, while
3.2. SMALL HIGHER QUADRUPLES 101
if u′ ∈ L ∩ U then u′.v¯i,j − v¯i,j ∈ 〈v¯i′,j′ : 1 ≤ i′ ≤ ℓ1 < j′ ≤ 2ℓ1 + 1〉. Hence
CU (y0) = CQ(y0)CL∩U (y0) = CL∩U (y0)CQ(y0). Thus we may consider each of
CQ(y0) and CL∩U (y0) separately.
We first consider CQ(y0). If we take q = I+
∑ℓ1
i=1
∑2ℓ1+1
j=ℓ1+1
tijEij ∈ CQ(y0), we
must have q.v[0] = v[0] and q.v[2] = v[2]; taking 1 ≤ i < i′ ≤ ℓ1 and equating coeffi-
cients of v¯i,i′ in these two equations gives ti,2ℓ1+2−i′ = ti′,2ℓ1+2−i and ti,2ℓ1+1−i′ =
ti′,2ℓ1+1−i respectively. Hence ti,2ℓ1+2−i = ti−1,2ℓ1+1−i = ti+1,2ℓ1+3−i = ti−2,2ℓ1−i =
· · · and ti,2ℓ1+1−i = ti+1,2ℓ1+2−i = ti−1,2ℓ1−i = ti+2,2ℓ1+3−i = · · · , so that ti,j =
ti′,j′ whenever j − i = j′ − i′. Since j − i ∈ {1, . . . , 2ℓ1} it follows that CQ(y0) is a
connected 2ℓ1-dimensional abelian unipotent group.
Now consider CL∩U (y0). Given t ∈ K, write
x(t) = I +
ℓ1−1∑
i=1
ℓ1∑
j=i+1
(
ℓ1 − i
j − i
)
(−t)j−iEij +
2ℓ1∑
i=ℓ1+1
2ℓ1+1∑
j=i+1
(
j − ℓ1 − 1
j − i
)
tj−iEij .
A straightforward check shows that for t, t′ ∈ K we have x(t)x(t′) = x(t+ t′). Then
x(t).v[0] =
ℓ1+1∑
j=1
((
j∑
i=1
(
ℓ1 − i
j − i
)
(−t)j−ivi
)
∧
(
2ℓ1+2−j∑
i′=ℓ1+1
(
ℓ1 + 1− j
2ℓ1 + 2− j − i′
)
t2ℓ1+2−i
′−jvi′
))
(the term with j = ℓ1 + 1 is zero, but is included for convenience in what follows).
Take i, i′ with 1 ≤ i ≤ ℓ1 < i′ ≤ 2ℓ1 + 1 and i + i′ ≤ 2ℓ1 + 2. The coefficient of
v¯i,i′ = vi ∧ vi′ in x(t).v[0] comes from the terms with i ≤ j ≤ 2ℓ1 + 2 − i′, so is(∑2ℓ1+2−i′
j=i (−1)j−i
(
ℓ1−i
j−i
)(
ℓ1+1−j
i′−ℓ1−1
))
t2ℓ1+2−i−i
′
. We see that this expression is the
t2ℓ1+2−i−i
′
term in (−1− t)2ℓ1−i−i′ = (−1)i+i′(1 + t)ℓ1−i(1 + t)ℓ1−i′ , so it is 1, t or
0 according as i + i′ is 2ℓ1 + 2, 2ℓ1 + 1 or at most 2ℓ1; thus x(t).v[0] = v[0] + tv[2].
Likewise
x(t).v[2] =
ℓ1∑
j=1
((
j∑
i=1
(
ℓ1 − i
j − i
)
(−t)j−ivi
)
∧
(
2ℓ1+1−j∑
i′=ℓ1+1
(
ℓ1 − j
2ℓ1 + 1− j − i′
)
t2ℓ1+1−i
′−jvi′
))
.
Take i, i′ with 1 ≤ i ≤ ℓ1 < i′ ≤ 2ℓ1 + 1 and i + i′ ≤ 2ℓ1 + 1. The coeffi-
cient of v¯i,i′ in x(t).v[2] comes from the terms with i ≤ j ≤ 2ℓ1 + 1 − i′, so is(∑2ℓ1+1−i′
j=i (−1)j−i
(
ℓ1−i
j−i
)(
ℓ1−j
i′−ℓ1−1
))
t2ℓ1+1−i−i
′
. This time we see that this expres-
sion is the t2ℓ1+1−i−i
′
term in (−1− t)2ℓ1−i−i′ , so it is 1 or 0 according as i+ i′ is
2ℓ1 + 1 or at most 2ℓ1; thus x(t).v[2] = v[2].
Therefore x(t) ∈ CL∩U (y0). Moreover, as any element of CL∩U (y0) must
fix v[2] and send v[0] to v[0] + tv[2] for some t ∈ K, it now suffices to consider
u ∈ L ∩ U fixing both v[0] and v[2]. Write u = I +
∑ℓ1−1
i=1
∑ℓ1
j=i+1 tijEij +∑2ℓ1
i=ℓ1+1
∑2ℓ1+1
j=i+1 tijEij . Considering the coefficients of v¯ℓ1,ℓ1+1, v¯ℓ1−1,ℓ1+2, . . . ,
v¯1,2ℓ1 in u.v[0], and those of v¯ℓ1−1,ℓ1+1, v¯ℓ1−2,ℓ1+2, . . . , v¯1,2ℓ1−1 in u.v[2], gives
0 = tℓ1+1,ℓ1+2 = tℓ1−1,ℓ1+tℓ1+2,ℓ1+3 = tℓ1−2,ℓ1−1+tℓ1+3,ℓ1+4 = · · · = t1,2+t2ℓ1,2ℓ1+1
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and 0 = tℓ1−1,ℓ1 + tℓ1+1,ℓ1+2 = tℓ1−2,ℓ1−1 + tℓ1+2,ℓ1+3 = · · · = t1,2 + t2ℓ1−1,2ℓ1 ,
whence ti,j = 0 whenever j − i = 1; then considering the coefficients of v¯ℓ1−1,ℓ1+1,
v¯ℓ1−2,ℓ1+2, . . . , v¯1,2ℓ1−1 in u.v[0], and those of v¯ℓ1−2,ℓ1+1, v¯ℓ1−3,ℓ1+2, . . . , v¯1,2ℓ1−2
in u.v[2], gives 0 = tℓ1+1,ℓ1+3 = tℓ1−2,ℓ1 + tℓ1+2,ℓ1+4 = · · · = t1,3 + t2ℓ1−1,2ℓ1+1 and
0 = tℓ1−2,ℓ1 + tℓ1+1,ℓ1+3 = tℓ1−3,ℓ1−1 + tℓ1+2,ℓ1+4 = · · · = t1,3 + t2ℓ1−2,2ℓ1 , whence
ti,j = 0 whenever j − i = 2; continuing in this way we see that all ti,j are zero, so
u = 1. Hence CL∩U (y0) = {x(t) : t ∈ K}.
Thus if w = 1 we see that g = u1s with u1 = x(t)u
′ with u′ ∈ CQ(y0), t ∈ K and
s in the 2-dimensional torus described above. If instead w = w∗ then g = u1sn∗u2
where u1 and s are as in the case w = 1, and u2 ∈ CL∩U (y0) so u2 = x(t′)
for some t′ ∈ K. Hence as the torus of the A1 subgroup 〈x(t), n∗ : t ∈ K〉 is
{diag(κℓ1−1, κℓ1−3, . . . , κ3−ℓ1 , κ1−ℓ1 , κℓ1 , κℓ1−2, . . . , κ2−ℓ1 , κ−ℓ1) : κ ∈ K∗}, we see
that
CG(y0) = 〈x(t), n∗ : t ∈ K〉T1CQ(y0) ∼= A1T1U2ℓ1 .
Thus dim(G.y0) = dimG−dimCG(y0) = (4ℓ12+4ℓ1)− (2ℓ1+4) = 4ℓ12+2ℓ1−4 =
dimG2(V ), so the orbit G.y0 is dense in G2(V ). Hence the quadruple (G, λ, p, k)
has generic stabilizer CG(y0)/Z(G) ∼= A1T1Uℓ.
This concludes the treatment of the cases occurring in infinite families. As
was the case in [5, Section 3.2], although the remaining cases must be treated
individually, it will be seen that there are connections between some of them which
significantly reduce the amount of work involved.
Proposition 3.2.5. Let G = A4 and λ = ω2, and take k = 3. Then the
quadruple (G, λ, p, k) has generic stabilizer A1.
Proof. We take G = SL5(K) and again use the set-up of [5, Proposition 3.2.4]:
we identify W with the symmetric group S5; for 1 ≤ i < j ≤ 5 we write v¯i,j =
vi ∧ vj , where v1, . . . , v5 is the standard basis of Vnat; we take the generalized
height function on the weight lattice of G whose value at each simple root αi is 2;
for 1 ≤ i < j ≤ 5 we let νi,j be the weight such that v¯i,j ∈ Vνi,j . We then have
Λ(V )[−2] = {ν2,5, ν3,4}, Λ(V )[0] = {ν1,5, ν2,4}, Λ(V )[2] = {ν1,4, ν2,3}.
Set
v[−2] = v¯2,5 + v¯3,4, v[0] = v¯1,5 + v¯2,4, v[2] = v¯1,4 + v¯2,3,
and write
y0 = 〈v[−2], v[0], v[2]〉,
so that the set of weights occurring in y0 is Λ(V )[−2] ∪ Λ(V )[0] ∪ Λ(V )[2]. We have
Z(G) = 〈z〉 where z = η5I.
Take g ∈ CG(y0) and write g = u1nu2 with u1 ∈ U , n ∈ N and u2 ∈ Uw
where w = nT ∈ W . We have u1−1.y0 = n.(u2.y0); all weights occurring in
u1
−1.y0 lie in
⋃
i≥−2 Λ(V )[i], and we may write u2.v[−2] = v[−2] + v[0]
′ + v[2]′ + v′,
u2.v[0] = v[0]+v[2]
′′+v′′ and u2.v[2] = v[2]+v′′′ where v[0]′ ∈ V[0], v[2]′, v[2]′′ ∈ V[2] and
v′, v′′, v′′′ ∈ ⋃i>2 V[i]. Thus w cannot send any weight in Λ(V )[−2]∪Λ(V )[0]∪Λ(V )[2]
into
⋃
i<−2 Λ(V )[i] = {ν4,5, ν3,5}; therefore w−1 must send both ν4,5 and ν3,5 into⋃
i6=−2,0,2 Λ(V )[i] = {ν4,5, ν3,5, ν1,3, ν1,2}. Since the only two pairs of weights in this
set whose difference is a root are {ν4,5, ν3,5} and {ν1,3, ν1,2}, we see that w−1 must
send {ν4,5, ν3,5} to either {ν4,5, ν3,5} or {ν1,3, ν1,2}. Clearly the setwise stabilizer
in W of {ν4,5, ν3,5} is 〈(1 2), (3 4)〉; since w0 = (1 5)(2 4) interchanges {ν4,5, ν3,5}
and {ν1,3, ν1,2}, the elements of W which send {ν4,5, ν3,5} to {ν1,3, ν1,2} are those
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in w0〈(1 2), (3 4)〉. Hence w−1 ∈ {1, w0}〈(1 2), (3 4)〉, so w ∈ 〈(1 2), (3 4)〉{1, w0} =
{1, (1 2), (3 4), (1 2)(3 4), (1 5)(2 4), (1 5 2 4), (1 5)(2 3 4), (1 5 2 3 4)}. Argu-
ing similarly with g−1 we see that w−1 must also lie in this set, so that w ∈
{1, (1 2), (3 4), (1 2)(3 4), (1 5)(2 4)}. However, if w = (1 2) or (3 4) then
nu2.v[2] contains a term v¯2,4 but no term v¯1,5, so cannot lie in u1
−1.y0; likewise
if w = (1 2)(3 4) then nu2.v[0] contains a term v¯2,5 but no term v¯3,4, so cannot lie
in u1
−1.y0. Thus w ∈ {1, (1 5)(2 4)} = 〈w0〉.
First suppose w = 1; then u2 = 1 and g = u1h where h ∈ T , and we must
have u1 ∈ CU (y0) and h ∈ CT (y0). Equating to zero the coefficients of v¯1,3 and v¯1,2
in each of u1.v[−2], u1.v[0] and u1.v[2], and requiring equality in the coefficients of
v¯1,5 and v¯2,4 in u1.v[−2], and in the coefficients of v¯1,4 and v¯2,3 in both u1.v[−2] and
u1.v[0], shows that we must have u1 = x(t) for some t ∈ K, where we write x(t) for
the matrix 

1 t t2
1 t
1
1
1

 or


1 t 32 t
2 − 12 t3 14 t4
1 3t − 32 t2 t3
1 −t t2
1 −2t
1


according as p = 2 or p ≥ 3. A straightforward check shows that for t, t′ ∈ K
we have x(t)x(t′) = x(t + t′). If we write h = diag(κ1, . . . , κ5) then we require
κ2κ5 = κ3κ4, κ1κ5 = κ2κ4 and κ1κ4 = κ2κ3; since in addition κ1κ2κ3κ4κ5 = 1
there exist κ ∈ K∗ and i ∈ {0, 1, 2, 3, 4} with h = h(κ)zi, where we write h(κ) =
diag(κ2, κ, 1, κ−1, κ−2). Thus g = x(t)h(κ)zi.
Now suppose w = w0; we may write n = hn
∗ where h ∈ T and n∗ is the
permutation matrix whose (i, j)-entry is 1 if i + j = 6 and 0 otherwise. Since
n∗ sends v[i] to −v[−i] for i = −2, 0, 2 we see that n∗ ∈ CG(y0). Now we have
h−1u1−1.y0 = n∗u2.y0. As n∗ sends v¯1,2 and v¯1,3 to −v¯4,5 and −v¯3,5 respectively,
neither of which appears in any vector in h−1u1−1.y0, we see that the coefficients
of v¯1,2 and v¯1,3 in each of u2.v[−2], u2.v[0] and u2.v[2] must be zero. Moreover
if the coefficients of v¯1,4 and v¯2,3 in u2.v[0] were unequal, we could subtract a
multiple of u2.v[2] = v[2] to give a vector v[0]+ κv¯1,4 for some κ ∈ K∗, whose image
under n∗ would be −v[0] − κv¯2,5, which cannot lie in h−1u1−1.y0; so we must have
u2.v[0] − v[0] ∈ 〈v[2]〉. Similarly we must have u2.v[−2] − v[−2] ∈ 〈v[0], v[2]〉, so that
u2 ∈ CU (y0). Since now u1h ∈ CG(y0) we see that g = x(t)h(κ)zin∗x(t′) for some
t, t′ ∈ K, some κ ∈ K∗ and some i ∈ {0, 1, 2, 3, 4}.
Write A = 〈x(t), n∗ : t ∈ K〉. It is straightforward to see that A ∼= A1, and
that A ∩ T = {h(κ) : κ ∈ K∗}; thus we have CG(y0) = Z(G)A. Since dim(G.y0) =
dimG− dimCG(y0) = 24− 3 = 21 = dimG3(V ), the orbit G.y0 is dense in G3(V ).
Therefore the quadruple (G, λ, p, k) has generic stabilizer CG(y0)/Z(G) ∼= A1.
Proposition 3.2.6. Let G = A4 and λ = ω2, and take k = 4. Then the
quadruple (G, λ, p, k) has generic stabilizer S5.
Proof. We take G = SL5(K); we have Z(G) = 〈z〉 where z = η5I. Recall that
Vnat has basis v1, . . . , v5. We have
V =
∧2
(Vnat) = 〈v12, v23, v34, v45, v51, v13, v24, v35, v41, v52〉,
where for i, j ≤ 5 we write vij = vi ∧ vj . Take
y0 = 〈v12 − v23, v23 − v34, v34 − v45, v45 − v51〉.
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Define
g1 =


1
1
1
1
1

 , g2 =


1
1
1 −1 −1
1
1 −1 −1

 .
Since g2
2 = (g2g1)
4 = g1
5 = (g2
−1g1−1g2g1)3 = 1, we see from [3] that 〈g1, g2〉 has
presentation (2, 4, 5; 3) (in the notation there); thus 〈g1, g2〉 ∼= S5, with g1 and g2
corresponding to the permutations (1 2 3 4 5) and (1 2) respectively. We find that
g1 and g2 both lie in CG(y0); indeed with respect to the given basis they act on y0
as 

−1
1 −1
1 −1
1 −1

 and


1
1 −1
1 −1
1 −1


respectively. Set C = Z(G)〈g1, g2〉; then C ≤ CG(y0), and we claim that in fact
CG(y0) = C.
Take g = (aij) ∈ CG(y). In what follows, we shall regard rows and columns as
labelled with the elements of the finite field F5 of size 5; rows or columns labelled
with i and j will be called adjacent if i − j = ±1 and non-adjacent otherwise, as
will entries within a given row or column.
Take the basis vector v = v12 − v23 of y0; for i = 1, . . . , 5 temporarily write
ci = ai2 and bi = ai1 + ai3, so that the column vectors (ci) and (bi) are the second
column of g and the sum of the first and third columns of g respectively. The
coefficient of v13 in g.v is (a11a32 − a31a12)− (a12a33 − a32a13); since this must be
zero, we have a32(a11 + a13) = a12(a31 + a33), and treating likewise the coefficients
in g.v of v24, v35, v41 and v52 we obtain the equations
c3b1 = c1b3, c4b2 = c2b4, c5b3 = c3b5, c1b4 = c4b1, c2b5 = c5b2.
Moreover the sum of the coefficients of v12, v23, v34, v45 and v51 in g.v must be
zero, giving the further equation
c2b1 + c3b2 + c4b3 + c5b4 + c1b5 = c1b2 + c2b3 + c3b4 + c4b5 + c5b1.
In the arguments which follow, we may simultaneously cycle the entries of the
vectors (ci) and (bi).
First suppose c1c3c5 6= 0; writing r = b1c1 , from the first and third equations
above we would also have r = b3c3 =
b5
c5
, and from the fourth and fifth we would have
b4 = rc4 and b2 = rc2, whence (bi) = r(ci), which is impossible as the columns of
g are linearly independent. Thus we must have c1c3c5 = 0; cycling we see that the
vector (ci) must have at least two adjacent entries equal to zero.
Next suppose c1c5 6= 0 = c2 = c3 = c4; from the fifth, first and fourth equations
above we would have b2 = b3 = b4 = 0, and from the final equation c1b5 = c5b1, so
writing r = b1c1 we would again have (bi) = r(ci), which is impossible. Thus if the
vector (ci) has exactly two non-zero entries, they must be non-adjacent.
Next suppose c2c4 6= 0. By the above we must have c1 = c5 = 0, and then the
fourth and fifth equations above give b1 = b5 = 0; if we set r =
b2
c2
then the second
equation gives r = b4c4 , while the final equation becomes c3b2 + c4b3 = c2b3 + c3b4,
which gives b3(c4 − c2) = c3(b4 − b2) = rc3(c4 − c2). If c4 6= c2 we would have
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b3 = rc3, so that we would again have (bi) = r(ci), which is impossible; so we must
have c4 = c2, and hence b4 = b2.
Finally suppose c3 6= 0 = c1 = c2 = c4 = c5; then the first and third equations
give b1 = b5 = 0, and the final equation gives b2 = b4.
Therefore after (simultaneous) cycling both column vectors (ci) and (bi) are of
the form (0 κ1 κ2 κ1 0)
T , where κ1, κ2 ∈ K, and either (but not both) may be zero.
Replacing v by each of the other three basis vectors of y0, and by the negative of
the sum of all four, shows that the same is true whenever (ci) is a column of g and
(bi) is the sum of the two adjacent columns. We shall say that a column of the form
(0 κ1 κ2 κ1 0)
T is centred on the row containing the entry κ2; this gives a map πg
from the set {1, . . . , 5} to itself such that each column j is centred on row πg(j),
and we shall write πg as the 5-tuple (πg(1), πg(2), πg(3), πg(4), πg(5)).
Now if for some j we had πg(j−1) = πg(j) = i, it would immediately follow that
we must have πg(j + 1) = i (by applying the above to column j) and πg(j − 2) = i
(from column j−1), and then that πg(j+2) = i (from column j+1), so that the rows
non-adjacent to row i would be zero, which is impossible. If πg(j−1) = πg(j+1) = i,
considering column j again would give πg(j) = i. Thus πg must be injective, and
hence a permutation of {1, . . . , 5}. We claim that g must then be a scalar multiple
of the element of 〈g1, g2〉 corresponding to the permutation πg. In proving this
claim we shall make use of the element g1 above corresponding to (1 2 3 4 5), and
that corresponding to (1 5)(2 4), which we find to be

1
1
1
1
1

 ;
since each of these is simply the appropriate permutation matrix, we may pre- and
post-multiply g by them without affecting the truth of the claim.
First suppose no two adjacent columns of g are centred on adjacent rows; then
using the two elements above we may assume πg = (4, 1, 3, 5, 2) = (1 4 5 2). Since
the second and fourth columns are centred on rows 1 and 5, for some κ1, κ2, κ1
′, κ2′ ∈
K they are (κ2 κ1 0 0 κ1)
T and (κ1
′ 0 0 κ1′ κ2′)T respectively; since their sum is
centred on row 3 we must have κ1
′ + κ2 = 0 = κ1 + κ2′ and κ1 = κ1′, so that the
second and fourth columns are (κ2 −κ2 0 0 −κ2)T and (−κ2 0 0 −κ2 κ2)T respec-
tively. Arguing exactly similarly with the other pairs of non-adjacent columns, we
see that g is a scalar multiple of

1 −1 −1
−1 −1 1
−1 1 −1
1 −1 −1
−1 −1 1

 ,
which is the element of 〈g1, g2〉 corresponding to (1 4 5 2).
Thus we may suppose g has two adjacent columns centred on adjacent rows;
using the two elements above we may assume πg(2) = 2 and πg(3) = 3, so for
some κ1, κ2, κ1
′, κ2′ ∈ K the second column and the sum of second and fourth
are (κ1 κ2 κ1 0 0)
T and (0 κ1
′ κ2′ κ1′ 0)T respectively, so that the fourth is
(−κ1 (κ1′−κ2) (κ2′−κ1) κ1′ 0)T . If πg(4) = 4 we must have κ1 = κ1′−κ2 = 0 and
κ2
′− κ1 = 0, so the second and fourth columns are (0 κ2 0 0 0)T and (0 0 0 κ2 0)T
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respectively; if instead πg(4) = 5 we must have κ1
′ − κ2 = κ2′ − κ1 = 0 and κ1′ =
−κ1, so the second and fourth columns are (−κ2 κ2 −κ2 0 0)T and (κ2 0 0 κ2 0)T
respectively; finally if πg(4) = 1 we must have κ2
′− κ1 = κ1′ = 0 and κ1′− κ2 = 0,
so the second and fourth columns are (κ1 0 κ1 0 0)
T and (−κ1 0 0 0 0)T respectively.
It is now straightforward to apply the analysis of the previous two paragraphs,
using post-multiplication by the two elements above, to complete the consideration
of each of these possibilities for πg. If πg = (1, 2, 3, 4, 5) = 1 we immediately find
that g is a scalar multiple of I. If πg = (5, 2, 3, 4, 1) = (1 5), from the fourth and
first columns we see that the first column must be (−κ2 0 0 −κ2 0)T , then from
the first and third that the third must be (0 κ2 −κ2 κ2 0)T , and finally from the
third and fifth that the fifth must be (0 −κ2 0 0 −κ2)T ; so g is a scalar multiple of

1
−1 −1 1
1
1 −1 −1
1

 ,
which is the element of 〈g1, g2〉 corresponding to (1 5). Likewise according as πg =
(1, 2, 3, 5, 4) = (4 5), (4, 2, 3, 5, 1) = (1 4 5), (4, 2, 3, 1, 5) = (1 4) or (5, 2, 3, 1, 4) =
(1 5 4) we find that g is a scalar multiple of

−1 −1 1
1
−1 −1 1
1
1

 ,


1 −1 −1
−1 −1 1
1
1 −1 −1
1

 ,


1 −1 −1
1
1
−1 1 −1
1

 ,


−1 −1 1
1
−1 −1 1
−1 1 −1
1


respectively, which are the elements of 〈g1, g2〉 corresponding to (4 5), (1 4 5), (1 4)
and (1 5 4) respectively. We have therefore proved the claim.
Now the condition det g = 1 forces the scalar involved in g to be a fifth root of
unity, giving g ∈ Z(G)〈g1, g2〉 = C. Thus we do indeed have CG(y0) = C.
Since dim(G.y0) = dimG − dimCG(y0) = 24 − 0 = 24 = dimG4(V ), the
orbit G.y0 is dense in G4(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= S5.
Proposition 3.2.7. Let G = B3 and λ = ω3, and take k = 2 or 3. Then the
quadruple (G, λ, p, k) has generic stabilizer A2T1.Z2 or A1
2 respectively.
Proof. As in [5, Proposition 3.2.10], we take H to be the (simply connected)
group defined over K of type F4, with simple roots β1, β2, β3, β4; we let G have
simple roots αi = βi for i ≤ 3, so that G = 〈Xα : α =
∑
miβi, m4 = 0〉 < H ; then
we may take V = 〈eα : α =
∑
miβi, m4 = 1〉 < L(H). We have Z(G) = 〈z〉 where
z = hβ3(−1).
First take k = 2. Here we use the set-up of [5, Proposition 3.2.10]: we take the
generalized height function on the weight lattice of G whose value at each simple
root αi is 1, and then Λ(V )[0] = {ν1, ν2}, where we write
γ1 = 1111, γ2 = 0121,
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and for each i we let νi be the weight such that Vνi = 〈eγi〉; we have ν1+ ν2 = 0, so
Λ(V )[0] has ZLC; and the setwise stabilizer in W of Λ(V )[0] is 〈wβ2 , wβ1wβ3〉. Here
we take Y = G2(V[0]) and write
y0 = 〈eγ1 , eγ2〉 ∈ Y.
By Lemma 1.3.4 we have CG(y0) = CU (y0)CNΛ(V )[0] (y0)CU (y0).
Let A be the A2 subgroup having simple roots β2 and β1+β2+2β3 (so that A is
the subgroup generated by the long root subgroups of the G2 subgroup seen in the
proof of [5, Proposition 3.2.10]); note that Z(A) = 〈z〉 where z = hβ1(η3)hβ3(η3).
Write T1 = CT (A) = {hα1(κ−2)hα3(κ) : κ ∈ K∗}, so that Z(G) < T1; set n∗ =
nβ1nβ3 , and write C = AT1〈n∗〉. Clearly we then have C ≤ CG(y0); we shall show
that in fact CG(y0) = C.
First, from the above the elements of W which preserve Λ(V )[0] are those
corresponding to elements of C ∩N ; so CNΛ(V )[0] (y0) = C ∩N .
Next, let Ξ = Φ+ \ ΦA, and set U ′ =
∏
α∈ΞXα; then U = U
′.(C ∩ U) and
U ′ ∩ (C ∩ U) = {1}. We now observe that if α ∈ Ξ then νi + α is a weight in V
for exactly one value of i; moreover each weight in V of positive generalized height
is of the form νi + α for exactly two such roots α, one for each value of i. Thus if
we take u =
∏
xα(tα) ∈ U ′ satisfying u.y0 = y0, and equate coefficients of weight
vectors, taking them in an order compatible with increasing generalized height, we
see that for all α we must have tα = 0, so that u = 1; so CU (y0) = C ∩ U .
Thus CU (y0), CNΛ(V )[0] (y0) ≤ C, so we do indeed have CG(y0) = C.
Since dim(G.y0) = dimG − dimCG(y0) = 21 − 9 = 12 = dimG2(V ), the
orbit G.y0 is dense in G2(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= A2T1.Z2, where the A2 is of simply connected type.
Now take k = 3. This time we take the generalized height function on the weight
lattice of G whose value at α1 and α3 is 0, and at α2 is 1; then the generalized
height of λ = 12 (α1+2α2+3α3) is 1, and as λ and Φ generate the weight lattice we
see that the generalized height of any weight is an integer. Since Vλ = 〈eδ〉 where
δ = 1231, we see that if µ ∈ Λ(V ) and eα ∈ Vµ where α =
∑
miβi with m4 = 1,
then the generalized height of µ is m2 − 1. Thus Λ(V )[0] = {ν1, ν2, ν3, ν4}, where
we write
γ1 = 1111, γ2 = 0121, γ3 = 1121, γ4 = 0111,
and for each i we let νi be the weight such that Vνi = 〈eγi〉. Observe that if
we take s =
∏3
i=1 hβi(κi) ∈ T , then ν1(s) = κ1κ3 , ν2(s) = κ3κ1 , ν3(s) = κ1κ3κ2 and
ν4(s) =
κ2
κ1κ3
; thus given any pair (n1, n2) of integers we have c1ν1 + · · ·+ c4ν4 = 0
for (c1, c2, c3, c4) = (n1, n1, n2, n2), and hence Λ(V )[0] has ZLC. Take Y = G3(V[0])
and write
y0 = 〈eγ1 + eγ2 , eγ3 , eγ4〉 ∈ Y.
We know that the pointwise stabilizer in W of {γ1, γ2} is 〈wβ2 , wβ1+β2+2β3〉;
in this group the stabilizer of γ3 is 〈wβ1+2β2+2β3〉, which also stabilizes γ4, so the
pointwise stabilizer in W of {γ1, γ2, γ3, γ4} is 〈wβ1+2β2+2β3〉. Now 〈wβ1 , wβ3〉 acts
simply transitively on {γ1, γ2, γ3, γ4}; as γ1 is orthogonal to γ2 but not to γ3 or
γ4, and no element in the pointwise stabilizer of {γ1, γ2} interchanges γ3 and γ4, it
follows that the setwise stabilizer in W of Λ(V )[0] is 〈wβ1+2β2+2β3 , wβ1 , wβ3〉. Note
that this stabilizes Φ[0] = 〈α1, α3〉 = 〈β1, β3〉.
108 3. HIGHER QUADRUPLES NOT HAVING TGS
Let A be the A1
2 subgroup having simple root groups {xβ1(t)xβ3(t) : t ∈ K}
and Xβ1+2β2+2β3 ; then Z(A) = 〈hβ1(−1)hβ3(−1)〉. Set C = Z(G)A. Clearly we
have C ≤ CG(y0); we shall show that in fact CG(y0) = C.
We have U[0] = Xα1Xα3 . Given u ∈ U[0], the weights ν1 and ν2 occur in
u.(eγ1 + eγ2), while ν3 and ν4 occur in u.eγ3 and u.eγ4 respectively, so the set
of weights occurring in u.y0 is Λ(V )[0]. By Lemma 1.3.3, we have CG(y0) =
CU[+](y0)CG[0]NΛ(V )[0] (y0)CU[+](y0).
First, since WΛ(V )[0] = 〈wβ1+2β2+2β3 , wβ1 , wβ3〉 and β1, β3 ∈ Φ[0], we have
G[0]NΛ(V )[0] = G[0]〈nβ1+2β2+2β3〉. Any element of this last group may be written as
g∗c where c ∈ 〈xβ1(t)xβ3 (t), x−β1(t)x−β3(t) : t ∈ K〉(〈X±(β1+2β2+2β3)〉 ∩ N)〉 < C
and g∗ ∈ 〈X±β3〉. Suppose then that g∗ ∈ CG(y0). If g∗ = xβ3(t)hβ3(κ) for some
t ∈ K and κ ∈ K∗, then we must have t = 0 as otherwise g∗.eγ4 has a term
eγ2 but no term eγ1 , so cannot lie in y0; then g
∗.(eγ1 + eγ2) = κ
−1eγ1 + κeγ2 ,
and for this to lie in y0 we need κ
2 = 1, so that g∗ ∈ 〈hβ3(−1)〉 = Z(G). If
instead g∗ = xβ3(t)hβ3(κ)nβ3xβ3(t
′) for some t, t′ ∈ K and κ ∈ K∗, then g∗.eγ3
has a term eγ1 but no term eγ2 , so cannot lie in y0. Thus g
∗ ∈ Z(G) < C; so
CG[0]NΛ(V )[0] (y0) = C ∩G[0]NΛ(V )[0] .
Next, let Ξ = Φ+ \ {α1, α3, α1 + 2α2 + 2α3}, and set U ′ =
∏
α∈ΞXα; then
U[+] = U
′.(C ∩ U[+]) and U ′ ∩ (C ∩ U[+]) = {1}. Now take u =
∏
α∈Ξ xα(tα) ∈ U ′
satisfying u.y0 = y0. The requirement that in u.eγ3 the coefficient of eγ for γ = 1221
and 1231 should be zero shows that tα = 0 for α = α2 and α2 + α3 respectively;
considering likewise u.eγ4 we see that the same is true for α = α1 + α2 + α3 and
α1+α2+2α3 respectively; finally treating u.(eγ1 +eγ2) shows that the same is true
for α = α1 + α2 and α2 + 2α3 respectively. Hence u = 1, so CU[+](y0) = C ∩ U[+].
Thus CU[+](y0), CG[0]NΛ(V )[0] (y0) ≤ C, so we do indeed have CG(y0) = C.
Since dim(G.y0) = dimG − dimCG(y0) = 21 − 6 = 15 = dimG3(V ), the
orbit G.y0 is dense in G3(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= A12, where the A12 is a central product.
Proposition 3.2.8. Let G = C3 and λ = ω3 with p = 2, and take k = 2 or 3.
Then the quadruple (G, λ, p, k) has generic stabilizer A˜2T1.Z2 or A˜1
2 respectively.
Proof. This is an immediate consequence of Proposition 3.2.7, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 3.2.9. Let G = B3 and λ = ω3, and take k = 4. Then the
quadruple (G, λ, p, k) has generic stabilizer B1
2 if p ≥ 3, and semi-generic (but not
generic) stabilizer B1
2 if p = 2.
Proof. Take H to be the simply connected group defined over K of type E6,
with simple roots β1, . . . , β6. Let G
+ be the D4 subgroup having simple roots β3,
β4, β2 and β5; for convenience we denote the positive roots of G
+ as
δ1 =
01000
0 , δ2 =
00100
0 , δ3 =
00000
1 , δ4 =
00010
0 ,
δ5 =
01100
0 , δ6 =
00100
1 , δ7 =
00110
0 , δ8 =
01100
1 ,
δ9 =
01110
0 , δ10 =
00110
1 , δ11 =
01110
1 , δ12 =
01210
1 .
Let G be the B3 subgroup of G
+ having long simple roots δ1 and δ2, and short
simple root group {xδ3(t)xδ4 (t) : t ∈ K}; then the other two positive short root
groups are {xδ6(t)xδ7(−t) : t ∈ K} and {xδ8(t)xδ9 (−t) : t ∈ K}. We may take
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V = 〈eα : α =
∑
miβi, m1 = 0, m6 = 1〉 < L(H); then V is the irreducible G+-
module with high weight ω4, and the restriction of V to G is the required irreducible
module with high weight λ = ω3. If we write
γ1 =
00001
0 , γ2 =
00011
0 , γ3 =
00111
0 , γ4 =
01111
0 ,
γ5 =
00111
1 , γ6 =
01111
1 , γ7 =
01211
1 , γ8 =
01221
1 ,
then V = 〈eγ1 , . . . , eγ8〉. We have Z(G) = 〈z〉 where z = hβ2(−1)hβ5(−1).
Set
Y = {〈a1eγ1 + a2eγ2 , a3eγ4 + a4eγ6 , eγ5 , eγ7〉 : (a1, a2), (a3, a4) 6= (0, 0)} ,
and
Yˆ = {〈a1eγ1 + a2eγ2 , a3eγ4 + a4eγ6 , eγ5 , eγ7〉 : a1a2a3a4 6= 0, a1a4 6= a2a3} ,
so that Yˆ is a dense open subset of Y . Take
y = 〈a1eγ1 + a2eγ2 , a3eγ4 + a4eγ6 , eγ5 , eγ7〉 ∈ Yˆ .
Observe that if we set s = hβ4(
a2
a1
) ∈ T , then
s.y = 〈eγ1 + eγ2 , eγ4 + aeγ6 , eγ5 , eγ7〉,
where we write a = a1a4a2a3 .
Take ga = xβ2(a)x−β5(1) ∈ G+; then ga−1.(s.y) = 〈eγ2 , eγ4 , eγ5 , eγ7〉, whose
stabilizer in G+ is the D2
2.Z2 subgroup with connected component having simple
roots δ5, δ6, δ7 and δ11, and component group generated by the image of nδ1nδ3 .
Conjugating by ga we see that CG+(s.y) has simple factors
〈xδ5(t)xδ8 (at), x−δ5(t)x−δ9 (t) : t ∈ K〉,
〈xδ6(t), x−δ2 (−at)x−δ6(t)x−δ7(−at)x−δ10 (t) : t ∈ K〉,
〈xδ2 (−t)xδ6(−at)xδ7(t)xδ10 (at), x−δ7 (t) : t ∈ K〉,
〈xδ8 (t)xδ11 (t), x−δ9(−at)x−δ11 (t) : t ∈ K〉,
and component group generated by the image of xδ3(a)nδ1nδ3xδ3(−a). Taking the
intersection with G, we see that if we take κ1, κ2 ∈ K∗ satisfying κ12 = 1a and
κ2
2 = 1a−1 , and for t ∈ K we write
xa1(t) = xδ5(κ1t)xδ11 (aκ1t),
xa−1(t) = x−δ5(aκ1t)x−δ11(κ1t),
xa2(t) = xδ2(−κ2t)xδ6(−κ2t)xδ7(κ2t)xδ10 (aκ2t),
xa−2(t) = x−δ2(−aκ2t)x−δ6 (κ2t)x−δ7(−κ2t)x−δ10 (κ2t),
then we have
CG(s.y) = 〈xa1(t), xa−1(t) : t ∈ K〉〈xa2(t), xa−2(t) : t ∈ K〉
= ga (〈xδ5(κ1t)xδ11 (aκ1t), x−δ5 (aκ1t)x−δ11(κ1t) : t ∈ K〉
×〈xδ6((a− 1)κ2t)xδ7 (κ2t), x−δ6 (κ2t)x−δ7((a− 1)κ2t) : t ∈ K〉) ,
so that CG(s.y) ∼= B12.
Now given
y′ = 〈b1eγ1 + b2eγ2 , b3eγ4 + b4eγ6 , eγ5 , eγ7〉 ∈ Y,
provided b1b2b3b4 6= 0 we may take s′ = hβ4( b2b1 ) ∈ T so that
s′.y′ = 〈eγ1 + eγ2 , eγ4 + beγ6 , eγ5 , eγ7〉,
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where we write b = b1b4b2b3 , and then the set of elements of G
+ sending s.y to s′.y′
is xδ3 (b − a)CG+(s.y), whose intersection with G is clearly empty if b 6= a. Thus
dimG.y ∩ Y = 1, while as dimCG(y) = dimCG(s.y) = 6 we have dimG.y =
dimG− dimCG(y) = 21− 6 = 15; therefore
dimG4(V )− dim(G.y) = 16− 15 = 1 and dimY − dim(G.y ∩ Y ) = 2− 1 = 1.
Hence y is Y -exact.
First suppose p ≥ 3, and set
C = 〈X±(α1+α2+α3)〉〈xα2 (t)xα2+2α3(t), x−α2(t)x−(α2+2α3)(t) : t ∈ K〉 ∼= B12;
then each factor of C has centre Z(G). Take κ ∈ K∗ satisfying κ4 = 14a κ1−1κ1+1 ;
then with h−1 = hα3(κ)x−α3 (−κ12 )xα3( 1κ1 ) we have CG(s.y) = hC. Thus the
conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic stabilizer
C/Z(G) = B1
2, where each B1 factor is of adjoint type.
Now suppose p = 2; the above shows that the image of Yˆ under the orbit map
is dense in G4(V ), and all points in this dense subset have stabilizer isomorphic
to B1
2, so the quadruple (G, λ, p, k) has semi-generic stabilizer B1
2. However, we
claim that there is no generic stabilizer. If there were, then for infinitely many
values a 6= 0, 1 the stabilizers CG(s.y) above would be conjugate, so certainly there
would exist a, b ∈ K \ {0, 1} distinct and g ∈ G such that for i = 1, 2 we have
g〈xai (t), xa−i(t) : t ∈ K〉 = 〈xbi (t), xb−i(t) : t ∈ K〉. We note the following well-
known facts about an A1 group A: any two maximal tori of A are conjugate; given
a maximal torus TA of A, there are just two 1-dimensional unipotent subgroups
of A normalized by TA, say U
+
A and U
−
A , which are interchanged by elements of
NA(TA) \TA; the torus TA acts transitively on the non-identity elements of each of
U+A and U
−
A ; for each non-identity element u
+ of U+A there is a unique non-identity
element u− of U−A such that u
−u+u− ∈ NA(TA). It follows that by multiplying
g by an element of CG(s.y) we may assume that for i = 1,−1, 2,−2 we have
g〈xai (t) : t ∈ K〉 = 〈xbi (t) : t ∈ K〉 and gxai (1) = xbi (1).
We may regard G as consisting of 7 × 7 matrices: then xa1(t) and xa−1(t) are
the matrices

1 1√
a
t
√
at t2
1
1
√
at
1
1 1√
a
t
1
1


,


1
1√
at 1
1
1√
a
t 1
1
t2 1√
a
t
√
at 1


respectively, while xa2(t) and x
a
−2(t) are the matrices

1
1 1√
a−1 t
a√
a−1 t t
2
1 a√
a−1 t
1 1√
a−1 t
1 1√
a−1 t
1
1


,


1
1
a√
a−1 t 1
1√
a−1 t 1
1√
a−1 t 1
t2 1√
a−1 t
a√
a−1t 1
1


3.2. SMALL HIGHER QUADRUPLES 111
respectively, and the matrices xbi (t) are obtained by replacing a by b. For i =
1,−1, 2,−2 write xai (t) = I + A(1)i t+A(2)i t2 and xbi (t) = I + B(1)i t+B(2)i t2, where
A
(1)
i , A
(2)
i , B
(1)
i , B
(2)
i are independent of t; let D be the matrix representing g. Then
for each i, for all t ∈ K there exists t′ ∈ K such that D(I + A(1)i t+ A(2)i t2)D−1 =
I + B
(1)
i t
′ + B(2)i t
′2, whence DA(1)i D
−1t + DA(2)i D
−1t2 = B(1)i t
′ + B(2)i t
′2. Thus
the matricesDA
(1)
i D
−1 and DA(2)i D
−1 must be linear combinations of the matrices
B
(1)
i and B
(2)
i , so we may writeDA
(1)
i D
−1 = c1B
(1)
i +c2B
(2)
i , DA
(2)
i D
−1 = c3B
(1)
i +
c4B
(2)
i with c1, c2, c3, c4 ∈ K, and then for all t ∈ K there exists t′ ∈ K such that
c1B
(1)
i t + c2B
(2)
i t + c3B
(1)
i t
2 + c4B
(2)
i t
2 = B
(1)
i t
′ + B(2)i t
′2; as B(1)i and B
(2)
i are
linearly independent this implies c1t + c3t
2 = t′ and c2t + c4t2 = t′
2
, so that
c2t+ c4t
2 = (c1t+ c3t
2)2 = c1
2t2 + c3
2t4, and as this is true for all t we must have
c2 = c3 = 0, c1
2 = c4; since by assumption t = 1 implies t
′ = 1, we must have
c1 = c4 = 1. Therefore DA
(1)
i D
−1 = B(1)i and DA
(2)
i D
−1 = B(2)i .
Now A
(2)
1 = B
(2)
1 = E17, A
(2)
−1 = B
(2)
−1 = E71, A
(2)
2 = B
(2)
2 = E26 and A
(2)
−2 =
B
(2)
−2 = E62; as D must commute with each of these four matrix units, and must
preserve the relevant quadratic form, we must have
D =


1
1
D′
1
1

 where D′ =
(
d1 d2
d3 1 d4
d5 d6
)
for some d1, . . . , d6 ∈ K such that d1d5+d32 = 0 = d2d6+d42 and d1d6+d2d5 = 1.
The condition DA
(1)
1 D
−1 = B(1)1 then requires d1 =
√
b√
a
+ bd5, d6 =
√
a√
b
+ ad5,
d2 = abd5 and d4 = ad3, and then the condition DA
(1)
−1D
−1 = B(1)−1 is also satisfied;
however, equating the (4, 6)-entries ofDA
(1)
2 D
−1 and B(1)2 then gives
1√
a−1 =
1√
b−1 ,
which is impossible. Thus there is no such matrix D; so the claim is proved, and
the result follows.
Proposition 3.2.10. Let G = C3 and λ = ω3 with p = 2, and take k = 4.
Then the quadruple (G, λ, p, k) has semi-generic (but not generic) stabilizer C1
2.
Proof. This is an immediate consequence of Proposition 3.2.9, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 3.2.11. Let G = D5 and λ = ω5, or G = B4 and λ = ω4, and
take k = 2. Then the quadruple (G, λ, p, k) has generic stabilizer G2B1 or A2T1.Z2
respectively.
Proof. We begin with the case where G = D5 and λ = ω5. We use the set-up
of [5, Proposition 3.2.8]: we take H to be the simply connected group defined over
K of type E6, with simple roots β1, . . . , β6; we let G have simple roots α1 = β1,
α2 = β3, α3 = β4, α4 = β5, α5 = β2, so that G = 〈Xα : α =
∑
miβi, m6 = 0〉 < H ;
then we may take V = 〈eα : α =
∑
miβi, m6 = 1〉 < L(H). We have Z(G) = 〈z〉
where z = hβ1(−1)hβ2(η4)hβ4(−1)hβ5(−η4). Here we take the generalized height
function on the weight lattice of G whose value at α4 and α5 is 0, and at α1, α2
and α3 is 1; then the generalized height of λ =
1
2 (α1 + 2α2 + 3α3 +
3
2α4 +
5
2α5) is
3, and as λ, ω4 = λ +
1
2α4 − 12α5 and Φ generate the weight lattice it follows that
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the generalized height of any weight is an integer. Since Vλ = 〈eδ〉 where δ = 123212 ,
we see that if µ ∈ Λ(V ) and eα ∈ Vµ where α =
∑
miβi with m6 = 1, then the
generalized height of µ is m1+m3+m4− 3. Thus Λ(V )[0] = {ν1, ν2, ν3, ν4}, where
we write
γ1 =
11111
1 , γ2 =
01221
1 , γ3 =
11111
0 , γ4 =
01211
1 ,
and for each i we let νi be the weight such that Vνi = 〈eγi〉. Observe that if we take
s =
∏5
i=1 hβi(κi) ∈ T , then ν1(s) = κ1κ2κ4 , ν2(s) = κ5κ1 , ν3(s) = κ1κ2 and ν4(s) = κ4κ1κ5 ;
thus ν1 + ν2 + ν3 + ν4 = 0, and hence Λ(V )[0] has ZLC. Set
Y = {〈a1eγ1 + a2eγ2 , a3eγ3 + a4eγ4〉 : (a1, a2), (a3, a4) 6= (0, 0)} ⊂ G2(V[0]),
and
Yˆ = {〈a1eγ1 + a2eγ2 , a3eγ3 + a4eγ4〉 : a1a2a3a4 6= 0} ,
so that Yˆ is a dense open subset of Y . Write
y0 = 〈eγ1 + eγ2 , eγ3 + eγ4〉 ∈ Yˆ .
In the proof of [5, Proposition 3.2.8] we observed that W acts transitively on
the set Σ of roots α of H corresponding to the root vectors eα spanning V , and that
the stabilizer of any one root acts transitively on the 5 roots orthogonal to it; so the
pointwise stabilizer in W of {γ1, γ2} has size 24 = |W (A3)|, and we see that it is
〈wβ3 , wβ2+β4 , wβ1+β3+β4+β5〉. In this S4 subgroup the stabilizer of γ3 contains and
therefore equals the maximal subgroup 〈wβ3 , wβ1+β2+β3+2β4+β5〉, and as this group
also stabilizes γ4 it is the pointwise stabilizer in W of {γ1, γ2, γ3, γ4}. Now wβ5
interchanges γ2 and γ4 while fixing both γ1 and γ3, while wβ1wβ2+β4wβ4+β5 inter-
changes γ1 and γ2, and also γ3 and γ4. Thus the setwise stabilizer of {γ1, γ2, γ3, γ4}
acts transitively on it, and as γ1 is orthogonal to γ2 and γ4 but not γ3, any ele-
ment of the setwise stabilizer which fixes γ1 must also fix γ3, so must either fix or
interchange γ2 and γ4. Therefore the setwise stabilizer in W of {γ1, γ2, γ3, γ4}, and
hence of Λ(V )[0], is
〈wβ3 , wβ1+β2+β3+2β4+β5 , wβ5 , wβ1wβ2+β4wβ4+β5〉 = 〈wβ3 , wβ5 , wβ1wβ2+β4wβ4+β5〉.
Note that this stabilizes Φ[0] = 〈α4, α5〉 = 〈β2, β5〉.
Let A be the G2B1 subgroup with the first factor having simple root groups
{xβ1(t)xβ2+β4(t)xβ4+β5(t) : t ∈ K} and Xβ3 , and the second having simple root
group {xβ2(t)xβ5(t) : t ∈ K}; then Z(A) = 〈hβ2(−1)hβ5(−1)〉 = 〈z2〉 < Z(G). Set
C = Z(G)A. Clearly we have C ≤ CG(y0); we shall show that in fact CG(y0) = C.
We have U[0] = Xα4Xα5 . Given u ∈ U[0], the weights ν1 and ν2 occur in
u.(eγ1 + eγ2), while ν3 and ν4 occur in u.(eγ3 + eγ4), so the set of weights occurring
in u.y0 is Λ(V )[0]. By Lemma 1.3.3, if we take g ∈ TranG(y0, Y ) and write y′ =
g.y0 ∈ Y , then we have g = u1g′u2 with u1 ∈ CU[+](y′), u2 ∈ CU[+](y0), and
g′ ∈ G[0]NΛ(V )[0] with g′.y0 = y′. In particular G.y0 ∩ Y = G[0]NΛ(V )[0] .y0 ∩ Y ;
moreover CG(y0) = CU[+](y0)CG[0]NΛ(V )[0] (y0)CU[+](y0).
First, since WΛ(V )[0] = 〈wβ3 , wβ5 , wβ1wβ2+β4wβ4+β5〉 and β2, β5 ∈ Φ[0], we have
G[0]NΛ(V )[0] = G[0]〈nβ3 , nβ1nβ2+β4nβ4+β5〉. Any element of this last group may be
written as g∗c where c ∈ C and g∗ ∈ 〈X±β5〉{hβ4(κ4) : κ4 ∈ K∗}. Suppose first
that g∗.y0 ∈ Y . If g∗ = xβ5(t)hβ5(κ5)hβ4(κ4) for some t ∈ K and κ4, κ5 ∈ K∗,
then we must have t = 0 as otherwise g∗.(eγ3 + eγ4) has a term eγ2 but no term
eγ1 , whereas g
∗.(eγ1 + eγ2) has both terms eγ1 and eγ2 , so g
∗.y0 cannot lie in Y .
If instead g∗ = xβ5(t)hβ5(κ5)nβ5xβ5(t
′)hβ4(κ4) for some t, t
′ ∈ K and κ4, κ5 ∈ K∗,
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then g∗.(eγ1 + eγ2) has a term eγ4 but no term eγ3 , whereas g
∗.(eγ3 + eγ4) has a
term eγ3 , so g
∗.y0 cannot lie in Y . Thus we must have g∗ = hβ5(κ5)hβ4(κ4) ∈ T ;
so G.y0 ∩ Y = T.y0. Now given y = 〈a1eγ1 + a2eγ2 , a3eγ3 + a4eγ4〉 ∈ Yˆ , if we
take κ ∈ K∗ satisfying κ2 = a2a3a1a4 , and set h = hβ4(κa4a3 )hβ5(κ), then h.y0 =
y; so we have G.y0 ∩ Y = Yˆ . If we now further require g∗.y0 = y0 then as
g∗.(eγ1 + eγ2) = κ4
−1eγ1 + κ5eγ2 and g
∗.(eγ3 + eγ4) = eγ3 + κ4κ5
−1eγ4 , we must
have κ4 = κ5 = ±1, whence g∗ ∈ 〈hβ4(−1)hβ5(−1)〉 — as hβ4(−1)hβ5(−1) =
z.hβ1(−1)hβ2+β4(−1)hβ4+β5(−1).hβ2(η4)hβ5(η4) ∈ Z(G)(A ∩ T ), we have g∗ ∈ C.
Thus CG[0]NΛ(V )[0] (y0) = C ∩G[0]NΛ(V )[0] .
Next, take the D3D2 subsystem Ψ of Φ consisting of roots
∑
miβi with m4
even; then in the G2 factor of A, each of the long root subgroups is Xα for some
α ∈ Ψ, and each of the short root subgroups is diagonally embedded in XαXα′Xα′′
for some α ∈ Ψ and α′, α′′ /∈ Ψ. Since the B1 factor of A lies in G[0], let Ξ = Φ+\Ψ,
and set U ′ =
∏
α∈ΞXα; then U[+] = U
′.(C ∩ U[+]) and U ′ ∩ (C ∩ U[+]) = {1}. We
now observe that if α ∈ Ξ then νi + α is a weight in V for exactly one value of i;
moreover each weight in V of positive generalized height is of the form νi + α for
exactly two such roots α, one having i ∈ {1, 2} and one having i ∈ {3, 4}. Thus if
we take u =
∏
xα(tα) ∈ U ′ satisfying u.y0 = y0, and equate coefficients of weight
vectors, taking them in an order compatible with increasing generalized height, we
see that for all α we must have tα = 0, so that u = 1; so CU[+](y0) = C ∩ U[+].
Thus CU[+](y0), CG[0]NΛ(V )[0] (y0) ≤ C, so we do indeed have CG(y0) = C.
Since dim(G.y0) = dimG − dimCG(y0) = 45 − 17 = 28 = dimG2(V ), the
orbit G.y0 is dense in G2(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= G2B1, where the B1 is of adjoint type.
Before continuing we note that given y ∈ Yˆ there exists h ∈ T with h.y0 = y;
since h then lies in G[0]NΛ(V )[0] and normalises U[+], by conjugating TranG(y0, Y )
by h we see that any element of TranG(y, Y ) is of the form g = u1g
′u2 with
u1 ∈ CU[+](g.y), u2 ∈ CU[+](y) and g′ ∈ G[0]NΛ(V )[0] with g′.y = g.y.
To treat the case where G = B4 and λ = ω4, we leave H , V and Y unchanged,
but replace G by the B4 subgroup of D5 which has simple root groups Xβ1 , Xβ3 ,
Xβ4 and {xβ2(t)xβ5(t) : t ∈ K}; then Z(G) = 〈z2〉. This time we set
Yˆ =
{〈a1eγ1 + a2eγ2 , a3eγ3 + a4eγ4〉 : a1a2a3a4 6= 0, (a2a3)2 6= (a1a4)2} ,
which is still a dense open subset of Y .
Take y = 〈a1eγ1 + a2eγ2 , a3eγ3 + a4eγ4〉 ∈ Yˆ . We have seen above that if we
take κ ∈ K∗ satisfying κ2 = a2a3a1a4 , and set h = hβ4(κa4a3 )hβ5(κ), then h.y0 = y; note
that then κ2 6= 1. The D5-stabilizer of y is then hC, which has simple root groups
{xβ1(t)xβ2+β4(a4a3 t)xβ4+β5(a2a1 t) : t ∈ K}, Xβ3 , and {xβ2(t)xβ5(a2a3a1a4 t) : t ∈ K};
thus the B4-stabilizer of y is the intersection of this with G. We therefore let
A be the A2 subgroup having simple roots β3 and β1 + β2 + β3 + 2β4 + β5,
let T1 be the 1-dimensional torus {hβ2(κ)hβ5(κ) : κ ∈ K∗}, and write n∗ =
nβ1nβ4nβ2+β4+β5 ; we replace C by Z(G)AT1〈n∗〉, and we have CG(y) = hC =
Z(G)AT1〈hβ2(κ)hβ5(κ)hβ4(a2a4a1a3 )n∗〉. If we now take κ′ ∈ K∗ satisfying κ′
2
= κ
and let h′ = hβ2(κ
′)hβ5(κ
′)hβ4(κ
a4
a3
), then h′ ∈ G and CG(y) = h′C.
Now given g = u1g
′u2 ∈ TranD5(y, Y ) as above, if g is to lie in B4 we clearly
must have each of u1, g
′ and u2 in B4. Thus to determine G.y ∩ Y it suffices to
consider the elements g′ lying in B4. Since 〈nβ3 , nβ1nβ2+β4nβ4+β5〉 < B4, and the
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intersection of the group G[0] above with B4 is 〈T, xβ2(t)xβ5 (t), x−β2(t)x−β5(t) :
t ∈ K〉, we have g′ = xn where x ∈ 〈T, xβ2(t)xβ5(t), x−β2(t)x−β5(t) : t ∈ K〉 and
n ∈ 〈nβ3 , nβ1nβ2+β4nβ4+β5〉. Now if we write y′ = 〈a2eγ1 + a1eγ2 , a4eγ3 + a3eγ4〉,
then we see that n.y ∈ {y, y′}. If x = sxβ2(t)xβ5(t) for some s ∈ T and some
t ∈ K, then s−1x fixes a1eγ1 + a2eγ2 and sends a3eγ3 + a4eγ4 to a3eγ3 + a4eγ4 +
t(a3eγ1 + a4eγ2); as a1a4 6= a2a3, for x.y ∈ Y we must have t = 0. If instead
x = sxβ2(t
′)xβ5(t
′)nβ2nβ5xβ2(t)xβ5(t) for some s ∈ T and some t, t′ ∈ K, then
s−1x sends a1eγ1 + a2eγ2 to −(a1t′eγ1 + a2t′eγ2 + a1eγ3 + a2eγ4) and a3eγ3 + a4eγ4
to a3(1 − tt′)eγ1 + a4(1 − tt′)eγ2 − a3eγ3 − a4eγ4 ; again, for x.y ∈ Y we must have
t, t′ = 0. Thus G.y ∩ Y = T 〈nβ2nβ5〉.{y, y′} = {〈b1eγ1 + b2eγ2 , b3eγ3 + b4eγ4〉 :
( b2b3b1b4 )
2 = (a2a3a1a4 )
2}.
Since dimC = 9, we have dim(G.y) = dimG − dimC = 36 − 9 = 27, while
dim(G.y ∩ Y ) = 1; therefore
dimG2(V )− dim(G.y) = 28− 27 = 1 and dimY − dim(G.y ∩ Y ) = 2− 1 = 1.
Hence y is Y -exact. Thus the conditions of Lemma 1.3.1 hold; so the quadruple
(G, λ, p, k) has generic stabilizer C/Z(G) = A2T1.Z2.
Proposition 3.2.12. Let G = C4 and λ = ω4 with p = 2, and take k = 2.
Then the quadruple (G, λ, p, k) has generic stabilizer A˜2T1.Z2.
Proof. This is an immediate consequence of Proposition 3.2.11, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 3.2.13. Let G = D5 and λ = ω5, and take k = 3. Then the
quadruple (G, λ, p, k) has generic stabilizer A1
2.
Proof. Again we use the set-up of [5, Proposition 3.2.8]: we take H to be the
simply connected group defined over K of type E6, with simple roots β1, . . . , β6; we
let G have simple roots α1 = β1, α2 = β3, α3 = β4, α4 = β5, α5 = β2, so that G =
〈Xα : α =
∑
miβi, m6 = 0〉 < H ; then we may take V = 〈eα : α =
∑
miβi, m6 =
1〉 < L(H). We have Z(G) = 〈z〉 where z = hβ1(−1)hβ2(η4)hβ4(−1)hβ5(−η4).
Here we take the generalized height function on the weight lattice of G whose value
at α2 is 1, and at each other simple root αi is 0; then the generalized height of
λ = 12 (α1 + 2α2 + 3α3 +
3
2α4 +
5
2α5) is 1, and as λ, ω4 = λ +
1
2α4 − 12α5 and Φ
generate the weight lattice it follows that the generalized height of any weight is
an integer. Since Vλ = 〈eδ〉 where δ = 123212 , we see that if µ ∈ Λ(V ) and eα ∈ Vµ
where α =
∑
miβi with m6 = 1, then the generalized height of µ is m3 − 1. Thus
Λ(V )[0] = {ν1, . . . , ν8}, where we write
γ1 =
01111
0 , γ2 =
11111
0 , γ3 =
01111
1 , γ4 =
11111
1 ,
γ5 =
01211
1 , γ6 =
11211
1 , γ7 =
01221
1 , γ8 =
11221
1 ,
and for each i we let νi be the weight such that Vνi = 〈eγi〉. Observe that if
we take s =
∏5
i=1 hβi(κi) ∈ T , then ν1(s) = κ3κ1κ2 , ν2(s) = κ1κ2 , ν3(s) = κ2κ3κ1κ4 ,
ν4(s) =
κ1κ2
κ4
, ν5(s) =
κ4
κ1κ5
, ν6(s) =
κ1κ4
κ3κ5
, ν7(s) =
κ5
κ1
and ν8(s) =
κ1κ5
κ3
; thus
given any 4-tuple (n1, n2, n3, n4) of integers we have c1ν1 + · · · + c8ν8 = 0 for
(c1, . . . , c8) = (n1+n2, n3+n4, n1+n3+n4, n2, n4, n1+n2+n3, n2+n3, n1+n4).
In particular, writing ‘(n1, n2, n3, n4) =⇒ (c1, c2, c3, c4, c5, c6, c7, c8)’ to indicate
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this relationship between 4-tuples and 8-tuples, we have the following:
(−1, 1, 1, 1) =⇒ (0, 2, 1, 1, 1, 1, 2, 0), (−1, 2, 1, 1) =⇒ (1, 2, 1, 2, 1, 2, 3, 0),
(−1, 1, 1, 2) =⇒ (0, 3, 2, 1, 2, 1, 2, 1), (0, 1, 0, 1) =⇒ (1, 1, 1, 1, 1, 1, 1, 1).
It follows that any subset of Λ(V )[0] which contains ν2, ν3, ν4, ν5, ν6 and ν7 has
ZLCE. Take Y = G3(V[0]), and write
y0 = 〈eγ2 + eγ3 , eγ4 + eγ5 , eγ6 + eγ7〉 ∈ Y.
We have seen thatW acts transitively on the set Σ of roots α ofH corresponding
to the root vectors eα spanning V , and if we write W1 for the stabilizer in W of γ1,
then W1 = 〈wβ3+β4+β5 , wβ2 , wβ4 , wβ1+β3〉. Now the stabilizer in W of any α ∈ Σ
acts 5-transitively on the set Σ′ of roots α′ ∈ Σ orthogonal to α (this is evident if
we take α = 000010 , as then its stabilizer in W is 〈wβ1 , wβ3 , wβ4 , wβ2〉, which acts
5-transitively on the set of roots α′ =
∑
miβi with m5 = 2 and m6 = 1). Thus if
we writeW2 for the pointwise stabilizer inW1 of {γ4, γ6, γ8}, then |W2| = |W1|5.4.3 = 2;
we then see that W2 = 〈wρ〉, where we write ρ = β1 + β2 + 2β3 + 2β4 + β5 for the
highest root of Φ. Since wρ fixes all eight γi we see that the pointwise stabilizer
in W of {γ1, . . . , γ8} is W2. Now set W3 = 〈wρ, wβ1 , wβ2 , wβ4 , wβ5〉. Then W3
acts transitively on {γ1, . . . , γ8}; the stabilizer in W3 of γ1 is 〈wρ, wβ4 , wβ5〉, which
acts 3-transitively on the γi orthogonal to γ1, which are γ4, γ6 and γ8; of the
remaining γi, we see that γ2 is orthogonal to none of γ4, γ6 and γ8, while each of
γ3, γ5 and γ7 is non-orthogonal to a different one of γ4, γ6 and γ8, so that any
element of the setwise stabilizer in W of {γ1, . . . , γ8} which fixes each of γ1, γ4,
γ6 and γ8 must lie in the pointwise stabilizer W2. Hence the setwise stabilizer in
W of {γ1, . . . , γ8}, and hence of Λ(V )[0], is 〈wρ, wβ1 , wβ2 , wβ4 , wβ5〉. Note that this
stabilizes Φ[0] = 〈α1, α3, α4, α5〉 = 〈β1, β2, β4, β5〉.
For t ∈ K write
x(t) = xβ1(−t)xβ4(2t)xβ5(t)xβ2(3t)xβ4+β5(−t2)xβ2+β4(3t2)xβ2+β4+β5(4t3).
A straightforward calculation shows that for t, t′ ∈ K we have x(t)x(t′) = x(t+ t′).
Let A be the A1
2 subgroup having simple root groups Xρ and {x(t) : t ∈ K}, with
the second A1 factor having maximal torus T1 = {hβ1(κ)hβ2(κ3)hβ4(κ4)hβ5(κ3) :
κ ∈ K∗} and intersection with N equal to 〈nβ1nβ4nβ2+β4+β5−1〉T1; then Z(A) =
〈hβ1(−1)hβ2(−1)hβ5(−1)〉. Set C = Z(G)A. We find that C ≤ CG(y0); we shall
show that in fact CG(y0) = C.
We have U[0] = Xα1Xα3Xα4Xα5Xα3+α4Xα3+α5Xα3+α4+α5 . Given u ∈ U[0], the
weights ν2 and ν3 occur in u.(eγ2 + eγ3), and ν4 and ν5 occur in u.(eγ4 + eγ5), while
ν6 and ν7 occur in u.(eγ6 + eγ7), so the set of weights occurring in u.y0 contains ν2,
ν3, ν4, ν5, ν6 and ν7, and hence by the above has ZLCE. By Lemma 1.3.3, we have
CG(y0) = CU[+](y0)CG[0]NΛ(V )[0] (y0)CU[+](y0).
First, since WΛ(V )[0] = 〈wρ, wβ1 , wβ2 , wβ4 , wβ5〉 and β1, β2, β4, β5 ∈ Φ[0], we
have G[0]NΛ(V )[0] = G[0]〈nρ〉. Since nρ ∈ C it suffices to consider CG[0](y0). More-
over, as G[0] is a subsystem subgroup of type A1D3 with the A1 factor being 〈X±β1〉,
to which the second A1 factor of A projects surjectively, we see that any element
of CG[0](y0) may be written as g
∗c where c ∈ A and g∗ ∈ 〈T,X±β2 , X±β4, X±β5〉.
Suppose then that g∗ ∈ CG(y0), and let g∗ = u1nu2 be its Bruhat decomposition;
write w = nT for the corresponding Weyl group element. Since each weight νi
for 2 ≤ i ≤ 7 occurs in u2.y0, we see that w cannot send any of these six weights
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to ν1; as w ∈ 〈wβ2 , wβ4 , wβ5〉 this forces w to fix ν1, so that w ∈ 〈wβ4 , wβ5〉. If
w = wβ4 or wβ5wβ4 then nu2.(eγ4 + eγ5) would have a term eγ3 but no term eγ2 ; if
w = wβ5 then nu2.(eγ6 + eγ7) would have a term eγ5 but no term eγ4 , eγ3 or eγ2 ;
if w = wβ4wβ5 or wβ4+β5 then nu2.(eγ6 + eγ7) would have a term eγ3 but no term
eγ2 — therefore w = 1. Thus g
∗ = u1h for some h ∈ T ; so we must have h.y0 = y0
and u1.y0 = y0. A straightforward calculation shows that h ∈ C ∩ T . If we write
u1 =
∏
xα(tα) where the product runs over the positive roots in 〈β2, β4, β5〉, then
we must have tβ5 = tβ4+β5 = tβ2+β4+β5 = 0 as otherwise u1.(eγ6+eγ7), u1.(eγ4+eγ5)
or u1.(eγ2 + eγ3) would have a term eγ8 ; then we must have tβ4 = tβ2+β4 = 0 as
otherwise u1.(eγ4 + eγ5) or u1.(eγ2 + eγ3) would have a term eγ6 but no term eγ7 ; fi-
nally we must have tβ2 = 0 as otherwise u1.(eγ2+eγ3) would have a term eγ4 but no
term eγ5 — therefore u1 = 1. Thus g
∗ ∈ C; so CG[0]NΛ(V )[0] (y0) = C ∩G[0]NΛ(V )[0] .
Next, let Ξ = {α = ∑miβi ∈ Φ+ : m3 = 1}, and set U ′ = ∏α∈ΞXα; then
U[+] = U
′.(C ∩ U[+]) and U ′ ∩ (C ∩ U[+]) = {1}. We now observe that if α ∈ Ξ
then νi + α is a weight in V for two values of i, which have the same parity and
thus never correspond to terms in the same basis vector of y0; moreover if we take
a basis vector eγi1 + eγi2 of y0 then each weight in V of positive generalized height
is of the form νi + α with i ∈ {i1, i2} for either one or two such roots α (and for
each basis vector there are two weights such that the root α concerned is unique,
with these six roots α all being distinct). Thus if we take u =
∏
xα(tα) ∈ U ′
satisfying u.y0 = y0, and equate coefficients of weight vectors, taking them in an
order compatible with increasing generalized height, we immediately see that for six
roots α we must have tα = 0, after which it quickly follows that for the remaining
roots α we must have tα = 0, so that u = 1; so CU[+](y0) = C ∩ U[+].
Thus CU[+](y0), CG[0]NΛ(V )[0] (y0) ≤ C, so we do indeed have CG(y0) = C.
Since dim(G.y0) = dimG − dimCG(y0) = 45 − 6 = 39 = dimG3(V ), the
orbit G.y0 is dense in G3(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= A12, where the A12 is a central product.
Proposition 3.2.14. Let G = B4 and λ = ω4, and take k = 3. Then the
quadruple (G, λ, p, k) has generic stabilizer Z2/(2,p).Z2.
Proof. We continue with the set-up of Proposition 3.2.13: we take H to be the
simply connected group defined over K of type E6, with simple roots β1, . . . , β6;
we take the D5 subgroup 〈Xα : α =
∑
miβi, m6 = 0〉 < H ; then we may take
V = 〈eα : α =
∑
miβi, m6 = 1〉 < L(H). We have Z(D5) = 〈z〉 where z =
hβ1(−1)hβ2(η4)hβ4(−1)hβ5(−η4). We write
γ1 =
01111
0 , γ2 =
11111
0 , γ3 =
01111
1 , γ4 =
11111
1 ,
γ5 =
01211
1 , γ6 =
11211
1 , γ7 =
01221
1 , γ8 =
11221
1 ;
here in addition we write
δ1 =
00011
0 , δ2 =
00111
0 , δ3 =
12221
1 , δ4 =
12321
1 .
Write ρ = β1 + β2 + 2β3 + 2β4 + β5 for the highest root in Φ(D5). Let A be the
A1
2 subgroup having simple root groups Xρ and {x(t) : t ∈ K}, where as before
for t ∈ K we write
x(t) = xβ1(−t)xβ4(2t)xβ5(t)xβ2(3t)xβ4+β5(−t2)xβ2+β4(3t2)xβ2+β4+β5(4t3);
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again the second A1 factor has maximal torus T1 = {hβ1(κ)hβ2(κ3)hβ4(κ4)hβ5(κ3) :
κ ∈ K∗} and intersection with N equal to 〈nβ1nβ4nβ2+β4+β5−1〉T1. Write n0 =
nρ
−1nβ1nβ4nβ2+β4+β5
−1 ∈ A ∩N .
We saw in the proof of Proposition 3.2.13 that if we set
y0 = 〈eγ2 + eγ3 , eγ4 + eγ5 , eγ6 + eγ7〉,
then the D5-orbit containing y0 is dense in G3(V ), and CD5(y0) = Z(D5)A. Given
a = (a1, a2, a3, a4, a5) ∈ K5, write |a| = a12 + a32 + a42. For a ∈ K5 with |a| = 1
and a2 = 0 6= a5, set
ya = 〈a5eγ2 + eγ3 − a1eδ3 + a3eγ7 + a4eγ1 ,
eγ4 + eγ5 − a1eδ1 − a1eδ4 + a3eγ1 + a3eγ8 + a4eγ2 − a4eγ7 ,
eγ6 + a5eγ7 − a1eδ2 + a3eγ2 − a4eγ8〉.
Considering coefficients of eγi for i = 3, 4, 5, 6 quickly shows that distinct such
vectors a give distinct elements ya. Thus if we set
Y = {ya : a ∈ K5, |a| = 1, a2 = 0 6= a5}
then dimY = 3. Choose ζ ∈ K∗ with ζ2 = a5−1 and define
ga = hβ5(ζ)h−β2(ζ)xβ5 (a4)x−β2(−a4)xβ4+β5(a3)x−(β2+β4)(a3)
× xβ1+β3+β4+β5(a1)x−(β1+β2+β3+β4)(a1)
(note that the two choices for ζ give elements differing by z2, which fixes all points
in G3(V )); then calculation shows that
ga.ya = y0.
At this point we find it convenient to switch notation. Instead of taking the root
system of D5 to be a subsystem of that of E6, we shall use the standard notation
given in Section 1.2; thus we replace β1, β3, β4, β5 and β2 by ε1 − ε2, ε2 − ε3,
ε3 − ε4, ε4 − ε5 and ε4 + ε5 respectively, and we recall the natural module Vnat for
D5. However, there is an unfortunate consequence to this change: in Section 1.2
we defined the action of root elements on Vnat, which implicitly determined the
structure constants, and these are not the same as those given in the appendix of
[9], which we have been using until now. For this reason we shall largely avoid
all mention of root elements from now on, but rather identify elements of D5 by
their action on Vnat (the kernel of this action is 〈z2〉, so this is harmless). Thus
with respect to the ordered basis v1, v2, v3, v4, v5, v−5, v−4, v−3, v−2, v−1 of Vnat, the
element ga defined above acts as

1 a1
1
1 a3
1 a4
a5
−a1a5 −a3a5 −a4a5 − 1a5 1a5 −a4a5 −a3a5 −a1a5
a4 1
a3 1
1
a1 1


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The one exception to this is that we shall write a positive root element of the first A1
factor of A as xρ(t); since ρ = ε1+ ε2, this acts on Vnat by sending v−2 7→ v−2+ tv1
and v−1 7→ v−1 − tv2 and fixing all other basis vectors.
Write V1,2 = 〈v1, v2, v−2, v−1〉 and V3,4,5 = 〈v3, v4, v5, v−5, v−4, v−3〉; then we
have Vnat = V1,2 ⊕ V3,4,5, and in the calculations which follow we will always take
the basis elements of these two subspaces in the order given here. We see that
A < D2D3 where D2 and D3 act on V1,2 and V3,4,5 respectively; indeed 〈X±ρ〉 lies
in D2 while the second A1 factor of A projects non-trivially on both D2 and D3.
In this second factor write h(κ) = hβ1(κ)hβ2(κ
3)hβ4(κ
4)hβ5(κ
3) for κ ∈ K∗, and
n = nβ1nβ4nβ2+β4+β5
−1 = n0nρ. We find that on V1,2 and V3,4,5 respectively, x(t)
acts as 

1 −t
1
1 t
1

 and


1 2t t2 3t2 −2t3 t4
1 t 3t −3t2 2t3
1 −3t 3t2
1 −t t2
1 −2t
1

 ,
while h(κ) acts as diag(κ, κ−1, κ, κ−1) and diag(κ4, κ2, 1, 1, κ−2, κ−4).
Now write
v♦ = v5 + v−5,
and let G = CD5(v
♦) = B4; then Z(G) = 〈z2〉. Since the element n0 defined above
fixes both v5 and v−5, while for i ∈ {1, 2, 3, 4} we have n0.vi = v−i and n0.v−i = vi,
we see that n0 ∈ G. For a ∈ K5 with |a| = 1 and a2 = 0 6= a5 as above, define
va = ga.v
♦ = a1(v1 + v−1) + a3(v3 + v−3) + a4(v4 + v−4) + a5v5;
then va is a vector of norm 1 fixed by n0. Write
V∗ = {va : |a| = 1, a2 = 0}.
Define
S = {a ∈ K5 : |a| = 1, a2 = 0, a1a3a4a5 6= 0, a32 + a42 6= 0,
2a3
2 + a3a5 − a42 6= 0, 4a32 − 4a3a5 + a52 + 16a42 6= 0,
2a3
2 − a3a5 + 2a42 6= 0}
and set
Yˆ = {ya ∈ Y : a ∈ S}, Vˆ∗ = {va : a ∈ S};
then Yˆ and Vˆ∗ are dense open subsets of Y and V∗ respectively.
Take ya ∈ Yˆ and suppose g ∈ TranG(ya, Y ); write g.ya = ya′ and set g′ =
ga′gga
−1 ∈ D5. Then g′.y0 = ga′gga−1.y0 = ga′g.ya = ga′ .ya′ = y0, and g′.va =
ga′gga
−1.va = ga′g.v♦ = ga′ .v♦ = va′ since g ∈ G; so any element of TranG(ya, Y )
is of the form ga′
−1g′ga, where g′ ∈ CD5(y0) = Z(D5)A and g′.va = va′ ∈ V∗. In
particular, taking a′ = a we see that CG(ya) = CZ(D5)A(va)
ga . We shall show that
there is a dense open subset S′ of S such that if a ∈ S′ then TranZ(D5)A(va, V∗) is
finite, as is then TranG(ya, Y ), and we shall identify CZ(D5)A(va).
Take g′ ∈ TranZ(D5)A(va, V∗), so that g′.va = va′ for some a′ with |a′| = 1 and
a2
′ = 0; thus the coefficients in g′.va of v2, v−2 and v−5 must all be zero, while for
i ∈ {1, 3, 4} those of vi and v−i must be equal to each other. We have g′ = zig1′g2′,
where i ∈ {0, 1, 2, 3}, g1′ ∈ 〈X±ρ〉 and g2′ lies in the second A1 factor. Write
ǫ = (−1)i, so that zi acts on Vnat as multiplication by ǫ. According as g1′ lies in
the Borel subgroup B or not we have g1
′ = hρ(κ1)xρ(t1) or xρ(t1′)nρhρ(κ1)xρ(t1),
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where t1, t1
′ ∈ K and κ1 ∈ K∗; likewise according as g2′ lies in B or not we have
g2
′ = h(κ2)x(t2) or x(t2′)nh(κ2)x(t2), where t2, t2′ ∈ K and κ2 ∈ K∗.
First suppose g1
′, g2′ ∈ B. From the coefficients of v2 and v−2 we immediately
see that t1 = t2 = 0; those of v1 and v−1 give κ12κ22 = 1, and those of v4 and v−4
give κ2
4 = 1. Thus there are finitely many such elements g′. Moreover if a′ = a, the
coefficient of v5 shows that ǫ = 1, and then those of v1 and v4 that κ1κ2 = κ2
2 = 1;
so κ1 = κ2 = ±1, and g′ = 1 or z2.
Next suppose g2
′ ∈ B but g1′ /∈ B. Here the coefficients of v2, v−2 and v−5
give κ1
2t1t1
′ = 1, t1t2 = −1 and a3t22 − a4t2 = 0 respectively; since the second of
these implies that t2 6= 0, the third gives t2 = a4a3 , and then the second again gives
t1 = −a3a4 . Now the coefficients of v4 and v−4 give κ22[2a3t23−a4(3t22−1)+a5t2] =
κ2
−2[−2a3t2 + a4], which reduces to κ24(a32 + a3a5 − a42) = −a32, so κ24 is
determined, as is thus κ2 up to a power of η4; the coefficients of v1 and v−1 give
κ1
2t1
2 = κ2
2, so κ1 is determined up to a sign; finally the first equation given then
determines t1
′. Thus there are finitely many such elements g′. Moreover if a′ = a,
the coefficient of v5 gives ǫ(3a3t2
2 − 3a4t2 + a5) = a5, which reduces to ǫ = 1; now
the coefficient of v−3 gives κ2−4a3 = a3, so κ24 = 1; but then the equation above
determining κ2
4 gives 2a3
2 + a3a5 − a42 = 0, contrary to the definition of the set
S. Therefore no elements of this type fix va.
Now suppose g1
′ ∈ B but g2′ /∈ B. Here the coefficients of v2 and v−2 give
t1t2 = −1 and κ22t2t2′ = 1 respectively; using the second of these, the coefficient
of v−5 gives κ24a3t2′2 + κ22a4t2′ = 0 and hence a3 + a4t2 = 0, so that t2 =
−a3a4 , whence t1 = a4a3 and t2′ = − a4κ22a3 . Now the coefficients of v4 and v−4 give
2κ2
2a3t2
′(t2′2 + 1) + a4(t2′2 − t22 + 3) + a5t2 = 0; substituting for t2 and t2′ gives
1
κ24
= a3
2
a44
(a4
2−a32−a3a5), so κ24 is determined, as is thus κ2 up to a power of η4;
now t2
′ is determined, and finally the coefficients of v1 and v−1 give κ12 = κ22t22,
so κ1 is determined up to a sign. Thus there are finitely many such elements g
′.
Moreover if a′ = a, the coefficient of v5 gives ǫ(3κ24a3t2′2 + 3κ22a4t2′ + a5) =
a5, which reduces to ǫ = 1; now the coefficient of v3 gives κ2
4a3t2
′4 = a3, so
a4
4
κ24a34
= 1 and thus κ2
4 = a4
4
a34
; but then the equation above determining κ2
4 gives
2a3
2+a3a5−a42 = 0, contrary to the definition of the set S. Therefore no elements
of this type fix va.
Finally suppose g1
′, g2′ /∈ B; this is the most complicated case. Here the
coefficients of v2 and v−2 give t1′(t1t2 + 1) = 1κ12 t2 and t2
′(t1t2 + 1) = 1κ22 t1; the
fact that elements of D2 preserve norms of vectors in V1,2 gives κ1κ2(t1t2+1) = ǫ
′ ∈
{±1}, and thus t1′ = ǫ′ κ2κ1 t2 and t2′ = ǫ′ κ1κ2 t1; it follows that 1− κ22t2t2′ = ǫ′κ1κ2.
Using these equations, the coefficients of v3 and v−3 give
κ1
4[a3(t1
4+1)− 2a4t1(t12− 1) + a5t12] = κ24[a3(t24+1)− 2a4t2(t22 − 1)+ a5t22],
those of v4 and v−4 give
κ1
2[2a3(t1
3 − t2) + a4(t13t2 − 3t12 − 3t1t2 + 1)− a5t1(t1t2 − 1)]
= κ2
2[2a3(t2
3 − t1) + a4(t1t23 − 3t22 − 3t1t2 + 1)− a5t2(t1t2 − 1)],
and that of v−5 gives f1(t1, t2) = 0, where
f1(t1, t2) = a3(t1
2 + t2
2) + a4(t1 + t2)(t1t2 − 1)− a5t1t2.
Squaring the second of these and using the first to eliminate κ1
4
κ24
produces an
equation which eventually simplifies to (2a3
2 + a3a5 − a42)f2(t1, t2) = 0, where
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writing tj1,j2 = t1
j1t2
j2 − t1j2t2j1 for convenience we have
f2(t1, t2) = (2a3 − a5)[t6,4 + 2t5,3 − 2t3,1 − t2,0]
+ 2a4[t6,5 − t6,3 − 3t5,2 − 5t4,3 − 3t4,1 − 5t3,2 − t3,0 + t1,0].
As 2a3
2+a3a5−a42 6= 0 by definition of the set S, we must have f2(t1, t2) = 0. We
may write f1(t1, t2) =
∑2
j=0 Pj(t1)t2
j and f2(t1, t2) =
∑6
j=0Qj(t1)t2
j , where the
various Pj and Qj are polynomials; multiplying f2(t1, t2) by P2(t1)
5 and repeatedly
replacing P2(t1)t2
2 by −P1(t1)t2−P0(t1) gives the equation R1(t1)t2+R0(t1) = 0,
where
R1 = (−3P22P1P02 + 4P2P13P0 − P15)Q6 + (P23P02 − 3P22P12P0 + P2P14)Q5
+ (2P2
3P1P0 − P22P13)Q4 + (−P24P0 + P23P12)Q3 − P24P1Q2 + P25Q0,
R0 = (−P22P03 + 3P2P12P02 − P14P0)Q6 + (−2P22P1P02 + P2P13P0)Q5
+ (P2
3P0
2 − P22P12P0)Q4 + P23P1P0Q3 − P24P0Q2 + P25Q0;
now multiplying f1(t1, t2) by R1(t1)
2 and replacing R1(t1)t2 by −R0(t1) gives the
polynomial equation f3(t1) = 0, where
f3 = P2R0
2 − P1R0R1 + P0R12.
The coefficient in each term of f3 is a polynomial in a3, a4 and a5 (indeed, a
homogeneous polynomial of degree 13, since each Pj and Qj is homogeneous of
degree 1). If we view each such coefficient as a polynomial in a4, we find that the
coefficient of t4 has constant term a3
9(2a3 − a5)2(4a32 − 3a52). Since this is not
identically zero, there is a dense open subset S′ of S where the coefficient of t4 in
f3 is non-zero, and thus f3 is not the zero polynomial; so if a ∈ S′ then t1 is a root
of a non-zero polynomial, and hence there are only finitely many possibilities for
t1. Since interchanging t1 and t2 fixes f1 and negates f2, there are also only finitely
many possibilities for t2. As elements of D3 preserve the norms of vectors in V3,4,5,
and a3
2+ a4
2 6= 0 by the definition of the set S, we see that in the equations above
obtained from coefficients of vj and v−j for j ∈ {3, 4} we cannot have both sides
of both equations being zero; thus the value of κ1
4
κ24
is determined, as is thus κ1κ2
up to a power of η4; using κ1κ2(t1t2 + 1) = ǫ
′ we see that there are finitely many
possibilities for each of κ1 and κ2, and then t1
′ and t2′ are both determined. Thus
once more there are finitely many elements g′. At this point we have indeed proved
that if a ∈ S′ then TranZ(D5)A(va, V∗) is finite, as is then TranG(ya, Y ). Thus
codimTranG(ya, Y ) = dimG− dimTranG(ya, Y ) = 36− 0 = 36
while
codimY = dimG2(V )− dimY = 39− 3 = 36.
Therefore ya is Y -exact.
Now suppose in this final case that a′ = a. Here it is convenient to note that g′
acts as zig2
′ = zix(t2′)nh(κ2)x(t2) on V3,4,5. If temporarily we write v for the pro-
jection of va on V3,4,5, we have g
′.v = v ⇐⇒ h(κ2)x(t2).v = n−1x(t2′)−1z−i.v =
nx(−t2′).ǫv; subtracting ǫ times the matrix representing nx(−t2′) on V3,4,5 from
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that representing h(κ2)x(t2) gives

κ2
4 2κ2
2t2 κ2
4t2
2 3κ2
4t2
2 −2κ24t23 κ24t24 − ǫ
κ2
2 κ2
2t2 3κ2
2t2 −3κ22t22 − ǫ 2κ22t23 − 2ǫt2′
1− ǫ −3t2 − 3ǫt2′ 3t22 − 3ǫt2′2
1− ǫ −t2 − ǫt2′ t22 − ǫt2′2
−ǫ ǫt2′ 3ǫt2′ κ2−2 + 3ǫt2′2 −2κ2−2t2 + 2ǫt2′3
−ǫ 2ǫt2′ −ǫt2′2 −3ǫt2′2 −2ǫt2′3 κ2−4 − ǫt2′4

 ,
which then must send v to the zero vector in V3,4,5. From the coefficients of v5 and
v−5 we immediately see that we must have ǫ = 1 (and considering the action on V1,2
now gives ǫ′ = −1, so that t1′ = −κ2κ1 t2 and t1 = −κ2κ1 t2′, and 1 + κ1κ2 = κ22t2t2′);
thus that of v5 gives 0 = a3(t2
2 − t2′2)− a4(t2 + t2′) = (t2 + t2′)[a3(t2 − t2′)− a4].
Suppose if possible that t2+t2
′ 6= 0; then a3(t2−t2′)−a4 = 0, so t2−t2′ = a4a3 . From
the coefficients of v3 and v−3 we have a3(t24+1−κ2−4)−2a4t2(t22−1)+a5t22 = 0
and a3(t2
′4 +1− κ2−4) + 2a4t2′(t2′2 − 1)+ a5t2′2 = 0; subtracting and dividing by
t2 + t2
′ gives a3(t2 − t2′)(t22 + t2′2)− 2a4(t22 − t2t2′ + t2′2 − 1) + a5(t2 − t2′) = 0,
which on substituting for t2− t2′ reduces to 2a32+ a3a5− a42 = 0, contrary to the
definition of the set S. Thus we must have t2
′ = −t2. We therefore have
a3(t2
4 + 1)− 2a4t2(t22 − 1) + a5t22 = κ2−4a3,
2a3t2
3 − a4(3t22 − 1) + a5t2 = κ2−2(−2a3t2 + a4),
the second of these equations coming from the coefficient of v4. Squaring the
second and using the first to eliminate κ2
−4 gives an equation which reduces to
(2a3
2 + a3a5 − a42)t2(2a4t22 + (2a3 − a5)t2 − 2a4) = 0; so
t2(2a4t2
2 + (2a3 − a5)t2 − 2a4) = 0.
Adding this to the first of the two displayed equations above produces a3(t2
2+1)2 =
κ2
−4a3; so κ2−2 = ǫ′′(t22+1) where ǫ′′ ∈ {±1}. Substituting for κ2−2 in the second
of the two displayed equations gives
2(1 + ǫ′′)a3t23 − (3 + ǫ′′)a4t22 + (2ǫ′′a3 + a5)t2 + (1− ǫ′′)a4 = 0.
If p = 2 this last equation is simply a5t2 = 0, so we have t2 = 0, from which it
immediately follows that t2
′ = 0 = t1 = t1′ and κ2 = 1 = κ1; thus g′ = n0 (and of
course z = 1 in this case), so CZ(D5)A(va) = 〈n0〉. Now assume p 6= 2.
First suppose ǫ′′ = 1; then we have 4a3t23−4a4t22+(2a3+a5)t2 = 0. If t2 6= 0
then we have 4a3t2
2 − 4a4t2 + (2a3 + a5) = 0 and 2a4t22 + (2a3 − a5)t2 − 2a4 = 0;
multiplying the first of these by a4 and the second by 2a3, and subtracting, gives
(−4a32 + 2a3a5 − 4a42)t2 + (6a3a4 + a4a5) = 0, so that t2 = a4(6a3+a5)2(2a32−a3a5+2a42) ;
substituting in the second of the two equations above and clearing denominators
produces 0 = 2(2a3
2 + a3a5 − a42)(4a32 − 4a3a5 + a52 + 16a42), contrary to the
definition of the set S. Thus we must have t2 = 0, whence t2
′ = 0 = t1 = t1′ and
κ2 = ±1 = −κ1; so g′ = n0 or z2n0.
Now suppose ǫ′′ = −1; then we have −2a4t22 − (2a3 − a5)t2 + 2a4 = 0, and
−1− 1κ22 = t22 = −κ1κ2 − 1κ22 , so that κ1 = κ2 and hence t1′ = −t2 and t1 = −t2′.
Writing simply t for t2, we have the element which acts on V1,2 as
1
t2 + 1


t2 t −t 1
t −t2 −1 −t
−t −1 −t2 t
1 −t t t2


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and on V3,4,5 as
1
(t2 + 1)2


t4 −2t3 t2 3t2 2t 1
−2t3 −t4 + 3t2 t3 − t 3t3 − 3t 3t2 − 1 2t
3t2 3t3 − 3t t4 − t2 + 1 −9t2 3t3 − 3t t2
t2 t3 − t −t2 t4 − t2 + 1 t3 − t 3t2
2t 3t2 − 1 t3 − t 3t3 − 3t −t4 + 3t2 −2t3
1 2t t2 3t2 −2t3 t4

 .
The quadratic satisfied by t has discriminant 4a3
2 − 4a3a5 + a52 + 16a42 6= 0, so it
has distinct roots; the two choices for the root give two such elements, both being
involutions commuting with, and conjugate to, n0. Call one of them xa; then the
other is n0xa. Thus here g
′ = xa, z2xa, n0xa or z2n0xa. Therefore in the case
p 6= 2 we have CZ(D5)A(va) = 〈z2, n0, xa〉.
Thus according as p = 2 or p 6= 2 we have CG(ya) = CZ(D5)A(va)ga = 〈n0〉
or 〈z2, n0, xaga〉 (since ga commutes with n0, and of course with z). If p = 2 we
need say no more, so assume p 6= 2. Here a simple check shows that there is a
single conjugacy class in G of involutions lying in the same D5-class as n0, and it
contains h0 = hρ(−1); the centralizer of this in G is of type D2B2, in which there
is a single conjugacy class of involutions x such that both x and xh0 lie in the same
G-class as h0. Since n0 is such an element x, we see that if we set C = 〈z2, h0, n0〉
then CG(ya) is G-conjugate to C (and this last statement is also true for p = 2).
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= Z2/(2,p).Z2.
Proposition 3.2.15. Let G = C4 and λ = ω4 with p = 2, and take k = 3.
Then the quadruple (G, λ, p, k) has generic stabilizer Z2.
Proof. This is an immediate consequence of Proposition 3.2.14, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 3.2.16. Let G = E6 and λ = ω1, and take k = 2. Then the
quadruple (G, λ, p, k) has generic stabilizer D4.S3.
Proof. We use the set-up of [5, Proposition 3.2.12]: we take H to be the simply
connected group defined over K of type E7, with simple roots β1, . . . , β7; we let G
have simple roots αi = βi for i ≤ 6, so that G = 〈Xα : α =
∑
miβi, m7 = 0〉 < H ;
then we may take V = 〈eα : α =
∑
miβi, m7 = 1〉 < L(H). We have Z(G) = 〈z〉
where z = hβ1(η3)hβ3(η3
2)hβ5(η3)hβ6(η3
2). We take the strictly positive generalized
height function on the weight lattice of G whose value at each simple root αi is 1,
and then Λ(V )[0] = {ν1, ν2, ν3}, where we write
γ1 =
122111
1 , γ2 =
112211
1 , γ3 =
012221
1 ,
and for each i we let νi be the weight such that Vνi = 〈eγi〉; we know that Λ(V )[0]
has ZLC; and the setwise stabilizer in W of Λ(V )[0] is 〈wβ2 , wβ4 , wβ3wβ5 , wβ1wβ6〉.
Here however we take Y = G2(V[0]), and write
Yˆ =
{
y = 〈v(1), v(2)〉 ∈ Y : v(1) =∑aieγi , v(2) =∑bieγi , ∀i 6= j
∣∣∣∣ ai ajbi bj
∣∣∣∣ 6= 0
}
;
then Yˆ is a dense open subset of Y , and the determinant condition implies that
each νi occurs in every y ∈ Yˆ .
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Let A be the D4 subgroup having simple roots β4, β2, β3 + β4 + β5 and β1 +
β3 + β4 + β5 + β6; then Z(A) = 〈z1, z2〉 where z1 = hβ3(−1)hβ5(−1) and z2 =
hβ1(−1)hβ6(−1). We see that V[0] is the fixed point space of A in its action on V ,
so clearly for all y ∈ Y we have A ≤ CG(y); let C = Z(G)A〈nβ3nβ5 , nβ1nβ6〉. Write
T2 = {hβ1(κ)hβ3(κ′)hβ5(κ′−1)hβ6(κ−1) : κ, κ′ ∈ K∗}, then for all y ∈ Y we have
T2C ⊆ TranG(y, Y ).
Take y ∈ Yˆ and g ∈ TranG(y, Y ), and write y′ = g.y ∈ Y . By Lemma 1.3.4 we
have g = u1nu2 with u1 ∈ CU (y′), u2 ∈ CU (y), and n ∈ NΛ(V )[0] with n.y = y′.
First, from the above the elements of W which preserve Λ(V )[0] are those
corresponding to elements of T2C ∩ N ; so we have NΛ(V )[0] .y = T2.y. As the
elements of NΛ(V )[0] permute and scale the eγi , we have NΛ(V )[0] .y ⊆ Yˆ .
Next, let Ξ = Φ+ \ ΦA, and set U ′ =
∏
α∈ΞXα; then U = U
′.(A ∩ U) and
U ′ ∩ (A ∩U) = {1}. We now observe that if α ∈ Ξ then νi + α is a weight in V for
exactly one value of i; moreover each weight in V of positive generalized height is
of the form νi+α for exactly two such roots α. Thus if we take u =
∏
xα(tα) ∈ U ′
satisfying u.y = y, and equate coefficients of weight vectors, taking them in an order
compatible with increasing generalized height, using the determinant condition in
the definition of the set Yˆ1 we see that for all α we must have tα = 0, so that u = 1;
so CU (y) = A∩U . Since the previous paragraph shows that y′ = g′.y ∈ Yˆ , likewise
we have CU (y
′) = A ∩ U .
Thus TranG(y, Y ) = T2C; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 78− 30 = 48,
while
codimY = dimG2(V )− dimG2(V[0]) = 50− 2 = 48.
Therefore y is Y -exact.
Now we may write y = 〈eγ1+a3eγ3 , eγ2+b3eγ3〉 with a3, b3 6= 0. Take κ, κ′ ∈ K∗
satisfying κ6 = − 1a3b3 and κ′
2
= b3, and take h = hβ1(κ)hβ3(κ
2κ′)hβ5(κ
−2κ′−1)
hβ6(κ
−1) ∈ T2; then we find that h(nβ3nβ5) = nβ3nβ5hβ3(κ−3b3−1)hβ5(κ3b3) ∈
CG(y) and
h(nβ1nβ6) = nβ1nβ6hβ1(κ
′)hβ6(κ
′−1) ∈ CG(y), whence hC ≤ CG(y).
Conversely CG(y) ≤ T2C = h(T2C). Given s = hβ1(κ)hβ3(κ′)hβ5(κ′−1)hβ6(κ−1) ∈
T2 we have s.(eγ1 + a3eγ3) = κ
′2eγ1 + κ
−2a3eγ3 and s.(eγ2 + b3eγ3) = κ
2κ′−2eγ2 +
κ−2b3eγ3 , so s ∈ CG(y) requires κ2κ′2 = 1 = κ−4κ′2, whence κ6 = 1 and κ′2 = κ4
and so s ∈ 〈z, z1, z2〉 < C; hence CG(y) = hC.
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has
generic stabilizer C/Z(G) ∼= D4.S3, where the D4 is of simply connected type.
Proposition 3.2.17. Let G = E6 and λ = ω1, or G = A5 and λ = ω2, and
take k = 3. Then the quadruple (G, λ, p, k) has generic stabilizer A2.Z3/(3,p).S3 or
T1.Z3/(3,p).S3 respectively.
Proof. We begin with the case where G = E6 and λ = ω1. We use the set-up of
[5, Proposition 3.2.12]: we take H to be the simply connected group defined over
K of type E7, with simple roots β1, . . . , β7; we let G have simple roots αi = βi
for i ≤ 6, so that G = 〈Xα : α =
∑
miβi, m7 = 0〉 < H ; then we may take
V = 〈eα : α =
∑
miβi, m7 = 1〉 < L(H). We have Z(G) = 〈z〉 where z =
hβ1(η3)hβ3(η3
2)hβ5(η3)hβ6(η3
2). Here we take the generalized height function on
the weight lattice of G whose value at α2 and α4 is 1, and at each other simple root
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αi is 0; then the generalized height of λ =
1
3 (4α1+3α2+5α3+6α4+4α5+2α6) is 3,
and as λ and Φ generate the weight lattice it follows that the generalized height of
any weight is an integer. Since Vλ = 〈eδ〉 where δ = 2343212 , we see that if µ ∈ Λ(V )
and eα ∈ Vµ where α =
∑
miβi with m7 = 1, then the generalized height of µ is
m2 +m4 − 3. Thus Λ(V )[0] = {ν11, . . . , ν33}, where we write
γ11 =
012111
1 , γ12 =
012211
1 , γ13 =
012221
1 ,
γ21 =
112111
1 , γ22 =
112211
1 , γ23 =
112221
1 ,
γ31 =
122111
1 , γ32 =
122211
1 , γ33 =
122221
1 ,
and for each (i, j) we let νij be the weight such that Vνij = 〈eγij 〉. Observe that
if we take s =
∏6
i=1 hβi(κi) ∈ T then ν11(s) = κ4κ1κ5 , ν12(s) = κ5κ1κ6 , ν13(s) = κ6κ1 ,
ν21(s) =
κ1κ4
κ3κ5
, ν22(s) =
κ1κ5
κ3κ6
, ν23(s) =
κ1κ6
κ3
, ν31(s) =
κ3
κ5
, ν32(s) =
κ3κ5
κ4κ6
and
ν33(s) =
κ3κ6
κ4
; thus given any 5-tuple (n1, n2, n3, n4, n5) of integers we have c11ν11+
· · ·+c33ν33 = 0 for (c11, c12, c13, c21, c22, c23, c31, c32, c33) = (n1, n3+n4, n2+n5, n3+
n5, n2, n1+ n4, n2 + n4, n1+ n5, n3). In particular, writing ‘(n1, n2, n3, n4, n5) =⇒
(c11, c12, c13, c21, c22, c23, c31, c32, c33)’ to indicate this relationship between 5-tuples
and 9-tuples, and for convenience writing 1¯ for −1, we have the following:
(0, 0, 0, 1, 1) =⇒ (0, 1, 1, 1, 0, 1, 1, 1, 0), (0, 1, 1, 0, 0) =⇒ (0, 1, 1, 1, 1, 0, 1, 0, 1),
(1, 1, 1, 1¯, 0) =⇒ (1, 0, 1, 1, 1, 0, 0, 1, 1), (1, 1, 0, 0, 0) =⇒ (1, 0, 1, 0, 1, 1, 1, 1, 0),
(1, 1, 1, 0, 1¯) =⇒ (1, 1, 0, 0, 1, 1, 1, 0, 1), (1, 0, 1, 0, 0) =⇒ (1, 1, 0, 1, 0, 1, 0, 1, 1),
(1, 0, 0, 0, 0) =⇒ (1, 0, 0, 0, 0, 1, 0, 1, 0), (1, 1, 1, 1¯, 1¯) =⇒ (1, 0, 0, 0, 1, 0, 0, 0, 1),
(0, 1, 0, 0, 0) =⇒ (0, 0, 1, 0, 1, 0, 1, 0, 0), (0, 0, 0, 1, 0) =⇒ (0, 1, 0, 0, 0, 1, 1, 0, 0),
(0, 0, 1, 0, 0) =⇒ (0, 1, 0, 1, 0, 0, 0, 0, 1). (0, 0, 0, 0, 1) =⇒ (0, 0, 1, 1, 0, 0, 0, 1, 0).
By taking sums of these it follows that any subset of Λ(V )[0] whose complement is a
subset of {ν11, ν22, ν33}, {ν21, ν32, ν13}, {ν31, ν12, ν23}, {ν11, ν32, ν23}, {ν21, ν12, ν33}
or {ν31, ν22, ν13} has ZLCE.
Take Y = G3(V[0]). Given vectors v(1) =
∑
aijeγij , v
(2) =
∑
bijeγij and
v(3) =
∑
cijeγij in V[0], define the following 3×3 matrices Ji,j = Ji,j(v(1), v(2), v(3)):
for j = 1, 2, 3 set
J1,j =
(
a1j a2j a3j
b1j b2j b3j
c1j c2j c3j
)
, J2,j =
(
aj1 aj2 aj3
bj1 bj2 bj3
cj1 cj2 cj3
)
;
now for i = 1, 2 define the 9× 9 matrices Ji = Ji(v(1), v(2), v(3)) by
Ji =
(
0 Ji,1 Ji,2
−Ji,1 0 Ji,3
−Ji,2 −Ji,3 0
)
.
We find that in the case where
v(1) = a33eγ33 + a12eγ12 + a21eγ21 ,
v(2) = b11eγ11 + b23eγ23 + b32eγ32 ,
v(3) = eγ22 + eγ31 + eγ13
then det J1 = − detJ2 = (a12b23−a33b11)(a21b32−a12b23)(a33b11−a21b32), so that
detJ1 and detJ2 are not identically zero. Observe that if we take D = (dij) ∈
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GL3(K) and for i = 1, 2, 3 set v
(i)′ = di1v(1) + di2v(2) + di3v(3), then for each i and
j we have Ji,j(v
(1)′, v(2)
′
, v(3)
′
) = DJi,j(v
(1), v(2), v(3)), whence for i = 1, 2 we have
Ji(v
(1)′, v(2)
′
, v(3)
′
) =
(
D 0 0
0 D 0
0 0 D
)
Ji(v
(1), v(2), v(3)),
so that detJi(v
(1)′, v(2)
′
, v(3)
′
) = (detD)3 detJi(v
(1), v(2), v(3)). Therefore if we
take y ∈ Y and write y = 〈v(1), v(2), v(3)〉, then although the individual determi-
nants of the matrices Ji(v
(1), v(2), v(3)) depend on the choice of basis, whether or
not they are zero does not. Thus we may define
Yˆ1 =
{
〈v(1), v(2), v(3)〉 ∈ Y : ∆1∆2 6= 0
}
,
where for each i we set ∆i = detJi(v
(1), v(2), v(3)); then Yˆ1 is a dense open subset
of Y . (In fact a lengthy calculation shows that ∆1 + ∆2 = 0, so we could replace
the condition in the definition of Yˆ1 by simply ‘∆1 6= 0’.) Note that if v(1), v(2),
v(3) are such that two weights differing by a root in Φ0 both fail to occur in any
v(i), then one of the columns of either J1(v
(1), v(2), v(3)) or J2(v
(1), v(2), v(3)) is
zero. Hence if y ∈ Yˆ1 then the set of weights occurring in y must meet any pair
of weights differing by a root in Φ0; it follows that the complement of this set is a
subset of {ν11, ν22, ν33}, {ν21, ν32, ν13}, {ν31, ν12, ν23}, {ν11, ν32, ν23}, {ν21, ν12, ν33}
or {ν31, ν22, ν13}.
In the proof of [5, Proposition 3.2.12] we observed that the pointwise stabi-
lizer in W of {γ13, γ22, γ31} is W1 = 〈wβ4 , wβ2 , wβ3+β4+β5 , wβ1+β3+β4+β5+β6〉 ∼=
W (D4). Now if we write δ =
12221
1 , then the stabilizer in W1 of β1 contains
W2 = 〈wβ4 , wβ2 , wδ〉 ∼= W (A3), of index 8, while the W1-orbit of β1 contains the
eight roots 100000 ,
11110
0 ,
11110
1 ,
11210
1 , − 000010 , − 011110 , − 011111 and − 012111 , so has
size at least 8; thus the stabilizer in W1 of β1 is W2. Since γ12 = γ22 − β1 and
γ23 = γ13 + β1, we see that the pointwise stabilizer in W of {γ12, γ13, γ22, γ23, γ31}
is W2. Similarly if we write ρ =
12321
2 , then the stabilizer in W2 of β3 contains
W3 = 〈wβ2 , wρ〉 ∼= W (A2), of index 4, while the W2-orbit of β3 contains the four
roots 010000 ,
01100
0 ,
01100
1 and − 112211 , so has size at least 4; thus the stabilizer in W2
of β3 isW3. Since γ21 = γ31−β3, γ32 = γ22+β3, γ33 = γ23+β3 and γ11 = γ21−β1,
we see that the pointwise stabilizer in W of {γ11, . . . , γ33} is W3. Now set W4 =
〈wβ1 , wβ3 , wβ5 , wβ6〉 ∼= W (A22), and write w∗ = wβ1+β3+β4wβ3+β4+β5wβ4+β5+β6 ;
then W4 commutes with W3, and 〈w∗〉 normalizes each of W3 and W4. Moreover
W4 acts transitively on {γ11, . . . , γ33}, so given w in the setwise stabilizer in W
of {γ11, . . . , γ33}, there exists w′ ∈ W4 such that w′w stabilizes γ11; then γij is
orthogonal to γ11 only for i, j 6= 1, and the stabilizer in W4 of γ11 is 〈wβ3 , wβ6〉,
which acts transitively on {γ22, γ23, γ32, γ33}, so there exists w′′ ∈ 〈wβ3 , wβ6〉 such
that w′′w′w stabilizes both γ11 and γ22; as γij is orthogonal to both γ11 and γ22
only for (i, j) = (3, 3), we see that w′′w′w also stabilizes γ33; as w∗ interchanges
γ23 and γ32 while fixing γ11, γ22 and γ33, either w
′′w′w or w∗w′′w′w stabilizes each
of γ11, γ22, γ23, γ32 and γ33; as each of the remaining γij is uniquely determined by
which of γ22 and γ32 are orthogonal to it, we see that either w
′′w′w or w∗w′′w′w
lies in W3. Thus the setwise stabilizer in W of {γ11, . . . , γ33}, and hence of Λ(V )[0],
is W3W4〈w∗〉 = 〈wβ2 , wρ, wβ1 , wβ3 , wβ1+β3+β4wβ3+β4+β5wβ4+β5+β6〉 ∼= W (A23).Z2.
Note that this stabilizes Φ[0] = 〈α1, α3, α5, α6〉 = 〈β1, β3, β5, β6〉.
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Let A be the A2 subgroup having simple roots β2 and ρ − β2; then Z(A) =
〈z′〉 where z′ = hβ1(η3)hβ3(η32)hβ5(η32)hβ6(η3). We see that V[0] is the fixed
point space of A in its action on V , so clearly for all y ∈ Y we have A ≤
CG(y). Write n
∗ = nβ1+β3+β4nβ3+β4+β5nβ4+β5+β6 , and let G1 be the derived
group (G[0])
′ = 〈X±α1 , X±α3 , X±α5 , X±α6〉 ∼= A22; then for all y ∈ Y we have
AG1〈n∗〉 ⊆ TranG(y, Y ). Write h† = hβ1(η3)hβ3(η3)hβ5(η3)hβ6(η3) and n† =
nβ1nβ3nβ5nβ6 , and set C
′ = Z(G1)〈h†, n†, n∗〉; let C = C′A, and then as Z(G1) =
〈hβ1(η3)hβ3(η32), hβ5(η3)hβ6(η32)〉 = Z(G)Z(A) we have C = Z(G)A〈h†, n†, n∗〉.
Take y = 〈v(1), v(2), v(3)〉 ∈ Yˆ1; we shall show that TranG(y, Y ) = AG1〈n∗〉, and
that there is a dense open subset Yˆ of Y contained in Yˆ1 such that if in fact y ∈ Yˆ
then CG(y) =
xC for some x ∈ G.
We have U[0] = Xα1Xα3Xα1+α3Xα5Xα6Xα5+α6 . If we take u = xα1(t) for some
t ∈ K, and write
A =
(
1 t
1
1
)
,
then for each j we have J1,j(u.v
(1), u.v(2), u.v(3)) = J1,j(v
(1), v(2), v(3))A, so that
J1(u.v
(1), u.v(2), u.v(3)) = J1(v
(1), v(2), v(3))
(
A
A
A
)
;
however for j = 1, 3 we have J2,j(u.v
(1), u.v(2), u.v(3)) = J2,j(v
(1), v(2), v(3)), while
J2,2(u.v
(1), u.v(2), u.v(3)) = J2,2(v
(1), v(2), v(3)) + tJ2,1(v
(1), v(2), v(3)), so that
J2(u.v
(1), u.v(2), u.v(3)) =
(
I
I
tI I
)
J2(v
(1), v(2), v(3))
(
I
I tI
I
)
.
Similar equations hold for any root element u = xα(t) where α ∈ Φ0. Therefore
U[0] preserves Yˆ1; so given u ∈ U[0], by the above the set of weights occurring in u.y
has ZLCE. By Lemma 1.3.3, if we take g ∈ TranG(y, Y ) and write y′ = g.y ∈ Y ,
then we have g = u1g
′u2 with u1 ∈ CU[+](y′), u2 ∈ CU[+](y), and g′ ∈ G[0]NΛ(V )[0]
with g′.y = y′. In particular G.y ∩ Y = G[0]NΛ(V )[0] .y ∩ Y ; moreover CG(y) =
CU[+](y)CG[0]NΛ(V )[0] (y)CU[+](y).
First, since WΛ(V )[0] = 〈wβ2 , wρ, wβ1 , wβ3 , wβ1+β3+β4wβ3+β4+β5wβ4+β5+β6〉 and
β1, β3 ∈ Φ0, we have G[0]NΛ(V )[0] = G[0]〈nβ2 , nρ, n∗〉 = G1(A ∩ N)〈n∗〉. Any el-
ement of this last group may be written as n′g∗c where c ∈ A, g∗ ∈ G1 and
n′ ∈ {1, n∗}; as c.y = y it suffices to consider n′g∗.y. The above shows that
applying any root element in G1 has no effect on the determinants ∆i, so the
same is true of g∗. We find that n∗ sends eγij to eγji . Thus for i = 1, 2 and
j = 1, 2, 3 we have Ji,j(n
∗.v(1), n∗.v(2), n∗.v(3)) = J3−i,j(v(1), v(2), v(2)), and so
Ji(n
∗.v(1), n∗.v(2), n∗.v(3)) = J3−i(v(1), v(2), v(2)); so applying n′ permutes the de-
terminants ∆i. Thus G[0]NΛ(V )[0] .y ⊂ Yˆ1. If we now further require the element
n′g∗c to stabilize y, we must have n′g∗.y = y. Since V[0] is the G1-module with high
weight ω1⊗ω1, using Proposition 3.1.6 we see that there is a dense open subset Yˆ2
of Y each point of which has G1〈n∗〉-stabilizer a conjugate of C′. Set Yˆ = Yˆ1 ∩ Yˆ2;
then if y ∈ Yˆ we see that CG[0]NΛ(V )[0] (y) = xC′(A ∩N) for some x ∈ G1.
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Next, let Ξ = Φ+\(Φ0∪ΦA), and set U ′ =
∏
α∈ΞXα; then U[+] = U
′.(A∩U[+])
and U ′∩(A∩U[+]) = {1}. We now observe that if α ∈ Ξ then νij+α is a weight in V
for exactly two pairs (i, j); moreover each weight in V of positive generalized height
is of the form νi + α for exactly six such roots α. Indeed Ξ is the union of three
W (G1)-orbits of size nine, distinguished by the coefficients of β2 and β4; likewise
the nine weights in V of positive generalized height form three sets of three, distin-
guished by the coefficients of β2 and β4 in the corresponding roots. If we now take a
product of root elements corresponding to the nine roots in the orbit, and require it
to stabilize y, equating coefficients of the corresponding three weight vectors in all
three basis vectors of y gives 9 linear equations which may be expressed in matrix
form using one of the matrices Ji(v
(1), v(2), v(3)) above. For example, one such orbit
consists of the roots
∑
miαi withm2 = 0 andm4 = 1; here the three weights νij+α
are those corresponding to the roots δ1 =
123211
1 , δ2 =
123221
1 and δ3 =
123321
1 . If we
set u = xα4(t1)xα3+α4(t2)xα1+α3+α4(t3)xα4+α5(t4)xα3+α4+α5(t5)xα1+α3+α4+α5(t6)
xα4+α5+α6(t7)xα3+α4+α5+α6(t8)xα1+α3+α4+α5+α6(t9), then we find that
u.
∑
aijeγij =
∑
aijeγij + (a32t1 − a22t2 + a12t3 + a31t4 − a21t5 + a11t6)eδ1
+ (a33t1 − a23t2 + a13t3 − a31t7 + a21t8 − a11t9)eδ2
− (a33t4 − a23t5 + a13t6 + a32t7 − a22t8 + a12t9)eδ3 .
Equating to zero the coefficients of eδ1 , eδ2 and eδ3 in each u.v
(i) now gives the
equation J1(v
(1), v(2), v(3))t = 0, where t = (t9 −t8 t7 t6 −t5 t4 t3 −t2 t1)T ; since
the matrix concerned has non-zero determinant we see that ti = 0 for i = 1, . . . , 9.
Thus if we take u =
∏
xα(tα) ∈ U ′ satisfying u.y = y, and equate coefficients
of weight vectors, taking them in an order compatible with increasing generalized
height, we see that for all α we must have tα = 0, so that u = 1; so CU[+](y) =
A∩U[+]. Since the previous paragraph shows that y′ = g′.y ∈ Yˆ1, likewise we have
CU[+](y
′) = A ∩ U[+].
As G[0]NΛ(V )[0] ⊆ TranG(y, Y ) and CU[+](y), CU[+](y′) ≤ A we do indeed have
TranG(y, Y ) = AG1〈n∗〉 ∼= A23.Z2; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 78− 24 = 54
while
codimY = dim G3(V )− dimY = 72− 18 = 54.
Therefore y is Y -exact. Now suppose further y ∈ Yˆ . As CG[0]NΛ(V )[0] (y), CU[+](y) ≤
xC′A for some x ∈ G1 we have CG(y) = xC′A = xC. Thus the conditions of
Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼=
A2.Z3/(3,p).S3, where the A2 is of simply connected type.
Now we may replace G by the A5 subgroup 〈Xα : α =
∑
miβi, m2 = m7 = 0〉
of E6, and V by 〈eα : α =
∑
miβi, m2 = m7 = 1〉, leaving Y and its subsets
unchanged. We replace A by the intersection of that above with G, which is the T1
subgroup {hβ1(κ)hβ3(κ2)hβ4(κ3)hβ5(κ2)hβ6(κ) : κ ∈ K∗}. We again let C = C′A;
then Z(C) = 〈hβ1(η3)hβ3(η32)hβ5(η32)hβ6(η3), hβ1(−1)hβ4(−1)hβ6(−1)〉 = Z(G).
As G1〈n∗〉 < G, for all y ∈ Yˆ1 we have TranG(y, Y ) = AG1〈n∗〉 ∼= A22T1.Z2; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 35− 17 = 18
while
codimY = dim G3(V )− dimY = 36− 18 = 18.
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Therefore y is Y -exact. Also if y ∈ Yˆ then CG(y) = xC′A = xC for some x ∈ G1.
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= T1.Z3/(3,p).S3.
Proposition 3.2.18. Let G = F4 and λ = ω4, or G = C3 and λ = ω2, and take
k = 2. Then the quadruple (G, λ, p, k) has generic stabilizer A2 or T1 respectively
if p 6= 3, and A2.Z2 or T1.Z2 respectively if p = 3.
Proof. We use the set-up of Proposition 3.2.17, but modify the notation slightly:
we take H to be the simply connected group defined overK of type E7, with simple
roots β1, . . . , β7; we let G
+ = E6 have simple roots αi = βi for i ≤ 6, so that
G+ = 〈Xα : α =
∑
miβi, m7 = 0〉 < H ; then we may take V + = 〈eα : α =∑
miβi, m7 = 1〉 < L(H); we write
γ11 =
012111
1 , γ12 =
012211
1 , γ13 =
012221
1 ,
γ21 =
112111
1 , γ22 =
112211
1 , γ23 =
112221
1 ,
γ31 =
122111
1 , γ32 =
122211
1 , γ33 =
122221
1 ,
and let Y + = G3(〈eγij : 1 ≤ i, j ≤ 3〉). We let A be the A2 subgroup having
simple roots β2 and ρ− β2, where ρ = 123212 is the high root of G+; we write G1 =
〈X±α1 , X±α3 , X±α5 , X±α6〉 ∼= A22, and set n∗ = nβ1+β3+β4nβ3+β4+β5nβ4+β5+β6 .
The proof of Proposition 3.2.17 showed that there is a dense open subset Yˆ +1 of
Y +, defined by the non-vanishing of a determinant, such that if y+ ∈ Yˆ +1 then
TranG+(y
+, Y +) = AG1〈n∗〉.
We saw in the proof of [5, Proposition 3.2.12] that if we set v0 = eγ22+eγ31+eγ13
then CG+(v0) is the F4 subgroup having long simple roots β2 and β4 and short
simple root groups {xβ3(t)xβ5(−t) : t ∈ K} and {xβ1(t)xβ6(−t) : t ∈ K}. We now
take G to be this F4 subgroup; then Z(G) = {1}. We have A〈n∗〉 ≤ G, and if we
write A˜2 for the subgroup having simple root groups {xβ3(t)xβ5(−t) : t ∈ K} and
{xβ1(t)xβ6(−t) : t ∈ K} then G ∩ G1 = A˜2. Inside V + we have the submodules
X1 = {
∑
aγeγ ∈ V + : aγ22 + aγ31 + aγ13 = 0} and X2 = 〈v0〉, with the latter being
trivial. If p 6= 3 then V + = X1⊕X2, and V = X1; if however p = 3 then X2 < X1,
and V = X1/X2. Thus in all cases V = X1/(X1 ∩ X2), where X1 ∩ X2 is either
zero or the trivial G-module.
Write V¯ = {∑ aijeγij +(X1∩X2) : aγ22 +aγ31 +aγ13 = 0}, and let Y = G2(V¯ );
then dimY = 12−2ζ3,p. Given y ∈ Y , write y = 〈v(1)+(X1∩X2), v(2)+(X1∩X2)〉
and set y+ = 〈v(1), v(2), v0〉 ∈ Y +. We observed in the proof of Proposition 3.2.17
that the determinant defining the set Yˆ +1 is not identically zero for such elements
of Y +; thus there is a dense open subset Yˆ1 of Y such that if y ∈ Yˆ1 then y+ ∈ Yˆ +1 .
Take y ∈ Yˆ1; then AA˜2〈n∗〉 ⊆ TranG(y, Y ). Conversely, given g ∈ TranG(y, Y )
we have g.v0 = v0 and g.y ∈ Y , so g.y+ ∈ Y +, whence g ∈ TranG+(y+, Y +) =
AG1〈n∗〉; thus g ∈ G ∩ AG1〈n∗〉 = AA˜2〈n∗〉. Therefore TranG(y, Y ) = AA˜2〈n∗〉;
so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 52− 16 = 36
while
codimY = dimG2(V )− dimY = (48− 2ζ3,p)− (12− 2ζ3,p) = 36.
Therefore y is Y -exact.
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Now we certainly have A ≤ CG(y), so it remains to consider CA˜2〈n∗〉(y). Ob-
serve that V¯ is an irreducible module for A˜2 with high weight ω1+ω2, of dimension
8 − ζ3,p. By Proposition 2.4.2 we know that the action of A˜2 on G2(L(ω1 + ω2))
has trivial generic stabilizer; thus if we extend the action to A˜2〈n∗〉 the generic
stabilizer must be either 1 or Z2. By [4, Table 4.3.1] there is a single conjugacy
class of outer involutions in A˜2〈n∗〉, represented by n∗ and with centralizer B1, so
dim(n∗)A˜2 = 5. We saw in the proof of Proposition 3.2.17 that n∗ sends each eγij
to eγji ; thus its fixed point space in V¯ is spanned by the images of eγ33 , eγ23 + eγ32,
eγ11 , eγ12 + eγ21 and −2eγ22 + eγ31 + eγ13 (the last of these being v0 if p = 3), and so
has dimension 5− ζ3,p. Thus in the notation of Chapter 2 we have d = (5− ζ3,p, 3),
whence using Proposition 2.1.4 we have codimCG2(L(ω1+ω2))(n
∗) = Bd,2 = 6− ζ3,p.
Thus if p 6= 3 we have codimCG2(L(ω1+ω2))(n∗) > dim(n∗)A˜2 ; so the generic sta-
bilizer for the action of A˜2〈n∗〉 does not meet (n∗)A˜2 , and so must be trivial. If
however p = 3 we see from Proposition 3.1.8 that the generic stabilizer is 〈n∗〉 ∼= Z2.
Therefore there is a dense open subset Yˆ of Y , which we may assume lies in Yˆ1,
such that if y ∈ Yˆ then according as p 6= 3 or p = 3 we have CG(y) = A or A〈n∗〉x
for some x ∈ A˜2. Thus the conditions of Lemma 1.3.1 hold; so according as p 6= 3
or p = 3 the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼= A2 or A2.Z2.
Now as in the proof of Proposition 3.2.17 we may replace G+ by the A5
subgroup 〈Xα : α =
∑
miβi, m2 = m7 = 0〉 of E6, and then G by the inter-
section of that above with G+, which is the C3 subgroup with long simple root
β4 and short simple root groups {xβ3(t)xβ5(−t) : t ∈ K} and {xβ1(t)xβ6(−t) :
t ∈ K}, and A by the intersection of that above with G+, which is the T1 sub-
group {hβ1(κ)hβ3(κ2)hβ4(κ3)hβ5(κ2)hβ6(κ) : κ ∈ K∗}. We also replace V + by
〈eα : α =
∑
miβi, m2 = m7 = 1〉, and then X1 by the intersection of that
above with V +, leaving X2 unchanged; again we have V = X1/(X1 ∩ X2), and
we leave Y and its subsets unchanged. As A˜2〈n∗〉 < G, for all y ∈ Yˆ1 we have
TranG(y, Y ) = AA˜2〈n∗〉 ∼= A˜2T1.Z2; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 21− 9 = 12
while
codimY = dimG2(V )− dimY = (24− 2ζ3,p)− (12− 2ζ3,p) = 12.
Therefore y is Y -exact. Also if y ∈ Yˆ then according as p 6= 3 or p = 3 we have
CG(y) = A or A〈n∗〉x for some x ∈ A˜2. Thus the conditions of Lemma 1.3.1 hold;
so according as p 6= 3 or p = 3 the quadruple (G, λ, p, k) has generic stabilizer
C/Z(G) ∼= T1 or T1.Z2.
Proposition 3.2.19. Let G = F4 and λ = ω1 with p = 2, or G = B3 and
λ = ω2 with p = 2, and take k = 2. Then the quadruple (G, λ, p, k) has generic
stabilizer A˜2 or T1 respectively.
Proof. This is an immediate consequence of Proposition 3.2.18, using the graph
automorphism of F4 and the exceptional isogeny Bℓ → Cℓ which exist in charac-
teristic 2.
Proposition 3.2.20. Let G = E7 and λ = ω7, or G = D6 and λ = ω6, or
G = A5 and λ = ω3, or G = C3 and λ = ω3 with p ≥ 3, and take k = 2. Then
130 3. HIGHER QUADRUPLES NOT HAVING TGS
the quadruple (G, λ, p, k) has generic stabilizer D4.Z2/(2,p).Z2, or A1
3.Z2/(2,p).Z2,
or T2.Z2/(2,p).Z2, or Z2
4, respectively.
Proof. We begin with the case where G = E7 and λ = ω7. We use the set-up
of [5, Proposition 3.2.7]: we take H to be the (simply connected) group defined
over K of type E8, with simple roots β1, . . . , β8; we let G have simple roots αi =
βi for i ≤ 7, so that G = 〈Xα : α =
∑
miβi, m8 = 0〉 < H ; then we may
take V = 〈eα : α =
∑
miβi, m8 = 1〉 < L(H). We have Z(G) = 〈z〉 where
z = hβ2(−1)hβ5(−1)hβ7(−1). Here we take the generalized height function on the
weight lattice of G whose value at α2, α5 and α7 is 0, and at each other simple root
αi is 1; then the generalized height of λ =
1
2 (2α1+3α2+4α3+6α4+5α5+4α6+3α7) is
8, and as λ and Φ generate the weight lattice it follows that the generalized height
of any weight is an integer. Since Vλ = 〈eδ〉 where δ = 24654313 , we see that if
µ ∈ Λ(V ) and eα ∈ Vµ where α =
∑
miβi with m8 = 1, then the generalized height
of µ is m1 +m3 +m4 +m6 − 8. Thus Λ(V )[0] = {ν1, . . . , ν8}, where we write
γ1 =
1232211
1 , γ2 =
1232221
1 , γ3 =
1233211
1 , γ4 =
1233221
1 ,
γ5 =
1232211
2 , γ6 =
1232221
2 , γ7 =
1233211
2 , γ8 =
1233221
2 ,
and for each i we let νi be the weight such that Vνi = 〈eγi〉. Observe that if
we take s =
∏7
i=1 hβi(κi) ∈ T then ν1(s) = κ4κ6κ2κ5κ7 , ν2(s) = κ4κ7κ2κ5 , ν3(s) = κ5κ2κ7 ,
ν4(s) =
κ5κ7
κ2κ6
, ν5(s) =
κ2κ6
κ5κ7
, ν6(s) =
κ2κ7
κ5
, ν7(s) =
κ2κ5
κ4κ7
and ν8(s) =
κ2κ5κ7
κ4κ6
; thus
given any 5-tuple (n1, n2, n3, n4, n5) of integers we have c1ν1 + · · · + c8ν8 = 0 for
(c1, . . . , c8) = (n1+n5, n2, n3, n4+n5, n4, n3+n5, n2+n5, n1). In particular, writing
‘(n1, n2, n3, n4, n5) =⇒ (c1, c2, c3, c4, c5, c6, c7, c8)’ to indicate this relationship
between 5-tuples and 8-tuples, we have the following:
(0, 0, 0, 0, 1) =⇒ (1, 0, 0, 1, 0, 1, 1, 0), (1, 1, 1, 1,−1) =⇒ (0, 1, 1, 0, 1, 0, 0, 1),
(1, 0, 0, 0, 0) =⇒ (1, 0, 0, 0, 0, 0, 0, 1), (0, 1, 0, 0, 0) =⇒ (0, 1, 0, 0, 0, 0, 1, 0),
(0, 0, 1, 0, 0) =⇒ (0, 0, 1, 0, 0, 1, 0, 0), (0, 0, 0, 1, 0) =⇒ (0, 0, 0, 1, 1, 0, 0, 0).
By taking sums of these it follows that any subset of Λ(V )[0] whose complement
either is a subset of {ν2, ν3, ν5, ν8} or {ν1, ν4, ν6, ν7}, or is of the form {νj, ν9−j} for
some j ≤ 4, has ZLCE.
Take Y = G2(V[0]). Given vectors v(1) =
∑
aieγi and v
(2) =
∑
bieγi in V[0],
define the following 4× 4 matrices Ji = Ji(v(1), v(2)):
J1 =


a1 a2 a3 a4
b1 b2 b3 b4
a5 a6 a7 a8
b5 b6 b7 b8

 , J2 =


a1 a5 a2 a6
b1 b5 b2 b6
a3 a7 a4 a8
b3 b7 b4 b8

 , J3 =


a1 a3 a5 a7
b1 b3 b5 b7
a2 a4 a6 a8
b2 b4 b6 b8

 .
Observe that if we take D = (dij) ∈ GL2(K) and for i = 1, 2 set v(i)′ = di1v(1) +
di2v
(2), then for each i we have
Ji(v
(1)′, v(2)
′
) =
(
D 0
0 D
)
Ji(v
(1), v(2)),
so that detJi(v
(1)′, v(2)
′
) = (detD)2 detJi(v
(1), v(2)). Therefore if we take y ∈ Y
and write y = 〈v(1), v(2)〉, then although the individual determinants of the matrices
Ji(v
(1), v(2)) depend on the choice of basis, the ratio of any two of these determinants
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does not. Thus we may define
Yˆ1 =
{
〈v(1), v(2)〉 ∈ Y : ∆1∆2∆3 6= 0, ∀i 6= j (∆i∆j )3 6= 1
}
,
where for each i we set ∆i = det Ji(v
(1), v(2)); then Yˆ1 is a dense open subset of Y .
(In fact a straightforward calculation shows that ∆1 +∆2 +∆3 = 0.) Note that if
v(1), v(2) are such that two weights differing by a root in Φ0 both fail to occur in
either v(i), then one of the columns of J1(v
(1), v(2)), J2(v
(1), v(2)) or J3(v
(1), v(2)) is
zero. Hence if y ∈ Yˆ1 then the set of weights occurring in y must meet any pair of
weights differing by a root in Φ0; it follows that the complement of this set either
is a subset of {ν2, ν3, ν4, ν8} or {ν1, ν5, ν6, ν7}, or is of the form {νj, ν9−j} for some
j ≤ 4.
In the proof of [5, Proposition 3.2.7] we observed that the pointwise stabilizer in
W of {γ3, γ6} is W1 = 〈wβ6 , wβ1 , wβ2+β4+β5 , wβ3 , wβ4 , wβ5+β6+β7〉 ∼=W (E6); in fact
if we write δ = 1233211 then W1
wδ = 〈wβ1 , . . . , wβ6〉. Now W1wδ acts transitively on
the set Σ of roots α of the form
∑
miβi with m7 = 1 and m8 = 0, so the stabilizer
in W1
wδ of β7 has order
|W1wδ |
|Σ| =
|W1|
27 = |W (D5)|; we see then that this stabilizer
is 〈wβ1 , . . . , wβ5〉, and hence if we write ρ6 = 0122211 then the stabilizer in W1 of
wδ(β7) = β7 is W2 = 〈wβ1 , . . . , wβ5〉wδ = 〈wρ6 , wβ1 , wβ3 , wβ4 , wβ2+β4+β5〉. Since
γ5 = γ6 − β7 and γ4 = γ3 + β7, the pointwise stabilizer in W of {γ3, γ4, γ5, γ6}
is W2. Next, if we write ρ4 =
012100
1 , the stabilizer in W2 of β2 contains W3 =
〈wβ3 , wβ1 , wρ4 , wρ6 〉 ∼= W (D4), of index 10, while the W2-orbit of β2 contains the
eight roots
∑
miβi with (m2,m5,m6) = (1, 0, 0) or (0,−1, 0), along with 1232212
and − 1233211 , so has size at least 10; thus the stabilizer in W2 of β2 is W3. Since
γ1 = γ5−β2, γ2 = γ6−β2, γ7 = γ3+β2 and γ8 = γ4+β2, we see that the pointwise
stabilizer in W of {γ1, . . . , γ8} is W3. Now set W4 = 〈wβ2 , wβ5 , wβ7〉 ∼= W (A13),
and write w∗ = wβ2+β4wβ4+β5 and w
∗∗ = wβ5+β6wβ6+β7 ; then W4 commutes with
W3, and 〈w∗, w∗∗〉 ∼= S3 normalizes each of W3 and W4. Moreover W4 acts simply
transitively on {γ1, . . . , γ8}, so given w in the setwise stabilizer inW of {γ1, . . . , γ8},
there exists w′ ∈ W4 such that w′w stabilizes γ1; then γi − γ1 is a root only for
i ∈ {2, 3, 5}, and 〈w∗, w∗∗〉 stabilizes γ1 while acting as S3 on {γ2, γ3, γ5}, so there
exists w′′ ∈ 〈w∗, w∗∗〉 such that w′′w′w stabilizes each of γ1, γ2, γ3 and γ5; as
γ4 = γ2+γ3−γ1, γ6 = γ2+γ5−γ1, γ7 = γ3+γ5−γ1 and γ8 = γ2+γ3+γ5−2γ1, we
see that w′′w′w ∈ W3. Thus the setwise stabilizer in W of {γ1, . . . , γ8}, and hence
of Λ(V )[0], is W3W4〈w∗, w∗∗〉 = 〈wβ3 , wβ1 , wβ2 , wβ2+β4wβ4+β5 , wβ5+β6wβ6+β7〉 ∼=
W (D4A1
3).S3. Note that this stabilizes Φ[0] = 〈α2, α5, α7〉 = 〈β2, β5, β7〉.
Let A be the D4 subgroup having simple roots β3, β1, ρ4 and ρ6; then Z(A) =
〈z1, z2〉 where z1 = hβ2(−1)hβ5(−1) and z2 = hβ5(−1)hβ7(−1). We see that
V[0] is the fixed point space of A in its action on V , so clearly for all y ∈ Y
we have A ≤ CG(y). Write n∗ = nβ2+β4nβ4+β5 and n∗∗ = nβ5+β6nβ6+β7 , and
let G1 be the derived group (G[0])
′ = 〈X±α2 , X±α5 , X±α7〉 ∼= A13; then for all
y ∈ Y we have AG1〈n∗, n∗∗〉 ⊆ TranG(y, Y ). Write h† = hβ2(η4)hβ5(η4)hβ7(η4)
and n† = nβ2nβ5nβ7 , and set C
′ = Z(G1)〈h†, n†〉; let C = C′A, and then as
Z(G1) = 〈hβ2(−1), hβ5(−1), hβ7(−1)〉 = Z(G)Z(A) we have C = Z(G)A〈h†, n†〉.
Take y = 〈v(1), v(2)〉 ∈ Yˆ1; we shall show that TranG(y, Y ) = AG1〈n∗, n∗∗〉, and
that there is a dense open subset Yˆ of Y contained in Yˆ1 such that if in fact y ∈ Yˆ
then CG(y) =
xC for some x ∈ G1.
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We have U[0] = Xα2Xα5Xα7 . If we take u = xα2 (t) for some t ∈ K, and write
A1 =


1
1
t 1
t 1

 , A2 =


1 t
1
1 t
1

 , A3 =


1 t
1 t
1
1

 ,
then J1(u.v
(1), u.v(2)) = A1J1(v
(1), v(2)), J2(u.v
(1), u.v(2)) = J2(v
(1), v(2))A2 and
J3(u.v
(1), u.v(2)) = J3(v
(1), v(2))A3. Similar equations hold for any root element
u = xα(t) where α ∈ Φ0. Therefore U[0] preserves Yˆ1; so given u ∈ U[0], by
the above the set of weights occurring in u.y has ZLCE. By Lemma 1.3.3, if we
take g ∈ TranG(y, Y ) and write y′ = g.y ∈ Y , then we have g = u1g′u2 with
u1 ∈ CU[+](y′), u2 ∈ CU[+](y), and g′ ∈ G[0]NΛ(V )[0] with g′.y = y′. In particular
G.y ∩ Y = G[0]NΛ(V )[0] .y ∩ Y ; moreover CG(y) = CU[+](y)CG[0]NΛ(V )[0] (y)CU[+](y).
First, since WΛ(V )[0] = 〈wβ3 , wβ1 , wβ2 , wβ2+β4wβ4+β5 , wβ5+β6wβ6+β7〉 and β2 ∈
Φ0, we have G[0]NΛ(V )[0] = G[0]〈nβ3 , nβ1 , n∗, n∗∗〉 = G1(A ∩ N)〈n∗, n∗∗〉. Any
element of this last group may be written as n′g∗c where c ∈ A, g∗ ∈ G1 and n′ ∈
{1, n∗, n∗∗, n∗n∗∗, n∗∗n∗, n∗n∗∗n∗}; as c.y = y it suffices to consider n′g∗.y. The
above shows that applying any root element in G1 has no effect on the determinants
∆i, so the same is true of g
∗. We find that n∗ interchanges eγ3 and eγ5 , and also
eγ4 and eγ6 , while fixing the other eγi ; likewise n
∗∗ interchanges eγ2 and eγ3 , and
also eγ6 and eγ7 , while fixing the other eγi . Thus if we set
A =


1
1
1
1

 ,
and write π∗ = (1 2) and π∗∗ = (2 3), then for each i we have Ji(n∗.v(1), n∗.v(2)) =
Jπ∗(i)(v
(1), v(2))A and Ji(n
∗∗.v(1), n∗∗.v(2)) = Jπ∗∗(i)(v(1), v(2))A; so applying n′
permutes the determinants ∆i. Thus G[0]NΛ(V )[0] .y ⊂ Yˆ1. If we now further require
the element n′g∗c to stabilize y, it must preserve the triple ratio ∆1 : ∆2 : ∆3 of
determinants; the last condition in the definition of Yˆ1 implies that we must have
n′ = 1, and so g∗.y = y. Since V[0] is the G1-module with high weight ω1⊗ω1⊗ω1,
using Proposition 3.1.7 we see that there is a dense open subset Yˆ2 of Y each point
of which has G1-stabilizer a conjugate of C
′. Set Yˆ = Yˆ1 ∩ Yˆ2; then if y ∈ Yˆ we see
that CG[0]NΛ(V )[0] (y) =
xC′(A ∩N) for some x ∈ G1.
Next, let Ξ = Φ+\(Φ0∪ΦA), and set U ′ =
∏
α∈ΞXα; then U[+] = U
′.(A∩U[+])
and U ′ ∩ (A ∩ U[+]) = {1}. We now observe that if α ∈ Ξ then νi + α is a weight
in V for exactly two values of i; moreover each weight in V of positive generalized
height is of the form νi + α for exactly four such roots α. Indeed Ξ is the union
of 12 W (G1)-orbits of size 4; each such orbit is orthogonal to precisely one of α2,
α5 and α7, and all 4 roots α in the orbit give the same two weights νi + α. If we
now take a product of root elements corresponding to the four roots in the orbit,
and require it to stabilize y, equating coefficients of the corresponding two weight
vectors in both basis vectors of y gives 4 linear equations which may be expressed
in matrix form using one of the matrices Ji(v
(1), v(2)) above. For example, one such
orbit is {α6, α5+α6, α6+α7, α5+α6+α7}, which is orthogonal to α2; here the two
weights νi + α are those corresponding to the roots δ1 =
1233321
1 and δ2 =
1233321
2 .
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If we set u = xα6(t1)xα5+α6(t2)xα6+α7(t3)xα5+α6+α7(t4), then we find that
u.
∑
aieγi =
∑
aieγi +(a4t1−a2t2+a3t3−a1t4)eδ1 +(a8t1−a6t2+a7t3−a5t4)eδ2 .
Equating to zero the coefficients of eδ1 and eδ2 in each u.v
(i) now gives the equation
J1(v
(1), v(2))t = 0, where t = (−t4 −t2 t3 t1)T ; since the matrix concerned has
non-zero determinant we see that ti = 0 for i = 1, 2, 3, 4. Thus if we take u =∏
xα(tα) ∈ U ′ satisfying u.y = y, and equate coefficients of weight vectors, taking
them in an order compatible with increasing generalized height, we see that for all
α we must have tα = 0, so that u = 1; so CU[+](y) = A ∩ U[+]. Since the previous
paragraph shows that y′ = g′.y ∈ Yˆ1, likewise we have CU[+](y′) = A ∩ U[+].
As G[0]NΛ(V )[0] ⊆ TranG(y, Y ) and CU[+](y), CU[+](y′) ≤ A we do indeed have
TranG(y, Y ) = AG1〈n∗, n∗∗〉 ∼= D4A13.S3; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 133− 37 = 96
while
codimY = dimG2(V )− dim Y = 108− 12 = 96.
Therefore y is Y -exact. Now suppose further y ∈ Yˆ . As CG[0]NΛ(V )[0] (y), CU[+](y) ≤
xC′A for some x ∈ G1 we have CG(y) = xC′A = xC. Thus the conditions of
Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼=
D4.Z2/(2,p).Z2, where the D4 is of simply connected type.
Next as in the proof of [5, Proposition 3.2.7] we may replace G by the D6 sub-
group 〈Xα : α =
∑
miβi, m1 = m8 = 0〉 of E7, and V by 〈eα : α =
∑
miβi, m1 =
m8 = 1〉, leaving Y and its subsets unchanged. We replace A by the intersection
of that above with G, which is the A1
3 subgroup with simple roots β3, ρ4 and ρ6;
since Z(A) = 〈z1, z2, z3〉 where z1 = hβ3(−1), z2 = hβ2(−1)hβ3(−1)hβ5(−1) and
z3 = hβ2(−1)hβ3(−1)hβ7(−1), we see that A is of simply connected type. We again
let C = C′A; then Z(C) = 〈hβ2(−1), hβ3(−1), hβ5(−1), hβ7(−1)〉 = Z(G)Z(A),
where Z(G) = 〈hβ2(−1)hβ3(−1), hβ3(−1)hβ5(−1)hβ7(−1)〉. As G1〈n∗, n∗∗〉 < G,
for all y ∈ Yˆ1 we have TranG(y, Y ) = AG1〈n∗, n∗∗〉 ∼= A13A13.S3; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 66− 18 = 48
while
codimY = dim G2(V )− dimY = 60− 12 = 48.
Therefore y is Y -exact. Also if y ∈ Yˆ then CG(y) = xC′A = xC for some x ∈ G1.
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= A13.Z2/(2,p).Z2, where the A13 is a central product.
Now we replaceG by the A5 subgroup 〈Xα : α =
∑
miβi, m1 = m3 = m8 = 0〉,
and V by 〈eα : α =
∑
miβi, m1 = m8 = 1, m3 = 2〉, again leaving Y and
its subsets unchanged. We replace A by the intersection of that above with G,
which is the T2 subgroup {hβ2(κ1)hβ4(κ12)hβ5(κ1κ2)hβ6(κ22)hβ7(κ2) : κ1, κ2 ∈
K∗}. We let C = C′A. As G1〈n∗, n∗∗〉 < G, for all y ∈ Yˆ1 we have TranG(y, Y ) =
AG1〈n∗, n∗∗〉 ∼= T2A13.S3; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 35− 11 = 24
while
codimY = dim G2(V )− dimY = 36− 12 = 24.
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Therefore y is Y -exact. Also if y ∈ Yˆ then CG(y) = xC′A = xC for some x ∈ G1.
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= T2.Z2/(2,p).Z2.
Finally for p ≥ 3 we replace G by the C3 subgroup with simple root groups
{xβ2+β4(t)x−(β4+β5)(t) : t ∈ K}, {xβ5+β6(t)x−(β6+β7)(t) : t ∈ K} and Xβ7 , and
V by its submodule which has highest weight ω3, again leaving Y and its subsets
unchanged. We replace A by the intersection of that above with G, which is the Z2
2
subgroup 〈hβ2(−1)hβ5(−1), hβ5(−1)hβ7(−1)〉. We let C = C′A = Z(G)A〈h†, n†〉.
As G1〈n∗, n∗∗〉 < G, for all y ∈ Yˆ1 we have TranG(y, Y ) = AG1〈n∗, n∗∗〉 ∼=
Z2
2A1
3.S3; so
codimTranG(y, Y ) = dimG− dimTranG(y, Y ) = 21− 9 = 12
while
codimY = dim G2(V )− dimY = 24− 12 = 12.
Therefore y is Y -exact. Also if y ∈ Yˆ then CG(y) = xC′A = xC for some x ∈ G1.
Thus the conditions of Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic
stabilizer C/Z(G) ∼= Z24.
Proposition 3.2.21. Let G = B5 and λ = ω5, and take k = 2. Then the
quadruple (G, λ, p, k) has generic stabilizer Z2/(2,p).Z2.
Proof. We use the set-up of (the relevant part of) Proposition 3.2.20: again we
take H to be the (simply connected) group defined over K of type E8, with simple
roots β1, . . . , β8; we take the D6 subgroup 〈Xα : α =
∑
miβi, m1 = m8 = 0〉 < H ;
then we may take V = 〈eα : α =
∑
miβi, m1 = m8 = 1〉 < L(H); we have
Z(D6) = 〈z1, z2〉 where z1 = hβ2(−1)hβ3(−1), z2 = hβ3(−1)hβ5(−1)hβ7(−1). We
write
γ1 =
1232211
1 , γ2 =
1232221
1 , γ3 =
1233211
1 , γ4 =
1233221
1 ,
γ5 =
1232211
2 , γ6 =
1232221
2 , γ7 =
1233211
2 , γ8 =
1233221
2 ;
here in addition we write
δ1 =
1121111
1 , δ2 =
1122111
1 , δ3 =
1122211
1 , δ4 =
1122221
1 ,
δ5 =
1243211
2 , δ6 =
1243221
2 , δ7 =
1243321
2 , δ8 =
1244321
2 .
Let A be the A1
3 subgroup with simple roots β3, ρ4 =
0121000
1 and ρ6 =
0122210
1 , and
G1 be the A1
3 subgroup with simple roots β2, β5 and β7; then z2 ∈ A. Write h† =
hβ2(η4)hβ5(η4)hβ7(η4) and n
† = nβ2nβ5nβ7 , and h0 = hβ3(η4)hρ4(η4)hρ6(η4)h
† ∈
Ah† and n0 = nβ3
−1nρ4
−1nρ6
−1n† ∈ An†; then h02 = n02 = [h0, n0] = z1. Set
n∗ = nβ2+β4nβ4+β5 and n
∗∗ = nβ5+β6nβ6+β7 .
We saw in the proof of Proposition 3.2.20 that if we let Y0 = G2(〈eγ1 , . . . , eγ8〉)
then there is a dense open subset Yˆ0 of Y0 such that if y ∈ Yˆ0 then TranD6(y, Y0) =
AG1〈n∗, n∗∗〉 and CD6(y) is a G1-conjugate of Z(D6)A〈h†, n†〉 = A〈h†, n†〉. Given
c = (c1, c2, c3) ∈ K3, define
yc = 〈eγ1 + c1eγ4 + c2eγ6 + c3eγ7 , eγ8 + c1eγ5 + c2eγ3 + c3eγ2〉 ∈ Y0;
write Y0
′ = {yc : c ∈ K3} and Yˆ0′ = Y0′∩ Yˆ0. From the proofs of Propositions 3.1.7
and 3.2.20 we see that Yˆ0
′ 6= ∅, and if yc ∈ Yˆ0′ then CG1(yc) = Z(G1)〈h†, n†〉,
so that CD6(yc) = AZ(G1)〈h†, n†〉 = A〈h0, n0〉; moreover TranG1(yc, Y0′) is finite,
so that TranD6(yc, Y0
′) is a finite union of left cosets of A, each of which lies in
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AG1〈n∗, n∗∗〉. Note that as A ⊳ AG1〈n∗, n∗∗〉 = TranD6(yc, Y0), each left coset of
A in TranD6(yc, Y0
′) is also a right coset.
Given a = (a1, a2, a3, a4, a5, a6) ∈ K6, write |a| =
∑6
i=1 ai
2. For a ∈ K6 with
|a| = 1 and a6 6= 0, and c ∈ K3 as above, set
ya,c = 〈eγ1 + c1eγ4 + a6c2eγ6 + a6c3eγ7 − a5eγ5 − a5c1eγ8 − a2eδ1 − a1c1eδ2
+ a4eδ3 + a3c1eδ4 + a3eδ5 − a4c1eδ6 − a1eδ7 + a2c1eδ8 ,
a6eγ8 + a6c1eγ5 + c2eγ3 + c3eγ2 − a5c2eγ7 − a5c3eγ6 − a1c3eδ1 − a2c2eδ2
+ a3c2eδ3 + a4c3eδ4 − a4c2eδ5 + a3c3eδ6 + a2c3eδ7 − a1c2eδ8〉.
An easy check shows that, if a′ ∈ K6 with |a′| = 1 and a6′ 6= 0, and c′ ∈ K3, then
ya′,c′ = ya,c if and only if either a
′ = a, c′ = c or ai′ = ai for i ≤ 5, a6′ = −a6,
c1
′ = c1, c2′ = −c2, c3′ = −c3. Thus if we set
Y = {ya,c : a ∈ K6, c ∈ K3, |a| = 1, a6 6= 0}
then dimY = 8. Choose ζ ∈ K∗ with ζ2 = a6−1, and define
ga = hβ2(ζ)h−β3(ζ)xβ2 (a5)x−β3(−a5)xβ2+β4(−a4)x−(β3+β4)(a4)
× xβ2+β4+β5(a3)x−(β3+β4+β5)(−a3)xβ2+β4+β5+β6(−a2)
× x−(β3+β4+β5+β6)(a2)xβ2+β4+β5+β6+β7(a1)x−(β3+β4+β5+β6+β7)(−a1)
(note that the two choices for ζ give elements differing by z1, which fixes all points
in G2(V )); then calculation shows that
ga.ya,c = yc.
At this point we find it convenient to switch notation. Instead of taking the
root system of D6 to be a subsystem of that of E8, we shall use the standard
notation given in Section 1.2; thus we replace β7, β6, β5, β4, β2 and β3 by ε1 − ε2,
ε2 − ε3, ε3 − ε4, ε4 − ε5, ε5 − ε6 and ε5 + ε6 respectively, and we recall the natural
module Vnat for D6. However, just as in the proof of Proposition 3.2.14 there is
an unfortunate consequence to this change: in Section 1.2 we defined the action
of root elements on Vnat, which implicitly determined the structure constants, and
these are not the same as those given in the appendix of [9], which we have been
using until now. For this reason we shall avoid all mention of root elements from
now on, but rather identify elements of D6 by their action on Vnat (the kernel
of this action is 〈z1〉, so this is harmless). Thus with respect to the ordered basis
v1, v2, v3, v4, v5, v6, v−6, v−5, v−4, v−3, v−2, v−1 of Vnat, the element ga defined above
acts as

1 a1
1 a2
1 a3
1 a4
1 a5
a6
−a1a6 −a2a6 −a3a6 −a4a6 −a5a6 a6 − 1a6 1a6 −a5a6 −a4a6 −a3a6 −a2a6 −a1a6
a5 1
a4 1
a3 1
a2 1
a1 1


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For i = 1, 2, 3 write V2i−1,2i = 〈v2i−1, v−(2i−1), v2i, v−2i〉; then we have Vnat =
V1,2 ⊕ V3,4 ⊕ V5,6. We see that AG1〈n∗, n∗∗〉 = D23.S3, where the three D2 factors
have roots ±ε2i−1± ε2i for i = 1, 2, 3 and thus act on V2i−1,2i, and the S3 permutes
these three summands.
Now write
v♦ = v6 + v−6,
and letG = CD6(v
♦) = B5; then Z(G) = 〈z1〉. Since the elements h0 and n0 defined
above have the property that for each i ∈ {1, . . . , 6} we have h0.vi = (−1)ivi and
h0.v−i = (−1)iv−i, and n0.vi = v−i and n0.v−i = vi, we see that h0, n0 ∈ G. For
a ∈ K6 with |a| = 1, define
va = ga.v
♦ =
∑6
i=1ai(vi + v−i);
then va is a vector of norm 1 fixed by n0 (and v
♦ = va where a = (0, 0, 0, 0, 0, 1)).
Write
V∗ = {va : |a| = 1}.
Define
SA = {a ∈ K6 : |a| = 1, a2i−12 + a2i2 6= 0, 1 for i = 1, 2, 3},
SA
′ = {a ∈ SA : a6 6= 0},
SC = {c ∈ K3 : yc ∈ Yˆ0′, c1c2c3 6= 0},
and set
Yˆ = {ya,c ∈ Y : a ∈ SA′, c ∈ SC}, Vˆ∗ = {va ∈ V∗ : a ∈ SA′};
then Yˆ and Vˆ∗ are open dense subsets of Y and V∗ respectively.
Take ya,c ∈ Yˆ and suppose g ∈ TranG(ya,c, Y ); write g.ya,c = ya′′,c′′ and set
g′ = ga′′gga−1 ∈ D6. Then g′.yc = ga′′gga−1.yc = ga′′g.ya,c = ga′′ .ya′′,c′′ = yc′′ ,
and g′.va = ga′′gga−1.va = ga′′g.v♦ = ga′′ .v♦ = va′′ since g ∈ G; so any element
of TranG(ya,c, Y ) is of the form ga′′
−1g′ga, where g′ ∈ TranD6(yc, Y0′) and g′.va =
va′′ ∈ V∗. By the above TranD6(yc, Y0′) =
⋃n
j=1 Axj for some finite set {x1, . . . , xn}
of elements of D2
3.S3. Take j ∈ {1, . . . , n} and write xj .yc = yc′ ∈ Y0′. Since
a ∈ SA, the projection of va on each of V1,2, V3,4 and V5,6 is a non-singular vector,
so as xj ∈ D23.S3 the same is true of xj .va. Since for i = 1, 2, 3 the A1 subgroup
with roots ±(ε2i−1+ ε2i) acts simply transitively on the set of non-singular vectors
of a given norm lying in V2i−1,2i, we see that the coset Axj = xjA has intersection
with TranD6(va, V∗) of dimension 3. For each element g
′ lying in this intersection,
we have g′ga.ya,c = yc′ and g′ga.v♦ = va′ for some a′ ∈ SA; for those with a′ ∈ SA′
we have ga′
−1g′ga ∈ G with ga′−1g′ga.ya,c = ya′,c′ . Since distinct elements g′ give
distinct vectors va′ and thus distinct subspaces ya′,c′ (note that the definition of the
set SC implies that no component of c
′ can be zero, so we cannot have c2′ = −c2′,
c3
′ = −c3′), we see that the elements of TranG(ya,c, Y ) arising from the coset Axj
form a 3-dimensional variety. Since this is true for each j ∈ {1, . . . , n}, we have
dimTranG(ya,c, Y ) = 3. Thus
codimTranG(ya,c, Y ) = dimG− dimTranG(ya,c, Y ) = 55− 3 = 52
while
codimY = dimG2(V )− dimY = 60− 8 = 52.
Therefore ya,c is Y -exact.
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Now suppose g ∈ CG(ya,c); as above if we set g′ = gag ∈ D6 then g′ fixes both yc
and va. The first of these conditions implies g
′ ∈ A〈h0, n0〉, in which n0 fixes va; the
simple transitivity of A on triples of non-singular vectors of given norms in V1,2, V3,4
and V5,6 gives CA(va) = {1}, while if p 6= 2 the coset Ah0 contains a unique element
fixing va. Indeed, in this case a straightforward calculation shows that if for i =
1, 2, 3 we write the basis elements of V2i−1,2i in the order v2i−1, v−2i, v2i, v−(2i−1),
and take κi ∈ K∗ with κi2 = a2i−12 + a2i2, then the element xa of A acting on
V2i−1,2i as
1
κi


a2i −a2i−1
a2i−1 a2i
a2i a2i−1
−a2i−1 a2i


commutes with n0, and the element h0
xa of Ah0 fixes va. Thus CG(ya,c) =
〈h0, n0〉xaga (and this also holds if p = 2 since then h0 = 1). Observe that xaga.v♦ =
xa.va = va′ where a
′ = (0, κ1, 0, κ2, 0, κ3); as a ∈ SA we have κ12 + κ22 6= 0. Now
the D3 with roots ±ε2±ε4,±ε4±ε6,±ε2±ε6 commutes with h0. Take κ ∈ K∗ with
κ2 = κ1
2+κ2
2, and let xa
′ and xa′′ be the elements of 〈X±(ε2−ε4)〉 and 〈X±(ε4−ε6)〉
which act on 〈v2, v4, v−4, v−2〉 and 〈v4, v6, v−6, v−4〉 respectively as
1
κ


κ2 −κ1
κ1 κ2
κ2 κ1
−κ1 κ2

 and


κ3 −κ
κ κ3
κ3 κ
−κ κ3

 ;
then xa
′ and xa′′ both commute with both h0 and n0, and xa′.va′ = va′′ where
a′′ = (0, 0, 0, κ, 0, κ3), while xa′′.va′′ = v♦. Therefore CG(ya,c) = 〈h0, n0〉x where
x = xa
′′xa′xaga, and as x.v♦ = xa′′xa′xaga.v♦ = xa′′xa′xa.va = xa′′xa′.va′ =
xa
′′.va′′ = v♦ we have x ∈ G. Thus if we let C = 〈h0, n0〉 then the conditions of
Lemma 1.3.1 hold; so the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼=
Z2/(2,p).Z2.
Proposition 3.2.22. Let G = C5 and λ = ω5 with p = 2, and take k = 2.
Then the quadruple (G, λ, p, k) has generic stabilizer Z2.
Proof. This is an immediate consequence of Proposition 3.2.21, using the excep-
tional isogeny Bℓ → Cℓ which exists in characteristic 2.
Proposition 3.2.23. Let G = G2 and λ = ω1 with p ≥ 3 or p = 2, and
take k = 2. Then the quadruple (G, λ, p, k) has generic stabilizer A1T1.Z2 or A1A˜1
respectively.
Proof. We begin with the case where p ≥ 3; here dim V = 7 and Λ(V ) = Φs∪{0}.
As in the proof of [5, Proposition 3.2.14], we take an ordered basis of V consisting
of weight vectors vµ for the weights µ = 2α1+α2, α1+α2, α1, 0, −α1, −(α1+α2),
−(2α1 + α2) respectively, such that with respect to them the simple root elements
xα1(t) and xα2 (t) of G act by the matrices

1 −t
1
1 t t2
1 2t
1
1 −t
1


and


1
1 t
1
1
1 −t
1
1


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respectively, and the corresponding negative root elements x−α1(t) and x−α2(t) act
by the matrices

1
−t 1
1
2t 1
t2 t 1
1
−t 1


and


1
1
t 1
1
1
−t 1
1


respectively.
We take the generalized height function on the weight lattice of G whose value
at α1 is 0, and at α2 is 1; then the generalized height of λ = 2α1 + α2 is 1, and as
Φ generates the weight lattice we see that the generalized height of any weight is
an integer. We have Λ(V )[0] = {±α1, 0}; evidently both {±α1} and {±α1, 0} have
ZLCE. Take Y = G2(V[0]) and write
y0 = 〈vα1 , v−α1〉 ∈ Y.
Clearly the setwise stabilizer in W of Λ(V )[0] is 〈wα1 , w3α1+2α2〉. Note that this
stabilizes Φ[0] = 〈α1〉.
Let A be the A1 subgroup having simple root 3α1+2α2; then we have Z(A) =
〈h3α1+2α2(−1)〉. Write T1 = {hα1(κ) : κ ∈ K∗} and set C = AT1〈nα1〉. Clearly we
have C ≤ CG(y0); we shall show that in fact CG(y0) = C.
We have U[0] = Xα1 . Given u ∈ U[0], the weights α1 and −α1 occur in u.vα1 and
u.v−α1 respectively, so the set of weights occurring in u.y0 contains ±α1, and hence
has ZLCE. By Lemma 1.3.3, we have CG(y0) = CU[+](y0)CG[0]NΛ(V )[0] (y0)CU[+](y0).
First, since WΛ(V )[0] = 〈wα1 , w3α1+2α2〉 and α1 ∈ Φ[0], we have G[0]NΛ(V )[0] =
G[0]〈n3α1+2α2〉. Any element of this last group may be written as g∗c where c ∈
〈X±(3α1+2α2)〉 ∩ N < C and g∗ ∈ 〈X±α1〉. Suppose then that g∗ ∈ CG(y0). If
g∗ = xα1(t)hα1(κ) for some t ∈ K and κ ∈ K∗, then we must have t = 0 as otherwise
g∗.v−α1 has a term v0; thus g
∗ ∈ T1. If instead g∗ = xα1(t)hα1(κ)nα1xα1(t′) for
some t, t′ ∈ K and κ ∈ K∗, then we must have t = 0 as otherwise g∗.vα1 has a term
v0, and then we must have t
′ = 0 as otherwise g∗.v−α1 has a term v0; thus g
∗ ∈
T1nα1 . Therefore we have g
∗ ∈ T1〈nα1〉 < C; so CG[0]NΛ(V )[0] (y0) = C∩G[0]NΛ(V )[0] .
Next, let Ξ = Φ+ \ {α1, 3α1 + 2α2}, and set U ′ =
∏
α∈ΞXα; then U[+] =
U ′.(C ∩ U[+]) and U ′ ∩ (C ∩ U[+]) = {1}. Now take u =
∏
α∈Ξ xα(tα) ∈ U ′
satisfying u.y0 = y0. The requirement that in u.vα1 the coefficients of v2α1+α2 and
vα1+α2 should be zero shows that tα = 0 for α = α1 + α2 and α2 respectively;
considering likewise u.v−α1 we see that the same is true for α = 3α1 + α2 and
2α1 + α2 respectively. Hence u = 1, so CU[+](y0) = C ∩ U[+].
Therefore CG(y0) = (C ∩U[+])(C ∩G[0]NΛ(V )[0])(C ∩U[+]) ≤ C, so that we do
indeed have CG(y0) = C.
Since dim(G.y0) = dimG − dimCG(y0) = 14 − 4 = 10 = dimG2(V ), the
orbit G.y0 is dense in G2(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= A1T1.Z2, where the A1 is of simply connected type.
Now take the case where p = 2; here Λ(V ) = Φs. Again write
y0 = 〈vα1 , v−α1〉.
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Let C be the A1A˜1 subgroup having simple roots 3α1+2α2 and α1; clearly we have
C ≤ CG(y0), and as C is a maximal subgroup we must have CG(y0) = C. Since
dim(G.y0) = dimG−dimCG(y0) = 14−6 = 8 = dimG2(V ), the orbit G.y0 is dense
in G2(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer CG(y0)/Z(G) ∼=
A1A˜1.
Proposition 3.2.24. Let G = G2 and λ = ω1 with p ≥ 3 or p = 2, and
take k = 3. Then the quadruple (G, λ, p, k) has generic stabilizer A1 or A1U2
respectively.
Proof. We shall assume throughout that the basis of weight vectors vµ of V
is chosen such that the elements of G act by the matrices given in the proof of
Proposition 3.2.23 (where if p = 2 the fourth row and column are deleted).
Again we begin with the case where p ≥ 3; here Λ(V ) = Φs ∪ {0}. We take the
same generalized height function on the weight lattice of G as in Proposition 3.2.23,
so that Λ(V ) = Λ(V )[−1] ∪ Λ(V )[0] ∪ Λ(V )[1] where
Λ(V )[−1] = {−(2α1 + α2),−(α1 + α2)},
Λ(V )[0] = {−α1, 0, α1},
Λ(V )[1] = {α1 + α2, 2α1 + α2}.
Here we set
Y =
{〈v−(α1+α2), a1v−α1 + a2v0 + a3vα1 , vα1+α2〉 : (a1, a2, a3) ∈ K3 \ {(0, 0, 0)}} ,
so that dim Y = 2; we let
Yˆ =
{
〈v−(α1+α2), a1v−α1 + a2v0 + a3vα1 , vα1+α2〉 : a1a2a3 6= 0, a1a3a22 6= 14
}
,
and then Yˆ is a dense open subset of Y .
Take y = 〈v(1), v(2), v(3)〉 ∈ Yˆ , where
v(1) = v−(α1+α2), v
(2) = a1v−α1 + a2v0 + a3vα1 , v
(3) = vα1+α2 ;
note that the condition a1a3a22 6= 14 implies that Xα1 .v(2) does not contain any vector
in 〈v−α1〉. Take g ∈ TranG(y, Y ), and write y′ = g.y and g = u1nu2 with u1 ∈ U ,
n ∈ N and u2 ∈ Uw where w = nT ∈ W ; write u2 =
∏
xα(tα) where the product
takes the relevant roots α in order of increasing height. We have u1
−1.y′ = n.(u2.y);
the weights −(α1 + α2), −α1 and α1 + α2 occur in u2.v(1), u2.v(2) and u2.v(3)
respectively, so w cannot send any of these three weights to −(2α1 + α2) as this
does not occur in u1
−1.y′, whence w ∈ 〈wα2 〉{1, w3α1+α2 , w2α1+α2}. Thus n = hn∗
where h ∈ T and
n∗ ∈ {1, nα2 , nα1nα2nα1 , nα2nα1nα2nα1 , nα1nα2nα1nα2nα1 , nα2nα1nα2nα1nα2nα1} .
Note that, in addition to each of the vectors n∗u2.v(1), n∗u2.v(2) and n∗u2.v(3)
having no v−(2α1+α2) term, some non-zero linear combination of the three vectors
must equal h−1u1−1.vα1+α2 and therefore lie in V[+], so that the projections on V[0]
of the three vectors must be linearly dependent.
If n∗ = nα2 then the projections on V[0] of the vectors n
∗u2.v(i) are −v−α1 ,
a2v0−a3tα2vα1 and −vα1 , which are linearly independent. If n∗ = nα1nα2nα1 then
n∗u2.v(1) has zero projection on both V[0] and V[+]; the coefficient of v−(2α1+α2) in
n∗u2.v(2) is a1tα1
2+a2tα1+a3, so this expression must be zero, whence tα1 , 2a1tα1+
a2 6= 0; now the projections on V[0] of n∗u2.v(2) and n∗u2.v(3) are (a1tα1t2α1+α2 +
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a1t3α1+α2 − a2t2α1+α2)v−α1 + (2a1tα1 + a2)v0 and −tα1v−α1 , which are linearly
independent. If n∗ = nα2nα1nα2nα1 then the coefficient of v−(2α1+α2) in n
∗u2.v(2)
is again a1tα1
2 + a2tα1 + a3, so once more 2a1tα1 + a2 6= 0; now the projections
on V[0] of the vectors n
∗u2.v(i) are v−α1 , (2a1tα1 + a2)v0 + a1t2α1+α2vα1 and vα1 ,
which are linearly independent. If n∗ = nα1nα2nα1nα2nα1 then the coefficient
of v−(2α1+α2) in n
∗u2.v(3) is tα1 , which thus must be zero; now the projections
on V[0] of the vectors n
∗u2.v(i) are tα1+α2
2v−α1 − 2tα1+α2v0 + vα1 , (a1t2α1+α2 +
a2tα1+α2)v−α1 − a2v0 and v−α1 , which are linearly independent. Thus we must
have n∗ ∈ {1, nα2nα1nα2nα1nα2nα1}.
First suppose n∗ = 1; then u2 = 1 and so g = u1h = hu1′ where u1′ = u1h.
From the coefficient of v2α1+α2 in u1
′.v(3) we see that the projection of u1′ on the
root group Xα1 must be trivial; hence u1
′.v(2) − v(2) ∈ V[+], and it follows that we
must have u1
′ ∈ CU (y). Equating to zero the coefficient of v2α1+α2 in u1′.v(1) and
u1
′.v(2), and requiring the projection of u1′.v(1) on V[0] to be a scalar multiple of
v(2), shows that u1
′ = x(a1,a2,a3)(t) for some t ∈ K, where we write
x(a1,a2,a3)(t) = xα2(a3t)xα1+α2(−a22 t)x2α1+α2(a1t)x3α1+α2(a1a22a3 t)x3α1+2α2(a1a22 t2).
Now suppose n∗ = nα2nα1nα2nα1nα2nα1 . Since n
∗.v2α1+α2 = −v−(2α1+α2),
the coefficient of v2α1+α2 in each vector u2.v
(i) must be zero; again taking i = 3
shows that tα1 = 0, and now it follows that we must have u2.v
(1) = v(1)+ v+av(3),
u2.v
(2) = v(2)+ bv(3) and u2.v
(3) = v(3) for some v ∈ V[0] and some a, b ∈ K. As n∗
interchanges v(1) and v(3) and preserves V[0], we have n
∗u2.v(1) = av(1)+n∗.v+v(3),
n∗u2.v(2) = bv(1) + n∗.v(2) and n∗u2.v(3) = v(1); since some linear combination of
these must be in V[+], we must have n
∗.v ∈ 〈n∗.v(2)〉, and so v ∈ 〈v(2)〉. Therefore
u2 ∈ CU (y); as n∗.y ∈ Yˆ , the previous paragraph shows that we must have u1′ ∈
CU (n
∗.y), so y′ = n∗.y and u1′ ∈ CU (y′), u2 ∈ CU (y).
Write n0 = hα2(−a1a3 )nα2nα1nα2nα1nα2nα1 ; then n0.v(2) = −v(2), and so n0 ∈
CN (y). Therefore we have
TranG(y, Y ) = T {x(a1,a2,a3)(t) : t ∈ K}({1} ∪ {n0x(a1,a2,a3)(t′) : t′ ∈ K}).
Thus G.y ∩ Y = T.y; we see that CT (y) = {h3α1+2α2(κ) : κ ∈ K∗}, and
T.y =
{
〈v−(α1+α2), b1v−α1 + b2v0 + b3vα1 , vα1+α2〉 ∈ Yˆ : b1b3b22 =
a1a3
a22
}
.
Moreover we have CG(y) = CU (y)CN (y)CU (y) = 〈x(a1,a2,a3)(t), n0 : t ∈ K〉. Since
dimCG(y) = 3, we have dim(G.y) = dimG − dimCG(y) = 14 − 3 = 11, while
dim(G.y ∩ Y ) = 1; therefore
dimG3(V )− dim(G.y) = 12− 11 = 1 and dimY − dim(G.y ∩ Y ) = 2− 1 = 1.
Therefore y is Y -exact.
To prove the conjugacy of stabilizers requires a little more work. Write
C = 〈xα2 (t)x2α1+α2(t), x−α2 (t)x−(2α1+α2)(t) : t ∈ K〉;
then Z(C) = 〈hα2(−1)h2α1+α2(−1)〉 = {1}. Set c = 4a1a3a22 , so that c 6= 0, 1, and
let ζ be a root of the cubic x(x + 3)2 = c(3x + 1)2, so that ζ 6= 0, 1,−3,− 13 . Let
a1
∗ = (ζ−1)(3ζ+1)ζ(ζ+3) .
a1
a2
and a2
∗ = ζ4a1∗ ; then with x = x−α1(
2a1
∗
4a1∗a2∗−1 )xα1(
1
2a1∗
) we
have
x−1.y = 〈v−(2α1+α2)+2a2∗v−(α1+α2), a1∗v−α1+v0+a2∗vα1 , 2a1∗vα1+α2+v2α1+α2〉,
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and
x(a1,a2,a3)(t)
x = xα2(a1
∗t∗)x2α1+α2(a2
∗t∗) where t∗ = (ζ−1)
2
ζ(3ζ+1) t,
(h3α1+2α2(
ζ−1
4a1∗2
)n0)
x = h3α1+α2(
a2
∗
a1∗
)hα2(−1)nα2nα1nα2nα1nα2nα1 ,
so that
CG(x
−1.y) = 〈xα2 (a1∗t∗)x2α1+α2(a2∗t∗), x−α2(a2∗t∗)x−(2α1+α2)(a1∗t∗) : t∗ ∈ K〉.
Now if we take κ ∈ K∗ satisfying κ2 = a2∗a1∗ and set h = h3α1+α2(κ), then we have
CG(x
−1.y) = hC, so that CG(y) = xhC. Thus the conditions of Lemma 1.3.1 hold;
so the quadruple (G, λ, p, k) has generic stabilizer C/Z(G) ∼= A1, where the A1 is
of adjoint type.
Now take the case where p = 2; here Λ(V ) = Φs. Write y0 = 〈v(1), v(2), v(3)〉
where
v(1) = v−(α1+α2), v
(2) = v−α1 + vα1+α2 , v
(3) = v2α1+α2 .
Take g ∈ CG(y0), and write g = u1nu2 with u1 ∈ U , n ∈ N and u2 ∈ Uw where
w = nT ∈W ; write u2 =
∏
xα(tα) where the product takes the relevant roots α in
order of increasing height. We have u1
−1.y0 = n.(u2.y0); the weights −(α1 + α2),
−α1 and 2α1 + α2 occur in u2.v(1), u2.v(2) and u2.v(3) respectively, so w cannot
send any of these three weights to −(2α1 + α2) as this does not occur in u1−1.y0,
whence w ∈ 〈wα2 , w3α1+α2〉. Thus n = hn∗ where h ∈ T and
n∗ ∈ {1, nα2 , nα1nα2nα1 , nα2nα1nα2nα1 , nα1nα2nα1nα2 , nα2nα1nα2nα1nα2} .
Note that, in addition to each of the vectors n∗u2.v(1), n∗u2.v(2) and n∗u2.v(3)
having no v−(2α1+α2) term, some non-zero linear combination of the three vectors
must equal h−1u1−1.v2α1+α2 and therefore lie in 〈v2α1+α2〉.
If n∗ = nα1nα2nα1 or nα2nα1nα2nα1 then the coefficient of v−(2α1+α2) in
n∗u2.v(1) is t2α1+α2 , which thus must be zero; now n
∗u2.v(i) has non-zero projection
on 〈vα1 , vα1+α2 , v2α1+α2〉 only for i = 2, and the projection is vα1+α2 + v2α1+α2 or
vα1 + v2α1+α2 respectively, so no non-zero linear combination of the three vectors
lies in 〈v2α1+α2〉. If n∗ = nα1nα2nα1nα2 or nα2nα1nα2nα1nα2 then the coefficient
of v−(2α1+α2) in n
∗u2.v(2) is 1 + t2α1+α2 , which thus must be zero; now n
∗u2.v(i)
has non-zero projection on 〈vα1 , vα1+α2 , v2α1+α2〉 only for i = 1, and the projection
is vα1+α2+v2α1+α2 or vα1+v2α1+α2 respectively, so no non-zero linear combination
of the three vectors lies in 〈v2α1+α2〉. Thus we must have n∗ ∈ {1, nα2}.
First suppose n∗ = 1; then u2 = 1 and g = u1h, and we must have h ∈ CT (y0)
and u1 ∈ CU (y0). The requirement that h.v(2) ∈ 〈v(2)〉 shows that h ∈ {hα2(κ) :
κ ∈ K∗}, so this is CT (y0). From the coefficient of vα1 in u1.v(i) for i = 1, 2
we see that the projection of u1 on the root groups X2α1+α2 and Xα1 must be
trivial; for the coefficients of v−α1 and vα1+α2 in u1.v
(1) to be equal we require
u1 ∈ {xα2(t2)xα1+α2(t) : t ∈ K}X3α1+α2X3α1+2α2 , so this is CU (y0).
Now suppose n∗ = nα2 ; by the previous paragraph we may write g = uhg
′,
where u ∈ CU (y0), h ∈ T and g′ = xα1(t1)xα1+α2(t2)x2α1+α2(t3)nα2xα2(t) for
some t1, t2, t3, t ∈ K, and we must have hg′ ∈ CG(y0). The coefficients of vα1 in
g′.v(1) and g′.v(2) are t3t+ t12 and 1 + t3, so we must have t3 = 1 and t = t12; the
coefficients of v−α1 and vα1+α2 in g
′.v(2) are 0 and t22, so we must have t2 = 0;
thus g′ = xα1(t1)x2α1+α2(1)nα2xα2(t1
2) and we see that now g′ ∈ CG(y0), whence
also h ∈ CT (y0). Observe that g′ = x3α1+α2(t1)x2α1+α2(1)nα2xα2(t12)xα1+α2(t1).
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Thus if we write n† = x2α1+α2(1)nα2 , and x(t) = xα2(t
2)xα1+α2(t) for t ∈ K,
then we have
CG(y0) = X3α1+α2X3α1+2α2
{
x(t)hα2 (κ), x(t)hα2 (κ)n
†x(t′) : t, t′ ∈ K, κ ∈ K∗} .
Calculation now shows that if t ∈ K∗ we have x(t).x(1t )n
†
.x(t) = hα2(t
2)n†; so
{x(t)hα2(κ), x(t)hα2 (κ)n†x(t′) : t, t′ ∈ K, κ ∈ K∗} = 〈x(t), n† : t ∈ K〉 is an A1
subgroup.
Since dim(G.y0) = dimG − dimCG(y0) = 14 − 5 = 9 = dim G3(V ), the or-
bit G.y0 is dense in G3(V ). Thus the quadruple (G, λ, p, k) has generic stabilizer
CG(y0)/Z(G) ∼= A1U2, where the A1 is of adjoint type.
Proposition 3.2.25. Let G = G2 and λ = ω2 with p = 3, and take k = 2 or 3.
Then the quadruple (G, λ, p, k) has generic stabilizer A˜1T1.Z2 or A1 respectively.
Proof. This is an immediate consequence of Propositions 3.2.23 and 3.2.24 re-
spectively, using the graph automorphism of G2 which exists in characteristic 3.
This completes the justification of the entries in Tables 1, 2 and 3, and hence
the proof of Theorems 2 and 3.
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