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1. INTRODUCTION 
In a recent joint paper with A. Zaks [2] we generalized some elementary 
parts of the projective theory of linear homogeneous differential equations 
from the scalar to the matrix case. We considered equations of the form 
Y’“‘(x) + m 
0 
1 PI(X) Y’“--‘)(x)+ ; P2(x) Y’“-2’(x) 
0 
+ ... +P,(x) Y(x)=O, (1.1) 
m 2 2. Here the real n x n matrices PJx), k = 1, . . . . m, are continuous on an 
interval Z, and Y(X) is a real matrix solution of this equation. (Throughout 
the present paper capital letters denote real n x n matrices and IAl is the 
determinant of A = (au);.) Choosing a basis Y,(x), . . . . Y,(x), of matrix 
solutions, we obtained a curve Z(Y) in the (m - l)-dimensional left-projec- 
tive space over the real n x n matrices P, _ ,(M,(R)). A change of basis of 
(1.1) induces a projective map of Z( Y); the equation (1.1) defines thus a 
class of projectively equivalent curves in P, _ ,(44,(R)). 
Let now S(x) be a sufficiently smooth n x n matrix, invertible on Z, i.e., 
IS(x)1 ~0, XEZ, and, for any solution Y(x) of (l.l), define V(x) by 
Y(x) = S(x) V(x). (1.2) 
These matrices V(x) are solutions of another equation of order m and 
dimension n: 
V’“‘(x) + m 0 1 Q,(x) I”“- l’(x) + ; Q2(x) V’“-2’(x) 0 
+ . . . + em(x) V(x) = 0. (1.3) 
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Equations (1.1) and (1.3) have row-equivalent bases Y,, . . . . Y,,, and 
V 1 > ..., V,,,, and we now say briefly the equations are row-equivalent. Row- 
equivalent equations correspond to the same class of projectively equivalent 
curues in P, _ ,(M,( R)). 
These, and other, definitions and results of [Z], and also of [3], are 
generalizations of definitions and results of Wilczynski’s book “Projective 
Differential Geometry of Curves and Ruled Surfaces” [4]. Wilczynski also 
studies the semi-invariants of ordinary (i.e., scalar) differential equations 
y’“‘(x)+ 7 p*(x)“v’“-‘)(x1+ ; P2(X),v(m-2)(X) 0 0 
+ ‘.’ +p,(x) y(x)=O, (1.1’) 
and 
p)+ m 0 1 41(x)u ‘m-1)(X)+ 0 ; q*(x)u+*‘(x)+ ... +qJx)u(x)=O, 
(1.3’) 
where 
Y(X) = 0) v(x), s(x) # 0, x E I. (1.2’) 
A semi-inuariant is a function f (p, , . . pm, p’, , . . . . p;, . ..) of the coefficients of 
the differential equations and of their derivatives which is invariant in each 
class of equivalent equations. That means the equality 
f(P I , ..., pm, p; 3 a.., Ph, .*. )=f(4 1, ‘.., qm, q;, ..., SLY . ..I (1.4) 
holds for any pair of equivalent equations ( 1.1’) and ( 1.3’) and any x E I. 
(Invariants are obtained if one allows-in addition to (1.2’Falso transfor- 
mations of the independent variable.) In the present paper semi-invariants 
of matrix differential systems are considered. 
In Section 2 we bring (1.1) into its semi-canonical form, for which the 
coefficient of the (m - 1)th derivative vanishes identically. This semi- 
canonical form is unique up to a similarity transformation of all matrix 
coefficients generated by one, arbitrary, constant matrix. In Section 3 we 
define matrix semi-invariants and we obtain from the semi-canonical form 
a sequence {Pk, ,(x)}, k = 2, . . . . m, I= 0, 1, . . . . of matrix semi-invariants. 
Every matrix semi-invariant is similar to a polynomial in these matrices 
Pk, I and the similarity is generated by a constant matrix. In the last section 
we consider scalar semi-invariants of the matrix system (1.1). Every matrix 
semi-invariant P,. , generates n scalar semi-invariants. We conclude this 
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paper with the computation of the scalar semi-invariants in the simplest, 
but important, case m = n = 2 [4, p. 95-J. 
We tried to keep this paper self-contained; however, the reader should 
look at the relevant pages of [4]. Our notation is again similar to that of 
[4], but, as stated, capital letters are now n x n matrices and the order of 
the differential equation is thus m. 
Finally, we wish to draw attention to a paper of Hartman and Wintner 
[l] on second-order matrix differential systems (m = 2, n > 2). There they 
transform such systems into, what we call here, the semi-canonical form 
and compute the corresponding matrix semi-invariant P,, 0 [ 1, Lemma 21. 
2. THE SEMI-CANONICAL FORM 
Throughout this paper we assume that the real M x n matrix coeflicients 
Pdx), Q,(x), .,., k = 1, . . . . m, of all appearing differential equations have 
derivatives of every order in the given interval I. The same then holds for 
the solution matrices, which we always assume to be real. We shall also 
assume that the real transformation matrix S(x), (S(x)1 # 0, belongs to the 
same class M,( P(Z)). 
Y(x) = S(x) V(x) (1.2) 
implies 
Y=SV+S’V, 
Y=sv+2S'v+S"V, 
(2.1) 
y’“‘=sp’+ m 
0 
1 s’V’“-I’+ . . . +S’“‘V. 
Substituting (1.2) and (2.1) into the given equation (1.1) and comparing 
with (1.3) we obtain (cf. [4, p. 161) 
Q,=S'(S'+P,S), 
Q2=S-'(S"+2P,S'+P,S), 
(2.2) 
Q, = S-‘(S’“‘+ . 
A differential equation of the mth order is of semi-canonical form if the 
coefficient of the (m - 1)th derivative vanishes identically on I. Q,(X) = 0 
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on I if and only if the transforming matrix S(x) is a solution of the first 
order equation 
S’(x) = -P,(x) S(x). (2.3) 
Let S,(x) be a fundamental solution, i.e., IS,(x)l ~0, of (2.3). Then the 
general fundamental solution of (2.3) is of the form S,(x) C, where C is a 
constant invertible matrix. For a given fundamental solution S,(x) of (2.3) 
we set 
Y(x) = S,(x) F(x). (2.4) 
f(x) is then the solution of a semi-canonical matrix equation which we 
write as 
P’(x) + m 0 2 P,(x) P-*‘(x)+ ... +P,(x) F(x)=O. (2.5) 
Let us now use another fundamental solution s,(x) of (2.3) as a transform- 
ing matrix. We have s,(x) = S,(x) C’, ICI # 0, and we set 
Y(x) = S,(x) E(x) = S,(x) c-l f(x). (2.4’) 
f(x) satisfies the equation 
P)(x) +m 0 2 P,(x) P-(x)+ ... +P,(x) F(x)=O, (2.5’) 
where 
P,(x) = CB,(x) c-‘, k = 2, . . . . m. (2.6) 
We call (2.5) and (2.5’) semi-canonical forms of the given equation (1.1). 
We thus have proved the first part of the following theorem. 
THEOREM 2.1. The semi-canonical form of a given differential equation 
is unique up to a similarity, generated by a constant matrix applied 
simultaneously to all the coefficients P,(x), . . . . P,(x) of the semi-canonical 
form. Two equations are row-equivalent f and only tf their semi-canonical 
forms are identical except for a similarity, generated by a constant matrix 
applied simultaneously to all the coefficients. 
Proof (of the second part). Let (1.1) and (1.3) be the two equations and 
assume first that they are row-equivalent. There exists thus an invertible 
matrix function S(x) E M,( P(Z)) such that (1.2) holds. As before, let 
S,(x) be the fundamental solution of (2.3), which transforms (1.1) into its 
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semi-canonical form (2.5). Similarly, let Se(x) be a fundamental solution 
of 
s’(x) = -Q,(x) S(x). (2.7) 
Then p(x), defined by 
V(x) = s, F(x), (2.8) 
satisfies 
P)(x) + ; 
0 
Q,(x) P(m-2)(x) + .‘. + Q,(x) V(x) = 0. (2.9) 
Equations (1.2) and (2.8) imply that Eqs. (1.1) and (2.9) are row- 
equivalent. As Eq. (2.9) is semi-canonical it follows that Y(x)= 
S,(x) C-l p(x), ICI # 0. This and (2.4) imply Y(x) = C-’ f(x) and hence 
Q,(x) = d,(x) c-‘, k = 2, ..,, m. (2.10) 
Conversely, assume that (2.10) holds for the coefficients of the semi- 
canonical forms (2.5) and (2.9). Then, if Y(x) is a solution of (2.5), 
p(x) = C?(x) solves (2.9). Hence Y(x) = S,(x) Y(x) = S,(x) C-’ p(x) = 
S,(x) C-‘S;‘(x) V(x), and the given equations (1.1) and (1.3) are thus 
row-equivalent. 
3. MATRIX SEMI-INVARIANTS 
As before, we consider matrix differential systems (1.1) of order m and 
dimension n; m, n 2 2. S,(x) continues to be a particular fundamental 
solution of Eq. (2.3). We define matrix semi-invariants for these systems as 
follows. 
DEFINITION 3.1. A polynomial F(P,, . . . . P,, P’, , . . . . Ph, . ..) with scalar 
coefficients in the matrices PI(x), . . . . P,(x) and their derivatives is a matrix 
semi-invariant if SF’ FSp is invariant, up to a similarity given by a con- 
stant matrix C, in each class of row-equivalent equations. 
In other words, F is a matrix semi-invariant, if for each pair of row- 
equivalent equations (1.1) and (1.3) and for each given solution S,(x) of 
Eq. (2.3) there exists a solution So(x) of Eq. (2.7) such that 
S,‘(x) F(P,(x), . . . . P,(x), . ..I S,(x) = S$(x) F(Q,(x), . . . . Q,(x), . ..) So(x) 
(3.1) 
holds for each xel. 
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In the scalar case, n = 1, this definition becomes the one given in 
[4, Chap. II, Sect. 21, and Eq. (3.1) is then just Eq. (1.4). 
To obtain a sequence of matrix semi-invariants, we consider first the 
derivatives of any fundamental solution S,(x) of (2.3). Equation (2.3) 
implies 
where 
s$? = -P,(x) S,(x) 9 I = 1, 2, . ..) (3.2) 
P,=P,, H,+,=&P,P,, I= 1, 2, . . . . (3.3) 
This follows easily by induction. We list here the first four matrices P,(x) 
P,=P,, 
P,=P;-Pi, 
P,=P;-2P;P,-P,P;+P;, 
(3.4) 
&=P;‘-3P;P,-3P;=-P,P;+3P;P:+2PIP;P,+P;P;-P’: 
In analogy to the scalar case [4, p. 191, we assign to the derivative PC), 
k = 1, . . . . m, I = 0, 1, . . . . the weight k + 1, and the weight of a product is the 
sum of the weights of the factors; hence (PII))’ has the weight (k + I) r. 
LEMMA 3.2. Each matrix P,(x), 1= 1, 2, . . . . is an isobaric polynomial of 
weight 1 with integral coefficients in the matrices P, , Pi, . . . . Pi’- ‘1. P, con- 
tains the terms Pi’- ‘) and ( - 1 )‘+ ’ P: . 
This follows immediately from (3.3). 
We use now (2.4) to transform (1.1) into its semi-canonical form (2.5) 
(cf. (2.2)); at the same time we define the matrices P,, 0(x), k = 2, . . . . m. 
(3.5) 
Bm=S~l(S~)+ ; 0 P,S$Fl’+ . ..P.S,)=S,’ P,,oS,. 
Using this definition of Pk.O, k = 2, . . . . m, and (3.2), we obtain 
P~,+Y+(l;) P&Y’+ .‘. +PJ,)S;~ 
=-- 
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We have thus 
k-1 k 
Pk,O=Pk- c 
0 
P,pkm,, k=2, . . . . m (P0=I=(6ii)l). (3.6) 
r=O i 
This and (3.4) yield 
P3.0=Pj-P;‘+2P;P,-2P,P;+2P;-3PzP,, 
(cf. [ 1, p. 75, (14)] and [4, p.16, (9)]). 
Equation (3.6) and Lemma 3.2 imply the following. 
(3.6’) 
LEMMA 3.3. Each matrix Pk, ,,(x), k = 2, . . . . m, is an isobaric polynomial 
of weight k with integral coefficients in the matrices PI, Pi, . . . . Pik-‘), 
P z, ,.., Pk. Here P,, . . . . P, appear only linearly as left factors. P, appears 
only by itself and, for k Z 3, Pk _ , appears only in the term - kP, _ , P, . 
One further step is needed. We generalize (3.5) and define P&x), 
k = 2, . . . . m, l=O, 1, . . . . by using the derivatives of P,(x). 
@‘=s,’ Pk,,sP, k = 2, . . . . m, l=O, l,.... (3.7) 
Differentiating (3.7) we obtain 
P k,l+l=Pb,,+P,Pk,I-Pk,IPI, k = 2, . . . . m, 1=0, 1, . . . . (3.8) 
Equations (3.8) and (3.6’) yield Pz, , = Pi - P;’ - 2P, P’, + P, P, - P, P,. 
Equation (3.8) and Lemma (3.3) yield the following result. 
LEMMA 3.4. Each matrix P,.,(x), k = 2, . . . . m, I= 0, 1, ,.., is an isobaric 
polynomial of weight k + 1 with integral coefficients in the matrices P,, 
P’, , . . . . Pik+l- I), and P,>, P:, . . . . P!lJ, v = 2, . . . . k. 
This sequence {Pk.,(x)}, k = 2, . . . . m, I= 0, 1, . . . . has the desired proper- 
ties (see [4, p. 171). 
THEOREM 3.5. Every matrix function Pk, ,(x), k = 2, . . . . m, I= 0, 1, . . . . is a 
matrix semi-invariant of Eq. ( 1.1). Conversely, every matrix semi-invariant of 
( 1.1) is similar to a polynomial in the matrices P,, ,(x) where the similarity is 
given by a constant matrix. 
We remark that if F(P,(x), . . . . P,(x), . ..) is a matrix semi-invariant then 
so are all matrix functions CF(P,(x), . . . . P,(x), . ..) C-‘. The second asser- 
tion of the theorem can thus not be improved. 
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Proof: First, let the equations (1.1) and (1.3) be row-equivalent. By 
Theorem 2.1, there exists a constant matrix C, (Cl # 0, such that 
Q,(x) = c&(x) c-‘, k = 2, . . . . m. (2.10) 
Here p,(x) and Q,(x) are the coeffkients of the corresponding semi- 
canonical form, obtained from (1.1) and (1.3) by a transformation with 
S,(x) and so(x), respectively. Equation (2.10) implies 
&‘(x) = CPf)(x) c-l, k = 2, . . . . m, l=O, 1, . . . . (3.9) 
This, (3.7), and its analogue for (1.3) imply S;’ Pk,I S, = 
C- ’ 3;’ Qk, ,s,C. so(x) C is also a solution of (2.7), and we denote it by 
So(x). It follows that for any given S,(x), there exists an So(x) such that 
S,‘(x) Pdx) S,(x) = S,‘(x) Qic, ,(x1 &J(X), k=2 ,..., m,l=O, l,..,. 
(3.10) 
This, and Lemma 3.4, prove the first assertion. 
Conversely, let F(P,, . . . . P,, P’, , . . . . Ph, . ..) be a matrix semi-invariant. As 
the semi-canonical form (2.5) is row-equivalent to (l.l), it follows from 
Definition 3.1, that there exists a solution S,(x) of (2.3) such that 
S, ’ F( P,, . . . . P,, P;, . . . . P:, ,...) S,= F(0, f,, . . . . p,,,, 0, lj’;, . . . . p;, . ..). 
Using (3.7) with a perhaps different solution z,(x) of (2.3) we obtain 
S, ’ F( P,, . . . . P,, P;, . . . . P,, . ..) S,= F(0, $I Pz,& . . . . 0, s,l P*,, s,, . ..) 
=s,‘F(O, P,,,, . . . . P,,‘O,O, P,,,, . . . . Pm,,,O, . ..)$. 
Hence F(P,, . . . . P,, P’,, . . . . P;, . ..)= CF(0, P2,0, . . . . P,,O, 0, P,,,, . . . . P ,,,,, 
0, . ..) C-‘= CG(P, 0, . . . . P,,O, P2,,, . . . . Pm,l, . ..) Cp’. As F was, by 
definition, a polynomial in its variables, so is G. This completes the proof 
of Theorem 3.5. 
This theorem states that if (1.1) and (1.3) are row-equivalent hen (3.10) 
holds for every k, k = 2, . . . . m, and every I, I= 0, I, ,... For completeness we 
note the following sufficient condition for row-equivalence. 
THEOREM 3.6. Equations (1.1) and (1.3) are row-equivalent, if for any 
given solution S,(x) of (2.3) there exists a solution S&x) of (2.7) such that 
S,‘(x) P,,,(x) S,(x) = S,‘(x) Qk,cdx) S&h k = 2, . . . . m. (3.11) 
This follows immediately from Theorem 2.1 and Eq. (3.5). 
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4. SCALAR SEMI-INVARIANTS 
The matrix semi-invariants P,,,(x), k = 2, . . . . m, I= 0, 1, . . . . are simple 
polynomials in the matrices PJx) and their derivatives. However, to apply 
Theorem 3.6, in order to find out whether two equations are row- 
equivalent, involves the computation of the solutions S,(x) and Se(x) of 
the first order equations (2.3) and (2.7). In this section we obtain easily 
computable necessary conditions for the row-equivalence of two equations. 
These conditions depend only on the matrices Pk(x) and their derivatives 
and do not involve the matrix solutions S,(x). 
Let us denote the n* elements of the matrix PJx), k = 1, . . . . m, by 
Pkij(X), i, j= 1, ..., n (m, n 3 2). We define scalar semi-invariants for the 
matrix differential systems (1.1) as follows (see [4, p. 921). 
DEFINITION 4.1. A (scalar) function f(pkij,p&, . ..) in the elements 
pkij(x), k=l,..., m; i,j=l,..., n, and their derivatives is a scalar semi- 
invariant if it is invariant in each class of row-equivalent equations. 
In other words, S is a scalar semi-invariant if for each pair of row- 
equivalent equations (1.1) and (1.3) 
f(Pkij(Xh P;,jM -1 =f(c7/&)? 4&h -1 
holds for each x E I. 
(4.1) 
We obtain a sequence of scalar semi-invariants from the sequence 
{P&x)}, k=2, . . . . m, Z=O, 1, . . . . of matrix semi-invariants in the following 
way. 
THEOREM 4.2. Let 
ik,JA) = I” + akll (x) A” - ’ + . . . + akIn (4.2) 
be the characteristic polynomial of the matrix Pk, {(x), k = 2, . . . . m, 
I = 0, 1, . . . . x E I. The n coefficients a,,(x), i= 1, . . . . n are scalar semi- 
invariants of Eq. ( 1.1). 
Proof: First, we note that the coefficients of a characteristic polynomial 
are polynomials in the elements of the corresponding matrix. This and 
Lemma 3.4 imply that each a,Jx) is a polynomial in the elements of the m 
matrices P,(x), v = 1, . . . . m, and their derivatives. Second, if (1.1) and (1.3) 
are row-equivalent, then (3.10) holds, for each fixed x,x E I. It thus follows, 
by similarity, that the characteristic polynomial 4,&n) of P,,,(x) coincides 
with the characteristic polynomial of Qk, [(x). 
In the case n = 2, i.e., for 2 x 2 matrices, we thus need only the trace 
tr Pk.,(x) and the determinant jP,,(x)( of the matrices Pk, [(x). We consider 
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here only the simplest, but important, case m = n = 2. Wilczynski devotes 
half of his book to this case (Chaps. IV-XII) and gives a beautiful 
geometric interpretation. This is his projective differential geometry of ruled 
surfaces in P,(R). Note that we relate Eq. (1.1) in the case m = n = 2, to 
curves in P, (M,(R)) [2]. We compute now some of the scalar semi- 
invariants in this case. To facilitate the comparison of our results with 
those of [4, pp. 95-1031, we change slightly our notation. (We still use 
capital letters only for matrices, now of size 2 x 2.) 
We write the system (1, l), in the case m = n = 2, in the form 
c4, P. 95, (14)1, 
Y"(X) + P(x) y'(x) + Q(x) Y(x) = 0, (4.3) 
where 
P = (p$ = 2P,) e = kq: = p,. (4.3’) 
Here P, and P, correspond to the notation which we used until now. 
We set U= (u,): = -4P2,0, and it follows by (3.6’) that 
U= 2P’- 4Q + P’. The elements uii, i,j= 1,2, are thus given by 
[4, p. 96, (20)]. By Theorem 4.2 U(x) yields the scalar semi-invariants 
and 
z=u11 +u22, (4.4) 
[4, P. 97, (2411. 
J=~11~22--~12~21> (4.5) 
By (3.8), P,,, = P;,o+ PIP,,,- P2,,P1. We set -8P2,1= V= (a,):, and 
obtain V= 2U’ + PU- UP [4, p. 99,(32)]. As trPU= trUP we obtain 
VII + 022 = 2i’. This does not give anything essentially new, as clearly the 
derivative of a scalar semi-invariant is again such a semi-invariant. Another 
scalar semi-invariant is given by 1 VI: 
k=v11~22-~12~2l, (4.6) 
c4, p. 1001. 
Applying once more (3.8), we obtain P,,, = Pi, , + P, P,, 1 - P,. , P,. We 
set -l6P2,2= W= (w,): and obtain W=2v’+ PV- VP. Again the trace 
yields only a derivative of i(x); i.e., we have w,i + w22 = 4i”. A new scalar 
semi-invariant l(x) is given by 1 WI: 
~=wlIw22-wI2w21~ (4.7) 
c4, p. 1011 
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We thus obtained easily the four scalar semi-invariants (4.4)-(4.7) given 
by Wilczynski. He uses Lie’s theory of infinite groups and proves much 
more than we were able to obtain by the elementary methods used here. 
Indeed he proves that every scalar semi-invariant of Eq. (4.3) is a function of 
i, j, k, 1 and of their derivatives [4, p. 1011. 
This leads to our final remark. By Theorem 3.6, the m - 1 equalities 
(3.11) characterize the equivalence classes of Eq. (1.1). For the scalar semi- 
invariants, the situation is-for n > l&different. Two equations of order m 
and dimension n, m, n > 2, with the same set of scalar semi-invariants, need 
not to be row-equivalent. Consider two equations (4.3); that is, assume 
m =n = 2. Let P(x) =0 in both cases. For one equation choose 
Q(x) = I= @,I:, and for the other set Q(x) = (A f ). As both equations are 
semi-canonical and the two coefficient matrices of Y(x) are not similar, it 
follows that the two equations are not row-equivalent. On the other hand, 
for both equations i(x) = -8, j(x) = 16, k(x) = I(x) = 0, and it follows by 
the just quoted result of Wilczynski that the two equations have the same 
set of scalar semi-invariants. 
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