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Abstract 
Let G be a simple graph and G” be the complement of G. Let o(G) denote the number of 
components of G. As in Catlin et al. (1992), for a nontrivial graph G, the strength of G is 
q(G) = min ISI 
s c E(G) 4G - s) - w(G)’ 
where the minimum is over all subsets S E E(G) such that w(G - S) > w(G). The fractional 
arboricity of a nontrivial graph G is 
y(G) = max 
IW)I 
4 z H c G I W)I - 4W’ 
where the maximum runs over all subgraphs H with IV(H)1 > w(H). 
In this note, we shall present Nordhaus-Gaddum types of inequalities on the strength and 
the fractional arboricity of a graph G. In particular, we show that if G is a simple graph on n 2 4 
vertices, then each of the following holds: 
(4 ; < y(G) + y(Gc) < ; + n 
8(n - 1) 
if n is even, 
(‘4 4 < Y(G) + y(G”) < $ + $ if n is odd, 
(4 2 < q(G) + s(G’) < f + ” 8(n - 1) 
if n is even, 
(d) 2<~(G)+~(G’)$~+~ ifnisodd, 
(4 n(n - 1)d - d2(d - 0 < y(G)y(GE) < 1) 
4(n - 1) ' 
(f) n(n - 0~ q(G)r/(G=)< 1)~’ - d’(d - 1) 
4(n - 1) ’ 
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where d E { [yo], [yo] + 1) in (e) and (f), and y, = (1 + ,/l + 3n(n - 1))/3. Moreover, all the 
bounds are best possible. 
1. Introduction 
Graphs in this note are finite and simple. We shall use the notation of Bondy and 
Murty [l], unless otherwise stated. The density of a graph G is 
IE(G)I 
g(G) = I v(G) I - w(G) 
if E(G) # 4, 
if E(G) = 4, 
where o(G) denote the number of components of G. A graph G is uniformly dense if for 
any subgraph H of G, g(H) < g(G). The strength of G is defined as 
I . ISI v(G) = s ;:G, 4G - S) - w(G) if E(G) # 4, 
10 if E(G) = 4, 
where the minimum is over all subsets S E E(G) such that o(G - S) > o(G). The 
fractional arboricity of G is defined as 
IW-OI 
,zmHa:~IW)l-WO 
= max g(H) if E(G) # 4, 
QZHEG 
0 if E(G) = 4, 
where the maximum runs over all subgraphs H with ( V(H)1 > w(H). 
From these definitions, it is not difficult to see that for any graph G, 
V(G) 6 g(G) G Y(G). (1) 
It has been indicated by several authors ([2-81, among others) that these parameters 
can be used as measures of invulnerability of networks. Other applications of these 
parameters in electrical network analysis can be found in [lo, 111, among others. 
The complement of a simple graph G, denoted by G’, has V(GC) = V(G) and 
E(G’) = {uu I u, v E V(G) and uu$ E(G)}. 
As in [l], G + H is a graph defined as follows: 
V(G + H) = V(G) u V(H), 
E(G + H) = E(G) u E(H) u {uu I u E V(G), u E V(H)}. 
For a real number x, [x] denotes the largest integer not bigger than x. And we let K, 
denote the complete graph on n vertices. Let y. = (1 + ,/m)/3 and 
f(Y) = n(n - 1)Y - YZ(Y - 1) 
4(n - 1) . 
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Define d = CYOI WCyol) >~(CYOI + 11, d = CYOI + 1 iffKyol) -=f(C~~l+ 1h i.e. 
d is an integer which maximizesf(y). A computer search has been used to see if there is 
a pattern in determining d. Unfortunately such a pattern has not been found and so we 
have to define d in its current way. 
In [9], the famous Nordhaus-Gaddum theorem states 
2,h < x(G) + x(G') < n + 1, n G x(G)x(G~) < 
where x(G) denotes the chromatic number of G. Since then, whenever analogous 
relations between a graph and its complement are obtained, they are called the 
Nordhaus-Gaddum inequalities. In this note, we shall present some Nordhaus- 
Gaddum inequalities for the strength and the fractional arboricity of a graph G. 
2. Preliminaries 
In this section, we recall some prior results. Lemma 2.1 is a well-known observation 
and so we state it without proof. 
Lemma 2.1. Zf G is a simple graph, then either G or G’ is connected. 
Theorem 2.2 (Catlin et al. [3, Theorem 63). Let G be a graph. The, 
equivalent: 
(1) G is uniformly dense (i.e. y(G) = g(G)), 
(2) y(G) = V(G), 
(3) v(G) = g(G). 
following are 
Lemma 2.3. lf a graph G is not uniformly dense, then G has a induced uniformly dense 
subgraph H such that g(H) = y(G) and 1 V(H)1 < 1 V(G)J. 
Lemma 2.4. Zf G is uniformly dense and o(G) 2 2, then there exists a .component H of 
G such that g(H) = y(G). 
Proofs of Lemmas 2.3 and 2.4 follow from the definition of y(G). 
Lemma 2.5 (Catlin et al. [3, Theorem 121). If the only nontrivial component H of G is 
a uniformly dense graph, then G is also uniformly dense and 
v(G) = Y(G) = rl(H) = Y(H). (2) 
Lemma 2.6 (Catlin et al. [3, Corollary 83). Complete graphs are uniformly dense. 
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Lemma 2.7. (Peng et al. [12, Corollary of Lemma 23). ZfH is connected and uniformly 
dense, then K, + H is also uniformly dense. 
Corollary 2.8. Let G be the disjoint union K,_, v K’, where n > m > 0. Then G’ is 
uniformly dense. 
Proof. Note that G” = K, + K;_, and that K,‘_, is uniformly dense. Therefore, 
Corollary 2.8 follows from Lemma 2.7. 0 
Lemma 2.9. ZfE(G) # 4, then q(G) 2 1. Moreover, ifG has a cut-edge, then v(G) = 1. 
Proof. Since G is not an edgeless graph, then for any S E E(G) with o(G - S) > w(G), 
we must have w(G - S) - o(G) < 1SI and so 
IS’ > 1 
o(G - S) - o(G) ’ ’ 
It follows that q(G) > 1. On the other hand, let e be a cut edge of G. Then 
V(G) G 
I 14 I 1 
o(G - e) - o(G) = i = ” 
and so q(G) = 1 follows. 0 
3. Main result 
In this paper, we shall prove the following main result. 
Theorem 3.1. Let G be a graph on n 2 4 vertices. Then 
; < y(G) + y(Q) < 
if n is even, 
if n is odd, 
i 
2 Q r(G) + ?(G’)G 5n 1 
s+s 
if n is even, 
if n is odd, 
0 d y(G)y(G’) < n(n - WI”::” - 1) =f(d), 
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where d is defined as in the Section 1. All the bounds in Theorem 3.1 are best possible 
in the following sense. 
Example 1. Let HI = K,. By Lemma 2.6, y(H,) + y(HE) = g(H,) + g(H’,) = n/2, and 
so the lower bound of (3) can be attained. 




KY LJ K& n odd. 
Then by Lemmas 2.5, 2.6 and Corollary 2.8, y(H,) + y(H;) = q(H,) + q(H;) 
reaches the upper bounds of (3) and (4). 
Example 3. When n = 4, we define H3 = Kq. When n 2 5, we define H3 as follows. 
Let ur, u2, uJ and u4 be distinct vertices. Let P be a path with V(P) = {ul, u2, u3, u4) 
and E(P) = {~1~2,~2u3,~~~,$}. Let Q = Knm4 be a complete graph on n - 4 vertices 
such that V(Q) n V(P) = 4. Then we define H3 by 
VW,) = W’) LJ v(Q), 
W3) = WI u E(Q) u {u2u IO E v(Q)) CJ {u4u I u E UQ)). 
Note that when n 2 5 both H3 and HS have cut edges ulu2 and ~2~4, respectively. 
Hence by Lemma 2.9, q(H3) = 1 and q(HS) = 1. Since q(K4) = 2 and q(Ki) = 0, 
q(H3) + r](H;) = 2, for n 2 4. Therefore, the lower bound of (4) can be attained. 
Example 4. Let H4 = K,. Then both y(Hi) = 0 and q(Hi) = 0, and so y(H,)y(H;) 
= q(H,)r](Hi) = 0. Therefore, the lower bound of both (5) and (6) can be reached. 
Example 5. Let H5 = Kd u Ki. Then by Lemmas 2.5-2.7 and Corollary 2.8, 
YWMHC,) = cWshW’,) = 
n(n - 1)d - d2(d - 1) 
4(n - 1) ’ 
and so the upper bounds of both (5) and (6) can be reached. 
4. Proof of the main result 
By Lemma 2.1, among all the graph G on n vertices with 
y(G) + y(G’) maximized, (74 
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we can choose one such that 
G’ is connected, 
and subject to (7a) and (8a), such that 
l&G’) 1 is maximized. 
Lemma 4.1. G” is uniformly dense. 
(8a) 
(9a) 
Proof. Suppose that G’ is not uniformly dense. By Lemma 2.3, there exists a proper 
induced subgraph H of G’ such that g(H) = y(G”). Let e E E(G’) - E(H). Consider 
G1 = G + e and G’, = G” - e. Since H E G’,, g(H) < y(G’,) < y(G’) = g(H), and so 
HG”,) = y(GC). (10) 
Since G is a spanning subgraph of Gr, any subgraph of G is also a subgraph of Cr. 
Therefore, 
y(Gl) 2 Y(G). (11) 
By (10) and (ll), 
y(G,) + HG”,) 2 y(G) + y(GC)v 
contrary to (9a). Therefore, G’ is uniformly dense. 0 
Lemma 4.2. G is not a connected uniformly dense graph, and G is the disjoint union 
H u Kk with g(H) = y(G), where m = 1 V(G)1 - I V(H)1 is a positive integer. 
Proof. Suppose G is connected and uniformly dense. By Lemma 4.1, G”, is uniformly 
dense. Then 
n 0 y(G) + y(G’) = g(G) + g(G’) = s + 2 - IE(G)l 
n-l 
= ; 
contrary to (7a) by Example 2. Thus G is not a connected uniformly dense graph. 
Therefore, G is either not uniformly dense, or uniformly dense with w(G) > 2. It 
follows by Lemma 2.3 in the former case and by Lemma 2.4 in the latter case that 
G has a proper uniformly dense subgraph H with g(H) = y(G). If E(G) - E(H) # 4, 
then there exists e E E(G) - E(H). Denote Gr = G - e and G’, = G’ + e. Since 
H G G - e = G1, g(H) < y(G,) < y(G) = g(H) and so 
HG,) = y(G). 
By Lemma 4.1, g(G’) = y(G’) and so by (8a) 
(12) 
IE(GY + 1 IE(GC) I 
Y(G) 2 g(G) = l  V(G)I _ 1 > I V(G)I _ 1 > g(G’) = r(W- (13) 
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Since G’, is also connected, it follows by (12) and (13) that y(G,) + y(G”,) > y(G) + 
y(G’), contrary to (7a). Therefore, E(G) - E(H) = 4, and so G = H u K;. This proves 
the conclusion of Lemma 4.2. •i 
Lemma 4.3. H is a complete graph. 
Proof. By Lemma 4.1, G” is uniformly dense. By Lemma 4.2, g(H) = y(G). By (8), G” is 
connected. All these imply the following: 
‘E(H)’ 
y(G) + y(G”) = , VtHll _ 1 + n-l 
(14) 
Since 1 V(H)1 < n, 
1 1 -- 
jV(H)j-1 n-1”’ 
It follows by (14) that y(G) + y(G”) is an increasing function on IE(H)I for fixed 1 V(H)I. 
Note that by Corollary 2.8, when H = K,_,, G” is also uniformly dense. Therefore, by 
(7a), H must be a complete graph. •i 
Denote m = n - )V(G)(. By Lemmas 4.1-4.3, we have 1 V(H)) = n - m and 
IE(H)( 
Y(G) + Y(G”) = , vtHJI _ 1 + n-l 
= (“1”) +(i)-(“;“) 
n-m-l n-l 
n2 - n + mn - m2 = 
2(n - 1) ’ (15) 
The right end of (15) is a quadratic polynomial of m for fixed n, so we use standard 
techniques to obtain its maximum value. If n is odd, then y(G) + y(G”) has a maximum 
value 
5n 1 n-l 
s+s atm=- 2 ’ 
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i.e. 
y(G) + y(G’) d T + ;. 
If n is even, then y(G) + y(G”) has a maximum value 
i.e. 
5n 
Y(G) + Y(W 6 s + SC,” l). 
By (l), q(G) < y(G), q(Q) < y(G”), and so we have proved the upper bounds of both (3) 
and (4). 
BY (11, 
Y(G) 2 g(G) = 
IE(G)I > IE(G)I 
n - o(G) ‘n-l 
and 
y(G”) > g(G’) = 
(;)-lE(G)l,(;)-lE(G)l 
n - o(G”) n-l . 
(16) 
(17) 
Combine (16) and (17) to get 
and so the lower bound of (3) is obtained. 
To see the lower bound of (4) is valid, it suffices to note that if E(G) # 4 and 
E(G”) # 4, then by Lemma 2.9, q(G) + q(G’) > 2. When either E(G) = 4 or 
E(G’) = 4, Example 1 in Section 3 indicates that q(G) + q(G”) = n/2 2 2. Therefore, 
the lower bound of (4) holds in both cases. 
To prove (5) and (6), we argue similarly. Thus, among all the graph G of II > 4 
vertices with 
y(G)y(G”) maximized. 
we can choose one so that 
(7b) 
G’ is connected, 
and subject to (7b) and (8b), 
IE(G’)I is maximized. 
(8b) 
(9b) 
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With fairly similar arguments in the proofs of Lemmas 4.1 and 4.2, one can easily 
prove the following two lemmas. 
Lemma 4.4. G” is uniformly dense. 
Lemma 4.5. G is not a connected uniformly dense graph and G has form H v Kk and 
g(H) = y(G), where m is a positive integer. 
Lemma 4.6. H is a complete graph. 
Proof. By Lemma 4.4, G’ is uniformly dense. Since G” is connected, 
n 
IxL 2-x (0 > 
= (n - l)(y - 1)’ (18) 
where x = IE(H)), y = 1 V(H)I. Note that by Lemma 4.5,I V(H)1 < n. We consider two 
cases. 
Case 1: x > _5(;) = n(n - 1)/4. 
We first claim that H is not a tree. By contradiction, we assume that His a tree and 
so x = y - 1. Since x > n(n - 1)/4, we have 
4(y - 1) > n(n - 1). (19) 
If 4 B y, then by (19), 4(4 - 1) > 4(y - 1) > n(n - l), contrary to the assumption 
that n B 4. If y > 4, then by (19), y(y - 1) > n(n - l), contrary to the fact that 
y = 1 V(H)1 < n. Therefore, H must not be a tree and so there is an edge e E E(G) suh 
that H - e is also connected. It follows that w(G - e) = o(G). Let G, = G - e. Note 
that x = IE(H)( = IE(G)I and y = 1 V(H)1 = 1 V(G)1 - o(G) + 1. By (l), 
IE(G)I - 1 IE(H)j - 1 x - 1 
‘(“) ’ g(G1) = 1 V(G)1 _ o(G) = Iv(H)1 _ 1 = y-l’ 
n 
jE(GC)I + 1 
IJCG’,) 3 AGE) = , VtGlI _ 1 = 0 2 - (x - ‘) n-l ’ (21) 
Since x > l/2(1), y(G)y(G”) is an decreasing function on x for fixed n and y. Note that 
x is positive integer. If x - 1’2 t(i), combine (20) and (21) to get 
,(G)y(Gc)=~(~~~,~zl,<~~'(x-l~-~x-l~z<y(G1)y(G~) 
n (n - l)(y - 1) ’ ’ 
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contrary to (7b). 
If x - 1 < i(i), then since x > f(2) and x is an integer, we have x - 1 = a(;) - 3, 
and x = t(i) + 3. Combine (20) and (21) to get 
,,,),,Gc)~((~~~(~~‘,)~~~~~x-l~-~x-l~z<,,,,,,,c) 
n (n- l)(Y- 1) ’ 1 > 
contrary to (9b). 
Case 2: x < *(;). 
For each fixed y, the right end of (18) is an increasing function of x and so by (7b) 
and by Corollary 2.8, we must have x = (Z) and H must be a complete subgraph of 
G. 0 
By Lemmas 4.4-4.6, and by x = (E(H)/ = (:), 
f(y) = y(G)y(G’) = l 
n 
x 2-x (0 > n(n - 1)~ - Y’(Y - 1) 
= (n - l)(y - 1) = 4(n - 1) ’ 
Note that the only positive critical point off(y) is 
Yo = 
1 + Jl + 3n(n - 1) 
3 . 
When y E (0, (1 + d-)/3), f’(y) > 0. When y E ((1 + ,/m)/3, n), 
f’(y) < 0. Therefore, when y = d, y(G)y(G’) has the maximum value [n(n - 1)d - 
d2(d - 1)1/4(n - 1). BY (11, v(G) G y(G), v(Q)< y(G"), so 
rl(GMG’) G Y(WW 6 
n(n - 1)d - d2(d - 1) 
4(n - 1) ’ 
This proves the upper bounds of (5) and (6). The lower bounds of (5) and (6) are trivial. 
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