abstract: We present a susceptibles-exposed-infectives (SEI) model to analyze the effects of seasonality on epidemics, mainly of rabies, in a wide range of wildlife species. Model parameters are cast as simple allometric functions of host body size. Via nonlinear analysis, we investigate the dynamical behavior of the disease for different levels of seasonality in the transmission rate and for different values of the pathogen basic reproduction number (R 0 ) over a broad range of body sizes. While the unforced SEI model exhibits long-term epizootic cycles only for large values of R 0 , the seasonal model exhibits multiyear periodicity for small values of R 0 . The oscillation period predicted by the seasonal model is consistent with those observed in the field for different host species. These conclusions are not affected by alternative assumptions for the shape of seasonality or for the parameters that exhibit seasonal variations. However, the introduction of host immunity (which occurs for rabies in some species and is typical of many other wildlife diseases) significantly modifies the epidemic dynamics; in this case, multiyear cycling requires a large level of seasonal forcing. Our analysis suggests that the explicit inclusion of periodic forcing in models of wildlife disease may be crucial to correctly describe the epidemics of wildlife that live in strongly seasonal environments.
Seasonal forcing can have a dramatic impact on the dynamics of ecological and epidemiological nonlinear systems (Olsen et al. 1988; Hanski et al. 1993; Keeling et al. 2001 ). Realistic models of disease dynamics must undoubtedly account for the influence of seasonally varying exogenous factors (Olsen and Schaffer 1990; Koelle et al. 2005b; Altizer et al. 2006) . In fact, seasonal variations in host birth rate, social aggregation, and resource availability are central ecological features in all temperate and in many tropical habitats (Aron and Schwartz 1984; Altizer et al. 2006) . Usually, wildlife birth rates peak in spring (e.g., see Bingham and Purchase 2002) , while intraspecific competition increases in winter, when resources become scarce. Epidemiological parameters may also exhibit a seasonal trend; in particular, contact and transmission rates are inherently linked to animal mobility and social behavior. For example, the transmission of rabies among African black-backed jackals (Canis mesomelas) is facilitated by the dry season, when they increase their home range because of the scarcity of water (McKenzie 1993) . Among European red foxes (Vulpes vulpes) , the transmission coefficient of rabies increases with their mobility during the mating season and decreases when parents become more sedentary while they raise their offspring (Pastoret and Brochier 1999) .
The effect of seasonality on host-parasite dynamics has received increasing attention in the past 20 years, especially in human diseases (Hethcote and York 1984; Bolker and Grenfell 1993; Grenfell et al. 1995; Kamo and Sasaki 2002; Greenman et al. 2004) . Several studies have shown that seasonality in transmission rates can enormously complicate the population dynamics of host-parasite interaction and produce a variety of model behaviors. Technically, this corresponds to a sequence of model bifurcations that cycles with multiyear periods or even chaos for high levels of seasonal variation (Schwartz and Smith 1983; Aron and Schwartz 1984; Schwartz 1985; Keeling and Grenfell 1997; Keeling et al. 2001; Rohani et al. 2002; Greenman et al. 2004 ). This has recently led to new questions regarding the adaptive dynamics of pathogens in a seasonal environment (Kamo and Sasaki 2005; Koelle et al. 2005a ) and the maintenance of pathogen diversity (McKenzie et al. 2001) .
The importance of seasonality in population ecology has long been recognized (Nisbet and Gurney 1982) , but the role of seasonal fluctuations in wildlife diseases has attracted less attention than in human diseases, probably because of the general lack of extensive historical records of wildlife disease. As notable exceptions, Ruxton (1996) analyzed a susceptible, exposed but not infectious yet, infective, and recovered (SEIR) model of bovine tuberculosis in a badger host population capable of Malthusian growth and showed that seasonality in model parameters is unable to sustain epidemic cycles, and Briggs and Godfray (1996) studied the interaction between an insect and its pathogen in a seasonal environment when host dynamics are characterized by discrete generations.
On the other hand, the population dynamics of a freeliving host are generally affected by intraspecific competition for resources or space. Although Ireland et al. (2004) have recently analyzed the complex dynamics of a seasonally forced susceptibles-infectives-recovered (SIR) model of a self-regulating population, a systematic analysis of a seasonally forced susceptibles-exposed-infectives (SEI) model of a self-regulating wildlife host has not been presented yet. The SIR framework does not account for the time delay between the onset of infection and the actual infectivity of the host. This delay is particularly important for understanding the dynamics of disease in wildlife, as pointed out by Anderson et al. (1981) in their seminal SEI model of rabies. In fact, if the latent period (the average time spent in the infected but not infectious class) is sufficiently long, the population dynamics of the nonseasonal host can be characterized by sustained oscillations (Swart 1989; Pugliese 1991) . The interplay between the intrinsic tendency of these nonlinear epidemiological systems to oscillate with seasonal fluctuations of host fertility or transmission rate can elicit complex dynamical patterns (Keeling et al. 2001 ). This was anticipated by Kuznetsov and Piccardi (1994) , who derived the general bifurcation diagram of a seasonally forced SEIR model of human diseases in a constant population.
The aim of this article is to thoroughly investigate the dynamics of seasonally forced SEI(R) models of lethal diseases in wildlife. We use an SEI model of rabies as a reference example because rabies is one of the most significant zoonoses worldwide and can affect a wide range of host species. Rabies dynamics can be well described by SEI models: the disease has a considerable latent period (usually longer than the infectious one) and assures low survival probability to the full-blown infected (absence of recovery class). On the other hand, in some species (such as raccoons and skunks), individuals exposed to rabies can develop natural immunity without developing the fullblown disease (i.e., without becoming infected). Moreover, the key features of its dynamics can be captured in a quite general mathematical framework that applies to other infectious diseases. As a consequence, the rabies SEI model provides important general insights into the dynamical properties of a wide range of zoonoses.
Rabies is a generalist and can infect hosts ranging in mass from a few grams (e.g., mice) to several hundreds of kilograms (e.g., bears). Thus, we perform the epidemiological analysis casting host demographic rates as allometric functions of host body size. In fact, larger hosts are expected to have longer life expectancies, smaller reproductive rates, slower dynamics, and sparser population densities compared with those of smaller host species (Peters 1983) . Moreover, Bolzoni et al. (2008) showed that oscillations arising in the autonomous (i.e., nonseasonal) SEI model of a rabid host scale allometrically with body size. In particular, this work showed that hosts with larger body size exhibit longer periods of oscillation. Because fluctuations in the fertility and/or mortality of the host as well as in the transmission rate typically have a 1-year period, the interplay of seasonal forcing with the intrinsic oscillation frequency due to host-pathogen interaction may be different for hosts with different body sizes. Specifically, we assess here whether the introduction of seasonality can explain the observed patterns of multiyear periodicity in rabies epidemics. Also, we extend this analysis to diseases other than rabies by investigating the dynamics of a diseased host that is able to develop some level of immune response. Although this may be unlikely for rabies, it does often occur in other viral wildlife diseases such as distemper, brucellosis, and hog cholera.
This article is organized as follows: in the next section, we introduce the allometrically scaled SEI epidemic model originally developed by Anderson et al. (1981) and thoroughly described by Bolzoni et al. (2008) . Then, we introduce seasonality, and using bifurcation analysis, we investigate the effect of different levels of seasonality in the transmission coefficient on the population dynamics of the infected host for species characterized by a wide range of body sizes. To verify the robustness of the results, we also derive the bifurcation diagrams when host birth rate (instead of transmission coefficient) exhibits seasonal fluctuations, and we investigate the effect of different shapes of seasonal forcing functions. We then modify the model to include an immune class and analyze the population dynamics under this new assumption.
The Seasonal SEI Model
The first SEI model of rabies was derived in the seminal article by Anderson et al. (1981) to describe the spread of this infectious disease in European foxes and assess the efficacy of culling and vaccination for disease control and eradication. Some years later, Coyne et al. (1989) presented a modified version of the epidemiological model so as to account also for the development of acquired immunity in raccoons. In this work, we will use mainly the original version of Anderson et al.'s (1981) 
Here t is time (years); S, E, and I are the densities (no. individuals km Ϫ2 ) of susceptible, infected but not infectious (exposed), and infective individuals in the population, respectively; N is the total population density, that is, ; n, m, and g are the ecological param-N p S ϩ E ϩ I eters of the intrinsic birth rate, the intrinsic death rate, and the intraspecific competition coefficient, respectively; j and a are the epidemiological parameters of the latency rate ( being the mean latency period) and disease-1/j induced mortality, respectively; and b is the transmission coefficient. We refer to existing literature for a comprehensive stability analysis of the unforced SEI model (Swart 1989; Pugliese 1991; Gao et al. 1995) .
Direct measurements of the transmission coefficient are difficult to obtain without extensive field data. In contrast, estimates of basic host demography and epidemiology are available for many species. Several comparative studies show that they scale with species weight as simple allometric relationships. Therefore, the aims of our analyses are to characterize the epidemiological regimes of rabies for a broad range of transmission coefficients and to predict threshold values of b for species encompassing a wide range of body sizes.
According to Silva and Downing (1995) and Cable et al. (2007) and following De Leo and Dobson (1996) , we cast the demographic and epidemiological parameters of the model as allometric functions of mean host body size w (kg):
Ϫ0.25
where K is carrying capacity (no. individuals km
Ϫ2
) and the rates, as described previously, are given per year. Even though this model is quite simple, it is able to capture the main features of the population dynamics of rabies. A detailed analysis of the dynamics of the nonseasonal allometric SEI model of a lethal disease has been presented by Bolzoni et al. (2008) . Our previous work shows that the threshold value of the transmission coefficient for the disease to establish in the population scales allometrically with host body size (exponent p 0.45), as well as the threshold value for limit cycles to occur. In contrast, the threshold value of the basic reproduction number R p 0 for sustained oscillations to occur is jbK/(j ϩ n)(a ϩ n) independent of host size.
To analyze the effect of seasonality on the basic SEI model, we assume that the transmission rate can be expressed as a sinusoidal function of time t (Dietz 1976) ,
0 where b 0 is the mean transmission coefficient (or baseline of transmission) and is the degree of seasonality 0 ≤ ≤ 1 (or strength of the seasonal forcing). The periodically forced model is thus obtained by substituting equation (3) into model (1) with the allometric relationships (2). The model behavior has been studied through nonlinear analysis (Kuznetsov 1995) . We find those values of the parameters at which the model regimes undergo qualitative changes (so-called bifurcations). Typically, there can be a switch from equilibria to cycles or from single to multiple attractors. Bifurcation analysis is performed by using numerical continuation methods implemented in the specialized software LOCBIF (Khibnik et al. 1993 ) and CON-TENT (Kuznetsov 1998) . The dynamical features of the seasonal model are illustrated in "Results."
Results
Because finding empirical estimates of transmission coefficients in wildlife diseases is difficult (see, e.g., Begon et al. 1999) , it is essential to understand how the behavior of the SEI model changes under a wide range of values assigned to parameters and b 0 that fully describe disease transmission in a seasonal environment. the bifurcation diagram of the periodically forced SEI model in -b 0 space for a host with body mass of 1 kg. We show only bifurcation curves corresponding to attractors (stable equilibria and cycles) because this simplifies the interpretation of the diagram.
Along the vertical axis ( ), it is possible to identify, p 0 for increasing values of the baseline of transmission b 0 , the simple bifurcation sequence of the nonseasonal model. For (where TC is the transcritical bifurcation b ! TC 0 point), the basic reproduction number R 0 is !1 (rabies cannot establish in the host population, and the system settles to its natural carrying capacity, a disease-free equilibrium The introduction of seasonality ( ) does not affect 1 0 the threshold for the disease-free equilibrium, yet it remarkably changes the model behavior for . Quite b 1 TC 0 obviously, a small degree of seasonality transforms the enzootic equilibrium of the nonseasonal, unforced model into an epizootic 1-year cycle (see fig. 2A ). However, stron-ger seasonal fluctuations of the transmission coefficient b(t) can give rise to more complex dynamic behaviors corresponding to the bifurcation curve f (1) and those regimes in the -b 0 plane that are mainly rooted in point T3 (the 3-year epizootic cycle point) on the b 0 axis.
Hereafter we report only major epidemiological results linked to the bifurcation analysis of model (1) and refer to appendix A in the online edition of the American Naturalist for a detailed description of figure 1. Along the curve f(1), the 1-year cycle undergoes a so-called flip bifurcation. It changes to a period-2 cycle, a phenomenon called period doubling (see the time trajectory of fig. 2E , corresponding to e in fig. 1 ). More complicated is the explanation of the bifurcation curves rooted in T3. This is not a bifurcation point in the nonseasonal model ( ); it is the value of the transmission coefficient corp 0 responding to an epizootic 3-year cycle. According to the classical bifurcation theory of periodically forced models (Kuznetsov 1995) , T3 is the root of a pair of so-called tangent bifurcation curves (t(3) a and t(3) b in fig. 1 ) that identify a region in the parameter space -b 0 in which population dynamics can resonate with the seasonal forcing function, a phenomenon called frequency locking. This gives rise to multiyear cycles with periods that are multiples of 3 years. As a consequence, within this region, two attractors coexist ( fig. 1, shaded area) : the first one corresponds to the small period-1 epizootic cycle generated by the seasonal forcing function for (see the black b 1 TC 0 time trajectory in fig. 2B, corresponding to b in fig. 1 ). The second attractor is the multiyear cycle due to frequency locking. It is characterized by an outbreak occurring every 3 years, followed by a long interepidemic phase. For sufficiently small values of seasonality, the multiyear attractor is a period-3 epizootic cycle (see the gray time trajectory in fig. 2B ). For increasing levels of seasonality, along the boundary f(3) of figure 1, the period-3 cycle undergoes a flip bifurcation and is transformed into a period-6 cycle. The period-6 epizootic cycle is also characterized by disease outbreaks every 3 years and coexists with a period-1 epizootic cycle (see fig. 2C , corresponding to c in fig. 1) . A further increase of the level of seasonality produces a cascade of period-doubling bifurcations (f(6), f(12), …, f (ϱ)) that occurs close to f(3). Along f (ϱ), the multiyear cycle bifurcates into chaos, but numerical simulations from several initial conditions have shown that the basin of attraction of the chaotic attractor is too small to have any ecological and epidemiological significance. As a consequence, population dynamics basically converge toward attractors characterized by disease outbreaks every year (see fig. 2D , 2E, corresponding to d and e in fig. 1 ).
According to the bifurcation theory for seasonally forced models, along the vertical axis ( ), there exist infinite p 0 points T4, T5, …, of frequency locking corresponding to cycles of period 4, 5, …, in which bifurcation curves similar to those originated in point T3 are rooted. We have omitted these curves in figure 1 because of their decreased ecological significance. In general, periodic solutions with large oscillation periods have very small basins of attraction (Schwartz 1985) , and the state of the system in the presence of environmental noise is very likely to converge toward attractors with smaller oscillation periods ). In our case, the system converges to either the small, smooth, period-1 cycle or the cycles characterized by an outbreak occurring every 3 years. Figure 3 provides a synoptic view of the dynamic behavior of host species characterized by three different body sizes: 1, 5, and 10 kg. To facilitate the comparative analysis, we have rescaled the vertical axis as a function of the average basic reproduction number because R 0 is proportional to the mean transmission coefficient b 0 .
The bifurcation diagrams show that hosts with small body size (and large birth and death rates according to the allometric relationships) may exhibit dynamic regimes more complex than those of hosts with large body size (and small birth and death rates). As shown in figure 3B , 3C, the cascade of flip bifurcations involving period-1 cycles is not present in hosts of 5 and 10 kg. Moreover, multiyear cycles of larger hosts (feasible in shaded areas of fig. 3B, 3C ) have larger periods (4 years) than cycles of 1-kg hosts. As a consequence, hosts with larger body size exhibit a longer interepidemic phase than hosts with smaller body size. In addition, hosts with large body size can exhibit multiyear epizootic cycles only for values of the basic reproduction number R 0 larger than those of hosts with small body size. Accordingly, for R 0 values ranging between 2 and 3, only small, not large, species can exhibit multiyear periodicity.
Numerical simulations of the seasonal SEI model dynamics, starting from different initial conditions, show that in parameter regions in which multiple attractors coexist (shaded areas in figs. 1, 3 ), the attractor with the lowest frequency-locking period (3 years for hosts of 1 kg, 4 years for hosts of 5 and 10 kg) has the largest basin of attraction. In the case of b in figure 1 , for a host of 1 kg, simulations starting from initial conditions chosen in the range and show that the basin of 0.
the period-3 cycle is about twice as large as that of the period-1 cycle (62% of the trajectories converge to a period-3 cycle, 25% to a period-1 cycle, and 13% to epizootic cycles with periods larger than 3 years; see also fig. A1 in the online edition of the American Naturalist). As a consequence, numerical simulations confirm the theoretical prediction that dynamical regimes corresponding to the smallest frequency-locking period are the most likely to occur. Figure 4 shows the smallest frequency-locking period as a function of the host body size (stepwise line) as predicted by the model. It also compares the prediction with the oscillation period observed for some mammal species that are known to be important reservoirs for rabies. Log-log regression shows significant positive correlation between the observed period of epizootic cycles and host body size (slope p 0.49, 95% confidence interval [CI]: 0.28-0.58, , ). Reduced major axis regression was 2 R p 0.85 n p 10 used to calculate the slope, and CIs were estimated by bootstrapping (1,000 iterations). The shaded area of figure  4 corresponds to all the feasible cyclic solutions arising via frequency locking. Therefore, the oscillation periods predicted by our seasonally forced SEI model match the observed ones quite well. In the case of the black-backed jackal, the period of oscillation predicted by the model parameterized according to the vital rates as given by equations (2) for a 7.7-kg animal is larger than the one observed by Courtin et al. (2000;  4 years instead of 3). Further analyses show that if carrying capacity is only slightly larger than that predicted by equation (2c), the model will generate cycles of the observed length. We have not been able to find information on epizootic cycles in rabies-infected species with body size larger than 15 kg. This is, however, in agreement with the prediction of our model that hosts with large body size will exhibit epizootic oscillations only for very large (and possibly nonrealistic) values of the basic reproduction number R 0 .
Other Kinds of Seasonality
Seasonality may obviously affect demographic or epidemiological parameters other than the transmission rate. The host fertility rate, for instance, usually exhibits quite regular fluctuations in both temperate and tropical areas, in correspondence to the succession of dry and rainy or warm and cold seasons. We have thus analyzed the dynamical properties of the model assuming that the host birth rate is a sinusoidal function of time (as described in White et al. 1996; Ireland et al. 2004) , namely,
0 where n 0 w Ϫ0.25 is the average value of the intrinsic birth rate and reflects the magnitude of seasonal variations, as in equation (3). As shown in figure 5 , the bifurcation diagram of model (1) under the assumption of seasonal birth rate (4) and constant transmission rate, plotted in -n 0 space, is similar to that of the SEI model, with seasonal transmission rate depicted in figure 1. As in figure 1 , the shaded area represents those parameter combinations for which disease outbreaks with 3-year return time are feasible. Further analysis, not reported here, shows that even in the case of seasonal birth rate, multiyear periodicity for realistic values of R 0 and is possible only for hosts with smaller body size.
Because the reproductive season might be remarkably short (as pointed out in Roberts and Kao 1998), we have also derived the bifurcation diagram of the model using more pulselike functions for the host birth rate,
where larger z's correspond to smaller pulse width. It turns out that even in these cases, the bifurcation diagrams of the modified seasonal SEI models (analyzed for ) are z ≤ 6 not topologically different from that of the model with a sinusoidal transmission rate.
As observed by Altizer et al. (2006) , the actual dynamics depend on which parameters are assumed to be seasonal and the shape and level of seasonality. Yet, further analyses not reported here show that the qualitative behavior of the seasonal SEI model does not depend on which demographic or epidemiological parameters actually characterize the seasonal fluctuations (also in the cases of several parameters with seasonal fluctuations and differences in the phase between them), a phenomenon that was observed in other seasonally forced population models (Gragnani and Rinaldi 1995) . The results we have derived here are thus quite robust with respect to alternative hypotheses of the type of seasonality.
The Effect of the Host Immune Response
Most host species do not produce an effective immune response to the rabies virus, so the infection inexorably leads to the death of the infected individual. However, for a few wildlife species (such as raccoons and skunks), rabies occasionally may not be fatal (Coyne et al. 1989 ). More commonly, there is a large number of other diseases in which the host can develop temporary or permanent immunity. We explore the consequences of naturally acquired immunity of the host for the epidemic dynamics of the seasonally forced model. We incorporate a new class R into model (1) to account for recovered individuals that become immune as a result of infection. In the case of rabies, the exposed individuals become immune without developing a full-blown infection, that is, without moving from class E to class I. Hence, the epidemic model can be rewritten as follows: where the S, E, and I classes have the same meaning as in model (1), as do parameters n, m, g, j, a, and b(t). The parameter r represents the mean fraction of exposed individuals that develop a permanent immune response to the pathogen; R thus represents the density of recovered and immune hosts. We have assumed that immune individuals are fully reproductive. The total population density is N, namely, . Obviously, when N p S ϩ E ϩ I ϩ R the probability of developing immunity tends to 0 (r r ), model (6) reduces to the classical SEI model (1). A 0 similar nonseasonal version of model (6) was analyzed by Coyne et al. (1989) and Childs et al. (2000) . They showed that even for small values of r, epizootic cycles cannot occur in the nonseasonal SEIR model. As a consequence, no multiyear epidemic cycles can arise through frequency locking in seasonally forced model (6). Figure 6 reports the bifurcation diagram of model (6) in -b 0 parameter space for two values of r. The shaded areas represent the parameter combinations for which disease outbreaks with 3-year return time are feasible for the SEIR model. We note that multiyear periodicity appears only in response to high levels of seasonal forcing and no longer occurs for low regardless of host body size. We refer to appendix B in the online edition of the American Naturalist for a detailed description of the bifurcation diagram depicted in figure 6 .
Results obtained with model (6) are independent of the assumption, which holds for rabies, that exposed individuals skip full-blown infection before becoming immune.
In fact, we have found similar results with an SEIR model in which exposed individuals become infected and infectious before developing immunity. It is interesting to note that results similar to those of our SEIR model with density dependence in the host demography were obtained by Kuznetsov and Piccardi (1994) for models of childhood diseases and by Casagrandi et al. (2006) for models of influenza epidemics in constant human populations. In both cases, host immunity was included.
Conclusions
In this work, we have analyzed the remarkable effects of seasonality in lethal diseases of self-regulating wildlife populations. Through allometric scaling of demographic and epidemiological parameters, we have examined the dynamics of the epidemiological system over a wide range of host body sizes. Our analysis shows that while the unforced SEI model exhibits multiyear epizootic cycles only for large values of the reproduction number R 0 (Bolzoni et al. 2008) , the seasonally forced model can exhibit multiyear periodicity for much smaller and realistic values (!5) of R 0 . Furthermore, bifurcation analysis shows that hosts with small mean body size may exhibit complex dynamics even with small levels of seasonal forcing. Resonance (frequency locking) is the key mechanism that determines the onset of multiyear periodic cycles for low transmission coefficients. Larger hosts have longer oscillation cycles, whose typical period can be predicted by our SEI model Note: The observed period reports the minimum observed period of epizootic cycles; the predicted period shows the minimum frequency-locking period predicted by model (1).
for host species of different sizes. The prediction is in accordance with field observations on several mammals infected with rabies (see fig. 4 ; table 1). This relationship could thus be used to predict the outbreak frequency for newly established diseases by knowing the host body size only.
Our analysis shows that the explicit consideration of the latency period may dramatically change the population dynamics of the infectious disease with respect to what is predicted by susceptibles-infectives (SI)-like models of a self-regulating host population (Ireland et al. 2004 ). In fact, multiyear periodicity can occur even for very low levels of seasonality in the case of a seasonally forced SEI model, while this is not possible in the simpler SI-like models. Moreover, in the seasonally forced SEI model, high levels of seasonality coupled with high values of the basic reproduction number R 0 can potentially produce chaotic dynamics. However, the basins of attraction of the chaotic attractors are quite small, and even for intermediate or high levels of seasonality, the system basically tends to display yearly peaks of infectives (see fig. 2D, 2E ).
These conclusions are quite robust with respect to alternative assumptions about how seasonality affects the model parameters. The same qualitative structure of the bifurcation diagram is retained when seasonality is included in demographic or epidemiological parameters other than transmission rate, even when more than one parameter has seasonal oscillation or when significant phase differences between oscillations of the seasonally forced parameters are included. Also, different shapes of the seasonal forcing function do not substantially alter the bifurcation diagram.
By contrast, if the disease causes an immune response with subsequent recovery (SEIR model), no multiyear periodicity occurs at low levels of seasonality, even when only a small fraction of infected hosts is able to develop such a response. Therefore, immunity has a crucial role in determining the dynamic regimes of wildlife diseases. This model behavior suggests that a correct estimate of the degree of immunity in the host population is necessary to predict the disease dynamics. This has important implications for implementing successful control policies. For instance, SEIR models can effectively describe the immunity induced in a host population by vaccination. Because vaccination policies increase the immunity r, they can drive host population dynamics from long-period epizootic cycles with large epidemic peaks to cycles with a short period for the same level of seasonality. A number of processes that are not accounted for in this study might be relevant in determining the observed detailed patterns of specific rabies outbreaks. Spatial dynamics, multiple-strain interactions, and stochastic fadeout of the disease during the endemic phase (Mollison 1991; Mollison and Levin 1995; Rohani et al. 2002; Real et al. 2005 ) are obviously key factors that are considered important drivers of disease dynamics. Nevertheless, the allometric scaling approach adopted here provides key insights into the broad patterns of behavior likely to be observed in a large class of host species exposed to lethal pathogens and living in seasonal environments. In fact, as already outlined by Grenfell et al. (1995) and Keeling et al. (2001) for human disease, the explicit introduction of seasonality into models of host-parasite interaction in wildlife is a crucial element of realism. Without this key ingredient, it would be impossible to reproduce and ex-plain the multiyear cycles observed for low values of the basic reproduction number.
