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Und mal wieder: 
Reliabilit ät & S t abPBit5t in Panelmodellen 
Georg Rudingerl) cind CIii.istian Rietz2) 
Häufig stehen - gerade iiii Raliiiien sozialwisseiiscliaftliclier Fragestelliingen - 
bei der Analyse von Paneldateii die Facetten Reliabilität lind vor allern Stabilität 
von Messungen iibei die Zeit iiii Vordergriiiid, dereii Analyse iiiit linearen Struk- 
turgleichuiigsinodelleii aiif den ersten Blick reclit "eiiifacli und überscliaubar" 
scheint. 
Betrachtet inan jedoch die zii dieseii Modelleii geliöreiideii Strukturgleicliuiigen, 
so wird inan feststellen iiiüsseii, daß den in der grapliisclieii Abbildung dargestell- 
ten "einfaclien" Zusaniirieiiliäiigen reclit koiriplexe Gleichiingssysteme zugrunde- 
liegen, deren Iriiplikatioiien oft iiiclit oder nur schwer erkennbar sind. 
Dies kann vor allein dann probleiiiatisch sein, wenn durch iininer elaboriertere 
Software (LISREL 8.0; EQS 4.0) Möglichkeiten zu Restriktionen geboten werden, 
deren Auswirkiingen iiiclit oder kaiiiii irielir iiaclivollzielibar sind. 
Ziel dieses Artikels soll es sein, aiiliand einiger Beispiele aiis dein Bereich der 
Analyse von Paneldateii aiifziizeigeii, 
- welche Iiiiplikationeii die Striiktiirgleicliiiiigeii sclioii bei sehr kleinen und 
überscliaubaren Modelleii habeii iiiid 
- welche I<onsequenzeii sich aiis den Striiktiirgleichungen in Hinblick auf die 
Walil von Restriktionen ergeben. 
B . Einleitung 
Die Iiiterpretation von Test-Retest-I<orrelatioiien unter deiii Gesichtspunkt der 
Bestiiniiiuiig der Reliabilität einer Variablen C/ zwingt den empirisch arbeitenden 
Forscher auch zu Voraiinahirien beziiglich des Prozesses über die Zeit (Stabilität). 
So kann beispielsweise eine Test-Retest-I<orrelation von r = 0.60 Indikator für 
hohe Reliabilität und niedrigere Stabilität bz W. niedrigere Reliabilität und .hohe 
Stabilität sein. 
Schoii Coleinaii ( 1  968), Heise (1  969) uiid Wiley / Wiley (1 970), die sich diesem 
Problem aiis pfadanalytiscliern Blickwinkel iin Rahren  sogenannter SIMUW- 
Modelle (SIhIUW = single-variable-i~irilti~le-waves) zuwendeten, entwickelten 
Ansätze, mit denen e~iipirisclie I<ovarianzeii bzw. Korrelationen in - vereinfa- 
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chend dargestellt - Anteile von Stabilität über die Zeit und Anteile von Re- 
liabilität "dekoniponierbar" waren (vgl. ebenfalls Blalock 1971; Bielby/Hauser 
1977: 147-148; Wlieaton/Muthe~i/Alwin/Su~~i~riers 1978). Jagodzinski/Kühnel 
(1987) demonstrierten diese Dekoiriposition iiri Rahmen der Diskussion der Re- 
liabilität von ALLBUS-Daten. Im folgende11 sollen die Ansätze von Heise (1969) 
und Wiley / Wiley (1 970), deren Relevanz fiir die Paiielforscliiing bis zuin heutigen 
Zeitpiiiikt uniiinstritteii ist - aiicli wenn sich scheinbar einige Mißverständnisse 
um diese Ansätze ranken -, vergleiclieiid dargestellt, kritisch diskutiert und 
überprüft, sowie erweitert werden. Metliodiscli soll dies über den Striikturglei- 
chungsmodellansatz (vgl. Andres 1990; BielbyJHaiiser 1977; Jöreskog/Sörbom, 
1988) gesclie2ieii. 
Ziel dieser Arbeit ist die E~itwickliiiig und Darstelliing eines allgeilieiiieri SI- 
MU W-Modells zur Analyse von Paiieldateii, das eine "I{oiitrolle" von Reliabilität 
und Stabilität eriiiöglicht. Iii diesen1 Raliiiieii wird aiif der "teclinisclien Seite" 
die Modellierung iiiclitliiiearer Restriktionen ziir Lösiirig niclitliriearer Gleichun- 
gen in Striikturgleicliiiiigs~~iodelleii entwickelt und dargestellt (siehe auch Rudiii- 
ger/Aiidres/Rietz 1986; C;reen/Paliaqi~ist 1991).') 
2. Stabilität und Reliabilität 
Voraussetzung zur Bestiiriiiiiiiig der Reliabilität ist die aiis der klassischen Test- 
tlieorie (vgl. z.B. Lord/Novick, 1968) bekannte Aiiiialiiiie, daß eine beobachtbare 
Variable y additiv aiis eiiieni "walireii Wert" ( 1 1 )  iiiid eirieiri Meßfeliler (t)  zusain- 
iiieiigesetzt ist: 
Für die Varianz der beobaclitbareii Varialdeii y gilt sodaiiii 
wobei von der Voraiissetziiiig aiisgegarigen wird, daß es keine Kovarianz zwischen 
11 und c gibt (Cov(11, c)=O). Als Reliabilität (re.1) einer Variablen y wird die qua- 
drierte I<orrelation r:,y bezeichnet. Eine äqiiivdeiite Darstelliing der Reliabilität 
als Funktion der Variarizeii von 1) iiiid C ist 
"Striiktiirgleicliiiiigstecliiiiscli" ist die Reliabilität iiii sogenannten Meßmodell enent- 
lialteii, in deiri die Verbiiiduiigeii zwisclieii den latenten Variablen ( T ]  und r )  und 
den beobachtbaren Variable11 (y) dargestellt werden. 
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Als .S tabili tätsindex (st a bilit y) soll im folgenden die Korrelation von zeitlich 
aufeinander folgenden "wahren Werten" 01t-1 und qt dienen: 
stability = 60v(77t9 l)t-1) - 
- r9t,9t-1 
& a ~ ( q t )  V a r ( ~ ] ~ - ~ )  
Die Stabilität ist im Rahnien von S trukturgleicliiingsrnodellen in dem sogenann- 
ten Strukturmodell enthalten, in dem die Beziehungen zwischen den latenten Va- 
riablen (rl-variablen) formuliert werden. In Abbildung l werden Reliabilität und 
Stabilität im Rahnien vor1 S truktiirgleichu ngsrnodellen graphisch veranschaulicht. 
Abbi ldung I: Reliabilitat und Stabi l i ta t  i n  Terrriini von S t ruk tu r -  
gleidiungsniodellexi 
Stabilität sagt also etwas über den Zusammenhang der "wahren Werte" über die 
Zeit aus. Reliabilität hingegen bezeichnet die "Qualitätn der Messung einer beob- 
achtbaren Variablen bzw. "wievieln wahrer Wert in ihr enthalten ist. Ziel dieser 
Arbeit soll sein, Annahmen über Reliabilität lind Stabilität in Panelrnodellen in 
Strukturgleichungsmodellen forrriulier- und sornit testbar zu machen. 
3. Die Modelle von Heise (1969) und Wiley/Wiley 
(1970) 
Die Idee der Modellieriing von Modellen mit latenten Variablen führte Ende der 
60er Jahre zu zahlreichen Arbeiten, die sich mit den Möglichkeiten und Grenzen 
dieses Ansatzes befaßten. Angeregt diirch die Annahmen der klassischen Test- 
theorie wurden Modelle entwickelt, die sich niit der Reliabilität und Stabilität 
in Panelmodellen befaßten. Ini folgenden sollen zwei dieser Arbeiten vorgestellt 
und diskutiert werden. 
3&1 Das Modell von Heise (1969) 
Ausgehend von den Scliwierigkei ten bei der Interpretation einer Test-Retest- 
Korrelation, die aufgrund der Konfundierung von Reliabilität und Stabilität ent- 
stehen, entwickelte Heise (1969) ein in pfadandytisclier Tradition (vgl. Wright 
1934) stehendes Modell, das diese Konfundierung auflösen sollte. Während es 
im Fad von zwei Meßzeityunkteii, der klassischen Test-Retest-Situation also, 
nicht möglich ist, die Reliabilität und die Stabilität getrennt zu schätzen4), so 
ist diese Schätzung - wie Heise (1969) zeigt - in einem Drei-Wellen-Modell 
durchführbar.') Ein den Arbeiten zugrundeliegendes Drei-Wellen-SIMUW-Mo- 
dell ist in Abbildung 2 dargestellt. 
Abbildurig 2: Drei-Wellen-Modell 
Die Annahme gleicher Reliabilitäten wird hier durch die Gleichsetzungsrestrik- 
tionen 
erreicht, d.h. die Variablen werden sowohl "gleich" durch die 77- und 6- Variablen 
beeinflußt. 
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Die in diesem Modell zii schätzenden Paraiiieter sind soiiiit die Residiialvariarizeri 
der latenten Variablen 112 lind 713 (Cz iiiid C3), die "Stabilitäten" Pal lind (# 
stabi l i ty) ,  die Beeinflussu~igskoeffizierite~i zwisclieii deii 11-Variablen also, sowie 
jeweils ein Wert für die drei Beeirifliissurigskoeffizieriten zwischen den 7)- und 
y-Variablen Ay und für die Felilervariaiizen Oe der beobachtbaren y-Variablen. 
Dieses Modell, für dessen Paraiiieterscliatzurig voii Heise die eiiil>irischeii Kor- 
relatiotieli zwischen den beobachtbaren Variablen verwendet werden, wird von 
Jagodzinski/Külinel (1987: 25) als "staiidardisiertes" Modell (in Abgrenzung zu 
dem "unstandardisierten" Modell voii Wiley / Wiley (1 970)) bezeichnet. 
3.2 Das Modell von Wiley/Wiley (1970) 
Wiley/Wiley (1970: 113) kritisieren das Modell voii Heise in Hinblick aiif (3), 
indem sie die Aniiahirie gleiclier Variaiizeii der "walireii Werte", die bei Heise 
implizit über (5) uiid (G) getroffen wird, probleiiiatisiereii lind die Priifiarkeit 
der Annahine gleiclier R.eliabilitäteii riiit cleiri Modell von Heise in Frage stellen. 
Sie lassen dabei allerdings unberiicksiclitigt, daß iiri Fall der Analyse von Korre- 
lationen die Varianzen der wahren Werte quasi "aiitoiiiatiscIi" gleich sind. Urn 
dennoch - wieder unter pfadaiialytisclier Perspektive - wie Heise Reliabilitäten 
und Stabilitäten schätzen zii können, entwickelten Wiley/Wiley ein "Alteriiativ- 
modell" zur Analyse voii Kovariaiizeli. 
In diesem Modell entspricht die Restriktion beziiglicli der Meßfelilervarianzen OC 
(6). Der Unterschied zu Heise besteht allerdings dariri, daß bei Heise (G) un- 
mittelbar aus der Annahme gleicher Varianzen der "walireii Werte" iiiid gleicher 
Beeinflussungskoeffizienten At/ zwischen deii 11- iiiitl den y-Variableii folgt. 1111 
Modeli von Wiley/Wiley hingegen liaiitlelt es sich bei ( G )  jedoch koiizeptiiell iiiri 
die Annahme gleiclier ~ e ~ f e l i l e r ~ ) .  Für die BeeinR assa iigskoeffizien teii der 7)- 
auf die y-Variablen gilt hier folgende Setzling: 
Die Varianz der latenten Variablen 711 wird iiiclit, wie bei Heise, auf den Wert 1.0 
fixiert, sondern ist frei zu scliätzeii - Folge des Ansatzes von Wiley/Wiley iiiid 
letztendlich voii (G) uiid (7). 
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3.3 Vergleich des beiden Modelle 
Der Unterschied in der Parairieterschätziing auf Ciruiidlage der verschiedenen 
Modelle (vgl. Wiley/ Wiley 1970: 115; Jagodziiiski/Külinel 1987: 237f.) ist aber 
n icht  Folge der Verwendung dieser beideii Modelle, sondern i iur  des verwendeten 
Datenmaterials. 
Analysiert inan rnit deni Modell von Wiley/Wiley eine Korrelationsmatrix, so 
ergeben sich iiii Vergleich zu Heise ideiitisclie Pararrie terschätzungen - also 
ebenfalls nunierisch gleiche Scliätziiiigeri für die Reliabilitäten und Stabilitäten. 
Analysiert irian riiit dein Modell von Heise I<ovariaiizriiatrizen, so finden sich 
(wiederurri) die gleichen Paraineterscliätzii ngen wie bei Wiley / W iley. 
Zwischen den beiden augensclieiiilicli iiiiterscliiedliclie~i Modellen von Heise und 
Wiley/Wiley besteht also keiii Unterschied - es handelt sich lediglich uin zwei 
äquivalente Möglichkeiten der Skalieriiiig der Variaiizeii der latenten Variablen 
(vgl. Jöreskog/Sörboni 1988). D. h., es ist iriit beiden Modellen n icht  iriöglich, 
bei der Analyse von I<ovariaiiziriatrizen die Aniialiriie gleicher Reliabilitäten zu 
testen. 
4, Das eigentliche Problem 
Das Probleiri, daß die Überpriifiiiig gleiclier R.eliabilitäteii bei Aiidyse von I<ova- 
rianzniatrizen rnit diesen Modellen nicht iiiöglich ist, wird schon von WileylWiley 
(1970: 114) verdeiitliclit: ''Since this rnodel imposes rio restrictions on the va- 
riance of the true Scores, for ttiree waves of observations tliere are three reliabi- 
lities to be estirnated, riot orie." Eine Iriiplikatioii dieser Feststelliiiig ist, daß es 
genausowenig rnöglich ist, die Aiiiiahiiie gleiclier Stabilitäteri zu forrriulieren. Um 
diesen1 Problern aiif der Ebene von Striiktiirgleicliii~ige~i näher zu koninien, soli 
iiii folgenden eine detaillierte Aiialyse des Drei-Wellen-Modells (vgl. Abbildung 
2) vorgenoiriliieii werden. 
Dieses Drei-Wellen-Modell wird diircli die Striiktiirgleicliii~igen des Meßinodelis 
sowie die des Struktiiriiiodells 
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beschrieben. Die Varianzen der beobachtbaren Variablen sind nach (2) 
Die Varianzen der "wahren Werte" ergeben sicli zii 
Die Kovarianzen, die für die Berecliiiuiig der Stabilität notwendig sind, ergeben 
sich zu 
Hier zeigen sich jetzt die Scliwierigkeiteii, die die Aiiiialirrie gleicher Reliabilitäten 
und Stabilitäten mit sich bringt. Sollen 2.B. die Reliabilitäten zu allen drei 
Meßzeitpuiikten gleich sein ( r ~ l ~ , ~  = r ~ l ~ , ~  = rely,3), so iiiuß nach (3),  und 
(10) und (11) folgende niclitliiieare C;leicliung gelten: 
Sollen die S tabilit ätsindizes zwischen Meßzeitpiink ten gleich sein(siabi1it y t  , t ,  
= stabilit  yt2 ergibt sich nach (4), (1 1) und (1 2) wiederum eine nichtlineare 
Gleichung 
An dieser Stelle wird deutlich, daß die Foririiilierung gleicher Reliabilitäten bzw. 
gleicher Stabilitäten voraussetzt, daß die Varianzen der "wahren Werte" bzw. die 
Kovarianzen zwischen ihnen gleich sind. Das heißt, daß 
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gelten muß. Gleichung (1 5)  ist autoiiiatiscli erfiillt , wenn Korrelatioiisina- 
t r izei i  analysiert werden. Werden jedoch Kovarianziliatrizeii analysiert, so 
ist es ohne Erfüllung von (15) iiiclit iriöglicli, Annahmen über gleiche Reliabi- 
litäten bzw. S tabilitäten zu forriiuliereii. In dieseiii Abschnitt konnte also gezeigt 
werden, daß es nicht reicht, die Beeinflussiingskoeffizienten von den 11 auf die y 
einerseits und die Meßfelilervarianzeii Oe andererseits gleicliziisetzen, um gleiche 
Reliabilitäten zu erhalten. Ebenfalls gilt, daß diircli Gleichsetzen der Beeiiiflus- 
sungskoeffizenten ß zwischen den 11 keine gleichen Stabilitätskoeffizienten erreicht 
werden. Für die Analyse von I<ovarianziria trizeii ist wesentlich, daß (1 5) gilt. 
5 .  Ein allgemeines Modell 
Die Lösung nichtlinearer Gleichungen wie (16) ist mithilfe bestimmter Restriktio- 
nen möglich (vgl. Rudinger/Andres/Rietz 1986). Die Formulierung der hier not- 
wendigen Restriktionen kann iiii Rahiiieii von Struktiirgleichungsinodellen durch 
die Verwendung sogenannter Pliantoni- oder Duiiiriiyvariablen (Rindskopf 1983, 
1984) geleistet werden. In1 folgenden soll ein von Rudinger/Rietz (1988) ent- 
wickeltes autoregressives Modell dargestellt werden, mit der11 die Forderung nach 
gleiclieii Varianzen erfüllt werden kann. 
5.1 Die Idee 
Um Annahmen über gleiche Reliabilitäten bzw. Stabilitäten formiilieren und te- 
sten zu können, müssen die Varianzen der latenten Variablen, und zwar auch 
der abhängigen, rriodellierbar sein, was ein generelles Problem beim Arbeiten 
mit SEM darstellt. Die Grundidee, mit der diese Modellierbarkeit gewährleistet 
werden kann, besteht darin, zu einem Meßzeitpunkt t + 1 die Varianz der la- 
tenten Variablen des Meßzeitpunktes t abzuziehen und der latenten Variablen 
zui~i  Meßzeitpunkt t + 1 eine "neue" - kontrollierbare - Varianz [Var(qi)*]  zu 
geben. Dieses ist scheriiatisch in Abbildung 3 dargestellt . 
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Abbildung 3: Sclleiriatiscl~es Vorgelleil ziir Modellierulig gleicher 
Varializeii der lateilteii Variable11 
6.2 McsdeBPspezifikation 
Die Umsetzung der scheinatisclieii Darstelliing des Modells in Abbildung 3 in ein 
Strukturgleichungsrnodell ist in Abbildung 4 dargestell t.7) 
In diesem Modell sind die folgenden Pararrieterrestriktionen vorzuiiehirien: 
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Abbi ldung 4: S trukturgleic1iuiigsi:iodell uii t der  M6gliclikei t d e r  
- Modellieruiig gleiclier Variaiizeu der  lateiiteii  Variablen 
Welche Imgbkationen die Restriktionen iii dieseiii auf den ersten Blick unüber- 
sichtlichen Modell haben, soll jetzt in Hinblick auf die Varianzen der latenten 
Variablen sowie Rebablitat und Stabilität dargestellt werden. 
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5.3 Implikationen für die Varianzen der latenten 
Variablen 
Betrachtet man jetzt - wie in (11) - die Variaiizeii der lateiiteii Variablen, so 
ergeben sich unter Berücksichtigung der Gleiclisetzuiigsrestriktionen in (18) bis 
(21) folgende Ausdrücke: 
Wie sich jetzt leicht sehen läßt, ist die Forderung nach gleichen Varianzen der 
latenten Variablen durch dieses Modell erfüllt. 
5.4 Konsequenzen für Reliabilität und Stabilität 
Die Annahme gleicher Varianzen in deiii Modell aus Abbildung 4 läßt sich also 
über die Gleichssetzungsres trik tion 
(26) P 1 5  = &,12 = ß 3 , 1 3  = @4,14 = a 
"erzwingen". Hieraus ergibt sich danii für die Variarizeii der latenten Variablen 
Neben den Varianzen der latenten Variablen iiiiissen ebenfalls die Fehlervarianzen 
- wenn man an der Modeliierung der Annahine gleicher Reliabilitäten interes- 
siert ist - gleichgesetzt werden: 
71 RudingerAWetz: Und mal wtWIe&r:Reliabilität & Stabilität in Panelmodellen 
Für die Reliabilitäten zu jede111 der vier Meßzeityiinkte ergibt sich soiriit durch 
Einsetzen in (3) 
und somit immer der gleiche Reliabilitätskoeffizieiit. Ist niaii an der oberPrüfung 
der Annahme gleicher Stabilitäteii interessiert, so ist dies über die Restriktion 
möglich und führt im Rahirien der Berechnung der I<ovariaiizen zwischen.'den 
latenten Variablen zu 
bzw. in Termini von Stabilitätskoeffizieiiteii iiacli (4) zu 
Mithilfe des bisher entwickelten Modelles ist es also inöglicli, niclit nur die An- 
nahme gleicher Reliabiliäten bzw. gleicher Varianzeii der "wahren Werte" zu for- 
mulieren, sondern init (30) können zusätzlicli (siiiiultaii) Aniiahriieii über gleicli- 
bleibende Stabilitäten über die Zeit in dieseiri Modell iiripleirientiert werden. 
6. Abschließende Bemerkungen 
Mit dem hier entwickelten allgerrieineii SI M U W-Modell zur Analyse von. I<ovari- 
anzstrukturen ist es nicht nur iiiöglicli, "Gleic1iheits"-Hypothesen über 
- die Varianzen latenter Variablen, 
- die Reliabilität der beobachtbaren Variablen sowie 
- die Stabilitäten . der latenten Variablen über die Meßzeitpuii k te 
zu formulieren und getrennt oder siiriultan zu testen, sondern eine Weiterentwick- 
lung und Verallgemeinerung dieses Modells erlaubt das Testen von Verlaufsliy- 
gothesen im Bereich der Varianzen der latenten Variablen, der Reliablit äten und 
der Stabilitäten. So ist es dann irr1 Bereich von Mehr-Wellen-Modellen möglich, 
Hypothesen dergestalt zu formulieren, daß z. B. 
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1. die Varianzen der latenten Variablen kleiner werden, 
2. die Reliabilitäteri von Meßzeitpuii kt zu Meßzeitpurikt ansteigen, 
3. die Stabilitäten bis zu eiiieiri Meßzeityiiiikt tm größer werden und danach 
abfallen. 
Ebenfalls lassen sicli Modelle koiistriiiereii, bei denen iiielirere Parameter so re- 
stringiert werden, daß als Folge z.B. eine konstante Reliablität iiber die Zeit bei 
proportional zueinander ansteigenden Variaiizeii der latenten Variablen und Feh- 
lervarianzeii der beobaclitbareii Varial>leii resultiert (vgl. Rudiiiger/Schneider/ 
AndreslRietz 1989). 
Unter Berücksichtigung latenter Mittelwerte z.B. bei latenten Wachstiiinskurven- 
modellen (McArdle/Epstein 1987) oder aiicb iiri Rahiiieii von "Behavioral Gene- 
tics" (Dolan/Moleiiaar/Boo~iis~~ia 1989) lassen sich über eine Erweiterung des be- 
schriebenen Modells viele dieser Ansätze ebenfalls wieder unter ein allgeriieineres 
SIMUW-Modell subsiiiiiiereii, iiii deiii ziisätzlicli riocli Hypothesen iiber Mittel- 
werte inkorporiert werden können (vgl. R.ietz 1988; Rucliiiger/Rietz/Andres 1990; 
Rudinger 1991; Rauli/Rudiiiger et. al. 1991; Riidiiiger/Rietz/Aiidres in Vorbe- 
reitung), wobei allerdings solche Modellieriirigeri - wie bereits aiii Beispiel der 
bescliriebeneii Analyse von I<ovaria~izstriikt~ure~i deutlich geworden sein dürfte - 
aufgrund der Verwendung zalilreiclier latenter Pliaiitorri-Variable11 die I(apazität 
von Personal-Coinpii terii iibersteigeii. 
Auf dieseiii Hintergrund bleibt abzuwarteii, ob die durch inlialtliche Ü berlegiingen 
begründeten und zur Hyyotlieseriiiberpriifii~ig ~iotweiidige~i"Tricks" bei den über- 
arbeiteten Versionen der gäiigigeii Software (LISREL 8.0; EQS 4.0) mit weniger 
Kunstgriffen prograriiiiiierbar sein werden, wobei sicli erste Realisierungen hierzu 
interessanterweise irr1 Bereicli der Niclit-Standard-Soitware in den1 Programm 
MINILIS (Molenaar 1990) finden. 
1) Prof. Dr. G. Rudiiiger, Rlieiiiische Friedricli-Wilhelxiis-Universität, Institut 
für Psychologie, Abteilung Metliodenlelire & EDV, Römerstraße 164, W-5300 
Bonn 1. 
2) Dipl. Psycli. C. Rietz, Tecliiiisclie Universität Berlin, Institut für Psychologie, 
Abteilung Quantitative Methodenlehre, Dovestr. 1-5, W-1 000 Berlin i 0. 
3) Die Terininologie, die iiii weiteren verwendet wird, orientiert sich an dem 
LISREL-Subinodell 3B (vgl. Jöreskog/ Söaborii 19&'8: 158). Dieses Modell 
uinfaßt nur latente und beobaclitbare Variablen ohne die (iraiathematisch iiber- 
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flüssige) Differenzierung in iiiiabliängige lind abliäiigige Variablen. 
4) Das Problem der Schätziiiig von Reliabilität iiiid Stabilität irn Fall von zwei 
Meßzeitpunkten besteht dariii, daß diese beideii Parairieter niclit getrennt schätz- 
bar bzw. das Modell niclit identifiziert ist. Bei einer pfadanalytischen Effektde- 
koriiposition ergibt sicli näirilicli für ryi  = st nbilit y . relyi - rely . 
5) Aus Sicht des an eiiieiii Modelltest Interessierten haben d a .  in dieseiii und iiri 
nächsten Abschnitt dargestellte Motlell das Manko, daß sie niclit testbar sind, son- 
dern lediglich die eiiipirisclie Datfeiiiiiatrix rekoiistriiiereii. Solche Modelle werden 
als "just identified" bezeichnet. Der Scliritt vori eiiieiii die Daten perfekt rekon- 
struierenden zu eiiieiri "testeiideii" Modell wäre allerdiiigs bei Iiiipleiiie~itatioii 
einiger über tlie Aiisät,ze von Heise (1 969) iiiirl Wiley / Wiley (1 970) liiiiaiisgelien- 
der Restriktionen iiiöglicli. 
G) Eine theore tisclie Begriiiicliiiig dieser Aiiiialiiiie findet sicli jetlocli nach Meinung 
der Autoren niclit in deii Aiisfiiliriiiigeii von WileylWiley. Hier drängt sich der 
Verdacht auf, daß es sich i11ri eine willkiirliclie R.estriktioii handelt, die den Status 
des Modells als "just ideiitified" gewälirleisteii soll. 
7) Daß es sicli hier iirii ein Vier-Wellen-Modell handelt, liegt daran, daß dieses 
Modell dadurch iiiclit iiielir "iiiir" jiist-icleiitifietl, sondern testbar ist. Selbst- 
verstäiidlicli läßt sich dieses Motlell aiicli iii Analogie zii Heise (1969) und Wi- 
leylwiley (1970) als Drei-Welleii-Rlodell foriiiiiliereii, wodurch sich an deii Ei- 
genschaften dieses Modell ~iiclits veräiitlert. 
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