We study the recovery of continuous functions from Fourier coefficients with respect to certain given orthonormal systems, blurred by noise. For deterministic noise this is a classical ill-posed problem.
INTRODUCTION
The problem of stable summation of Fourier series with respect to a given orthonormal system of functions {ϕ k , k = 1, 2, . . . } under small changes in the coefficients, measured in l 2 is a classical example of an ill-posed problem if we want to measure the error in the sup-norm · ∞ . To be more specific we study functions belonging to C[0, 1], the space of continuous functions on [0, 1] . The problem may now be formulated as follows. We want to recover a continuous function y from (Fourier) coefficients with respect to a given orthonormal system {ϕ k , k = 1, 2, . . . }, but instead of y k := y, ϕ k , k = 1, 2, . . . we are given only a noisy sequence of numbers y δ := (y δ,k ) ∞ k=1 , determined by y δ,k := y k + δξ k , k = 1, 2, . . . ,
where ξ := (ξ k ) ∞ k=1 is the noise. Usually it is assumed that the noise is deterministic and has ξ l2 ≤ 1. This classical ill-posed problem was studied in [?, Chapt. 6] , in an appendix to the textbook [?] , in papers by Aliev [?] and many others. In all cases the application of Tikhonov regularization was considered. Standard assumptions on the smoothness of the true solution were expressed in terms of spaces W µ 2 , associated with the given system {ϕ k , k = 1, 2, . . . }, i.e., 
This means, that the highest derivative y (µ) may have singularities at the end points 0 or 1.
On the other hand, under such assumptions, Il'in and Pozniak [?] for the trigonometric system and Aliev [?] for the more general case of any system with uniformly bounded norm ϕ k ∞ ≤ C, k = 1, 2, . . . , proved that for
. So, the optimal choice for α is α 0 = δ 2/3 for which
Here and throughout the paper C denotes generic constants that can vary from appearance to appearance. To the best of our knowledge, we refer also to the survey by Liskovets [?] , this is the culmination of all previous work on this particular problem. Still some questions remain open. First, the estimate (??) does not take into account the given smoothness. Moreover, it does not indicate the actual degree of ill-posedness of the problem which is measured by the lack of accuracy due to ill-posedness. It is common belief, that this degree depends on the growth of ϕ k ∞ when k → ∞. We will study this problem for two different classes of orthonormal systems, satisfying norm growth assumptions.
We say, that an orthonormal system {ϕ k , k = 1, 2, . . . } belongs to class (??), if
for some ν > 0. On the other hand, if it obeys
now for some β ≥ 0, then we agree to say, that it belongs to class (??). It is immediate, that systems {ϕ 1 , ϕ 2 , . . . }, which obey (??), will satisfy (??), with ν = β + 1/2 + ε for any small ε > 0. The trigonometric system has property (??) for β = 0, whereas the system of Legendre polynomials requires to take β = 1. One way to obtain systems from M ν is to consider lacunary sequences
β k −ν is square summable. We now return to the problem of stable summation. Below it will turn out, that the solution to the problem of stable summation heavily depends as well on the classes of orthonormal systems as on the kind of noise. Within the deterministic noise framework, systems which enjoy property (??) fit best. The point-wise growth as in (??) does not exactly fit, but still a slight modification of our arguments allows to provide error estimates.
For white noise, the situation is different, since the behavior of the noise is very much dependent on geometric properties of the underlying space. Here we consider as noise ξ = (ξ k ) ∞ k=1 independent standard normal random variables. In the Gaussian white noise setting we have to make an additional assumption on the orthogonal system, expressed in terms of Lipschitz properties, namely, that there are some ρ < ∞ and C < ∞, for which
Note that this assumption is fulfilled for the trigonometric system with ρ = 1. For algebraic polynomials ϕ k of degree k Markov's inequality,
We shall study regularizing properties of summation methods The quality of the summation methods T a n (y δ ) will depend on the truncation level n and on properties of a := (α n k ) , k = 1, . . . , n, n ∈ N, more precisely we shall assume, that there is C and some λ, such that
We agree to call T a n of degree λ, if this is the case. We note in passing, that as a consequence, the array a is uniformly bounded. The following examples show that the assumption (??) is rather natural. Moreover, we also indicate the Bernstein-Rogosinsky method, applied to the trigonometric system for which n = 2m + 1 usually. In this method we let α
one can see that the Bernstein-Rogosinsky method has degree 2.
As will be transparent below, given an orthonormal system and a priori smoothness µ, any such summation method will provide the same optimal order of accuracy as δ → 0, if λ in (??) is large enough. This best possible accuracy will be different, for classes (??) and (??) as well as for different assumptions on the noise.
SYSTEMS FROM CLASS (M ν )
We first note the following inequality, which will be useful below. Among others it implies, that for µ > ν functions from W µ 2 are continuous, if the system {ϕ k , k = 1, 2, . . . } consists of continuous functions.
Proof. Let us recall y k = y, ϕ k . An application of the Cauchy-Schwarz inequality provides
, from which the assertion easily follows.
The main result in this section is
. . } be of class (??). Suppose we are given noisy observations (??) and have a priori knowledge µ > ν of the exact solution.
Let T a n be any summation method of degree λ ≥ µ − ν.
1.Deterministic noise:
For n δ −1/µ we have
2.Gaussian white noise: For systems obeying (??) and a choice of n (δ log(1/δ)) −1/µ we have the following bound
where E denotes the expectation with respect to the Gaussian white noise ξ.
Proof. For any summation method T a n (y δ ) we decompose the error as
The first two summands are independent of the noise. For deterministic noise the middle summand on the right above was estimated in Proposition ?? and yields asymptotically δ (µ−ν)/µ by our choice of n. The first summand can be estimated similarly as in Proposition ?? as
For deterministic noise the last summand in (??) can be estimated as
such that we arrive at (??). It remains to treat the Gaussian white noise case. This is more elaborate. We have to bound E n k=1 α n k ξ k ϕ k ∞ , which will be done using Dudley's Theorem [?, Theorem 11.17 ]. This asserts, that for Gaussian processes (X t ) t∈T we have
where N (T, d X , ε) denotes the minimal number of ε-balls required to cover
. D denotes the diameter of (T, d X ). Estimate (??) is applied to the process
Since {ξ k , k = 1, 2, . . . } are i.i.d. standard normal variables, we can explicitly compute the metric
such that it is easy to bound the diameter by
We can also bound distances in d X (s, t) by a multiple of |s − t|, using assumption (??). Indeed,
We letD := max {1, D} and bound the right hand side, using the CauchySchwarz inequality, by
Assumption (??) yields B ≤ Cn (ρ+ν) as well as D ≤ Cn ν , which finally implies
Combining the estimate for the noise free term with (??) we obtain for the proper choice of n
which completes the proof of (??) and of the theorem.
SYSTEMS FROM CLASS (K β )
Again we start with a tail estimate, ensuring that W µ 2 consists of continuous functions, if only the orthogonal system was continuous.
We omit the proof, because it is straight forward. The main result is Theorem 3.1. Let {ϕ k , k = 1, 2, . . . } obey assumption (??). Suppose we are given noisy observations (??) and have a priori knowledge µ of the exact solution for µ > β + 1/2. Let T a n (y δ ) be any summation method of degree λ ≥ µ.
1.Deterministic noise:
With n δ −1/µ noisy data we have the following error estimate
2.Gaussian white noise: For systems obeying (??) and a choice of n (δ log(1/δ)) −1/µ we have
We note, that the bounds given above are stronger, than the ones we would obtain, simply using that (??) implies (??) for ν = β + 1/2 + ε and applying Theorem ??.
Proof. Again we start with the error decomposition (??) and use estimate (??) and the assumption on n to bound the middle term.
Moreover, we have the following Nikolski type inequality for any polynomials with respect to the system {ϕ k }.
We apply this to
Recoursing the above estimates into the error decomposition (??) we obtain for n δ −1/µ and y µ ≤ 1
which completes the proof of estimate (??). The proof for random noise differs from the one for system from class (??) only in the bound for the diameter D, which can be estimated by
This allows to prove (??) and to complete the proof of the theorem.
We mention, that the use of the Nikolski type argument evolved during discussions with V. Temlyakov, Univ. of South Carolina. . He proved that this order cannot be improved even if the trigonometric system is replaced by any other orthonormal system, still assuming y ∈ W µ 2 , associated to the trigonometric system. It is worth mentioning, that in this paper, discretized Tikhonov regularization was used and that the regularization parameter α was chosen adapting to the unknown smoothness. Therefore it had to be required, that the number n of observations was at least
where µ 0 , the minimal smoothness, was supposed to be known. We note, that the number n of observations, which provide the optimal order does not depend on properties of the system {ϕ k , k = 1, 2, . . . }.
Therefore, since the trigonometric system obeys (??) for β = 0, we obtain the best order of accuracy for this system with a number of observations much less than the one in (??).
THE HAAR SYSTEM
In this section we study the recovery of functions based on noisy coefficients with respect to the Haar system {χ m,j }, which is briefly introduced as follows, see [?, Chapt. 3]. We let χ 0,0 (t) ≡ 1 and for naturals k = 0, 1, 2, . . . and j = 0, 2, 3, . . . , 2 k , we let
We note, that at each level k and for each t ∈ (0, 1) there is at most one j = j(k) for which χ k,j = 0. In this case it takes absolute value 2 k/2 . The Haar system is an orthonormal basis in L 2 [0, 1]. By assigning (k, j) → n := 2 k + j we obtain a system as in the previous sections. With this identification we see for any function y = k j y k,j χ k,j
This establishes the usual connection between the Sobolev norm y µ from the previous sections and the Besov norm. Below we shall work with the Besov norm y B µ 2,2
. For brevity we let y k := (y k,j )
. . , and y k p , 1 ≤ p ≤ ∞, will mean the standard l p -norm of the vector y k in R Our subsequent arguments will be based on the following important observation. For any vector u = {u k,j } and summation region I ⊂ {0, 1, . . . } we have
For the Haar system, µ > 1/2 is sufficient for a tail estimate as in Propositions ?? and ?? above; and we will restrict ourselves to 1/2 < µ < 1 below. However, since the Haar system does not consist of continuous functions we cannot guarantee, that functions from W µ 2 are continuous. Proposition 4.1. For µ > 1/2 and any m it holds the estimate
Proof. Using (??) we infer for any fixed t ∈ (0, 1)
Remark 4. 1. Since χ k,j ∞ = 2 k/2 , the Haar system obeys (??) with β = 1/2. Therefore, Theorem ?? does not apply, since this would require µ > 1.
In order to establish the main result of this section we need to rewrite the assumptions on the observations y δ . We assume that we are given noisy observations
For deterministic noise ξ = {ξ k,j } we assume ξ k,j l2 ≤ 1. Again, for random noise we assume, that all ξ k,j are i. It remains to rewrite the properties of stable summation methods for the present setup. For a sequence a = (α k,j ) , j = 0, 1, . . . , 2 k − 1, k = 0, 1, . . . and truncation level m we recall (with a slight abuse of notation) that T a m has degree λ, if |1 − α k,j | ≤ C2 λ(k−m) , for k ≤ m and j < 2 k . Now we are ready to state the main result of this section. µ/(µ+1/2) , which is slightly better than the estimate in the second assertion of Theorem ??, due to a relaxed error criterion.
We also note, that Theorem ?? indicates the same accuracy as for the trigonometric system, although the Haar system is not uniformly bounded.
